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SUMMARY
This thesis presents an investigation of a number of inference problems 
associated with linear time series models. Two linear models which are of 
fundamental importance in the analysis of time series are the moving average 
model and the autoregressive model. It is models such as these, and models 
constructed from them, with which we shall be concerned. The chapters may 
be summarized as follows: after a brief outline of the basic concepts of
spectral theory chapter 1 is concerned with a discussion of the properties 
of a number of linear time series models. This introductory chapter 
concludes with a description of the estimation procedure, based on spectral 
methods, which is applied in the latter part of this thesis to obtain 
efficient estimates of the coefficients of mixed regression, autoregression, 
moving average and distributed lag models.
In chapter 2 a goodness of fit test is derived for the vector 
autoregressive model and an outline given of the computational procedure to 
be followed when applying the test. This test is compared with various 
other goodness of fit tests (for autoregressive models) occurring in the 
literature, the advantages and disadvantages of each being discussed.
Chapter 3 commences with a description of a procedure (due to Hannan 
[25]) for the efficient estimation of the coefficients of moving average 
models. After examining the rate of convergence of the iterative procedure 
(in the case of the first order moving average model) associated with this 
method, an extension of Hannan’s procedure is described. This extension 
is introduced so as to prevent the estimation procedure from, on some 
occasions, giving estimates which fail to converge as the iterations proceed.
vii
Finally in this chapter Hannan’s estimation procedure is compared with two 
other methods due to Durbin [14].
Chapter 4 is concerned with the derivation of a method for the 
estimation of the coefficients of mixed autoregressive moving average models 
with exogenous variables. This procedure, which is based on the method of 
maximum likelihood, gives estimates which are shown to be asymptotically 
normally distributed and (asymptotically) efficient. After outlining the 
computational procedure for the application of this method, the results of 
a number of numerical experiments, using generated data, are presented in 
section 4.5. As we see from that section, these results help to illustrate 
the theoretical results obtained.
By placing constraints on the coefficients of the models considered in 
chapter 4 it is possible to efficiently estimate the coefficients of certain 
classes of rational distributed lag models. These models are discussed in 
chapter 5 and the associated estimation formulae derived. Finally, in 
chapter 6, the estimation procedure developed in chapter 4 is extended to 
consider the efficient estimation of the coefficients of vector mixed 
autoregressive moving average models with exogenous variables.
CHAPTER 1
INTRODUCTION
1.1 Preliminary
We shall in this section introduce the basic definitions and 
terminology which will be used throughout this thesis. In general no 
attempt will be made to present rigorous derivations of the theory to be 
outlined since the current literature contains an increasing number of 
excellent introductions to the spectral theory of time series (e.g.
Whittle [55]> Grenander and Rosenblatt [18], Hannan [22], [26], Jenkins 
and Watts [31]* Parzen [44] and Anderson [3] to name a few). For the 
purpose of this thesis Hannan [26] has been taken as the basic reference 
and we shall, in what follows, make reference to many of the results 
derived in that book.
Let us consider a time series (x(n); n = 0,+l,..,}, where x(n) is a
vector of p components taken at time n, i.e. x/(n) = (x,(n)...x (n)).P
We shall (unless otherwise stated) assume that the mean is zero so that 
for j = 1,...,p; n = 0,+l,...,
E(xj(n)) = 0.
Furthermore we define the covariance matrix of this process to be r(m,n), 
where
E(x(m)x/(n)) = r(m,n).
The series [x(n)j n = 0,+l, is said to be second order (or wide sense)
stationary if
E(x(m)x/(n)) = r(0,n-m) = p(n-m) say, (l.l.l)
1
2i«e. the covariance matrix depends only on the distance (n-m) between the 
two observations being considered.1 If 7 (n) is the element in row jJk
column k (j,k = 1, ...,p) of r(n) then 7 .An) = 7 . (-n), i.e. r(n) = r'(-n)
(where r/(n) is the transpose of the matrix r(n)). It is often convenient
to work in terms of the serial correlations p (n) (which are scale free),Jk
where
i
pjk(n) = b k (n)/(7jj(o)7kk(o))2-
For j = k we call these the autocorrelations and use the notation
Pk(n) = 7k(n)/rk(o)
If r(n) is the covariance matrix of a stationary vector process, 
then by Bochner's theorem
r(n) = f elnAdF(A), (1.1.2)
d -7T
where F(A) is a matrix with Hermitian non-negative increments i.e.
F(A^)-F(A2) 0, A^ ^ A2‘ This function F(a ) is uniquely defined if
we require that (i) lim F(A) = 0, (ii) F(a ) is continuous from the right.
A*-00
It is called the spectral distribution matrix and since it is Hermitian 
f (A) = F/(-A). Rewriting dF(A) in the form 
dF(A) = \ (dC(A)-idQ(A)) A > 0,
= dC (A) A = 0,
(id.2) becomes
In what follows, when we speak of stationarity we shall, unless 
otherwise stated, mean second order stationarity.
3r  (n) (cos nA dC(A )+sin nA dQ (A))
C(A) and Q(A) a re  r e f e r r e d  t o  a s  th e  c o s p e c t r a l  and q u a d ra tu re  s p e c t r a l  
d i s t r i b u t i o n  m a tr ic e s  r e s p e c t iv e ly .
Suppose F(A) i s  assumed to  be a b s o lu te ly  c o n tin u o u s . Then (1 .1 .2 )  may 
be e x p re s se d  in  th e  form
r ( n )  = T e inAf(A)dA
- I T
(c(A )cos nA +q(A )sin nA)dA, (1 * 1 .3 )
^ o
where now f (A ) , c (A ), q(A) a re  r e s p e c t iv e ly  th e  s p e c t r a l  d e n s i ty ,  th e  
c o s p e c t r a l  d e n s i ty  and th e  q u a d ra tu re  s p e c t r a l  d e n s i ty  m a tr ic e s .  F urtherm ore  
from  ( 1 .1 .3 )  i t  fo llo w s  th a t
f  (A) = (27r ) " 1 Z r ( n ) e " lnA . ( 1 .1 .4 )
n = - c o
J u s t  a s  ( 1 .1 .2 )  r e p r e s e n ts  a  tr a n s fo rm a tio n  o f  th e  co v a ria n c e  m a tr ix  
from  th e  tim e to  th e  freq u en cy  domain, th e r e  e x i s t s  a s im i la r  
tr a n s fo rm a tio n  (o r s p e c t r a l  r e p r e s e n ta t io n )  f o r  x ( n ) .  Indeed  we may l e t
(n) -inA dz (A)
-TV
(cos nA d |(A )+ s in  nA d'n(A )), ( 1 .1 .5 )
where z(A) i s  a  complex v e c to r  p ro c e s s  o f  o r th o g o n a l in c re m en ts  w ith  
dz(A ) = i(d |(A )+ id ii(A ) )  A > 0,
= d | (A) A = 0,
and
E (d z (A )d z* (p ))  = 5. dF(A).
AjM-
dz*((j.) r e p r e s e n t s  th e  t r a n s p o s e d  co n ju g a te  o f  d z (q ) ,  w h ile  6 i s  th e
A^M-
u s u a l  K ronecker f u n c t i o n  i . e .  6^ i s  u n i t y  when A = u and zero  o th e rw is e .A,p
F urtherm ore  th e  o n ly  non ze ro  c o v a r ia n c e s  o f  d | (A ) ,  dr)(A) a r e
E (d |  (A )d £ '(p ) )  = E(dri(A)dTi/(|i)) = 5 ac (A ),
E (d £ (A )d t) '(n ) )  = -E (d i i (A )d | / ( | i ) )  = S, dQ(A).
In  p r a c t i c e  C(A) and q (a ) a r e  r e p la c e d  "by two o t h e r  e x p re s s io n s ,  
which we s h a l l  d i s c u s s  o n ly  f o r  th e  a b s o l u t e l y  co n t in u o u s  case  ( i . e .  t h a t  
where dF'(A) = f(A)dA, so t h a t  dC(A) = c(A)dA and dQ(A) = q(A)dA). We 
in t ro d u c e  th e  q u a n t i t i e s
4 (A) 4;a>+4(a)c j j (A,ck k (A)
if m^r
VATfa ™  ’
9 j k (A) = t a n _ 1 ( q jk (A ) /c J k (A )),
where c (A), q . ,  (A) and f  (A) a r e  th e  e lem en ts  i n  row j  column k
J k  JK JK
( j , k  = 1, . . . , p )  o f  c (A ), q(A) and f(A ) r e s p e c t i v e l y ,  a . ,  (A) and 0 (a )
JK JK
a r e  c a l l e d  th e  coherence and th e  phase r e s p e c t i v e l y  and a r e  two
c h a r a c t e r i s t i c s  m easuring  th e  dependence o f  x . ( n )  on x (n ) .  ( indeed  th e
J K
coherence m easures th e  s t r e n g t h  o f  a s s o c i a t i o n  in  th e  sense o f  maximum 
c o r r e l a t i o n  o b ta in e d  by  re p h a s in g  xk (n ) r e l a t i v e  t o  x^.(n) "by
Suppose we now c o n s id e r  a  sample o f  s iz e  N from th e  v e c t o r  tim e 
s e r i e s  x (n )  i . e .  ( x ( n ) ;  n = 1 , . . . , N } .  We e s t im a te  th e  co v a r ia n c e  m a tr ix  
f ( n )  by
5N-n
C(n) = (N-n) E x(m )x/ (m+n) n ^ 0, (1 .1 .6 )
m=l
C (-n ) = C7 ( n ) .
(The e lem en ts  o f  C(n) a r e ,  a t  t im e s , r e f e r r e d  to  a s  th e  sample s e r i a l  
c o v a ria n c e s  w h ile  th e  d ia g o n a l e lem en ts ,-a re  c a l l e d  th e  sample a u to c o v a r ia n c e s ) .  
C(n) i s  som etim es d e f in e d  w ith  th e  d iv i s o r  (N-n) r e p la c e d  by N. A lthough 
th e  d iv i s io n  by N makes C(n) a  b ia s e d  e s t im a to r ,  a s  P arzen  [45] p o in ts  o u t 
t h i s  a l t e r n a t i v e  e s t im a te  o f  r ( n )  has two d e s i r a b le  p r o p e r t i e s .  F i r s t l y  
i t  le a d s  to  a sm a lle r  mean sq u are  e r r o r  f o r  a g iv e n  sample th a n  does th e  
u n b ia se d  one and seco n d ly  th e  b ia s e d  e s t im a to r  i s  p o s i t iv e  d e f i n i t e ,  
w hereas th e  u n b ia sed  e s t im a to r  i s  n o t .  (For some m a tr ix  C (n ), i f  
a / C (n)a = c (n) (say ) f o r  a l l  a  ^ 0, th e n  C(n) i s  p o s i t iv e  d e f i n i t e  i f
£L
N ^
E E c  (£-m )z(£)z(m ) > 0 ,
£ ,m = l a
f o r  some z (£ )  n o t a l l  z e ro . I f  
, N-n
C(n) = N~ E x(m )x7 (m+n), 
m=l
t h i s  c o n d it io n  i s  o b v io u s ly  s a t i s f i e d ) .  F u rth e rm o re , a s  Hannan ([26] p 210) 
shows, u nder f a i r l y  g e n e ra l  c o n d i t io n s  th e  sample co v a ria n c e  (1 .1 .6 )  
converges a lm o st s u re ly  to  th e  t r u e  co v a ria n c e  r ( n ) .  (We s h a l l  d is c u s s  t h i s  
more f u l l y  l a t e r  when d e a l in g  w ith  p a r t i c u l a r  l i n e a r  m o d e ls).
I f  we ta k e  th e  f i n i t e  F o u r ie r  tra n s fo rm  o f th e  x (n )  s e r i e s  so a s  to  
o b ta in
i N inA.
w(A, ) = (2ttN) 2 E x (n )e  ,
^ n = l
6with A = Aw_t = 2rrt/h; t = 1 
at frequency A is defined as
l(At ) = w(At )w*(At ).
2
[n/2], then the periodogram ordinate
(1.1.7)
Furthermore, if the spectral density is continuous at A, as N •> oo it is 
not hard to show that 
E(I(A)) -v f(A).
Although the periodogram is an inconsistent estimate of the spectral density 
(see Hannan [22] p 53) it still plays an important role in estimation 
problems in time series.
Finally in this first section we shall introduce some notation and 
results from matrix theory which will be constantly used throughout this 
thesis. If A is an (m x n) matrix then by A7 we mean the transpose of A,
A represents the complex conjugate of A and A* the transposed conjugate of 
A (i.e. A* = A7). ||A|| is the norm of the matrix A, which we may take to be 
the positive square root of the greatest eigenvalue of AA*, while tr{A] is 
the trace of the matrix A. If a positive definite matrix F is partitioned 
as
A D i
9
D 7 E
where A and E are square, then F ^ can be written in the form
2 By [n/2] we mean the largest integer equal to or less than n/2.
7A^ +A"1!) (E-D'A”1!) ) “B/A"1 -A-1D (E-BAA-1!))-1
- (E-D'A-1! )_1D/A-;L (e-d/a-1d)"1
Furthermore some simplification shows that for the (l, 1) block of F 
we have
(1.1.8)
a'1+a'1d(e-d/a":ld)":ld/a"1 = (a-de"^ ')"1. (1.1.9)
We call vec(A) the vector formed from the matrix A by writing the 
columns of A below each other from left to right. Consequently for the 
(m x n) matrix A, vec(A) has a., in row (k-l)m+j, j = 1, . ..,m; k = 1, ...,n.
If B is a (p X q) matrix then by A & B we mean the tensor (or Kronecker) 
product of two matrices, which is the (mp x nq) partitioned matrix
auB a12B • 0 0  Ö - 1  BIn
a21B a22B . . .  a0 B2n
a ,B a „Bml m2 mn
» B has aijbkt in row (i-l)p+k, 1
-«• f n > k = 1,.. • )V> — 1, •.«,q
(1.1.10)
in what follows (and the proof of which may be found in Neudecker [40])
%
is that if A, B and C are matrices such that the matrix product ABC is 
defined, then
vec (ABC) = (C' SlA)vec(B). (l.l.ll)
(When we come to consider vector linear models we shall be able to express 
many of our results much more succinctly by making use of this tensor 
notation).
81.2 Linear Models
In the analysis of time series (and more specifically prediction 
theory) uncorrelated processes form a basic building block in the 
representation of a vide range of stationary processes. The starting 
point for the consideration of such processes is the Wold decomposition 
theorem (see Wold [6o]) which states that every second order stationary 
process x(n) (we shall initially consider the scalar case for simplicity) 
may be represented as
x(n) = u(n)+v(n) = Z a(j)e (n-j )+v(n), (1.2.1)
j=o
where
(i) E(e(m)e(n)) = 6 cr2,
00 2(ii) a(o) = 1, Z a (j) < oo,
J=o
(iii) E(e(m)v(n)) = 0,
(iv) the v(n) process is deterministic i.e. v(n) may be 
determined exactly from an infinite number of past values 
v(m), m ^ (n-l).
If a > 0 and v(n) is absent then x(n) is said to be purely nondeterministic 
and has the moving average representation 
00
x(n) = Z a(j)e(n-j). 
j=o
In this case the x(n) process has an absolutely continuous density function 
fx (A) given by
f (A) = (o2/2ir) I Z a(j)eljA|2 . 
j=0
The Wold decomposition theorem requires only that the e(n) are 
uncorrelated. For the purpose of this thesis however we shall require 
the e(n) to he identically and independently distributed. Indeed we 
shall be concerned with linear processes of the form 
00 00
x(n) = Z a(j)e(n-j) , Z a£(j) < » f a(o) = 1, (1.2.2)
j=o j=o
where the e(n) are identically and independently distributed with mean 
zero and variance a , which we paraphrase as i.i.d. (0, cr ). (in a 
recent paper Hannan and Heyde [30] have shown that, subject to some 
reasonable additional conditions, the classical theory of inference goes 
through if this independence assumption is replaced by the weaker condition 
E(e(n)|Fn = 0, almost surely, for all n? where is the a-fieId 
generated by the e(m), m ^ n. In the stationary case for example their
00
additional conditions are the regularity condition Z jC^(j) < °°, together
1 = 12 I 2 vwith the requirement E(e (n)|Fn = 0 , almost surely).
Let us consider a moving average model of order p, i.e.
P P P
x(n) = z a(j)e(n-j) , 2 a (j) < «> , a(o) = 1, (1.2.3)
j=o j=o
where the e(n) are i.i.d. (0,cr ) „ For this model, in order that the e(n) be 
the prediction errors (in which case the model will be uniquely identified), 
we require all the zeros of the z transform
p ig (z) = 2 a(j)zJ
j=o
to lie on or outside of the unit circle (see Hannan [26] chapter 3 for a 
discussion of prediction theory). When determining the asymptotically 
efficient estimates of the coefficients of the mixed autoregressive moving 
average model with exogenous variables (in chapter 4), for the asymptotic
theory to go through we shall in fact require all the zeros of g(z) to 
lie outside of the unit circle.
Suppose a(j) represents an estimate of o:(j), j = 1,...,p, for the model 
(1.2.3)» If the spectral density estimate satisfies
f^(A) = (2tt) 1 2 c(j)ei^  - 0 * for all A,
j=-P
(where the c(j) are the sample covariances of the x(n) process) and all the 
zeros of g(z) lie outside of the unit circle, then we may obtain the a(j) from
f (A) = (a2 /27T) I 2 a(j)e1'^A |2 = (27r)_1 2 c(j)e1^A, a(o) = 1. (1.2.4)
j=o j=-p
By expressing the qj( j) in terms of the autocorrelations of the x(n) process 
it can be shown (for a sample of size N) that the n/n (oc( j )-a( j)), j = 1, ...,p, 
are asymptotically normally distributed (see Anderson [3], section 5»T)» 
Furthermore for x(n) defined by (1.2.3) it follows that the sample covariance 
(of the x(n) process) converges almost surely to the true covariance. Thus 
from (l.2«4) it follows that cc(j) converges almost surely to a(j).
Since it is often desirable to express x(n) in terms of its past 
values we are led to consider the autoregressive model (of order q, say)
q.
2 ß(k)x(n-k) = e(n) , ß(o) = 1, (1.2.5)
k=o
where the e(n) are i.i.d. (O,(J ). For this model the spectral density of 
the x(n) process is given by
£ (*) = (ff2/2ir)| S ß(k)eikAr 2 . 
k=o
10
(1.2.6)
11
Furthemore, in order that the e(n) he the prediction errors we require that 
the corresponding z transform
have all its zeros outside of the unit circle. Assuming this condition to he 
satisfied,then the autoregressive model may he expressed in terns of an 
infinite moving average of present and past values of the e(n) with 
coefficients which converge exponentially to zero, and so the x(n) process 
is stationary.
Suppose ß(k) represents the estimate of the autoregressive coefficient 
ß(k), k = 1,...,q,obtained from the Yule-Walker equations
hard to show however (see Hannan [26] pp 329-332 for example) that the 
finiteness of moments higher than the second is not needed). Furthermore, 
since the sample covariance of the x(n) process (defined hy (1.2.5))
/Sconverges almost surely to the true covariance, ß(k) converges almost 
surely to ß(k), k = 1, ...,q,
Comhining the two models (1.2.3) and (1,2.5) we obtain the mixed 
autoregressive moving average model which may he written in the form
k=o
k-u
Then as Mann and Wald [38] prove, for a sample of size N, the 
N/w(ß(k)-ß(k)) are asymptotically normally distributed, (in their proof 
these authors assume that all moments of the e(n) are finite. It is not
k
(1.2.7)
12
2
■where th e  e (n )  a re  i . i . d .  (O, cr ) .  I f  a l l  th e  ze ro s  o f  th e  z tra n s fo rm
<1 v
h ( z ) = Z ß (k )z
k=o
l i e  o u ts id e  o f  th e  u n i t  c i r c l e  th e n  th e  x (n )  p ro c e s s  i s  s ta t io n a r y  w ith  
s p e c t r a l  d e n s i ty
f  0 0  = (o2/ 2 it) ( |  Z a ( j ) e iJ A | 2 / |  E ß (k )e lKN| 2 ) .  
j=o k=o
F u rtherm ore  in  o rd e r  t h a t  ( 1 .2 .7 )  he u n iq u e ly  i d e n t i f i e d  we r e q u ir e  t h a t  
a l l  th e  ze ro s  o f
p  i
g ( z )  = Z a ( j ) z J
,3=0
l i e  on o r  o u ts id e  o f th e  u n i t  c i r c l e  and g ( z ) ,  h ( z )  must have no zeros  
in  common.
In  t h i s  s e c t io n  we h a v e , to  d a te ,b e e n  concerned  e x c lu s iv e ly  w ith  s c a la r  
l i n e a r  m od e ls ,th o u g h  a l l  th e  r e s u l t s  c a r ry  th ro u g h  to  t h e i r  v e c to r  
c o u n te r p a r t s . Indeed  suppose we c o n s id e r  th e  v e c to r  moving av e rag e  model
P P P
x ( n )  = Z A ( j ) e ( n - j )  , A(o)  = I  , Z ||A( j ) || < «>, ( 1 .2 .8 )
<j=o j=o
where now x ( n ) ,  e ( n )  a re  v e c to r s  o f  v com ponents w h ile  th e  A ( j ) ,  j  = 1,  . . . , p  
a re  square  m a tr ic e s .  The € (n) a re  assum ed to  he i . i . d .  ( 0 , G) .  In  o rd e r  
t h a t  t h i s  model be u n iq u e ly  i d e n t i f i e d  we assume t h a t  a l l  th e  ze ro s  o f 
th e  d e te rm in a n t
p  1 
d e t ( Z A ( j  ) zJ )
«3=0
l i e  on o r  o u ts id e  o f  th e  u n i t  c i r c l e .  The s p e c t r a l  d e n s i ty  o f  th e  x ( n )  
p ro c e s s  d e f in e d  by  (1 .2 .8 )  i s  g iv e n  by
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f (A) = (2tt)"1 ( Z A(j)elJA)G( Z A(j)eljA)*. 
j=o j=o
The vector autoregressive model may be expressed in the form
q
Z B(k)x(n-k) = e(n) , B(o) = I, (1.2.9)
k=o
where x(n), e(n) are vectors of v components, the B(k) (k = 1, ...,q) are 
square matrices and the e(n) are assumed to be i.i.d. (0,G). In this 
case , in order that the x(n) process be stationary, we require that the 
determinant
q k det ( Z B(k)z )
k=o
have all its roots outside of the unit circle. For this model
f (A) = (27r)"1( Z B(k)elkA)_1G( Z B(k)elkA)*"1 .
X k=o k=o
Suppose ß = vec(B(l):B(2):...:B(q)) is the vector of v q components 
(defined below (1.1.9)), while ß is an estimate of ß obtained from the 
Yule-Walker equations (for the vector model), i.e.
q ^
Z B(k)C(k-j) = 6^ ,G , j ^ 0, B(o ) = I.
k=o °'J
Then for a sample of size N it is well known that sTEiß-ß) has a 
distribution which converges, as N -> oo, to that of a normally distributed
Avector of random variables, and furthermore, ß converges almost surely to ß.
In practice when fitting an autoregressive model to a set of data we 
must decide on the order of the autoregression to be fitted (i.e. the size 
of q in (1.2.9) for example), A number of goodness of fit tests have been
lb
developed for testing the order of such models. We shall, in chapter 2, 
derive such a test for the vector autoregressive model (1.2.9) and 
compare this test with other goodness of fit tests occurring in the 
literature.
The vector mixed autoregressive moving average model is of the form
1 P
2 B(k)x(n-k) = Z A(j)e(n-j) , A(o) = B(o) = I, (1.2.10)
k=o j=o
where x(n) and e(n) are vectors of v components, A(j), B(k) (j = 1,...,p; 
k = 1,.*.,q) are square matrices and the e(n) are assumed to he i.i.d.
(0,G). In order that the x(n) process defined by (1.2.10) be stationary 
we require that all the zeros of the determinant
det( Z B(k)z 
k=o
(1.2.11)
lie outside of the unit circle. The spectral density of the x(n) process 
for this mixed model is given by
fx (A) = (27r)-1( Z B(k)elkA)_1( Z A(j)e1^ ) G (  Z A(j)e1<3A)*( Z B(k)elkA)*_1. 
k=o j=o j=o k=o
Furthermore, in order that the model (1.2.10) be uniquely identified, all 
the zeros of the determinant
det ( Z A(j)z^) 
j=o
(1.2.12)
must lie on or outside of the unit circle. In addition we require that 
(1.2.11) and (1.2.12) have no zeros in common and the partitioned matrix 
[A(p) : B(q.)]
tie of rank v (for a discussion of these conditions see Hannan [27]). In the 
latter part of this thesis, we shall be interested in efficiently
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estimating the coefficients of such models as the mixed autoregressive 
moving average model -with exogenous variables (i.e. variables which are 
independent of the e(n)), in both the scalar and vector case, and the 
rational distributed lag model.
1.3 Estimation of the Parameters of Finite Linear Models
The procedure which we shall use to efficiently estimate the coefficients 
of the models to be considered in this thesis is asymptotically equivalent 
to the method of maximum likelihood. If the data is Gaussian then we may 
calculate the maximum likelihood estimates and consider their limiting 
distribution. The estimates may be used however whether the data is 
Gaussian or not. Indeed let {x(n); n = 0,+l,...} represent a scalar 
stationary nondeterministic time series. Then Whittle [57] and Walker [54] 
have proved (independently of each other) that if x(n) is a linear process 
with finite fourth momentsi.e.
oo 00 p
x(n) = E a (j )e (n-j) , Z a (j) < oo,
J=o j=o
2 4where the e(n) are i.i.d. (0,o ) and E(e (n)) < oo, then the asymptotic 
distribution of the estimates obtained in this way will turn out to be 
independent of the Gaussian assumption. (Using the results of Hannan 
([26] pp 329-332) however it can be shown that for this result to hold the 
finiteness of moments higher than the second is not required).
Suppose we are considering the estimation of the coefficients of a 
particular linear model. If it can be shown that the estimates obtained
in the manner described above have (asymptotically) the same distribution 
as the maximum likelihood estimates, given only that the e(n) are
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2 ■* i.i.d. (O, cr ), then we say that our estimates are asymptotically efficient.
Let us consider a sample of size N from the x(n) process. Then 
assuming that the e(n) are i.i.d. (0, cr ), we may set up the associated 
"likelihood function". It can he shown that the logarithm of this 
function is dominated by a function of the quadratic form x'r^x 
(see for example Walker [54]), where x is a vector of N components with 
x(j) in the jth place, and is of the form
7X(°) ••• 7X(N-1)
7x (N~1) ... 7x (o )
with 7x (j) = E(x(k)x(k+j)). Consequently maximizing this "likelihood" 
is asymptotically equivalent to minimizing x'r^ x.
The quadratic form x/r ^ x  is not an easy expression to deal with 
however. In order to make it more manageable we Fourier transform the 
data and consider the estimation problem via spectral methods. Indeed 
proceeding heuristically, suppose U is the (h x W) unitary matrix with 
N 2exp(inA^_) in row t column n, where A^ = 27rt/N. Then since U* = U , 
it follows that
x'r^x = x/u*(urNu*)“Lux.
^ Throughout this thesis when we speak of efficiency we shall, unless 
otherwise stated, always mean efficiency in the asymptotic sense.
IT
-1The m a tr ix  UT^U* i s ,  t o  o rd e r  N , d ia g o n a l w ith  2rrf (?y^) in  th e  u th  p la c e  
in  th e  main d ia g o n a l.  In  o rd e r  to  v e r i f y  t h i s  we c o n s id e r  th e  e lem en t in
row u  column v (u ,v  = 1 , .  . . , N )  o f  UT^U*, w hich i s  g iv en  by
i ® , , i K A ’ H"1 ... - « \ i  ln< W
“  2  (n-m)e = I  7 v ( j ) e ” Z ( j ) eN ' xm ,n= l J=-N +l
(1 .3 .1 )
w here, in  th e  sum Z q j , n l i e s  betw een 1 and N -j f o r  j  p o s i t iv e  and - j + l  
and N f o r  j  n e g a t iv e  o r  z e ro . F o r A ^  we have
N -l " ijA  
Z y „ ( j ) e  h z
j= -N + l x N Z ( j ) '
< “ - 1 , , . , Mi  l n ( W
I - z -M J)IIn z(j ),i=-w+i
= f  ^  I j |  | r  ( a ) |  = o (n_1),
j= -N + l
s in c e
2 ( j ) '
in (A  -A ) u  v 7 | s ip { ^ ( N - l j |) ( A u -Av )}[ ^  |^ |
N| sin{-|(A u - y ) )  I
and f o r  th e  m odels we a r e  to  c o n s id e r ,  7 ( j )  converges e x p o n e n t ia l ly  to
z e ro . I f  A = A ( 1 .3 .1 )  becomes u v
N -l Ml . 1
Z (1 -  ) r x (J )e  U = 27Tfx (Au )+0(N ■*■). 
j= -N + l
I t  th u s  fo llo w s  t h a t  UT^U* i s ,  t o  o rd e r  i f 1 , a d ia g o n a l m a tr ix  w ith  
27rf x (Au ) in  th e  u th  p la c e  (u = 1 , . . . , N ) ,  a s  r e q u ir e d .
S ince x ' r ^ x  i s  s c a la r  we have
x ' r ^ x  = t r { x / r ”1x]
= trH u r^ rh u x H u x )* ).
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But
N i (mA -nA, )
(Ux)(Ux)* = [N Z x(m)x(n)e 
m,n=l
] ,
so that,to our order of approximation,
x'r^jt = tr j (27r)"1
f ”1 (A,)X 1 '
(Ux)(Ux)*
’h 1 V
2 f _ 1 (A. )I (A. ) , ^ x ' t y x ' t' ’ (1.3.2)
where A^ = A^_^ = 2irt/n, t = 1,. ..,[n /2] and I (a ^) is the periodogram 
ordinate of the x(n) process at frequency A^, i.e.
Ix(\) = (27TN)"1 Z x(m)x(n)e 
m,n=l
-i(n-m)A.
Consequently minimizing x/r ^ x  is asymptotically equivalent to minimizing 
(1-3.2).
We emphasize once more that the arguments we have presented here are 
only of a heuristic nature. For the models to he considered in this 
thesis (i.e. models of the form (1.2.7) tor example) E.J.Hannan (in a yet 
to he published paper) has presented a rigorous proof of these (and other) 
results (which are more general than those proved hy Walker [5^])« Indeed 
under fairly weak conditions this author proves the following:
For convenience of notation we shall, throughout this thesis, usually
N
write Z for Z . 
t t=l
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(i) The function
(a2/2ffl) Z (f'1(At)l(At)} (1.3.3)
converges almost surely to a function Q(0) which has a single maximum
at 0 = 0 , where 0 is the true value of the parameter 0 "being estimated, o o
/ \ ~  ~ 2(ii) Suppose 0 , cr^  represent the estimates of the parameters
/ \ ^  a 2obtained by minimizing (1.3*2 ), while 0 , represent the estimates 
obtained from the maximization of the "true" likelihood function (i.e. 
the likelihood function formed under Gaussian assumptions). Then 0^ ,
/\ /s2converge almost surely to 0 , cr^  respectively.
(iii) \/n (0 -0^), \/N(a^-a^) both converge in probability to zero.
/V AThus 0 and 0^ have the same distributions in the sense that if
J~§(6 -Qq) is asymptotically normal so is \/n (0.^ -0o ), and the limiting
~2 ^2distributions are the same, and similarly for a , a-^ c
Finally we point out that if N is highly composite it is easier to 
compute in relation to (1.3.2) than it is to compute in relation to 
x'r^x. This is because it is easier to compute the finite Fourier 
transform than all of the covariances and, in general, all of the 
covariances will be needed to obtain the statistics resulting from 
x'r^x. An exception to this last statement is the autoregressive case 
for which r„ takes on a simpler form. Even then however (1.3.2) has 
the advantage for it is only in relation to that formula that we are led 
by maximum likelihood to the customarily used Yule-Walker relations for 
the estimation of the autoregression.
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Summarizing the results of this section it follows that minimizing 
(1.3.2) is asymptotically equivalent to maximizing the logarithm of the 
"true” likelihood function (formed under Gaussian assumptions), and 
furthermore (1.3.2) will have a single maximum at the true parameter 
value. For the various models to he considered it is the function (l.3«2) 
which we shall minimize and from which we shall he able to obtain 
efficient estimates (of the coefficients of the particular linear model 
under consideration).
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CHAPTER 2
A GOODNESS OF FIT TEST FOR VECTOR AUTOREGRESSIVE MODELS
2.1 Introduction
The problem of determining a test of the goodness of fit of an 
autoregressive model has received considerable attention since QuenoutLle's 
[49] paper. We shall, in this chapter, be concerned with an extension of 
OpenoiiLle’s test to the vector case, the extension being due to Bartlett 
and Rajalakshman [5]» (As we show in section 2.4, the test to be 
derived in the next section is in fact an alternative derivation of the 
Bartlett-Rajalakshman test). Indeed we shall determine a goodness of 
fit test for a vector autoregressive model i.e. one which is generated by
q.
Z B(j )x(n-j ) = e (n), b (o ) = I, 
j=o
(2.1.1)
where the x(n), n = 1,...,N are vectors of p observations, the B(j) are 
square matrices and the e(n) are identically and independently 
distributed with covariance matrix G^, which has typical element cr_ in 
row i, column j; i,j = 1,...,p. Since we will be making mean 
corrections we may take
E (x(n)) = E(e(n)) = 0.
Furthermore we assume that the z transform
q ih(z) = LB(j)zJ
0=o
has determinant with all zeros outside of the unit circle.
More specifically we shall be concerned with forming a test of the 
null hypothesis that the autoregression is of order q, against the 
alternative that it is of order (q+s). A natural statistic to use is
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A  (s)
q
|Gq+s
isqi (2.1.2)
where |G | is the determinant of the estimate of the covariance matrix 
obtained from the estimated residuals from a fitted autoregression of 
order r. A  (s) is an approximation to the likelihood ratio (see 
Anderson [2] Chapter 10) and it can be shown, under the null hypothesis, 
that -N log(Aq (s )) is asymptotically distributed as chi square with sp
va.
degrees of freedom. Furthermore
|gq+s
|G
|Gq+s is.q+s-i1
|0 ,q+s-11 IS.q+s-2
IS.q+i1
n a
i=l q+i
where the A  i_^(l), i = 1>***>s are, under the null hypothesis, 
asymptotically independent (see Hannan [26] pp 302-303). Thus, since
-N log(Aq (s)) = -N E l o g C A ^ ^ C O )  ,
we see that for each i = 1,...,s, -N log(A^+i ^(l)) is asymptotically
2distributed as chi square with p degrees of freedom.
As well as the test due to QuenoiüLle, Bartlett and Diananda [4] 
have derived a test for the case p = 1. The usefulness of this test 
however is reduced by the fact that the effect of estimation, in the 
test statistic, is not easily allowed for. Bartlett and Rajalakshman, 
as already mentioned, have extended Quenouflle’s test to the vector case, 
while Walker [52] has derived an extension of this test to the case of 
multivariate autoregressive models with finitely dependent residuals.
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The goodness o f f i t  t e s t  we s h a l l  d e r iv e  in  th e  n e x t s e c t io n  i s  b ased  
on a  moving av e rag e  o f th e  sample c o v a ria n c e  m a tr ic e s  so t h a t ,  a f t e r
a p p ro p r ia te  n o rm a liz a tio n , th e re  i s  no c o r r e l a t i o n  betw een e lem en ts  from
5
d i f f e r e n t  m a tr ic e s  in  th e  sequence . As we have s a id ,  and w i l l  indeed  
show, t h i s  t e s t  i s  a s y m p to t ic a l ly  e q u iv a le n t  t o  th e  t e s t  b a sed  on ( 2 .1 .2 ) ,  
and i s  in  f a c t  an  a l t e r n a t i v e  d e r iv a t io n  o f th e  t e s t  f i r s t  u sed  by- 
B a r t l e t t  and R ajalakshm an. F urtherm ore  in  th e  s c a la r  case  t h i s  t e s t  w i l l  
be shown to  reduce  to  QuenouiLle1 s t e s t .
The d e fe c t  in  t h i s  t e s t ,  and in d eed  in  a l l  th e  t e s t s  to  w hich we 
have r e f e r r e d  (w ith  th e  e x c e p tio n  o f th e  t e s t  b a sed  on ( 2 .1 .2 ) ) ,  in  b o th  
th e  s c a la r  and v e c to r  c a s e s ,  a r i s e s  from  th e  rep la cem e n t o f  an  e s t im a te  
o f (o b ta in e d  from  th e  r e s id u a l s  o f a f i t t e d  a u to re g re s s io n  o f o rd e r
(q + s))  by an  e s t im a te  o f (o b ta in e d  from  th e  r e s id u a l s  o f  a f i t t e d  
a u to re g re s s io n  o f  o rd e r  q ) .  T h is h as  th e  e f f e c t  o f  re d u c in g  th e  
c a lc u la t io n s  and  i s  a v a l id  p ro ced u re  u n d er th e  n u l l  h y p o th e s is .
However when th e  a l t e r n a t i v e  h y p o th e s is  i s  t r u e  th e  m agnitude o f th e  
t e s t  s t a t i s t i c  w i l l  be reduced  by t h i s  p ro ced u re  and th e  t e s t  i t s e l f  
w i l l  have red u ced  pow er. We s h a l l  d is c u s s  t h i s  f u r t h e r  below .
5
The re s e a rc h  f o r  t h i s  t h e s i s  was commenced w h ile  P ro fe s s o r  Hannan was 
co m p le tin g  h i s  book [2 6 ] .  C onsequen tly  a s  th e  c o n te n ts  o f s e c t io n  2 .2  
w ere d ev eloped  j o i n t l y  w ith  P ro fe s s o r  Hannan, th e r e  i s  an obvious 
an a lo g y  betw een t h i s  s e c t io n  and s e c t io n  6 .7  o f [26 ] .
2k
2.2 Derivation of the Test
Let us represent the possible factorizations of the spectral density 
matrix for the autoregressive model (2.1.1) by
f (A) = (2ir)"1h^^ (elA) G ^ h ^ *  (e1^ ),Q.
where
h ^ ( z )  = Z B ^ ( k ) z k 
k=o
is the z transform of a filter which produces a sequence e^(n), with
E(e^^(m)e^^(n)) = 6 G ^  ,m,n q
from the input x(n). There is of course only one such factorization
which corresponds to h ^ ( z )  having determinant with all of its zeros
outside the unit circle, and h ^ ( o )  = I. We shall call that factor
h(z). The corresponding output is then e(n), the covariance matrix for
this output process being G .Q.
Proceeding heuristically in order to obtain a test statistic, let
/.N N iA. / • \ iA. -iuA.
D U j (u) = (27r/N) Z h(e )l(A,)h*U j (e )e , u > 0, (2.2.1)
t=l
where A^ = 27Tt/N, t = 1,2,..., n, and l(\^) is the periodogram 
ordinate at frequency A^. Replacing i(A^) hy its expectation (which is 
near to f(A^)) and on approximating the sum by its integral we have
E(D^( u )) s ~  ^ hh’1Gqh*"1h^^*e“:LuAdA
-7T
0 , u > 0, (2.2.2)
c
In what follows we shall, for convenience of notation, where no 
confusion arises, omit argument variables.
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since we may express h* as an infinite series of zero and negative
powers of e . (indeed since all the zeros of the determinant of h
lie outside of the unit circle we may expand h ^ in terms of a one
lAtsided Laurent series of zero and positive powers of e , with 
coefficients which decay exponentially, i.e.
00 ikA I I
h'1 = S A(k)e t , ||A(k)|| < kt'|k| , T > 1. (2.2.3)
k=o
On taking transposed conjugates of both sides of this expression the 
re suit follows).
To investigate the covariance matrix of the statistic D^^(u), let us 
introduce a tensor notation (using the usual summation notation for 
repeated suffixes). Now (see Hannan [26] p 2^9)
= ° \  *
fadfcb \  = \  + 0 ,+TT,
= f j - uac db \  = ^ 0)*lr>
= f ,f , +f f ,, ad cb ac db \  = A2 = 0,+7r.
Furthermore
a|^(w ) = (2TT/H) Z h ^ h ^ e  ^
\ -iwA
“ (ar/H) Z , W > 0,
and again approximating a sum by an integral, the covariance will ultimately 
be got from
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KE(d^) ( u ) d ^ ) (v))
= 2 7 T fh h ^ h  h ^ f  , f  , e _1 u^+ v^AdA J pa qb rc  sd ad cb
27r [  h  h ^ h  ( e " l A ) h ^ ( e _ l A ) f  f ,, e " 1 (u ”v )AdA, ( 2 . 2 . 4 )J  ^  pa qb rc  sd v ; ac  db 3 v '
where
, / -iAv y. o /•, \ -ikA -iAv 3 ß ( j ) / ,  N -ikA
h r c (e > = , Z ßr c (lt)e  » h sd (e ) =  S ßsd (k )e  k=o k=o
( j )When h VtJ/ = h , th e  r i g h t  hand s id e  o f  ( 2 .2 .4 )  becomes 
'7T
l f  ,h*  h f  , h i ^  pa ad  ds rc  cb hq27T f  h  h* e _ 1 u^+ v^AdA J  
+ 27T / h f  h* h , f . , h *  e ^ v ^AdA ; u ,v  > 0 1 pa ac  c r  sd db oq 3
' 7 T  
w -7T 
0  ,  U  I  V
= c cr , p r  sq 3 u = v .
T h is  l a t t e r  case  ( i . e .  = h and u = v ) ,  w hich g e n e r a l iz e s  th e  t e s t
due to  B a r t l e t t  and D iananda, i s  n o t o f  i n t e r e s t  how ever s in c e ,  a s  we 
have s a id  e a r l i e r ,  th e  e f f e c t s  o f  e s t im a t in g  th e  fu n c t io n  h a re  no t 
e a s i l y  a llo w ed  f o r .
There i s  a n o th e r  case  where ( 2 .2 .4 )  i s  n u l l  f o r  u =(= v and t h i s  i s  
/ .  \ / . \ 
where h ' J ' ( z )  c o rre sp o n d s  to  t h a t  un ique f a c t o r i z a t i o n  in  w hich £ r J ' ( z )
h as  a l l  i t s  z e ro s  in s id e  th e  u n i t  c i r c l e  and B ^ ^ ( q )  = I .  We c a l l  t h i s
h ^ ( z ) .  Wow h ^ ( z )  h a s  r e a l  c o e f f i c i e n t  m a tr ic e s  so t h a t
27
h ^ V ^ h ^ e 1*).
Then the right hand side of (2.2.4) becomes
27T T h h ^ h  h ^ f  f e-1 u^+v A^dA J pa qh rc sd ad ch
+ 27T T h h ^ h  h ^ f  f e " ^ U"V ^dA,. / pa qh rc sd ac dhL -7r
—ed —1Nov if h represents a general element of h* then we have
, ~ 1 redh f , = r- a h .pa ad 2tt pe 3
and
, „ 1 rfhh f , = ~  a „h rc ch 27r rf
so that the first term becomes
V > (U+V 5 V
while the second term becomes 
\T
I
-7T^  S ! ihpafachcr > ’f db^q  ^  >e ^  ^
- o  0 (1) ±- f  e-l(u-T >Aax.pr sq Z ir J  ^
Thus the right hand side of (2.2.4) becomes
i- T {(„ E^^K« J fl^ J1,)e‘l(l|'T,>W (l)e-i(u-v)A)d 2ttJ ^ v pe qb y rf sd ' T pr sq
+ V,
„ „(1)^pr^sq ’ U = V,
where is the element in row s column q ofsq q with
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f(A) = (27r)"1h^1  ^ G ^ h ^ *  .
I t  i s  t h i s  l a t t e r  case  w hich we s h a l l  c o n s id e r  f u r th e r  s in c e ,  as  we 
s h a l l  l a t e r  show, i t  i s  t h i s  case  w hich p ro v id e s  a g e n e r a l iz a t io n  to  
QuenouSiLleT s t e s t .
F o r j  = 1 , a f t e r  some m a n ip u la tio n , we may w r i te  ( 2 .2 .1 )  in  th e  form
D ^ ^ ( u )  = z \  ( l  -  ■! ) B ( j ) C ( j - k - u ) B ^ ^ ( k )  , u  >  0 ,
j,k=o
z \  (1 - ia-K-j.1 )B( j)C /  (u + k - j)B ( l ) / (k) , U > 0, ( 2 .2 .5 )
j,k = o
where th e  B ^ ( k ) ,  k = 0, . . . , q  a re  th e  c o e f f i c i e n t  m a tr ic e s  o f  h ( 1 ) and
,N-j
c ( j )  = (w -j)  Z x fc Jx 'C n + j)  = C '( - j )  , 
n = l
j  -  0, 1 , . . . ,
a re  th e  sample c o v a ria n c e  m a tr ic e s .  We s h a l l  d is c u s s  th e  c o m p u ta tio n a l 
p ro ced u re  in  s e c t io n  2 .3 .  However from  (2 .2 .5 )  we see t h a t  once we have 
o b ta in e d  th e  e s t im a te s  B ( j ) ,  B ^ ^ ( k )  o f  B ( j ) ,  B ^ ^ ( k )  r e s p e c t iv e ly  i t  i s  
th e n  a  s t r a ig h tf o r w a r d  m a tte r  to  compute D ^ ( u ) ,  th e  e s t im a te  o f  D ^ ( u ) .  
We now prove th e  fo llo w in g :
Theorem 2 .2 ,1
F or any f ix e d  s >  0, th e  e lem en ts  o f  a l l  o f th e  m a tr ic e s  J n  D ^ ( u ),
0 < u ^ s ,  a r e  a s y m p to t ic a l ly  j o i n t l y  norm al w ith  ze ro  mean and c o v a ria n c e s  
w hich a re  ze ro  betw een two e lem en ts  from  d i f f e r i n g  u and o th e rw ise  a re
q betw een two e lem en ts  in  row p column t  and  row q column r ,  wherep r  q t________________________________  ____________________ ___________ ________
q ^ ^  i s  th e  t y p i c a l  e lem en t o f  G^~^, w h ile  q ^  i s  th e  t y p i c a l  e lem en t o f
G . Then
_£_______ _
N Z t r f G " 1! ) ^  ( u ) G ^  D ^ ^ f u ) )
u = l  q q
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2is asymptotically normally distributed as chi square with sp degrees 
of freedom«
Proof: For simplicity we shall give the proof for the case where
no mean corrections are made, though this of course has no effect 
asymptotically. From (2.2.5) it follows that
n/ Ü d ^ ( u ) =  — . Z B(j) Z x(n-j )x7 (n-k-u)B^ (k)+0(N 2 ), (2.2.6)
n/n j,k=o n=l
where we have added, to the first term, a fixed number of terms to bring 
that expression to simple form. If we let
€^(n) q h \Z B v '(k)x(n-k) 
k=o
B (l)(q) I ,
(1)where the s' '(n) are identically and independently distributed with 
zero mean and covariance matrix (which has typical element crfV in
row i column j; i, j = 1,...,p), then from (2.2.6) it follows that
n/n D ^ ( u ) = — Z e ( n ) e ^  (n-u)+0(N 2). 
s/n n=l
(2.2.7)
Since x(n-k-u), k ^ 0, u > 0 is independent of e(n) it is evident
that e(n) is independent of e^(n-u), u > 0 ( e ^ ( n )  may of course be
expressed as a linear combination of e(n-j), j ^ 0 with coefficient
matrices that decrease exponentially). If we let
N 
Z
n=l
the proof that the n/Ü dfV(u) are asymptotically jointly normal is not1J •
essentially different from the main step in the proof of the joint 
asymptotic normality of the elements of the matrices B (j), for which see
n/5 = N 2  e1 (n)e^(n-u) , i,j = 1,..., PJ u = 1, ..•,s,
Mann and Wald [58]. To be sure these authors assume that all moments of
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the e(n) are finite. However as Hannan ([26] pp 329-332) points out, 
a closer examination of this proof shows that the finiteness of moments 
higher than the second is not needed. This is basically because
N 2 E e(n)e' ' (n-u), when expressed as a function of elements of the 
n=l
vectors e(n), involves no squared terms (i.e. no terms of the form 
ei(n)£j(n)), so that the variance is finite even if the fourth moment 
of the e(n) is infinite. Referring to Hannan*s proof, the J"n d|V(u) 
are of the same form as what he calls e. . (v) and which, by the results 
of his chapter 4, he shows to be asymptotically normally distributed. 
Consequently using an identical argument to that for the e (v) it 
follows that «/if d_(u), i, j = 1,...,p; u = 1, ...,s, are also 
asymptotically normally distributed.
The general element of the covariance matrix of (2.2.7) may be 
written as
-1 N  (-1 \ N  /, N
E(N E e_(m)e^ ;(m-u) E e^(n)e; '(n-v)) ; u,v > 0.
m=l n=l
Since e (m) is, for m ^ n, independent of (m-u), e^(n-v), andp t q
orthogonal to e^(n) for m > n, we see that the only contribution to the 
expectation can occur when m = n and u = v, when we obtain
N”1 E an pr qtm=l
. -d)
apraqt ’
so that
H E(dH)(u)dd)(v)) = 0 ^
(1)
apraqt • V. (2.2.8)
(1)To consider the effect of inserting estimates of B(j) and B' '(k) 
in (2.2.5), we form
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■fit (D(l)(u)-D(l)(u)) = «/n  Z (1 - .l^ ä '-k-'jl)(g(j)-B(j))C^(u+q-k-j)B(l)/(q-k)j,k=o
+ JÜ I (1 - 1 -Jl )B(j)(y (u+q-k-j)(B(l) (q-k)-B ^ (q-k))
j,k=o
(2.2.9)
Nov (B(j)-B(j)) converges to zero with probability one and so 
therefore must ( B ^  (k)-B^^ (k)). On the other hand, if v = u+q, v > q, 
considering the second term on the right hand side of (2.2.9) we have
#  Z B(j)(l - )C/(T-k-j)
<5=0
_i q n
= N 2 Z B(j) E x(n-j )x/ (n+k-v) , v-k > 0, 
j=o n=l
-I N
= N 2 E e(n)x7 (n+k-v), 
n=l
(where ve have added a finite number of terms to the inner summation). 
Referring once more to the proof of Theorem 1 in chapter 6 of Hannan [26] 
ve see this to be asymptotically normally distributed with mean zero.
Thus the second term on the right hand side converges in probability to 
zero, and using a similar argument the same may be shown to be true for 
the first term. Thus it follows that the elements of the \/n  D ^ ^ ( u ), 
u > 0 have the asymptotic properties stated in the theorem.
Reverting to a tensor notation and writing
d ^ ( u )  = v e c ( D ^  (u)) , d ^  (u) v e c ( D ^  (u)),
we see from (2.2.8) that the covariance matrix of \pN d ^ ( u )  is
(1)G » G From what we have proved therefore it follows that
N d ^ ^ t u H G ^  8 G^1 ))“1^ 1 ^ ) (2.2.10)
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2is asymptotically distributed as chi square with p degrees of freedom 
and for each u = 1, ...,s, where s is fixed a priori, these quantities 
are asymptotically independently distributed. Furthermore from (l.l.ll) 
it follows that
S G ^ ) " 1d^1 ^(u) q vec (G
(1)-1D ( l ) / (u)5q1 ) 1
and since
(vec (A) )/vec (b ) = tr(AB7 ) = tr(B/A) 5 
we have
/\
d (1)' 8 q (u)G^q q (u)).
Thus from (2.2.10) it follows that
N Z tr(G-^ D ^  (u)G^1  ^ D ^ ^ f u ) )
u=l q q
2is distributed as chi square with sp degrees of freedom. This proves 
the theorem.
2.3 The Computational Procedure
In order to test the null hypothesis that the vector autoregressive 
model (2.1.1) is of order q against the alternative that it is of order 
(q+ s )^  s > 0, the first step in the computational procedure is to compute 
B(j), j = 1 , ...,q; B ^ ( k ) ,  k = 0, ...,(q-l); G ^ a n d G ^ .  To do this
we proceed as follows: From (2.1.1) it is not hard to see that
E B(k)C(k-j) = 8 t  , B(o) = I , j  = 0,...,q. (2.3.1)
k=o °'J q
An equivalent expression for B ^(k)> k = 0,...,q may "be obtained by 
considering the expression
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Z B^(k)C(k+j) = T Z B^(k)elkAf(A)elJAdA , (2.3.2)
k=o ^ -7r k=o
/s (l ) . .where B (q) = I, and
( Z B^(k)elkA)f (A)( Z B^(k)elkA)* = (27r)"1G^1 .^ 
k=o k=o q
Wow
Z B ^ ( k ) e lkAf (A) = (27r)”1G^1 (^ Z B^1 ^  (k)e1 ^q”k A^ )“1eiqA ,
k=o k=o
and since the determinant of Z B  (k)zq has no zeros within the unit
r j k=0
circle , following a similar argument to that for (2.2.3) we may express
( Z B ^ ^  (k)e^q k A^ ) ^ in terns of an infinite series of zero and positive 
k=o
powers of e^A . Thus (2.3.2) becomes
G ^  i- I* ( Z B^1 ^  (k)e1 q^"k A^ )“1e1 q^+^ AdAq 2tt -7T k=o
0 ,
(1)
j — *“Q.+lj * * • f 0
j = -q.
Hence we obtain
Z (k)C(k+j) = 0 , 
k=o
-4+1, ...,0 , B (l)(q) = I
(1) i = -I- (2.3-5)
These equations could alternatively be written as
q z
k=o
Z B (l)(q-k)C(j-k) = 6 .G(l) , 3 = 0,...,q, B (l)(«)j q I. (2.3A)
A Strictly speaking this will only be true if the C(j) are defined using 
the divisor N“ -^ and not (W-|j|)"^ as Parzen recommends (see Hannan [26] 
p 332 for a discussion of this).
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In  o rd e r  to  so lv e  ( 2 .3 .1 )  and ( 2 .3 .4 )  to  o b ta in  th e  B ( j ) ,  B ^ ( k ) ,
G and  G  ^ we co u ld ^as  Hannan ([26] p 4-03) s u g g e s ts , e x p re s s  th e se
vL M.
e q u a t io n s  in  t e n s o r  n o ta t io n  and so lv e  them d i r e c t l y .  T h is  method 
in v o lv e s  th e  e v a lu a t io n  and  in v e rs io n  o f  a (p q x p q)  m a tr ix  how ever, 
and  when p and q a re  la rg e  t h i s  becomes c o m p u ta tio n a lly  a rd u o u s . The 
s o lu t io n s  o f  (2 , 3 . 1 ) and (2 .3 .4 )  can b e s t  be o b ta in e d  by a p p ly in g  an 
i t e r a t i v e  p ro ced u re  ( f o r  th e  s o lu t io n  o f  such e q u a t io n s )  developed  by 
W h itt le  [ 58] .  T h is  p ro ced u re  i s  in  f a c t  a g e n e r a l iz a t io n  o f  a method 
f i r s t  developed  by D urbin  [13] ( f o r  c a lc u la t in g  th e  c o e f f i c i e n t s  o f s c a la r  
a u to re g r e s s iv e  m o d e ls ) .
W h i t t l e ’ s p ro ced u re  i s  most co n v en ien t in  th e  p re s e n t  s i t u a t io n  
s in c e  i t s  a p p l i c a t io n  r e q u i r e s  u s  to  so lv e  two a u to re g re s s io n s  
s im u lta n e o u s ly , one in  te rm s o f  th e  B ( j)  and th e  o th e r  in  te rm s o f  th e  
B ' ' (k) (so t h a t  we o b ta in  b o th  s e t s  o f  e s t im a te s  a t  o n c e ) . To a p p ly  t h i s  
p ro c e d u re , f o r  s im p l ic i ty  o f  n o ta t io n  we s h a l l  l e t
( in  o rd e r  to  em phasize th e  dependence upon th e  o rd e r  q o f  th e  f i t t e d  
scheme) so t h a t  q = q = I ,  and (2 . 3 . I ) ,  ( 2 .3 .4 )  become r e s p e c t iv e ly
l  A kC (k - t)  -  0 ,  
k=o
(2 . 3 . 5 )
q .
Z A .C (£ -k )  = 0 , 
k=o
U  — 1 ,  •  •  0 y  Q  0 (2 . 3 . 6 )
I n i t i a l  e s t im a te s  b ased  on a  f i r s t  o rd e r  a u to re g re s s io n  a re  made and th e n  
th e  fo llo w in g  i t e r a t i v e  p ro ced u re  i s  c a r r i e d  o u t f o r  j  = 1 , . . . , ( q - l ) .  Set
V. = 
J
j
Z A 
k=o
C (-k )
j „
Z A 
k=o
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and
J
A. = Z A C ( j-k + l)  
J k=o
A. = Z A C ( - j+ k - l ) ,  
J k=o
A . _ = -A.V. 
J+l* J+ l J J
-1
and th e n  form  
A
Then f o r  k = 1, . . . , j  we a p p ly  th e  fo llo w in g  re c u r re n c e  r e l a t i o n s
~  -1n , 1 = -A.V. J+ lj J + l j  J
A = A . 1 +A . .. . _A. . . ,j + l , k  j , k  j + l ,o + l  j , j - k f l
Aj + l , k  " j+ lAj , j - k 4 l *
(2 .3 -7 )
( 2 .3 .8 )
From e q u a t io n s  ( 2 .3 .7 )  and (2 .3 * 8 ) we o b ta in  A , A r e s p e c t iv e ly
q ,  K- q* K
( i . e .  B ^ ( q - k ) ,  B (k ) ) ,  k = 1, . . . , q .  Having o b ta in e d  th e s e  e s t im a te s  we
see from  (2 .3 * 1 ) and (2 .3 .4 )  t h a t  i t  i s  a s tra ig h tfo rw a x d  m a tte r  to
/\ / \ ( i )
d e term ine  G^, G^ . F u rth erm o re  i t  i s  now p o s s ib le  to  compute th e
q u a n t i t i e s
D( l ) (u) = I  (1 - h .-.k.-.u.l,)g(j)c(j-k-u)B(L )/(k), u = l , . . . , s ,  (2.3-9)
j ,k = °
and hence
N Z tr(G""1D^1  ^ (u)G^1  ^ D ^ ^ f u ) ) ,
4=1 q ^
2w hich i s  d i s t r i b u t e d  a s  c h i  square  w ith  sp d e g re e s  o f  freedom .
2 .4  A Com parison o f  Goodness o f F i t  T e s ts
T hat th e  t e s t  d e v ise d  in  s e c t io n  2 .2  re d u c e s  to  QuenouJLle1 s t e s t  in  
th e  s c a la r  case  can be seen  by l e t t i n g  p = 1 in  (2 .3*4)*  w hich red u ce s  to
Z ß ^ ( q - k ) c ( k - u )  = 0 ,  u = l , . , . , q  j ß ^ ( q )  = 1
k=o
~ ( i r= o K } , u  = 0,
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/ \  (  n \  / \
and ß^ '( q - k )  = ß (k )  , k = 0, . . . , q ,
so t h a t  = Z ß (k )c (k )  = a2 .
k=o
Thus th e  e x p re s s io n  (2 .3 * 9 ) le a d s  to
r— /\ jl q ^ ^
vN d (u ) = (N -u+q)2 Z ß ( j ) ß ( k ) c ( j - k - u )
j,k = o
(■where we have in  ( 2 .3 .9 )  re p la c e d  th e  f a c t o r  ( l  - 1  ^ ^  U1 ) by u n i ty  and 
m o d ified  th e  f a c t o r  \ / n a c c o rd in g ly ) ,  and th e  co rre sp o n d in g  t e s t  s t a t i s t i c  i s
Z d2 ( u ) / (  Z ß ( k ) e ( k ) ) 2 , 
u = l k=o
w hich i s  j u s t  QuenoiuLle1s t e s t  s t a t i s t i c .
As we have a l re a d y  m entioned  th e  t e s t  we have d e r iv e d  in  s e c t io n  2 .3  
i s  an  a l t e r n a t i v e  d e r iv a t io n  o f  th e  t e s t  due to  B a r t l e t t  and Rajalakshm an . 
Indeed  th e  s t a t i s t i c  on w hich th e  B a r t le tt -R a ja la k s h m a n  t e s t  i s  b ased  may 
be w r i t t e n  in  th e  form  (see  f o r  exam ple e q u a tio n  5 in  W alker [5 2 ])
Q(u) = G C (u)H ' (2 .4 .1 )
+  —
where
G = Z B^ '(k )F  , H_ = Z B (j)F  J
+ k=o j=o
(w ith  F^ th e  u s u a l  fo rw ard  s h i f t  o p e ra to r  w hich changes t  t o  ( t+ k ) ) ,  and 
C(u) i s  th e  sample c o v a ria n c e  m a tr ix .  I f  we tra n s p o s e  (2 .4 .1 )  we see t h i s  
to  b e , save f o r  m inor n o t a t i o n a l  ch anges, j u s t  w hat we have c a l le d  D ^ ( u )  
(e q u a tio n  (2 .2 .5 ) )»
T h is  t e s t  t h a t  B a r t l e t t  and R ajalakshm an have d e v ise d  i s  developed  
e x p l i c i t l y  f o r  th e  case  q = 1 , i . e .  f o r  f i r s t  o rd e r  a u to re g re s s iv e  m odels.
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As th e  a u th o rs  p o in t  o u t how ever t h i s  r e p r e s e n ts  no r e a l  r e s t r i c t i o n  
f o r  in  c a se s  where q > 1 th e  model may he reduced  to  one f o r  w hich q = 1 
by r e d e f i n i t i o n  o f th e  model so t h a t  x (n )  becomes a v e c to r  o f  h ig h e r  
d im ension . F o r example th e  second o rd e r  model 
x (n ) + ß ( l ) x (n - l ) + ß ( 2 ) x ( n - 2 )  = e (n )  
may be re p re s e n te d  a s  th e  f i r s t  o rd e r  model
(  x (n )  \  (  ß ( l )  ß (2 )  ^  (  x ( n - l )  \  _ /  e (n )
\  y(n) )  \  -1 °  )  \  y ( n - l )  )  V 0 )  9
i . e ,  X (n )+ B (l)x (n -1 )  = U(n) say  ,
and in  t h i s  form  th e  B a r t le t t -R a ja la k s h m a n  t e s t  i s  a p p l ic a b le .
In  o rd e r  t o  compare th e  t e s t  we have developed  in  t h i s  c h a p te r  w ith  
th e  t e s t  b ased  on ( 2 .1 .2 )  we see t h a t  in  o rd e r  to  t e s t  th e  n u l l  h y p o th e s is  
o f  an  a u to re g re s s io n  o f  o rd e r  ( q + r - l )  a g a in s t  th e  a l t e r n a t i v e  o f an 
a u to re g re s s io n  o f  o rd e r  (q + r) , c o n s id e r in g  ( 2 .1 .2 )  we form
Aq+r
IG I
_ , ( ! )  -
|gq + r - l
2
and -N log{A ^ ^ ( l ) }  i s  a s y m p to t ic a l ly  d i s t r i b u t e d  a s  c h i square  w ith  p
d eg ree s  o f  freedom . Now
-N log{IG  | / | g n I } = -N lo g { I G i / | G  +G . -G | )  1 q + r17 1 q + r - l 1 J 1 q + r 1' 1 q+rT q + r - l  q + r |J  r
= N lo g { |l+ G  2 (g _-G )G 2 I }1 q+r q + r - l  q + rx q + r |J
and u nder th e  n u l l  h y p o th e s is  i t  i s  n o t h a rd  to  show t h a t  t h i s  becomes
N log{ I I+G 2 n (G -G )G 2 , I }1 q + r - l '  q + r - l  q + ry q + r - l 1J
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If A^, i = 1, *..,p represent the eigenvalues of the matrix
''“ o ’ / A  '' . A . —G 2 n (G ,-G )G 2 _, thenq+r-1v q+r-1 q+r' q+r-1'
-W log{Aq+r-1(l)} = N log{ n (l+A.)}
i=l
W Z log(l+A.) 
i=l
= N Z A.
i=l
N tr{G 2 _ (G n-G )G 2 n}q+r-1' q+r-1 q+r q+r-1
Indeed since A. ^ 0, i = 1, ...,p then
P P 2 P P
W Z A.-Jn a. O  Z log(l+A. ) ^ N Z A.. 
i=l i=l i=l 1 i=l 1
But N Z A ^ (N Z A. ) ( Z A. ), which converges in probability to 
i=l 1 i=l 1 i=l 1
P P
zero (since N Z A. converges in distribution, while Z A. converges almost
i=l
surely to zero), so that
P P
N Z log(1+A.) = N Z A., 
i=l i=l 1
as required. Hence under the null hypothesis
i=l
-N log{A ,(l)} = N tr{G 2 .(G ,-G )G 2 .}° q+r-1' 1 q+r-1 q+r-1 q+r7 q+r-1J
2
(2.A.2)
is asymptotically distributed as chi square with p degrees of freedom. 
If we let
e7 = (g (l).. ,e (n ) ) , g ^  = (g ^  (l-r).. ,e ^  (N-r))
then from (2.2.7) we have
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' (1 ) / \ 1 v  ^/ \ ^  (1 ) ^  / \ 1 /V, -^  ( 1 )( r )  = -  Z e ( n ) e v (n - r )  = -  e ' e  .
n= l
Furtherm ore
V r- l  = l  S e ( n ) € , (n) = ^  e ' e ,
n= l
and s i m i l a r l y
g d )  =  i  - d ) ' - ( i )
q+ r-1  N
For th e  goodness o f  f i t  t e s t  based  on th e  v e c t o r  moving av e rag e  o f  th e  
sample c o v a r ia n c e s ,  th e  t e s t  s t a t i s t i c  i s
-1
N tr{ G _1 D ^ ( r ) G ^  - D ^ ^ f r ) } ,  q + r-1  q + r-1  7 (2.4.3)
which i s  a s y m p to t i c a l ly  d i s t r i b u t e d  a s  c h i  square  w i th  p d eg ree s  o f  freedom . 
To show t h a t  th e  two t e s t s  b ased  on ( 2 .4 .2 )  and ( 2 .4 .3 )  a r e ,  under th e  n u l l  
h y p o th e s i s ,  a s y m p to t i c a l ly  e q u i v a le n t ,  we must show t h a t
N tr{G "2 (g -G )G~2 U H t r f G ' 1 ( r ) G ^  - l ^ 1 ^  ( r )}  .q + r-1  q+ r-1  q + r 7 q + r -1 J q + r-1  ' q + r - 1  ' i
( 2 .4 .4 )
,/\ ^  .
Now (G , -G ) i s  th e  r e d u c t io n  in  th e  e s t im a te d  co v a r ian ce  m a tr ix  q + r-1  q + r '
o f  th e  r e s i d u a l s  due t o  th e  (q + r ) th  te rm  in  th e  a u t o r e g r e s s i o n .  T h is  i s  
o f  th e  form HSH/ , where H i s  th e  r e g r e s s io n  m a t r ix  f o r  x (n )  on x ( n - q - r )  
a f t e r  e l im i n a t in g  x ( n - l ) , . . , , x ( n - q - r + l ) ,  w h ile  NS i s  th e  r e s i d u a l  sum o f  
sq u ares  from th e  r e g r e s s io n  o f  x ( n - q - r )  on x ( n - q - r + l ) , . . , , x ( n - l ) . Thus 
we have
q + r - 1^ q + r - 1 whx
x(n )+  Z B (j  ) x ( n - j  ) = H [x (n -q - r )+  Z ' ( q - k ) x ( n - r - ( q - k ) ) ] + q ( n )  
j = l  k = l
say , i . e .
4o
e(n) = He ^  (n-r )+rf(n).
For a sample of size N it follows that
e = e ^ H ' + H ,
where rj'/ = (t^ (l).. .rf (n ) ), and so
Consequently (G -i -Gq+r-1 q+r ) = HSH7 = D ^ ( r ) G ^  D ^ f r ) ,  and ' q+r-1 from this
we see that (2.4.4) is true, thus verifying that the two tests are, under 
the null hypothesis, asymptotically equivalent.
2.5 Conclusion
The test we have derived in section 2.2 is an extension of QuenouSLle’s
test to the vector case and is, as we have seen, an alternative derivation
of the Bartlett-Rajalakshman test. Furthermore, when the null hypothesis
is true, this test is asymptotically equivalent to the test based on
(2.1.2), its advantage being computational simplicity. Indeed when testing
the null hypothesis that the autoregression is of order q against the
alternative that it is of order (q+s), for the test based on (2.2.5) we
have only to compute G . For the test based on (2.1.2) however we have
also to compute G and, particularly if s is large, the extra q+s
computation required may not be insignificant.
We must again emphasize a disadvantage of the test (and indeed of all 
the tests we have discussed, with the exception of the test based on 
(2.2*2)) which we mentioned in section 2.1. In the test statistic the
and Ga)-i ) have been estimated assuming the null hypothesis to be true.
/N-l /\_1Consequently if the alternative hypothesis is true, since G > G
(^l) 1 (^l)and G x ' > G x 7 , the estimates we are using will be too small and soq+s q 9
the test statistic will be reduced, as will the power of the test.
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CHAPTER 3
THE ESTIMATION OF MOVING AVERAGE MODELS
3*1 Introduction
A number of procedures have been derived for the estimation of the 
coefficients of moving average models, one of the more recent being that 
due to Hannan [25]. This particular procedure enables us to determine 
estimates of the coefficients which are asymptotically efficient. The 
method does however have certain disadvantages, which are usually apparent 
when we are attempting to estimate coefficients such that the 
corresponding z transform has zeros occurring close to the boundary of 
the region in which they are restricted to lie. More specifically, 
suppose we represent a scalar moving average model by
p p px(n) = Z a(j)e(n-j) , a(o) = 1, z a (j) < «>, (3.1*1)
3=o j=o
where the e(n) are i,i,d, (0,cr ), and furthermore all the zeros of the
z transform
p  ng(z) = Z a(j)zJ (3*1*2)
3=0
are required to lie outside of the unit circle. This latter condition, 
as we have mentioned in chapter 1, is required to identify the model.
When Hannan*s method is applied to estimate coefficients which are 
such that the zeros of g(z) are close to the boundary (of the acceptable 
region) the procedure, at times, does not work. As a simple example 
consider the first order moving average model
x(n) = € (n)-H^ e (n-l) , (3*1*3)
2where the e(n) are i.i.d, (0,a ). For this model the condition on the
43
corresponding z transform implies that we must have |a| < 1. As we have 
stated, when attempting to estimate values of a near to unity the 
estimation procedure, on some occasions, does not work. This is due to 
the fact that when iterating the procedure, if we obtain an estimate of 
1051 >1, further iterations give estimates which "explode" in the sense 
that as we continue to iterate the estimates become larger and larger. 
Indeed when attempting to estimate a value of a = 0.96, for the model 
(3.1.3), with N = 100 observations, in forty replications of the 
experiment (using generated data) the iterative procedure exploded in five 
cases.
In its present form there is no necessity for the estimation 
procedure to give efficient estimates which are restricted to lie in the 
acceptable region. In what follows, when we talk of the acceptable region 
we mean the region in which the coefficients are confined such that the 
corresponding z transform has all of its roots outside of the unit circle. 
Such a region, for the model (3.1.1), in terms of constraints on the a(j), 
j = 1,...,p may be determined in the following manner: considering the
z transform (3.1.2) suppose we compute the triangular array (sometimes 
called the Routh scheme)
1 a (1)....................... a(p) a(p) + 0
a(o) a(l)............... a(p-l)
(o) b(l)..... "b (p-2)
Uo) 1(1)
m(o)
where the first row consists of the coefficients of g(z), the second row
is obtained from the first according to the formula
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a(r) = a(o)a(r)-a(p)Q!(p-r),
and succeeding rows are obtained in an analogous way. Thus 
b(r) = a(o )a(r )-a(p-l)a(p-r-l), etc.
Then the necessary and sufficient condition for all the zeros of g(z) to 
lie outside of the unit circle is that the elements of the first column 
of the Routh scheme be all positive. (This is just Routh’s criterion, a 
proof of which may be found in Gantmacher [l6]).
We shall in this chapter be concerned with an extension of Hannan* s 
procedure, the purpose of which will be to constrain the estimates to lie 
in the acceptable region even when we are estimating coefficients for which 
the corresponding z transform has zeros near the boundary. A further 
problem we shall examine is the rate of convergence of the iterative 
procedure used in this estimation procedure. Finally, in section 3*4 
this method of estimation will be compared with two similar methods due 
to Durbin [l43.
To conclude this introduction we shall give a brief outline of 
Hannan’s estimation procedure (which is based on the method discussed in 
section 1.3) as applied to the model (3.1.1). In order to efficiently 
estimate the a(j), j = 1,...,p from the N observations (x(n); n = 1,...,N) 
an initial estimate is required. Suppose we let I(A^) represent the
periodogram ordinate at A^; 
Furthermore if
8 Unless otherwise stated, A^ will always be of this form..
5^x = N ^ Z x(m), 
m=l
-1 N-nc(n) = (N-n) Z (x(m)-x)(x(m+n)-x), n = 0,...,p, 
m=l
then the spectral density estimate which we require is defined by
1
f(At ) = (27r) (c (o )+2 Z c (n)cos nAt ).
n=l
Having determined these quantities, an initial estimate of a (where 
o/ = (cc(l).. .a(p))), is given by
OL = -A a,
A  A  .where A has a(k-£) in row k column Z, while a has a(k) in row k; 
k,£ = 1,.. .,p and
a(k) = N“1 Z f"2 (At )l(At ) cos kT^. 
t
We may now use a to form 
p ijA.
g(At ) = Z a(j)e , S(o) = 1, 
j=o
and then
'(l)(k) = N"-1- L|g(At)Pl(At) c°s >. ...........
t
k = 0,.. .,p,
so that
-1sa) = ^ d)- £(i)
(^l) (^l) /\(i) / .where A , a are formed from the a v 7 (k) in an obvious way.
(3.1.U)
Letting
(l) ~ ^(l)A ' - 2a-aK J
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Hannan p ro v es  t h a t  -s/ n (o;^^-cu) i s  a s y m p to t ic a l ly  n o rm ally  d i s t r i b u t e d  and 
e f f i c i e n t .  F u rtherm ore  i f  we e x p re s s  a ^  in  th e  form
a ^  = a ^ 1 ^ + 2 ( a - a ^ ),
we see t h a t  th e  e s t im a te  r e q u i r e s  th e  a d d i t io n  o f th e  " c o r r e c t io n
f a c t o r "  2 ( a - a ^ ) in  o rd e r  to  make i t  e f f i c i e n t .  Thus th e  s te p s  in  th e
/\  /s ^ ( 1 )
e s t im a t io n  p ro ced u re  a re  a s  fo llo w s : form  a  and th e n  use a  to  form  a  '
and hence a ^  a s  d e s c r ib e d  ab o v e . The p ro ced u re  i s  now i t e r a t e d ,  th e
^ ( l ) ^  ^ ( 2 )second i t e r a t i o n  commencing by u s in g  a  in  p la c e  o f  a  to  form  a  ' and
~  ( 2 )hence a  , where
and so on . In  g e n e ra l  we h av e , from  th e  k th  i t e r a t i o n ,
5 ^  = 2 a , k > 1 . ( 3 .1 .5 )
An e f f i c i e n t  e s t im a te  o f  th e  co v a ria n c e  m a tr ix  o f  \ / N ( a ^ - a )  i s  g iv e n  by
9 where h a s  <t> (m-n) i n  row m column n ; m ,n = 1 , . . . , p ,  and
? w M  = h  | g W ( x +) r 2ei(ra' n , \
-1
■(k) ^ ( k )
w ith
~ ( k )
( \ )
P „
z a
j=o
OO
( j ) e 1 .
We em phasise t h a t  a ^  i s  a s y m p to t ic a l ly  e f f i c i e n t  so t h a t ,  in  t h a t  
s e n se , i t e r a t i o n  i s  n o t n e c e s s a ry .  However in  p r a c t ic e  one sh o u ld  i t e r a t e .  
B a s ic a l ly  we a re  t r y in g  t o  so lv e  a  n o n - l in e a r  e q u a t io n  and th e  d e te rm in a tio n  
o f  an  i t e r a t i v e  scheme i s  n o t a  d isa d v a n ta g e  s in c e  any te c h n iq u e  f o r  
s o lv in g  th e  e q u a tio n  w i l l  have to  be i t e r a t i v e .
3-2 Convergence of the Iterative Procedure
kj
For simplicity we shall, in this section, consider the model (3.I.3). 
In order to examine the rate of convergence of the iterative procedure used 
to obtain the efficient estimates defined in the previous section, we 
consider
N i \  k N i\ .
h(a) = -( Z I l+ae | I (V )cos \ )/( Z 11+cue | (3-2.1)
t=l t=l t
From (3.1.4) and (3.1.5) it follows that, for k > 1,
= 2a(k"1)-h(a^k”1 )).
Furthermore, letting
m(a) = 2a-h(a), (3-2 .2 )
we have, for k > 1,
= m fö^"1 )^.
If we are considering a value a near to some true value a say, it 
follows that if we start near enough to this true value and ^'(a)! < 1, 
i*e. the absolute value of the first derivative of m(a) is less than unity, 
then the iterative procedure will converge well (see for example Noble [4l]). 
From (3.2.1), if we let
g (A^) =: l+cce ,
then it is not hard to see that if -1+e < CC < 1-e, e > 0, then
lim [h(a)]
N>00
h= I I g(A) I 1 l+Q' elA|2cos A dA
-7T
b I "l6(A)rV/YdA
-TT
k(a), say. (3-2.3)
k Q
Indeed, considering the denominator of (3-2.1), for some e > 0,
iAt
-1+e <  O' <  1-e, |l+o;e I may be expanded in an infinite series of powers 
iAtof e , the coefficients of which decay exponentially, i.e.
iA, ijA,
I l+Cte I = Z g .e ,
j=-oo J
Now for some M, V it follows that
00 ijAt M ijAt 
2 g.e = Z g.e +v
J  iv/r J
|Sjl < kT-Ul T > 1-
j=-00 ° j=-M
(where |Vj may be made, uniformly in t, arbitrarily small by choosing M 
sufficiently large). Thus
iAi -LA+ k i m ijA,iz|l-,öe T 4l(At ) = i z (  2 g.e )l(.\) + ^ Zl(\)
t t j=-M J t
1 M= p= 2 g.7(j)+,n say,
j=-M J
where y(j) = E(x(n)x(n+j)) = y (-j ), j = 0,1, ..., r\ = (2^)"^ (o), and 
we have neglected terms which converge almost surely to zero. But
7(d) = f  eijAf(A)aA, 
d  ^
and we may choose r\ arbitrarily small so that we obtain, for -1+e < a  < 1-e,
lim
N>oo
i At|"h(At ) =  ijp f" ( E g eljA)fft)dA
t J ^ -7T j=-oo J
'7T oo
|p/ |g(A)r4f(A)aA = (a2/2ir) " |g(A)r4|l+o;oeiA|2aA.
^ -TT 1 -7T
-k
(3-2.A)
Similarly
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lim
N>oo
iA
iz|l+Cte t |-i*l(A+ )cos At t (o2/2ir) |g(A)|’if|l+aoe1^|2cos A dA.
(3.2.5)
-7T
From (5.2.4) and (5.2.5) we obtain (5.2.5)., as required. 
Now
h7 (a) = -4 feIg(A,)I"^I(A,)cos A,)(zIg(A.)I"6I(A,)(afcos A,))
L t  V '
-fc|g(At)|"i<'l(At))(z|g(At)|"6l(At)cos At(a+cos At)) 
t t
2 |g(A+ )|"4l(A+)
L t
-2
and, as we show in the appendix at the end of this chapter, 
lim[h7 (a )] = 2 , a ^ +1.
N>oo
(3.2.6)
Furthermore,
lim [lim h7 (a)] = 0. (5.2.7)
a>+l N>oo
As we have pointed out, a sufficient condition for the iterative 
procedure to converge is that |m7 (a)| < 1, for some a near to the true value Q5 . 
From (5.2.2) we see this to be equivalent to 5 > b7 (ex) > 1. (5.2.6) shows
this condition to be (asymptotically) satisfied so that for a in some suitable 
neighbourhood of a , the iterative procedure will converge. However there is 
one region where this condition is not satisfied. Indeed as (5.2.7) indicates, 
for values of a near the boundary of the acceptable region, h7 (a) is 
(asymptotically) near zero, so that in this region the iterative procedure
may not converge,
50
To illustrate these theoretical results a number of sampling 
experiments were carried out for N = 100 observations (using generated 
data) and for various values of a , namely 0.2, 0.5 and 0.9» The 
functions k(o:), h(a) and h7 (a) were computed for various values of a between 
-0.9 and 0.9, these results being recorded in Table 3*1 at the end of 
this section.
From these results we see that in all cases the sample values h(cc) 
are very close to their limiting values k(cu). For values of a near to a , 
h7 (cu) is about 2, hence satisfying (3*2.6). Finally for values of a near 
to the upper and lower limits, the function h7(a) tends to zero in 
accordance with (3.2.7).
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3.5 An Extension of the Estimation Procedure
The efficient estimates obtained using the method outlined in 
section 3*1 are, as we have seen (after 5 ^ ) ,  of the form
5(k) _ a5(k-i)^ (k)i
In general this estimation procedure works well. Defined in this way
~(k)however there is no necessity for the a ' to lie in the acceptable region.
Consequently for the case when we are attempting to estimate coefficients
for which the corresponding z transform has zeros close to the boundary of
the unit circle it is possible that say (the efficient estimate of a
after k iterations) may fall outside of the acceptable region. If such a
situation arises, as the iterations proceed the ensuing estimates will
explode, and so the estimation procedure will not work.
It would be convenient for us to be able to introduce, in some way, a
method by which the efficient estimates we obtain at the end of each
iteration are confined to lie within the acceptable region. In order to
do this we proceed as follows: when iterating the estimation procedure in
~ (k)the manner outlined in section 3.1 suppose cr ' is the first efficient 
estimate we obtain which is such that it lies outside of the acceptable 
region. In this case we introduce into this iteration a further step
(such that the last estimate in this iteration will lie in the acceptable
v ~(k-l)region). Indeed we use a to form
p ljAt ~(k-i)s(k-1}(K) = 2 5 ^ ( j ) e  \  S^'(o) = 1,
J=o
and then form
5« = i W ’sto (3-3.1)
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\ A / .  \ / \  / ,  \ A / ,  v
w here A ' , av ' (w ith  t y p i c a l  e lem en ts  a '  '(m -n ) , a '  '(m ) r e s p e c t iv e ly ,
m ,n = 1, . . . , p )  a re  form ed from  th e  ^ ( A ^ )  in  th e  same way a s  A ^ \
✓ \(l) /\ f .
a  a re  form ed from  th e  g (A ^). Our re a so n s  f o r  do ing  t h i s  a r e  b ased  
p r im a r i ly  on th e  f a c t  t h a t  e s t im a te s  o f  th e  form  (3 .3*1 ) have been  shown to  
be such t h a t  th e  c o rre sp o n d in g  z tra n s fo rm  has a l l  i t s  z e ro s  o u ts id e  o f  th e  
u n i t  c i r c l e  (and so th e s e  e s t im a te s  w i l l  l i e  in  th e  a c c e p ta b le  re g io n , a s  
r e q u i r e d ) .  F o r a d is c u s s io n  o f t h i s  see Hannan [26] p 3^3• In  f a c t  
a p p ly in g  Hannan’ s argum ent t o  th e  e s t im a te s  d e f in e d  by (3 .3*1)*  a 
n e c e s s a ry  and s u f f i c i e n t  c o n d i t io n  t h a t  th e  co rre sp o n d in g  z tra n s fo rm  has 
a l l  i t s  ze ro s  o u ts id e  o f  th e  u n i t  c i r c l e  i s  t h a t  th e  m a tr ix  w ith  e n t r i e s  
a ^ ( m - n )  in  row m, column n ; m ,n = 0 , . . . , p  be p o s i t iv e  d e f i n i t e .  I f  
t h i s  i s  n o t so i t  means t h a t
2 { | 5 (k-1)(At ) r h ( A t ) Z Z  u(m)^mrye * ) A t \  = 0
t  m,n=o 5
f o r  some u(m) n o t a l l  z e ro , i . e .
s | g (k“l ) (At ) r 4 |w(At ) Z u(m )e t | 2 = 0, 
t  m=o
where i(A ^) = w (A^ )w* (A^) .  S ince Z u(m )e
m=o
imA,
can be zero  f o r  a t  most
p v a lu e s  o f A^* t h i s  im p lie s  t h a t  (N-p) v a lu e s  o f  w(A.j.) (and hence l(A^.))
a r e  n u l l ,  w hich o f  co u rse  w i l l  n o t be so . Thus th e  r e s u l t  fo l lo w s .
~ ( k )The com pu ta tion  o f  a v i s  now ta k e n  a s  th e  l a s t  s te p  in  th e  k th  
i t e r a t i o n .  The ( k + l ) s t  i t e r a t i o n  th e n  p ro ceed s  a s  b e fo re  ex c e p t t h a t  now 
r e p la c e s  5 ^ )  when fo rm ing  Indeed  f o r  t h i s  i t e r a t i o n  we use
5 ^ )  t o  form  $ (^+ 1) an(j th e n  use  to  form  = 2 & ^  „qK ^ -1- ) .
5^
If q;^+-'-) lies in the acceptable region then this completes the (k+l)st 
iteration. (if lies outside of this region however we introduce
A  / -I -I \
the extension of the procedure once more and form or*'*' ' (which we know 
will lie in the acceptable region), and this will then be the last step
9in the (k+l)st iteration, and so on).
Following a similar proof to that occurring in the appendix of
chapter 6 of Hannan [26] for the -a), k ^ 1, it can be shown that
/, \
the v N(3t '-a) are asymptotically normally distributed and efficient.
An efficient estimate of the covariance matrix of \/n (5^^-a) is given by
, where ' has '(m-n) in row m, column n; m,n = 1, ...,p, and
r(k) / vO (m-n)
l p i(m-n)A,
N 5 (k,(A.) - e 1
t X
with g ^ ( A t ) defined in an obvious way.
A number of sampling experiments based on this extension (of the 
estimation procedure of section 3*1) were carried out for the model 
(3.1.3) with a = O.96. Twenty replications of the procedure were 
computed, new data being generated for each replication. When N = 100 
observations were used for each replication the average value of the 
estimates of a for these twenty replications was found to be 0,8751*
A similar experiment with N = 200 gave an average OL value of 0.9017*
^ We emphasize that this extra step need only be included in say the rth 
~(r)iteration when CT ' lies outside of the acceptable region.
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At first sight these estimates for O .96 appear to be surprisingly low. 
A closer examination of the situation however shows them to be not 
altogether unexpected. Indeed from the asymptotic theory we would expect 
the estimates for each replication to be asymptotically normally 
distributed with mean O.96 and standard deviation
of the estimates would be expected to lie between 0.9051 and 1.0149.
However we know that in this case we must have \a\ <1, so that the 
distribution of the estimates around O .96 is truncated at unity. 
Consequently it would be expected and indeed is found that the distribution 
of the estimates is skew to the left of the true value (or, of course, to 
the right if we are attempting to estimate values near -1), thus helping 
to explain the mean values we have obtained.
The variance of the estimates will probably be affected as well by 
this distortion. Table 3*2 compares the theoretical (defined above) and 
the observed variance for each N, the observed variance being computed 
from the twenty estimates from which the average value of a was calculated,
[(l-a2 )/w]2 = [(i -o .962 )/i o o]2 
= 0.028.
(For the model (3.1.3) it follows that
(3-3.2)
£  ) 2so that the theoretical variance of a, is given by (l-a )/N). Thus 951°
in each case.
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Tab le  3*2
N = 100 N = 200
T h e o r e t ic a l  v a r ia n c e 0 .00078 0.00039
O bserved v a r ia n c e 0 .00619 0.00262
From t h i s  t a b le  we see th e  o b serv ed  v a r ia n c e  to  b e , in  each  c a se , much 
l a r g e r  th a n  th e  t h e o r e t i c a l  v a r ia n c e .
F o r N = 100 in  th e  s ix th  r e p l i c a t i o n  th e  i t e r a t i v e  p ro ced u re  gave an  
e s t im a te  o f  0 . 6178 . As t h i s  was so low (as an  e s t im a te  o f  O .9 6 ) an 
ex am in a tio n  o f  th e  l ik e l ih o o d  fu n c t io n  was made to  v e r i f y  t h a t  O.6178  was 
th e  v a lu e  o f  oc w hich , f o r  t h i s  p a r t i c u l a r  s e t  o f  d a ta ,  d id  in  f a c t  
m inim ize
Z f ‘ 1 (At )l(A t ) .  (3 -3 -3 )
" t
I  (A^) and a re  o f  co u rse  th e  periodogram  o rd in a te  and th e  s p e c t r a l
d e n s i ty  r e s p e c t iv e ly ,  each  a t  fre q u e n c y  A . (As we have seen  in  s e c t io n  1.3>u
m axim izing th e  l ik e l ih o o d  fu n c t io n  i s ,  a s y m p to t ic a l ly ,  e q u iv a le n t  to  
m in im iz ing  th e  fu n c t io n  (3 *3 *3 ))* F o r th e  model (3 . 1 . 3 ) i t  i s  n o t h a rd  
to  see t h a t  m in im iz ing  (3 *3 *3 ) i s  e q u iv a le n t  to  m in im iz ing
£ {I(A, ) / ( l+ 2a  cos A.-ta2 ) ) .  (3 -3 .^ )
t  ^ *
U sing th e  d a ta  o f  t h i s  r e p l i c a t i o n  and p l o t t i n g  th e  fu n c t io n  (3*3*^) f o r  
v a lu e s  o f  OL from  - 0 .9 9  t o  0 .9 9  in  s te p s  o f  0 . 01 , i t  was found t h a t  t h i s  
fu n c t io n  had a minimum w hich o c c u rre d  betw een 0 .6 l  and 0 .6 2 . T h is  o f  
co u rse  v e r i f i e s  t h a t  f o r  t h i s  p a r t i c u l a r  s e t  o f d a ta  th e  v a lu e  O.6178  was
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indeed the estimate of a which minimized (5.3.5). Thus in this case the 
poor agreement with the asymptotic theory appears to he due to the sample 
size being too small in relation to the value of a being estimated, and 
not to the procedure having failed to reproduce the properties of the 
maximum likelihood procedure.
3.4 Alternative Estimation Procedures'^0
As has already been mentioned, a number of estimation procedures have 
appeared in the literature over the last ten years. Hannan [25] has 
summarized a number of these, outlining the disadvantages associated with 
each method. One procedure that warrants further investigation in the 
present context however is that due to Durbin [l4].
Although rather heuristic, Durbin’s approach to the estimation problem 
is similar to that used by Hannan. After a Fourier transformation of the 
data, he minimizes the exponent of the resulting likelihood function which he 
shows may be expressed (approximately) in the form (on neglecting constant 
factors)
2M n
s f C\. )f(Aj, b.b.l)
k=l * K
where I(A, ) represents the smoothed estimate of the spectral density f(A, ),K K
with A^ . the midpoint of the kth band of frequencies, k = 1,...,2M.
Suppose f(Ak) is a rational function, say 
P p , q isA, p
f(\) = k | Z a(j)e k |I 2/| z ß(s)e k |2 , a(o) = ß(o) = 1,
j=o s=o
I would like to thank Professor J.Durbin for his comments and
suggestions during the writing of this section.
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(as i s  th e  case  f o r  a mixed a u to re g re s s iv e  moving av e rag e  model f o r  example 
in  w hich case  th e  a ( j ) ,  j  = 0 , . . . , p  r e p re s e n t  th e  moving av erag e  
c o e f f i c i e n t s ,  w h ile  th e  ß ( s ) ,  s = 0 , . . . , q  a re  th e  a u to re g re s s iv e  
c o e f f i c i e n t s ) .  S u b s t i tu t in g  t h i s  in  ( 3 .4 .1 ) ,  i t  fo llo w s  t h a t  th e  
m in im iz a tio n  o f  ( 3 .4 .1 )  w ith  r e s p e c t  to  th e  ß ( s ) ,  s = 1 , . . . , q ,  f o r  g iven  
v a lu e s  o f  « ( j ) ,  j  = 1 , . . . , p  i s  q u i te  s t r a ig h tfo rw a rd  s in c e  we o b ta in  a 
s e t  o f  e q u a t io n s  w hich a r e  l i n e a r  in  th e  e s t im a te s  r e q u ir e d .  M in im iza tio n  
w ith  r e s p e c t  to  cc(j), j  = 1, . . . , p  f o r  g iv en  v a lu e s  o f  ß ( s ) ,  s = 1, . . . , q  
i s  n o t q u i te  so sim ple how ever s in c e  th e s e  p a ra m e te rs  o ccu r in  th e  
d enom inato r o f  ( 3 .4 .1 ) .  To s im p lify  t h i s  problem  D urbin  showed th a t
* p a ( f ( v ) )  - l
( V - d T ^ 1^X>
a ( f ( \ ) )
de
w hich h as  th e  e f f e c t  t h a t  in s te a d  o f  m in im iz ing  ( 3 .4 .1 )  we may m inim ize
2M ^
2 I  ( \ ) f ( A ,  ) , ( 3 .4 .2 )
k = l k k
w henever t h i s  i s  more c o n v e n ie n t. (K endall and S tu a r t  ([34 ] p 485) r e f e r
to  D u rb in ’ s p ro ced u re  when c o n s id e r in g  th e  e s t im a t io n  o f  th e  c o e f f i c i e n t s
o f  th e  mixed a u to re g r e s s iv e  moving av e ra g e  model from  th e  o b serv ed  sp e c tru m ).
D u rb in ’ s main e s t im a t io n  p ro c e d u re , u s in g  h i s  e q u a tio n s  (29) and (3 0 ),
i s  b a se d  on th e  m in im iz a tio n  o f ( 3 .4 .2 ) .  In  a d d i t io n  he su g g e s ts  an
a l t e r n a t i v e  p ro c e d u re , u s in g  h i s  e q u a tio n s  (2 9 ) and (3 1 )> w hich i s  b ased
on th e  m in im iz a tio n  o f  ( 3 .4 .1 ) .  The e s t im a te s  g iv e n  by t h i s  a l t e r n a t i v e
✓ \.(l) ^ ( l )  /p ro ced u re  c o rre sp o n d  to  w hat Hannan r e f e r s  to  a s  q: , ß (where
q/  = ( a ( l ) . . . a ( p ) ); ß ' = ( ß ( l ) . . . ß ( q ) )) when e s t im a t in g  th e  p a ram e te rs  o f
th e  r a t i o n a l  d e n s i ty  fu n c t io n  d e f in e d  ab o v e . These e s t im a te s  how ever, a s
Hannan p ro v e s , a re  n o t e f f i c i e n t .
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In "the case of the moving average model (3.1.1) the estimates given 
by Durbin’s alternative procedure correspond to what we have called 5 ^  
in section 3»lj and which require the addition of the correction factor
/\(i)2 [Oi-oc ) to make them efficient. As a result the (asymptotic) variances
of these estimates diverge as we iterate Durbin’s alternative procedure.
Indeed considering the model (3.1.3) for simplicity, suppose we let
2M 
Z
k=l
^k, /,2M -2
a = -( 2 f"2(Ak)l(\)e D / (  Z f‘2(\,)l(Aj)
k=l
: ( j )and a , j = 1,2,... be the estimate of a after j iterations of the 
estimation procedure (using 3»^*l)). Then, following a similar argument 
to that in the appendix of chapter 6 of Hannan [26], for j > 1 it can be 
shown (on neglecting terms which converge in probability to zero) that
*/5(5^-a) = \/i(3-a)+2 ^ (a^^-a), (3.^ .3)
where \/h(a-a) and n/n (3^^-o ;) are asymptotically normally distributed. 
Suppose v q and v^ . represent the limiting variances of n/n (q:-cO and 
*/5(a^ ^ -a) respectively while c. represents the limiting covariance between 
■/N(ä-a) and v/n (a ^  -o:). Then from (5A , 3) we have
= vo+5vj-l+4cj-l 
■ (vovj-l)i(ej-l+5ej-l+4pj-l)
1say, where e . _ = (v /v. , )2, p . = c . n (v v . , )* j-1 O7 J-l' * HJ-1 J-1V O J-l'
for some € > 0, e . . = 1-e, and it follows that
9 J-l
If e . . < 1, then 
.1-1 ’
-1 -1-l+3ei-l = i-e+Jd-e) > Vl
6o
say, where r\ > 0. Furthermore the correlation coefficient p . , > -1, so thatJ
1 . i
12V. > V . n + (vv. , ) 2 (4+T] “4 ) = V . , +TJ (v V . n ):0 J-l O j-l' J-1 O j-l'
i.e. e. < e. and since e.. < 1 the induction is complete. From this weJ o - i  1
see that even in the case of the simple moving average model (3.1.3)> as 
we iterate Durbin1s estimation procedure the (asymptotic) variance of the 
estimate diverges.
For the model (3.1.1) minimizing (3.4.2) gives
(3.U.1*)
where for this particular case we have ccf = (o;(l).. #Ql(p)) and A has a(m-n)
/S . .in row m column n, while a has a(m) in row m; m,n = 1, ...,p with
- 2M n i(m-n)\
a(m-n) = Z I (A, )e 
k=l k
/S
QJL — -A a ,
This estimate corresponds to the estimate obtained from Durbin1s main 
procedure, i.e. his equation (30). From the form of (3*4,4) we see that 
in this case we are unable to iterate the estimation procedure and 
furthermore the estimates are dependent on just how we choose our smoothed 
spectral estimates 1(7^), k = 1, ...,2M.
To investigate this dependence further a number of numerical 
experiments were carried out using Durbin1s method with data generated by 
the first order moving average model (3.1.3) with a  taking,in turn, the 
values -0.7, -0.2, 0.2, 0.5 and 0.96. For this model (3*4.4) becomes
6l
S = -( Z 1 U v; cos A, ;M Z 1 (A,)). (3 .^.5)CC
In these experiments the l(A, ), k = 1,K 2M were estimated by averaging
the periodogram ordinates over each of 2M bands. The number of bands was 
allowed to vary. Indeed M was taken in turn as 3>5*6,10 and 15. With 
N = 108 observations twenty replications of each experiment (i.e. for each
out using the generated data. (We chose N = 108 merely for computational 
convenience as this value may be factored a number of different ways, a 
fact which proves convenient when varying the bandwidth over which the 
spectral density is to be estimated). The results are recorded in 
Table 3*3 where, for each a and M, row (a) gives the mean of the estimated 
values of a for the 20 runs, row (b) gives the observed variance of the 
20 numbers and row (c) gives the mean square error (m.s.e.) for each 
estimate, where
a  = -0.7* -0.2, 0.2, 0.5 and 0.96, and M = 3>5>6,10 and 15) were carried
2= (bias) + variance.m.s.e.
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T able 3. 3
a 3 5
M
6 10 15
(a) -0 .5683 -0 .6 2 3 0 - 0 .6 4 4 1 -0 .6 9 2 9 -0 .7 2 5 3
-0 .7 C b ) 0 .0 0 4 2 o .o o 4o 0.0037 0 .0058 0.0045
(c) 0 .0 2 1 5 0 .0099 0.0068 0 .0059 0.0051
(a) - 0 .2 4 2 3 -0 .1 8 7 6 - 0 .1 9 5 3 - 0 .2 5 1 4 -0 .3 3 8 8
- 0 .2 ( b ) 0 .0049 0.0063 0 .0049 0.0106 0 .0076
(c) 0 .0067 0.0065 0 .0049 0.0132 0 .0269
(a) 0 .1059 0.1965 0 .1 8 4 6 0.1067 -0 .0 3 3 6
0 .2 C b ) 0.0058 0 .0082 0.0075 0 .0123 0 .0908
(c) 0 .0147 0 .0082 0.0077 0.0210 0 .1 4 5 4
(a ) 0 .5543 0 .4780 0 .4 6 6 2 0.3692 0.2034
0 .5 C b ) 0 .0050 0 .0077 0.0086 0 .0118 0 .0112
(c) 0 .0262 0 .0082 0.0097 0 .0289 0.0992
(a) 0 .5256 0 .7750 0 .7 9 3 1 0.7029 0 .5899
0 .9 6 C b ) 0 .0036 0.0045 0 .0066 0 .0107 0.0147
(c) 0.1923 0 .0387 0.0345 0.0768 0 .1 5 1 7
From T able 3* 3 , c o n s id e r in g  th e  case  a  -  - 0 .7  f o r  exam ple, we see 
t h a t  th e  b e s t  e s t im a te  ( in  th e  sense  o f minimum mean square  e r r o r ) ,  f o r  
th e  few v a lu e s  o f  M we have ch o sen , o c c u rs  when M = 15 . F o r a  = 0 .5  
how ever th e  b e s t  e s t im a te  o c c u rs  when M = 5» Choosing th e  b e s t  e s t im a te  
in  each  case  ( i . e .  f o r  each  v a lu e  o f  a  we have chosen) i t  i s  n o t h a rd  to  
see t h a t  th e  v a r ia n c e  a s s o c ia te d  w ith  each  o f  th e s e  e s t im a te s  i s  (w ith  th e  
e x c e p tio n  o f  th e  case  a  = 0 . 9 6 ) n o t s i g n i f i c a n t l y  d i f f e r e n t  from  th e  
t h e o r e t i c a l  v a r ia n c e  o f  th e  c o rre sp o n d in g  e f f i c i e n t  e s t im a te ,  d e f in e d  
below  (3»3»2). Indeed  f o r  a  = 0 .2  and M = 6  f o r  exam ple th e  o b served  
v a r ia n c e  i s  0 . 0075* a s  com pared to  a t h e o r e t i c a l  v a r ia n c e  o f
( l - ( 0 . 2 )2 ) / l 08 = 0 .0 0 8 9 ,
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and the ratio of these two variances (namely 1.19) is not significant on
an F distribution with «> and 19 degrees of freedom (for which F 1.88°°, 19
at the 5$ level of significance). However for this same value of (X when
M = 15 the observed variance is 0.0908, and in this case the ratio of the
two variances (i.e. 10.20) is obviously significant on an F distribution
with 19 and 00 degrees of freedom (indeed F Q = 1.91 at the Vfo level of19*00
significance).
Furthermore, with regard to the estimates of the mean, we have
P(a-1.96a/ n/^  < a < Q5+1.96a/ sTn) = 0.95,
“where of course a is estimated over 20 replications, so that n = 20. For
p
the case we have just considered, namely a = 0.2 (for which 0 = O.OO89),
on evaluation we find
P(0.1586 < a < 0.2la4) = 0.95.
When M = 6 the estimated mean lies well within this region. However when 
M = 15 we see the estimate obtained, namely -0.0336* lies outside of the 
acceptable region.
With the help of this numerical example therefore we see that both 
the mean and variance (and hence the efficiency) of the estimates obtained 
are dependent on just how we choose the bandwidth over which to estimate 
the spectral density. Indeed for the few cases we have considered above we 
see that one particular choice of M may lead to estimates which are not 
significantly different (in both mean and variance) from the efficient 
estimates defined in section 3*1. However another choice of M may lead to 
estimates which are significantly different from the corresponding efficient 
estimates.
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3*5 Conclusion
We have in this chapter extended the estimation procedure first 
proposed by Hannan [25] in such a way as to prevent the iterative 
procedure from giving estimates whieh explode as the iterations proceed 
(i.e. we have constrained the estimates in such a way that the corresponding 
z transform has all its roots outside of the unit circle). Of course if 
the number of observations N was large enough the possibility of such an 
occurrence would be small. In practice however it is often the case that 
such large amounts of data are not available. Furthermore in section 3*2, 
for the case of a first order moving average model, we have examined the 
rate of convergence of the iterative procedure used in this estimation 
method.
An examination of two methods of estimation due to Durbin shows one 
of his methods to give estimates which in fact correspond,in the case of 
the model (3.1.1), to what we have called a ^  in section 3*1> and hence 
are not fully efficient. The estimates obtained by Durbin’s second 
estimation procedure are based on smoothed estimates of the spectral 
density function. The variance and hence the efficiency of the estimates 
obtained by this method however are dependent on just how the bandwidth 
(over which we estimate the spectral density) is chosen.
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APPENDIX
P ro o f o f e q u a t io n  (5 «2«6)
In  o rd e r  to  v e r i f y  ( 5 .2 .6 )  suppose we l e t
iAtg = 1+Qie
(g i s  o f co u rse  a fu n c t io n  o f  A^. F o r convenience however
t h i s  argum ent v a r i a b l e ) .  Then from  ( 5 .2 .1 )  we have
N k N .
h ( a )  = - (  2  |g |  I ( \ )  co s A . ) / (  2 |g | I ( A J ) .
t = l  X X z
we have o m itte d
t = l
On ta k in g  d e r iv a t iv e s  o f b o th  s id e s  o f  t h i s  e x p re s s io n  and fo llo w in g  
s im i la r  ty p e  o f argum ent a s  f o r  ( 5 .2 .5 ) ,  i t  can be shown th a t
l im [h ' (cc)] = -k
N>oo
( |i r  f  l s r 4 f  (^) cos A f  | g | " 6f  (A) (a fc o s  A)dA)
0  _7T u -7T
i  p 77" h  i  r 77" -fn
- f e  /  | g |  f ( A ) d A ) ( |-  / | g |  f (A)  COS A ( q -^cos  A)dA
‘ -7T ^  -77“
I ?  r 7r | s r ' +f ( A ) a A
-7T
-2
(A .5 .1 )
F u rth e rm o re , f o r  cc ^ +1, on s im p l i f i c a t io n  we f in d
l i m [ h '(a )] = -4
N>oo <If. f lM  '2eiAd^  <sf. [ \ \ - kK + ^-IT
T
I
-7T
- W  lr|g° r 2dA)(^ / " |go l ‘VAdA +u -7T u  -7T °  “7T
a _  p7T 
-2
-4  iA, - 4 /  2iA
-2
b j  X i  ^
u -7T
(A .5 .2 )
where g = l+ a  e d\  öo o
By residues it follows that
b f K \ ' 2^  = K ) ' 1'
u  -7 T
kf”U o r 2e iAdA = -a0( l - o £ ) - \
u -7T
(]^2 )(l-a2 r 5,
l_
27T -2ao(i^)'t
and
"^e2lAdA a2 (3-Q!2 )(l-Q!2 )"3, o o o
Substituting these values in (A.3.2) above we find, on simplification
that for a 4 +1,
O ' “ '7
limf!/ (q; )]
h>oo
= [-ao (l-a2) '1tao (l-a2) '2+ (l-a2) ■12 (l+a2) (l-a2) "2 ] / (l-a2) '2
= 2,
as required.
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CHAPTER 4
THE ESTIMATION OF MIXED AUTOREGRESSIVE MOVING AVERAGE MODELS 
WITH EXOGENOUS VARIABLES
4.1 Introduction
A number of procedures have been developed for the estimation of mixed 
autoregressive moving average models. As we have already shown (see (1.2.7))9 
these models may be expressed (in the scalar case) in the form 
q. P
Z ß(k)y(n-k) = Z a(j)e(n-j) , a(o) = ß(o) = 1. (4.1.1)
k=o j=o
One reason for considering such models lies in the fact that they are more 
general than (say) the scalar autoregressive model. Consequently when the 
number of parameters to be estimated may be restricted by small amounts of 
data being available their use may be necessary. Indeed suppose we wish to 
fit a linear model to a particular set of data. Proceeding in a somewhat 
ad hoc fashion, one method of determining which model best fits this data is 
to begin by fitting, in turn, first and second order autoregressive models to 
the data. Having done this we now apply a suitable goodness of fit test, 
say the likelihood ratio test (see section 2.1 for a discussion of this test 
in the vector case), to determine whether the extra term in the autoregression 
has significantly changed the residual variance. If there is a significant 
change we next fit an autoregression of order three and carry out the 
likelihood ratio test once more (comparing the goodness of fit of this model 
with the autoregression of order two), and so on, until the residual 
variance becomes (nearly) constant. For example let us assume that the 
likelihood ratio test shows there to be no significant difference between 
the residual variances of autoregressions of order r and (r+l) say. The
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fitting procedure -would then he terminated and our model of best fit would, 
in this case, be an autoregression of order r.
Suppose we only had 8o data points available however and it turned out 
that an autoregression of quite high order (e.g. ten or more) had to be 
fitted before the residual variance became (nearly) constant. Such a 
situation (i.e. the estimation of a large number of parameters from a 
relatively small amount of data) is unsatisfactory of course and so we are 
led to consider more general models such as (4.1.1). By fitting models of 
the form (4.1.1) the number of parameters to be estimated (in order that 
the variance of the residuals shall become constant) may be less than for 
the case when a high order autoregression is fitted. The estimation 
procedure for obtaining efficient estimates of these parameters is 
considerably more complicated to apply however (as compared to the procedure 
for estimating the parameters of the autoregressive model).
Considering the model (4.1.1), prior to developing a satisfactory 
method for the estimation of the coefficients of such models via spectral 
methods, Hannan [25] summarizes a number of estimation procedures already 
appearing in the literature. Indeed he discusses procedures due to Box 
and Jenkins [6], Lurbin [12] and Walker [53] and points out the disadvantages 
associated with each method. Letting 
1 P
u(n) = 2 ß(k)y(n-k) = 2 a(j)e(n-j) , a(o) = ß(o) = 1,
k^o j=o
Parzen [46] has, in a recent paper, obtained efficient estimates of the ß(k) 
from efficient estimates of the covariances of the u(n) process. Furthermore 
using an algorithm due to Wilson [59l he then obtains efficient estimates
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o f  th e  a ( j ) ,  j  = 1 , . . . , p  from  th e s e  e f f i c i e n t  c o v a rian ce  e s t im a te s .
P h i l l i p s  [47] has  c o n s id e re d  th e  e s t im a t io n  problem  by a p p ly in g  th e  
Gauss-Newton p ro ced u re  (an i t e r a t i v e  te c h n iq u e  f o r  th e  s o lu t io n  o f  s e ts  o f  
n o n - l in e a r  e q u a t io n s )  to  th e  n o n - l in e a r  norm al e q u a tio n s  o b ta in e d  from th e  
l ik e l ih o o d  fu n c t io n .  (T his app ro ach  i s  s im i la r  to  t h a t  used  by Box and 
J e n k in s ) .  More r e c e n t ly  Pagan [42] h as  c o n s id e re d  th e  e s t im a t io n  problem  
from  a c o m p u ta tio n a l v ie w p o in t by c o n s id e r in g  a number o f  a lg o ri th m s  f o r  
th e  s o lu t io n  o f  th e  n o n - l in e a r  norm al e q u a t io n s .  Indeed  t h i s  a u th o r  
com pares such i t e r a t i v e  p ro c e d u re s  a s  th e  Gauss-Newton and th e  Newton- 
Ra phson te c h n iq u e s ,  and a p p l ie s  th e s e  p ro ced u re s  to  a la rg e  number o f 
Monte C arlo  s tu d ie s .
We s h a l l  be concerned  w ith  an  e x te n s io n  o f  th e  e s t im a t io n  p rocedu re
u sed  by Hannan to  th e  more g e n e ra l  mixed a u to re g re s s iv e  moving average  
m odel in  w hich exogenous v a r ia b le s  a re  p r e s e n t .  Such m odels a re  o f
im portance  in  E con o m etrics  f o r ,  a s  we s h a l l  see in  th e  n ex t c h a p te r ,  th e y  
a re  a  g e n e r a l iz a t io n  o f  th e  r a t i o n a l  d i s t r i b u t e d  la g  m odel. F u rtherm ore , 
by  c o n s id e r in g  t h i s  e s t im a t io n  p ro ced u re  (under c e r t a i n  g e n e ra l  c o n d it io n s  
to  be d e f in e d  b e lo w ), we s h a l l  be a b le  to  e s t a b l i s h  c e n t r a l  l i m i t  theorem s 
f o r  th e  r e s u l t i n g  e s t im a te s .
The mixed a u to re g r e s s iv e  moving av e rag e  model w ith  exogenous v a r ia b le s  
may be re p re s e n te d  m a th e m a tic a lly  in  th e  form  
q r  p
Z ß ( k ) y (n -k ) + Z 5 (k )x  (n) = Z a ( j ) e ( n - j )  , a (o )  = ß (o ) = 1. 
k=o k = l j=o
(4 .1 .2 )
In  w hat fo llo w s  we s h a l l  assume th e  fo llo w in g  g e n e ra l  c o n d it io n s
to  h o ld :
(i) The e(n) are i.i.d. (O, cr2 ).
(ii) All the zeros of the z transforms
TO
p q
g(z) = Z a(j)zJ , h(z) = Z ß(k)zk 
j=o k=o
lie outside of the unit circle.
(iii) The x^(n) come from infinite sequences which satisfy, almost surely
-1 Nlim N Z x (m)x (m+n) = 7., (n) = y A - n) , j,k = 1,
00 m=l J jk kj
n = 0,1,...,
independently of the e(n) sequence.
(iv) b /  = (ö (l).. .6 (r)) ^ 0, so that the model (4 .1.2 ) is identified.
If & = 0, then as Hannan ([26] pp 388-389) shows, we must assume that g(z), 
h(z) have no roots in common and furthermore either a(p) or ß(q) is non-null.
The condition (ii) is reasonable, as we can see from the discussion
of linear models in section 1.2 . Indeed the restriction on the zeros of
g(z) is applied to uniquely identify the model, while that on the zeros of
h(z) is necessary if there is to exist a stationary solution y(n) to
(4 ,1.2 ), which is expressible in terms of the e(n-k), x.(n-k), k ^ 0.
J
(Of course the possibility of stationarity will depend on the x.(n)
J
sequence also).
As a consequence of (iii) we have
b k (n) = / _ / inAaFjk(A)'
where the matrix F(A), with F ., (?\) as entry in row j, column k (j,k = 1, ...,r),Jk
is the spectral distribution matrix of the x(n) sequence. It seems preferable
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to  t r e a t  th e  x ^ (n )  a s  f ix e d  sequences a s  in  ( i i i ) ,  r a th e r  th a n  to  p r e s c r ib e
them s t o c h a s t i c a l l y ,  a s  t h i s  makes th e  tre a tm e n t l e s s  r e s t r i c t i v e .
F in a l ly  in  t h i s  in t r o d u c t io n  we s h a l l  d e s c r ib e  th e  sense  in  w hich we
speak  o f ( a s y m p to t ic a l ly )  e f f i c i e n t  e s t im a te s  in  th e  p re s e n t  c o n te x t .  I f
th e  e (n )  and x (n) a re  G aussian  we may o b ta in  th e  maximum l ik e l ih o o d  
J
e s t im a te s  and c o n s id e r  t h e i r  l im i t in g  d i s t r i b u t i o n .  T h e ir  a sy m p to tic
d i s t r i b u t i o n  w i l l  tu r n  o u t to  be in d ep en d en t o f  th e  G aussian  assum ption
g iv en  o n ly  t h a t  th e  e (n )  a re  i . i . d .  (O, o  ) and th e  x . ( n )  a re  s u i ta b ly
J
r e s t r i c t e d .  As we p o in te d  o u t in  s e c t io n  1 .3  t h i s  i s  d is c u s s e d  in
W alker [5 4 ] .  (He d e a ls  b a s i c a l l y  w ith  th e  u n iv a r i a te  case  w ith o u t
exogenous v a r ia b le s  b u t i t  i s  c l e a r  t h a t  f o r  th e  x . ( n )  s u i ta b ly  r e s t r i c t e d
J
th e  r e s u l t s  w i l l  ex te n d  to  ou r c a s e ) .  In  what fo llo w s  we s h a l l  (as we 
have a l r e a d y  m en tioned ) e s t a b l i s h  a c e n t r a l  l i m i t  theorem  f o r  o u r e s t im a te s  
(under th e  c o n d i t io n s  im posed on th e  m odel ( 4 .1 .2 ) )  and fu rth e rm o re  we 
s h a l l  speak  o f  them  a s  b e in g  ( a s y m p to tic a lly )  e f f i c i e n t  i f  t h e i r  l im i t in g  
d i s t r i b u t i o n  i s  th e  same a s  t h a t  o f  th e  maximum l ik e l ih o o d  e s t im a te s .
The l ik e l ih o o d  e q u a t io n s  a re  n o n - l in e a r  and a re  d i f f i c u l t  to  s o lv e .
The p ro ced u re  w hich we s h a l l  fo llo w  i s  b ased  on t h a t  o u t l in e d  in  s e c t io n  1.3»
As we have seen in  t h a t  s e c t io n ,  m axim izing th e  l ik e l ih o o d  fu n c t io n  i s  
a s y m p to t ic a l ly  e q u iv a le n t  to  m in im iz ing  th e  fu n c t io n  ( l .3 * 2 ) .  I t  i s  t h i s  
fu n c t io n  w hich we c o n s id e r  f u r t h e r  and from  w hich we s h a l l  d e r iv e  a s y m p to t ic a l ly  
e f f i c i e n t  ( in  th e  sense  d e f in e d  above) e s t im a te s  o f  th e  p a ra m e te rs  o f  th e  
model ( 4 .1 .2 ) .
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4 .2  The E s tim a tio n  P rocedure
Suppose we l e t
q r  p
Z ß (k )y (n -k )  + Z ö (k )x  (n) = Z a ( j ) e ( n - j )  = z (n ) ,  ( 4 .2 .1 )
k=o k = l j=o
say , where a (o )  = ß (o ) = 1, and c o n s id e r  a  sample o f s iz e  N
( i . e .  z ( l ) , . . . , z ( n ) ) ,  Then from  s e c t io n  1 .5  i t  fo llo w s  th a t  m axim izing
th e  l ik e l ih o o d  fu n c t io n  i s ,  a s y m p to t ic a l ly ,  e q u iv a le n t  to  m in im izing
1 ^ -1
N ^ /z  <WV- (4 .2 .2 )
I  (A, ) and f  (A, ) a r e  r e s p e c t iv e ly  th e  periodogram  o rd in a te  and th e  s p e c t r a lZ ~U Z ü
d e n s i ty  a t  fre q u e n c y  A^ = A^ t  = 27Tt/w, t  = 1 ,2 ,  . . . ,  [n/ 2] . 'L1 In  what
fo llo w s  we s h a l l  ( f o r  co n v en ien ce ) om it argum ent v a r ia b le s  so t h a t  we w i l l ,
f o r  exam ple, w r i te  I  f o r  I  (A, ) ,  f  f o r  f  (A. ) e t c .Z Z U z z z
We now in tro d u c e  th e  g e n e ra tin g  (o r re sp o n se )  fu n c t io n s  
P ijA ,
g = Z a ( j ) e  
3=o
<1 ikA, 
, h = Z ß (k )e  
k=o
and th e  v e c to r s  cc, ß , 6 w ith  ot{ j ) ,  ß (k ) ,  5 (£) in  th e  j t h ,  k th  and t t h  p la c e  
r e s p e c t iv e ly ,  j  = 1 , . . . , p ;  k =  1 , . . . , q ;  £  = 1 , . . . , r .  F u rtherm ore  l e t
I  , I  r e p re s e n t  th e  periodog ram s o f  th e  x (n )  and y (n )  sequences r e s p e c t iv e ly ,
x y
and I  , I_^_ r e p re s e n t  th e  c ro s s  periodog ram s betw een th e s e  two seq u en ces . 
Then from  (4 .2 .1 )  i t  i s  n o t h a rd  to  show t h a t
f z = (ö2 / 2 i r ) | g | 2
In  what fo llo w s , u n le s s  o th e rw ise  s t a t e d ,  At  w i l l  a lw ays be o f  t h i s
form .
and  (on n e g le c t in g  end te rm s w hich, a s y m p to t ic a l ly ,  w i l l  n o t a f f e c t  ou r 
re  s u i t  s )
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I = |h |2 I +8/ I S + h S 'l +hl 5 . (4 .2 .3 )z 1 1 y  x xy yx ' '
S u b s titu tin g  th ese  v a lu es  in  ( 4 .2 .2 ) ,  s in ce  the Jacobian o f  the
tran sform ation  i s  u n ity  (and on n e g le c t in g  the con stan t m u lt ip lie r  (27r/a ) ) ,
i t  fo llo w s  th a t  maximizing th e l ik e lih o o d  fu n ctio n  i s  a sy m p to tic a lly
eq u iv a len t to  m inim izing the Herm itian form H, where
I  Z  I g I"2 ( I h I % + 8 '  I  8+2hB'  I  ) . (it. 2 . b )
/ \ ( l )  ^ ( l )  ^ ( l )L et cc , ß and S x ' r e p re s e n t  th e  e s t im a te s  o b ta in e d  from  th e  
m in im iz a tio n  o f H w ith  r e s p e c t  to  cc, ß and 8 r e s p e c t iv e ly .  As we s h a l l  see 
th e  r e s u l t i n g  e q u a t io n s  a re  h ig h ly  n o n - l in e a r .  We l i n e a r i z e  th e se  
e q u a tio n s  by  in s e r t i n g  (where a p p l ic a b le )  i n i t i a l  c o n s is te n t  e s t im a te s
A A a
CC, ß and 8 o f  CC, ß and 8 r e s p e c t iv e ly .  (We s h a l l  d is c u s s  th e  com putation  
o f th e s e  l a t t e r  e s t im a te s  b e lo w ). Indeed  th e  p a r t i a l  d e r iv a t iv e s  o f H 
w ith  r e s p e c t  to  ß (£ ) ,  £  = 1 , . . . , q  and & (k), k = 1 , . . . , r  r e s p e c t iv e ly  le a d  to
s  ß ( l ) ( k ) ( | £ | g r 2I  e ( )At) = -  i s | g | ' 25 ( l ) / I vve (U.2-5)
k=o t
■— 1, # . . ,  q , and
y
-iC-A
£ ß ( l ) ( - e . ) ( iS | £ | - 2I  e t ) = -  | s | g r 2I  S ( l )  ,
£=o
( 4 . 2 . 6 )
where
-  q v  \ 1JAtg = Z a ( j ) e
j = o
9 cc(o) = 1 .
7^
With some manipulation we may express (4.2.5) and (4.2.6) in a more 
concise form. Indeed from (4.2.5), since ß ^ ( o )  = 1, we have, on taking 
transposed conjugates of both sides (for convenience)
i (k-i)A.
.“ V 1’
4=1 t
- | h £ r % e ikAt
(1)1 , ...,q, while from (4.2.6) we have, since ß' '(o) = 1,
J p(1)(W(| hsi' 2 v  xtKt)+1cl=1*1 '2ixI5(1)
(4.2.7)
-iS|gr2i .
From (4.2.7) and (4.2.8) it follows that
(!)
• •
‘(1)
]_/S
-D d ,
where
n  n - 2T i(k^ )At w =1*1 V
. -1 . «  i k A ,
; l ^ l ' V
- i t A .
I^ lsl V : l ^ r 2w
#
and
(4.2.8)
(4.2.9)
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i . 0 ikA ~
|s|g|"2I e
- 2.
xy
Here k,£ vary from 1 to q so that the (l,l) block of D is a (q x q) matrix, 
the (1,2) block is a (q x r) matrix and the (2,2) block is an (r x r) 
matrix. Also the (l, 1) block of d is a (q x 1) vector while the (2,1) 
block is a (r x 1) vector.
If we now let
_i N inA, N inA,
w = (2ttN) 2 E y(n)e , w = (2ttN) 2 E x(n)e ,
y n=l x n=l
(where x7(n) = (x(l)...x(r)) so that w^ is a vector of r components), 
then the partial derivative of H with respect to a(k), k = 1,...,p leads to
t=o t y x
i (k-t)V
) = 0,
i.e.
I $(L)(£)(|z|grh^(1)el(k^ )At) = 0, (4.2.10)
where h^1  ^= E ß ^ ( k ) e  t 
j=o
ß( l ) (o) = 1,
and
•d)
h w +6 w .I x 1
Furthermore if is the vector with (£) in the -tth row, t = 1, ...,p,
then since a ^(o) = 1, (4.2.10) may be written more concisely in the form
76
a a) = (4 .2 .1 1 )
w here h a s  a  ^  (k -£ ) in  row k column £ , w h ile  a ^  h as  a ^  (k) in  row k
k , 7^  *“ 1 , * • .  , p and.
(4 .2 .1 2 )
Now (4 .2 .9 )  and (4 .2 .1 1 )  g iv e  us th e  e s t im a te s  w hich we o b ta in  by m in im izing  
H. To so lv e  th e s e  e q u a tio n s  how ever, a s  we m entioned  e a r l i e r ,  we r e q u ir e
A / \
i n i t i a l  e s t im a te s  ß and 6 o f  ß and 5 r e s p e c t iv e ly  in  o rd e r  to  o b ta in  an
A A
i n i t i a l  e s t im a te  a  o f  OL, w hich in  tu r n  i s  r e q u ire d  t o  form  th e  fu n c t io n  g 
o c c u r r in g  on th e  r i g h t  hand s id e  o f  b o th  ( 4 .2 .9 )  and ( 4 .2 .1 1 ) .
I n i t i a l  c o n s is te n t  e s t im a te s  o f  ß and 6 may be o b ta in e d  u s in g  
in s t r u m e n ta l  v a r i a b le s  (see  L iv ia ta n  [ 3 6 ] ) .  Indeed  suppose we l e t
, N-n __ _
c (n) = (N -n)“ E (y (m )-y) (y(m +n)-y) 
y  m — 1=l
, n — 0, . .  «,p+cij
c (o) = N“1 E (x (m )-x ) (x  (m )-x ) 
m=l J J k k
, JA = 1
and
N-n
, k — 1 , . * . , r j  n — 0 , . . . ,p+ q ,
whe re
y = N '1 2 y(m) 
m=l
9 , k  = 1 r .
Then from  ( 4 .2 .1 )  i t  i s  n o t h a rd  to  see t h a t
2 c (p + j-k )g (k )  + E c (p + j)8 (k )  = -c  (p + j) 
k = l y  k = l yK y
j  — ß (o ) — k (4 .2 .1 3 )
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and
<1 /s r
Z c (k)ß(k) + Z c (o)ö(k) = -c (o) ,
fc=l 73 k=l 3 73
j = ß (o) = 1. (4.2.14)
If we now introduce the partitioned row vectors 
p' = (ß' : &') , p' = (fr : ,
0 0
then from (4.2.13) and (4.2.14) we may write the equations for the initial
A Aestimates ß, 5 as
p = -C"1? , (4.2.15)
where for j,k = 1,...,q, (and c (n), c (o) defined in an obvious way),yx x
Cy (p+j-k) V (P+J)
c7 (k) yxx c (o) x v '
A
C
Cy (p+j)
From the results of chapter 4 of Hannan [26] we see that under fairly 
general conditions the sample covariance converges almost surely to the 
true covariance. Thus (using a similar argument as for (3.2.3)) from 
(4.2.1) it follows that C converges almost surely to
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f  | h  | ~2e1  " k ^ ({a2/Zw )| g 12 d A + 6 /d F ( A ) 8 )
J — 7p
-  f  h “1e 1 P^ + ^ A 6 /dF(x) 
J _Tp
-  f  h _1e " l k A d F (x)6
J -TT
r T
/ dF (A)
J -TP
(4.2.16)
Here j,k vary from 1 to q so that the (l,l) block of C is a (q x q) matrix. 
Since F(X) is (r x r) the (l,2) block is a (q x r) matrix and the (2,2) 
block an (r x r) matrix.
In order that p exists, our final assumption for the model (4.1.2) is 
(v) C is non singular.
A AHaving obtained initial estimates ß, 5 of ß and 5 respectively we may 
now compute an initial estimate a of a. Indeed letting 
q r
z(n) = Z ß(j)y(n-j) + Z &(k)x (n) , n = 1,...,N; ß(o) = 1,
j=o k=l
and then forming
^  ^N-n ^ ^ -a
c (n) = (N-n) Z (z(m)-z)(z(m+n)-z) , n = 0, ...,p,
z m=l
where
-  - 1  N  /sz = N Z z(m) , 
m=l
we can determine
f = (2tt)"1(c (o)+2 Z c (n) cos nX, )Z Z z Un=l
(4.2.17)
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and
/S /\
I /\  = w w* , z z z 7 (4 ,2 .1 8 )
where
i N inA,
w = (27TN) 2 Z z (n )e  
Z n = l
From (4 .2 ,1 1 )  and (4 .2 .1 2 )  we see t h a t  i f  we m u l t ip ly  b o th  and
by  (27r / ? 2 )2 , and re p la c e  (S^/27r) | g | ^ by f  , an  i n i t i a l  e s t im a te  o f  a  i sz
g iv e n  by
a  = -A a  , (4 .2 .1 9 )
where A has a(k--8) in  row k column -L, w h ile  a h as  a (k )  in  row k; k ,£  = 1 , . . . , p ,  
and
ikA,
A  /  * I r T,
a ( k ) = I  Z f  I*e ,' N ^ z z 7
w ith  f  and I / s  d e f in e d  by  (4 .2 .1 7 )  and (4 .2 .1 8 )  r e s p e c t iv e ly ,  z z
The i n i t i a l  e s t im a te  a, g iv e n  by (4 .2 .1 9 )  may now be used  to  form  
P „ iJA ,
r/s2
g = 2 S ( j ) e
j=o
t a (o )  = 1,
and  hence
CS?/2w) = | z  | g | ' 2f z.
"b
H aving o b ta in e d  g , from  ( 4 .2 .9 )  we may compute ß , 6 and hence h .
U sing (4 .2 .1 1 )  i t  i s  now p o s s ib le  to  compute 5 ^ .
/\
Suppose we now compute th e  m a tr ic e s  <£, Q, w hich have t y p i c a l  e lem en ts
0 (k -£ ) ,  o}(k~8) r e s p e c t iv e ly ,  w here
.  i ^  _p i ( k ~ t ) \
0 (k~t) = i  Z I g I 2e j k , — 1 , . . . , p ,
8o
and
cn(k-£) 4 s (g h) Le * k — 1* • • • ? Q J lj * • * Pj
with
- q -/• , ljAth = Z p(j)e
j=o
, ß(o) = 1.
As ve shall prove in the next section, our first efficient estimate of ct 
may now he computed as
,(D [i-(92/2tt) $"*l(3/ : o)d’"'l(.^ .)]’'i’(5-au;)+a.or1^/ * ß (4,2.20)
Having determined 5^^ we may use this estimate to form D ^ ,  d ^  which
/S ^  /s ~  ( l  )are the same as D, d respectively except that g is replaced by g v , where
i(l)= E5W(i)eiJAt
3=o
5 ^  (o) = 1,
and hence compute our first efficient estimates of ß, 6 as
(4.2.21)
Usually it will he worthwhile carrying out a number of iterations of
~(l) ~(l) ~(l) ^ /s(l) ^(l)this procedure, i.e. use a , ß , 6 ' in place of a, ß , 5
/\(2) ~(2) ~ (2) ~(2) / respectively to form Oi ' and hence a , ß , 6 etc. (We shall examine
this more fully when we discuss the computational procedure in section 4.4).
Finally we note that the estimates of ^  respectively will not he
/\ Aefficient since they are derived from a, ß which are not efficient. As we 
shall later show however, on iterating, efficient estimates may he obtained 
by using 5 ^ ,  ß ^  to form 2 ^  (which may then he used to compute
and hence 5^^ etc).
8l
4.3 The Distribution of the Estimates
In order to determine the distribution of the estimates we have 
obtained in the previous section, suppose we let
• - 1  • -l
OC = -A a , p = -D d,
where A, a are defined in the same way as A , a in (4.2.11) but with 
/\  ^(l) (l)g, h and 5 replaced by g, h and 6 respectively. Furthermore D, d
are defined in the same way as D, d in (4.2.9) but with g replaced by g.
• •
C£ and p are of course not computable. We shall in fact derive the estimates 
CC^, p ^  defined by (4.2,20) and (4.2.21) respectively and then express
0 0
these estimates in terms of a, p, whose distribution we are able to obtain.
As we have mentioned earlier, under fairly general conditions the
sample covariance converges almost surely to the true covariance. Hannan
([26] p 210) proves that this is indeed true for the sequence z(n),
n = 1,...,N defined by (4.2.1). Consequently f converges almost surely to
f and so, since z 7
fz = (a2 /27T)|g|2,
it follows that a converges almost surely to a. Thus from (4.2.9) it 
follows that p ^ ,  D converge almost surely to p, A  respectively where, 
for k,£ = 1, .. .,q,
Ax ^12
0 0
^21
•  0
^22
(4.3.1)
with
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= [ ( a 2/2 tt) | p  f  + | p  f  | g r 2 | h | ' 2e l ( k ‘ f' ,A5 'd F (A )8 ] ,
J  -7r J  -7T
*12 = %  = - [i f  / ' 1r| g r 2h '1elkA6/ ® (A )],
J  -7T
and
^ 2  = [b f  ls| ~2<äF(A)] -
J  -7r
Now
<s / i ( p ( l ) -p )  = -  's/N[D”"1d-D”1d]
= -D- ^ \Tn [ -  (D-D )D_1d+ (d -d ) ]
= -D_"1 [ n/ n (D-D)p \/N (d -d )] , (4 .3 .2 )
But D ^ converges a lm o st s u r e ly  to  A ^ and , a s  we s h a l l  show below , th e  te rm  
in  th e  sq u are  b r a c k e ts  i s  o f  th e  form  n/ n (oL-Oi) say , where converges
a lm o s t s u r e ly  to  - (a2 /27f) ( . ? . )  (w ith  ß d e f in e d  by (4 .3*7 ))>  w h ile  n/ n (3 -q0
0
converges in  d i s t r i b u t i o n  ( in  f a c t  n/ n (a - a )  i s  a s y m p to t ic a l ly  norm al (see  
s e c t io n  1 . 2 ) ) .  Thus on n e g le c t in g  te rm s w hich converge in  p r o b a b i l i t y  to  
ze ro  i t  fo llo w s  th a t
n/ n (p ( 1 ) - p ) = (a2/27r)A"1 ( . ? . )  n/ n (5 -qi),
0
where ( a -a )  i s  th e  v e c to r  w ith  ( a ( j ) - a ( j ) )  in  th e  j t h  row, j  = 1 , . . . , p .
Ind eed  i f  = ( l  ' p7 ), th e n  ( s in c e  p ^  converges a lm o st s u re ly  to  p)
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N /i(p (1 ) -p )
= -A"1 -/Nt (d -d ) : (D-D)]0
-A- 1
^  i ( k - e . ) A t
£  Z VI e
N t  y
1  -j  E VI e 
N t  xy
1 _ -  lkAt  rr Z Vi e N t  yx
1  ^±  Z V1 N t  x
Q , k = 1, . . . , q ;  l  = 0, . , . , q ,
where
v  =  V n C |s | - 2 - 1 s | _ 2 )
= Vn | g | - 2 | s | ~ 2 ( ] s j 2 - | s | 2 )
and w hich, on n e g le c t in g  te rm s w hich converge in  p r o b a b i l i t y  to  ze ro , 
becomes
I _  ^
-I s i ”4 ' / S ( ( g - g ) g + ( g - g ) g ) . (b.3.3)
Thus a f t e r  some s im p l i f i c a t io n  we o b ta in
n/ n (p ^ - p ) = n/ n a “1
1 -P -1  ^ q n i ( k - t ) \ ,
™ z | g |  g ( g - g ) ( I  z  ß ( l ) e
N t  7  i~ o
ikA,
+1 5e t )
i"8x
I  Z l g f V ^ g - g )  ( i  z  ß ( t ) e  V s )
n/ n a '- 1
1 A  _  <1 1  ( k - £ ) \
¥ z | g | “ g ( g - g ) ( l  z  ß ( i ) e
y ^ = o
ikA,
+1 6e ) yx
1 o n  A  _  ^
| z | g | - 2g (g -g)  ( I  z  ß ( l ) e  + I S )
£ = o
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where k = 1 , . . . , q .  But
q i  (k~t)A , ikA, _  ikA,
I  2 ß (£ )e  +1 Se = (h i +1 8 )e  ,
y t=0 yx y y* ' '
and from  ( 4 .2 .1 )  i t  fo llo w s  th a t  ( h I ^ + 1 ^ 8 ) converges a lm o st s u re ly  to
(o2/2 7 r) |g |2h - 1 .
F u rtherm ore
q - i l \
I  Z ß(l)e +1 6 = h i  +1 5 , xy x xy x 9
and on n e g le c t in g  te rm s w hich converge a lm o s t s u r e ly  to  z e ro , from  (4 .2 ,1 )  
t h i s  i s  seen  to  be z e ro . Thus on n e g le c t in g  te rm s w hich converge in  
p r o b a b i l i t y  to  z e ro , i t  fo llo w s  t h a t
n/ n (p ^ - p ) = n/ w A“1
(a2 /2 tt) [  | g r 2g "1 ( g - g ) |g |2h " 1e lkAdA
-7T
+ n/ n A'
-1
(a2 /27r) r  |g |" 2 g 1 ( g - g ) | g | 2h “1e lkAdA
-7T
( 4 .3 .4 )
= (a2/27r)A_1
J  -7T  ^ -7T
\/N (a-a),
( ^ • 5 - 5 )
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k = 1, *L = 1 , .  . , , p  (where f o r  convenience we have ta k e n  complex
c o n ju g a te s  o f b o th  s id e s  o f  ( 4 .3 .4 ) ) ,  w ith  ( a - a ) 7 = ( ( a ( l ) - a ( l ) ) . . .  ( a ( p ) - a ( p ) )) 
and 3 (o )  = a ( o )  = 1 .
S ince  a l l  th e  ze ro s  o f  g l i e  o u ts id e  o f  th e  u n i t  c i r c l e ,  we may e x p re ss
-1  iAtg a s  a  s e r i e s  o f  ze ro  and p o s i t i v e  powers o f  e , w ith  c o e f f i c i e n t s
w hich decay  e x p o n e n t ia l ly ,  i . e .
00 iuA,
g
-1 X gue
u=o
t
S„ I < k t -  u T >  l y (4 .3*6 )
and  on ta k in g  complex c o n ju g a te s  o f  b o th  s id e s  o f  (4 .3 * 6 ) we see t h a t  g— 1
may be e x p re s se d  in  te rm s o f  zero  and n e g a tiv e  pow ers o f  e A s im i la r
-1 — 1argum ent h o ld s  f o r  b o th  h and h . Thus i t  i s  n o t h a rd  to  see t h a t
4  f (g h rV ^ + ^ a A  = o
J  -7r
1 , . . . , Q. j "L— 1, . * . , p .
F u rth erm o re  we d e f in e  Q to  be th e  (q x p) m a tr ix  w ith  (jo(k~£) in  row k, 
column -Ly k = 1 , . .  . , q ;  -t = 1 , . .  . , p ,  where
<n(k~t) = ~  r  (gh)"1e"1 k^'^ ^ d A .  
b -Tr
( M - 7 )
Then, on n e g le c t in g  te rm s w hich converge in  p r o b a b i l i t y  to  z e ro , from  (4 .3 * 5 ) 
i t  fo llo w s  t h a t
\ f i ( p ^ - p )  = (o2/2ir)A~1( . ^ . ) n/ n(3-q:),
0
a s  r e q u ir e d .  Thus
\ f i ( p ^ - p )  = N /i(p -p )+ (a 2/2Tr)A"1 ( . ? 0  \ /N (3 -a ) . (4 .3*8 )
B efore p ro c e e d in g  t o  f in d  a  s im i la r  ty p e  o f  e x p re s s io n  f o r  spN (a^^-a ,)  
in  te rm s o f  a  and a  we n o te  t h a t  (d e f in e d  below  ( 4 .2 .1 1 ) )  converges
a lm o st s u re ly  to  (a /27r) where J  i s  th e  (p x p) m a tr ix  w ith  $ (k~£) in
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row k, column t; k,£ = 1,...,p, and 
<f(k-t) = ^  / ^ | g | " V (k'h\lA.
-7T
Indeed since converges almost surely to p, | £ ^ w  + 8 ^  w \2
2 2almost surely to (a /27r)|g| . Thus on neglecting terms which converge 
almost surely to zero
converges
A (1) 1 _|-'|-4|£(1) g.(l)' 2 i(k-^)At= n £lgl lh V 8 Wxl e
(o2/2Tr)[i- \ |g|-2ei(k-E.)AdA] ?
-T
(o2/2ir) J . (4.3.9)
Similarly a ^  converges almost surely to (o2/2ir)<b, where <t> is the (p x 1) 
vector defined by
* = lk= / |g|'2elkAaA] , k=l,...,p.
-TT
Wow
-1
n/w’Cq'^-cO = -nTnCA^ 1 ^ a^-A^a]
-1
= -A-1 ^ [-(A^-AjA^ a^+(a^-a)]
= -A ^ n/n [ (£^-A)a^^+(a^-a)].
/\(l) . “^(l) /x(l)But oc converges almost surely to a (since A , a ' converge almost
surely to (a /27t) ^  (cr /2tr)$ respectively), and using a similar argument as
for A ^ ^  above we can show that A converges almost surely to (a2/2tt) c£, so
that on neglecting terms which converge in probability to zero we have
8t
= -(27r /o 2 ) J " 1 v /i [  (A ^ ^ -A jc m -C a ^ ^ -a ) ] . (4 .3 .1 0 )
In  o rd e r  t o  reduce  th e  r i g h t  hand s id e  of ( 4 .3 ,1 0 )  i n t o  a more 
s u i t a b l e  form we p roceed  a s  f o l lo w s :  i f  we l e t
K = s / i | g | ‘ ^ |h ^ 1 b y+B^:L^ , wx | 2
= ^ i | g | - V (1) : s ( 1 ) / ) ( t . ) T
w
X
= */n | g I ^ Ib 'w ^ l2 say,
and i f  K i s  d e f in e d  in  th e  same way a s  K ex ce p t  t h a t  g, h ^  and 8 ^  a r e  
r e p la c e d  by g, h and 8 r e s p e c t i v e l y  th e n
(K-K) = J n{ ( | g |  _It'-1 g I “4 ) | W j 2+ ( |S / wv | 2 - | b / wv | 2 ) I g I ~4 } . (4 .3 .1 1 )
By fo l lo w in g  a s i m i l a r  type  o f  argument t o  t h a t  f o r  (4 .3 * 3 ) ,  on n e g le c t in g  
te rm s  which converge in  p r o b a b i l i t y  t o  zero  i t  can be shown t h a t
^ ( l e l ^ - l g r 4 ) = - 2 | g | - 4 ^ { g - ^ g - s k F ^ - i ) } .  (4 . 3 . 1 2 )
F urtherm ore
^ ( l ^ ' ^ l ^ - l t / w ^ l 2 ) = n/ nJ V w^ w'  (b -b j+b 'w ^w ' ( b - b ) } . (4 .3*13)
A
But b converges  a lm o s t  s u r e ly  t o  b ,  so t h a t  th e  second te rm  on th e  r i g h t  hand 
s id e  o f  (4 .3*13) becomes
n/ n (ii : 8 ' )
0
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n/ w(h i  +5/ I  I h l  +S, I  ) y  xy . yx x '
h ^ - h
6 ^ - 8
and on n e g le c t in g  te rm s w hich converge in  p r o b a b i l i t y  to  z e ro , t h i s  becomes
2((c^ /27r)  I g l V 1 : 0)  n/ n
- ( 1 ) -h v ; -h
B ^ - B
( M . i M
We now have
\ ß [  (A ^ -A ja t- fa ^ -a ) ]
p i(-E-k)A. „ , it?\+ A
[ i  Z a (k )Z e  (K-K) + h e  (K-K)]
k = l t  t
1 -= [ i s g e  x (K-K)] ,  - t = l , . . . , p .
t
From ( 4 .3 .1 1 ) ,  (4 .3 .1 2 )  and (4 .3 .1 3 )  th e  r i g h t  hand s id e  becom es, on
12n e g le c t in g  te rm s w hich converge in  p r o b a b i l i t y  t o  z e ro ,
i^A A
[“  Z | g | ~ ^ g e  t  \ / i { - 2 (g "1 (g -g )+ g "1 (g -g )) |b 'w  12
+b, w-vy '(b -b J+ b 'w ^ w '(b -b ))] ^  — 1* • • •} P ' (4 .3 .15)
We s h a l l  n o t c o n tin u e  to  em phasize th e  f a c t  t h a t  we a re  n e g le c t in g  te rm s 
w hich converge in  p r o b a b i l i t y  to  z e ro . When in  f a c t  such te rm s a r e  b e in g  
n e g le c te d  t h i s  w i l l  be obv ious from  th e  d is c u s s io n .
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Nov
I fc 'v J2 = M % +  h s ' i ^ + s 'y j + h i ^ s ,
an d  on n e g l e c t i n g  te rm s  v h i c h  conve rge  a lm o s t  s u r e l y  t o  z e ro ,  t h i s  becomes 
P P
( c r ' / 2 7 r ) | g |  . Thus from  (4.3.15) we have 
i"8j\
[ | ^ | g |  ^ge t  ^ N { - 2 ( g “1 ( g - g ) +g “1 ( g - g ) ) | b ' v v | 2 }]
"b
= - 2 ( a 2 /27T)[^- f  {g"2 \ /N ( g - g ) + |g |  "2\ /N ( g - g ) } e 1^ÄdA] , l  = 1 ,  . . . , p .
J  -7 T
(4 .3 * 1 6 )
But
i h f  f  g~2 \^ N (g -g )e 1^ d A ]
J  -7T
= [gp ^  g"2e l ( ^ k)AdA] <s/N(a-a) , k , t  =
^ - I T
From ( 4 . 3 . 6 )  how ever we see th a t
-2 e i ( U k ) A aA = 0  ^ = 1 ,
s in c e  th e  exponen t u n d er th e  i n t e g r a l  s ig n  w i l l  a lw ays be g r e a t e r  th a n  z e ro . 
F u rth e rm o re ,
lh= f  \s\~2 -D e 1^ ]
J  -7T
= [ |jp  f  I g | ”2e X ^ "^^dT v] \ / n (S -O') , k , t  = 1, . . . , p ,
J \ / n (q;-Q') .
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Thus (4 .3 .1 6 )  becomes
- 4 -[ ^ | g |  ^ge t  N/N{-2(g"1 (g -g )+ g"1 ( g - g ) ) |b 'w  | 2 }]
= - 2 ( g2 /2 tt) J  \ / n (a-oc) .
R e f e r r in g  once more t o  ( 4 .3 .1 5 )  i t  fo l lo w s  from (4 .3 .1 4 )  t h a t
i^X
[ |  2 1 gI " h e  t  n/ n b 'w^w ' ( b - b )]
(4 .3 .1 7 )
t ?  I  | s | ' 4g((a2/ a r ) |8| V i  : o) n/n2 r - l  .
-7T
h ^ t h
8 ^ - &
e ^ d A
-TT
ß ( l ) -ß
(o2/2f ) [ ~  /" (gh)-1e1^ kAiA : o] n/n ( k =
5 ( l h s  '  t = l ,
(o2/2 r ) [n '  : o] N/i($( l ) . p)j (4 .3 .1 8 )
where & i s  d e f in e d  by (4 .3 .7 )«  A lso on ta k in g  complex c o n ju g a te s  o f  (4 .3 .1 4 )
i t  i s  n o t  h a rd  t o  see t h a t
, I i^A, ___
[ ~ z | g | “ ge \Tn b'wvw '( b -b ) ]
/s ( l)
= ~  f  | g r 4I ( ( d 2 /2TT)|g|2h"1 :  0 ) J n (  ■ ■ ■ ■ ■ ■  ^
~ T  # b ^ 1 -b
(ct2 / 2 r r ) [ | r  r  (g h ) " b 1 )^dA : 0] n/ 5  V  k = ! , • • • , 1 5
‘ ^  -7T ' w Cl > rt
v  = 1, . . . , p .b‘^ - b
However, from (4 .3*6 )  we see t h a t  th e  exponent un d er  th e  i n t e g r a l  s ig n  w i l l  
always be p o s i t i v e ,  and so t h i s  i n t e g r a l  i s  z e ro .  Thus
1 , _i,_ i - C \  ,______ ~
[ j j £ | g |  ge */Ü ,b, wvw '( b - b ) ]  = 0 . (4 .3 .1 9 )
91
From e q u a tio n s  ( 4 .5 .1 0 ) - ( 4 .3 .1 9 )  th e r e f o r e  i t  fo llo w s  th a t  
s ß ß ^ - C i )  = -(27r/a2 ) f 1 n/ n[ ( Ä ^ - A ) a | . ( a ^ - a ) ]
= -(27r/n 2 ) J " 1 [-2 (a 2/27r) <j> ^ ( a - a ) + ( a 2/27r) to ' : 0) ^ ( p ^ - p ) ]
= 2 n/ n (3-q0 " F 1 ^  : 0 ) s / i ( ? ( l ) -p ) ,
#
so t h a t ,  on n e g le c t in g  te rm s w hich converge in  p r o b a b i l i t y  to  z e ro , we have
N / i ( a ^ - a )  = sfw(ci-<x)+2 v/iCS-a) - J “1 ^  : o ) n/ n (p ^ - p ).  (4 .3 .2 0 )
#
From (4 .3 * 8 ) and (4 .3*20) i t  fo llo w s  t h a t  
■s/ n (S ^ -Q !)
= - [ i - ( ü2/2 tt) F 1 ^  : 0)a ' 1 ( . ? . ) ] " 1 ( N /i(a-a) - F ^ 7 : o ) ^ ( p - p ) ) ,
# 0  *
(4 .3 .2 1 )
where i s  a  w eig h ted  sum o f ot and a  * Indeed  from  (4 .3 * 8 ) and (4 .3*20)
we have
-<x)+[- 21+(o2 /2rir) F 1 ^ '  : o )a- 1 ( .? * )]  \/N (a-a)
0
= \/w(a-a) - F 1 ^  * o) \ / n(p -p ).
#
We may re w r i te  th e  l e f t  hand s id e  a s
' / i ( a ^ 1 ^-a)+H n/ k (5k^) = (i +h ) n/ n[ ( i +H)"1S^1 ^+(i+H)"1Ha-a]
= (i+H ) n/ n (q: ^ - cO , say .
Thus J n & ^ - C X )
= - [ l - ( a 2/27T) F 1 ^  : 0 )A '1 ( . ? . ) ] " 1 ( ^ ( a - a )  - F ^ 0'  : o ) n/n (p - p )) ,
0
a s  r e q u ir e d .  F u rtherm ore
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^  = (i+h )"13^1^+(i+h )"1h3, (4.3.22)
so that if C = (a^ /27r) J 1fe/ ! 0)a _±(.^.)j then H = -2I+C, and
0
5 ^  = -[I-C]"13^1V[I-C]"1[2I-C]3.
-1/ a
But
Hence
i .e.
[I-C]'1[2I-C] = [I-C]"1[I+(I-C)]
= [I-C]'L+I.
5 ^  = [I-C]"1(a-a^ 1t+a,
= [I-(o2/2w ) |'1(n/ : 0)A"1(.?.)]’1(a-a^1')+a,
which we see to he of the same form as (4.2.20). From (4.3.22) it follows
/\ (l) ~(l)that since a and a ' both converge almost surely to a, then a ' converges
almost surely to a.
Referring to equations (4.3.8) and (4.3.21), it is not hard to see that
A ( p (l)-p) = n/n (p -p)+ (a2/27r)A~1(.9.) A ( ^ ^ - a )
0
n/n (p-p) - (a^/27T )A~"L(.?.) [I - (a^/2TT) <f"1 fc/ : 0)A‘1(.?.)]"1
0 * 0
(\Ti(3-Q:)-5"ifo/ : 0) Ji(p-p)).
If we now let
E = (a2/27T)A"1(.?.) , F = : 0)
0
- 1 ,
then
■Sip^-p) = '/i(p-p)-E(l-FE)‘1( «/5(ä-a)-F n/n (p-p ))
= (i+e (i-f e )"lf ) n/n (p-p)-E(I-FE)‘1 n/k (ce-a).
(4.3.23)
(4.3.24)
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But
E ( l -F E )" 1 = ( E ^ - f T 1 = ( i -E F ) ~^E, 
and so
I+ E (l-F E )" 1F = 1+( i-E F ) -1EF
= ( i-E F ) - 1 (i-EF+EF) = ( I -E F )" 1 .
C onsequen tly  (4 .3*24) becomes 
n/ n (p ( 1 ) - p )
= ( i-E F ) _1 n/ n (p-p ) -  ( i -E F ) ”^E (a -a )
= ( i -E F )_1 ( n/ n (p ~p )-E n/ n (qj-q;) ) ,  
i . e .  n/ n (p ^ ^ - p )
= [ l - ( a 2 /27T)A"1 ( . ? . )  J " 1 f e /  : 0 ) ] _ 1 ( ^ ( p - p ) - ( a 2 /27r)A“1 ( . ? 0  J N f a - a ) ) *
°  * °  (4 .3*25)
E q u a tio n s  (4 .3 .2 1 )  and (4 .3 .2 5 )  g ive  r e l a t io n s h ip s  betw een n/ n (q! ^ - a ) ,
n/ n (p ^ ^ - p ) and \ / n (qj-CU), \/N (p -p ) , so t h a t  i f  we now d e te rm in e  th e
asy m p to tic  d i s t r i b u t i o n  o f  n/ n (a-QJ), n/ n (p - p ) we w i l l  e f f e c t i v e l y  have th e
a sy m p to tic  d i s t r i b u t i o n  o f  n/ n (5 ^ ^  -Oi) ,  n/ n (p ^ - p ) .
S ince A converges a lm o st s u r e ly  to  (a /2rr) we may re p la c e
* - -j
s B l f a - a )  = -  \ / n A_J'(a+Ao:)
T -1by u . u has t y p i c a l  e lem en t g iv en  by
. p _ i p _k
u (k )  = (27r /a  )N 2 Z Z a ( £ ) |g |  |hw +6/ w | e
t  £=o y x
2 i(k-t)At
f k -  1 , . .  . ,  p ,
(27r /a 2 )N 2 Z g“1!  e \
ikA,
9k
2 2s in c e  hw^+6'w^ s  gw^, and |gw£ | = |g |  1 ^
N - i  (n-m)V
w ith  I £ = (2ttN) Z Z e (m )e (n )e
m, n= l
From ( k .3 . 6 ) we see t h a t  we may l e t
-1  1JAt  - I • I
g" = 2 g . e  , Ig I < , t > 1,
j=o J J
so t h a t
_i p N 00 1 N i(k + j+ m -n ) \ .
u (k )  = (N 2/ a  ) Z Z e (m )e (n )g  -  E e
m ,n=l j=o  ^ t = l
But
1
N
N i(k+j+m-n)A, 
Z e 
t = l
0
1
j  ^ (n-m-k)mod N 
j  = (n-m-k) mod N,
( i . e .  j  = n-m -k+to; ■L = 0 , +l , . . . ) .  Thus
where th e  sum i s  o ve r  a l l  -L, s u b je c t  t o  g = 0, a < 0 . Since 18.
e x p o n e n t i a l l y  t o  z e ro ,  f o r  each  f ix e d  n,m, k and t  ^ 0, N 2 Z g.
o b v io u s ly  converges  t o  z e ro .  Thus we a r e  l e f t  t o  c o n s id e r
_ 1 p
u (k )  = (N 2/cr ) Z e (m )e (n )g  
m ,n=l
n-m-k*
JL 0 N 00
(W 2/ a  ) Z e (n )  Z Sn _m_ke (m)j 
n= l m=l
s in c e  g = 0, a < 0, so t h a t  f o r  k = 1,Q
1 2^ N 00( tT 2/©^) Z e (n )  Z g t e(m) = 0 . 
n = l m=N+l n "m' k
(It.3.26)
^  converges 
-m-k+^N
(lj.-5.2T)
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Thus we may write (4.5*27) in the form
i N 00
u(k) = (N 2/a ) Z e(n) Z g e(n-j-k), 
n=l j=o J
where the added terms will not (asymptotically) affect our results (see 
Hannan [26] p 412 for a related discussion). Hence, to our order of 
approximation, it follows that 
1 p N
u(k) = (N 2/a ) Z e(n)v(n-k), 
n=l
where
V(n-k) = Z g e(n-j-k). 
j=o J
This implies that v(n) is generated hy the autoregressive relation 
P
Z o:( j )v (n-j ) = e (n).
j=o
Thus we may replace a) hy \i, where u has (approximately) typical
element
1 p N
u(k) = (N 2/a ) Z e(n)v(n-k) , k = 1, ...,p, (4.5*28)
n=l
and
P
Z a(j)v(n-j) = e(n). 
j=o
For u(k) of the form (4.5.28) we see (from the proof of Theorem 1 Chapter 6 
of Hannan [26] p 550) that u is, asymptotically, normally distributed and 
hence it follows that \/w(Q'-a) is asymptotically normally distributed.
96
In a similar manner the distribution of \/N(p-p) is obtained from 
n/n(p-p) = - ^ (D^d+p)
= - J n D-1 (d+Dp ),
and on neglecting terms which converge in probability to zero we have
N^ S(p-p) = - n/w A*"1[d : D](J)• P
- n/n a '1
™z|s|" U e
i (k-t)A,
y
1 ? |s|g|"2I e
1 I I -2 lkAt
N^lgl V
k = 1,...,q; £ = 0, . . .,q
- \/N a '-1
1 p ikA, _
-£|g|-e (W )
i s | S r 2 (l h+I 8)N 1 xy x
- n/n A-1
1 v -1T lk?Vt
N f  V
1 -1-r
N Jxe
k = 1,.* *,q, (4.3*29)
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s in c e  from  ( 4 .2 .1 )  i t  i s  n o t h a rd  to  show t h a t
h i  +1 6 = 1  g and I  h+I 6 = I  g,y yx ye xy ^ x x e&7
w here I  i s  th e  c ro s s  periodogram  betw een th e  y (n )  and th e  e (n )  s e r i e s ,
w ith  I  d e f in e d  in  an  obv ious way. Thus from  (4 .3 -2 9 )  we see t h a t
Vk(p - p ) = -[ (2 ir /p 2 )A]- 1 ( .T . )  (4 .3 .3 0 )
W
sa y , w here v has t y p i c a l  e lem en t
, p JL i ik A, 
v (k )  = (27r/a )N 2 Zg I  e
t  yG
l o i "i ikT).
= (N 2/o  )2tt s f a g 'b h  I  e , k = l , . . . , q .
t
But from  (4 .3 -6 )  (and th e  d is c u s s io n  below  th a t  e q u a tio n )  i t  fo llo w s  th a t  
we may l e t
oo iuA oo is V
hg = Z f  e , h = Z h e ,u 7 s 7u=o s=o
w here f  and h g d e c re a se  e x p o n e n t ia l ly ,  and
W -i(n-m )?)
I  = (2ttN)" Z y (m )e (n )e  ,
y  m ,n=l
so t h a t
_ i _  p N 00 N i  (k+u+s+m-n) A.
v ( k )  = (W 2/ a  ) Z Z y (m )e (n ) fuh g -  Z e
m ,n= l u ,s= o  t = l
Wow
^  W i  (k+u+s+m-n )At
— Z e = 0  , s ^ (n-m -u-k) mod W
t = l
= 1  , s = (n-m -u-k) mod W,
( i . e .  s = n-m-u-k+£w, -L =  0 , + l , . . . ) ,  and so
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v(k) = (N V o  ) E S Zfuy(m)€(n)hn_m_u ^  , 
m,n=l u=o ix
where the sum is over all £ for which the summand is defined. Following an 
identical argument to that for the u(k), we may (asymptotically) neglect 
all values of £ except £ = 0, so that we are left with
_i_ p N 00
v(k) = (N 2/c ) Z Z f y(m)e(n)h ,' ' ' , Vl ' ' n-m-u-km,n=l u=o
1 _ N 00 00
= (N 2/cr ) Z e(n) Z Z f y(m)h.
n=l u=o m=l n-m-u-k
where the added terms do not change the value of v(k). If we now let 
j = (n-m-u-k), then (repeating the same argument as for u(k)) to our order 
of approximation, it follows that
p N 00 00
v(k) = (N 2/a ) Z e(n) Z Z f y(n-u-j-k)h ..
n=l j=o u=o u J
But
Z f^y(n-u-J-k) = e(n-j-k), 
u=o
so that
1 N 00
v(k) = (N 2/cr ) Z e(n) Z h.e(n-j-k) 
n=l j=o J
_i p N
(N 2/a ) Z e(n)r(n-k) 
n=l
k - 1, ..., q, (4.3.31)
T(n-k) = Z h.e(n-j-k). 
J=0 J
where
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T his  means t h a t  x(m) i s  g e n e ra te d  by th e  a u to re g re s s iv e  r e l a t i o n
q
Z ß ( j  )t (m - j) = € (m ). (4 .3 .3 2 )
j= o
F o r v ( k ) ,  k = 1 , . . . , q  in  th e  form  (4 .3 .3 1 )  i t  can be seen  (from  th e  p ro o f o f 
Theorem 1 C hapter 6 o f  Hannan [26] p 330 ) t h a t  v i s ,  a s y m p to t ic a l ly ,  
n o rm a lly  d i s t r i b u t e d .
C o n sid e rin g  (4 .3 .3 0 )  once more we have
w = (2 v /a 2 ) n ^  Zg-1 I  . (4 .3 .3 3 )
t  XC
Now from  th e  lemma in  s e c t io n  3 o f  Hannan [28] i t  im m ed ia te ly  fo llo w s  th a t  
in  t h i s  form  w i s  a s y m p to t ic a l ly  n o rm ally  d i s t r i b u t e d .  Thus from (4 .3*29) 
i t  can be seen  t h a t  \/N (p -p ) i s  a s y m p to t ic a l ly  n o rm ally  d i s t r i b u t e d .  As a 
r e s u l t ,  s in c e  (as we have a l re a d y  seen ) \Tn (6c-Ol) i s  a s y m p to t ic a l ly  n o rm ally  
d i s t r i b u t e d ,  from  (4 .3 .2 1 )  and (4 .3 .2 3 )  i t  fo llo w s  t h a t  \ f i ( a ^ ^ - a )  and 
\Tn (p ^ - p )  a re  a s y m p to t ic a l ly  n o rm a lly  d i s t r i b u t e d .
A l l  t h a t  now rem ains to  be done i s  to  de te rm in e  th e  a sy m p to tic  co v a rian ce  
m a tr ix  o f  n/ n (q: ^ ^ - a ) ,  n/ n (p ^ - p ) .  The method we employ i s  j u s t  an
e x te n s io n  o f t h a t  u sed  by  Hannan ([26] p 413) to  o b ta in  th e  a sy m p to tic  
c o v a ria n c e  o f  th e  e f f i c i e n t  e s t im a te s  o f  th e  c o e f f i c i e n t s  o f  th e  mixed 
a u to re g r e s s iv e  moving av e rag e  m odel. Indeed  from (4 .3 .2 8 ) ,  (4 .3 .3 1 )  and 
(4 .3 .3 3 )  we may d e te rm in e  th e  a sy m p to tic  c o v a rian ce  o f  u , v and w and hence 
t h a t  o f  \ / n (Q!-a )  and \/N (p -p ) . H aving o b ta in e d  th e  a sy m p to tic  co v a rian ce  
m a tr ix  o f  n/ n ^ - q:) and \ / n (p -p ) ,  i t  i s  th e n  a s t r a ig h tf o r w a r d  m a tte r  to  
d e te rm in e  th e  a sy m p to tic  c o v a ria n c e  m a tr ix  o f  n/ n (qi^ - Q ! )  and \/n(p ^  - p ). 
A f te r  some te d io u s  m a n ip u la tio n  i t  can be shown t h a t ,  a s y m p to t ic a l ly ,
100
Cov[ - l i C a ^ - a ) ,  -T s C ß ^ -ß ) ,  «/n (b ^ ^ - s )]
I
#
-ß
0
- ß '
(2tt/ o2 )A
4 - 3.34
where <£ i s  d efin ed  above (4 .3*9)*  w h ile  & and A are d efin ed  by (4 .3 * 7 ) and 
(4 .3 * 1 ) r e s p e c t iv e ly .
We may v e r i f y  t h a t  th e s e  e s t im a te s  a re  e f f i c i e n t  by showing t h a t  th e  
c o v a ria n c e  m a tr ix  (4 .3*34 ) i s  th e  same a s  th e  a sy m p to tic  c o v a ria n c e  m a tr ix  
o b ta in e d  from  th e  m a tr ix  o f second d e r iv a t iv e s  o f  th e  lo g a rith m  o f  th e  
l ik e l ih o o d  fu n c t io n .  Indeed  i f  ß ^  and 5 ^  a re  a s y m p to t ic a l ly  norm al
and e f f i c i e n t  th e n  (fo llo w in g  W alker [54] p 3^5)^
Cov[ A ( a ^ U ) ;- A ( ß ^ ^ ß ) ,  \ / w ( 5 ^ - B ) ]  £  lim  N
W>00
E - d2logLdede*
- l
(4 .3*35)
where 0 tak es the v a lu es  Oi} ß and 5 r e s p e c t iv e ly ,  and fo r  the model ( 4 .2 .1 )  
we are con sid er in g
logL  at 4  S f ‘ 1 (At ) I z (At ) .
”fc
On e v a lu a t io n  (4 .3*35 ) i s  found to  be th e  same a s  (4 .3 * 3 4 ), a s  r e q u ir e d .
We now summarize the r e s u lt s  o f  t h is  chapter in  the fo llo w in g :  
Theorem 4 . 3.1
Under c o n d itio n s  ( i ) - ( v )  the v e c to r  ( a ^   ^ p ^ ^ )  converges alm ost
su r e ly  to  (a / * p/ ) and n/ n [ (c/ 1 -^0i)/  l ( p ^ - p ) 7] has a d is tr ib u t io n
.................... ....................... .......................................... ! _______________________________________________________________________I ------  , . -------------------- ■ ■ . ■ , ------------------------------—
co n v erg in g  to  th e  m u l t iv a r ia te  norm al d i s t r i b u t i o n  w ith  zero  mean and 
c o v a ria n c e  m a tr ix  d e f in e d  by ( 4 .3 .3 4 ) .  The e s t im a te  i s  a s y m p to t ic a l ly
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■a) sd)efficient. The estimates and converge almost surely to
J, Q and A  respectively.
Finally in this section we make the following comments with regard 
to this theorem:
(i) As we have mentioned earlier, the procedure will usually
he iterated, say (j+1) times, so that <j>^, and will he available
and these will be asymptotically efficient.
(ii) It seems plausible that we could have generalized the condition
(iii) regarding the xj(n) so as to include trending terms which must increase 
more slowly than exponentially, as well as those already specified. In fact 
all the results of this chapter will probably go through under the more 
general specifications, usually referred to as Grenander* s conditions
(for a full discussion of these conditions and their implications we refer 
to either Hannan [26] p 77 or Terrell [51] pp 19-21):
2 W 2lim d . (h) = lim Z x.(n) = » , j = 1,...,r,
l\H-oo J N>oo n=l J
lim
N>oo
lim
N>°o
F ( N )  -|
aj(r0 J
N
Z x.(m)x (m+n) 
m=l J k 
_ dJ(H)dk (N)
j = 1, • y?y
- Pjk (n ) j,k = 1, .. .,r,
where by this last condition we mean that this limit exists with probability 1. 
As these authors point out, the second condition is included to exclude cases 
of exponential rates of increase (which need special consideration) and
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furthermore it ensures that p (n) is free from end effects, so that, for 
example
N-n
Z x . (m)x1_(m+n)
- p o k ( n ) -
We have not emphasized these more general conditions here, for by doing so 
the complexity of the proof of the asymptotic results would be increased.
(iii) . This final comment relates to the size of N. For N < 500 the 
calculations are well within the capacity of modem computing equipment. 
However as N increases, the labour involved in computing the Fourier 
transforms w(A^) becomes dominant. If N is highly composite then much 
larger values may easily be handled by adopting the Cooley-Tukey technique 
for the calculation of finite Fourier transforms (see Hannan [26] p 263).
If really large values of N are to be used it may be worthwhile replacing 
the periodograms by smoothed estimates of the corresponding spectra.
Provided the smoothing is not too radical there is no doubt that Theorem 
4.3.1 will continue to hold.
4.4 The Computational Procedure
We shall, in this section, outline the computational procedure (along 
similar lines to that described in Hannan and Nicholls [29]) associated with 
the method of estimation developed in this chapter. Furthermore the 
application of this procedure to generated data shall be discussed and the 
numerical results presented in the next section. For the model 
q r p
Z ß(k)y(n-k)+ Z &(k)x (n) = Z a(j)e(n-j) = z(n), 
k=o k=l j=o
lim
T\P>no
m=l
d,(N)d. (N)
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where a(o) = ß(o) = 1, we wish to compute efficient estimates of the a(j), 
ß (k)) 3 f j — 1^  • • • f p} k = 1, m = 1,
For samples of size N we first form 
„1 N
xk = N Z xk (n) , k = 1, 
n=l
1 N
y = N Z y(n),
n=l
and use these to compute the sample covariances
-1 N-mc (m) = (N-m) Z (y(n)-y) (y(m+n)-y) , m = 0,...,p+q,
y n=l
cjk (°) = N“1 Z (x (n)-x )(x^(n)-x^) 
n=l
j k _ 1, ..., r,
-1 N-mc . (m) = (N-m) Z (y(n)-y)(x (m+n)-x) , m = 0,...,p+q; j =
n=l J
We also form
W (A ) = (2uu) 2 E y(n)c 
y t n=l
inA,
At = Ajj_t = 27rt/N, t = [N/2], 15
w . (A, ) = (27rN) 2 Z x.(n)e 
J n=l J
inA,
j = 1, .. ,,r.
13 As we pointed out in footnote 11, unless otherwise stated, At is always 
of this form so that we shall not continually refer to it as such*
It is now possible to form the periodograms
Ty(V  = wy(At)wy(At) ’ Ijk(At) = wj(At K (At}’
and the cross periodograms
Iyj(At) = Wy(At)wj(At} » Ijy(At) = Wj(At)wy(V ’
where j,k = l_,...,r. Having computed these statistics we are now in a 
position to carry out step 1, which is not repeated when we iterate the 
estimation procedure.
Step 1
(i) Initial estimates of ß and 6.
Solve
q r
2 c (p+j-k)ß(k)+ Z c (p+j)5(k) = -c (p+j) , j = 1,..,,q ,
k=l y k=l y y
q r
Z c.(k)ß(k)+ s c (o)s(k) = -e (o) , j =
k=l yJ k=l yJ
A
The solutions of these equations give ß (k), 6(j), k = 1 , j = 1,...,r 
(ii) Initial estimate of Gt,
Having estimated ß7 = (ß(l). . .ß(q)), = (ö (l).. .6 (r)), we may now
use these to form
A,q ^ rz(n) = Z ß(j)y(n-j)+ Z b(k)x (n) 
j=o k=l
ß(o) = 1, 1,
and hence
^ _ N-m ^ /% ^ /s
c (m) = (N-m)" Z (z(n)-z)(z(m+n)-z) , m = 0,...,p,Z Tn=l
where
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— -1 * / \ z = N Z z (n).
n=l
(in practice when N is fixed we will of course only "be able to compute z(n) 
for n = q+1, . ..,N, so that obvious minor changes will have to be made to 
the formulae presented. For the Monte Carlo experiments we consider in the 
next section however we are able to obtain z(n), n = 1, . ..,N, by generating 
(l\T+q) random variables, from which the z(n) are constructed).
We may now compute
-1,*fz(At) = (2tt) (cw (o )+2 Z cw(n) cos nA+)z zn=l
and
h(V = v AtK (\>'
where
z t 
Forming
_i N inA. 
w^(A+) = (2rrW) 2 Z z(n)e 
n=l
i ^ o ikVa(k) = N 1 Zfz2 (At)l^(At)e
"t
we may then set up the (p x p) matrix
A = [a(k-f-)] , = 1,
and the (p x 1) vector
k — 0, ..., p,
a = [a(k)] , k = l,...,p.
If a/ = (3(1)...3(p)), our initial estimate of a (where a/ = (o:(l).. .cc(p))) 
is then defined as
/s ^ - l / \
a = -A a.
This completes step 1,
io 6
Step 2
Form
g(A, ) = Z a(k)e 
k=o
Cü(o) = ß(o) = 1, and
ikA,
, h(At)
(a2/»!-) = if1 2|g(At )|'2fz(At ).
We now compute
9 , ik\S ß(k)e
k=o
^(i)
« c «
«•(i)
-D d,
where
- E . B -
A
r /\ nG=:
_ /sB*
0 0 0
■ c -
0
, d = 0 0 0 0
AL H J
and, for k,-t = 1,
~ .1 ~ , p i(k-t)A.
E = n 1 ZI g (At ) I Iy (At)e
C = N_1 S|g(At )|'2Ix (At )
_i _p ikAtB = N 2|g(At)|
"t
. q IkA,
G = U'1 £|g(Aj|-2Ie
t y
H = if1 E|g(At )|"2Ixy(At ).
Jx (\)^ 1 (At ) and I (At ) have typical elements I^k (At ), I ^(At ) and
I« (A.) respectively, j,k = 1, ...,r. We now use ß ^ ,  to computejy t
z ^ ( n )  = Z ß ^  (j)y(n-j) + Z S ^ f k j x  (n) , ß ^ ( o )  = 1,
j=o k=l
n = 1, .. ., N,
(4.4.1)
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and hence in an obvious way. By doing this we are now in a position
to form
(1)anlhk) = W"1 s((ff2/2jr)|i(At)|i)"‘::I^(l)(At)
t ”
2 v -2. ikA, , k = 0,.. .,p.
(it is convenient, from a computational viewpoint, to introduce the factor 
✓/V? / \2 ^ f 1) / \(a /2rr) into the denominator of a (k). This factor will he accounted for 
when we form the efficient estimate CT defined by (4.4.2)). Forming the 
(p X p) matrix
A^ 1) = [S^ Ck-t)] 
and the (p x 1) vector
£(1) = rs(l)oo],
k,"L = 1,.„„,p, we then compute
S(l> =
Next we compute Q, which has a}(k-£) in row k column V, k 
-L = 1, .. .,p, where
_± -i(k-l)At
1,
S(k-t) = N_1 E(g(A, )b(A, ))"Xe 
t Z *
It is now possible to compute
a ^  = [I-A‘'1S/D11S]"1(S-a^ 1  ^)^ ,
/s . /\_1 ~(l)where is the (l, 1) block of D . Now use a to form
8(1)(\)
P lkAtZ CC ' (k)e , 
k=o
(o) = 1,
(4.4.2)
and hence 5 ^ ,  d ^  by replacing g(A, ) "by g^(A. ) in D, d respectively.
Then compute
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pd.)
~ ä )
2Finally ve require an efficient estimate of (a /2r) for the next 
iteration. To obtain this estimate we use ß v ', 5 to form
z (l)(n) = 2 ß (l)(j)y(n-j)+ Z 5 (l)(k)x (n ) , ß (l)(o)=l, n=l,...,N.
j=o k=l
Then compute c ^ ( m ) ,  m = 0,...,p and hence f ^ ( v )  (in the same way as weZ Z o
formed c (m) and hence f (V ) from the z(n), n = 1, ...,N) and use these toZ "C
form
Ca(l) /2ir) = B'1 2|g(l,(At)r2f^1)(At),
"t
which replaces the estimate (4.4.1) at the start of step 2.
Equations (4.4.2) and (4.4.3) give our first efficient estimates of
0L9 ß and 6. We now iterate the procedure by using 5 ^ ,  ß ^  and 8 ^  in 
/\ /\(i) ^(l)place of ß x ' and 8 X 7 respectively, and repeating step 2 to obtain 
~ (2) ~(2 ) ~(2 )a j ß and 5 . This procedure is usually iterated a number of times
so that in general we have, for k ^ 1,
5 (k+i) = [I.X (k)-1s(k)/~(k)5(k)]-i(~(k)^(^i))^ (k)_
4.5 Numerical Results
The computational procedure we have outlined was applied to data 
generated by the relation
-D(1) 3(1) (4.4.3)
y(n)+py(n-l)+6x(n) = e(n)+ae(n-1), (4.5.1)
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w here cc = 0 .5 ,  ß = - 0 .8 ,  8 = 0.3* The x (n )  sequence was g e n e ra te d  by
x ( n ) - 0 .6 x ( n - l )  = T](n). (4 .5*2 )
Both th e  y (n )  and th e  x (n )  sequences were (very  n e a r ly )  s ta t io n a r y ,  w h ile
th e  e (n )  and q (n )  sequences were ta k e n  to  be in d ep en d en t o f each  o th e r  and
each  c o n s is te d  o f in d ep en d en t random v a r ia b le s  w ith  ze ro  mean and un ifo rm
2 2 2 2d i s t r i b u t i o n .  The r a t i o  0 = o / o  (where a and a r e p r e s e n t  th e  v a r ia n c e s
T)7 €  '  T[ €
o f th e  T) (n) and th e  e (n )  sequences r e s p e c t iv e l y ) ,  w hich d e te rm in e s  th e  
r e l a t i v e  im portance  o f th e  e (n )  and q (n )  sequences in  th e  g e n e ra tio n  o f 
y ( n ) ,  was ta k e n  a s  e i t h e r  1 o r  9»
U sing th e  above v a lu e s  o f a,  ß and 8 we a re  a b le  to  e v a lu a te  th e  
t h e o r e t i c a l  (a sy m p to tic )  c o v a ria n c e  m a tr ix  d i r e c t l y ,  in  each  c a se , from 
( 4 ,3 ,3 4 ) .  Indeed  f o r  th e  model ( 4 .5 .1 )  above ( f o r  w hich k ,£  = 1) we have 
(on d ro p p in g  th e  argum ent A f o r  c o n v en ien ce ),
( l - a 2 ) ' 1
and
-I p T "  ___  1
0 = 1 = /  (gh) = ( l - a ß )  \
J  -7 r
But a  = 0 .5  and ß = - 0 .8 ,  so t h a t  in  t h i s  case  
I  = 1.3333 , n = 0.71^3.
A d i r e c t  e v a lu a t io n  o f (2rr/a^)A  i s  somewhat more la b o r io u s  th a n  f o r  <£ o r  n .
Indeed
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27T j dA
- 7 T  ^ 27r j
^ J g | ' 2fyxe iAdA
2 w J r / r 2f  e - 1^ : 27r J ^ |g |" 2f x<iA
- 7 T -7r
But f y = ( ^ ) | g | 2 | h | - 2+ | h | - V f x6 , 
so t h a t
b f j ^ Y 7' = (ff€/27r) S f/ V i - 8 ** + h f j g r 2 |h l ' 2S/ f x6d^
and on e v a lu a t io n  th e  r i g h t  hand s id e  becomes 
2 .7 7 7 8  (a2/2 ir)+ o . 5164 (02 /2 jt) .t Tj
F u rth erm o re  i t  i s  n o t h a rd  to  show t h a t
I ? /  l g l ’ 2 f x dA = 1 -1 2 1 8 ( o2 / 2 it) ,
w h i l e
1_
27T I s |
-2 „  iX ,,r  e dA
y*
= -0 .1T T 0(o2 /2Tr).
Thus^ f o r  th e  model ( 4 .5 .1 ) ,  th e  t h e o r e t i c a l  (a sy m p to tic )  co v a ria n c e  m a tr ix  
o f  th e  e f f i c i e n t  e s t im a te s  o f  ct, ß and 5 i s  g iv en  by
Co v ( n/ n (a-OJ), * / 5 ( ß - ß ) ,  J i ( § - & ) )  =
1.3333
-0 .7 1 4 3
0
-0 .7 1 4 3  0
(2 .7778+ 0 .51640) -0 .17700
-0 .17700  1.12189
(4 .5 -3 )
I l l
2 2
where o f co u rse  0 = (a / a £ ) . F o r p a r t i c u l a r  v a lu e s  o f  0 i t  i s  a s t r a ig h tfo rw a rd  
m a tte r  to  e v a lu a te  t h i s  c o v a ria n c e  m a tr ix .
A number o f sam pling  ex p e rim en ts  w ere c a r r i e d  o u t f o r  v a r io u s  v a lu e s  
o f  0 and N, and f o r  each  0, N a  t o t a l  o f  20 r e p l i c a t i o n s  o f  th e  experim en t 
was made. In  Table 4 .1  we summarize th e  r e s u l t s  o f  th e s e  sam pling  
e x p e rim e n ts . Indeed  in  t h i s  T able f o r  each  0, N row (a ) g iv e s  th e  mean o f 
th e  observ ed  v a lu e s  o f  th e  r e le v a n t  p a ra m e te rs  f o r  th e  20 ru n s , row (b ) 
shows th e  t h e o r e t i c a l  v a r ia n c e  o b ta in e d  from  (4 .5 * 3 ) and row (c) shows 
th e  o b served  v a r ia n c e  o f th e  20 num bers.
T ab le 4 .1
N 0 a
/V
ß 5
100 1 (a) 0 .5217 -0 .7557 0.5117
( b ) O.OO85 0.0055 0.0090
(c) 0 .0109 0 .0050 0.0097
100 9 (a) 0 .5106 -0 .7 7 0 6 0.5072
C b ) 0 .0079 0.0015 0 .0010
(c) 0 .0108 0.0014 0.0010
200 l (a ) 0 .4979 -0 .7650 0 .2970
C b ) 0.0042 0.0017 0.0045
(c ) 0 .0052 0 .0021 0.0051
200 9 (a) 0 .4920 -0 .7750 0 .5014
(b) o .oo4o 0 .0007 0.0005
(c ) 0 .0058 0.0012 0.0008
The i t e r a t i o n s  w ere co n tin u e d  f o r  each  run  u n t i l  su c c e s s iv e  e s t im a te s  o f  
a l l  p a ram e te rs  d i f f e r e d  by  n o t more th a n  0 .005• F o r 0 = 1 ,  N = 100, in  10 
c a se s  th e  e s t im a te s  were s ta b le  a f t e r  th e  t h i r d  i t e r a t i o n  and in  18 a f t e r  th e  
s ix th .  The two e x c e p tio n a l  c a se s  had b o th  s t a b i l i z e d  by  th e  n in th  
i t e r a t i o n .  F o r 0 = 1 ,  N = 200, in  15 c a se s  th e  e s t im a te s  were s ta b le  a f t e r  
th e  t h i r d  i t e r a t i o n ,  in  19 a f t e r  th e  f i f t h  and a l l  w ere s ta b le  a f t e r  6 
i t e r a t i o n s .  (The t o t a l  ru n n in g  tim e f o r  th e  program  o f  20 s e r i e s  f o r  th e
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case  N = 100, in c lu d in g  g e n e ra tio n  o f  th e  d a ta  was 1 4 .66  m inu tes  on an
IBM 3 6 0 /5 0 ) .
From th e  r e s u l t s  we have o b ta in e d  th e r e  i s  no doubt t h a t  ß i s  b ia s e d  
tow ards z e ro , W alker [53 ] ,  f o r  th e  case  where 5 = 0 and N = 100, from  an 
a sy m p to tic  ex p an sio n  o f  th e  mean o f ß e v a lu a te s  t h i s  b ia s  a s  0 .0 4 2 , w hich 
i s  c lo se  t o  th e  b ia s  o b serv ed  above .
The same model was a l s o  e s t im a te d  u s in g  N = 40 f o r  0 = 9» The r e s u l t s ,  
f o r  20 r e p l i c a t i o n s ,  a re  summarized in  T able 4 .2 .
T able 4 .2
5 ß 5
(a) 0 . 5 2 4 9 -0 .6 7 0 7 0 . 3 2 4 9
f t ) 0 .0 1 9 8 0 .0 0 3 7 0 .0 0 2 6
f t ) o .o 4 l i o .o 4 n 0 .0 0 6 1
In  t h i s  ex p erim en t th e  r a t i o  o f  th e  t h e o r e t i c a l  to  th e  observ ed  v a r ia n c e  i s  
s i g n i f i c a n t  in  a l l  c a se s  a t  th e  1$ l e v e l  o f s ig n if ic a n c e  (Fn0 = 1 .9 1  a t
L y ,c o
th e  lfo l e v e l ) ,  so t h a t  th e  ag reem ent w ith  th e  a sy m p to tic  th e o ry  i s  n o t good 
f o r  such a sm a ll v a lu e  o f N.
Summarizing th e  r e s u l t s  o f  t h i s  s e c t io n  we see t h a t  th e  n u m e rica l 
r e s u l t s  we have o b ta in e d  h e lp  to  i l l u s t r a t e ,  f o r  N s u f f i c i e n t l y  la r g e ,  th e  
a sy m p to tic  th e o ry  we have d ev eloped  in  t h i s  c h a p te r .
4 .6  C onclusion
By e x te n d in g  th e  e s t im a t io n  p ro ced u re  developed  by Hannan [25] we have , 
in  t h i s  c h a p te r ,  been  a b le  to  e s t im a te  th e  c o e f f i c i e n t s  o f  mixed a u to re g re s s iv e  
moving av e rag e  m odels w ith  exogenous v a r i a b l e s .  The e s t im a te s  we have
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obtained have been shown to be asymptotically normally distributed and 
efficient. In section 1.5 these theoretical results have been applied 
(along the lines of the computational procedure described in section 4.1) 
to estimate the parameters of a particular model (of the form (1.2.1)) using 
generated data. As we have seen from the numerical results of that section, 
provided N is sufficiently large, the estimation procedure works well.
In the next chapter, as a particular example of the model (1.2.1), we 
shall consider the estimation of certain classes of distributed lag models. 
Furthermore proceeding along rather heuristic lines we shall, in chapter 6, 
show that the asymptotic results of the present chapter may be extended to 
the vector mixed autoregressive moving average model with exogenous 
variables.
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CHAPTER 5
DISTRIBUTED LAG MODELS
5.1 Introduction
A large literature has been developed since the 1950's on distributed 
lag models in the field of Econometrics. Attention has, until recent years, 
been centred primarily on the geometric distributed lag model, first used 
systematically by Koyck [35]* Hannan [23] has obtained estimates of, and 
examined the properties of, the parameters of this model. He obtains these 
estimates by means of a transformation of the data from the time to the 
frequency domain, and then applying maximum likelihood methods to this 
transformed data. Jorgenson [32] has suggested that any arbitrary 
distributed lag model may be approximated to any desired degree of accuracy 
by a rational distributed lag model,while Dhrymes [10] has applied Hannan's 
method to the more general rational distributed lag model. As an 
application of the theory developed in the previous chapter, we shall here 
relate both the geometric and the rational distributed lag models to the 
mixed autoregressive moving average model with exogenous variables (i.e. 
the model (4.2.1)). It will be found that by placing restrictions on 
(4.2.1) we are able to obtain efficient estimates of the parameters of these 
models.
The geometric distributed lag model is usually expressed in the form
y(n) = 6 Z A^x(n-j)+e(n) , |a | < 1,
3=o
(5.1.1)
where the x(n-j) are the exogenous variables. It is not hard to see that
' lAy(n-l) = 6 Z x(n-j-l)+Ae (n-1), 
3=o
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i.e. Ay(n-l) = 6 E Akx(n-k)+Ae (n-1),
fc=l
so that on subtracting this last expression from (5.1.1) -we have
y (n)-Ay(n-l) = &x(n)+e(n)-Ae(n-1). (5-1*2)
In the form (5.1.2) we see the geometric distributed lag model to be just 
a special case of (4.2.1). Indeed if p = q = r = 1, a(l) = ß(l) = -A,
5(l) = -5 and the exogenous variable is lagged (i.e. x, (n) = x(n-k+l), 
k = 1), then (4.2.1) reduces to (5*1.2).
The rational distributed lag model may be expressed in the form
y(n) + x(n) = e(n), (5*1*3)
where
q . r
B(L) = 2 ß(j)LJ , C(L) = 2 6(k)Lk
j=o k=l
(with L the lag operator, i.e. Lmz(n) = z(n-m)), and the x(n) are the 
exogenous variables. Referring once more to (4.2.1), if p = q, a  = ß and the 
exogenous variables are lagged, then (4.2.1) reduces to (5*1*3)» Comparing 
(5*1.2) and (5.I.3) it is obvious that the geometric distributed lag model 
is a special case of the rational distributed lag model. Consequently in 
what follows we shall concentrate on the more general rational distributed 
lag model. Before proceeding to the efficient estimation of the parameters 
of these distributed lag models however we shall derive a test of the 
equality of the coefficients of the autoregressive and moving average parts 
of (4.2.1).
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5 .2  A T est f o r  th e  E q u a l i ty  o f  th e  P a ram e te rs
I f  a ( j ) ,  ß (k ) a re  th e  j t h  and k th  e lem en ts  o f  th e  v e c to r s  OL, ß 
r e s p e c t iv e ly ,  j  = 1 , . . . , p ;  k = 1 , . . . , q ,  and p = q in  th e  model ( 4 .2 ,1 ) ,  we 
want to  s e t  up a t e s t  o f  th e  n u l l  h y p o th e s is  t h a t  a  = ß a g a in s t  th e  
a l t e r n a t i v e  t h a t  OL ^ ß . From th e  p re v io u s  c h a p te r  we know t h a t ,  a f t e r  j  
i t e r a t i o n s  o f  th e  e s t im a t io n  p ro c e d u re , n/ n (a ^  ^- a ), N /h (ß ^ ^ -ß )  and
s / i C S ^ t g )  a r e a s y m p to t ic a l ly  n o rm ally  d i s t r i b u t e d  w ith  co v a ria n c e  m a tr ix
I
•
. -n 7 o
. (27r/ ct )A
0
(5 -2 .1 )
A and 0, a re  d e f in e d  by (4 .3 * 1 ) and (4 .3 * 7 ) r e s p e c t iv e ly  w h ile  (£ i s  d e f in e d  
above (4 .3*9)*
When th e  n u l l  h y p o th e s is  i s  t r u e  we have g = h so t h a t  &7 = < £ = & ,  w h ile
(27r / a 2 )A
say , where now f o r  k ,
5 = ikfw
d  -7r
^  -  i >  • • • * q >
-2e i(k -t)A dA]
6 = (2tt/ o2 ) [ | -  T |h | ' 4e l(k _ {')A5/cir(A )6],
^ -IT
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= - ( 2 i r / a 2 ) [ ~  f  | h r 2h _:Le lkAS 'aF (A )] ,
J  -7T
and
£ = (ar/<J? )[fe: f  | h | ' 2dF(A)].
J  “ 7T
Thus when (X = ß, ( 5 .2 .1 )  becomes
I -I 0
•5 5+8 *
0 \|r* £
F u rth e rm o re , from  ( 1 .1 .9 )  i t  fo llo w s
(5 .2 .2 )
t h a t  th e  (1 ,1 )  b lo c k  o f  (5 .2 .2 )  i s
t* )
- l
i * - I
-5 * 5+a
say , and from  ( 1 .1 .8 )  i t  i s  n o t h a rd  to  see  t h a t  t h i s  becomes
(5 .2 .5 )
w here A = (0-\Jr£- 'N|r*). (5 . 2 . 5 ) i s  j u s t  th e  a sy m p to tic  co v a ria n c e  m a tr ix
o f  ( a ^ - a )  and \ / N ( ß ^ - ß )  when a  = ß .
I f  we l e t  y = n/ n (5 ^  ^ ) th e n , u n d er th e  n u l l  h y p o th e s is ,  i t  i s  n o t
h a rd  to  see t h a t  Cov(y) = <]> ^ , and so
T - l  . - 1  * -15  +A A
-1 -1A A
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N(a^-ß^  ^(a^ (5.2.1)
will be asymptotically distributed as chi square with q degrees of freedom.
We have thus proved the following:
Theorem 5.2.1
For the model (1.2.1) assume that p = q. To test the null hypothesis 
that a = ß against the alternative that a ^ ß, let and ß ^  be the
efficient estimates of a and ß respectively after j iterations. Then the 
test statistic is, under the null hypothesis, given by (5.2,1) and is 
asymptotically distributed as chi square with q degrees of freedom.
5 »3 Estimation and Properties of the Coefficients
Suppose we let p = q and a = ß in (1.2.1) so that this model becomes 
q r q
2 ß(j)y(n-j)+ Z 6(k)x (n) = Z ß(j)e(n-j) , ß(o) = 1. (5*3.1)
j=o k=l j=o
To obtain efficient estimates of the coefficients of (5.3*1) we require that 
5 \ 0 (where 5 is the vector of r components with b(j) in the jth place) for 
this model to be identified (i.e. so that condition (iv) on the model (1.2.1) 
is satisfied).
Let 0i^\ ß ^  represent the efficient estimates of a, ß respectively 
(after j iterations) for the model (1.2.1). Then considering the model 
(5.3*1) the best estimate of ß is obtained as a linear combination of 5^^ 
and ß ^ ,  say A ^ ^ + A  ß ^ ,  A1+A2 = 1. If U = ^ 5 ^ 4 ^ ^ )  then, 
under the null hypothesis that a = ß, from (5.2.3) it is not hard to show
that
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Cov(u) * a1(J"1+a"1)a'+a1a"-l(i-a')+(i-a1)a“j-a/+(i-a1)a"-l(i-a')
= A f^ '+ A“1 = r,
~ (i) /say. Consequently the best linear combination of a and ß XtJ/ (in the sense 
that for all (q x 1) vectors a =}= 0, a/Ta is a minimum) is that for which 
A^ = 0, i.e. ß ^  is the best estimate of ß. Thus for the model (5.3*1) it 
follows, from section 4.2, that the coefficients ß,§ are (asymptotically) 
efficiently estimated (after (j+l) iterations of the estimation procedure, 
j ^ 0) by
- 1 , - 1 , -1
5(j+i) = .w(J)‘V J),
where, for k,£ = 1,...,q,
(5*3*2)
(j)
i 2|£ü ),-^ ü )'t AJ)f(k't)At: ivi£(j)r2 ikV'5NU/ I S vu/e x • l U ^ r i
N ' ' xy ; §s|h(J)r 2i;
w (j)
i S^e t
H t X
— Z |h^ ^ I ~^I
Using an identical argument to that for D, d in section 4.3 it can be shown 
that W (j), w ^  converge almost surely to
I CL
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W (o2/2ir)
G . \|r
0 0 0 w =
respectively, where 6, \|/, £ are defined above (5*2.2),
T = ih= f|h|"4lkVdP(A)S] ,
d _7T
and
v = rlhl’2h 1<iF(A)B] -
-7r
Comparing (5*3*3) and (4.3*1) it follows (when a  = ß) that
W
? / 1* 0 A- (cr /27t) f * * * 
^ 0*0
(5-5-5)
(5-5-1»)
where now of course g = h in the definitions of A and £. Thus from a 
computational point of view it is a straightforward matter to compute the
/ • -I \
efficient estimate p^J+ ' of p (after (j+l) iterations of the estimation 
procedure, j ^ 0) as
(j+l) /2tr)2
x (J) -1 g(j)_(~(j) / ^ y ~(j) 0
0 '
(5*3*5)
where d ^ ^ ,  a ^ ^  and ( a^^ /27t) are defined in section 4.4
except that now g = h in these definitions.
In order to determine the asymptotic covariance matrix of p ^ +^  we
consider (5*2.2), which may be partitioned as
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5 1 0
-5 5+0 *
0 \ J r * 5
From (1.1.8) it follows that the (2,2) block of this matrix is given by
and referring to (5.3*3) it follows that
Cov[ n/n (p ^ +1)-p )] = (a2/27r)W_1. (5.3.6)
Hence for computational purposes the covariance matrix of \/"n (p -p) is 
estimated by
(~(j+i) /27I-) D ^ +1)-(a^+1  ^ /2tt)2 (/ ^ (j+1 ) ' 0 y
-1
t (5.3.7 )
" 0 . 0 /  J
with and (a^+^  /2rr) defined in an obvious way. We summarize
these results in the following:
Theorem 5*3*T
For the model (5.3*1) the vector p ^ +"^ = (ß^+^  ) converges
/ • *1 \
almost surely to p' =( ß / *. S'), and \T5(p^+ -p) is asymptotically normally______ #_________________________________________________
distributed with zero mean and covariance matrix (a /27r)W (where W is 
defined by (5.3*3)). The p ^ +^, j ^ 0, are (asymptotically) efficient and 
the covariance matrix of n/n(p -p) is efficiently estimated by (5*3.7).
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As a particular case of (5.3*1) suppose we now lag the exogenous 
variables i.e. let x^(n) = x(n-k+l), k = 1,...,r. This model then becomes 
q r q
2 ß(j)y(n-j)+Z S(k)x(n-k+l) = Z ß(j)e(n-j) , ß(o) = 1, (5.3.8)
j=o k=l j=o
which, from (5*l*3)j we see to be the rational distributed lag model. As well 
as the restriction on the zeros of h(z), in order that this model be 
identified, we require that all the zeros of the z transform
m(z) = Z 6(k)zk 1 
k=l
lie outside of the unit circle and h(z), m(z) have no zeros in common. 
Furthermore either ß(q) or S(r) must be non-null. (For a related discussion 
see Hannan [26] pp 388-389). In this case Theorem 5*3*1 continues to hold 
(with minor alterations brought about by the lagging of the exogenous 
variables). Indeed for this model efficient estimates of the coefficients 
are., after (j+l) iterations, given by
p(j+l) _ _g(j) g(j) 9 
where if
(5*3*9)
m(A ) = Z S(k)e 
t k=l
i(k-l)A
then S(j) ~(J) can be shown to
where for k,£
converge almost surely to S, s respectively
1, * • *,r,1,...,q; u,v =
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1_
2rr -7r
YiVO^arOo 1_
27r '2h “1me1 k^"u+1^ d F  (a )
s =
1_
27T/Vr2*^  -TT-7T ■2— -1—  i(v-l-t)A h me v ' -2ei(Y-u)Adp(A)
S
1_
27T -7T
Thus by considering (5.3*8) as a special case of (4.2.1) we are able to 
obtain efficient estimates of the coefficients of the rational distributed 
lag model (and hence the geometric lag model which is, of course, a 
particular case of (5*3-8))•
5.4 Summary
Considering the various distributed lag models in turn we begin with 
the geometric distributed lag model
where u(n) is a disturbance independent of x(m), for all m,n. As we have 
already mentioned Hannan [23] has estimated the coefficients (and considered 
the properties of the estimates) of this model by applying maximum likelihood 
procedures to the Fourier transformed data. In obtaining these estimates he 
assumes that u(n) is a linear process satisfying
CO .
y(n) = 5 Z A Jx(n-j)+u(n) 
j=o hi <
(5.4.1)
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00  00  
u (n )  = E a ü ) e ( n - j )  , Z | a ( j ) |  < » ,
0 = o  j = o
w here th e  e (n )  a re  i d e n t i c a l l y  and in d e p e n d e n tly  d i s t r i b u t e d .  In  (5 .4 .1 )  i f  
th e  u (n )  a re  assumed to  be i d e n t i c a l l y  and in d e p e n d e n tly  d i s t r i b u t e d  th e n  
th e  g eo m etric  d i s t r i b u t e d  la g  model i s  a s p e c ia l  case  o f  th e  r a t i o n a l
d i s t r i b u t e d  la g  model
y (n )  + x (n )  = e ( n ) ,  ( 5 .4 .2 )
where b (l ) = Z ß (j)L ^ , C(l ) = Z ö ( j)L ^ , and th e  e (n )  a re  i d e n t i c a l l y  and
j j
in d e p e n d e n tly  d i s t r i b u t e d .  By p la c in g  r e s t r i c t i o n s  on th e  c o e f f i c i e n t s  o f  
th e  mixed a u to re g re s s iv e  moving av e rag e  model w ith  exogenous v a r ia b le s  
( i „ e .  th e  model ( 4 .2 .1 ) ) ,  a s  we have seen  in  th e  p re v io u s  s e c t io n ,  we a re  
a b le  to  e f f i c i e n t l y  e s t im a te  th e  c o e f f i c i e n t s  o f  m odels o f  th e  form (5 * 4 .2 ) .
A c la s s  o f  r a t i o n a l  d i s t r i b u t e d  la g  models w hich i s  o f  a  more g e n e ra l 
form  th a n  th o se  o b ta in e d  by  p la c in g  c o n s t r a in t s  on (4 .2 .1 )  (and f o r  w hich 
( 5 .4 .1 )  i s  a  s p e c ia l  c a se )  may be e x p re s se d  in  th e  form
y (n )  + x(n) = u(n),  (5-4.5)
where b (l ) , C(l ) a re  a s  f o r  (5 .4 .2 )  w h ile  th e  u (n )  a re  now assumed to  be 
c o r r e l a t e d .  Dhrymes [10] h as  c o n s id e re d  th e  e s t im a t io n  o f  such m odels 
assum ing t h a t  th e  x (n )  and u (n )  p ro c e s s e s  a re  m u tu a lly  in d ep en d en t co v a rian ce  
s t a t io n a r y  s to c h a s t ic  p ro c e s s e s  each  p o s se s s in g  a s p e c t r a l  d e n s i ty .  Indeed  
t h i s  a u th o r  o b ta in s  e s t im a te s  o f th e  p a ram e te rs  o f such models u s in g  th e  
s p e c t r a l  te c h n iq u e s  f i r s t  su g g es ted  by Hannan [25] in  th e  case o f  th e  g eom etric  
d i s t r i b u t e d  la g  model ( 5 .4 .1 ) .
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Pierce [48] has also considered models of the form (5*4.5) for the case 
where u(n) may be represented by a stationary linear process, i.e.
OO 00
u(n) = Z a(j)e(n-j) , z |a(j)| < », (5*4.4)
j= o  3=o
and the e(n) are identically and independently distributed. Using Jorgenson’s 
result that any linear lag function may be approximated by a rational one, 
Pierce approximates (5.4.4) by a rational lag function i.e.
with A(l) = Za(j)L^, D(l ) = Zd(j)LJ. In this case (5*4.3) may be expressed 
3 3
in the form
y(n) (5*4.5)
where the x(n) are the exogenous variables and the e(n) are identically and 
independently distributed. For the model (5.4.5) Pierce applies least 
squares procedures to estimate the coefficients of the lag function and the
residuals.
In practice of course the more general model may not necessarily be the 
best model to fit to a particular set of data. Indeed as we pointed out in 
section 4.1, because of the increased computations required to obtain 
efficient estimates of the more general models, their use may not be
justified.
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CHAPTER 6
EXTENSIONS TO THE VECTOR MODEL
6.1 The Vector Model
In this final chapter we shall outline, somewhat heuristically, the 
extension of the estimation procedure of chapter 4 to the vector 
autoregressive moving average model with exogenous variables. This vector 
model may he represented in the form
q
Z
k=o
ßi;L(k) ... ßly(k)
ß (k) ... ß (k) vl vv
(n-k)'/ yl
^ y v(n-k)
+
q p
Z B(k)y(n-k)+Ax(n) = Z A(j)e(n-j) = 
k=o j=o
z(n),
say,
(6.1.1)
A.(o) = B(o) = I , where 1^ is the (v x v) unit matrix. y(n), e(n) and z(n) 
are vectors of v components while x(n) is a vector of u components.
The conditions which we require to he satisfied in order that we may 
efficiently estimate the coefficients of the model (6.1.1) are simply vector 
extensions of those which we required for the model (4.2.1). Indeed for the 
model (6.1.1) we assume:
127
(i) The £(n) are i.i.d. (0,G) and have finite fourth moments.
(ii) All zeros of the determinants of the z transforms
P • q
g(z) = 2 A(j)zJ , h(z) = £ B(k)zk,
j=o k=o
lie outside of the unit circle.
(iii) The x^(n), the exogenous variables, come from infinite sequences 
which satisfy, almost surely,
-1 Wlim N 2 x (m)x (m+n) = 7,v (n) = 7v .(-n) , j,k = 1, ...,r; n = 0,1, ..., 
m =i J
independently of the e(n) sequence.
(iv) A  =}= 0, so that the model is identified.^
The requirement that the e(n) have finite fourth moments is not needed in 
the scalar case. However in the vector case for the sample covariance to 
converge almost surely to the true covariance this assumption seems to be 
required (see Hannan [26] p 210)}^ The condition on the zeros of the 
determinant of g(z) is required so as to uniquely identify the model while 
that on the determinant of h(z) is required if there is to exist a 
stationary solution to (6.1.1) (stationarity will of course depend on the 
form of the x^(n) sequence as well). The condition (iii) implies that
V n) =/;einV k(A),
For a discussion of the identification problem for systems of equations 
(which include those of the form (6.1.1)) see Hannan [2j],
i 5 In a yet to be published paper E.J.Hannan has been able to show that 
this condition is in fact not required for the vector case.
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where F (A) is the element in row j, column k; j,k = 1, of the spectralJk
distribution matrix F(A) of the x(n) sequence.
If the data is Gaussian we may calculate the maximum likelihood estimates 
and consider their limiting distribution. As we have already mentioned 
Whittle [57] and Walker [54] have independently investigated the asymptotic 
properties of the estimates obtained by this procedure given only that the 
e(n) are identically and independently distributed. Indeed these authors 
show that the asymptotic distribution of the estimates obtained in this way 
is independent of the Gaussian assumption. It seems intuitively reasonable 
to assume that these results hold in the vector case and we shall in fact 
make such an assumption in this chapter. The asymptotic results we obtain 
in the next section verify (at least for the model (6.1.1)) that these 
arguments do extend to the vector case.
6.2 The Estimation Procedure and the Distribution of the Estimates
In order to efficiently estimate the coefficients of the model (6.1.1) 
the procedure we use is identical to that for the scalar model (4.2.1), though 
it is mathematically more complicated. Indeed suppose we take a sample of 
size N, and let
z
Reverting to tensor notation we let Z = vec(z7) so that the covariance
matrix of Z may be expressed as
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r N j
where f o r  i ,  j  = 1 , v ; m,n = 1, . . . , N ,
r i j  = [ r i j (m-n )]
7 i .(°) . . .  7 . . (N-1)
7i'(K-i)'.:.v:/(o)
w ith  7 . . (n) = E (z .(m )z  . (m+n)) . 
1  <j 1  J
- k  inAtL e t t in g  U he th e  (n x N) u n i t a r y  m a tr ix  w ith  e lem en t N 2e in  row
t  column n once more th e n , a s  f o r  th e  s c a la r  m odel, we want to  m inim ize
Z/ r , T Z, where now
z'r-h = tr{[(iv 0 uH)z]*(iv 8 yr-1^  0 uN)*[(iv a yz]}. (6.2.1)
B ut
(1 » u j r v ^ i  is u j*  = [(i s u..)rw(i 0 u j* ]"1,v N N v N x v N N v N7 *
so th a t  on rea rran g em en t and s im p l i f i c a t io n  (6 .2 .1 )  becomes (ap p ro x im ate ly )
z'r’L  = tr{[(iv 0 uN)rH(iv 0 y * r ar(iv 8 yz][(iv a yz]*)
t r |(2 ir )" 1
0 \  / ^ ( A P  . . .  Wz(An>i  )’
’ fz1(V / w v } ••• }
Z t r ( f zJ-(At ) I z (At ) ) ,
t = l
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where At - = 27Tt/N; t - 1,...,[n/2], while tz(\) and Wz(hs t) have
fik(\) and w fk^s 0  respectively in row j column k; j,k = 1, ,,.,r with
fjk(V
Wjk(>-S;t )
1 00 -imA,
b z A k (m)e »m= “oo
N"1 2 Z z (m)z (n) 
m. n-1 ^
i(mAs-nAt)
e
¥hen s = t, w^(7\g t) = 2rrl (\^), and so W(hs ^) = 2rrl (A^)« Thus maximizing 
the likelihood function is, in the vector case, asymptotically equivalent to
minimizing
| z  tr{f^(At)lz(At)}. (6.2.2)
t
On dropping the argument variable once more,, suppose we now let
P ijA. q ikV
g = Z A(j)e , h = Z B(k)e ,
j~o k=o
where A(o) = B(o) = and define both the periodograms 1^, 1^, 1^ and the
cross periodograms 1 , 1  in an obvious manner. Then from (6,1,1) itxy^  yx x '
follows that
fz = (2r)-i(gGg*) ,
and (on neglecting end terms which, asymptotically, will not affect our 
resuits)
I = hi h*+AI A'+AI h*+hl A7’, z y x xy yx
Thus on neglecting the constant factor 2tt, from (6,2,2) it follows that we 
want to minimize the Hermitian form J, where
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J = tr{ (gGg*)”1! }
I S tr{ (gGg*) '1 ( h l y h ^ A I ^ + A I ^ '  )). (6.2.3)
The estimates of A(j), B(k) and A obtained by minimizing (6.2.3) shall be 
denoted by A ^  (j), B ^ ( k )  and respectively, j = 1, ...,p; k =  1, ...,q.
As we shall see these estimates depend upon initial consistent estimates of 
the coefficients which we shall in turn denote by A(j), B(k) and A,
j = 1> •»• f P j k = 1, ». c, q. .
The partial derivatives of J with respect to ßm OO and £>s^ , 
m,n,s = 1,...,v; w = 1,...,u; k = 1, ...,q, respectively lead to
T ^ (gGg*)"1^ 1^  + A ^ I  )e t = 0 N , y xy' (6.2.14-)
77 ^ (gGg*)"1^ 1 !^ +A^1 I^ ) = 0N , yx x'T>
where, of course ,
. P ^ iJX 
g = 2 A (j )e
j=o
(1)
t , h^1  ^= Z B^1  ^(£)e t,
X=o
and A(o) = B ^ ^ o )  = I , In order to express the estimates B'^(£),
£ = 1,...,q, A ^  in a more suitable form we proceed as follows: Equations
(6.2.5)
(6.2.4) and (6.2.5) may be rewritten as
q , -j /■] \ -i (k-t)A.1 |z(S8g*)_1fi(1)(t)V * L
-E=i H t y
j. ,~vv,.-Wi),. "lkh. + I ^ g * )  ;lxye
_ _. -ikA,
- f l(gGg*) Iye
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i-tJv,
2 |s(gGg*)'1B (l)(-t)l e t + i£(geg*)'1A (l,I 
£=1 ^ t ^  ^ +
,/N^S . _1
= vu
respectively. Nov from (l.l.ll) ve have vec(ABC) = (C7 & A)vec(B), so that 
these tvo equations may he expressed in the form
Q. i ^  i -i(k~t)A, ^h)
Z (- SI' » (gGg*) e )vec(B^X' (l) )+(^
£=1 N t y
N 21' » (gGg*)”^  t)vec(A^1 )^in t xy
■vec E (gGg*) -1I e t)} 
t y
(6.2.6)
q i^A
2 (i 21' « (gGg*)"1e t)vec(B^1 ^(l))A Zl' 8 (gGg*)"1)vec (a 1^  ^)
k ' t p  M t
-vec^ECgGg*)"1!^), (6.2,7)
vhere ky-£ = 1, ...,q, and if
Q(k) = ~ 2 (gGg*)" h e  1 \
' t y
then hy vec(Q(k)) ve mean vec(Q(l):...:Q(q)), Thus if ve let
= vec ( B ^  (l):... : B ^  (q) ), from (6.2.6) and (6.2.7) it follovs
that
/s(l) £-l£p v ' = -D d, (6.2,8)
vhere nov for k,£ = 1, .. .,q,
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, , -i(k~t)?v
I 21' » (gGg*)_1e 
t J
1 / w \  2.-El'y 8(gGg*) e
i E I ^  8 (gGg*) _1e * ,aaa _ 1- El' 8 (gGg*)
d =
Considering the partitioned matrix D, the (l, 1) block is a (qv x qv )
2matrix, the (l,2) block is a (qv x vu) matrix and the (2,2) block is a
(vu x vu) matrix. For the vector d the (l,l) block is a (qv x 1) vector
while the (2,1) block is a (vu x 1) vector.
Having obtained these estimates of B(^), £ = 1, ...,q, A, we may now use
them to obtain the estimates A^^(£) of k(V), -t = 1, ...,p. Indeed the
partial derivative of J with respect to a: (k), m,n = 1, ...,v; k = 1, ...,p,
after some manipulation leads to
E (|E(gGg»)_1I (l,(gGg*)_:Le )A(l)(l) = 0, (6.2.9)
'£*=0 t ’
^(l)* /'(ta /\(1V ^(l) ^(l)* ^(l) /s(lvI /, v = h'J"'I lA } +Al jI A^ ; +Ak ;I h V ; +hK }I AK } .^(1) y x ^ xy T yx
1 -ikA,
vec(“ Z(gGg*)~ I e ) 
t y
vec(| Z(gGg*)"1Iyx)
where
Suppose we l e t  C C ^ = v e c ( A ^ ( l )
/ \ A  N
: A k ' ( p ) ) .  Then u s in g  ( l . l . l l )  once
more we may e x p re s s  ( 6 .2 .9 )  in  th e  form
; ( D - A ^ ) ' (6 .2 . 1 0 )
^ ( l )where A N '  h as
t | s i v  8  ( ( gGg*)‘ \ ( l ) (gGg*)'1 )e 
t  z
- i  (k-£)A
;]
a s  th e  b lo c k  in  th e  k th  row, £ th  column o f  b lo c k s , k ,£  = 1, . . . , p ,  and
-ikA ^
f'Z'ZZZ^ r \ "A .
(1)
‘(1) v e c [”  2 (gG g*)"xI ^ n ^gG g*)~ 1e b] ,X-M JWL \  1
t  z
th e  te rm  in  th e  square  b r a c k e ts  b e in g  th e  k th  row o f  b lo c k s , k = 1, . . . , p .
From ( 6 .2 .8 )  and (6 .2 .1 0 )  i t  fo llo w s  th a t  we r e q u ire  i n i t i a l  c o n s is te n t  
e s t im a te s  k{V) o f  A(-8), £  = 1 , . . . , p ,  a s  w e ll  a s  an i n i t i a l  e s t im a te  G o f G.
As in  th e  s c a la r  case  we d e te rm in e  i n i t i a l  c o n s is te n t  e s t im a te s  B(k) o f  B (k ),
A
k = 1 , . . . , q ,  and A o f  A by  in s t ru m e n ta l  v a r i a b le s ,  and we use th e s e  to  form  
th e  A (£ ) . Now suppose r  ( s ) ,  r  ( s )  r e p re s e n t  th e  c o v a r ia n c e s  o f  th e  y (n )  and
y x
x (n )  sequences r e s p e c t iv e ly  w h ile  r  ( s )  and T  ( s )  r e p r e s e n t  th e  c ro s s
c o v a ria n c e s  betw een th e  two sequences (where T  ( s )  = E(y(m )x7 (m+s))
yx
= r ^ ( - s ) ) .  Then, a s  we s h a l l  see in  th e  n e x t s e c t io n ,  f o r  th e  p a r t i c u l a r  
e s t im a t io n  e q u a t io n s  (o b ta in e d  by in s tru m e n ta l  v a r i a b le s )  we have chosen , in  
o rd e r  t h a t  i n i t i a l  e s t im a te s  B(k) and A o f B(k) and A e x i s t ,  o u r f i n a l  
assum ption  f o r  th e  m odel ( 6 .1 .1 )  i s :
(v) F o r j , k  = 1 , . . . , q ,  th e  m a tr ix
r y (k -p - j ) r  (k) yx
- r  ( - p - j )  . r  (o)x y v °  x x
i s  non s in g u la r .
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Having o b ta in e d  th e  i n i t i a l  e s t im a te s  A (k ), B(k) and A, i f  we l e t  
^  q ^
z ( n ) = Z B (k )y (n -k )^A x(n ) , n = 1, 
k=o
-  N  /V
z = N Z z (n ) ,
n= l
and
^  . N-m /s ^  ^
C (m) = (N-m) Z ( z (n ) -z ) (z (m + n ) -z )7 . m = 0 , . . . , p ,
Z n = l
w ith
Cz ( - m )  =  C ' ( m ) ,
th e n
^  i P ^  imA,
f z (At ) = (27r ) “1 Z Cz (m)e t ,
m=-p
and G may be e s tim a te d  a s
G = (2ir/N) S g '1 (At ) f z (7vt )g*"1 (At ) .
"b
We now in tro d u c e  th e  m a tr ic e s
1 f a (gQg*)-1)
-7r
ijp [  e ‘ lkA (dF ' (A) » (gGg*)"1 ) 
 ^ - 7T
k -TTe ^ C d F ^ C A )  0 (gGg*)"1 ) —  /  (dF^(A) 0 (g G g*)'1 )G „7r
(6 .2 , 1 1 )
where k ,£  = 1, and th e  s p e c t r a l  d i s t r i b u t i o n  m a tr ic e s  F (A)., F (a ),x y
F (A) and F (A) a re  d e f in e d  in  an  obv ious way, y x x ' xy 7
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5 =  [|= / (g 1 (gGg*)g*“i)/ 8 (gGg*)~1e”1 ^ , (6.2.12)G _7r
k,£ = 1, ... jp, and
0 =  [g; f (g”hgGg*)h*_b / 0 (gC3g*)-1-e"1 k^'^ ')Ad>v], (6.2.13)
‘ G ^
2
k = 1, £ = 1,.„.,p. Then our first efficient estimate of the (pv x 1)
vector oc is (asymptotically) given by
= [I -(27r)"1 Y 1^ ' : 0)a ”1(.?.)]"1(3^^1 )^-!^  , (6.2.14)
d- O rspv 0
where I ? is defined in an obvious way and a, is formed from the A(k) in a
'PV ^(l) ^(l)/ Xsimilar way to that in which CK is formed from the A (k), k = 1, .,.,p.
(We discuss the computation of a in the next section).
For computational purposes we have
, ( D '-1 0-1 * Y n - ^- ( &  Mcr-' = [I 0-A”x(i 8 G 8 I )(a7 : 0 )v (...)] (a-aK' J)+a , (6.2.15)
pv P V . Q
/S. .where, if I is the periodogram ordinate formed from the z(n) process,
-1_ -1, -G^)At 
t * “ i
A = [i Z I 8 (f"J1 f"x)e N , v z /s z ] , k, — 1, . , ., p,
and furthermore A converges almost surely to 27r(lp & G ^ & 1^) Indeed
since I converges almost surely to (27t) ^(gGg*), K converges almost surely 
z
to
® (gGg*)'^“1^ ^ ] .
However
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I = [fef f (g"1(gGg*)g*‘1)/ & (gGg*)“^ " 1 ^ k^ ^ dA]
CL" J  -TV
= [~ f g a (gGg*)"Vl(k^ )AdXI , k,t =
' u -7T
-1
and since
(G 0 Iy )(lv 0 (gGg*)_1) = G 0 (gGg* ) - i j
it follows that A converges almost surely to 2 t t(I 8 G & I ) <b, as required.p v
Suppose we now let ß = vec(b (1):.,.:B(q)) and 5 = vec(A), with ß ^  
and defined in an obvious way. Then, having obtained efficient estimates
of Oi, efficient estimates of ß and S are given by
(1)
ß(D
• O 0 0
6 (1)
-fC1) d^1^ (6.2.16)
~ (l) ~ (l) /\/\where D' , d^ ’ are defined in the same way as D, d (see (6,2.8)) except that
✓s /s ~(l) ~(l)g and G are replaced by g ' and G N ' respectively, where
~ d ) P ~Z A 
3 = o
(1) (j)e
ijA,
A^1  ^(o) I , and G v 7
(i) is defined by (6.3*3)*
In order to determine the asymptotic distribution of the estimates
(6.2.14) and (6.2.16) we use a similar derivation to that which was used to
obtain the asymptotic distribution of the corresponding estimates in the
scalar case. Indeed proceeding heuristically suppose in section 4.3 we replace
a by G and assume A, and ß to be now defined by (6.2.11), (6.2.12) and
(6.2.13) respectively. If we now reproduce a similar type of argument to that
in section 4.3 it will be found that n/n (q! ^ - q:), n/w (p ^ - p )  are
/ ~(l) ~(l)asymptotically normally distributed and efficient (where a , p are the
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2 2vectors of pv ' and (qv +vu) components defined by (6.2.14) and (6.2.16) 
respectively). Furthermore the asymptotic covariance matrix of these 
estimates is given by
Cov[ a), \/^(ß^-ß), 's/n (S^1 ^-ö )]
$ . -ß7
-1
-ß . 
0 .
27TA , (6.2.17)
(where, in this covariance matrix, A, J and ß are, of course, defined by 
(6.2.11), (6.2.12) and (6.2.13) respectively). We thus have the following: 
Theorem 6.2.1
For the vector model (6.1.1) let (X = vec (A(l):... :A(p)) and
P = vec(b (1) :... :B(q) :A). Under conditions (i)-(v), for 5 ^ ,  pr  ^ defined
~(l)7 ~([l)7by (6.2.14) and (6.2.16) respectively, (cr . p' ' ) converges almost 
surely to (a/1 p7). Furthermore (o^^-a)7 \ (p^-p)7] has a
distribution converging to the multivariate normal distribution with zero mean 
and covariance matrix defined by (6.2.17). The estimate is asymptotically 
efficient.
The estimation procedure will usually be iterated a number of times so 
that after j iterations we have 02^ , p'J . Thus we may efficiently estimate 
(£, ß and A by ß ^  and respectively. Furthermore, for j > 1,
g(j) (2TT/N) 2g(j) ( \ ) ,
"t
t (6.2.18)
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where g ^ ( A ^ )  is formed in an obvious way, while f ^  ^  (A ) is obtained from 
g(j ^(k), k = 1, ...,,q and A ^  ^  in the same way as f (A ) is obtained fromZ X
/n  ~  / n \
the B(k), k = 1, ...,q and A, G' ' is defined (in the next section) by 
equation (6.3*3)•
6.3 The Computational Procedure
The computations involved in applying the estimation procedure for 
the vector model are completely analogous to those for the scalar model.
For the model (6.1.1), i.e.
QL P
2 B(k)y(n-k)+Ax(n) = £ A(j)e(n-j) = z(n), (6.3.1)
k=o j=o
B(o ) = A(o ) = I , where y(n-k), e(n-j) are vectors of v components while 
x(n) is a vector of u components, we will outline the computational procedure 
to be applied in order to obtain efficient estimates of the A(j), B(k), A; 
j = 1 , k = 1,...,q.
Choosing a sample of size N we first form
-  -1  N  _ i  Ny = N Z y(m) y x = N Z x(m),
m=l m=l
and hence
^ N-n _ _
C (n) = (N-n)" z (y(m)-y)(y(m+n)-y)/ , n = 0, ...,p+q,
y m=l
_n N
C (o) = N Z (x(m)-x)(x(m)-x)/ ,
X m=l
N-n _ _
G (n) = (N-n)" Z (y(m)-y)(x(m+n)-x)/ , n = 0,...,p+q,
yX m=l
with C (-n) = C7(n) and C (-n) = C/ (n). We also compute y y xy yxv ’
wy(V wy(V
and
where
i N in\
= ^N-t = t = 1, . ..,[n/2], and will be assumed to be of this form
throughout this section. We are now in a position to carry out Step 1 of 
the c omputat i ona 1 pro ce dure.
Step 1
In this step we obtain initial consistent estimates of the coefficients.
~(l) ~(l) /These estimates will not be required after we obtain a 9 p (the first 
efficient estimates of O', p respectively) so that this step is not repeated 
when we iterate the estimation procedure. For j = 1, , ..,q we obtain the 
following relations by instrumental variables
(in order that these equations may be solved, as we mentioned earlier, for 
j,k = 1,...,q the matrix
2 B(k)C (k)+AC (o) = -C (o). 
k —1 «y
r r (k-p-j) . r (k) -1
- r (-P-J) . r (o) -
y.Y x v '
must be non singular). The solution of these equations gives the initial
l4l
/s , ^estimates B(k), k = 1,,..,q, A, which we may now use to form
z(n) = Z B(k)y(n-k)+Ax(n) , n = 1, 
k=o
£  -1 N /Sz = N Z z(m), 
m=l
and hence
^ N-n ^ /\
C (n) = (N-n) Z (z(n)-z)(z(m+n)-z)/ , n = Q, .. ,,p,
Z m=l
with C (-n) = C/(n). We may now compute z z
. 1 P  ^  i n ^4-fz(At ) = (2IT)'1 £ C2(n)e
n=-p
and
h(At} = VAtK(V'z
where
-i N A# .w (A, ) = (2ttN) 2 Z z(n)eZ T. n=l
An initial estimate of the (pv x 1) vector a  is then computed as 
a  — —A a ,
where for k,£ = 1, .*.,Pjthe block in row k column -t of blocks of A is 
1 ,/n_i , . /s_i -i(k--t)At
(fz K » e J]»t z
while
-ikA
2 = vec[| Ef;1(At)I<N(At )?;1(At )e N ,  
t z
given by
(6.3.2)
the term in the square brackets here being the kth row of blocks, k = 1, ...,q.
Step 2
Form
g(At ) = Z A(j)e 
«3=0
ijA,
, M\)
q „ ikVZ B(k)e , 
k=o
where A(o) = B(o) = I , and
G = (2ir/n) Sg'1(A.)f' (A+ )g*"J‘(A+ ).- 1t z t
Then for k,£ = 1,...,q, compute
/sD
A • AK . L
0 0 0
L* ‘ M
A hR
where
K = |s{l'(At) S (g(At)Gg*(At )) e },
L = 4 E d '  (A.) 0 (g(A+ )Gg*(\.))"'1'e “}>
n -ikA, /v\ . . . -1 t •
N t xy t
M = |s{l'(At) 0 (g(At)Gg*(At))-1},
"t
-ikA,
R = vec{- Z(g(At)Gg*(At)) Iy ( V e ^ 
"t
S = Tec{4 £(g(A+)Gg*(At)) h^CA^)),■n“ — f
and hence
(1) ( ßd)
0 0 0
gU)
l -D d.
It is now possible to use 5 ^  to form z^(n), n = 1,
and hence in same way as we used z(n), n = 1, to form
z
I (A,)• We then compute /s n z
Zto - - A ^ ' V ^ ,
^(l) ^(l) /\ /Swith A , a defined in the same way as A, a except that I (A, ) is/s t/\ Z
replaced by I (A^), and f (A^ _) is now defined by
fz(At ) = (2TT)'1g(At)G^*(At).
Furthermore if we form the matrix
i
S =  [|2{(g‘1(At)(g(At)G^*(At))h*"1(At))/ Q (g(At)8g*(At))_1e t}],
"b
where k = , then the first efficient estimate of a (for A
defined by (6.3*2)) may be computed as
= [i -a “1(i & g"1 & i ) (hv : o )d "‘l(.V.) ] )+ä.
pv P V . 0
We may now use 5 ^  to form D ^ ,  d ^  and hence the efficient estimate
(1) ß(l)
# # •
g<l>
.s(i)-1a(i)
~(l) ~(l) ^ ^where D N , d v 7 are defined as were D, d but using
i (l)(At) = Z Ä (l)(j)e ^  , A (l)(o) = Iv ,
j=°
(with the A^(j), j = 1,...,p, formed in an obvious way from the ) in
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place of g(A ) and G v ' in place of G. The estimate G' is given by
(1) = (21T/N) Zg(l) (At )fz(At )i(l)* (At ),
~b
(6.5.3)
where f ( A ) is computed in Step 1. z u
The procedure is now iterated a number of times repeating Step 2 using 
p ^  in place of a, to form 0i^\ p ^  and so on, so that in
general we have, for the (k+l)st iteration, k ^ 1,
o;(k+i) = [i 2-A^k  ^ (i g ( G ^  & i )(ß(k)7: 0 ) 5 ^
pv P V * 0
where, for k > 1, G ^  is defined by (6.2.18).
6.4 Conclusion
By generalizing the estimation procedure developed in chapter 4 we 
have, in this chapter, obtained estimates of the coefficients of the vector 
mixed autoregressive moving average model with exogenous variables. The 
estimates we have derived, namely (6.2.14) and (6.2.16), are asymptotically 
normally distributed (with asymptotic covariance matrix given by (6.2.17)) 
and efficient. Finally, as section 6.3 indicates, the computational 
procedure to be applied in order to obtain these estimates is completely 
analogous to that for the scalar model.
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