We present optimal randomized leader election algorithms for multi-hop radio networks, which run in expected time asymptotically equal to that required to broadcast one message to the network. We first observe that, under certain assumptions, a simulation approach of Bar-Yehuda, Golreich and Itai (1991) can be used to obtain an algorithm that for directed and undirected networks elects a leader in O(D log n D + log 2 n) expected time, where n is the number of the nodes and D is the eccentricity of the network. We then extend this approach to present an algorithm which operates on undirected radio networks with collision detection (and in fact the weaker beep model ) and elects a leader in O(D + log n) expected time.
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2 n) expected time, where n is the number of the nodes and D is the eccentricity of the network. We then extend this approach to present an algorithm which operates on undirected radio networks with collision detection (and in fact the weaker beep model ) and elects a leader in O(D + log n) expected time.
We also give an algorithm for the model without collision detection which runs in time O((D log n D + log 2 n) · √ log n), and succeeds with high probability. While slightly slower than the algorithm of Ghaffari and Haeupler (2013) , it has the advantage of working in directed networks, and is the fastest leader election algorithm to achieve a highprobability bound therein.
CCS Concepts
•Networks → Network control algorithms; •Theory of computation → Self-organization;
Keywords
Leader Election, Radio Networks, Randomized Algorithms
MULTI-HOP RADIO NETWORKS
We consider the classical model of radio networks with unknown structure. A radio network is modeled by a network (directed or undirected graph) N = (V, E), where * A full version of this paper is available at https://arxiv.org/abs/1505.06149
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PODC'16 July 25-28, 2016, Chicago, IL, USA nodes represent transmitter-receiver stations. A directed edge (v, u) ∈ E means that the node v can send a message to the node u. To make the global communication feasible, we assume that N is strongly connected. We assume that a node does not have any prior knowledge about the topology of the network, its degree, or the set of its neighbors, but does know linear upper bounds for the size of the network n, and the eccentricity of the network D.
We assume that all nodes have access to a global clock and work synchronously in discrete time steps. When we refer to the "running time" of an algorithm, we mean the number of time steps which elapse before completion (i.e., we are not concerned with the number of calculations nodes perform within time steps). In each time step a node can either transmit a message to all of its out-neighbors at once or can remain silent and listen to the messages from its inneighbors. The distinguishing feature of radio networks is the interfering behavior of transmissions. We are concerned with two variants of the model:
In the model without collision detection, if a node v listens in a given round and precisely one of its in-neighbors transmits, then v receives the message. In all other cases v receives nothing; in particular, v is unable to distinguish between multiple in-neighbors transmitting and zero.
The model with collision detection is less restrictive: listening nodes can distinguish between the cases of zero and multiple transmitting in-neighbors. However, rather than directly studying this model directly, we instead work in the strictly weaker beep model, introduced recently by Cornejo and Kuhn [5] . In this model, in synchronous time steps, each node can either beep or not beep. If a node beeps, then it does not receive any information in this time step. If a node does not beep, then it can tell whether zero neighbors beeped, or whether at least one did. Any algorithm designed for the beep model can be directly used for the standard multi-hop radio network model with collision detection.
LEADER ELECTION
Leader election is the problem of ensuring that all nodes agree on a single node to be designated leader. Specifically, at the conclusion of a leader election algorithm, all nodes should output the same node ID, and precisely one node should identify this ID as its own. Leader election is a fundamental primitive in distributed computations and, as the most fundamental means of breaking symmetry within radio networks, it is used as a preliminary step in many more com-plex communication tasks. For example, many fast multimessage communication protocols require construction of a breadth-first search tree (or some similar variant), which in turn requires a single node to act as source (for more examples, cf. [4, 8] , and the references therein).
PREVIOUS WORK.
The study of leader election in radio networks started with the single-hop network model, in which all nodes are directly reachable by all others. Willard [11] gave an algorithm with the expected running time of O(log log n) and showed that this bound is asymptotically optimal, assuming that nodes do not know the value of n.
In the seminal work initiating the study of communication protocols in multi-hop radio networks, Bar-Yehuda et al. [2] developed a general randomized framework of simulating single-hop networks with collision detection by multihop networks without collision detection. As an application, the authors noted that simulating Willard's algorithm yields a leader election algorithm in multi-hop networks running in O(TBC · log log n) expected time, where TBC is the time required to broadcast a message from a single source to the entire network. Plugging in a O(D log n + log 2 n)-time broadcasting algorithm also due to Bar-Yehuda et al. gave leader election in O((D log n + log 2 n) log log n) expected time. Faster broadcasting algorithms [7, 9] subsequently improved this expected leader election time to O((D log n D + log 2 n) log log n). Recent work by Ghaffari and Haeupler [8] took a new approach to yield leader election algorithms with improved high-probability running times, but their expected running times were no quicker.
Let us finally emphasize that leader election takes at least as long as broadcasting an Ω(log n) bit message (cf. [8] ), and, as such, is subject to the lower bounds Ω(D log n D + log 2 n) for broadcasting without collision detection (cf. [1, 10] ), and Ω(D + log n) for broadcasting with collision detection or in the beep model [6] .
OUR RESULTS
We present a simple framework combining the simulation approach of Bar-Yehuda et al. [2] with basic communication primitives that enables us to obtain new, asymptotically optimal or almost optimal leader election algorithms.
We begin with noting that, under certain assumptions, the simulation approach of Bar-Yehuda et al. [2] can be used to obtain an algorithm with the asymptotically optimal expected time complexity for the task of randomized leader election in multi-hop radio networks without collision detection (Algorithm 1). The algorithm runs in O(D log n D + log 2 n) expected time, where n is the number of the nodes and D is the eccentricity or the diameter of the network; the expected running time complexity of this algorithm is asymptotically equal to the time required to broadcast a single message.
This improves by a O(log log n) factor over the expected running time claimed by Bar-Yehuda et al. [2] , and, in the case of undirected networks, by a similar O(log log n) factor over the high probability bound of Ghaffari and Haeupler [8] .
While our algorithm could be seen as a variation of the approach by Bar-Yehuda et al. [2] , the obtained result has not previously been noted despite substantial research into the model (see, e.g., [8] and the references therein).
We then present another algorithm which follows a similar outline but exploits the properties of the collision detection mechanism (Algorithm 3). The algorithm operates on undirected multi-hop radio networks with collision detection (as well as the strictly weaker beep model ) and has O(D + log n) expected running time, which matches the amount of time required to broadcast a single Θ(log n) bit message to the network. It is the first known leader election algorithm in this model with the asymptotically optimal expected running time performance.
The algorithms above achieve the asymptotically optimal expected running time performance. For situations when good worst-case running time is required, we present a Monte Carlo algorithm for directed networks without collision detection which takes a fixed O((D log n D + log 2 n) √ log n) time and succeeds with high probability (Algorithm 4). While this algorithm is not necessarily optimal, and for undirected networks is slightly slower than the algorithm of [8] , it is the fastest known algorithm for high probability leader election in directed networks.
EXPECTED TIME ALGORITHMS
The approach in our optimal expected-time leader election, Algorithm 1, can be described as follows: we repeatedly attempt to randomly select a single leadership candidate, and then run a process to check whether we have indeed done so. If we have, we terminate the algorithm, and if not, we continue. Since we can achieve a constant probability of selecting one candidate, the expected number of iterations required to do so is also constant.
We can employ the optimal broadcasting algorithm of [7] to have candidates broadcast their IDs to the network; this ensures that all nodes hear a candidate ID. We can then use the classic Decay procedure, first introduced by BarYehuda et al. [3] , to locally broadcast. This has the result that any node with at least one in-neighbor who heard a different candidate ID will hear such a differing ID from such a neighbor. Details are given in the full version of this paper. We can then employ the global broadcasting algorithm again to have nodes hearing candidate ID 'clashes' report back to the whole network.
These three stages constitute one iteration of the algorithm, and one can easily show that in expectation only a constant number of iterations are required before the leader election is successful.
Algorithm 1 Leader Election, expected time
loop each node becomes a candidate with probability 1 n candidates choose O(log n)-bit IDs uniformly at random candidates broadcast their IDs nodes locally broadcast to check for differing IDs any node aware of differing IDs broadcasts this to network if nodes heard an ID but no 'differing IDs' message, halt end loop
2 n) expected time and correctly performs leader election with high probability, in both directed and undirected networks.
The algorithm can be seen as being equivalent to simulating Algorithm 2 using the framework of [2] and the broadcasting algorithm of [7] : We extend this approach to exploit the mechanism of collision detection, and yield a faster algorithm for networks where this mechanism is available. Specifically, we give an algorithm (Algorithm 3) for the beep model which runs in optimal expected time.
The idea of the algorithm is similar: we again repeatedly attempt to randomly select a single leadership candidate, and then check whether we were successful. Here the global broadcasting mechanism we employ is that of beep waves, introduced in [8] and formalized in [6] . This technique involves using waves of transmission collisions to carry the bits of a message. By utilizing properties of the beep wave method and restricting the range of possible IDs, we can ensure that nodes become aware of candidate ID clashes without need of a local broadcast phase. Then, we use beep waves once more to broadcast this information back to the network, thus completing an iteration of the algorithm.
Algorithm 3 Leader Election, beep model, expected time
loop each node becomes a candidate with probability O( 1 n ) candidates choose O(log n)-bit ID with exactly k = O(log n) 1s at random candidates broadcast their IDs using beep-waves nodes hearing more than k 1s broadcast this information if nodes heard an ID but no 'too many 1s' message, halt end loop Theorem 2. Algorithm 3 terminates in O(D + log n) expected time, performing leader election with high probability.
MONTE CARLO ALGORITHM
We next give a Monte Carlo algorithm designed to yield better worst-case running times, at the expense of expected time. This algorithm works as follows: first nodes choose to be candidates with probability O( log n n ) to ensure that there are Θ(log n) candidates. The candidates choose IDs, and we then narrow down the field of candidates by using a binary search procedure to find the first O( √ log n) bits of the lowest ID. Details of this procedure can be found in the full version of the paper, but the idea is that we can use the broadcasting algorithm of [7] to have the network agree on a single bit, and so agreeing on O( √ log n) bits takes O( √ log n) times broadcasting time.
One can show that at most O( √ log n) candidates share this lowest ID prefix. We can then remove one candidate at a time by using a slightly strengthened version of the method of Algorithm 1, until only one remains. Each removal stage takes the running time of global broadcast, so reducing O( √ log n) candidates down to one again takes O( √ log n) times broadcasting time.
Algorithm 4 Leader Election, high probability each node becomes a candidate with probability O( log n n ) candidates choose O(log n)-bit IDs uniformly at random binary search for the first O( √ log n) bits of the lowest ID candidates with different ID prefixes drop out loop O( √ log n) times candidates broadcast their IDs nodes locally broadcast to check for differing IDs any node aware of differing IDs broadcasts the highest ID it knows to the network any node which hears a higher ID than its own drops out if nodes heard an ID but no 'differing IDs' message, halt end loop Theorem 3. Algorithm 4 always runs in time O((D log n D + log 2 n)· √ log n), and performs leader election with high probability. It works in both undirected and directed networks.
