Algorithmic enhancements are described that allow large reduction (for some data sets, over 95 percent) in the number of floating point operations in mean squareerror data clustering. These improvements are incorporated into a parallel data clustering tool, P-CLUSTER, developed in an earlier study. Experiments on segmenting standard texture images show that the proposed enhancements enable clustering of an entire 512 x 512 image at approximately the same computational cost as that of previous methods applied to only 5 percent of the image pixels.
Introduction
A fundamental problem found in many fields of study is the need to organize large data sets and detect natural groupings that can be targeted for further study. The demand for this type of data clustering is growing with the popularity of the World Wide Web and the ease of access that it provides to an immense volume of raw data. Without effective clustering methods, the value of accessing large amounts of data may be overshadowed by the difficulty in characterizing that data.
Developing fast data clustering methods has been a long standing problem in pattern recognition and image processing. A typical example is in image segmentation, which attempts to group pixels with similar characteristics into distinct regions. In document image understanding, clustering of texture features is used to identify regions of text and graphics [l] .
Our research investigates the use of parallel processing to improve clustering performance. In our previous work [a, 31, we designed and implemented P-CLUSTER (for ParuEZebCLUSTER) , a parallel version of a squareerror clustering algorithm. We showed that by using the aggregate memory and computing power of a small set of workstations, problems that overwhelm a single workstation can be completed in a reasonable time.
In this paper, we extend our original work by exploring several variations on the mean square-error clustering algorithm. Our goal is to prune as much computation as possible while preserving the clustering quality. We accomplish this task through a combination of three algorithmic enhancements: (i) computing spheres of assignment for centroids] (ii) computing the maximum movement effect for .patterns, and (iii) maintenance of partial sums. Although we studied several other enhancements [3], these three proved most effective. The proposed methods are shown to improve both the sequential and parallel execution times of the algorithm, and are particularly effective when executed on large data sets.
Background and Motivations
In mean square-error clustering [4], a set of n pattern vectors, in d dimensions, is to be partitioned into K clusters, {CI, CZ, . . . , CK}, with cluster ck containing nk patterns and each pattern assigned to a unique cluster. The centrozd of cluster c k is defined as m(k) = ( l / n k )
, where is the ith pattern belonging to cluster c k . The square-error e:
for each cluster ck is the sum of the squared Eu-clidean distances between each pattern in c k and its centroid. The square-error for a K-cluster partition is E; = E:==, e:. The square-error clustering algorithm used as a starting point for our study was originally developed in the late 1960s [5] and was later modified to create the CLUSTER program [4] . CLUS-TER attempts to find the "best" clustering containing 1,2, . . . , KMAX clusters, for a specified value KMAX.
The P-CLUSTER algorithm [3] extends the CEWS-TER algorithm to a client-server process configuration. Data is partitioned into blocks by the server process, which sends the initial centroid list and work assignments (blocks) to each of the clients. For each block assigned to a particular client process, the client computes the distances for each pattern in the block and assigns the pattern to the appropriate cluster. The client also calculates the block partial sum for each cluster, over the patterns in its blocks, and sends the results to the server. Specifically, for each cluster Ck, the client responsible for block b computes P k , b = cyif ~i (~'~) , where n k , b is the number of patterns in block b that are assigned to cluster C k , and xi(kIb) is the ith pattern vector in block b belonging to cluster c k . When the server has collected block partial sums from all the clients, it calculates the new centroids and returns them to the clients, which begin a new iteration of assignments. When no further improvement is made during a given pass, each client sends to the server the cluster membership of all of its data patterns. The server then proceeds to the next pass or recognizes that termination conditions have been met and halts.
In our earlier studies [2] , we tested the P-CLUSTER algorithm by using it to segment standard texture images on various workstation cluster platforms. We showed that a small number (2 to 16) of Sun Sparc-10 workstations, connected via Ethernet, can effectively handle problems that cannot be solved on a single workstation due to the limitations of main memory and subsequent thrashing. Even when implemented on a supercomputing platform such as the IBM SP-1, where each node has enough main memory to contain the entire problem, near-linear speedup was achieved for clustering of large images (512 x 512 pixels, 20 floating point features per pixel) [3] .
To further improve performance, two trends often found in each clustering pass can be exploited. First, after a small number of passes through the data, relatively few patterns change their cluster assignments.
In our experiments, we noted that 70-80% of the changes in cluster assignment occur in the first two iterations, even though the clustering pass may require over 100 iterations to complete. Second, the movement of centroids tends to decrease with each successive pass through the data. Other authors have investigated ways to exploit similar characteristics in different types of clustering algorithms [6, 71. In this work, we take advantage of these trends in order to reduce the number of distance calculations, and therefore the total execution time, of square-error clustering.
Experimental framework
We applied the new versions of the P-CLUSTER program to two standard texture images used in our earlier study [8] . The first image is of size 256 x 256 pixels and contains five distinct textured regions. The second image is of size 512 x 512 pixels and contains 16 distinct textured regions; the image and its clustering result are shown in Figure 1 . Each image had been passed through a bank of 20 Gabor filters [9] to produce 20 energy features per pixel. Other data sets were used to verify that the computational savings were not due to the particular data sets chosen; see Section 5. We emphasize that all versions of the program produce identical clustering solutions for a given data set.
Our workstation cluster testbed comprises a mixture of Sun Sparc-lo's, each with 32 megabytes of memory and a relatively small (-200 megabyte) local disk. This configuration is typical of many laboratory environments and, therefore, it is our hope that the results of this study will be useful to researchers who have access to similar environments.
Computational Pruning

Spheres of Guaranteed Assignment
The key to reducing computation time in square-error clustering is to minimize the number of distance calculations. In our data sets, 1000 patterns could be manipulated per millisecond if no distance calculations were executed, as compared to 100 patterns per millisecond if a distance calculation was needed for each pattern. One way to reduce distance calculations is to precompute a set of radii for each centroid, which define a set of hyperspheres that may preclude the need to check other centroids. Figure 2 shows an example of this spheres of assignment method in two dimensions. Given a set of centroids, the distances between each pair of centroids Figure 2 . Spheres of Assignment Example than half the distance from C1 to Cz, then the distance to C2 must also be computed. If the pattern is closer to C2 than to C1, then C 2 becomes the new minimum distance centroid, and the process is continued until no centroids remain to be checked or P falls within a sphere of guaranteed assignment. Once again considering Figure 2 , assume that C3 is the next closest centroid to C1. Since pattern Pz lies outside the first radius of C1, the distance from P2 to C2 must be computed. When it is determined that Pz is closer to C1 than to C2, the distance from P2 to C1 can be compared to the second sphere around C1, corresponding to v. Since the second radius is greater, P2 need not be compared to any other centroid and can be assigned to Cl. In is computed and saved in a table. In addition, stored with each pattern is its previously assigned centroid.
If a pattern P is closer to a centroid C i than half the distance to the centroid Cmin, where Cmin is the closest centroid to C;, then P can be assigned to Ci without checking any other centroids. In Figure 2 , assume that Cz is the closest centroid to Cl. Therefore, any pattern such as PI, within a distance of C1 (depicted by the smallest solid circle around Cl) must be closer to C1 than to C2. Moreover, since any such pattern is necessarily closer to C1 than to any other centroid Ci, only one distance calculation is needed to properly assign pattern PI to centroid C1.
If the distance from a pattern P to C1 is greater must be computed in order to assign this point.
Maximum Movement Effect
Given that the cluster membership of most patterns is unlikely to change in any given iteration, it is also advantageous to include a simple check to determine whether it is possible for the pattern to have changed membership at all. If the answer is no, then all computations for that pattern can be avoided.
Formally, let P be a pattern and {Cl,. . . , C K } be a .
set of K centroids ordered in increasing distance from P , that is, 1 P -C1 I 5 IP -C2 I 5 . . . 5 IP -CK I. We define the maximum movement effect, M , to be:
M is the minimum total distance that C1 and C2 must move such that there is a possibility of P becoming closer to C2 than to Cl. Clearly, since C2 is at least as close to C1 as is any other centroid, given the sorted ordering. Now, let all centroids C1, . . . , CK move to new positions Ci, . . . , Ck, and define mi to be the distance moved by Ci:
Let mmaz be the largest distance moved by any centroid other than C1, specifically, mmaZ = max(mi), P < i 5 K . The maximum distance that C1 could have moved away from P is ml, and the maximum distance that any other centroid Ci (i # 1) could have moved closer to P is mmax. It can be shown that, if M > (ml + " a s ) , then P is as close.to Ci as to any other centroid Ci, i > 1 [3] .
To make use of this result, stored with each pattern P is its value of M , denoted M p . The previous cluster assignment is also stored with each pattern. Before each iteration, the distance moved by each centroid, along with mmax, is computed. If P is a member of cluster i, the algorithm sets M p = M p -(mi + mmar).
If M p 5 0, then normal distance calculations must be executed to find both the current closest centroid and the second closest centroid to P. If M p > 0, then all other computations on P may be skipped. The new, reduced value of M p is used in the next iteration.
As described above, this method is based on a worstcase scenario in which the centroid associated with a pattern always moves directly away from that pattern, and all other centroids move directly towards the pattern. To improve performance, our implementation uses the maximum distance that any centroid could have moved closer to a given pattern. Consider Figure 3, in which the centroid C2 has moved away from a plane that intersects the midpoint of the line between the original positions of centroids C1 and Cz, and is perpendicular to that line. Under these conditions, C2 could have moved no closer to any point previously associated with CI than distance w, no matter how far C1 may have moved.
Partial Sums
The previous two methods produced substantial reductions in the distance calculations, causing other components of the algorithm to become more prominent. One such computation is the feature-wise summation of all the pattern vectors within each cluster. To reduce the cost of these computations, we maintained a set of partial sums associated with each block of data, one set for each possible cluster. Patterns that change assignment are subtracted from the old set of sums and added to the new set; a computation is carried out only when a membership change takes place. The potential problem with maintaining partial sums is the possibility that round-off error will accumulate over time and eventually degrade the clustering results. To combat this phenomenon, we maintained a count of how many iterations had passed since the partial sums had been created directly from the data. When a limit is reached, the partial sums are all computed directly by summing the original data, thus limiting the potential effect of round-off. We set the limit arbitrarily to 1000, but in experiments with our two main data sets, no round-off effects were observed, regardless of how high the limit was set. Computational pruning substantially reduces the core execution time for both images and the total execution time for the larger image. In general, pruning is more effective when more clusters are sought. Parallelism reduces computation time for up to 8-10 workstations, after which communication overhead overshadows computationalgain. It is worth noting that for the smaller image, savings from computational pruning were greater than that of parallelization; as shown in 
Performance Results
Other Data Sets
In order to demonstrate the general utility of these methods, we performed experiments on several other data sets. The data and the reduction in distance computations are summarized in speech data, specifically, individuals pronouncing the letters of the alphabet; there are 26 expected clusters and 618 features [lo] . We clustered each data set several times with different numbers of clusterings. In all cases, the prcposed methods pruned away at least 69% of the distance computations. In many cases, the savings was much greater. For example, in the 10-and 16-cluster cases of the Coupon data, 96.2% of the distance calculations were eliminated. With the exception of the Isolet data, searching for more clusters yielded a larger computational savings.
Conclusions
We have described three techniques to reduce the computational cost of mean square-error data clustering: (i) spheres of assignment, (ii) maximum movement effect, and (iii) partial sum maintenance. Experiments on segmenting standard texture images show that the proposed enhancements enable clustering of an entire image (e.g., a 512 x 512 image) at the same computational cost as that of previous methods when applied to only a small percentage of image pixels. Our ongoing work includes investigation of heuristics to predict the final centroid set in order to reduce the number of iterations in each pass.
