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We investigate the role of nonclassical temporal correlations in enhancing the performance of tick-
ing clocks in a discrete-time scenario. We show that the problem of optimal models for ticking clocks
is related to the violation of Leggett-Garg-type temporal inequalities formulated in terms of, possibly
invasive, sequential measurements, but on a system with a bounded memory capacity. Moreover,
the idea of ticking clocks inspires the derivation of a new family of temporal inequalities show-
ing a gap between classical and quantum correlations. We present analytical and numerical results
showing that quantum ticking-clock models achieving accuracy beyond the classical bound are also
those violating Leggett-Garg-type temporal inequalities for finite sequences. We also investigate the
continuous limit of our models and its relation with known results in the literature.
Introduction.— The investigation of nonclassical tem-
poral correlations has been first proposed by Leggett
and Garg [1] with the goal of witnessing some macro-
scopic quantum coherence effect. Their definition of
classical correlations is based on two assumptions:
macrorealism per-se (MR), i.e., the existence of a def-
inite value for a physical quantity at any instant of
time, and noninvasive measurability (NIM), i.e., the pos-
sibility of measuring such a quantity without altering
its value. From these two assumptions, the authors
derived what are now called Leggett-Garg inequalities
(LGI). Such inequalities have been tested in a wide
variety of physical systems (see the review [2] and
Refs. [3–11] for more recent experiments) and consid-
erable theoretical and experimental efforts have been
put into closing the so-called clumsiness loophole [6, 11–
15], namely, the possibility that the NIM condition is
violated due to an imperfect, or clumsy, measurement.
This strong restriction on allowed operations makes it
difficult to discuss in terms of LGI quantum advantages
in information-theoretic tasks involving sequential op-
erations: any classical device with an internal memory
that is updated by sequential operations would violate
NIM. To overcome this problem, improved inequalities
have been proposed [16] relaxing NIM assumption to
that of bounded internal memory: the operations are
allowed to be invasive, but they can modify an inter-
nal memory of at most n bits; NIM is recovered in the
special case n = 0.
In contrast to the spatial case, where entangle-
ment [17, 18] and Bell nonlocality [19, 20] have been
connected to several quantum information tasks, much
less is known about the role of temporal quantum corre-
lations in practical applications. The notion of sequen-
tial operations, nevertheless, arise in several contexts
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such as random access codes [21–23], dimension wit-
nesses [24–29], communication scenarios [30–33], clas-
sical simulations of quantum contextuality [34, 35], pu-
rity certification [36], quantum simulation of classical
stochastic processes [37], and memory asymmetry be-
tween prediction and retrodiction [38]. Finally, tempo-
ral correlations naturally arise in the investigation of
optimal ticking clocks [39–43], which have been shown
to outperform their classical counterpart in the case of
continuously measured quantum systems [40].
Here, we address this problem from the perspective
of Leggett-Garg-type inequalities and in the context of
discrete-time measurements. First, we show how the
notion of optimal accuracy of a ticking clock can give
rise to a family of temporal inequalities and we prove
analytically the bound for the bit case. Such inequal-
ities, which involve first and second moments of the
ticks distribution, need infinitely long sequences. In-
spired by these expressions, we derive another family
of inequalities, which discriminates classical and quan-
tum systems for finite sequences. We show that quan-
tum models that achieve an accuracy above the classical
bound are also those that violate such inequalities for fi-
nite sequences. Finally, we discuss the continuous-time
limit of such clocks and present numerical results sup-
porting our conjecture on the generalization of these
inequalities to arbitrary dimension.
Preliminary notions.— Our framework for temporal
correlations (cf. [16]) is based on the notion of finite-state
machine: a box that accepts inputs from an alphabet X
and produces outputs from an alphabet A, and it is
operated sequentially: it first receives an input x ∈ X
and produces an output a ∈ A, then receives y and
produces b, and so on. In quantum mechanics, the as-
sociated probability is given by
p(ab|xy) := tr[Ib|y ◦ Ia|x(ρ)], (1)
where ρ is the initial state, {Io|i}o is the quantum in-
strument associated with the input i, i.e., Io|i is a com-
pletely positive (CP) map for all o and ∑o Io|i is a
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2completely-positive trace-preserving (CPTP) map, and
◦ denotes composition. The set of operations {Io|i}o,i
is assumed to be fixed along the sequence. We further
restrict to the case of finite-dimensional Hilbert spaces,
i.e., we assume d := dimH < ∞, amounting to log2 d
bits of internal memory for the system. This restric-
tion is necessary, as a classical system with unbounded
memory would be able to simulate all temporal corre-
lations [16, 44, 45].
The classical version of a finite-state machine [46] of
dimension d can be compactly represented as
p(ab|xy) = piT(a|x)T(b|y)η, (2)
where pi ∈ Rd is a (row) vector of the initial state dis-
tribution. I.e., [pi]i represent the probability of being
in the state i, which implies [pi]i ≥ 0 and ∑i[pi]i = 1,
T(a|x) is a d× d substochastic matrix, i.e., [T(a|x)]ij ≥ 0
and ∑j[T(a|x)]ij ≤ 1, such that ∑a T(a|x) is a stochas-
tic matrix, i.e., ∑j,a[T(a|x)]ij = 1. Finally, η ∈ Rd is
the column vector (1, . . . , 1). It is straightforward to
see that the classical case corresponds to the quantum
case of states and operations diagonal in the same basis.
Classical and quantum models provide different corre-
lations that can be distinguished via Leggett-Garg-type
inequalities [16].
In its simplest instance, a ticking clock is modelled
by a physical system generating an output 1 =“tick”
at some instants of time. In our model, time is dis-
crete. Our classical and quantum clocks can be mod-
elled by a finite-state machine without input, where the
dynamics is described, respectively, by transition ma-
trices {T0, T1} or a quantum instrument {I0, I1}. We
associate T1 (or I1) with the system outputting a tick,
whereas T0 (or I0) produces no change, i.e., 0 or “no
tick”, and we call this model a discrete-time ticking clock.
In contrast to previous models, e.g., [41], we do not
require a so-called gear system assigning the output-
memory allocation, and our model closely resembles
a discrete-time version of [43].
Accuracy of discrete-time clocks.— A figure of merit of
the quality of a ticking clock is the accuracy [39]
R :=
µ2
σ2
, (3)
for a clock that resets itself after each tick; where µ is
the mean time between ticks and σ2 its variance. This
quantity corresponds to the number of ticks on average
that the clock can make before its uncertainty is larger
than the mean interval between two ticks. In [40], it
was shown that continuous-time quantum clocks can
outperform classical clocks of the same dimension. For
a discrete-time clock, defining by p(L) the probability
of the first occurrence of the outcome “1” at time-step
L, i.e., p(L) := p(00 . . . 1), one defines µ := ∑∞L=1 Lp(L)
and σ2 = ∑∞L=1(L− µ)2 p(L). Even if both expressions
involve infinite sums they can be computed analytically,
at least for low-dimensional systems, in terms of the
model parameters.
Using the arrow-of-time conditions [47], i.e., no sig-
naling from the future to the past, one has
p(L) = p(0 . . . 0︸ ︷︷ ︸
L−1 zeros
)− p(0 . . . 0︸ ︷︷ ︸
L zeros
) = piTL−10 (1 − T0)η. (4)
Then, for a clock realized with a classical bit, p(L) can
be analytically computed as a function of L and the en-
tries of the 2× 2 matrix
T0 =
(
a b
c d
)
, with a, b, c, d ≥ 0, a + b, c + d ≤ 1. (5)
For this, we use the Z-transform [48], defined for a func-
tion f : N → R as Z [ f ](z) := ∑∞n=0 f (n)z−n. This al-
lows us also to compute the corresponding statistical
moments, i.e., µ and σ2. The expression for the accu-
racy can, then, be maximized with the constraints from
Eq. (5). For µ ≤ 2 one can obtain a perfect clock, i.e.,
with σ2 = 0 and R = ∞. For µ > 2 one obtains the
maximum value R = 2µ/(µ− 2) for the model
Ropt =
2µ
µ− 2 , for T0 =
(
q 1− q
0 q
)
, q := 1− 2
µ
, (6)
by explicitly solving the Karush-Kuhn-Tucker condi-
tions [49]. We call this optimal model one-way. From
this solution we extract an inequality for two-state ma-
chines as R ≤ 2µ/(µ− 2), equivalently,
µ(µ− 2)− 2σ2 ≤ 0 for µ > 2; (7)
details can be found in Appendix B.
Temporal inequalities for finite-length sequences.— Eq. (7)
can be thought of as Leggett-Garg-type inequality pro-
viding a witness for nonclassical temporal correlations,
w.r.t. the finite-state machine framework, even though
it involves an infinite sequence of measurements. In-
spired by the above construction, we are able to over-
come this difficulty by defining a family of temporal
inequalities for (finite) sequence length L
p(L) = p(00 . . . 01) ≤ ΩCd=2,L. (8)
As a result of optimization, a second model arises,
which we call the cyclic model:
T0 =
(
0 1
qcy 0
)
, for qcy = 1−
⌈
L
2
⌉−1
, (9)
where d·e is the ceiling function. For the one-way
model we similarly obtain qow = 1− 2L as the optimal
value for maximizing p(L).
For the case d = 2 we are indeed able to prove, up to
L = 20, an analytical upper bound to the ΩC2,L, with a
3gap of 10−4 w.r.t. the maximum achieved by the cyclic
and the one-way models (cf. Appendix F). For d = 2,
the one-way model provides a better value for L = 3,
while the cyclic model gives the best value for larger
L. However, note that the optimal initial state changes
with L in the latter case. It is picy,even = (1, 0) =: pi1
for even values of L and picy,odd = (0, 1) =: pi2 for odd
values of L. In contrast, the probability distribution for
a fixed initial state pi1, needed for the computation of
the accuracy, is pcy,pi1(L) = q
L
2−1(1− q), if L2 = m ∈N+
and pcy,pi1(L) = 0 otherwise (cf. Appendix C).
A natural question arises regarding the relation be-
tween the saturation of the temporal inequality in
Eq. (8) and the optimal accuracy of classical clocks. We
see that the optimal clock in terms of accuracy, i.e., the
one-way model, is also optimal for the finite sequence
with L = 3, but in the other cases it is outperformed by
the cyclic model. The latter, in turn, has a non-optimal
accuracy and, as shown below, does not posses a con-
tinuous limit. Both those models are a special instance
of what we call the multicyclic model (cf. Fig. 2), that gen-
eralises to arbitrary dimension, and for which both the
p(L) and the accuracy can be computed explicitly as a
function of the parameter q; see Table I and Appendix C
for further details.
Quantum model.—Inspired by the classical cyclic
model, we construct a qubit model able to violate Eq. (7)
(for any µ > 2) and Eq. (8), in terms of a single param-
eter q = q(µ) and q = q(L), respectively. The model is
described by a single Kraus operator for the “no-tick”
output, namely K0 = U0
√
E0, with
E0 =
(
1 0
0 q2
)
, U0 =
( √
u
√
1− u
−√1− u √u
)
,
(10)
where E0 is a diagonal effect, U0 is a single-parameter
unitary, hence 0 ≤ q, u ≤ 1. One can write U0
as U0 = exp(iθσy) where σy is the Pauli y matrix and
θ = arctan
(√
1− u/√u).
Minimizing σ2 over q and u for fixed µ(q, u), we find
the functional form u(q) and q(µ) as
u = 2q/(1+ q2), q =
(
1− 2
µ
)
, (11)
and the corresponding θ = arctan
(
(1− q)/√2q) =
arctan
(√
2/
√
µ(µ− 2)
)
. Inserting these values, we
find that the l.h.s. of Eq. (7) for µ > 2 becomes
µ(µ− 2)− 2σ2 = µ
2(µ− 2)2
2(µ− 1)2 > 0, (12)
with σ2 = µ(µ− 2) [µ(µ− 2) + 2] /[4(µ− 1)2] and R =
4µ(µ− 1)2/ {(µ− 2) [µ(µ− 2) + 2]}, giving R = 4 = d2
for µ→ ∞.
The same model also violates the classical bound
p(L) ≤ ΩC2,L when µ is chosen to be L, i.e., q =
5 10 15 20
L
0.1
0.2
0.3
0.4
p(L)
C
Q: (u,q) max
Q: (u,q) fix
FIG. 1. Classical bound (blue) for p(L) and quantum value
for the model in Eq. (10), for u = 2q/(1+ q2) and q = 1− 2/L
(green) or maximized over u, q (yellow).
(1− 2/L) and u = u(q) as in Eq. (11). See Appendix D
for the details of the construction, and Fig. 1, where also
a possible maximization over u, q is considered.
Continuous limits.—We now investigate how to take
the limit of continuous time in our models and how this
recovers known results in the literature. Let us denote
by δ > 0 the discrete time-step, and {I (δ)0 , I (δ)1 } the cor-
responding quantum instrument. The continuous-time
limit corresponds to δ→ 0+, so in order to characterize
the case of “no tick” in a finite interval [0, t], we need
to consider a diverging number N of application of the
instrument, namely N = t/δ ∈ N, with the composite
instrument
I˜ (t)0 := limN→+∞
(
I (t/N)0
)◦N
. (13)
To find the form of I˜ (t)0 , we impose some very natu-
ral properties. First, if no time has passed, nothing hap-
pens, I˜ (0)0 = id, where id denotes the identity channel;
second, the application should be divisible, I˜ (t1+t2)0 =
I˜ (t1)0 ◦ I˜ (t2)0 ; third, we want the clock not to move instan-
taneously, i.e., limt→0+ ‖I˜ (t)0 − id‖ = 0. In Appendix E,
we show that for every instrument satisfying these con-
ditions, there exits a (subnormalised) Lindblad operator
L, such that I˜ (t)0 = etL. Therefore, given a composite
instrument I˜ (t)0 , its corresponding generator L can al-
ways be found by evaluating limδ→0+(I (δ)0 − id)/δ.
The classical case is a special case of the above, and
leads to the substochastic channels T˜(t)0 = e
tA0 , and
T(δ)0 = e
δA0 where A0 is a substochastic generator giv-
ing rise to a state pi(t) = pi1etA0 at time t ≥ 0.
From the continuity condition, limδ→0+ ‖T(δ)0 − id‖ =
0, it is obvious that the cyclic model does not have a
continuous limit. In the one-way model, the condition
4is satisfied for q(0) = 1. For δ ≈ 0, we can approximate
q via a Taylor expansion as q(δ) ≈ 1− αδ, with α > 0.
The condition on the first derivative comes from the fact
that q ≤ 1.1
For the d-dimensional cyclic model (cf. Appendix C),
the generator is A0 = limδ→0+
T0−1
δ and consists of a
bidiagonal matrix with −1 on the diagonal and 1 on
the upper diagonal. This is the ladder clock defined
in [42] and proven to be the most accurate classical
continuous-time clock in [40] — achieving an accuracy
R = d. This clock can also be approached thermody-
namically [39], in the limit of semi-classical dynamics
and infinite entropy cost.
Similarly, we investigate the limit of the quantum
model, and compare it with the quasi-ideal clock from
[40, 43, 50]. For an initial pure state and single-Kraus-
operator evolution, we write |ψ(t)〉 = e(iHt−Vt)|ψ(0)〉,
with H Hermitian and V positive semidefinite. The
Kraus operator is K0 = U0
√
E0, so that the discrete
evolution is |ψn〉 = Kn0 |ψ0〉 and we can put K0 =
eδ(−V+iH)) ' 1 + δ(−V + iH) for δ ≈ 0. From this
relation and with q = q(δ), we can associate
−V + iH = lim
δ→0+
K0 − 1
δ
= lim
δ→0+
log K0
δ
. (14)
To calculate the logarithm of K0 we can make use of the
Baker-Campbell-Hausdorff formula and obtain
log K0 =
log(q(δ))
2 (1 + σz) + iθ(q(δ))σy + o(q(δ)), (15)
and finally, substituting the value of θ(q) from (11) and
recalling q(δ) ≈ 1− αδ to first order, we have
1
δ log K0 ≈ 1δ
[
−αδ
2 (1 + σz) + i
αδ√
2
σy
]
=
= α
[
(1 + σz)/2+ iσy/
√
2
]
,
(16)
thus we can identify V = (1 + σz)/2 and H = σy/
√
2
and obtain in this way the continuous limit of our quan-
tum model. The features of our model resemble those
of the Quasi-ideal clock in [40, 43, 50], in that the Lind-
blad operator decomposes into a free evolution (H) and
a measurement (V), with the corresponding basis of
eigenvectors related by a discrete Fourier transform.
Outlook on discrete-time clocks in higher dimensions.—
The classical models arising for d = 2 can be general-
ized to a family of higher dimensional models that we
call multicyclic models. They are parametrised by a posi-
tive integer k, which gives the size of each block within
which the behaviour is cyclic, but with the possibility
of transition from one block to the other, as in the one-
way model. Only once the last state is reached, there is
1 One can easily show that the case of the first derivative equal to
zero is inconsistent with the assumption of a time-independent
generator of the continuous model, thus, it can be excluded.
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FIG. 2. Example of multicyclic model for d = 6 and k = 2.
Within each block of size k = 2, the machine behaves as in the
cyclic model, it transitions deterministically until the last state
of the block, then cycles with probability q or moves forward
with probability 1− q, as in the one-way model. When the
last state of the last block is reached, the machine can output
1 with probability 1− q.
a nonzero probability of emitting the output one. See
Fig. 2 and Appendix C for details. The one-way and
cyclic models are recovered for k = 1 and k = d, respec-
tively. The main properties are collected in Table I.
model max ppis (L) µ σ
2 R
mcd,k (
m−1
n−1)(1− n/m)m−n(n/m)n d1−q kdq(1−q)2 dkq =
dµ
k(d−µ)
for n = dk , m =
⌈
L
d
⌉
, s = (L mod d) + 1
TABLE I. Summary of relevant quantities for the multicyclic
model of dimension d and block-size k .
Based on these models, we conjecture that our in-
equalities generalize to arbitrary dimension d > 2 as
µ(µ− d)− dσ2 ≤ 0, (17)
p(L) ≤ ΩCd,L, (18)
where, Eq. (17) is always saturated by the one-way
model, whereas for Eq. (18), the bound ΩCd,L is satu-
rated by a multicyclic model of size k = k(d, L).
These conjectures are supported by an extensive nu-
merical search based on Adam algorithm [51]. For
Eq. (17), we searched for a violation for d = 3, . . . , 10 via
Adam with 104 iterations and 100 different initial points
for each dimension. For Eq. (18), we used 104 iterations
and 100 different initial points for each d = 3, . . . , 10
and L = d + 1, . . . , d + 10. All the numerical searches
reached the known bound for Eq. (17), whereas for
Eq. (18) the optimal value is found typically only for
low dimension and short sequences and worse results
are found in all other cases. These results of the numer-
ical searches are collected in Appendix G. Moreover, the
conjecture in Eq. (17) is also supported by the optimal-
ity of the one-way model in the continuous-time limit
[40].
Conclusions.—The notion of nonclassical temporal
correlations naturally arises in quantum information
tasks involving single systems on which quantum op-
erations are applied in sequence. Notwithstanding the
central role of LGI in a foundational perspective, i.e.,
5in witnessing quantum coherence effects in the macro-
scopic limit, such inequalities are not suitable for dis-
cussing tasks involving microscopic systems and inva-
sive operations. Here, we approach the problem from
a different perspective, namely using the framework of
invasive measurements on systems with a finite mem-
ory, and we focus on the task of designing ticking
clocks.
We show how the problem of optimal accuracy for
ticking clocks can be related to Leggett-Garg-type in-
equalities, involving both infinite and finite sequences
of measurements, able to distinguish between classi-
cal and quantum correlations. Moreover, our results
show the power of the finite-state machine framework
in dealing with long, possibly infinite, sequences of
measurements. Since the number of model parameters
stays constant for arbitrary sequences, as opposed to
the time-dependent framework where they grow expo-
nentially in the length, analytical and numerical meth-
ods such as the Z-transform, grid search or gradient-
descent can be used to efficiently analyse the temporal
correlations.
Our results also suggest the possibility of obtaining
temporal inequalities valid for arbitrary dimension and
length, as conjectured in Eqs. (17),(18). This question
will be the object of future research. Finally, we hope
our results will stimulate also an experimental inves-
tigation of temporal correlations in the finite memory
scenario.
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Appendix A: Z-transform and temporal sequences
In the following, we show how to compute the probability p(L) and its moments µ, σ, and, thus, the accuracy
R = µ2/σ2, for classical and quantum finite-state machines. This method also allows us to show that the one-way
model provides the maximal accuracy in the bit case. Our method is based on the notion of Z-transform, a standard
tool for the analysis of discrete signals [48]. Given a function f : N→ R, we define its Z-transform as
f˜ (z) = Z [ f ] =
∞
∑
n=0
f (n)z−n. (A1)
The transform f˜ (z) will be in general a function of the complex variable z defined on a domain corresponding to
the radius of convergence of the series in Eq. (A1). In particular, if ∑∞n=0 | f (n)| < ∞, as it is the case if f (n) is a
probability distribution in n, its Z-transform will be defined (at least) for |z| ≥ 1.
The Z-transform satisfies a series of properties, such as linearity, bijectivity, or properties associated with shifts
and derivatives that will be useful in the following (see, e.g., [48]). In particular, we will use that
Z [ f (n + 1)] = z(Z [ f (n)]− f (0))
Z [ f (n)− f (n− 1)] = (1− 1/z)Z [ f (n)] (A2)
which can be straightforwardly verified. This property is useful because our expressions for the probabilities p(L)
are of the form
p(L) = f (L− 1)− f (L), (A3)
where
fcl(L) = pi0TL0 η,
fq(L) = tr[IL0 (ρ)] = 〈ψ|(I∗0 )L(1 )|ψ〉,
(A4)
for, respectively, the classical and quantum cases, and where the use of a pure state ρ = |ψ〉〈ψ| or pi0 = (1, 0, . . . , 0)
for maximizing some expression, either p(L) or R, is justified by standard convexity argument.
Thus, from the above property of the Z-transform we can write
Q(z) = Z [p(L)] = −(1− 1/z)Z [ f (L)] := −(1− 1/z) f˜ (z), (A5)
6where f (L) is the respective function for either the classical or quantum cases and we called f˜ (z) the corresponding
z-transform. This function Q(z) = ∑∞L=0 p(L)z
−L is also a generating function for the moments of the probability
distribution p(L), namely
µ =
∞
∑
L=1
Lp(L) = − ∂Q(z)
∂z
∣∣∣∣
z=1
= f˜ (1),
σ2 =
∞
∑
L=1
L2 p(L)− µ2 = ∂
2Q(z)
∂z2
∣∣∣∣
z=1
+
∂Q(z)
∂z
∣∣∣∣
z=1
− µ2 = −µ(µ− 1)− 2 f˜ ′(1),
(A6)
where the latter equalities follow directly from calculating the derivatives of Q(z), namely
∂Q(z)
∂z
= − 1
z2
[
f˜ (z) + z(z− 1) f˜ ′(z)] , (A7)
∂2Q(z)
∂z2
=
1
z3
[
2 f˜ (z)− 2z f˜ ′(z)− z2(z− 1) f˜ ′′(z)
]
.
Let us now consider the classical case, which serves also as an illustration. We have
Q(z) = −(1− 1/z)Z [ fcl(L)] = −(1− 1/z)pi0 · Z [TL0 ] · η = −(1− 1/z)pi0 ·
(
1 − z−1T0
)−1 · η, (A8)
where we used also linearity and the fact that Z [TL0 ] =
(
1 − z−1T0
)−1. This last statement can be seen as follows
for a general recursive sequence. Let us denote by pi(n) the state at the time step n and by T0 the transition matrix,
we have the relation
pi(0) :=pi0,
pi(L + 1) =pi(L)T0.
(A9)
By applying the Z transform on both sides of the second equation and using Eq. (A2), we obtain
z (pi(z)− pi0) = pi(z)T0,
⇒ pi(z)
(
1 − z−1T0
)
= pi0,
⇒ pi(z) = Z [pi(L)] = pi0Z [TL0 ] = pi0
(
1 − z−1T0
)−1
.
(A10)
Note that the matrix (z1 − T0)−1 is called the resolvent of T0. Thus, simplifying a bit the expression (A8) and
transforming back, we obtain
p(L) = pi0 ·
[
1
2pii
∮
C
zL−1(1− z) (z1 − T0)−1 dz
]
· η, (A11)
where C is a closed region in the radius of convergence. Note that the matrix inside the square parentheses is noth-
ing more than TL−10 (1 − T0). Interestingly, the above integral representation resemble the spectral representation
for Hermitian operators, where the resolvent plays a role similar to the spectral projections in computing a function
of T0, a polynomial in this case, but for a matrix T0 that is in general not Hermitian or even diagonalizable.
In turn, the integral in (A11) can be calculated from the residues of the function
zL−2(1− z) f˜cl(z) = zL−1(1− z)pi0 · (z1 − T0)−1 · η = z
L−1(1− z)
det(z1 − T0)pi0 · adj(z1 − T0) · η, (A12)
where adj(A) denotes the adjugate matrix of A, i.e., [adj(A)]ij = (−1)i+j Mji, where Mji is the (j, i)-minor of the
matrix A, namely, the determinant of the matrix obtained by deleting the row j and column i of A (see, e.g., [52]
for a textbook reference).
The moments of p(L) can then be calculated from the derivatives of Q(z) in z = 1 as
µ = f˜cl(1) = pi0 (1 − T0)−1 η,
σ2 = µ(µ− 1)− 2 f˜ ′cl(1) = µ(1− µ) + 2pi0 (1 − T0)−1 T0 (1 − T0)−1 η =
= −µ(µ+ 1) + 2pi0 (1 − T0)−2 η,
(A13)
since f˜ ′cl(z) = −pi0
(
1 − z−1T0
)−1 T0 (1 − z−1T0)−1 η and where in the last line we used the property that
[T0,
(
1 − z−1T0
)−1
] = 0.
7Appendix B: Optimal accuracy for the bit case
It is instructive to perform this calculation explicitly for the case of a 2-state classical machine with an arbitrary
transition matrix T0 =
(
a b
c d
)
. We have that the adjugate of z1 − T0 is
adj(z1 − T0) =
(
z− d b
c z− a
)
, (B1)
and thus, fixing the initial state as pi0 = (1, 0), we have pi0 · adj(z1 − T0) · η = (z− d + b). In this case, it is easy to
see that the case of T0 with two equal eigenvalues t+ = t− = t0 can be excluded, since in that case the matrix will
be proportional to the identity, which is not a good clock model. Then, we have
zL−2(1− z) f˜cl(z) = z
L−1(1− z)
(z− t+)(z− t−) (z− d + b), (B2)
where t± = 12
(
a + d±√∆
)
with ∆ = (a− d)2 + 4bc are the eigenvalues of T0.
Calculating the residues of the function in Eq. (B2) we obtain the expression for the probability as
p(L) =
tL−1+ (1− t+)
t+ − t− (t+ − d + b)−
tL−1− (1− t−)
t+ − t− (t− − d + b)
=
1
2L+1
√
∆
[(√
∆− a− d + 2
) (√
∆− a− 2b + d
) (
−
√
∆+ a + d
)L−1
−
(√
∆+ a + 2b− d
) (√
∆+ a + d− 2
) (√
∆+ a + d
)L−1]
.
(B3)
The Z-transform can be further used to compute the accuracy as a function of the model parameters a, b, c, d: Via
Eqs. (A13)-(A13) the mean and the variance of our distribution p(L) can be computed
µ =
−b + d− 1
−ad + a + bc + d− 1 , σ
2 =
a
(
(d− 1)2 − b(d + 1))+ b(b(c− 1)− cd + 3c + d + 1)
(−ad + a + bc + d− 1)2 , (B4)
and in turn the accuracy reads
R =
µ2
σ2
=
(b− d + 1)2
a ((d− 1)2 − b(d + 1)) + b(b(c− 1)− cd + 3c + d + 1) . (B5)
The above expression can be optimized analytically for any fixed value of µ > 2, since the accuracy of a clock can
be infinite if the mean is smaller or equal than the dimension. Moreover, it is intuitive that an optimization of
R with µ as a free parameter will return a minimal value of µ. This intuition is confirmed by the exact solution
discussed below.
To perform the optimization with a fixed mean µ, it is helpful to express the parameter d as a function of a, b, c, µ:
d =
aµ+ bcµ+ b− (µ− 1)
aµ− (µ− 1) , (B6)
which can be verified by direct substitution in Eq. (B4).
With the above substitution, we are now able to prove that the solution is given by the one way model, namely
b = 2/µ, a = d = 1− b, c = 0, where our parameter q appearing in Eq. (6) is simply q = a = 1− 2/µ.
The proof is based on the Karush-Kuhn-Tucker (KKT) conditions [49], a generalization of Lagrange multiplier
for inequality constraints. For a problem of the form
Maximize: f (x)
subject to: gi(x) ≤ 0, i = 1, . . . , m (B7)
8Where the optimization is performed over a convex set in Rn and both the objective function f and the constraints
gi satisfy some regularity conditions. In our case, the constraints gi are all affine functions of the parameters, which
guarantees that the for a global maximum x∗ the KKT conditions are satisfied [49].
A necessary condition for a point x∗ to be a global maximum is that there exists λi for i = 1, . . . , m such that
∇ f (x∗)−
m
∑
i=1
λi∇gi(x∗) = 0,
gi(x∗) ≤ 0, for all i,
λi ≥ 0, for all i,
λigi(x∗) = 0, for all i.
(B8)
In our case, we want to optimize the function R(a, b, c) for a given µ, namely
R(a, b, c) =
bµ2(−a + c + 1)
µ((a− 1)µ(2a + b− 2) + ab + 4a + bcµ− bc + b− 4) + 2 (B9)
with the constraints gi(a, b, c) ≤ 0 defined via
g1 = −a, g2 = −b, g3 = −c, g4 = a + b− 1, g5 = c− 1 (B10)
Now the set of equations
∇R(x)−
5
∑
i=1
λi∇gi(x) = 0,
gi(x) ≤ 0, i = 1, . . . , 5,
λi ≥ 0, i = 1, . . . , 5,
λigi(x) = 0, i = 1, . . . , 5
(B11)
can be solved explicitly, with the aid of a computer algebra system, for µ > 2 and give, for the case b = 0, i.e.,
g2 = 0, the solution
µ > 2, a = 1, b = c = λ1 = λ2 = λ3 = λ4 = λ5 = 0, (B12)
and for the case b > 0, the solution
µ > 2, b =
2
µ
, a = 1− b, c = λ1 = λ2 = λ5 = 0, λ3 = λ4 = 2bµ
2(bµ− 1)2
(bµ(b(m− 1)− 2) + 2)2 . (B13)
It is straightforward to check that only the second solution corresponds to a maximum, giving R = 2µµ−2 , and it is
precisely the one obtained by the one-way model in the bit case.
Appendix C: Classical clock models for general dimension
In the following, we discuss in detail the classical models presented in the main text, which are all special
instances of what we call the multicyclic model. As we discussed in the main text, in the bit case two classical
models arise, namely, the one-way model and the cyclic model. It is instructive to summarize their main properties
to understand how to generalize them. In the one way model, the machine either remains in the same state with
probability q or transitions to the subsequent state with probability 1− q, always emitting the output 0. When the
last state is reached, the output 1 is emitted with probability 1− q. In the cyclic model, the machine transitions
from one state to the next with probability one always emitting the output 0, except in the last state where it may
cycle, i.e., go back to the first state emitting 0, with probability q, or emit the output 1 with probability 1− q.
The multicyclic model generalizes both ideas to arbitrary dimension. A simple example for dimension 6 is
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FIG. 3. Example of multicyclic model for d = 6 and k = 2. Within each block of length k = 2, the machine cycles with
probability q or moves forward with probability 1− q. When the last state of the last block is reached, the machine can output
1 with probability 1− q.
depicted in Fig. 3 and described by the matrix:
Tmc,k0 =

0 1 0 0 0 0
q 0 1− q 0 0 0
0 0 0 1 0 0
0 0 q 0 1− q 0
0 0 0 0 0 1
0 0 0 0 q 0

. (C1)
The behaviour of the machine can be interpreted as follows.
• The matrix consists of blocks of size k (k = 2 in the example of Eq. (C1) and Fig. (3)). Starting from the
first state, pi1 := (1, 0, . . . , 0), the machine transitions to the next state with probability 1, always emitting the
output 0.
• When the last state of the first block is reached, the machine may cycle with probability q, i.e., go back to the
first state of the block, or transition to the next block with probability 1− q, again emitting the output 0 with
probability 1. The same behaviour is repeated in the second block, and all the other blocks except the last
one.
• When the last state of the last block is reached, the machine may cycle to the first state of the block with
probability q and emit the output 0, or emit the output 1, for which the sequence is terminated, so the
subsequent state needs not to be specified.
For the bit case, i.e., d = 2, the multicyclic model corresponds to the one-way model in the case of blocks of size
k = 1, and to the cyclic model in the case of one block of size k = 2. We generalize this terminology to arbitrary
dimension, i.e., we call a multicyclic model with k = 1 a one-way model and one with k = d a cyclic model.
1. Probability p(L)
To compute the probability p(L), let us first consider the case in which d = nk and L = mk with k, m, n ∈ N+,
and m > n. Then, the probability p(L) can be written as
pmc(L) = pi1TL0 (1 − T0)η =
(
m− 1
n− 1
)
(1− q)nqm−n, valid for m = L
d
(C2)
The expression in Eq. (C2) can be understood as follows. The output 1 is generated only in the last state, giving
a factor (1− q) to the total expression. A factor (1− q)n−1 comes from the probability of transitioning from the
first to the last block, as each transition contributes to a factor (1− q) and we need n− 1 of them, since n is the
number of blocks. The binomial coefficient (m−1n−1) comes as a combinatorial factor from the possible choices of n− 1
transitions out of m− 1 possibilities, as the total length is L = mk and each block has size k. Finally, qm−n is the
probability of cycling m − n times, i.e., in the remaining (m − n)k steps, in order to output 1 at the correct step
L = mk.
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The expression in Eq. (C2) can be optimized over q simply by taking the derivative of the expression (1− q)nqm−n,
giving
qopt = 1− nm = 1−
d
L
. (C3)
For a fixed initial state pi1 = (1, 0, . . . , 0), the length of the sequence must be a multiple of the block length k in
order to have a non-zero probability of outputting 1 at the correct time, namely
pmc,pi1(L) =
{
(m−1n−1)(1− q)nqm−n if Lk = m ∈N+,
0 otherwise
, (C4)
In order to maximize p(L) for different lengths, one may decide to start from a different initial state, within the
first block, namely, from the s-th state pis where s + L− 1 = 0 mod k, and the −1 comes from starting counting
from 1, i.e, 1st, 2nd, etc. Intuitively, since the first k− 1 transitions are deterministic, the probability obtained with
the initial state pis is equivalent to the probability obtained starting from the initial state pi1 for length L+ s− 1. As
a consequence, instead of m = Ld appearing in Eq. (C2), we have a factor m =
⌈
L
d
⌉
. Alternatively, one can verify by
direct computation that for each block of size k
Bk :=

0 1 0 . . . 0
0 0 1 . . . 0
...
. . . . . .
...
0 . . . 0 1
q . . . 0 0

, the n-th power is given by [Bnk ]ij =
{
qb n+i−1k c if j = (n + i− 1 mod k) + 1,
0 otherwise.
(C5)
We thus have the general expression for the multicyclic model of dimension d and block size k, with dk = n ∈N+
pmc,pis(L) =
(
m− 1
n− 1
)
(1− q)nqm−n =
(
m− 1
n− 1
)( n
m
)n (
1− n
m
)m−n
for m =
⌈
L
d
⌉
, s = (L mod d) + 1
(C6)
As an example, we provide in Tab. II the optimal k maximizing the expression p(L) for d = 3, . . . , 10 and
L = d + 1, . . . , d + 10, obtained simply by comparing all multicyclic models with kn = d.
2. Accuracy
Using Eq. (C4), we can compute directly the mean and variance of the distribution p(L) and consequently its
accuracy R, for a multicyclic model of dimension d and block size k, with d = nk, n, k ∈ N+. First, let us notice
that from the normalization condition
1 =
∞
∑
L=1
p(L) =
∞
∑
L=d
p(L) =
∞
∑
m=n
(
m− 1
n− 1
)
qm−n(1− q)n = (1− q)
n
qn−1
∞
∑
m=n
(
m− 1
n− 1
)
qm−1, (C7)
we obtain
∞
∑
N=k
(
N
k
)
yN =
yk
(1− y)k+1 , for all y ∈ [0, 1). (C8)
We can now proceed to calculate µ.
µ =
∞
∑
m=n
mk
(
m− 1
n− 1
)
qm−n(1− q)n = kn(1− q)
n
qn
∞
∑
m=1
m
n
(
m− 1
n− 1
)
qm =
kn(1− q)n
qn
∞
∑
m=n
(
m
n
)
qm =
kn(1− q)n
qn
qn
(1− q)n+1
=
kn
(1− q)
(C9)
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Optimal block-size k for given d and L
d
L
d+1 d+2 d+3 d+4 d+5 d+6 d+7 d+8 d+9 d+10
3 1 3 3 3 3 3 3 3 3 3
4 1 2 4 4 4 4 4 4 4 4
5 1 5 5 5 5 5 5 5 5 5
6 1 2 3 6 6 6 6 6 6 6
7 1 7 7 7 7 7 7 7 7 7
8 1 2 4 4 8 8 8 8 8 8
9 1 3 3 9 9 9 9 9 9 9
10 1 2 5 5 5 10 10 10 10 10
TABLE II. Optimal block-size k maximizing p(L) for the multicyclic model for dimension d = 3, . . . , 10 and length L = d +
1, . . . , d + 10. The case k = 1 and k = d correspond, respectively, to the one-way and the cyclic model. The other cases, e.g.,
(d, L) = (4, 6), (6, 8), (6, 9), . . ., correspond to the multicyclic model with blocks of size k 6= 1, d. Typically, the one-way model
(k = 1) is optimal for L = d + 1, nontrivial block sizes, i.e., k 6= 1, d appear when d and L have some common factor, e.g.,
d = 4, 6, 8, but not necessarily, e.g., d = 10, in all other cases, the cyclic model is optimal (k = d).
where we used the identity in Eq. (C8). Similarly, we can compute the variance, namely,
σ2 =
∞
∑
L=1
(L− µ)2 p(L) = k2
∞
∑
m=n
(
m− n
(1− q)
)2 (m− 1
n− 1
)
qm−n(1− q)n. (C10)
It is useful to derive the following identity,
∞
∑
m=n
m(m + 1)
(
m− 1
n− 1
)
qm−n(1− q)n = (1− q)
nn(n + 1)
qn+1
∞
∑
m=n
(
m + 1
n + 1
)
qm+1 =
(1− q)nn(n + 1)
qn+1
qn+1
(1− q)n+2
=
n(n + 1)
(1− q)2 .
(C11)
We can then write
σ2 =
∞
∑
L=d
(
L− kn
(1− q)
)2
p(L) = k2
∞
∑
m=n
[
m(m + 1) + m
(
2n
(1− q) + 1
)
+
n2
(1− q)2
] (
m− 1
n− 1
)
qm−n(1− q)n
= k2
n(n + 1)− n(2n + (1− q)) + n2
(1− q)2 =
k2nq
(1− q)2
(C12)
The accuracy can, then, be written as
R =
µ2
σ2
=
n
q
=
d
kq
. (C13)
We then recover the fact that the accuracy is optimal for the one-way model, i.e., k = 1, as it is for the bit case,
whereas the cyclic model gives the worst accuracy, i.e., R = 1/q, which is even independent of the dimension.
Appendix D: Quantum models
Here we present an explicit construction of quantum clock models that are able to outperform the optimal
classical clock in d = 2 and the multicyclic clocks in d = 3. First, let us derive in detail the qubit clock model
described in the main text and observe how it violates the classical bounds on our temporal inequalities in d = 2.
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1. Qubit clock model
An explicit quantum models that violates the inequality (7) for arbitrary values of µ is constructed as follows:
consider a qubit in the initial state |ψ〉 = (1, 0) that evolves via a single Kraus operator K0 associated with the
outcome 0, i.e., I0(ρ) = K0ρK†0 , defined as K0 = U0
√
E0, with
E0 :=
(
1 0
0 q2
)
, U0 :=
( √
u
√
1− u
−√1− u √u
)
. (D1)
The mean value and variance of the corresponding distribution can be obtained via the Z-transform method, where
now the moment generating function is
Q(z) = −(1− 1/z)Z [ f (L)] := −(1− 1/z) f˜qbit(z), (D2)
where
fqbit(L) = 〈ψ|(K†0)LKL0 |ψ〉. (D3)
To write down the above expression, it is helpful to consider K0 in its Jordan normal form K0 = PΛKP−1, where
for our model we have ΛK = diag(κ+, κ−), i.e., the Kraus operator is diagonalizable. In particular, we have that
K0 has eigenvalues κ± = 12
[
(1+ q)
√
u±√Γq,u], where Γq,u = (1 + q)2u− 4q and (not orthonormal) eigenvectors
given by (v±, 1) where
v± =
−(1− q)√u±√Γq,u
2
√
1− u , (D4)
which corresponds to the columns of P. Given this decomposition we write (K†0)
LKL0 = (P
−1)TΛLKP
T PΛLKP
−1,
where we used the fact that our P is real, and we define |P−1ψ〉 = P−1|ψ〉 = (1/(v+ − v−),−1/(v+ − v−)) =(√
1−u√
Γq,u
,−
√
1−u√
Γq,u
)
. This way we have fqbit(L) = 〈P−1ψ|FL|P−1ψ〉 with
FL := ΛLKP
T PΛLK =
(
(1+ v2+)κ
2L
+ (1+ v+v−)κL+κL−
(1+ v+v−)κL+κL− (1+ v2−)κ2L−
)
=
(
(1+ v2+)κ
2L
+ (1+ q)q
L
(1+ q)qL (1+ v2−)κ2L−
)
, (D5)
where we used that v+v− = κ+κ− = q. At this point, we can calculate the probability as
p(L) = fqbit(L− 1)− fqbit(L) = 〈P−1ψ|(FL − FL−1)|P−1ψ〉, (D6)
which results in
p(L) =
1− u
q2Γq,u
((1+ v2−)κ2L− (κ2+ − q2)− 2(1− q2)qL+1 + (1+ v2+)κ2L+ (κ2− − q2)). (D7)
Furthermore, we can now calculate f˜qbit(z) from the element-wise Z-transform of FL, which is given by
F˜(z) =
(1+ v2+) 11−κ2+z−1 (1+ q) 11−qz−1
(1+ q) 11−qz−1 (1+ v
2−) 11−κ2−z−1
 , (D8)
where again we used the known Z-transform Z [aL] = 11−az−1 .
Now, for calculating the mean and variance of our probability distribution we need to calculate f˜qbit(1) and
f˜ ′qbit(1). For the former, we can just substitute the value 1 into F˜(z) and multiply by the vectors 〈P−1ψ| and |P−1ψ〉,
and we obtain
f˜qbit(1) =
1− u
Γq,u
(
2
q + 1
q− 1 −
(
v2+ + 1
)(
κ2+ − 1
) − (v2− + 1)(
κ2− − 1
)) =
=
(q− 2)qu− (u− 2)
(q2 − 1) (u− 1) .
(D9)
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For calculating the first derivative similarly we can first derivate F˜(z) entrywise:
F˜(z)′ =
− (1+v2+)κ2+(κ+−z)2 − q(1+q)(z−q)2
− q(1+q)
(z−q)2 −
(1+v2−)κ2−
(κ−−z)2
 , (D10)
and then substitute the value 1 and multiply, obtaining
f ′qbit(1) =
1− u
Γq,u
(
2
q(q + 1)
(q− 1)2 −
(
v2+ + 1
)
κ2+(
κ2+ − 1
)2 −
(
v2− + 1
)
κ2−(
κ2− − 1
)2
)
= − q
(
2(q + 1)u2 + qu(q(q− 4) + 1)− 6u + 3q)+ 1
(q2 − 1)2 (u− 1)2
.
(D11)
In turn, those lead to the following expressions for the mean and variance:
µ = f˜qbit(1) =
qu(q− 2)− (u− 2)
(q2 − 1) (u− 1) , (D12)
σ2 = −µ(1− µ)− 2 f˜ ′qbit(1) =
2
(
q2 + 1
)
qu2 + (q(q− 6) + 1) (q2 + 1) u + 4q2
(q2 − 1)2 (u− 1)2
(D13)
The expression on the left hand side of Eq. (7) reads
µ(µ− 2)− 2σ2 = 3µ2 − 4µ+ 4 f˜ ′qbit(1) =
−4q2 − (q(q(q(q + 4)− 6) + 4) + 1)u2 + 8((q− 1)q + 1)qu
(q2 − 1)2 (u− 1)2
. (D14)
and we can try to maximize it over the parameters q and u for each fixed value of µ. Note that, for fixed µ the
above expression can be maximized by just minimizing f˜ ′qbit(1). At first, since we want µ to be fixed, we can invert
Eq. (D12) and find a functional dependence of q(µ, u) that is given by:
q =
√
u2 + ν2 + 2ν− u
ν
, (D15)
where ν := uµ− (µ+ u). Then, by substituting this expression for q into Eq. (D11) we obtain
f ′qbit(1) = −
ν(u(u + 5)− 2) + u (2− Nν + u(3(u + 1) + Nν)) + ν (3+ u(9− Nν + u(3+ u + Nν)))
2(1− u2)2 , (D16)
where Nν =
√
u2 + ν2 + 2ν. Using computer algebra we can finally maximize the above expression over 0 ≤ u ≤ 1
for fixed µ > 2 and we find the maximum value
max
u
[
µ(µ− 2)− 2σ2
]
=
µ2(µ− 2)2
2(µ− 1)2 > 0, (D17)
which is obtained for
u =
2µ(µ− 2)
2µ2 − 4µ+ 4 . (D18)
Substituting back this solution into the above relations between q, u and µ we get
q = 1− 2
µ
and u =
2q
1+ q2
, (D19)
which is the model described in the main text. As a final remark for this section we note that with this relation
between u and q we get
Γq,u = −2q(1− q)
2
1+ q2
, (D20)
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and substituting the optimal value for q we get
v± = −(1± i)
√
(µ− 2)
2µ
,
κ± = (µ− 1± i)
√
(µ− 2)
µ(µ(µ− 2) + 2) .
(D21)
2. Generalizations to higher dimensions
As an outlook to construct a quantum clock model for generel dimensions we can now make a series of consid-
erations from what we have learned from the classical case and from the qubit clock model described above. First
of all, by convexity one can fix the initial state to be an arbitrary pure state, say the state |0〉 of the computational
basis, and since we are interested in the sequence 00 . . . 01, it is enough to define only the map I0, which can be
parametrized, e.g., in terms of its Kraus operators I0(ρ) = ∑d2i=1 K(i)0 ρ(K(i)0 )†. However, such a problem is already
too complex to be treated, e.g., to perform some basic numerical optimization. Since we are now interested only in
obtain a quantum model that violate the classical bound, and not to compute the quantum bound, we can simplify
the problem assuming only one Kraus operator K0, i.e., I0(ρ) := K0ρK†0 . This is a simplified model and it is not
guaranteed to give the maximal quantum value. Even in this simplified scenario, a full optimization is still very
difficult to do, even in small dimensions. However, we impose the form of the Kraus operator by analogy with the
classical strategy and based on what we learned in the qubit case. Then, one possible solution has the following
properties:
1. There is a single Kraus operator for the outcome “0”, that has the form K0 = U
√
E0
2. The initial state is |ψ〉 = |0〉 in computational basis
3. The effect E0 has the diagonal form E0 = diag(1, . . . , 1, q2) in computational basis
4. The unitary is a one parameter family of the form
U(θ) = exp(iHclockθ), (D22)
where Hclock = F(∑k k|k〉〈k|)F† is obtained by Fourier transforming the computational basis
Afterwards, there is still to optimize over the parameters q and θ. This over-simplified optimization, however, is
still too hard to solve for general dimensions.
In the following, we provide some example of a quantum model beating the (conjectured) classical bound for the
case d = 3. To use real parameters we parametrized the unitary as
U =
1
3
 4u− 1 2(1− u) + 2
√
3u(1− u) 2(1− u)− 2√3u(1− u)
2(1− u)− 2√3u(1− u) 4u− 1 2(1− u) + 2√3u(1− u)
2(1− u) + 2√3u(1− u) 2(1− u)− 2√3u(1− u) 4u− 1
 , (D23)
where 0 ≤ u ≤ 1. Numerical results are shown in Fig. 4, where we plot: (left) the probability p(L) for the quantum
model described above, optimized over q and u together with the maximum achieved by the multicyclic models
and (right) the value of the expression 3σ2 − µ(µ− 3) for the same model, but where we also fix the functional
relation between the parameters q and u to be the same as what we found in the qubit case, namely:
u =
2q
1+ q2
, (D24)
and the value of q as
q = 1− d/µ. (D25)
Thus, we find from numerics that such a model, even if resulting from an over-simplified optimization, already
outperforms the classical multicyclic models for d = 3 in both cases. Thus, we believe that a similar model would
work for general dimension.
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FIG. 4. Left panel: plot of p(L) for the best multicyclic model (blue) and the quantum model described here with parameters
u = 2q/(1 + q2) and q = (1− 3/L) (yellow). Right panel: plot of the left hand side of Eq. (17), i.e., µ(µ− d)− dσ2 for d = 3,
achieved with the same quantum model with q = (1− 3/µ) and µ ≥ 4.
Appendix E: Continuous limit of classical and quantum clock models
In this section, we briefly show how to obtain the generic expression I˜ (t)0 = exp (tL) for Lindblad generator L
for the composite instrument channel I˜ (t)0 resulting from taking the continuous time limit of a discrete time clock.
As stated in the main text, we demand that this one parameter map satisfies the following conditions:
I˜ (t)0 := limN→+∞
(
I (t/N)0
)◦N ∀t ≥ 0, (E1)
where I (t/N)0 is the instrument associated with “no-tick" in the main text parametrised by the infinitesimal time
step t/N corresponding to its application.
I˜ (0)0 = id (E2)
I˜ (t1+t2)0 = I˜ (t1)0 ◦ I˜ (t2)0 ∀t1, t2 ≥ 0. (E3)
lim
t→0+
‖I˜ (t)0 − id‖ = 0. (E4)
Conditions (E2) to (E4) guarantee that for every map that satisfy them, there exists a liner operator Lˆ such that
I˜ (t)0 forms a semigroup with a generator representation, namely I˜ (t)0 = exp(tLˆ); see [53]. It is then straightforward
to verify that the choice I (t/N)0 = exp
(
(t/N)Lˆ
)
in Eq. (E1) implies that conditions (E2) to (E4) are satisfied. This
guarantees self-consistency between definition (E1) and the properties it must satisfy, i.e., (E2)-(E4). At this stage,
we have not used the fact that the map I (t/N)0 is completely positive. Now, in order to prove that the generator
Lˆ must be of the Lindblad form, it suffices to note that I˜ (t)0 is completely positive since I (t/N)0 is. Therefore, by
theorem 2.2 in [54], it follows that the generator Lˆ must be of the Lindblad form, namely there exists Hamiltonian
H, and operators Am such that for a d dimensional clock
L(·) = − i
h¯
[H, ·]− 1
2
{
A†0 A0, ·
}
+
d2−1
∑
n=1
An(·)A†n −
1
2
{
A†n An, ·
}
, (E5)
with I˜ (t)0 = exp tL, and I (δ)0 = exp δL. Note the addition of an additional operator A0. This is because the channel
is not trace preserving but rather trace non-increasing.
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Appendix F: Computing lower and upper bounds on maximum classical correlations via grid-search methods
In this section, we show how the maximum classical correlations can be estimated via grid-search methods.
Intuitively, since the function we want to maximize is a polynomial defined on a compact set (a cartesian product
of simplexes, each associated with the parameters of a row of the transition matrix T0), its gradient will be bounded.
Hence, it is possible to obtain an approximation with a bounded error, by computing it only on a finite number of
lattice points in the parameter space.
1. General considerations
Consider a function f : B ⊂ RD → R, where B is a compact set, and f is at least C1. Let us consider the following
optimization problem
max: f (x)
subject to: x ∈ B (F1)
Since f and ‖∇ f ‖ are continuous functions and B is compact, they have a maximum in B. For δ ∈ R+, let us
define Lδ = (δZD) ∩ B, i.e., the intersection of the cubic lattice of step δ with the compact set B. By construction,
we have that
max{‖x− y‖ | x ∈ B, y ∈ Lδ } ≤ δ
√
D. (F2)
We can now prove a simple upper and lower bound for the problem in Eq. (F1)
max
x∈Lδ
f (x) ≤ max
x∈B
f (x) ≤ max
x∈Lδ
f (x) + δ
√
D max
x∈B
‖∇ f (x)‖ (F3)
The proof is straightforward: for the first inequality it is sufficient to use the inclusion Lδ ⊂ B, whereas for the
second it is sufficient to use the 0th-order Taylor expansion with the Lagrange remainder, i.e.,
f (x) = f (y) +∇ f (z) · (x− y), (F4)
where z = λx+ (1− λ)y for some 0 ≤ λ ≤ 1.
Notwithstanding the generality of this idea, it may work only if, a) the set B is easily characterized (e.g., a product
of simplexes for the classical model), b) the space of parameters is small (e.g., small dimensional machines), and c)
the gradient is easily upper bounded (e.g., for a sequence of length L generated by a classical machine the gradient
can be interpreted as a sum of L probabilities giving each term bounded by one).
In fact, the number of points of the lattice scales polynomially with the inverse of the error , e.g., if we are inside
the [0, 1]D cube and we take δ = 1/N, we need to compute ND points. Moreover, since the error can be evaluated
at the beginning (e.g., as δ
√
DL) and computations on a lattice points are independent of each other, this process
can be highly parallelized, e.g., on a GPU.
2. Classical bit case
We now specialize the above result to the case of classical d-state machines, corresponding to D = d2 parameters.
Eq. (F1) for the case of pL(T) then becomes
max: pL(T) = piTL−1(1− T)η
subject to: Tij ≥ 0, for i, j,= 1, . . . , d
d
∑
j=1
Tij ≤ 1, for i = 1, . . . , d.
(F5)
We can compute the partial derivate of the above expression as
∂Tn
∂Tij
=
n−1
∑
r=0
Tr JijTn−r−1, (F6)
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FIG. 5. Pictorial description of the iterative method in one dimension. (a) Function we want to maximize (blue curve) and
estimated maximum (orange line). (b) Computation of the function on a lattice with corresponding error (red dots and bars).
According to the error estimate, only points in the blue region are able to reach the estimated maximum. (c) As a subsequent
step, the computation is performed on a refined lattice, with refined error, corresponding to the blue region in b). Only a subset
of those points are able to violate the maximum (new blue region), on which a new refined lattice is defined. These steps are
repeated until the desired error is reached.
where Jij is the matrix with a 1 in position (i, j) and 0 otherwise. It is convenient to represent using the Dirac
notation as Jij = |i〉〈j|, even though the model is still classical. Let us denote also pi = 〈1| and η = |η〉
We can then write
∂
∂Tij
〈1|TL−1(1− T)|η〉 =
L−2
∑
r=0
〈1|Tr|i〉〈j|TL−r−2(1− T)|η〉 − 〈1|TL−1|i〉〈j|η〉
=
L−2
∑
r=0
p1,i(0r)pj,−(0L−r−21)− p1,i(0L−1)
(F7)
where pα,β(0k1h) is defined as the probability of outputting first k zeros, then h ones, when starting from the state
α and ending in the state β, whereas the notation pj,− denotes a sum over the final state.
One can prove that the expression in Eq. (F7) is smaller than one in absolute value, giving maxT∈B ‖∇pL(T)‖ ≤√
D = d. Moreover, by the geometry of the set B we can have as a maximal distance δ√D/2, providing
max
T∈Lδ
pL(T) ≤ max
T∈B
pL(T) ≤ max
T∈Lδ
pL(T) + δ
√
D/2 (L− 1)
√
D = max
T∈Lδ
pL(T) + δd2/2 (F8)
Let us prove the above estimate for the gradient. First, notice that, since both terms are positive,∣∣∣∣∣L−2∑r=0 p1,i(0r)pj,−(0L−r−21)− p1,i(0L−1)
∣∣∣∣∣ ≤ max
{
L−2
∑
r=0
p1,i(0r)pj,−(0L−r−21), p1,i(0L−1)
}
. (F9)
We can then proceed to bound each term separately. Clearly p1,i(0L−1) ≤ 1, since it is a probability. Actually, one
can also prove that ∑i p1,i(0L−1) = p1,−(0L−1) ≤ 1. For the other term, we just notice that
L−2
∑
r=0
p1,i(0r)pj,−(0L−r−21) ≤
L−2
∑
r=0
pj,−(0L−r−21) ≤
∞
∑
r=0
pj,−(0r1) ≤ 1, (F10)
where we used that p1,i(0r) ≤ 1 and we identified ∑∞r=0 pj,−(0r1) with the probability of occurrence of the output
1 for a given machine starting in the state j, which is either 0, when the outcome 1 never appears, or 1. Again,
notice that we obtain that also the sum over i, i.e., ∑i ∑
L−2
r=0 p1,i(0
r)pj,−(0L−r−21), is smaller than 1. Since each term
∂ij pL(T) ≤ 1, we obtain ‖∇pL(T)‖ ≤
√
D = d.
Given the above estimate of the gradient, we can compute an upper bound on the maximum of the problem in
Eq. (F5) by calculating the value of pL(T) on a lattice in the space of parameters with lattice step δ. Moreover, since
in our case we already have a guess of the optimal solution, such a computation can be reduced by an iterative
method that evaluate the function on more and more refined lattices, defined as follows.
(i) We start with an estimated optimal value pEst Cmax , a lattice step δ and the corresponding lattice Lδ, and an error
e(δ) := δd2 (we omit the factor 1/2 for reason that will be clear later). For each T ∈ Lδ if pL(T) + e(δ) < pmax,
we remove the point from the lattice. After this procedure, we obtain a new lattice L′δ. If for some T,
pL(T) > pEst Cmax , we update pEst Cmax with the this new value.
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Q max vs. C estimate and upper bound, d = 2
L pNum Qmax pEst Cmax pUB Cmax
3 0.3792 0.2963 0.29641
4 0.2525 0.25 0.2501
5 0.1907 0.14815 0.1483
6 0.1528 0.14815 0.1483
7 0.1274 0.105469 0.1056
8 0.1093 0.105469 0.1056
9 0.0957 0.08192 0.0821
10 0.0851 0.08192 0.08195
11 0.07659 0.0669796 0.06701
12 0.06963 0.0669796 0.06701
13 0.06384 0.0566528 0.05668
14 0.05893 0.0566528 0.05668
15 0.05473 0.049087 0.04912
16 0.05107 0.049087 0.04912
17 0.04790 0.0433049 0.04333
18 0.04508 0.0433049 0.04333
19 0.04258 0.038742 0.03877
20 0.04034 0.038742 0.03877
TABLE III. Numerical values obtained for classical and quantum models of dimension 2: pNum Qmax is the value obtained numer-
ically for the quantum case with the explicit model described in Sec. D; pEst Cmax is the estimated optimal solution coming from
the cyclic model, except for L = 3 where the one-way model is better; pUB Cmax is the analytical upper bound for the classical case
computed via lattice calculations.
(ii) For each of the remaining points in L′δ, create a new lattice of length δ in each direction and lattice step δ2. Let
us denote this lattice as L1
δ2
and the corresponding error e(δ2). Again, for each T ∈ L1
δ2
, if pL(T) + e(δ2) <
pEst Cmax , we remove the point from the lattice. We obtain the new lattice L′1δ2 and we update pEst Cmax if a better
estimate is found.
(iii) Iterate the procedure until the desired error e is reached.
Notice that, with the exception of the last iteration, the factor 1/2 for the error estimate cannot be used as
a consequence of the way we construct the refined lattice. Such a procedure is illustrated for the simple one-
dimensional case in Fig. 5.
With the above iterative method, we were able to evaluate max pL(T) for d = 2 and L = 3, 4, . . . , 9 over a lattice
of 1018 points, and L = 10, 11, . . . , 20 over a lattice of 1019 points. As a result, we can certify that the one-way model
for L = 3 and the cyclic model for L = 4, . . . , 20 provide the optimal value for the problem in Eq. (F5), up to an
error of 10−4 for L = 3, . . . , 9 and of 3× 10−5 for L = 10, . . . , 20. The results are collected in Tab. III.
Appendix G: Numerical search for inequalities in higher dimension
In this section, we discuss the numerical search for violation of the generalized inequalities
dσ2 − µ(µ− d) ≥ 0, (G1)
p(L) ≤ ΩCd,L, . (G2)
To perform the optimization, we used the Adam algorithm [51] implementation present in the pytorch pack-
age [55]. The space of parameters for our optimization consists in the space of substochastic matrices, which are
constrained by positivity and normalization conditions. We first transform the problem into an unconstrained one.
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Optimum found by numerical search for given d and L
d
L
d+1 d+2 d+3 d+4 d+5 d+6 d+7 d+8 d+9 d+10
3 F F F F 28% 39% 22% 32% 39% 39%
4 F F F 25% 22% 32% 40% 46% 32% 32%
5 F 19% 30% 42% 51% 28% 36% 42% 47% 47%
6 F 26% 39% 40% 48% 55% 32% 39% 44% 44%
7 F 5% 25% 38% 47% 53% 57% 36% 42% 42%
8 F 26% 36% 46% 45% 52% 56% 61% 39% 39%
9 F 23% 39% 35% 44% 50% 55% 60% 63% 63%
10 F 26% 34% 44% 52% 49% 54% 59% 62% 62%
TABLE IV. Results of the numerical search for d = 3, . . . , 10 and L = d + 1, . . . , d + 10. The letter F denotes that the optimal
model has been found by the numerical search, up to the a numerical precision of 10−5. In all other cases, the numerical
search found a worse result, the ratio between the gap and the optimal value is indicated in percentage, e.g., for d = 3 and
L = 8 the algorithm found an optimum which has a gap of 28% with respect to the optimum of the cyclic (k = 3) model, i.e.,
(optcy − optAdam)/optcy = 28%.
For a given dimension d, we construct our transition matrices as follows. Let B0, B1 be two d× d matrices with real
coefficients. We define
[Tk]ij :=
([Bk]ij)2
∑j
[
([B0]ij)2 + ([B1]ij)2
] , for k = 0, 1 (G3)
in this way, T0 and T1 are substochastic matrices and T0 + T1 is stochastic, for any choices of B0, B1. This transforms
the constrained optimization problem into an unconstrained one, which can be attacked with the Adam algorithm.
We fix the parameter of the optimization, i.e., number of steps, “learning rate”, i.e., the size of each step, and
number of repetitions of the optimization after few simple tests. We tried to perform the same optimization with
the stochastic gradient descent algorithm, but obtained worse results.
1. Accuracy
By using Eq. (A13), we have
dσ2 − µ(µ− d) = 2dpi1 (1 − T0)−2 η − (d + 1)(pi1 (1 − T0)−1 η)2 ≥ 0. (G4)
We recall that (1 − T0)−1 = 1det(1−T0)adj(1 − T0), where adj denotes again the adjugate matrix (cf. Appendix. A).
Since we are interested only in the positivity of the expression in Eq. (G4), we can multiply it by (det(1 − T0))2.
Hence, we obtain the expression
F[B0, B1] := 2dpi1 (adj[1 − T0])2 η − (d + 1)(pi1adj [1 − T0] η)2. (G5)
To find a violation of Eq. (G1), we perform the minimization
Minimize: F[B0, B1]
subject to: [B0]ij, [B1]ij ∈ R, for all i, j = 1, . . . , d. (G6)
The package pytorch automatically compute the gradient of the expression in Eq. (G5) and performs the optimiza-
tion. For each d ∈ {3, . . . , 10}, we performed 100 times the optimization starting from a random initial point and
with 104 optimization steps and a “learning rate” of 0.005. For all dimensions, the optimization converges to a value
of 10−5, i.e., approximately 0, consistent with the conjectured inequality and optimality of the one-way model.
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2. Finite sequences
Using again the parametrization of T0, T1 in terms of B0, B1 we have
G[B0, B1] = pi1TL−10 (1 − T0)η (G7)
and the problem
Maximize: G[B0, B1]
subject to: [B0]ij, [B1]ij ∈ R, for all i, j = 1, . . . , d. (G8)
which we optimize again via Adam for d ∈ {3, . . . , 10} and L ∈ {d + 1, . . . , d + 10}. For each pair (d, L) we repeat
the optimization 100 times with a randomly generated initial point, 104 steps for each optimization, and a learning
rate of 0.005.
We conjecture that the optimal value is obtained via the multicyclic model, depending on the parameters d,L, k
(see Table II). Typically, Adam is able to find the correct value for low dimension and short sequences, as it was to
be expected. In no case the algorithm found a better value than those already known. The results are summarized
in Table IV.
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