Abstract. We prove a lower bound of the correct order of magnitude in the conductor aspect for small rational moments of Drichlet L-functions. Such bounds require new techniques, which is visible from the relationship to non-vanishing results for L(1/2, χ).
Introduction
Moments of L-functions on the critical line have been objects of intense scrutiny from analytic number theorists. These moments are related to the size and value distribution of L-functions, and have applications towards both zero density and non-vanishing results. The first moments studied were those of the Riemann zeta function, which are averages of the form
Here, asymptotic formulae were proven when k = 1 by Hardy and Littlewood and when k = 2 by Ingham (see [18] VII), and a well known folklore conjecture states that I k (T ) ∼ c k T (log T ) k 2 for constants c k depending on k. This is supported by the random matrix model of Keathing and Snaith [7] from which explicit conjectures for c k were formulated. In support of this conjecture, good upper bounds are available conditional on RH, due to Soundararajan, of the form I k (T ) ≪ T (log T ) k 2 +ǫ [15] . These moments have also been studied when k is not an integer. Here, results are due to Conrey and Ghosh [1] , Heath-Brown [4] , and Ramachandra [12] , [13] . In particular, the results of Ramachandra state on RH that I k (T ) ≪ T (log T ) k 2 for 0 ≤ k ≤ 2 and I k (T ) ≫ T (log T ) k 2 for all real k ≥ 0. Heath-Brown [4] proved the lower bound unconditionally for rational k and the upper bound unconditionally for k = 1/n where n ∈ N, using a convexity argument based on a result of Gaberiel [3] .
Recently, Radziwill showed that I k (T ) ≪ T (log T ) k 2 for all k < 2.181, also conditionally on RH. His work connects this question to the result of Hughes and Young [6] on the twisted fourth moments of ζ(s). In a preprint, Radziwill and Soundararajan [11] prove unconditionally the lower bound of I k (T ) ≫ T (log T ) k 2 for all k ≥ 1, and plan to do so for k < 1.
Authors have also investigated analogous moments for families of L-functions in other aspects, and the simpliest example here are the Dirichlet L-functions. To be more precise, we are interested in averages of the form for real k ≥ 0, where the sum is over all non-principal Dirichlet characters χ with modulus q.
In this direction, the method of Rudnick and Soundararajan [14] provides good lower bounds of the correct order of magnitude M k (q) ≫ φ(q) log k 2 q when k ≥ 1 is rational and q is prime. Very recently, Heath-Brown [5] has shown that M k (q) ≪ φ(q) log k 2 q conditionally on GRH when k ∈ (0, 2), and unconditionally when k = 1/v for v a positive integer. In the same paper [5] , Heath-Brown notes that the method of Rudnick and Soundararajan does not apply to find good lower bounds when 0 < k < 1 and that it would be interesting to derive such bounds. The purpose of this paper is to fill this gap in the literature. More precisely, we prove the following. Theorem 1. For M k (q) = χ =χ 0 |L(1/2, χ)| 2k , we have that
for all rational k ∈ (0, 1) and prime q.
For example, combined with Heath-Brown's work [4] , this gives us the following unconditional estimate for the average size of L(1/2, χ):
The proof of the theorem should generalize to prove the analogous result for any family of L-functions for which we can take a twisted second moment. Remark 1. If the result above holds with sufficient uniformity with respect to k, we would have that #{χ mod q : L(1/2, χ) = 0} = lim
thus proving that a positive proportion of such L-functions do not vanish at the critical point. Thus, it should come as no surprise that mollifiers play a role in our proof, even though mollifiers do not appear in the method of Rudnick and Soundararajan [14] . We remind the reader that the now standard approach to proving such non-vanishing results relies heavily on mollification. See [16] for example.
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The proof begins with the same approach as the method of Rudnick and Soundararajan in [14] . As mentioned in the above remark, we introduce short mollifiers which allows us to study smaller moments than before. However, it also introduces some initially unexpected subtleties into the problem.
A careful choice reduces the problem to evaluating certain moments where the highest power of L(s, χ) is 2. These moments can be evaluated by taking the diagonal terms, which reduces the problem to evaluating the integrals (2) and (3). This turns out to be a delicate task. In general, it is onerous to asymptotically evaluate even specific instances of these integrals -see [8] for the asymptotic evaluation of a simpler integral. Previous work has dealt with integrals of the same shape, but which either contain only integer powers of ζ (in which case the integrand is meromorphic) or positive powers of ζ (in which case the coefficients of the Dirichlet series are positive). These cases are substantially simpler than the integrals which appear in our method. However, our task is made somewhat simpler by the fact that we only require the correct order of magnitude for these integrals.
In the next section, we outline the proof of the theorem and explain the new features of the problem in more detail.
2. An outline of the proof
, for coprime positive integers r and s, and for a positive rational number α, define
and
where as usual, d r (n) denotes the coefficients of ζ(s) r as defined in Chapter II.5 in [17] . The reader should think of x and y as small powers of q. On average, we shall expect P α (χ) to behave like L(1/2, χ) α , and the mollifier M α (χ) to behave like L(1/2, χ) −α . We let x = y a , where a is a large fixed positive constant to be determined later and which depends only on r and s, and further demand that x 4s ≤ q 1/20 .
Remark 2. Since 0 < k < 1, s ≥ 2. This fact will be used later in the proof.
By Hölder's inequality and Cauchy's inequality,
As in the method of Rudnick and Soundararajan, it is important that the sums appearing above should all have the same size, since then Hölder's and Cauchy's inequalities are essentially sharp. Indeed, we will show that S u ≪ φ(q)(log q) k 2 ≪ S l . The theorem will then follow.
Remark 3. We have motivated the appearance of mollifiers, but are the P 1/2s (χ) necessary? For instance, why not write
to appear in S u . This leads to the problem of evaluating a twisted fourth moment, which is significantly more challenging to evaluate. Recently, M. Young [19] has evaluated the fourth moment with a power saving error term. singularity z = 0. This gives two sequences of singularities to consider, namely w = 0, z = 0 and w = −z and z = 0. In I l , the number of such sequences to consider grows arbitrarily large as r and s grow. In order to prove a lower bound, one would then need to show that the contribution from these sequences do not cancel out. We avoid this complexity by making the mollifier M 1/s (χ) much shorter 2 compared to the Dirichlet polynomials P 1/2s (χ). This has the effect of making the w 0 = 0, w i = 0, z i = 0 sequence the dominant one, in the sense that the coefficients in front of the contributions from other sequences are much smaller, depending on a. This is carried out in §6.
The contour integral for S l
In this section, we will prove Proposition 1. First we will write L(1/2, χ) in terms of Dirichlet series by applying a standard technique with Perron's formula to
, χ Γ(s)X s ds.
We set X = q 5/4 , and see from the calculus of residues that
where we have shifted contours to ℜs = −1/2 and using the bound L(it, χ) ≪ t q 1/2 log q. Therefore
+ O log1/8
We can write
where c n ≪ ǫ n ǫ . Since x s y s−r ≤ x 4s ≤ q 1/10 , applying orthogonality gives
Now we consider the main term, which is
where d 2s/2s (n, x) is defined as in (1), and for any positive integers A, B, n we define
The main term will arise from the diagonal term ma = nb. First we will compute the contribution of the off-diagonal terms. Without loss of generality we may write ma = nb+ql,
the contribution of the off-diagonal terms is
We will now consider the diagonal term. In the sequel, (c) l shall denote a l-times interated integral on the vertical line real part = c. By Perron's formula, for c > 1/2, we write
where for any k, we define
, and (13)
From (11) and (12) and the fact that x 2s < q, the diagonal term is 1 (log x) 2s (log y) 4s−4r . Thus the above expression equals 1 (log x) 2s (log y) 4s−4r
. Since σ w (n) is multiplicative in n, we write the sum over α as an Euler product of the form
Here,
where η(w 0 , w) is absolutely convergent and bounded for w i in the domain Re(w i ) ≥ −3/16, and
, where h p is the highest power of p dividing h. Hence the diagonal term is
Since ρ z 1 (n) is multiplicative and (a, b) = 1, the Euler product of the sum over d is
where
where η 1 ( z) is absolutely convergent and bounded for z i in the domain Re(z i ) ≥ −3/16, and
where a p and b p are the highest power of p dividing a and b respectively. Now we have that the diagonal term is
We will now consider the sums over a and b.
where each η i (w 0 , w, z) appearing above is given by an Euler product with real coefficients which is absolutely convergent for w i , z i in the domain Re(z i ), Re(w i ) ≥ −3/16. Combining all computations above, we obtain that the diagonal term is φ(q)I l (log x) 2s (log y) 4s−4r . This proves Proposition 1.
The contour integral for S u
In this section, we will prove Proposition 2. Recall that S u is defined to be
We first start by writing the approximate functional equation for
where a = 0 if χ(−1) = 1 1 otherwise.
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For c > 1/2 and by expanding
Remark 4. When x > 1, moving the line of integration to the left to (−1/2 + ǫ), we obtain that W a (x) = 1 + O(x −1/2+ǫ ). On the other hand, when x < 1, we obtain that W a (x) ≪ k x k for any k > 0 by moving the line of integration to the right.
Moving the the line of integration to (−c) and using the functional equation
Since even and odd characters have different gamma factors, we will split the sum over primitive characters into the sum over even characters and odd characters. However the treatment of both cases are the same so we will concentrate on the sum over even characters. We shall use the following lemma for the orthogonality relation for the primitive, even characters.
χ indicate the sum over non-trivial primitive even (respectively odd) characters. Then
if a ≡ ±1 (mod q) and (a, q) = 1,
Proof. We can write
The lemma follows from the fact that χ χ(a) = 0 when a ≡ 1 and φ(q) otherwise.
Let us write
Note that y a ≪ ǫ a ǫ for any ǫ. From (14), Lemma 1 and the fact that x 2s y 2s−r < q 1/20 , we have
We now estimate the contibution of the off-diagonal terms. We first consider the term mn > q 1+ǫ . From Remark 4, these terms contribute
Hence we assume that mn < q 1+ǫ and from Remark 4, W a q πmn ≪ 1. These terms contribute
by the same arguments as showing (8) . Now we consider the main term, ma = nb. We can write m = . By the definition of W a (x), (9) , and (10), the main term is 
By the similar arguments to the proof of the integral of S l and letting w = w 0 , the above can be written as
(log x) 4s (log y) 8s−4r . This proves Proposition 2.
The upper bound for I u
In this section we will prove (4), which is .
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We
and 
Here γ is the Euler constant. Now we show that E is negligible.
Lemma 2. With notation as above, E ≪ 1.
Proof. Indeed, since 
From Stirling's formula, for w 0 = − 1 8
Moreover the convexity bound gives that
The integrand inside E is absolutely convergent; hence it is ≪ 1.
We will now evaluate the terms R and R 1 . First we shift the contour at the line 1 8 to the line 1 log x for w 1 , ..., w 4s and to the line 1 log y for z 1 , ..., z 4s−2r . We now proceed to truncate the integrals. Let L 1 be a path consisting of line segments from + i. K 1 and K 2 are defined similar to L 1 and L 2 , respectively, with log x replaced by log y. Note that L 1 and K 1 are bounded away from 0 so we expect these to give a small contribution. We will start by deriving an upper bound for R, which reduces to bounding
where η( w, z) is either η u (0, w, z) or η ′ u (0, w, z). We expect that the bound for the integrand is ≪ (log q) r 2 s 2 −1+12s−4r . Due to symmetry in sets {w 1 , ..., w 2s }, {w 2s+1 , ..., w 4s }, {z 1 , ..., z 2s−r }, and {z 2s−r+1 , ..., z 4s−2r }, we can assume that
and the rest of L i k is L 1 and K j k is K 1 . Note that t 1 + t 2 is the number of w i which is integrated over L 1 and v 1 + v 2 is the number of z j which is integrated over L 2 . Hence it is enough to show that
To compute this we need the following lemma. The proof of Lemma 3 follows from Theorem 6.7 in [9] , and the fact that x and y are small powers of q.
The left hand side of (19) is bounded above by 
By Lemma 3, the above is bounded by ≪ (log q) 
By the change of variable, w j = 1+ia j log x and z j = 1+ib j log x
, and x = y a , the term above is bounded by
The last inequality comes from the fact that s ≥ 2 (Remark 2) and t 1 , t 2 , v 1 , v 2 ≥ 0. Moreover, the power of each |1 + ia j | and |a + ib j | from the first two products in the integrand of (24) is at most 1/s. Since s ≥ 2, 3 − 1/s − 1/s ≥ 2 and 2 + 1/2s − 1/s ≥ 5/4. Hence the integration in (24) is absolutely convergent and does not depend on q. From (24), (25), we obtain that
where the implied constant depends on r, s.
Remark 5. From the method used above, we see that if at least one of t 1 , t 2 , v 1 or v 2 > 0, then the integral contributes o((log q) r 2 /s 2 +12s−4r ), which constitutes an error term. Therefore the main term comes from the integral over L 2 and K 2 . This method to truncate the integral to an interval of length 2 is easily generalized to other similar integrals. In particular, the integral for S l can be treated the same way. In §6, we will truncate the integral for S l without repeating this argument.
From Remark 5, we can truncate the integral R 1 to be over L 2 and K 2 . Then we apply Lemma 3, which is ζ ′ ζ (1 + w i ) ≪ log q, and
(1 + z i ) ≪ log q, when w i is on L 2 and z j is on K 2 . By the same arguments as bounding R, we can show that
Combining the bound on R and R 1 , we derive (4).
The lower bound for I l
In this section we will prove (5), which is
2s+1 (log y) r 2 /s 2 +4s−4r−1 .
Recall that I l is 
By the same arguments as the proof of Lemma 2, we can show that E 1 ≪ 1. Now, we will focus on bounding M. We first shift the contour of integration in w i to ℜw i = 1/ log x for all i and similarly shift the contour of integration in z j to ℜz j = 1/ log y for all j.
We will now truncate the integrals. We will want to take Taylor expansions so we will truncate further than in the last section. Let L 1 be the path consisting of line segments from 
, and L 3 the line segment from
. Define K 1 , K 2 and K 3 similarly but replacing every appearance of log x with log y. Hence M can be written as
From Remark 5, if at least one of the integrals is over L 1 or K 1 , then the contribution of the integrals is small. Hence we can assume that i 1 , .., i 2s , j 1 , . .., j 2s−2r ∈ {2, 3}.
Since there are symmetries among variables {w 1 , ..., w 2s }, {z 1 , ..., z s−r }, {z s−r+1 , ..., z 2s−2r }, we can assume that (1)
Note that t is the number of w i which is integrated over L 2 and v 1 + v 2 is the number of z j integrated over K 2 .
Lemma 4. With notation as above, if at least one of t, v 1 , v 2 is not zero, then
This will imply that the main contribution of M will come from the integral over L 3 for w i and K 3 for z j for all 1 ≤ i ≤ 2s and 1 ≤ j ≤ 2s − 2r.
Proof. Since we assume that z j , z s−r+k is on either K 2 or K 3 , from (20) in Lemma 3, we obtain that
, and z j is on K 2 or K 3 , by Lemma 3,
Therefore (26) is bounded above by (log q) Each term of the sum in the integral (27) is bounded by (log q) Integrating w i over L 2 , we obtain that
Integrating w i over L 3 , we obtain that
Similary integrating z j and z s−r+k over K 2 , we have
, and
Integrating z j and z s−r+k over K 3 , we have
2−β j , and
Therefore (28) is bounded above by (log q) p , where
< 1, and s ≥ 2, we have
If at least one of t, v 1 , v 2 is greater than 0, then
We see that if at least one of t, v 1 , v 2 is greater than 0, then (28) is o((log q)
), where the implied constant depends only on r and s, and we arrive at (26).
We will now bound the main contribution, which is 1 (2πi) 4s−2r 
To obtain a lower bound for (29), we need the following two lemmas.
Lemma 5. Let s, r be positive integers defined as in §2 and t be an integer such that 0 ≤ t ≤ 2s. Further, let α i be a rational number greater than 2 such that where η( w, z) is an absolutely convergent Euler product for w i , z i in the domain Re(w i ), Re(z i ) ≥ −3/16, and the implied constant depends on s, r.
Proof. Since w i is on L 3 and z i is on K 3 , by Lemma 3, the integral in the statement is bounded by , where − √ log x ≤ t i ≤ √ log x and − √ log y ≤ τ i ≤ √ log y, we obtain that the above expression is bounded above by (30) (log x) t+t/2s (log y) where
where the last inequality comes from the fact that log x > log y. Note that α j − . Inserting this bound into (30) completes the proof.
Lemma 6. Fix any real α > 2 and β > 0 and any natural number m. Also, let y > 2 and write
where ( 1 log y ) 2m denotes an iterated integral on the vertical lines ℜz i = 1 log y for 1 ≤ i ≤ 2m.
Proof. Since we are in the region of absolute convergence, write
where y n i,j =1 ♭ denotes sums over n i,j such that 1≤i≤m n i,j < y for all j and 1≤j≤m n i,j < y for all i. Since the coefficient d β (n) is positive, we may truncate each sum at n i,j ≤ y 1 2m and still obtain a lower bound. With this truncation, we have log
as desired. Now we will start bounding (29). On L 3 , K 3 , we can write η l (0, w, z) as
From Lemma 5, the integral (29) is O((log q) r 2 /s 2 +6s−2r ). Therefore the integral of the big-O term in the Taylor expansion is o (log q) r 2 /s 2 +6s−2r , and we will focus on bounding The calculuation in deriving the lower bound for M 1 is delicate and the notation becomes rather involved. For clarity, we will first illustrate the method by working out the case k = 1/2 (i.e. r = 1 and s = 2), and then indicate the changes necessary for the general case for k any rational number between 0 and 1. 6.1. k = 1/2. In this section, we may write bounds such as
Here, it is important that the implied constant does not depend on a. For the case of k = 1/2, M 1 is Recall that x = y a . We will first shift w 4 and replace L 3 by a path consisting of C 1 , C 2 , and C 3 . 
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Next we show that the contribution of the integration over C 1 and C 2 is small. When w 4 is on C 1 , by Lemma Theorem 6.7 in [9] , we obtain that for z 1 is on K 3 , Therefore the integral over C 1 contributes ≪ (log q) 7+1/8+1/16 = o((log q) 8+1/4 ). When w 4 is on C 2 , by Theorem 6.7 in [9] , we obtain that for z 1 is on K 3 Inserting the above bound to the full integral and applying Lemma 5, we obtain that . Hence
Since a is chosen to be much larger than 2, we apply Taylor .... 
We will show that the contribution from the term O By Lemma 5, we obtain that 
