An on-line digital computer processing system is considered in which an ordinary telephone is the complete terminal device, input to the computer being provided as a sequence of spoken words, and output to the user being audio responses from the machine. The feasibility of implementing such a system with a FORTRAN-like algebraic compiler as the object processor is considered. Details of a specific word recognition program are given. This technique depends on three simplifying restrictions, namely, a "small" vocabulary set, "known" speakers, and a "moment of silence" between each input word. Experimental results are presented giving error rates for different experimental conditions as well as the machine resources required to accommodate several users at a time. The results show that at this time it is both economically and logically feasible to handle at least 40 users at a time with an IBM 360/65 computer. 
of speech recognition using a digital computer,' but there has yet to appear an implementation using speech input to a computer processing system. In 1966 a system was proposed using push-button input and audio output for communicating with an algebraic language processor over a Touch-Tone telephone [1] , and since that time, systems using this strategy have been implementedY The appearance of words such as "LOAD," " S T O R E , " " A D D , " arid " S U B T R A C T " in one researcher's [2, 3] vocabulary set * l)epartment of Computer Science. The work reported here was supported by the National Science Foundation under Grant GP6827. 1 For an extensive bibliography see IEEE Spectrum (Mar. 1965 ).
2 An example is the University of Michigan "Desk Calculator" System.
suggests that he was interested in speech input to a computer language processor, but the speech recognition experts seem to be aiming strictly for further research results rather than applying those techniques available as current state-of-the-art.
The general speech recognition problem is certainly formidable, and its solution probably .many years away, but in the special environment of "known" speakers and a "small" vocabulary, set, the techniques presented in this research constitute a feasible solution to the problem of accepting as a computer input a sequence of utterances spoken over an ordinary telephone.
B. Objective. The objective of this research is to show that it is currently feasible to "talk" or "converse" with a digital computer by communicating information as a series of utterances spoken over an ordinary telephone. Details of a specific speech recognition technique are presented and the machine resources required by this technique are examined. Experimental results are presented giving the word recognition error rate for various choices of the key parameters of the word recognition program.
It should be noted that the speech recognition technique presented here could be applied to any on-line digital computer processing system that can function within the restrictions of "known" speakers and a "small" vocabulary set (see Section 2 for a complete description of the restrictions imposed by this technique). For example, the on-line object system receiving the spoken information could be an algebraic programming language processor such as FORTRAN, a hotel accounting and reservation system, or a "desk calculator" system. In this research, however, attention is focused on the CUPL (Cornell University Programming Language) compiler as the object processor; this specific system is outlined in the following section.
.WRITE,/the Qutput statement ALLOCATE, the dynamic array storage allocation statement W A T C H , a debugging aid that causes the values of the WATCHed variables to be printed when the value changes Loops and subroutines are effected with a block structure. These facilities use the following statement types:
BLOCK, which defines the beginning of a block E N D , which defines the end of a block P E R F O R M , which provides the linkage to a block, with optional looping and/or indexing facilities
An example of a C U P L program for finding the roots of a quadratic equation is presented in Figure 1 . The objective, then, is to show that it is feasible to construct a system, say "Audio-CUPL," with the property that one can speak his C U P L program into the computer over an ordinary telephone, the telephone also receiving the output from the system; that is, the telephone is the complete terminal device.
Since the proposed word recognition program requires a "small" vocabulary set, some restriction must be imposed on the syntax of C U P L when the C U P L program is intended for the Audio-CUPL system: variable names might be of the special form V'n~ and statement labels might be of the form Ln, where n is an integer. Examples of legal variable names are V1, V13, and V5; and some legal statement labels are L5, L21, and L10.
The vocabulary set made available to the user of Audio-CUPL is given in Figure 2 . The word recognition program operates on a whole word as single entity: it does not segment the word into smaller units such as syllables or phonemes. In addition, a "moment of silence" is required between each spoken word (see Section 2). Hence, "GO TO" is considered one "word" for recognition purposes.
Note that the constant 131 would be spoken as " O N E " $ " T H R E E " $ " O N E , " where the $ is used to denote the moments of silence required between each utterance. Similarly, a variable name V13 would be spoken as " V " $ " O N E " $ " T H R E E . " The same procedure, of course, applies to statement labels. The words L E F T and R I G H T represent the two parentheses, and R I G H T can serve the dual purpose of ) and W R I T E since syntax resolves the ambiguity. H A L T is the end of transmission (or end of statement) delimiter, spoken at the end of each CUPL statement to signal the machine to process the statement.
The sample CUPL program of Figure 1 can be translated to a form suitable for Audio-CUPL by using the vocabulary set of Figure 2 and the rules specified above. Part of a translation is given in Figure 3 , where the "transmission" is ended after each C U P L statement, hi order to use the C U P L functions, such as the square root function, the word list of Figure 2 would be supplemented with appropriate function names for ABS, ATAN, COS, EXP, FLOOR, LN, SIN, and SQRT.
Output from the Audio-CUPL system to the user would MINUS  AND  ONE  SLASH  NOT  TWO  STAR  OR  THREE  LEFT  ALLOCATE  FOUR  RIGHT  PERFORM  FIVE  LET  TIMES  SIX  GO TO  WATCH  SEVEN  READ  GREATER  EIGHT  STOP  LESS also be audio, furnished from a fixed vocabulary set, of welch Figure 2 is a subset, and "played back" to the user's telephone by some type of audio response unit under computer control. Several pieces of suitable hardware are currently available, some based on prerecorded magnetic (audio) tape loops, and some using digital-to-analog (D/A) converters (for example, the IBM 7772 Audio Response Unit). After each CUPL statement has been spoken in (the HALT has been reached), the system would respond with a reading of the statement back to the user as it had been understood by the system. Any errors detected at this time by either the system or the user would be resolved by further instructions to the system. A "command" or "job control" language would be required to facilitate this man-machine interaction, and several command words would be added to the vocabulary set of Figure 2 . This interaction could be handled in a manner similar to that described for Tele-CUPL (see [1] ). A facility would be provided for correcting a statement containing errors, and if the execution output becomes too lengthy, the user would direct the output to a high-speed printer. Since the word recognition program depends on "knowing" the user, a sign-on procedure is required to initially identify the user. The sign-on could be accomplished by using the dial (or push buttons) on the telephone after the computer has answered, with the user keying in an identifying number at this time. The computer could identify the user by counting the clicks of the dial or the beeps of the Touch-Tone telephone. Alternatively, the computer could recite the digits in sequence and the user could speak any word after the digit identifying him; this would flag that digit to the system. This procedure could be repeated in order to pass an identifying number containing several digits.
Solving the Input Problem--The Pattern Recognition Scheme
A. Overall Description of the Pattern Recognition Scheme. As mentioned in the introduction, the current feasibility of a suitable word recognition program depends on imposing three simplifying restrictions on the system. The first restriction is that the number of words in the vocabulary set to be recognized be "small"--say between 50 and 100. This restriction is imposed in order that the pattern-space is not so densely packed that the reference patterns are too "close" to one another. Note that a careful choice of the words placed in the vocabulary set is also important in this regard; words that prove to be too "close" in the pattern-space (errors result in attempting to differentiate them) should be replaced by words that produce very distinct patterns. Clearly, the larger the number of words in the vocabulary set the more difficult it is to find a suitable new word which, when added to the set, will not be close to one or more existing words. OR and FOUR of Figure 2 present such a problem.
The second basic restriction is that we require a "moment of silence" between each word uttered by the speaker. This is required in order to locate word boundaries on the incoming speech signal. In normal (connected) speech, the sound level does not die down to silence between many separate words, and the problem of determining word boundaries in this case is extremely difficult.
The third and most vital restriction is that the word recognition program be required to recognize only "known" speakers. When a user approaches the system for the first time, he is required to undergo an "introductory phase" during which the system will calibrate the recognition process to the new user by having him repeat the words in a fixed order. The user-dependent information secured at this time is saved in mass storage (perhaps a disk) for subsequent occasions when this speaker will use the system. The information secured during the introductory phase consists of a "reference pattern" and certain other "features" for each word in the vocabulary set; this information is described in detail in Section 2.B.
The speech recognition technique uses a time-and energy-normalized two-dimensional array as a representation of an utterance. This technique is a familiar one (for example, see [5] ). One dimension of the array corresponds to time and the second dimension corresponds to a frequency analysis of the speech during the short time interval implied by the discrete time points. The equipment needed to obtain this information is shown in Figure 4 . The telephone transmission system is represented in this figure as an ideal microphone plus a noise source driving a band-pass filter to simulate the limited bandwidth of the telephone channel. The telephone input is then fed into a bank of band-pass filters. The centers of the pass bands of these filters are arranged such that the filters collectively cover the audio frequency spectrum with little overlap. An envelope detector is applied to each filter's output, the output of the detector being proportional to the power in the specific frequency band averaged over a few milliseconds. The outputs of the detectors are then fed into a multiplexor that samples each detector in turn and passes the samples to an analog-to-digital (A/D) converter. The digitized samples are then fed into the memory of a digital computer through an input-output channel and appropriVo/ume 13 / N u m b e r 6 / J u n e , 1970
,--i__Fn i--i i L
Communications of the ACMate interface equipment. The digital data secured by this arrangement is pictured in Figure 5 . The number a(i,j) is proportional to the power output of filter i at the time instant j. A row of this array corresponds to a particular filter, and a column to a particular "time slot."
The "raw data" of this array is then transformed into a "standard array" representation for the utterance, which will also be of the form pictured in Figure 5 . The standard array is obtained from the raw data by "aligning" the utterance within the standard array, "time-scaling" the utterance, applying "volume compression," and by "energynormalizing" the standard array. The utterance is aligned within the standard array in order to guarantee that like parts of utterances of a word always are positioned at like time positions (values of j in Figure 5 ) in the standard arrays for the utterances. Time-scaling is performed to compensate for the fact that a speaker may utter a word at different speaking rates from one occasion to another.
Volume compression is based on the fact that the more energetic portions of an utterance do not carry an amount of distinguishing information proportional to the energy. For example, in the word SIT, the S-sound is the only distinguishing feature between SIT and IT. Volume compression is intended to provide a more equal weight for all portions of the array, so that every point in the array can contribute significantly to the subsequent pattern-matching calculations. Finally, the array becomes a standard array when the array is energy-normalized. The array may be thought of as a vector in an n * m-dimensional vector space by defining the components of the vector to be the rows of the array strung together:
The energy-normalization is performed to guarantee that the standard array is a "vector of unit length." The purpose of this normalization is to minimize the effects of a speaker saying the same word with different loudnesses on different occasions. (For a complete description of the word recognition program, the reader is referred to [9] .)
B. Forming the Reference Array for a Given Word. Each
utterance accepted by the system is formed into a standard array. During the "introductory phase" (that is, when a new user first approaches the system), the user is asked to recite the vocabulary set in a given order two or three times over. vocabulary set an incoming utterance is supposed to represent, and the two or three occurrences of the same word may be used by the system to form a "reference array" for that word. The reference array for a given word is obtained by simply adding the corresponding points of the standard array representations of the several known utterances of that word, and then reapplying the energy-normalization described above. Hence, the introductory process yields a reference array for each word in the vocabulary set; and in the subsequent recognition of an unknown utterance, the standard array produced from this unknown will be compared with the reference arrays. The unknown utterance will then be identified with the word corresponding to the reference array giving the best "match" with the unknown's standard array. Section 2.D below gives more detail on the procedure used for matching the unknown to the reference arrays. The reference arrays formed during the introductory phase are stored in some form of mass storage, such as a disk pack. It is by means of these arrays that the word recognition program is calibrated separately to each user of the system: when an old user approaches the system, his reference arrays are fetched from mass storage and used in the recognition of his utterances.
C. Storage Requirements for an Array.
Since there must be enough main storage to hold a reference array for each word in the vocabulary set (perhaps 60 in number), the amount of storage used by a single array is of vital interest. This amount is determined by the total number of values stored in an array and the number of bits used to represent a value. Hence, the storage for one reference array is n • m • b bits, where b is the number of bits per point in the array. Note that if b is chosen so that the numbers stored in the array are not of a format that is standard on the computer being used, then additional processing overhead is incurred to perform the arithmetic called for by the word recognition program. The classic trade-off between processing time and main storage size that occurs in many problems thus appears here also.
The "bit compression," namely the value b above, is imposed on the standard array during the process of vol- "distance between the tips" of the unit vectors is given by
which is referred to as the square-difference error (SDE). If SDE = 0, then the arrays are identical. A simpler measure, the absolute-difference error (ADE), could also be used:
The SDE is used in this discussion. Certain "features" of an utterance may be used to restrict the number of the reference arrays that are compared with the unknown's array. Only for those reference arrays with features "similar" to the unknown's array will an SDE be computed, and the unknown will tentatively be identified with the word corresponding to the reference array giving the smallest SDE. One such feature is the real-time length of the utterance, two words being considered "dissimilar" if their lengths differ by more than, say, 35 to 40 percent. Another feature is the number of peaks that an utterance has in its power versus time curve. This feature is described in detail in Gold's paper [2] (see his Figure 5 ). It will be seen in Section 3.C that the use of features of this sort will be important in saving the central computer resource.
In the case of Audio-CUPL, the syntax of the language can be used as a check on the correctness of the identification of the unknown utterance. If the identification produces a syntax error then the unknown can be re-identified as corresponding to the reference array with the next smallest SDE. This procedure would correct a word recognition error in the case where the intended word has the second best SDE, and the word with the smallest SDE produces a syntax error. The use of syntax in this way can help determine the choice of words placed in the vocabulary set by the system designer. In any case, the system designer must choose this word list carefully and strive for maximum mutual separation between the reference arrays.
The fact that the user is on-line during the recognition process also permits feedback from the user to be brought to bear in improving the accuracy of recognition. He may "recalibrate" (cause a new reference array to be created) words he has repeated trouble with, since he is probably pronouncing the word significantly differently than at the time of his previous calibration. He may also correct errors immediately since the echo from the system will inform him of the error. However, the system would not "reject" an utterance (request the user to repeat) when the utterance does not match well to any reference array, since the requests for repeats would be greater than the number of errors that would otherwise occur (see Section 3.B). terances were recorded in an ordinary room using a dynamic microphone and an Ampex 601 audio tape recorder (Figure 6(a) ). Background noises were sometimes present when the recordings were made, such as a soft drink vending machine, and passersby in the adjacent hallway: the room did not provide total sound isolation, and on the other hand, the noise was not excessive (about 20 db below the signal most of the time). The word list of Figure 2 (without P O I N T and EQUAL) was recited several times in the order given in the list. No special effort was made on the part of the speaker to say the words in a certain way to "help" the recognition process. The tape recorder was then carried to an I B M 1800 computer (Figure 6(b) ), and connected to the computer through an adjustable band-pass filter. The filter was set so that the low frequency cutoff was 60 cps and the high frequency cutoff was 2500 cps. These figures were chosen to simulate the fact that telephone transmission has a limited bandwidth--about 300 to 3400 cps for an ordinary voice-grade telephone channel. Note that a considerable amount of the distinguishing speech information is lost by not extending the bandwidth to at least 3500 cps [6, 7] , but for the purposes of experimentation it seemed prudent to choose the conservative figure of 2500 cps. The computer was set so that analog samples would be accepted for one second from the time a trigger signal was given. Samples were taken at the rate of 8000 samples per second, so that a total of 8000 samples were collected for each utterance fed into the machine. The A/D converter produced a signed 8-bit integer for each sample (values ranging from -128 to • 4-127). The tape was positioned manually to a point just before an utterance, and a manual triggering signal was given about the time the tape machine was started. A storage oscilloscope was connected such that its sweep triggered at the same time the computer began accepting samples, and the vertical deflection recorded the voice signal presented to the A/D converter. This monitoring was necessary to guarantee that the whole utterance had been captured in the one-second sample, and that the signal voltage was in a range suitable for the A/D converter. After a number of utterances were placed in disk storage, they were punched out on cards in a format suitable for use with the IBM System/360: unfortunately a card deck was, at the time, the only data medium compatible with both the 1800 and the 360. The cards were then carried to the 360 and transferred to a reel of digital tape suitable for use in subsequent runs on the 360 (Figure 6(e) ). All of the experimentation with the word recognition program was then performed on the 360 using this digital tape ( Figure 6(d) ).
Experimental Results

A. Description of the Experimental
The essential difference between the experimental configuration of Figure 6 and the setup pictured in Figure 4 is that no frequency analysis of the utterance is provided by the hardware of Figure 6 . During experimentation, the frequency information was provided by numerical means (a Fourier analysis program); this approach is desirable since different choices of the filter parameters (different numbers of filters, and different choices of crossover frequencies) can be simulated by changing a few parameters in the Fourier analysis routine, with no hardware change or additional analog data conversion necessary.
B. Experimental Results.
The word recognition program developed in this research depends on several parameters that have a strong bearing on the practical usefulness of this speech recognition technique for a system such as Audio-CUPL. This usefulness is gauged by two key measures: the performance of the system and the resources required by the system. The key parameters may be adjusted to "tune" the word recognition program to give the "best" performance for the "least" demand on the computer resources. The choice of certain of these parameters definitely involves a compromise between performance and the use of resources; better performance can be obtained at the expense of requiring more computer resources. However, in certain other parameters it is found that the choice may be made to increase performance with either no change, or a decrease, in the resources required. In this section the performance criteria are considered, and the experimental results showing the relation between performance and the values of the key parameters are presented.
Several algorithms for handling the identification of an unknown utterance can be imagined. The simplest scheme is to find the reference array that is "closest" (smallest SDE) to the standard array for the utterance, and then simply identify the utterance with the word represented by that reference array. A more complicated procedure could be devised such that this identification will be made if and only if one or more other conditions are satisfied, and, if the additional conditions are not satisfied, then the utterance is rejected and the system requests a repeat from the user. The perrformance of the system should, in any case, be taken as inversely proportional to the inconvenience caused the user by errors in identification or requests for repetition: that system performs best which requires the least repetition from the user, either because the system incorrectly identified an utterance, or because the system rejected the utterance as not well enough matched to any of the reference arrays. Two criteria were considered that would enable the system to reject "bad" utterances. One of these was to find the two reference arrays closest to the unknown's array and then to require that
where SDE1 is the distance between the unknown and the closest reference array, D is a constant, and SDE2 is the distance between the unknown and the second closest reference array. The idea here is that, if the closest reference array wins by only a small margin, then a small perturbation to the system or the manner of speaking could have resulted in a different identification. It was found that using the simplest identification scheme resulted in 4 "errors" out of 111 unknown utterances with the "best" system tuning. Using the criterion to reject unknowns with close runners-up resulted in no "errors" (identifications that were incorrect), but resulted in 40 rejected utterances ! The inconvenience to the user would therefore be ten times as great. The fact that the user is on-line and immediately hears how the system interpreted his utterances makes an "error" by the system of relatively minor importance, since the user can correct it before it can cause a chain reaction of bad effects. During the introductory phase, however, the main objective is to obtain reliable reference arrays, and at this time it is desirable to use a more stringent criterion, such as the one suggested above, even if the rejection rate is high. It is concluded that the number of errors with the simplest identification scheme is the best measure of system performance from the user's point of view. It should also be noted that the system tuned to lower the number of errors seems to also have the best separation of reference arrays.
The key parameters of the word recognition program are the dimensions of the standard arrays and the reference arrays n and m (Figure 5 ), the number of bits b used to represent each value in an array, the choice of the crossover frequencies for the band-pass filters, and the degree of volume compression. The experimental tuning of the system through choices of these parameters is now considered. The runs described here were all made using the same original digital tape of utterances (Section 3.A) which was made with the word list of Figure 2 , less the words POINT and EQUAL--a 37-word vocabulary set. Five utterances of each word were recorded, giving 185 utterances in all. The results did not seem to change significantly whether two or three utterances of a word were used to construct that word's reference array, so only two were used. Subsequent detection of "unknowns" therefore involved three completely fresh utterances of each w o r d --l l l utterances in all.
Runs were made for the number of filters equal to 16 and 8 (n = 16 and n = 8), and each of these cases was run with the number of time slots equal to 64 and 32 (m = 64 and m = 32). The crossover frequencies for these two choices of n are given in Figure 7 ; these choices were made from [8, Figure 18 ] where the "articulation index" is plotted against frequency. The bands of Figure 7 are chosen so that each filter contributes an equal amount to the total articulation possible for a 3000 cps bandwidth. An arbitrary choice of crossover frequencies for the 16 filter case was also tested: these values are also shown in Figure 7 . The choice based on the articulation index was found to be significantly better than the arbitrary choice (see Figure 8) . The performance of the system depended less critically on the choice of the volume compression parameter C, with the best C being about 100 (Figure 8 ) --C is related to the dynamic range in the loudness of speech, with C = 100 corresponding to a range of about 20 decibels between the softest (nonnoise) portions of the utterance and the loudest portions, and a larger C corresponding to greater compression.
The key consideration of the storage requirements for the reference arrays is determined by n, m, and b. In fact, the number of bits per reference array is n • m • b bits. I t was found that no degradation of system performance was experienced in going from 16 bits per point to 4 bits per point (see Figure 8 ) ! The number of time slots m was halved, resulting in a substantial increase in the error rate (from 4/111 = 3.6% to 12/111 = 10.8%). Similarly, the number of filters was cut to 8, increasing the error rate from 3.6 % to 6.3 %; note that the decrease in performance here is not nearly as great as that experienced by cutting the number of time slots. When both the number of filters and the number of time slots were cut to 8 and 32 respectively, the error rate rose to 14.4 %.
C. T i m i n g Consideragons.
The amount of the central computer's instruction performing ability that is required by the word recognition program is an important consideration in evaluating the resources required by a system such as Audio-CUPL. The main uses of C P U power are considered in this sec~on.
I t was observed that the Fourier analysis routine required about 2 seconds per utterance in the experimental arrangement. While this figure could probably be trimmed down considerably by a careful hand coding of the program, it still must be concluded that a large resource (CPU power) is saved by using the analog filter arrangement proposed in Section 2.A.
Computing 
Conclusions
I t is apparent from Sections 3.B and 3.C that specifying n, m, and b for a production system presents the usual dilemma faced by a systems engineer in designing or tuning any large system. He can have the best performance (one error in about 30 utterances for n = 16, m = 64, b = 16), or use 1/8 of the core storage resources and the same C P U power by degrading the performance by a factor of two (for the n = 8, m = 64, b = 4 case). Another factor of two m a y be gained in core use as well as use of C P U power at the expense of again degrading the performance by a factor of two (n = 8, m = 32, b = 4): here there would be one error in about seven utterances! The best comproarise if core storage is at a premium (and it always seems to be) might be the n = 8, m = 64, b = 4 case, with about one error in fifteen. This arrangement would require 256 bytes of storage per reference array, or 12,800 bytes for a vocabulary set of 50 words. Recognition time would be about 125 milliseconds per unknown if only half of the reference arrays are matched with the unknown. One I B M 2316 disk storage pack would hold the reference arrays for over 2000 users. Degrading performance to the point where an error occurred every seven utterances would seem to render the system fairly useless. However, it seems reasonable to expect that the additional work that would go into the development of a production system would improve the figures quoted here considerably, probably halving the error rate for a given choice of m, n, and b.
The implications of these results in the hardware design of Figure 4 will now be considered with the I B M S y s t e m / 3fi0 in mind. Connection to the multiplexor channel could be made through the 2701 D a t a Adapter Unit, using the "parallel data adapter." This device would accept the 8-bit integers from the A / D converter and transmit them to core storage via the multiplexor channel. The 2701 can handle up to seven A / D converters, but in a configuration intended for time-sharing the system with several users it would be less expensive to use a single high-speed A / D converter and connect the several users through the multiplexor.
The multiplexor-A/D arrangement must handle n • m samples per second (512 in the n = 8, m = 64) case, and the multiplexor should be able to handle m sweeps of the filter bank per second. There are m a n y multiplexor-A/D components available commercially; for this discussion those available with the I B M 1800 D a t a Acquisition and Control System will be considered. The relay multiplexor has a maximum speed of i00 points per second, which is too slow for n,m under consideration. The solid state multiplexor and A / D together have a capacity of 20,000 conversions per second, so that 20,000/512 = 39 users could be handled with one multiplexor-A/D combination. This equipment would cost roughly $2500 to $5000, or roughly $100 per channel per month, so that up to 39 users could be on-line at a given time. During program input (compile) the C U P L compiler uses about 60/40000 = 1.5 milliseconds per statement. Supposing that about 10 seconds are required to input a statement, it is seen that the compiler use of C P U power is small compared to the time required by the word recognition program. The latter uses at worst about .2 second per utterance, which takes at least one second to input. At worst, then, 5 users could be handled by the model 65 CPU, but the use of features to limit the S D E calculations and a slower speaking rate than one utterance per second should make 40 users at a time a realistic figure. If the reference arrays for all users were kept in main storage 40 users would require 512K of core storage for the reference arrays; this, however, would be a waste of money. The fact that at least one second is required to input each utterance for a given user would permit storing the user's reference arrays on a drum, and fetching them into core only when the actual detection is to be performed. Thus space in core would probably be required for only a few sets of reference arrays at a time, which is a modest main storage requirement. The use of drum storage in this way might make it more economical (in use of C P U power) to use a larger b simply to have the arrays in a standard number format for the S D E calculations.
I t is concluded, therefore, that at this time a system such as the proposed Audio-CUPL system is feasible both economically and logically. The outlay for the analog hardware is not large, so that a prototype system could be operated for a few hours per day without undue cost.
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