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Abstract: The number of industrial applications of Computed Tomography (CT) for dimensional 15 
metrology in 100‐103 mm range has been continuously increasing, especially in the last years. Due 16 
to its specific characteristics Computed Tomography has the potential to be employed as a viable 17 
solution  for measuring  3D  complex micro‐geometries  as well  (i.e.  in  the  sub‐mm  dimensional 18 
range). However, there are different factors that may influence the CT process performance, being 19 
one of them the surface extraction technique used. In this paper two different extraction techniques 20 
are  applied  to  measure  a  complex  miniaturized  dental  file  by  CT  in  order  to  analyze  its 21 
contribution  to  the  final measurement uncertainty  in complex geometries at  the mm  to sub‐mm 22 
scales. The first method  is based on a similarity analysis:  the  threshold determination; while  the 23 
second  one  is  based  on  a  gradient  or  discontinuity  analysis:  the  3D  Canny  algorithm.  This 24 
algorithm has proven to provide accurate results in parts with simple geometries, but its suitability 25 
for 3D  complex geometries has not been proven  so  far. To verify  the measurement  results and 26 
compare  both  techniques,  reference  measurements  are  performed  on  an  optical  coordinate 27 
measuring machine (OCMM). The systematic errors and uncertainty results obtained show that the 28 
3D Canny adapted method slightly lower systematic deviations and a more robust edge definition 29 
than the local threshold method for 3D complex micro‐geometry dimensional measurements. 30 
Keywords: 3D complex geometry; Computed Tomography; Surface extraction; Canny algorithm 31 
 32 
1. Introduction 33 
The geometrical  complexity of  industrial  components with micro  three‐dimensional  features 34 
has been rapidly increasing in the last years. That implies a parallel effort from the metrology point 35 
of view in order to assure the correct dimensional measurement and tolerance verification of these 36 
parts  [1].  Tactile  and  optical  techniques  are  available  to  perform  length measurements  in  three 37 
dimensions with high  accuracy. However,  they  exhibit  limitations when measuring  3D  complex 38 
geometries, especially at sub‐mm scale [2–4]. Tactile techniques are limited in terms of accessibility 39 
and minimum measurable  feature  size due  to  the probe and  stylus dimensions, measuring point 40 
density and deformation of high aspect ratio structures under measurement and of soft substrate 41 
materials due to the probing force. Non‐contact techniques, such as interferometric microscopes [5] 42 
or  laser  line  scanning  [6] have  limitations both  in measuring vertical walls and high aspect  ratio 43 
structures, due to surface properties and accessing out‐of‐sight features. In recent years, 3D imaging 44 
by means of Computed Tomography (CT) has emerged as a new technology for industrial quality 45 
control  in many  industrial  applications  [7]. The main metrological  capability of  this non‐contact 46 
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imaging technique is based on the possibility of acquiring a densely populated 3D scanning point 47 
cloud  of  an  object,  allowing  the  measuring  of  free‐form  surfaces  [8],  non‐accessible  internal 48 
structures  [9,10]  and  even multi‐material  components  [11–13].  Therefore,  regarding  3D  complex 49 
surface geometries, Computed Tomography has the potential to become a viable solution for their 50 
dimensional measuring. However, CT metrology improvements have been initially focused on the 51 
measurement of reference standards and industrial parts that are characterized by simple or regular 52 
geometries,  i.e.  intrinsically  linear or approximated by  linear  forms  (lines, planes, circles, spheres, 53 
cylinders,  etc.)  [14–16]  and  the  study  and  optimization  of  this  technique  for  3D  complex 54 
micro‐geometry dimensional measurements has not been addressed so far. 55 
The main disadvantage of CT is the high number and the complexity of the factors related to 56 
hardware,  software,  environment,  workpiece  and  operator  that  may  influence  the  system 57 
performance [17–19].    Previous works [17–19] have already addressed the difficulty of identifying 58 
and quantifying all the uncertainty sources that should be considered for a measurement uncertainty 59 
evaluation. In addition, research has been carried out to demonstrate and evaluate the contribution 60 
of  specific  factors with  regards  to metrology  issues:  for  instance,  the work  presented  in  [20]  is 61 
focused  on  those  influencing  factors  that  can  be  controlled  by  the  machine  operator  (e.g. 62 
magnification of the workpiece, number of projections, position and orientation of the workpiece). 63 
Simulated  computed  tomography  data  is  used  in  [21]  to  investigate  the  effect  of  angular 64 
misalignments of a flat‐panel detector, and in [22] for studying the influence factors on image quality 65 
and scanning geometry by numerical generation modelling of X‐ray projections. A more extensive 66 
review  of  geometrical  influence  factors  is  outlined  by  Ferrucci  et  al.  in  [23] with  respect  to  the 67 
geometrical  offsets  and misalignments  of  the  cone‐beam CT  system. Hiller  et  al.  compared  the 68 
results when measuring a test object with two CT systems, two STL models provided by each of the 69 
scanners  and  two  different  software  packages  for  geometrical  fitting  [24].  Different  measuring 70 
strategies are also compared in [25], where three different inspection software packages for volume 71 
and surface data analysis were applied. Additionally, the authors in [26] evaluated and quantified 72 
the repeatability of post‐processing settings, such as data fitting, the definition of the datum system 73 
and  surface determination, which  is  also  analyzed  in  [27,28]. As  some of  these works  show,  the 74 
surface  extraction  technique  used  is  one  of  the most  influent  factors  in  the  final measurement 75 
uncertainty. 76 
All these studies have been also carried out using parts with simplified geometrical shapes to be 77 
analyzed.  However,  when  the  influences  of  these  factors  are  to  be  studied  on  3D  free‐form 78 
geometries  or  complex  shapes,  and  particularly  when  they  belong  to  micro‐components,  their 79 
evaluation  becomes  more  complicated.  The  direct  comparison  between  calibrated  values  and 80 
measured  values  of  3D  complex  geometries  is more  challenging  than  for,  for  example,  spheres, 81 
cylinders,  etc.  The  goal  of  the  present work  is  to  study  the  influence  of  two  different  surface 82 
extraction  techniques  in  the  final systematic error and measurement uncertainty when applied  to 83 
measure a complex miniaturized component for medical applications (dental endodontic file) by CT. 84 
The  first  method  is  based  on  the  threshold  determination  strategy  [29,30],  widely  used  in 85 
commercial  CT  systems  and  based  on  the  similarity  principle.  The  second  one  is  based  on  a 86 
discontinuity analysis by applying  the 3D Canny adapted algorithm developed by  the authors  in 87 
[31].  Both  methods  have  been  previously  studied  by  the  authors  in  order  to,  firstly,  analyze 88 
advantages and drawbacks of using CT metrology in comparison with other measuring systems in 89 
micro‐molded parts with regular geometries [29] and, secondly, carry out a mutual comparison of 90 
both  surface  extraction  techniques  applied  to  parts  or  reference  standards  also  with  regular 91 
geometries [30‐32]. In all these previous works reference calibration objects with regular geometries 92 
were used. The same types of reference objects with regular geometries are found in the literature 93 
published  for  other  authors  [23‐27].  In  the  present work  the  authors  propose  a  real  object with 94 
complex  3D  geometry, which  is  an  innovation with  respect  to  the previous works  found  in  the 95 
literature. This presents some challenges, especially for the 3D Canny algorithm since, as described 96 
in [31] it uses an strategy that analyses the surface from the three main Cartesian directions in order 97 
to  extract  the  surface.  That was  proven  to  be  effective with  regular  surfaces  than  can  be  easily 98 
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defined  along  those  Cartesian  axes  [31].  However,  in  3D  complex  geometries,  which  are  not 99 
necessarily  aligned  with  those  Cartesian  axes,  the  effectiveness  of  these  algorithms  has  to  be 100 
analyzed, what becomes the main objective and novelty of the present work. 101 
To  verify  the  CT  measurement  results  and  compare  both  methods,  the  dental  file  is  also 102 
characterized by an optical CMM (OCMM). Hence, the paper is organized as follows. Firstly, Section 103 
2 introduces the workpiece and workflow applied in dimensional CT metrology, the description of 104 
the surface extraction methods and the common measurement strategy considered for the OCMM 105 
and  the CT  systems.  In  Section  3,  the measurement  results  are  presented.  The  systematic  error 106 
analysis and the uncertainty estimation for both OCMM and CT measurements are included, also 107 
describing the assessment of the CT system tolerance verification capability in order to compare the 108 
results of both surface extraction techniques. The article ends in Section 4 with the conclusions about 109 
the  strong  points  and weaknesses  of  both  techniques when  they  are  applied  to  the  geometrical 110 
measurement of 3D complex shapes of micro‐components. 111 
2. Materials and Methods   112 
2.1. Workpiece: 3D complex geometry dental file 113 
A  complex  miniaturized  component  for  medical  applications,  a  dental  file  [33,34],  was 114 
considered for this study. The ProTaper F2 finishing file (produced by Dentsply Maillefer, York, PA, 115 
USA)  is made of Nickel Titanium  (Ni‐Ti)  alloy  and presents  complex helix geometry, due  to  its 116 
variable sub‐mm diameter, and variable helix pitch and helix angle along its axis. Figure 1 shows a 117 
detail of the active cutting part of the file. Its measurands are defined according to ISO 3630‐1:2008 118 
[35], being the following (see Figure 2): 119 
 Length of the active cutting part (La). 120 
 Variable diameter along the file length (Dn, n=0,1,2,…,12).   121 
 Helix angle (Hn, n=1,…,9) or the angle formed between the helix and the file axial axis. 122 
 Helix  pitch  (Pn,  n=1,…,9)  or  the  distance  between  a  point  in  the  forward  edge  and  its 123 
corresponding point in the adjacent edge along the file longitudinal axis. 124 
The diameter Dr is used as a reference value for the surface extraction techniques since it can be 125 
easily  calibrated  by  tactile methods.  The  standard  [35]  specifies  nominal  values  for  the  cutting 126 
segment (La, 16 mm  length); tip diameter (D0, 0.25 mm); fixed conicity (8% between D0 and D3); 127 
variable conicity from D3 to D12 along its axis; and a maximal flute diameter (Dr, 1.20 mm). Other 128 
dimensional  features are specified neither by  the standards, nor by  the manufacturer, so  that  the 129 
tolerances used in this work are based only on the previously mentioned. For diameters from D0 to 130 
D6, their tolerance is ±20 μm. For diameters from D7 to D12, the specified tolerance is ±40 μm. For 131 
the active cutting length (La) the tolerance is ±0.5 mm. 132 
 133 
Figure 1. Dental file workpiece: detailed view of the active cutting part with complex helix geometry 134 
and variable sub‐mm diameter. Image obtained from the OCMM. 135 
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 136 
Figure 2. Dental file workpiece: characteristic dimensions to be verified by computed tomography La 137 
(length), Dn (diameter), Pn (helix pitch) and Hn (helix angle). 138 
2.2. Dimensional CT metrology workflow 139 
As mentioned before, the metrological capability of CT systems is limited by the numerous and 140 
complex factors which influence the system performance. In the literature, the measurement error 141 
sources have been classified by different criteria [18,19]. In brief, the main factors are the following: 142 
 CT‐system or hardware (X‐ray source, rotary table, detector, global CT‐scan geometry, etc.). 143 
 Software  and  data  processing  (reconstruction  algorithm,  surface  detection  methods,  data 144 
correction, etc.). 145 
 Environment (temperature, humidity, vibrations, etc.). 146 
 Workpiece (geometry, material, manufacturing variations, surface roughness, etc.). 147 
 Operator (scanning parameters, experience, etc.). 148 
These influencing factors are present in the different required steps in CT measurements. These 149 
phases and the typical process chain of dimensional measurement by means of CT are schematized 150 
in  Figure  3.  First,  the  2D X‐ray  scans provide  the projected  images  of  the measured workpiece. 151 
Secondly, the images are reconstructed into a 3D voxel model. Then, the segmentation phase allows 152 
distinguishing  the  edges  from  the  point  cloud  of  the  workpiece  by  using  surface  extraction 153 
algorithms. To conclude, dimensions of measurands are determined by a fitting procedure. It is after 154 
this final phase when the evaluation of the results can be carried out,  including the measurement 155 
uncertainty estimation. In this work, the different parameters of the dental file were measured both 156 
by  the CT  scanner  and,  previously,  by  an  optical  coordinate measuring machine  (OCMM)  as  a 157 
reference in order to be able to carry out a result comparison with a calibrated measuring system. 158 
Recent  research demonstrates  that  the measurement uncertainty value  is mainly affected by 159 
both the post‐processing strategy and the user influence [36]. Thus, the post‐processing phase can be 160 
considered  one  of  the  key  phases  in  terms  of  uncertainty  evaluation.  Therefore,  two  surface 161 
extraction  techniques are applied  in  this work  in order  to compare  them by analyzing  the results 162 
obtained when measuring a miniaturized dental file having a 3D complex geometry. Both methods 163 
briefly described later are the following: CT1 or local threshold method [29] and CT2 based on the 164 
3D Canny algorithm [31]. 165 
  5 of 17 
 
 166 
Figure 3. Workflow or process chain for CT measurement evaluation: case study of a miniaturized 167 
dental file with 3D complex geometry. 168 
2.3. Surface extraction techniques applied: Local threshold and 3D Canny algorithm 169 
Two different techniques were applied for the surface extraction to perform the measurements 170 
of the workpiece by computed tomography: CT1 or local threshold method [29] and CT2 based on 171 
the  3D Canny  algorithm  [31]. Both  techniques have  been  already  applied  to  common  geometric 172 
primitives (basic geometric shapes and forms, e.g. lines, planes, spheres…). In this work, where they 173 
are applied to complex geometries, the point clouds obtained by each technique are processed using 174 
the same measurement protocol with Metrolog XG software by Metrologic Group (Meylan, France). 175 
The brief description of both techniques is included below. 176 
2.3.1. Local threshold method (CT1) 177 
The specific CT1 technique used in this case needs a correction by locally adapting the threshold 178 
value, as explained later. Threshold method for surface extraction in CT is a well‐known technique 179 
adapted from the 2D image segmentation. It is based on the determination of a gray value (called 180 
threshold)  used  to  distinguish  one  material  to  the  other.  Voxels  with  higher  gray  value  than 181 
threshold are considered belonging to the part, and voxels with lower value are considered as air. 182 
After  that,  sub‐voxel  techniques  based  on  a  local  3D  interpolation  are  used  to  determinate  the 183 
surface points. 184 
 185 
Figure 4. Determination of the threshold value based on the ISO50 method.   186 
Threshold value can be determined using the ISO50 method [37]. This method is based on the 187 
determination of a  reference gray value  for each of  the  two materials, and  the  calculation of  the 188 
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ISO50 threshold value as their average. The reference value for each material is usually calculated as 189 
the peak value assigned to that material in the histogram graph (Figure 4). Although this method is 190 
widely  used  in  multiple  applications  due  to  its  simplicity,  it  does  not  guarantee  an  accurate 191 
determination of  the surface  [22,28]. Therefore,  in  this work,  the  threshold value obtained by  the 192 
ISO50 method  has  been  corrected.  The  correction method  is  based  on  finding,  by  an  iterative 193 
process,  a  threshold  value  which  minimizes  the  deviation  between  the  reference  value  for  Dr 194 
(obtained by an additional and more accurate  tactile  coordinate measuring  system, a CMM with 195 
MPECMM = 2.3 μm + (L/300) μm, L in mm) and the measured value for Dr (see Caption Figure 2). A 196 
more detailed explanation of the whole process can be found in [29]. 197 
2.3.2. Canny algorithm (CT2) 198 
Developed by the authors and implemented using the Matlab software by MathWorks (Natick, 199 
MA, USA), the named CT2 method is based on the 3D Canny algorithm [31] and its methodology is 200 
divided  into four steps: (i) Preliminary surface detection, (ii) Sub‐voxel resolution refinement, (iii) 201 
Measurement and (iv) Measurement correction. 202 
1. Preliminary surface detection 203 
A  Gaussian  filter  is  applied  along  each  of  the  three  Cartesian  directions,  using  a  1x10 204 
convolution mask oriented along the direction. After this phase, three different 3D images (X–Y, Y–205 
Z  and  Z–X  in  Figure  5)  are  obtained,  each  showing  the  transition  between materials  along  the 206 
corresponding direction. 207 
2. Sub‐voxel resolution refinement 208 
A specific algorithm has been operated to calculate the points with XYZ‐coordinates that define, 209 
with sub‐voxel resolution, the material transition. This improves the actual spatial resolution of the 210 
edge detection method down to one hundredth of the voxel resolution. From the preliminary surface 211 
detected  in  the  previous  step,  obtained  from  the  calculated  local maximum  positions,  a  gravity 212 
center algorithm is applied to a neighborhood around each of those local maximum positions. The 213 
calculation of the optimal position of the point (X’,Y’,Z’) inside it with sub‐voxel resolution is carried 214 
out by applying Eq.(1): 215 
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being Xi, Yj and Zk the coordinates of the voxels  inside the window, with  i,  j and k  indicating the 216 
number of voxel,  i.e.  from 1  to 3  for  the optimal neighborhood size calculated  for  this work  (see 217 
Figure 5). GX,i, GY,j and GZ,k, with possible values  from 0  to 65,535  (i.e. 16 bits), are  the gray value 218 
transitions  obtained  in  the  preliminary  surface  detection  phase  for  the  X,  Y  and  Z  directions, 219 
respectively. This refinement  is carried out separately and  independently along all  the  three XYZ 220 
directions obtaining the three different coordinates of each surface point. 221 
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 222 
Figure 5. Sub‐voxel resolution refinement (3D Canny algorithm, CT2).   223 
3. Measurement 224 
Using  the  point  cloud  of  the  part  surface  obtained  from  the  previous  step,  coordinate 225 
measurements  of  the  required  dimensions  can  be  carried  out.  This  presents  some  challenges, 226 
especially for the 3D Canny algorithm since, as described above it uses an strategy that analyses the 227 
surface from the three main Cartesian directions in order to extract the point cloud. That was proven 228 
to  be  effective with  regular  surfaces  than  can  be  easily defined  along  those Cartesian  axes  [31]. 229 
However, in 3D complex geometries, which are not necessarily aligned with those Cartesian axes, 230 
the effectiveness of this algorithm is being analyzed in the present work. 231 
4. Measurement correction 232 
The correction applied in this work (Figure 6) includes the additional measurement of a specific 233 
parameter of  the  inspected part by another measuring  technique  (e.g.  tactile or optical CMM). By 234 
comparing  this result with  the one obtained by  the CT system a bias  is calculated as a correction 235 
factor, which is applied to all the other measurements too. In the case presented the parameter used 236 
was again Dr (Figure 2) since it was simple to measure by a tactile CMM. 237 
A more detailed explanation of the whole process can be found in [31]. 238 
 239 
Figure 6. Measurement correction (3D Canny algorithm, CT2). 240 
2.4. Optical coordinate measurements 241 
Reference  measurements  of  the  endodontic  file  were  performed  on  an  optical  coordinate 242 
measuring  machine  (OCMM)  DeMeet  220  by  Schut  Geometrical  Metrology  (Groninge,  The 243 
Netherlands) using a diascopic illumination with a light ring, a magnification lens 2x, an objective 244 
Numerical Aperture  (NA)  of  0.06  and  a  field  of  view  of  3111  μm  x  2327  μm.  The  uncertainty 245 
assessment of the OCMM measurements was carried out using a calibrated artefact. This artifact was 246 
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a  glass‐chromium  mask  scale  with  an  expanded  calibration  uncertainty  of  ±0.5  μm  (k=2).  The 247 
OCMM uncertainty for length measurements in the 100‐1000 μm range was evaluated, resulting in 248 
the maximum permissible error MPEOCMM = 1.7 μm (i.e. suitable for the diameter measurements of 249 
the  endodontic  file).  For  the  measurements  of  the  endodontic  file  with  a  length  L>1  mm,  the 250 
maximum permissible error of the OCMM obtained is: MPEOCMM = 5 μm + (L/150) μm (L in mm). 251 
The 3D complex geometry of the dental file has been measured by the OCMM and the CT. Since 252 
the  OCMM  is  a  2D  measuring  system,  the  measurement  repeatability  has  been  evaluated 253 
considering different positions. A cube is firmly attached, using cyanoacrylate glue, to the workpiece 254 
at the bottom of the cutting area of the file, in order to use their faces as reference for the coordinate 255 
system (Figure 7a and Figure 10). Hence, the dental file measurement has been performed ten times 256 
for each of the four orientations, each one determined by the face of the cube resting parallel to the 257 
OCMM measuring stage (Figure 7b). Therefore, a direct comparison between the OCMM and the CT 258 
measurements for each of the four orientations can be carried out. 259 
(a) 
 
(b) 
 
Figure 7. (a) Reference cube applied to the dental file; (b) dental file during the measurement on the 260 
OCMM.   261 
2.5. Computed Tomography scanning 262 
The  dental  file was  scanned  using  a General  Electric  eXplore  Locus  SP  by GE Healthcare 263 
(Chicago, IL, USA) cone‐beam micro‐CT machine. The reconstruction process was performed using 264 
the software provided by the manufacturer. The selected parameters used for the CT measurements 265 
were  the  presented  in  Table  1.  During  the  scanning  of  the  workpiece  the  temperature  was 266 
continuously recorded  inside the machine, obtaining a temperature range of 20±2ºC. As shown  in 267 
Figure 8, a miniaturized ball‐bar reference standard previously calibrated was also scanned with the 268 
dental file. This reference allowed the determination of the scale factor and the correction of the scale 269 
error of the measurements obtained. 270 
Table 1. CT scanning parameters for the dental file workpiece. 271 
Parameter  Value 
Voltage  90 kV 
Current  80 μA 
Increment angle  0.4 degrees 
Voxel size  28 μm 
 272 
 273 
Figure 8. Dental file and miniaturized ball bar during the measurement on the CT scanner.   274 
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An example of the points cloud obtained after the surface extraction process can be observed in 275 
Figure 9. Figure 9a shows the complete scan of the dental file (including the reference cube used for 276 
the alignment of the measurement). In Figure 9b a detail of the dental file tip and of the 3D complex 277 
helix geometry  is presented. Measurements are performed over  the point cloud  in order  to avoid 278 
distortions caused by the surface reconstruction algorithms. 279 
(a) 
 
(b) 
 
Figure 9. Point cloud from the CT scan of the file: (a) complete scan of the dental file; (b) detail of the 280 
dental file tip and of the helix geometry. 281 
2.6. Measurement strategy 282 
A  common  measurement  procedure  and  reference  coordinate  system  to  be  used  by  both 283 
measuring systems (i.e. OCMM and CT) was agreed. As it is introduced in subsection 2.4, it included 284 
the use of a cube attached to the file in order to use their faces as reference for the coordinates system 285 
(see Figure 7a). Since the OCMM is a 2D measuring system, the access to all surfaces to be measured 286 
was  achieved  by  placing  the  dental  file  in  those  four  different  orientations.  The  dental  file 287 
measurement  by  the CT  scanner was  reproduced  using  also  the  four  cube  faces  orientations  as 288 
reference planes. As a consequence, a direct comparison between the OCMM 2D measurements and 289 
the CT measurements  results with  the dental  file  in  the  same orientation  could be performed  in 290 
terms of measurement repeatability. 291 
The reference coordinate system for the dental file is obtained by a plane (one of the cube faces), 292 
a straight line (the axial axis of the dental file) and a point as the origin of the XYZ‐system. Firstly, 293 
the XZ‐plane is created taking the superior face of the cube (see Figure 10a). Secondly, the main long 294 
Z‐axis of the dental file is defined by joining the center of the spherical tip together with the center of 295 
the base cylinder (see Figure 10b). The spherical tip of the file measured was 0.06 mm in diameter. 296 
The  cylinder  is  adjusted  on  the  base  of  the  endodontic  file  between  the  operative  zone  and  the 297 
reference cube at a distance of 0.2 mm from both elements, respectively. Finally, the origin is defined 298 
as the intersection of the axial Z‐axis and a plane measured on the cube face oriented to the dental 299 
file (see Figure 10c). 300 
 301 
Figure 10. Measurement procedure of the dental file: (a) XZ‐plane; (b) Z‐axis; (c) XYZ‐origin. 302 
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3. Measurement results and uncertainty estimation   303 
3.1. Systematic error analysis 304 
In  order  to  compare  the  two  surface  extraction methods  the  first  influence  analyzed  is  the 305 
systematic deviation of measurements by calculating the difference between the mean measurement 306 
performed using  the CT  scanner  and  the  reference value obtained by  the OCMM. To provide  a 307 
comprehensive  representation of all data  for  each  type of measurand  (diameters D0  to D12, helix 308 
pitches P1  to P9 and helix angles H1  to H9)  (see Figure 11)  the distribution of  the systematic error 309 
results  coming  from  the measurements  taken at  the  four different orientations  are used  (one  for 310 
every face of the base cube). Figure 11 illustrates the number of measured error results (frequency is 311 
indicated as bar heights, see Y axis) in each error interval considered (X axis). It can be observed that 312 
the  higher  peaks  (i.e.  the  higher  number  of measurement  errors)  tend  to  be  centered  in  error 313 
intervals  close  to  zero, which  indicates  that  the  surface  extraction methods  used minimize  bias 314 
errors. 315 
 316 
 
   
Figure 11. Deviations distribution of  (a) diameter,  (b) helix pitch and  (c) helix angle measurands, 317 
obtained by CT system from OCMM calibrated values and applying CT1 and CT2 surface extraction 318 
techniques. 319 
As  it  is  shown  in  Figure  11a,  Figure  11b  and  Figure  11c  for  diameter,  helix  pitch  and  helix  angle 320 
measurement  results,  respectively,  the  systematic  errors  are  substantially  influenced by  the  employed 321 
surface extraction technique. In particular, the application of the CT2 technique (i.e. based on 3D Canny) 322 
allows obtaining a higher number of measurements closer  to  the calibrated values  (higher bars close to 323 
zero) than when applying the CT1 technique (i.e. based on local threshold). On the one hand, by applying 324 
the CT1 method, reference values for most of the elements to be measured are usually needed in order to 325 
adjust the ISO factor [27], which could be particularly difficult when measuring 3D complex geometries, as 326 
in  the presented work. On  the other hand,  the edge detection  technique based on  the Canny algorithm 327 
(CT2) provides a good edge location capability, less dependent on the geometry of the measured part. It 328 
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might be corrected by using only one dimensional reference (Dr in this case). That significantly reduces 329 
the  influence of  the  image quality,  i.e.  image noise. Results  from both methods are similar  in  the helix 330 
angle  case  (Figure  11c). This  is due  to  the  fitting  strategy  for  the determination of  the  tangent on  the 331 
cutting edge and software applied, which results more influent than the bias error. 332 
3.2. Uncertainty estimation for optical CMM measurements 333 
Optical CMM measurements were used  to validate  the CT measurements. The measurement 334 
uncertainties for optical measurements with the OCMM were calculated according to ISO 14253‐2 335 
[38], considering two influence factors as described in equation (2): 336 
2 2
95, , ,OCMM c OCMM p OCMMU k u u    (2)
where  k  is  the  coverage  factor  (k=2  for  a  coverage  interval  of  95.45%),  uc,OCMM  is  the  standard 337 
uncertainty of  the OCMM based on  the MPE of  this measuring  system  (uc,OCMM=MPEOCMM/2) and 338 
up,OCMM  is  the  standard  uncertainty  of  the  measuring  procedure,  i.e.  standard  deviation  of  the 339 
repeated measurements (repeatability, n=10). The OCMM is placed in a metrology laboratory with 340 
standard conditions of temperature, 20±1°C and humidity, 50–70%. 341 
 342 
   
 
Figure 12. OCMM measurement uncertainty results of the four views and measurands (U95,OCMM): (a) 343 
Diameter, Dn; (b) Helix pitch, Pn; (c) Helix angle, Hn. 344 
The results of the expanded uncertainty U95,OCMM were estimated for the four views and the four 345 
selected measurands: length (La), variable diameter (Dn), helix pitch (Pn) and helix angle (Hn). The 346 
angle measurement uncertainty was estimated by applying the error propagation law, as described 347 
in  the  GUM  [39].  The  maximum,  minimum  and mean  uncertainty  values  obtained  for  all  the 348 
parameters  studied  (Dn,  Pn  and  Hn)  are  shown  in  Figure  12a,  Figure  12b  and  Figure  12c, 349 
respectively. As it is illustrated, those values can be assumed as representative for each measurand 350 
of  the  whole  workpiece.  Thus,  the  maximum  expanded  uncertainty  values  from  OCMM 351 
measurements are: 352 
 UMAX,OCMM (La) = 7.9 μm 353 
 UMAX,OCMM (Dn) = 7.1 μm; (n=1,…,12) 354 
 UMAX,OCMM (Pn) = 6.4 μm; (n=1,…,9) 355 
 UMAX,OCMM (Hn) = 0.16 deg; (n=1,…,9) 356 
3.3. Uncertainty estimation for CT measurements 357 
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Measurement uncertainties for CT system were calculated. Despite of the lack of accepted test 358 
procedures  and  standards,  numerous  efforts  have  been  focused  on  defining  a  fundamental 359 
document  for  specification  and  verification  of CT  systems  used  for  coordinate metrology. As  a 360 
result, several VDI/VDE guidelines are nowadays the main basis for the future development of ISO 361 
standards.  The main  tests  to  evaluate  length measurement  and  probing  errors  are  specified  in 362 
VDI/VDE 2630‐1.3 [40]; and influencing factors and a guide for the determination of uncertainty are 363 
described in VDI/VDE 2630‐2.1 [41], the most applied procedure and recent guideline of task‐specific 364 
calibration based on  the substitution method.  In some cases, when  the substitution method  is not 365 
applicable because a previous calibration with a more accurate system is unfeasible (as it is in this 366 
case), the uncertainty estimation can be achieved according to ISO 14253‐2 [38], by considering the 367 
main error contributors in CT, as shown in equation (3): 368 
2 2 2 2
95,CTi r p w bU k u u u u      (3)
The term k is the coverage factor (k=2) and the i‐index (i=1,2) refers to the two surface extraction 369 
methods: CT1  (local  threshold method) and CT2  (Canny algorithm)  in order  to obtain U95,CT1 and 370 
U95,CT2,  respectively. The  term ur  is  the  standard uncertainty due  to  traceability quantified by  the 371 
MPE of the CT (ur=MPECTi/2), which are respectively: MPECT1 = 6.6 μm + (L/5.4) μm; and MPECT2 = 7.0 372 
μm + (L/5.6) μm, where L is in mm. These micro‐CT system MPE expressions were experimentally 373 
determined by using several calibrated reference artefacts with maximum calibration uncertainties 374 
lower than ±3.0 μm for all the dimensions used. Additionally, up is the standard uncertainty of the 375 
measurement  procedure  (repeatability),  uw  is  the  standard  uncertainty  from  the  material  and 376 
manufacturing variations of the measured process, including the variations in the CTEs (coefficient 377 
of  thermal  expansion)  of  the workpiece,  and  ub  is  the  standard  uncertainty  associated with  the 378 
residual systematic error of the measurement process, which is influenced by the surface extraction 379 
technique (mainly dependent on the measurement correction, so that the standard uncertainty of the 380 
scale  factor and  the applied offset determination are here considered) and by  the  influence of  the 381 
temperature variation during the CT measuring process. 382 
 383 
 384 
Figure 13. OCMM and CT expanded measurement uncertainty results  (U95) of  the four views and 385 
measurands: (a) Diameter, Dn; (b) Helix pitch, Pn; (c) Helix angle (Hn). 386 
 387 
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The  comparison between  the expanded uncertainty U95,CT1, U95,CT2 and UMAX,OCMM  is  shown  in 388 
Figure  13a,  Figure  13b  and  Figure  13c  for  diameter,  helix  pitch  and  helix  angle  measurands, 389 
respectively. Considering the diameter, for smaller values of Dn the expanded uncertainty obtained 390 
by CT  is  closer  than  the  considered UMAX,OCMM.  Since  helix  pitch  and  helix  angle measurements 391 
strongly depend on  the  fitting procedure  from  the point cloud,  these measurands present higher 392 
differences with  respect  to  the  reference OCMM  value.  If  both  surface  extraction methods  are 393 
compared,  there are not clear differences between  them  in most of  the measurands. On  the other 394 
hand,  in  some  cases CT1  shows  lower uncertainties, while  the opposite happens  for  some other 395 
measurands.  In  addition,  for  a  further  analysis  of  these  results,  the  estimated  uncertainties  are 396 
eventually compared with the dental file’s calibration and tolerances. Hence, in next subsection the 397 
EN  value  is  calculated  for  all measurands  and  the  2U/T  ratio  is  also  estimated  to  compare  both 398 
extraction techniques when verifying 3D complex geometries in this micro manufactured part. 399 
3.4. EN value and tolerance verification capability 400 
To validate  the expanded uncertainty  results  in  relation  to  the measuring uncertainty of  the 401 
used instruments, CT system and OCMM, the EN value was calculated for all measurands [42]. This 402 
parameter is given by equation (4) and relates the deviation between a measured value (i.e. by the 403 
CT systems in the present case) and the corresponding calibrated value (i.e. by the CMS) concerning 404 
their respective stated uncertainties. Then, if EN<1 there is a satisfactory agreement between the two 405 
values, otherwise there is no agreement among them. 406 
. .
2 2
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Figure 14 illustrates the percentage of EN<1 values results for all the measurands of the dental 407 
file. As in the previous subsection, not significant differences between both techniques are observed. 408 
In general CT2 shows very similar or slightly better results, except  for  the measurand La or  total 409 
length  of  the  cutting  segment. Nevertheless,  the  represented  percentage  of  this  parameter  only 410 
considers that single parameter measured in the four orientations. For the rest of parameters more 411 
measurands are considered (nine  in four orientations for Helix Pitch, nine  in four orientations for 412 
Helix Angle, etc.). Again, this analysis cannot be considered conclusive in terms of defining which of 413 
both techniques provides a lower measurement uncertainty. 414 
 415 
Figure  14.  Percentage  of  EN<1  values  calculated  for  all CT measurement  results  and  using  both 416 
surface extraction techniques (CT1, CT2). 417 
The ratio 2U/T that considers the uncertainty measurement result (2U) and the tolerance of the 418 
workpiece (T) was analyzed. To assure the measuring capability of the CT system and the applied 419 
surface extraction techniques, the ratio must be 2U/T≤0.4, considering the micro‐geometries of the 420 
dental  file  [41,43]. As  previously  presented  for  the  EN  value,  the  percentage  of  2U/T≤0.4  values 421 
results are represented in Figure 15. Nevertheless, the measurands considered are only the length of 422 
the active cutting part (La) and variable diameters (D0 to D12), whose tolerance specifications were 423 
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defined. As  it  is  shown,  the  100%  of OCMM measurements meet  the  requirement. Both  surface 424 
extraction methods CT1 and CT2 have also a high number of measurements that accomplish with 425 
the  tolerance  ratio  specification:  78.6%  and  85.7%,  respectively.  The  results  provided  for  both 426 
methods  are  similar. Nevertheless, CT2  or Canny  algorithm  offers  a  slightly  better performance 427 
according to the results shown  in Figure 15. As a conclusion of the whole uncertainty assessment 428 
study and despite higher uncertainties and challenges in performing CT scanning metrology, the use 429 
of  this  technology  for  tolerance verification on  complex geometries has been demonstrated  to be 430 
adequate. 431 
 432 
Figure 15. Percentage of 2U/T≤0.4 values calculated for all CT and OCMM measurement results with 433 
tolerance specification and using both surface extraction techniques (CT1, CT2). 434 
4. Conclusion 435 
In  this  paper  a  comparative  analysis  of  two  surface  extraction  techniques  in  computed 436 
tomography has been presented  for  the  case  study of a micro‐component  (a dental  file) with 3D 437 
complex geometry. The contribution of the post‐processing phase in CT dimensional measurements 438 
is here evaluated by applying the threshold determination strategy (CT1) and the Canny algorithm 439 
(CT2).  Reference  measurements  were  performed  on  an  optical  coordinate  measuring  machine 440 
(OCMM). Considering systematic errors results, it was found that the edge detection technique CT2 441 
provides an edge definition with slightly lower systematic errors and, therefore, less dependent on 442 
the geometry of the measured part. Furthermore,  the 3D Canny adapted method  includes a direct 443 
correction  instead  of  the  iterative  correction method  of  the  local  threshold, which  simplifies  its 444 
application.  The  uncertainty  results  do  not  show  a  clear  difference  between  both  techniques, 445 
although  slightly  better  results  have  been  observed  for  CT2  than  for  CT1,  especially when  the 446 
tolerance  verification  has  been  analyzed.  Therefore,  from  this  study  both  the  threshold 447 
determination  strategy  and  the  3D Canny  technique  show  a  similar  behavior when  tolerance  is 448 
verified by performing CT scanning metrology on complex micro‐geometries. 449 
Consequently, regarding the 3D Canny algorithm it can be concluded that concerning accuracy 450 
and uncertainty it is, at least, as effective as the threshold technique when it is used for 3D complex 451 
micro‐geometry dimensional measurements. This confirms  the results obtained  in  [31]  for regular 452 
and more simple geometries. 453 
Particularly,  since  the 3D Canny adapted method  includes a direct  correction  instead of  the 454 
iterative  correction method  of  the  local  threshold,  its  impact  lies  on  the  fact  that  once  the point 455 
cloud generated by the CT system is calibrated with relatively low uncertainty, all the points of the 456 
cloud will be constrained  in a position which  is also determined with a relatively  low systematic 457 
error  (slightly  lower  with  the  Canny  method  than  by  using  a  thresholding  technique)  and 458 
uncertainty (similar with both techniques). Potentially, such calibration will be applicable and valid 459 
as well as to any relative position between different points of the cloud,  leading to the result that 460 
virtually any measurement of complex and/or freeform geometrical features can be also performed 461 
with relatively low uncertainty. The metrological verification of this possibility is dependent on the 462 
availability  of  a  calibrated  freeform  surface. On  this  regards,  challenges  are  still  present  in  the 463 
procedure  for  some  complex  measurands  of  the  dental  file  such  as  the  helix  angle,  and  for 464 
0
10
20
30
40
50
60
70
80
90
100
TOTAL
%
 m
ea
su
re
m
en
ts
 
2U
/T
 ≤ 0
.4
CT1 CT2 OCMM
  15 of 17 
 
geometrical  characteristics with  a  critical measurand  definition  such  as  the  length  of  the  active 465 
cutting  edge.  Further  research  work  will  be  focused  on  the  establishment  of  a  traceable  and 466 
reproducible procedure  for  the calibration of miniaturized high accuracy  freeform components  in 467 
order to obtain a three‐dimensional uncertainty assessment of CT measurements. 468 
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