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Abstract
Popul ar myt hs t hat cheaper memor y, hi gh- s peed l i nks , and hi gh- s peed pr oces s or s wi l l s ol ve t he pr obl emof con
i n comput er networ ks ar e s hown t o be f al s e . A s i mpl e deni t i on f or conges t i on bas ed on s uppl y and dema
r es our ce s i s pr opos ed and i s t hen us ed t o c l as s i f y var i ous conges t i on s chemes . The i s s ues t hat make t he
pr obl ema di cul t one ar e di s cus s ed, and t he ar chi t ect ur al dec i s i ons t hat aect t he des i gn of a conges t i on
pr es ent ed. I t i s ar gued t hat l ong- , medi um- , and s hor t - t e rmconges t i on pr obl ems r equi r e di er ent s ol ut i
of t he r ecent s chemes ar e br i ey s ur veyed, and ar eas f or f ur t her r es ear ch ar e s ugges t ed.
1 Introduction
Conges t i on cont r ol i s concer ned wi t h al l ocat i ng t he r e -
s our ces i n a networ k s uch t hat t he networ k can oper -
at e at an accept abl e per f ormance l eve l when t he de-
mand exceeds or i s near t he capac i t y of t he networ k
r es our ce s . Thes e r es our ce s i nc l ude bandwi dt hs of l i nks ,
buer s pace (memor y), and pr oces s i ng capac i t y at i n-
t e rmedi at e nodes . Al t hough r es our ce al l ocat i on i s nec -
e s s ar y even at l ow l oad, t he pr obl em becomes mor e
i mpor t ant as t he l oad i ncr eas es becaus e t he i s s ues of
f ai r nes s and l ow over head become i ncr eas i ngl y i mpor -
t ant . Wi t hout pr oper conges t i on cont r ol mechani sms ,
t he t hr oughput ( or net wor k) may be r educed cons i der -
abl y under heavy l oad.
I n t hi s paper , we begi n wi t h s ever al myt hs about con-
ges t i on and expl ai n why t he t r end t owar d cheaper mem-
or y, hi gher - s peed l i nks , and hi gher - s peed pr oces s or s has
i nt ens i ed t he need t o s ol ve t he conges t i on pr obl em.
We t hen des cr i be a number of pr opos ed s ol ut i ons and
pr es ent a c l as s i cat i on of conges t i on pr obl ems as we l l as
t he i r s ol ut i ons . I n Sect i on 4 we expl ai n why t he pr ob-
l emi s s o di cul t . I n Sect i on 5, we di s cus s t he pr ot ocol
des i gn dec i s i ons t hat aect t he des i gn of a conges t i on
cont r ol s cheme. Fi nal l y, we des cr i be our r ecent pr opos -
al s and s ugges t ar eas f or f ut ur e r es ear ch.
2 Myths About CongestionControl
Conges t i on occur s when t he demand i s gr eat er t han t he
avai l abl e r e s our ces . Ther e f or e , i t i s be l i eved t hat as
s our ces become l es s expens i ve , t he pr obl emof conges -
t i on wi l l be s ol ved aut omat i cal l y. Thi s has l ed t o t h
f ol l owi ng myt hs :
1. Conges t i on i s caus ed by a s hor t age of buer s pace
and wi l l be s ol ved when memor y becomes cheap
enough t o al l owi nni t e l y l ar ge memor i e s .
2. Conges t i on i s caus ed by s l ow l i nks . The pr obl em
wi l l be s ol ved when hi gh- s peed l i nks become avai l -
abl e .
3. Conges t i on i s caus ed by s l ow pr oces s or s . The
pr obl emwi l l be s ol ved when t he s peed of t he pr o-
ces s or s i s i mpr oved.
4. I f not one , t hen al l of t he above deve l opment s wi l l
caus e t he conges t i on pr obl emt o go away.
Cont r ar y t o t hes e be l i e f s , wi t hout pr oper pr ot ocol r e
des i gn, t he above deve l opment s may l ead t o mor e con-
ges t i on and, t hus r educe per f ormance . The f ol l owi ng
di s cus s i on expl ai ns why.
The congest ion problem can not be sol ved wi th a l arge
buer space. Cheaper memor y has not he l ped t he con-
ges t i on pr obl em. I t has been f ound t hat networ ks wi t h
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No Buffer
(a) Too little memory
Timed Out
(b) Too much memory
Fi gur e 1: Too much memor y i n t he i nt ermedi at e nodes
i s as harmf ul as t oo l i t t l e memor y.
i nni t e - memor y swi t ches ar e as s us cept i bl e t o conges -
t i on as networ ks wi t h l ow- memor y swi t ches [26]. For
t he l at t e r , i t i s obvi ous t hat t oo much t r ac wi l l l ead
t o buer over ow and packet l os s , as s hown i n Fi gur e
1a. On t he ot her hand, wi t h i nni t e - memor y swi t ches ,
as s hown i n Fi gur e 1b, t he queues and t he de l ays can
get s o l ong t hat by t he t i me t he packet s come out of
t he swi t ch, mos t of t hemhave al r eady t i med out and
have been r et r ansmi t t ed by hi gher l ayer s . I n f act , t oo
much memor y i s mor e harmf ul t han t oo l i t t l e memor y
s i nce t he packet s ( or t he i r r e t r ansmi s s i ons ) have t o be
dr opped af t e r t hey have cons umed pr ec i ous networ k r e -
s our ces .
The congest i on probl emcan not be sol ved wi th hi gh-speed
l i nks. I n t he begi nni ng, t he t e l ephone l i nks connect i ng
comput er s had a s peed of a mer e 300 bi t s per s econd.
Sl owl y, t he t echnol ogy i mpr oved, and i t was pos s i bl e t o
get dedi cat ed l i nks of up t o 1. 5 Mbi t s per s econd. Then
came t he l ocal ar ea networ ks ( LANs ) , s uch as Et her net ,
wi t h a s peed of 10 Mbi t s per s econd. I t was pr ec i s e l y at
t hi s poi nt t hat t he i nt er es t i n conges t i on cont r ol t ech-
ni ques i ncr eas ed. Thi s i s becaus e t he hi gh- s peed LANs
wer e nowconnect ed vi a l ow- s peed, l ong- haul l i nks , and
conges t i on at t he poi nt of i nt er connect i on became a
pr obl em.
The f ol l owi ng exper i ment , al t hough a cont r i ved one ,
s hows t hat i nt r oduc i ng hi gh- s peed l i nks wi t hout pr oper
conges t i on cont r ol can l ead t o r educed per f ormance [ 17] .
Fi gur e 2 s hows f our nodes s er i al l y connect ed by t hr ee
19. 2 kbi t s per s econd l i nks . The t i me t o t r ans f e r a par -
t i cul ar l e was ve mi nut es . Af t er t he l i nk between t he
r s t two nodes was r epl ace by a f as t 1 Mbi t s per s econd
l i nk, t he t r ans f e r t i me i ncr eas ed t o s even hour s ! Wi t h
t he hi gh- s peed l i nk, t he ar r i val r at e t o t he r s t r out er
became much hi gher t han t he depar t ur e r at e , l eadi ng
t o l ong queues , buer over ows , and packet l os s e s t hat
caus ed t he t r ans f e r t i me t o i ncr eas e .
S R R D
19.2 kb/s
(a) Time to Transfer a File = 5 Minutes
S R R D
19.2 kb/s
(b) Time to Transfer a File = 7 Hours
1 Mb/s
Fi gur e 2: I nt r oduc i ng a hi gh- s peed l i nk may r educe t he
per f ormance .
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Fi gur e 3: A bal anced congur at i on wi t h al l pr oces s or s
and l i nks at t he s ame s peed i s al s o s us cept i bl e t o con
ges t i on.
The poi nt i s t hat hi gh- s peed l i nks cannot s t ay i n i s ol a
t i on. The l ow- s peed l i nks do not go away as t he hi gh-
s peed l i nks ar e added t o a networ k. I nt r oduct i on of
hi gh- s peed l i nks has i ncr eas ed t he r ange of s peeds t ha
have t o be managed. The pr ot ocol s have t o be des i gned
s pec i cal l y t o ens ur e t hat t hi s i ncr eas i ng r ange of l i
s peeds does not degr ade t he per f ormance .
The congest i on probl emcan not be sol ved wi th hi gh-speed
processors. The ar gument f or pr oces s or s i s s i mi l ar t o
t hat f or l i nks . I nt r oduct i on of a hi gh- s peed pr oces s
i n an exi s t i ng networ k may i ncr eas e t he mi smat ch of
s peeds and t he chances of conges t i on.
Congest i on occurs even i f al l l i nks and processors are of
the same speed. Our ar gument s above may l ead s ome
t o be l i eve t hat a bal anced congur at i on wi t h al l pr oces
s or s and l i nks at t he s ame s peed wi l l pr obabl y not be
s us cept i bl e t o conges t i on. Thi s i s not t r ue . Cons i de
f or exampl e , t he bal anced congur at i on s hown i n Fi g-
ur e 3, wher e al l pr oces s or s and l i nks have a t hr oughput
capac i t y of 1 Gbi t s per s econd. As i mul t aneous t r ans f e r
of dat a f r omnodes A and B t o node C can l ead t o a
t ot al i nput r at e of 2 Gbi t s per s econd at t he r out er R
whi l e t he out put r at e i s onl y 1 Gbi t s per s econd, t her eby
caus i ng conges t i on.
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The conc l us i on i s t hat conges t i on i s a dynami c pr obl em.
I t cannot be s ol ved wi t h s t at i c s ol ut i ons al one . We need
pr ot ocol des i gns t hat pr ot ect networ ks i n t he event of
conges t i on. The expl os i on of hi gh- s peed networ ks has
l ed t o mor e unbal anced networ ks t hat ar e caus i ng con-
ges t i on. I n par t i cul ar , packet l os s due t o buer s hor t age
i s a symptomnot a caus e of conges t i on.
3 AClassicationof CongestionProb-
lems andSolutions
I n s i mpl e t erms , i f , f or any t i me i nt er val , t he t ot al s um
of demands on a r es our ce i s mor e t han i t s avai l abl e ca-
pac i t y, t he r es our ce i s s ai d t o be conges t ed f or t hat i n-
t e r val . Mat hemat i cal l y s peaki ng:
Demand > Avai l abl e Res our ces ( 1)
I n comput er networ ks , t her e ar e a l ar ge number of
r e s our ce s , s uch as buer s , l i nk bandwi dt hs , pr oces s or
t i mes , s e r ver s , and s o f or t h. I f , f or a s hor t i nt er val , t he
buer s pace avai l abl e at t he des t i nat i on i s l e s s t han t hat
r equi r ed f or t he ar r i vi ng t r ac, packet l os s occur s . Si m-
i l ar l y, i f t he t ot al t r ac want i ng t o ent er a l i nk i s mor e
t han i t s bandwi dt h, t he l i nk i s s ai d t o be conges t ed.
The above deni t i on of conges t i on, al t hough s i mpl i s t i c ,
i s he l pf ul i n c l as s i f yi ng conges t i on pr obl ems as we l l as
s ol ut i ons . Dependi ng upon t he number of r e s our ces i n-
vol ved, a conges t i on pr obl emcan be c l as s i ed as a s i ngl e
r e s our ce pr obl emor a di s t r i but ed r es our ce pr obl em, as
s hown i n Fi gur e 4. The s i ngl e r e s our ce i nvol ved may
be a dumb r es our ce , s uch as a LANmedi um, i n whi ch
cas e , al l t he i nt e l l i gence r equi r ed t o s ol ve t he conges -
t i on pr obl emhas t o be pr ovi ded by t he us er s . Var i ous
LANacces s met hods , s uch as CSMA/CD(Car r i e r Sens e
Mul t i pl e Acces s wi t h Col l i s i on Det ect i on) , t oken acces s ,
r egi s t e r i ns er t i on, and s o on, ar e exampl es of s ol ut i ons
t o t he pr obl emof s i ngl e , dumb r es our ce conges t i on. I f
t he r es our ce i s i nt e l l i gent , f or exampl e , a name s er ver , i t
can al l ocat e i t s e l f appr opr i at e l y. The pr obl emi s mor e
di cul t i f t he r es our ce i s di s t r i but ed as i n t he cas e of
a s t or e and f orwar d networ k. For exampl e , cons i der i nt
t he l i nks as t he r es our ce s , t he us er demands have t o
be l i mi t ed s o t hat t he t ot al demand at each l i nk i s l e s s
t han i t s capac i t y. I t i s t hi s s e t of pr obl ems deal i ng wi t h
di s t r i but ed r es our ce conges t i on t hat we ar e concer ned
wi t h i n t hi s paper .
The s i mpl e deni t i on of conges t i on above al s o al l ows
us t o c l as s i f y al l conges t i on s chemes i nt o two c l as s e s :
t hos e t hat dynami cal l y i ncr eas e t he avai l abl e r e s our ce ,
and t hos e t hat dynami cal l y decr eas e t he demand. Some
exampl es of bot h t hes e t ypes of s chemes ar e des cr i bed
be l ow.
Types of
Congestion
Single
Resource
Dumb
Resource
LAN
Medium
Intelligent
Resource
Servers
Distributed
Resource
Store and Forward
Networks
Fi gur e 4: Types of conges t i on pr obl ems .
1. Resource Creation Schemes: Such s chemes i n-
c r eas e t he capac i t y of t he r es our ce by dynami cal l y
r econgur i ng t hem. Exampl es of s uch s chemes
ar e :
 Di al - up l i nks t hat can be added onl y dur i ng
hi gh us age .
 Power i ncr eas es on s at e l l i t e l i nks t o i ncr eas
t he i r bandwi dt hs .
 Pat h s pl i t t i ng s o t hat ext r a t r ac i s s ent vi a
r out es t hat may not be cons i der ed opt i mal
under l ow l oad.
Wi t h al l of t he above s chemes , us er s of t he r e -
s our ce do not need t o be i nf ormed, as t hey may
not even be awar e of t he conges t i on i n t he net -
wor k. The networ k i s s ol e l y r es pons i bl e f or s ol vi n
t he conges t i on pr obl em.
2. Demand Reduction Schemes: Thes e s chemes
t r y t o r educe t he demand t o t he l eve l of t he avai l -
abl e r e s our ces . Mos t of t hes e s chemes r equi r e
t hat t he us er ( or ot her cont r ol poi nt s ) be i nf ormed
about t he l oad condi t i on i n t he networ k s o t hey
can adjus t t he t r ac. Ther e ar e t hr ee bas i c c l as s e s
of s uch s chemes :
 Servi ce Deni al Schemes: Thes e s chemes do
not al l ow new s es s i ons t o s t ar t up dur i ng
conges t i on. The bus y t one pr ovi ded by t he
t e l ephone company i s an exampl e of s uch a
s cheme. Connect i on- or i ent ed comput er net -
wor ks al s o us e s i mi l ar s chemes wher e conges -
t i on at any i nt ermedi at e node woul d pr event
new s es s i ons f r oms t ar t i ng up.
 Servi ce Degradat i on
Schemes: Thes e s chemes as k al l us er s ( ex-
i s t i ng as we l l as new us er s ) t o r educe t he i r
l oads . Dynami c wi ndow s chemes i n whi ch
t he us er s i ncr eas e or decr eas e t he number of
packet s out s t andi ng i n t he networ k bas ed on
t he l oad ar e exampl es of t hi s appr oach.
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 Schedul i ng Schemes: Thes e s chemes as k
us er s t o s chedul e t he i r demands s o t hat t he
t ot al demand i s l e s s t han t he capac i t y. Var i -
ous cont ent i on s chemes , and pol l i ng, pr i or i t y,
and r es er vat i on s chemes ar e exampl es of t hi s
appr oach. I t mus t be poi nt ed out t hat al l
s chedul i ng s chemes ar e a s pec i al cas e of t he
s er vi ce degr adat i on appr oach.
I n connect i onl e s s networ ks , s t ar t i ng a news es s i on
does not r equi r e t hat al l i nt ermedi at e r es our ces be
i nf ormed, s o t he s er vi ce deni al appr oach cannot
be eect i ve l y us ed. Such networ ks gener al l y us e
s er vi ce degr adat i on and s chedul i ng t echni ques .
Al l conges t i on cont r ol s chemes , r e s our ce cr eat i on as we l l
as demand r educt i on s chemes , r equi r e t he networ k t o
meas ur e t he t ot al l oad on t he networ k and t hen t o t ake
s ome r emedi al act i on. The r s t par t i s of t en cal l ed
feedback, whi l e t he s econd par t i s cal l ed control. De-
pendi ng upon t he l oad, a f eedback s i gnal i s s ent f r om
t he conges t ed r es our ce t o one or mor e cont r ol poi nt s ,
whi ch t hen t ake r emedi al act i on. I n demand r educt i on
s chemes , t he cont r ol poi nt i s gener al l y t he s our ce node of
t he t r ac, whi l e i n r es our ce cr eat i on s chemes , t he con-
t r ol poi nt s may be ot her i nt ermedi at e nodes ( or s our ces )
on t he networ k. Anumber of f eedback mechani sms have
been pr opos ed, f or exampl e :
 Feedback Messages: Expl i c i t mes s ages ar e s ent
f r omt he conges t ed r es our ce t o t he cont r ol poi nt .
Such mes s ages have been cal l ed choke packet s ,
s our ce quench mes s ages , or permi t s . The s our ces
r educe t he i r l oads upon t he r ece i pt of choke pack-
et s [ 24] or s our ce quench mes s ages and i ncr eas e i t
i f t hes e ar e not r ece i ved. I n t he i s ar i t hmi c s cheme
[ 6] , t he s our ces have t o wai t t o r ece i ve a permi t
be f or e s endi ng a packet . Cr i t i c s of t hi s appr oach
ar gue t hat t he ext r a t r ac cr eat ed by t he f eed-
back mes s ages and permi t s dur i ng heavy l oad may
wor s en t he conges t i on.
 Feedback i n Rout i ng Messages: Each i nt ermedi at e
r es our ce s ends i t s l oad l eve l ( t ypi cal l y i n t erms of
queue l engt h or de l ay) t o al l ne i ghbor i ng nodes
who t hen adj us t t he l eve l of t r ac s ent t o t hat
r es our ce . The de l ay adapt i ve r out i ng us ed i n
ARPAnet at one t i me i s an exampl e of t hi s ap-
pr oach. Thi s met hod was f ound t o gener at e t oo
many r out i ng mes s ages , s i nce t he r at e of change
of de l ay t hr ough a node was much f as t er t han t he
r at e at whi ch cont r ol coul d be aect ed.
 Reject i ng Further Trac: I n t hi s appr oach, no ex-
pl i c i t mes s ages ar e s ent . However , i ncomi ng pack-
et s ar e e i t her l os t or not acknowl edged, t her eby,
c r eat i ng a backpr es s ur e . Thi s r e s ul t s i n queues be
i ng bui l t at ot her nodes , whi ch t hen backpr es s ur e
t he i r ne i ghbor s . The backpr es s ur e s l owl y t r av-
e l s t owar ds t he s our ce . Thi s t echni que i s us e f ul
onl y i f t he conges t i on l as t s f or a ver y s hor t dur a
t i on. Ot herwi s e , t he t r ac t hat i s not even us -
i ng t he conges t ed r es our ce s i s unf ai r l y aect ed by
t he backpr es s ur e pr opagat i ng t hr oughout t he net -
wor k.
 Probe Packets: Thi s r equi r e s s our ces t o s end pr obe
packet s t hr ough t he networ k and t o adj us t t he i r
l oads dependi ng upon t he de l ay exper i enced by
t he pr obe packet s .
 Feedback Fi el ds i n Packets: Thi s appr oach avoi ds
t he over head caus ed by f eedback mes s ages by i n-
c l udi ng t he f eedback i n a s pec i al e l d i n al l pack-
et s . The f eedback may be i nc l uded e i t her i n pack-
et s goi ng i n t he r ever s e di r ect i on ( t owar ds t he
s our ce of conges t i ng t r ac) [ 9, 29] or i n t he f or
war d di r ect i on ( t owar ds t he des t i nat i on) , whi ch
t hen r e l ays t he i nf ormat i on back t o t he s our ce [ 19]
Anumber of al t e r nat i ves f or t he l ocat i on of cont r ol hav
al s o been pr opos ed:
 Transport Layer: The t r ac i s gener at ed by t he
end s ys t ems , t her e f or e , t hey ar e i n t he bes t po-
s i t i on t o adj us t t he l oad i n an eci ent manner .
Dynami c wi ndows chemes ar e an exampl e of s uch
cont r ol s at t he t r ans por t l ayer . I f t he networ k
and t he end s ys t ems ar e under di er ent admi n-
i s t r at i ve cont r ol , s uch as i n publ i c networ ks , t h
cont r ol may be exer c i s ed between t he r s t and t he
l as t i nt ermedi at e s ys t ems ( ent r y- t o- exi t or DCE-
t o- DCE) i ns t ead of between t he end s ys t ems .
 Network Access: Li ke t r ac l i ght s at t he ent r ance
r amps of s ome hi ghways , t he acces s cont r ol s at
t he networ k l ayer of t he s our ce node al l ow new
t r ac t o ent er t he networ k onl y i f t he networ k
i s not conges t ed. For exampl e , t he i nput l i mi t
s cheme [ 23] does t hi s by s et t i ng appr opr i at e l i mi t
on buer s al l ocat ed t o t he t r ac or i gi nat i ng at t he
node and t o t he t r ans i t t r ac.
 Network Layer: The r out er s and gat eways , i f con-
ges t ed, can t ake i mmedi at e act i on by r educ i ng s er -
vi ce t o t he s our ces t hat ar e s endi ng mor e t han
t he i r f ai r s har e . The f ai r queue i ng s cheme [ 7] , var
i ous buer c l as s s chemes , and t he l eaky bucket al -
gor i t hm[ 31] ar e exampl es of t hi s appr oach. Thes e
s chemes ar e par t i cul ar l y us e f ul f or publ i c net
wor ks , whi ch may not be abl e t o ens ur e t hat t he
end s ys t ems wi l l r educe t he l oad on a conges t i on
f eedback s i gnal .
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 Data Link Layer: The cont r ol can al s o be exer -
c i s ed at t he dat a l i nk l eve l at each hop us i ng dat a
l i nk l eve l ow cont r ol mechani sms . Backpr es s ur e
on buer exhaus t i on [ 3] i s one s uch s cheme.
Ther e ar e a number of ot her pol i c i e s at t he t r ans por t ,
networ k, and dat a l i nk l ayer s t hat can be he l pf ul i n
conges t i on cont r ol . Thes e pol i c i e s ar e di s cus s ed l at er i n
Sect i on 5.
4 Why Is the ProblemDicult?
Des pi t e t he f act t hat a number of s chemes have been
pr opos ed f or conges t i on cont r ol , t he s ear ch f or new
s chemes cont i nues . The r es ear ch i n t hi s ar ea has been
goi ng on f or at l eas t two decades [ 10] . Ther e ar e two
r eas ons f or t hi s . Fi r s t , t her e ar e r equi r ement s f or con-
ges t i on cont r ol s chemes t hat make i t di cul t t o get a
s at i s f act or y s ol ut i on. Second, t her e ar e s ever al networ k
pol i c i e s t hat aect t he des i gn of a conges t i on s cheme.
Thus , a s cheme deve l oped f or one networ k may not wor k
on anot her networ k wi t h a di er ent ar chi t ect ur e . I n t hi s
s ect i on, we e l abor at e on t he r s t i s s ue of r equi r ement s .
The s econd i s s ue of networ k pol i c i e s i s di s cus s ed i n t he
next s ect i on.
The scheme must have a l ow overhead. I n par t i cul ar ,
i t s houl d not i ncr eas e t r ac dur i ng conges t i on. Thi s
i s one of t he r eas ons why expl i c i t f eedback mes s ages
ar e cons i der ed undes i r abl e . Some r es ear che r s have s ug-
ges t ed t hat f eedback be s ent onl y dur i ng l owl oad, t hus ,
t he abs ence of f eedback woul d aut omat i cal l y i ndi cat e a
hi gh l oad. Even s uch s chemes ar e not des i r abl e , s i nce
t he networ k r es our ces ar e al s o us ed f or nonnetwor ki ng
appl i cat i ons . Ther e f or e , r e s our ces cons umed t o pr oces s
t hes e addi t i onal mes s ages coul d have been bet t er us ed
by t hes e ot her appl i cat i ons .
The scheme must be f ai r. Fai r nes s may not be i m-
por t ant dur i ng l ow l oad when ever yone 's demands can
be s at i s ed. However , dur i ng conges t i on when t he r e -
s our ces ar e l e s s t han t he demand, i t i s i mpor t ant t hat
t he avai l abl e r e s our ces be al l ocat ed f ai r l y. Deni ng f ai r -
nes s i s not t r i vi al . A number of deni t i ons have been
pr opos ed [ 1, 11, 15, 16] . However , no one deni t i on has
been wi de l y accept ed. For exampl e , s ome r es ear cher s
cons i der s t ar vat i on of a f ew us er s t o be unf ai r [ 1] . Not
al l ocat i ng any r es our ces t o a us er i s cal l ed s t ar vat i on.
By t hi s deni t i on, i f al l us er s get a nonzer o s har e of
t he r es our ce s , t he s cheme i s f ai r . Ot her s ar gue t hat
a s cheme wi t hout s t ar vat i on can s t i l l be unf ai r i f t he
r es our ce s ar e al l ocat ed unevenl y. The key pr obl em i s
deni ng what i s an even di s t r i but i on of r e s our ces i n a
wi de- ar ea networ k wher e di er ent us er s ar e t r ave l i ng
di er ent di s t ances . Some want t o gi ve pr e f e r ence t o
t r ac t hat has t r ave l ed a l ong di s t ance (mor e hops ) ,
whi l e ot her s want t o gi ve equal t hr oughput t o al l us er s
The deni t i on of us er s i s al s o not c l ear . Some r e -
s ear cher s t r eat each s our ce - des t i nat i on pai r as a us e
Gi vi ng equal t hr oughput t o al l s our ce - des t i nat i on pai r
pas s i ng t hr ough an i nt ermedi at e node does not aut o-
mat i cal l y guar ant ee t hat al l connect i ons f r oma s i ngl
s ou ce wi l l be t r eat ed f ai r l y.
The scheme must be responsi ve. The avai l abl e capac i t y
on a networ k i s a cons t ant l y changi ng quant i t y. As t he
nodes and l i nks go up or down, t he avai l abl e capac i t y
i s i ncr eas ed or decr eas ed. As t he us er s s t ar t and s t op
t he demand al s o i ncr eas es or decr eas e s . The conges t i on
cont r ol s cheme i s r equi r ed t o mat ch t he demand dy-
nami cal l y t o t he avai l abl e capac i t y. Thus , i t s houl d as
us er s t o i ncr eas e t he demand when addi t i onal capac i t y
becomes avai l abl e and t o decr eas e i t i f t he demand ex-
ceeds t he capac i t y. The demand cur ve s houl d f ol l owt he
capac i t y cur ve ver y c l os e l y.
The congest i on scheme must work i n bad envi ronments.
Under conges t i on, t he r at e of t r ansmi s s i on er r or s , ou
of - s equence packet s , deadl ocks , and l os t packet s i n
cr eas es cons i der abl y. The conges t i on s cheme mus t con-
t i nue t o wor k i n s pi t e of t hes e condi t i ons .
Fi nal l y, the scheme must be soci al l y opt imal . That i s ,
t he s cheme mus t al l ow t he t ot al networ k per f ormance
t o be maxi mi zed. Schemes t hat cons i der each us er i n
i s ol at i on may be i ndi vi dual l y opt i mal , but not s oc i al l
opt i mal [ 30, 21] . For exampl e , i f each us er at t empt ed
t o maxi mi ze i t s t hr oughput , i t may l ead t o an uns t abl e
s i t uat i on wher e t ot al networ k l oad keeps i ncr eas i ng.
I t s houl d be c l ear f r omt he above l i s t of r equi r ement s
t hat des i gni ng a conges t i on cont r ol s cheme i s not a t r i v
i al pr obl em.
5 Pol icies That Aect the Congestion
Control Scheme
Any ar chi t ect ur al or i mpl ement at i on dec i s i on t hat af -
f ec t s e i t her s i de of Equat i on 1 aect s t he des i gn of
conges t i on cont r ol s cheme. Thus , any des i gn dec i s i on
aect i ng t he l oad ( demand) or r es our ce al l ocat i on can
be cons i der ed a par t of t he over al l conges t i on cont r o
s t r at egy of t he networ k. Thes e dec i s i ons ar e cal l ed pol
c i e s i n t hi s paper . A l i s t of s uch pol i c i e s i s pr es ent e
Tabl e I .
The mos t i mpor t ant networ k pol i cy i s t he connec -
t i on mechani sm. Ther e ar e two types of networ ks :
connect i on- or i ent ed and connect i onl e s s . I n connect i o
or i ent ed networ ks , when a new s es s i on i s s e t up, each
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Tabl e I . Pol i c i e s That Aect Conges t i on
1. Networ k Layer :
 Connect i on mechani sm
 Packet queui ng and s er vi ce pol i cy
 Packet dr op pol i cy
 Packet r out i ng pol i cy
 Li f e t i me cont r ol pol i cy
2. Tr ans por t Layer :
 Round- t r i p de l ay es t i mat i on al gor i t hm
 Ti meout al gor i t hm
 Ret r ansmi s s i on pol i cy
 Out - of - or der packet cachi ng pol i cy
 Acknowl edgment pol i cy
 Fl owcont r ol pol i cy
 Buer management pol i cy
3. Dat a Li nk Layer :
 Dat a l i nk l eve l r e t r ansmi s s i on pol i cy
 Dat a l i nk l eve l queui ng and s er vi ce pol i cy
 Dat a l i nk l eve l packet dr op pol i cy
 Dat a l i nk l eve l acknowl edgment pol i cy
 Dat a l i nk l eve l owcont r ol pol i cy
i nt ermedi at e node i n t he pat h t o be us ed i s as ked t o r e -
s e r ve cer t ai n r es our ces f or t he s es s i on. I f t he r es our ces
ar e not avai l abl e , t he s es s i on i s not s t ar t ed. I n con-
nect i onl e s s networ ks , new s es s i ons can be s t ar t ed wi t h-
out any r es our ce r es er vat i ons at t he i nt ermedi at e nodes .
Thi s al s o al l ows t he exi bi l i t y t o dynami cal l y change
t he pat hs of exi s t i ng connect i ons . I t i s c l ear t hat t he
s er vi ce deni al s chemes wi l l wor k i n connect i on- or i ent ed
networ ks , but not i n connect i onl e s s networ ks . Si mi l ar l y,
pat h s pl i t t i ng, i f r equi r ed, s houl d be s et up at s es s i on
s t ar t up t i me i n connect i on- or i ent ed networ ks . Whi l e i n
connect i onl e s s networ ks , i t can be dynami cal l y s t ar t ed
and s t opped dur i ng a s es s i on.
Packet queui ng and s er vi ce pol i c i e s i n t he i nt ermedi -
at e nodes aect r es our ce al l ocat i on among us er s . An
i nt ermedi at e node may have s epar at e queues f or each
out put l i nk, each i nput l i nk, or a combi nat i on of t he
two [ 23] . I n s ome networ ks , t her e i s a s epar at e queue
f or each s our ce and, t hus , f ai r nes s among al l s our ces ca
be guar ant eed. However , t hi s does not ens ur e f ai r nes s
among us er s f r om t he s ame s our ce goi ng t o di er ent
des t i nat i ons . I f a s epar at e queue i s mai nt ai ned f or eac
s our ce - des t i nat i on pai r , f ai r nes s among us er s f r omt h
s ame s our ce t o di er ent des t i nat i ons can be obt ai ned.
Sever al s chemes t o eci ent l y mai nt ai n and s er vi ce s uch
queues have been pr opos ed. One s cheme i s t o s er ve
queues i n a r ound- r obi n or der [ 12] . Thi s wi l l caus e t h
queues wi t h l ar ge packet s t o get a l ar ger s har e of t he
bandwi dt h t han t hos e wi t h smal l packet s . Schemes t o
t ackl e t hi s i nequi t y have al s o been pr opos ed [ 7] .
The packet dr op pol i cy deal s wi t h t he i s s ue of whi ch
packet i s dr opped i f t her e i s i ns uci ent buer s pace i n
a queue . Some of t he al t e r nat i ves ar e t he r s t packet
i n t he queue , t he l as t packet i n t he queue ( t he ar r i v
i ng packet ) , or a r andoml y s e l ec t ed packet . The choi ce
depends upon t he t ype of appl i cat i on. For r eal - t i me
communi cat i ons , t he ol der t he mes s age , t he l e s s val u-
abl e i t i s . Ther e f or e , i t i s bet t e r t o dr op packet s at
head of t he queue . Thi s t ype of t r ac has been cal l ed
`mi l k' and i s cont r as t ed wi t h l e and t ermi nal t r ac,
whi ch has been cal l ed ` wi ne ' becaus e ol der mes s ages ar e
mor e val uabl e t han newer ones [ 5] . To ens ur e f ai r nes s ,
s ome have pr opos ed r andomdr oppi ng, but ot her s have
ar gued i t s eect i venes s [ 32] .
The r out e s e l ec t i on pol i cy, i n gener al , and t he pat h s pl i
t i ng pol i cy, i n par t i cul ar , aect t he r es our ce al l ocat
and, hence , conges t i on i n t he networ k. I n mos t networ ks
t oday, a l ow- s peed pat h wi l l be t ot al l y unus ed even i f a
par al l e l hi gh- s peed pat h i s conges t ed. Pat h s pl i t t i ng
per f ormed onl y acr os s pat hs of t he s ame s peed or acr os s
par al l e l l i nks connect i ng t he s ame nodes ( one hop) .
Li f e t i me cont r ol pol i c i e s aect t he l engt h of t i me
packet s t ays i n t he networ k be f or e be i ng dr opped.
Ther e may be t oo many unneces s ar y r et r ansmi s s i ons
( and, hence , l oad) i f t he l i f e t i me i s e i t her t oo s hor t
t oo l ong.
The r ound- t r i p de l ay es t i mat i on and t he t i meout i nt er -
val comput at i on al gor i t hms us ed by t he t r ans por t pr o-
t ocol al s o have a s i gni cant i mpact . I n f act , ndi ng a
good al gor i t hmf or es t i mat i ng r ound- t r i p de l ay i n t he
pr es ence of packet l os s has been t he r s t s t ep t owar ds
ndi ng a s ol ut i on f or conges t i on cont r ol [ 14, 17, 22] . R
duc i ng t he pr obabi l i t y of f al s e t i meout al arms us i ng t h
mean as we l l as t he var i ance of t he r ound- t r i p de l ay
al s o i mpr oves t he eci ency of conges t i on cont r ol mech-
ani sms us i ng t i meout s [ 14] .
The number of packet s r e t r ansmi t t ed on a packet l os s af -
f ec t s t he s t abi l i t y of t i meout - bas ed conges t i on s cheme
The opt i mal number may depend upon t he out - of - or der
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packet cachi ng pol i cy at t he des t i nat i on. I f t he r ece i vi ng
t r ans por t does not cache out - of - or der packet s , l os s of a
s i ngl e packet may r equi r e r e t r ansmi s s i on of t he ent i r e
wi ndow. However , a compar i s on of s ever al al t e r nat i ves
s howed t hat i f t he packet l os s i s due t o conges t i on, i t i s
bes t t o r et r ansmi t j us t one packet r egar dl e s s of t he t he
cachi ng pol i cy at t he des t i nat i on.
The packet acknowl edgment pol i cy aect s t he f eedback
de l ay i n conges t i on i nf ormat i on r eachi ng back t o t he
s our ce . I f ever y packet i s acknowl edged, t her e may be
t oo much t r ac but t he conges t i on f eedback i s f as t . I f
s ome acknowl edgment s ar e wi t hhe l d, t he l oad due t o
acknowl edgment s i s l e s s , but t he conges t i on f eedback i s
de l ayed mor e .
The owcont r ol pol i cy us ed at t he t r ans por t l ayer al s o
aect s t he des i gn of t he conges t i on cont r ol s cheme. For
a compar i s on of var i ous owcont r ol pol i c i e s s ee Maxem-
chuk and Zar ki [ 25] . Br i ey, t her e ar e two maj or c l as s e s
of ow cont r ol s chemes : wi ndow- bas ed and r at e - bas ed.
I n a wi ndow- bas ed s cheme, t he des t i nat i on s pec i es t he
number of packet s t hat a s our ce can s end. Thi s he l ps
s ol ve t he pr obl emof buer s hor t age at t he des t i nat i on.
The s our ce can f ur t her r educe t he wi ndow i n r es pons e
t o a conges t i on f eedback s i gnal f r omt he networ k. I n t he
r at e - bas ed s cheme, t he des t i nat i on s pec i es a maxi mum
r at e i n t erms of packet s per s econd or bi t s per s econd
t hat t he s our ce i s al l owed t o s end. The cur r ent t r end i s
t owar ds r at e - bas ed ow cont r ol s chemes .
The choi ce between wi ndow- bas ed and r at e - bas ed ow
cont r ol s chemes depends par t i al l y upon t he bot t l eneck
r es our ce at t he des t i nat i on. Memor y capac i t y i s mea-
s ur ed by t he number of packet s t hat can be s t or ed; t he
pr oces s i ng capac i t y i s meas ur ed by t he r at e at whi ch
packet s can be pr oces s ed; l i nk bandwi dt h i s meas ur ed
i n t erms of t he number of bi t s per s econd t hat can be
t r ansmi t t ed; and s o on. Thus , i f t he des t i nat i on i s s t or -
i ng t he r ece i ved packet s on a di s k, i t may be l i mi t ed by
t he t r ans f e r r at e of t he di s k, t her e f or e , i t i s bet t e r t o us e
a r at e - bas ed ow cont r ol s chemes . On t he ot her hand,
i f t he des t i nat i on has ver y l i t t l e memor y, i t may want t o
us e a wi ndow- bas ed ow cont r ol s cheme and l i mi t t he
number of packet s t hat i t can r ece i ve at a t i me. Si mi l ar
cons i der at i ons appl y i n choos i ng t he met r i c f or expr es s -
i ng t he r at e . The choi ces ar e packet s per s econd or bi t s
per s econd. I f t he bot t l eneck or a s i mi l ar devi ce whos e
capac i t y i s expr es s ed i n bi t s per s econd i n t he l i nk, t he
r at e l i mi t s houl d be s pec i ed i n bi t s per s econd. On
t he ot her hand, i f t he bot t l eneck devi ce i s a pr oces s or ,
whi ch t akes a xed amount of t i me per packet r egar d-
l e s s of t he s i ze , t he r at e s houl d be expr es s ed i n packet s
per s econd.
Buer management pol i cy at t he des t i nat i on t r ans por t
al s o aect s t he r at e at whi ch t he packet s can be accept ed
at t he des t i nat i on and, hence , t he conges t i on l eve l i n t
networ k [ 13] . The buer s may be l ocat ed i n t he s ys t em
s pace or us er s pace . They may be s har ed or nons har ed.
Buer s may be one s i ze or mul t i pl e s i ze s . The cr edi t
al l ocat i on pol i cy may be pes s i mi s t i c or opt i mi s t i c . I n
pes s i mi s t i c cas e , t he s umof al l t he wi ndows permi t t ed
by t hat node wi l l never be gr eat er t han t he avai l abl e
s pace . I n an opt i mi s t i c s cheme, t he node wi l l al l ocat
mor e wi ndows t han avai l abl e buer s pace . Thi s al l ows a
hi gher t hr oughput wi t h a smal l e r pr obabi l i t y of l oos i n
s ome packet s i n cas es wher e al l t he wi ndows ar e be i ng
us ed. I f t he buer s ar e l ocat ed i n us er s pace , s har i n
and opt i mi smar e l e s s l i ke l y t han i f t hey ar e i n s ys t em
s pace .
The dat a l i nk l eve l pol i c i e s ar e s i mi l ar t o t he t r ans po
l ayer pol i c i e s except t hat t hey appl y t o each hop i n t he
networ k. For exampl e , t he i nt ermedi at e s ys t ems i n t he
networ k may have t he i r own packet cachi ng, acknowl -
edgment s , r e t r ansmi s s i on, and owcont r ol pol i c i e s . Al
of t hes e wi l l aect t he des i gn of t he conges t i on cont r
s cheme.
I n s ummar y, t her e ar e a l ar ge number of ar chi t ect ur al
d c i s i ons t hat aect t he des i gn of a conges t i on cont r o
s cheme. Thi s i s why anal ys t s compar i ng t he s ame s et of
al t e r nat i ves may r each di er ent conc l us i ons . A s cheme
t hat wor ks f or one networ k may not wor k equal l y we l l
f or ot her networ ks . Some par amet er s or det ai l s of t he
s cheme may have t o be changed.
6 AFundamental Principle of Control
As t he name i ndi cat es , t he pr obl emof conges t i on con-
t r ol i s bas i cal l y a cont r ol pr obl em. Mos t conges t i on con
t r ol s chemes cons i s t of a f eedback mechani smand a con-
t r ol mechani sm. I n cont r ol t heor y, i t i s we l l known t hat
t he cont r ol f r equency s houl d be equal t o t he f eedback
f r equency. As s hown i n Fi gur e 5, i f t he cont r ol i s f as t e
t han t he f eedback, t he s ys t emwi l l have os c i l l at i ons an
i ns t abi l i t y. On t he ot her hand, i f t he cont r ol i s s l ow
t han t he f eedback, t he s ys t emwi l l be t ar dy and s l owt o
r es pond t o changes . I n des i gni ng conges t i on s chemes i t
i s i mpor t ant t o appl y t hi s pr i nc i pl e and t o car e f ul l y s
l ec t t he cont r ol i nt er val . I n many exi s t i ng s chemes t hi
i s i gnor ed, and al t hough a f eedback mechani sms uch as
t he s our ce quench i s s pec i ed, t he i s s ue of howof t en t
s e d f eedback and howl ong t o wai t be f or e act i ng i s l e f t
uns pec i ed. Thi s l eads t o s chemes t hat ar e l at er f ound
i neect i ve .
Anot her l e s s on t o l ear n f r omt he cont r ol t heor y pr i nc i
pl e i s t hat no s cheme can s ol ve conges t i on t hat l as t l e s
t han i t s f eedback de l ay. Tr ans por t l eve l cont r ol s , s uch
dynami c wi ndow( or r at e) s chemes , wor k onl y i f t he con-
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Fi gur e 5: The r at e of cont r ol and f eedback de l ay ar e
r e l at ed.
ges t i on l as t s f or a f ewr ound- t r i p de l ays . For conges t i on
t hat l as t s f or a s hor t er dur at i on, dat a l i nk and networ k
l eve l cont r ol s , s uch as pr i or i t y c l as s e s , buer c l as s e s ,
and i nput buer l i mi t i ng, ar e r equi r ed. For l onger - t e rm
conges t i on, e i t her a s es s i on l eve l cont r ol ( s uch as s es s i on
deni al ) or a r es our ce cr eat i on s cheme di s cus s ed ear l i e r
s houl d be us ed. I f conges t i on l as t s i ndeni t e l y, i t i s bes t
t o s ol ve t he pr obl emby i ns t al l i ng ext r a r es our ce s . Dy-
nami c s chemes ar e good onl y f or t r ans i ent conges t i on.
Al s o, s i nce t he dur at i on of conges t i on can not be det er -
mi ned i n advance , i t i s bes t t o us e a a combi nat i on of
s chemes oper at i ng at di er ent l ayer s .
7 Our Recent Proposals
I n t hi s s ect i on, we br i ey des cr i be t hr ee conges t i on
s chemes t hat we have r ecent l y pr opos ed.
7.1 Timeout-BasedCongestionControl
The t i meout - bas ed conges t i on cont r ol s chemes ar e bas ed
on t he i dea t hat packet l os s i s a good i ndi cat or of con-
ges t i on and, t her e f or e , on a t i meout , t he l oad on t he
networ k s houl d be r educed. Lat er , i f t her e i s no f ur -
t her l os s , t he l oad i s i ncr eas ed s l owl y. I n one t i meout -
bas ed s cheme cal l ed CUTE (Conges t i on Us i ng Ti meout
at t he End- t o- end l ayer ) , t he wi ndowi s decr eas ed t o one
on a t i meout , and onl y one packet i s r e t r ansmi t t ed r e -
gar dl e s s of t he wi ndow. Lat er , t he wi ndow i s i ncr eas ed
f r omWt o W+1 af t er r ece i vi ng acknowl edgment s f or
Wpacket s wi t hout any t i meout s . The wi ndow ver s us
t he number of packet s acknowl edged i n t hi s cas e f ol l ows
a par abol i c cur ve and, t her e f or e , t hi s i ncr eas e pol i cy i s
cal l ed a par abol i c i ncr eas e . The compl et e s cheme i s de -
s c r i bed i n Jai n [ 18] . I n a s i mi l ar s cheme by Bux [ 2] ,
t he wi ndow i s i ncr eas ed l i near l y, t hat i s by one af t e r
ever y e i ght packet s . Recent l y, Jacobs on [ 14] pr opos ed
anot her ver s i on cal l ed ` s l ows t ar t ' wher e t he wi ndowWo
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Fi gur e 6: Networ k per f ormance as a f unct i on of t he
l oad. Br oken cur ves i ndi cat e per f ormance wi t h det er -
mi ni s t i c s e r vi ce and i nt er ar r i val t i mes .
at t i meout i s r emember ed, and t he i ncr eas e i s l i near up
t o Wo=2 and par abol i c t her eaf t e r . Ot her combi nat i ons ,
s uch as decr eas i ng t o Wo= 2 and i ncr eas i ng l i near l y af t e r
ever y ve packet s , have al s o been pr opos ed [ 8] .
7.2 DECbit Scheme for CongestionAvoidance
Anot her r ecent deve l opment i n t he ar ea of conges t i on
cont r ol i s t he i nt r oduct i on of t he concept of conges-
ti on avoidance. Fi gur e 6 s hows gener al pat t er ns of
r e s pons e t i me and t hr oughput of a networ k as t he net -
wor k l oad i ncr eas es . I f t he l oad i s smal l , t hr oughpu
gener al l y keeps up wi t h t he l oad. As t he l oad i ncr eas es
t hr oughput i ncr eas es . Af t er t he l oad r eaches t he net
wor k capac i t y, t hr oughput s t ops i ncr eas i ng. Thi s poi nt
i s cal l ed t he knee. I f t he l oad i s i ncr eas ed any f ur -
t her , t he queues s t ar t bui l di ng, pot ent i al l y r es ul t i n
packet s be i ng dr opped. Thr oughput may s uddenl y dr op
when t he l oad i ncr eas es beyond t hi s poi nt . Thi s poi nt i s
cal l ed t he cl i becaus e t he t hr oughput f al l s o r api dl y
af t e r t hi s poi nt .
As cheme t hat al l ows t he networ k t o oper at e at t he knee
i s cal l ed a conges t i on avoi dance s cheme as di s t i ngui s he
f r oma conges t i on cont r ol s cheme, whi ch t r i e s t o keep
t he networ k oper at i ng i n t he zone t o t he l e f t of t he c l i 
As i mpl e conges t i on avoi dance s cheme us i ng a s i ngl e bi t
i n t he networ k l ayer header i s s ummar i zed i n [ 19] and
des cr i bed i n f ur t her det ai l i n [ 4, 20, 27, 28] .
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7.3 Delay-BasedScheme for CongestionAvoid-
ance
One pr obl emwi t h s chemes r equi r i ng expl i c i t f eedback
f r omt he networ k i s t hat t hey cannot be us ed on het er o-
geneous networ ks t hat cons i s t of networ ks wi t h s ever al
di er ent ar chi t ect ur es . Si nce al l t he maj or networ ks of
t he wor l d ar e s l owl y becomi ng i nt er connect ed, a packet
may t r aver s e s ever al di er ent t ypes of networ ks be f or e
ar r i vi ng at t he des t i nat i on. I n s uch cas es , t he f eed-
back pr ovi ded by one networ k may not be meani ngf ul
t o s our ces on ot her networ ks . Al s o, s ome i nt ermedi -
at e nodes , f or exampl e , br i dges , ar e s us cept i bl e t o con-
ges t i on, but cannot l e t t he i r pr es ence be known. I n
s uch cas es , onl y s chemes wi t h i mpl i c i t f eedback can be
us ed. The t i meout - bas ed s cheme des cr i bed ear l i e r i s an
exampl e of an i mpl i c i t f eedback s cheme f or conges t i on
cont r ol . To achi eve conges t i on avoi dance us i ng i mpl i c i t
f eedback s chemes i s cur r ent l y an uns ol ved pr obl em. One
t ent at i ve pr opos al cal l s f or meas ur i ng de l ay and adj us t -
i ng t he t r ac dependi ng upon t he de l ay [ 21] . Mor e
r es ear ch i n t hi s ar ea i s r equi r ed be f or e t hi s pr opos al can
be i mpl ement ed i nt o networ ks .
Al l t hr ee s chemes di s cus s ed i n t hi s s ect i on have two key
f eat ur es . Fi r s t , t hey do not r equi r e any addi t i onal pack-
et s . As di s cus s ed ear l i e r , pr oces s i ng of packet s i s expen-
s i ve , and any at t empt t o i ncr eas e networ k per f ormance
by i nt r oduc i ng mor e packet s may not be f r ui t f ul . Sec -
ond, al l par amet er s of t he s chemes ar e di mens i onl e s s .
I n par t i cul ar , t he s chemes do not us e any t i mer s . The
cor r ect val ue f or any t i mer depends upon t he networ k
s i ze and t he l i nk s peed. A s cheme wi t hout any di men-
s i onal par amet er s i s appl i cabl e t o a wi der r ange of l i nk
s peeds and networ k s i ze s .
8 Areas for Further Research
Al t hough conges t i on cont r ol i s not a newpr obl em, t her e
ar e cons i der abl e oppor t uni t i e s f or r e s ear ch. I n t hi s s ec -
t i on, we poi nt out s ever al i s s ues t hat need t o be r es ol ved.
Path spl i t t i ng among l ong paths of dieri ng capaci t i es
i s not we l l under s t ood. I n mos t networ ks t oday, al l
t r ac f r oma gi ven s our ce t o a gi ven des t i nat i on e i t her
pas s es t hr ough t he s ame pat h or i s s pl i t equal l y among
di er ent pat hs of equal capac i t i e s . Thus , i f t he opt i mal
pat h i s conges t ed and a s l ower pat h i s avai l abl e , t he
s l ower pat h i s not us ed. Des i gni ng a s cheme t hat al l ows
s l ower pat hs t o be us ed dependi ng upon t he l oad l eve l s
on al l pat hs i s a t opi c f or f ur t her r es ear ch.
Insul at i ng one l evel of network hi erarchy f romconges-
t i on i n other l evel s i s anot her ar ea f or r e s ear ch. Mos t
l ar ge networ ks ar e or gani zed hi er ar chi cal l y i nt o s ever al
l eve l s . Schemes ar e r equi r ed t hat pr event conges t i o
at one l eve l f r omaect i ng t he t r ac at ot her l eve l s
Thus , conges t i on of a backbone networ k s houl d not af -
f ec t ot her networ ks and vi ce ver s a.
Congest i on control i n i ntegrated networks wi t h voi ce ,
dat a, and s ever al ot her t ypes of t r ac i s al s o an i nt er
es t i ng r es ear ch pr obl em. Gi vi ng hi gher pr i or i t y t o voi c
t r ac, a commonl y pr opos ed s ol ut i on, does not s ui t e
al l envi r onment s . I n s ome cas es , s uch as r eal - t i me ap
pl i cat i ons , t he de l ay and t hr oughput r equi r ement s ar e
compl ex, and accommodat i ng t hemi n a conges t i on con-
t r ol s cheme i s nont r i vi al . As t he t e l ecommuni cat i on i n
dus t r y i s movi ng t owar ds as ynchr onous t r ans f e r mode
(ATM) , whi ch us es s hor t , xed- s i ze packet s ( ce l l s ) , t h
conges t i on cont r ol s chemes f or s uch networ ks ar e be i ng
heat edl y debat ed i n s ever al s t andar ds commi t t ees .
Heterogeneous networks consi st i ng of networks usi ng
several dierent archi tectures need i mpl i c i t f eedback
s chemes f or conges t i on cont r ol and avoi dance . Thi s
pr obl emwas ment i oned ear l i e r .
Dynami c l i nk creat i on schemes that requi re the di al -
i ng up of a new l i nk need t o be deve l oped. When a
l i nk s houl d be di al ed up or di s connect ed depends upon
t he t ar i  s t r uct ur e . Now t hat hi gh- s peed, di al - up l i nk
ar e becomi ng avai l abl e , i t woul d be i nt er es t i ng t o have
gui de l i nes r egar di ng t he i r us age .
Server congest i on i s a r ecent pr obl emt hat s t ar t ed occur -
r i ng wi t h t he i nt r oduct i on of di s t r i but ed s ys t ems . Af t
a power f ai l ur e , al l nodes i n a bui l di ng need acces s t
t he name s er ver , boot s er ver , and s o on. Unl es s t he ac -
ces s i s r egul at ed pr oper l y, t he s er ver can get conges t
wi t h r eques t s and may be s o l at e i n r es pondi ng t hat
t he r eques t s ar e r et r ansmi t t ed, t hus caus i ng an unnec -
e s s ar y addi t i onal l oad on t he s er ver s . Schemes t o s ol v
t hi s pr obl emneed t o be deve l oped.
9 Summary
Conges t i on i s not a s t at i c r e s our ce s hor t age pr obl em
r at her i t i s a dynami c r es our ce al l ocat i on pr obl em. Si m
pl y pl ac i ng mor e memor y i n t he nodes , or cr eat i ng f as t er
l i nks or f as t e r pr oces s or s wi l l not s ol ve t he conges t
pr obl em. I n any i nt ermedi at e s ys t emwher e t he t ot al
i nput r at e i s hi gher t han t he out put r at e , queues wi l
bui l d up. Ther e f or e , expl i c i t meas ur es t o ens ur e t ha
t he i nput r at e i s r educed s houl d be bui l t i nt o t he pr o
t ocol ar chi t ect ur e s .
Conges t i on occur s whenever t he t ot al demand i s mor e
t han t he t ot al avai l abl e r e s our ces of memor y, l i nks , pr o
ces s or s , and s o on. Ther e f or e , conges t i on s chemes can
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be c l as s i ed as r es our ce cr eat i on s chemes or demand r e -
duct i on s chemes . Demand r educt i on s chemes can be
f ur t her s ubdi vi ded i nt o s er vi ce deni al , s e r vi ce degr a-
dat i on, and s chedul i ng s chemes . Sever al s chemes t hat
f eedback t he networ k l oad i nf ormat i on t o t he s our ces ,
who i n t ur n cont r ol t r ac, have been pr opos ed.
Conges t i on cont r ol i s not a t r i vi al pr obl embecaus e of
t he number of r equi r ement s , s uch as l owover head, f ai r -
nes s , r e s pons i venes s , and s o on. I n par t i cul ar , conges -
t i on s chemes ar e cal l ed t o wor k under unf avor abl e net -
wor k condi t i ons and ar e r equi r ed t o ens ur e t hat t he r e -
s ul t i s s oc i al l y opt i mal .
A number of networ k pol i c i e s aect t he choi ce of con-
ges t i on cont r ol s chemes . Thi s i s why one s cheme may
not be s ui t abl e f or al l networ ks . Gi ven a s et of pr ot ocol
des i gn dec i s i ons , t he conges t i on cont r ol s cheme has t o
be t uned t o wor k appr opr i at e l y wi t h t hat s et .
One pr i nc i pl e t hat i s of t en i gnor ed i n qui ckl y des i gned
conges t i on cont r ol s chemes i s t hat t he cont r ol and f eed-
back r at es s houl d be s i mi l ar . Ot herwi s e , t he s ys t emwi l l
have os c i l l at or y or i r r e s pons i ve behavi or . Thi s i s why a
combi nat i on of s chemes wor ki ng at dat a l i nk, networ k-
i ng, and t r ans por t l ayer s ar e r equi r ed, al ong wi t h pr oper
capac i t y pl anni ng t o over come conges t i on l as t i ng a s hor t
dur at i on t o a ver y l ong dur at i on.
Fi nal l y, as t he networ ks become l ar ger and het er oge -
neous , wi t h hi gher s peeds and i nt egr at ed t r ac, t he
conges t i on pr obl em becomes mor e di cul t t o handl e
and mor e i mpor t ant t han ever .
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