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Billingsley developed a widely used method for proving weak convergence with respect to the 
sup-norm and J, -Skorohod topologies, once convergence of the finite-dimensional distributions 
has been established. Here we show that Billingsley’s method works not only for J oscillations, 
but also for M oscillations. This is done by identifying a common property of the J and M 
functions, called sub-triadditivity, and then showing that Billingsley’s approach in the case of the 
J function can be adequately modified to apply to any sub-triadditive function. 
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1. Statement of results 
This paper provides tools for establishing M,-weak convergence of stochastic 
processes. Although J, is the commonly used Skorohod topology, there are many 
situations where J, must be replaced by a weaker topology such as M, . Avram and 
Taqqu (1987) for example, using the results obtained here, show that normalized 
sums of moving averages of order 1 < 4 <CO that converge in finite-dimensional 
distributions to a stable-L&y process, do not converge in the J, sense; however, 
they can converge in the M, sense. For other instances of M, convergence but no 
J, convergence, see Whitt (1980, Section 7). Having M, convergence is useful, 
because the M, topology is strong enough to make continuous the widely used 
functionals max,. ,. I and min,,. ,~ , 
The basic idea of this paper is to identify a common property of the J and M 
functions, which we call sub-triadditivity. We show that when the oscillations of a 
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given stochastic process Z(t), 0 c f c 1, are sub-triadditive, then it is possible to 
replace the evaluation of probabilities of large oscillations by the evaluation of the 
probability of large increments at fixed given times. Such a reduction is a key step 
in applications to weak convergence. 
The results of this paper concerning J and M oscillations are stated in Theorem 
1 and 1’ and the results concerning more general sub-triadditive oscillations are 
given in Theorem 2. Fix a stochastic process Z(t), 0~ t c 1, let 
J(~,,~~,x~)=min(lx~-x,l,Ix,-x,l), xl,x2,xjER (l.la) 
M(x,, x2, x3) = the distance from x7 to [x,, x3] 
ifx2 E [xl, 4, 
otherwise, 
(l.lb) 
and let H stand for either J or M. The H oscillation of {Z(f), 0 G t c 1} is 
W&H(Z) = sup H(Z(t,), Z(r), Z(t,)). (1.2) 
“- ,,_ ,- IIS I 
o- t2-1,- * 
The oscillation w~,~ is of interest because, if ZN are D[O, l]-valued processes 
whose finite-dimensional distributions converge to those of a process Z as 
N+a, then the H,-weak convergence of Z,,, to Z is equivalent to 
lim fi_O lim sup,,,,, P{w,,(Z,,) > E} = 0 for every F > 0 (see Skorohod, 1956, 
Theorems 3.2.1 and 3.2.2). 
Theorem 1. Ler H stand for either J or M. [f Z( t) E D[O, 1] a.s. salisjies condition 
(A) P{H(Z(r,),Z(t),Z(t,))~F)~Le~“(t,-t,)’+S, OSt,~t~t,~l, 
for some constants L > 0, u > 0 and /? > 0, then 
P{%,H (Z) 2 &} s C( u, p)L&~v8~ (1.3) 
where C( v, /?) is a constant independent of’&, 6, L and the distribution oj’Z. 
Theorem 1 reduces basically to Theorem 15.6 of Billingsley (1968) when H = J. 
Theorem 1’ below covers the case p = 0 for a process Z(t) satisfying condition 
(B,) Z(t)ispathwiseconstanton[i/n,(i+l)/n) forOsi<n-1, ninteger. 
Theorem 1’. Let H standfor either J or M and ler Z( t) be a process satisfying condition 
(BP,). 
(a) !f’Z( t) satisfies condition (A) with p = 0, then 
P{%,H(Z) 2 e}S C( v, O)(log, n)2”+2LC” (1.3’) 
where C( u, 0) is a constant independent of n, E, S, L and the distribution of Z. 
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(b) [f condition (A) with p = 0 is replaced by the stronger condition 
(A’) P{ sup H(Z(t:), Z(f), Z(f;))s-F}c LE-“(r?- r,), L>O, Y>O, 
r;t[~,Jl 
‘;s[rJ,l 
then 
(z) ?Z E} $2(h,g, h)“+‘LE-I’. (1.4) 
Relation (1.4) can be useful even though its right-hand side does not depend on 
6. Suppose for example that Z,,(t), n 3 1, is a sequence of processes satisfying for 
each n both condition (B,) and condition (A) with p = 0 and with the constant 
L = L,, depending on n. If (log, 4n) “+‘L,, tends to zero as n + 00, then (1.4) yields 
lim lim sup P{w~,~(Z~) > E} = 0, 
ii-” n-u 
ensuring the H,-weak convergence of the sequence {Z,,(t), n 2 1) when the finite- 
dimensional distributions converge. (For an example, see Avram and Taqqu, 1987, 
Proposition 4, which uses the weaker relation (1.9) below, with p = 0.) 
Theorem 1 and 1’ are proved in this section by identifying a common property 
of the J and M functions, which we call sub-triadditivity, and then by showing that 
Billingsley’s approach in the case of the J function can be adequately modified to 
apply to any sub-triadditive function. 
First some notation. Let [0, 11:. = {(t,, t, t,): 0s t, s t d t$ l}. For any function 
j”: [0, 11-3 --, IW+ we introduce three new functions: 
f(t, > t2) := sup At,, 4 fJ, 
firI, .‘?I 
(1.5) 
f”( t,, t, L) := sup .f(C, 4 ti) (1.6) ,;<[r,,r],r;t[r,r,] 
and 
j-y t, ) t1) := sup f(a, b, c). (1.7) 
r,sosh- c--f2 
The results will first be stated in terms off and then applied to the special function 
H,(t,, t, t2)= H(Z(t,),Z(t),Z(t,)), 0~ t,s t< t,s 1. (1.8) 
Billingsley’s method consists of showing successively that the bound involving the 
functionf= Hz in condition (A) leads to similar bounds for fi,, fi$ and w,,,(Z). 
(fi, and fis are respectively the analogues of Mb, and ML defined in Relations 
(12.2) and (12.62) of Billingsley (1968).) The next theorem is our basic result. It 
identifies conditions for the first two steps of the extension, namely Hz + I?, + f? s 
and uses the notion of sub-triadditivity defined in Section 3. 
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Theorem 2. (a) Leff:[O, 113 -+R+ he a random function which is a.s. inner subtriaddi- 
tive (see (3.1), (3.2) and (3.8) f or a definition) and such that for some integer n, 
tz - t, < l/n implies T( t, , t?) = 0. (1.9) 
P{f(r,, t, t,)SF}SLE “(tz-t,)‘+fi 
for some constants L > 0, v > 0 and /? 3 0, then 
P{.f(t,,t2)3F}~K(v,p,n)Le~“(t7-f,)’+~ (1.10) 
where 
K(v,B,n)= 
K(v, PI if@>& 
(log, 4n) Il+’ ifp = 0 
(see (2.4) for the exact formula for the coeficient K (u, p, n)). 
(b) Lff is in addition outer sub-triadditive (see (3.3), (3.4) .for a definition), then 
P(.T”(t,, t7)~~}~A(v,p,n)Lc~“(t,-t,)‘+P (1.11) 
where 
A(v,P,n)= 
A(v, PI iffp > 0, 
A( V, p)(logz n)““’ if/3 = 0 
(see (3.10) for the exact formula for the coejicient A( V, f3, n)). 
Theorem 2 is proved in Section 3. 
The last step of the extension fi r + CI+,(Z) always works. To verify this, set 
%(.f’) = o_ , y, _ ,f(t,, t, tJ 
o-‘kI,~~c, 
so that w8(.f‘) = w~,~(Z) for f = Hz. 
Lemma 1. If 
P{.f*(r,, tz)~F}~LF~I’(tZ-t,)‘+P 
then 
P{w,(f)~F}~2’+PLF~Y~B. 
Proof. Let m=[F’] and partition [O,l] with t,, i=O,l,...,m+l, where t,)=O, 
- 1 and t,,, -t, = 6, 
F” - 
i=O,l,..., m-l. Note that {w6(f’)Se] implies 
maxi=,, ,,.,,,, _, f:*( t,, t,+J Z= E}. Indeed, if there exists points a c b 9 c such that c - 
a < 6 then these points must belong to some interval [t,, t,+J, so that f(a, b, c) a c 
entails f*( t,, t,, J 2 E. Hence 
P{~~(,f)3 e}S C P{f*(t,, t,+?)a &}~mLe~“(26)‘+“~2’+“Le- “6”. 0 
! -0 
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Proofs of Theorems 1 and 1’. We first show that in the proof of Theorem 1, it is 
sufficient to suppose that Z(t) satisfies condition (B,). Let Z(t) be a process with 
paths in D[O, 11. Fix n and divide [0, 1] in 2” equal parts; the step function 
approximation Z,(t) of Z(f) built by using the values of Z at i/2”, i = 1,. . . ,2”, 
satisfies condition (B,). Since almost all paths of Z are right-continuous and 
w~,~(Z~)-, w,,,(Z) a.s., we have P{w~,~(Z) 2 .z} = lim,,,, P{w,,(Z,,) 2 a}. If 
Theorem 1 holds for processes satisfying condition (B,), we have P{w,,(Z,) 3 e}~ 
C(V, B)LE-“S”, implying P(w~,~(Z) 3 a}< C( V, P)LE~~~~. 
Theorems 1 and l’(a) follow from Theorem 2(b) and Lemma 1 since the functions 
Jz( f,, t, tz) and Mz( t,, t, t2) are a.s. inner and outer sub-triadditive (see Appendix) 
and satisfy (1.9). 
Theorem l’(b) follows from Theorem 2(a) and Lemma 1 applied to the function 
H$(t,, t, t?). (The function Hs is a.s. inner sub-triadditive (see Appendix), and 
Theorem 2(a) yields P{ fi:( t,, tr) b F} s (log, 4n)“f’La-B.) 0 
The rest of the paper is organized as follows. In Section 2 we give a general 
formulation of the classical bisection method. In Section 3 we define sub-triadditivity 
and prove Theorem 2, using the method of bisection. The sub-triadditivity of J, M, 
and Hz is established in the Appendix. 
2. The bisection method 
The bisection method seems to have originated with Menchoff (1923) in the context 
of a maximal inequality for partial sums of orthogonal random variables (see Stout, 
1974, Theorem 2.3.1). It is used by Billingsley (1968, Theorems 12.1 and 12.5), to 
establish a more general maximal inequality. The following proposition is a formali- 
zation of the bisection method. 
Consider a random field g, indexed by subintervals I of [0, 11. For every I c [0, 11, 
denote by I’ the first half of I, and by I” the second half of I. Let m( ) denote 
Lebesgue measure. 
Lemma 2. Suppose that a randomj?eld g, satisjies the inequality 
g, s m=(g,,, g,,,) + h, (2.1) 
where 
P{h, 2 E}C MeC”(m(l))‘+“, (2.2) 
with M constant, v > 0, p 2 0. Suppose also that there exists an integer n such that for 
every Jc [0, l] with m(J) < l/n, one has 
Pig./ 2 F}G MC”(m(J))‘+“. (2.3) 
Then, ,for every I c [0, 11, 
P{g, ~s}~MK(v,P,n)e-“(m(l))‘+” 
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where 
K(&&n)= 
i 
(* _2-p/(‘.+ll -tt,tll 1 ifP>O, 
(log, 4n) ‘A ’ ifp = 0. 
(2.4) 
Remark. In general, we would expect M’ = MK (v, j3, n) = nM, since [0, l] is com- 
posed of n intervals on which the bound (2.3) holds. Lemma 2, however, shows 
that, in fact, when p > 0, M’ can be made independent of n, and even for p = 0 the 
growth is at most logarithmic in n. 
Proof of Lemma 2. We split I c [0, I] in two halves, split each half again, and so 
on, until, after 
k=~log,~n-m(i)~~~logz~nm(f)~+I=log,2~nm(~)~~1og,(2n) 
splittings, we end up with intervals of size less than l/n. Here [xl denotes the 
smallest integer greater or equal to x. 
Let I, denote any interval which appeared at the k-j splitting; thus II = 1, and 
I,, is some interval such that m( I,,) < I/n. We show now by induction on j that 
P{g, 2 F}S ~;M~~“rn(l;)‘+“, (2.5) 
where the sequence c, is given by 
CC1 = 1 t (5) 
I/(r,+l)= l+(c,_,/2ql/“‘+l’. (2.6) 
For j = 0, this is just assumption (2.3). For 1 H ‘> 1, let 1: and 1: denote the two halves 
of I,. Then 
P(max(g,:,g,:)>&}~P{g,:>F}+P{g,:>a} 
s2c,_,Me-“m(1;)“” = (cj_,/2”)Ms “‘m(l,)‘+‘. 
Relation (2.5) now follows from the fact, that if X, Y, 2 are random variables 
satisfying 0 s X s Y+ 2, P{Z 2 E} c ME-” and P{ Y 3 F} s CM&-~‘, then 
P{XZ &}S inf [P{Ya(l-A)E}+P{Z~AE}] 
0: A- I 
~,,.ir~f, MC”[c(l -A)-“+A “I 
= MF~l’(]+CI;~I,ilI)l~tl. (2.7) 
Using (2.6) with /3=0 yields (c~)““‘+“= I+(Q ,)“(“+“=. . .=k+l, and c,= 
(k+ ,)“+I 6 (log,4n)“+‘. On the other hand, if p > 0, then 
yielding (2.4). 0 
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3. Inner and outer sub-triadditivity 
We focus at first on deterministic functions H defined on 
[O,l]? ={(x,,x2,x3):0~x,~x~x7~1} 
or defined on all of R’. 
Definition 1. A function ,f: [0, 111’ + [W+ is called inner sub-triadditive if it satisfies 
f(x, , x, x2) sf(x, 9 x, Y) +.0x, 9 Y, x2) (3.1) 
whenever x, G x =S y 4 x2, and 
f(x1, x, x2) s.0 Y, x, x2) +.ftx, > Y, x2) (3.2) 
whenever x, s y G x s x2. 
A function f: R3 + [w+ IS called inner sub-triadditive if it satisfies (3.1) and (3.2) 
for any reals x,, x, xl, y. 
Definition 2. A function f: [0, 111’ + R + is called outer sub-triadditive if it satisfies 
f(x, 9 x, x2) cf(x,, x, Y) +f(x, x2, Y) (3.3) 
whenever x, c x s x2 c y, and 
f(x, > x, x2) ~.I-( Y, x, x2) +.I-( Y, Xl, xl (3.4) 
whenever y SX,SXCX,. 
A function f: R3 + [w+ is called outer sub-triadditive if it satisfies (3.3) and (3.4) 
for any x, , x, x2, Y in R. 
J and M are examples of functions that are both inner and outer sub-triadditive 
(see Appendix). We show next why inner or outer sub-triadditivity are useful 
properties. But first, some notation. 
If I = [t,, t2] is an interval, let t, denote the middle point in Z, and let I’= [t,, t,], 
I”= [t,, t7] denote the two half intervals of I. If h is a function [0, l]? +R, we 
denote the corresponding random field h, := h( t, , t2) for I = [t,, t,]. We will do this 
in particular for the functions h =f and h =f* defined in (1.5) and (1.7). 
Lemma 3. (a) Zf the function f: [0, 11’ + R, is inner sub-triudditive, then 
.K s max{J,, f,4+f(tl, tf, t2). 
(b) If; moreover, f is outer sub-triadditive, then 
fT~max{fT,,fT,,}+~,,+fr,,+f(t,, t,, tz). 
(3.5) 
(3.6) 
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Proof. (a) If TV I,, then by (3.1), 
“Of,, 4 tz)if’(t,, t, tr)+f(r,, t/, f2)~.~,‘+f(rlr t/, tz), 
while if t 2 I,, by (3.2) we have similarly 
.f(t,, r> f?) sfi,,+.f(r,, t,, t2). 
(b) If r,<a<b<t,<c<r,, then 
.f( a, h, c) ~f( a, b, t, ) +,f( a, t,, c) (by inner sub-triadditivity) 
~_/(a, 6, t,) +f( I,, t,, c) +f( t, , a, t,) (by outer sub-triadditivity) 
s,f(a, b, r,)+f(t,, a, t,)+f(r,, t,, tz) 
+.f’( t,, c, tJ (by outer sub-triadditivity) 
“f::,+J,,+j,,,+f’(t,, t,, tz) 
~max{f~,,f~~,}+.fr,+.f,,,+.f(t,, t,, t2). 
In the same way, we get 
.f(a, b, c) s max{fT~,.f~~>+.fr~+fi~~+.f(t,, tl, tz) (3.7) 
when t, <a < t, < b < c < t2, and since (3.7) is obvious when a, b, c E I’or a, b, c E I”, 
(3.6) holds. 0 
The proof of Theorem 2 involves an a.s. random sub-triadditive function. 
Proof of Theorem 2. (a) The result follows from Lemma 2, applied to the functions 
g, =f( ,, , tJ and h, =f( t,, t,, t2) since relation (2.1) holds by Lemma 3(a) and since 
relation (2.3) holds trivially by assumption (1.9). 
(b) The result follows again from Lemma 2, this time applied to 
g, =.r*(f,, tz) and h, =.f(t,, t,)+f(t,, tJ+tf(fr, t,, 0 
Relation (2.1) holds by Lemma 3(b) and relation (2.3) holds again trivially. We 
check now (2.2), 
P{h, 2 &}S inf [P{fi.>+(l -A)E} 
o-h-1 
S inf [c(~-A))“+A~“]LF~“(~~-~,)‘+~. 
o- h- I (3.8) 
The last step holds by part (a), with 
c=2 ‘+~~‘~PK(v,p,n)=z”~“K(v,p,n). 
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As in (2.7), we then get 
P{h, b &)C (1+2’“~P”“‘+“K(v, p, n) 
ll(~+l))u+l~E~u(f~_f,)l+B 
s K(v,p, n)[1+2 (~--B)l(~+l)]Y+l~e~.(f*_t,)l+B, 
since K(v,& n)al. 
(3.9) 
To check (2.3), let J = [t,, t2] be such that tz - t, G l/n. Then, as in part (a), 
P{f,*~F}~2Le~V(tz-tt,)‘+S. 
Hence (2.2) and (2.3) hold with 
M=K(v,~,n)max{2,[1+2 _ 1 p/~u+l)lv+l}~ 
Applying Lemma 2, we get 
P{.fT3 E }s A(v, p, n)LeC”(t,- t,)‘+’ 
where 
A(v, p, n) = K’(v, & n)(l+2’“+““+“)“+ 
= (l-2- 
{ 
Pl~“+l~)~~zv+z~(~+~~v~~~/~u+ll)~~+l} ifp>o, 
(1 +2Yl(l’+l) vtl 
) (log, 4rz)zy+2 if /3 = 0. 
(3.10) 
This concludes the proof. 0 
Appendix 
Lemma Al. The deterministic functions J and M dejined in (1.1) are inner and outer 
sub-triadditive. 
Proof. (a) Inner sub-triadditivity. Since J and M are symmetric in x, , x2, it is 
enough to check (3.1). For J, we must show that 
Jx-x,~A~x-x,~~~x-x,~n~x-y~+~x,-~~A~y-x,~ (A.1) 
holds. 
If lx-x,\<\x--y\, then R.H.S. of (A.l)z\x-x,\zL.H.S. of (A.l). 
If Ix-+1x-x,1, th en either the R.H.S. of (A.l) equals Ix-y/+ Ix, -ylz Ix -x,1, 
or the R.H.S. of (A.l) equals Ix-y(+Iy-X,/SIX-x21. Hence (A.l) holds. 
Now for M, we check again (3.1) in different cases: 
(i) x E [xl, x2]; then M(x,, x, x2) = 0. 
If x g [xl, x,], w.l.o.g., let x <x, <x2; we have the following subcases: 
(ii) y<x<x,<xz; then M(x,,x,x,)=x,-xsx,-y=M(x,,y,x,). 
(iii) x < y < x, < x,; then 
M(x,, x,x,)=x,-x=(y-x)+(x,-y)= M(x,,x,~‘)+M(x,,Y,xZ). 
(iv) x<x,<y; then M(x,,x,x,)=x,-x= M(x,,x,y) 
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(b) Outer sub-triadditivity. Since J, M are symmetric in x, , x2, it is enough to 
check (3.3). For J, we must show that 
~x-x,~A~x-X*~~~X-X,~A~X-~~~+~X~-X~A~x~-~’~ (A.2) 
holds. The only case different from part (a) is when Ix - yI < Ix-x,1 and Ix1 - xl < 
Ixz-yl. In this case, 
R.H.S.of(A.2) =Ix-yI+I~~-xI>Ix~-yl>Ix~-xI> L.H.S.of(A.2). 
For H = M, we assume, w.1.o.g. x < x, <x2. If y < x < x, <x2, 
M(x,,x,x>)=x,-x9x2-x= M(x,x2,y). 
If x<y<x,<x,, 
M(x,,x,x,)=x,-x~(y-x)+(~~-~~)=M(x,,x,y)+M(x,~~,y). 
If x<x,<y, 
M(x,, x,x2)=x,-x?= M(x,,x,y). 0 
Lemma A2. If H : IX’+ R ’ is inner sub-triadditive, fhen thefunction H$ : [0, l]! + [w+ 
dt$ned bq’ ( 1.8) and (1.6) is inner sub-triadditive. 
Proof. Since 
HT(t, > t, td = sup H(Z(t:), z(t), z(r;)) 
l;<~[t,,~],l~~ [f,l,] 
is defined only for ordered triples t, < t < t2, we have to check that 
if t,<t<u<t2, then HS(t,, t, t2)S HS(t,, t, u)+ HS(t,, u, tz) (A.3a) 
and 
if t,<u<t<t2, then HS(t,, t, tJ s H?(u, t, t2)+ Hf$(t,, u, tz). (A.3b) 
Since the proofs are similar, we show only (A.3a). Choose any t{, t;, with t, s t’, c t s 
ti G t2 and let t G u G t2. If u Z= t;, then, obviously, Hz( ti, t, th) 3 Hs( t,, t, u) and 
(A.3a) holds. Suppose, hence u G ti; by the inner sub-triadditivity of H, 
H(Z(t;), z(t), z(t:))s H(Z(t:), z(t), Z(u))+H(Z(t;), Z(u), z(G)) 
s H:(t,, t, u)+ H%(t,, u, tl). 
The result follows by taking sup in the L.H.S. 0 
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