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$X$ $y\backslash$ (Banach) , $x*$ . $\mathcal{B}(X)$ $X$
Borel $\sigma$- . $x*$ $F$ $F$
(cylinder set) $C$ .
$C=\{x\in X;(<x, f_{1}>, <x, f_{2}>, \ldots, <x, f_{n}>)\in D\}$
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$n\geq 1,$ $\{f1, f_{2}, \ldots, f_{n}\}\subset F,$ $D\in \mathcal{B}(\mathbb{R})$ . $F$
$C_{F}$ ,
$(X, X^{*})=\cup${ $C_{F};F$ $x*$ }
$C(X,X$ . $\hat{C}(X,X^{*})$ $C(X,X^{*})$ $\sigma-$
$\hat{C}(X, X^{*})=\mathcal{B}(X)$ . $\mu$ $\int_{X}||x||^{2}d\mu(x)<\infty$
$(X, \mathcal{B}(X))$ , vectorm $\in X$ operator $R$ : $x*arrow X$
. $\in X^{*},$ $y^{*}\in Y^{*}$
$<m,$ $x^{*}>= \int_{X}<x,$ $x^{*}>d\mu(x)$ ,
$<Rx^{*},$ $y^{*}>= \int_{X}<x-m,$ $x^{*}><x-m,$ $y^{*}>d\mu(x)$
. $m$ $\mu$ (mean vector) . $R$
, $\mu$ (covariance operator) . $R$ (syretric)
,
$x^{*},$ $y^{*}\in X^{*}$ Rx$*$ , $y^{*}>=<Ry^{*},$ $x^{*}>$
(positive) .
$x^{*}\in X^{*}$ Rx $*$ , $x^{*}>\geq 0$
$f\in X^{*}$ $\mu f=\mu of^{-1}$ $\mathbb{R}$ $\mu$ $(X, \mathcal{B}(X))$
. $\mu$ $\hat{\mu}(f)$ .
$f\in X^{*}$
$\hat{\mu}(f)=exp\{i<m, f>-\frac{1}{2}<Rf, f>\}$ (1)
$m\in X$ $\mu$ , $R$ : $x*arrow X$ $\mu$ .
$(X, \mathcal{B}(X))$ $\mu$ (1) $\mu$
$m\in X$ , $R$ : $x*arrow X$ .
$\mu=[m, R]$ $\mu$ $m$ , $R$ $(X, \mathcal{B}(X))$
.
symmetric positive operator $R$ : $x*arrow X$ $X$
(Hilbert) $H$ $H$ $X$ $i$ $R=jj^{*}$ .
Vakhania-Tarieladza-Chobanyan [12] . $H$
$R$ (reproducing kemel Hilbert space) $V\backslash$ .
.
$\mathcal{H}$ $x*$ A $A^{*}A=R$ A(X
. $\mathcal{H}$R $=$ A
$*$ ( ) . $k_{R}(x^{*}, y^{*})=<Rx^{*}$ , y $*$
98
$k_{R}$ $X^{*}\cross X^{*}$ . $k_{R}$
$\Lambda$/ (kR) $R$ ) $\cong$ R .
2 J $X,$ $Y$ . $\mu x,$ $\mu_{Y}$
$(X, \mathcal{B}(X)),$ $(Y, \mathcal{B}(Y))$ , $\mu XY$ $\mu x,$ $\mu Y$
$(X\cross Y, \mathcal{B}(X)\cross \mathcal{B}(Y))$ .
$A\in \mathcal{B}(X)$ $\mu x(A)=\mu_{XY}(A\cross Y)$
$B\in \mathcal{B}(Y)$ $\mu_{Y}(B)=\mu_{XY}(X\cross B)$
.
$\int_{X}||x||^{2}d\mu_{X}(x)<\infty,$ $\int_{Y}||y||^{2}d\mu Y(y)<\infty$
$m=(m_{1}, m_{2})\in X\cross Y$ .
$(x^{*}, y^{*})\in X^{*}\cross Y^{*}$
$<(m_{1}, m_{2}),$ $(x^{*}, y^{*})>= \int_{XxY}<(x,y),$ $(x^{*}, y^{*})>d\mu XY(x, y)$
-Ll, $m_{2}$ $\mu x,$ $\mu Y$ .
$\mathcal{R}=(\begin{array}{ll}R_{11} \prime R_{12}R_{21} R_{22}\end{array}):X^{*}\cross Y^{*}arrow X\cross Y$
.
$(x^{*}, y^{*}),$ $(z^{*}, w^{*})\in X^{*}\cross Y^{*}$
$<(\begin{array}{ll}R_{11} R_{12}R_{21} \dot{R}_{22}\end{array})(\begin{array}{l}x^{*}y^{*}\end{array}),$ $(\begin{array}{l}z^{*}w^{*}\end{array})>$
$=$ $\int_{XxY}<(x,y)-m,$ $(x^{*}, y^{*})><(x,y)-m,$ $(z^{*}, w^{*})>d\mu XY(x,y)$
$R_{11}:X^{*}arrow X$ $\mu x$ , $R_{22}:Y^{*}arrow Y$ $\mu Y$
. $R_{12}=R_{21}^{*}:Y^{*}arrow X$ .
$(x^{*}, y^{*})\in Y^{*}\cross X^{*}$
$<R_{12}y^{*},$ $x^{*}>= \int_{XxY}<x-m_{1},$ $x^{*}><y-m_{2},$ $y^{*}>d\mu XY(x,y)$
$R_{12}$ $\mu XY$ (cross covariance operator) .
$\mu_{XY}=[(0,0)$ $(\begin{array}{ll}R_{11} R_{12}R_{21} R_{22}\end{array})]$ $\mu x=[0, R_{X}],$ $\mu_{Y}=[0, R_{Y}]$ .
$R_{X}$ $H_{X}\subset X$ $R_{Y}$ $-s\wedge Js$ $H_{Y}\subset Y$ ,
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$H_{X}$ X $jx$ H $Y$ $j_{Y}$
$R_{X}=j_{X}j_{X}^{*},$ $R_{Y}=j_{Y}$ .
$H_{X}$ X , $H_{Y}$ $Y$
$V_{XY}$ : $H_{Y}arrow H_{X}$
$R_{XY}=j_{X}V_{XY}j_{Y},$ $||V_{XY}||\leq 1$
. .
Theorem 1 $\mu XY\sim\mu x\otimes\mu\gamma$ $V_{XY}$ b
(Hilbert-Sc midt type) $||V_{XY}||<1$ .
$\mu XY$ $I(\mu XY)$
.
$\mathcal{F}=\{(\{A_{j}\}, \{B_{j}\});\{A_{j}\}$ $\mu x(A_{j})>0$ X , $\{B_{j}\}$
$\mu Y(B_{J})>0$ $Y$ }
$I( \mu XY)=\sup\sum_{1_{r}j}\mu_{XY}(A_{i}\cross B_{j})\log\frac{\mu_{XY}(A_{i}\cross B_{j})}{\mu_{X}(A_{1})\mu Y(B_{j})}$
. ( $\{A_{i}\}$ , {Bj}) $\in$ .
.
$\mu XY\ll\mu x.\otimes\mu Y$
$I( \mu XY)=\int_{XxY}\log\frac{d\mu XY}{d\mu_{X}\otimes\mu_{Y}}(x,y)d\mu XY(x,y)$
$I(\mu XY)=\infty$ .
.
Theorem 2 $\mu XY\sim\mu x\otimes\mu Y$ $I(\mu XY)<\infty$
$I( \mu xY)=-\frac{1}{2}\sum_{n=1}^{\infty}\log(1-\gamma_{n})$
. $\{\gamma_{n}\}$ $V_{XY}^{*}V_{XY}$ .
.
X , $Y$
. $\lambda$ : $X\cross \mathcal{B}(Y)arrow[0,1]$ (1), (2) .
(1) $x\in X$ $\lambda(x, \cdot)=\lambda_{x}$ $(Y, \mathcal{B}(Y))$
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(2) $B\in \mathcal{B}(Y)$ $\lambda(\cdot, B)$ $(X, \mathcal{B}(X))$ .
3 $[X, \lambda, Y]$ .
$\mu x$ $\mu\gamma$ $\mu XY$
.
$B\in \mathcal{B}(Y)$
$\mu Y(B)=\int_{X}\lambda(x, B)d\mu x(x)$ ,
$C\in \mathcal{B}(X)\cross \mathcal{B}(Y)$
$\mu_{XY}(C)=\int_{X}\lambda(x, C_{x})d\mu x(x)$
$C_{x}=\{y\in Y;(x,$ $\in C\}$ .
$\mu x$ $I(\mu XY)$
. 2
.
$X=Y$ $\lambda(x, B)=\mu z(B-x),$ $\mu z=$ [$0$ , Rz] .
$\mu_{Z}$ .
$\int_{X}||x||_{Z}^{2}d\mu x(x)\leq P$ , .
3
$\ovalbox{\tt\small REJECT}=S_{n}+Z_{n}$ , $n=1,2,$ $\ldots$
$Z=\{Z_{n};n=1,2, \ldots\}$ $0$
$S=\{S_{n};n=1,2, \ldots\}$ $Y=\{Y_{n};n=1,2, \ldots\}$
$S_{n}$ , . . . , $Y_{n-1}$
$R$ , $n$ $x^{n}(W, Y^{n-1}),$ $W\in\{1, \ldots, 2^{nR}\}$ $g_{n}$ :
$\mathbb{R}^{n}arrow\{1,2, \ldots, 2^{nR}\}$
$Pe^{(n)}=Pr\{g_{n}(Y^{n})\neq W;Y^{n}=x^{n}(W, Y^{n-1})+Z^{n}\}$ ,
$W$ $\{$ 1, 2, $\ldots,$ $2^{nR}\}$ $Z^{n}=(Z_{1}, Z_{2};\ldots, Z_{n})$
$\frac{1}{n}\sum_{i=1}^{n}E[S_{i}^{2}]\leq P$
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$-$ causal Si $(i=1,2, \ldots, n)$ $Z_{1},$ $\ldots,$ $Z_{i-1}$
$(i=1,2, \ldots, n)$ $Z^{n}=$






Theorem 3 (Cover-Pombra [2]) $\epsilon>0$ $n=1,2,$ $\ldots$
$n$






Proposition 1 (Gallager [5])
$C$ $\frac{1}{2n}\sum_{i=1}\log\frac{nP+r_{1}+\cdots+r_{k}}{kr_{i}}k$,
$0<r_{1}\leq r_{2}\leq\cdots\leq r_{n}$ $R_{Z}^{(n)}$ $k(\leq n)$ $nP+r_{l}+\cdots+r_{k}>\ovalbox{\tt\small REJECT}$
$C_{n,FB}(P)$
Ebert [4], Pinsker [10], Cover-Pombra [2], Dembo
[3], Yanagi [13] [14]
$R_{Z}^{11}(k)$ 1, ..., $k-1$ 1, ... , $k-1$ $R_{Z}^{(n)}$ $R_{Z}^{12}($ $)$




$C_{n}(P)\leq C_{n,FB}(P)\leq C_{n}(P^{*})$ ,
4





$Y(t)=S(t)+Z(t),$ $0\leq t\leq T$ ,
$S=\{S(t);0\leq t\leq T\}$ $Y=\{Y(t);0\leq t\leq T\}$ $(\Omega,\mathcal{F}, \mathcal{P})$
.
$S(t)$ X $Y(u),$ $0\leq u\leq t$ .




$C_{f}(P)$ . $C_{0}(P)$ Baker[1]
$C_{f}(P)$
. $C_{f}(P)$ . .
(Gl) $\mu w$ $\mu z$ strongly equivalent .
$R_{Z}=R_{W}^{1/2}(I+K)R_{Z}^{1/2},$ $K\in(\tau c)$ .
$(\tau c)$ .
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(G2) $X$ $H_{W}$ .
$\mu x[H_{W}]=1$ .
(G3) $S=X-TY$ , range $(T)\subset H_{W}$ ,




$C_{0}(P)\leq C_{f}(P)\leq 2C_{0}(P)$ .
Theorem 6 (1) (2) .
(1) $C_{0}(P) \leq C_{f}(P)\leq\frac{1}{2}||(I+K)^{-1}||P$ ,
(2) $K=0$ $K\geq 0$ $C_{0}(P)=C_{f}(P)= \frac{P}{2}$ .
Theorem 7 (1), (2), (3) .
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