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ABSTRACT 
 
 
 
The huge number of documents available on the Web represents a challenge for 
the information retrieval (IR) systems. The explosive growth in the number of 
documents published on the Web has made the web search engines the main 
means of initiating the interaction with the Internet. There are many good 
search engines, but users are often not satisfied with the results provided by the 
search engines. In many cases, the answers returned by the search engines are 
not relevant to the user information need, forcing the user to manually sift 
through the long list to locate the desired documents.   
Often, when using a search engine the user needs to repeatedly refine their   
query as they do not have enough domain knowledge to formulate the query 
precisely. Although the average users know what kind of information they 
want, it becomes difficult for them to translate it to the search engine in an 
effective way so that the search engine understands the user needs. The 
specification of such a query is limited by the user’s vocabulary and knowledge 
of the search domain. Even when disjunctions or conjunctions of keywords are 
chosen as the way of expressing the search goal, as existing search engines do, 
the user may not know what set of keywords they should use to define the 
collection of the desired documents precisely. Good query formulation requires 
that a user can somehow predict which terms appear in documents relevant to 
the information need. Accurate term prediction requires extensive knowledge 
about the document collection. Such knowledge may be hard to obtain, 
especially in large document collections. 
In the field of information retrieval, it has been recognised that, although users 
had difficulty expressing exactly the information that they require, they could 
judge the retrieved documents as relevant or irrelevant based on their 
information need. This lead to the notion of Relevance feedback:  users marking 
documents as relevant to their needs and presenting this information to the 
information retrieval system. The system can use this information to retrieve 
more documents like the relevant ones by a process known as Query expansion. 
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This research explores the use of relevance feedback techniques to 
automatically discover related words to a query from the contents of the user-
identified relevant documents. With these set of words it gives an algorithm to 
synthesise the user query in the form of a Boolean expression. The basic idea is 
that, a synthesised query providing a richer representation of the user’s query 
would increase the number of relevant documents retrieved when used as a 
query to a search engine. The three objectives for the algorithm are to ensure 
that the synthesised query has good recall, good precision and not least, is of a 
form and size acceptable to the intended search engine.  
The query synthesis algorithm starts by imposing a task in the form of a first-
cut search query to a search engine. The outcome from the search engine is 
displayed in terms of a set of documents.  Considering that the documents 
found on the Web being text documents, the user would attribute the documents 
as Relevant or Irrelevant based on their information needs. From these two sets 
of documents the algorithm creates a Boolean search query in the following five 
steps:   
 
1. The Boolean query construction begins with the construction of a CNF 
(Conjunctive Normal Form) Boolean expression of terms that selects 
every document in set Relevant and rejects every document in set 
Irrelevant. However the expressions so constructed are often too large 
to be acceptable to a search engine.  
2. The CNF expression is transformed into equivalent DNF (Disjunctive 
Normal Form) expression.  Redundant minterms are removed from 
further consideration and the set of non redundant minterms are 
referred as Mset. 
3. A Boolean expression Query is constructed by selecting minterms 
from Mset.The goal is to select a small set of minterms that selects 
each document in set Relevant. The constructed query is then written in 
a form suitable to the search engine. 
4. The process stops if the Query is acceptable to the search engine. 
Boolean expression Query becomes the required synthesised query. 
Otherwise, the Query needs modification in step 5. 
5. Minterms are modified to create a new minterm set Mset and the 
process repeats again from step3. 
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In this research, Google is used as the prime example of a search engine because 
of its popularity and cached link features on the Web. To confirm the success of 
the proposed query synthesis algorithm, a survey was organised with day to day 
users of a general purpose search engine like Google. To conduct the survey, a 
list of topics in diverse domains was chosen to collect data from the Web and a 
set of queries were generated by applying the proposed algorithm on these data 
sets. The participants were then asked to create queries for these host topics 
consistent with the information need. No constraint was placed on them 
regarding the time, number of tries or quality of their query. The target was to 
compare the quality of the human generated queries with the synthesised queries 
using evaluation measures known as precision, coverage and their combination 
called F1 measure.  
The traditional precision and coverage measurements collected during the survey 
show that the synthesised queries overwhelmingly perform better than the user 
queries. F1 measure is employed as the main evaluation metric as it combines 
both precision and recall into a single metric and favour a balanced performance 
of the two metrics. It resolves the anomalous situations, where a query with large 
coverage but low precision may not be considered as satisfactory as one with a 
modest coverage but high precision. The number of relevant documents among 
the first 10 and 20 retrieved links is used as a measure of the precision. Due to 
the difficulties of calculating recall, a new measure called coverage is used.  
The result shows that the synthesised queries can provide better values of F1 
measure than the queries generated from a user’s best effort. Higher values in F1 
measure indicates the high values of precision and coverage obtained by the 
synthesised queries. Besides achieving the above goals, the proposed algorithm 
is able to synthesise queries in a form and size acceptable to the search engine.  
To verify whether the outcome of the survey is not resulted by chance a 
statistical procedure known as paired t-test is applied on the data obtained from 
the survey. The results of this test suggest that the synthesised queries provide 
better results when compared to human generated queries, which is statistically 
significant (P-value<0.00001). 
The data obtained from the user survey has also been used to provide insights 
into the quality of human queries as function of its syntactical and other 
characteristics. 
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 Chapter 
ONE 
 
 INTRODUCTION 
 
 
 
 
 
 
1.1 INTRODUCTION 
The huge number of documents available on the Web represents a challenge for 
the information retrieval (IR) systems. The explosive growth in the number of 
documents published on the Web has made the web search engines the main 
means of initiating the interaction with the Internet. There are many good 
search engines, but users are often not satisfied with the results provided by the 
search engines. In many cases, the answers returned by the search engines are 
not relevant to the user information need, forcing the user to manually sift 
through the long list to locate the desired documents.  
Often, when using a search engine the user needs to repeatedly refine their   
query as they do not have enough domain knowledge to formulate the query 
precisely. Thus the users typically refine their query, over several stages, adding 
or deleting terms to adjust the retrieval result to the sort of pages they want. The 
way the user uses a search engine is like a dialogue between the user and the 
engine: the user sends a query to the engine, and the engine uses the query to 
search the index database and returns a list of links.  The user then provides the 
engine with the refined query to improve its next search by obtaining a list of 
refined list of links. 
Although the average users know what kind of information they want, it 
becomes difficult for them to translate it to the search engine in an effective way 
so that the search engine understands the user needs. The specification of such a 
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query is limited by the user’s vocabulary and knowledge of the search domain 
(Khan et al. 2004). Even when disjunctions or conjunctions of keywords are 
chosen as the way of expressing the search goal as existing search engines do, 
the users may not know what set of keywords they should use to define the 
collection of the desired documents precisely. Good query formulation requires 
that a user can somehow predict which terms appear in documents relevant to 
the information need. Accurate term prediction requires extensive knowledge 
about the document collection. Such knowledge may be hard to obtain, 
especially in large document collections. 
In the field of information retrieval, it has been recognised that, although users 
had difficulty expressing exactly the information that they required, they could 
judge the retrieved documents as relevant or irrelevant based on their 
information need (Ruthven et al. 2003). This lead to the notion of Relevance 
feedback:  users marking documents as relevant to their needs and presenting 
this information to the information retrieval system. The system can use this 
information to retrieve more documents like the relevant ones by a process 
known as Query expansion. 
Relevance feedback in information retrieval systems was first proposed in the 
late 1960’s (Rocchio 1971). Since then it has been used as a controlled, 
automatic process for query reformulation, that is easy to use and can prove 
unusually effective. The main idea consists in choosing important terms or 
expressions, attached to certain previously retrieved documents that have been 
identified as relevant by the users and of enhancing the importance of these 
terms in a new query formulation. 
In most of the previous work on the information retrieval (IR) systems, the 
concept of relevance feedback has been implemented for improving the retrieval 
effectiveness of traditional search engines, which has small and special purpose 
document collections. The present research has been done on web document 
collection, which is massive in size and diverse in content, context, and format. 
This thesis explores the use of relevance feedback (RF) techniques for 
reformulating a query for a popular general-purpose search engine like Google. 
The present work aims to generate an algorithm which can construct a query in 
the form of a Boolean expression from an initial set of web documents marked 
relevant or irrelevant by the user from the set of documents retrieved by the 
original query. The proposed algorithm is targeted to generate a query 
compatible to the search engine keeping in consideration of the size limit 
imposed by the search engine (Google can accept a query with maximum 10 
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words long). The effectiveness of these queries is proved by using some 
evaluation measure described in chapter 5. Throughout my experiment, Google 
is selected as a prime example of a search engine because of its popularity and 
cached link features on the Web. 
 
1.2 OUTLINE OF THIS THESIS 
The remaining chapters of this thesis are organised as follows: 
• In chapter 2, the issues related to a search engine are discussed and 
various retrieval methods of a document retrieval system are outlined. 
• In chapter 3, the concepts of query expansion and relevance feedback are 
summarised. Examples of query expansion and past work on relevance feedback 
are also provided. 
• In chapter 4, the query synthesis problem is discussed and the proposed 
algorithm is described briefly with examples. 
• In chapter 5, the experimental design of the proposed work is described. 
Some evaluation measures are discussed and the results are presented. 
• In chapter 6, the results of the experiment are analysed to draw some 
conclusions. 
• In chapter 7, the concluding remarks about improving the effectiveness of 
the proposed algorithm and propose avenues for future investigation into this 
problem are proposed. 
 
1.3 OUTCOME FROM THIS RESEARCH 
The details of the research papers based on the present research work reported in 
the thesis are presented below:  
 
1. Sunanda Patro and Vishv Malhotra, Characteristics of the Boolean 
web search query: Estimating success from characteristics in 
Proceedings of WEBIST 2005: International Conference on Web 
Information Systems, pp. 339-344, May 26-28,2005, Miami, USA.  
 
2. Vishv Malhotra, Sunanda Patro and  Johnson, David, Synthesise 
Web Queries: Search by Examples in Proceedings of  ICEIS2005: 
International Conference on Enterprise Information systems, pp. 291-
296, May 24-28,2005, Miami, USA. 
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3. David Johnson, Vishv Malhotra, Peter Vamplew, and Sunanda 
Patro, Refining Search Queries from Examples Using Boolean 
Expressions and Latent Semantic Analysis in Proceedings 
AISAT2004: International Conference on Artificial Intelligence in 
Science and Technology, pp. 120-125, Hobart, Tasmania, Australia. 
Nov 22-24, 2004. 
 
4. Sunanda Patro, Vishv Malhotra and David Johnson, Generating 
Web Search Queries from Examples (to be submitted for a journal 
publication). 
 
5. Sunanda Patro, Vishv Malhotra and David Johnson, Generating 
Web Search Queries from Text Documents (to be submitted for a 
conference presentation). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Chapter 
TWO 
   
WEB BASED SEARCHES 
 
 
 
 
2.1 INTRODUCTION 
In this chapter, the problems faced with current web information retrieval 
systems and the requirements of an efficient web search system are discussed. 
Various ranking algorithms used for web based searches are also discussed in 
this chapter. 
2.2 SOME PROBLEMS WITH CURRENT WEB SEARCH 
People use search engines when they need information that they believe is 
present in the system’s collection of web documents. Because of the explosive 
growth and wide range of topics covered by the web documents, users find it 
hard to make a precise query to retrieve all and only the documents relevant to 
their information need. A user’s information need may also be task-related and 
depend on his or her background knowledge and information seeking 
experience. The lack of information is exacerbated when they have only a vague 
idea of what they want (Cunningham et al. 1997). For example, a student 
researching a topic for a paper will probably begin with just a few keywords that 
characterize the information they want. They will certainly not have titles and 
authors of every paper in the collection related to their topic. 
The user’s unclear idea of the information need makes the query very general 
that is most often just a concatenation of a few keywords. Unfortunately the 
inherent ambiguity of words in natural languages (such as homonymy, 
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synonymy etc) and the different interpretation of a query (the same query term 
perceived differently by different users), make it impossible for any retrieval 
system to present the user with every relevant document given such an imprecise 
description. For example for the query “trumpet”, some users may be interested 
in documents dealing with “trumpet” as “musical instrument”, while some others 
users may want documents related to the “bird”. Current search engines such as 
Google or Yahoo! have hierarchies of categories to help users to specify their 
intentions.  However, categories returned from a typical search engine are still 
independent of a particular user and many of the categories do not reflect the 
intention of the searcher. 
Further, as numerous authors have created their web sites independently the 
vocabularies of authors vary greatly. There is an acute requirement for search 
engine technology to help users exploit such an extremely valuable resources. 
Simply stated, people often use different words to describe concepts in their 
queries than authors use to describe the same concepts in their documents. This 
problem of word mismatch is a fundamental problem to information retrieval 
(Xu et al. 1996). The severity of the problem tends to decrease as queries get 
longer, since there is more chance of some important words co-occurring in the 
query and relevant document. In many applications however, the queries are 
very short with a few keywords, which are likely to be different from those 
index terms of the documents of the Web. 
It can therefore be a frustrating experience to ask someone to describe the 
information that is lacking. Returning all documents related in some way to the 
initial set of keywords is the simplest response, but in addition to relevant 
documents this would include many links that are irrelevant. As a result people 
often use multiple queries to increase the effectiveness of the search process.  
This is again a tedious and time consuming process, as it unnecessarily increases 
the volume of documents for the user to browse through. 
The challenge in web information retrieval is to be able to provide highly 
valuable pages to the user based on their information need. However in meeting 
this demand, a search engine is typically faced with short queries and must 
therefore be capable of refining   these initial queries. The ability to accept such 
queries from the user and expand them appropriately to enable an effective 
search is therefore crucial. 
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2.3 REQUIREMENTS OF WEB SEARCHES 
In view of the difficulties experienced with the web based searches, it becomes a 
challenge for the search engines to have features to conduct effective searches. 
The requirements of a system to perform efficient web document searches are 
listed below (Hu et al. 2001): 
1. The system’s effectiveness in locating and ranking web documents. 
2. The efficiency of the system’s web document search and ranking algorithms. 
3. The system’s unbiased access to pages. 
4. The expressiveness and usefulness of the search results obtained by the 
system. 
5. The system’s access to up-to-date web information. 
6. How thorough the system’s web coverage is. 
7. The system’s adaptability to the user queries. 
2.4 RANKING ALGORITHMS FOR WEB-BASED SEARCHES 
Having represented the document collection and the information need (query) in 
some manner, the next step of information retrieval is to determine the 
“relevance” relationship between the two. The determination of how the 
document is likely to be relevant to a query depends largely on the underlying 
assumptions (ranking algorithms) of the information retrieval models. 
A variety of techniques have been developed for ranking retrieved documents 
for a given input query. Detailed information regarding ranking algorithms used 
by major search engines is not publicly available.  In this section, references to 
some classical techniques are given which can be modified for use by web 
search engines. 
2.4.1 Boolean model 
The Boolean model was the first operational model implemented in information 
retrieval systems (Cooper 1988). This is the most simple of the retrieval models 
and relies on the use of Boolean operators. In this model the terms in a query are 
combined by the user, with conjunctive (AND) and disjunctive (OR) or negation 
operators. The ability of Boolean operators to combine abstract concepts (AND) 
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and synonyms (OR) as well as the fast response time from the search made the 
Boolean information retrieval system as a popular one.   
The Boolean model has been used in a large number of on-line public access 
catalogue (OPAC), but has been shown to demonstrate a number of difficulties 
(Ruthven et al. 2003). Firstly traditionally Boolean systems do not use term 
weights and consequently return the complete set of documents that match the 
query as an unordered set.  As a result, the user may have to add or remove 
terms or generate more complex query expression to reduce the set of retrieved 
documents to a manageable size. Secondly the user has to have some knowledge 
to the search topic for the search to be efficient, e.g. a wrong word in a query 
could make a relevant document non-relevant. Despite of these problems the 
Boolean models do remain popular because of its ability to offer explicit control 
to the search query and web search engines often use this model to allow 
Boolean style query. 
2.4.2 Vector Space model 
To overcome the weakness of the Boolean model many refinements to this 
model exists. The most commonly used are term-weighing or vector space 
models where the frequency of appearance of an attribute (e.g., key words) or 
the location of the appearance is taken into account (Kobayashi et al. 2000).  The 
vector space model has been widely used in the traditional information retrieval 
field and most search engines use similarity measures based on this model to 
rank web documents. The model creates a space in which both documents and 
queries are represented by vectors. For example, a document D is represented by 
a vector of n weights as D = (d1, d2, d3… dn ), where n is the number of unique 
terms in the document collection. 
Vector space model offers various weighing scheme to discriminate one 
document from the other, most of which are idf weight (inverse document 
frequency) that assumes that the importance of a term is proportional to the 
number of occurrences of the term in a document and inversely proportional to 
the number of documents the term appears in (Singhal et al. 1995). Queries are 
also represented as a vector of length n and a vector distance measure between 
the query and documents is used to rank the retrieved documents. In Vector 
space model a range of measures exists to calculate this similarity (Salton et al. 
1983). The most popular similarity measure is the cosine coefficient, which 
measures the cosine (angle) between a document vector and query vector. The 
documents are then ranked by decreasing cosine values.  
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Though the  vector space model overcomes some of the problems of Boolean 
model by providing a similarity measure between the document set to the query, 
it fails to provide a real theoretical basis as to how the similarity should be 
calculated or query weights should be assigned. Secondly in vector space model 
the terms are assumed to be independent, i.e. no relation exists between the 
terms which may not be true in practice (Scott et al. 1990). For example for the 
synonymous words (e.g. car and automobile) this can lead to the fact that the 
similarity of some relevant documents with the query is very low just because 
they do not share the same words.  
2.4.3 Extended Boolean model 
Extended Boolean model is a hybrid model that strengthens the Boolean model 
by combining the Boolean operators with the vector space model. The extended 
Boolean model introduced by Salton et al (Salton et al. 1983) aims to make use 
of term weight to a Boolean query. The P-norm method developed by them 
allows query and document terms to have weights, which have been computed 
by using term frequency statistics with the proper normalization procedures. 
These normalized weights can be used to rank the documents in the order of 
decreasing distance from the point (0, 0... 0) for an OR query, and in order of 
increasing distance from the point (1, 1... 1) for an AND query. Further, the 
Boolean operators have a coefficient P associated with them to indicate the 
degree of strictness of the operator. Though the Extended Boolean model 
approach gives the system more flexibility, it increases the computational cost 
by adding complexity to calculations 
2.4.4 Probabilistic model 
The probabilistic model is similar to the vector space model, where documents 
and queries are viewed as vectors, but the vector space similarity measure is 
replaced by a probabilistic matching function.  The probabilistic model first 
presented in Maron and Khuns (Maron et al. 1960) is based on estimating the 
probability that a document will be relevant to a user, given a particular query. 
The documents are then ranked in decreasing order of probability of relevance to 
the information need. In this model the probability of relevance of a document to 
a given query is estimated by calculating the term weights based on the 
distribution of query terms in documents that have been accessed for relevance. 
The probabilistic model assumes that terms are distributed independently of 
other terms and the probability of relevance for a given document is calculated 
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by summing its individual term relevance weights which estimates the 
probability of appearance of query terms in relevant and non-relevant document 
sets. The probabilistic model suffers from the same limitation as the vector space 
model by making some simplifying assumptions of term independence, an 
assumption introduced merely for the sake of computation simplicity (Yang 
2002, p.18). 
2.4.5 Logical model 
The logical model seeks to establish an inference relation between the query and 
the document by making an assumption that both can be represented by logical 
formulas. The basic principle of this model is that the relevance of a document to 
a given query can be measured by the probability that the information in the 
document infers the information in the query. 
This class of model originates from a proposal by Van Rajsbergen (Rijsbergen 
1986) where relevance can be modelled as a process of uncertainty principle. 
According to this proposal the evaluation of P ( )d q→ that is the relevance of a 
document representation d can be measured by the probability that the 
information in a document infers the information in a query q can be measured 
by using the following principle: 
“Given any two sentences x and y; a measure of the uncertainty of y x→  related 
to a given data set is determined but the minimal extent to which we have to add 
information to the data set, to establish the truth of y x→ ”. 
Though theoretically sound, the difficulty of translating text into formal logic 
makes this model hard to implement (Yang 2002, p.18). Even if the text-to-logic 
translation can be automated, an information retrieval system based on the 
logical model will have problems upon encountering contradictions and 
uncertainties that are often present in documents. 
2.4.6 Cluster model 
The cluster model is an extension of vector space model, which is based on the 
hypothesis that similar documents will match the same information, needs (Liu 
et al. 2004). Cluster based retrieval groups a list of documents into clusters and 
returns a list of documents based on the clusters that they come from. 
The cluster model clusters training queries that retrieve several common 
documents from each collection. The average of the query vectors in each cluster 
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represents the topic covered by those queries and each cluster is given a 
weighing which is proportional to the number of documents retrieved from that 
collection. The new queries are then matched with the most similar cluster and 
that cluster’s weighing model is used to determine the proportion of documents 
to retrieve from each collection (Cunningham et al. 1997). 
In the past decade, cluster model has been put forward as an important tool for 
web search engines and has been shown to improve the effectiveness as well as 
efficiency of the information retrieval systems. Despite the popularity of the 
cluster model, there has been no guarantee that document clustering can be used 
to improve retrieval results, especially on test collections of realistic size and 
where no relevance information is available. Another limitation with the cluster 
model is that it suffers from high computational cost for its construction and 
maintenance.  
2.4.8 Neural network model 
A neural network model is an interconnected assembly of simple processing 
elements or units or nodes, whose functionality is loosely based on the animal 
neuron (He 1999). In this model the information retrieval process is presented as 
neural network of queries, index terms and documents, where term nodes are 
connected to document and query nodes by weighted links. The retrieval is 
typically done by “spreading the activation” from the query vector to a document 
vector via a term layer containing nodes representing all terms contained in all 
document descriptions (Cunningham et al. 1997). At this stage the activation 
level constructed by a document node indicates the relevance of the document to 
the query. Activation then spreads backward to the term layer, reinforcing query 
terms and adding activation to new terms in relevant documents, and then 
forwards again to the document layer, where additional documents may be 
activated by the new terms. The documents are then ranked for retrieval 
according to their activation level. 
The learning ability of neural networks allows them to be a flexible tool to 
forecast data patterns that are too complex for the traditional information 
retrieval models. Many areas of business, especially finance, utilize neural 
networks to improve forecasting their business applications and to create new 
methods of evaluating financial data and investment decisions. However, the 
design of this model is a very complex and time-consuming procedure that still 
relies on trial and error. Neural network models are also criticized because of the 
unstable nature of problem solving and the often inability to repeat a process and 
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obtain the same results. Although these models are able to generate a solution to 
many problems, are unable to explain how they arrive at their results. 
2.4.9 Inference Network model 
The inference network model combines the approaches of probabilistic model 
and neural network model to rank the documents. The inference network model 
is basically a Bayesian Network used to model documents, the document 
contents and the query. In the simplest implementation of this model, a 
document instantiates a term with certain weight, and the credit from multiple 
terms is accumulated by a given query to compute the equivalent of a numeric 
score for the document (Singhal 2001). The documents are then ranked in order 
of decreasing probability that they satisfy the user’s information need. Some 
strong points of this model are that it allows structured and weighed queries to 
be evaluated and makes an efficient inference in multiple document 
representations. However the limitation with this model is that it fails to assign 
any defined term weights for a document and interprets probability as a degree 
of belief which may not always be true. 
2.5 CONCLUSION 
In this present work, the Boolean model is preferred for ranking queries to a set 
of test documents, because of its simplicity and efficiency. The Boolean model is 
based on the principles that are easy to understand and implement. Once the 
syntax and semantics of Boolean queries is understood, it is easy to pose a query 
that reflects one’s information needs. The ability of Boolean operators to 
combine abstract concepts (AND) and synonyms (OR) as well as the fast 
response time from the search made the Boolean model a popular one.  Web 
search engines nearly universally use this model to query the Web. 
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QUERY EXPANSION AND  
LITERATURE REVIEW                  
 
 
 
 
3.1 INTRODUCTION 
In this chapter, the description of the various strategies of query expansion 
process and the concept of relevance feedback is discussed.  Earlier research on 
relevance feedback is discussed and an example of query expansion is provided. 
3.2 QUERY EXPANSION 
Query expansion (or term expansion) is a process (or method) that describes a 
set of techniques for modifying a query in an attempt to provide better retrieval 
performance. In most cases, terms are added to an existing query, although query 
expansion also encompasses techniques for the reweighing of terms as well as 
the deletion of terms. The method itself is applicable to any situation irrespective 
of the retrieval techniques used and can be considered as one of the most 
indispensable methods to achieve successful information retrieval.  There are 
basically three modes of query expansion shown in Figure 3.1, which can be 
performed automatically by the system or manually by the user or semi-
automatically (Ethimiadis, 1996): 
1. Manual Query Expansion (MQE) refers to techniques that a user may 
employ to modify the query.  
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2. Automatic Query Expansion (AQE) refers to techniques that modify a query 
without user control. For example, a system that always adds thesaurus terms 
to a query would be considered as AQE system. 
3. Interactive Query Expansion (IQE) refers to techniques where the user has 
some interaction with the system in the query expansion process. This set of 
techniques encompasses Relevance Feedback and is the focus of this present 
work. 
 
 
 
 
 
 
 
 
 
 
   
 
Figure 3.1: Different possible strategies for query expansion 
 
The two key aspects that need to be considered in any query expansion 
technique are: the source from which expansion terms are selected and the 
method to weight and integrate expansion terms (i.e. ranking algorithms) 
(Efthimiadis 1996). Possible strategies for query expansion are shown in Figure 
3.1. One of the types of query expansion is based on the previously retrieved 
search results which relates to the relevance feedback process. The other type is 
based on some priori knowledge structure which in turn may or may not be 
collection dependant.  
Query Expansion 
Manual Automatic Interactive 
Based on Search 
Results
Based on Knowledge 
Structures 
Collection 
Dependent 
Collection 
Independent 
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The four term selection methods for query reformulation (Ethimiadis, 1996) are 
identified as: 
1. Uses only original query terms. 
2. Uses original query and terms from some other sources. 
3. Uses combinations of the terms derived from the original query and terms 
from the documents retrieved and judged relevant. 
4. Abandons the original query terms and uses only terms from the retrieved set 
of documents. 
The present work utilises a combination of methods 2 and 3 above, where the 
“some other source” is the words (or terms) derived from a set of documents 
judged relevant and irrelevant by applying a technique known as Relevance 
feedback. 
3.3 RELEVANCE FEEDBACK 
Relevance feedback (Ethimiadis, 1996) is a process through which a query is 
selectively   modified to retrieve more relevant documents from a collection than 
the unmodified original version. The query can be modified by either adjusting 
the term weights, by adding new terms or by using the combination of these two 
approaches. New terms are generally selected based on the most important terms 
from a set of documents deemed relevant to the query. Key factors in the 
relevance feedback process are the determination of the relevant documents and 
the selection of new terms. There are three main types of relevance feedback: 
one which is dependant upon user input to determine relevant documents and 
one that performs independently of any user intervention by assuming that the 
top-ranked documents are relevant to the query and the third depends on the 
information of the user query logs. The three main type of relevance feedback 
methods are discussed in the following sub sections. 
3.3.1 User-dependant methods 
The typical user-dependant relevance feedback operation involves an initial 
search with a user-supplied query and an initial retrieval of certain documents. 
Then, from a display of the retrieved documents the searcher inspects them as 
relevant or irrelevant to his/her information need (relevance judgements). Those 
two sets of documents are used to update the initial query by modifying the 
importance of the terms it contains (term reweighing) and/or adding new terms 
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that are considered useful to retrieve more relevant documents. The idea is that 
since the newly formed query is based on documents that are similar to the 
desired relevant documents, the returned documents will indeed be similar (Chen 
et al. 1998). 
Most of the work in user dependant relevance feedback was carried out by 
Rocchio (Rocchio 1971) on vector space model. The basic operational procedure 
of his work is based on the merging of document vectors and original query 
vectors. This automatically reweighs query terms by adding the weights from the 
actual occurrence of those query terms in the relevant documents and subtracting 
the weights of those terms occurring in the non-relevant documents. Adding all 
the terms not in the original query that are in the relevant documents and non-
relevant documents automatically expands queries. They are expanded using 
both positive and negative weights based on whether the terms are coming from 
the relevant or non-relevant documents. 
Ide (Ide 1971) extended Rocchio’s (Rocchio 1971) research by eliminating the 
vector normalization. He not only verified the positive results, but also 
investigated two different feedback strategies such as Ide Regular and Ide dec-hi. 
The Ide Regular method uses all the non-relevant documents whereas the Ide 
dec-hi method uses the top non-relevant documents retrieved in the first set. In 
his experiments on a small test collection, Ide discovered that the use of non-
relevant documents for feedback seemed to raise the ranks of fairly high-ranking 
relevant documents, at the same time lower the ranks of some low-ranking 
relevant documents. 
A detailed comparison of three different feedback methods is reported by Salton 
and Buckley (Salton et al.1990) on the work of Rocchio (Rocchio 1971) and Ide 
(Ide 1971) across six different collections. Their results favoured the Ide dec-hi 
method although the other methods follow close behind. 
Wu (Wu et.al 1981) expanded the queries using the vector expansion method 
developed by Rocchio (Rocchio 1971), but then reweighed all the query terms 
using a revised term distribution method. The most improvement came from 
reweighing with a smaller increment from the added terms. 
The probabilistic model proposed by Robertson and Jones (Robertson et al.1976) 
is based on the distribution of query terms in relevant and non-relevant 
documents. This is expressed as a term weight with the rank of each retrieved 
documents then being the term weights for terms contained in the document that 
match query terms. 
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Croft (Croft 1983) further extended the probabilistic weighing model of 
Robertson and Jones (Robertson et al.1976) by adapting the probabilistic model 
to handle within-document frequency weights. 
Harman (Harman 1992) reported relevance feedback results using a simple 
probabilistic model and single document collection. She looked at the effect of 
reweighing terms, various methods for selecting terms to expand query and the 
number of terms added to the query. The method of selecting terms and the 
number of terms added had a noticeable effect on performance. Her experiments 
showed that adding as few as 20 well-selected terms could result in performance 
improvements of over 100% and for a variety of selection methods, she found 
increase in precision of about 65% to 110%. Additionally performing multiple 
iterations of feedback was shown to be highly effective. 
Hains and Croft (Haines et al.1993) describe extensions to an inference network 
model of information retrieval to include relevance feedback techniques. In their 
inference network model, queries are represented as links between query nodes 
and the information need node. A variety of methods were used for selecting 
terms and these terms were incorporated by adding new links between the 
information node and query node. The weight associated with a query term is 
used to predict the probability that the information need is satisfied given that a 
document has that term. In their experiments of term reweighing and adding new 
terms to query could increase the performance of the retrieval system. 
Bhuyan and Raghavan (Bhuyan et al.1991) stored relevance feedback 
information from several users in three graphs denoting different relationships 
between pairs of documents. Documents considered jointly relevant by a number 
of users are placed in the same group. The graphs are then combined to form 
clusters that are used in later stages to improve the retrieval performance. 
Yang and Korfhage (Yang et al.1994) use genetic algorithm to modify user 
queries rather than document descriptions. They measured the fitness of a variety 
of queries containing different weightings for query terms by using the relevance 
feedback over the document sets retrieved by each weighed form of the query. 
Their experiments show that this technique achieves higher precision than the 
original unmodified queries. 
A methodology for relevance feedback in Bayesian Network Retrieval model 
discussed in (Campos et al. 2003), based on the idea of translating the user’s 
relevance judgements about the retrieval documents into partial evidences about 
the relevance of terms, which can be inserted and propagated to obtain the new 
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posterior probabilities of relevance of the documents. This method has been used 
to design several query term reweighing and query expansion techniques. 
While user dependant relevance feedback methods have been shown to improve 
query responses, the major drawback to all these algorithms is their dependence 
upon user relevance judgements during their intermediate stages. Another 
drawback of this method is that user takes more time to assess the documents to 
provide relevant judgments. 
3.3.2 User-Independent Methods 
More recently user independent relevance feedback methods have been 
described as adhoc or blind or pseudo relevance feedback. This method takes the 
form of “pseudo” relevance feedback, where actual input from the user is not 
required. In pseudo relevance feedback, a pre-determined number of documents 
retrieved by the original query are assumed to be relevant without any 
intervention by the user. These assumed relevant documents are then used in a 
relevance feedback process to construct an expanded query, which is then run to 
retrieve the set of documents actually presented to the user. 
Attar et al (Attar et al.1977) used the top ranked documents for a query which 
was proposed as a source of information for building an automatic thesaurus. 
Terms in these documents were clustered and treated as quasi-synonyms for 
improving the retrieval effectiveness.  
Information from the top ranked documents is used to re-estimate the 
probabilities of term occurrence in the relevant set for a query in Croft and 
Harper (Croft et al.1979). The weights of query terms were modified without 
adding new terms. Their experiment produced effective improvements based on 
a small test collection. 
Efthimiadis and Biron (Efthimiadis et al.1994) investigated the performance of 
query expansion with and without relevance information by varying the number 
of documents that are treated as relevant and the number of terms that are 
included in the expansion. In their experiment with Okapi retrieval system the 
combination of adding 10 terms from the 5 or 10 top ranked documents 
contributed to better retrieval performance. 
Buckley et al (Buckley et al.1994) focused on massive query expansion by 
adding 300 to 530 terms to each query by selecting terms from top retrieved 
documents. Their experiment on SMART retrieval system provided an average 
of 20% improvement. In their continuing work (Buckley et al.1998), they tried 
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to cluster the top ranked documents into different key concepts and selected 
terms from each clusters for expanding the query. 
Mitra et al (Mitra et al. 1998) suggested improving query expansion by refining 
the set of documents used in pseudo feedback with Boolean filters and proximity 
constraints. 
 Xu and Croft (Xu et al. 1996, 2000) focused on techniques that analyse the 
corpus to discover word relationships and those that analyse documents retrieved 
by the initial query. From top-ranked documents, noun groups are selected 
according to their co-occurrences with the query terms. Since the expansion 
terms used here are based on the co-occurrences with terms in the query and not 
on the frequencies in the top-ranked documents, this approach solves the 
problem of insufficient statistical data to some extent. However, the approach is 
based on the hypothesis that a frequent term from the top-ranked relevant 
documents will tend to co-occur with all query terms within the top-ranked 
documents, which is not always true. 
Hoasi et al (Hoasi et al. 1999) proposed a Query Expansion method based on a 
measure called word contribution and proved its effectiveness by experiments 
through a comparison with the well-known Rocchio algorithm (Rocchio 1971). 
They proposed a weighing scheme which can be implemented by extracting not 
only the importance of the word in relevant documents, but also the influence of 
the word to query-document similarity. 
Imae et al (Imae et al. 1999) explored the combination of query expansion 
methods for reformulating the original query to suit user’s needs more 
appropriately. They applied two query expansion methods, similarity thesaurus 
and pseudo feedback in sequence to improve the retrieval performance. 
In the recent work by Cai et al (Cai et al.2004) explored the use of page 
segmentation algorithms to partition web pages into blocks and took advantage 
of block-level evidence to improve retrieval performance in the web context. 
They used top-ranked pages to select terms for query expansion in a way similar 
to the traditional pseudo-relevance feedback algorithm.  
User independent relevance feedback methods overcome the difficulty of the 
lack of sufficient relevance judgements from users. This method has an obvious 
drawback: if a large fraction of the relevant documents assumed relevant, then 
the words added to the query are likely to be unrelated to the topic and the 
quality of the documents retrieved using the expanded query is likely to be poor, 
addressing to the problem query drift (Mitra et al. 1998). 
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3.3.3 User -Query logs 
A simple variant of pseudo feedback is based on the exploitation of query logs. 
One important assumption behind this method is that the clicked documents are 
“relevant” to the query. Log-based query expansion collects and analyses all 
user’s historical relevance judgements as a whole without intervention of users. 
This approach may be viewed as a special case of pseudo feedback because its 
expansion terms are derived from a subset of documents. 
Cui et al (Cui et al. 2002) developed a method which aims to establish the 
correlation between query terms by exploiting the query logs. The central idea is 
to extract probabilistic correlations between query terms and document terms by 
analysing query logs, which are then used to select quality expansion terms for 
new queries. In their recent study (Cui et al. 2002), they further extended the 
previous utilization of user logs by trying to extract relationships between query 
terms and document terms. These relations are then used for query expansion. 
Wen and Zhang (Wen et al. 2002) tried to cluster queries according to user logs 
in order to find Frequently Asked Questions (FAQs). These FAQs are then used 
to improve the effectiveness of question answering.  
Klink et al (Klink et al.2002) employed a simple variant of the pseudo-relevance 
feedback, which is based on using term concepts learned by other queries. In this 
approach for all query terms concepts are learned from previous queries and 
relevant answer documents. A new query is transformed by replacing the 
original query terms by the learned concepts. The vital advantage of this 
approach is that in a multi-user scenario users can benefit from concepts learned 
by other users. 
Billberk et al (Billberk et al. 2003) used associated queries as a source of terms 
for query expansion, based on selecting terms from past queries that are 
associated with the documents in the collection. 
Shen et al (Shen et al 2003) used the user’s own history queries to expand the 
current query by using maximum likelihood estimator. Web query log has been 
used as a source for query history information. Their experiment results showed 
an improvement in both average precision and precision at 20 documents. 
Recently Liu et al (Liu et al.2004) proposed a method which tries to learn user 
profile and a general profile from the user’s search history and category 
hierarchy respectively. These two profiles are combined to map a user query into 
a set of categories, which represent the user’s search intention, and serves as a 
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context of the query to improve retrieval effectiveness of web search. But this 
method fails to collect the relevant documents for a topic searched by an 
unknown user. 
Relevance information based on clicked documents overcomes the query drift    
problem faced by pseudo feedback. However as clicking information is not an 
accurate judgement of relevant document, this method increases the user’s 
responsibility, which can resultedly cause inconvenience or introduce confusion. 
Also, by attempting to automatically learn the user’s categories of interest, the 
system becomes susceptible to the inevitable problem of noise. In this approach 
it becomes hard for the system to determine the relevant documents for a topic 
searched by an unknown user.  
While concluding the description of the relevance feedback methods, in real life 
context, the user is the best judge to make any relevant decision. Again user 
dependent relevant method overcomes the serious drawbacks experienced by 
other two methods. The present research is based on the relevance feedback 
information explicitly provided by the user (user dependant method) despite the 
time constraint being considered. 
3.4 EXAMPLE OF QUERY EXPANSION 
In this section, a typical example is presented to show, how the proposed 
algorithm on query expansion helps to improve the search results. The details of 
the implementation part of this algorithm are described in the next chapter. 
Considering that the user is interested in documents, which describe the fruit 
facts or growing information of the fruit mango. With the search word mango, 
Google returns the following results in top 20 documents (documents marked 
*** are found to be relevant): 
 
1. MANGO – Fashion for the young, urban woman 
MANGO presents you its new collection. Have a look at our online catalogue and 
discover the latest fashion trends surfing along the jeans, T-shirts and ... 
www.mango.es/ - 6k  
2. MANGO – Moda para la mujer joven y urbana 
MANGO te presenta su nueva colección. Accede al catálogo online y descubre las 
últimas tendencias en moda visitando las secciones de jeans, ... 
www.mango.es/s/ - 8k - 17 Apr 2005 
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3. Mango 
Página en Internet de la marca española de moda MANGO en la que puedes encontrar 
el catálogo de temporada, información sobre las últimas tendencias en moda ... 
www.mangoshop.com/ - 3k 
4. ***MANGO Fruit Facts 
Origin: The mango is native to southern Asia, especially Burma and ... Forms: 
The mango exists in two races, one from India and the other from the ... 
www.crfg.org/pubs/ff/mango.html - 25k -  
5. Mango: management accounting for non governmental organisations 
Mango provides financial management services to agencies working in relief and 
development projects in developing and disaster stricken countries. 
www.mango.org.uk/ - 9k - 17 Apr 2005  
6. ***Mango 
Comprehensive chapter covering history of cultivation, botanical description, 
comparison of varieties, and nutrient content of fruit. 
www.hort.purdue.edu/newcrop/morton/mango_ars.html - 99k - 17 Apr 2005  
7. Mango - Open Source mealmaster compatible recipe management 
Recipe management software for Unix that is mealmaster compatible and includes 
support for RecipeML. [Open Source] 
mango.sourceforge.net/ - 6k  
8. Mango Recipes from Northern Territory Australia 
Mango Recipes mango jam, mango pickles and many other ideas for mangoes 
including eating and storing mangoes. 
members.ozemail.com.au/~mjl1/mangorecipes.html - 49k  
9. The Mango Book Club: 
Mango - the ultimate book club for girls on the go is packed with funky fiction, riotous 
romps, gripping thrillers and more, all at discounted prices. 
www.mango.co.uk/ - 82k - 17 Apr 2005  
10. MaNGO online 
Macedonian NGO Portal which contains news, event calendar, projects and foundations 
directory. 
www.mango.org.mk/en_news.asp - 48k - 
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11. FREE website templates, custom website design, and custom graphic  
Offers free website templates with graphics, as well as custom website design. 
www.mango-graphics.com/ - 17k - 17 Apr 2005  
12. MaNGO Online 
MaNGO Online is web service for Macedonian NGO community, Makedonija. 
www.mango.org.mk/ - 4k - 17 Apr 2005  
13. ***All about mangos featuring mangoe recipes, mango history, eating  
Mangos. Mangoes featuring mango recipes, mangos for your health, history of 
mangoes, how to select and store mangos, how to eat mangos. 
freshmangos.com/aboutmangos/ - 19k - 18 Apr 2005  
14. Mangoshop.com 
... 2005 Mango-On line, SA. 
www.mangoshop.com/entrada_IN.htm - 12k  
15. The Mango Library 
A Java library consisting of a number of iterators, algorithms and functions, 
loosely inspired by the C++ Standard Template Library. [Open source, LGPL] 
www.jezuk.co.uk/cgi-bin/view/mango - 7k - 17 Apr 2005  
16. Mango DSP Ltd. 
Dsp at Mango DSP. Your source for video surveillances, video security, machine 
vision and video over ip. 
www.mangodsp.com/ - 26k  
17. Mango Verde 
Photos and sounds for almost 2000 bird species; field guide quick indices. 
www.mangoverde.com/ - 2k  
18. Mango Tribe Productions 
... The mission of Mango Tribe is to use experimental community-based theater ... 
press kit or surf through our site for all the details about Mango Tribe. ... 
mangotribe.thecollectivechicago.org/ - 8k 
19. ***Mango Madness 
Small collection of mango recipes plus advice on selecting, handling, and ripening 
mangos. 
www.globalgourmet.com/food/kgk/2000/0600/kgk062400.html - 11k  
20. www.mangotribe.com/ 
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From the above links, it can be observed that only 4 links (shown with “***”) 
are somewhat relevant to the information need of the search query mango. At 
this stage, it is difficult for a user to figure out which words should be used to 
expand or refine the current search. Hence the proposed algorithm can be used to 
expand the current search. The reformulated Boolean query (which is described 
in the next chapter) from the present algorithm is mango ((indica OR 
green) tree). If this query is run on Google, the following top 20 links are 
retrieved: 
 
1. ***Database Mango - Mangifera indica 
... 100 important rainforest medicinal plants included Mango - Mangifera indica. 
... When mango trees are in bloom, it is not uncommon for people to suffer ... 
www.rain-tree.com/mango.htm - 21k  
2. ***MANGO Fruit Facts 
... Growth Habit: Mango trees make handsome landscape specimens and shade trees. 
... Tree dense, low branching. Fruit small (6-8 oz.), yellow-green with red ... 
www.crfg.org/pubs/ff/mango.html - 25k  
3. ***Mango 
... of astonishment to many that the luscious mango, Mangifera indica L., ... 
The extent to which the mango tree shares some of the characteristics of its ... 
www.hort.purdue.edu/newcrop/morton/mango_ars.html - 99k - 17 Apr 2005  
4. *** [PDF] Mangifera indica Mango 
File Format: PDF/Adobe Acrobat - View as HTML 
... attractive dark green, tropical foliage make Mango a. popular home landscape 
item in very ... falling from a Mango tree to litter the lawn. Place it ... 
hort.ifas.ufl.edu/trees/MANINDA.pdf  
5. ***Mango 
... medium to large evergreen mango tree is also attractive in the home landscape. 
... 'Kent', a green, red and yellow mango of about a pound and a half in ... 
aggie-horticulture.tamu.edu/ extension/homefruit/mango/mango.html - 11k  
6. ***ORIGIN: Common mango (Mangifera indica L 
... Common mango (Mangifera indica L.) originated as alloploid and its native home 
was ... Truly wild common mango trees have been recorded in Bangladesh ... 
www.horticultureworld.net/botany-taxonomy.htm - 20k - Cached - Similar pages  
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7. ***PlantFiles: Detailed information on Mango (Mangifera indica) 
... Mango trees are deep-rooted, symmetrical evergreens that attain heights of 90 
feet and ... Mangifera indica is known as 'Bowen Mango' in Australia. ... 
davesgarden.com/pf/go/2250/  
8. ***Mango 
... The Mango, Mangifera indica L., is the most economically important fruit crop 
... to see mango trees in kitchen gardens, in pastures, or as street trees ... 
www.uga.edu/fruit/mango.htm - 30k  
9. ***Spice Pages: Mango (Mangifera indica, aam, aamchur) 
... Mangifera indica: Mango fruits. Mango fruit cluster, close to ripe ... 
Wild mango trees are known only from North-East India and Burma, ... 
www-ang.kfunigraz.ac.at/~katzer/engl/Mang_ind.html - 20k - 17 Apr 2005  
10. Office Scapes Direct 
... Our silk mango is a very lush and full plant. Great for any dark, rich interior. 
Nicely textured leaves have a deep green/burgundy appearance on top and ... 
www.officescapesdirect.com/ Products/index.cfm/N/2;9/T/2;9/P/237 - 70k  
11. ***Fruit > Mangoes 
... Green tree ants, once established in an orchard and correctly managed, ... 
in the amount of green skin at ripe (see the DPI Newsletter Mango Care no. ... 
www.growinglifestyle.com.au/au/j348541/ - 31k  
12. ***Mango - King of Fruits - Trees of Haryana - Flora - Mangifera ... 
Haryana Online - Mango - Trees of Haryana - Flora - Fauna - Mangifera indica - 
Forest ... Coppery to purplish-red at first but becoming green at maturity, ... 
www.haryana-online.com/Flora/mango.htm - 16k  
13. ***Mango (Mangifera indica) 
... Mangoes are very attractive trees, covered of large glossy deep green leaves 
... It is a good tree to try. Mango (Mangifera indica). Cultural Practices: ... 
www.desert-tropicals.com/Plants/ Anacardiaceae/Mangifera_indica.html - 10k  
14. ***Mangifera Indica L - Mango 
Mango is a tall tree growing up more than 100 feet with a dense, heavy crown ... 
MANGIFERA INDICA L. - MANGO. Mangifera Indica Synonyms: mangifera domestica 
... 
www.tropilab.com/mangifera-ind.html - 13k  
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15. ***Ethnobotanical Leaflets 
... The mango's scientific name is Mangifera indica. Asia has held the mango with 
high ... were erected to depict the mango tree as a concept of royalty. ... 
www.siu.edu/~ebl/leaflets/mango.htm - 9k  
16. ***Insect Richness Project Home Page 
... indica trees to Guacimo trees further away from the Mangifera indica trees, 
we hoped to assess the impact the Mango trees have on species richness. ... 
www.woodrow.org/teachers/ esi/2001/CostaRica/palo_verde2/insects/ - 12k  
17. ***Mango varieties: green eating 
... Small picture of mango tree. Green eating mango varieties are distinguished 
from others by their flavour at the hard green mature stage. ... 
www.dpi.qld.gov.au/horticulture/5332.html - 23k  
18. ***Mango. DermNet NZ 
... or green mangos can be eaten with salt or are cooked to make mango chutney. 
... LaWarre S. Botanical briefs: the mango tree--Mangifera indica L. Cutis. ... 
www.dermnetnz.org/dermatitis/plants/mango.html - 10k  
19. ***Mango - Mangifera indica 
... Beautiful, large tropical tree to 50-80ft. Mango trees are not strictly ... 
main races of mango, the Southeast Asian varieties which have red and green ... 
www.tradewindsfruit.com/mango.htm - 10k  
20. ***Vegetarians in Paradise/Mango History, Mango Nutrition, Mango  
... The earliest mention of mango, Mangifera indica, that means "the great fruit 
... Symmetrical in shape, the mango tree is a beautiful ornamental that is ... 
www.vegparadise.com/highestperch37.html - 22k  
 
Based on the above results, it can be seen that 19 links (out of 20) are relevant to 
the information need, which are far better than earlier outcome. This example is 
presented to show, how the proposed query expansion algorithm increases the 
precision of the retrieval system. However a large value of a single metric 
(precision or recall) does not always necessarily mean a better query. In an ideal 
world, a perfect search uses both the evaluation metrics (precision and recall) by 
attaining an optimum balance of both the measures. The present work aims to 
achieve the above goal and the implementation part of this work is described in 
the next chapter. 
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3.5 CONCLUSION 
This chapter gives an overview of various strategies of query expansion process. 
An example is also provided to show the effectiveness of the query expansion 
techniques. The use of relevance feedback techniques for modifying a query that 
attempts to provide better retrieval performance of a system is discussed and a 
review of literature on relevance feedback is provided. In real life context, as 
users are supposed to be the best judge to make any relevant decision, the 
present work focuses on the use of user dependant methods of relevance 
feedback. The implementation of the query expansion process to a web search 
query will be explained in the next chapter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Chapter 
FOUR 
 
QUERY SYNTHESIS ALGORITHM AND ITS 
IMPLEMENTATION  
 
 
 
 
 
4.1 INTRODUCTION 
This chapter discusses the query synthesis problem by addressing some of the 
issues mentioned in the previous chapters. It explains the implementation of the 
query expansion techniques described in the previous chapter, in designing an 
algorithm that aims to generate a web search query from a set of example text 
documents. The various modules of this query construction algorithm are 
illustrated with examples. 
4.2 OVERVIEW OF QUERY SYNTHESIS PROBLEM 
Web search engines have their ancestors in the information retrieval system that 
aims at finding relevant documents for a given query. Precision and recall are the 
conventional evaluation methods that are designed in the middle of 1950s 
(Ohtsuka et al. 2004). Ever since, these two criteria have been used in many 
search engine evaluations to define the “quality” of the retrieved document set. 
In an ideal world, a perfect search will attain both high precision and recall. 
The above requirements of high precision and recall depends on the formulation 
of a query on which a search engine can be evaluated. To achieve this, most 
search engines provide more control for the user in performing a search. Using 
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Boolean logic (and, or, not, adjacency operators), many search 
engines assist users in making the query more precise. However general users 
find it hard to formulate such queries that keep a balance of high precision and 
recall.  Again the search engines have their own restrictions and limitations to 
the syntax and size of the search query that makes it very difficult for a user to 
write a precise query. The query synthesis problem addresses the above goals by 
presenting an algorithm that generates a Boolean search query from a set of 
initially retrieved documents. The three objectives for the algorithm are to ensure 
that the constructed query has good recall, good precision and not least, is of a 
form and size acceptable to the intended web search engine. 
4.3 QUERY SYNTHESIS PROCEDURE 
From the point of view of a web searcher, the query synthesis procedure begins 
with an initial imprecise query to a search engine. The query would return links 
to web resources. The searcher indicates if the resource is of interest or not, 
either based on the short description that accompanies the displayed link or by 
explicitly downloading the resource. All retrieved resources are assumed to be 
text documents and these text documents are partitioned into two sets: Relevant 
and Irrelevant. The set Relevant contains a set of documents marked as relevant 
by the searcher whereas the set Irrelevant contains the set of documents marked 
as irrelevant by the searcher. Based on these two sets of text documents the 
query synthesis is carried out in two phases. The first phase is the document 
indexing phase and second, query construction phase. 
4.3.1 Document indexing 
In information retrieval (IR) system, it is a common practice to prepare the raw 
document collection into an easily accessible representation. This transformation 
from a document text to a representation of text is known as indexing (Ruthven 
et al. 2003). Indexing helps a text to be mapped to a compact and usable 
representation of its content needs. Indexing can be defined as a building data 
structure that will allow quick searching of the text or “the act of assigning index 
terms to documents, which are the objects to be retrieved” (Sebastiani 2002). 
There are a variety of indexing techniques but the majority rely on selecting 
good document descriptors, such as features, or keywords, or terms, to represent 
the information content of documents. For an Information retrieval system, a 
‘good’ descriptor is an index term that helps describe the information content of 
the document but also one that helps differentiate the document from the other 
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document collection. In my implantation of the algorithm, the indexing has been 
carried out in two steps: Feature extraction and Dimensionality reduction. 
4.3.1.1 Feature Extraction 
The feature extraction phase is an important phase in the system as the query 
synthesis process is primarily based on the features extracted during this phase. 
The features should provide some valuable information about the document and 
at the same time be computationally inexpensive. In this algorithm, binary 
arrtibutes (words) are considered as the possible features. Each attribute 
represents whether or not the corresponding word occurs in a given text 
document.  
4.3.1.2 Dimensionality Reduction 
Unfortunately the use of all distinct words in any web page would produce a 
huge and impractical number of attributes. In the information retrieval situation 
we are cursed with a high dimensionality term space (Efthimiadis 1996), i.e. 
with a large number of attributes, which in this case are the terms. In other 
words, one has to face with the complete set of index terms in the document 
collection for the decision of selecting terms for query construction and this huge 
number of terms makes such a decision nearly impossible. To improve 
performance and generalizability, dimensionality reduction is performed using a 
three step process explained as: 
1. First, a basic text processing is performed that is often used in text 
mining, where stop words as well as punctuation are removed. Stop 
words are words that convey little or no useful information in areas of 
text mining- e.g. “the”, “and”, “they”. 
2. Then each document is processed with a stemmer (Porter 1980), which 
attempts to reduce a word to its stem or root form. Typically stemming 
tries to reduce all forms of a word to a single unified form by removing 
prefixes and suffixes from the words. Since the morphological variants of 
words have similar semantic interpretations they can be considered as 
equivalent for the purpose of information retrieval applications. For 
example the words “compute”,” computing”,” computed” and 
“computation” can be stemmed to the root word “compute”.  Thus, the 
key terms of a document can be represented by stems rather than by the 
original words. As a result, stemming can improve the recall of the 
search by retrieving more relevant documents which do not contain the 
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exact words as specified in the query. Further, the number of distinct 
terms (words) needed for representing a set of documents gets reduced 
resulting in a saving of storage space and processing time. However, the 
improvement of recall usually goes at a cost of certain amount of 
precision (Fuller et al 1998). This is mainly because the stemmer can 
reduce the words to the same stem when the originals are not related. For 
example “animal’ and “animation” are both reduced to the stem “anim”. 
This inability to determine the correct sense of each word result in 
retrieving more irrelevant documents, suffering from low precision. 
Another problem to the stemming is the loss of original term, which 
cannot be used in subsequent web searching. For example in the word 
“feed”   the “ed” is removed to get a stem of “fe”. Doing a web search on 
the string “fe” will produce many more documents that are not relevant 
to “feed”. Despite the potential pitfalls, stemming is used in order to 
reduce the initial feature space there by saving the processing time. 
Further, as the uses of majority words are of one sense only, errors due to 
inaccurate word-sense analysis are likely to overwhelm any gains that 
might be made by increased accuracy in stemming. In my experiment, 
‘Porter Stemmer algorithm’ (Porter 1980) which is a widely used 
stemmer has been utilised for stemming the words.  
3. Finally, each text document is represented as a bag-of-words, on which a 
feature (term) selection method is attempted to select a set of terms, that 
when used for document indexing, yields an improvement in 
effectiveness. Various feature selection methods have been proposed, 
either from the information theory or from the linear algebra literature 
and their relative merits have been tested experimentally (Sebastiani 
2002).  
 In order to speed up classification, a simple feature selection method         
“Document Frequency selection (DF)” (Yang et al. 1997) is applied in 
this algorithm. This technique discards words whose document frequency 
is not within some pre-determined range and is based on the assumption 
that neither rare words nor common words are useful as classification 
discriminators. Though this assumption is considered to be an adhoc 
approach to improve efficiency (that is low-DF terms are assumed to be 
relatively informative), this technique has shown to provide good 
performance because of its simplicity and low cost of computation (Yang 
et al. 1997).  Applying the cut-off (thresholding) can reduce the size of 
feature metrics. In my algorithm, thresholding has been performed by 
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removing all features that do not occur in a specified percentage of 
relevant or irrelevant documents as rare words in Relevant set and 
frequent words in Irrelevant set are less likely to be useful for a 
classifier. A feature f is removed if it occurs in less than 25 percentage 
(threshold) of the Relevant sets or in more than 75 percentage (threshold) 
of the Irrelevant sets The threshold values chosen are somewhat 
arbitrary, but aim to select potential words by reducing the feature set to 
a reasonable size. These features are referred as key words. Though the 
thresholding could remove most of the incorrect stemmed words (i.e. 
non-dictionary words), to ensure that all the key words are correct words, 
a manual checking was performed to remove the incorrect words (if any) 
from the key words list.  
Following on from the applications of the above document indexing steps, in the 
rest of this section , each document in sets Relevant and Irrelevant is assumed  to 
be  an array of non-redundant terms (i.e. key words) suitable for query synthesis. 
4.3.2 Query construction 
From the two sets of documents (Relevant and Irrelevant), the algorithm creates 
a Boolean search query in the following five steps: 
1. The Boolean query construction begins with the construction of a 
Conjunctive Normal Form (CNF) Boolean expression of terms that 
selects every document in set Relevant and rejects every document in set 
Irrelevant. However the expressions so constructed are often too large to 
be acceptable to a search engine.  
2. The CNF expression is transformed into equivalent Disjunctive Normal 
Form (DNF) expression. Redundant minterms are removed from further 
consideration and the set of non redundant minterms are referred as 
Mset. 
3. A Boolean expression Query is constructed by selecting minterms from 
Mset. The goal is to select a small set of minterms that selects each 
document in set Relevant. The constructed query is then written in a form 
suitable to the search engine. 
4. The process stops if the Query is acceptable to the search engine. 
Boolean expression Query becomes the required synthesised query. 
Otherwise, the Query needs modification in step 5. 
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5. Minterms are modified to create a new minterm set Mset and the 
process repeats again from step 3. 
The steps mentioned in the previous page are further expanded and described in 
detail later in this chapter.  
4.3.2.1 Preliminaries and Notations 
In this thesis Google is used as the prime example of a search engine.  The 
notations and definitions that are used here are aligned to those used in Google 
search engine. Some of these notations offered by Google to a search query are 
described below: 
• Capitalization: Google search is not case-sensitive. All characters 
except the “OR” operator are understood as lower case only. For 
example the search for “mango”, “Mango” and “maNgo” will yield the 
same results. 
• “OR” searches: Google supports the logical “OR” operation to 
retrieve pages that contain either of the search words by using the 
uppercase “OR” between the words. An example query (dogs OR 
canines) would return document having either of the words. 
• “AND” searches: “AND” is an implied operator and by default, 
Google returns pages that include all the search terms. There is no need 
to include “AND” between terms. For example the search query (java 
programming) would return documents that have both the words in it. 
• Negative terms: Google uses ‘-‘symbol to ensure that the word is not 
present in returned documents. That is if a word has more than one 
meaning, for example the word trumpet can refer to musical instrument 
or bird and to get the information on the musical instrument one has to 
type the query like: (trumpet –bird). 
• Synonym search: the tilde “~” can be used before the search words to 
search for its synonyms. It can make the search more comprehensive 
and can be used more than once with more than one keyword. For 
example a query word ~children would return documents having the 
words children or kids. 
• Phrase searches: Searches for complete phrases can be done by 
enclosing them in quotation marks. Phrase searches especially useful 
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when searching for proper names, e.g. “Bill Gates” or famous saying 
“the long and winding road” etc. 
• “+” searches: To improve the search result, Google ignores common 
words and characteristics as “where” and “how” as well as certain 
single digits and single letters. To add a common word in the search 
one has to put a “+” sign prior to it. For example to search for star wars 
episode 1, one has to type star wars episode +1. 
• Domain search: One can use Google to search only within one 
specific website by entering the search terms followed by the word 
“site” and a colon followed by the domain name. For example to find 
admission information at Stanford university, the search query would 
be: admission site: www.Stanford.edu. 
However, to make the queries simple and manageable, the present algorithm 
uses only “AND”, “OR” and “NOT’ operation.  It uses (|) symbol for “OR”, (&) 
for “AND” and (!) symbol for “NOT” operation. For a set of textual documents, 
D, and a search query, Q, expression D & Q will be used to denote a search by 
query Q over set D.  An operational interpretation of expression D & Q is 
described as follows: 
Case Q  is term {doc | doc ∈ d and term occurs in 
document doc} 
Case Q is !term {doc | doc ∈ D and term does not 
occur in document doc} 
Case Q is (R & S) (D & R) & S 
Case Q is (R | S) (D & R) ∪ (D & S) 
A literal is an expression that is either a single term or its negation. A minterm is 
a sequence of literals combined by Boolean operator AND. A sequence of 
minterms combined by Boolean OR operation is called DNF (Disjunctive 
Normal Form) of the Boolean expression.  
A maxterm is a sequence of literals combined by Boolean OR operations. A 
Boolean expression is in CNF (Conjunctive Normal Form) if it is made of 
maxterms combined by operator AND.   
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For a set, S, |S|is used to specify its cardinality – the number of elements in the 
set. 
4.3.2.2 Examples  
Test queries listed in Table 4.1 provide an understanding of the context and 
descriptions of the query construction algorithm. These queries are run on 
Google search engine to locate links to the resources. 
In each case, a query with a single term is initially generated to retrieve 
documents for defining sets Relevant and Irrelevant. These sets are then used to 
construct a new query. For example, for the single word query eucalyptus, 23 
relevant and 48 irrelevant documents are retrieved as a result of search on 
Google. These two sets of documents are indexed (described in section 4.3.1) 
obtaining a set of 379 non-redundant terms (i.e. key words). The key words 
obtained for each search queries in Table 4.1 are shown in Table 4.2. These set 
of key words are then used to construct the new query.  These algorithm 
generated queries are referred as synthesised queries. The different modules used 
in the construction of the synthesised query of this example are described in the 
following sections.  
Table 4.1: Examples of search topics, domain of interest and the number of 
relevant and irrelevant documents obtained for the search topics 
Search Topic Domain of  Interest Relevant 
documents 
 Irrelevant 
documents 
Eucalyptus Information related to the plant 
Eucalyptus 
23 48 
Mango Information on mango fruit facts 14 40 
Ozone Environmental concerns related to 
ozone depletion 
24 28 
 
Table 4.2:  Number of key words obtained for the example search topics 
Search topic                      Key words 
Eucalyptus 379 
Mango 155 
Ozone 192 
  
36
4.3.2.3 Constructing CNF Boolean Expression 
The first objective of the query construction algorithm is to construct a Boolean 
expression that selects every relevant document and rejects all irrelevant 
documents. Given the size of the search space, a probabilistic algorithm is used 
to derive the Boolean expression.  Sanchez et al (Sanchez et al. 2002) have 
shown that such algorithms can efficiently and effectively construct the Boolean 
expressions, and the present algorithm, Build_CNF_BE in Figure 4.1, is 
adapted from the incremental learning algorithm reported by them and its 
previously reported branch-and-bound version (Triantaphyllou 1994). 
Function name: Build_CNF_BE 
Input:     Relevant, Irrelevant, Original Query 
Output:     BoolExp 
Description:   BoolExp selects all documents in set Relevant and rejects 
virtually all documents in set Irrelevant. 
Surviving_Irrelevant:= Irrelevant; 
for (i:=0; Surviving_Irrelevant!= {}; i++)  
{ 
Maxtermi:= 
   Build_Maxterm(Relevant,Surviving_Irrelevant); 
 if (no Maxtermi possible) return; 
//Remove successfully rejected documents from Surviving_Irrelevant 
Surviving_Irrelevant:=Surviving_Irrelevant & Maxtermi; 
} 
// Original query restricted the retrieved document set to Relevant ∪ Irrelevant. 
BoolExp:=( Original Query) & Maxterm1 & Maxterm2 &….;  
return BoolExp; 
Figure 4.1: Algorithm Build_CNF_BE 
The algorithm runs through several iterations. Each iteration derives a maxterm. 
A maxterm selects every document in set Relevant and rejects one or more 
documents in set Irrelevant. By appropriately targeting the construction of 
maxterms, algorithm Build_CNF_BE produces a set of maxterms such that 
each document in set Irrelevant is rejected by at least one maxterm.  
The algorithm terminates when conjunction of all maxterms so constructed reject 
every irrelevant document. The conjunction of maxterms is the required Boolean 
expression. As the algorithm is run in several iterations, it produces a different 
expression from each iteration. A Boolean expression with minimum number of 
clauses and terms is chosen as the final expression. 
The algorithm to construct maxterms (Build_Maxterm) is presented in Figure 
4.2. The original algorithm introduced in (Sanchez et al. 2002) uses maxterms 
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with negative literals. However, this thesis suggests that the negative literals in a 
web search query hinder application of certain standard rules of equivalences 
among Boolean expressions. The hindrance is due to syntactic restrictions on the 
web queries; for example no more than 10 terms in a Google query.  
The changes described above may lead to an inability in constructing a maxterm 
if an irrelevant document contains all terms of a relevant document. In this case 
it will not be able to find a term that would reject the irrelevant document but 
will select the relevant document. If this occurs then it is pragmatic to delete the 
irrelevant document from set Irrelevant. The net effect of deleting the irrelevant 
document from consideration is a marginal lowering of the precision of the 
constructed query. Such instances are rare and loss in precision of the query is 
insignificant and not noticed by the web searchers.  
Function name: Build_Maxterm  
Input:   Relevant, Surviving_Irrelevant 
Output:   maxterm  
 Description: maxterm selects every document in set Relevant and rejects 
some document in set Surviving_Irrelevant 
Unselected_Relevant := Relevant; 
// Terms are sorted based on their ability to select relevant documents over 
irrelevant. 
Terms_sorted:=sort_terms_in(Unselected_Relevant); 
while (j:=0; Unselected_Relevant != {}; j++) 
{ 
// n is a small number to provide some element of chance in selecting terms 
  Termj:=Random_select_one_from_top_n(Terms_sorted); 
  Unselected_Relevant := Unselected_Relevant & !Termj;  
  Terms_sorted:=sort_terms_in(Unselected_Relevant); 
} 
maxterm := (Term1 | Term2 | …| Termj); 
return maxterm; 
Figure 4.2: Algorithm Build_Maxterm 
As shown in Figure 4.2, function Build_Maxterm constructs maxterms by 
selecting one term at a time. To select a term, a small set of the most selective 
terms is identified. One term from the set is chosen randomly. The random 
selection ensures that the same term does not appear repeatedly in several 
maxterms. For term, t, the following ratios of the intensities is used to compute 
its selectivity:   
(Rt) (IRt) / ((Rr + 1) (IRr + 1)                                                                           (4.1) 
where:  
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Rt = Number of relevant documents selected by term t but not by the 
previously chosen terms in the maxterm being constructed; 
IRt = Number of irrelevant documents that t does not select among those 
that are selected by the maxterms constructed before the maxterm 
currently under construction but have not been selected by any term 
already included in the maxterm currently under construction; 
Rr = Number of relevant documents that will remain unselected by the 
maxterm under construction after it has been augmented with term t; 
IRr = Number of irrelevant documents that t selects from those that are 
selected by the maxterms constructed before the maxterm currently under 
construction but have not been selected by any term already included in 
the maxterm currently under construction. 
Simply stated a term is given higher selectivity value if it selects more relevant 
documents and fewer irrelevant documents. The actual set of documents of 
interest for the computation differs somewhat from sets Relevant and Irrelevant 
to account for the effects of already constructed parts of the Boolean expression. 
The ratio used for computing selectivity in my algorithm is different from the 
one used in (Sanchez et al. 2002). The ratios of two intensities, Rt/(Rr+1) and 
(IRr+1)/IRt are found to be  more effective measure on the selectivity of the 
terms. This ratio is less susceptible to variations in the sizes of the document sets 
and it is more discerning in its selection of the terms than the ratio of Rt and IRt 
used in the original algorithm. 
Using the algorithm Build_CNF_BE (in Figure 4.1), the CNF expression 
obtained for the search word eucalyptus is: (eucalyptus) (fruit | 
tall | cream | drought | asthma) (tree | evergreen | 
alcohol) (gum | south | blue | book) (white | found | 
green) (plant | long | ground | index).  
It can be seen that the CNF expression is made up of the original query and 5 
maxterms: 
1. (fruit | tall | cream | drought | asthma) 
2. (tree | evergreen | alcohol) 
3. (gum | south | blue | book) 
4. (white | found | green) 
5. (plant | long | ground | index) 
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Each maxterm selects all the 23 relevant documents, while rejecting at least one 
irrelevant document. All the maxterms collectively can reject all the irrelevant 
documents. 
4.3.2.4 Optimise Query Expression: Distribute AND over OR 
The Boolean expression constructed by algorithm Build_CNF_BE selects all 
documents in set Relevant. The expression, barring a rare pathological 
circumstance discussed earlier, rejects all documents in set Irrelevant.  
However, the queries so constructed are often too large for an efficient 
processing by the freely available web search engines. Google for example, 
limits the size of search query to 10 terms. As shown in the previous section, the 
Boolean query obtained for the search topic eucalyptus contains 20 words, which 
is clearly not suitable for a Google search. 
The synthesised Boolean expression is in CNF. This can be transformed into a 
DNF expression using the distribution property: A (B | C) ≡ (A B) | (A C). The 
application of this rule would generate 5x3x4x3x4=720 minterms, each with 6 
terms for the example mentioned in the earlier sections. 
Equivalence of the two forms of the Boolean expression – the original CNF and 
the transformed DNF – implies that each minterm would reject each document in 
set Irrelevant. The set of minterms in the DNF Boolean expression collectively 
select every document in set Relevant. However, an individual minterm may or 
may not select any document in set Relevant.  
The next goal in this algorithm is to choose a small set of minterms from the 
DNF Boolean expression that selects each document in set Relevant. Minterms 
that do not select any document in set Relevant are redundant and are 
immediately removed from further consideration. To help presentation of the 
algorithm, the function purge_redundant_minterms is presented in 
Figure 4.3. 
An application of function purge_redundant_minterms for the 
eucalyptus query obtained a set of 634 non redundant minterms from the original 
set of 720 minterms in the DNF Boolean expression. This set of minterms is 
referred as MSet. 
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Function name: purge_redundant_minterms 
Input:            Minterms, Relevant;  
Output:         Non_redundant_minterms;  
Description: Each minterm in set Non_redundant_minterms ⊆ 
Minterms selects at least one document in set Relevant. 
Non_redundant_minterms= {}; 
for (j=0; j<| Minterms|; j++) { 
//check for minterms selecting at least one relevant document from set 
Relevant 
If (|Relevant & Mintermj|!=0) 
Non_redundant_minterms:=  
    Non_redundant_minterms ∪ Mintermj ; 
} 
return Non_redundant_minterms; 
Figure 4.3: Algorithm Purge_redundant_minterms 
4.3.2.5 The Web Search Query: Minimum Minterm Cover for set Relevant 
In this section, a further step used to improve the DNF Boolean expression 
defined by removing redundant minterms is described. The minterms in a non-
redundant DNF query collectively select all documents in set Relevant. 
However, a document may be selected by several minterms. For example, the 
query concerning eucalyptus has 23 relevant documents, but has 634 non-
redundant minterms in the Boolean expression. No more than 23 minterms are 
needed to select 23 documents. 
A minimal set of minterms that selects each document in set Relevant is all that 
is needed to derive a complete search query. As the minimisation problem is NP-
hard, a heuristic is used to quickly construct a minimal cover for set Relevant. 
The algorithm Minimum_minterm_cover is in Figure 4.4. It uses the 
function minimise to transform the DNF Boolean expression implied by the 
minterms chosen to construct a minimum cover for set Relevant. The function 
minimises the query size consistent with the search engine usage. A precise 
syntax of an acceptable query for Google is not well stated. Accordingly, the 
algorithm used is to minimise the representation of the query is simplistic. 
To construct a minimal query from a given set of minterms, the function 
minimise determines a term that occurs most frequently in the query 
minterms. The term is factored out of the minterms using the following 
equivalence rule: (A B | A C) ≡ A (B | C). The application of this rule splits the 
original set of minterms in two sets of minterms:  
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• A set of minterms that do not contain the term.  
• The second set of minterms is created as the result of factoring of the 
term from minterms which had the factored term. 
The minimisation algorithm is then applied recursively to two sets of minterms 
to achieve further reduction in the size of the query. However, such a course may 
not be always appropriate. Simplicity of the search query expression seems to be 
a prudent policy.  
As an example the DNF expression for the search topic eucalyptus: (tall) | 
(fruit)| (gum white)| (alcohol gum)| (evergreen blue) 
has 8 words (terms). The number of terms can be reduced to 7 by the 
minimisation algorithm leading to the following query: (fruit | tall | 
(gum (white | alcohol)) | (evergreen blue)). 
In another example, the DNF expression for the topic word ozone: (ground 
hole) | (earth layer) | (ground current) | (canada 
layer) has 8 words. The minimisation algorithm reduces this expression to 6 
words, which reads as :((earth | Canada) layer) | (ground 
(hole | current)). 
In the prototype implementation of the algorithm to construct a web query, the 
function Minimum_minterm_cover is called several times. Each call selects 
different minterm to start the construction of a query. Thus, each call constructs 
a different query with a different number of terms in it. The query with the 
smallest number of terms is returned as the constructed query. 
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Function name: Mimimum_minterm_cover  
Input:            MSet ,Relevant       
Output:         Query     
Description: Using a greedy approach the algorithm construct a web search 
query, Query, to meet the following goals: 
                     (1) Number of terms in minimized form of Query is small  
                     (2) The minimized form of Query is acceptable to the search  
                           engine                                          
                     (3) Query selects all documents in set Relevant. 
Initial_minterm := Select_one_minterm_randomly(MSet); 
Search_Query_Minterms := {Initial_minterm}; 
// Function Count_Terms counts the number of terms in its argument query. 
Query := minimised(Search_Query_Minterms);  
Query_size := count_Terms(Query); 
Uncovered_Relevant := Relevant & (!Initial_minterm); 
Available_Minterms := MSet – {Initial_minterm};  
while (Uncovered_Relevant != {}) do{ 
Best_Known_Benefit := 0; Augmenting_minterm := None; 
// Choose minterm that delivers most benefit 
for each (minterm in Available_Minterm) do { 
  Potential_Query:= 
      minimise(Search_Query_Minterms ∪ minterm); 
  Potential_size := count_Terms(Potential_Query); 
  Potential_New_Selects :=  
      |Uncovered_Relevants & minterm |; 
  Benefit:=(Potential_New_Selects)/(Potential_size); 
  If (Benefit>Best_Known_Benefit) { 
      Best_Known_Benefit:= Benefit;  
      Augmenting_minterm:=minterm; 
     } 
  } 
Search_Query_Minterms:= 
    Search_Query_Minterms∪Augmenting_Minterm; 
Query := minimised(Search_Query_Minterms);  
Query_size := count_Terms(Query); 
Uncovered_Relevant:= 
    Uncovered_Relevant & (!Augmenting_Minterm); 
Available_Minterms:= 
    purge_redundant_minterms 
        (Available_Minterms,Uncovered_Relevant); 
} 
return Query; 
 
Figure 4.4: Algorithm Mimimum_minterm_cover 
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4.3.2.6 Fitting Query to Search Engine 
 The queries generated by the algorithm Minimum_minterm_cover  may 
not always  be small enough to fit  the constraints imposed by the search 
engines. For example, the oversized query for the eucalyptus example was: 
eucalyptus ((tall white) | (gum (green | alcohol)) | 
(evergreen blue) | (fruit south) | (cream found)). It 
can be seen that as this query has more than 10 (i.e.12) words it is not acceptable 
to Google search engine. If the synthesised query has too many terms it needs 
modifications to help synthesise acceptable queries. These modifications are 
discussed in this section.  
Simplify Boolean Expression: Trading Recall for Query Size 
Should the constructed query be of a size larger than acceptable to the search 
engine, the query needs to be trimmed in size?  However, the trimming impacts 
either on the recall value of the query or on its precision.  
A query that selects only some of the documents in set Relevant would search 
for information on the Web implied by the documents it can select. If the query 
misses only a small fraction of the relevant documents then it may be acceptable 
to use the query for searching the Web.  
Interactive web searches with user specified queries tend to follow this mode. If 
a large fraction of links returned by a query are not relevant, the web searcher 
corrects it by adding additional terms to the query to narrow the search. The 
links that are left out would require separate supplementary searches. 
This mode of query construction can be accommodated in the algorithm 
Minimum_minterm_cover by terminating the search for cover once the 
query size has reached its limit. This is not the correct response to the query size 
dilemma. The goal of this experiment is to construct queries that are 
comprehensive and can potentially return every relevant document. 
Simplify Boolean Expression: Trading Precision for Query Size 
I have chosen to maintain recall at its best levels because the synthesised query 
would potentially access all relevant documents on the Web. The size of the 
search query is reduced by sacrificing the precision of the minterms.  
Each minterm used to construct the web query rejects every document in set 
Irrelevant. Thus, each minterm has enough terms to reject every document in set 
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Irrelevant. A minterm can be reduced in size, by dropping one or more terms 
from it.  Such a transformation, affects the minterm in two ways: 
• A reduced-size minterm either selects the same set of relevant 
documents as the original minterm or selects some additional 
documents from set Relevant. 
• The reduced-size minterm selects some documents from set 
Irrelevant. The original minterm selected no document from this set. 
In turn, a search query constructed from the reduced-size minterms is affected as 
follows: 
• A search query may need a smaller number of reduced-size minterms 
to cover all documents in set Relevant. 
• The search query is composed of minterms with fewer terms in them. 
• The search query fails to reject all documents in set Irrelevant.  
Thus, the size of the constructed query will be smaller. The precision of the 
query suffers because the resulting query is not able to reject all documents in set 
Irrelevant. A disciplined approach to keep the precision at the best level possible 
is followed here. The disciplined approach uses only those reduced-size 
minterms that have small cost-to-benefit ratios. The cost is measured by the 
number of irrelevant documents selected by the reduced-size minterm and the 
benefit is measured by reduction in the number of terms in the constructed query.  
Since the direct estimates of cost and benefit are not available, the problem is 
divided into two parts. A quality value – representing a reciprocal of the 
estimated cost – is assigned to each minterm to measure its ability to avoid 
irrelevant documents. The quality of minterm minterm is defined by the 
following fraction:(Number of relevant documents selected by minterm)/ 
(Number of irrelevant documents selected by  minterm). 
The benefit is computed as a function of query size and relevant documents 
covered by the query. The actual fraction used to compute benefit for minterm 
minterm is: (change in the query size resulting from the introduction of minterm 
in the query)/ (number of new relevant documents selected by minterm for the 
query).  
The algorithm Minimum_minterm_cover in Figure 4.4 is designed to 
incrementally extend the set of relevant documents covered by the query. Each 
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incremental step selects the most benefiting minterm from a set of minterms 
meeting a quality standard as described in the following section. 
The set of all reduced-size minterms (called, Modified_MSet) is derived 
from set MSet by taking a minterm from this set at a time. The reduced-size 
minterms are added to Modified_MSet by deleting one or more (but not all) 
terms from the selected minterm. Thus, each minterm will add 2n-1 (including 
the original minterm) reduced-size minterms in set Modified_MSet, where n 
is the number of terms in the minterm. 
 For example a minterm with three terms :(fruit tree gum) can be 
reduced to 7 reduced size minterms as: 
1. (fruit tree gum) 
2. (fruit tree) 
3. (fruit gum) 
4. (tree gum) 
5. (fruit) 
6. (tree) 
7. (gum) 
The algorithm Generate_All_Reduced_Sized_Minterms in Figure 
4.5, describes the process of generating all reduced sized minterms from a given 
minterm. For each reduced sized minterm it attaches a quality value that depends 
on the number of relevant and irrelevant documents selected by the respective 
minterm. 
The numbers of reduced-size minterms that actually get created, however, are 
relatively modest. For the example related to the eucalyptus query described 
earlier, the original minterm set has 634 minterms, each of 6 terms. This can 
potentially generate 634×(26-1) = 39942 reduced-size minterms. In practice, 
most of these minterms are generated multiple times from different original 
minterms. The number of reduced size minterms produced in the example case is 
only 3033. The minterms were assigned quality value as defined above. 
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Function name: Generate_All_Reduced_Size_Minterms 
Input:       MSet           
Output:       Modified_MSet  
Description: For each minterm in MSet, the function adds minterms in 
Modified_MSet that are obtained from it by deleting one or more terms. Also 
each minterm is attached with a quality value. 
Modified_MSet := {}; 
For each minterm in MSet do { 
M := number of terms in minterm; 
   for i := 1 to 2M-1 do { 
       // case i = 0 not needed – Do not delete all terms 
   Mask := binary_representation(i); 
   Reduced_minterm := apply_mask(minterm, Mask); 
        // Example: apply_mask(a & b & c & d & e, 10011) = a & d & e. 
      // check for duplicate minterms 
 If (|Modified_Mset & Reduced_minterm|=0) { 
   Relevant_selected:=|Relevant & Reduced_minterm|; 
   Irrelevant_selected:=|Irrelevant& Reduced_minterm|; 
             // assign quality value to the reduced sized minterm 
      Reduced_minterm.Quality:= 
         (Relevant_selected)/(Irrelevant_selected); 
              //Add Reduced_minterm to Modified_MSet; 
      Modified_MSet:=Modified_MSet ∪ Reduced_minterm; 
   } 
  } 
} 
Sort Modified_MSet on attribute Quality; 
Figure 4.5: Algorithm Generate_All_Reduced_Size_Minterms  
Generating well-Sized Queries 
Finally using the algorithm Generate_Well_Sized_Queries(Figure 
4.6), a series of search queries is  constructed systematically  to obtain one that 
meets the size constraint of the search engine. At each stage, a cut-off value is 
chosen for attribute quality (quality value).  The first cut-off value chosen is 
infinity, representing the case where MSet is used as Modified_MSet for 
constructing the query. Minterms meeting or exceeding the chosen quality cut-
off are included in a set for constructing the search query using algorithm 
Minimum_minterm_cover.  This set of minterms is cleaned prior to running 
algorithm Minimum_minterm_cover to remove redundant minterms. A 
minterm is redundant if another minterm with a smaller number of terms selects 
the same set of documents from set Relevant. For example, if the set contains the 
minterms (tree gum white) and (tree gum), then the minterm 
(tree gum white) is removed, as it selects the sub set of documents from 
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set Relevant, selected by the minterm (tree gum).If the constructed query is 
not suitable for the search engine, the next lower value for attribute quality is 
chosen to construct another candidate query. 
 
Function name: Generate_well_Sized_Queries 
Input:   Modified_Mset, Relevant    
Output:   Query        
                   Description: The procedure uses the previously described algorithm for 
constructing search query from a set of minterms.It constructs a series of 
queries. It starts with the best quality minterms and progressively lowers the 
quality of chosen minterms till an acceptable query is generated.  
Selected_Minterms:= {}; 
Quality_Value:= infinity; 
Count_Terms:=0; 
do{ 
   for each (Minterm in Modified_MSet) do { 
// select minterms with quality value equal to or higher than the choosen quality       
value. 
      If (Minterm.Quality >= Quality_Value) 
         { 
      Selected_Minterms:=Selected_Minterms ∪ Minterm; 
        Modified_MSet:= Modified_MSet- Minterm; 
         } 
   } 
 
Query:= 
   Mimimum_minterm_cover(Selected_Minterms,Relevant); 
Query_Size:= Count_Terms(Query); 
      If (Query_Size not acceptable to the search 
engine) 
              // choose the next lower value of the attribute quality. 
      Quality_Value:= Next_Lower_Value; 
} while (Query_Size is not acceptable) 
return Query; 
Figure 4.6: Algorithm Generate_well_Sized_Queries 
The following examples illustrate all steps in the query synthesis algorithm for 
the eucalyptus query: 
• Using Minimum_minterm_cover algorithm, I obtained a query: 
eucalyptus ((tall white) | (gum (green | 
alcohol)) | (evergreen blue) | (fruit south) | 
(cream found)) at quality value infinity. Clearly this query with 12 
words is an oversized query for Google search engine. 
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• Selecting the next highest quality value which is 12.0, the query obtained 
is: (fruit | (tall white) | (evergreen (gum | 
blue)) | (alcohol gum) | (cream found)). This query 
has 11 words, which is again an oversized query for Google search 
engine. 
• The next highest quality value is 11.0. At this quality value, the query 
becomes eucalyptus (fruit | tall | (gum (white | 
alcohol) | (evergreen blue)). This query with 8 words is 
acceptable to the Google search engine. So this becomes the final query 
for the search topic eucalyptus and the query construction algorithm 
terminates at this stage. 
In presenting another example for the search topic mango, the query obtained 
from the algorithm Minimum_minterm_cover was mango ((indica 
OR green) tree) at quality value infinity. As this query is small to fit the 
search engine it is the final query without requiring any further trimming. The 
quality values and the synthesised queries obtained for the test queries by using 
the proposed algorithm are presented in Table 4.3. 
Table 4.3: Quality value and the synthesised query obtained for the example 
search topics 
Search topic Quality value Synthesised query 
Eucalyptus 11.0 eucalyptus(fruit OR tall OR (gum(white OR 
alcohol) OR (evergreen blue)) 
Mango infinity mango((indica OR green)tree) 
Ozone 9.0 ozone(ultraviolet OR ((earth OR Canada) layer) 
OR (hole global) OR (ground(hole OR current))) 
4.4 CONCLUSION  
This chapter designs an algorithm that generates a web search query from a set 
of user identified documents. The algorithm aims to construct queries that keep 
the recall of the system at its best level. To make queries fit to the constraints 
imposed by the search engines, it follows a disciplined approach that tries to 
keep the precision of the system at its optimum level.  This is achieved by 
keeping the quality values of the queries at its optimum level. The next chapter 
experiments the success of this proposed algorithm. 
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5.1 INTRODUCTION                                      
This chapter describes the experimental environment in discussing the statistical 
significance tests used to validate the results. Results of the experiments with 
query expansion techniques for web collections are also presented. The main 
objective of the experiment is to test the effectiveness of the proposed algorithm 
(as described in the previous chapter). To confirm the effectiveness and success 
of the proposed algorithm a survey was organised with day to day users of a 
general purpose search engine like Google.  
For the survey, a list of topics in diverse domains was chosen to collect data 
from Web and a set of queries were generated by applying the proposed 
algorithm on these data sets. The participants were then asked to create queries 
for these host topics consistent with the information need. The target is to 
compare the quality of the human generated queries (user queries) with the 
proposed algorithm generated queries (synthesised queries) using some 
evaluation metrics described in section 5.3. 
The staff members and research students of School of Computing at University 
of Tasmania, Launceston and Australian Maritime College, Launceston were 
requested to participate in the survey. The response to the requests was not too 
good; hence some personal friends were also asked to be the participants. As the 
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experiment is based on the use of a search engine, the test volunteers, who are 
very experienced and regular users of the World Wide Web, were targeted. The 
volunteers were offered with an introductory form explaining the project which 
they were asked to sign in return for record. The intention behind the signing of 
this form was to ensure participants understood their commitments and acted in a 
serious and responsible manner during the entire process.  Each participant was 
given a query identification number to organise the data for each query in order.  
Approval for the survey involving human subjects was granted by the Human 
Research Ethics Committee (Tasmania) in accordance with Network Approval 
guide line. The approval H8079 is dated 27th September 2004. The reported data 
was obtained during the period October-December, 2004. 
5.2 EXPERIMENTAL SET-UP 
The experimental set up starts with the generation of test queries (synthesised 
queries) based on the proposed algorithm as described in the previous chapter. 
The test queries are constructed in the following phases: 
5.2.1 Data collection 
The data collection phase begins with the identification of topic words to search 
on Google. A total of 25 topics in diverse domains are used to generate search 
queries. Table 5.1 lists the topics and the corresponding domains of interest used 
in this thesis. For each topic, the topic word itself is used as a single word query 
to the search engine. For each search, top 50 or more pages are downloaded from 
the retrieved set of links.  The non-textual pages and pages which could not be 
downloaded or viewed for any reason (e.g., server error, broken link etc) were 
“ignored”. 
5.2.2 Web page classification 
In this phase the retrieved web documents are classified as relevant or irrelevant 
based on the information needed for the search domain. The following steps 
explain the procedure carried out in the web page classification: 
5.2.2.1 Guidelines for Judging Documents 
What is a “relevant” document and who determines the relevance of retrieved 
documents? In reality, the only person who can determine whether a document is 
relevant to an information need is the person who has the knowledge of the 
information needed. As this experiment is to be surveyed by general users, the 
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judgements need to be relatively stable. By this I mean that several different 
human annotators, each equally trained in the task of judging documents should 
arrive at the same judgements consistently. One way of making sure that 
different assessors are applying the same set of criteria when making their 
judgements is to provide comprehensive guidelines, with examples, to help them 
better understand when a document is relevant or irrelevant. 
Guidelines are developed carefully for judging documents. I imagine my 
guidelines to be reasonable and satisfactory for a general human reader who had 
no knowledge to the domain topic would think after reading the document. For 
each of these topics in Table 5.1, the guidelines are developed in the form of a 
short description. These guidelines are referred as checklist (Appendix 5). An 
example of a checklist for the topic word mango is described as below: 
We are to search information about the Mango as a fruit. 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the facts of the fruit mango. 
• The page should provide information relating to its growing and 
plantation etc. 
The page containing the word mango but not related to above criteria may be 
treated as irrelevant. 
Another example of a checklist for the topic word konark is as follows: 
We are to search information about the sun temple Konark. 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the history of the 
temple. 
1. The page should provide information about the architectural or 
structural description of the temple. 
The page containing the word Konark but not related to above criteria may be 
treated as irrelevant. 
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Table 5.1: The search topics and the corresponding domain of interest with the 
number of relevant and irrelevant documents obtained to synthesise query 
Topic word Domain Of Interest Relevant 
documents 
Irrelevant 
documents 
Amoeba Information on single celled organism amoeba 
amoeba 
22 40 
Angle Information related to angle, in its geometrical 
meaning 
17 53 
Ashoka Information on Mauryan empire, King Ashoka. 17 22 
Cobra To seek information on venomous snakes Cobra 16 46 
Eucalyptus Information related to the plant Eucalyptus 23 48 
Graphite Information related to the mineral description of 
graphite 
11 28 
Grasshopper To seek insect information of grasshopper 17 49 
Igloo Information related to the domed winter house 
Igloo 
11 32 
Kangaroo To seek information on Kangaroo, a unique 
Australian marsupial 
18 44 
Kohinoor To seek information on diamond Kohinoor 10 44 
Konark Information related to the  Indian temple 
Konark 
44 15 
Lava Information related to lava from volcanos 9 47 
Leopard Information related to the leopard cat 16 29 
Lotus Information on lotus software 14 51 
Mango Information on mango fruit facts 14 40 
Nile Information related to Egyptian river Nile 16 39 
Ostrich Information about the bird ostrich 24 28 
Ozone Environmental concerns related to ozone 
depletion  
28 34 
Pyramid Information regarding the construction of 
Egyptian pyramid 
12 49 
Radium Information on metallic properties of the 
element Radium  
19 31 
Rainbow Information regarding rainbow that appears in 
sky after a rain 
16 48 
Sun Information related to the star Sun 9 56 
Titanic Inside Story of Titanic Disaster 13 25 
Veena Information related to the musical instrument 
Veena 
13 32 
Vitiligo Information about the skin disease vitiligo  2 21 
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5.2.2.2 Document Classification 
In this thesis, a traditional manual approach to the web document classification 
has been adopted. This involves the analysis of the textual contents of the 
documents. While judging the documents, the criteria consistent with the 
checklist were followed. For example, a relevant page is one that meets the 
criteria in the checklist for the search query. As an example for the query mango 
from the checklist it is clear that the information need for mango is its fruit facts. 
So a page containing the description of the fruit facts of mango are regarded as 
relevant, while the pages containing information on mango recipe, mango 
library, mango online etc. are regarded as irrelevant. 
In another example for the query konark, it can be seen from the checklist that 
the description of the temple konark is the actual information need. So a page 
containing the description of the temple is regarded as relevant, while the pages 
containing the information on konark travels, konark hotel, and konark electrical 
etc. are regarded as irrelevant. 
The number of relevant and irrelevant documents obtained from each topic word 
search is depicted in Table 5.1 (see page 52).  The proposed algorithm is then 
applied on these data sets to generate a synthesised query for each search topic. 
Table 5.2 lists the synthesised queries obtained for the search queries. The 
number of key words and quality value obtained for the test queries are also 
presented in Table 5.2. 
Table 5.2: The number of key words, quality value and the synthesised query 
obtained for the search topics 
Topic word Key 
words 
Quality 
value 
Synthesised Query 
Amoeba 260 infinity amoeba((water(food OR feet OR ameba))OR ((long 
OR growth OR difficult )cell) 
Angle 194 infinity angle((parallel line) OR (point(line OR note))) 
Ashoka 322 infinity ashoka((buddha OR land) indian) 
Cobra 329 infinity cobra((snake venom) OR (yellow hood)) 
Eucalyptus 379 11.0 eucalyptus(fruit OR tall OR (gum(white OR alcohol) 
OR (evergreen blue)) 
Graphite 152 infinity graphite(((lead OR luster)black) OR ((soft OR 
maximum)carbon)) 
Grasshopper 198 7.0 grasshopper(((adult(soil OR stage OR brown)) OR 
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((abdomen OR august )long) OR (hind brown)) 
Igloo 170 infinity igloo(snow((air make) OR (shelter(find OR 
eskimo)))) 
Kangaroo 210 infinity kangaroo((tail pouch) OR(feet found) OR (user 
grass)) 
Kohinoor 157 infinity Kohinoor(diamond(shah OR found)) 
Konark 834 infinity konark(( chariot OR Bhubaneswar) sun) 
Lava 159 infinity lava((ground OR earth) volcano) 
Leopard 208 infinity leopard ((panthera black) OR (coat (long OR east)) 
OR (short long)) 
Lotus 98 4.0 lotus((domin(support OR list)) OR ((user(search OR 
word)) OR (document contact)) 
Mango 155 infinity mango((indica OR green)tree) 
Nile 199 infinity nile((Egypt(river OR ancient)) OR (river long)) 
Ostrich 300 infinity ostrich((((bird largest)OR neck)world) OR ((neck OR 
(bird brown))ground)) 
Ozone 192 9.0 ozone(ultraviolet OR ((earth OR Canada) layer) OR 
(hole global) OR (ground(hole OR current))) 
Pyramid 161 infinity pyramid((built(pharaoh OR home OR design)) OR 
(chamber design)) 
Radium 90 infinity radium((point OR metal) number) 
Rainbow 230 infinity rainbow((raindrop OR circular OR august)light) 
Sun 372 infinity sun((hydrogen OR larger)earth) 
Titanic 201 infinity titanic(((aboard ship) OR cunard)april) 
Veena 154 infinity Veena (instrument(wood OR master OR ancient )) 
Vitiligo 291 infinity vitiligo(white(loss OR children)) 
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5.3 EVALUATION METRICS 
Information retrieval systems are usually compared based on its retrieval 
performance. This retrieval performance is traditionally quantified using three 
metrics, precision, recall and F1-measure (Shen et al. 2004). Each document in 
the collection at hand is judged to be either relevant or non-relevant for a query. 
Precision (P) is calculated as the fraction of relevant documents among the 
documents retrieved. Recall (R) measures the fraction of all relevant documents 
in the collection that the query retrieved. F1 measure (F) is the harmonic average 
of precision and recall as shown below: 
( )
2 P RF
P R
× ×
=
+
                         (5.1) 
Information retrieval literature is the main influence on the web search practices 
and measurements. The Web is huge and ever-expanding collection of 
documents and resources; it is not fully indexed by the search engines. Thus it is 
not possible to use traditional information retrieval based metrics to quantify the 
quality of a web search query. 
Precision is commonly used measure of the web query quality. In this thesis, 
P@10 and P@20 – the number of relevant documents among the first 10 and 20 
links returned by a query are used as the measure of precision. The previous 
studies have shown that 80 percent of users view only the first two pages of 
results (Tang et al. 2003). 
To measure recall over a collection, it needs to mark every document in the 
collection as either relevant or non-relevant for each evaluation query. This of 
course is a daunting task for any large document collection and is essentially 
impossible for the Web, which contains billions of documents. Due to the 
difficulties of calculating recall, a new measure called coverage is used. 
Coverage is defined as a measure of the utility of the documents accessed by the 
query.   Let e be the estimated number of documents a query returns. Google 
prints this estimate for each query. For a query with precision P that locates e 
documents, the number of relevant documents returned by the query is estimated 
to be *e P .  
The marginal utility of the relevant documents to the searcher decreases with 
size. Several surveys have reported that users are more likely to view the top 
ranked links from the output of a web search query than those lower down 
(Jones et al. 1998, 2000). I use ( )( )2min log * / 20,1e P  as a measure of utility of 
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the returned links. This utility will be used as the metrics to express query 
coverage. The denominator 20 in the above formula rates a million relevant 
documents as giving the maximum coverage of 1. 
Given a user information need, there is an implied set of relevant web documents 
that the search engine has indexed and the user can access. However, it is 
impractical to find this collection. There are number of reasons for this: 
1. The collection is non-static and continuously changes due to activities 
of the users, who add, delete and modify their documents accessible on 
the Web. Regular updates of the web search engine indexes also 
changes this set over time. 
2. Large size of the Web makes it impossible to access this set. This 
access is further restricted by the limited number of links that a search 
engine returns. 
3. The effect of relevance analysis performed by the search engines 
makes it impossible to know the set correctly. 
However, a query that returns a larger number of relevant documents has better 
recall. Thus, coverage as defined is a monotonic increasing function. More 
successful a query is in locating relevant documents, better is the corresponding 
coverage value. 
The scatter plot of precision and coverage (Figure 5.1 and 5.2) and distribution 
characteristics of precision and coverage values (Figure 5.3 and 5.4) for user 
queries from the survey verify the recall metric as a measure unaffected by 
precision. The plots on the upper parts of the graphs (Figure 5.1 and 5.2) show 
that users are successful in providing better precision and coverage values from 
their best efforts. 
Scatter plot of coverage and precision in Figures 5.1 and 5.2, clearly establishes 
the independence of the metrics coverage and precision. Distribution 
characteristics of precision and coverage are similar as can be seen in Figure 5.3 
and 5.4. Both these properties match the intuitive expectations made from the 
metrics recall and precision. 
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Figure 5.1: Scatter plot for coverage and precision for user queries from top 10 
documents. 
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Figure 5.2: Scatter plot for coverage and precision for user queries from top 20 
documents. 
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Figure 5.3: Cumulative distributions for coverage and precision of user queries 
from top 10 documents 
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Figure 5.4: Cumulative distributions for coverage and precision of user queries 
from top 20 documents 
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In this thesis, F1 measure (F@10 and F@20) is employed as the main metric of 
retrieval performance. F1 measure is chosen as the main metric as it combines 
precision and coverage into a single metric to favour a balanced performance of 
the two metrics. It resolves the anomalous situations, where a query with large 
coverage but low precision may not be considered as satisfactory as one with a 
modest coverage but high precision. Precision (P@10 and P@20) is also 
employed as an important metric of retrieval performance as it is an intuitive and 
easily measured metric. From the survey it is evidenced that human users regard 
precision as the main criteria to access the query quality. 
 Table 5.3 describes the symbols and computational rules/formula used for the 
evaluation metrics. The function Round is used to round off all the results to 
2(two) decimal numbers. 
Table 5.3: Description of the symbols and computational rules/formula used for 
the evaluation metrics 
Evaluation 
metrics 
Symbol Rules/Formula 
Precision for 
top N links 
P@N No of relevant documents  among the first top N links 
Coverage for 
top N links 
C@N ( )( )( )2min log * @ / 20, 2 ,1Round e P N  
where e= total number of documents returned by Google 
F1 measure for 
top N links 
F@N ( )( )( )2* @ * @ / @ @ ,2Round P N C N P N C N+  
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5.4 SURVEY PROCEDURE  
A volunteer participating in the survey chose a topic of his/her interest from the 
list of all 25 host topics that have been used to collect the data. They were then 
provided with the checklist and sample pages to get the information need for the 
chosen topic. After the volunteers get the clear idea of the information need as 
desired for the experiment, they were asked to perform a search by entering the 
single word query (topic word) to the search engine. These topic word queries 
are referred as naïve queries. As a response to the search, the searchers were 
asked to judge first 20 “live” results from the retrieved list of links. It was 
ensured that users understood the contents of the documents before deciding on 
the relevance of a document. Participants were asked to judge each web page 
against the textual contents and each page was judged independently of all others 
as either relevant or irrelevant. Relevance was defined as a result, that provided 
information which is consistent with the information in the checklist. The users 
were encouraged to follow links and no penalty was imposed for duplicate 
documents (those with same URLs). When duplicate links were retrieved, the 
second document was assigned the same values for relevance as the original one.  
Effort was made to ensure that the judgement conditions for the “live” web 
documents were consistent with the information need in the checklist. If a page 
contains links to useful information and a user could follow the links to get the 
useful information, then that page was considered relevant, otherwise it was 
considered as irrelevant. If a page could not be viewed for any reason (e.g. 
server error and broken links) the page was “ignored”. A web page written in a 
language other than English was also judged irrelevant. To avoid any kind of 
confusion from the contents of a very lengthy page, the users were encouraged to 
use word-finder to find the desired word in the page, so that it would make easier 
for them to make the judgement. Following the above criteria the volunteers 
indicated the number of relevant and irrelevant “live” pages from the naïve 
query search. They were then asked to refine the query to select the best 
collection of documents. They were encouraged to download the pages that had 
been judged relevant and were given enough time to read the pages to 
understand the information need and to pick up appropriate words needed to 
refine their query.  
As Google imposes a word limit (i.e. maximum 10 words) for the queries, the 
participants were asked to construct a query of maximum 10 words long. The 
users had followed the same process and criteria with their refined query as they 
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had done with the naïve query. They were given as many tries to refine their 
query to come up with a best query. The final queries generated by the users are 
referred as user queries. No constraints were placed on them regarding the time 
and quality of the query. The volunteers were then given the algorithm generated 
query (i.e. synthesised query) for the corresponding topic and were asked to 
follow the same process in judging its quality. 
The following information is recorded during the survey: 
• User pseudo-name and session identity. 
• Topic word chosen by the user. 
• Number of relevant documents from first 10 and 20 documents for the 
naïve query. 
• Total number of pages retrieved by the search engine for the naïve query. 
• User provided query. 
• Number of relevant documents from first 10 and 20 documents for the 
user provided query. 
• Total number of pages retrieved by the search engine for the user 
provided query. 
• Number of attempts made by the user. 
• Total time taken by the user to come up with the final query. 
• Synthesised query. 
• Number of relevant documents from first 10 and 20 documents for the 
synthesised query. 
• Total number of pages retrieved by the search engine for the synthesised 
query. 
A total of 39 sessions were surveyed and recorded. Some topics were searched 
by more than one volunteer. Likewise some volunteers helped me with more 
than one topic. The topics searched by more than once are shown with a and b, 
e.g. amoeba (a) and amoeba (b). Based on the formula/rules used for the 
evaluation metrics (as in Table 5.3) the results of this survey are depicted in 
appendix 1 to 4. 
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 5.4.1 Survey Results 
In this section the results of the experiments from the survey are presented. 
Table 5.4 presents the average values of precision, coverage, and F1 measure for 
the test queries at top 10 and 20 returned documents.  
Table 5.4: Comparison of retrieval performance in average precision, coverage 
and F1 measure between naïve query, user provided query and synthesised 
query 
Top 10 documents Top 20 documents  
Queries Precision 
(P@10) 
Coverage 
(C@10) 
F1 
measure  
(F@10) 
Precision 
(P@20) 
Coverage 
(C@20) 
F1 measure 
(F@20) 
Naïve 0.34 0.93 0.46 0.31 0.93 0.43 
User 0.76 0.72 0.73 0.75 0.72 0.72 
Synthesised 0.92 0.79 0.84 0.91 0.79 0.84 
 
The graphical representations of the values in Table 5.4 are presented in Figures 
5.5 and 5.6. In the figures, it can be observed that the naive queries provide the 
highest coverage value, with very low precision. As a result it fails to provide a 
good F1 measure (from the figures it can be seen that the F1 measure value is 
lowest for the naïve queries). It can also be noticed that user queries provides 
better precision and F1 measure value compared to naïve queries and the 
synthesised queries provide even better results (both in  precision and F1 
measure) when compared to user queries as well as naïve queries. 
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Figure 5.5: Average precision (P@10), coverage (C@10) and F1 measure (F@10) 
for the test queries (naïve, user, synthesised) at top 10 documents 
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Figure 5.6: Average precision (P@20), coverage (C@20) and F1 measure (F@20) 
for the test queries naïve, user, synthesised) at top 20 documents 
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Table 5.5 presents a comparison of the retrieval performance (in terms of 
average precision) for all pair of queries. For a pair of queries (A vs. B) in the 
table; the improvement in average precision shows the improvement (%) in 
average precision of query A to query B. 
Table 5.5: Comparison of retrieval performances in average precision (%) for all 
pair queries 
Top 10 documents Top 20 documents Queries 
(A vs. B) Improvement in average 
precision (%) 
Improvement in average 
precision (%) 
Synthesised vs. Naive 170.59 193.55 
User vs. Naïve 123.53 141.94 
Synthesised vs. User 21.05 21.33 
 
Following observations can be made from the Table 5.5:  
• The synthesised query brings an improvement of 170.59 % (for top 10 
documents) and 193.55 % (for top 20 documents) in average precision 
over the naïve query, while the user query achieves an improvement of 
123.53 % (for top10 documents) and 141.94% (for top 20 documents) in 
average precision over the naïve queries.  
• The synthesised query also provides an improvement of 21.05% (for top 
10 documents) and 21.33 % (for top 20 documents) in average precision 
compared to user provided queries.  
Table 5.6 presents a comparison of the retrieval performance (in terms of 
average F1 measure) for all pair of queries. For a pair of queries (A vs. B) in the 
table; the improvement in average F1 measure shows the improvement (%) in 
average F1 measure of query A to query B. 
Following observations can be made from the Table 5.6:  
• The synthesised query brings an improvement of 82.61 % (for top 10 
documents) and 95.35 % (for top 20 documents) in average F1 measure 
over the naïve query, while the user query achieves an improvement of 
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58.7 % (for top10 documents) and 67.44 % (for top 20 documents) in 
average F1 measure over the naïve queries.  
• The synthesised query also provides an improvement of 15.07 % (for top 
10 documents) and 16.67 % (for top 20 documents) in average F1 
measure compared to user provided queries.  
Table 5.6: Comparison of retrieval performances in average F1 measure (%) for all 
pair queries 
Top 10 documents Top 20 documents Queries 
(A vs. B) Improvement in average F1 
measure (%) 
Improvement in average F1 
measure (%) 
Synthesised vs. Naive 82.61 95.35 
User vs. Naïve 58.7 67.44 
Synthesised vs. User 15.07 16.67 
 
5.5 STATISTICAL TEST 
It becomes an important issue whether the difference in the retrieval 
performance (precision and F1 measure) obtained by different queries (naïve, 
user and synthesised) is significant or not. To make such a distinction, several 
statistical tests have been applied to the task of information retrieval. In this 
experiment, a test called “paired t-test” is applied.  
The “paired t-test” is a useful technique to investigate a variable in two groups 
where there is a meaningful one-to-one correspondence between the data points 
in one group and those in the other (Phipps & Quine 2001, p.100). For example 
to compare the retrieval performances (scores) of two methods (A vs. B) for the 
information need i, the score of the retrieval method A will be paired with the 
score of B for the same information need i. The paired t-test is used to compare 
the mean value of the scores from these two related samples. 
The difference between the means of the samples is unlikely to be exactly equal 
to zero (due to sampling variation) and the null hypothesis H0 (against which the 
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evidence is searched) is designed to answer the question "Is the observed 
difference sufficiently large enough to indicate that the alternative hypothesis 
HA(willing to entertain if H0 is false) is true?” The answer comes in the form of a 
confidence level. 
The test proceeds on the assumption that H0 is true and investigates the strength 
of evidence against H0, in favour of HA. The summary of the “paired t-test” as 
described in (Klink et al. 2002) is as follows: 
Let ai and bi be the scores (e.g. precision) of retrieval methods A and B for a 
information need i and define di= ai- bi. The test can be applied under the 
assumptions that the model is additive, i.e., di=µ+ξi where µ is the population 
mean and ξi is an error, and the errors are normally distributed. The null 
hypothesis H0 is µ=0(A performs equivalently to B), and the alternative 
hypothesis HA is µ>0 (A performs better than B). 
The Student’s t-statistic can be expressed as: 
2
dt
s n
=                                (5.2) 
which follows the t-distribution with the degree of freedom of n-1, where n is the 
number of samples (queries),  d and s2 are the sample mean and the variance: 
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d d
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∑                    (5.3) 
The t-statistic (t-value) will be positive if the sample mean of the first retrieval 
method is larger than the second and negative if it is smaller. Once the value of 
t-statistic is computed, the next step is to look it up in a table of significance to 
test whether the ratio is large enough to say that the difference between the 
performances of the retrieval methods is not likely to have been a chance 
finding. To test the significance, a risk level α (significance level) is set which 
can give a fixed probability of wrongly rejecting the null hypothesis H0, if it is in 
fact is true. For example the α level 0.05 will mean that five times out of a 
hundred  would find a statistically significant difference between the means even 
if there was none (i.e., by "chance"). 
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Given the significance level α, the degree of freedom df = number of samples-1, 
the critical value can be looked up in a standard “Table of Values of the t 
Distribution”. The critical value(s) for a hypothesis test is a threshold to which 
the value of the test statistic (t-value) in a sample is compared to determine 
whether or not the null hypothesis is rejected.  
In my experiment, the significance level (α) used is 0.0001. The t-value greater 
than the critical value will report that there is evidence against H0 (i.e. null 
hypothesis rejected). In turn the rejection of the null hypothesis would imply the 
truth of the alternate hypothesis HA with (1- α) % confidence level. The t-value 
less than the critical value will simply state that the data are consistent with H0 
(i.e. null hypothesis accepted) at significance level α. By looking at the t-value, 
P-value can be obtained, i.e. the probability of observing the sample results       
di (1 ≤ i ≤ n) under the assumption that the null hypothesis is true. “A large P-
value simply indicates that the data are consistent with the truth of H0, while the 
smaller the P-value, the greater the reluctance to believe that H0 is true and the 
stronger the case for believing that H0 is false” (Phipps & Quine 2001, p.87). 
In order to confirm the effectiveness of the synthesised query, “paired t-test” (as 
discussed above) is applied to the precisions and F1 measures to compare three 
classes of queries (naive, user, synthesised) with each other and the results of the 
test are presented in the following sections. 
5.6 PRECISION OF THE QUERIES 
This section presents the results of the “paired t-test” for all pair of queries based 
on the precision value for top 10 and 20 documents as given below: 
5.6.1 Synthesised query vs. user query 
Null hypothesis H0: “synthesised query performs equivalently to the user query 
in terms of precision for top 10 and 20 documents” 
Alternate hypothesis HA: “Synthesised query performs better than the user query 
in terms of precision for top 10 and 20 documents”. 
Table 5.7 provides the results of the “paired t-test” based on precision values of 
synthesised and user queries. Following observation is drawn from Table 5.7: 
• Synthesised query performs better than the user query in terms of 
precision for top 10 and 20 documents at 99.99% confidence level. The 
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low P-values (Table 5.7) show that the better performance in precision 
obtained by the synthesised query compared to the user query is 
statistically significant. 
Table 5.7: Results of paired t-test (based on precision) for synthesised query vs. 
user query 
Documents Number 
 of 
 samples 
Sample 
mean 
Sample  
variance 
t_value Critical 
value  
α=0.0001 
Null 
hypothesis 
testing 
P-value 
Top10  39 0.16579 0.02339 6.68205 4.11576 Rejected 4.53 E-8 
Top20  39 0.1641 0.01644 7.99261 4.11576 Rejected 0.59 E-9 
Figures 5.7 and 5.8 provide a pictorial view of the comparative precisions (see 
appendix 3 and 4 for actual data) of user and synthesised queries. In these 
figures sessions above the diagonal represent the better performance obtained by 
the synthesised queries, where some of the points are coinciding. 
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Figure 5.7: Scatter chart comparing precision (P@10) of user and synthesised 
queries at top 10 documents  
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Figure 5.8: Scatter chart comparing precision (P@20) of user and synthesised 
queries at top 20 documents  
 
5.6.2 Synthesised query vs. naive query 
Null hypothesis H0: “synthesised query performs equivalently to the naive query 
in terms of precision for top 10 and 20 documents” 
Alternate hypothesis HA: “Synthesised query performs better than the naive 
query in terms of precision for top 10 and 20 documents”. 
Table 5.8 provides the results of “paired t-test” based on precision values of 
synthesised and naïve queries. Following observation is drawn from Table 5.8: 
• Synthesised query performs better than the naive query in terms of 
precision for top 10 and 20 documents at 99.99% confidence level. The 
low P-values (Table 5.8) show that the better performance in precision 
obtained by the synthesised query compared to the naïve query is 
statistically significant. 
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Table 5.8: Results of paired t-test (based on precision) for synthesised query vs. 
naive query 
Documents Number 
of 
samples 
Sample 
mean 
Sample 
variance 
t_value Critical 
value  
 α=0.0001 
Null 
hypothesis 
testing 
P-value 
Top10  39 0.58718 0.04904 16.55846 4.11576 Rejected 2.87 E-19 
Top20  39 0.59744 0.04473 17.64102 4.11576 Rejected 3.38 E-20 
Figures 5.9 and 5.10 provide a pictorial view of the comparative precisions (see 
appendix 3 and 4 for actual data) of naive and synthesised queries. In these 
figures sessions above the diagonal represent the better performance obtained by 
the synthesised queries, where some of the points are coinciding. 
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Figure 5.9: Scatter chart comparing precision (P@10) of naive and synthesised 
queries at top 10 documents  
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Figure 5.10: Scatter chart comparing precision (P@20) of naive and synthesised 
queries at top 20 documents  
 
5.6.3 User query vs. naive query 
Null hypothesis H0: “User query performs equivalently to the naive query in 
terms of precision for top 10 and 20 documents” 
Alternate hypothesis HA: “User query performs better than the naive query in 
terms of precision for top 10 and 20 documents” 
Table 5.9 provides the results of “paired t-test” based on precision values of user 
and naïve queries. Following observation is drawn from Table 5.9: 
• User query performs better than the naive query in terms of precision for 
top 10 and 20 documents at 99.99% confidence level. The low P-values 
(Table 5.9) show that the better performance in precision obtained by the 
user query compared to the naïve query is statistically significant. 
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Table 5.9: Results of paired t-test (based on precision) for user query vs. naive 
query 
Documents Number 
of 
samples 
Sample 
mean 
Sample 
variance 
t_value Critical 
value  
 α=0.0001 
Null 
hypothesis 
testing 
P-value 
Top10  39 0.42564 0.04511 12.51459 4.11576 Rejected 2.37 E-15 
Top20  39 0.43333 0.03504 14.45601 4.11576 Rejected 2.5 E-17 
Figures 5.11 and 5.12 provide a pictorial view of the comparative precisions (see 
appendix 3 and 4 for actual data) of naive and user queries. In these figures 
sessions above the diagonal represent the better performance obtained by the 
user queries, where some of the points are coinciding. 
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Figure 5.11: Scatter chart comparing precision (P@10) of naive and user queries 
at top 10 documents  
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Figure 5.12: Scatter chart comparing precision (P@20) of naive and user queries 
at top 20 documents  
 
5.7 F1 MEASURE OF THE QUERIES 
This section presents the results of the “paired t-test” for all pair of queries based 
on the F1 measure value for top 10 and 20 documents as given below: 
5.7.1 Synthesised query vs. user query 
Null hypothesis H0: “synthesised query performs equivalently to the user query 
in terms of F1 measure for top 10 and 20 documents” 
Alternate hypothesis HA: “Synthesised query performs better than the user query 
in terms of F1 measure for top 10 and 20 documents”. 
Table 5.10 provides the results of “paired t-test” based on F1 measure values of 
synthesised and user queries. Following observation is drawn from Table 5.10: 
• Synthesised query performs better than the user query in terms of F1 
measure for top 10 and 20 documents at 99.99% confidence level. The 
low P-values (Table 5.10) show that the better performance in F1 
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measure obtained by the synthesised query compared to user query is 
statistically significant. 
Table 5.10: Results of paired t-test (based on F1 measure) for synthesised query 
vs. user query 
Documents Number 
of 
samples 
Sample 
mean 
Sample 
variance 
t_value Critical 
value  
α=0.0001 
Null 
hypothesis 
testing 
P-value 
Top10  39 0.11641 0.00912 7.61097 4.11576 Rejected 1.86 E-9 
Top20  39 0.11615 0.00753 8.35952 4.11576 Rejected 1.94 E-10 
Figures 5.13 and 5.14 provide a pictorial view of the comparative F1 measures 
(see appendix 3 and 4 for actual data) of user and synthesised queries. In these 
figures sessions above the diagonal represent the better performance obtained by 
the synthesised queries, where some of the points are coinciding. 
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Figure 5.13: Scatter chart comparing F1 measure (F@10) of user and synthesised 
queries at top 10 documents  
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Figure 5.14: Scatter chart comparing F1 measure (F@20) of user and synthesised 
queries at top 20 documents  
 
5.7.2 Synthesised query vs. naive query 
Null hypothesis H0: “synthesised query performs equivalently to the naive query 
in terms of F1 measure for top 10 and 20 documents” 
Alternate hypothesis HA: “Synthesised query performs better than the naive 
query in terms of F1 measure for top 10 and 20 documents”. 
Table 5.11 provides the results of “paired t-test” based on F1 measure values of 
naïve and synthesised queries. Following observation is drawn from Table 5.11: 
• Synthesised query performs better than the naive query in terms of F1 
measure for top 10 and 20 documents at 99.99% confidence level. The 
low P-values (Table 5.11) show that the better performance in F1 
measure obtained by the synthesised query compared to naïve query is 
statistically significant. 
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Table 5.11: Results of paired t-test (based on F1 measure) for synthesised query 
vs. naive query 
Documents Number 
of 
samples 
Sample 
mean 
Sample 
variance 
t_value Critical 
value   
α =0.0001 
Null 
hypothesis 
testing 
P-value 
Top10 39 0.38692 0.0617 9.72814 4.11576 Rejected 3.65 E-12 
Top20 39 0.40359 0.05617 10.63448 4.11576 Rejected 3.00 E-13 
Figures 5.15 and 5.16 provide a pictorial view of the comparative F1 measures 
(see appendix 3 and 4 for actual data) of naive and synthesised queries. In these 
figures sessions above the diagonal represent the better performance obtained by 
the synthesised queries, where some of the points are coinciding. 
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Figure 5.15: Scatter chart comparing F1 measure (F@10) of naïve and 
synthesised queries at top 10 documents  
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Figure 5.16: Scatter chart comparing F1 measure (F@20) of naïve and 
synthesised queries at top 20 documents  
 
5.7.3 User query vs. naive query 
Null hypothesis H0: “User query performs equivalently to the naive query in 
terms of F1 measure for top 10 and 20 documents” 
Alternate hypothesis HA: “User query performs better than the naive query in 
terms of F1 measure for top 10 and 20 documents” 
Table 5.12 provides the results of “paired t-test” based on F1 measure values of 
user and naïve queries. Following observation is drawn from Table 5.12: 
• User query performs better than the naive query in terms of F1 measure 
for top 10 and 20 documents at 99.99% confidence level. The low P-
values (Table 5.12) show that the better performance in F1 measure 
obtained by the user query compared to naive query is statistically 
significant. 
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Table 5.12: Results of paired t-test (based on F1 measure) for user query vs. naive 
query 
Documents Number 
of 
samples 
Sample 
mean 
Sample 
variance 
t_value Critical 
value  
 α =0.0001 
Null 
hypothesis 
testing 
P-value 
Top10  39 0.26538 0.04919 7.47227 4.11576 Rejected 3.26 E-9 
Top20  39 0.28744 0.04821 8.1754 4.11576 Rejected 3.36 E-10 
Figures 5.17 and 5.18 provide a pictorial view of the comparative F1 measures 
(see appendix 3 and 4 for actual data) of naive and user queries. In these figures 
sessions above the diagonal represent the better performance obtained by the 
user queries, where some of the points are coinciding. 
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Figure 5.17: Scatter chart comparing F1 measure (F@10) of naïve and user 
queries at top 10 documents  
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Figure 5.18: Scatter chart comparing F1 measure (F@20) of naïve and user 
queries at top 20 documents  
5.8 CONCLUSION 
This chapter describes the experiment conducted to test the effectiveness and 
success of the proposed algorithm. This is achieved by organising a survey with 
day to day users of web search engine Google. The quality (in terms of precision 
and F1 measure) of synthesised query is then compared with the user’s best 
effort query and the original naïve query. The volunteers of the survey are all 
regular users of Web and had enough knowledge of writing effective query 
expressions. No constraint was placed on them regarding the time or number of 
tries to come up with their best query. Based on a statistical test (paired t-test), 
the findings from the survey suggest that the user queries provide better 
precision and F1 measure values compared to the naïve query and the 
synthesised queries provide even better precision and F1 measure values when 
compared to both the user queries and naïve queries. From this result it can be 
observed that despite of their good knowledge and experience in writing 
Boolean queries, the volunteers were unable to generate web search queries that 
could  out-perform the synthesised queries ( in terms of precision and F1 
measure). Besides achieving the above goals, the proposed algorithm is able to 
synthesise queries in a form and size acceptable to the search engine that proves 
its success.  
  
   Chapter 
SIX 
 
CHARACTERISTICS OF USER QUERY  
 
 
 
 
 
6.1 INTRODUCTION                                      
Based on the data obtained from the user survey (described in the previous 
chapter), this chapter provides an insight into the quality of human queries as a 
function of its syntactical and other characteristics. This has been obtained by 
analysing the retrieval performance of user query obtained for top 20 documents 
and inferring some results from it. This chapter has been adapted directly from 
paper (Patro et al. 2005) presented at WEBIST conference in Miami, May 2005. 
6.2 SESSION LENGTH AND TERMINATION CONDITION 
A number of influences determine the perseverance of the volunteers to devise a 
query that they believe effectively satisfy the information need. The session 
lengths observed in the survey consists of one to three refinements (after the 
initial query) giving an average session length of 2.64. The session length in my 
survey matches with those observed by the other researchers using different 
sources of data. Average session lengths of 2.02 and 2.8 queries are quoted in 
(Silverstein et al. 1999) from different researchers. 
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Precision of the query emerges as one of the main criteria used by the volunteers 
to access the query quality. No session returning less than 10 relevant documents 
among the top ranked 20 retrieved links was observed in the survey. Also, it is 
noted that all human queries have precision equal to or above the original naïve 
query – no volunteer has returned the original naïve query as their final choice. 
Again it is believed that the precision of the naïve query sets a lower-bound on 
the precision for the volunteers. Every volunteer tried to exceed this target value.  
Human users (that is, volunteers) do not seem to regard coverage of the query as 
a vital factor. Some queries given by the volunteers had lower F1 measure value 
(Appendix 3 and 4) than the original naïve query. Yet the observations of the 
statistical test (paired t-test) support the following hypothesis: F1 measure value 
of the users’ Boolean web search query is more than the corresponding value for 
a naïve single word query for the topic at 99.99% confidence level. 
6.3 TRADING COVERAGE FOR IMPROVED PRECISION 
The basic premise in devising a Boolean web search query to select relevant 
documents is that one can increase precision of the query by sacrificing some 
coverage. Ranking algorithms used by the web search engines to order the links 
play their part in this process. 
This trade-off needs to be analysed to separate the effects of the query from 
those inherent in the topic due to the volume and nature of its presence on the 
Web. Considering only those samples from survey which had the topics 
repeated, it is expected that the effects of good queries cancelled against the poor 
queries for the same topic; thus leaving the relationships between precision (P) 
and coverage (C) to be effected only by the Web specific properties of the 
topics. Figure 6.1 and Figure 6.2 depict the relationship between precision and 
coverage for these samples in the survey. From these figures it is evident that the 
topic of the search that excludes human effects does not contribute to any 
positive or negative trend between the two metrics – precision (P) and coverage 
(C) Further, correlation coefficient between the metrics is only 0.03 over these 
cases. The linear regression relationships between precision (P) and coverage 
(C) were determined to be: i.e. 0.77 0.03P C= −  and 0.78 0.03C P= − .  
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Figure 6.1: Precision as a function of coverage (excludes human effects) 
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Figure 6.2: Coverage as a function of precision (excludes human effects) 
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To determine the relationships between precision and coverage in the presence 
of human query effects, all samples of the survey are considered. Figure 6.3 and 
Figure 6.4 depicts the relationship between precision and coverage for all the 
samples of the survey, where precision and coverage values for topics surveyed 
multiple times have been replaced by their average values.  From these figures a 
significant correlation coefficient of 0.3 between the precision and coverage is 
noticed. The linear regression relationships between precision (P) and coverage 
(C) were determined to be: 0.28 0.54P C= + and 0.32 0.5C P= + .  
The positive correlation between precision and coverage and also between 
coverage and precision highlights a fundamental property of a good query. A 
better query is one that returns higher values for precision together with good 
coverage. Thus, F1 measure is an appropriate measure of the query quality. 
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Figure 6.3: Precision as a function of coverage (induced by the variations in the 
query quality) 
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Figure 6.4: Coverage as a function of precision (induced by the variations in the 
query quality) 
6.4 CHARACTERISTICS OF A SUCCESSFUL QUERY 
The number of attempts made by a volunteer to improve the query had palpable 
benefit to the precision of the query over the initial naïve query. Average 
increase in precision noticed from a single attempt to improve the query is 0.36, 
from two attempts the increase is 0.47, and from three attempts it is 0.65. Main 
factor helping this trend in improvements is the alternative queries that become 
available from the multiple attempts to choose the final best query. A committed 
volunteer is likely to make more attempts at improving the precision of the 
query; thus contributing to the observed trend. This is evident from Figure 6.5 
that shows precision as function of attempts to improve the query. 
The number of terms (T) in a query is one of the primary characteristic of a 
Boolean query. I had no case of a volunteer’s best query with 6 or more terms. It 
is believed that human users begin to have difficulties in effectively organising 
Boolean queries with 6 or more terms. The transaction log analysis (Jones et al. 
1998) has reported that less than 10% of user queries in their log records had 5 
or more terms.  
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Figure 6.5:  Precision as a function of number of attempts to improve the query 
Table 6.1 provide an evidence of a 3-way connection between the terms in a user 
query, number of attempts made to improve the query and the average precision 
of the queries. It can be seen from the table that the average precision improves 
with number of terms up to 4 and then drops sharply as human ability to 
organise Boolean query with many terms declines. 
Table 6.1: Average query precision as a function of terms in query and number of 
attempts to improve query 
 
Terms in query 2 3 4 5 >5 
Query improved 1 time 0.55 0.72 0.8 0.75 
Query improved 2 times No case 0.69 0.84 0.67 
No case 
Query improved 3 times Too few cases 
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For two common cases (single attempt and two attempts), the relationship 
between the precision (P) of the queries and the number of terms (T) in the query 
are presented in Figure 6.6 and Figure 6.7.  
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Figure 6.6: Precision as function of terms in query (query improved once) 
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Figure 6.7: Precision as function of terms in query (query improved twice) 
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Figure 6.6 shows the precision of the queries (improved once) as a function of 
terms in the query and Figure 6.7 shows the precision of the queries (improved 
twice) as a function of terms in the query. The linear relationship between 
number of terms and precision of queries for up to 4 terms are depicted in Figure 
6.8. It can be seen from Figure 6.6 and Figure 6.7 that, the precision increases 
for up to 4 term queries (T<5). Thereafter, there is a drop in the precision value 
for queries with 5 terms (T=5). Figure 6.8 shows that precision (P) of the queries 
increases linearly 0.1 0.42P T= +  for number of terms T<5. 
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Figure 6.8: Linear relationship between number of terms and precision of queries 
for up to 4 terms 
The better-quality of the queries with 3 or 4 terms, evident in Figure 6.8, is 
further elaborated in Table 6.2 which shows the fractions of queries showing 
below average and above average performance within various groupings. With 
average precision of 7.5 obtained by the user query, the first row shows cases 
where the volunteer made only one attempt to improve the query and the final 
precision of the query was below average. Arguably in plain English, the 
specifying expression translates to volunteer found the search difficult. In this 
row the fraction of queries with below average precision decreases with the 
number of terms in the query. The bottom row in the table shows that the 
fraction of queries with above average precision improves with the number of 
terms till it hits the high mark where humans start to be overwhelmed by size of 
the Boolean expression. It is believed that the queries with fewer than 3 or more 
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than 4 terms the searcher is either finding it difficulty in identifying appropriate 
domain terms (or jargons) for the query or is finding it difficult to organise them 
in an effective Boolean query. The best performing query size, however, does 
not coincide with the most common query size. The most common size of the 
queries as reported in (Jones et al. 1998) is 2 terms and it accounts for about 
third of all queries. 
Table 6.2: Fraction of queries with stated precision characteristics as function of 
terms in query 
Terms in query 2 3 4 5 
 (precision of user query < average precision) among 
queries with single improvement attempt 
100% 44% 20% 0% 
Query precision > average precision 0% 50% 93% 29% 
Other researchers have reported that domain-savvy searchers use a small number 
of domain specific terms in their search query. My observation is not 
inconsistent with those findings. To further test the inference, the volunteer 
queries are grouped into three nearly equal size groups based on their 
performance relative to the synthesised queries.  
Queries with precision up to 0.1 units below the corresponding synthesised 
query were marked good. Those that had precision 0.25 or more units below the 
synthesised queries were marked poor. The group in the middle had 14 cases. 
Table 6.3 shows the distribution of terms in the two groups.  
It can be seen from Table 6.3 that the proportion of queries in good group with 4 
terms is about three times as high as in the poor performing group.  
Table 6.3:  Distribution of terms in two groups of volunteer queries marked good 
and poor 
Number of terms Good queries Poor queries 
Count 13 12 
2 0% 8% 
3 31% 42% 
4 54% 17% 
5 15% 33% 
Total 100% 100% 
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6.5 CONCLUSION 
This chapter provides an insight to the quality of human queries as a function of 
its syntactical and other characteristics. It is noticed that human ability to 
construct Boolean queries to express their information needs is limited by many 
factors. Obscurity of the subject area makes it difficult for the users to give 
appropriate terms for the query. Appropriate combination of the terms to form 
queries with good coverage and precision is also demanding on the human 
intellectual capacities.  
Human users (that is, volunteers) do not seem to regard coverage of the query as 
a vital factor. Precision of the query emerges as one of the main criteria used by 
the volunteers to access the query quality. With more attempts, the users are able 
to improve the precision of their queries. Main factor helping this trend in 
improvements is the alternative queries that become available from the multiple 
attempts to choose the final best query.  Volunteers had no case of queries with 6 
or more terms. It is believed that human users begin to have difficulties in 
effectively organising Boolean queries with 6 or more terms. 
Human users are not very demanding on the quality of the search. If the web 
search query is responded quickly and with about half the returned links being 
relevant to their information needs, users find the web session satisfying. More 
flexible interface between the users and the search engine would enable more 
people to be able to perform their web searching more satisfactorily.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 Chapter 
SEVEN 
 
DISCUSSION AND CONCLUSION 
 
 
 
 
 
7.1 DISCUSSION 
The thesis has described an algorithm for constructing a search query from a 
collection of relevant and irrelevant text documents. An initial single-word 
query produced by the user is used to gather sample documents which are 
manually classified as relevant or irrelevant to the task at hand. These documents 
are pre-processed to produce a list of terms for use in constructing improved 
queries. It should be noted that the pre-processing stage is not strictly necessary. 
For example, elimination of stop words is not essential to the method. A term 
that appears frequently among the irrelevant documents – including the stop 
terms – would be relegated to lower levels of selection. Likewise, I have not 
found any real evidence to support stemming of the terms. However, a reduction 
in the size and number of terms to handle during processing makes it faster and 
more efficient. As a consequence I have chosen to remove stop words and stem 
the words. 
Following pre-processing, the algorithm constructs the query by following a 
series of stages. Each stage is a heuristic to achieve certain goals. I have relied 
on greedy approach in most stages. In my experiments, the greedy approach is 
found to be adequate and there is little need to seek optimised and perfect 
Boolean expressions. The results of the survey indicate that the algorithm 
successively generates queries (synthesised queries) that produce higher values 
  
91
of F1 measure than was obtained by human generated queries and the original 
(naive) queries. Higher values in F1 measure indicates the high values of 
precision and coverage obtained by the synthesised queries. 
The synthesised queries have an element of annoyance in them! Many terms in 
the query are un-intuitive; but, not counter-intuitive. Notwithstanding the 
unintuitive nature of some terms in a query, synthesised queries retrieve fresh 
links and are very precise when used over the Web. The issue needs further 
investigation and I hope to find ways to bias term selection towards terms more 
attuned to human intuition.  
An over-sized query can be trimmed by reducing the quality value of the query. 
However, such an approach does not seem to provide any significant effect to 
the precision of the queries. The algorithm introduced here re-works the query 
from the reduced sized minterms. There is a strong suggestion that it would be 
useful to look at only those reduced-size minterms that select additional relevant 
documents. The reduced-size minterms that select the same set of relevant 
documents as the original minterm do not provide enough benefit to trim the size 
of a query. At the same time, they may incur a cost as they select some irrelevant 
documents.  
To confirm the success of the algorithm, a survey was conducted to test the 
quality of the synthesised queries against the queries generated from a user’s 
best effort. Each of the  volunteers participting the survey had, at least, several 
years of experience with the Web  and had enough knowledge of writting 
Boolean expressions. From the results it can be seen that, the synthesised queries 
have been able to out-perform the human best efforts with regards to the value of  
precision and F1 measure, that favours a balanced performance of precision and 
coverage values. 
 More interestingly and startlingly, my experience during the survey reconfirmed 
the  well-known fundamental characterstics of the human searchers: 
• Human searchers do not like to look at any more than first page (10 links). 
They may be coaxed to look at the second page, but patience is thin after 
that. 
• Humans prefer to rely on defealt operator(i,e. AND) to formulate a search 
query and find it very difficult to improve their web search query based on 
the information in the documents especially if it requires them to add terms 
using both AND and OR operators. 
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• Precision of the query emerges as one of the main criteria used by the 
volunteers to access the query quality. It is an intuitive as well as easily 
measured metric. Also, I note that all human queries have precision equal to 
or above the original naïve query – no volunteer has returned the original 
naïve query as their final choice. Again I believe that the precision of the 
naïve query sets a lower-bound on the precision for the volunteers.  Every 
volunteer tried to exceed this target value.  
• The time spent by the user has no significant effect on the precision of their 
queries, which I believe depends on the user’s knowledge to the search 
domain in the construction of satisfactory queries. 
•  With more number of attempts the human searchers are able to increase the 
precision of the queries. Main factor helping this trend in improvements is 
the alternative queries that become available from the multiple attempts to 
choose the final best query. A committed volunteer is likely to make more 
attempts at improving the precision of the query; thus contributing to the 
observed trend. 
• I had no case of a volunteer’s best query with 6 or more terms. I believe that 
human users begin to have difficulties in effectively organising Boolean 
queries with 6 or more terms. 
• Human users are not very demanding on the quality of the search. If the web 
search query responds quickly and with about half the returned links being 
relevant to their information needs, users find the web session satisfying. 
7.2  CONCLUDING REMARKS AND FUTURE WORK 
The tests that have been conducted using the algorithm have shown very good 
improvements in the quality of links to resources in comparison with the links 
retrieved using deliberately naïve queries. The synthesised query also performs 
better than most of the queries that humans could devise. Even in the areas well 
understood by a user, the synthesised queries have performed better than those 
constructed by humans. 
The links returned by the synthesised queries are different and much expanded 
collection from those used in the synthesis. Usually I had to go to several 100s of 
links before being able to find some of the original links. This clearly is a 
measure of the learning achieved in the synthesised query. The correctness of the 
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learned abstraction is evident by the high precision and F1 measure achieved by 
the queries. 
The algorithm described in this thesis has applications beyond the web searches 
too. The approach can provide a very convenient method for locating related 
emails. Other application areas include search for related files in a user’s file 
system for example using recently released tools like Google Desktop.  
A range of improvements and further experiments are planned for the future and 
some of them have been suggested in the discussion section. One of the prime 
focuses of the future work is to integrate the query construction algorithm with a 
browser. A proxy may be designed that can see all interaction between a browser 
and the Web. The proxy may add additional control buttons to the displayed 
document to solicit and collect user’s responses. When required the proxy can 
synthesise new search query for the user. Other future plans include: 
• Building of sophisticated queries with less Boolean operators. 
• Improvement of stemming algorithm to ensure that the stemmed words 
are the correct words. 
• Selection of human intuitive terms in the construction of queries. 
• Inclusion of pseudo relevance feedback and user query logs in classifying 
the documents. 
• Use of Extended Boolean model for ranking queries to a set of test 
documents, which can make use of term weight to a Boolean query. 
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Appendix 1: Lists the user id, topic word chosen by the user, number of attempts 
made, final query provided by the user along with the time spent by the user to 
come up with the final query 
 
User ID Topic No of 
attempts 
Time (in 
mins) 
Final query by User 
PS3 Amoeba(a) 3 35 (amoeba cell organism pond) 
PS12 Amoeba(b) 2 30 (amoeba single celled organism) 
PS10 Angle 2 40 (angle geometry line plane) 
PS4 Ashoka 2 40 (ashoka conversion Buddhism) 
PS14 Cobra 2 30 (Cobra snake naja) 
PS9 Eucalyptus 1 30 (eucalyptus leaves plant grow tree) 
PS3 Graphite(a) 2 30 (Graphite conduct soft diamond 
mineral) 
PS13 Graphite(b) 1 15 (Graphite carbon  mineral) 
PS6 Grasshopper(a) 2 25 (grasshopper insect biology) 
PS17 Grasshopper(b) 1 10 (grasshopper insect  habitat) 
PS1 Igloo 2 20 Igloo(house(snow OR ice)Eskimo) 
PS16 Igloo 1 15 (igloo ice house) 
PS1 Kangaroo(a) 2 20 Kangaroo(macropodiade OR animal) 
PS14 Kangaroo(b) 2 20 (kangaroo animal Australia) 
PS16 Kohinoor(a) 2 20 (Kohinoor diamond) 
PS7 Kohinoor(b) 1 30 (Kohinoor south Africa properties) 
PS12 Konark(a) 1 10 (Konark sun temple) 
PS15 Konark(b) 1 20 “Konark Temple”+ architecture 
PS11 Lava(a) 2 35 (Lava eruption definition) 
PS12 Lava(b) 1 10 (Lava volcano flow) 
PS10 Leopard 2 35 Leopard (panthera(Africa OR asia)cat) 
PS14 Lotus 1 10 (lotus software application) 
PS14 Mango(a) 3 40 (mango mangifera fruit) 
PS9 Mango(b) 2 50 (Mango growth fruits plant description) 
PS3 Nile 1 15 (nile river Egypt civilization) 
PS8 Ostrich(a) 1 20 (ostrich Africa flightless largest) 
PS14 Ostrich(b) 1 15 (ostrich bird struthio neck) 
PS10 Ozone 2 30 (ozone atmosphere depletion hole layer) 
PS12 Pyramid 2 20 (Pyramid Egypt(architecture OR 
design)) 
PS2 Radium(a) 2 20 (radium element Ra) 
PS17 Radium(b) 1 20 (radium element periodic table) 
PS2 Rainbow(a) 2 25 (Rainbow light angle refraction) 
PS3 Rainbow(b) 2 20 (rainbow sun rain sky) 
PS5 Sun 1 15 (sun solar size temperature) 
PS2 Titanic 1 10 titanic 1912 iceberg sank) 
PS2 Veena(a) 1 10 (veena instrument string music play) 
PS10 Veena(b) 2 30 Veena(instrument OR music) 
PS1 Vitiligo(a) 2 30 Vitiligo(immune system OR definition) 
PS13 Vitiligo(b) 2 35 (Vitiligo disease white patch) 
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Appendix 2: Total pages retrieved by Google from the naïve, user provided 
and synthesised queries 
 
Topic Naïve  User  Synthesised  
Amoeba(a) 606,000 7,510 29,600 
Amoeba(b) 602,000 43,400 28,700 
Angle 25,300,000 861,000 1,690.000 
Ashoka 293,000 4,230 29,600 
Cobra 9,260,000 9,810 8,400 
Eucalyptus 1,700,000 72,600 129,000 
Graphite(a) 4,430,000 1,100 121,000 
Graphite(b) 4,580,000 86,400 131,000 
Grasshopper(a) 1,120,000 23,200 25,600 
Grasshopper(b) 1,120,000 20,200 25,700 
Igloo(a) 1,040,000 10,200 15,100 
Igloo(b) 1,030,000 88,900 25,600 
Kangaroo(a) 3,030,000 429,000 14,100 
Kangaroo(b) 2,990,000 137,000 13,300 
Kohinoor(a) 168,000 19.800 7,360 
Kohinoor(b) 168,000 1,180 7,080 
Konark(a) 57,300 17,800 6,500 
Konark(b) 58,000 385 6,540 
Lava(a) 4,660,000 52,900 290,000 
Lava(b) 4,670,000 155,000 287,000 
Leopard 3,590,000 8,210 8,380 
Lotus 18,900,000 2,570,000 874,000 
Mango(a) 4,480,000 16,300 495,000 
Mango(b) 4,480,000 27,800 297,000 
Nile 5,300,000 110,000 680,000 
Ostrich(a) 1,240,000 4,880 19,400 
Ostrich(b) 1,260,000 1,900 19,000 
Ozone 7,710,000 44,600 520,000 
Pyramid 6,540,000 229,000 409,000 
Radium(a) 1,290,000 24,000 183,000 
Radium(b) 1,480,000 87,000 174,000 
Rainbow(a) 17,500,000 15,500 640,000 
Rainbow(b) 18,000,000 415,000 692,000 
Sun 170,000,000 1,460,000 3,480,000 
Titanic 4,670,000 14,300 24,200 
Veena(a) 204,000 6,080 8,460 
Veena(b) 204,000 73,800 8,370 
Vitiligo(a) 441,000 19,600 32,600 
Vitiligo(b) 440,000 9,300 33,500 
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Appendix 3: Precision (P@10), coverage (C@10) and F1 measure (F@10) 
for the test queries for top 10 documents 
 
naive user synthesised Topic 
P@10 C@10 F@10 P@10 C@10 F@10 P@10 C@10 F@10 
Amoeba(a) 0.2 0.84 0.32 0.8 0.63 0.7 1.0 0.74 0.85 
Amoeba(b) 0.2 0.84 0.32 0.9 0.76 0.82 1.0 0.74 0.85 
Angle 0.0 1.0 0 0.8 0.97 0.88 1.0 1.0 1.0 
Ashoka 0.3 0.82 0.44 0.5 0.55 0.52 0.7 0.72 0.71 
Cobra 0.0 0.94 0 0.5 0.61 0.55 0.9 0.64 0.75 
Eucalyptus 0.6 1.0 0.75 0.8 0.79 0.79 0.9 0.84 0.87 
Graphite(a) 0.2 0.99 0.33 0.6 0.47 0.53 0.8 0.83 0.81 
Graphite(b) 0.2 0.99 0.33 0.7 0.79 0.74 0.8 0.83 0.81 
Grasshopper(a) 0.3 0.92 0.45 0.6 0.69 0.64 1.0 0.73 0.84 
Grasshopper(b) 0.3 0.92 0.45 0.8 0.7 0.75 1.0 0.73 0.84 
Igloo 0.3 0.91 0.45 0.7 0.64 0.67 0.7 0.67 0.68 
Igloo 0.3 0.91 0.45 0.6 0.79 0.68 0.9 0.72 0.8 
Kangaroo(a) 0.4 1.0 0.57 0.8 0.92 0.86 0.8 0.67 0.73 
Kangaroo(b) 0.5 1.0 0.67 0.7 0.83 0.76 0.8 0.67 0.73 
Kohinoor(a) 0.3 0.78 0.43 0.4 0.44 0.42 0.9 0.63 0.74 
Kohinoor(b) 0.3 0.78 0.43 0.8 0.7 0.75 0.9 0.63 0.74 
Konark(a) 1.0 0.79 0.88 0.8 0.69 0.74 1.0 0.63 0.77 
Konark(b) 0.8 0.78 0.79 1.0 0.43 0.6 1.0 0.63 0.77 
Lava(a) 0.1 0.94 0.18 0.7 0.76 0.73 1.0 0.91 0.95 
Lava(b) 0.2 0.99 0.33 0.5 0.81 0.62 0.9 0.9 0.9 
Leopard 0.4 1.0 0.57 0.6 0.61 0.6 1.0 0.65 0.79 
Lotus 0.4 1.0 0.57 0.7 1.0 0.82 0.9 0.98 0.94 
Mango(a) 0.2 0.99 0.33 1.0 0.7 0.82 1.0 0.95 0.97 
Mango(b) 0.2 0.99 0.33 0.8 0.72 0.76 1.0 0.91 0.95 
Nile 0.3 1.0 0.46 0.8 0.82 0.81 0.8 0.95 0.87 
Ostrich(a) 0.6 0.98 0.74 0.9 0.61 0.73 1.0 0.71 0.83 
Ostrich(b) 0.6 0.98 0.74 1.0 0.54 0.7 0.9 0.7 0.79 
Ozone 0.3 1.0 0.46 1.0 0.77 0.87 1.0 0.95 0.97 
Pyramid 0.3 1 0.46 0.9 0.88 0.89 1 0.93 0.96 
Radium(a) 0.4 0.95 0.56 1 0.73 0.84 1 0.87 0.93 
Radium(b) 0.4 0.96 0.56 0.7 0.79 0.74 1 0.87 0.93 
Rainbow(a) 0.1 1 0.18 0.9 0.69 0.78 1 0.96 0.98 
Rainbow(b) 0.2 1 0.33 0.7 0.91 0.79 1 0.97 0.98 
Sun 0.2 1 0.33 0.8 1 0.89 .8 1 0.89 
Titanic 0.1 0.94 0.18 0.6 0.65 0.62 1 0.73 0.84 
Veena(a) 0.4 0.82 0.54 0.9 0.62 0.73 .8 0.64 0.71 
Veena(b) 0.4 0.82 0.54 0.6 0.77 0.67 .8 0.64 0.71 
Vitiligo(a) 0.5 0.89 0.64 0.8 0.7 0.75 1 0.75 0.86 
Vitiligo(b) 0.6 0.9 0.72 1 0.66 0.8 1 0.75 0.86 
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Appendix 4: Precision (P@20), coverage (C@20) and F1 measure (F@20) 
for the test queries for top 20 documents 
 
 
 
 
 
 
naive user synthesised Topic 
P@20 C@20 F@20 P@20 C@20 F@20 P@20 C@20 F@20 
Amoeba(a) 0.3 0.87 0.45 0.8 0.63 0.7 1.0 0.74 0.85 
Amoeba(b) 0.3 0.87 0.45 0.8 0.75 0.77 1.0 0.74 0.85 
Angle 0.05 1.0 1.0 0.8 0.97 0.88 0.95 1.0 0.97 
Ashoka 0.45 0.85 0.59 0.55 0.56 0.55 0.6 0.71 0.65 
Cobra 0.0 0.89 0.0 0.5 0.61 0.55 0.9 0.64 0.75 
Eucalyptus 0.5 0.98 0.66 0.75 0.79 0.77 0.85 0.84 0.84 
Graphite(a) 0.2 0.99 0.33 0.55 0.46 0.5 0.85 0.83 0.84 
Graphite(b) 0.2 0.99 0.33 0.65 0.79 0.71 0.8 0.83 0.81 
Grasshopper(a) 0.15 0.87 0.26 0.7 0.7 0.7 1.0 0.73 0.84 
Grasshopper(b) 0.15 0.87 0.26 0.75 0.69 0.72 1.0 0.73 0.84 
Igloo 0.2 0.88 0.33 0.65 0.63 0.64 0.8 0.68 0.74 
Igloo 0.2 0.88 0.33 0.6 0.79 0.68 0.8 0.73 0.76 
Kangaroo(a) 0.35 1.0 0.52 0.9 0.93 0.91 0.85 0.68 0.76 
Kangaroo(b) 0.35 1.0 0.52 0.7 0.83 0.76 0.9 0.68 0.77 
Kohinoor(a) 0.2 0.75 0.32 0.55 0.47 0.51 0.9 0.63 0.74 
Kohinoor(b) 0.15 0.75 0.25 0.75 0.69 0.72 0.85 0.63 0.72 
Konark(a) 0.85 0.78 0.81 0.85 0.69 0.76 1.0 0.63 0.77 
Konark(b) 0.8 0.78 0.79 0.85 0.42 0.56 1.0 0.63 0.77 
Lava(a) 0.1 0.94 0.18 0.75 0.76 0.75 0.95 0.9 0.92 
Lava(b) 0.15 0.97 0.26 0.55 0.82 0.66 0.9 0.9 0.9 
Leopard 0.25 0.99 0.4 0.7 0.62 0.66 1.0 0.65 0.79 
Lotus 0.3 1.0 0.46 0.7 1.0 0.82 0.9 0.98 0.94 
Mango(a) 0.15 0.97 0.26 0.95 0.7 0.81 0.95 0.94 0.94 
Mango(b) 0.2 0.99 0.33 0.55 0.7 0.62 0.95 0.91 0.93 
Nile 0.3 1.0 0.46 0.75 0.82 0.78 0.75 0.95 0.84 
Ostrich(a) 0.55 0.95 0.7 0.85 0.6 0.7 0.9 0.7 0.79 
Ostrich(b) 0.6 0.98 0.74 1.0 0.54 0.7 0.85 0.7 0.77 
Ozone 0.35 1.0 0.52 1.0 0.77 0.87 1.0 0.95 0.97 
Pyramid 0.3 1.0 0.46 0.9 0.88 0.89 1.0 0.93 0.96 
Radium(a) 0.45 0.96 0.61 1 0.73 0.84 1 0.87 0.93 
Radium(b) 0.45 0.97 0.61 0.75 0.8 0.77 1 0.87 0.93 
Rainbow(a) 0.15 1 0.26 0.8 0.68 0.74 0.95 0.96 0.95 
Rainbow(b) 0.15 1 0.26 0.75 0.91 0.82 1 0.97 0.98 
Sun 0.1 1 0.18 0.8 1 0.89 0.85 1 0.92 
Titanic 0.25 1 0.4 0.6 0.65 0.62 0.95 0.72 0.82 
Veena(a) 0.45 0.82 0.58 0.75 0.61 0.67 0.85 0.64 0.73 
Veena(b) 0.45 0.82 0.58 0.55 0.77 0.64 0.8 0.64 0.71 
Vitiligo(a) 0.55 0.89 0.68 0.75 0.69 0.72 0.95 0.75 0.84 
Vitiligo(b) 0.6 0.9 0.72 1 0.66 0.8 1 0.75 0.86 
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Appendix 5: Checklist providing the short description of the 
information need for the search topics 
 
CHECK LIST 
 
 
1. MANGO: 
We are to search information about the Mango as a fruit. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the facts of the fruit mango. 
• The page should provide information relating to its growing and 
plantation etc. 
 
The page containing the word mango but not related to above criteria may be 
treated as irrelevant. 
2. VITILIGO: 
 
We are to search information about the disease Vitiligo. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the definition of the disease and 
its causes. 
• The page should provide information about the symptoms and 
treatments for the disease. 
 
      The page containing the word Vitiligo but not related to above criteria 
may be treated as irrelevant. 
 
3. GRASSHOPPER: 
 
We are to search information about the insect Grasshopper. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the facts or life cycle of a 
grasshopper. 
• The page should provide information about the history or 
physical description or biology of a grasshopper. 
 
      The page containing the word grasshopper but not related to above criteria 
may be treated as irrelevant. 
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4. SUN: 
 
We are to search information about the planet Sun. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the facts (size, temperature, 
position etc.) of the planet. 
• The page should provide information about the physical 
properties of the planet. 
 
      The page containing the word Sun but not related to above criteria may 
be treated as irrelevant. 
 
5. EUCALYPTUS: 
 
We are to search information about plant Eucalyptus. 
 
A page containing any one of the following criteria in a brief description 
is treated as relevant: 
• A relevant page should contain the herb information or 
description of the plant. 
• The page should provide information relating to its use or 
growing of the plant. 
 
      The page containing the word Eucalyptus but not related to above criteria 
may be treated as irrelevant. 
 
6. RADIUM: 
 
We are to search information about metal Radium. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information as an element in 
the periodic table. 
• The page should provide information relating to its discovery or 
facts (atomic number, symbols etc.) of the element Radium. 
 
      The page containing the word Radium but not related to above criteria 
may be treated as irrelevant. 
 
7. PYRAMID: 
 
We are to search information about the structure Pyramid. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
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• A relevant page should contain the description or history of 
Egyptian pyramid. 
• The page should provide information relating to the architecture 
or design or construction of pyramid. 
 
      The page containing the word Pyramid but not related to above criteria 
may be treated as irrelevant. 
 
8.  LEOPARD: 
 
We are to search information about the Leopard species of cat. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the physical description of 
Leopard. 
• The page should provide information relating to its habitat or 
behaviour or distribution or diet or reproduction of the animal. 
 
      The page containing the word Leopard but not related to above criteria 
may be treated as irrelevant. 
 
9. IGLOO: 
 
We are to search information about the snow house Igloo. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the description on Igloo or 
properties of Igloo. 
• The page should provide information on how to build an Igloo. 
 
The page containing the word Igloo but not related to above criteria may be 
treated as irrelevant. 
 
10.  VEENA: 
 
We are to search information about the musical instrument Veena. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the history of 
veena or what is a veena. 
• The page should provide information about the features of veena. 
 
      The page containing the word Veena but not related to above criteria may 
be treated as irrelevant. 
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11.  KOHINOOR: 
 
We are to search information about the precious diamond Kohinoor. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the history of 
diamond or story of diamond. 
• The page should provide information about the properties of 
diamond. 
 
The page containing the word Kohinoor but not related to above criteria may 
be treated as irrelevant. 
 
12.  KONARK: 
 
We are to search information about the sun temple Konark. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the history of 
the temple. 
• The page should provide information about the architectural or 
structural description of the temple. 
 
The page containing the word Konark but not related to above criteria may 
be treated as irrelevant. 
 
13.  OSTRICH: 
 
We are to search information about the bird Ostrich. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the history or 
facts of the bird Ostrich. 
• The page should provide information about the physical 
description or habitat or anatomy or reproduction or behaviour of 
the bird Ostrich. 
 
The page containing the word Ostrich but not related to above criteria may 
be treated as irrelevant. 
 
14.  COBRA: 
 
We are to search information about the snake Cobra. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
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• A relevant page should contain the information on the facts or 
general overview of the snake Cobra. 
• The page should provide information about the physical 
description or behaviour or habitat of the snake Cobra. 
 
The page containing the word Cobra but not related to above criteria may be 
treated as irrelevant. 
 
15.  LAVA: 
 
We are to search information about the Lava from volcanic eruption. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the fact how 
lava is erupted from Volcanos or its definition. 
• The page should provide the description of lava flow activity 
from any volcanic eruption. 
 
The page containing the word Lava but not related to above criteria may be 
treated as irrelevant. 
 
16.  NILE: 
 
We are to search information about the river Nile. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the facts of the 
river Nile. 
• The page should provide a description on the uses of river Nile to 
Egyptian history. 
 
 The page containing the word Nile but not related to above criteria may be 
treated as irrelevant. 
 
17.  OZONE: 
 
We are to search information about the atmospheric layer Ozone. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information or articles on the 
Ozone hole or Ozone depletion. 
• The page should provide information or description on the Ozone 
layer or its protection. 
 
The page containing the word Ozone but not related to above criteria may be 
treated as irrelevant. 
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18.  ANGLE: 
 
We are to search information about the geometrical meaning Angle. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the definition 
or description of different types of angles. 
• The word angle should be mentioned in a geometrical meaning in 
the relevant page.  
The page containing the word Angle but not related to above criteria may be 
treated as irrelevant. 
 
19.  LOTUS: 
 
We are to search information about the software Lotus. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the application 
or development of the software. 
• The page should provide information on the products of the 
software. 
 
The page containing the word Lotus but not related to above criteria may be 
treated as irrelevant. 
 
20.  GRAPHITE: 
 
We are to search information about the mineral Graphite. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the natural or 
physical characteristics of the mineral Graphite. 
• The page should provide information about the uses or 
description of graphite. 
 
The page containing the word Graphite but not related to above criteria may 
be treated as irrelevant. 
 
21.  RAINBOW: 
 
We are to search information about Rainbow in the sky. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the physics or 
formation of the rainbow in the sky. 
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• The page should provide information about the facts and 
phenomenon of rainbow. 
 
The page containing the word Rainbow but not related to above criteria may 
be treated as irrelevant. 
 
22.  AMOEBA: 
 
We are to search information about the organism Amoeba. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the overview 
or description of an amoeba. 
• The page should provide information about the anatomy or diet or 
locomotion or reproduction or behaviour of amoeba. 
 
The page containing the word Amoeba but not related to above criteria may 
be treated as irrelevant. 
 
23.  TITANIC: 
 
We are to search information about the inside story of Titanic disaster. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the facts of the 
sinking ship Titanic. 
• The page should provide information about the causes of the 
disastrous event of Titanic. 
 
The page containing the word Titanic but not related to above criteria may be 
treated as irrelevant. 
 
24.  KANGAROO: 
 
We are to search information about the animal Kangaroo. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the facts of the 
animal Kangaroo. 
• The page should provide information about the physical 
description or habitat or food or reproduction or life style or 
behaviour of the animal Kangaroo. 
 
The page containing the word Kangaroo but not related to above criteria may 
be treated as irrelevant. 
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25.   ASHOKA: 
 
We are to search information about the king Ashoka. 
 
A page containing any one of the following criteria in a brief description is 
treated as relevant: 
• A relevant page should contain the information on the edicts of 
king Ashoka. 
• The page should provide information about the history of king 
Ashoka as an emperor. 
 
The page containing the word Ashoka but not related to above criteria may 
be treated as irrelevant. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
