This paper addresses the problem of tuning hyperparameters in support vector machine modeling. A Genetic Algorithm-based wrapper, which seeks to evolve hyperparameter values using an empirical error estimate as a fitness function, is proposed and experimentally evaluated on a medical dataset. Model selection is then fully automated. Unlike other hyperparameters tuning techniques, genetic algorithms do not require supplementary information making them well suited for practical purposes. This approach was motivated by an application where the number of parameters to adjust is greater than one. This method produces satisfactory results.
Introduction
Support vector machines (SVM) are a powerful machine learning method for classification problems. However, to obtain good generalization performance, a necessary condition is to choose an appropriate set of model hyperparameters (i.e regularization parameter C and kernel parameters) based on the data. The choice of SVM model parameters can have a profound affect on the resulting model's generalization performance. Most approaches use trial and error procedures to tune SVM hyperparameters while trying to minimize the training and test errors. Such an approach may not really obtain the best performance while consuming an enormous amount of time. Recently other approaches to parameter tuning have been proposed [1, 3, 13] . These methods use a gradient descent search to optimize a validation error, a leave-one-out (LOO) error or an upper bound on the generalization error [7] . However, gradient descent oriented methods may require restrictive assumptions regarding, e.g., continuity or differentability. Typically criteria such as LOO error are not differentiable, so approaches based on gradient descent are not generally applicable to crossvalidation based criteria. Furthermore, they are very sensitive to the choice of starting points; an incorrect choice may yield only local optima.
In the present work we propose a Genetic Algorithm (GA) approach to tuning SVM hyperparameters and illustrate its effectiveness in classification tasks. The main advantages of a GA based strategy lie in (1) the increased probability of finding the global optimum in a situation where a large number of closely competing local optima may exist; (2) suitability for problems for which it is impossible or difficult to obtain information about the derivatives. We illustrate this approach by applying it to medical decision support.
The paper is organized as follows. In Section 2 a brief introduction to SVM classification is given. In Section 3 different criteria for SVM classification model selection are described. In Section 4 the GA approach to model selection is introduced and its application to the problem of nosocomial infection detection is discussed in Section 5. Experiments conducted to assess this approach as well as results are described in Section 6. Finally, Section 7 draws a general conclusion and previews future work.
Support Vector Machines
Support vector machines [15, 5] (SVM) are state of the art learning machines based on the Structural Risk Minimization principle (SRM) from statistical learning theory. The SRM principle seeks to minimize an upper bound of the generalization error rather than minimizing the training error (Empirical Risk Minimization (ERM)). This approach results in better generalization than conventional techniques generally based on the ERM principle.
Consider a training set S = {(x i , y i )} n i=1 , y i ∈ Y : {−1, +1}, x i ∈ X ⊂ R d drawn independently according to a fixed, unknown probability function P (x, y) on X ×Y. SVM maps each data point x onto a high dimensional space F by some function φ, and searches for a canonical 1 separating hyperplane in this space which maximises the margin or distance between the hyperplane and the closest data points belonging to the different classes (hard margin). When nonlinear decision boundaries are not needed φ(x) is an identity function, otherwise φ(.) is performed by a non linear function k (., .) , also called a kernel, which defines a dot product in F . We can then replace the dot product φ(x), φ(x i ) in feature space with the kernel k(x, x i ). Conditions for a function to be a kernel are expressed in a theorem by Mercer [2, 6] . Some valid kernel functions are listed in table 1. For a separable classification task, such an optimal hyperplane w.φ(x) +b = 0 exists but very often, the data points will be almost linearly separable in the sense that only a few of the data points cause it to be non linearly separable. Such data points can be accommodated into the theory with the introduction of slack variables that allow particular vectors to be misclassified. The hyperplane margin is then relaxed by penalising the training points misclassified by the system (soft margin). Formally the optimal hyperplane is defined to be the hyperplane which 1 A hyperplane H : {x ∈ R n : w, x + b = 0, w ∈ R n , b ∈ R} is called canonical for a given training set if and only if w and b satisfy min i=1,...,n | w, xi | = 1 , with w the weight vector and b the bias and where ., . denotes the dot product.
