In this article, we study homogenization of a parabolic linear problem governed by a coefficient matrix with rapid spatial and temporal oscillations in periodically perforated domains with homogeneous Neumann data on the boundary of the holes. We prove results adapted to the problem for a characterization of multiscale limits for gradients and very weak multiscale convergence.
Introduction
Homogenization theory deals with the question of finding effective properties and microvariations in heterogeneous materials. However, it is difficult to handle the rapid periodic oscillations of coefficients that govern partial differential equations describing processes in such materials. In this paper, we study a parabolic problem with a certain resonant matching between rapid oscillations in space and time in periodically perforated domains with homogeneous Neumann data on the boundary of the holes. Homogenization for linear parabolic problems with rapid oscillations of similar kind as in this paper was achived already by Bensoussan, Lions and Papanicolaou in [7] using asymptotic expansions for domains without perforations. See also the pioneering work [11] from 1977 by Colombini and Spagnolo, where homogenization of linear parabolic equations with rapid spatial oscillations is performed. A further development of parabolic homogenization problems applying techniques of two-scale convergence type was presented by Holmbom in 1997, see [24] , where the first compactness result of very weak multiscale convergence type was shown for one rapid scale in space and time each. A similar result with the setting of Σ-convergence was obtained in 2007 by Nguetseng and Woukeng in [31] . Later in [20] from 2010 was proven a compactness result for the case with n well-separated spatial scales by Flodén et. al.. Multiscale convergence techniques for linear parabolic problems for two rapid time scales with one of them identical to the single rapid spatial scale were achived by Flodén and Olsson in 2007, see [22] . In 2009, these results were extended by Woukeng, who studied non-linear parabolic problems with the same choice of scales in [41] . Also [37] , by Persson, deals with monotone parabolic problems, but with an arbitrary number of temporal microscales, where none of them has to be identical with the rapid spatial scale or even has to be a power of ε. In [21] we return to the case of linear parabolic homogenization for arbitrary numbers of spatial and temporal scales benefitting from the concept of jointly separated scales introduced in [35] .
Perforated domain means facing a further difficulty of a different kind than for oscillating coefficients. Let Ω be a bounded domain in R N and Ω ε a corresponding perforated domain with small holes which occur with a period ε. Advanced extension techniques to maintain a priori estimates in perforated domains for a linear elliptic problem with Neumann data on the boundary of the perforations is used by Cioranescu and Saint Jean Paulin in [9] . Examples of further developed extension techniques for a larger class of perforated domains is presented by Acerbi et. al. in [1] . In [5] and [3] Allaire developed methods which are independent of advanced extension techniques. [3] introduces methods of two-scale convergence type and these methods we adapt to the time-dependent problem in the present paper. With inhomogeneous Neumann data on the boundary of the holes the problem becomes more complicated as the assumptions must be adapted to the fact that the area of interface between holes and domain increases when ε decreases, see [10] , [13] .
An early study of evolution problems in perforated domains is found in [14] , where a parabolic problem with fast oscillations in one spatial scale is studied using advanced extension techniques and in a slightly more general setting in [15] . In 2016 Donato and Yang [18] performed a generalization of [14] by using the time-dependent unfolding method adapted to perforated domains. [14] , [15] and [18] deal with homogenous Neumann data on the boundary of the holes. See also [2] . In e.g. [38] the case of non-homogenous Neumann data is studied for a nonlinear parabolic problem with oscillations in one rapid spatial scale.
In this paper we study homogenization of the parabolic linear problem with spatial and temporal oscillations
We develop a method without nontrivial extensions that generalize the approach in [3] and bring forth a gradient characterization adapted to the problem. In particular, we show a result of very weak multiscale convergence type and perform the homogenization procedure for the problem. [19] is sharing similarities with our problem but includes methods that are based on nontrivial extension techniques. See also [17] .
The paper is organized as follows. In Section 2 we give a brief description of two-scale convergence and its generalization to cases with larger numbers of scales, see Definition 2 and Definition 12. We take a look at the recently developed idea of very weak multiscale convergence, see Definition 15. Section 3 is dedicated to the multiscale convergence for sequences of time-dependent functions in perforated domains and the answering concept for very weak multiscale convergence with one rapid scale in space and time each. We define perforated domains Ω ε . Then we prove in Proposition 18 an essential result for the regularity of the (2, 2)-scale limit for bounded sequences in L 2 (0, T ; H 1 (Ω ε )). In Theorem 23 we find a characterization of the (2,2)-scale limit for {∇u ε } under certain assumptions and in Corollary 24 we consider a version of very-weak multiscale convergence for the same choice of scales. Finally, in Section 4 we state a homogenization result which is proven by applying the results from Section 3. 
The space of infinitely differentiable functions {u | u : B → G(A)} with compact support in B.
The two-scale convergence
The concept was originally introduced by Nguetseng [30] and later in 90's further developed by Allaire [3] . A review of classical two-scale convergence from 2002 can be found in [26] . Yet it works for more than two scales, see [4] . A quite attractive generalization of two-scale convergence, scale convergence, is introduced by Mascarenhas and Toader in [27] . Moreover, [39] adapted ideas of scale-convergence from [27] and from a different kind of generalization of twoscale convergence in [25] to develop the concept of λ-scale convergence. See also [36] . Moreover, Nguetseng also introduced a quite sophisticated concept, -convergence, which goes beyond the periodic setting, see e.g. [32] . Another important improvement in the two-scale convergence theory was made by Pak [33] in 2005. He adapted it to differential forms and manifolds. We would also like to mention [8] .
Let us begin with the classical definition by Nguetseng and Allaire which was shown for the case of bounded sequences in L 2 .
Definition 2 We say that a bounded sequence of functions
we say that {u ε } two-scale converges strongly to u 0 .
Remark 3
The strong two-scale convergence is also called a corrector type result, according to the vocabulary of homogenization.
Theorem 4 Two-scale limits are unique.
Proof. See reasoning after Definition 1 in [26] .
Then {u ε } is compact with respect to the two-scale convergence, i.e. there exist a subsequence
Proof. See proof of Theorem 4.1 in [29] . The next theorem shows relations between norms for weak L 2 (Ω)-limits and two-scale limits.
where
Proof. See Theorem 10 in [26] . Phenomenons of two-scale convergence type may appear under certain conditions also when neither of the involved sequences originates from an admissible test function.
Proof. See Theorem 11 in [26] . The two-scale convergence can be used in many applications due to the compactness property. We also define the concept of very weak two-scale convergence using a smaller class of test functions than usual two-scale convergence.
Definition 9 Let {ϕ ε } be a sequence of functions in L 1 (Ω). We say that {ϕ ε } two-scale convergences very weakly to
We write
For {u ε } bounded in H 1 (Ω) there is a characterization of the two-scale limit for {∇u ε } which means that, up to a subsequence,
In fact, there is a connection between the very weak two-scale limit for ε −1 u ε and the two-scale limit for {∇u ε }. It is possible to establish a compactness result for a sequence ε −1 u ε , though it is not bounded in any Lebesgue space. We have that
(Ω). Just as with regular two-scale convergence we can generalize this result to be valid for several scales and to the evolution setting. See e.g. [21] .
For regular multiscale convergence, we have certain assumptions about how the scales relate to each other. Assuming that the scales in the lists {ε 1 , . . . , ε n } and {ε where k = 1, . . . , n − 1. For the evolution setting we need the equivalent for multiscale convergence with time-dependent effect. Following [37] we provide the concept in the next definition.
Definition 10 Let {ε 1 , . . . , ε n } and {ε ′ 1 , . . . , ε ′ m } be lists of well-separated scales (see [4] ). Collect all elements from both lists in one common list. If from possible duplicates, where by duplicates we mean scales which tend to zero equally fast, one member of each such pair is removed and the list in order of magnitude of all the remaining elements is well-separated, the lists {ε 1 , . . . , ε n } and {ε Below we provide a characterization of multiscale limits for gradients.
. This is denoted by
We give the compactness result for (n + 1, m + 1)-scale convergence.
Theorem 13 Let {u ε } be a bounded sequence in L 2 (Ω T ) and assume that the lists {ε 1 , . . . , ε n } and {ε
up to a subsequence.
Proof. See Theorem 17 in [21] and also Theorem 2.66 in [37] .
Theorem 14
Let {u ε } be a bounded sequence in W 
and
Proof. See Theorem 2.74 in [37] or the Appendix of [21] . We define very weak evolution multiscale convergence.
Remark 16 Note that the decoupling of the function v 2 governed by fastest spatial variable from v 1 depending on the remaining local spatial variables and the global variable x is important when proving the compactness result in Theorem 17 below because v 2 has to be found by means of a certain kind of Poisson equation.
We are now ready to state compactness result for very weak (n + 1, m + 1)-scale convergence.
) and assume that the lists {ε 1 , . . . , ε n } and {ε 
where, for
Proof. See Theorem 8 in [21] . In Sections 3-4 we consider a special case of very weak multiscale convergence, where the fast spatial scale is ε 1 = ε and the rapid temporal scale is chosen as ε ′ 1 = ε r , r > 0, n = m = 1 and make the necessary modifications to suit homogenization in perforated domains.
An adaptation to perforated domains
By knowing that two-scale convergence can handle homogenization problems in perforated domains, let us define periodically perforated domains Ω ε in a setting suitable for our problem.
We define Ω as an open bounded domain in R N , N ≥ 2, with smooth boundary ∂Ω. We choose Y ε i , to be disjoint open cubes with side-length ε such that
We need to define 
Furthemore, S ε is defined as
Analogously, we define
We let
This means that we can define Ω ε as
where χ Y * is the Y -periodic repetition of a function defined on Y that is equal to one on Y * and zero elsewhere. Hence, the perforations do not cut ∂Ω.
Proposition 18
Let {u ε } be bounded in L 2 (0, T ; H 1 (Ω ε )) and assume that
where u ∈ L 2 (Ω × (0, T )) and u ε is an extension by zero of u ε from Ω ε to Ω.
. . , y n ) with compact support in Ω for x and with their support contained in each of E ♯ (Y * k ) for the respective variable y k , k = 1, . . . , n.
Next Lemma is cited from [4] .
Lemma 20 For any k ∈ {1, . . . , n} , let D * k be the subset of (D * ) N composed of functions satisfying a "generalised" divergence-free condition, i.e.
These spaces have the following property: 
where the constant C is independent of v and θ.
Proof. See proof of Lemma 4.13 (ii) in [4] .
Further we need to state Corollary 21 in order to make a proof of the Proposition 18. Hence, the next Corollary, which means the special case of Lemma 20 (ii) for n = 1. See also Lemma 2.10 in [3] . 
Proof. (Proof of Proposition 18) We´ll show that the limit
We assume that {u ε } is bounded in
N and can be extended with zero to ∇u ε that is bounded
We can now write (3) as
and obtain by Theorem 13, up to a subsequence,
N , when ε goes to zero. We now integrate by parts in (3) and let ε go to 0. Further, we let u ε be an extension of
When ε tends to zero we get from assumption (2)
This means that
A simple modification of the proof of Lemma 4.13 (ii) in [4] (see our Lemma 20 and Corollary 21) means that any θ ∈ D(Ω × (0, T )) N can be expressed as
for some testfunction v of the type we use. Moreover,
Hence,
This means that
N . By continuous extension, (e.g. Theorem 6.14 in [23] )
and hence the distributional gradient ∇u of u belongs to
. We also cite the Lemma 4.14 of Allaire and Briane in [4] , because we will use it in the following theorem.
The subspace H * has the following properties:
We first find a characterization of the (2, 2)-scale limit for {∇u ε } under certain assumptions.
for some r > 0.
Then, up to a subsequence,
Proof. We first show that the (2, 2)-scale limit u 0 for u ε does not depend on y. Indeed, integration by parts gives us 1) . Passing to the limit on both sides leads to
This implies that u 0 does not depend on y in Y * , i.e. there exists
Let us then show that, by assumption
u 0 does not depend of s. We rewrite the form (7) as
where v 1 ∈ D(Ω), c 1 ∈ D(0, T ) and c 2 ∈ C ∞ ♯ (0, 1). As ε tends to zero, we obtain that
Finally, applying the variational lemma, we get 1 0 u(x, t, s)∂ s c 2 (s)ds = 0, for a.e. (x, t) ∈ Ω × (0, T ). We deduce now that u 0 does not depend on the local time variable s. Hence,
and Proposition 18 yields that u ∈ L 2 (0, T ; H 1 (Ω)). We now let v ∈ (D * ) N ∩H * for n = 1 (see Lemma 22) and again
Hence, passing to the two-scale limit yields that, for some
We have
which means that a.e. on (0, T ) × (0, 1)
Moreover, the orthogonal of H * are gradients. See Lemma 22 for n=1. See also the proof of Theorem 2.9 in [3] . This implies that there exists a unique function
See also [24] . From the Theorem 23 above, as a consequence, we have the following corollary.
Corollary 24
Assume that {u ε } is bounded in L 2 (0, T ; H 1 (Ω ε )) and that (7) holds in Theorem 23. Then
for some ρ ∈ C ∞ ♯ (Y * )/R. Furthermore, we note that we can find
By (13) the left-hand side of (12) can be expressed as
Integrating by parts with respect to x we obtain
+u ε (x, t)∇v 1 (x)c 1 (t)c 2 t ε r · ∇ y ρ x ε dxdt.
Passing to the limit in the first term we get, up to a subsequence, that
Integration by parts in the last term with respect to x, gives
Finally, integrating by parts with respect to y we obtain
which is the right-hand side of (12).
Homogenization result
We will investigate the parabolic problem with spatial and temporal oscillations
Moreover, we assume that
for all (y, s) ∈ R N × R, all ξ ∈ R N and some α > 0. We introduce the space
) and L 2 (0, T ; V ε ), see Section 3 in [14] . We are now prepared to prove the following theorem.
Theorem 25 Let {u ε } be a sequence of solutions in L 2 (0, T ; V ε ) to (15) . Then it holds that u ε (x, t)
is the unique solution of the following two-scale homogenized system: µ(Y * )∂ t u(x, t) − ∇ · (b∇u(x, t)) = f (x, t) in Ω × (0, T ), u(x, t) = 0 on ∂Ω × (0, T ), 
for a.e. (x, t) ∈ Ω × (0, T ).
Remark 26
Let us point out, that by the uniqueness of solutions to the above system, the entire sequences {u ε } , {∇u ε } two-scale converge (see [28] ). Twoscale homogenized system (18) can be decoupled to a familiar type of homogenized system. Using the ansatz We get the expression for the homogenized coefficients
A ik (y, s)∂ y k z j (y, s)dyds.
Proof. We carry out a homogenization procedure for (15) . The corresponding weak form states that we are searching for a unique u ε in L 2 (0, T ; V ε ) such that We want to prove the weak form of the homogenized problem (18) . To see that (7) is satisfied for r > 0 and hence for r = 2, we conclude that for the choice of test functions in (7): 
·v 1 (x)∇ y v 2 (y) c 1 (t)c 2 (s) dydsdxdt.
Hence, putting (24), (25) and (26) together we arrive at the local problem +A(y, s)(∇u(x, t) + ∇ y u 1 (x, t, y, s))
which is the weak form of (19) . The proof is complete.
Remark 27
The corresponding limit for the initial condition (16) is found in the same way as in the proof of Theorem 4.1 in [14] .
