A set of well-established and widely used performance metrics for classification algorithms were used to evaluate Kinact on both 10-fold cross validation and on blind tests. These metrics include Area Under ROC Curve (AUC), Precision, Recall and FMeasure. Such measurements are expressed based on the values of a binary contingency table, also known as a confusion matrix ( Figure S1 ), where the classes are represented by convention as + (positive) and -(negative) signs. (TN and FN) refer to correct and wrong predictions for the negative class. The sum TP+FP+TN+FN is equal to the total amount number of instances in the data set being used.
Figure 1 -Confusion matrix (actual vs. predicted). True and False Positives
indicate the number of predicted positives that were correctly and incorrectly classified, respectively. Similarly, True and False Negatives (TN and FN) refer to correct and wrong predictions for the negative class. The sum TP+FP+TN+FN is equal to the total amount number of instances in the data set being used.
Area Under ROC Curve (AUC)
The measure of Area Under the ROC Curve (AUC or AUROC) considers the True Positive Rate (TPR), also known as sensitivity, that corresponds to the proportion of positive data points that are correctly considered as positive; and also the False Positive Rate (FPR) that corresponds to the proportion of negative data that are wrongly considered as positive, regarding all negative data points. A Receiver Operating Curve (ROC) is then plotted using TPR versus FPR and the AUC is the area under such curve (1) . Like precision, recall and f-measure, AUC values range from 0 to 1, which the later denoting a perfect classifier. A random binary classifier would generate an AUC of 0.5.
Random Forest
The Random Forest algorithm uses a combination of decision tree predictors such that each tree depends on the values of a random vector sampled independently and with the same distribution for all trees in the "forest". The generalization error for forests converge to a limit as the number of trees in the forest become large (3). It is a fast and relatively easy to implement algorithm, produce highly accurate predictions and can handle a very large number of input variables without overfitting, given that all the trees are built from scratch without any previous information on the other trees in the forest and also the final prediction is the average of all the predictions for each tree. In fact, it is considered to be on of the most accurate general-purpose learning techniques available.
Classification by Regression with M5P
Classification via regression handles the discrete classes (nominal) of the data set as continuous labels (probability) in a probabilistic classification manner (4) . The classification is achieved by defining a threshold, for example a prediction with a probability ŷ < 0.5 indicates non-activating and consequently ŷ >= 0.5 results in activating output prediction, also known as linear decision boundary. Thus, algorithms that use this type of classification seeks for a model that generates the greatest approximate probability function that separates the classes in the dataset. In this sense, for the scope of this work, we used the Decision Trees M5P (5).
MLP
Multi-Layer Perceptron, also known as MLP, is a feed-forward neural network, consisting of many units, called neurons, which are connected by weighted links. The units are organised in several layers, namely an input layer, one or more hidden layers, and an output layer. The input layer receives an external activation vector, and forwards it via weighted connections to the units in the first hidden layer. These compute their activations and pass them to neurons in succeeding layers. From a distal point of view, an arbitrary input vector is propagated forward through the network, finally causing an activation vector in the output layer (6) . The entire network function, that maps the input vector onto the output vector is determined by the connection weights of the network.
Decision Tree -J48
A decision tree is an algorithm that simulates trees that classify instances by sorting them based on feature values. Each node in a decision tree represents a feature in an instance to be classified, and each branch represents a value that the node can assume. Instances are classified starting at the root node and sorted based on the feature values. The basic assumption made in the decision trees is that instances with different classes have different values in at least one of their features. One of the most useful characteristics of such algorithm is their comprehensibility. One can easily understand why the algorithm classifies an instance as belonging to a specific class by just looking at the generated tree and analyzing its rules (7) . In this sense, the J48 algorithm is a variation of the C4.5 and ID3 algorithms (8) that uses information theory principles to evaluate how "good" an instance is, in the sense that it chooses the test that extract the maximum amount of information from a given set of cases.
QUALITY ASSESSMENT OF TRAINING AND BLIND TEST SETS
In order to evaluate the quality of the training and blind test sets we performed a resampling of these subsets 20 times and evaluated the performance of the predictive model on each split using AUC and precision. All values for the blind tests are reported below with averages and standard deviations at the bottom of the table. The split with best performance, which was the one used to build the final version of the server is highlighted. 
COMPARISON WITH METHODS THAT ASSESS THE EFFECTS OF MUTATIONS ON PROTEIN STABILITY
In order to understand the relationship between the scores for predicted effects of mutations on stability given by mCSM, SDM, DUET and I-Mutant2 and the validation status of the mutations on protein kinases in our dataset (activating and nonactivating), also comparing their predictive performance with Kinact, the distributions of all four scores for each status separately were analysed. We performed t-test with a 95% confidence interval to evaluate whether a significant difference between the scores for the two classes existed. No significant difference was observed. These analyses were summarised on the figure below. A similar analysis was performed for the subset of mutations on structures modelled by homology modelling and again no statistical difference was observed. The distributions for each score is represented on the boxplots on the figure below. (Activating and Non-activating) on the set of mutations mapped on structures generated by homology models, also used to validate Kinact. T-test with 95% confidence interval was performance and no significant difference was observed for none of the scores.
In addition, as an attempt to compare Kinact predictive performance with these tools using AUC metric, we considered stability scores below 0 as non-activating and above 0 as activating. The performance of all methods on blind test set and also on a set with homology models are shown on the figure below. Not surprisingly, Kinact outperformed all three methods on both test sets, given the fact that it was built specifically for the identification of gain of function mutations in protein kinases while the other tools were specifically built for the general purpose of understanding the effects of mutations on protein stability. In that sense, we strongly believe that Kinact and the other tools provide different information regarding the effects of mutations on proteins kinases and can be valuable tools for the study of these variants and the molecular mechanism of activation of these proteins. Moreover, given the importance of these variants in the context of many diseases, especially on the development of many types of cancer, we believe Kinact will be a useful tool to help identify and understand the role of these mutations. Table S1 -Description of categories of attributes generated. The table presents a short summary of the attributes and the data and tools used for their calculation.
TABLES

Category of attributes Attributes Rely on Tools
Wild The server provides two different input options for the user. The "Single mutation" option allows users to predict whether a given mutation will lead to protein kinase activation or not. Users are required to provide a PDB file or PDB accession code of the kinase, the point mutation specified as a string containing the wild-type residue one-letter code, its corresponding residue number and the mutant residue one-letter code, and also the chain identifier of the wild-type residue. The primary sequence of the kinase of interest in fasta format is also required. The "Mutation list" option allows users to upload a list of mutations in a file for batch processing. By default, the molecule is displayed using the cartoon representation with the wild-type residue highlighted as stick and labeled, as well as the surrounding residues that make interactions with it according to Arpeggio. On the top of the page, a set of options allow the user to customise the viewer and a legend is also provided for the binding types. 
