Abstract-This work presents an IPS for web applications that combines anomaly detection, misuse detection, and a prevention module. This approach provides us a solution that produce a number of false positives and false negatives less than traditional solutions. The proposed system is also able to update the misuse and anomaly model according to feedback received by the security manager. Finally, in our system the anomaly model has been specifically designed for web applications. We implemented and experimented our system in a real service company. From the results arises an improvement with respect to other state-of-the-art WEBIDSs.
I. INTRODUCTION
Web servers and web applications are often under attack by malicious software or intruders. The most part of web applications or web server-extentions are not structured with a secure criteria, so the number of attacks to them is increasing. As a consequence, well known Network and Host based Intrusion Detection Systems (N-IDS and H-IDS) (e.g., see [1] , [2] ) are not appropriate in this situation. We need Intrusion Detection and Prevention Systems at Application level (A-IDS and A-IPS) that are specifically designed to reveal and prevent intrusions to web applications. Concerning intrusion detection, in literature there are three possible approaches: -Misuse Detection -current requests are compared with malicious requests stored (as signatures) into a knowledge base. Unfortunately, it is really difficult to mantain updated the signatures because of the high number of new vulnerabilities daily discovered. This produces a lot of false negatives (FN).
-Anomaly Detection -current requests are compared with the (previously stored) normal behavior in order to reveal anomalies. This approach has the disadvantage that it is difficult to establish what is the normal behavior and, thus, it produces a lot of false positives (FP).
-Misuse+Anomaly Detection -in order to avoid the above problems, misuse detection may be complemented with anomaly detection. This should reduce both FP and FN. In literature, such possibility has been analyzed by E. Tombini et al. [3] . This work points out as for web application it is better to have the misuse-based module at the first stage and the anomaly-based component at the second stage. Indeed, the solution with the anomalybased element at the first block has three advantages: it filters a high percentange of true negative, it has a low computational cost (the misuse component is used only for a restricted number of cases), it has few false positives thanks to the misuse component. Nevertheless, this solution has an high number of disadvantages for a web-application, that is our target: we have a relative high number of false negatives because of attacks not revealed by the anomaly component are not processed by the second module; an event detected as dangerous by the misuse component is processed again by the anomaly module; events that are not correctly recognized are classified at the highest level of danger. On the other hand, the second solution that uses the misuse-based component at the first block presents the following advantages: great reactivity, since the misuse based component filters the attacks in an efficient way; a good solution for conflicts about events not well recognized by the anomaly and misuse modules: in the first case they are classified like true positive and in the second case like false positive; a low number of false negatives; and the anomaly based component doesn't need to process again an event classified dangerous by the first module. This solution has only two disadvantages: the relative high number of false positives and a high computational cost. Nevertheless, these problems can be easily minimized. The number of false positive may be reduced by means of an appropriate configuration of the anomaly based component. Moreover, the computational cost is critical only for in-line systems, while for on-line systems may be acceptable a little delay. Concerning misuse detection systems, their study began with J. Anderson's work in 1980s on categorizing threats [4] . He proceeded to suggest ways to detect these threats by associating the threats with abnormal and known suspicious patterns in the audit trail. This is based on the assumptions that misuse behavior exhibits distinguishable patterns from normal usage behavior and that these patterns are reflected in the audit trail. Since then, several misuse detection systems have been proposed (e.g., see [1] , [2] ). Concerning anomaly detection systems, they have been proposed for the first time by D.E. Denning [5] , that presented an abstract model of a real-time intrusion detection system (IDES), based on the idea that an use of the system different from previous uses may be a signal of an improper use. A lot of other techniques have been proposed by several authors. A.K. Ghosh, et al. [6] used a neural network model to identify anomalous beaviors. L. Portnoy, et al. [7] proposed an unsupervisioned clustering algorithm to classify normal and abnormal activity. T. Lane and C.E. Brodley [8] presented a machine learning model based on IBL (instance-based learning) applied to system applications. H. Feng, et al. [9] improved the static analysis for intrusion detection using PDA (pushdown automaton). A limitation of all the above works consists of the fact that they deal with static applications: applications that do not change their behavior. This makes relatively easy identifying anomalies. In the case of web applications, we have dinamic entities and their behavior is strictly depending on the interaction with the users. In this respect, it is noteworthy the work by C.Kruegel, et al. [10] where the authors proposed statistical and probabilistic techniques. Concerning the integration of anomaly based and misuse based techniques, Cisco Systems [11] and Real Secure [12] adopted this approach in their commercial systems, but the anomaly component plays a marginal role in such systems that still are basically misuse detection applications. Finally, intrusion prevention systems integrates an intrusion detection component with a module that can react, in real-time, to block or prevent intrusions [13] . Intrusion prevention systems (IPS) evolved in the late 1990s to resolve ambiguities in passive network monitoring by placing detection systems in-line. Early IPS were IDS that were able to implement prevention commands to firewalls and access control changes to routers (e.g., see [2] ). The brief analysis reported above has had two consequences to this work: First, we have adopted an architecture in three stages: Stage 1 consists of a misuse detection module; Stage 2 consists of an anomaly detection module; Stage 3 consists of a prevention module. Second, we have mainly focused on anomaly detection algorithms and carefully designed the corresponding module since it is the most critical part of the system. Third, we have a specific module for updating both the anomaly model and the misuse model (i.e., updating the signature base) according to the feedback received by the security manager. This allows us to improve the sensitivity of the system and to reduce the number of false alarms. The paper is structured as follows: Section II provides an overview to system architecture. Sections III and IV describe the misuse and anomaly detection model, respectively. The prevention model is presented in Section V. Section VI reports some experimental results. Finally, some conclusions are discussed in Section VII.
II. OVERALL DETECTION MODEL
Our system analyzes on-line a temporal series of HTTP requests as logged by most common web server (for example, Apache [14] ). The analysis deals with both GET and POST requests to HTML pages, server-side programs, or active documents. The system architecture is depicted in Figure 1 . The system input is a request R, extracted from web server access log file. A request R can be expressed in several ways depending on custom web server logging directives. In our work, we assumed that requests were logged in the Common Log Format (CLF) or Extended Common Log Format (ECLF). In these formats the most important features logged by web server are the IP source address, the date and the time of the request, the path to the desired web page (path), and sometimes an optional query string (q). The query string is used to eventually pass parameters to the referenced script and it is identified by the character "?". A generic query string normally consists of an ordered list of n pairs of parameters with their corresponding values, so q can be expressed as q = (p 1 , v 1 ), (p 2 , v 2 ), ..., (p n , v n ) where p i ∈ P (P is the set of all parameters) and v i is a string. Another important feature is the status code of the request. Figure 2 shows an example of a request logged by a web server in ECLF format, where elements used in the analysis are underlined. Let E be the set of events, i.e. the set of requests R processed by the system. Let M i and M u be the subsets of E that represent the sets of events declared intrusive or unknown, respectively, by the misuse detection component and let A s and A u be the subsets of E that represent the sets of events declared safe or unsafe, respectively, by the anomaly detection component. The misuse component tries to match R ∈ E with a set of signatures and returns an alarm if the pattern matching succeeds (R ∈ M i ). On the contrary, events declared unknown in the first step (R ∈ M u ) are then analyzed by the anomaly detection component. When the anomaly detector declares R safe (R ∈ A s ), the event is assumed completely irrelevant (R ∈ M u ∩ A s ) and is filtered out. On the contrary, an alarm is returned when R is declared intrusive (R ∈ A u ). Notice that subset M u ∩ A u represents the set of events declared unsafe (potentially intrusive) by the anomaly detector even if declared unknown (potentially safe) by the misuse detector. Therefore, these events can be either false positives issued by the anomaly detector or false negatives issued by the misuse detector. As a conse- quence, our system can be configured in such a way to let system administrator manually interpret these events. When she/he considers the request a false positive, the anomaly model is updated, the misuse model is updated (by adding a new signature), otherwise. When an alarm is returned, either by the misuse component or by the anomaly component, the prevention component tries to automatically apply some prevention rules in order to block the communication with client that generated the intrusive event. This means changing rules of a firewall.
III. MISUSE DETECTION MODEL
The misuse detection component is used to detect known malicious HTTP requests and report them as attacks. For example, the presence in the request of the word "SELECT" or "WHERE" could be used to detect an attempted incorrect use of SQL commands to retrieve sensible data. The misuse detection process uses a list of regular expressions, which items represent manifestations of the most common attacks. These regular expression are used to match against the analyzed request and an alarm is returned when a match occurs. We used the Java regex package to implement the mechanism of pattern matching, which is conformant with Level 1 of Unicode Technical Standard #18: Unicode Regular Expression Guidelines [15] , plus RL2.1 Canonical Equivalents. Currently, the basic list contains about 70 regular expressions, but consider that the system administrator can add new signatures (new regular expressions) as explained in Section II. The new regular expression is automatically generated from the request without stopping system execution. Regular expressions are compiled at run-time, before the matching process starts. The list of regular expressions is specified into a text file, in an XML-based format. For example, see the following expression: <signatures> <expression name="Cross-site Scripting">. * (script)+. * </expression> <expression name="Directory Trasversal">. * (\.\./)+. * </expression> <expression name "SQL Injection">.
At this time, the automatic generation of a signature is made simply adding the tagged request at the end of the list of regular expressions.
IV. ANOMALY DETECTION MODEL
The anomaly detection component provides a model of the "normal behavior" of users and applications. The basic assumption is that, in case of intrusive actions, the behavior of users or applications differs substantially from normal behavior and this difference can be expressed quantitatively. The behavior of software entities in web applications is very dinamic and it is strictly connected with user interaction, which often governs the visualization process of data and informations through the choice of a set of values associated to some parameters. Additionally, each web application is different from others in terms of number and type of parameters to elaborate. Our approach was initially based on the model proposed by C.Kruegel, et al. [10] , which uses several different evaluations about requests, parameters and their relationship to detect anomalous entries. An evaluation is a set of statistical procedures used to evaluate a certain feature of a request. A feature can be related to a single parameter of a query string (e.g. the string length of a particular parameter value), to all the parameters (e.g. the order of parameters in a query string), or to some relationships between a request and others related to a specific web page or script r (e.g. number of requests in a time slot). Our model differs from Krueger et al. model since we used only six feature evaluations and different statistical tools.
• Length of parameter values • Distribution of characters in parameter values • Presence of enumeration-type parameters • Presence/absence of a given parameter in a request • Parameter order in a request • Access frequency to a web resource The model operates in three distinct steps: learning, tuning, and detection. Learning. The learning phase works for establishing the normal behavior on the base of a training set. In other words, the goal is the definition of a profile (P ) for each web page/script. The six features are evaluated on a "sufficiently" large set of normal access requests to a web page/script (first 1000 in our implementation) in order to build the related profile. For this purpose we used historical access log data files, gathered from the system administrator of a small Italian company. For each feature, we estimate the corresponding probability distribution; i.e., what is the probability of observing a certain value for a given feature in a request. The feature evaluations and the corresponding probability distributions contained in a profile are reported in Table I . Notice that the evaluation of feature # 6 is computed considering the requests altogether. Tuning. The tuning phase has the goal of setting a detection threshold. This task is performed in three steps: First, we set a weight (w e ) for each feature. The w e values are estabilished a priori and, if needed, they can be manually adjusted by the security manager after a brief analysis process on historical data of web server. Afterward, for each web page/script (profile P ), we compute the normal score (N S(r P )) of each request r P in the training set, as follows:
Concerning the above formula, we have to take into account the following remarks. First, when r P contains several parameters pr 1 , . . . , pr n , for e = 1, . . . , 4, we have p e (r p ) = min n i=1 p e (r p , pr i ), where p e (r p , pr i ) is the probability for the single parameter pr i . This allows us to avoid that a malicious user hides a single invalid input into a series of valid inputs. Second, p 6 (r P ) is computed taking into account all the requests received in the last 24 hours before request r P . Third, when we have a script without parameters, the profile P contains only two evaluations: e = 4 and e = 6 . Finally, for each web page/script (profile P ), we set the initial anomaly score threshold, as follows:
Detection. Intuitively, in the detection phase we compute the anomaly score of a given request and compare it with the score obtained in the tuning phase: the higher is the anomaly score, the farer away is the behavior from the normal behavior. The anomaly score (AS(q P )) for the current request q P to the web page/script with profile P is computed as follows:
The anomaly score is computed taking into account the same remarks reported above for the normal score. After that, the anomaly detection module takes a decision according to the following rule:
• When AS(q P ) < T 0 (P ), q p is a normal request.
• When AS(q P ) ≥ T 0 (P ), an alert is sent to the security manager.
-If the security manager does NOT validate the request, q p is an anomaly request (q p ∈ A i ).
-If the security manager validates the request, then q p is a normal request and the anomaly model must be modified. This means that a new threshold must be set. The update module sets T 1 (P ) = AS(q P ). LENGTH OF PARAMETER VALUES. The intuitive idea is: "when a parameter value is too long, it is an anomaly". Indeed, for example, to overflow a buffer in a target application, an intruder needs to send a large amount of data, depending on the length of the buffer. In the training phase the goal of this evaluation is to approximate the actual but unknown distribution of parameter lengths, so in the detection phase, the system can detect instances that significatively deviate from the observed normal behavior. Learning: The length of values associated with a certain parameter in a request can be expressed as a random variable. Therefore, it is possible to estimate the corresponding mean value µ and variance σ 2 associated with it, by calculating the sample mean and the sample variance for the lengths l 1 , l 2 , . . . , l h of the values in the training set associated with the given parameter (assuming that in the training set we have h requests with that parameter). The cost of this evaluation is proportional to the number of requests analyzed during the learning phase plus a constant term to compute the mean and the variance.
Tuning & Detection:
In tuning and detection phases, we need to compute the probability of having a certain length l. This process must take into account that, in several cases, the length of a parameter value may have a large variance. Furthermore, a parameter value whose length is less than the mean value µ, can be considered normal (p(l) = 1). Indeeed, we are looking for anomalous requests in which a large amount of data is injected in one or some values. An estimation method that satisfies the above requirements is provided by the Cantelli Inequality [16] .
Equation (4) is an efficient metric to model decreasing probabilities for lengths greater than a given mean value. It establishes an upper bound for such a probability.
DISTRIBUTION OF CHARACTERS IN PARAMETER VAL-UES. The intuitive idea is: "when a character appears too much/too less in the parameter value of a given request, it is an anomaly.".
Often user input has a regular structure, is mostly human-readable, and often contain printable characters only. Most of characters in regular values are letters, numbers, or few special characters. On the other hand, sometimes a malicious user sends binary data (e.g., buffer overflow attacks), or inject a string with a noticeable strange character sequence (e.g., with many repetition of the dot character in directory traversal exploits). When we analyze a lot of requests containing the same parameter, we can observe that characters appear with similar frequencies. For example, character frequencies in English words are different from character frequencies in Italian words. Therefore, when we sort in frequency descending order all the possible characters in a legitimate string, frequencies slowly decrease in value.
In case of malicious input, instead, these frequencies often decrease extremely fast. This can be the result of a certain padding character that is repeated many times in a buffer overflow attack or of many occurrences of the dot character in a directory traversal attempt. Therefore we assume that the character distribution of a value is represented by the array of its relative frequencies sorted in descending order. Learning: For a given parameter, for each value contained in the training set, we count the number of occurrences of each character. Afterward, we compute the mean frequency of each character for all the values in the training set and sort the characters in descending order. We group the characters in six intervals defined as follows:
[0], [1, 3] , [4, 6] , [7, 11] , [12, 15] , [16, 255] 1 . The k−th character in the descending order belongs to interval i = [a, b] if and only if a ≤ k < b. For each interval i, we compute the mean frequency F i of characters in the interval. The cost of building this model is linear in the number of parameters that are analyzed during this phase. For each parameter, establishing the character distribution has a cost that is proportional to the length of its value string. Tuning & Detection: In tuning and detectionn phases, we we need to compute the probability of having a certain character distribution. First of all, for each value, we count how many characters of a given interval i we have, we denote this number with O i . We then compute χ 2 as reported in Equation (5).
where E i = F i ·l and l is the length of the analyzed value. Afterward, we apply the Pearson χ 2 statistical test [16] to estimate the probability. The probability is read from a predefined table (Table II) 
Afterward, for each parameter we compute the correlation parameter ρ:
If ρ < 0, then we have an enumeration type parameter and V = V last (i.e., V h when h is the last request in the training set) is the set of legal values. If ρ ≥ 0, it is not an Enumeration Type Parameter The cost of building this model is strictly connected to the calculation of the covariance between these two simple functions. This cost depends on the number of analyzed requests.
Tuning & Detection:
In tuning and detection, we need to estimate the probability that a given parameter has the current value. For enumeration-type parameters, we use a degenerative distribution, let v the current value, v ∈ V is considered a normal behavior (p(v) = 1), it is an anomaly otherwise (p(v) = 0), formally:
For non enumeration-type parameters, the system must accept any value, namely: Learning: the goal of this phase is to estabilish whether a script has mandatory parameters and, if so, to create a model of acceptable subsets of parameters that appear simultaneously in a query string. This is done simply by storing each distinct subset S rP = {p i , ..., p k } of parameters for each request r P in the training set. As a consequence, each subset S rP contains the parameters that appear simultaneously in request r P . Afterward, the system adopts the following decision rules: 1) When all the requests r P contain parameters (S rP = ∅, for each r P ), the web page/script P "MUST" contain parameters.
2) When only some requests r P contain parameters, P "MAY" contain parameters.
3) When no request contains parameters (S rP = ∅, for each r P ), P "MUST" contain "NO" parameters.
In tuning and detection phase, we proceed as follows: Let S(q P ) the set of parameters in the current request q P .
• The request MUST contain parameters: if there exists r P s.t. S(q P ) = S rP , then q P is a normal request, otherwise, it is an anomaly.
• The request MAY contain parameters: each request is a normal request.
• The request MUST contain NO parameters: if S(q P ) = ∅, then q P is a normal request, otherwise, it is an anomaly.
PARAMETER ORDER IN A REQUEST. The intuitive idea is: "legal requests often contain the same parameters in the same order, we have an anomaly otherwise.". Indeed, hand-crafted requests, as the requests by a malicious user, may have parameters in an arbitrary order. Learning: The order relationship among all the k parameters of a legitimate query string are determined during this phase. We assume that a parameter p t of a script precedes another parameter p s if and only if there exists S rP such that p t , p s ∈ S rP and p t comes before p s in the parameter list of queries where they appear together. In order to store this relationship, we use a matrix M of (s x s) elements, where s is the total number of parameters associated with the analyzed script and M ij = 1 if p i precedes p j , 0 otherwise. Matrix M is built as follows:
1) The initial value is set to 0, i.e., M ij = 0 for each i, j.
2) For each request r P in the training set, let p 1 , p 2 , ..., p n be the sequence of parameters in r P , for each i, j such that 0 < i ≤ j ≤ n, we set M ij = 1. Notice that, often we have M ts = M st , but sometimes, when p t and p s appears in both the orders in different requests, we have M ts = M st . The cost of building this profile is not high, because the total number of parameters processed by a generic script is usually relatively small.
In tuning and detection phases, the system checks whether the parameters of a request satisfy the order constraints determined during the learning phase. Let q P be the current request, let p 1 , p 2 , ..., p n be the sequence of parameters in q P .
• If for each i, j such that 0 < i ≤ j ≤ n, M ij = 1, then it is a normal request (p(q P ) = 1).
• If there exists i, j such that 0 < i ≤ j ≤ n and M ij = 0, then it is an anomaly (p(q P ) = 0). ACCESS FREQUENCY TO A WEB PAGE OR SCRIPT. The intuitive idea is: "when a web page/script receives too much/too less requests, it is an anomaly.". Indeed, different web pages/scripts normally are invoked with different frequencies. Monitoring a specific web page or script in a sufficiently long time interval, one can observe that the access frequency remains relatively constant. It is possible to distinguish between two types of access frequencies for each web page or script. The first one is the frequency based on accesses from the same client (we used the IP address). The second one is the frequency based on accesses from all the clients. When a malicious user attempts a DoS (Denial of Service) exploit for a certain script, the number of accesses observed in a short time interval from that client can increase drastically. Similarly, the frequency of all accesses can grow fast in case of DDos (Distributed DoS). Furthermore, when an attacker probes the system looking for vulnerabilities or tries to guess parameter values, it sends several requests in a short time interval. Therefore, any change in access frequencies with respect to frequencies observed in the learning phase can indicate an intrusion. Learning: The objective of this phase is to build a model of normal access frequencies for each web page or script. To determine the expected normal access frequencies, the time period between the first and the last request in the training data set is divided into consecutive time intervals of a fixed size (60 seconds in our implementation). Afterward, for each interval, we count how many accesses there are for each client (sender IP address) and how many accesses there are globally (from all the clients). The access frequency for each IP and the overall access frequency can be considered as random variables, with their own means and variances (µ IP , σ 2 IP and µ, σ 2 respectively). These values represent the normal requests to the web page or script. The cost of building this profile is proportional to the number of requests that are analyzed during the training period.
In tuning and detection we have to estimate the probability that the access frequency in the current time interval. Therefore, time is divided into intervals of the same lenght usedin the learning phase (i.e., 60 sec.). Let q P be the current request. We compute:
• f 1 (the frequency in the current time interval of accesses to P from the same sender of the current request) and • f 2 (the frequency in the current time interval of accesses to P from any sender). Fig. 3 . Repeated failed access prevention process.
• P r(f 1 ) (the probability of having a frequency f 1 estimated by means of the Cantelly Inequality applied to µ IP and σ 2 IP ) and • P r(f 2 ) (the probability of having a frequency f 2 estimated by means of the Cantelly Inequality applied to µ and σ 2 )
Afterward, we can compute the overall probability as follows:
where u i are weights initially set to 1/2 that can be adjusted by the security manager.
V. PREVENTION MODEL
The intrusion detection system described above is equipped with a rule generation engine, in order to automatically stop the communication between the intruder and the analyzed web server in cooperation with a firewall. This software module starts its execution after the occurrence of certain events and if this process completes succesfully, an access deny rule for this client will be added to firewall access rules. We used two event generator models to drive the rule generation process, the evaluation of repeated failed accesses to the server (HTTP response status code ≥ 400) and the evaluation of a parameter value type and length (e.g., buffer overflow attempts). REPEATED FAILED ACCESS. The repeated failed access scenario checks if there are multiple client errors, including failed authentication attempts, from a particular client or subnet. This type of activity is a strong indication that a malicious user is attempting to probe the web server to gain information for future attacks. In order to perform this type of evaluation, we need to count the number of subsequent wrong requests and define two other evaluation parameters: the maximum number of repeated failed accesses (threshold) that are allowed and the time interval (timeout) above which the intrusion attempt can be considered terminated. This process can be represented as a statechart, as depicted in Figure 3 . When a wrong request is perfomed by a certain client, a new instance identified by the IP address of this client is created. If a timeout occurs the instance is removed, otherwise any subsequent wrong request increments the count of failed accesses and resets the time counter. If the threshold is overreached, a deny rule is generated and added to the firewall. IP spoofing cannot be handled with this process. BUFFER OVERFLOW ATTEMPT. The presence of binary data in a request or an extremely long request are strong indications of an attempt to exploit a buffer overflow. When one of these two situations have been detected, a deny rule is generated and added to the firewall. This process can be represented as a statechart, as well, see Figure 4 . Notice that when a buffer overflow exploits a vulnerability in the web server code, it may be possible that a log entry would never be created and the attack would go undetected.
VI. EXPERIMENTAL RESULTS
System evaluation has been performed by gathering online (in two different experiments) real data from the main web server of an Italian company, SIMobile s.r.l. (www.simobile.it). The IPS has been configured and integrated with the web architecture (e.g., operating system, web server, DBMS), by installing it as a service. LEARNING & TUNING. The learning and tuning phases have been performed off-line, by means of analyzing a database of historical legitimate HTTP/HTTPS requests. We used them to model the normal system behavior. In our experiments, the weight w e of Equation (1) has been set to 1/6 = 0, 167. Table III shows relevant data about the learning set. DETECTION. We experimented the detection phase for 55 days and evaluated systems by means of appropriate metrics. The system has been evaluated by analyzing online the HTTP/HTTPS traffic towards the monitored web server. The weight w e of Equation (3) has been set to 1/6 = 0, 167. There are several metrics to evaluate the effectiveness of an intrusion prevention system. In our work, we used the most common ones [17] , [18] , as reported in Table IV Where TP,FN,FP,FN are true positives, false negatives, false positives, and false negatives, respectively. The test has an high degree of effectiveness when sensitivity and specificity values are close to 1. Obviously, the test has an high degree of effectiveness when the false positive/negative rate is close to 0. Table  V number of false negatives can not be calculated automatically since it represents the cases when the system fails to identify a potential intrusive behavior. Therefore, the number reported in Table V has been computed day by day, with the help of the system administrator, whose task was to identify potentially strange requests not signaled by the system (about 18894 / 55 = 343 requests per day).
VII. CONCLUSIONS
In this work, we considered the security problem of webapplications and the application of Intrusion Prevention Systems to this kind of systems. We proposed a model that improves the previous model proposed by [10] . In this model, we combined an anomaly detection approach with a misuse detection approach and a prevention model. Indeed, the best way to reveal web application attacks is to use the precision of signature based systems with the flexibility of anomaly detection systems and to solve problems coming from the combination of two approaches. Concenrning anomaly detection, we obtained a great advantage combining different evaluation systems to cover the great number of attack typologies. The model proposed does not need any specific configuration, but only a training period. We implemented this model in a IPS that we experimented in a real context. Table   TABLE VI  IPS COMPARISON   Sistem Sensitivity FP/ # logs DATA Our IPS 100% 0,02% -0,06 % Real Data [10] 100% 0,002% -1,45% Simulated [19] n.a. 0,069% Real Data VI shows that our results are comparable with the main reference work [10] in terms of false positives, even if in the worst cases, the system proposed in [10] has the ratio FP/ # logs worse than our system. Nevertheless, notice that their results came from a simulation, whereas we applied our IPS to a real company network. Furthermore, the Positive Predictive Value is about 60 %, that is a tipical value of PPV for IDS/IPS, as described in [18] and [17] . False positives in particular, occured in the first days of monitoring and then decreased, as consequence of adjusting detection thresholds.
