Embedded speaker recognition in mobile devices could involve several ergonomic constraints and a limited amount of computing resources. GMM/UBM systems have proved their efficiency in more classical contexts where good accuracy depends on a relatively large quantity of speech data. The proposed GMM/UBM extension addresses the situations with limited resources and takes advantage from the temporal structure of speech by using client-customised utterances harnessed by a Markov model. New temporal information is then used to enhance discrimination with Viterbi decoding increasing the gap between client and impostor scores. Experiments on the MyIdea database are performed when impostors know the client-utterance and also when they do not, highlighting the potential of this new approach. A relative gain up to 64% in terms of EER is achieved when impostors do not know the client utterances and performance is equivalent to the GMM/UBM baseline system in other configurations.
INTRODUCTION
State-of-the-art speaker recogntion systems, which often follow the GMM/UBM paradigm depend strongly on the quantity of data available. A positive contribution to this problem is to increase the amount of information taken into account by the system by including text dependencies, like in a user-customised password scenario. The Temporal Structure Information (TSI) gathered from the password helps to compensate for the short duration of audio sequences. Password are chosen to be different for each client; then assessment of the system reflects the conditions when impostors utter i) the correct client password, or ii) an unknown utterance. One way to improve discrimination is to add a priori information to the classiPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. fier that reflects the password temporal structure, aiming to degrade scores for impostor accesses. The architecture proposed in this paper includes the standard GMM/UBM paradigm and an HMM/Viterbi approach, harnessing the TSI aspects by using a Semi-Continuous HMM (SCHMM). Such a combined system was originally proposed in [1] for speaker recognition. A key point here is the inclusion of an external, additional synchronisation process during testing. The process is a Viterbi decoding and aims to enhance discrimination by using the temporal structure of the pronounced utterance. The aim is to reduce score values when the speaker does not know the client password, by making the Viterbi path sub-optimal. In this work, we use a word-based synchronisation from an automatic alignment process. Preliminary results of this approach were shown in [2] and [3] ; this paper focuses on the constrained Viterbi decoding within the classifier structure. The specific acoustic architecture is described in Section 2. The constrained Viterbi algorithm is described in Section 3. Section 4 describes the experimental protocol and results. Section 5 summarises the benefits of this approach and presents future work direction.
A THREE LEVEL ACOUSTIC ARCHI-TECTURE
The proposed three level architecture is called EBD for Embedded LIA_SpkDet and is an extension of the well known GMM/UBM paradigm configured to deal with the user-customised speaker recognition task. The architecture of the two first layers of the EBD is similar to a classical GMM/UBM speaker recognition system [2] . A model of every client is trained by adapting the UBM with the personalised passwords. The text-independent speaker model is then used to obtain an SCHMM with the goal of harnessing the TSI of the utterance chosen by this speaker. Each state of the SCHMM is trained from a part of that utterance using an iterative Viterbi decoding process. During the test, classical Viterbi decoding is again performed.
Models of the two first layers are trained in the classical GMM/UBM way. The third level is to initialise an utterance SCHMM model; an iterative process based on the Viterbi algorithm (described in [2] ) is used to adapt each state of the SCHMM. The score between the input signal and an utterance SCHMM model is derived from the corresponding Viterbi path. The system is computational efficient since scores from the original GMM/UBM are used throughout, with only the weightings changed. This scoring process is equivalent in terms of computation to a classical GMM/UBM system producing two scores which are combined to give a final score.
THE CONSTRAINED VITERBI
Synchronisation points generated from an external source are used to strongly constrain the Viterbi decoding by allowing or forbidding transitions of the SCHMM. The Viterbi path computed under constraint is forced to pass through free zones which correspond to the intersection of the synchronisation computed on both the training and the testing utterances. Figure 1 shows two expected alignment paths for a given impostor test utterance, one with the synchronisation constraint (the more central one) and one without the synchronisation constraint. The synchronisation constraint forces the algorithm to find a sub-optimal path through the authorised area. 
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EXPERIMENTS
The 30 male speakers of the MyIdea database (cf. [2] ) are used in a jacknifing process in order to provide 900 utterance models. 1,800 client tests are performed and two configurations of impostor tests are proposed. In the UNKNOWN configuration, the linguistic content of the impostor test occurrences is different from the training material of client models. In the KNOWN configuration, the linguistic content of the impostor test sequences is the same as the occurrences used to train the client models. For both KNOWN and UNKNOWN configurations, the number of impostor tests is 37, 800. Experiments are conducted to assess the contributions coming from the three components, GMM/UBM, SCHMM and the constrained Viterbi. The experimental results are presented in Table 1 The main expected advantage of the EBD system using the SCHMM compared to a classical GMM/UBM is to incorporate the passwordbased information, i.e. speaker dependent text, and the related TSI. This point is evaluated by the experiments presented in the column headed EBD of Table 1 . Error rates fall from 2.46% to 1.11% and to 0.89% (free and constrained Viterbi respectively) by using the SCHMM in the UNKNOWN condition. The performance of the constrained and unconstrained EBD and GMM/UBM systems are equivalent in the KNOWN condition. In order to evaluate the effect of an external synchronisation, a new experiment is performed. As expected, performance of the EBD in the UNKNOWN condition improves when constraining the Viterbi decoding with an external segmentation. A further analyse of the evolution of the client and impostor scores is presented in the following paragraphs. Figure 2 confirms that impostor scores decrease significantly when adding an external source of information. Furthermore, it shows that the effect of the Viterbi constraint affects a huge majority of impostor tests. This observation shows that the synchronisation constraint allows the Viterbi algorithm to provide sub-optimal alignment when the temporal structure of the test utterance is different from the training utterance structure. Figure 2 : Distribution of the difference of impostor scores with and without external synchronisation constraint.
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CONCLUSIONS AND FUTURE WORKS
We propose a version of the Viterbi algorithm constrained by an external source synchronisation. The use of this temporal information in a speaker recognition system leads to improve performance by reducing scores when imposters do not utter the correct passwords. Performances of our approach is equivalent to the GMM/UBM baseline system (example of EER in KNOWN condition, GMM: 4.00, EBD 4.07) and outperforms the GMM/UBM when impostors do not know the client utterance (EER in UNKNOWN condition, GMM: 2.46, EBD: 1.11). Furthermore, the external synchronisation allows an additional gain when impostors do not know the client utterance (EER in UNKNOWN condition, EBD without constraint: 1.11, constrained-EBD: 0.89). Future work will focus on the multi-modality by substituting the phonetic segmentation with temporal information extracted from the video stream. The EBD approach will be tuned to better balance the speaker and utterance specific information in order to outperform the baseline GMM in every condition.
