Abstract-In current clinical practice, electroencephalograms (EEG) are reviewed and analyzed by well-trained neurologists to provide supports for therapeutic decisions. The way of manual reviewing is labor-intensive and error prone. Automatic and accurate seizure/nonseizure classification methods are needed. One major problem is that the EEG signals for seizure state and nonseizure state exhibit considerable variations. In order to capture essential seizure features, this paper integrates an emerging deep learning model, the independently recurrent neural network (IndRNN), with a dense structure and an attention mechanism to exploit temporal and spatial discriminating features and overcome seizure variabilities. The dense structure is to ensure maximum information flow between layers. The attention mechanism is to capture spatial features. Evaluations are performed in cross-validation experiments over the noisy CHB-MIT data set. The obtained average sensitivity, specificity and precision of 88.80%, 88.60% and 88.69% are better than using the current state-of-the-art methods. In addition, we explore how the segment length affects the classification performance. Thirteen different segment lengths are assessed, showing that the classification performance varies over the segment lengths, and the maximal fluctuating margin is more than 4%. Thus, the segment length is an important factor influencing the classification performance.
I. INTRODUCTION
E PILEPSY is a chronic neurological disorder, in which brain activity becomes abnormal, leading to sensations and sometimes impaired consciousness. It is characterized by recurrent, unprovoked seizures. A seizure is a transient symptom of synchronous neuronal activity in the brain [1] . In the world, more than 50 million people suffer from epilepsy [2] . The patients with epilepsy are subjected to lifestyle limitations, such as acquiring and using a driving licence, and the social stigmatisation that often accompanies epilepsy [3] . In current clinical practices, electroencephalography (EEG), which records the electrical activities generated by neurons in the brain, is commonly used for the epilepsy diagnosis. Long-term EEG records are reviewed and analyzed by welltrained neurologists in order to identify the occurrence of seizures and localize their zones in the brain. The seizure information is critical for physicians making therapeutical decisions, especially before any surgical operation in the cortex. However, this manual way of reviewing and analyzing is labor-intensive and time-consuming, because it usually takes several hours for a well-trained neurologist to analyze one-day recordings from one patient [4] - [9] . This limitation motivates research of automatic seizure detection. In this paper, we will focus on developing an automatic approach to classify seizure segments and nonseizure segments from off-line EEG data records. The automatically classified seizure segments are provided to neurologists to make further analyses.
One major problem in the seizure/nonseizure classification is the significant variations of EEG signals for seizure states and nonseizure states across individuals. Also, it is a problem that the signal properties of seizures may resemble the characteristics of normal EEG signals [10] . Furthermore, EEG signals usually contain physiologic artifacts from involuntary body or organ movements and non-physiologic noise [10] . Machine learning techniques and signal processing technologies have been applied to address the problems. Patientspecific detectors are developed to detect seizure onsets [7] , [8] , [11] - [14] . These studies convert the problem of seizure detection into the seizure/nonseizure classification problem but more of a real-time flavor. Using traditional machine learning methods, hand-crafted features are usually needed to capture characteristics of seizure manifestations in EEG. Recently, epilepsy researchers have focused on developing seizure detection approaches based on deep learning techniques [5] , [10] , [14] - [17] . Most of these deep learning-based approaches are developed based on classical neural network models, like convolutional neural network (CNN), recurrent neural network (RNN), long short-term memory (LSTM) and gated recurrent unit (GRU). Their architectures are shallow. And they process data on different channels in the same way. A shallow neural network usually has limited capability of extracting seizure features. Different brain regions have different contributions to seizures. EEG data from different brain regions need be differentiated. Thus, we center on developing a deep neural network, which can directly process raw EEG data, differentiate data on different channels, and automatically classify seizures and nonseizures.
EEG data are one-dimensional, dynamic and non-linear [18] . RNN is better at processing one dimensional sequence data than CNN. However, RNN usually suffers from the gradient vanishing or exploding problem, and its two variants, i.e., LSTM and GRU, do not effectively support stacking multiple layers because of the gradient decay over layers [19] . An emerging variant of RNN, independently recurrent neural network (IndRNN), addresses the above limitations. By taking the Hadamard product (i.e., element-wise product) over the recurrent inputs [19] , it overcomes the gradient vanishing or arXiv:1906.02745v1 [eess.SP] 5 Jun 2019 exploding problems, and supports computations over multiple layers efficiently. Multiple layers help to address considerable variations of seizure morphologies. IndRNN is also able to process longer sequence data than LSTM. On the other hand, as information passes through many layers in a deep neural network architecture, it may possibly decay. A densely connected structure, in brief, dense structure, in which one layer connects with all preceding layers, can help preserve maximum information flow between layers [20] . Additionally, EEG signals from different brain regions have different strengths of signifying seizures. Based on the above observations and analyses, we integrate IndRNN with the dense structure and an attention mechanism to design a deep learning approach with multiple layers for the seizure/nonseizure classification. Firstly, an attention layer is designed to differentiate data from different brain regions. It adaptively generates weights on channels and outputs weighted data. A group of IndRNN layers and batch normalization layers are organized according to the dense structure, and they constitute a dense block. Batch normalization layers are used to help reduce the over-fitting risk in deep neural network. The dense block extracts temporal spatial features from the weighted data. Predominant features at a specific temporal scale are extracted from the outputs of a dense block by deploying a max-pooling layer. After several runs of feature computations in dense blocks and max-pooling layers, the overall features within the whole temporal duration are calculated by an average pooling layer. Lastly, two fully connected (FC) layers are deployed for further integrating features and for final classification. We perform cross-validation (CV) experiments over the noisy EEG data set of CHB-MIT to evaluate our proposed approach. In our experiments, we obtain the average sensitivity, specificity and precision of 88.80%, 88.60% and 88.69%, respectively, and the corresponding standard deviations of 0.0252, 0.0250, and 0.0215, respectively. The results exceed the performance of current state-of-art approaches [17] [21] . Besides, we explore how the segment length affects the performance of seizure/nonseizure classification. Our experimental results with different segment lengths show that the performance of seizure classification fluctuates over the segment lengths, and the maximal fluctuating margin is more than 4%.
The main contributions of our paper include the following:
i) An emerging deep learning model, IndRNN, is applied to seizure/nonseizure classification for the first time, and temporal spatial features are extracted with a deep architecture; ii) Dense structure and attention mechanism are integrated with IndRNN for a deep neural network, and they help improve the capability of discriminating seizures from nonseizures; iii) The relationship between the segment length and the performance of seizure/nonseizure classification is investigated.
The rest of this paper is organized as follows. Section II describes related research about automatic seizure/nonseizure classification. Section III illustrates our proposed approach of dense IndRNN with attention. The proposed approach is evaluated in CV experiments in Section IV. Section V explains the attention mechanism and validates main modules in our designed approach. In Section VI, how the segment lengths affect the performance of classifying seizure/nonseizure is explored. Section VII discussed the approach of dense IndRNN with attention. And conclusions and future work are described in Section VIII.
II. RELATED WORK
Seizure/nonseizure classification distinguishes seizure segments from nonseizure segments, which can be used to detect whether a data segment contains a seizure or not. For this task, extensive studies have been performed. Because seizure detection, which is often of a real-time flavor, is often treated as the seizure/nonseizure classification problem, many machine learning methods have been developed [8] , [11] - [14] , [22] - [25] . Recently, deep learning techniques have been applied to the seizure detection problem [5] , [10] , [15] - [17] , [21] , [26] .
Esbroeck et al. developed a multi-task learning framework to detect patient-specific seizure onset [13] . In the framework, distinguishing the windows of each seizure from nonseizure data was treated as a separate task, and discriminating individual-seizures as another task. Evaluation results over the CHB-MIT data set indicated that the framework performed better in most cases compared to the standard SVM.
Kiranyaz et al. presented a systematic approach for patientspecific classification of long-term EEG [10] . The approach can be divided into three main steps. The first step is to process data through band-pass filtering, feature extraction, epileptic seizures aggregation and morphologic filtering. The second step is to classify signal from each channel of the processed data by using a collective network. The third step is to integrate the initial classification results over each channel and make final classification decision for each EEG data segment. Over the data set of CHB-MIT, the obtained average sensitivity and specificity were 89.01% and 94.71%, respectively. In the approach, the many classifiers increased the computational complexity.
Based on signal processing techniques, Zandi et al. decomposed EEGs from each channel by wavelet packet transform, and separated the seizure and nonseizure states by developing a patient-specific measure [7] . Using the measure, a combined seizure index was derived for each epoch of every EEG channel. The combined seizure index was inspected and it triggered alarms. Acharya et al. proposed a method to automatically detect the normal, pre-ictal, and ictal conditions from EEG signals [27] . The method firstly extracted four entropy features, including approximate entropy, sample entropy and two phase entropies, then fed the four features to classifier to do classification.
Zhou et al. designed a seizure detection algorithm based on lacunarity and Bayesian linear discriminant analysis (BLDA) [28] . The critical step in the algorithm was feature extraction. Firstly, EEGs were performed wavelet decomposition with five scales, and the wavelet coefficients at scales 3, 4, and 5 were selected. At the three scales, features including lacunarity and fluctuation index were extracted. Then they were passed on to the BLDA for training and classification. Over intracranial EEG data from the Epilepsy Center of the University Hospital of Freiburg, the obtained average sensitivity was 96.25%, with an average false detection rate of 0.13 per hour and a mean delay time of 13.8s. The obtained precision results for eleven patients were less than 50%.
Fan and Chou leveraged a complex network model to represent EEG signals, and integrated it with spectral graph theory to extract spectral graph theoretic features for detecting seizure onsets in real-time [29] . The method was evaluated over the CHB-MIT data set. The resulting patient-specific average sensitivity was 98%, and the latency was 6s.
The methods developed in [7] [10] [13] [27] [28] [29] are mostly based on signal processing methods and traditional machine learning methods. They often need crafted features, which may not be optimal.
Shoeb and Guttag leveraged the support vector machine (SVM) to develop a patient-specific detection method [8] . Filters were applied to extract spectral features over channels. The feature vectors were concatenated according to a fixed time length and then taken as inputs to train the SVM model. The method achieved a sensitivity of 96%, a median detection delay of 3 seconds and a median false detection rate of 2 per 24 hour. The results are often used as a benchmark for patient-specific seizure detection on the data set CHB-MIT. The authors observed that the identity of channels could help differentiate between the seizure and the nonseizure activity.
Amin and Kamboh designed an algorithm RUSBoost to process imbalanced seizure/nonseizure data, and combined RUSBoost with the decision tree classifier to do patientspecific seizure detection [11] . The algorithm extracts spectral, spatial and temporal features from each channel. Over the CHB-MIT data set, the obtained average accuracy, sensitivity and false detection rate were 97%, 88%, and 0.08 per hour, respectively. Using the method, the training was fast.
Hunyadi et al. presented a nuclear norm regularization to convey multichannel information of ictal patterns [12] . The regularization integrating with extracted features helped reach a median sensitivity of 100%, false detection rate of 0.11 per hour and alarm delay of 7.8s over the CHB-MIT data set. The proposed method processed spatial information in the same way.
In [22] , Fergus et al. developed a seizure detection method based on selected features from special brain regions. Over the data set of CHB-MIT, an average sensitivity of 88% and specificity of 88% were achieved.
Truong et al. designed an automatic seizure detection method, in which one important step is to select channels that contribute the most to seizures [30] . Features, such as spectral power and correlations between channel pairs, were extracted. The classifier of Random Forest was used for classification. Over an intracranial electroencephalography (iEEG) data set, the method reached the state-of-the-art computational efficiency while maintaining the accuracy. In the method, the step of selecting channels was to reduce the number of channels, thereby improving the computational efficiency.
The [5] . EEG signals were firstly transformed into images. Created images were fed to CNN. Output vectors of the CNN were organized to be sequences in the chronological order. The sequences were passed on to the bidirectional RNN to make classification. Both patient-specific experiments and cross-patient experiments were performed. In the cross-patient testing, the obtained average sensitivity was 85% with the false positive rate of 0.8 per hour. Transfer learning technique was utilized to overcome the problem of small amount of data in the patient-specific experiments.
Vidyaratne et al. proposed a deep recurrent architecture by combining cellular neural network with bidirectional RNN [14] . The bidirectional RNN was deployed into each cell of the cellular neural network to extract temporal features in the forward and the backward directions. Each cell interacts with its neighboring cells to extract local spatial-temporal features. The method was evaluated in patient-specific experiments over five patients from CHB-MIT. The obtained sensitivities are 100%. The experiments were limited, because that only five patients were tested.
Golmohammadi et al. explored two kinds of neural networks over TUH EEG Corpus [16] . Their experimental results showed that convolutional LSTM network outperformed convolutional GRU network. Different initialization and regularization methods were also tested.
Hussein et al. designed a deep neural network for seizure/nonseizure classification by using LSTM [21] . The neural network extracted temporal features by using LSTM. Acharya et al. presented a 13-layers deep neural network for seizure/nonseizure classification by using CNN [17] . The two approaches were evaluated over the same EEG data set provided by University of Bonn [18] . The LSTM approach achieved performances of 100%. The CNN approach obtained a sensitivity of 95% and specificity of 90%. Each record in the Bonn EEG data set contains only one channel and has no artifacts. And thus the Bonn data set is regarded as an easy data set.
Ansari et al. aimed to automatically optimize feature selection for seizure detection [26] . They utilized deep CNN to extract optimal features, and then fed the features to random forest to do classification. In evaluation experiments, EEG recordings of 26 and 22 neonates were taken as training data and testing data, respectively. A false alarm rate of 0.9 per hour and a sensitivity of 77% were achieved. The proposed method needed no predefined features, and surpassed three classic feature-based approaches.
The deep learning approaches developed in [5] [26] are based on classic neural network models, including CNN, RNN, LSTM, and GRU. The four models have limitations for processing EEG data. CNN is good at processing two or more dimensional data but not suited to one dimensional sequence data. RNN suffers from the gradient vanishing or exploding problem. Even though LSTM and GRU improved on RNN, the two variants still have the gradient decay problem when multiple layers are deployed. We aim to build a deep neural network architecture to overcome the variability of seizure morphologies well.
III. METHODS

A. Model Design
EEG signals are dynamic one-dimensional data. The data at one time point in an EEG signal correlate with the past data. RNN and its variants are good at processing such kind of one-dimensional data. Additionally, EEG signals for seizure and nonseizure states across individuals manifest considerable variations, and the signal properties of one patient's seizure may closely resemble the characteristics of a normal EEG signal from the same patient or other patients [10] . In deep learning methods for classification, deep architecture is generally helpful to extract discriminative features. A variant of RNN, IndRNN, supports stacking multiple layers [19] . And it can address the gradient vanishing and exploding problems, which restrict the effectiveness of RNN. The two variants, LSTM and GRU, suffer from the gradient decaying problem over layers. IndRNN can also process longer sequences than LSTM [19] . Therefore, we choose to use IndRNN as the main module to construct a deep architecture for classifying seizures against nonseizures.
In a deep neural network, as information about inputs or extracted features passes through many layers, it may vanish by the time it reaches the end of the network [20] . A densely connected structure can maximize information flow between layers in a network [20] . We will leverage a densely connected structure to inter-connect IndRNN layers to preserve information.
A brain activity state is jointly described by EEG signals from different brain regions. Different brain regions have different contributions to a seizure state. The EEG signals at different brain regions can be differentiated when identifying seizures and nonseizures. We will introduce an attention mechanism to generate weights for channels. The weight describes the importance of EEG signal on a channel in discriminating seizures against nonseizures.
Based on the above observations, we will integrate IndRNN with a dense structure and attention mechanism to design a new approach for the seizure/nonseizure classification. The inputs are firstly passed on to an attention layer, in which attention weights are generated and multiplied with signal data. The outputs of the attention layer are weighted signals. The weighted signals are fed to the first dense block. A dense block consists of multiple IndRNN layers and is to extract temporalspatial features in signals. In a dense block, each IndRNN layer passes its outputs to all subsequent layers; the inputs of the first IndRNN layer are also fed to all the other layers; and the outputs of the last IndRNN layer is taken as the outputs of the dense block. Each dense block is followed by a max-pooling layer. The max-pooling layer extracts predominant features at a specific time scale, and its processed results are passed on to the next dense block. The outputs of the last max-pooling layer, which follows the last dense block, are fed to an average pooling layer. In the average pooling layer, the overall features over time steps are extracted. Two FC layers follow the average layer in order to extract further features and make predictions.
B. Model Architecture
The proposed integrated IndRNN with a dense structure and attention mechanism is called dense IndRNN with attention (ADIndRNN). It consists of an attention layer, dense blocks, max-pooling layers, an average pooling layer, and two FC layers. Each dense block further comprises of IndRNN layers and bach normalization layers. The architecture of the ADIndRNN is presented in Fig. 1 .
1) Attention Layer: The attention layer adaptively generates weights for channels and executes element-wise multiplication between data segments and weights. It outputs weighted signals. Its work flow is given in Fig. 2 , and its computation is described in (1)−(6). The attention weights are generated according to an attention mechanism. Each data segment executes one linear transformation based on a kernel matrix and a bias matrix. After the linear transformation, the sof tmax(·) function is applied to each time step separately. The activation function outputs weights on channels at each time step. In order to diminish differences of channel weights among time steps, the weights over time steps are averaged. And the averages are taken as weights on channels at these time steps. The attention mechanism is illustrated in (1)−(5).
Here, X 0 denotes an input tensor of size (n sm , n sp , n ch ). Symbols n sm , n sp , n ch represent the numbers of samples, time steps, and signal channels, respectively. Y 1 is a matrix of size (n ss , n ch ), n ss = n sm * n sp , W al a weight matrix of size (n ch , n ch ), a bias matrix B al of size (n ss , n ch ), and Y 2 with size (n ss , n ch ). sof tmax(·) is a normalized exponential function. Y 3 is a matrix of size (n sm , n sp , n ch ), Y 4 of size (n sm , n ch ), Y 5 of size (n sm , n sp , n ch ), and Y al an output matrix of attention layer with shape (n sm , n sp , n ch ). Functions f re1 (·) and f re2 (·) are to reshape a matrix, f av (·) is a function of computing averages along with the second axis of matrix, and f cy (·) is an copying operation to share the averages over all the time steps. The symbol means an element-wise multiplication between matrices.
2) Dense Block: A dense block organizes its components in a densely connected fashion to ensure maximum information flow between layers. Each component consists of one IndRNN layer and one batch normalization (BN) layer, and the IndRNN layer is followed by the BN layer. Outputs of one component are passed on to all subsequent components. And the inputs of the first component are fed to other each component. The structure of a dense block is shown in Fig. 3 .
An IndRNN layer processes input sequences in forward order, and extracts time-dependent features. Its computation 
Here, X IR t is a matrix of size (n sm , n f e ), which represents an input of IndRNN layer at the time step t. n f e is the number of features. H t is a matrix of size (n sm , n hid ), and it means hidden outputs at the time step of t in IndRNN layer. n hid represents the number of hidden states. W hid is a input weight matrix with shape (n f e , n n hid ), U hid for a recurrent weight matrix of size (n sm , n hid ). B hid and B out are two bias matrices of size (n sm , n hid ). W out is an output weight matrix of size (n hid , n hid ). Y IR t is a matrix of size (n sm , n hid ), which means an output at the time step t in the IndRNN layer. σ hid and σ out are activation functions such as ReLU.
For the first IndRNN layer in the first dense block, its input at the time step t is the output of the attention layer at the time step t, i.e., X
IR t
consists of all the elements at the entry of t along the axis of 1 in the matrix Y al .
BN layer is inserted after each IndRNN layer. It is used to speed up training and reduce overfitting [31] .
3) Max-pooling Layer: Each dense block is followed by a max-pooling layer. The max-pooling layer extracts predominant features from output sequences of dense block at a specific temporal scale.
4) Average Pooling Layer: Average pooling layer is designed to extract overall features across time scales for the final classification. Its output is a two-dimensional matrix, in which each row corresponds to one segment sample and elements in columns are features. It is inserted after the last max-pooling layer.
5) FC Layers: Two FC layers are deployed behind the average pooling layer. The first FC layer aims to integrate features from the outputs of the average pooling layer and make further extractions. The second is to perform final classification of seizure/nonseizure.
IV. EVALUATION
In order to evaluate our proposed approach of ADIndRNN, we conduct CV experiments over the noisy EEG data set of CHB-MIT, and measure its performance in five metrics. The five metrics are sensitivity, specificity, F1 score, precision and accuracy, respectively. The proposed approach is compared with two current state-of-the-art approaches, including one LSTM-based approach [21] and one CNN-based approach [17] . The CV is that, data segments from all the patients are put into a pool, then the segments in the pool are randomly split into three disjoint sets according to a ratio, including training dada set, validation data set and testing data set. The training data are to train a model, the validation data are to tune parameters in the model based on validation performance, and the testing data are to test the generalization capability of trained model. To reduce the variability of testing results, ten rounds of CVs are performed for each approach, then averages and standard deviations for the ten CV results are calculated as the performance of seizure/nonseizure classification approach.
A. Data Set
The data set of CHB-MIT [9] contains 686 EEG recordings from 23 subjects of different ages ranging from 1.5 years to 22 years. The recordings include 198 seizures. The sampling frequency is 256 Hz. Most recordings are one hour long, and others are two-hour long or four-hour long. The EEG recordings are grouped into 24 cases. In each case, the data recordings are from a single subject. Case Chb21 was obtained 1.5 years after Case Chb01 from the same subject. Each data file contains data on 23 or more channels. There exist channels on which data are missing. Thus, we only consider those channels containing all the original data. Three data files, including Chb12 27.edf, Chb12 28.edf, and Chb12 29.edf, have different channel montages from other data files. In our experiments, we remove these three data files.
B. Data Segmentation
In order to extract effective seizure features, 17 common channels are chosen. According to a segment length of 23 seconds, each data record in each case is split into data segments from the beginning to the end. Data segments except for the last one of a data record have no overlap. If the duration of a data record is not divided by the segment length and there is a seizure happening in the remaining part, we will ensure that the last segment will have the same length but will overlap with its prior segment. If the remaindering part contains no seizure, then it is dropped. Using annotation files for this data set, we determine whether a data segment contains a seizure or not. In our experiments, if a segment contains any seizure data, it is considered as a seizure segment; otherwise, it is a nonseizure segment.
Using the above segmentation method, 665 seizure segments are obtained. In these seizure segments, the lengths of seizures vary from 1s to 23s, with the average length being 16.9s. Among all seizure segments, segments containing seizure data of less than 7s comprise 14.7%, those containing more than 17s comprise 59.8%, and those containing more than 10s comprise 76.1%. All the seizure segments are taken as a part of our experiment data. We randomly choose 665 nonseizure segments in each experiment. The 1330 seizure/nonseizure segments are randomly split into training set, validation set and testing set with a ratio of 70:15:15 in each experiment, and we adopt the repeated random sub-sampling validation as a strategy for CV.
C. CV Results for the Proposed Approach
Based on the architecture in Fig. 1 , we build a model by stacking three dense blocks, each dense block consisting of three IndRNN layers and three BN layers. The constructed model is denoted by ADIndRNN-(3,3) . In our CV experiments using the model ADIndRNN-(3,3), the total loss contains two parts. One part is losses produced by predicted labels of the model and ground truth labels. The other part is L2 losses of all the trainable variables. For the second loss part, we set a coefficient of weight decay to take its specific percentage into the total loss. The main parameters in the model are set as follows: A kernel initializer in the attention layer is a truncated normal initializer with mean value of 0 and standard deviation of 0.1, a bias initializer in the attention layer initializes tensor to 0; the state size of each IndRNN layer in the first dense block is 80, that in the second dense block is 120, that in the third dense block is 160; each max-pooling layer has a window size of 2 and stride of 2; weight initializers in the two FC layers are Xavier initializers, two bias initializers in the two FC layers are constant initializers with value of 0.001, the number of output units in the two FC layers are 100 and 2, respectively; the weight decay for the trainable variables loss is 0.01; the optimizer is Adam, the learning rate is 0.0004; the batch size for training is 30, the epochs is 60. Overall, ten rounds of CVs are performed. The obtained results of these ten experiments over 23s segments using ADIndRNN-(3,3) are given in Table  I 
Comparison with the LSTM and CNN Approaches LSTM as a main module has been used to detect seizures [21] . The LSTM approach is evaluated through CV experiments over an EEG data set from University of Bonn [18] , showing state-of-the-art performance. A CNN-based approach has been proposed for seizure/nonseizure classification [17] , which also demonstrates state-of-the-art performance over the Bonn data set. Because the Bonn data set is heavily processed and contains no artifacts, and its size is small, we compare the proposed approach with the LSTM approach and the CNN approach over the noisy EEG data set of CHB-MIT.
For the LSTM approach and the CNN approach, we implement them according to the descriptions in the related literature. And the implementations are tested. Our obtained testing results reach the reported performances. Using the two implementations, CV experiments are performed for the LSTM approach and the CNN approach separately. The LSTM approach consists of one LSTM layer, one time-distributed computing layer, one average pooling layer and one FC layer. In the experiments using the LSTM approach, our parameter setting is as follows: The number of hidden states is 120 in the LSTM layer, that in the time-distributed computing layer is 60, the optimizer is RMSprop, the learning rate is 0.0007, the batch size is 30, and the number of epochs is 30. For the CNN approach, it contains five convolutional layers, five max pooling layers, and three FC layers. The parameters are set as follows: the number of hidden states in the first two convolutional layers is 100, that in each of the second two convolutional layers is 200, that in the fifth convolutional layer is 260, that in the first FC layer is 100, that in the second FC layer is 50, the parameter alpha is 0.01 in the LeakyReLU activation function, the optimizer is Adam, the learning rate is 0.001, the batch size is 30, and the number of epochs is 50. Using the LSTM approach, ten rounds of CVs over 23s segments from CHB-MIT are performed, and their obtained results are shown in Table II . The obtained average sensitivity is 84.40%, the average specificity is 84.30%, and the average precision is 84.70%. For the CNN approach, ten rounds of CV experiments over 23s segments are also conducted, and the results are given in Table III . The achieved average sensitivity, the average specificity and the average precision are 84.80%, 81.00%, and 82.56%, respectively. Comparing CV results in Tables I-III , we can conclude that the average performance, in either one of the metrics of sensitivity, specificity, F1 score, precision, and accuracy, using the proposed approach is at least 4% greater than that using the LSTM approach or the CNN approach, and the obtained standard deviation over each metric using our approach is smaller. The above comparisons show that the proposed approach outperforms the LSTM approach and the CNN approach in seizure/nonseizure classification.
V. MODEL ANALYSES Our designed architecture in Fig. 1 contains the attention layer, the dense structure, and the IndRNN layer. In this section, we will explain attention weights by taking examples of segments in CHB-MIT, validate separately the attention layer and the dense structure, and evaluate models with more IndRNN layers.
A. Interpretations of Attention Mechanism
Our attention mechanism differentiates information on different channels, and assigns different weights to them. The attention mechanism contains a kernel matrix and a bias matrix, which are trained together with the whole model of ADIndRNN. A data segment is combined with the two trained matrices to do multiplying and adding operations. Then, the sof tmax(·) function and an averaging operation are applied to calculate weights on channels. The obtained attention weights depend on the trained kernel matrix, the trained bias matrix, and data segment. Based on a well-trained model ADIndRNN-(3,3), Fig. 4 shows attention weights over channels for a 23s seizure segment from Chb04, and Fig. 5 presents weights over channels for a 23s seizure segment from Chb10. The weights in Fig. 4 and Fig. 5 are based on the same welltrained kernel matrix and bias matrix, but on different data segments. The two weights distributions in the two figures are different, and their differences indicate that the attention mechanism can adaptively calculate weights over channels. The magnitude of an attention weight manifests the size of differences between seizure signals and nonseizure signals on a channel. The larger an attention weight is, the better the signals on the corresponding channel can distinguish seizures from nonseizures. Fig. 6(a) is a visualization of nonseizure signals on five channels from the patient Chb04, and Fig. 6(b) for seizure signals on the same five channels from the same patient. The five channels in Fig. 6 are FP1-F3 , P8-O2, P7-O1, P3-O1, and F4-C4, respectively. The visualized seizure segment in Fig. 6(b) is the one whose channel weights are shown in Fig. 4 . In Fig. 4 , weights on channels P7-O1 and FP1-F3 are the first two largest, and weights on channels P3-O1 and P8-O2 are the two smallest. Comparing seizure signals in Fig. 6(b) with nonseizure signals in Fig. 6(a) , signals on the channel P7-O1 (i.e., signals with the magenta color) change the most. The magenta seizure signal in Fig. 6(b) oscillates with the largest magnitude range and the largest frequency. Its magnitude ranges in five zones. The seizure signal on Channel Fig. 6(b) (i. e., the blue seizure signal) fluctuates more frequently than the seizure signals on channels F4-C4 and P8-O2 (i.e., the black seizure signal and the green seizure signal). The seizure signal on Channel P3-O1 (i.e., the olive green seizure signal) oscillates in a range of two zones, which is smaller than the blue seizure signal and the black seizure signal. So, the weight values in Fig. 4 mostly characterize the sizes of differences between seizure signals and nonseizure signals in Fig. 6 . Fig. 7(d) visualizes the seizure segment that the channel weights are presented in Fig. 5 . Fig. 7 shows nonseizure signals and seizure signals on five channels from the patient Chb10. The five channels are CZ-PZ, F8-T8, P8-O2, P7-O1, and P3-O1, respectively. The seizure signal on Channel P7-O1 (i.e., the magenta seizure signal) in Fig. 7(d) oscillates in six zones, and fluctuates faster than the magenta nonseizure signal in Fig. 7(c) . Magnitudes of the other four seizure signals range in at the most five zones. The magenta signals change the most from a nonseizure state to a seizure state. It is just why the weight on Channel P7-O1 in Fig. 5 is the largest. The seizure signals on channel F8-T8 and CZ-PZ (i.e., the blue seizure signal and the brown seizure signal, respectively) in Fig. 7(d) oscillate mostly in four zones, and the blue seizure signal fluctuates a little more frequently than the brown seizure signal. The magnitude in the seizure signal on Channel P8-O2 (i.e., the green signal) in Fig. 7(d) changes more slowly than the magnitude in the blue seizure signal, although the green signal oscillates a little more frequently than the blue seizure signal. The seizure signal on Channel P3-O1 (i.e., the olive seizure signal) in Fig. 7(d) oscillates mostly in three zones and less frequently than the blue seizure signal. So, the weight on Channel P3-O1 is smaller than weights on channels CZ-PZ and F8-T8 in Fig. 5 . 
B. Validation of Modules
In order to validate modules in our architecture of Fig.  1 , we take the model ADIndRNN-(3,3) as a representative and conduct CV experiments over 23s segments. The model ADIndRNN-(3,3) contains an attention layer and three dense blocks, each block including three IndRNN layers. So, we evaluate a model IndRNN-9. In this model, nine IndRNN layers are used; each IndRNN layer is followed by one BN layer and one max-pooling layer orderly; the last max-pooling layer is followed by one average pooling layer and two FC layers. A model AIndRNN-9 is constructed by inserting one attention layer before IndRNN-9 in order to test the contributions of attention mechanism. And also a model DIndRNN-(3,3) , which is obtained by removing the attention layer in the model ADIndRNN-(3,3) , is evaluated. The three models, including IndRNN-9, AIndRNN-9, and DIndRNN- (3,3) , are separately performed ten rounds of CVs based on their tuned parameters. For each model, the averages and standard deviations over its achieved ten testing results are presented in Table IV .
Comparing results in Table IV with results in Table I , we can see that, using IndRNN only, or the combination of IndRNN and attention mechanism, or the combination of IndRNN and dense structure does not reach the performance of the model ADIndRNN-(3,3) . After adding the attention layer, the model AIndRNN-9 is a little better than IndRNN-9, and ADIndRNN-(3,3) outperforms DIndRNN-(3,3) by at least 1%. By using dense structure, DIndRNN-(3,3) is better than IndRNN-9, and the model ADIndRNN-(3,3) improves 4% in the sensitivity compared with AIndRNN-9. Thus, the attention layer and the dense structure in our architecture of Fig. 1 provide positive contributions for seizure/nonseizure classification.
C. Analyses for deeper IndRNN-related models
The model ADIndRNN-(3,3) , as a representative of the architecture in Fig. 1 , shows good performance in Table  I Fig. 1 by using four dense blocks, each block containing three IndRNN layers. The model DIndRNN-(4,3), which contains four dense blocks with three IndRNN layers per block, is obtained by removing an attention layer from the model ADIndRNN-(4,3) . Using the data segmentation method in Section IV-B, each one of the above six models is performed for ten rounds of CV tests based on their tuning-parameters feed backs. And then the average and standard deviation of ten testing results for each model are calculated and shown in Table V .
Compared to the results in Table IV , the accuracy for IndRNN-12 in Table V is a little better than that for IndRNN-9, and the accuracy for IndRNN-15 better than that for IndRNN-12; the performance of AIndRNN-12 is better than that of AIndRNN-9, and AIndRNN-15 better than AIndRNN-12. The accuracy of DIndRNN-(4,3) is close to that of DIndRNN- (3, 3) . The accuracy for ADIndRNN-(4,3) is a little better than that for AIndRNN-12, and equals to that of DIndRNN-(4,3). The comparisons indicate that, using more IndRNN layers can help improve the performance. However, the performances for the six models are not as good as the performance of the model ADIndRNN- (3,3) . The reasons may be possibly two folds: One is that the data size of 1330 segments is not big enough to train a deeper neural network well; The other is that, the dense structure and the attention mechanism are more effective than using more layers for the seizure/nonseizure classification.
VI. EFFECTS OF SEGMENT LENGTHS ON SEIZURE/NONSEIZURE CLASSIFICATION
In this section, we will explore relationship between the segment length and the performance of classifying seizures/nonseizures.
Generally, seizures last for less than two minutes. We select 13 temporal lengths less than 2 min and separately use each length to segment EEG signals in CHB-MIT. Besides the length of 23s, other 12 lengths are 30s, 35s, 40s, 45s, 50s, 55s, 60s, 70s, 80s, 90s, 100s, and 110s, respectively. Their segmentation methods are similar to the case of 23s in Section IV-B. For each length, ten CV experiments are performed based on a group of tuned optimal parameters by using the model IndRNN-12. In the experiments for these 12 lengths, the tuned parameters mainly include the learning rate and the number of epochs, and the numbers of hidden states are set the same as in the case of 23s. The obtained CV results over the 12 different segment lengths are listed in Table VI . Visualizations of these experiment results are shown in Fig. 8 . The abbreviation of Seg. Len. means segment length. Fig. 8 . Performance over data segments with different lengths Fig. 8 shows that the relationship between the data segment lengths and the performances of seizure/nonseizure classification is not clear-cut. The classification performance does not always go up or go down as the segment length increases, and it fluctuates over the segment lengths. With six lengths, including 60s, 70s, 80s, 90s, 100s, and 110s, the performances manifest wide fluctuating margins. With six lengths of 23s, 30s, 35s, 40s, 45s, and 50s, the differences of performances are relatively small. The best performance is obtained with the segment length of 90s. For the three metrics of Sensitivity, Specificity and Precision, their maximal gaps are all more than 4%. For the F1 Score and Accuracy, the maximal differences are more than 3%. It can be seen that the influence of the segment length can not be overlooked for the seizue/nonseizure classification. Different segment lengths result in different numbers of seizure segments and different amounts of seizure data in seizure segments. The amount of seizure data can be characterized by statistics, such as the average temporal length of seizure data per seizure segment and the percentage of segments with special seizure duration in all the seizure segments. The abbreviation of Num. Sei. Seg is for the number of seizure segments, Avg. Sei. Len. is for an average seizure duration per seizure segment, and Perc. Seg. Type-k is for a percentage of Type-k segments in all the seizure segments, k = 1, 2, 3. A Type-1 segment is a seizure segment in which the seizure duration is less than or equal to one quarter of segment length. A Type-2 segment is a seizure segment that its seizure duration is more than or equal to one half of segment length. A Type-3 segment is a seizure segment such that the seizure duration is more than or equal to three quarters of segment length. Generally, the four statistic values, including the number of seizure segments (abbrev., Num. Sei. Seg.), the average of seizure duration per seizure segment (abbrev., Avg. Sei. Len.), the percentage of Type-2 segments (abbrev., Perc. Seg. Type-2) and the percentage of Type-3 segments (abbrev., Perc. Seg. Type-3), are the greater, the performance of seizure/nonseizure classification is the better. And the percentage of Type-1 segments (abbrev., Perc. Seg. Type-1) is the smaller, the performance is the better. Actually, as the segment length increases, seizure segments decrease and the average of seizure duration per seizure segment increases. For our selected 13 segment lengths, the statistics of seizure data are presented in Table VII . Besides the changes in the number of seizure segments and the average of seizure length in Table VII , the percentage of Type-2 segments and that of Type-3 segments mostly decrease, and that of Type-1 segments increases in most cases. According to Fig. 8 , the best trade-off is achieved with the segment length of 90s for the seizure/nonseizure classification. For the segment length of 90s, the average seizure duration is the largest, and the percentage of Type-1 segments is not large relatively, around one third of seizure segments.
VII. DISCUSSION Keeping in mind a labor-intensive clinical practice that neurologists manually review off-line EEG data records for diagnosing epilepsy, we have developed an automatic approach of ADIndRNN to identify seizure segments and nonseizure segments. Each EEG data record is segmented into segments, and then the obtained segments are classified into two categories, seizure versus nonseizure. The classified seizure segments are provided to neurologists to make further analyses. For the task of classifying seizures/nonseizures to aid neurologists with offline annotations, the metrics such as sensitivity, specificity and precision are more relevant than the metrics of false alarm rate and latency. So, we evaluate our proposed approach with five metrics, including sensitivity, specificity, F1 score, precision, and accuracy.
By integrating IndRNN with a dense structure and an attention mechanism, we propose the deep learning approach of ADIndRNN for the seizure/nonseizure classification. Our proposed approach outperforms the LSTM approach and the CNN approach with the improvements of at least 4%. IndRNN is a variant of RNN. It supports stacking multiple layers and can handle longer sequences than LSTM and RNN [19] . The IndRNN layer extracts features from the forward direction. The dense structure is to ensure maximum information flow between layers [20] , and the attention mechanism is used to extract spatial features. The validation results in Section V-B demonstrate that the dense structure and the attention mechanism have positive effects on the performance of our approach. In the development of the approach, a bidirectional structure of IndRNN layers is constructed in order to extract features in two directions. Our experiments show that the bidirectional structure of IndRNN is time-consuming in computation while the performance gain is marginal.
We utilize the attention mechanism to generate attention weights over channels instead of adopting direct training method. For the directly training way, parameters representing weights on channels are learned. After training, the learned weights are the same for all the data segments. In fact, one patient possibly experiences different seizure types. Seizures with different types may originate in different brain regions. And different patients may have different seizure patterns. The weights on channels, which describe the strengths of signifying seizures, need to change with seizure types and seizure patterns. So, without dwelling on the directly training method we choose to use the attention mechanism. In the attention mechanism, a kernel matrix and a bias matrix are obtained by training. The two trained matrices are combined with data segments to adaptively generate weights through transformations.
When segmenting EEG records, we attempt to ensure that the obtained data segments are close to a real-world scenario. A seizure segment could contain seizure data and nonseizure data. It is unrealistic in the real world that all the seizure segments only contain seizure data. As the LSTM approach and the CNN approach were evaluated over signals with duration of 23.6 seconds from Bonn EEG data set [17] , [21] , a segment length of 23s was selected for evaluating the proposed approach against the LSTM and CNN approaches.
In the exploration of relations between segment lengths and performances of classifying seizure/nonseizure, we adopt the model IndRNN-12. The choice is based on the following three considerations: (1) For models containing more IndRNN layers or attention layer or dense structure, more parameters need to be trained, while the number of seizure segments decreases as the segment length increases, which increases the over-fitting risk. (2) The model IndRNN-12 has relatively good results over the 23s segments, as shown in Table V . (3) The used model in the exploration needs to be kept the same for the 13 segment lengths.
VIII. CONCLUSIONS This paper considers automatical classification of seizures/nonseizures for assisting neurologists in making epilepsy diagnosis. We propose a new approach of dense IndRNN with attention by integrating an emerging neural network model, IndRNN, with a densely connected structure and an attention mechanism. The IndRNN supports stacking multiple layers to capture seizure patterns, the dense structure ensures maximum information flow between layers, and the attention mechanism helps extract spatial features. Evaluations of our proposed approach are performed in CV experiments over the noisy data set of CHB-MIT. The obtained average sensitivity, specificity, F1 score, precision and accuracy are 88.80%, 88.60%, 88.71%, 88.69%, and 88.70%, respectively. These results exceed the LSTM approach [21] and the CNN approach [17] with an improvement of at least 4%. Additionally, we explore how the segment length affects the performance of seizure/nonseizure classification. Our CV experiments over 13 segment lengths indicate that the classification performance fluctuates over the segment lengths, with the maximal fluctuating margin being more than 4%. The segment length is thus an important factor influencing the seizure/nonseizure classification performance. As a future research line, we will further investigate how to use the dense IndRNN with attention for real-time seizure detection.
