The quality of the migration/inversion in seismic re¯ection is directly related to the quality of the velocity macro model. We present here an extension of the differential semblance optimization method (DSO) for 2-D velocity ®eld estimation. DSO evaluates via local measurements (horizontal derivatives) how¯at events in common-image gathers are. Its major advantage with respect to the usual cost functions used in re¯ection seismic inverse problems is that it isÐat least in the 1-D caseÐunimodal and thus allows a local (gradient) optimization process. Extension of DSO to three dimensions in real cases involving a large number of inverted parameters thus appears much more feasible, because convergence might not require a random search process (global optimization).
kinematically consistent when the background velocity is correct. After pre-stack depth migration of common-offset data sets, the different depth images are sorted into common-image gathers (CIGs). A given CIG displays all the images obtained at one surface location (Fig. 1) . For the correct velocity, the imaged depths of individual events in a CIG must be the same regardless of offset. Non-¯atness, however, indicates an incorrect velocity model and can be used to correct it. The ef®ciency of MVA relies on how one relates this non-¯atness of events in CIGs to the velocity updates.
Similar to NMO-based velocity analysis, Al-Yahya (1989) applied a semblance analysis on the CIGs in order to evaluate and update velocity models. His method, developed for the 1-D case, was interpretation driven. Several extensions were suggested by Deregowski (1990) , Cox & Wapenaar (1992), Lee & Zhang (1992) , Lafond & Levander (1993) , Eckhardt (1994) , Wang et al. (1995) and many others. Depending on the author, at least one or more of the three following assumptions is used: lateral velocity homogeneity; small offset; horizontal re¯ectors. In spite of these simplifying assumptions about the structure of the Earth, the different migration velocity analyses mentioned above have found good use in production-oriented applications. The robustness of these methods is due to the fact that they are used in a layer-stripping approach, but they have also shown their practical limitations, especially in the presence of steep dips and strong lateral velocity variations.
More recently, Liu & Bleistein (1995) and Liu (1997) found a relation between the perturbations of the re¯ector depth and the perturbations of the velocity ®eld, valid for any 2-D velocity ®eld. Liu (1997) obtained a spectacular result on a 2-D complex synthetic data set. However, this technique, successfully applied in a layer-stripping approach, still requires picking and interpretation.
Automatic approaches (neither picking nor interpretation) valid in 2-D velocity ®elds require a so-called cost function that measures the¯atness quality. Most existing methods are based on the maximization of a semblance criterion measured on the CIGs. Examples tested on real data have been shown by Jin & Madariaga (1993) , Jin & Madariaga (1994) , Docherty et al. (1997) , Jervis et al. (1996) and Varela et al. (1998) . The choice of the mis®t criterion varies slightly from one author to another, but all cost functions are multimodal (with secondary minima). This character makes it necessary to use costly global (random) search type algorithms such as Monte Carlo, genetic algorithms (Holland 1975) or very fast simulated annealing (Ingber 1989) to reach convergence. In practice, the use of global optimization requires such a sparse parametrization of the velocity ®eld that bias is unavoidable and can lead to important unresolved details. To overcome this dif®culty, a layer-stripping approach (Jin & Madariaga 1994 ) and a multigrid parametrization (with primary and secondary velocity nodes) (Docherty et al. 1997) have been proposed.
To our knowledge, for migration velocity analysis, DSO seems to be the only approach that allows automatic velocity estimation computable by means of local gradient optimization methods. Symes & Carazzone (1991) presented some preliminary evidence that the DSO cost function can be implemented for velocity estimation, in the sense that it can be applied to ®eld data and produces reasonable results. DSO has been extensively tested for 1-D cases (Symes 1993; Symes & Kern 1994; Gockenback & Symes 1995). The differential semblance cost function exhibits much better properties in terms of convexity and unimodality than classical semblance as de®ned for example by Docherty et al. (1997) .
We ®rst review the far more common classical semblance cost function and present the differential semblance that we adopt in all our inversions. The DS function de®ned here is slightly different from the one proposed by Symes, essentially to reduce the computational time. In order to gain more insight into the properties and the differences of these two cost functions, we examine numerically their topology on simple velocity models. Next, after brie¯y outlining the main features of the inversion algorithm, our implementation of DSO is validated on a 2-D synthetic data set. DSO relies heavily on the computation of local derivatives, known to be unstable with noisy data. The last section of this paper is devoted to the problems that arise when applying DSO to a real marine data set contaminated by organized noise.
D E F I N I T I O N O F T H E C O S T F U N C T I O N S
All of the cost functions that we consider here are de®ned in the depth domain. Most of the objective functions used in literature are called semblance (Neidell & Taner 1971) , which is a coherency measurement for multichannel data.
Classical semblance
The classical semblance function (S) provides a normalized measurement of each trace of the stack of all common-offset migrated images (the ®nal depth-migrated image) and may be where m [x, z, h, o] is the migrated image at position x on the surface, depth z and for offset h, whilst o is the migration velocity. n x and n h are respectively the number of selected CIGs and offsets to have a function between 0 and 1. In the literature, the cost function is usually measured on small windows around selected re¯ectors. In the case of¯at events in each CIG, the summation over all the offsets h is constructive; as a result, S should be maximum. Division by the energy of the ®nal migrated image is introduced so that the objective function is almost independent of the selection of the CIGs (all have much the same contribution in the cost function) and independent of biases that could be created by velocity models that are too low or too high. For example, for very slow migration velocity ®elds, all events are concentrated at shallow depths.
Differential semblance
Our formula for velocity estimation is based on Symes' idea of taking into account horizontal derivatives, or, in other words, local variations of the depths of the events with respect to the offset. As for S, the function DS is de®ned in the depth-migrated domain and is normalized as for the classical semblance by the energy of each CIG:
The DS formula we de®ne here differs only slightly from eq. (1), but has completely different properties, as we show later. In particular, DS is a minimum with the correct velocity model, as the CIGs are¯at in this case (they do not depend on offset). Moreover, in the DS approach, there is no direct comparison between short and long offsets. The methods based on the semblance approach do not take into account the fact that physically an event in a CIG has some continuity and fairly smooth variations.
The DS formulation we adopt here is different from the expression used by Araya et al. (1996) , where a de-migration is applied to return to the (time) data space after taking horizontal derivatives in the depth domain. De-migration with the tested velocity ®eld generates a new 2-D data set from all CIGs. Each common-offset seismogram in the time domain is associated with a depth-migrated common-offset section. The cost function measures the energy of the new data set and is a minimum for the exact velocity ®eld. The main reason for de-migration is that DS does not depend on amplitude when changing the velocity ®eld . To avoid having to do this costly de-migration, we divide the derivatives by the energy of the CIG to normalize the cost function and to keep the same advantage.
De-migration requires the calculation of dense CIGs to be able to generate an entirely new 2-D synthetic data set.
Conversely, as shown in the examples below, a stable inversion only requires the calculation of CIGs at sparse locations on the surface. The ®nal CPU cost is thus largely reduced.
T O P O L O G Y O F T H E C O S T F U N C T I O N S
Velocity inversion by gradient methods requires the objective function to be smooth and unimodal over a large range of velocities. It must be noted that we have no mathematical proof that DS has such good properties for 2-D velocity ®elds. We therefore examine numerically its topology on simple velocity models depending only on one or two parameters. To gain more insight into why classical semblance is not the best objective function when starting the inversion far from the solution, we also explore its topology using the same data.
For all of these tests, as for the velocity inversions, the CIGs were calculated with a Kirchhoff pre-stack depth migration based on the Eikonal solver (Podvin & Lecomte 1991). Such an approach was suf®cient since we were only interested in the kinematics of the migration. Furthermore, the Kirchhoff migration scheme allows the computation of CIGs at sparse locations. In order to reduce the artefacts linked to the migration scheme, in particular aliasing effects, we simply limited the aperture of the migration to 90u for the double angle. From these two plots (solid lines), it is quite obvious that S and DS show totally different behaviour. When we are close to the solution, the S curve sharply brackets the true velocity model. However, S is highly non-convex with many local maxima, as revealed at a small velocity scale and rapid¯uctuations of the gradient near the solution. This property thus leads to the need for global optimization methods. On the other hand, DS has far better properties in terms of unimodality and smoothness variations, even over a wide range of velocity perturbations. No secondary minimum exists for DS in this example and none has ever been observed in any other tests if all offsets are selected in the CIGs.
DS and S properties
The origin of the differing behaviour of S and DS may be understood as follows. For the S function, data from near and far offsets are compared. The summation will be constructive only in the neighbourhood of the exact velocity model. In other cases, the summation of data from different re¯ectors will be destructive, except in the case where the data only contain a single re¯ector, and information given by S may not be very useful for the velocity optimization when far from the solution. Conversely, DS only takes into account horizontal derivatives. This measurement is local and does not involve direct combinations of information at near and far offsets. DS takes into account the (smooth) variations of the events in the CIGs.
It is always very tempting to try and reduce the computational time by undersampling the data. We plotted the values of the two cost functions selecting fewer and fewer offsets: every 50, 100, 150 and 200 m. For this test, horizontal derivatives were computed by ®nite differences, using the two neighbouring traces around each offset. Fig. 2(a) (dotted lines) shows that the classical semblance function has a similar behaviour whatever the number of offsets selected in the CIGs. In all cases, information at small and large offsets is directly compared. Fig. 2(b) shows that DS is very sensitive to the number of offsets selected. Undersampling the data reduces the interval around the solution where DS is unimodal and where a local optimization can be used. Secondary minima are created due to the aliasing in the CIGs.
Another approach apparently similar to DSO was proposed by Jervis et al. (1996) : minimizing the square of the differences between neighbouring migrated common-shot gathers. A global optimization process was needed due to the non-unimodality of the cost function. However, two major differences exist between what Jervis et al. (1996) proposed and what we apply here. First, the CIGs are constructed via a common-offset gather and not a common-shot gather. The advantage of this choice has been largely demonstrated (Ehinger et al. 1996) . Second, Jervis et al. (1996) computed the entire common-shot migrated images for some selected shots, whereas we compute the entire CIGs only for some selected positions on the surface. We believe that Jervis et al. (1996) needed a global optimization essentially because of the sparse sampling of shot locations (Fig. 2b, dotted lines) . To avoid biases and aliasing, no undersampling of the offsets was applied for the measurement of the horizontal derivatives, even though these measurements were only computed at selected offset values.
We used the same approach to study the functions in a 2-D case. We replicated the same preceding shotpoint to obtain a 2-D data set, with shots every 25 m. Obviously, the exact migration velocity is the same constant velocity model. To test the two cost functions, we de®ned a velocity model depending on two parameters, which are the values of the 2-D cardinal cubic B-spline nodes at two control points (positioned at a depth of 1000 m and spaced laterally by 1000 m). The choice of the velocity parametrization is not essential to demonstrate the different behaviour of DS and S, and the same conclusions could be derived with blocky models. A wide range of perturbations was explored: ®ve CIGs every 1000 m were selected to compute the cost function values for about 1000 different velocity models (Figs 3a and b) . As in the 1-D case, the classical semblance function shows far more oscillations than the DS function, which has a unique minimum. At a smaller scale (Figs 3c and d) , secondary maxima are revealed for S. All available offsets have been selected for the computation of the cost functions.
The key point for the inversion strategy remains the choice of the cost function, namely the DS function. As soon as data contain many re¯ectors, destructive summations between short and long offsets exist for S when an incorrect velocity model is used for migration. This is why on real data S cannot be applied with a local optimization process, whereas DS does not encounter the same dif®culties. The other important features of the inversion approach are described below. Velocity estimations are then be presented.
B A C K G R O U N D V E L O C I T Y E S T I M A T I O N A L G O R I T H M
Since we address a kinematic problem, we assume an acoustic earth model with constant density and also that the data have been pre-processed so as to contain only primary re¯ections (no multiples). We will return to this point later when discussing the results obtained with the real data set.
Data and velocity parametrization
We parametrized the background velocity with a smooth 2-D velocity function described by cardinal cubic B-splines as de®ned by de Boor (1978). B-spline nodes are chosen to parametrize the velocity model as this reduces the number of unknowns to be determined and provides smooth velocity models directly adapted for migration. In practice, we parametrized the velocity model in a similar manner to Billette & Lambre Â (1998), with
where o 0 is a constant velocity ®eld (1500 m s x1 in the applications), a is the mean gradient of the velocity ®eld and For a given CIG, the migrated traces for all available offsets are computed to estimate the horizontal derivative values. However, as shown by the applications, CIGs required to obtain a satisfactory velocity model do not necessarily have to be calculated at every surface location. We found that for a typical seismic acquisition, selecting two CIGs per node in the horizontal direction leads to a stable inversion and an acceptable velocity model. Moreover, this approach reduces the computational effort. Obviously, the choice depends on the complexity of the velocity ®eld, and on the frequency content of the data. Horizontal derivatives were computed by ®nite differences, using ®ve neighbouring traces (every 25 m) around each offset, to deal with random noise whilst keeping the advantages of local measurement.
Gradient computation for mis®t optimization
For the applications to synthetic and real data, the velocity models were inverted with a gradient method. Among the multiple local optimization algorithms, we used a conjugate gradient method (Fletcher & Reeves 1964) for the optimization process. The computation of the gradient during the whole inversion still remains a dif®culty. In all cases, the gradient was therefore estimated by ®nite differences, computing the cost function as many times as the number of velocity parameters, and is simply given by
Even if this approach is not the best, we still keep the advantages of a local optimization compared to an inversion based on the Monte Carlo method. Moreover, the velocity updating formulae are valid in 2-D cases, with no assumption on the dips of the re¯ector or on the velocity ®eld. The main goal is to prove that DS can handle 2-D velocity ®elds. Further developments should handle the gradient computation.
A P P L I C A T I O N S
As we have established the good behaviour of the DS function with examples depending on one or two parameters, we want to test it for velocity estimation with synthetic and real data sets with a local approach. After inversion with the DS function, we will test whether or not we obtain a very different velocity solution by using the classical semblance with a gradient approach.
Synthetic data
We simulated a 2-D acquisition over an acoustic (constantdensity) medium. The seismograms were generated using a full-waveform ®nite difference modelling code (Noble 1992).
To build the 2-D velocity ®eld, a lateral gradient, one negative and two positive Gaussian perturbations were added to a high-frequency 1-D model, independently of the parametrization used for inversion (Fig. 4) . Before inversion, the only pre-processing applied to the data consisted of muting direct arrivals. Fig. 5 shows two typical shot records.
As explained above, the inversion was carried out with a two-step process (a vertical gradient and then a 2-D inversion). ) shows that S has local maxima at least at a small velocity scale, but these do not exist for DS.
We started off from a constant velocity of 1500 m s x1 . In order to obtain an acceptable mean 1-D solution for the entire model, we used two CIGs located at both extremities of the velocity ®eld. The second step was devoted to retrieving the lateral velocity gradient and the local 2-D perturbations. The velocity model parametrization was de®ned by 40 spline nodes spaced at 500 m in the horizontal and vertical directions, and the DS function was measured on nine CIGs every 500 m, from positions x=3500 m to x=7500 m (Fig. 6a) .
30 iterations with the DS function were needed to reach convergence (conjugate-gradient-type algorithm). The DS function ®rst gave the main components of the velocity ®eld with almost at events in the CIGs (Fig. 6a) . As a secondary procedure, we tested the use of the classical semblance, still with a gradient approach but with a ®ner velocity step length for the inversion algorithm. Starting from the model obtained with DS as a new initial model, S slightly changed the velocity model, which became a bit closer to the solution. The DS+S inverted velocity model and a smoothed version of the original velocity ®eld show great similarities, not only in the locations of the perturbations, but also for the velocity values (Figs 6c and d) . The success of the inversion is also demonstrated by the¯atness of the inverted CIGs (Fig. 7) . Moreover, all other CIGs migrated in the new model do not show de¯ections and their DS values are equivalent. This proves a posteriori that the selected sampling for CIGs was suf®cient at least in this case to constrain the inversion. It is important to notice that the two steps cannot be inverted: starting from a constant-velocity gradient, the S function, unlike DS, does not allow¯attening of the CIGs. Thanks to this application on synthetic data, we showed that the differential semblance function, combined with semblance re®nement, may handle 2-D velocity media with a gradient optimization. Moreover, we selected just a few CIGs for the inversion, but this constrained the¯atness of all the CIGs. A sparse parametrization (500r500 m) seems to have been suf®cient in this case.
North Sea real data
We used data from a 3-D marine acquisition in the Oseberg ®eld (North Sea) provided by Norsk Hydro. From a geological point of view, we can distinguish a strati®ed overburden, with local 2-D or 3-D structures (shale diapirism?) and a lower part with faults and tilted blocks (Cretaceous and older) (Johnstad et al. 1995) . For our test, a 2-D line was extracted from the 3-D marine data set with one streamer and 502 shotpoints about every 25 m. Each shot of this subset has 120 receivers spaced 
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approximately 25 m apart and with a ®rst offset at 78 m (Fig. 8) . Each trace is sampled every 4 ms for 4 s. The acquisition geometry was assumed to be 2-D and regular for the velocity estimation, whereas the real streamer acquisition clearly shows some feathering, with a maximum lateral deviation of 200 m at 3 km offset (Fig. 9) .
For the pre-processing of data, a predictive deconvolution was applied to eliminate water-bottom multiples (even though some may remain). A bandpass ®lter [9, 13, 35, 45] Hz was necessary for the inversion process, in particular to ensure a smooth cost function, required to compute the gradient of the cost function. We also applied a mute in order to cut direct arrivals and refracted waves.
Apart from this classical pre-processing, we had to deal with coherent noise with almost linear moveout in the shotpoints. This noise may be scattered energy from the sub-bottom, cable noise or it may arise for many other reasons (Larner et al. 1983) . Unfortunately, this noise still remained after migration and is even emphasized by taking the horizontal derivative, with amplitudes of the same order as the signal itself (Figs 10a  and b) . To eradicate most of this noise, we tried to eliminate it during the inversion process. As proposed by Yilmaz (1987) , just after the computation of the selected CIGs we applied a 2-D (k 1 , k 2 ) ®lter in the Fourier domain (Figs 10c and d) . (Figs 11a and b) . The success of the inversion is shown by¯at events in CIGs after inversion (Fig. 12) . The ®nal depth-migrated image was built with a 2.5-D preserved amplitude migration/inversion algorithm (Thierry et al. 1999) (Fig. 13) . It clearly shows a locally complicated overburden and the wedge structure. During the inversion, neither 3-D effects or the exact positions of the streamer were taken into account.
If we compare the ®nal depth-migrated images using velocity background models provided by DS inversion and classical NMO/DMO correction, the ®rst approach clearly gives a better result, especially in terms of the energy of the re¯ectors and of continuity in the part with tilted blocks (Fig. 14) .
D I S C U S S I O N A N D C O N C L U S I O N S
One major issue is to know if the ®nal migrated image gives accurate positionsÐin depthÐof the re¯ectors. The¯atness of events in CIGs does not necessarily ensure this condition, as no constraint is imposed on the re¯ector depth. Some authors state that this assumption alone is not suf®cient to converge to an acceptable macro model (Landa et al. 1998 ). This problem is not speci®c to the method adopted here: data may not contain enough information for a unique solution in velocity inversion (Delprat-Jannaud & Lailly 1993). However, because DS takes into account all events (the function is measured on the entire CIG), they should all be¯at after inversion and their high density should lead to more accurate positions in depth compared to the case where few re¯ectors are selected for the inversion.
This condition breaks down for the shallow part if a mute is applied on the shot records to eliminate the direct and refracted waves. This lack of information has been compensated here by a priori information: we did not invert the velocity B-spline nodes at depth z=0. A far better solution would be to determine the velocity ®eld in the shallow zone, using, for example, refracted waves (Landa et al. 1995) .
The present aim was to demonstrate that local DSO can atten events in CIGs in 2-D media. A next step will be to calibrate the re¯ector depth better with more precise a priori information (e.g. well logs) or by using shallow velocity ®elds determined by another technique.
The DS function, based on horizontal derivatives in the depthmigrated common-image gather, has far better properties in terms of unimodality than the classical semblance. Even though we have no mathematical proof for a single minimum, DS takes into account only local measurements and has therefore a far more physical meaning compared to S. Such a cost function allowed us to use a local optimization method to estimate the velocity ®eld needed for migration. We proved the DSO ef®ciency in a not too complicated 2-D synthetic example and a real case. The differential semblance function was successfully applied on real data, showing that a careful pre-processing has to be applied before inversion (especially multiple and other coherent noise elimination). The parametrization of the velocity model should still be studied and the gradient computation remains a challenge, which must be overcome for extension to three dimensions . (Fig. 14) . 
