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In this article, a two-dimensional, multiphase, transient model is introduced and used to explore the impact of catalyst-layer thickness
on performance. In particular, the tradeoffs between water production and removal through transport or evaporation are highlighted,
with a focus on low-temperature performance. For the latter, a case study of an ultra-thin catalyst layer is undergone to explore how
various material properties alter the steady-state and startup performance of a cell. The findings provide understanding and guidance
to optimize fuel-cell performance with thin electrodes.
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Polymer-electrolyte fuel cells (PEFCs) have emerged as a promis-
ing zero-emission technology for energy conversion due to their ther-
modynamic efficiency and high energy density.1,2 However, to reduce
cost, the amount of precious metal catalyst needs to be lowered. The
most common strategy for such catalyst thrifting is to fabricate thinner
catalyst layers. The prototypical example of this approach is the nano-
structured thin-film (NSTF) electrode, which has several advantages
compared to standard carbon-supported Pt electrodes.2 These state-
of-the art electrodes have demonstrated improved chemical stability,
durability and desired specific power and activity, at the same time
having high Pt mass activities.2,3 Common to these and other low-
loaded electrodes are the issues associated with water management
in thinner electrodes. Typically, thinner electrodes are susceptible to
severe flooding due to their inherently low water capacity and per-
haps lack of hydrophobic zones. Such phenomena are particularly
pronounced when PEFCs operate at lower temperatures or during
startup.
Recently, several studies reported water-management mitigation
strategies for thinner electrodes including modification of operating
conditions and/or component morphologies to ensure successful
startup and operation at low temperatures. For example, for NSTF
electrodes, Steinbach et al.4,5 reported a novel water-management
scheme of increasing the pressure on the cathode to drive water
to the anode; coupled with a different anode design, the limiting
current density at low temperatures increased by a factor of four.
Kongkanand et al.6,7 demonstrated that water removal and storage
capacity of the NSTF electrode can be significantly enhanced
by placing an additional Pt/C layer between the electrode and
microporous layer. The various empirical findings of NSTF as well as
traditional supported thin electrodes8 can be much better understood
by examining the various tradeoffs engendered and complications
arising from the use of thin catalyst layers.
Currently, the transport mechanisms of water removal behind pos-
sible mitigation strategies for thin electrodes are not well understood.
In terms of modeling, both pore-scale and continuum models have
been generated, although only the latter are germane to understanding
cell water and thermal management.9 Examples of continuum models
include bilayer models, such as the one developed by Sinha et al.10
with a membrane and water-covered portions inside of the electrode,
although many of the parameters used are still not measured repro-
ducibly. In terms of cell-level models with thin or variable-thickness
catalyst layers, the most comprehensive were those of Nandy et al.,11
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Balliet and Newman,12 and Chan and Eikerling.13 The former two
focused on freeze and successful startup, which was also explored by
others.14–16 These works focused more on the key drivers of adding
capacity in the membrane for water or getting water out of the catalyst
layer before it freezes under isothermal conditions. These tradeoffs
were not explored for higher temperature operation tradeoffs nor for
more realistic startup conditions. In terms of Chan and Eikerling, they
used a simplified model focused on water transport with ultra-thin-film
catalyst layers and the related impacts of liquid-water transport, but
did not examine what happens as a function of catalyst-layer thickness
as the layer was treated as an interface.
In this article, we report on findings of water and thermal man-
agement as a function of catalyst-layer thickness, with a focus on
the complications with thin electrodes, using a two-dimensional, tran-
sient, nonisothermal, full-cell model. It is the goal of this article to
elucidate the key transport mechanisms and component design pa-
rameters to explain experimental trends and help guide future studies,
as well as present a comprehensive modeling framework. The article
is organized as follows. First, the model framework is presented with
a discussion of all relevant physics and parameters. Next, the model
is used to describe the impacts of catalyst-layer thickness on perfor-
mance. Last, the ultrathin NSTF electrode is used as a case study
to explore the impact of various material parameters in the hope of
determining how one can increase its low-temperature performance.
Model Description
The PEFC model framework presented in this work is based on
the model developed by Balliet and Newman17,18 and previously
by Weber and coworkers.19–22 Numerous aspects of the model have
Figure 1. Model geometry where different water-transport pathways are
shown.
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Table I. Subdomain dimensions, phases present and bulk porosity.
Plate CH GDL MPL CL M Units
Thickness, δ 1000 500 210 3023 variable 24 μm
Length, l 1000 1000 1000 1000 1000 1000 μm
Allowable phases, α S G s, G, L s, G, L s, G, L, M M
Bulk porosity, ε 0 1 0.7524 0.3 0.4
Table II. Governing equations, variables they solve for and the regions they apply.
Variable Governing Equation Eq. Region
Liquid pressure NL = − ρL k
e f f
L
μL
∇ PL [1] GDL, MPL, CL
Liquid flux ∂(ρL εL )
∂t + ∇ · NL = sv + sr xn [2]
Gas pressure NG = − ρG k
ef f
G
μG
∇ PG [3] GDL, MPL, CL
Gas species flux ∂(ρG εG )
∂t −
ρG k
ef f
G
μ
∇ · NG = sv + sr xn [4]
Mass Fractions
∂(ρGωi )
∂t + ∇ ·
(
−ρGωi
n∑
j
¯Def fi j (∇ y j + (y j − ω j )∇ PG/PG )
)
+ ...
... + ρGωivG = sv,wR + sr xn,wR
[5] GDL, MPL, CL
Ionic current density ∇ · i2 = ir xnh [6] CL, M
Ionic Potential (1 − S)
(
κV ∇2 + κV ξVF ∇μ0
)
+ S
(
κL∇2 + κL ξLF ∇μ0
)
= −i2 [7] CL, M
Membrane water flux ∂(ρL ε0εM )
∂t + ∇ · Nw = −Rv,M [8]
Membrane chemical potential
(1 − S)
(
κV ξV Mw
F ∇2 + Mw
(
αV + κV ξ
2
V
F2
)
∇μ0
)
+ ...
... + S
(
κL ξL Mw
F ∇2 + Mw
(
αL + κL ξ
2
L
F2
)
∇μ0
)
= −N0
[9]
Electric current density ∇ · i1 = −ir xnh [10] Plate, GDL, MPL, CL
Electric potential i1 = −σe f f ∇1 [11] Plate, GDL, MPL, CL
Temperature
∑
α
εαρα ˆC p,α
(
∂T
∂t + vα · ∇T
)− ke f f ∇ · (∇T ) = Qv + Q jle + Qr xn [12] Plate, GDL, MPL, CL, M
been modified and hence a full description of geometry and physics
is presented here. The model is a two-phase, two-dimensional,
cross-sectional sandwich model where model domains are shown in
Figure 1. The modeling domains include membrane (PEM), cathode
and anode plate (Plate), channels (CH) and lands (L), gas-diffusion
layers (GDLs), microporous layers (MPLs), and catalyst layers
(CLs). The reference point for the x-direction is set at the aCL|PEM
interface; for the y-direction, the model spans from the mid-plane
of the channel, where the reference is set to 0, to the mid-plane of
the land. The base-case model subdomain dimensions and type of
materials used are shown in Table I. The model accounts for different
phases present in a particular domain as listed in Table I. For the
study in this paper, the catalyst-layer thickness was varied; for the
NSTF case study, it is set to the measured value of 0.5 μm.2,10
Governing equations.—The governing equations, model bound-
ary conditions and associated source terms are summarized in Tables
II through IV. Mass, electronic and ionic charge, and energy are
conserved within the model with the use of second-order partial dif-
ferential equations. The various parameters are given in Table V and
Table VI. Below, we discuss each major phenomenon in turn.
Energy balance.—The energy balance is solved on all of the do-
mains with Eq. 12, where the model assumes local thermal equilibrium
between phases to solve for temperature. On the right-side of Eq. 12,
heat source terms account for water evaporation/condensation,Qv ,
joule heating, Q jle, and heat due to electrochemical reaction, Qr xn ,
which are tabulated in Table IV. In this work, experimental values are
used extensively whenever possible as shown in Table V. The GDL
(MRC 105 used in this modeling study) thermal conductivity in the
in-plane direction is reported to vary with liquid-water saturation and
is incorporated into the model as50
kT,e f f,G DL = 0.187 + 0.524 (1 − exp (SL/0.697))
+ 0.11 (1 − exp (−SL/0.0348)) [13]
For the energy-balance boundary conditions, the temperatures are set
at the outside edge of Plate as reported in Table III. The thermal
contact resistance at the BP|GDL interface is incorporated within the
model as
NGDL|BP = (TG DL − TB P ) /RG DL|B P [14]
where, RG DL|B P = 2 × 10−4[m2 K/W ] is the thermal contact
resistance.28
Gas convection and diffusion.—For the gas species within the
porous domains (CLs, MPLs and GDLs), Darcy’s Law (Eq. 3) and
conservation of mass (Eq. 4) describe convection, whereas Stefan-
Maxwell equations (Eq. 5) describe diffusion. The effective gas per-
meability, kef f , of the porous domains is assumed to be a product
of saturated permeability, ksat , and relative permeability, kr,G which
depends on local liquid saturation value, SL
kef f = ksat kr,G = ksat (1 − SL )βG [15]
The exponents, βG , and saturated permeabilities for the porous
domain are reported in Table V. The effective diffusion coefficient,
¯Def fi j , accounts for gas-species transport through porous and tortuous
pathways of porous media and is described as29
¯Def fi j =
εG
τG
p ¯Di j
PG
= εG 1+βτ p
¯Di j
PG
[16]
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Table III. Model boundary conditions.
Variable Boundary condition Boundary
Liquid pressure, PL PL = PG for PL ≥ PG −n · NL = 0 for PL ≤ PG Anode CH|GDL Cathode CH|GDL
Gas pressure, PG PG = PinG Anode CH|GDL Cathode CH|GDL
Reactant mass fraction, ωR ωR = y
in
R MR∑
j yinj M j
, yinR = (1 − yinV )ydr yR Anode CH|GDLCathode CH|GDL
Water vapor mass fraction, ωV ωV = P
sat
L
PinG
Anode CH|GDL Cathode CH|GDL
Diluent mass fraction, ωD ωD = y
in
D MD∑
j yinj M j
, yinD = 1 − yinR − yinV Anode CH|GDL Cathode CH|GDL
Temperature, T T = Tcell Anode outside edge of Plate Cathode outside edge of Plate
Electric potential 1 = 0V Anode outside edge of Plate
1 = cell (potentiostatic) i1 = icell (galvanostatic) Cathode outside edge of Plate
Ionic potential −n · ∇2 = 0 MPL|CL
Membrane chemical potential −n · ∇μ0 = 0 MPL|CL
where tortuosity, τG is defined as ε−βτG and porosity of gas-phase is re-
lated to that of porosity of domain, ε, through: εG = (1−SL )ε Because
Eq. 5 is an inverted form of Stefan-Maxwell equations, the binary dif-
fusion coefficients, ¯Di j , depend on mixture composition and are re-
lated to the diffusion coefficients used in Stefan-Maxwell equations,
Di j , through the following expression for a three-component system30
¯D12 =
ω1(ω2+ω3)
y1 D23
+ ω2(ω1+ω3)y2 D13 −
ω23
y3 D12
y1
D12 D13
+ y2D12 D23 +
y3
D13 D23
[17]
where ω and y are the mass and molar fractions of gas species,
respectively.
The source terms in the conservation Equation 4 are due to evapora-
tion/condensation in all of the porous domains and reactant depletion
in the CLs as reported in Table IV. The gas pressure and mass fractions
are specified at the anode and cathode CH|GDL interfaces. The mass
fraction of oxygen is computed from the sum of all mass fractions
equals one. In this paper, only fully saturated (RH = 100%) gas feeds
are considered.
Liquid-water and multiphase aspects.—For liquid water within the
porous domains (CLs, MPLs and GDLs), Darcy’s Law (Eq. 1) and
conservation of mass (Eq. 2) describe convection. The effective liquid
permeability, kef f , of the porous domains is treated in a similar manner
to that of gas permeability
kef f = ksat kr,L = ksat (SL − Sirr )βL + 1 · 10−23 [18]
where Sirr is irreducible saturation accounting for isolated regions
of liquid water that do not participate in capillary transport. The ex-
ponents, βL , for every porous domain are reported in Table V. For
numerical reasons, a negligible permeability at saturation equal to
zero is added. Although the reported saturated permeability in GDLs
is on an order of 10−12 m2,31 to realize a realistic pressure drop, a
saturated liquid permeability of 10−16 m2 was used in the model. This
order of magnitude was also adopted in a recent modeling work by
Alink and Gerteisen.32 The discrepancy arising from the oversimpli-
fication of the complex capillary-dominated transport engendered by
using Darcy’s law;9,33,34 more complex models should be used as dis-
cussed recently.35 Using this value the model’s pressure drops through
the GDLs are on the order of 1 to 10 kPa, consistent with the experi-
mentally measured breakthrough pressures for different GDLs.36,37
The liquid-water source terms are due to water production, wa-
ter condensation/evaporation, and membrane sorption/desorption. The
boundary condition at the CH|GDL for liquid pressure is not trivial
and requires additional attention as we believe it to be of crucial impor-
tance. Previous approaches include setting the liquid pressure at this
boundary to one that corresponds to a small saturation value (about
0.1) or to recast equations in terms of saturation;38 however, such an
approach is not physical as pressure is the thermodynamic driving
force for liquid flow. In this manuscript, a liquid-pressure boundary
condition is adopted using the approach of Weber and Newman39 as
Table III shows. For the base-case simulations, PL at the CH|GDL
boundary is set equal to PG . The model assumes no reservoir of liquid
water is present in the channel; therefore, the only physically mean-
ingful direction of liquid-water flux is out from the GDL and into the
Table IV. Source terms for energy-balance and mass conservation.
Domains
Source Terms Plate GDL, MPL aCL cCL M
Energy-Balance
Qv − ˆHv Rv − ˆHv(Rv + Rv,M )
Q jle i1·i1σe f f
i1·i1
σe f f
i1·i1
σe f f +
i2·i2
κe f f
i2·i2
κe f f
Qr xn ir xnh (ηs,h + h )
Mass Conservation Liquid
sv −Rv −Rv + Rv,M
sr xn
ir xnO R R MH2 O
2F
Mass Conservation Gas
sv Rv Rv
sr xn
−ir xnH O R MH2
2F
−ir xnO R R MO2
4F
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Table V. Model parameters.
Plate GDL MPL CL M Units
Tortuosity exponent, βτ (exponent in gas-phase volume fraction,ε−βτG ) 325 1.5 1.5
Effective thermal conductivity, kT,e f f 5 kT,e f f,G DL 0.29 0.29 0.2 W/mK
Effective electric conductivity, σs,e f f 200 15 70.3 43.4 S/cm
Saturated permeability, ksat 6.0 × 1 0−8 1.54 × 10−11 8 × 10−12 cm2
Modified Bruggeman coefficient for gas transport, βG , kr,G = SβGG 3 3 3
Modified Bruggeman coefficient for liquid transport, βL , kr,L = SβLL 4 3.5 3
Rate constant for evaporation/condensation, kv 1 × 10−3 1 × 10−3 1 × 10−3 gmol/Jcm3s
channel. If the direction of the flux of water is into the GDL, then
a no-flux boundary condition is set. In several simulations reported
herein, PL was set higher than PG at the CH|GDL boundary to simu-
late a GDL with a higher droplet adhesion force,40 although the same
allowance for only fluxes out of the GDL in the liquid phase was
maintained. It is well known that droplets along this interface results
in higher dynamic liquid pressures before the droplet is removed.41–46
For multiphase properties, the saturation is determined using
water-retention curves that plot the saturation as a function of the
capillary pressure,
Pc = PL − PG [19]
In the model, a look-up table is created from the experi-
mentally measured curves with liquid water imbibition/withdrawal
technique47,48 using a cubic-spline interpolation function. For the CL,
measured data for a standard carbon-supported CL is used for all
CLs including NSTF electrodes.49,50 Figure S1 of the SI shows the
water-retention curves used in the model. It should be noted that al-
though water-retention curves are useful, there is some debate of their
applicability when applied locally,33 a topic of future study.
To relate the gas and liquid pressures, water source/sink terms
are used as in Tables I and IV, where the membrane water sorp-
tion/desorption coefficient is water-activity dependent as reported by
Kientiz et al.27 and shown in Table VI. To determine the chemical po-
tentials, thermodynamics is used. Following the derivation of Balliet,17
and assuming ideal-gas behavior, constant composition of diluents in
the gas phase, and constant heat capacities, the chemical potentials of
vapor, μV , and liquid water, μL , can be expressed in terms of gas and
liquid pressures and temperature relative to those at the triple point
μL = ¯HL ,t
(
1 − T
Tt
)
+ ¯Cp,L
(
T − Tt − T ln
(
T
Tt
))
+ ¯VL (PL − Pt )
[20]
μV = ¯HV,t
(
1− T
Tt
)
+ ¯Cp,V
(
T −Tt−T ln
(
T
Tt
))
+RT ln
(
PG yV
Pt
)
[21]
where ¯Hα,t and ¯Cα,L are molar entropy and specific heat capacity of
water in phase α, respectively, ¯VL is specific volume of liquid water,
and yV is the molar fraction of vapor. One can set the two chemical
potentials equal to each other to calculate the vapor pressure, which
can be corrected for meniscus effects using the Kelvin equation51
ln
(
PsatL
Psat,0L
)
=
¯VL
RT
(
PG − PL
) [22]
where Psat,0L is saturation vapor pressure when no diluents are present
and PsatL is the actual saturation vapor pressure.
Table VI. Membrane parameters.
Property Value Units Ref.
Equivalent weight, EW 850 g/mol
Vapor-equilibrated conductivity,κV κV = 0.27( f − 0.057)1.15 exp
[
14,468
R
(
1
Tt − 1T
)]
ε1.5M S/cm
Liquid-equilibrated conductivity, κL κL = 0.5(0.39)1.5 exp
[
15,000
R
(
1
Tt − 1T
)]
ε1.5M S/cm
Volume fraction of water in membrane, f f = λ ¯V0
¯Vm+λ ¯V0 26
Partial molar volume of dry membrane, ¯Vm ¯Vm = EW/ρm,o cm3/mol
Density of dry membrane ρm,o = 2 g/cm3 26
Vapor-equilibrated transport coefficient, αV αV =
(
λ
¯VL λ+ ¯VM
)
Dμ0
RT
(
1− λ
λ+1
) ε1.5M mol2/Jcms
Vapor-equilibrated diffusion coefficient, Dμ0 Dμ0 = 2.26e − 5ε0 exp
[
20,000
R
(
1
Tt − 1T
)]
cm2/s
Liquid-equilibrated transport coefficient, αL αL = 8.1 × 10−9ε1.5M mol2/Jcms
Electro-osmotic coefficient, ξ ξL = 1
Interfacial transport coefficient, kv,M kv,M = 1.04 × 10−7 exp(4.48 × 10−4a0) × MVRT δC L gmol/Jcm3s 27
Vapor-equilibrated water content, λV λV = min(0.38 + 14.84a0 − 35.69a20 + 39.47a30 , 17)
Total water content, λ λ = λV + S(22 − λV )
Liquid pressure, PL ,M PL ,M = Pt + μ0
¯VL
− HV −L
¯VL
(
1 − TTt
)
− C p,V −L
¯VL
(
T − Tt − T ln
(
T
Tt
))
Liquid-equilibrated fraction, S S = 12
[
1 − er f
(
ln(−2γ cos(90.02)/PL ,M )−ln(1.25)
0.3
√
2
)]
21
Activity of water in membrane, a0 a0 = exp
[(
μ0 − HV −L
(
1 − TTt
)
− C p,V −L
(
T − Tt − T ln
(
T
Tt
))
− ¯V0(PL ,M − Pt )
)
/RT
]
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Table VII. Electrochemical reaction kinetics and agglomerate model parameters.
Parameter Value Units Source
Anode symmetry coefficients, αH O R,a and αH O R,c 1 52
Cathode symmetry coefficient, αO R R 0.5 61
Exchange current density for HOR, jH O R,0 2.15 × 10−2 exp
[
17000
R
(
1
Tt − 1T
)]
A/cm2 67
Reference prefactor for ORR, j∗ 1000 A/cm2 58,59
Activation free energy of RD step, G0R D 0.278 eV 61
Activation free energy of RT step, G0RT 0.590 eV 61
Activation free energy of RA step, G0R A 0.609 eV 61
Activation free energy of DA step, G0D A 0.391 eV 61
Adsorption free energy of OH, G0O H −0.376 eV 61
Adsorption free energy of O, G0O −0.343 eV 61
Agglomerate radius, ragg 50 nm
Thin-film thickness, δagg 8 nm
Henry’s constant, HO2,N 3.2 × 1010 Pa.cm3/mol 68
Membrane.—In the membrane, transport of water and protons is
considered. Eqs. 6 and 8 describe conservation of ionic charge and
mass inside the membrane and CL domains, respectively. The driving
forces for ion and water transport in the membrane are gradient of
chemical potential of water, ∇μ0, and a gradient of ionic potential,
∇2, as shown by Eqs. 7 and 9. A hybrid approach is used here,
as proposed by Weber and Newman,52 where the membrane has two
transport modes: vapor- and liquid-equilibrated. A continuous transi-
tion is assumed between the two modes using a fraction of expanded
channels, S. The membrane transport model has six transport param-
eters that are dependent on local conditions such as T, RH and water
content, λ as listed in Table VI. Explicit membrane swelling effects
are neglected in this model treatment since the feeds are fully humidi-
fied. The membrane used is a 24 μm thick membrane with equivalent
weight of 850 g/mol developed by 3 M. The fit for a vapor-equilibrated
water content, λV , as a function of water activity, a0, was created us-
ing an in-house experimental data as reported in Table VI. The ionic
conductivity of the membrane as a function of temperature was deter-
mined with fits from in-house measurements for 50% and 70% RH
and the experimental data from Bosnjakovic et al.53 for 90% was best
fit by an activation energy of 14.5 kJ/mol, which is consistent with
the activation energies reported for similar membranes.54 It should
be noted that the presented membrane model implicitly accounts for
thermal-osmosis55,56 through the temperature corrections to the chem-
ical potentials (see Eq. 20 and 21). In this scheme, under the presence
of temperature gradients, liquid water moves from the colder to hotter
side of the membrane – in a direction that increases the entropy.57
No-flux boundary conditions are applied on the outside surfaces
of the CLs. In the model, it is assumed that water sorption/desorption
happens inside the CL domain, where the water fluxes are defined as
Rv,M .
Electron transfer.—Conservation of charge applies to electron
transport as shown by Eq. 10, where the electric current density, i1,
is described by Eq. 11 using the electronic conductivities reported in
Table V. The outside edge of the anode Plate is kept as a reference
at 0 V, whereas either potential (potentiostatic mode of operation) or
current (galvanostatic mode) was applied at the outside edge of the
cathode Plate, depending on the operation mode.
Reaction kinetics.—For the reaction kinetics in the anode, a stan-
dard Butler-Volmer equation was used,
jr xnH O R= jH O R,0
[
pH2
pre f
exp
(
αH O R,a F
RT
ηH O R
)
− exp
(
−αH O R,c F
RT
ηH O R
)]
[23]
where, jH O R,0, is the exchange current density, αH O R,a and αH O R,care
the anode and cathode symmetry coefficients, and the anode overpo-
tential, ηH O R , is defined as the difference between electronic, 1, and
ionic, 2, potentials minus the standard half-reaction potential,
ηH O R = 1 − 2 − UH O R [24]
The other relevant parameters are reported in Table VII.
For the cathode, the oxygen reduction reaction (ORR) is mod-
eled with a double-trap kinetic model initially developed by Wang
et al.58,59 and built upon by the other recent studies.60,61 The advan-
tages of this kinetic model is that it predicts the observed doubling
of the Tafel slope,62,63,64 does not assume a reaction rate-determining-
step, and at the same time predicts oxide coverage values reported
experimentally.65 Depending on the operating conditions (potential),
the ORR precedes through either or both adsorption pathways with
four elementary reactions. The two pathways – O-adsorption and OH-
adsorption, as well as four elementary reactions (with labels) are
[25]
With the steady-state approximation, the kinetic current for the ORR
is expressed as a combination of elementary reactions (RT + RA, RA
+ DA), or as a single RD-step
j r xnO R R = jR D = j∗ exp(−G∗R D/kT )θO H
− j∗ exp(−G∗−R D/kT ) (1 − θO − θO H ) [26]
where, j∗ is a reference prefactor, G∗R D and G∗−R D are the
potential-dependent activation free energies of forward and backward
reactions, respectively. These activation energies can be described
in terms of activation, G0R D , and adsorption, G0O H , free ener-
gies: G∗R D = G0R D + βeηO R R and G∗R D = G0R D + G0O H +(1 − αO R R)eη, where e is elementary charge and αO R R is ORR sym-
metry coefficient. The fitting parameters for this kinetic model are
the four activation free energies: G0R D , G0RT , G0R A and G0D A,
and two adsorption free energies: G0O H and G0O . These and the
other kinetic parameters are reported in Table VII. The coverage of
intermediate species, θO and θO H , depends on oxygen concentration
and activation free energies and is reported elsewhere.61
Agglomerate and thin-film model.—To capture the heterogeneous
structure of the CL, an agglomerate model is used, which is only
implemented on the cathode side, as mass-transport losses on the
anode side due to hydrogen dissolution into agglomerates are assumed
to be negligible. Agglomerates are assumed to be of constant size and
covered by a thin continuous ionomer film. The agglomerate current
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Figure 2. Polarization curves for the PEFC with NSTF electrode at two tem-
peratures. The symbols show experimental data, whereas the solid lines are
model predictions.
is given by66
jagg = 4F ¯Vagg
PO2
HO2,N
[
1
Er kc
+ δaggr
2
agg
3(ragg + δagg)DO2,N
]−1
[27]
where ragg and δagg are the agglomerate radius and thin-film thick-
ness, respectively. PO2/HO2,N is the ratio of oxygen pressure and
Henry’s constant at the thin-film|pore interface, which is also the oxy-
gen concentration, ¯Vagg = r 3agg/(ragg + δagg)3 is the ratio of volume of
agglomerate core to the volume of entire agglomerate. The agglom-
erate current is related to the volumetric catalyst layer current, i r xnO R R ,
through: i r xnO R R = jagg/(1 − εC L ). Assuming a first-order oxygen de-
pendence, the analytical solution for the reaction effectiveness factor,
Er 30
Er = 1
φL
(
1
tanh(3φL )
− 1
3φL
)
[28]
where, φL is Thiele’s modulus for chemical reaction:
φL = ragg3
√
kc
¯Def fO2
[29]
The reaction rate at the surface of agglomerate is:
kc = 1
4F(1 − εC L ) ¯Vaggcre fO2
j r xnO R R [30]
where (1 − εC L ) ¯Vagg is the active area scaling factor.
Table VIII. Model baseline operating conditions.
Parameter Value
Temperature, T 40◦C
Anode relative humidity 100%
Cathode relative humidity 100%
Anode pressure, Pa [kPag] 0
Cathode pressure, Pc [kPag] 0, 50
Anode stoichiometry 4
Cathode stoichiometry 2
Numerical method.—The above governing relationships were
solved using COMSOL Multiphysics 5.0/5.1 (COMSOL, Inc., Palo
Alto, CA) coupled to Matlab R2014a with steady-state and transient
solvers. The mesh was generated with 5,388 triangular and 2200
quadrilateral elements, where increased mesh density was introduced
within and near CL domains. The fully-coupled physics were solved
with MUMPS general solver, with 110,563 degrees of freedom. Para-
metric sweeps were run through a coupled Comsol/Matlab interface,
where defined variables and functions were passed between the two
programs. This enabled ease of data storage in a form of structures
through a Matlab interface.
Results and Discussion
Model validation and polarization behavior.—Since the focus
of the study is on the impact of catalyst-layer thickness, especially
thin ones, the model was first validated by comparison to data from
NSTF cells. In the following sections the model results and relevant
discussion are presented. Figure 2 shows model prediction for ex-
perimental data for NSTF PEFCs at two different temperatures. The
experimental data is for two different cell builds with Baseline GDLs
and operating conditions listed in Table VIII. The model shows a good
agreement with the polarization curves, predicting high current den-
sities, 2 A/cm2 at 0.45 V at 80◦C and almost an order of magnitude
reduction of limiting current, 0.21 A/cm2 at 0.45 V for PEFC oper-
ating at 40◦C. This temperature sensitivity is attributed to poor water
management and is discussed in more detail in the later sections and is
a key factor that the model should capture. It should be noted that the
high-temperature polarization curve for NSTF is also representative
of thicker, traditional Pt/C catalyst layers.
Furthermore, it is important for the model to be able to predict
startup of the PEFC at low temperatures, as this could be greatly
impacted by catalyst-layer thickness or water capacity. The transient
simulations were run in galvanostatic mode, where a constant current
of 0.25 A/cm2 was applied and cell voltage monitored over 400 s. Fig-
ure 3a shows start-up transients for two types of cell builds – adiabatic
Figure 3. a) Transient startup simulations for the isothermal and adiabatic cell hardware. Symbols show experimental data,70 whereas solid lines show modeling.
b) Temperature transients for the GDL for two cell hardware and modeling fits.
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Figure 4. Current density at 0.5 V as a function of catalyst-layer thickness
and temperature.
and isothermal. Adiabatic cell architecture developed by United Tech-
nologies Corporation (Hartford, CT) simulates the cell inside a PEFC
stack,69 where major heat sinks due to the endplates do not exist as
they do for a typical single-cell or isothermal test. For the adiabatic
case, the model predicts a linear increase in cell temperature over
time from 40◦C initially to 51◦C at time of 400 s (Figure 3b), whereas
the experimental data show increase only to 46◦C; the discrepancy
arises from the fact that the model uses a truly adiabatic or no-flux
boundary condition for energy whereas experimentally some losses
remain. Moreover, in the experimental set-up the thermocouples were
placed in the locations under the gas-flow in the channel, thus possibly
under-predicting the cell’s temperature due to gas convective cooling.
Comparison of the model with experimental data shows good agree-
ment, where, during the initial adiabatic cell heating, the potential
drops but recovers within the initial 100 s, after which the potential
steadily increases and startup of the cell is successful. Whereas for the
isothermal cell, the potential continues decreasing, although at a less
steep rate, until cell shutdown happens at 450 s. This initial voltage
decay is due to a time-lag in membrane humidification and low cell
temperatures. The potential recovery for the adiabatic cell is due to
higher temperature phenomena including property changes occurring.
Impact of catalyst-layer thickness.—As shown in Figure 2, there
is quite a performance discrepancy with temperature for the very thin
NSTF electrodes. However, one would expect that performance dif-
ference to change as a function of catalyst-layer thickness. To study
this issue, simulations are run at various operating temperatures and
catalyst-layer thicknesses as shown in Figure 4. In these simulations,
the specific reactive surface area is held constant and thus the amount
of catalyst varies with catalyst-layer thickness, similar to what occurs
in reality. As shown in Figure 4, decreasing the loading plays a much
less significant role in terms of affecting performance compared to
the difference in performance due to temperature change. The results
demonstrate several interesting features. First, at high temperature,
the impact of thickness is minimal with the major effect being the
decreased amount of catalyst loading, although this is not substantial.
For the very thin catalyst layers, flooding occurs which limits the per-
formance. It is interesting that there appears to be a slight peak around
5 micrometers due to minimizing some of the mass-transport issues
within the catalyst layer and especially the impact of having a higher
average temperature in the catalyst layer due to the higher volumetric
reaction rates as discussed below. This result also shows that under
these conditions only about 5 micrometers is well utilized. Figure 4
also demonstrates that for thicker catalyst layers, the dependence on
temperature is not that strong, due to the ability of catalyst layers to
minimize the impact of saturation. In fact, only for thicknesses be-
low 5 micrometers is there a significant change in the temperature
response, and for all thicknesses, that change occurs around 50◦C.
The reason for this change is that this temperature represents when
the cell moves from mainly liquid to vapor water transport through
phase-change-induced (PCI) flow.22,71,72 Thus, at this temperature, the
combination of thermal gradients and vapor pressure result in water
evaporating in the catalyst layer and moving along the vapor-pressure
gradient and condenses in the channel or at the land.71 Such impact is
shown in the higher water saturation at the land in Figure 5a. It should
be noted that due to this change, the intermediate temperature range
around 50◦C also results in the hardest numerical convergence for the
model.
The above issues are demonstrated in Figure 5b, where it is clear
that flooding is not significant at higher temperatures due to PCI flow.
At lower temperatures, flooding occurs but the thicker catalyst layers
can accommodate this without impacting performance significantly.
Figure 5a shows that the liquid saturation at the anode is quite high,
but due to the pure hydrogen feed and fast diffusion, this does not
impact the performance. The very high liquid saturation is driven by
the fact that there is a substantial amount of water being transferred
from cathode due to the thinness of the catalyst layer localizing the
water generation and thus liquid pressure within the smaller volume.
This is seen in that the net water flux, β,
β = N
mem
w
i2/F
[31]
is slightly negative (−0.003) for 0.5 μm and 40◦C, and increases with
thickness to −0.0005 for 10 μm as shown in Figure 5c. The direction
of the net membrane water flux, N memw , is defined as positive when
water is transported to the cathode and negative when it is transported
to the anode.
Beyond the impact of thickness on steady-state performance is
its influence on startup, where there is a competition between water
production and flooding and water removal and heat production. To
explore these interactions, transient simulations were conducted. Pre-
vious work has highlighted that these tradeoffs are key for understand-
ing operation and successful startup, especially when time-dependent
phenomena occur such as phase-change effects including evaporation
and freezing.11,12,14–16,73 Figure 6 shows simulation results of adia-
batic startups for various catalyst-layer thicknesses; it should be noted
that the timescales are sensitive to input parameters including heat
capacities, but the trends remain comparatively the same. As seen
in the figure, thicker catalyst layers result in better performance due
to their lower saturation caused by the lower volumetric generation
rate. This lower rate also results in a faster approach to stable per-
formance, although not necessarily a faster heat up, and subsequent
performance increase as seen (see Figure S3 in the SI) in the slightly
smaller slope increase with the thicker catalyst layers. For thin cata-
lyst layers, a higher volumetric rate causes a deeper and significantly
longer performance decrease while the tradeoffs between water and
heat production and water removal balance. Thinner layers also exhibit
a continuous decrease in performance when simulated isothermally at
40◦C (see Figure 10) and a lower sensitivity to thickness in agreement
with Figure 4.
Property sensitivities for thin catalyst layers: NSTF case study.—
As mentioned, NSTF is the prototypical thin-film catalyst layer with
about 0.5 μm thickness, and thus serves as a good test case for explor-
ing the sensitivities of various properties on low-temperature perfor-
mance using thin catalyst layers. As shown in Figure 2 and elsewhere
(see also Figure 4), these electrodes demonstrate extreme sensitivity to
temperature, which can be mitigated by moving water from the cath-
ode to the anode and thus relieve cathode flooding.4,5 In this section,
we explore several properties that could impact such a mechanism and
explore their relevance. It should be noted that the focus here is on
material properties rather than operating conditions, since these are
assumed to be specified by the system and stack and thus not easily
altered. For example, the most obvious choice to force water through
the anode is to increase the cathode versus anode pressure (or even
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Figure 5. (a) Two-dimensional spatial liquid-saturation distribution at 40◦C for 0.5 micrometer catalyst layer. (b) Average catalyst-layer saturation as a function
of thickness and temperature. (c) Normalized net water flux at 40◦C as a function of catalyst layer thickness.
go to vacuum pressures),5,74 but which might not be practical at the
system level.
Since the desire is to move the water out of the anode, the prop-
erties explored are GDL permeability and interfacial liquid pressure,
the membrane sorption rate and diffusivity, and the electrode hy-
drophobicity. While cathode properties and changes (e.g., thicker or
more resistive MPLs) could likewise promote more water out of the
anode,45,75–77 these often result in additional cathode-catalyst-layer
flooding (which is not the case for the increased cathode gas pressure
mentioned above) and so are not considered. A tornado plot showing
the sensitivities of the various parameters is shown in Figure 7. As
seen in the figure, the most sensitive parameters are the interfacial
Figure 6. Transient simulation results as a function of catalyst-layer thickness for an adiabatic startup at 0.7 A/cm2 starting at 25◦C showing (a) potential and (b)
average catalyst-layer saturation.
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Figure 7. Current density at 40◦C for 0.5 μm thick cat-
alyst layer at 0.4 V with various property changes from
those in Tables V and VI.
anode GDL|channel liquid pressure and CL liquid pressure, whereas
some of the others have to be varied orders of magnitude in order to
impact performance. The baseline current for the baseline properties
used in the model is 0.95 A/cm2 (at 0.4 V), and the current decreased
or increased depending on each individual change in property value.
For example, reducing a property by 10 (×0.1 in Figure 7) results in
currents of 0.91, 0.5, and 0.75 A/cm2 for anode liquid permeability,
membrane sorption rate, and membrane diffusivity, respectively. Of
course, different material properties are obtainable with different de-
grees of ease. From this comparison, the membrane sorption rate is
the most sensitive parameter. As discussed below, the increased per-
formance tracks strongly with an increase in the net water flux being
driven out the anode than the cathode (i.e., more negative β). Each
parameter is discussed below in turn.
Anode-GDL liquid pressure.—The liquid pressure at the CH|GDL
interface arises from the existence of discrete water droplets that must
be removed by the flowfield either by contact with the lands or by
detachment due to gas flow in the channel. This droplet detachment
is strongly coupled to the adhesion force of the material on the GDL
surface.40,41,46,78,79 Incorporation of this physics into continuum cell
models remains a challenge.9 However, such effects should essen-
tially impact the water liquid pressure at the boundary, which is the
pressure of the droplet at detachment, assuming Darcy’s law remains
valid. Furthermore, it is suspected that this value is dependent on GDL
type and perhaps even history.78 To explore this impact, the liquid-
pressure boundary condition was varied, with the impact on current
shown in Figure 7 (see also Figure S4 of the SI). As the pressure is
decreased from 160 to 100 kPa, the cell current density increases 5×
to almost its higher-temperature performance (see Figure 4) due to
a much lower amount of flooding within the cathode (as shown in
Figure 8a (compare to Figure 5a)) caused by the lower liquid pres-
sures resulting from the increased flux to the anode and lower anode-
boundary liquid pressure. This net flux of water is shown in Figure
8b, where β (see Eq. 31) is plotted as a function of boundary liquid
pressure.
It is apparent that the best performance occurs with the most neg-
ative β, corresponding to the most water out of the anode. For a
comparison of the actual water fluxes, see Figure S5 in the SI, al-
though it should be noted that these simulations are at 0.4 V, and thus
the net water flux varies for different liquid pressures, which is one
reason why β is a good comparison parameter since it normalizes this
effect. At higher liquid pressures, β steeply increases, reversing sign
at 161 kPa, indicating net water transport from anode to cathode. At
180 kPa, β is at its limiting value, corresponding to a zero liquid flux
as shown in Figure S5 in the SI. For smaller anode-boundary liquid
pressures, β asymptotes to a value of −0.01, and further decreasing
anode liquid pressure will not enhance water removal through the
anode side. Under these conditions, droplet removal into the channel
is no longer a limiting step in anode water removal but some other
Figure 8. (a) Two-dimensional spatial liquid-saturation distribution for reduced anode-boundary liquid pressure of 100 kPa and (b) value of dimensionless net
water flux (Eq. 31) as a function of anode-boundary liquid pressure.
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Figure 9. Net membrane water flux as a function of reduction factor for a) anode GDL permeability and b) membrane sorption rate.
mechanism (e.g., water transport through anode GDL or membrane)
becomes more important.
From a design consideration, a GDL with a low adhesion force
is preferred, where liquid-droplets can be detached with lower re-
sistance. Several design mitigation parameters to enable this include
GDL or land surface treatments, GDL architectures with morpholog-
ical changes including perhaps modulated porosity,80 cell compres-
sion level, higher gas flowrates, or different channel/land dimensions.
These modifications will not necessarily benefit GDL-MPL or GDL-
CL interfaces, where low water breakthrough pressures are desirable
for water removal from the CL. To accommodate GDL-CH and GDL-
MPL/CL interfaces, a spatially inhomogeneous structure is perhaps
preferred, where the GDL properties are modified chemically and
structurally to aid in water removal from the CL while simultane-
ously having a small droplet adhesion force on the other side of the
GDL.
Anode-GDL permeability.—The permeability of the GDL is tightly
coupled to the GDL structure and surface treatment. GDL hydropho-
bization can possibly reduce the porosity and permeability of a GDL,
as reported in the literature.81–84 In addition, compression and land-
channel effects can have similar effects on transport parameters.37,85–92
Locations of GDLs under land are more compressed, thus having
lower porosity and hence lower permeability. To explore the impact
of permeability, the anode liquid saturated permeability was decreased
by factors between 10 and 100, and increased by factors 10 and 100
with the results as shown in Figure 7 and Figure 9a. Increasing per-
meability by a factor of 100 did not show dramatic effect on current
density, as it increased to 1.03 A/cm2, indicating that the anode GDL
permeability is not a performance-limiting factor. As the permeability
decreased by two orders of magnitude from the baseline, the current
decreases from 0.95 to 0.63 A/cm2. This 37% reduction in current
density is significant; however, even with high compressions or ex-
treme PTFE loadings (>40 wt-%) a 100× decrease is not expected.
A decrease in one order of magnitude, which is physically justifiable,
results in only a minor 9.4% reduction in current density. The change
in current density tracks that of β as shown by Figure 9a as it did for
the liquid-pressure case above (see Figure 8). The 100× decrease in
permeability results in increased liquid pressure such that the anode
pressure drop increases across the GDL (up to 30 kPa), significantly
changing the saturation throughout the cell (Figure S6c of SI) and liq-
uid water flux (Figure S6d of SI), with a significant impact on anode
flooding.
Membrane sorption and transport coefficient.—A key aspect of
removing water through the anode is getting the water across the
membrane. In terms of transport properties, the sensitivity is not that
strong as shown in Figure 7, which is consistent with both the thinness
of the membrane (24 μm) as well as the fact that transport of water
through the membrane is seemingly interfacially dominated. For ex-
ample, reducing the transport coefficient by an order of magnitude
decreases the current density to 0.74 A/cm2, whereas decreasing the
membrane sorption rate by an order of magnitude results in a current
density decrease to 0.5 A/cm2. In terms of percentage change, these
constitute 22 and 47% decreases, respectively. Increasing the transport
coefficient does not affect the current density, since it is no longer lim-
iting (see Figure S8 in SI). This is especially true for modern cells that
utilize membranes on the order of 10 μm, where the bulk property is
no longer that significant; however, interfacial effects could still limit
water transport. It has been shown that the interfacial mass-transfer
coefficient for water transport can be significant relative to the trans-
port coefficient, especially for drier membranes.27,93–100 Only a few
models assume non-equilibrium and incorporate interfacial resistance
for species transport.101–103 To explore this effect in more detail, the
baseline value adopted from Kientiz et al.27 and reported in Table
VI was reduced by factors of 10 (×0.1) and 20 (×0.05) as shown in
Figure 7 (and in Figure S8 of the SI). As the figures show, as the water
sorption coefficient decreases, the current density decreases too. Fur-
ther reducing the sorption rate has no significant impact on the current
density because for these low values, most of the water produced is re-
moved through the cathode side as evidenced by the dramatic change
in β and the water fluxes shown by Figure 9b. Increasing sorption co-
efficient by factor of 10 increases current density from baseline 0.95
to 1.31 A/cm2, further insignificant increase in current is observed for
a factor of 100 as shown by Figure 7.
In addition, one expects that the membrane sorption coefficient
will impact the transient response as well. This is seen in Figure 10,
where the two order-of-magnitude decrease in sorption rate results in a
dramatic cell shutdown due to flooding since all of the produced water
remains in the catalyst layer immediately upon startup. Particularly,
Figure 10 shows simulations for 0.5 or 5 μm catalyst layers at a
current density of 0.25 A/cm2, where the temperature outside of the
bipolar plate is set to a constant 40◦C. For the 0.5 μm thick electrode,
the potential drops to 0.45 V after the first 10 s and then continues
decreasing to 0.42 V at 200 s, when the simulation was terminated.
For the 5 μm thick catalyst layer, the potential recovery occurs faster
(5 s) and a higher cell potential is maintained (0.49 V). Moreover, the
potential decay is less steep, amounting only to 0.01 V for 200 s of
simulation time. Such limited water capacity of thin catalyst layers
means that startup, especially from low and subzero temperatures,
requires membranes that have water capacity and can uptake water
quickly as mentioned above.
Catalyst-layer hydrophobicity.—In almost all of the above simu-
lations, cell performance became limited at the lower temperatures
due to cathode catalyst-layer flooding. Thus, if one can alter the hy-
drophobicity of the catalyst layer, one could minimize the onset of
flooding and thus increase performance. To examine this, simulations
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Figure 10. a) Transient simulation of a start-up where PEFC potential is plotted as a function of time for two catalyst layer thicknesses. Start-up failure is shown
when water sorption rate is reduced by two orders of magnitude. b) Transient simulation of normalized net water flux through the membrane.
were run with different water-retention curves by shifting them to the
left (positive shift) or right (negative shift) by a specified capillary-
pressure value (see Figure 11) for steady-state (see Figure S9 of SI)
and transient conditions. As shown in Figure 7, this results in a signif-
icant change in the current density due to the varied levels of liquid-
water saturation inside the CL. Increasing hydrophobicity of the CL
(shifting water-retention curve by −20 kPa) results in current density
increase to 1.11 A/cm2, which is 17% higher than the baseline. On
the other hand, for highly hydrophilic CL (shift by +20 kPa) the ob-
served current was 0.66 A/cm2, which is 31% decrease in current. For
these highly hydrophilic CLs both anode and cathode are flooded (see
Figure S9c).
Furthermore, as shown in Figure 11a, there is also a significant
impact on the startup response of the cell. As the hydrophobicity in-
creases, the cell’s potential recovers to a higher value after an initial
10 s decay. The improvement in the potential recovery for the more
hydrophobic layers is mainly due to their lower saturation, as shown
by Figure 11b. Compared to a baseline case, the saturation decreases
dramatically for a 30 kPa shift (from 0.92 to 0.58 at simulation times
larger than 10s). However, the increased hydrophobicity also results
in a more positive β (see figure S10 of the SI), thus more water out
the cathode than the anode due to changing the driving force of water
through the membrane. It should be noted that there is still debate as
to whether retention curves or water-film formation are more limiting
in CLs. Furthermore, it should be noted that it is not trivial to change
the water-retention curve by 30 kPa, seeing as GDLs are typically in
the range of 10’s of kPa before complete saturation, and even MPLs
are in the range of 100 kPa or so, although this is still an area of re-
search and depends on fabrication method, cracks, etc.31,47,49,50,104–107
Compounded on this is in the need for catalysts at sufficient loadings
in the thinner electrodes, thereby resulting in extended hydrophilic
surfaces. However, hydrophobicity changes could explain recent ob-
servations of the impact of interlayers with NSTF showing increased
performance.
Summary
In this article, the startup and steady-state performance of polymer-
electrolyte fuel cells with varying catalyst-layer thickness was exam-
ined using a two-dimensional, two-phase mathematical model that
incorporates the relevant physics. The model was validated with both
steady-state and transient startup data using thin-film catalyst lay-
ers based on the nanostructured thin-film architecture. It was found
that for catalyst layers thinner than about 5 μm, there is a signifi-
cant dropoff in performance with temperatures below 50◦C, where
phase-change-induced flow can no longer remove a majority of the
produced water in the vapor phase. To mitigate the flooding of these
thinner electrodes, various material properties were explored. The
key finding was the need to remove more of the water through the
anode than the cathode, thereby decreasing the cathode saturation.
Such a mechanism can be enhanced by decreasing the anode gas-
diffusion-layer / gas-channel boundary pressure for the liquid phase,
assumed to be caused by water-droplet interactions there. Similarly,
changes to the cathode catalyst-layer water-retention behavior can
avoid flooding, although enacting such changes experimentally is not
trivial. Less sensitive were changes to gas-diffusion-layer and mem-
brane permeability. Of middle sensitivity was the membrane sorption
coefficient. Overall, the findings and analysis presented help to ex-
plain the impacts of changing catalyst-layer thickness, especially at
Figure 11. Transient nonisothermal simulation of a) isothermal startup for four different hydrophilicity/hydrophobicity levels in the cathode catalyst layer. The
inset shows the associated water-retention curves.
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lower temperature operation, and provide guidance and improvement
routes for optimizing performance of thinner catalyst layers.
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List of Symbols
a0 activity of water in membrane
¯Cp molar heat capacity, J/molK
 ¯Cp,i− j difference in molar heat capacity between species i and
j, J/molK
c molar concentration of species, mol/m3
Di j binary, Stefan-Maxwell diffusion coefficient for species
i in j, cm2/s
¯Di j binary, diffusion coefficient from inverted Stefan-
Maxwell form for species i in j, cm2/s
Dμ0 membrane diffusion coefficient, cm2/s
e elementary charge, C
Er reaction effectiveness factor
EW equivalent weight of membrane, g/equiv
f volume fraction of water in membrane
F Faraday’s constant, 96487 C/mol
Gi Potential-dependent activation-free energies, eV
¯Hi molar enthalpy of species i, cm3/mol
 ¯Hi difference in enthalpy between species i and j, J/g
HO2,N Henry’s constant
i current density, A/cm2
i r xnh volumetric current density source, A/cm3jagg agglomerate volumetric current density, A/cm3
k permeability, cm2 or Boltzmann’s constant, m2kg/s2K
kk rate constant for phase-change path, k, gmol/Jcm3s
kr,α relative permeability of phase α
kT thermal conductivity of phase, W/cmK
kc reaction rate at the surface of agglomerate, A/cm3
l length of domains, μm
Mi molar mass of species i, g/mol
Ni mass flux of species i, g/cm2s or heat flux W/cm2
Pi partial pressure of species i, Pa
Pα total pressure of phase α, Pa
ragg agglomerate radius, nm
R ideal-gas constant, J/molK
Rr rate of phase-change process k, g/cm3s or thermal con-
tact resistance, m2K/W
RH relative humidity, %
si Volumetric mass source, g/cm3s
Sα saturation of phase α
S membrane liquid-equilibrated fraction
¯Si (partial) molar entropy of species i, J/molK
t time, s
T temperature, K
vα velocity of phase α, cm/s
Ui equilibrium potential of reaction i
V cell potential, V
¯Vi (partial) molar volume of species i, cm3/mol
¯Vagg ratio of volume of agglomerate core to the volume of
entire agglomerate
yi mole fraction of species i
Greek
α Phase, transfer coefficient or vapor/liquid-equilibrated
transport coefficient
β exponent in tortuosity and permeability relations, and
normalized net water flux
γ surface energy, N/cm
δ thickness, μm
δagg thickness of thin-film around agglomerate, nm
εα volume fraction of phase α
φL Thiele’s modulus for chemical reaction
ηi overpotential of reaction i
κ ionic conductivity, S/cm
λ membrane water content, mol H2O/mol SO3
λi feed stoichiometry of reactant gas species i
μi (electro)chemical potential of species i, J/mol, or dy-
namic viscosity, Pas
ξ electro-osmotic coefficient
h Peltier coefficient for reaction h, V
θi coverage of intermediate species i
ρ density, g/cm3
σ electric conductivity, S/cm
τα tortuosity of phase α
 potential, V
ωi mass fraction of species i
 Subdomain
Subscripts and Superscripts
0 reference value of membrane water
1 electrically conductive phase
2 ionically conductive phase
a anode
agg agglomerate
c cathode or capillary
DA dissociative adsorption
eff effective value corrected for porosity and tortuosity
G gas phase
HOR hydrogen oxidation reaction
i Species
j Species
L liquid phase
M membrane phase
O intermediate O-species
OH intermediate OH-species
ORR oxygen reduction reaction
RA reductive adsorption
RD reductive desorption
RT reductive transition
ref reference value
rxn Reaction
sat saturated
t triple-point value
v vaporization-condensation
V water vapor
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