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Abstract
We consider the multi-target detection problem of recovering a set of signals
that appear multiple times at unknown locations in a noisy measurement. In
the low noise regime, one can estimate the signals by first detecting occurrences,
then clustering and averaging them. In the high noise regime, however, neither
detection nor clustering can be performed reliably, so that strategies along these
lines are destined to fail. Notwithstanding, using autocorrelation analysis, we
show that the impossibility to detect and cluster signal occurrences in the presence
of high noise does not necessarily preclude signal estimation. Specifically, to
estimate the signals, we derive simple relations between the autocorrelations of
the observation and those of the signals. These autocorrelations can be estimated
accurately at any noise level given a sufficiently long measurement. To recover the
signals from the observed autocorrelations, we solve a set of polynomial equations
through nonlinear least-squares. We provide analysis regarding well-posedness of
the task, and demonstrate numerically the effectiveness of the method in a variety
of settings.
The main goal of this work is to provide theoretical and numerical support for a
recently proposed framework to image 3-D structures of biological macromolecules
using cryo-electron microscopy in extreme noise levels.
1 Introduction
We consider the multi-target detection problem of recovering a set of K signals that ap-
pear multiple times at unknown locations in a noisy measurement. Let x1, . . . , xK ∈ RL
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be the sought signals and let y ∈ RN be the observed data, where we assume N is much
larger than L. Let s[i] count the number of signal occurrences whose first entry is
positioned at y[i]. Each of those s[i] signals is chosen among x1, . . . , xK according to
some (possibly unknown) distribution over {1, . . . , K}. If signal occurrences overlap,
they interfere additively. With additive white Gaussian noise, the measurement model
can be written as
y =
K∑
k=1
sk ∗ xk + ε, ε ∼ N (0, σ2IN), (1.1)
where ∗ denotes linear convolution, and sk[i] indicates the number of occurrences of xk
starting at y[i], so that s = s1 + · · ·+ sK . Explicitly, with zero-based indexing,
y[i] =
K∑
k=1
L−1∑
j=0
sk[i− j]xk[j] + ε[i].
The goal is to estimate x1, . . . , xK from y. In parts of the paper, we focus on the
case K = 1, called the homogeneous case; the case K ≥ 2 is called heterogeneous. This
idealized setup appears in several scientific applications, including structural biology [13]
(as we detail below), spike sorting [32], passive radar [20], and system identification [37].
In the low noise regime (small σ), a valid strategy is to first detect the signal occur-
rences in y (that is, estimate s), cluster them (that is, separate s into s1, . . . , sK), and
solve standard deconvolution problems. Crucially, we focus on the high noise regime,
where reliable detection of signal occurrences is impossible [13, 3]. This limitation does
not, however, preclude estimation of the signals x1, . . . , xK , as we show in this paper. In
this setting, we refer to s1, . . . , sK as nuisance variables : knowing them would certainly
help, but we do not aim to estimate them.
In order to recover the signals in the high noise regime, we use autocorrelation
analysis. At any noise level, the autocorrelations of the observation can be estimated
to any desired accuracy for sufficiently large N . This computation is straightforward
and requires only one pass over the data. The underlying principle is to relate the
autocorrelations of the observation y to the autocorrelations of x1, . . . , xK .
Below we describe two generative models for s. In these models, the relationship
between the autocorrelations of y and those of x1, . . . , xK depends on s1, . . . , sK only
through their expected sums, that is, the expected total number of occurrences of each
signal. To estimate the signals and occurrence counts from the computed autocorrela-
tions, we solve a nonlinear least-squares problem as explained in Section 5.
The multi-target detection problem is an instance of blind deconvolution—a long-
standing problem arising in a variety of engineering and scientific applications, such as
astronomy, communication, image deblurring, system identification and optics; see [24,
41, 5, 2], to name a few. Different variants of the blind deconvolution problem have
been thoroughly analyzed recently [4, 34, 33, 30, 35, 27]. In clear contrast to multi-
target detection, these works focus on the low noise regime and aim to estimate both
unknown signals (in our setting, this means estimating both xk’s and sk’s).
2
Models for target distribution
We consider two models for the distribution of signal occurrences in the observation,
that is, for s1, . . . , sK .
The well-separated model. As a first setup, we allow any generative model for s
which meets the following separation requirement: s is binary, and
If s[i] = 1 and s[j] = 1 for i 6= j, then |i− j| ≥ 2L− 1. (1.2)
In words: the starting positions of any two occurrences must be separated by at least
2L − 1 positions, so that their end points are necessarily separated by at least L − 1
signal-free (but still noisy) entries in the data. Furthermore, we require that the last
signal occurrence in y is also followed by at least L−1 signal-free entries. This property
ensures that correlating y with versions of itself shifted by at most L−1 entries does not
involve correlating distinct signal occurrences. Once s is determined, for each position
i such that s[i] = 1, one of the signals xk is selected independently at random, and
accordingly we set sk[i] = 1. As a result, the only properties of s1, . . . , sK that affect
the autocorrelations of y (for shifts up to L− 1) are the total number of occurrences of
the distinct signals: their individual and relative locations do not intervene. We detail
this in Section 3.
The Poisson model. If the separation condition is violated, more knowledge about
the location distribution is necessary to disentangle the autocorrelations of y. To that
effect, we analyze a Poisson generative model.
Specifically, for each position i, the number s[i] of signal occurrences starting at that
position is drawn independently from a Poisson distribution with parameter γ/L, that
is, s[i] i.i.d.∼ Poisson(γ/L) for some parameter γ > 0. Then, s[i] is split into s1[i] + · · ·+
sK [i] by selecting s[i] signals among x1, . . . , xK , independently at random following a
fixed distribution over {1, . . . , K}. It is possible for more than one occurrence of the
same xk to start at position i. As for the well-separated model, the autocorrelations of y
under this model depend weakly on s and s1, . . . , sK , essentially through the parameter
γ: see Section 3.
Extensions
Extending the problem setup and autocorrelation analysis to signals in more than one
dimension is straightforward: see the discussion in Section 4.4 and numerical experi-
ments in Section 5.
Likewise, it is easy to extend the model to situations where the signal occurrences are
sampled from a general distribution rather than from a finite set of choices x1, . . . , xK .
The finite setup corresponds to the following distribution for signal occurrences:
x ∼
K∑
k=1
pikδ(x− xk), (1.3)
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where δ(x− xk) is a Dirac delta (a point mass) located at xk, and (pi1, . . . , piK) encodes
the discrete distribution over {1, . . . , K}. In the generalized setup, the goal is to esti-
mate the distribution (possibly defined by a finite set of parameters). In particular, this
allows for continuous distributions of targets. We adopt this perspective when deriving
the autocorrelations in Section 3.
In the next section, we show how this flexibility allows us to model an important
imaging problem in structural biology.
2 Connection with single-particle reconstruction via
cryo-electron microscopy
Cryo-electron microscopy (cryo-EM) has recently joined X-ray crystallography and nu-
clear magnetic resonance (NMR) spectroscopy as a high-resolution structural method
for biological macromolecules [18, 26, 10]. In a cryo–EM experiment, biological sam-
ples (e.g., macromolecules, viruses) are rapidly frozen in a thin layer of vitreous ice.
The microscope produces 2-D tomographic images of the samples embedded in the ice,
called micrographs. Each micrograph contains multiple tomographic projections of the
samples at unknown locations and under unknown viewing directions. Importantly,
the electron dose must be kept low to mitigate radiation damage, inducing high noise
levels. The goal is to reconstruct 3-D models of the molecular structures from the
micrographs. Since cryo-EM produces images of individual particles, it can elucidate
multiple structures simultaneously. This is in clear contrast to X-ray and NMR, which
aggregate information from an ensembles of particles.
Considering the extensions described in the previous section, we can phrase a sim-
plified generative model for micrographs (the observation y) within our framework.
Specifically, locations are chosen in the 2-D plane of the image, corresponding to s: this
is where the molecules are fixed in the plane of the ice layer. At each selected location,
a 2-D tomographic projection of a molecule (a signal occurrence) is added in the obser-
vation y. This signal is drawn from a probability distribution described by a discrete
number of parameters which correspond to the sought 3-D structure, as follows.
The 3-D structure V (the target parameter) can be expanded into a linear combi-
nation of basis functions (for example, spherical harmonics for the spherical part and
Bessel functions for the radial part): the coefficients of this expansion are the unknowns.
Then, a rotation Rω is applied to the volume (to model viewing directions) according to
a (possibly unknown) distribution of ω over SO(3) (the group of 3-D rotations). With
tomographic projection denoted by P , x is a random signal, related to the distribution
of ω through:
x = P (RωV ). (2.1)
By further allowing V itself to be a random signal as well, this model can also encode a
mixture of structures in the biological sample. This mixture might also be continuous,
corresponding to continuous conformational variability.
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All contemporary methods for single particle reconstruction using cryo-EM split
the reconstruction procedure into two main stages. The first stage, called particle
picking, detects and extracts the particle projections from the micrographs. Given
the projections, the second stage aims to reconstruct a 3-D model of the molecular
structure, usually using an expectation-maximization algorithm [40]. Crucially, reliable
detection of individual particles is impossible in a highly noisy environment. This fact
has been recognized early on by the cryo-EM community. Particularly, in [22, 19], it
was reasoned that particle picking is impossible for molecules below a certain weight
(below ∼50 kDa).
Even if particle picking is feasible, procedures may be affected by model bias. Par-
ticle picking algorithms are typically based on correlating the micrograph with several
templates. Areas highly correlated with some of the templates are assumed to contain
projections: these yield the picked particles. Clearly, the picked particles depend heav-
ily on the chosen templates: different templates may lead to different picked particles,
hence, which is more problematic, to different 3-D structure reconstructions. The cryo-
EM community is well aware of this potential pitfall [45, 23, 44], which was notably
exemplified by the “Einstein from noise” experiment [42].
A recent work of the authors suggests a methodology to bypass particle picking and
reconstruct the 3-D structure directly from the micrograph [13]. Based on autocorre-
lation analysis, it was shown that—at least in principle—the limits high noise regimes
impose on particle picking do not necessarily translate into limits on 3-D reconstruction.
The main goal of the present paper is to provide theoretical and numerical support for
this approach, in a simplified setting.
In the next section, we introduce autocorrelation analysis in detail, focusing on the
multi-target detection model. We mention that similar ideas in cryo-EM can be traced
back to a seminal paper of Zvi Kam [25]. Kam proposed autocorrelation analysis for 3-D
reconstruction, under the assumption of picked, perfectly centered, particles. Kam’s
method has been extended and used in X-ray free electron lasers (XFEL) and cryo-
EM [36, 28, 31, 46]. In order to investigate the computational and statistical properties
of Kam’s method, a series of papers have studied a simplified model, called multi-
reference alignment [8, 14, 6, 39, 7, 1]. We follow the same line of research by considering
the multi-target detection as an abstraction to the application of reconstructing 3-D
structures directly from the micrograph [13].
3 Autocorrelation analysis
In what follows, we consider autocorrelations of both the observation y and of the
signal occurrences in y. As per our discussion of extensions, the signal occurrences
may be sampled from a discrete set {x1, . . . , xK} (as in (1.3)), or from a more general
distribution. Accordingly, we define autocorrelations broadly for a random signal z of
length M . For our purposes, this will be applied both to signal occurrences (of length
L) and to y (of length N).
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For a random signal z ∈ RM , the autocorrelation of order q = 1, 2, . . . is given for
any integer shifts `1, . . . , `q−1 by
aqz[`1, . . . , `q−1] = Ez
{
1
M
∞∑
i=−∞
z[i]z[i+ `1] · · · z[i+ `q−1]
}
, (3.1)
where the expectation is taken with respect to the distribution of z. Indexing out of
bounds is zero-padded, that is, z[i] = 0 for i out of the range 0, . . . ,M − 1. Explicitly,
the first-, second- and third-order autocorrelations are given by:
a1z = Ez
{
1
M
M−1∑
i=0
z[i]
}
,
a2z[`] = Ez
 1M
M−1+min{0,−`}∑
i=max{0,−`}
z[i]z[i+ `]
 , (3.2)
a3z[`1, `2] = Ez
 1M
M−1+min{0,−`1,−`2}∑
i=max{0,−`1,−`2}
z[i]z[i+ `1]z[i+ `2]
 .
Since autocorrelations depend only on the differences between indices, they obey the
following symmetries:
a2z[`] = a
2
z[−`],
and
a3z[`1, `2] = a
3
z[`2, `1] = a
3
z[−`1, `2 − `1].
In particular, for x sampled from {x1, . . . , xK} with probabilities (pi1, . . . , piK) as in (1.3),
the autocorrelations of x are given in explicit form in terms of those of the deterministic
signals x1, . . . , xK as:
aqx =
K∑
k=1
pika
q
xk
. (3.3)
Explicit expressions of the autocorrelations for the more involved model of cryo-EM (2.1)
are given in [13].
We are given one observation (one realization) of y. Thus, we cannot compute
the autocorrelations of y exactly as they involve taking an expectation against the
distribution of y. However, by the law of large numbers, as N grows to infinity the
empirical autocorrelations of y almost surely (a.s.) converge to the actual (population)
autocorrelations of y ∈ RN , that is,
lim
N→∞
1
N
∞∑
i=−∞
y[i]y[i+ `1] · · · y[i+ `q−1] a.s.= aqy[`1, . . . , `q−1]. (3.4)
This provides a concrete means of estimating the quantities aqy. In the remainder of this
section, we relate the observables aqy to the unknowns aqx, first under the well-separated
model, then under the Poisson model.
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3.1 Autocorrelations under the well-separated model
Under the separation condition (1.2), the relation between autocorrelations of the obser-
vation y and those of x is particularly simple, as we now show. It is useful to introduce
some notation: let |s| = ∑i s[i] denote the number of signal occurrences in y, and let
γ =
|s|L
N
. (3.5)
This γ is the fraction of entries of y occupied by signal occurrences. The separation
condition imposes γ ≤ L
2L−1 ≈ 1/2. For the heterogeneous model (1.1), one can define
γk =
|sk|L
N
, (3.6)
where |sk| =
∑
i sk[i] so that γ =
∑
k γk.
Owing to the separation condition, when correlating y with shifted versions of itself
for shifts in 0, . . . , L−1, any given occurrence of x in y is only ever correlated with itself,
and never with another occurrence. As a result, the autocorrelations of y depend on
the corresponding autocorrelations of x, the noise level σ and the density γ (which is a
weak dependence on the support signal s). Specifically, we show the following identities
in Appendix A:
a1y = γa
1
x, (3.7)
a2y[`] = γa
2
x[`] + σ
2δ[`], (3.8)
a3y[`1, `2] = γa
3
x[`1, `2] + σ
2γa1x
(
δ[`1] + δ[`2] + δ[`1 − `2]
)
, (3.9)
where δ[0] = 1 and δ[` 6= 0] = 0, and indices `, `1, `2 are in the range 0 ≤ ` ≤ L − 1.
Terms proportional to σ2 are due to noise. If σ is known, they can be handled easily.
If σ is unknown, one can either estimate it form the data, or one can ignore the few
entries of the autocorrelations that are affected by σ—one in a2y and 3L − 2 in a3y, a
relatively small number in both cases.
We show in Section 4.1 that x, γ and σ can be identified uniquely from the observed
autocorrelations for the homogeneous case K = 1 (all signal occurrences are the same).
3.2 Autocorrelations under the Poisson model
In this section, we give the expressions for the autocorrelations of the observed signal
y under the Poisson model. We first note that the expected total number of signals
occurring in y is equal to (N − L + 1)γ/L, and consequently the total lengths of all
signals (including overlaps) divided by N is equal to
N − L+ 1
N
· γ
L
· L N→∞−→ γ. (3.10)
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Therefore, in the largeN limit, similarly to the role of γ in the well-separated model (3.5),
the parameter γ may be interpreted as the signal density.
In Appendix B, we prove the following expressions for the autocorrelations of y under
the Poisson model. As in the well-separated model, the observed autocorrelations do
not depend on individual occurrences of the signal, but only on the distribution of x
itself, and the parameters γ and σ:
a1y = γa
1
x, (3.11)
a2y[`] = γa
2
x[`] + σ
2δ[`] + (γa1x)
2, (3.12)
a3y[`1, `2] = γa
3
x[`1, `2] + σ
2γa1x
(
δ[`1] + δ[`2] + δ[`1 − `2]
)
+ (γa1x)
3 + γa1x · (γa2x[`1] + γa2x[`2] + γa2x[`2 − `1]). (3.13)
Note that from those autocorrelations, it is easy to retrieve the autocorrelations of the
well-separated model for all entries unaffected by σ. If σ is known, then it is true for
all entries.
In the homogeneous case (K = 1), we show in Section 4.2 that a1y, a2y and a3y identify
uniquely the signal x, the Poisson parameter γ, and the noise level σ for generic x.
4 Theory
We begin this section by showing that, in the homogeneous case (K = 1), under both
the well-separated and the Poisson models, the first three observed autocorrelations
identify the (deterministic) signal x, the density parameter γ, and the noise level σ2.
Then, for the heterogeneous case (K ≥ 2), we bound from above the number K of
signals that can be recovered from those autocorrelations as a function of the signal
length L. Finally, we briefly discuss multi-dimensional signals.
Before that, we start by showing that in the homogeneous case a deterministic signal
z ∈ RL is identified uniquely by its second and the third autocorrelations. Indeed,
assuming z[0] and z[L− 1] are nonzero, we can recover z explicitly by
z[k] =
z[0]z[k]z[L− 1]
z[0]z[L− 1] =
a3z[k, L− 1]
a2z[L− 1]
, (4.1)
for k = 0, . . . , L− 1. If z[0] or z[L− 1] are equal to zero, then a2z[L− 1] = 0 and we can
use that indication to shrink L. This proves the following useful fact:
Proposition 4.1. A deterministic signal z ∈ RL is determined uniquely by a2z and a3z.
Note that the procedure described in (4.1) is not numerically stable: if z[0] or z[L−1]
are close to 0, recovery of z is sensitive to errors in the autocorrelations. In practice, we
recover z by fitting it to its autocorrelations using a nonconvex least-squares procedure,
which is empirically robust to additive noise. In prior work, we have observed similar
phenomena for the related problem of multi-reference alignment [14, 16, 1].
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4.1 Guarantees for the homogeneous well-separated model
The observed moments a1y, a2y and a3y under the well-separated model do not immediately
yield the autocorrelations of the signal x; rather, the two are related by the noise level σ
and the signal density γ. We will show, however, that all parameters—x, γ and σ2—are
still identified uniquely by the observed moments of y.
First, we observe that if the noise level σ is known, generally, one can estimate γ
from the first two moments of the micrograph. The other direction is true as well: if
γ > 0 is known, then one can estimate σ2. The proof is provided in Appendix C.
Proposition 4.2. Assume the separation condition (1.2) holds and K = 1 (all signal
occurrences in y are identical, up to noise). If the mean of x is nonzero, then
γ =
L(a1y)
2
a2y[0] + 2
∑L−1
`=1 a
2
y[`]− σ2
, (4.2)
meaning γ can be determined from σ (and vice versa) using the observables a1y, a2y.
Using third-order autocorrelation information of y, both the ratio γ and the noise
σ can be determined simultaneously. For the following results, when we say that a
result holds for a “generic” signal x, we mean that the set of signals which cannot
be determined by these measurements has Lebesgue measure zero. In particular, this
means that we can recover almost all signals with the given measurements. The proof
is provided in Appendix D.
Proposition 4.3. Assume L ≥ 3, K = 1 and assume that the separation condi-
tion (1.2) holds. Then, the observed autocorrelations a1y, a2y and a3y determine the ratio
γ and noise level σ uniquely for a generic signal x. If γ > 1
4
, then this holds for any
signal x with nonzero mean.
From Propositions 4.1 and 4.3 we deduce the following:
Corollary 4.4. Assume L ≥ 3 and K = 1. Under the separation condition (1.2),
the signal x, the ratio γ, and the noise level σ are determined from the first three
autocorrelation functions of y if either the signal x is generic, or x has nonzero mean
and γ > 1
4
.
4.2 Guarantees for the homogeneous Poisson model
Similarly to the homogeneous well-separated model, the observed autocorrelations un-
der the Poisson model identify x, γ and σ2 uniquely. Opposed to Proposition 4.3, these
quantities can be computed explicitly. In Appendix E we prove the following result:
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Proposition 4.5. Under the homogeneous Poisson model, the signal x, the noise level
σ2 and the Poisson parameter γ are identified uniquely from the observed autocorrela-
tions. In particular,
γ = L
(γa1y)(a
2
y[1]− (a1y)2)∑L−1
`=0 γa
3
x[1, `] +
∑L−1
`=2 γa
3
x[`, `+ 1]
, (4.3)
σ2 = a2y[0] + 2
L−1∑
`=1
a2y[`]−
L(a1y)
2
γ
− (2L− 1)(a1y)2, (4.4)
where γa3x is indeed observable since
γa3x[`1, `2] = a
3
y[`1, `2]− (a1y)3 − a1y ·
(
a2y[`1] + a
2
y[`2] + a
2
y[`1 − `2]− 3(a1y)2
)
. (4.5)
4.3 Elementary limitations of the heterogeneous case
In the heterogeneous model (1.1), the unknowns are K signals of length L, together
with their densities γ1, . . . , γK (3.6) (equivalently: the distribution pi and overall den-
sity γ) and possibly the noise level σ. To estimate these parameters, we must collect
at least as many independent equations. Within our framework, polynomial equations
are provided by the observable autocorrelations, which correspond to mixed autocor-
relations of the unknowns as per (3.3). In this section, following [16], we count how
many equations the first three autocorrelations may provide in the best case (discount-
ing symmetries). This leads to a straightforward information-theoretic upper bound
on the number K of signals which can be estimated, as a function of L. This is only
an upper bound, though a bound of the same type was shown to be tight in a similar
setting [7]. The counting is based on the autocorrelations of the well-separated model.
For entries independent of σ, the autocorrelations of the Poisson process contain the
same information as those of the well-separated model. If σ is known, this holds true
for all entries; see Section 3.2.
The first-order autocorrelation a1y (3.7) provides one equation. For second-order
autocorrelations a2y[`] (3.8), if σ is known we obtain L equations with ` ranging from 0
to L − 1. If σ is unknown, we may disregard a2y[0] (the only entry affected by σ) and
still collect L − 1 equations. Similarly, for third-order autocorrelations, a3y[`1, `2] (3.9)
with 0 ≤ `1, `2 ≤ L − 1 such that `2 ≤ `1 includes all relevant entries for our purpose
(this accounts for symmetries), providing (L+1)(L+2)
2
−2 equations in total. If we further
exclude any entries such that `1, `2 or `1 − `2 are zero to avoid the need to estimate σ,
there are (L−1)(L−2)
2
remaining entries.
Hence, if σ is known we collect
1 + L+
(L+ 1)(L+ 2)
2
− 2 = 1
2
L(L+ 5)
equations, while if it is unknown and we choose not to estimate it, then we collect
1 + (L− 1) + (L− 1)(L− 2)
2
=
1
2
L(L− 1) + 1
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equations in total. Of course, there may be redundancy in these equations: we aim
only to provide an upper bound.
Since we aim to estimate KL parameters for the K signals of length L, plus K
parameters for the densities γk, there are K(L+ 1) unknowns. As a result, an absolute
upper bound on K such that the estimation problem may be solvable is
K ≤ L(L+ 5)
2(L+ 1)
for the case of σ known, and
K ≤ L(L− 1) + 1
2(L+ 1)
for the case of σ unknown and not estimated. Overall, this indicates that, at best,
approximately L/2 signals and their densities can be recovered from the first three
mixed autocorrelations. Based on related results in [7], we expect that as many as L/2
signals can indeed be estimated, though possibly not with computationally tractable
estimators.
4.4 Autocorrelations in higher dimensions
Autocorrelations in d dimensions are defined for `1, . . . , `q−1 ∈ Zd as
aqz[`1, . . . , `q−1] = E
{
1
Ld
∑
i∈Zd
z[i]z[i+ `1] · · · z[i+ `q−1]
}
. (4.6)
Interestingly, for the homogeneous case (K = 1) in dimensions greater than one, almost
all signals are determined uniquely from their second-order autocorrelation, up to two
symmetries: sign (or phase for complex signals) and reflection through the origin (with
conjugation in the complex case) [21]. If the mean of the signal is available and non-
zero, the sign symmetry can be resolved. However, determining the reflection symmetry
still requires additional information, beyond the second-order autocorrelation. The case
of 1-D signals is fundamentally different: generally there are 2L−2 signals with the same
second-order autocorrelation (after eliminating symmetries) [11, 12].
This uniqueness result for two and three-dimensional signals is the basis of a pop-
ular imaging technique called coherent diffraction imaging (CDI). In CDI, an object
is illuminated with a coherent wave, and the far field diffraction pattern is measured,
corresponding to the object’s Fourier magnitude [38, 43]. If the diffraction pattern
is over-sampled by at least twice the Nyquist frequency, the data is equivalent to the
signal’s second-order autocorrelation. In this context, the computational problem of re-
covering the signal from its second-order autocorrelation is usually referred to as phase
retrieval or the phase problem. However, for 2-D images it has been shown recently that
the problem is ill-conditioned unless the support of the image is known exactly [9]. That
is, there exist other images whose second-order autocorrelations agree up to machine
precision.
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5 Algorithms and numerical experiments
In this section, we present three numerical experiments. In the first two experiments,
we consider the heterogeneous model (1.1). First, with a fixed noise level, we show how
the estimation quality improves as the length of the observation grows. Second, we
explore how many signals can be recovered as a function of their length, in an infinite
data regime where effects of the noise have been averaged out. In the last experiment,
we extend our model to 2-D signals. We run the experiments on a shared computer with
144 logical CPUs of type Intel(R) Xeon(R) CPU E7-8880 v3 @ 2.30GHz and 755Gb of
RAM; we use at most 72 of these CPUs. The code for all experiments is available at
https://github.com/PrincetonUniversity/BreakingDetectionLimit.
In this section, to assess the quality of our reconstruction, we compare against the
ground truth. In a realistic setting, the ground truth is of course not available, which
raises the question of how one can validate the results. A common technique used in
cryo-EM is to split the data in two halves, produce two independent reconstructions
based on these halves, then to compare the two reconstructions. It is clear how the
same technique can be applied to our setting.
5.1 Experiment 1
For the experiment depicted in Figure 1, we fix K = 3 signals of length L = 21: see
the three red signals in the first column. The first signal’s actual support has length 11
(rather than 21), which allows us to simulate the situation in which the support of the
signal is overestimated.
Following (1.1), we generate an observation y of length 12.3 · 109. Each of the three
signals appears, respectively (and approximately), 30.0 · 106, 20.0 · 106 and 10.0 · 106
times in y for a total of exactly 60 · 106 occurrences, such that at least L − 1 zeros
separate any two occurrences of any signals according to (1.2). This is done by randomly
selecting 60 · 106 placements in y, one at a time with an accept/reject rule based on
the separation constraint (1.2) and locations picked so far. For each placement, one of
the three signals is picked at random according to the proportions pi = (1/2, 1/3, 1/6).
Then, i.i.d. Gaussian noise with mean zero and standard deviation σ = 3 is added, to
form the observed y.
Visually, the noise dominates the signal to the point that it is challenging to de-
tect occurrences. More precisely, the cross-correlations of y even with the true signals
presents peaks at essentially random locations, uninformative of the actual locations of
the signal occurrences. Thus, we contend that it would be difficult for any algorithm
to locate the signal occurrences, let alone to cluster them according to which signal
appears where.
Our aim is to investigate how accurately we can estimate the signals as a function of
the observation length. To this end, we consider a growing part of the observation y. For
each length, we compute autocorrelations on that part, then we go on to estimate the
signals from these “mixed” quantities. In practice, the autocorrelations are computed
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Figure 1: Experiment described in Section 5.1. For a fixed noise level σ = 3 and a fixed
set of K = 3 signals of length L = 21, an observation y of length N = 1.23 · 1010 is
generated according to (1.1) in the well-separated model, with fixed occurrence proba-
bilities. Each row corresponds to one of the signals. The last column shows evolution
of the relative root mean squared error in estimating each signal, as a longer and longer
subset of y is observed. Red dots mark the three snapshots that are illustrated in
columns 1–3: red signals are the ground truth and blue signals are the estimators.
on disjoint segments of y of length 100 · 106 and added up, without correction for the
junction points. Segments are handled sequentially on a GPU, as GPUs are particularly
well suited to execute simple instructions across large vectors of data. If multiple GPUs
are available, segments can be handled in parallel.
Having computed the autocorrelations of interest, we estimate signals x1, . . . , xK
and coefficients γ1, . . . , γK which agree with the data. We choose to do so by running
an optimization algorithm on the following nonlinear least-squares problem:
min
xˆ1,...,xˆK∈RW
γˆ1,...,γˆK>0
w1
(
a1y −
K∑
k=1
γˆka
1
xˆk
)2
+ w2
L−1∑
`=1
(
a2y[`]−
K∑
k=1
γˆka
2
xˆk
[`]
)2
+
w3
∑
2≤`1≤L−1
1≤`2≤`1−1
(
a3y[`1, `2]−
K∑
k=1
γˆka
3
xˆk
[`1, `2]
)2
, (5.1)
where W ≥ L is the length of the sought signals and the weights are set to w1 =
1/2, w2 = 1/2n2, w3 = 1/2n3, where n2, n3 are the number of coefficients used for
each autocorrelation order: n2 = L − 1, n3 = (L−1)(L−2)2 (weights could also be set in
accordance with variance estimates as in [16]).
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Setting W = L (as is a priori desired) is problematic because the above optimiza-
tion problem appears to have numerous poor local optimizers. Thus, we first run the
optimization with W = 2L − 1. This problem appears to have few poor local optima,
perhaps because the additional degrees of freedom allow for more escape directions.
Since we hope the signals estimated this way correspond to the true signals zero-padded
on either side to length W , we extract from each one a subsignal of length L that has
largest `2-norm. This estimator is then used as initial iterate for (5.1), this time with
W = L. We find that this procedure is reliable for a wide range of experimental param-
eters. To solve (5.1), we run the trust-region method implemented in Manopt [15] from
10 different random initial guesses and keep the one with lowest cost function value.
Manopt allows to treat the positivity constraints on coefficients γˆk. Notice that the
cost function is a polynomial in the variables, so that it is straightforward to compute
it and its derivatives.
To asses reconstruction quality, we report the relative root mean squared error
between the estimated signals and the ground truth (up to permutation of the K
signals.) For the first signal (with the overestimated support), we also translationally
aligned the estimate with the ground truth because its estimation is only possible up
to shift.
In Figure 1, we find that the signals can be recovered with good accuracy despite
the noise levels which seemingly hinders location and clustering. We also note that the
amount of data required to produce these good estimations is large. Furthermore, as
illustrated here and as we have observed in numerous experiments, signals with more
variations (such as the third signal in this experiment which was generated once from
a Gaussian distribution) are easier to estimate accurately than more regular signals (in
this case, despite the fact that the third signal occurs less frequently than the others).
This phenomenon has been also observed in multi-reference alignment [39, Section 3.2].
5.2 Experiment 2
In this second experiment, presented in Figure 2, we investigate how many distinct
signals x1, . . . , xK can be estimated from mixed autocorrelations (3.3). In order to
do so, we consider a setup where the mixed autocorrelations are known perfectly. This
corresponds to the limit of an infinitely long observation y with fixed density γ and fixed
noise level (that may be arbitrarily high). The specific value of σ is immaterial since
we only consider autocorrelations that are unaffected by noise bias. Furthermore, we
assume uniform occurrence distribution γk (known to the algorithm), and known density
γ (which is then irrelevant as it only induces a global scaling of the autocorrelations
of y).
To produce Figure 2, we consider each pair (K,L) in turn, with K = 1, 2, 3, . . . , 10
and L = 5, 10, 15, . . . , 100. For each pair, we generate K random normal signals of
length L, once. The perfect mixed autocorrelations are computed. They are then pro-
vided to the inversion algorithm described in Section 5.1, together with the knowledge
that signals occur with equal probability, as well as the correct density γ. The algo-
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Figure 2: In the N → ∞ regime (access to exact autocorrelations, excluding biased
entries) and with known uniform densities, it seems that K up to
√
L (red curve) i.i.d.
Gaussian signals of length L can be recovered from the known moments. CPU time
is in seconds. Strictly above red dots, recovery is impossible because the number of
unknowns exceeds the number of computed autocorrelations; see Section 4.3. Similarly
to [16, Fig. 4.1], this experiment suggests a possible statistical-computational gap.
rithm is initialized 50 times with an independent random initial guess, also following a
normal distribution. For each run, we record three metrics:
1. Whether the optimization algorithm managed to produce a solution with cost
function value below 10−16: this assesses whether optimization succeeded.
2. The relative root mean squared error between the estimated signals and the
ground truth (up to permutation of the K signals.)
3. The computation time in seconds (keeping in mind that the 50 runs are done
in parallel on the same, shared computer, so that this is more of a qualitative
assessment.)
These metrics are summarized and presented in Figure 2 as three panels.
1. Panel 1 shows for each pair (K,L) which fraction of the 50 runs reached optimality
(between 0 and 1).
2. For each pair (K,L), any estimator produced by the optimization algorithm such
that the cost function value is close to zero must be considered a valid estimator,
15
since it agrees almost perfectly with the data. For all of those, we compute the
error compared to the ground truth. Panel 2 shows the largest such error, on a
log scale in base 10. (If optimization never succeeded for that pair, we report a
relative error of 1.) A large value means that, among all near global optima of the
optimization problem (if any), at least one was a poor estimator. A small value
indicates all computed near global optima were good estimators.
3. Median log10 computation time (where the median is computed after taking the
log of the CPU times, in base 10.)
Following [16], overlaid on the panels we trace the red curve K =
√
L as well as red
dots which are computed from the considerations in Section 4.3 (adapted to the fact
that the γk’s are known). We observe that strictly above the red dots the optimization
problem appears to be easy to solve (despite non-convexity), yet, as predicted, the cor-
responding estimators are not informative since there is not enough information in the
computed quantities compared to the number of parameters. On the other hand, below
the (empirical) red curve, the optimization problem is sometimes solved to optimality
(although it may take more than one random initialization to get one successful run),
and the corresponding estimators are accurate. In between the red curve and the red
dots, the optimization problem appears to be particularly challenging: we essentially
never produce a global optimum, hence we also do not have an estimator. This ex-
periment suggests a possible computational-statistical gap in the area between the red
curve and the red dots, where it is possible that the signals could be estimated, but
perhaps not with a computationally efficient procedure. Similar results were observed
for the multi-reference problem [16, 47, 7].
5.3 Experiment 3
Autocorrelation analysis can be carried out in dimensions greater than one. In the fol-
lowing experiment, we estimate a 50-by-50 pixel grayscale picture of Einstein with mean
zero from a growing number of observations y. Each observation is of size 4096× 4096
pixels and contains 700 occurrences on average at random locations, while maintaining
the separation condition (1.2) in each axis separately. The observations are contami-
nated with additive white Gaussian noise with standard deviation σ = 3, illustrated in
Figure 3.
We compute the average second-order autocorrelation of the observations. This is
a particularly simple computation which can be efficiently executed with a fast Fourier
transform (FFT), in parallel over the numerous observations. We assume the number
of signal occurrences (akin to the density γ) and the standard deviation of the noise,
σ, are known. Given those quantities, the second-order autocorrelation of the image
can be easily deduced from (3.8). As explained in Section 4.4, an image is determined
uniquely form its second-order autocorrelations. Then, to estimate the target image,
we use a standard phase retrieval algorithm called relaxed-reflect-reflect (RRR) [17],
initialized randomly.
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(a) σ = 0 (b) σ = 0.5 (c) σ = 3
Figure 3: Example of observations for the 2-D experiment (of size 250 × 250) with
additive white Gaussian noise of variance σ2 for increasing values of σ. Each observation
contains the same four occurrences of a 50 × 50 image of Einstein. In panel (c), the
noise level is such that it is challenging to detect the planted images.
Figure 4: Recovery of Einstein from observations at noise level σ = 3 (see Figure 3(c)).
Averaged autocorrelations of the data allow to estimate the power spectrum of the target
image. This does not require locating the signal occurrences. The RRR algorithm
produces the estimates, obtained from 2× 102, 2× 103, 2× 104 and 2× 105 observations
(growing across panels from left to right).
Relative error is measured as the ratio of the root mean square error to the norm of
the ground truth (square root of the sum of squared pixel intensities). Figure 4 shows
several estimated images for a growing number of observations. Figure 5 presents
the normalized recovery error as a function of the amount of data available. This is
computed after fixing the reflection symmetries (see Section 4.4).
As evidenced by these figures, the ground truth image can be estimated increas-
ingly well from increasingly many observations, without the need to locate the signal
occurrences.
6 Summary
This paper suggests a computational framework for estimation under extreme noise
levels. The crux of the method lies in the distinction between parameters of interest
(the signals) and nuisance variables (parameters associated with individual signal oc-
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Figure 5: Relative error curve for Experiment 3 in Figure 4. Each observation contains
about 700 image occurrences at unknown locations.
currences, such as location and class). In part through theory and in part through
numerical experiments, we show that estimating the signals is possible even when they
cannot be detected in the data. The method consists of two steps. First, we estimate
the autocorrelations of the observation. A key feature is that, for any noise level, these
autocorrelations can be estimated to any desired accuracy given sufficiently rich obser-
vations. Second, we recover the signals from the autocorrelations. This recovery entails
solving a system of low-order polynomial equations. While solving such systems is hard
in general, we found that in the homogeneous case we can solve them explicitly, and
in both the homogeneous and heterogeneous cases we can solve them with reasonable
robustness through non-convex optimization, in a wide regime of parameters.
In addition, autocorrelation analysis provides a flexible framework to extend the
multi-target detection model by relating the expected autocorrelations of the data with
the signals, and all parameters necessary to describe the generative model. For in-
stance, a follow-up paper relaxes the separation condition (1.2) and allows an arbitrary
spacing of targets, as long as the signal occurrences do not overlap [29]. In that case,
the autocorrelations of the data are functions of the signal and the unknown target
distribution. In a similar fashion, one may include more realistic noise models, the
effect of a blurring kernel (e.g., the point spread function of the microscope) and so on.
The prime motivation of this paper emanates from challenges in small particle re-
construction using cryo-EM. Small particles induce such low signal-to-noise ratio in the
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micrograph that particle picking—the first step in any current cryo-EM reconstruction
algorithm—is impossible. The main message of our recent report [13] is that particle
picking is merely a means to an end (although admittedly of key usefulness when it can
be done): the locations and classes of individual particle projections are nuisance vari-
ables. The ultimate goal is only to estimate the 3-D structures. To this end, we used
autocorrelation analysis to estimate the structure directly from the micrograph, with-
out particle picking. In order to gain better understanding of the method, this paper
focuses on an abstraction of cryo-EM—the multi-target detection model. Our next goal
is to reconsider the full cryo-EM model, both from theoretical and algorithmic perspec-
tives. In particular, the numerical results in [13] suggest that the achieved resolution
using autocorrelations up to third order is limited by ill-conditioning of the system of
polynomial equations. Higher resolution may require computing higher-order autocor-
relations, which would increase the sample complexity and computational complexity
of the algorithm. Despite the challenges, we believe that this approach may ultimately
offer a way to reconstruct 3-D structures that are too small for current algorithmic
pipelines.
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A Autocorrelations in the well-separated model
Let x(1), . . . , x(|s|) denote the (independent) realizations of the random signal x in the
observation y, starting at (deterministic) positions s(1), . . . , s(|s|). Let Iij be the indicator
variable for whether position i is in the support of occurrence j, that is, it is one if i is
in {s(j), . . . , s(j) + L− 1}, and zero otherwise. Then,
y[i] =
|s|∑
j=1
Iijx(j)[i− s(j)] + ε[i]. (A.1)
This gives a simple expression for the first autocorrelation of y. Indeed,
a1y = Ey
{
1
N
N−1∑
i=0
y[i]
}
(A.2)
=
1
N
Ex(1),...,x(|s|),ε

N−1∑
i=0
|s|∑
j=1
Iijx(j)[i− s(j)] + ε[i]
 . (A.3)
Now switch the sums over i and j, and observe that Iij is zero unless i = s(j) + t for t
in the range 0, . . . , L− 1. Hence,
a1y =
1
N
|s|∑
j=1
Ex(j)
{
L−1∑
t=0
x(j)[t]
}
+
1
N
Eε
{
N−1∑
i=0
ε[i]
}
. (A.4)
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Since the noise has zero mean and x(1), . . . , x(|s|) are identically distributed, we further
find:
a1y =
|s|L
N
a1x = γa
1
x. (A.5)
To address the second-order moments, we resort to the separation condition (1.2).
First, consider this expression:
N · a2y[`] = Ey
{
N−`−1∑
i=0
y[i]y[i+ `]
}
=
N−`−1∑
i=0
Ex(1),...,x(|s|),ε
{ |s|∑
j=1
Iijx(j)[i− s(j)] + ε[i]
 ·
 |s|∑
j′=1
Ii+`,j′x(j′)[i+ `− s(j′)] + ε[i+ `]
}
=
N−`−1∑
i=0
Ex(1),...,x(|s|),ε
{ |s|∑
j=1
|s|∑
j′=1
IijIi+`,j′x(j)[i− s(j)]x(j′)[i+ `− s(j′)]
+
|s|∑
j=1
Iijx(j)[i− s(j)]ε[i+ `]
+
|s|∑
j′=1
Ii+`,j′x(j′)[i+ `− s(j′)]ε[i]
+ ε[i]ε[i+ `]
}
.
The cross-terms vanish in expectation since ε is zero mean and independent from the
signal occurrences. The last term vanishes in expectation unless ` = 0 since distinct
entries of ε are independent. For ` = 0, E{ε[i]2} = σ2. Finally, using the separation
property, observe that if IijIi+`,j′ is nonzero, then it is equal to one, j = j′ and i = s(j)+t
for some t in 0, . . . , L− `− 1. Then, switch the order of summations to get
N · a2y[`] =
|s|∑
j=1
Ex(j)
{
L−`−1∑
t=0
x(j)[t]x(j)[t+ `]
}
+ (N − `)σ2δ[`], (A.6)
where δ[0] = 1 and δ[` 6= 0] = 0. Since each x(j) is distributed as x, they all have the
same autocorrelations as x and we finally get
a2y[`] = γa
2
x[`] +
N − `
N
σ2δ[`] = γa2x[`] + σ
2δ[`]. (A.7)
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We now turn to the third-order autocorrelations. These involve the sum
N−max(`1,`2)−1∑
i=0
y[i]y[i+ `1]y[i+ `2]. (A.8)
Using (A.1), we find that this quantity can be expressed as a sum of eight terms:
1.
∑
i
∑|s|
j,j′,j′′=1 IijIi+`1,j′Ii+`2,j′′x(j)[i− s(j)]x(j′)[i+ `1 − s(j′)]x(j′′)[i+ `2 − s(j′′)]
2.
∑
i
∑|s|
j,j′=1 IijIi+`1,j′x(j)[i− s(j)]x(j′)[i+ `1 − s(j′)]ε[i+ `2]
3.
∑
i
∑|s|
j,j′′=1 IijIi+`2,j′′x(j)[i− s(j)]ε[i+ `1]x(j′′)[i+ `2 − s(j′′)]
4.
∑
i
∑|s|
j′,j′′=1 Ii+`1,j′Ii+`2,j′′ε[i]x(j′)[i+ `1 − s(j′)]x(j′′)[i+ `2 − s(j′′)]
5.
∑
i
∑|s|
j=1 Iijx(j)[i− s(j)]ε[i+ `1]ε[i+ `2]
6.
∑
i
∑|s|
j′=1 Ii+`1,j′ε[i]x(j′)[i+ `1 − s(j′)]ε[i+ `2]
7.
∑
i
∑|s|
j′′=1 Ii+`2,j′′ε[i]ε[i+ `1]x(j′′)[i+ `2 − s(j′′)]
8.
∑
i ε[i]ε[i+ `1]ε[i+ `2]
Terms 2–4 and 8 vanish in expectation since odd moments of centered Gaussian variables
are zero. For the first term, we use the fact that the separation condition implies
IijIi+`1,j′Ii+`2,j′′ = 1 ⇐⇒
j = j′ = j′′ and i = s(j) + t with t ∈ {0, . . . L−max(`1, `2)− 1}. (A.9)
(Otherwise, the product of indicators is zero.) This allows to reduce the summations
over j, j′, j′′ to a single sum over j. Then, switching the order of summation with i, we
get that the first term is equal to
|s|∑
j=1
L−max(`1,`2)−1∑
t=0
x(j)[t]x(j)[t+ `1]x(j)[t+ `2]. (A.10)
In expectation over the realizations x(j), using again that they are i.i.d. with the same
distribution as x, this first term yields |s|La3x[`1, `2]. Now consider the fifth term. Taking
expectation against ε yields
N−max(`1,`2)−1∑
i=0
|s|∑
j=1
Iijx(j)[i− s(j)]σ2δ[`1 − `2]. (A.11)
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Switch the order of summation over i and j again to get
σ2δ[`1 − `2]
|s|∑
j=1
L−1∑
t=0
x(j)[t]. (A.12)
Now taking expectation against the signal occurrences yields |s|Lσ2a1xδ[`1 − `2]. A
similar reasoning for terms 6 and 7 yields this final formula for the third-order autocor-
relations of y:
a3y[`1, `2] = γa
3
x[`1, `2] + γσ
2a1x (δ[`1] + δ[`2] + δ[`1 − `2]) . (A.13)
B Autocorrelations in the Poisson model
We will denote by ml the moment tensors of x:
m1[i] = Ex[i], 0 ≤ i ≤ L− 1, (B.1)
m2[i, j] = Ex[i]x[j], 0 ≤ i, j ≤ L− 1, (B.2)
m3[i, j, k] = Ex[i]x[j]x[k], 0 ≤ i, j, k ≤ L− 1. (B.3)
We obtain the autocorrelations alx of x by averaging over a slice of the moment
tensors:
a1x =
1
L
L−1∑
i=0
m1[i], (B.4)
a2x[`] =
1
L
L−1∑
i=0
m2[i, i+ `], (B.5)
and
a3x[`1, `2] =
1
L
L−1∑
i=0
m3[i, i+ `1, i+ `2]. (B.6)
We will make repeated use of the following elementary lemma:
Lemma B.1. If z ∼ Poisson(λ), then
E
(
z
k
)
=
λk
k!
. (B.7)
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B.1 Computing a1y
We will first condition on the vector s of locations of the subsignals in y, and then
average over s. We will denote by xi(1), . . . , x
i
(s[i]) the random vectors starting in y[i].
We have:
E[y[i]|s] =
L−1∑
j=0
s[i−j]∑
k=1
Exi−j(k) [j] =
s[i−j]∑
k=1
La1x = s[i− j]La1x. (B.8)
Now taking expectations over s and using Es[i− j] = γ/L we get:
Ey[i] = γa1x. (B.9)
Consequently,
a1y =
1
N
n∑
i=1
Ey[i] = γa1x. (B.10)
B.2 Computing a2y
First we will consider the noise-free case, where σ = 0. We will condition on s first,
and then take the expectation over s. Fix i1 6= i2, and let ` = i2 − i1. Then:
y[i1]y[i2] =
L−1∑
j1=0
L−1∑
j2=0
s[i1−j1]∑
k1=1
s[i2−j2]∑
k2=1
xi1−j1(k1) [j1]x
i2−j2
(k2)
[j2]. (B.11)
We break up the double sum over j1 and j2 into two terms: one where j2 6= j1 + `,
and one where j2 = j1 +` or equivalently i1−j1 = i2−j2. In the first case, all the terms
are independent, and so the expectation factors. In the second case, when k1 6= k2 we
have independence, but otherwise not. This gives (all expectations are conditional on
s):
Ey[i1]y[i2] =
L−1∑
j1=0
L−1∑
j2=0
s[i1−j1]∑
k1=1
s[i2−j2]∑
k2=1
Exi1−j1(k1) [j1]x
i2−j2
(k2)
[j2]
=
∑
j1−j2 6=`
∑
k1
∑
k2
Exi1−j1(k1) [j1]x
i2−j2
(k2)
[j2]
+
L−1∑
j1=0
∑
k1 6=k2
Exi1−j1(k1) [j1]x
i1−j1
(k2)
[j1 + `]
+
L−1∑
j1=0
s[i1−j1]∑
k1=1
Exi1−j1(k1) [j1]x
i1−j1
(k1)
[j1 + `]
=
∑
j1−j2 6=`
s[i1 − j1]s[i2 − j2]m1[j1]m1[j2]
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+
L−1∑
j1=0
s[i1 − j1](s[i1 − j1]− 1)m1[j1]m1[j1 + `]
+
L−1∑
j1=0
s[i1 − j1]m2[j1, j1 + `]. (B.12)
Now take expectations over the Poisson random variables, using Lemma B.1:
Ey[i1]y[i2] =
∑
j1−j2 6=`
Es[i1 − j1]s[i2 − j2]m1[j1]m1[j2]
+
L−1∑
j1=0
Es[i1 − j1](s[i1 − j1]− 1)m1[j1]m1[j1 + `]
+
L−1∑
j1=0
Es[i1 − j1]m2[j1, j1 + `]
=
1
L2
∑
j1−j2 6=`
γ2m1[j1]m1[j2] +
1
L2
L−1∑
j1=0
γ2m1[j1]m1[j1 + `]
+
1
L
L−1∑
j1=0
γm2[j1, j1 + `]
=
(
γ
L
L−1∑
j=0
m1[j]
)2
+
γ
L
L−1∑
j=0
m2[j, j + `]
=(γa1x)
2 + γa2x[`]. (B.13)
For positive σ, we observe that any terms linear in the noise vanish in expectation.
Denoting by x∗ the clean signal component of length N , so y = x∗ + ε, we have:
Ey[i1]y[i2] = Ex∗[i1]x∗[i2] + Eε[i1]ε[i2] = (γa1x)2 + γa2x[`] + σ2δ[i1 − i2]. (B.14)
We conclude by averaging over i1 and i2 with a fixed value of ` = i2 − i1.
B.3 Computing a3x
We will first assume σ = 0. For three distinct i1, i2 and i3, we let `1 = i2 − i1 and
`2 = i3 − i1. We have:
y[i1]y[i2]y[i3] =
L−1∑
j1=0
L−1∑
j2=0
L−1∑
j3=0
s[i1−j1]∑
k1=1
s[i2−j2]∑
k2=1
s[i3−j3]∑
k3=1
xi1−j1(k1) [j1]x
i2−j2
(k2)
[j2]x
i3−j3
(k3)
[j3]. (B.15)
We will break up the outer three sums into disjoint sums with the following ranges of
indices:
28
1. j2 = j1 + `1 and j3 = j2 + `2 − `1.
2. j2 = j1 + `1 and j3 6= j2 + `2 − `1.
3. j2 6= j1 + `1 and j3 = j1 + `2.
4. j2 6= j1 + `1 and j3 6= j1 + `2 and j3 = j2 + `2 − `1.
5. j2 6= j1 + `1 and j3 6= j1 + `2 and j3 6= j2 + `2 − `1.
For Case 1, we have ` ≡ i1 − j1 = i2 − j2 = i3 − j3. We further break up the sum:
L−1∑
j=0
s[`]∑
k1=1
s[`]∑
k2=1
s[`]∑
k3=1
x`(k1)[j]x
`
(k2)
[j + `1]x
`
(k3)
[j + `2]
=
L−1∑
j=0
∑
kidistinct
x`(k1)[j]x
`
(k2)
[j + `1]x
`
(k3)
[j + `2]︸ ︷︷ ︸
(a)
+
L−1∑
j=0
∑
k1=k2 6=k3
x`(k1)[j]x
`
(k2)
[j + `1]x
`
(k3)
[j + `2]︸ ︷︷ ︸
(b)
+
L−1∑
j=0
∑
k1=k3 6=k2
x`(k1)[j]x
`
(k2)
[j + `1]x
`
(k3)
[j + `2]︸ ︷︷ ︸
(c)
+
L−1∑
j=0
∑
k2=k3 6=k1
x`(k1)[j]x
`
(k2)
[j + `1]x
`
(k3)
[j + `2]︸ ︷︷ ︸
(d)
+
L−1∑
j=0
∑
k1=k2=k3
x`(k1)[j]x
`
(k2)
[j + `1]x
`
(k3)
[j + `2]︸ ︷︷ ︸
(e)
. (B.16)
For term (a), the expectation conditional on s is:
L−1∑
j=0
s[`](s[`]− 1)(s[`]− 2)m1[j]m1[j + `1]m1[j + `2]. (B.17)
Using Lemma B.1, the unconditional expectation of (a) is then:
γ3
L3
L−1∑
j=0
m1[j]m1[j + `1]m1[j + `2]. (B.18)
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For term (b), the expectation conditional on s is:
L−1∑
j=0
s[`](s[`]− 1)m2[j, j + `1]m1[j + `2] (B.19)
and then again using Lemma B.1 we get the expected value:
γ2
L2
L−1∑
j=0
m2[j, j + `1]m1[j + `2]. (B.20)
Similarly, the expected values of terms (c) and (d) are:
γ2
L2
L−1∑
j=0
m2[j, j + `2]m1[j + `1]. (B.21)
and
γ2
L2
L−1∑
j=0
m2[j + `1, j + `2]m1[j]. (B.22)
Finally, the expected value of term (e) is easily shown to be:
γ
L
L−1∑
j=0
m3[j, j + `1, j + `2]. (B.23)
This concludes the computation for Case 1.
Moving onto Case 2, we have ∆1 ≡ i1 − j1 = i2 − j2, and also define ∆2 ≡ i3 − j3.
By definition, ∆1 6= ∆2. The sum is:
L−1∑
j1=0
∑
j3 6=j1+`2
∑
1≤k1,k2≤s[∆1]
s[∆2]∑
k3=1
x∆1(k1)[j1]x
∆1
(k2)
[j1 + `1]x
∆2
(k3)
[j3]
=
L−1∑
j1=0
∑
j3 6=j1+`2
s[∆2]∑
k3=1
{ ∑
1≤k1 6=k2≤s[∆1]
x∆1(k1)[j1]x
∆1
(k2)
[j1 + `1]x
∆2
(k3)
[j3]
+
s[∆1]∑
k1=1
x∆1(k1)[j1]x
∆1
(k1)
[j1 + `1]x
∆2
(k3)
[j3]
}
. (B.24)
Taking expectations conditional on s, we then get:
L−1∑
j1=0
∑
j3 6=j1+`2
(
s[∆1](s[∆1]− 1)s[∆2]m1[j1]m1[j1 + `1]m1[j3]
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+ s[∆1]s[∆2]m2[j1, j1 + `1]m1[j3]
)
. (B.25)
Taking expectations over s and using Lemma B.1 then gives:
γ3
L3
L−1∑
j1=0
∑
j3 6=j1+`2
m1[j1]m1[j1 + `1]m1[j3] (B.26)
+
γ2
L2
L−1∑
j1=0
∑
j3 6=j1+`2
m2[j1, j1 + `1]m1[j3]. (B.27)
Similarly, Cases 3 and 4 give the expressions:
γ3
L3
L−1∑
j1=0
∑
j2 6=j1+`1
m1[j1]m1[j1 + `2]m1[j2] (B.28)
+
γ2
L2
L−1∑
j1=0
∑
j2 6=j1+`1
m2[j1, j1 + `2]m1[j2] (B.29)
and
γ3
L3
L−1∑
j2=0
∑
j1 6=j2
m1[j1]m1[j2 + `1]m1[j2 + `2] (B.30)
+
γ2
L2
L−1∑
j2=0
∑
j1 6=j2
m2[j2 + `1, j2 + `2]m1[j1]. (B.31)
Finally, in Case 5 we have i1 − j1, i2 − j2, and i3 − j3 are all pairwise distinct.
Consequently, the x variables are always independent, and the expectation conditional
on s (letting ∆q = iq − jq, q = 1, 2, 3),∑
j1,j2,j3
s[∆1]s[∆2]s[∆3]m1[j1]m1[j2]m1[j3]; (B.32)
since the s[∆q]’s are pairwise independent, the expectation over s then yields:
γ3
L3
∑
j1,j2,j3
m1[j1]m1[j2]m1[j3]. (B.33)
Now we add all the terms from Cases 1 to 5. Expressions (B.18), (B.26), (B.28),
(B.30), and (B.33) sum to the expression:
(γa1x)
3. (B.34)
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Expressions (B.20), (B.21), (B.22), (B.27),(B.29), and (B.31) sum to the expression:
γa1x · (γa2x[`1] + γa2x[`2] + γa2x[`2 − `1]). (B.35)
Finally, expression (B.23) is simply:
γa3x[`1, `2]. (B.36)
Now when σ > 0, we write y = x∗ + ε, and
Ey[i1]y[i2]y[i3] = Ex∗[i1]x∗[i2]x∗[i3] + Ex∗[i1]ε[i2]ε[i3]
+ Eε[i1]x∗[i2]ε[i3] + Eε[i1]ε[i2]x∗[i3] + Eε[i1]ε[i2]ε[i3]
= Ex∗[i1]x∗[i2]x∗[i3] + γa1x · σ2δ[i2 − i3]
+ γa1x · σ2δ[i3 − i1] + γa1x · σ2δ[i2 − i1]. (B.37)
We conclude by averaging over all i1, i2, and i3 with fixed values of `1 = i2− i1 and
`2 = i3 − i1.
C Proof of Proposition 4.2
Refer to equations (3.7)–(3.9) for expressions relating the moments of y and those of x,
and the parameters γ and σ. First, note that
(a1y)
2 =
γ2
L2
L−1∑
i=0
L−1∑
j=0
x[i]x[j].
Similarly, using a2x[−`] = a2x[`]:
2
L−1∑
`=1
a2y[`] = γ
L−1∑
`=1
(
a2x[`] + a
2
x[−`]
)
=
γ
L
L−1∑
i=0
L−1∑
`=1
x[i] (x[i+ `] + x[i− `])
=
γ
L
L−1∑
i=0
L−1∑
j=0,j 6=i
x[i]x[j],
where the last equality is obtained by noting that, given the summation bounds, the
set of pairs (i, i ± `) and (i, j) are the same over the valid range {0, . . . , L − 1}2. To
conclude, notice that a2y[0] =
γ
L
∑L−1
i=0 x[i]
2 + σ2 and combine.
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D Proof of Proposition 4.3
We prove that both σ and γ are identifiable from the observed first three moments of y.
For convenience, we work with β = γ/L rather than γ itself. To this end, we construct
two quadratic equations satisfied by β and whose coefficients can be computed from
observable quantities. Then, we show that these equations are independent, and hence
that β is uniquely defined. Given β, we can estimate σ using Proposition 4.2.
Throughout the proof, it is important to distinguish between observed and unob-
served values. We denote the observed values by Ei and a1y, a2y, a3y. We use Fi to denote
functions of the signal’s autocorrelations (which are not directly observable).
Recall that a1y = β(1Tx) and a2y[0] = β‖x‖2 + σ2, where 1 ∈ RL is the vector of
all-ones and ‖x‖ = √x[0]2 + · · ·+ x[L− 1]2 is the 2-norm. Consider the product E1:
E1 = a
1
ya
2
y[0] = (β(1
Tx))(β‖x‖2 + σ2) = σ2a1y + Lβ2F1, (D.1)
where F1 = a3x[0, 0] +
∑L−1
j=1 (a
3
x[j, j] + a
3
x[0, j]). The terms of F1 can also be estimated
from a3y, while taking the scaling and bias terms into account. This yields another
observable, E2:
E2 = a
3
y[0, 0] +
L−1∑
j=1
(a3y[j, j] + a
3
y[0, j]) = LβF1 + (2L+ 1)σ
2a1y. (D.2)
Therefore, from (D.1) and (D.2) we get:
E2β − (2L+ 1)σ2βa1y = E1 − σ2a1y. (D.3)
Let E3 = a2y[0] + 2
∑L−1
`=1 a
2
y[`]; recall from Proposition 4.2:
σ2 = E3 − (a1y)2/β. (D.4)
Plugging into (D.3) and rearranging, we get a first quadratic equation in β,
Aβ2 + Bβ + C = 0, (D.5)
where
A = E2 − (2L+ 1)a1yE3,
B = −E1 + (2L+ 1)(a1y)3 + a1yE3,
C = −(a1y)3.
Importantly, these coefficients are observable quantities. As we assume throughout this
proof that x has nonzero mean, a1y 6= 0 and we conclude that this equation is non-trivial.
Next, we derive the second quadratic equation for β. We notice that
E4 =
1
L
(a1y)
3 =
1
L
β3(1Tx)3 = β3F2, (D.6)
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where F2 = 1L(1
Tx)3, and we can work out that:
F2 = a
3
x[0, 0] + 3
L−1∑
j=1
(
a3x[j, j] + a
3
x[0, j]
)
+ 6
∑
1≤i<j≤L−1
a3x[i, j].
Once again, F2 can be estimated from a3y, taking bias and scaling into account:
E5 = a
3
y[0, 0] + 3
L−1∑
j=1
(
a3y[j, j] + a
3
y[0, j]
)
+ 6
∑
1≤i<j≤L−1
a3y[i, j] = LβF2 + (6L− 3)σ2a1y.
(D.7)
Consider the following ratio:
E5
E4
=
L
β2
+
(6L− 3)σ2a1y
E4
.
From the latter, we deduce:
σ2 =
E5
a1y(6L− 3)
− LE4
β2a1y(6L− 3)
.
Using (D.4) and rearranging, we get the second quadratic:
Dβ2 + Eβ + F = 0, (D.8)
where
D = E3 − E5
a1y(6L− 3)
,
E = −(a1y)2,
F = LE4
a1y(6L− 3)
.
It is also non-trivial since E4 6= 0.
To complete the proof, we need to show that the two quadratic equations (D.5)
and (D.8) are independent. To this end, it is enough to show that the ratios between
coefficients differ. From (D.5) and (D.1), we have:
B
C =
E1 − (2L+ 1)(a1y)3 − a1yE3
(a1y)
3
=
a2y[0]− (2L+ 1)(a1y)2 − E3
(a1y)
2
.
In addition, using (D.6),
E
F =
(3− 6L)(a1y)3
LE4
= 3− 6L.
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For contradiction, suppose that the quadratics are dependent. Then, BC =
E
F , that is,
a2y[0]− (2L+ 1)(a1y)2 − E3 = (a1y)2(3− 6L).
Rewriting the identity in terms of x and dividing by β we get:
4(L− 1)β(1>x)2 − (1>x)2 + ‖x‖2 = 0. (D.9)
For generic x, this polynomial equation is not satisfied so that the quadratic equa-
tions are independent. Furthermore, from the inequality L‖x‖2 ≥ (1>x)2 it follows
immediately that the equations must be independent so long as
β >
1
4L
.
E Proof of Proposition 4.5
We first note that γa1x, γa2x[`] + σ2δ[`], and γa3x[`1, `2] can be computed directly form
the observed autocorrelations (3.11), (3.12) and (3.13). Indeed, recovering γa1x and
γa2x[`] + σ
2`[`] is immediate from (3.11) and (3.12), and γa3x[`1, `2] then follows from
γa3x[`1, `2] = a
3
y[`1, `2]− (a1y)3 − a1y ·
(
a2y[`1] + a
2
y[`2] + a
2
y[`1 − `2]− 3(a1y)2
)
. (E.1)
Let us assume that x is generic. Indeed, we observe the product:
L2(γa1x)(γa
2
x[1]) = γ
2
(∑
i
x[i]
)(∑
j
x[j]x[j + 1]
)
= γ2
∑
j
∑
i
x[i]x[j]x[j + 1]
= γ2
∑
j
∑
`
x[j + `]x[j]x[j + 1]
= γ2
∑
`≥0
∑
j
x[j + `]x[j]x[j + 1] + γ2
∑
`<0
∑
j
x[j + `]x[j]x[j + 1]
= γ2
L−1∑
`=0
a3x[1, `] + γ
2
∑
`>0
∑
j
x[j − `]x[j]x[j + 1]
= γ2
L−1∑
`=0
a3x[1, `] + γ
2
∑
`>0
∑
j
x[j]x[j + `]x[j + `+ 1]
= γ
(
L−1∑
`=0
γa3x[1, `] +
L−2∑
`=1
γa3x[`, `+ 1]
)
. (E.2)
Since we also observe
∑L−1
`=0 γa
3
x[1, `] +
∑L−2
`=1 γa
3
x[`, ` + 1], we can form the ratio and
solve for γ.
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γ = L
(γa1x)(γa
2
x[1])∑L−1
`=0 γa
3
x[1, `] +
∑L−1
`=2 γa
3
x[`, `+ 1]
, (E.3)
Then, similarly to Appendix C, one can solve for σ2:
σ2 = a2y[0] + 2
L−1∑
`=1
a2y[`]−
L(a1y)
2
γ
− (2L− 1)(a1y)2. (E.4)
Once γ and σ were computed, one can recover x from a2x and a3x by Proposition 4.1.
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