The coupled ocean{atmosphere interaction and predictability associated with the tropical El Niño phenomenon has motivated researchers to seek analogous phenomena in the midlatitudes as well. Are there midlatitude coupled ocean{atmosphere modes? Is there signi cant predictability in the midlatitudes? The authors address these questions in the broader context of trying to understand the mechanisms behind midlatitude variability, using an idealized model of the ocean{atmosphere system. The atmosphere is represented using a global two-level eddy-resolving primitive equation model with simpli ed physical parameterizations. The ocean is represented using a state-of-the-art ocean general circulation model, but con gured in a simple Atlantic-like sector geometry. In addition to a coupled integration using this model, uncoupled integrations of the component oceanic and atmospheric models are also carried out to elucidate the mechanisms behind midlatitude variability. The sea surface temperature in the coupled equilibrium state exhibits two dominant modes of variability: (i) a passive oceanic red noise response to stochastic atmospheric forcing, and (ii) an active oceanic mode of variability that is partially excited by atmospheric forcing, and is associated with a periodicity of 16{20 years. True coupled ocean{ atmosphere modes do not appear to play any quantitatively signi cant role in the midlatitudes, due to the fundamentally di erent nature of atmospheric dynamics in the midlatitudes as compared to the tropics. However, coupling to the atmosphere does play an important role in determining the spatial and temporal characteristics of the oceanic variability. A statistical assessment suggests that midlatitude atmospheric predictability is modest compared to the predictability associated with tropical phenomena such as El Niño. This predictability arises from the atmospheric response to oceanic modes of variability, rather than from coupled modes. There is signi cant oceanic predictability on interannual time scales, but not on decadal time scales.
Introduction
The atmosphere does not have a very long memory| because of its small heat capacity, thermal uctuations in the atmosphere are typically damped with an efolding time scale of the order a month. Intrinsic atmospheric variability on time scales longer than a season has essentially white noise temporal structure, although it retains spatial coherence (cf., Feldstein and Robinson, 1994; Saravanan and McWilliams, 1997) . In contrast, the heat capacity of the ocean is very large| the top 2.5m of the ocean has a heat capacity equal to that of the entire atmosphere. To explain any deviations of climate variability from white noise temporal behaviour, one must therefore take into account the interaction between the atmosphere and the ocean (and possibly other components of the climate system with long memory). For example, the strong interaction between the atmosphere and the tropical ocean results in the El Niño-Southern Oscillation (ENSO) phenomenon, giving rise to preferred time scales of 4{6 years in the climate system. ENSO is a coupled mode of the ocean{ atmosphere system and has signi cant predictability associated with it.
The rich nonlinear structure and predictability asso-ciated with ENSO has motivated researchers to search for similar phenomena elsewhere on the globe. In recent years, variability in the midlatitude ocean{atmosphere system has attracted increasing attention, leading to questions such as: Is there a coupled midlatitude ocean{ atmosphere mode, akin to the tropical ENSO phenomenon? Is there signi cant predictability in the midlatitude ocean{atmosphere system, as in the tropics? Observations show that midlatitude oceanic variability is characterized by basin-scale spatial patterns at the surface (Deser and Blackmon, 1993; Kushnir, 1994) . Some of these patterns are associated with decadal time scale variability, but the evidence for temporal coherence (i.e., preferred time scales) is rather weak. (We shall use the term decadal to refer to time scales of 10{50 years.) There are strong simultaneous correlations between the sea surface temperature (SST) patterns and atmospheric variability (e.g., Wallace et al., 1990) , although this could re ect either atmospheric forcing of the ocean or oceanic forcing of the atmosphere. Subsurface oceanic variability too shows significant correlations, both simultaneous and lagged, with respect to atmospheric modes of variability such as the North Atlantic Oscillation (Curry et al., 1998) . There are also indications that the evolution of extratropical SST anomalies shows irregular propagating behaviour along certain pathways, such as the North Atlantic Current (e.g., Sutton and Allen, 1997) .
Observational evidence is quite useful in identifying some gross spatial and temporal characteristics of midlatitude oceanic variability, but does not tell us very much about the existence of a coupled mode or about the potential for predictability on decadal time scales. To address these issues, one must resort to modeling studies. A range of models|from box models to coupled general circulation models (GCMs)|have been used to study midlatitude variability. Based upon these modeling studies, a variety of mechanisms have been proposed to explain the origin of midlatitude variability on decadal or longer time scales. They may be grouped into the following broad categories: A: damped modes of the uncoupled ocean that are stochastically excited by atmospheric variability (Hasselmann, 1976; Gri es and Tziperman, 1995; Capotondi and Holland, 1997; Saravanan and McWilliams, 1997, 1998; Selten et al., 1998) ; B: unstable modes of the uncoupled ocean that express themselves spontaneously (Weaver and Sarachik, 1991; Greatbatch and Zhang, 1995; Chen and Ghil, 1995; Spall, 1995) ; C: unstable or weakly-damped coupled modes of the ocean{atmosphere system (Latif and Barnett, 1994; Jin, 1997; Goodman and Marshall, 1998; Weng and Neelin, 1998) . The distinction between uncoupled and coupled modes is often blurred because even the so-called uncoupled ocean models use some sort of surface boundary conditions representing atmospheric processes. We de ne a \coupled" mode as one whose existence depends crucially on the spatially-coherent nonlocal feedbacks of the atmosphere on the ocean, such as those proposed by Latif and Barnett (1994) . We shall consider ocean models subject to simple surface boundary conditions, such as prescribed uxes or restoring the model SST to observed values, as being uncoupled|even though there may be an implied local negative atmospheric feedback associated with the boundary condition.
Our goal in this study is to use a hierarchy of coupled and uncoupled models to study variability in the midlatitude ocean{atmosphere system, focusing on the Atlantic basin. This work follows as part of a sequence of studies described in Saravanan and McWilliams (1995, 1997) , hereafter SM95 and SM97, respectively. We would like to distinguish between the various mechanisms listed above. In particular, we would like to determine if there are viable coupled ocean{atmosphere modes of variability in the midlatitudes. We would also like to quantify the predictability associated with midlatitude variability.
Perhaps the best tool to use for this purpose would be a state-of-the-art coupled ocean{atmosphere GCM, whose dynamics and physical parameterizations provide a comprehensive representation of all the important feedbacks. However, coupled GCMs have their drawbacks. Their very complexity makes it di cult to interpret the phenomena that they simulate. They are also computationally expensive. The cost of carrying out numerous long uncoupled integrations using the component atmospheric and oceanic models of a coupled GCM can be prohibitive. However, as shown by SM97 and Selten et al. (1998) , such uncoupled integrations are essential to elucidate the mechanisms behind midlatitude decadal variability.
Our approach is to use an idealized model of the ocean{atmosphere system that captures the essential processes involved. SM95 coupled an idealized atmospheric model to a zonally averaged ocean model and showed that even this simple ocean{atmosphere system captures many of the qualitative features of observed extratropical ocean{atmosphere system. In particular, this model exhibited oceanic oscillations with a period of about 30 years. SM97 showed that this oscillation was associated with a damped mode of the ocean that was excited by stochastic atmospheric variability. They also found that spatial correlations in atmospheric lowfrequency variability played an important role in exciting the oceanic variability through a form of \spatial resonance", i.e., the optimal spatial structure for forcing the oceanic oscillation had a signi cant projection on dominant mode of intrinsic atmospheric variability.
The simplicity of the coupled model used by SM97 allowed a hierarchy of long uncoupled integrations to be carried out using the component atmospheric and oceanic models. Therefore, the cause of the decadal oscillation could be identi ed unambiguously to be associated with mechanism A. Selten et al. (1998) also used a hierarchy of integrations to analyze decadal oscillations occurring in a simpli ed coupled model and associated it with mechanism A. In particular, these idealized model studies did not nd any evidence for coupled ocean{atmosphere modes in the midlatitudes (i.e., mechanism C as described above). Although this is in agreement with some coupled GCM studies (Delworth et al., 1993; Delworth, 1996; Saravanan, 1998) , it is at variance with other coupled GCM studies that have argued for the existence of midlatitude coupled modes (e.g., Latif and Barnett, 1994; Gr otzner et al., 1998; Timmermann et al., 1998) .
The postulated mechanisms for coupled midlatitude modes are often based solely upon the statistical relationships between atmospheric and oceanic variables seen in a coupled GCM integration (e.g., Gr otzner et al., 1998; Timmermann et al., 1998) . The presence of periodicity or correlated behaviour between the atmosphere and the ocean does not necessarily imply the existence of a coupled mode, since even mechanisms A and B produce such behaviour (Delworth et al., 1993; Gri es and Tziperman, 1995; SM97; Selten et al., 1998) . Analyzing correlated behaviour in a coupled system, either in a GCM or in observations, is fraught with di culties, since it is very di cult to distinguish between atmospheric forcing of the ocean and oceanic forcing of the atmosphere (e.g., Frankignoul, 1985; Saravanan, 1998) . Until the postulated mechanisms for coupled midlatitude modes are thoroughly validated using a hierarchy of uncoupled atmospheric and oceanic GCM integrations, their viability remains in doubt.
Of course, the relevance of the results obtained by SM97 to the real climate system may also be questioned because of the drastic simpli cations involved in the formulation of their idealized coupled model. Perhaps the most severe approximation was the use of a zonally-averaged ocean model, which precluded any explicit role for wind-driven gyre dynamics or western boundary currents in oceanic variability. In this study, we develop an improved version of the coupled model of SM95, using a fully three-dimensional ocean model to represent the Atlantic basin. This model con guration should be able to capture the proposed theoretical mechanisms for midlatitude coupled modes, which involve the ocean gyre dynamics (Jin, 1997; Goodman and Marshall, 1998; Weng and Neelin, 1998) . The atmospheric component of this coupled model is essentially the same two-level eddy resolving atmospheric model used by SM95, but with higher horizontal resolution. This improved model, hereafter referred to as the idealized coupled model (ICM), continues to have the virtues of computational e ciency and conceptual simplicity, at the cost of the quantitative realism that can be obtained by using a global coupled GCM.
Section 2 presents a detailed description of the ICM and the spin-up for the coupled control integration. Section 3 describes the mean state associated with the coupled equilibrium. Section 4 presents a simple diffusive stochastic model that serves as the null hypothesis against which to compare the spatial and temporal structure of oceanic variability. Section 5 describes oceanic variability in the coupled control integration. The variability is dominated by a few spatial patterns, with fairly deep vertical structure. There is also a deep oscillatory mode, with a period of 16{20 years, associated with intrinsic oceanic variability.
Section 6 discusses uncoupled oceanic integrations using simple surface boundary conditions. These integrations demonstrate that the existence of the deep oscillation depends upon oceanic processes alone. Section 7 analyzes atmospheric variability in the coupled integration, and compares it with uncoupled integrations. We nd that there are two dominant types of variability: a passive oceanic red noise response to stochastic atmospheric forcing, and an active oceanic mode of variability that is partially excited by atmospheric forcing (a combination of mechanisms A and B described above).
Section 8 examines the predictability associated with the midlatitude variability, using simple statistical prediction models. It is shown that although there is significant decadal predictability in the deep ocean, the predictability weakens considerably as one moves upwards, to the ocean surface and then into the atmosphere. The relevance of these results to the real ocean{atmosphere system is discussed in Section 9. Grey rectangle shows the passive 120 -wide Paci c-like ocean basin, where the annual cycle of SST is prescribed. White rectangle shows the active 60 -wide Atlantic-like ocean basin, where the SST is determined by atmosphere{ocean interaction. Line-lled region shows the land area.
Model description a.. Geography
If we couple a 60 -wide Atlantic-like ocean basin to a global atmospheric model, with no other oceanic regions, then the entire burden of the oceanic meridional heat transport falls on the single ocean basin. Of the global oceanic meridional heat transport of about 2PW, the Atlantic is believed to contribute approximately 1PW, i.e., about 50% (Trenberth and Solomon, 1994) . To allow realistic meridional heat transport in the Atlantic-like ocean basin, we introduce another, Paci c-like, spherical sector ocean basin that has the same meridional extent as the Atlantic-like basin, but is 120 -wide in longitude. This is a`passive' ocean basin, in the sense that the it is simply a region with speci ed climatological annual cycle of zonally SST and no ocean dynamics whatsoever (Fig. 1) . There is an implied meridional heat transport associated with this basin because of the atmospheric uxes, which reduces the meridional heat transport required of the Atlanticlike ocean basin.
The 60 -wide Atlantic-like sector domain extends from 74.3 S to 74.3 N in the meridional direction and from 60 W to 0 in the zonal direction. The 120 -wide Paci c-like sector domain extends from 74.3 S to 74.3 N in the meridional direction and from 90 E to 150 W in the zonal direction. The two basins are not connected in any way, other than via the atmosphere.
b.. Atmospheric model
The atmospheric component of ICM is a global eddyresolving model using spherical harmonic expansion in the horizontal. It is governed by the moist, compressible primitive equations in spherical coordinates, with pressure as the vertical coordinate. There are two pressure levels, at 250hPa and 750hPa. The details of the atmospheric model are described in SM95, where it was integrated at T21 spectral truncation. We use essentially the same atmospheric model, but at T31 spectral truncation, with a nominal resolution of 3:75 in the horizontal. We summarize some of the important features of the model below.
The prognostic variables of the atmospheric model are the potential temperature , horizontal velocity u, and speci c humidity q at each of the two pressure levels. Moist processes represented in the model include evaporation at the ocean surface, advection of moisture by the ow, and precipitation through moist adiabatic adjustment. The crudeness of the convective parameterization means that the model simulates equatorial precipitation rather poorly, although it does a fair job of simulating midlatitude precipitation. The land surface is assumed to be smooth, and Ekman drag is applied in the 750hPa level to represent surface friction. Bulk aerodynamic formulas are used to compute the sensible heat ux and evaporation at the surface. The seasonal cycle in solar radiation is included, but the diurnal cycle is not.
c.. Oceanic model
The SST (in Kelvin) is prescribed to be zonally uniform over the Paci c-like sector and has a latitudinally varying annual cycle of the form SST = 301 ? 2 ? (7 ? 6:6 3 ) cos (2 (t + 0:075));
(1) where = 33K, denotes the sine of the latitude, and time t is assumed to vary from 0 to 1 over a year, with t = 0 corresponding to the boreal spring equinox (March 21). This functional form was derived by tting the zonally averaged annual cycle of Paci c SST from Levitus (1982) to a simple polynomial in , and symmetrizing between the Northern and Southern hemispheres in the annual mean. Note that the geography of the ocean basins is also symmetric between the two hemispheres.
The 60 -wide Atlantic-like sector is modeled using National Center for Atmospheric Research CSM Ocean Model NCOM (Large et al., 1997; Gent et al., 1998) , which is a comprehensive ocean GCM. It is based on the Modular Ocean Model (MOM 1.1) of the Geophysical Fluid Dynamics Laboratory and solves the primitive equations in spherical coordinates, with the hydrostatic, Boussinesq, and rigid-lid approximations. NCOM includes many substantial physical and numerical improvements, including the isopycnal tracer transport parameterization of Gent and McWilliams (1990) , and the KPP vertical mixing parameterization of Large et al. (1994) .
Both the longitudinal and latitudinal resolutions of the model are constant at 3.75 and 3.09 , respectively. This resolution is too coarse to provide a good simulation of equatorial ocean currents, but should be adequate to simulate the gross features of the subtropical and subpolar ocean circulation. For simplicity, we choose the bottom topography to be at, with a constant depth of 5000m. There are 25 vertical levels, monotonically increasing in thickness from 12m near the surface to 450m near the bottom. Within the upper 50m, the model contains 3 vertical levels. The prognostic variables are the horizontal velocity u, potential temperature T, and salinity S.
For the control integration, the oceanic horizontal eddy viscosity, isopycnal di usion, and thickness di usion coe cients are 3:0 10 No ltering is applied at high latitudes. We use a somewhat large value of vertical di usivity to suppress possible ush-type oscillations (e.g., Weaver et al., 1993) .
Since we wish to focus solely on the interaction between the atmosphere and the ocean in this study, we chose not to allow any sea ice formation in the sector ocean model. This was not done because we think the role of sea ice is unimportant, but simply to avoid the complicated nonlinear feedbacks that are often associated with sea ice, which could detract us from analyzing the more direct interaction between the atmosphere and the ocean. In the traditional mixed boundary conditions used for sector ocean models, omission of sea ice formation is usually not a problem, because the restoring surface temperature values can be chosen to be warmer than the freezing point of sea water. However, in a coupled model, atmospheric forcing can cool the ocean surface below its freezing point. Therefore, we allow sea water to be \supercooled", i.e., cooled below its freezing point, but when this happens, we use a constant potential temperature of ?2 C in the equation of state when computing the density.
In e ect, we extrapolate the equation of state for potential temperature values below ?2 C, assuming a zero value for the thermal expansion coe cient. (Note that the thermal expansion coe cient is already close to zero near the freezing point.) As discussed below, these very cold temperatures tend to occur mostly in shallow regions near the surface in the Southern hemisphere, where the thermohaline circulation does not transport much heat poleward. Most of our analysis, however, will be focused on the Northern hemisphere, where the thermohaline circulation is most active and the ocean temperatures are warmer.
d.. Land model
The land area is represented by a slab with heat capacity of 10 7 J m ?2 K ?1 . The runo into each ocean basin is equal to the integral of evaporation minus precipitation over the ocean basin, thus conserving the total amount of freshwater in the basin. This prevents any inter-basin freshwater exchange through the atmosphere. The runo is distributed uniformly over the ocean basin, as described in SM95.
e.. Spin up
To spin up the coupled integration, the atmospheric component of ICM was integrated for 20 years with prescribed annual cycle of SST over both basins. For the Atlantic-like basin, the SST was speci ed using an expression like (1), but with = 31:5K, which provides a better t to the zonally averaged annual cycle of the observed Atlantic SST. The annual-mean of this SST pro le and the annual-and zonal-mean freshwater ux and wind stresses from this uncoupled atmospheric model integration were used as "mixed" surface boundary conditions for integrating the oceanic component of ICM, with a restoring time scale of 30 days for the SST.
The acceleration technique due to Bryan (1984) was used for the above uncoupled oceanic integration. The ocean model was integrated for 8000 deep years (800 surface tracer years) to reach an equilibrium state. Although the surface boundary conditions were symmetric between the Northern and the Southern hemispheres, the equilibrium ocean state showed a clear asymmetry, with a narrow downwelling region near the northern boundary and broad upwelling elsewhere, similar to the pole-to-pole (PP) state described in SM95. This equilibrium ocean state was used as the initial condition for our experiments due to its similarity to the present day Atlantic overturning. Other oceanic equilibria may also exist, but we did not search for them.
In the fully coupled integrations, the atmospheric and oceanic models exchange momentum, heat, and freshwater uxes once every 24 hours, without any ux adjustments. (Runo is treated separately, as described in Section 2d.) We used synchronous integration in the ocean model with all model time steps set to 4800s, corresponding to 18 time steps per day. The atmospheric model used a time step of 2880s, corresponding to 30 time steps per day. We used a moderately fast workstation with two CPUs to integrate the model, at the cost of about 24 hours of wall clock time for 20 model years.
Coupled equilibrium
The coupled control integration of the ICM was carried out for 2000 model years. Since the ocean model had been spun up to be in equilibrium with the uncoupled atmosphere, a coupled statistical equilibrium was reached fairly quickly, after about 600 years of integration. We shall refer to this control integration as the COUP integration, and use the last 1000 years of it for our analysis (Table 1) . We describe below several important features of the oceanic and atmospheric circulation associated with this coupled equilibrium state. We loosely compare important features of this state to atmospheric observations (e.g., Peixoto and Oort, 1984) and to oceanic observations speci c to the Atlantic basin (e.g., Levitus, 1982) , and argue that the ICM produces a qualitatively realistic simulation of the real ocean{atmosphere system. Of course, given the simplicity of the geography and physical parameterizations, the coupled equilibrium also exhibits many unrealistic features. The annual-mean surface properties of the active ocean basin (averaged over the last 1000 years) are shown in Fig. 2 . Note the asymmetry in the SST distribution between the Northern and Southern Hemispheres (Fig. 2a) . All the annual-mean forcing functions in the model, such as the insolation and the zonally uniform SST eld in the passive basin, are symmetric across the Equator, as are the basin geometries. There is a seasonal cycle in the insolation and speci ed SST over the passive ocean basin, but that too has perfect anti-symmetry about the Equator. This means that the hemispheric asymmetry in the annual-mean SST is entirely due to the`symmetry breaking' associated with the multiple equilibrium structure of the ocean circulation (Rooth, 1982; Bryan, 1986) . This is similar to the results of SM95, who found that the multiple equilibria associated with an uncoupled ocean model were preserved with only minor modi cations when it was coupled to an atmospheric model.
In the Northern hemisphere, the sharpest SST gradients occur around 50 N, near the western boundary of the ocean basin (Fig. 2a) . The SST in the northern high latitudes is also considerably warmer than in the southern high latitudes. In parts of the southern high latitudes, the SST values are actually below the freezing point. This results from a combination of the weakness of meridional heat transport in the ocean and rather cold atmospheric conditions. The sea surface salinity (SSS) shows subtropical maxima and minima in the high latitude regions (Fig. 2b) . However, the salinity minimum near the Northwestern boundary is rather weak. The barotropic streamfunction ( Fig. 2c) shows a subtropical and a subpolar gyre in each hemisphere, with transports of about 20Sv. There are also two weak tropical gyres. The barotropic streamfunction is nearly in Sverdrup balance with the surface wind stress, as is usually the case in coarse-resolution ocean models. The near symmetry in the wind-driven ocean circulation between the two hemispheres therefore indicates the near symmetry in surface wind stresses.
The zonal-mean T distribution ( Fig. 3a) shows that the ocean model maintains a fairly realistic thermocline. As already noted in the SST distribution, very cold temperatures occur near the surface in the southern high latitudes. The abyssal temperatures are somewhat cold, slightly below 0 C, but otherwise show a fairly realistic structure. The zonal-mean S distribution ( Fig. 3b) shows the subtropical maxima around 25 latitude, with a strong minimum near the southern boundary, but only a weak minimum near the northern boundary. The abyssal salinity values are close to 34:73psu, with fairly weak gradients. The distributions of both T and S show very weak vertical gradients near the northern boundary of the ocean basin, where deep convection tends to occur in the model. The meridional overturning streamfunction (Fig. 4) shows a highly asymmetric structure about the equator, with a maximum strength of over 20Sv occurring around 50 N, at a depth of about 1000m. The magnitude of is very similar to that seen in global ocean GCMs (e.g., Large et al., 1997). The structure of indicates the strength of the thermohaline circulation, except in the upper ocean, where Ekman transport driven by the surface wind stress is dominant. As seen in Fig. 4 , the Ekman cells do not penetrate very deep, and is dominated by the thermohaline circulation. The sinking branch of the overturning circulation is con ned to the north of 65 N, where the model forms its deep water. Since there is no Antarctic Circumpolar Current or deep water formation near the southern boundary, there is no analog of Antarctic Bottom Water formation represented in this model.
The oceanic heat transport is predominantly to the north (Fig. 5) , with a maximum transport of about 0.9 PW at 30 N. This is a fairly realistic value for an Atlantic-like basin and is consistent with observational estimates (Hall and Bryden, 1982; Trenberth and Solomon, 1994) . The meridional heat transport in the Southern hemisphere is quite weak.
The climatological annual-mean zonal winds in the atmosphere show qualitatively realistic features such as the midlatitude jet in the upper level, and surface westerlies in the lower level (Fig. 6a) . There is only a weak asymmetry between the two hemispheres, with the Southern hemisphere showing a stronger jet, in thermal wind balance with the stronger meridional SST gradients. The meridional circulation shows a Hadley cell, a Ferrel cell, and a weak polar cell (Fig. 6b ). The dients. Since we shall be interested in analyzing oceanic variability below the surface, we consider a straightforward extension of the Hasselmann model that takes into account the vertical structure of the ocean.
Consider a one dimensional di usive model of an oceanic column of depth D = 5000m, forced by stochastic heat ux "(t) at the surface and zero ux at the bottom. The temperature anomaly T 0 (z; t) as a function of depth z and time t is given by @ t T 0 = @ 2 zz T 0 ; (2) with boundary conditions
(4) where = 1000 kg m ?3 is the density of sea water and C p = 4000 J kg ?1 K ?1 is its speci c heat capacity. The restoring term (in Wm ?2 K ?1 ) represents the negative feedback associated with the atmosphere. The turbulent di usion coe cient (in m 2 s ?1 ) is a crude representation of vertical mixing in the ocean. Surface heat ux "(t) (in Wm ?2 ) is assumed to have white noise temporal variation. Since the above equations do not explicitly include a surface mixed layer, they are only valid for time scales on which the thermal anomalies penetrate below the mixed layer (i.e., time scales longer than a year or so).
We Fourier transform ( : (8) We consider the limiting behaviour of (8) 
For the special case z = 0, we have jT j 2 ! :
We see from (10) that the temperature variance at the surface (z = 0) is approximately proportional to ! ?1 for large !. Note that this is slower than the ! ?2 decay predicted by the mixed layer stochastic model of Hasselmann (1976) . The reason is that at higher frequencies the thermal anomalies do not penetrate very deep into the ocean, and therefore the e ective ocean depth is smaller. The limiting behaviour of the temperature variance below the surface shows essentially exponential decay with increasing !. The decay rate increases with depth, with only the very low frequencies penetrating into the deep ocean. The one-dimensional di usive stochastic model, although very crude, illustrates how the variance spectrum of temperatures in the deep ocean may be expected to di er signi cantly from the red noise SST spectrum predicted by the mixed layer stochastic model. We shall therefore use it as the null hypothesis against which to compare simulated (or observed) oceanic variability. One could also consider other generalizations of the stochastic model, incorporating e ects such as horizontal advection (e.g., , but that would make the null hypothesis rather complex.
Coupled oceanic variability
The COUP integration exhibits spontaneous variability on a range of time scales, both in the atmosphere and in the ocean. Variability in the ocean shows a redder spectrum than in the atmosphere and also a richer temporal structure. We describe below some of the important features of the oceanic variability, analyzed using annually averaged data over the last 1000 years of the COUP integration.
As a gross measure of the extratropical oceanic variability, at each ocean grid point north of 15 N, the frequency{variance spectrum of temperature was computed at selected depths. The resulting power spectra were then averaged horizontally to produce a variance spectrum at those depths. As seen in Fig. 8a , the variance spectra show broad \red noise" structure on annual-to-decadal time scales, with more of a white noise structure on longer time scales. This is qualitatively true at all depths, although the amplitude of the variability is considerably attenuated in the deep ocean. If one examines the spectra more quantitatively in the annual-to-decadal band (see caption of Fig. 8 ), the exponent of ! (\the spectral slope") decreases from ?1:5 at the surface to about ?3 in the deep ocean. There is also an indication of a weak spectral peak, with a period of 20 years or so, especially in the deep ocean. Fig. 8b shows the temperature variance spectra predicted by the di usive stochastic model (8), for estimated values of of model parameters , , and". We estimate the \e ective" vertical di usion coe cient to be about 2 10 ?2 m 2 s ?1 by tting (9) to the spectra shown in Fig. 8a for the ten year time scale. Analysis of the surface heat budget in the COUP integration (discussed later) indicates that the surface damping coe cient is about 13W m ?2 K ?1 . The value of" was chosen to be 100W m ?2 so as to obtain the right magnitude of temperature variance at the surface.
Note that even with the above \ tted" values for the model parameters, the spectrum of temperature variance predicted by the di usive stochastic model shows considerable di erences when compared to the actual spectrum for the COUP integration (Figs. 8a,b) . Although the spectral slopes do become a bit steeper with depth in the COUP integration, the variance does not decay exponentially with increasing frequency as predicted by the di usive stochastic model. Note also that the tted value for is much larger than the actual value of the vertical di usion coe cient used in the model. One possible interpretation of this is that advective processes communicate the sea surface variability to deeper levels more e ciently than the di usive processes. An alternative interpretation is that the oceanic variability is dominated by modes with fairly deep vertical structure, where the vertical communication occurs nearly instantaneously through pressure gradient forces, instead of through slower processes such as advection or di usion. In any case, we reject the null hypothesis that oceanic variability below the mixed layer may be explained by the di usive stochastic model.
The spatial structure of SST variability is shown in Fig. 9a . The strongest variability occurs along an elongated band in the northern subpolar gyre. The maximum amplitude of the SST variability is about 4 C, occurring around 55 N. Although the spatial structure of the variability is qualitatively realistic when compared to the observed variability over the North Atlantic, the amplitude near the western boundary is overestimated (e.g., see Deser and Blackmon, 1993) . The large amplitude SST variability is highly localized, implying that in a spatially-smoothed sense the SST and heat content anomalies may be quite realistic. There is also some SST variability at the inter-gyre boundary in the Southern hemisphere, but it is much more meridionally con ned.
Regions of strong variability in SSS mostly coincide with regions of strong SST variability (Fig. 9b ). There is a broad region of SSS variability in the northern subpolar gyre and more meridionally con ned variability at the inter-gyre boundary in the Southern hemisphere. Recall that the geography is symmetric across the equator (Fig. 1) , and the atmospheric circulation is also nearly symmetric across the equator (Fig. 6) . The hemispheric asymmetry in the SST and SSS variability must therefore be due to the asymmetry in the mean state of the ocean.
The variability in the barotropic streamfunction, in contrast to the SST and SSS variability, is nearly symmetric about the equator. The maximum variability occurs around 50 latitude, near the atmospheric storm track regions and the subpolar{subtropical gyre boundary. This suggests that the barotropic streamfunction variability is primarily driven by the nearly symmetric atmospheric variability, through Sverdrup balance. The fact that this symmetry in the wind-driving is not reected in the SST variability indicates that wind-forcing may be much less e cient in exciting SST variability than thermohaline variability . One may expect that the SST variability to be associated with variability in the meridional heat transport. As we note from Fig. 5 , the meridional heat transport varies by about 0:1PW in the midlatitudes. Since the mean meridional heat transport is about 0.9PW, the fractional variation is quite small (about 10%). As discussed subsequently, the atmospheric state is only weakly modi ed by the oceanic variability. This implies that a much larger variation in the oceanic meridional heat transport would be required to induce a large response in the atmosphere.
The time evolution of SST over a 100 year period along the region of maximum SST variance (the thick dashed line in Fig. 9a ) shows clear propagating features (Fig. 10) . The SST anomalies form near the western boundary and propagate northeastward, reaching the northern boundary after about 10 years. These irregular propagating features are also seen during other periods in the COUP integration (not shown). One may speculate that this behaviour is analogous to the irregular propagating SST anomalies with decadal time scales seen in observations, especially along the region of maximum SST variance in the North Atlantic (Sutton and Allen, 1997) . (Note though that the propagating anomalies occur along a di erent section of the subpolar gyre in the sector model as compared to observations.)
The periodicity of about 20 years associated with propagating SST anomalies seems to be consistent with the weak spectral peak noted in Fig. 8 . To identify the dominant spatial patterns of variability, we use empirical orthogonal function (EOF) analysis (c.f. Wilks, 1995) . The normalization conventions used for this analysis are the same as those of SM97 and include weighting of the data by the corresponding area-element on the globe. The EOFs were computed using the last 1000 years of annually averaged data for the COUP integration.
The rst two EOFs of SST in the northern extratropical domain are shown in Figs. 11a,b. EOF1 shows a monopole structure near the western boundary of the basin around 55{60 N. The SST amplitude associated with it is somewhat large, but very localized spatially. EOF2 shows weaker, but more realistic, SST amplitude, and has a more spatially extended dipole structure. The spatial structures are qualitatively similar to those associated with North Atlantic variability (Deser and Blackmon, 1993; Kushnir, 1994) , although there are considerable discrepancies in the latitudinal locations. The mechanisms responsible for these spatial structures will be discussed in detail later.
The frequency{variance spectra associated with the time series (Fig. 11c) highlight the di erences in their spectral properties. The total variance of each of the time series was normalized to unity prior to computing the spectra. Although the two EOFs show comparable normalized variance on decadal-to-centennial time scales, EOF1 shows an order of magnitude lower variance on annual-to-decadal time scales, i.e., its spectrum is considerably \redder" than that of EOF2. Neither shows very strong spectral peaks, although EOF1 has enhanced variance on multi-decadal time scales. It will be shown later that EOF1 of SST is closely associated with a deep oscillation in the ocean, whereas EOF2 is essentially a red noise upper oceanic thermal response to stochastic atmospheric heat ux forcing.
At the sea surface, it is di cult to distinguish periodicities in the oceanic variability from the background red noise response to stochastic atmospheric forcing. Oscillatory behaviour in oceanic variability is more evident in the properties of the deep ocean, such as the meridional Figure 12 . a. EOF1 of meridional overturning streamfunction for the COUP integration (1Sv contours; EOF plotting conventions as in Fig. 11 ). b. Frequency{variance spectrum of the expansion coe cients associated with EOF1 of . The dotted lines indicate the 5% and 95% a posteriori con dence intervals of a reference red noise spectrum. The spectral estimates were smoothed using a bin size of 10. overturning streamfunction . EOF1 of is essentially con ned to the Northern hemisphere, with maximum amplitude at mid-depth around 50 N (Fig. 12a) . It is quite dominant, accounting for about half the variance of , and shows deep vertical coherence. This suggests that this mode of variability is quite di erent from the di usive variability associated with the null hypothesis.
The frequency{variance spectrum of the time series of the expansion coe cient of EOF1 of shows a strong and statistically signi cant spectral peak with a period of 16{20 years (Fig. 12b) . It is therefore useful to de ne an index based upon this time series, after normalizing it to have zero mean and unit variance. We shall use this index, referred to as the 1 index, to represent the deep oscillatory mode of variability in the ocean.
We carry out lagged regression analyses between the 1 index and SST/SSS to identify the surface component of the oscillatory mode (Fig. 13) . The regressed SST patterns (Fig. 13a{e) show a strong positive anomaly beginning to form around 57 N near the western boundary at a lag of ?4 years. This anomaly grows for about 6 years, spreads northeastward, and then begins to decay at a lag of about 4 years. The anomaly structure at lag 0 closely resembles EOF1 of SST (Fig. 11a) . There is also some indication of anticlockwise propagation along the northern and western boundaries, but this signal is very weak. Note that the spectral peak in Fig. 12b is quite broad, and is superimposed on a background of red noise. Therefore we do not expect the regressed anomalies to show pure cyclic behaviour.
The regressed SSS patterns (Fig. 13f{j) show spatial structures that are surprisingly similar to the SST patterns, indicating a strong positive correlation between T and S. This means that there is a strong cancellation in the contributions to surface density from the T and S uctuations. The implications of this cancellation for ocean dynamics is discussed in detail in a companion study , where it is shown that the positive T{S correlation is also seen in more realistic coupled GCMs, and may be a generic property of oceanic decadal variability. The regressed SSS patterns also show a weak negative anomaly propagating in an anticlockwise manner, rst along the northern boundary, and then along the western boundary.
To identify the processes contributing to the formation and spreading of the SST anomalies (Fig. 13a{e) , we compute terms in the linearized tendency budget for T, neglecting the nonlinear terms. The linearized tendency equation for the temperature anomaly T 0 may be written as: @T 0 @t = ?r (u 3 T 0 ) ? r (u 0 3 T) ? r F 0 (11) where () denotes the time mean, () 0 denotes deviations from the time mean, u 3 denotes the three-dimensional velocity (u; v; w), r () denotes three-dimensional divergence, and F 0 denotes the anomalous di usive/convective ux of q. We shall refer to the left hand side of (11) as the NET term and to the two terms on the right hand side as the ADV MEAN and ADV PERT terms respectively.
ADV MEAN (?r (u 3 T 0 )) is the contribution to T tendency from the e ect of mean ow advection acting on the thermal anomaly eld, and ADV PERT (?r (u 0 3 T)) is the contribution from the perturbation velocity eld acting on the mean state thermal gradients. We average u 3 and T over the top 100m, so that they are representative of the mixed layer variability, not just the surface variability. Since the temporally and spatially varying di usion coe cients were not archived, it was not possible to compute the di usive third term on the right hand side of (11). Although the di usive contributions are not negligible, we hope that comparing the ADV MEAN and ADV PERT contributions can give us an idea of the relative importance of these two di erent advective processes. Fig. 14 shows the ADV MEAN and ADV PERT terms computed and regressed against the 1 index at two locations marked in Fig. 13 : location A (50:6 W, 57:2 N) and location B (31:9 W, 66:5 N). Also shown in the gure for comparison is the NET term (@ t T 0 ). Location A was chosen to characterize the anomaly formation process near the western boundary and location B to characterize the spreading process away from the western boundary. Note that the two locations also lie on the path along which the propagating SST anomalies are seen (Fig. 10) .
At location A, the ADV PERT term clearly dominates over the ADV MEAN term (Fig. 14a) . This means that the formation of the warm SST anomaly can be understood in terms of the perturbation advection acting to bring warmer water from the low latitudes, across the strong meridional gradient in SST seen in the mean state (Fig. 2a) . This northward perturbation advection around 50 N at zero lag is also consistent with the structure of EOF1 of (Fig. 12a) . Mean ow advection does not play much of a role in the evolution of the thermal anomaly. The NET tendency is weaker and somewhat di erent in temporal structure compared to the ADV PERT term, indicating that other processes Fig. 13 . The HFLX anomalies were converted from Wm ?2 to C yr ?1 assuming that the heat ux is deposited over an ocean slab of depth of 100m. such as di usion and surface ux forcing also play a role.
Away from the strong meridional SST gradients near the western boundary, at location B, the ADV MEAN term is much larger than the ADV PERT term, and closely tracks the NET tendency evolution (Fig. 14b) . This suggests that thermal anomaly is essentially just advected by the mean background ow.
We can also try to estimate the contribution to T tendency from the surface heat ux. To do that, we assume that all of the surface heat ux is deposited within the top 100m of the ocean. The contribution to T tendency, subject to this assumption, is shown in Fig. 15 . Also shown in the gure is the T anomaly averaged over the top 100m of the ocean. Note that the upward heat ux anomaly is linearly proportional to the T anomaly to a very good approximation, indicating damping of the oceanic T anomaly by atmospheric processes. The proportionality constant between the heat ux and the T anomaly is essentially the same, about 13W m ?2 K ?1 , at both locations.
Thus the overall picture of the SST anomaly evolution seems to be one of formation through perturbation advection acting on strong means gradients near the western boundary and propagation in the northeastward direction due to mean advection, while continually losing heat to the atmosphere. Analysis of the advective tendency terms for the salinity anomalies (not shown) leads to similar conclusions, except that the salinity anomalies are not damped by atmospheric feedbacks.
The coordinated changes between and the SST anomalies described above suggest the following mechanism for the decadal oscillation: At a lag of 0 years, there is enhanced sinking near the northern boundary and enhanced meridional ow near the surface at 50 N, as indicated by the structure of EOF1 of (Fig. 12a) . This enhanced northward ow helps form the positive SST/SSS anomalies (Fig. 13) , through the e ect of the perturbation advection on the mean state gradients. Though the contributions to the density anomaly from the SST and SSS anomalies tend to cancel, the thermal contribution dominates, resulting in a negative density anomaly . The negative density anomaly is advected northeastward by the mean circulation and approaches the northern boundary after 8{10 years (Fig. 10) . This causes reduced sinking near the northern boundary, and a weakening of the meridional ow near the surface at 50 N, corresponding to the opposite phase of EOF1 of . This leads to the formation of a negative SST/SSS anomaly and the opposite phase of the cycle is initiated. The time scale of the oscillation is set by the time taken to advect the SST/SSS anomalies from the generation region to the sinking region.
The above scenario for the decadal oscillation is in many respects quite similar to that described by SM97 and Selten et al. (1998) . One important di erence is that in their case the initial SST anomaly was excited by atmospheric forcing (corresponding to mechanism A discussed in the Introduction). In the mechanism described above, the SST/SSS anomalies are generated by the perturbation advection acting on the mean state gradients. This allows for the possibility that the oscillation can be self sustaining. As will be evident from the uncoupled oceanic integration discussed below, the oscillation is indeed self-sustaining (as in mechanism B discussed in the Introduction).
Uncoupled oceanic variability
The COUP integration shows oscillatory behaviour superimposed upon a background of red noise. As discussed in the Introduction, this oscillatory behaviour can result from stochastic excitation of a damped mode of the ocean, an unstable oscillatory mode of the ocean, or from a coupled ocean{atmosphere mode. To distinguish between these possible mechanisms, we carried out uncoupled oceanic integrations using the oceanic component of the coupled model, with two di erent types of surface boundary conditions (Table 1) .
The rst type of surface boundary condition, the ux boundary condition (FBC), involves speci cation of the mean annual cycle of the surface uxes of heat, freshwater, and momentum. This is a truly uncoupled boundary condition, in the sense that there are no feedbacks at the ocean surface. The annual cycle of speci ed surface uxes was computed from the climatology of the COUP integrations.
The second type of surface boundary condition, the mixed boundary condition (MBC), involves speci cation of the annual cycle of the surface ux of freshwater and momentum, but the SST is restored to a spatially and seasonally varying equilibrium temperature pro le T , with a restoration time scale of 30 days. For the top level of the ocean model, which is 6m deep, this is equivalent to a surface heat ux exchange coe cient of 18:5W m ?2 K ?1 . T was computed from the annual cycle of SST ( C) and downward surface heat ux H (W m ?2 ) in the COUP integration, using the formula T = SST + H=18:5. Thus the MBC integration takes into account the local negative atmospheric heat ux feedback on the SST. The oceanic state at the end of the COUP integration was used as the initial condition for the FBC and MBC integrations. The integrations were carried out for 250 years, with the last 200 years being used to compute the climatological properties of ocean variables. The mean states for the uncoupled integrations were in most respects similar to that of the COUP integration, although the mean meridional overturning for the FBC integration had stronger sinking around 50 N (not shown).
When compared to EOF1 of SST in the COUP integration (Fig. 11a) , the EOF1 of SST in the two uncoupled integrations (Fig. 16) show spatial structures that have some gross similarities, with maximum amplitudes near the western boundary around 55 N. The FBC integration shows much stronger SST variability, with a maximum amplitude of about 12 C, and a much more meridionally con ned spatial structure. The MBC integration shows SST variability that is more similar in structure to that of the COUP integration, with only slightly weaker amplitudes. The negative feedback on the SST associated with the mixed boundary conditions presumably attenuates the SST variability.
To determine whether the similarities in the surface variability are also seen in the deep ocean, we consider EOF1 of in the two uncoupled integrations (Fig. 17) . For the FBC integration, EOF1 shows rather strong variability ( 8Sv), with very sharp gradients at 50 N, which is quite di erent from EOF1 of in the COUP integration (Fig. 12a ). The MBC integration shows variability that is quite similar in structure to that of the COUP integration, but with slightly weaker amplitudes. The spectral estimates were smoothed using a bin size of 5; there are 100 bins in the frequency range shown. The reference red noise spectrum was computed from the lag 1 autocorrelation. The dotted lines show the 95% a priori con dence intervals computed using a 2 test with 10 degrees of freedom. The dashed lines show the 95% a posteriori con dence intervals computed as described in Madden and Julian (1971) . The frequency{variance spectrum associated with EOF1 of is shown in Fig. 18 . The two uncoupled integrations, FBC and MBC, show spectral peaks that are considerably narrower than the spectral peak in the COUP integration. The period of about 30 years associated with the oscillation in the FBC integration is quite di erent from 16{20 year periodicity seen in the COUP integration. The MBC integration provides a better simulation of the periodicity, with a spectral peak around 13 years. However, this spectral peak is much narrower than in the COUP integration, suggesting that stochastic atmospheric forcing signi cantly broadens spectral peaks in the coupled system. In summary, the uncoupled oceanic integrations clearly show oscillatory behaviour with spatial structures that are similar to the decadal oscillation in the COUP integration. The amplitude and period of the oscillation are quite sensitive to the type of surface boundary condition used. Of the two types of boundary conditions considered, the mixed boundary conditions provide a better approximation to the behaviour of the coupled model, presumably because they manage to capture the e ects of atmospheric negative feedback on SST anomalies.
Atmospheric variability
In the atmosphere, the COUP integration shows low frequency variability with spatially coherent structures on monthly and longer time scales. As described in earlier sections, there is also signi cant spatially coherent SST variability. In this section, we examine the spatial and temporal characteristics of the atmospheric variability and the causal relationships that link it to the SST variability.
Intrinsic atmospheric low-frequency variability tends to have equivalent barotropic structure in the vertical, with maximum amplitudes of variability in the upper troposphere. We may also expect the \far-eld" atmospheric response to SST anomalies to have equivalent barotropic structure. Therefore, we focus on variability in the upper level streamfunction ( 250 ). Analysis of the lower level streamfunction leads to similar conclusions, except that the spatial patterns tend to be more localized in the zonal direction. We con ne our analysis to the northern extratropics, in a longitudinal domain centered on the ocean basin, but twice as wide.
To understand the role of oceanic feedbacks, we carried out two uncoupled atmospheric integrations (Table  1) : (i) an integration using the climatological annual cycle of SST from the COUP integration (the ACYC integration), and (ii) an integration like the ACYC integration, but with EOF1 of SST from the COUP integration (Fig. 11a) added as an anomaly to the climatological SST (the ACYC+SST1C integration). Each of these integrations was carried out for 100 years. The ACYC integration will allow us to determine the properties of intrinsic atmospheric variability in the absence of any SST variability. The ACYC+SST1C integration will allow us to estimate the atmospheric response to the dominant mode of SST variability seen in the COUP integration. Fig. 19 shows the EOFs of 250 for the COUP and ACYC integrations. We shall use the notation PSI1C/PSI2C for the rst two EOFs of the COUP integration, and the notation PSI1A/PSI2A for the rst two EOFs of the ACYC integration. The PSI1C and PSI2C patterns both show broad zonal structures, with alternating bands in the meridional direction. There is some indication of localization in the zonal direction over the ocean basin, especially for PSI2C. The uncoupled PSI1A pattern shows only small di erences when compared to the corresponding coupled PSI1C pattern. However, PSI2A shows more di erences when compared to PSI2C. It is more localized zonally and is con ned to the western part of the ocean basin in the middle and higher latitudes.
The frequency{variance spectra associated with the EOFs of 250 for the COUP integration are shown in Fig. 20 . Two di erent kinds of con dence intervals are used to assess the statistical signi cance of any spectral peaks. The 95% prior con dence intervals (dotted lines) correspond to a standard 2 -test for variance applied independently to each frequency bin in the spectrum (Wilks 1995) . However, the spectra shown in Fig. 20 consist of 100 frequency bins (after smoothing). So it is quite possible that 5% of the bins may show variance values exceeding the 95% prior con dence intervals simply by chance. To take this into account, we use the 95% posterior con dence intervals as described by Madden and Julian (1971) . (This would actually be equivalent to using the 99.95% prior con dence intervals in our case.)
Note that when using the 95% prior con dence intervals, one nds indications of spectral peaks that are apparently statistically signi cant (Fig. 20) . However, when the 95% posterior con dence intervals are used, it is clear that these spectral peaks are not statistically signi cant. This is in agreement with our null hypothesis that atmospheric variability in the COUP integration is essentially white on decadal time scales, with some weak \redness" on interannual time scales. It is worth noting that the spectrum of PSI2C (Fig. 20b) is slightly \redder" than the spectrum of PSI1C (Fig. 20a) . This is presumably due to the close association between the PSI2C pattern and intrinsic oceanic variability, as described later in this section.
Having established that atmospheric variability is essentially white on decadal time scales, we examine the relationship between the dominant modes of atmospheric variability and the surface properties associated with them. Our analysis technique is similar to that of Saravanan (1998) , and uses mutual regression analysis between atmospheric ow and the SST. Since surface heat ux exchange mediates the interaction between the atmosphere and the ocean, we rst consider the relationship between atmospheric variability and downward surface heat ux HFLX.
We use the notation Reg(HFLX,PSI1C) to denote the simultaneous regression between HFLX in the COUP integration and the normalized time series associated with pattern PSI1C (i.e., the expansion coe cients of EOF1 of 250 ). In other words, Reg(HFLX,PSI1C) is the HFLX pattern associated with the PSI1C pattern. Similarly, for the ACYC integration, Reg(HFLX,PSI1A) is the HFLX pattern associated with the PSI1A pattern
The surface heat ux associated with the dominant modes of atmospheric variability, Reg(HFLX,PSI1C) and Reg(HFLX,PSI1A) both show similar dipole spatial structures (Figs. 21a,c) . However, The amplitude of Reg(HFLX,PSI1A) is substantially larger than that of Reg(HFLX,PSI1C), indicating that the primary effect of coupling is an attenuation of the surface heat ux variability associated with atmospheric variability. This e ect has been noted in several earlier studies in a hierarchy of coupled models ranging from slab models to GCMs (e.g., Blad e, 1997; Barsugli and Battisti, 1998; Saravanan, 1998) .
The HFLX patterns associated with EOF2 of 250 , Reg(HFLX,PSI2C) and Reg(HFLX,PSI2A), also show similar spatial structure in the eastern part of the basin (Figs. 21b,d) . However, there are notable differences in spatial structure near the western bound- ary, with Reg(HFLX,PSI2C) showing a strong negative HFLX centre around 57 N that is absent in Reg(HFLX,PSI2A). It will be shown later that this feature is associated with the atmospheric response to the SST anomalies in the COUP integration.
Next we compute the regression patterns Reg(SST,PSI1C) and Reg(SST,PSI2C), which capture the SST patterns associated with the EOFs of 250 in the COUP integration. In the following, we shall refer to EOF1 and EOF2 of SST as the SST1C and SST2C patterns respectively.
We note that Reg(SST,PSI1C) shows basin-wide dipole structure resembling the SST2C pattern, but with some di erences near the western boundary (Figs. 22a,  11b ). Comparing it to Reg(HFLX,PSI1C), we nd that the negative SST anomaly is associated with upward heat ux and the positive SST anomaly with downward heat ux (Figs. 22a, 21a ). This suggests that the SST2C pattern is forced by the surface heat ux associated with the PSI1C pattern. Since the PSI1A pattern has essentially the same spatial structure as the PSI1C pattern and also the same kind of relationship to HFLX, we conclude that PSI1C is indeed a mode of intrinsic atmospheric variability.
The SST anomaly associated with the PSI2C pattern, Reg(SST,PSI2C), resembles the SST1C pattern (Figs. 22b, 11a) . Comparing it to Reg(HFLX,PSI2C), we nd that near the western boundary the positive SST anomaly is associated with upward heat ux (Figs. 22b,   21b ). This suggests that the ocean is forcing the atmosphere. However, away from the western boundary the positive SST anomaly is associated with a downward heat ux, indicative of atmospheric forcing of the ocean. This leads us to conclude that PSI2C, unlike PSI1C, is not purely an atmospheric mode of variability. This conclusion also consistent with the di erences in spatial structure between PSI2C and PSI2A (Figs. 19b,d ) and the di erences between the Reg(HFLX,PSI2C) and Reg(HFLX,PSI2A) patterns (Figs. 21b,d) .
We de ne a new pattern, the PSI2C?PSI2A pattern (Fig. 23a) , as the di erence between the PSI2C and PSI2A patterns (Figs. 19b,d ). Note that while the PSI2A pattern, which is a mode of intrinsic atmospheric variability, shows structure con ned mostly to the western and central portion of the domain, the PSI2C?PSI2A pattern shows considerable structure in the eastern part of the domain. This leads us to hypothesize that the PSI2C?PSI2A pattern is associated with the atmospheric response to the SST1C anomaly.
We can check the above hypothesis by considering the ACYC+SST1C integration. The di erence between the climatology of this integration and that of the ACYC integration, captures the atmospheric response to the SST1C pattern. We see from Fig. 23b that the 250 response to the SST1C pattern bears a gross resemblance to the PSI2C?PSI2A pattern, in accordance with our hypothesis. Thus the PSI2C pattern (Fig. 19b ) turns out to be essentially the superposition of an intrinsic atmospheric mode of variability (the \upstream" PSI2A pattern) and the \downstream" atmospheric response to the SST1C anomaly (Figs. 19d, 23b) . The interplay between the upstream atmospheric forcing patterns and the downstream response patterns is discussed in detail by SM97, in their analysis of decadal variability in a simpler coupled model.
The surface heat ux response to the SST1C anomaly (Fig. 23c) is highly localized near the SST anomaly, with upward heat ux over positive SST values. This means that Reg(HFLX,PSI2C) (Fig. 21b) can also be explained as the superposition of Reg(HFLX,PSI2A) and the HFLX response to the SST1C anomaly (Figs. 21d,  23c) .
The oceanic MBC integration showed a dominant mode of SST variability very similar in spatial structure to the SST1C pattern (Figs. 11a, 16b ), demonstrating that it is associated with an uncoupled oceanic mode of variability. However, we know that the spectral peak associated with decadal variability in the coupled integration encompasses a much broader band of frequencies than in the MBC integration (Fig. 18 ). This broader spectral peak is presumably associated with stochastic atmospheric forcing of oceanic variability in the COUP integration|an e ect that is absent in the MBC integration. Therefore, it should not be surprising that the SST1C pattern is closely associated with the PSI2C atmospheric pattern. It is also worth noting that the MBC integration does not show any dominant modes of SST variability resembling the SST2C pattern, which is consistent with it being a \passive"response to stochastic atmospheric forcing.
The two dominant modes of northern extratropical SST variability have rather di erent relationships to atmospheric variability. The frequency{variance spectra associated with the two EOFs of SST (Fig. 11c) show that EOF1 has a much redder spectrum than EOF2. EOF2 of SST is essentially the red noise mixed layer response to atmospheric forcing, rather like in the stochastic climate model of Hasselmann (1976) . It has broad spatial structure, characteristic of the spatial structures associated with atmospheric variability. EOF1 of SST is predominantly an oceanic mode of variability, but its correlation with EOF2 of 250 indicates that it is also weakly excited by atmospheric variability. It has a more spatially localized structure, and is most prominent in regions with strong mean gradients of temperature and salinity, i.e., near the western boundary. It excites a downstream response in the atmosphere (Fig. 23b) , a ecting ow over the continental area east of the ocean basin. We have also analyzed the mechanisms behind EOF3 and EOF4 of northern extratropical SST in the COUP integration (not shown), and found them to be associated with the deep oscillatory mode of oceanic variability. Thus, none of the dominant modes of SST variability requires closed feedback loops of nonlocal ocean{atmosphere interaction to explain it.
Atmospheric and Oceanic Predictability
On time scales of a season or longer, intrinsic atmospheric variability has essentially white-noise temporal structure. Atmospheric predictability on interannual time scales must therefore arise from predictability in other components of the climate system with a longer memory, such as the ocean. This means that oceanic predictability is often a prerequisite for interannual and longer time scale atmospheric predictability.
Interannual predictability in the ocean, however, is not strongly tied to atmospheric predictability. Oceanic processes below the mixed layer are often associated with time scales of the order of a decade or longer. This implies that even the persistence of oceanic anomalies can lead to predictability on interannual time scales. The presence of oscillatory modes of oceanic variability can enhance this predictability.
Gri es and Bryan (1997) carried out a study of North Atlantic predictability in a coupled GCM using an ensemble approach. They found that SST patterns were predictable only for lead times up to 5 years or so, although subsurface oceanic variability was predictable up to a decade or so. In this section we assess the atmospheric and oceanic predictability inherent in the COUP integration. Rather than use an ensemble integration approach, we use a simpler statistical modelling approach in the spirit of Lorenz (1973) . One may think of statistical models as providing rough estimates of how the predictability associated with simple persistent or periodic behaviour is limited by stochastic noise. Dynamical prediction could improve upon statistical predictions by better representing any complex periodic behaviour in the system, but it too would ultimately be limited by the atmospheric noise.
For simplicity, we use univariate autoregressive models (cf., Wilks, 1995) to assess the predictability of annual-mean data, based on the expectation that more complex statistical models are likely to have only marginally greater predictive skill. We start with a rst-order autoregressive (AR (1) r 1 is the lag-1 autocorrelation associated with the time series f n , and is a gaussian white noise random variable (cf., Wilks, 1995) . We assume that f represents anomalies, so that its time average is zero. The AR(1) model represents a random process with some memory, such as the red noise oceanic mixed layer response to atmospheric forcing (Hasselmann, 1976 ). Since we know that there is periodic behaviour in the coupled integrations, we also consider a second-order autoregressive (AR(2)) process, de ned by the equation f n+1 = 1 f n + 2 f n?1 + n+1 ; , and r 2 is the lag-2 autocorrelation coe cient (cf., Wilks, 1995) . For the parameter regime 2 < ? 2 1 =4, (13) represents a damped harmonic oscillator subject to stochastic forcing.
First, we assess oceanic predictability by considering the following three time series from the COUP integration: 1. Expansion coe cient of EOF1 of (the 1 index); 2. Expansion coe cient of EOF1 of northern extratropical SST (SST1C); 3. Expansion coe cient of EOF2 of northern extratropical SST (SST2C).
Each of the above 1000 year time series was divided into two halves. The rst 500 years of data were used to estimate the parameters for the AR(1) and AR(2) models. Using those parameters, forecasts were made for each of the remaining 500 years, at di erent lead times .
To use (12) and (13) to generate optimal forecasts, we simply set the stochastic forcing term to zero, and integrate forward in time from t = 0 to . For the AR(1) model, this is equivalent to a \damped persistence" forecast (Lorenz, 1973; Gri es and Bryan, 1997) . We de ne the forecast skill F as the predictable fraction of the "observed" variance, i.e., (14) wheref n denotes the forecast value of f at year n, and f n denotes the \observed" value. The value F = 1 implies perfect forecasts, and F 0 implies no forecast skill. A signi cant negative value of F usually indicates that there is some periodicity in the system that is not being forecast properly, or that there are systematic errors in the predictions. Forecast skill F for the three oceanic time series for di erent lead times is shown in Table 2 . At a lead time of 1 year, about 90% of the variance in EOF1 of and the SST1C pattern is predictable, but only about 66% of the variance in the SST2C pattern is predictable. Using the AR(2) model instead of the AR(1) model improves the skill slightly for EOF1 of but has no e ect for the other patterns, indicating that most of the predictability comes from the persistence of the patterns.
At a lead time of 5 years, the AR(1) model produces poor predictions for EOF1 of , but the AR(2) model has signi cant skill. This implies that the periodicity contributes signi cantly to the predictability of variability. For the SST patterns, however, the skill again shows no improvement when a AR(2) model is used. Overall, there is signi cant forecast skill even at a lead time of 5 years, although it is fairly low for the SST2C pattern. We also computed F for a lead time of 10 years (not shown), and found that there was virtually no skill.
Thus the ICM shows signi cant interannual predictability in the deep ocean, associated with the periodicity in the meridional overturning circulation. This is broadly similar to the conclusions of Gri es and Bryan (1997) , although in their case the dominant oceanic mode of variability was subcritical (i.e., damped). At the surface, the active oceanic mode (SST1C pattern) shows signi cant predictability, but not due to any periodicity. The passive oceanic response to atmospheric forcing (SST2C pattern) shows substantially less predictability, especially on multi-year time scales. The latter is perhaps more representative of the predictability that one would associate with observed SST anomalies, because the variability associated with the SST1C pattern may be overestimated in the ICM.
To assess atmospheric predictability, one could carry out a similar exercise as for the oceanic time series, but using atmospheric time series instead. However, this produces virtually no skill on interannual time scales, because of the dominance of internal atmospheric variability. Therefore, we focus on the upper level ( 250 ) atmospheric response to the rather predictable SST1C pattern (Fig. 23b) . We assume a linear relationship between the oceanic prediction for the SST1C time series and the associated atmospheric response. Therefore, a value of one standard deviation in the predicted SST1C time series would correspond to a predicted atmosphere response as shown in Fig. 23b .
Combining the above regression procedure with the oceanic prediction for the SST1C time series, we compute the forecast skill associated with the atmospheric pattern shown in Fig. 23b (Table 2, last line) . The forecast skill at a lead time of 0 years simply re ects the simultaneous correlation between the SST1C pattern and the atmospheric response pattern. Even this skill is fairly low, only about 20% of the variance, even though the atmospheric spatial pattern has been chosen to optimize the predictability. This re ects the dominant role of internal atmospheric variability in the midlatitudes. The skill drops to 10% of the variance at lead times of a year, and there is virtually no skill for longer lead times. Thus, long term predictability in ocean does not necessarily translate into signi cant atmospheric predictability on interannual time scales. Another noteworthy feature of atmospheric predictability is that the most predictable pattern (Fig. 23b) is quite di erent from the dominant mode of variability (Fig. 19a ).
Summary and Discussion
The idealized coupled model provides a plausible simulation of the mean state of an Atlantic-like ocean basin coupled to a global atmosphere. It also exhibits spatially and temporally coherent oceanic variability on decadal time scales. The spatial patterns of SST variability are qualitatively realistic, but the amplitudes associated with some of the patterns may be overestimated. The temporally coherent nature of the decadal variability is most apparent in the subsurface variability, although a weaker coherent signal can also be identi ed in certain regions of the ocean surface. The simulated atmospheric ow is also qualitatively realistic, both in its time-mean and in its variability.
We evaluate the decadal variability in the coupled model by comparing it to a \null hypothesis" for temporal evolution of midlatitude variability. For atmospheric variability, the null hypothesis is that the temporal structure is essentially white noise. We nd that the spectra of the dominant modes of atmospheric variability in the coupled integration are essentially white on decadal time scales, in agreement with the null hypothesis. A cautionary note in this regard is that using prior con dence intervals to test spectra may result in the identi cation of spurious spectral peaks, leading us to reject the null hypothesis erroneously. As emphasized by Madden and Julian (1971) , one needs to use posterior con dence intervals to check whether a spectral peak is indeed robust (i.e., reproducible).
We formulate a null hypothesis for oceanic variability at di erent depths by extending the stochastic model of Hasselmann (1976) to include di usive mixing in the vertical. In a spatially averaged sense, there is some agreement between the simulated variability and the null hypothesis near the surface. However, this agreement does not hold in the deep ocean, indicating that the vertical structure of the variability is too deep to be explainable by di usion alone. An unresolved issue is whether the deep vertical structure of is due to the pressure gradient forces associated with surface buoyancy anomalies or due to advective/convective vertical transport of buoyancy anomalies?
The two dominant spatial patterns, or EOFs, of SST variability in the Northern hemisphere of the coupled model are excited in di erent ways. EOF1 of SST has fairly localized spatial structure near the western boundary, and exhibits temporal evolution dominated by red noise, but with a weak periodicity of about 20 years. Uncoupled oceanic integrations show that this is an active oceanic mode of variability that is present even in the absence of any surface excitation. It is also excited weakly by the stochastic atmospheric variability. EOF2 of SST has broader spatial structure, and is primarily a passive oceanic response to atmospheric forcing, which is much closer to the predictions of the Hasselmann stochastic model.
Despite the fairly strong damping associated with local atmospheric feedbacks, the SST variability in the coupled model shows northeastward propagating features on decadal time scales. Analysis of terms in the heat budget averaged over the top 100m shows that advection of SST anomalies by the time-mean ow makes an important contribution to the propagating features. This suggests that the damping of SST is not so strong as to dominate over the e ects of horizontal advection, corresponding to the fast{deep regime described by . Such an advective mechanism could perhaps explain the propagating SST anomalies seen in the observations (Sutton and Allen, 1997) .
The active mode of oceanic variability associated with EOF1 of SST shows deep vertical structure in the meridional overturning circulation. In fact, these deep uctuations in the meridional overturning show a clear oscillatory signal, with a period of 16{20 years and an amplitude of about 5Sv. This is associated with uctuations in the meridional heat ux of the order of 0.1 PW. Such high latitude signals in the overturning circulation seem to be fairly robust features of oceanic variability, and have been noted in several other studies (Delworth et al., 1993; Capotondi and Holland, 1997; SM97) . The SST anomaly associated with active oceanic mode is generated near the western boundary by the action of perturbation advection on the mean state temperature gradient. Once generated, the SST anomaly is advected north-eastward towards the northern boundary. This advection time scale seems to determine the (half) period of the oscillation. In this respect, the mechanism for the active oceanic mode appears to be quite similar to that described by Greatbatch and Zhang (1995) and SM97. However, we have not de nitively established the mechanism of this mode and hope to do so in a future study.
As in the case of SM97 and Selten et al. (1998) , most of the variance in our coupled integration can be explained without invoking any midlatitude coupled modes, suggesting that such modes do not play any quantitatively signi cant role. We argue that this conclusion applies not just to idealized coupled models but also to more realistic models of the ocean{atmosphere system. The reason being that the proposed mechanisms for coupled modes usually rely upon a strong atmospheric response to midlatitude SST anomalies to provide a positive feedback (e.g., Latif and Barnett, 1994) . Most atmospheric models (e.g., Palmer and Sun, 1985; Ferranti et al., 1994; Saravanan, 1998 ) produce a response of only about 20m in the 500hPa geopotential height for a typical 1K winter-mean SST anomaly. This is quite weak compared to the internal atmospheric variability, and even the sign of the associated surface heat ux feedback is typically negative, not positive.
Midlatitude atmospheric dynamics is quite di erent from tropical atmospheric dynamics. The former is dominated by baroclinic instability and associated low frequency variability that is not strongly a ected by midlatitude SST anomalies. The latter is dominated by convective processes that are closely linked to the tropical SST anomalies. Although coupled ocean{ atmosphere modes may be of theoretical interest in the midlatitudes (e.g., Jin, 1997; Goodman and Marshall, 1998; Weng and Neelin, 1998 ), it appears unlikely that they play a major role in explaining the observed variability|unlike in the tropics, where they clearly play a dominant role. This does not mean, however, that atmospheric and oceanic feedbacks are unimportant in the coupled system. Even negative feedbacks associated with atmospheric response can play an important role in determining the spatial and temporal structure of oceanic variability, as evident from our uncoupled oceanic integrations. The feedback associated with the nite heat capacity of the ocean also has a signi cant e ect on the surface uxes and atmospheric variability (Barsugli and Battisti, 1998; .
The evidence for the forcing of the midlatitude ocean by the atmosphere is perhaps more robust than the evidence for coupled modes, both in observations (Davis, 1976; Cayan, 1992) and in GCM studies (e.g., Delworth, 1996; Saravanan, 1998) . This suggests that midlatitude variability may be explained in terms of oceanic modes which are at least in part excited by the atmosphere. The uncoupled oceanic integrations show that the dominant mode of variability in our ocean model is supercritical (i.e, unstable), although weakly excited by atmospheric forcing. In the study of SM97, however, the dominant mode was subcritical (i.e., stable).
Whether an ocean model exhibits supercritical modes of variability or not seems to depend upon a number of factors, such as value of the model di usion coe cients, the form of the surface boundary condition, and the basin geometry. Our uncoupled integrations indicate that prescribing the heat ux at the ocean surface as compared to relaxing the SST tends to accentuate the supercriticality. Winton (1997) has pointed out that sector ocean models with a at bottom exhibit modes that are less damped when compared to models with a sloping bottom boundary. Therefore, it remains an unresolved issue as to whether the modes of variability associated with the real midlatitude ocean are subcritical or supercritical.
An issue that is perhaps more important than that of supercriticality of modes is whether there exist oscillatory modes of thermohaline variability with deep vertical structure? Even if these modes were subcritical, some of them could be preferentially excited by stochastic atmospheric forcing, as in the case of SM97. The presence of preferred time scales in oceanic variables, especially in the overturning streamfunction, has been noted in many other modeling studies, both in idealized basin models (e.g., Weaver and Sarachik, 1991; Greatbatch and Zhang, 1995; Capotondi and Holland, 1997) and also in global ocean models with realistic geography and bathymetry (Delworth et al., 1993; Timmermann et al., 1998; Selten et al., 1998) . Spall (1996) has proposed a theoretical mechanism that can give rise to low-frequency internal oscillations in the North Atlantic basin. It would however be quite di cult to con rm the existence of periodic behaviour in the ocean using observations, because the place where the signal would be most easily detectable is also the place where few long term observational records are available|below the red-noise dominated oceanic mixed layer.
A quantitative assessment of oceanic and atmospheric predictability in the coupled integration was carried out using simple statistical models. Given a perfect SST prediction, about 20% of the variance associated with the atmospheric pattern of response to the dominant mode of SST variability is predictable. If the dominant SST pattern is predicted with a lead time of 1 year, the predictable variance fraction drops to about 10%. An important feature of atmospheric predictability is that the most predictable spatial pattern is not the same as the pattern that explains the largest fraction of the atmospheric variance. Of course, statistical models|which assume simple persistent or periodic behaviour|provide only a crude estimate of predictability. One could improve the predictive skill by using dynamical models, but dynamical prediction too would be limited by the predominantly stochastic nature of midlatitude atmospheric variability on seasonal and longer time scales.
Interpreting the above results in the context of the Atlantic basin, we note that although the North Atlantic Oscillation (NAO) is the dominant mode of atmospheric variability, it may not necessarily be the most predictable spatial pattern. The autocorrelation of the NAO between successive winters evaluated using the time series of Hurrell (1995) is only about 0.14, which does not imply much potential predictability. To identify the most predictable pattern, one would rst need to understand the structure of atmospheric response to midlatitude SST anomalies.
Our results also suggest that atmospheric predictability in the midlatitudes is more likely to arise from persistent SST patterns in oceanic variability, rather than from coupled modes. A signi cant fraction of the variance associated with the dominant patterns of oceanic variability is predictable for forecast lead times of up to 5 years, but not much longer. Even though the deep oceanic variability shows a periodicity of 16{20 years, the background red noise behaviour limits the predictability to lead times much shorter than the oscillation period. Gri es and Bryan (1997) reached a similar conclusion in their study of North Atlantic predictability in a coupled GCM.
Although the societal bene ts of atmospheric predictability are obvious, oceanic predictability may also be of some value. The obvious direct impacts are for sheries and marine ecosystems. One important indirect use of oceanic predictability could be in the design of oceanic monitoring systems (Gri es and Bryan, 1997) . Another important use could be in the validation of ocean models. Predicting the decadal time scale evolution of oceanic temperature, salinity and other observable tracers, and trying to verify it with observational programs, would be a nice way to validate ocean models.
