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Abstract
We consider intermediately trimmed sums for non-negative identically distributed
random variables. Here we distinguish three cases, namely independent random
variables, observables of an underlying dynamical system with a spectral gap, and
ϕ-mixing random variables.
We show that in all three cases it is possible to find a proper trimming function for
every distribution function such that an intermediate trimmed strong law holds. For
the case that the distribution function has regularly varying tails and the random
variables are independent we give sharp conditions on the trimming function for an
intermediate trimmed strong law. The same trimming rate holds for observables of
a dynamical system with a spectral gap. For the case of mixing random variables
we show some convergence results with stronger conditions on the trimming rate
dependent on the mixing coefficient.
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CHAPTER 1
Introduction and statement of main results
Throughout this thesis let (Xn)n∈N be a sequence of non-negative and identically
distributed random variables with distribution function F and define the sum pro-
cess Sn :=
∑n
k=1Xk for n ≥ 1 and S0 := 0. If E (X1) is finite, then there might
hold a strong law of large numbers, i.e.
lim
n→∞
Sn
n
= E (X1) almost surely (a.s.).
If (Xn) are independent, identically distributed (i.i.d.), this is a classical result
by Kolmogorov, [Kol33]. Historically, the first variant of the strong law of large
numbers was formulated for the Bernoulli scheme, see [Bor09]. These are i.i.d.
random variables which only take the values 0 and 1 each of them with probability
1/2. Cantelli generalized this result by giving sufficient conditions for the strong
law of large numbers to hold concerning the second and forth moment, see [Can17].
In the case that (Ω,A, µ) is a probability measure space with И : Ω→ Ω a measure
preserving ergodic transformation and χ a µ-integrable function, we can consider
the sequence
(
χ ◦И n−1)
n∈N. Then we obtain by Birkhoff’s ergodic theorem that
lim
n→∞
∑n−1
k=0 χ ◦И k
n
=
∫
χdµ,
see [Bir31]. Kolmogorov’s strong law can be seen as a special case of the ergodic
theorem.
Contrary to the case E (X1) <∞, there is no non-trivial strong law of large numbers
for the partial sums Sn :=
∑n
k=1Xk, if E (X1) is infinite and (Xn) is an ergodic
process: Aaronson showed in [Aar77] that for all positive sequences of constants
(dn)n∈N we have that
lim sup
n→∞
Sn
dn
=∞ a.s. or lim inf
n→∞
Sn
dn
= 0 a.s.
However, if there is a sequence of constants (dn)n∈N such that limn→∞ Sn/dn = 1
in probability, then there might be a strong law of large numbers after deleting
finitely many of the largest summands from the partial n-sums. More precisely, for
n ∈ N we choose a pointwise defined permutation π ∈ Sn of {1, . . . , n} such that
Xπ(1) ≥ Xπ(2) ≥ . . . ≥ Xπ(n) and for a sequence of natural numbers (bn)n∈N
Sbnn :=
n∑
k=bn+1
Xπ(k). (1.1)
If bn = k ∈ N is fixed for all n ∈ N, then Skn is called a lightly trimmed sum. If there
exist a sequence (dn) fulfiling limn→∞ Skn/dn = 1 a.s., we refer to this as a lightly
trimmed strong law .
1
2 1. INTRODUCTION AND STATEMENT OF MAIN RESULTS
For an example of this situation we consider the unique continued fraction expansion
of an irrational x ∈ [0, 1] given by
x := [a1 (x) , a2 (x) , . . .] :=
1
a1 (x) +
1
a2 (x) +
. . .
.
Then Xn := an, n ∈ N, x ∈ [0, 1] \ Q defines almost everywhere a stationary
(dependent, but ψ-mixing) process with respect to the Gauss measure dP(x) :=
1/ (log 2 (1 + x)) dλ (x), where λ denotes the Lebesgue measure restricted to [0, 1].
Khinchin showed in [Khi35] that limn→∞ Sn/ (n log n) = 1/ log 2 in probability for
the sum of the continued fraction digits. Even though a strong law of large numbers
is not possible for Sn, Diamond and Vaaler showed in [DV86] that under ligthly
trimming with (bn) := (1) we have Lebesgue almost everywhere
lim
n→∞
S1n
n log n
=
1
log 2
.
General conditions for lightly trimmed strong laws have been developed by Mori
in the case of (not necessarily non-negative) i.i.d. random variables , see [Mor76],
[Mor77], as well as by Kesten and Maller, see [KM92], [KM95]. Aaronson and
Nakada extended Mori’s results for ψ-mixing random variables, see [AN03].
These results show that for certain classes of distribution functions we can obtain
a lightly trimmed strong law.
However, applying a result by Kesten, we do not even obtain weak convergence by
considering the lightly trimmed sum Skn of independent random variables instead
of Sn. In fact Kesten’s theorem in [Kes93] states that for any k ∈ N and positive
valued sequences (an)n∈N and (dn)n∈N with dn → ∞ the following statements are
equivalent:
(1)
Sn − an
dn
converges in distribution as n→∞,
(2)
Skn − an
dn
converges in distribution as n→∞.
The convergence to a constant, i.e. a weak law of large numbers, is a special case
of the convergence in distribution. In particular, this theorem shows that a weak
law of large numbers for Sn is necessary for a lightly trimmed strong law for Skn,
for some k ∈ N, to hold.
This shows the need for more restrictive trimming conditions than light trimming.
If the trimming sequence (bn) in (1.1) fulfils limn→∞ bn = ∞ and bn = o (n), i.e.
limn→∞ bn/n = 0, we refer to this kind of trimming as intermediate or moderate
trimming. If for such a trimming sequence (bn) a sequence (dn) exists such that
Sbnn /dn converges almost surely to 1, we refer to this as an intermediate trimmed
strong law .
In the following, we consider three cases which we discuss in detail in Sections 1.1
to 1.3:
• (Xn) are i.i.d., called Property I.
• There is a dynamical system (Ω,B,И , µ) which has a spectral gap and a map
χ : Ω → R≥0 with some regularity properties such that Xn = χ ◦ И n−1, for
all n ∈ N. The exact properties are stated in Property D.
• (Xn) are ϕ-mixing with some properties concerning the ϕ-mixing coefficient
named in PropertyM andM∗, a slightly stronger condition than PropertyM.
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In many cases Property I is a special case of Property D since the sequence of
independent random variables can then also be understood as a dynamical system.
If the dynamical system (Ω,B,И , µ) fulfils the Markov property, µ is a Gibbs mea-
sure, and χ preserves the dynamic of the system, i.e. there exists n ∈ N0 such that
χ is σ
(⋁n−1
k=0 И
−kC0
)
-measurable, where C0 is the Markov partition and σ (P ) de-
notes the sigma algebra generated by the partition P , then
(
χ ◦И n−1) is exponen-
tially ψ-mixing, see [Bow08, Proof of Proposition 1.14]. In these cases
(
χ ◦И n−1)
is in particular ϕ-mixing. Thus, in these cases the setting in D can be seen as a
special case of the setting in M.
In all other cases
(
χ ◦И n−1) is at least exponentially α-mixing, a weaker form of
mixing then ϕ- or ψ-mixing, which is a direct consequence of the decay of correlation
defined in Lemma 6.4. For a precise definition of α-, ϕ-, and ψ-mixing, see Definition
7.1.
Our first main theorem gives the following positive answer to the possibility of a
strong law under intermediate trimming.
Theorem 1.1. Let one of the following hold:
• (Xn) be i.i.d.
• (Xn) fulfils Property M∗.
• Let Xn := χ◦И n−1, for all n ∈ N, where the underlying system fulfils Property
D.
Then an intermediately trimmed strong law holds.
In general, the norming sequence (dn)n∈N is not necessarily asymptotic to the se-
quence of expectations
(
E
(
Sbnn
))
n∈N as Remark 5.9 shows.
A special class of random variables are those with regularly varying tail distribu-
tions. A regularly varying function u : R>0 → R>0 with exponent α is a function
u (x) = xαL (x) where L denotes a slowly varying function, i.e. for all d > 0 the
function L fulfils the property
lim
x→∞
L (dx)
L (x)
= 1.
We consider in particular (Xn)n∈N a sequence of non-negative identically distributed
random variables with distribution function F fulfiling
1− F (x) ∼ x−αL (x)
with 0 < α < 1. In case that (Xn) are i.i.d. there is no weak law of large numbers
for these random variables as the following theorem shows.
Theorem 1.2. Let (Xn) be i.i.d. and let F (x) = 1−L (x) /xα with 0 < α < 1 and
L slowly varying. Then there exists no sequence (dn)n∈N such that Sn/dn converges
to 1 in probability.
By the above mentioned result by Kesten we can conclude that there exists no
lightly trimmed strong law for these random variables. It follows that for a strong
law of large numbers to hold for the trimmed sum we need at least intermediate
trimming.
We will state the individual results for regularly varying tail distributions in the
following three sections. In particular, for Property I we have sharp conditions on
the trimming sequence (bn). For Property D we were able to show that the same
trimming sequence as in Property I yields an intermediately trimmed strong law.
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In Property M we need stronger conditions on (bn) depending on the ϕ-mixing
coefficient.
Furthermore, in the case that we have a general distribution function (for which
a lightly trimmed strong law might not hold) we have for the different cases some
properties in order to find a trimming sequence (bn) for an intermediately trimmed
strong law. These are namely Properties G, H, I, J, K, and L. Theorem 2.17
states under which conditions these properties hold.
An essential part of the proof of the above mentioned theorems is the convergence
for truncated random variables which we show in the first part of Theorem 2.17.
Namely, for a random variable Y we define the truncated random variable
Y ℓ :=
{
Y if Y ≤ ℓ
0 else
and show under which conditions on a positive valued sequence (tn)n∈N a non-trivial
strong law for the sum
T tnn :=
n∑
k=1
Xtnk (1.2)
holds.
For stating the following theorems we define
Ψ :=
{
u : N→ R>0 :
∞∑
n=1
1
u (n)
<∞
}
.
Given a slowly varying function L we let L# denote its de Bruijn conjugate (see
Definition 2.1). Using these definitions we can give conditions on the trimming
sequence (bn) and an asymptotic for the norming sequence (dn).
1.1. Property I (independent random variables)
Here we assume that (Xn) are independent. In the following we will also write
this property as Property I. For intermediately trimmed strong laws with general
distribution function see Theorem 2.17. For the rest of this section we assume that
1− F (x) = L (x)
xα
where L is a slowly varying function and 0 < α < 1.
Here we provide the following two sharp convergence theorems concerning the sums
T tnn and Sbnn .
Theorem 1.3. Let (tn)n∈N be a positive valued sequence and assume that F (tn) >
0, for all n ∈ N. Then the following two are equivalent:
(1) There exists ψ ∈ Ψ such that
tαn
L (tn)
= o
(
n
logψ (⌊log n⌋)
)
.
(2) We have
lim
n→∞
T tnn
E
(
T tnn
) = 1 a.s.
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Remark 1.4. If additionally tn tends to infinity, we have the more explicit state-
ment that
lim
n→∞
T tnn
α
1−α · n · t1−αn · L (tn)
= 1 a.s.
Theorem 1.5. Let (bn)n∈N be a sequence of natural numbers tending to infinity
such that bn = o (n). Then the following are equivalent:
(1) There exists ψ ∈ Ψ such that
lim
n→∞
bn
logψ (⌊log n⌋) =∞.
(2) There exists a positive valued sequence (dn)n∈N fulfiling
lim
n→∞
Sbnn
dn
= 1 a.s.
If (2) holds, then
E
(
Sbnn
) ∼ dn ∼ α
1− α · n
1/α · b1−1/αn ·
(
L−1/α
)#(( n
bn
)1/α)
. (1.3)
Remark 1.6. If we are in the situation that L (n) = 1, then the expectation sim-
plifies to
E
(
Sbnn
) ∼ α
1− α · n
1/α · b1−1/αn .
1.2. Property D (transfer operator setting)
1.2.1. Basic setting and definitions.
We will first give the precise definition of Property D under which we have different
convergence theorems.
Definition 1.7 (Property D). Let (Ω,B,И , µ) be a dynamical system with И non-
singular and Иˆ : L1 (µ) → L1 (µ) be the transfer operator of И , i.e. the uniquely
defined operator such that for all f ∈ L1 (µ) and g ∈ L∞ (µ) it holds that∫
Иˆ f · gdµ =
∫
f · g ◦Иdµ. (1.4)
Furthermore, let F ⊂ {f : Ω→ R≥0} be the non-negative cone of a Banach algebra
with norm ∥·∥ and χ : Ω→ R≥0. For χ we define
ℓχ := 1{χ≤ℓ} · χ,
for all ℓ ∈ R≥0.
We say that (Ω,B,И , µ,F , ∥·∥ , χ) has Property D if the following conditions hold:
• µ is an И -invariant, mixing probability measure.
• F contains the constant functions and satisfies the inequality
∥f∥ ≥ |f |∞ , (1.5)
for all f ∈ F .
• Иˆ is a bounded linear operator with respect to ∥·∥, i.e. there exists a constant
C0 > 0 such that we have for all f ∈ F thatИˆ f ≤ C0 · ∥f∥ . (1.6)
• Иˆ has a spectral gap on F , see Definition 6.1.
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• There exists C1 > 0 with ℓχ ≤ C1 · ℓ, (1.7)
for all ℓ > 0.
• There exists C2 > 0 with 1{χ>ℓ} ≤ C2, (1.8)
for all ℓ > 0.
Now we are in the position to define π ∈ Sn pointwise with Sn the permutation
group being such that
χ ◦И π(0) ≥ . . . ≥ χ ◦И π(n−1)
and define for the following
Sknχ :=
n−1∑
i=k
χ ◦И π(i).
This sum corresponds to the sum in (1.1) with Xk = χ ◦ И k−1. The following
theorems as well as Theorem 1.8 and the second part of Theorem 2.17 are dealing
with the sum Sbnn χ.
Theorem 1.8. Let χ : Ω→ R≥0 be such that µ (χ > x) = L (x) /xα with L a slowly
varying function and 0 < α < 1. Further, let (bn)n∈N be a sequence of natural
numbers tending to infinity with bn = o (n). Then the existence of ψ ∈ Ψ such that
lim
n→∞
bn
logψ (⌊log n⌋) =∞
implies the existence of a positive valued sequence (dn)n∈N such that
lim
n→∞
Sbnn χ
dn
= 1 a.s.
with
dn ∼ α
1− α · n
1/α · b1−1/αn ·
(
L−1/α
)#(( n
bn
)1/α)
.
1.2.2. Example: Subshifts of finite type.
In the following, we will give our first main example which has Property D and
state a convergence theorem applied to this example. For the following, let F ′θ be
the space of Lipschitz functions, precisely defined in Definition 6.21.
Example 1.9. Let A be an alphabet with a ∈ A and #A = k < ∞ and for an
irreducible and aperiodic matrix A ∈ {0, 1}k×k (see Definition 6.21) let
Ω := X+ :=
{
x = (xn)n∈N0 : xn ∈ A, A (xn, xn+1) = 1
}
and B be the smallest σ-algebra containing the cylinder sets of X+. Further, let
И := σ be the shift operator.
We define for x, y ∈ X+
t (x, y) := min {n ∈ N0 : xn ̸= yn} , where min ∅ =∞,
sa (x, y) := # {0 ≤ i ≤ t (x, y)− 1: xi = yi = a}
and for w : X+ → R≥0 we set
|w|θ := sup
x,y∈X+
|w (x)− w (y)|
θsa(x,y)
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for 0 < θ < 1 and define the norm
∥w∥ := ∥w∥θ := |w|∞ + |w|θ
and the space F := Fθ as the collection of functions w : X+ → R≥0 with ∥w∥θ <∞.
For f ∈ F ′θ let Lf : C (X+)→ C (X+) denote the Perron-Frobenius operator, given
by
Lfw (x) :=
∑
σy=x
ef(y)w (y) , x ∈ X+
and normalized, i.e.
Lf1 (x) =
∑
σy=x
ef(y) = 1, x ∈ X+.
Let µ be a probability measure fulfiling L∗fµ = µ, where L
∗
f denotes the dual
operator of Lf . Furthermore, let χ be such that there exists k ∈ N such that for all
ℓ ∈ R>0 the set {χ > ℓ} consists of a union of cylinder sets [x0, . . . , xn] such that
# {0 ≤ i ≤ n : xi = a} ≤ k.
Then (X+,B, σ, µ, Fθ, ∥·∥θ , χ) fulfils property D. The proof will be given in Sub-
section 6.2.2.
Remark 1.10. The above defined norm differs from the usually defined norm for
the space of Lipschitz functions in Definition 6.23.
Example 1.11. Let X+ be a one-sided subshift of finite type and {a, b1 . . . , bk}
its alphabet. Let Q := P (x1 = b1) and q := P (xn = b1|xn−1 = b1) ̸= 0 with
P a Markov measure correspondent to an irreducible and aperiodic Matrix A ∈
{0, 1}(k+1)×(k+1) (see Definition 6.22). Let χ : X+ → R≥0 be defined as
χ ((xn)) := η
min{j∈N : xj ̸=b1}−1
with η · q > 1. Let Ij :=
[
2j , 2j+1 − 1], for all j ∈ N, and (bn)n∈N be a sequence of
natural numbers with bn = o (n). Further, define
rn :=
⟨
log (bn − c (bn, n, 1))− log n− logQ
log q
⟩
, (1.9)
where ⟨x⟩ := ⌈x⌉ − x. Assume there exists K > 0 with
max
n∈Ij
bn ≤ K · min
n∈Ij
bn (1.10)
uniformly in j and there exists ψ ∈ Ψ fulfiling
lim
n→∞
bn
logψ (⌊log n⌋) =∞, (1.11)
and
lim
n→∞ rn = 0. (1.12)
Then we have that
lim
n→∞
Sbnn χ
dn
= 1 a.s.
with
dn :=
(1− q) · η
Q
log η
log q · (q · η − 1)
· n− log ηlog q · b1+
log η
log q
n .
A proof of this statement will be given in Subsection 6.2.2.
Remark 1.12. Note that there is an analogicity to formula (2.31) with α :=
− log q/ log η. Anyhow, it is not possible to apply the same method here since
χ does not have a regularly varying tail distribution.
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1.2.3. Example: Piecewise expanding interval maps.
For our second main example, we first define the space of functions of bounded
variation. For simplicity, we restrict ourselfs to the interval [0, 1].
Definition 1.13. Let φ : [0, 1]→ R. The variation V (φ) of φ is given by
V (φ) := sup
{
n∑
i=1
|φ (xi)− φ (xi−1)| : n ≥ 1, xi ∈ [0, 1] , x0 < x1 < . . . < xn
}
.
By BV we denote the Banach space of functions of bounded variation, i.e. of func-
tions φ fulfiling V (φ) < ∞. It is equipped with the norm ∥φ∥BV := V (φ) + |φ|∞.
For further properties of functions of bounded variation see [BG97, Chapter 2].
Example 1.14. Let Ω := [0, 1], let B be the Borel sets on [0, 1], and let И : [0, 1]→
[0, 1] fulfil the following conditions:
• И is a piecewise expanding interval map, i.e. there exists a finite partition P :=⋃n
i=1 Ii of [0, 1] with Ii := [ai−1, ai) for i = 1, . . . , n − 1 and In := [an−1, an]
with 0 =: a0 < a1 < · · · < an := 1 fulfiling Иi := И |I˚i∈ C1, and |И ′i | ≥ m > 1
for any 1 ≤ i ≤ n.
• И is topologically mixing.
• g (x) := 1/ |И ′i (x)| is a function of bounded variation for all 1 ≤ i ≤ n.
Further, let µ be the corresponding И -invariant absolutely continuous probability
measure, F := BV , and for χ : [0, 1] → R≥0 let K1,K2 > 0 be such that for all
ℓ ∈ R≥0
V
(
ℓχ
) ≤ K1 · ℓ (1.13)
and
V
(
1{χ>ℓ}
) ≤ K2. (1.14)
Then ([0, 1] ,B,И , µ,BV, ∥·∥BV , χ) fulfils Property D.
A proof will be given in Subsection 6.2.3.
1.3. Property M (mixing random variables)
We will first give the precise definition of Properties M and M∗.
Definition 1.15 (Property M). We say that a sequence of random variables
(Xn)n∈N has Property M if the following hold:
• (Xn) are identically distributed and non-negative.
• (Xn) are ϕ-mixing random variables with limn→∞ ϕ (n) · n = 0.
• ∑∞n=1 ϕ (n)1/2 <∞.
For a precise definition of the ϕ-mixing coefficient see Definition 7.1. For the fol-
lowing, we define
ιn := ιn,ψ,ϕ := min
{
n,max
{
k ∈ N : ϕ
(n
k
)
· k ≤ 1
ψ (⌊log n⌋)
}}
(1.15)
and
ϑn := ϑn,ψ,ϕ := min
{
n,max
{
k ∈ N : ϕ
(n
k
)
· k ≤ 1
ψ (n)
}}
(1.16)
for ψ ∈ Ψ.
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Definition 1.16 (Property M∗). Let (Xn)n∈N fulfil Property M. If additionally
there exist ϵ > 0 and ψ, ψ˜ ∈ Ψ fulfiling
lim
n→∞
ϑn,ψ,ϕ
log ψ˜ (n)
=∞ (1.17)
and
lim
n→∞
ιn,ψ,ϕ
n1/2+ϵ ·
(
log ψ˜ (⌊log n⌋)
)1/2−ϵ =∞, (1.18)
then we say that (Xn) fulfils Property M∗.
For intermediately trimmed strong laws with a general distribution function see
Theorem 2.17. For the rest of this section, we assume that
1− F (x) = L (x)
xα
where L is a slowly varying function and 0 < α < 1. Then we can state the two
main results of this section, where Corollary 1.18 is an application of Theorem 1.17
if (Xn) is exponentially ϕ-mixing.
Theorem 1.17. Let (Xn)n∈N fulfil Property M and let (bn)n∈N be a sequence of
natural numbers tending to infinity with bn = o (n).
If there exist ψ, ψ˜ ∈ Ψ and ϵ > 0 such that
lim
n→∞
bn
log ψ˜ (⌊log n⌋)
·
( ιn,ψ,ϕ
n
)2+ϵ
=∞, (1.19)
then
lim
n→∞
Sbnn
dn
= 1 a.s.
with
dn ∼ α
1− α · n
1/α · b1−1/αn ·
(
L−1/α
)#(( n
bn
)1/α)
. (1.20)
Corollary 1.18. Let (Xn)n∈N fulfil Property M and let (bn)n∈N be a sequence
of natural numbers tending to infinity with bn = o (n). If (Xn) is additionally
exponentially ϕ-mixing and there exist ψ ∈ Ψ and ϵ > 0 such that
lim
n→∞
bn
logψ (⌊log n⌋) · (log n)2+ϵ =∞, (1.21)
then
lim
n→∞
Sbnn
dn
= 1 a.s.
with (dn) as in (1.20).
1.4. Structural outline
The thesis is structured as follows. In Chapter 2 we introduce the structure of
the proofs of the main theorems, namely, in Section 2.1 we state some properties
concerning the convergence of T tnn and Sbnn . Theorem 2.17 in Section 2.2 states
under which conditions these properties hold for the individual settings I, M, and
D. In this section, we furthermore give an overview on how the proof of this theorem
and some of the main theorems in Chapter 1 are structured. This is especially done
in Figures 2.1 and 2.2 and Table 2.1.
In Chapter 3 we prove some technical lemmas used on different occasions.
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The propositions in Chapter 4 are the general parts of Figures 2.1 and 2.2. In
Section 4.1 we give the proofs for the propositions only used in Figure 2.1, whereas
in Section 4.2 we prove the propositions which are used for all three settings I, D,
and M.
In Chapter 5 we prove all parts only concerning the I case. In Section 5.1 we give
proofs of the I part of Figure 2.1 and in Section 5.2 we give proofs for the theorems
which are only proved for Case I.
Chapter 6 deals with the transfer operator setting from Section 1.2. In Section
6.1 we give some preliminary lemmas and prove the lemmas of Figure 2.1 which
are only used for the D part. Furthermore, we show in Section 6.2 that the given
Examples 1.9 and 1.14 fulfil Property D.
Chapter 7 is parted into a section introducing some general lemmas about mixing
random variables and proving the lemmas concerning Property M in Figure 2.2,
(Section 7.1) and into one section proving the main theorems under the conditions
of Property M (Section 7.2).
CHAPTER 2
Structure of proofs and statement of further results
In the general setting we define (Xn)n∈N to be a sequence of non-negative, identically
distributed random variables with distribution function F . Set
c (r, s, t) := cϵ,ψ (r, s, t)
:= (max {r, logψ (⌊log s⌋)})1/2+ϵ · logψ (⌊log s⌋)1/2−ϵ · t (2.1)
for r, s, t > 1, 0 < ϵ < 1/4, and ψ ∈ Ψ.
Consider a monotone increasing function u : I → R for an interval I ⊆ R. Then the
two versions of generalized inverse functions u← and u→ are given, for y ∈ u(I), by
u← (y) := inf {x ∈ I : u (x) ≥ y}
and
u→ (y) := sup {x ∈ I : u (x) ≤ y} .
Further, Fˇ (a) := limx↗a F (x), where limx↗a F (x) denotes the left-sided limit of
F in a.
Definition 2.1. Let L be a slowly varying function at infinity. If the function L#
is slowly varying at infinity and fulfils the following convergences
lim
x→∞L (x)L
# (xL (x)) = 1,
lim
x→∞L
# (x)L
(
xL# (x)
)
= 1,
it is called the de Bruijn conjugate of L.
The de Bruijn conjugate always exists and is unique up to asymptotic equivalence.
For further information see [BGT87, Section 1.5.7 and Appendix 5].
2.1. Properties
Properties A, B, and C are purely technical.
Properties D, E, and F give conditions when a strong law for the sum (1.2) holds,
Property D deals with the most general case, Property E considers the case when
(fn) is piecewise constant and for Property F the distribution function F has to
have regularly varying tails.
Property G gives general conditions how to find a trimming sequence (bn) for a
given distribution function F . Property K gives as well conditions how to find a
trimming sequence (bn) especially if F is piecewise constant with not too many
jump points as clarified in Remark 2.19.
With Property H and L we can find out if a given sequence (bn) can be a trimming
sequence and find the corresponding norming sequence (dn). Property L is in
particular interesting if F is piecewise constant with not too many jump points
as clarified in Remark 2.19.
Property I is a simplified version of Property G for the case that F is continuous.
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Definition 2.2 (Property A). We say that (Xn) fulfils Property A if for every
sequence (ξn)n∈N tending monotonically to zero and for every ϵ > 0 there exists
N ∈ N such that for every positive valued sequence (fm) with F (fm) > 0, for all
m ∈ N and all n ≥ N it holds that
P
(⏐⏐T fnn − E (T fnn )⏐⏐ ≥ ϵ · E (T fnn )) ≤ 2 exp
(
−ξn ·
E
(
T fnn
)
fn
)
.
Definition 2.3 (Property B). Let F be such that 1 − F (x) = L (x) /xα with
L a slowly varying function and 0 < α < 1. Let further (yn) be an R≥1-valued
sequence and (fn) be a positive valued sequence with F (fn) > 0, for all n ∈ N.
For a sequence (wn)n∈N tending to infinity we define (gn)n∈N and (gn)n∈N given
by gn := max {fn, wn} and gn := min {fn, wn}. Furthermore, for ϵ > 0 we define
τ := 1 + ϵ/3 and Jn :=
[⌈τn⌉ , ⌈τn+1⌉] ∩ N and ρk := ρk (ϵ) := (1 + ϵ)k. We define
the sequences (qj)j∈N and (rj)j∈N by
qj :=
⌊
log
(
minn∈Jj−1∪Jj gn
)
log (1 + ϵ)
⌋
and
rj :=
⌈
log
(
maxn∈Jj−1∪Jj gn
)
log (1 + ϵ)
⌉
.
We say that ((Xn) , (yn)) fulfils Property B if for every (fn) with the properties as
above and every ψ ∈ Ψ we have that
fαn
L (fn)
= o
(
n
logψ (⌊log n⌋) · yn
)
(2.2)
implies that there exists (wn) tending to infinity such that for every ϵ˜ > 0
∞∑
j=1
rj∑
k=qj
P
(⏐⏐⏐T ρk⌈τj⌉ − E(T ρk⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ρk⌈τj⌉)) <∞ (2.3)
and
P
(⏐⏐T gnn − E (T gnn )⏐⏐ ≥ ϵ˜ · E (T gnn ) i.o.) = 0. (2.4)
Definition 2.4 (Properties C and C∗). Let In :=
[
2n, 2n+1 − 1] and
κn :=
⌊
min
k∈In
logψ (⌊log k⌋)
⌋
(2.5)
for ψ ∈ Ψ. Further, let
c˜ (r, n, (zm)) := c˜ϵ,ψ (r, n, (zm))
:= max {r, κn}1/2+ϵ · κ1/2−ϵn · min
m∈In
zm, (2.6)
for r ∈ R≥1, n ∈ N≥3 and (zm)m∈N an R≥1-valued sequence. Define ρ : N → N as
ρ (n) := ⌊log2 n⌋ and
∆n,l :=
{
x : P (X1 ≥ x) ∈
[
l2
2n+1
,
(l + 1)
2
2n+1
]}
,
Γn :=
{
x : P (X1 ≥ x) ≤ κn
2n
}
.
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Further, define for l, n ∈ N
vn,l :=
{
inf
{
t ≥ l22n+1 : ∃x ∈ ∆n,l with P (X1 ≥ x) = t
}
if ∆n,l ̸= ∅
1 else,
v˜n,l :=
{
sup
{
t ≤ (l+1)22n+1 : ∃x ∈ ∆n,l with P (X1 ≥ x) = t
}
if ∆n,l ̸= ∅
1 else,
vn :=
{
sup
{
t ≤ κn2n : ∃x ∈ Γn with P (X1 ≥ x) = t
}
if Γn ̸= ∅
0 else
and
Ckn,l := 1{Xk≥F→(1−vn,l)},
C˜kn,l := 1{Xk>F←(1−v˜n,l)},
C
k
n := 1{Xk>F←(1−vn)}.
We say that the tuple ((Xn) , (zn)) fulfils PropertyC if for all ψ ∈ Ψ, all 0 < ϵ < 1/4,
and for all sequences (z˜n)n∈N with limn→∞ z˜n/zn =∞ it holds that
∞∑
n=1
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
P
⎛⎝max
i∈In
⏐⏐⏐⏐⏐⏐
i∑
j=1
(
Cjn,l − E
(
Cjn,l
))⏐⏐⏐⏐⏐⏐ > c˜ϵ,ψ (vn,l · 2n, n, (z˜m))
⎞⎠ <∞
(2.7)
and
∞∑
n=1
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
P
⎛⎝max
i∈In
⏐⏐⏐⏐⏐⏐
i∑
j=1
(
C˜jn,l − E
(
C˜jn,l
))⏐⏐⏐⏐⏐⏐ > c˜ϵ,ψ (vn,l · 2n, n, (z˜m))
⎞⎠ <∞
(2.8)
and
∞∑
n=1
P
⎛⎝max
i∈In
⏐⏐⏐⏐⏐⏐
i∑
j=1
(
C
j
n − E
(
C
j
n
))⏐⏐⏐⏐⏐⏐ > c˜ϵ,ψ (vn · 2n, n, (z˜m))
⎞⎠ <∞. (2.9)
We say that Property C∗ holds if additionally there exist ψ˜ and 0 < ϵ˜ < 1/2 such
that
zn = o
⎛⎝( n
log ψ˜ (⌊log n⌋)
)1/2−ϵ˜⎞⎠ . (2.10)
Definition 2.5 (Properties D and D∗). Let (yn)n∈N be an R≥1-valued sequence.
We say that the tuple ((Xn) , (yn)) fulfils Property D if for all positive valued
(tn)n∈N with F (tn) > 0, for all n ∈ N, and all ψ ∈ Ψ we have that
tn∫ tn
0
xdF (x)
= o
(
n
logψ (n) · yn
)
(2.11)
implies
lim
n→∞
T tnn
E
(
T tnn
) = 1 a.s. (2.12)
We say that Property D∗ holds if additionally there exists ψ ∈ Ψ such that
yn = o
(
n
logψ (n)
)
. (2.13)
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Definition 2.6 (Property E). Let (yn)n∈N be an R≥1-valued and (tn)n∈N be a
positive valued sequences with F (tn) > 0, for all n ∈ N, and such that
max
n∈N
# {n ≤ j < 2n : tj ̸= tj+1} <∞. (2.14)
We say that the tuple ((Xn) , (yn)) fulfils Property E if for all (tn)n∈N with the
above properties and all ψ ∈ Ψ we have that
tn∫ tn
0
xdF (x)
= o
(
n
logψ (⌊log n⌋) · yn
)
(2.15)
implies
lim
n→∞
T tnn
E
(
T tnn
) = 1 a.s.
Definition 2.7 (Property F). Let (yn)n∈N be an R≥1-valued and (tn)n∈N be a
positive valued sequences with F (tn) > 0, for all n ∈ N, and let F be such that
1− F (x) = L (x) /xα with 0 < α < 1 and L a slowly varying function.
We say that the tuple ((Xn) , (yn)) fulfils Property F if for all (tn) with the above
properties and all ψ ∈ Ψ with
tαn
L (tn)
= o
(
n
logψ (⌊log n⌋) · yn
)
(2.16)
it holds that
lim
n→∞
T tnn
E
(
T tnn
) = 1 a.s.
Remark 2.8. If additionally tn tends to infinity, we have the more explicit state-
ment that
lim
n→∞
T tnn
α
1−α · n · t1−αn · L (tn)
= 1 a.s.
This follows immediately from (3.3).
Definition 2.9 (Property G). Let (yn)n∈N and (zn)n∈N be some sequences with
values in R≥1, let (bn)n∈N be a sequence of natural numbers tending to infinity with
bn = o (n), and let (tn)n∈N be a sequence of positive reals tending to infinity such
that F← (F (tn)) = tn and F (tn) > 0, for all n ∈ N. For n ∈ N set
a+n := n ·
(
1− Fˇ (tn)
)
, a−n := n · (1− F (tn)) , (2.17)
and for 0 < ϵ < 1/4 and ψ ∈ Ψ we set
γn := max
{
bn − a−n , bn − a+n + cϵ,ψ
(
a+n , n, zn
)}
. (2.18)
We say that Property G is fulfiled for ((Xn) , (yn) , (zn)) if for all (tn) and (bn) with
the above properties and all ψ, ψ˜ ∈ Ψ, and 0 < ϵ < 1/4 the following implication
holds: For
bn ≥ a−n + cϵ,ψ
(
a−n , n, zn
)
, (2.19)
tn∫ tn
0
xdF (x)
= o
(
n
log ψ˜ (n) · yn
)
, (2.20)
and
lim
n→∞
γn · tn
n · ∫ tn
0
xdF (x)
= 0, (2.21)
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it follows that
lim
n→∞
Sbnn
dn
= 1 a.s.
with
dn := n
∫ tn
0
xdF (x) . (2.22)
Definition 2.10 (Property H). Let (yn)n∈N and (zn)n∈N be a sequences with
values in R≥1 and (tn)n∈N be a sequence of positive reals tending to infinity such
that F← (F (tn)) = tn and F (tn) > 0 for all n ∈ N. For n ∈ N define
an := n · (1− F (tn)) ,
dn := n ·
∫ tn
0
xdF (x) .
We say that ((Xn) , (yn) , (zn)) fulfils Property H if for all (tn) with the above
properties and all ψ, ψ˜ ∈ Ψ and 0 < ϵ < 1/4 the following implication holds: For
cϵ,ψ (an, n, zn) = o (n) (2.23)
and
tn ·max
{
cϵ,ψ (an, n, zn) , log ψ˜ (n) · yn
}
= o (dn) (2.24)
it follows that
lim
n→∞
Sbnn
dn
= 1 a.s.
with
bn := ⌈an + cϵ,ψ (an, n, zn)⌉ .
Definition 2.11 (Property I). Let (yn)n∈N and (zn)n∈N be a sequences with values
in R≥1. Further, let (bn)n∈N be a sequence of natural numbers tending to infinity
with bn = o (n), let (tn)n∈N be a sequence of positive reals tending to infinity with
F (tn) > 0, for all n ∈ N, and set an := n (1− F (tn)).
We say that ((Xn) , (yn) , (zn)) fulfils Property I if the distribution function F is
such that F |[κ,∞) is continuous for some κ ∈ R and if for all (tn) and (bn) with the
above properties and all ψ, ψ˜ ∈ Ψ and 0 < ϵ < 1/4 the following implication holds:
For
γ˜n := bn − an ≥ cϵ,ψ (an, n, zn) (2.25)
and
tn ·max
{
γ˜n, log ψ˜ (n) · yn
}
∫ tn
0
xdF (x)
= o (n) (2.26)
we have that
lim
n→∞
Sbnn
dn
= 1 a.s.
with dn as in (2.22).
Definition 2.12 (Property J). We say that (Xn) fulfils Property J if there exists
a sequence of natural numbers (bn)n∈N with bn = o (n) and a sequence of positive
reals (dn)n∈N such that
lim
n→∞
Sbnn
dn
= 1 a.s.
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In general the sequence (dn)n∈N does not have to be the expectation E
(
Sbnn
)
as
Remark (5.9) shows.
Definition 2.13 (Property K). Let (zn)n∈N be a sequence with values in R≥1, let
(bn)n∈N be a sequence of natural numbers tending to infinity with bn = o (n), and let
(tn)n∈N be a sequence of positive reals tending to infinity such that F
← (F (tn)) = tn
and F (tn) > 0, for all n ∈ N, and such that
ς := max
n∈N
# {n ≤ j < 2n : tj ̸= tj+1} <∞. (2.27)
For n ∈ N set a+n , a−n , and γn as in (2.17) and (2.18).
We say that Property K is fulfiled for ((Xn) , (zn)) if for all (tn) and (bn) with the
above properties and all ψ, ψ˜ ∈ Ψ, and 0 < ϵ < 1/4 the following implications hold:
For (2.19), (2.21), and
tn∫ tn
0
xdF (x)
= o
(
n
log ψ˜ (⌊log n⌋) · zn
)
(2.28)
we have that
lim
n→∞
Sbnn
dn
= 1 a.s.
with dn as in (2.22).
Definition 2.14 (Property L). Let (zn)n∈N be a sequence with values in R≥1
and let (tn)n∈N be a sequence of positive reals tending to infinity and such that
F← (F (tn)) = tn and F (tn) > 0, for all n ∈ N, and such that
max
n∈N
# {n ≤ j < 2n : tj ̸= tj+1} <∞.
For n ∈ N define
an := n · (1− F (tn)) ,
dn := n ·
∫ tn
0
xdF (x) .
We say that ((Xn) , (zn)) fulfils Property L if for all (tn) with the above property
and for all ψ ∈ Ψ and 0 < ϵ < 1/4 the following implication hold: For (2.23) and
tn · cϵ,ψ (an, n, zn) = o (dn) (2.29)
we have that
lim
n→∞
Sbnn
dn
= 1 a.s.
with
bn := ⌈an + cϵ,ψ (an, n, zn)⌉ .
Definition 2.15 (Property M). Let F be such that 1− F (x) = L (x) /xα, where
L is a slowly varying function and 0 < α < 1 and let (vn)n∈N be a sequence with
values in R≥1. Further, let (bn)n∈N be a sequence of natural numbers tending to
infinity such that bn = o (n).
We say that Property M holds for ((Xn) , (vn)) if for all (bn) with the above pro-
perties and for all ψ ∈ Ψ fulfiling
lim
n→∞
bn
logψ (⌊log n⌋) · vn =∞, (2.30)
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it holds that there exists a positive valued sequence (dn)n∈N such that
lim
n→∞
Sbnn
dn
= 1 a.s.
with
dn ∼ α
1− α · n
1/α · b1−1/αn ·
(
L−1/α
)#(( n
bn
)1/α)
.
Remark 2.16. If L (n) = 1, then the norming sequence simplifies to
dn ∼ α
1− α · n
1/α · b1−1/αn . (2.31)
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2.2. Further trimming statements and structure of their proofs
Theorem 2.17. If the property in the (1, k)-cell, k = 1, 2, 3, and the additional property in the (ℓ, 1)-cell, ℓ = 1, . . . , 9, (if any) hold, then the property
in the (ℓ, k)-cell holds.
& I for (Xn) D for (Ω,B,И , µ,F , ∥·∥ , χ) M for (Xn)
Properties
for T fnn
⎧⎪⎪⎨⎪⎪⎩
D for ((Xn) , (1)) D for
((
χ ◦И n−1) , (1)) D for ((Xn) , (n/ϑn,ψ,ϕ)) ∀ψ ∈ Ψ
E for ((Xn) , (1)) E for
((
χ ◦И n−1) , (1)) E for ((Xn) , (n/ιn,ψ,ϕ)) ∀ψ ∈ Ψ
1− F reg. var. F for ((Xn) , (1)) F for
((
χ ◦И n−1) , (1)) F for ((Xn) , (n/ιn,ψ,ϕ)) ∀ψ ∈ Ψ
Properties
for Sbnn
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
G for ((Xn) , (1) , (1)) G for
((
χ ◦И n−1) , (1) , (1)) G for ((Xn) , (n/ϑn,ψ,ϕ) , (n/ιn,ψ˜,ϕ)) ∀ψ, ψ˜ ∈ Ψ
H for ((Xn) , (1) , (1)) H for
((
χ ◦И n−1) , (1) , (1)) H for ((Xn) , (n/ϑn,ψ,ϕ) , (n/ιn,ψ˜,ϕ)) ∀ψ, ψ˜ ∈ Ψ
F |[κ,∞) continuous I for ((Xn) , (1) , (1)) I for
((
χ ◦И n−1) , (1) , (1)) I for ((Xn) , (n/ϑn,ψ,ϕ) , (n/ιn,ψ˜,ϕ)) ∀ψ, ψ˜ ∈ Ψ
K for ((Xn) , (1)) K for
((
χ ◦И n−1) , (1)) K for ((Xn) , (n/ιn,ψ,ϕ)) ∀ψ ∈ Ψ
L for ((Xn) , (1)) L for
((
χ ◦И n−1) , (1)) L for ((Xn) , (n/ιn,ψ,ϕ)) ∀ψ ∈ Ψ
1− F reg. var. M for ((Xn) , (1)) M for
((
χ ◦И n−1) , (1)) M for ((Xn) , (n/ιn,ψ,ϕ)) ∀ψ ∈ Ψ
”1− F reg. var.” means that F (x) = 1− L (x) /xα, where L is a slowly varying function and 0 < α < 1.
”F |[κ,∞) continuous” means that there exists κ > 0 such that F |[κ,∞) is continuous.
Example 2.18. The table of Theorem 2.17 can be read as in the following example. If Property M holds for (Xn) and additionally F (x) =
1− L (x) /xα, where L is a slowly varying function and 0 < α < 1, then Property F holds for ((Xn) , (n/ιn,ψ,ϕ)), for all ψ ∈ Ψ.
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Table 2.1. Structure of proofs for general theorems
Lemmas concerning the sum T fnn
Proposition 4.1 A for (Xn) ⇒ D∗ for ((Xn) , (1))
Proposition 4.4 A for (Xn) ⇒ E for ((Xn) , (1))
Proposition 4.5 A for (Xn) & regular variation ⇒ B for ((Xn) , (1))
Proposition 4.6 (B ⇒ F for ((Xn) , (yn))
Propositions concerning the sum Sbnn
Proposition 4.8 C for ((Xn) , (zn)) & D for ((Xn) , (yn)) ⇒ G for
((Xn) , (yn) , (zn))
Proposition 4.9 (C & E) for ((Xn) , (zn)) ⇒ K for ((Xn) , (zn))
Proposition 4.10 (G ⇒ H) for ((Xn) , (yn) , (zn))
Proposition 4.11 G for ((Xn) , (yn) , (zn)) & F continuous ⇒ I for
((Xn) , (yn) , (zn))
Proposition 4.12 C∗ for ((Xn) , (zn)) & D∗ for ((Xn) , (yn)) & H for
((Xn) , (yn) , (zn)) ⇒ J for (Xn)
Proposition 4.13 (K ⇒ L) for ((Xn) , (zn))
Proposition 4.14 (C & F) for ((Xn) , (zn)) & regular variation ⇒ M for(
(Xn) ,
(
z2+δn
))
for any δ > 0
Lemmas concerning Property I
Lemma 5.2 I for (Xn) ⇒ A for (Xn)
Lemma 5.3 I for (Xn) ⇒ C∗ for ((Xn) , (1))
Lemmas concerning Property D
Lemma 6.15 D for (Ω,B,И , µ,F , ∥·∥ , χ) ⇒ A for (χ ◦И n−1)
Lemma 6.18 D for (Ω,B,И , µ,F , ∥·∥ , χ) ⇒ C∗ for
((
χ ◦И n−1) , (1))
Lemmas concerning Property M/M∗
Lemma 7.6 M for (Xn) ⇒ D for ((Xn) , (n/ϑn,ψ,ϕ)), for all ψ ∈ Ψ
Corollary 7.7 M∗ for (Xn) ⇒ D∗ for ((Xn) , (n/ϑn,ψ,ϕ)), for all ψ ∈ Ψ
Lemma 7.8 M for (Xn) ⇒ E for ((Xn) , (n/ιn,ψ,ϕ)), for all ψ ∈ Ψ
Lemma 7.9 M for (Xn) & regular variation ⇒ B for ((Xn) , (n/ιn,ψ,ϕ)),
for all ψ ∈ Ψ
Lemma 7.11 M for (Xn) ⇒ C for ((Xn) , (n/ιn,ψ,ϕ)), for all ψ ∈ Ψ
Corollary 7.12 M∗ for (Xn) ⇒ C∗ for ((Xn) , (n/ιn,ψ,ϕ)), for all ψ ∈ Ψ
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Figure 2.1. Structure of the proof of the single properties implied by Properties I and D
2.2.
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Proof of Theorem 2.17. First we prove Properties D, E, and F for random
variables (Xn) with Property I (or for random variables
(
χ ◦И n−1) from the D-
setting respectively).
From Lemma 5.2 (or 6.15 resp.) follows Property A for (Xn) (and
(
χ ◦И n−1)
resp.). With Lemma 4.1 and Lemma 4.4 we can conclude with A that Properties
D and E hold for ((Xn) , (1)) (or
((
χ ◦И n−1) , (1)) resp.).
To show that Property F holds if (Xn) (or
(
χ ◦И n−1) reps.) has regularly varying
tails with exponent −1 < α < 0 we use Lemma 4.5 which states that Property
A implies Property B for ((Xn) , (1)) (or
((
χ ◦И n−1) , (1)) resp.). From this and
from Lemma 4.6 Property F follows for ((Xn) , (1)) (or
((
χ ◦И n−1) , (1)) resp.).
Let now (Xn) fulfil Property M. Then Lemma 7.6 implies that Property D holds
for ((Xn) , (n/ϑn)) and Lemma 7.8 implies Property E for ((Xn) , (n/ιn)).
To show that Property F holds if (Xn) has regularly varying tail distribution with
exponent −1 < α < 0 we use Lemma 7.9 which states that Property M implies
Property B for ((Xn) , (n/ιn)). From this and from Lemma 4.6 Property F follows
for ((Xn) , (n/ιn)).
In the following we prove PropertiesG,H, I,K, L, andM together for the I-setting
(and D- and M-setting respectively.)
We obtain from Lemma 5.3 (6.18 or 7.11 resp.) that PropertyC holds for ((Xn) , (1))
(or
((
χ ◦И n−1) , (1)) or ((Xn) , (n/ιn)) resp.).
Combining Properties C and D we obtain from Proposition 4.8 that Property
G holds for ((Xn) , (1) , (1)) (or
((
χ ◦И n−1) , (1) , (1)) or ((Xn) , (n/ϑn) , (n/ιn))
resp.). Proposition 4.10 implies then that PropertyH also holds for ((Xn) , (1) , (1))
(or
((
χ ◦И n−1) , (1) , (1)) or ((Xn) , (n/ϑn) , (n/ιn)) resp.). If additionally F |[κ,∞)
is continuous for some κ > 0, we obtain by Proposition 4.11 that Property I holds
for ((Xn) , (1) , (1)) (or
((
χ ◦И n−1) , (1) , (1)) or ((Xn) , (n/ϑn) , (n/ιn)) resp.).
Combining Properties C and E we obtain from Proposition 4.9 that Property K
holds for ((Xn) , (1)) (or ((χ ◦И ) , (1)) or ((Xn) , (n/ιn)) resp.). With Proposition
4.13 this implies that Property L holds for ((Xn) , (1)) (or
((
χ ◦И n−1) , (1)) or
((Xn) , (n/ιn)) resp.). □
Proof of Theorem 1.1. From Property I for (Xn) (or from Property D for
(Ω,B,И , µ,F , ∥·∥ , χ) resp.) it follows with Lemma 5.2 (or 6.15 resp.) that Pro-
perty A also hold for (Xn) (or
(
χ ◦И n−1) resp.) and thus, Lemma 4.1 implies
that D∗ holds for ((Xn) , (1)) (or
((
χ ◦И n−1) , (1)) resp.). From Property M for
(Xn) we have by Corollary 7.7 that Property D∗ holds for ((Xn) , (n/ϑn)). From
Property I for (Xn) (or D for (Ω,B,И , µ,F , ∥·∥ , χ) orM for (Xn) resp.) it follows
by Lemma 5.3 (or Lemma 6.18 or Corollary 7.12 resp.) that Property C∗ also holds
for ((Xn) , (1)) (or
((
χ ◦И n−1) , (1)) or ((Xn) , (n/ιn)) resp.).
Furthermore, by Theorem 2.17 we have that Property H holds for ((Xn) , (1) , (1))
(or
((
χ ◦И n−1) , (1) , (1)) or ((Xn) , (n/ϑn) , (n/ιn)) resp.)
Hence, we can apply Proposition 4.12 and obtain that Property J holds for (Xn)
(or
(
χ ◦И n−1) or (Xn) resp.), i.e. we obtain the statement of the theorem. □
Remark 2.19. Examples 2.20 and 2.21 show why it is useful to state both Proper-
ties G and K (or H and L respectively).
For the cases that Properties I or D hold Example 2.20 gives an example of a
distribution function where the requirements on (tn) in Property G are weaker
than in Property K.
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In Example 2.21 we use the distribution function from Example 1.11. In this case
Property G makes stronger requirements on the growth of (bn) whereas with Pro-
perty K (bn) is allowed to grow faster but there are stricter conditions on the
variation of (bn).
Example 2.20. Let (Xn) fulfil Property I or let Xn := χ ◦ И n−1, for all n ∈ N,
such that the underlying system fulfils Property D and 1− F (x) |[κ,∞)= 1/ log (x)
for some κ > 0. Then, by Theorem 2.17 we have that Properties G and K hold for
((Xn) , (1)) and ((Xn) , (1) , (1)) respectively. The set of possible (bn) fulfiling the
requirements of Property K such that limn→∞ Sbnn /dn = 1 a.s. holds is a proper
subset of those sequences (bn) fulfiling the requirements of Property G.
Proof of the statement in Example 2.20. In the first steps we aim to show
that (2.19) combined with (2.21) for ψ ∈ Ψ implies that there exists ψ˜ ∈ Ψ such
that (2.20) holds. We have with K :=
∫ κ
0
xdF (x) that∫ tn
0
xdF (x) =
∫ κ
0
xdF (x) +
∫ tn
κ
xdF (x)
= K + [xF (x)]
tn
κ −
∫ tn
κ
F (x) dx
= K +
[
x
(
1− 1
log x
)]tn
κ
−
∫ tn
κ
(
1− 1
log x
)
dx
= K + (tn − κ)−
[
x
log x
]tn
κ
− (tn − κ) +
∫ tn
κ
1
log x
dx
= K + [lix]
tn
κ −
[
x
log x
]tn
κ
∼ tn
(log tn)
2 , (2.32)
where li denotes the logarithmic integral function. The combination of (2.19) and
(2.21) yields that
c (a−n , n, 1) · tn
n · ∫ tn
0
xdF (x)
∼
logψ (⌊log n⌋)1/2−ϵ ·
(
n
log tn
)1/2+ϵ
· (log tn)2
n
=
logψ (⌊log n⌋)1/2−ϵ · (log tn)3/2−ϵ
n1/2−ϵ
= o (1)
and thus,
log tn = o
⎛⎝( n
logψ (⌊log n⌋)
) 1−2ϵ
3−2ϵ
⎞⎠ . (2.33)
If we set ψ˜ : N→ R>0 as ψ˜ (n) := n2, then ψ˜ ∈ Ψ and (2.33) implies
log tn = o
⎛⎝( n
log ψ˜ (n)
)1/2⎞⎠ . (2.34)
On the other hand we can conclude from (2.32) that (2.20) is equivalent to
log ψ˜ (n) · tn
n · ∫ tn
0
xdF (x)
∼ log ψ˜ (n) · (log tn)
2
n
= o (1)
and thus to (2.34). Hence, (2.19) combined with (2.21) for some ψ ∈ Ψ implies the
existence of ψ˜ such that (2.20) holds.
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By the conclusions from above, we have in particular that the existence of 0 < ϵ <
1/4 and ψ ∈ Ψ such that (2.19) and (2.21) hold, i.e. requirements from Property
K, imply the existence of 0 < ϵ < 1/4 and ψ, ψ˜ ∈ Ψ such that (2.19), (2.20), and
(2.21) hold, i.e. all requirements of Property G.
On the other hand (2.27) makes further restrictions on (tn). To show this we will
give an example fulfiling the requirements of Property G but not of Property K.
Let bn :=
⌊
n4/5
⌋
. We set tn := exp
(
n/
(
n4/5 − n1/2)). Then a−n = n4/5 − n1/2
and for ψ (n) = n2 and 0 < ϵ < 1/8 (2.19) is fulfiled. Furthermore, we obtain from
(2.32) that
tn∫ tn
0
xdF (x)
∼ (log tn)2 = n
2(
n4/5 − n1/2)2 ∼ n2/5 = o
(
n
log n2
)
and for ψ˜ (n) := n2 (2.20) is fulfiled. Furthermore, we have by the continuity
of F that a−n = n/ log tn = a+n . Furthermore, for our choice of ψ we have that
logψ (⌊log n⌋) = o (a+n ) and thus, for sufficiently large n we have that
c
(
a+n , n, 1
)
=
(
a+n
)1/2+ϵ
logψ (⌊log n⌋)1/2−ϵ
∼
(
n4/5
)1/2+ϵ
· (2 · log (⌊log n⌋))1/2−ϵ
= n2/5+4/5·ϵ · (2 · log (⌊log n⌋))1/2−ϵ .
For ϵ < 1/8 we have that 4/5 · ϵ < 1/10 and thus c (a+n , n, 1) = o
(
n1/2
)
. Hence,
bn − a−n ∼ bn − a+n + c (a+n , n, 1). By
(bn − a−n ) · tn
n · ∫ tn
0
xdF (x)
∼ n
1/2 · n2/5
n
∼ n−1/10 = o (1)
(2.21) is also fulfiled and thus all requirements of Property G are fulfiled.
In the next steps we show that for this choice of (bn) it is not possible to find a
sequence (tn) fulfiling (2.27) and (2.21) at the same time and thus (bn) can not
fulfil the requirements of Property K. Assume there exists (tn) fulfiling (2.27).
Then there exists a sequence (nk)k∈N of natural numbers tending to infinity with
tnk = . . . = t⌊nk·(1+ϵ)⌋ for 0 < ϵ < 1/ (2ς).
For our choice of (bn) we have that (2.19) implies tn > exp
(
n1/5
)
, for n sufficiently
large. Furthermore, applying (2.32) and setting n := nk yields(
b⌊n·(1+ϵ)⌋ − a−⌊n·(1+ϵ)⌋
)
· t⌊n·(1+ϵ)⌋
⌊n · (1 + ϵ)⌋ · ∫ t⌊n·(1+ϵ)⌋
0
xdF (x)
=
(
b⌊n·(1+ϵ)⌋ − a−n
) · tn
⌊n · (1 + ϵ)⌋ · ∫ tn
0
xdF (x)
≥ 1
2
·
(
((1 + ϵ) · n)4/5 − n4/5
)
· n2/5
⌊n · (1 + ϵ)⌋
=
(1 + ϵ)
4/5 − 1
2 · (1 + ϵ) · n
1/5 ≥ 1,
for n sufficiently large. Thus, the sequence (⌊nk · (1 + ϵ)⌋) contradicts (2.21). □
For our second example we use the distribution function as in Example 1.11.
Example 2.21. Let (Xn) fulfil Property I or let Xn := χ ◦ И n−1, for all n ∈ N,
such that the underlying system fulfils Property D and let F be picewise constant
such that P (X = 0) = 1 − Q and P (X = ηk) = Q · qk−1 · (1− q) for k ∈ N,
0 < q,Q < 1, and q · η > 1. Then, by Theorem 2.17 we have that Property G holds
for ((Xn) , (1) , (1)) and Property K holds for ((Xn) , (1)). These properties imply
different requirements on the trimming sequence (bn):
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(1) For every
(
bn
) ∈ NN such that the requirements in Property G are fulfiled for
the choice (bn) :=
(
bn
)
there exists another sequence (b′n) with b′n < bn, n ∈ N
such that for the choice (bn) := (b′n) the requirements of Property K but not
of G are fulfiled.
(2) There exists a sequences (bn) fulfiling the requirements of Property K but not
of G.
Proof of the statements in Example 2.21. ad (1): First we will show that
for a sequence
(
bn
)
fulfiling all requirements of Property G there exists ω ∈ Ψ such
that
lim
n→∞
bn
logω (n)
=∞. (2.35)
Since F←
(
Fˇ (tn)
)
= tn has to hold, tn can be written as tn = ηl(n) with l : N→ N.
Furthermore, we have that
a+n = n ·Q · ql(n)−1 and a−n = n ·Q · ql(n).
Choosing l (n) >
(
log bn − log n− logQ
)
/ log q is the only possibility for a−n < bn
and thus necessary to fulfil (2.19). Since∫ tn
0
xdF (x) =
l(n)∑
i=1
Q · qi−1 · (1− q) · ηi
=
Q
q
· (1− q) · (q · η)
l(n)+1 − 1
q · η − 1
∼ Q · (1− q) · q
l(n) · ηl(n)+1
q · η − 1 (2.36)
for l tending to infinity and
tn∫ tn
0
xdF (x)
∼ q · η − 1
Q · (1− q) · η · ql(n) , (2.37)
we have for this choice of l that
tn∫ tn
0
xdF (x)
>
q · η − 1
(1− q) · η ·
n
bn
, (2.38)
for n sufficiently large. Thus, if (2.35) is not fulfiled, we have for all ω ∈ Ψ that
lim sup
n→∞
tn∫ tn
0
xdF (x)
· logω (n)
n
> 0,
i.e. (2.20) is not fulfiled and thus, the requirements of PropertyG can not be fulfiled.
In the next steps we will construct for a given sequence
(
bn
)
fulfiling (2.35) a
sequence (b′n) with b′n < bn, for n sufficiently large fulfiling the requirements of
Property K. Let ω ∈ Ψ. Then we have for ω˜ : N→ R>0 given by
ω˜ (n) := min
{
n2, min
k∈(⌊en⌋,⌊en+1⌋]∩N
ω (k)
}
that ω˜ ∈ Ψ. We have in particular that logω (n) ≥ log ω˜ (⌊log n⌋), for all n ∈ N.
In the following assume that limn→∞ bn/ logω (n) =∞ and let (kn) be a sequence
tending to zero such that limn→∞ bn · kn/ logω (n) = ∞. Then it also holds for
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(mn) with q · kn ≤ mn ≤ kn that limn→∞ bn ·mn/ logω (n) =∞. Define
In :=
(⌊
e⌊logn⌋
⌋
,
⌊
e⌊logn⌋+1
⌋]
∩ N and
wn := min
{
min
j∈In
bj ·mj , ⌊log ⌊log n⌋⌋2 · pn
}
for n ∈ N≥2 and q ≤ pn ≤ 1. Here we specify (mn) and (pn) as sequences such that⟨
log (wn − cϵ,ω˜ (wn, n, 1))− log n− logQ
log q
⟩
= 0 (2.39)
In the next steps we prove that it is possible to find such sequences (mn) and (pn)
fulfiling q · kn ≤ mn ≤ kn and q ≤ pn ≤ 1. We have that (2.39) is equivalent to
log (wn − c (wn, n, 1))− log n− logQ
log q
= N ∈ N
which is equivalent to
wn − c (wn, n, 1) = qN · n ·Q (2.40)
with N ∈ N. Noticing that wn can be variated by a factor between q and 1,
k − c (k, n, 1) can also be variated by a factor between q and 1 since
q · k − c (q · k, n, 1)
k − c (k, n, 1) <
q · k − q · c (k, n, 1)
k − c (k, n, 1) = q.
Thus, it is possible to find N ∈ N such that (2.40) is fulfiled. Setting (b′n) := (⌊wn⌋)
and noticing that limn→∞ b′n = ∞ we have for (rn) as in (1.9) with bn := b′n that
(1.12) holds.
Furthermore, the choice of (b′n) implies b′n < bn, for n sufficiently large, the con-
vergence limn→∞ b′n/ log ω˜ (⌊log n⌋) = ∞, and (b′n) constant on the intervals (Ij).
Moreover, assume there exists ω ∈ Ψ such that lim infn→∞ b′n/ logω (n) = ∞.
Then we have by the fact that b′n ≤ (log log n)2 that ω (n) < n, for all suffi-
ciently large n. This contradicts ω ∈ Ψ. Thus, for all ω ∈ Ψ we have that
lim infn→∞ b′n/ logω (n) < ∞. Thus, there exists no ω ∈ Ψ such that (2.35) is
fulfiled and hence the requirements of Property G are not fulfiled.
In the following steps we will show that the requirements of Property K are fulfiled
for the choice (bn) := (b′n). We notice that by the choice of ω˜ we have that q−l(n) =
o
(
n/ log ω˜ (⌊log n⌋) ). Setting tn := ηl(n) with
l (n) :=
⌈
log (b′n − c (b′n, n, 1))− logQ− log n
log q
⌉
(2.41)
and applying (2.37) yield that (2.19) and (2.28) are fulfiled for ψ := ω˜ and ψ˜ := ω˜
respectively and (zn) := (1). Moreover, (2.38) with bn := b′n implies
tn∫ tn
0
xdF (x)
≤ 2 · q · η − 1
(1− q) · η ·
n
b′n − c (b′n, n, 1)
≤ 3 · q · η − 1
(1− q) · η ·
n
b′n
(2.42)
for n sufficiently large. Furthermore, by the choice of (b′n) and the fact that
ql(n) =
b′n − c (b′n, n, 1)
Q · n · q
rn (2.43)
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we have for sufficiently large n that
max
{
b′n − a+n + c
(
a+n , n, 1
)
, b′n − a−n
}
≤ b′n − a−n + c
(
a+n , n, 1
)
< b′n − a−n +
1
q
· c (b′n, n, 1)
= b′n − n ·Q · ql(n) +
1
q
· c (b′n, n, 1)
= b′n − (b′n − c (b′n, n, 1)) · qrn +
1
q
· c (b′n, n, 1)
= b′n · (1− qrn) + c (b′n, n, 1) ·
(
1
q
+ qrn
)
< b′n · (1− qrn) +
2
q
· c (b′n, n, 1)
and thus
γn ≤ b′n · (1− qrn) +
2
q
· c (b′n, n, 1) , (2.44)
for n sufficiently large. Furthermore, combining (2.42) and (2.44) and noticing that
1− qrn tends to zero by (1.12) and c (b′n, n, 1) = o (b′n) yield
γn · tn
n · ∫ tn
0
xdF (x)
≤ 3 · q · η − 1
(1− q) · η ·
b′n (1− qrn) + 2q · c (b′n, n, 1)
b′n
= o (1) . (2.45)
Hence, (1.12) and (2.35) imply that (2.21) is fulfiled. Since (b′n) is constant on In,
(2.27) is also fulfiled and thus, all requirements of Property K are fulfiled.
ad (2): We will construct a sequence (bn) fulfiling the requirements of Property G
but not of Property K. Let bn := ⌊
√
n · pn⌋ with q ≤ pn ≤ 1, for all n ∈ N, and
set ψ : N → R>0 as ψ (n) := n2 and choose any 0 < ϵ < 1/4. Following the proof
to Part (1) we see that it is possible to choose (pn) such that (rn) as in (1.9) tends
to zero. By setting tn := ηl(n) with l as in (2.41) with
(
bn
)
:= (bn) we have that
(2.19) is immediately fulfiled. Furthermore, we obtain from (2.37) that
tn∫ tn
0
xdF (x)
∼ q · η − 1
Q · (1− q) · η · ql(n)
=
q · η
(1− q) · η ·
n
bn − cϵ,ψ (bn, n, 1) · q
rn
∼ q · η
(1− q) · η ·
n
bn − cϵ,ψ (bn, n, 1)
≤ q · η
(1− q) · η ·
√
n,
for n sufficiently large. Setting ψ˜ (n) := n2, for example, (2.20) is fulfiled. By
(2.43), (2.44), and (2.45) follows that (2.21) is fulfiled and thus, all requirements of
Property G are fulfiled.
In the next steps we show that for this choice of (bn) it is not possible to find a
sequence (tn) fulfiling (2.21) and (2.27) and thus, (bn) can not fulfil the require-
ments of Property K. Assume there exists (tn) fulfiling (2.27). Then there exists a
sequence (nk)k∈N of natural numbers tending to infinity with tnk = . . . = t⌊nk·(1+ϵ)⌋
for 0 < ϵ < 1/ (2ς).
For our choice of (bn) we have that (2.19) implies tn > η⌊(log pn−(logn)/2−logQ)/ log q⌋,
i.e. l (n) > ⌊(log pn − (log n) /2− logQ) / log q⌋ for n sufficiently large. Settingm :=
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nk, and applying (2.37) yields(
b⌊m·(1+ϵ)⌋ − a−⌊m·(1+ϵ)⌋
)
· t⌊m·(1+ϵ)⌋
⌊m · (1 + ϵ)⌋ · ∫ t⌊m·(1+ϵ)⌋
0
xdF (x)
=
(
b⌊m·(1+ϵ)⌋ − a−m
) · tm
⌊m · (1 + ϵ)⌋ · ∫ tm
0
xdF (x)
≥ q · η − 1
2 ·Q · (1− q) · η ·
⌊√⌊(1 + ϵ) ·m⌋⌋−√m
⌊m · (1 + ϵ)⌋ · q
−l(m), (2.46)
for m sufficiently large. Furthermore, we have that⌊√⌊(1 + ϵ) ·m⌋⌋−√m
⌊m · (1 + ϵ)⌋ ∼
√
1 + ϵ− 1
1 + ϵ
· 1√
m
(2.47)
and
q−l(m) > q−⌊(log pm−(logm)/2−logQ)/ log q⌋
≥ q(− log pm+(logm)/2+logQ)/ log q+1
=
√
m ·Q · q
pm
. (2.48)
Thus, combining (2.46), (2.47), and (2.48) yields(
b⌊m·(1+ϵ)⌋ − a−⌊m·(1+ϵ)⌋
)
· t⌊m·(1+ϵ)⌋
⌊m · (1 + ϵ)⌋ · ∫ t⌊m·(1+ϵ)⌋
0
xdF (x)
≥ q · (q · η − 1)
3 · pm · (1− q) · η ·
√
1 + ϵ− 1
1 + ϵ
,
for m sufficiently large. Setting m := nk, the sequence (⌊nk · (1 + ϵ)⌋) contradicts
(2.21). Thus, (2.21) and (2.27) can not be fulfiled for the same choice of (tn) and
thus, the requirements of Property K can not be fulfiled. □
CHAPTER 3
Preliminaries
Lemma 3.1. Let F be such that 1 − F (x) = L (x) /xα with L a slowly varying
function and 0 < α < 1. Let further (un) be a non-negative sequence tending to
infinity. Then
E (Xun1 ) ∼
α
1− α · u
1−α
n · L (un) , (3.1)
V (Xun1 ) ∼
α
2− α · u
2−α
n · L (un) , (3.2)
E (Tunn ) ∼ n ·
α
1− α · u
1−α
n L (un) . (3.3)
If (Xn) are additionally i.i.d. then
V (Tunn ) ∼ n ·
α
2− α · u
2−α
n L (un) . (3.4)
Proof.
E (Xun1 ) =
∫ un
0
xdF (x) = [xF (x)]
un
0 −
∫ un
0
F (x) dx
=
[
x
(
1− L (x)
xα
)]un
0
−
∫ un
0
(
1− L (x)
xα
)
dx
= un −
[
x1−αL (x)
]un
0
− un +
∫ un
0
L (x)
xα
dx
=
∫ un
0
L (x)
xα
dx− [x1−αL (x)]un
0
. (3.5)
We have that
[
x1−αL (x)
]un
0
= u1−αn L (un). To estimate the first summand of (3.5)
we apply Karamata’s theorem, see for example [BGT87, Theorem 1.5.11], and
obtain ∫ un
0
L (x)
xα
dx ∼ 1
1− α · u
1−α
n L (un) .
Hence,
E (Xun1 ) ∼
(
1
1− α − 1
)
u1−αn L (un)
=
α
1− α · u
1−α
n L (un) .
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For the variance we likewise obtain∫ un
0
x2dF (x) =
[
x2F (x)
]un
0
−
∫ un
0
F (x) dx2
=
[
x2
(
1− L (x)
xα
)]un
0
−
∫ un
0
(
1− L (x)
xα
)
2xdx
= u2n −
[
x2−αL (x)
]un
0
− u2n +
∫ un
0
2x1−αL (x) dx
= 2
∫ un
0
x1−αL (x) dx− [x2−αL (x)]un
0
.
Using Karamata’s theorem we obtain analogously as above that∫ un
0
x1−αL (x) dx ∼ 1
2− α · u
2−α
n L (un)
and obviously, we have
[
x2−αL (x)
]un
0
∼ u2−αn L (un). It follows that∫ un
0
x2dF (x) ∼
(
2
2− α − 1
)
u2−αn L (un)
=
α
2− α · u
2−α
n L (un) .
Since limn→∞ L (un) /uαn = 0, we have, using (3.1), that(∫ un
0
xdF (x)
)2
∼
(
α
1− α
)2
u2−2αn L (un)
2
= o
(
α
2− αu
2−α
n L (un)
)
and hence
V (Xun1 ) =
∫ un
0
x2dF (x)−
(∫ un
0
xdF (x)
)2
∼ α
2− α · u
2−α
n L (un) .
(3.3) and (3.4) follow immediately from (3.1) and (3.2). □
Lemma 3.2. Let γ, δ > 0. If f : R≥0 → R≥0 is such that f (x) = xγ·δLγ
(
xδ
)
, where
L denotes a slowly varying fuction in infinity, then any function g : R≥0 → R≥0
with
g (x) ∼ x 1γ·δL# 1δ
(
x
1
γ
)
(3.6)
is an asymptotic inverse of f , i.e. f (g (x)) ∼ g (f (x)) ∼ x for x tending to infinity.
One version of g is f← and the asymptotic inverse is unique up to asymptotic
equivalence.
Proof. Proposition 1.5.15 of [BGT87] states that (3.6) is one representative of the
asymptotic inverse of f . Proposition 1.5.12 of the same book states that h : R≥0 →
R≥0 given by h (y) := inf {x ∈ [0,∞) : f (x) > y} is one version of the aymptotic
inverse and the asymptotic inverse is unique up to asymptotic equivalence. So we
have to show that h (y) ∼ f← (y).
We assume the contrary to the statement. Obviously, f← ≤ h. Then there exists
ϵ > 0 such that f← (y) · (1 + ϵ) < inf {x ∈ [0,∞) : f (x) > y}, for sufficiently large
y. This implies
inf {x ∈ [0,∞) : f (x) ≥ y} · (1 + ϵ) ≤ inf {x ∈ [0,∞) : f (x) > y}
for sufficiently large y. That means there exist arbitrary large y ∈ [0,∞) such that
there exists x ∈ [0,∞) such that f (x) ≥ y and f ((1 + ϵ)x) ≤ y.
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On the other hand we have that f (x) = xγδLγ
(
xδ
)
and
f ((1 + ϵ)x) = (1 + ϵ)
γδ
xγδLγ
(
(1 + ϵ)
δ
xδ
)
∼ (1 + ϵ)γδ xγδLγ (xδ)
= (1 + ϵ)
γδ
f (x) .
This implies f ((1 + ϵ)x) ≥ (1 + ϵ/2)γδ f (x) ≥ (1 + ϵ/2)γδ y, for x sufficiently large,
while on the other hand we have f ((1 + ϵ)x) ≤ y. □
Lemma 3.3. Let F be such that 1 − F (x) = L (x) /xα with L a slowly varying
function and 0 < α < 1. Further, let (un)n∈N and (vn)n∈N be two sequences such
that un, vn ∈ [0, 1], for all n ∈ N, and limn→∞ un = limn→∞ vn = 0. If there exists
K > 0 such that un ∼ K · vn for n→∞ then the following hold:
(1) F← (1− un) ∼ u−1/αn ·
(
L−1/α
)# (
u
−1/α
n
)
.
(2) F← (1− un) ∼ K−1/α · F← (1− vn).
(3) 1− F (F← (1− un)) ∼ un.
Proof. ad (1): We define G : R+ → R+ as
G (x) :=
1
1− F (x) =
xα
L (x)
.
We have that
G←
(
1
1− x
)
= inf
{
y ∈ [0,∞) : G (y) > 1
1− x
}
= inf
{
y ∈ [0,∞) : 1− 1
G (y)
> x
}
= inf {y ∈ [0,∞) : F (y) > x}
= F← (x) . (3.7)
Evaluating (3.7) at 1− un shows that
F← (1− un) = G←
(
1
un
)
.
Since 1/un tends to infinity, we can apply Lemma 3.2 and obtain statement (1).
ad (2): Since L is slowly varying, it follows that
(
L−1/α
)#
is also slowly varying
and we can conclude from statement (1) that
F← (1− un) ∼ u−1/αn
(
L−1/α
)# (
u−1/αn
)
∼ (K · vn)−1/α
(
L−1/α
)# (
(K · vn)−1/α
)
∼ K−1/α · v−1/αn
(
L−1/α
)# (
v−1/αn
)
∼ K−1/α · F← (1− vn) .
ad (3): By the definition of G and Lemma 3.2 we have that
1− F (F← (1− un)) ∼ 1
G
(
G←
(
1
un
)) ∼ un.
□
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Lemma 3.4. Let a, b > 1 and ψ ∈ Ψ. Then there exists ω ∈ Ψ such that
ω (⌊logb n⌋) ≤ ψ (⌊loga n⌋) . (3.8)
Proof. We define ω : N→ R>0 as
ω (n) := min
{
ψ
(⌊
n · log b
log a
⌋
+ j
)
: j ∈
{
0, . . . ,
⌈
log b
log a
⌉}}
. (3.9)
Recall that ψ ∈ Ψ. Then for the functions ψ : N → R>0 and ψ˜ : N → R>0 given
by ψ (n) := ψ (⌊κ · n⌋) with κ > 0 and ψ˜ (n) := min {ψ (n) , ψ (n+ 1)} it holds that
ψ˜, ψ ∈ Ψ. Hence, ω ∈ Ψ. Applying ⌊logb n⌋ on ω in (3.9) yields
ω (⌊logb n⌋) = min
{
ψ
(⌊⌊
log n
log b
⌋
· log b
log a
⌋
+ j
)
: j ∈
{
0, . . . ,
⌈
log b
log a
⌉}}
.
Since ⌊
log n
log a
⌋
−
⌈
log b
log a
⌉
≤
⌊⌊
log n
log b
⌋
· log b
log a
⌋
≤
⌊
log n
log a
⌋
,
(3.8) follows. □
Lemma 3.5. Let γ > 1 and Hj ⊂
[⌈
γj
⌉
,
⌈
γj+1
⌉] ∩ N with Hj ̸= ∅ for j ∈ N≥M for
some M ∈ N. Furthermore, let (uj)j∈N be a positive valued sequence, ζ : N→ N be
such that ζ (j) ∈ Hj, and w : N→ N such that there exists κ > 0 with
min
m∈Hj
w (m) ≥ κ · max
n∈Hj
w (n) , for all j ∈ N. (3.10)
Then the following are equivalent.
(1) For all δ > 0 it holds that
∞∑
j=M
exp
(
−δ ·minn∈Hj w (n) · ζ (j)
maxn∈Hj un
)
<∞.
(2) There exists ψ ∈ Ψ such that
uj = o
(
w (j) · j
logψ (⌊log j⌋)
)
.
Proof. Condition (1) is equivalent to the statement that for every δ > 0 there
exists ψ ∈ Ψ such that for all j ∈ N≥M
δ ·minn∈Hj w (n) · ζ (j)
maxn∈Hj un
≥ logψ (j) .
This statement is equivalent to the statement that for all δ > 0 there exists ψ ∈ Ψ
such that for all j ∈ N≥M and all n ∈ Hj it holds that
δ · minm∈Hj w (m) · ζ (j)
un
≥ logψ (j) . (3.11)
Since ζ (j) ∈ Hj we have for n ∈ Hj that j =
⌈
logγ (n)
⌉
and thus, n/ (γ + 1) <
ζ (j) < n · (γ + 1). Hence, with (3.10) it is necessary for (3.11) that
δ · (γ + 1) · w (n) · n
un
≥ logψ (⌊logγ n⌋) (3.12)
holds and it is sufficient for (3.11) that
δ · κ
γ + 1
· w (n) · n
un
≥ logψ (⌊logγ n⌋) (3.13)
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holds. But the statements that for all δ > 0 there exists ψ ∈ Ψ such that (3.12)
holds and that (3.13) holds are themselves equivalent statements and equivalent to
the statement that for all δ > 0 there exists ψ ∈ Ψ such that
δ · w (n) · n
un
≥ logψ
(⌊
log n
log γ
⌋)
holds. Applying Lemma 3.4 once with a = γ and b = e and once with a = e and
b = γ yields that this is equivalent to the statement that for all δ > 0 there exists
ω ∈ Ψ such that
δ · w (n) · n
un
≥ logω (⌊log n⌋) (3.14)
holds. The statement that for all δ > 0 there exists ω ∈ Ψ such that (3.14) holds is
equivalent to condition (2) of the lemma which is the desired conclusion. □
Lemma 3.6. Let κn be as in (2.5). Then we have for all κ > 1 that
∞∑
n=1
exp (−κ · κn) <∞.
Proof. We have that
exp (−κ · κn) = exp
(
−κ ·
⌊
min
j∈In
logψ (⌊log j⌋)
⌋)
and for κ > 1 that
κ ·
⌊
min
j∈In
logψ (⌊log j⌋)
⌋
> min
j∈In
logψ (⌊log j⌋) ,
for n sufficiently large. Furthermore, we can conclude from Lemma 3.4 that there
exists ω ∈ Ψ such that
min
j∈In
logψ (⌊log j⌋) ≥ min
j∈In
logω (⌊log2 j⌋) = logω (n) .
Hence,
∞∑
n=1
exp (−κ · κn) <
∞∑
n=1
exp (− logω (n)) <∞.
□
Lemma 3.7. Let κn be as in (2.5). Then we have for all κ > 1 and all 0 < ϵ < 1
that
∞∑
n=1
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
exp
(−κ · κ1−ϵn · l2ϵ) <∞.
Proof. We have that
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
exp
(−κ · κ1−ϵn · l2ϵ)
= exp (−κ · κn)
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
exp
(−κ · κ1−ϵn (l2ϵ − κϵn)) . (3.15)
Since ϵ < 1, we have that xϵ is concave as a function in x. Thus,
κ1−ϵn
(
l2ϵ − κϵn
) ≥ κ1−ϵn · ϵ · l2ϵ−2 (l2 − κn) .
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Since we have for 2 ≤ l2 − κn and κn ≥ 2 that
κn
l2
· (l2 − κn) ≥ 2 (l2 − κn)
l2
≥ 4
l2
≥ 1,
we can estimate under this restrictions that
κ1−ϵn
(
l2ϵ − κϵn
) ≥ ϵ (l2 − κn)ϵ . (3.16)
Define H := Hϵ := min {k ∈ N≥2 : ϵκkϵ ≥ 2 log k}. Note that we also have for all
k ≥ H holds ϵkϵ ≥ 2 log k. Using (3.16) and the definition of H we obtain
⌊2(n+1)/2⌋∑
l=⌈√κn+H⌉
exp
(−κ · κ1−ϵn (l2ϵ − κϵn)) ≤ ⌊2
(n+1)/2⌋∑
l=⌈√κn+H⌉
exp
(
−κϵ (l2 − κn)ϵ)
≤
2n+1−κn∑
h=H
exp (−κϵhϵ)
≤
2n+1−κn∑
h=H
exp (−2 log h)
<
∞∑
h=H
exp (−2 log h)
≤ π
2
6
(3.17)
if κn ≥ 2, i.e. for n sufficiently large. Since l ≥
⌈√
κn
⌉
, we have that every summand
exp
(−κ · κ1−ϵn (l2ϵ − κϵn)) is less or equal to 1 and thus,
⌈√κn+H⌉−1∑
l=⌈√κn⌉
exp
(
κ · κ1−ϵn
(
κ2ϵn − lϵ
)) ≤ H. (3.18)
Combining (3.15), (3.17), and (3.18) and applying the definition of κn yields
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
2 exp
(−κ · κ1−ϵn · l2ϵ) < 2(H + π26
)
exp (−κ · κn) ,
for n sufficiently large. Applying Lemma 3.6 yields
∞∑
n=1
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
2 exp
(−κ · κ1−ϵn · l2ϵ) <∞.
□
CHAPTER 4
General proofs
4.1. Propositions concerning Case I and D
Proposition 4.1. Let (Xn)n∈N be a sequence of random variables fulfiling Property
A. Then the tuple ((Xn) , (1)) fulfils Property D∗.
Proof. We assume that (2.11) is fulfiled for (yn) = (1) and a sequence (tn) with
F (tn) > 0, for all n ∈ N. Further, we note that with E (T tnn ) = n ·
∫ tn
0
xdF (x) this
condition implies that we can find (ξn) tending monotonically to zero such that
ξn · E (T
tn
n )
tn
≥ logψ (n) , (4.1)
for some ψ ∈ Ψ and all n sufficiently large. Fix ϵ > 0 and apply Property A to the
sequence (Xn) with (fn) := (tn) to obtain
P
(⏐⏐T tnn − E (T tnn )⏐⏐ ≥ ϵE (T tnn )) < 2 exp(−ξn · E (T tnn )tn
)
,
for n sufficiently large. With (4.1) we can conclude that
∞∑
n=1
exp
(
−ξn · E (T
tn
n )
tn
)
<∞
and obtain with the Borel-Cantelli Lemma that
P
(⏐⏐T tnn − E (T tnn )⏐⏐ ≥ ϵE (T tnn ) i.o.) = 0.
Since ϵ > 0 is arbitrary, it follows that |T tnn − E (T tnn )| = o (E (T tnn )) almost surely
and hence the assertion of Property D follows.
To show that A also implies Property D∗, set ψ (n) = n2. Then ψ ∈ Ψ and (1)
fulfils (2.13) with ψ. □
To prove Lemma 4.4 and Lemma 4.6 we need the following lemma.
Lemma 4.2. For ϵ > 0 we define τ := 1 + ϵ/3 and Jj :=
[⌈
τ j
⌉
,
⌈
τ j+1
⌉] ∩ N. Then
we have for all n ∈ Jj with j ∈ N sufficiently large and all ℓ ∈ R>0{⏐⏐T ℓn − E (T ℓn)⏐⏐ ≥ ϵE (T ℓn)}
⊂
{⏐⏐⏐T ℓ⌈τj+1⌉ − E(T ℓ⌈τj+1⌉)⏐⏐⏐ ≥ ϵ2 + ϵ · E(T ℓ⌈τj+1⌉)
}
∪
{⏐⏐⏐T ℓ⌈τj⌉ − E(T ℓ⌈τj⌉)⏐⏐⏐ ≥ ϵ2 · E(T ℓ⌈τj⌉)} (4.2)
35
36 4. GENERAL PROOFS
Proof. We have for every n ∈ Jj and j sufficiently large that{⏐⏐T ℓn − E (T ℓn)⏐⏐ ≥ ϵE (T ℓn)}
⊂
{
max
m∈Jj
⏐⏐T ℓm − E (T ℓm)⏐⏐ ≥ ϵE(T ℓ⌈τj⌉)}
=
{
max
m∈Jj
(
T ℓm − E
(
T ℓm
)) ≥ ϵE(T ℓ⌈τj⌉)}
∪
{
max
m∈Jj
(
E
(
T ℓm
)− T ℓm) ≥ ϵE(T ℓ⌈τj⌉)} (4.3)
and since
⌈
τ j+1
⌉ ≤ (1 + ϵ/2) · ⌈τ j⌉ we have that
{
max
m∈Jj
(
T ℓm − E
(
T ℓm
)) ≥ ϵE(T ℓ⌈τj⌉)}
⊂
{
T ℓ⌈τj+1⌉ − E
(
T ℓ⌈τj⌉
)
≥ ϵE
(
T ℓ⌈τj⌉
)}
=
{
T ℓ⌈τj+1⌉ − E
(
T ℓ⌈τj+1⌉
)
≥ ϵE
(
T ℓ⌈τj⌉
)
− E
(
T ℓ⌈τj+1⌉
)
+ E
(
T ℓ⌈τj⌉
)}
⊂
{
T ℓ⌈τj+1⌉ − E
(
T ℓ⌈τj+1⌉
)
≥ ϵ
2 + ϵ
E
(
T ℓ⌈τj+1⌉
)}
(4.4)
and {
max
m∈Jj
(
E
(
T ℓm
)− T ℓm) ≥ ϵE(T ℓ⌈τj⌉)}
⊂
{
E
(
T ℓ⌈τj+1⌉
)
− T ℓ⌈τj⌉ ≥ ϵE
(
T ℓ⌈τj⌉
)}
=
{
E
(
T ℓ⌈τj⌉
)
− T ℓ⌈τj⌉ ≥ ϵE
(
T ℓ⌈τj⌉
)
− E
(
T ℓ⌈τj+1⌉
)
+ E
(
T ℓ⌈τj⌉
)}
⊂
{
E
(
T ℓ⌈τj⌉
)
− T ℓ⌈τj⌉ ≥
ϵ
2
E
(
T ℓ⌈τj⌉
)}
. (4.5)
Combining (4.3) with (4.4) and (4.5) yields (4.2). □
Lemma 4.3. With the notation from Property B let 0 < p ≤ 1 and let (µn) be a
positive valued sequence. Assume that there exists ψ ∈ Ψ such that
gαn
L (gn)
= o
(
µn · n
logψ (⌊log n⌋)
)
(4.6)
holds and there exists κ > 0 such that
min
m∈Jj
µm ≥ κ · max
m∈Jj
µm (4.7)
holds for all j ∈ N. Then we have
∞∑
j=1
rj∑
k=qj
exp
⎛⎝− ⌈τ j⌉ · µ⌈τj⌉ · L
(
(1 + ϵ)
k
)
(1 + ϵ)
α·(p·k+(1−p)·rj)
⎞⎠ <∞. (4.8)
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Proof. We estimate
rj∑
k=qj
exp
⎛⎝− ⌈τ j⌉ · µ⌈τj⌉ · L
(
(1 + ϵ)
k
)
(1 + ϵ)
α·(p·k+(1−p)·rj)
⎞⎠
= exp
(
− ⌈τ j⌉ · µ⌈τj⌉ · L ((1 + ϵ)rj )
(1 + ϵ)
α·rj
)
·
rj∑
k=qj
exp
⎛⎝− ⌈τ j⌉ · µ⌈τj⌉
(1 + ϵ)
α·(1−p)·rj ·
⎛⎝L
(
(1 + ϵ)
k
)
(1 + ϵ)
α·p·k −
L ((1 + ϵ)
rj )
(1 + ϵ)
α·p·rj
⎞⎠⎞⎠ .
(4.9)
Further,⎛⎝L
(
(1 + ϵ)
k
)
(1 + ϵ)
α·p·k −
L ((1 + ϵ)
rj )
(1 + ϵ)
α·p·rj
⎞⎠
=
L ((1 + ϵ)
rj )
(1 + ϵ)
α·p·rj ·
⎛⎝(1 + ϵ)α·p·(rj−k) · L
(
(1 + ϵ)
k
)
L ((1 + ϵ)
rj )
− 1
⎞⎠ . (4.10)
For k sufficiently large we have
L
(
(1 + ϵ)
k
)
L
(
(1 + ϵ)
k+1
) > 1
(1 + ϵ)
α·p/2
and hence we have for rj ≥ k > qj and j sufficiently large
L
(
(1 + ϵ)
k
)
L ((1 + ϵ)
rj )
>
1
(1 + ϵ)
α·p·(rj−k)/2 .
Applying this to (4.10) and defining ϵ1 := (1 + ϵ)
α·p/2 − 1 yields
L
(
(1 + ϵ)
k
)
(1 + ϵ)
α·p·k −
L ((1 + ϵ)
rj )
(1 + ϵ)
α·p·rj >
L ((1 + ϵ)
rj )
(1 + ϵ)
α·p·rj ·
(
(1 + ϵ1)
(rj−k) − 1
)
>
L ((1 + ϵ)
rj )
(1 + ϵ)
α·p·rj · ϵ1 · (rj − k) ,
for k > qj and j sufficiently large. Hence, we can understand the second factor of
(4.9) as a geometric series and obtain
rj∑
k=qj
exp
⎛⎝− ⌈τ j⌉ · µ⌈τj⌉ · 1
(1 + ϵ)
α·(1−p)·rj ·
⎛⎝L
(
(1 + ϵ)
k
)
(1 + ϵ)
α·p·k −
L ((1 + ϵ)
rj )
(1 + ϵ)
α·p·rj
⎞⎠⎞⎠
<
rj∑
k=qj
exp
(
− ⌈τ j⌉ · µ⌈τj⌉ · L ((1 + ϵ)rj )
(1 + ϵ)
α·rj · ϵ1 · (rj − k)
)
<
1
1− exp
(
−⌈τ j⌉ · µ⌈τj⌉ ·
L ((1 + ϵ)
rj )
(1 + ϵ)
α·rj · ϵ1
). (4.11)
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Furthermore, we have that (1 + ϵ)rj−1 ≤ maxn∈Jj−1∪Jj gn. Since F : R → [0, 1]
given by F (x) = 1−L (x) /xα is a distribution function and thus, xα/L (x) increas-
ing we have that
(1 + ϵ)
α·(rj−1)
L
(
(1 + ϵ)
rj−1
) ≤ (maxn∈Jj−1∪Jj gn)α
L
(
maxn∈Jj−1∪Jj gn
) .
We have that ψ ∈ Ψ if ψ (n) = max {ψ (n) , ψ (n+ 1)} and ψ ∈ Ψ. With this,
Lemma 3.4, and (4.7) it follows that there exists κ˜ > 0 and ψ˜ ∈ Ψ such that
µm ·m
logψ (⌊logm⌋) ≤ κ˜ ·
µ⌈τj⌉ ·
⌈
τ j
⌉
log ψ˜ (j)
,
for all m ∈ Jj . Applying condition (4.6) yields that there exists ψ˜ ∈ Ψ such that
(1 + ϵ)
α·rj
L ((1 + ϵ)
rj )
= o
(
µ⌈τj⌉ ·
⌈
τ j
⌉
log ψ˜ (j)
)
.
In particular we have
lim
j→∞
µ⌈τj⌉ ·
⌈
τ j
⌉ · L ((1 + ϵ)rj )
(1 + ϵ)
α·p·rj · ϵ1 =∞
and thus, (4.11) implies
rj∑
k=qj
exp
⎛⎝−µ⌈τj⌉ · ⌈τ j⌉ ·
⎛⎝L
(
(1 + ϵ)
k
)
(1 + ϵ)
α·p·k −
L ((1 + ϵ)
rj )
(1 + ϵ)
α·p·rj
⎞⎠⎞⎠
<
1
1− exp
(
−µ⌈τj⌉ · ⌈τ j⌉ ·
L ((1 + ϵ)
rj )
(1 + ϵ)
α·p·rj · ϵ1
) < 2, (4.12)
for j sufficiently large.
On the other hand we have that
L ((1 + ϵ)
rj )
(1 + ϵ)
α·rj >
L
(
(1 + ϵ) ·maxn∈Jj gn
)(
(1 + ϵ) ·maxn∈Jj gn
)α > 12 · L
(
maxn∈Jj gn
)(
maxn∈Jj gn
)α ,
for j sufficiently large. Hence, we have for the first factor of (4.9) that
exp
(
−µ⌈τj⌉ ·
⌈
τ j
⌉ · L ((1 + ϵ)rj )
(1 + ϵ)
α·rj
)
< exp
(
−1
2
· µ⌈τj⌉ ·
⌈
τ j
⌉ · L (maxn∈Jj gn)
maxn∈Jj gαn
)
,
(4.13)
for j sufficiently large. Inserting (4.12) and (4.13) in (4.9) yields
rj∑
k=qj
exp
⎛⎝−µ⌈τj⌉ · ⌈τ j⌉ · L
(
(1 + ϵ)
k
)
(1 + ϵ)
α·k
⎞⎠
< 2 exp
(
−1
2
· µ⌈τj⌉ ·
⌈
τ j
⌉ · L (maxn∈Jj gn)
maxn∈Jj gαn
)
, (4.14)
for j sufficiently large. Recall that for (µn) holds (4.6). We aim to apply Lemma
3.5 with Hj := Jj , δ := 1/2, γ := 1 + ϵ/3, ζ (j) :=
⌈
τ j
⌉
, un := gαn/L (gn), and
w (n) := µn. (4.7) ensures that this is possible. Hence, (4.6) implies
∞∑
j=1
exp
(
−1
2
· µ⌈τj⌉ ·
⌈
τ j
⌉ · L (maxn∈Jj gn)
maxn∈Jj gαn
)
<∞. (4.15)
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Statement (4.15) combined with (4.14) yields (4.8). □
Proposition 4.4. Let (Xn)n∈N fulfil Property A. Then the tuple ((Xn) , (1)) fulfils
Property E.
Proof. Fix ϵ > 0 and define τ := 1 + ϵ/3 and Jj :=
[⌈
τ j
⌉
,
⌈
τ j+1
⌉] ∩ N as in
Property B. Since
⌈
τ j+1
⌉
< 2 · ⌈τ j⌉, for ϵ sufficiently small and j sufficiently large,
(2.14) implies that ς := maxj∈N# {n ∈ Jj : tn ̸= tn+1} < ∞. By Lemma 4.2 we
have that ⋃
m∈Jj
{⏐⏐T tmm − E (T tmm )⏐⏐ ≥ ϵE (T tmm )}
⊂
⋃
m∈Jj
{⏐⏐⏐T tm⌈τj+1⌉ − E(T tm⌈τj+1⌉)⏐⏐⏐ ≥ ϵ2 + ϵ · E(T tm⌈τj+1⌉)
}
∪
⋃
m∈Jj
{⏐⏐⏐T tm⌈τj⌉ − E(T tm⌈τj⌉)⏐⏐⏐ ≥ ϵ2 · E(T tm⌈τj⌉)} (4.16)
with at most 2ς distinguishable sets on the right side. Then, by Property A we have
for every (ξn) tending monotonically to zero that for all m ∈ Jj and j sufficiently
large
P
(⏐⏐⏐T tm⌈τj+1⌉ − E(T tm⌈τj+1⌉)⏐⏐⏐ ≥ ϵ2 + ϵ · E(T tm⌈τj+1⌉)
)
≤ 2 · exp
⎛⎝−ξ⌈τj+1⌉ · min
n∈Jj
E
(
T tn⌈τj+1⌉
)
tn
⎞⎠
≤ 2 · exp
⎛⎝−ξ⌈τj+1⌉ · min
n∈Jj
E
(
T tn⌈τj⌉
)
tn
⎞⎠ (4.17)
and
P
(⏐⏐⏐T tm⌈τj⌉ − E(T tm⌈τj⌉)⏐⏐⏐ ≥ ϵ2 · E(T tm⌈τj⌉))
≤ 2 · exp
⎛⎝−ξ⌈τj+1⌉ · min
n∈Jj
E
(
T tn⌈τj⌉
)
tn
⎞⎠ (4.18)
We can choose (ξn) tending arbitrarily slowly to zero, in particular such that
w (n) := ξn fulfils (3.10). Thus, we can apply Lemma 3.5 with Hj := Jj , γ := τ ,
ζ (j) :=
⌈
τ j
⌉
, δ := 1, un := tn/E
(
Xtn1
)
, and w (n) := ξn and obtain
∞∑
j=1
exp
⎛⎝−ξ⌈τj+1⌉ · min
n∈Jj
E
(
T tn⌈τj⌉
)
tn
⎞⎠ <∞ (4.19)
holds if there exists ψ ∈ Ψ such that
tn
E
(
Xtn1
) = o( ξn · n
logψ (⌊log n⌋)
)
, (4.20)
for all (ξn) tending slowly enough monotonically to zero. But
tn
E
(
Xtn1
) = o( n
logψ (⌊log n⌋)
)
implies that there exists (ξn) tending to zero such that (3.10) is fulfiled for w (n) =
γn and (4.20) holds. Notice that there are at most 2ς distinguishable sets on the
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right side of (4.16). Thus, combining (4.19) with (4.16), (4.17), and (4.18) and the
Borel Cantelli Lemma yield
P
(⏐⏐T tnn − E (T tnn )⏐⏐ ≥ ϵE (T tnn ) i.o.) = 0.
Since ϵ > 0 is arbitrary, it follows that Property A implies |T tnn − E (T tnn )| =
o (E (T tnn )) almost surely and hence the assertion follows. □
Proposition 4.5. Let (Xn) fulfil Property A and let F be such that 1 − F (x) =
L (x) /xα with L a slowly varying function and 0 < α < 1. Then Property B holds
for ((Xn) , (1)).
Proof. We take the notation from Property B and aim to prove Property B with
wn := n. Since (Xn) fulfils Property A, we have for every sequence (ξn) tending
monotonically to zero and every ϵ˜ > 0 that
P
(⏐⏐⏐T ρk⌈τj⌉ − E(T ρk⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ρk⌈τj⌉)) ≤ 2 exp
⎛⎝−ξ⌈τj⌉ · E
(
T ρk⌈τj⌉
)
ρk
⎞⎠
for j sufficiently large and any (ξn) tending to zero. Since F has regularly varying
tails and with wn tending to infinity, it follows that ρk tends to infinity, we have by
(3.3) that
E
(
T ρk⌈τj⌉
)
ρk
∼ α
1− α ·
L (ρk)
ραk
· ⌈τ j⌉
for ρk tending to infinity and it follows by
κ :=
α
2 (1− α)
that
P
(⏐⏐⏐T ρk⌈τj⌉ − E(T ρk⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ρk⌈τj⌉)) ≤ 2 exp(−κ · ξ⌈τj⌉ · ⌈τ j⌉ · L (ρk)ραk
)
,
(4.21)
for qj ≤ k ≤ rj and j sufficiently large. Since qj tends to infinity this implies in
particular for k large. Let (ξn) be such that limn→∞ ξn = 0 but
fαn
L (fn)
= o
(
ξn · n
logψ (⌊log n⌋)
)
for some ψ ∈ Ψ and
min
m∈Jj
ξm ≥ 1
τα/2
· max
m∈Jj
ξm
for all j ∈ N. Setting ψ˜ : N→ R>0 as
ψ˜ (n) :=
{
ψ if fn ≥ n
n2 if fn < n
yields ψ˜ ∈ Ψ and
gαn
L (gn)
= o
(
ξn · n
log ψ˜ (⌊log n⌋)
)
.
Applying Lemma 4.3 with p := 1, and µn := κ · ξn on (4.21) yields (2.3).
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To prove condition (2.4) we note that (3.1) implies that there exists R ∈ R>0 such
that
r
E (Xr1 )
≤ 2 · 1− α
α
· r
α
L (r)
,
for all r ≥ R, and define
D := sup
r∈[infn∈N fn,R]
r
E (Xr1 )
.
Then we have that
gn
E
(
X
gn
1
) ≤ max{D, 2 · 1− α
α
· g
α
n
L (gn)
}
and since we have for ψ (n) = n2 that
gαn
L (gn)
= o
(
n
logψ (n)
)
,
we can apply Theorem 4.1 and obtain Property D with (tn) := (gn). This proves
that (2.4) holds for all ϵ > 0. □
4.2. General propositions
Proposition 4.6. If ((Xn) , (yn)) fulfils Property B, then it also fulfils Property F.
Proof. We use the notation from Property B and apply this property for (fn) :=
(tn). Then, if (2.16) holds, we can apply the Borel-Cantelli Lemma and obtain
applying (2.3) with
Γl := {(j, k) ∈ N× N : j ≥ l, qj ≤ k ≤ rj}
that
P
⎛⎝⋂
l∈N
⋃
(j,k)∈Γl
{⏐⏐⏐T ρk⌈τj⌉ − E(T ρk⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ρk⌈τj⌉)}
⎞⎠ = 0
for all ϵ˜ > 0. For the following we define ν : N→ N as ν (n) := ⌊logτ n⌋,
γn :=
⌊
logminj∈Jν(n) gj
log (1 + ϵ)
⌋
,
γ˜n :=
⌈
logmaxj∈Jν(n) gj
log (1 + ϵ)
⌉
,
and
∆l := {(n, k) ∈ N× N : n ≥ l, γn ≤ k ≤ γ˜n}
If we choose ϵ˜ := ϵ/ (2 + ϵ) and apply Lemma 4.2, we can conclude that
P
⎛⎝⋂
l∈N
⋃
(n,k)∈∆l
{ |T ρkn − E (T ρkn )| ≥ ϵE (T ρkn )}
⎞⎠ = 0.
If (hn)n∈N is such that hn = (1 + ϵ)
λn with (λn)n∈N a sequence of natural numbers
fulfiling γn ≤ λn < γ˜n, for all n ∈ N, and (2.3) holds, it follows from the above
considerations that
P
(⏐⏐Thnn − E (Thnn )⏐⏐ ≥ ϵE (Thnn ) i.o.) = 0. (4.22)
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In the following we prove that the statement that there exists ψ ∈ Ψ such that (2.2)
holds implies that (4.22) remains true for all ϵ > 0 if we replace hn by gn. If we
choose λn := ⌊gn/ log (1 + ϵ)⌋, then
hn ≤ gn ≤ (1 + ϵ)hn =: hn.
The definition of hn and (4.22) imlply
P
(⏐⏐⏐Thnn − E(Thnn )⏐⏐⏐ ≥ ϵE(Thnn ) i.o.) = 0. (4.23)
Furthermore, (3.1) implies
E
(
Thnn
)
∼ n · α
1− α · h
1−α
n L
(
hn
)
∼ n · α
1− α · (1 + ϵ)
1−α
h1−αn L (hn)
∼ (1 + ϵ)1−α E (Thnn ) .
Hence,
(1 + ϵ)E
(
Thnn
) ≥ E (T gnn ) ≥ E(Thnn ) / (1 + ϵ) ,
for n sufficiently large. Then we obtain the following implications
E
(
Thnn
)− Thnn < ϵ · E (Thnn )
=⇒ E (Thnn )− T gnn < ϵ · E (T gnn )
=⇒ E (T gnn )− T gnn < ϵ · E (T gnn ) +
(
E (T gnn )− E
(
Thnn
))
≤ ϵ · E (T gnn ) +
ϵ
1 + ϵ
E (T gnn )
< 2ϵ · E (T gnn ) . (4.24)
Analogously to the situation above we obtain
Thnn − E
(
Thnn
)
< ϵ · E
(
Thnn
)
=⇒ T gnn − E
(
Thnn
)
< ϵ · E
(
Thnn
)
=⇒ T gnn − E (T gnn ) < ϵ · (1 + ϵ) · E (T gnn )
+
(
E
(
Thnn
)
− E (T gnn )
)
≤ ϵ · (1 + ϵ) · E (T gnn ) + ϵ · E (T gnn )
< 3ϵ · E (T gnn ) . (4.25)
Combining (4.22) and (4.23) with (4.24) and (4.25) yields
P (|T gnn − E (T gnn )| ≥ ϵ · E (T gnn ) i.o.) = 0.
Since 3ϵ approaches zero for ϵ tending to zero, we have for all ϵ > 0 that
P (|T gnn − E (T gnn )| ≥ ϵ · E (T gnn ) i.o.) = 0. (4.26)
Combining (4.26) with condition (2.4) yields
P
(⏐⏐T fnn − E (T fnn )⏐⏐ ≥ ϵ · E (T fnn ) i.o.) = 0.
□
To prove Propositions 4.8 and 4.9 we will use the following lemma.
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Lemma 4.7. Let (un)n∈N be a positive valued sequence.We define
Bkℓ := 1{Xk≥ℓ}
B
k
ℓ := 1{Xk>ℓ}
and
pn := P (X1 ≥ un) ,
pn := P (X1 > un)
and let cϵ,ψ (r, s, t) be as in (2.1). If Property C holds for ((Xn) , (zn)), then
P
({⏐⏐⏐⏐⏐pn · n−
n∑
k=1
Bkun
⏐⏐⏐⏐⏐ ≥ cϵ,ψ (pn · n, n, z˜n) i.o.
})
= 0 (4.27)
and
P
({⏐⏐⏐⏐⏐pn · n−
n∑
k=1
B
k
un
⏐⏐⏐⏐⏐ ≥ cϵ,ψ (pn · n, n, z˜n) i.o.
})
= 0 (4.28)
holds for all 0 < ϵ < 1/4, ψ ∈ Ψ, and all positive valued sequences (z˜n) with
limn→∞ z˜n/zn =∞.
Proof. We will only show (4.27) by separately showing
P
⎛⎝⋂
n∈N
⋃
pi≥κρ(i)/2ρ(i)
{⏐⏐⏐⏐⏐pi · i−
i∑
k=1
Bkui
⏐⏐⏐⏐⏐ ≥ c (pi · i, i, z˜i)
}⎞⎠ = 0 (4.29)
and
P
⎛⎝⋂
n∈N
⋃
pi≤κρ(i)/2ρ(i)
{⏐⏐⏐⏐⏐pi · i−
i∑
k=1
Bkui
⏐⏐⏐⏐⏐ ≥ c (pi · i, i, z˜i)
}⎞⎠ = 0. (4.30)
Combining these two observations yields the first statement of the lemma. The
proof of (4.28) can be done analogously by replacing Bkun by B
k
un and pi by pi. All
other changes are set in brackets.
Let in the following (zn)n∈N be a positive valued sequence fulfiling limn→∞ z˜n/zn =
∞ and limn→∞ zn/zn =∞. For showing (4.29) we use (2.7) from Property C and
apply the Borel-Cantelli Lemma. Hence, we obtain for
Φn :=
{
(l,m) ∈ N× N : m ≥ n, κm ≤ l2 ≤ 2m+1
}
that
P
⎛⎝⋂
n∈N
⋃
(l,m)∈Φn
⎧⎨⎩maxλ∈Im
⏐⏐⏐⏐⏐⏐
λ∑
j=1
(
Cjm,l − E
(
Cjm,l
))⏐⏐⏐⏐⏐⏐ > c˜ (vm,l · 2m,m, (zn))
⎫⎬⎭
⎞⎠ = 0.
The definition of ρ from Property C implies that i ∈ Iρ(i) =
[
2ρ(i), 2ρ(i)+1 − 1].
Since by the definition of c˜ it follows immediately that
c˜ϵ,ψ
(
p · 2ρ(i), ρ (i) , (zm)
)
≤ cϵ,ψ (p · i, i, zi) ,
for all 0 < p ≤ 1, we have that
max
i∈Im
⏐⏐⏐⏐⏐⏐
i∑
j=1
(
Cjm,l − E
(
Cjm,l
))⏐⏐⏐⏐⏐⏐ ≤ c˜ (vm,l · 2m,m, (zn))
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implies
max
i∈Im
⏐⏐⏐⏐⏐⏐
i∑
j=1
(
Cjρ(i),l − E
(
Cjρ(i),l
))⏐⏐⏐⏐⏐⏐ ≤ c (vρ(k),l · k, k, zk)
for k ∈ Im. Thus, by
Πn :=
{
(l, i) ∈ N× N : i ≥ n, κρ(i) ≤ l2 ≤ 2ρ(i)+1
}
we have that
P
⎛⎝⋂
n∈N
⋃
(l,i)∈Πn
⎧⎨⎩
⏐⏐⏐⏐⏐⏐
i∑
j=1
(
Cjρ(i),l − E
(
Cjρ(i),l
))⏐⏐⏐⏐⏐⏐ > c (vρ(i),l · i, i, zi)
⎫⎬⎭
⎞⎠ = 0. (4.31)
With analogous calculations as above using (2.8) instead of (2.7) it follows that
P
⎛⎝⋂
n∈N
⋃
(l,i)∈Πn
⎧⎨⎩
⏐⏐⏐⏐⏐⏐
i∑
j=1
(
C˜jρ(i),l − E
(
C˜jρ(i),l
))⏐⏐⏐⏐⏐⏐ > c (vρ(i),l · i, i, zi)
⎫⎬⎭
⎞⎠ = 0. (4.32)
We choose for the following l such that
vρ(i),l ≤ pi ≤ v˜ρ(i),l. (4.33)
By the construction of vn,l such l exists. Since x ↦→ P (X1 ≥ x) is monotonically
decreasing and left-continuous we obtain by the definition of vn,l that there exist a
maximal y ∈ R>0 such that y = P (X1 ≥ x). Thus,
F←
(
1− vρ(i),l
)
= sup
{
x : F (x) ≤ 1− vρ(i),l
}
= sup
{
x : 1− F (x) ≥ 1− vρ(i),l
}
= sup {x : P (X1 > x) ≥ P (X1 > y)}
= y.
With this we have that
E
(
C1ρ(i),l
)
= P
(
X1 ≥ F→
(
1− vρ(i),l
))
= P (X1 ≥ y) = vρ(i),l. (4.34)
Furthermore, we obtain by the right-continuity of F that
E
(
C˜1ρ(i),l
)
= P
(
X1 > F
← (1− v˜ρ(i),l))
= 1− F (F← (1− v˜ρ(i),l))
= 1− (1− v˜ρ(i),l)
= v˜ρ(i),l.
Furthermore, we get under the assumption that
vρ(i),l · i−
i∑
k=1
Ckρ(i),l ≤ c
(
vρ(i),l · i, i, zi
)
(4.35)
holds and (4.33) combined with (4.34) that
vρ(i),l · i−
i∑
k=1
Bkui ≤ c
(
vρ(i),l · i, i, zi
)
.
It holds that
l2 · i
2ρ(i)+1
≤ vρ(i),l · i ≤ pi · i ≤ v˜ρ(i),l · i ≤ (l + 1)2 · i
2ρ(i)+1
. (4.36)
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We can conclude from (4.36) that
pi · i− vρ(i),l · i ≤ (2l + 1) · i
2ρ(i)+1
≤ 2l + 1
and
pi · i−
i∑
k=1
Bkui ≤ c
(
vρ(i),l · i, i, zi
)
+ 2l + 1
≤ c (pi · i, i, zi) + 2l + 1.
Since from (4.36) we have that
c (pi · i, i, zi) ≥ max
{(
l
2
)2
, κρ(i)
}1/2+ϵ
· κ1/2−ϵρ(i) · zi,
and limn→∞ z˜n/zn =∞ it follows that
c (pi · i, i, zi) + 2l + 1 ≤ c (pi · i, i, z˜i)
for i sufficiently large and thus, (4.35) implies
pi · i−
i∑
k=1
Bkui < c (pi · i, i, z˜i) ,
for i sufficiently large.
Let us in the following assume that
i∑
k=1
C˜kρ(i),l − v˜ρ(i),l · i ≤ c
(
vρ(i),l · i, i, zi
)
. (4.37)
Then it follows by (4.33) that
i∑
k=1
Bkui − v˜ρ(i),l · i ≤ c
(
vρ(i),l · i, i, zi
)
. (4.38)
Again with (4.36) we can conclude that
v˜ρ(i),l · i− pi · i ≤ (2l + 1) · i
2ρ(i)+1
≤ 2l + 1
and (4.38) implies
i∑
k=1
Bkui − pi · i ≤ c
(
vρ(i),l · i, i, zi
)
+ 2l + 1
≤ c (pi · i, i, zi) + 2l + 1
< c (pi · i, i, z˜i) ,
for i sufficiently large.
Hence, (4.35) and (4.37) imply⏐⏐⏐⏐⏐
i∑
k=1
Bkui − pi · i
⏐⏐⏐⏐⏐ < c (pi · i, i, z˜i) .
This combined with (4.31) and (4.32) and the fact that inf
{
l2 ≥ κm : l ∈ N
}
< 2κm
for κm ≥ 1, i.e. for m sufficiently large, since κm tends to infinity, proves (4.29).
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In the next steps we prove (4.30). In order to do so we use (2.9) and obtain with
the Borel-Cantelli Lemma that
P
⎛⎝max
i∈In
⏐⏐⏐⏐⏐⏐
i∑
j=1
(
C
j
n − E
(
C
j
n
))⏐⏐⏐⏐⏐⏐ > c˜ (vn · 2n, n, (zm)) i.o.
⎞⎠ = 0. (4.39)
For pi ≤ vρ(i) with i ∈ In = Iρ(i) and thus, in particular for pi ≤ κρ(i)/2ρ(i) we have
that C
j
ρ(n) ≥ Bjun for j ≤ n. We have that E
(
C
1
ρ(i)
)
= vρ(i) and obtain that
i∑
j=1
(
C
j
ρ(i) − vρ(i)
)
≤ c˜ (vρ(i) · i, ρ (i) , (zn)) (4.40)
implies
i∑
j=1
(
Bjui − vρ(i)
) ≤ c (vρ(i) · i, i, zi) .
Adding vρ(i) · i− pi · i yields
i∑
j=1
(
Bjui − pi
) ≤ c (vρ(i) · i, i, zi)+ vρ(i) · i− pi · i
≤ c (vρ(i) · i, i, zi)+ vρ(i) · i
< c
(
vρ(i) · i, i, zi
)
+ 2κρ(i).
Furthermore, since pi · i ≤ vρ(i) · i < 2κρ(i) and κρ(i) ≤ logψ (⌊log i⌋) we have that
c
(
vρ(i) · i, i, zi
) ≤ 2c (pi · i, i, zi)
and
c (pi · i, i, zi) ≥ logψ (⌊log i⌋) · zi.
Combining this with the fact that zi tends to infinity yields
κρ(i) = o (c (pi · i, i, zi)) .
Thus, limn→∞ z˜n/zn =∞ and (4.40) imply
i∑
j=1
Bjui − pi · i ≤ c (pi · i, i, z˜i) ,
for i sufficiently large. Combining this with (4.39) and noting that on the other
hand we have for pi ≤ vρ(i) and i ∈ In that
pi · i−
i∑
j=1
Bjui ≤ pi · i ≤ c (pi · i, i, z˜i) ,
for i sufficiently large yields (4.30). □
Proposition 4.8. Let (yn)n∈N and (zn)n∈N be a sequences with values in R≥1 such
that Property C holds for ((Xn) , (zn)) and Property D holds for ((Xn) , (yn)). Then
Property G holds for ((Xn) , (yn) , (zn)).
Proposition 4.9. Let (zn)n∈N be a sequence with values in R≥1 such that Property
C and Property E hold for ((Xn) , (zn)). Then Property K holds for ((Xn) , (zn)).
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Proof of Propositions 4.8 and 4.9. The proofs of these two propositions are
mainly the same. We write only the proof of Proposition 4.8, changes for the proof
of Proposition 4.9 are set in brackets. Since (tn) fulfils condition (2.20) (condition
(2.28)), we obtain from Property D (Property E) that
T tnn ∼ n
∫ tn
0
xdF (x) a.s. (4.41)
We aim to apply Property C and Lemma 4.7 to the random variables(
1{X1>tn}, . . . ,1{Xn>tn}
)
and
(
1{X1≥tn}, . . . ,1{Xn≥tn}
)
.
We have that the success probability of 1{X1>tn} is a
−
n /n and the success probability
of 1{X1≥tn} is a
+
n /n. Thus, we have that a.e.
a+n − c
(
a+n , n, zn
) ≤ # {i ≤ n : Xi ≥ tn} ≤ a+n + c (a+n , n, zn) eventually (4.42)
and
a−n − c
(
a−n , n, zn
) ≤ # {i ≤ n : Xi > tn} ≤ a−n + c (a−n , n, zn) eventually. (4.43)
We can conclude from (4.43) that a.e.
S
a−n+c(a
−
n ,n,zn)
n ≤ T tnn eventually. (4.44)
Combining (4.42) and (4.43) we have that a.e.
a+n − a−n − c
(
a+n , n, zn
)− c (a−n , n, zn) ≤ # {i ≤ n : Xi = tn} eventually. (4.45)
We first consider the case that bn ≤ a+n − c (a+n , n, zn). Then
bn − a−n − c
(
a−n , n, zn
) ≤ a+n − a−n − c (a+n , n, zn)− c (a−n , n, zn) .
Hence, (2.19) combined with (4.44) and (4.45) yields a.e.
Sbnn ≤ T tnn −
(
bn − a−n − c
(
a−n , n, zn
))
tn eventually. (4.46)
On the other hand since Xtnn ≤ tn it follows by (4.43) that a.e.
T tnn − 2c
(
a−n , n, zn
)
tn ≤ Sa
−
n+c(a
−
n ,n,zn)
n eventually.
Trimming the sum by bn − (a−n + c (a−n , n, zn)) more variables yields a.e.
T tnn −
(
bn − a−n − c
(
a−n , n, zn
))
tn − 2c
(
a−n , n, zn
)
tn
= T tnn −
(
bn − a−n + c
(
a−n , n, zn
))
tn
≤ Sbnn eventually. (4.47)
Combining (4.46) and (4.47) yields a.e.⏐⏐Sbnn − T tnn + (bn − a−n ) tn⏐⏐ ≤ c (a−n , n, zn) · tn = γn · tn eventually.
Let us now consider the case bn > a+n − c (a+n , n, zn). This implies
bn − a−n − c
(
a−n , n, zn
)
> a+n − a−n − c
(
a+n , n, zn
)− c (a−n , n, zn)
and with (4.44) and (4.45) follows that a.e.
Sbnn ≤ T tnn −
(
a+n − a−n − c
(
a+n , n, zn
)− c (a−n , n, zn)) · tn eventually. (4.48)
On the other hand we have that (4.47) still holds if bn > a+n − c (a+n , n, zn). Con-
sidering (
bn − a−n
)− (a+n − a−n − c (a−n , n, zn)− c (a+n , n, zn))
= bn − a+n + c
(
a+n , n, zn
)
+ c
(
a−n , n, zn
)
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and combining (4.47) and (4.48) yields a.e. for n sufficiently large⏐⏐Sbnn − T tnn + (bn − a−n ) tn⏐⏐ ≤ (bn − a+n + c (a+n , n, zn)+ c (a−n , n, zn)) · tn
and thus ⏐⏐Sbnn − T tnn + (bn − a−n ) tn⏐⏐ = O (γn · tn) a.e.
Combining this with (2.21) and (4.41) yields the statement of the theorem. □
Proposition 4.10. If there exist sequences (yn)n∈N and (zn)n∈N with values in
R≥1 such that Property G holds for ((Xn) , (yn) , (zn)), then Property H holds for
((Xn) , (yn) , (zn)).
Proof. Property H is a special case of Property G, where an = a−n . For the
definition of (bn) in Property H (2.19) obviously holds and γn < 2c (an, n, zn) + 1.
Furthermore, (2.23) implies that bn = o (n). Moreover, bn − a−n < γn + 1. In that
case condition (2.21) is equivalent to
lim
n→∞
c (an, n, zn) · tn
n · ∫ tn
0
xdF (x)
= 0. (4.49)
Furthermore, if (2.24) holds, then also (4.49) and (2.20), which proves the statement
of the proposition. □
Proposition 4.11. Let F be such that F |[κ,∞) is continuous for some κ ∈ R and
let (yn)n∈N and (zn)n∈N be a sequences with values in R≥1 such that Property G
holds for ((Xn) , (yn) , (zn)). Then Property I holds for ((Xn) , (yn) , (zn)).
Proof. We will make use of Property G as follows. First, note that limn→∞ tn =
∞ and (2.23) imply that bn = o (n). Since F |[κ,∞) is continuous, a−n = an = a+n , for
n sufficiently large. Hence, (2.25) implies (2.19) and the definition of γn in Property
G implies γ˜n ≤ γn ≤ 2γ˜n for n large. Combining the latter chain of inequalities
with (2.26) gives (2.21). Condition (2.26) immediately implies (2.20) showing that
all necessary conditions stated in Property G are fulfiled.
Finally, combining (2.26) with the fact that eventually an = a−n = a+n the asymptotic
in (2.22) simplifies to dn ∼ n
∫ tn
0
xdF (x). □
Proposition 4.12. If there exist sequences (yn)n∈N and (zn)n∈N with values in R≥1
such that Property C∗ holds for ((Xn) , (zn)), Property D∗ holds for ((Xn) , (yn)),
and Property H holds for ((Xn) , (yn) , (zn)), then Property J holds for (Xn).
Proof. Let ψ, ψ˜ ∈ Ψ, 0 < ϵ˜ < 1/2 with ψ˜ ≤ n2 as in (2.10) and (2.13). ψ˜ ≤ n2 is
no restriction: If (2.10) holds for ψ˜ ∈ Ψ, then it also holds for ψ˜′ ≤ ψ˜ with ψ˜′ ∈ Ψ.
Then there exists (kn)n∈N tending to infinity such that
yn · kn ≤ n
logψ (n)
(4.50)
and
zn · kn ≤
(
n
log ψ˜ (n)
)1/2−ϵ˜
(4.51)
holds. Furthermore, we define
tn := F
← (F (kn)) .
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Since the expectation of X1 is infinite, tn tends to infinity and is thus a possible
choice to apply Property H. We obtain thereby
an = n (1− F (kn)) .
From (2.10) choosing ψ := ψ˜ and ϵ := ϵ˜ and the fact that n/an ≥ 1 we obtain that
zn = o
(
n
a
1/2+ϵ
n · logψ (⌊log n⌋)1/2−ϵ
)
and thus (2.23). Furthermore, the definition of tn implies
tn = F
← (F (kn)) = inf {x : F (x) ≥ F (kn)} ≤ kn.
Since tn tends to infinity, we have that
lim
n→∞
∫ tn
0
xdF (x) =∞.
Hence, to show that (2.24) holds it suffices to show
max
{
cϵ˜,ψ˜ (an, n, zn) , logψ (n) · yn
}
= O
(
n
kn
)
. (4.52)
If logψ (n)·yn ≥ c (an, n, zn), (4.50) implies (4.52). Hence, consider cϵ˜,ψ˜ (an, n, zn) >
logψ (n) · yn. If an ≤ log ψ˜ (⌊log n⌋), then
cϵ˜,ψ˜ (an, n, zn) = log ψ˜ (⌊log n⌋) · zn ≤ 2 log log n · zn
with the above requirement on ψ˜. If an > log ψ˜ (⌊log n⌋), then
cϵ˜,ψ˜ (an, n, zn) = a
1/2+ϵ˜
n · log ψ˜ (⌊log n⌋)1/2−ϵ˜ · zn
= (n (1− F (tn)))1/2+ϵ˜ · log ψ˜ (⌊log n⌋)1/2−ϵ˜ · zn
< n1/2+ϵ˜ · log ψ˜ (⌊log n⌋)1/2−ϵ˜ · zn.
Using (4.51) proves (4.52). Hence, Property H implies the statement of the lemma.
□
Proposition 4.13. Let (zn)n∈N be a sequence with values in R≥1 such that Property
K holds for ((Xn) , (zn)). Then Property L holds for ((Xn) , (zn)).
Proof. Property L is a special case of Property K, where an = a−n . First, note
that limn→∞ tn = ∞ and (2.23) imply that bn = o (n). For the definition of
(bn) in Property L (2.19) obviously holds and γn < 2c (an, n, zn) + 1. Moreover,
bn−a−n < γn+1. In that case condition (2.21) is equivalent to (4.49). Furthermore,
if (2.29) holds then also (4.49) and (2.28) since logψ (⌊log n⌋) · zn ≤ c (an, n, zn),
which proves the statement of the proposition. □
Proposition 4.14. Let F be such that 1 − F (x) = L (x) /xα, where L a slowly
varying function and 0 < α < 1 and let (zn)n∈N be a sequence with values in R≥1
such that Property C holds for ((Xn) , (zn)) and Property F holds for ((Xn) , (zn)).
Then Property M holds for
(
(Xn) ,
(
z2+δn
))
for any δ > 0.
Proof. Following the proof of Proposition 4.8 and using Property F instead of
Property D we can prove an alternative version of Property G where condition
(2.20) is replaced by condition (2.16).
To show now, that (2.21) holds, assume that (bn) fulfils (2.30) with (vn) :=
(
z2+δn
)
.
We define
tn := F
←
(
1− bn − c (bn, n, zn)
n
)
, (4.53)
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for all n ∈ N. Obviously, F← (F (tn)) = tn and F (tn) > 0. With this choice and
the definitions of (a−n ) and (a+n ) from Property G we have that
a−n ≤ bn − c (bn, n, zn) ≤ a+n . (4.54)
Hence, bn ≥ a−n + c (bn, n, zn). Since bn ≥ a−n and c is monotonically increasing in
its first variable, (2.19) holds.
Using the definitions of (a−n ) and (a+n ) from Property G and the definition of F we
have that
a−n = n · (1− F (tn)) = n ·
L (tn)
tαn
(4.55)
and
a+n = n ·
(
1− Fˇ (tn)
) ≤ n · (1− F (tn − δ
n
))
= n · L
(
tn − δn
)(
tn − δn
)α ∼ n · L (tn)tαn = a−n ,
for all δ > 0. Let
ϵ ≤ 1
2
− 1
2 + δ
.
Then we have in particular that
(2 + δ) ·
(
1
2
− ϵ
)
≥ 1.
Applying (2.30) to the definition of cϵ,ψ (k, n, zn) (see (2.1)) yields that
cϵ,ψ (bn, n, zn)
bn
=
b
1/2+ϵ
n · logψ (⌊log n⌋)1/2−ϵ · zn
bn
≤ logψ (⌊log n⌋)
1/2−ϵ · z(2+δ)·(1/2−ϵ)n
b
1/2−ϵ
n
= o (1)
and thus, c (bn, n, zn) = o (bn). Hence,
a−n ∼ bn ∼ a+n . (4.56)
In order to apply the modified version of Property G we will show that under
condition (2.30) (tn) fulfils conditions (2.16) and (2.21). Combining the fact that
a−n ∼ bn with (2.30) and (4.55) yields
(tn)
α
L (tn)
= o
(
n
logψ (⌊log n⌋) · z2+δn
)
,
i.e. (2.16) holds for (yn) :=
(
z2+δn
)
.
For proving (2.30) assume first that γn = bn − a−n . Then (2.30) follows directly
by using (4.55), (4.56), and (3.1). In the next steps assume that γn = bn − a+n +
c (an, n, zn). Since bn − c (bn, n, zn) ≤ a+n and a−n ∼ bn ∼ a+n , it follows that
γn ≤ max
{
c
(
a−n , n, zn
)
, c
(
a+n , n, zn
)
+ c (bn, n, zn)
} ≤ 3 · c (bn, n, zn) ,
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for n sufficiently large. By the asymptotic of E (T tnn ) = n
∫ tn
0
xdF (x) from (3.3)
and the definition of a−n we have that
c (bn, n, zn) · tn
n · ∫ tn
0
xdF (x)
∼ b
1/2+ϵ
n · logψ (⌊log n⌋)1/2−ϵ · zn · tn
n · α1−α · t1−αn · L (tn)
=
b
1/2+ϵ
n · logψ (⌊log n⌋)1/2−ϵ · zn · tαn
n · α1−α · L (tn)
=
b
1/2+ϵ
n · logψ (⌊log n⌋)1/2−ϵ · zn
n · α1−α · (1− F (tn))
=
1− α
α
· b
1/2+ϵ
n · logψ (⌊log n⌋)1/2−ϵ · zn
a−n
.
Since bn ∼ a−n , it follows that
c (bn, n, zn) · tn
n · ∫ tn
0
xdF (x)
≥ 1− α
2 · α ·
logψ (⌊log n⌋)1/2−ϵ · z(2+δ)·(1/2−ϵ)n
b
1/2−ϵ
n
, (4.57)
for n sufficiently large. Hence, by condition (2.30) we have that (4.57) tends to zero
and (2.21) holds.
Since conditions (2.16) and (2.21) are fulfiled, Property G implies
lim
n→∞
Sbnn∫ tn
0
xdF (x)
= 1 a.s. (4.58)
In the following we will show that
dn ∼ α
1− α · n
1/α · b1−1/αn ·
(
L−1/α
)#(( n
bn
)1/α)
. (4.59)
We have by (4.58) that dn = n·
∫ tn
0
xdF (x). For this term we will find an asymptotic
expression in terms of (bn). By (3.3) and the definition of F and tn we have that
n ·
∫ tn
0
xdF (x) ∼ α
1− α · n · t
1−α
n · L (tn)
=
α
1− α · n · (1− F (tn)) · tn
=
α
1− α · a
−
n · F←
(
1− bn − c (bn, n)
n
)
∼ α
1− α · bn · F
←
(
1− bn − c (bn, n)
n
)
. (4.60)
As a consequence of Lemma 3.3 and the fact that bn ∼ bn − c (bn, n, zn) we have
that
F←
(
1− bn − c (bn, n, zn)
n
)
∼
(
n
bn − c (bn, n, zn)
)1/α
·
(
L−1/α
)#(( n
bn − c (bn, n, zn)
)1/α)
∼
(
n
bn
)1/α
·
(
L−1/α
)#(( n
bn
)1/α)
. (4.61)
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Hence, applying (4.61) to (4.60) yields
n
∫ tn
0
xdF (x) ∼ α
1− α · n
1/α · b1−1/αn ·
(
L−1/α
)#(( n
bn
)1/α)
. (4.62)
By the definition of tn and the asymptotic in (3.3) we have that
a−n · tn = n · (1− F (tn)) · tn
= n · L (tn) · t1−αn ∼
1− α
α
· n ·
∫ tn
0
xdF (x) .
Combining this with limn→∞ (bn − a−n ) /a−n = 0 yields
n
∫ tn
0
xdF (x) +
(
bn − a−n
)
tn ∼ n
∫ tn
0
xdF (x) .
This combined with (4.62) yields (4.59). □
CHAPTER 5
Proofs of Case I
5.1. Preliminary lemmas and propositions
5.1.1. Proofs of Properties A and C∗.
As an essential tool to prove that Property A holds for i.i.d. random variables we
will need the following lemma which generalizes Bernstein’s inequality and can be
found for example in [Hoe63].
Lemma 5.1 (Generalized Bernstein’s inequality). For n ∈ N let Y1, . . . , Yn be inde-
pendent random variables such that |Yi − E (Yi)|∞ ≤ M < ∞ for i = 1, . . . , n. Let
Zn :=
∑n
i=1 Yi. Then we have for all t > 0 that
P
(
max
k≤n
|Zk − E (Zk)| ≥ t
)
≤ 2 exp
(
− t
2
2V (Zn) + 23Mt
)
.
With the help of Lemma 5.1 we are able to prove the following lemma for the special
case of non-negative random variables.
Lemma 5.2. Let (Xn) be independent random variables. Then Property A holds for
(Xn).
Proof. First note that we may chose M := K in Lemma 5.1 to obtain
max
1≤i≤n
⏐⏐Xℓi − E (Xℓi )⏐⏐ ≤ ℓ =:M.
Since
V
(
T ℓn
)
= n ·
⎛⎝∫ ℓ
0
x2dF (x)−
(∫ ℓ
0
xdF (x)
)2⎞⎠
< n ·
∫ ℓ
0
x2dF (x)
< n · ℓ ·
∫ ℓ
0
xdF (x)
= ℓ · E (T ℓn) , (5.1)
it follows by Lemma 5.1 that
P
(⏐⏐T ℓn − E (T ℓn)⏐⏐ ≥ ϵ · E (T ℓn)) ≤ 2 exp
(
− ϵ
2 · E (T ℓn)2
2V (T ℓn) + 23ϵ · ℓ · E (T ℓn)
)
< 2 exp
(
− ϵ
2
2 + 23ϵ
· E
(
T ℓn
)
ℓ
)
= 2 exp
(
− 3ϵ
2
6 + 2ϵ
· E
(
T ℓn
)
ℓ
)
.
Since ξn < 3ϵ2/ (6 + 2ϵ), for n sufficiently large, Property A follows. □
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Lemma 5.3. Let (Xn) be independent random variables. Then Property C∗ holds
for ((Xn) , (1)).
Proof. Let in the following (ζn)n∈N be a sequence tending to infinity. In case that
vn,l = 1 and v˜n,l = 1 we have that
P
(
max
j∈In
⏐⏐⏐⏐⏐E (C1n,l) · j −
j∑
k=1
Ckn,l
⏐⏐⏐⏐⏐ ≥ c˜ (vn,l · 2n, n, (ζm))
)
= 0 < exp (−κn) (5.2)
and
P
(
max
j∈In
⏐⏐⏐⏐⏐E(C˜1n,l) · j −
j∑
k=1
C˜kn,l
⏐⏐⏐⏐⏐ ≥ c˜ (v˜n,l · 2n, n, (ζm))
)
= 0 < exp (−κn) . (5.3)
Therefore, we consider in the following only the cases vn,l ̸= 1 and v˜n,l ̸= 1. Since
Cjn,l is Bernoulli distributed for all n ∈ N with E
(
Cjn,l
)
= vn,l, we have that
V
⎛⎝2n+1−1∑
k=1
Ckn,l
⎞⎠ = (2n+1 − 1) · vn,l · (1− vn,l) ≤ 2n+1 · vn,l.
Furthermore,
⏐⏐⏐Ckn,l − E(Ckn,l)⏐⏐⏐ ≤ 1, for all k, l, n ∈ N. With these considerations we
can apply Lemma 5.1 to the sequence C1n,l, . . . , C
2n+1−1
n,l and obtain for all seqences
(ζn) tending to infinity
P
(
max
j∈In
⏐⏐⏐⏐⏐E (C1n,l) · j −
j∑
k=1
Ckn,l
⏐⏐⏐⏐⏐ ≥ c˜ (vn,l · 2n, n, (ζm))
)
< 2 exp
(
− c˜ (2
n · vn,l, n, (ζm))2
vn,l · 2n+2 + 23 · c˜ (vn,l · 2n, n, (ζm))
)
.
If l ≥ ⌈√κn⌉, then vn,l · 2n ≥ κn/2 and max {vn,l · 2n, κn} ≥ vn,l · 2n. Thus,
P
(
max
j∈In
⏐⏐⏐⏐⏐E (C1n,l) · j −
j∑
k=1
Ckn,l
⏐⏐⏐⏐⏐ ≥ c˜ (vn,l · 2n, n, (ζm))
)
< 2 exp
(
− (vn,l · 2
n)
1+2ϵ · κ1−2ϵn ·minj∈In ζ2j
vn,l · 2n+2 + 23 · (vn,l · 2n)1/2+ϵ · κ1/2−ϵn ·minj∈In ζj
)
. (5.4)
Furthermore,
vn,l · 2n+2 ≤ 1
3
· vn,l · 2n · min
j∈In
ζj , (5.5)
for n sufficiently large and
2
3
· (vn,l · 2n)1/2+ϵ · κ1/2−ϵn · min
j∈In
ζj ≤ 2
3
· vn,l · 2n · min
j∈In
ζj . (5.6)
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Combining (5.5) and (5.6) with (5.4) and the fact that vn,l · 2n ≥ l2/2 yields
P
(
max
j∈In
⏐⏐⏐⏐⏐E (C1n,l) · j −
j∑
k=1
Ckn,l
⏐⏐⏐⏐⏐ ≥ c˜ (vn,l · 2n, n, (ζm))
)
< 2 exp
(
− (vn,l · 2
n)
1+2ϵ · κ1−2ϵn ·minj∈In ζ2j
vn,l · 2n ·minj∈In ζj
)
= 2 exp
(
− 1
22ϵ
· l4ϵ · κ1−2ϵn · min
j∈In
ζj
)
, (5.7)
for n sufficiently large. With analogous calculations we obtain
P
(
max
j∈In
⏐⏐⏐⏐⏐E(C˜1n,l) · j −
j∑
k=1
C˜kn,l
⏐⏐⏐⏐⏐ ≥ c˜ (v˜n,l · 2n, n, (ζm))
)
< 2 exp
(
− 1
22ϵ
· l4ϵ · κ1−2ϵn · min
j∈In
ζj
)
, (5.8)
for n sufficiently large. Combining (5.7) with (5.2) and (5.8) with (5.3) respectively
we obtain with Lemma 3.7 that (2.7) and (2.8) hold.
To show (2.9) we notice that vn · 2n ≤ κn implies in particular
vn · 2n+2 ≤ 1
3
· κn · min
j∈In
ζj ,
for n sufficiently large and thus,
P
(
max
j∈In
⏐⏐⏐⏐⏐E(C1n) · j −
j∑
k=1
C
k
n
⏐⏐⏐⏐⏐ ≥ c˜ (vn · 2n, n, (ζm))
)
< 2 exp
(
− κ
2
n ·minj∈In ζ2j
vn · 2n+2 + 23 · κn ·minj∈In ζj
)
≤ exp
(
−κn · min
j∈In
ζj
)
.
Applying Lemma 3.6 yields (2.9). Hence, Property C is fulfiled. Finally, there exist
ψ˜ ∈ Ψ and 0 < ϵ˜ < 1/2 such that (zn) := (1) fulfils (2.10) and Property C∗ is
fulfiled as well. □
5.2. Proofs of main results
5.2.1. Proof of Theorem 1.2.
For the proof of Theorem 1.2 we recall the following definitions from [GK54].
Definition 5.4 (relatively stable). Let (Yn,l)n∈N,l≤kn be a triangular array of po-
sitive random variables. Zn := Yn,1 + . . .+ Yn,kn is called relatively stable if for all
ϵ > 0
lim
n→∞P (|Zn − 1| > ϵ) = 0.
Definition 5.5 (infinitesimal). Let (Yn,l)n∈N,l≤kn be a triangular array of random
variables. The variables are called infinitesimal if for all ϵ > 0
lim
n→∞ sup1≤l≤kn
P (|Yn,l| > ϵ) = 0.
In the following we will use a theorem which we can find in [GK54, Chapter 28,
Theorem 2].
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Theorem 5.6. Let (Yn,l)n∈N,l≤kn be a triangular array of positive, independent
random variables and Zn := Yn,1+ . . .+Yn,kn . We denote the distribution function
of Yn,l by Fn,l. The random variables Yn,l are infinitesimal and the sum Zn is
relatively stable if and only if for all ϵ > 0
lim
n→∞
kn∑
l=1
∫ ∞
ϵ
dFn,l (x) = 0 (5.9)
and
lim
n→∞
kn∑
l=1
∫ ϵ
0
xdFn,l (x) = 1. (5.10)
Proof of Theorem 1.2. We aim to apply Theorem 5.6 to
Yn,l :=
Xl
dn
+
1{Xl=0}
(dn + n)
2
with kn := n, i.e. l = 1, . . . , n and (dn) a sequence tending to infinity. It can be
easily seen that the distribution function of Yn,l can be written as
Fn,l (x) = 1− L (x · dn)
(x · dn)α − P (X1 = 0) · 1
[
0, 1
(dn+n)2
).
Thus, if limn→∞ dn = ∞, we have that limn→∞ P (Yn,l > ϵ) = 0, i.e. the random
variables (Yn,l) are infinitesimal.
We will show that (5.9) and (5.10) can not hold for the same sequence (dn) tending
to infinity. First we show under which conditions (5.9) holds. If we define the
function γ : R>0 × N→ {0, 1} as
γ (ϵ, n) :=
{
1 if ϵ < 1
(dn+n)
2 ,
0 else
we have that
n∑
k=1
∫ ∞
ϵ
dFn,k (x)
= n
∫ ∞
ϵ
dFn,1 (x)
= n
(
1−
(
1− L (ϵ · dn)
(ϵ · dn)α − P (X1 = 0) · γ (ϵ, n)
))
= n · L (ϵ · dn)
(ϵ · dn)α ,
for n sufficiently large. This term converges to 0, i.e. (5.9) holds, if n · L (dn) /dαn
converges to 0.
On the other hand, we have∫ ϵ
0
xdFn,1 (x) = [xFn,1 (x)]
ϵ
0 −
∫ ϵ
0
Fn,1 (x) dx
=
∫ ϵ
0
(1− Fn,1 (x)) dx− [x (1− Fn,1 (x))]ϵ0 . (5.11)
We calculate
[x (1− Fn,1 (x))]ϵ0 = ϵ ·
(
L (ϵ · dn)
(ϵ · dn)α + P (X1 = 0) · γ (ϵ, n)
)
= ϵ · L (ϵ · dn)
(ϵ · dn)α , (5.12)
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for n sufficiently large. Furthermore, we have for n sufficiently large that∫ ϵ
0
(1− Fn,1 (x)) dx =
∫ ϵ
0
(
L (x · dn)
(x · dn)α + P (X1 = 0) · γ (ϵ, n)
)
dx
=
∫ ϵ·dn
0
L (y)
yα
dy +
P (X1 = 0)
(dn + n)
2 .
Using Karamata’s theorem, see for example [BGT87, Theorem 1.5.11], we obtain∫ ϵ·dn
0
L (y)
yα
dy ∼ 1
1− α · ϵ ·
L (ϵ · dn)
(ϵ · dn)α .
Since
P (X1 = 0)
(dn + n)
2 = o
(
1
1− α · ϵ ·
L (ϵ · dn)
(ϵ · dn)α
)
,
it follows that ∫ ϵ
0
(1− Fn,1 (x)) dx ∼ 1
1− α · ϵ ·
L (ϵ · dn)
(ϵ · dn)α .
Combining this with (5.11) and (5.12) we obtain
n
∫ ϵ
0
xdFn,1 (x) ∼ α
1− α · ϵ · n ·
L (ϵ · dn)
(ϵ · dn)α .
If nL (dn) /dαn converges to 0 which is necessary for condition (5.9), the expression
nL (ϵ · dn) / (ϵ · dn)α converges to 0 as well and condition (5.10) can not hold. Com-
bining this with the fact that the random variables (Yn,l) are infinitesimal Theorem
5.6 implies that Zn = Yn,1 + . . .+ Yn,n is not relatively stable.
Since
lim
n→∞P
(⏐⏐⏐⏐⏐
n∑
l=1
1{Xl=0}
(dn + n)
2
⏐⏐⏐⏐⏐ > ϵ
)
= 0,
we can conclude that
lim
n→∞P
(⏐⏐⏐⏐⏐
n∑
l=1
Xl
dn
− 1
⏐⏐⏐⏐⏐ > ϵ
)
does not exist for any sequence (dn). □
5.2.2. Proof of Theorem 1.3.
We will divide the proof of Theorem 1.3 into the direct part and the only if part.
Proof of the direct part of Theorem 1.3. The direct part is the statement
of Property F, the proof is part of the proof of Theorem 2.17. □
For the proof of the only if part of Theorem 1.5 we will need a somewhat stronger
result than the only if part of Theorem 1.3, namely Lemma 5.7 which we will prove
here first. For stating this lemma we require the following definition
argminj∈K uj := min
{
j ∈ K : uj = max
i∈K
ui
}
for a sequence (uj)j∈N and K ⊂ N. Furthermore, we denote by |J | the length of an
interval J .
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Lemma 5.7. For a positive valued sequence (gn)n∈N assume that gn tends to infinity.
We define for ϵ > 0
η := ηϵ :=
⎡⎢⎢⎢ 21− ( 1+ϵ1+2ϵ)α
⎤⎥⎥⎥
and for a sequence (un) we define
un := un,ϵ := F
←
(
1− 1− F (un)
1− 2/ηϵ
)
.
Furthermore, we define µ : N→ N as
µ (j) := µ (j, ϵ) := argminηjϵ≤n<ηj+1ϵ gn,
Kj := Kj,ϵ :=
[
ηj−1ϵ , µ (j, ϵ)
]
, the sequence (ρj)j∈N = (ρj,ϵ)j∈N,ϵ>0 as
ρj,ϵ :=
⌊
P
(
X1 > gµ(j,ϵ),ϵ
)
· |Kj,ϵ|
⌋
,
and the event
Γj := Γj,ϵ :=
{
#
{
k ≤ µ (j) : Xk > gµ(j,ϵ),ϵ
}
≥ ρj,ϵ
}
. (5.13)
If there exists no ψ ∈ Ψ such that
gαn
L (gn)
= o
(
n
logψ (⌊log n⌋)
)
, (5.14)
then there exists ϵ > 0 such that
P
({
T
gµ(j,ϵ),ϵ
µ(j,ϵ) > (1 + ϵ)E
(
T
gµ(j,ϵ)
µ(j,ϵ)
)}
∩ Γj,ϵ i.o.
)
= 1. (5.15)
To prove Lemma 5.7 we will need the following lemma by Feller, see [Fel43].
Lemma 5.8. Let (Yn)n∈N be a sequence of independent and square integrable random
variables with zero expectation and set Fn (x) := P (
∑n
k=1 Yk ≤ x), x ∈ R, and
sn :=
√
V (
∑n
k=1 Yk). If there exists (λn)n∈N such that |Yk|∞ < λnsn, we have for
all x ∈ R>0 with 0 < λnx < 1/12, that there exists |θ| < 9 and |qn,j | < 1/7 (12λn)j
such that with Qn : R→ R and
Qn (x) :=
∞∑
j=1
qn,jx
j
we have that
Fn (xsn) = 1− 1√
2πx
e−
1
2x
2(1+Qn(x)) ·
(
1− Φ (x) + θλne−
1
2 ·x
2
)
,
where Φ denotes the distribution function of the standard normal distribution.
Proof of Lemma 5.7. We aim to apply Lemma 3.5 with γ := η, ζ (j) := µ (j),
uj := g
α
j /L (gj), δ := 2ϵ, and w (j) := 1, for all j ∈ N. Clearly, w fulfils (3.10).
Hence, the statement that there exists no ψ ∈ Ψ such that (5.14) holds implies
∞∑
j=1
exp
⎛⎝−2ϵ · µ (j, ϵ)L
(
maxηjϵ≤n<ηj+1ϵ gn
)
maxηjϵ≤n<ηj+1ϵ g
α
n
⎞⎠ =∞ (5.16)
for every ϵ > 0. This implies by the definition of µ that
∞∑
j=1
exp
(
−2ϵ · µ (j)L
(
gµ(j)
)
gαµ(j)
)
=∞. (5.17)
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In the following we will relate (gn) and (gn) in order to write (5.17) in terms of (gn).
Since gn tends to infinity, we have that (1− F (gn)) / (1− 2/η) tends to zero and
we can apply statement (2) of Lemma 3.3. With the definition of (gn) we obtain
that
gn = F
←
(
1− 1− F (gn)
1− 2/η
)
∼ (1− 2/η)1/α F← (F (gn))
∼ (1− 2/η)1/α gn (5.18)
and hence
gαn
L (gn)
∼
(
1− 2
η
)
· g
α
n
L (gn)
. (5.19)
Thus,
L
(
gµ(j)
)
gαµ(j)
≤ 2 · L
(
gµ(j)
)
gαµ(j)
,
for j sufficiently large. Hence, from (5.17) it follows that
∞∑
j=1
exp
⎛⎝−ϵ · µ (j)L
(
gµ(j)
)
gαµ(j)
⎞⎠ =∞. (5.20)
For the following we define
νj := νj,ϵ := |Kj,ϵ| − ρj,ϵ,
T lK :=
∑
k∈K X
l
k, and ΓKj :=
{
#
{
k ∈ Kj : Xk > gµ(j)
} ≥ ρj}. In the following,
all sums are trimmed by gµ(j) if not stated differently and we will abuse our notation
by writing Tk and TK instead of T
gµ(j)
k and T
gµ(j)
K with k ∈ N, K ⊂ N. With this
we will show that (5.20) implies
P
({
TKj − E
(
TKj
)
> 2ϵE
(
TKj
)} ∩ ΓKj i.o.) = 1. (5.21)
The first step is to show that
P
({
TKj − E
(
TKj
)
> 2ϵE
(
TKj
)} ∩ ΓKj)
≥ P (Tνj − E (TKj) > 2ϵE (TKj)) · P (ΓKj) . (5.22)
This requires the following definitions
ϕKj := #
{
k ∈ Kj : Xk ≤ gµ(j)
}
,
ϕνj := #
{
k ≤ νj : Xk ≤ gµ(j)
}
,
and pj := P
(
X1 ≤ gµ(j)
)
. It is easily seen that ϕKj is B (|Kj | , pj) = B (νj + ρj , pj)
distributed and ϕνj is B (νj , pj) distributed, where B denotes the binomial distri-
bution. Hence, we have for all k ∈ {0, . . . , νj} that
P
(
ϕνj = k
)
P
(
ϕKj = k
) = (νjk ) · pkj · (1− pj)νj−k(
νj+ρj
k
) · pkj · (1− pj)νj+ρj−k
=
νj !
(νj + ρj)!
· (νj − k)!
(νj + ρj − k)! · (1− pj)
−ρj .
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Furthermore, it follows immediately from the definition of ϕKj and ΓKj that
P
(
ΓKj
)
=
νj∑
i=0
(
νj + ρj
i
)
· pij · (1− pj)νj+ρj−i .
Hence, a simple calculation shows that for all k ∈ {0, . . . , νj} holds
P
(
ϕνj = k
) · P (ΓKj)
P
(
ϕKj = k
)
=
νj !
(νj + ρj)!
· (νj − k)!
(νj + ρj − k)! · (1− pj)
−ρj
·
(
νj∑
i=0
(
νj + ρj
i
)
· pij · (1− pj)νj+ρj−i
)
=
(νj − k)!
(νj + ρj − k)! ·
(
νj∑
i=0
νj !
i! · (νj + ρj − i)! · p
i
j · (1− pj)νj−i
)
.
Since
νj∑
i=0
νj !
i! · (νj + ρj − i)! · p
i
j · (1− pj)νj−i
≤
νj∑
i=0
νj !
i! · (νj − i)! · p
i
j · (1− pj)νj−i = 1,
it follows for all k ∈ {0, . . . , νj} that
P
(
ϕνj = k
) · P (ΓKj)
P
(
ϕKj = k
) ≤ 1. (5.23)
On the other hand, it is easily seen that for all k ∈ {0, . . . , νj} we have
P
({
TKj − E
(
TKj
)
> 2ϵE
(
TKj
)} |{ϕKj = k})
= P
(
Tνj − E
(
TKj
)
> 2ϵE
(
TKj
) |{ϕνj = k}) (5.24)
and with ΓKj =
⨄⌈τj⌉
k=0
{
ϕKj = k
}
it follows that
P
({
TKj − E
(
TKj
)
> 2ϵE
(
TKj
)} ∩ ΓKj)
=
νj∑
k=0
P
({
TKj − E
(
TKj
)
> 2ϵE
(
TKj
)} ∩ {ϕKj = k})
=
νj∑
k=0
P
({
TKj − E
(
TKj
)
> 2ϵE
(
TKj
)} |{ϕKj = k}) · P (ϕKj = k) .
Combining this with (5.23) and (5.24) yields
P
({
TKj − E
(
TKj
)
> 2ϵE
(
TKj
)} ∩ ΓKj)
≥
νj∑
k=0
P
({
Tνj − E
(
TKj
)
> 2ϵE
(
TKj
)} |{ϕνj = k})
· P ({ϕνj = k}) · P (ΓKj)
= P
(
Tνj − E
(
TKj
)
> 2ϵE
(
TKj
)) · P (ΓKj)
which proves (5.22).
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In the next steps we further estimate (5.22) in order to replace E
(
TKj
)
by E
(
Tνj
)
in the latter expression. By the definition of (ρj) we have that
E
(
TKj
)− E (Tνj) = (|Kj | − νj) · E(Xgµ(j)1 ) = ρj · E(Xgµ(j)1 ) .
Since gj tends to infinity and hence also gµ(j), it follows that P
(
X1 > gµ(j)
)
tends to
zero and ρj = o (|Kj |). These considerations imply E
(
TKj
)−E (Tνj) = o (E (TKj))
and E
(
TKj
) ∼ E (Tνj). Hence, we can conclude with (5.22) that
P
({
TKj − E
(
TKj
)
> 2ϵE
(
TKj
)} ∩ ΓKj)
≥ P (Tνj − E (Tνj) > 2ϵE (TKj)+ E (TKj)− E (Tνj)) · P (ΓKj)
≥ P (Tνj − E (Tνj) > 3ϵE (Tνj)) · P (ΓKj) , (5.25)
for j sufficiently large.
In the following we show that Lemma 5.8 is applicable on the sum Tνj in order to
estimate P
(
Tνj − E
(
Tνj
)
> 3ϵE
(
Tνj
))
. We have that⏐⏐⏐Xgµ(j)νj,1 − E(Xgµ(j)νj,1 )⏐⏐⏐ < gµ(j).
Furthermore, with (3.4) we conclude
sνj =V
(
Tνj
)1/2
= V
(
T
gµ(j)
νj
)1/2
∼
√
α
2− α · ν
1/2
j · g1−α/2µ(j) · L
(
gµ(j)
)1/2
(5.26)
and hence
λνj =
gµ(j)
sνj
∼
g
α/2
µ(j)(
α
2−α
)1/2
· ν1/2j · L
(
gµ(j)
)1/2 (5.27)
is a possible choice. Using (3.3) we have that
3ϵ · E (Tνj) = 3ϵ · E(T gµ(j)νj ) ∼ 3ϵ · α1− α · νj · g1−αµ(j) · L(gµ(j))
and we obtain with (5.26) that
xνj :=
3ϵ · E (Tνj)
s⌈τj⌉
∼ 3ϵ ·
α
1−α√
α
2−α
·
ν
1/2
j L
(
gµ(j)
)1/2
g
α/2
µ(j)
= 3ϵ ·
√
α (2− α)
1− α ·
ν
1/2
j L
(
gµ(j)
)1/2
g
α/2
µ(j)
. (5.28)
(5.27) and (5.28) imply that λνjxνj ∼ 3ϵ (2− α) / (1− α). Since νj tends to infinity,
we have for j sufficiently large that
λνjxνj ≤ 4ϵ ·
2− α
1− α =: κ1.
Since the existence of an ϵ > 0 such that (5.16) holds implies that (5.16) also holds
for all 0 < ϵ˜ < ϵ, we can assume without loss of generality that ϵ is that small
that κ1 < 1/12 and Theorem 5.8 is applicable. With |qj,k| < 1/7 (12λj)k we can
estimate⏐⏐Qνj (xνj)⏐⏐ = ∞∑
k=1
⏐⏐⏐qνj ,k · xkνj ⏐⏐⏐ ≤ 17 ·
∞∑
k=1
(
12λνj · xνj
)k
<
1
7 (1− 12κ1) =: κ2.
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Since
1− Φ (x) >
(
1
x
− 1
x3
)
· 1√
2π
· e−1/2·x2 ,
for all x > 0, see [Fel68, Lemma VII.2] and xνj tends to infinity, we have that
1−Φ (xνj)+θλνjxνj exp (−1/2 ·x2νj ) > 1/2 for j sufficiently large. Hence, Lemma
5.8 implies for j sufficiently large that
P
(
Tνj − E
(
Tνj
)
> 3ϵ · E (Tνj)) = 1− Fνj (sνjxνj)
>
1
2
· e− 12x
2
νj
(1+κ2)
> e
−x2νj (1+κ2). (5.29)
By (5.28) we have that
x2νj ∼ ϵ2 ·
9α (2− α)
(1− α)2 ·
νjL
(
gµ(j)
)
gαµ(j)
and hence
x2νj > ϵ
2 · 10α (2− α)
(1− α)2 ·
νjL
(
gµ(j)
)
gαµ(j)
,
for j sufficiently large. With νj ≤ µ (j) we can conclude
exp
(
−x2νj (1 + κ2)
)
> exp
⎛⎝−ϵ2 · 10α (2− α)
2 (1− α)2 · (1 + κ2) ·
νjL
(
gµ(j)
)
gαµ(j)
⎞⎠
≥ exp
⎛⎝−ϵ2 · 10α (2− α)
2 (1− α)2 · (1 + κ2) ·
µ (j)L
(
gµ(j)
)
gαµ(j)
⎞⎠ , (5.30)
for j sufficiently large. We assume again without loss of generality that ϵ is that
small that
ϵ2 · 10α (2− α)
2 (1− α)2 · (1 + κ2) < ϵ.
Hence, combining (5.29) and (5.30) we have for j sufficiently large that
P
(
Tνj − E
(
Tνj
)
> 3ϵ · E (Tνj)) > exp
⎛⎝−ϵ · µ (j)L
(
gµ(j)
)
gαµ(j)
⎞⎠ . (5.31)
Clearly, #
{
k ∈ Kj : Xk > gµ(j)
}
is B
( |Kj | ,P (X1 > gµ(j))) distributed. Since the
median of B (j, p) is at least ⌊j · p⌋, see for example [Go¨94], for the median m holds
m ≥ ⌊ |Kj | · P (X1 > gµ(j))⌋. Hence, P (ΓKj) ≥ 1/2. This combined with (5.25)
and (5.31) yields for j sufficiently large that
P
({
TKj − E
(
TKj
)
> 2ϵE
(
TKj
)} ∩ ΓKj) > 12 exp
⎛⎝−ϵ · µ (j)L
(
gµ(j)
)
gαµ(j)
⎞⎠ . (5.32)
Obviously, the intervals (K2j)j∈N have no pairwise intersection. The same is true
for the intervals (K2j−1)j∈N. Hence,({
TK2j − E
(
TK2j
)
> 2ϵE
(
TK2j
)} ∩ ΓK2j)j∈N
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is a sequence of independent events as well as the sequence({
TK2j−1 − E
(
TK2j−1
)
> 2ϵE
(
TK2j−1
)} ∩ ΓK2j−1)j∈N .
From this consideration combined with (5.32) we can conclude that from
∞∑
j=1
exp
⎛⎝−ϵ · µ (2j)L
(
gµ(2j)
)
gαµ(2j)
⎞⎠ =∞
it follows by the second Borel-Cantelli Lemma for independent random variables,
see for example [Fel68, Lemma VIII.3.2], that
P
({
TK2j > (1 + 2ϵ)E
(
TK2j
)} ∩ ΓK2j i.o.) = 1
and analogously it follows from
∞∑
j=1
exp
⎛⎝−ϵ · µ (2j − 1)L
(
gµ(2j−1)
)
gαµ(2j−1)
⎞⎠ =∞
that
P
({
TK2j−1 > (1 + 2ϵ)E
(
TK2j−1
)} ∩ ΓK2j−1 i.o.) = 1.
Combining these statements yields that (5.20) implies (5.21).
To finish the proof we will show that (5.21) implies (5.15). With (3.1) and (5.18)
we obtain
E
(
X
gµ(j)
1
)
∼ (1− 2/η)1/α−1 E (Xgµ(j)1 ) .
Furthermore,
|Kj | = µ (j)− ηj−1 ≥ (1− 1/η)µ (j) . (5.33)
Hence, we have that
E
(
T
gµ(j)
Kj
)
≥ (1− 1/η)E
(
T
gµ(j)
µ(j)
)
∼ (1− 1/η) · (1− 2/η)1/α−1 · E
(
T
gµ(j)
µ(j)
)
and thus,
E
(
T
gµ(j)
Kj
)
≥ (1− 2/η)1/α · E
(
T
gµ(j)
µ(j)
)
,
for j sufficiently large. It follows by the definition of η that
(1− 2/η)1/α · (1 + 2ϵ) ≥ (1 + ϵ) .
Hence, (5.21) implies
P
({
T
gµ(j)
Kj
> (1 + ϵ)E
(
T
gµ(j)
µ(j)
)}
∩ ΓKj i.o.
)
= 1. (5.34)
Furthermore, we have that ΓKj implies Γj and T
gµ(j)
µ(j) ≥ T
gµ(j)
Kj
. Hence, (5.34) implies
(5.15), which completes the proof. □
Proof of the only if part of Theorem 1.3. We aim to apply Lemma 5.7 on
(hn)n∈N given by hn := max {fn,
√
n}. Since F with F (x) = 1 − L (x) /xα is a
distribution function, we have that xα/L (x) is monotonically increasing in x and
hαn/L (hn) ≥ fαn /L (fn). Thus, if condition (1) of Theorem 1.3 is not fulfiled, it
is not either if (fn) is replaced by (hn). Since hn tends to infinity, we can apply
Lemma 5.7 which implies
P
(
Thnn > (1 + ϵ)E
(
Thnn
)
i.o.
)
= 1
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and hn ≤ hn implies
P
(
Thnn > (1 + ϵ)E
(
Thnn
)
i.o.
)
= 1. (5.35)
Fix ψ : N → N as ψ (n) = n2 fulfiling ψ ∈ Ψ. Furthermore, we have that√
n/
∫√n
0
xdF (x) ≤ √n and √n = o (n/ log (n2)). Hence, condition (2.11) is ful-
filed for tn :=
√
n and we can apply the fact that Property D holds, see Theorem
2.17, to show that
P
(
T
√
n
n > (1 + ϵ)E
(
T
√
n
n
)
i.o.
)
= 0.
This combined with (5.35) yields the statement of the theorem. □
5.2.3. Proof of Theorem 1.5.
We will separate the proof of Theorem 1.5 into three parts, namely
(a) the implication (1) ⇒ (2) of Theorem 1.5,
(b) the implication (2) ⇒ (1) of Theorem 1.5, and
(c) formula (1.3).
Proof of part (a) of Theorem 1.5. From Theorem 1.3 we have that Property
F holds for ((Xn) , (1)). Using Proposition 4.14 yields Property M for ((Xn) , (1)),
i.e. the statement of the Theorem. □
Proof of part (b) of Theorem 1.5. We define (gn)n∈N as gn := F
← (1− bn/n)
and adopt the definitions from Lemma 5.7. Since bn = o (n), it follows that (gn)
tends to infinity and thus fulfils the requirements of the Lemma 5.7.
The idea of the proof is to show that if (bn)n∈N does not fulfil condition (1) of
Theorem 1.5, then there exist (κn)n∈N and ϵ > 0 such that
P
(
Sbnn ≥ (1 + ϵ)κn i.o.
)
= 1 (5.36)
and for all δ > 0 we have that
P
(
Sbnn ≤ (1 + δ)κn i.o.
)
= 1. (5.37)
Combining these two statements gives the statement of this part of the theorem.
To prove (5.36) we observe using (5.19) and (5.33) that
P
(
X1 > gµ(n)
)
· |Kn| =
L
(
gµ(n)
)
gαµ(n)
· |Kn|
≥
L
(
gµ(n)
)
gαµ(n)
· (1− 1/η) · µ (n)
∼ 1− 1/η
1− 2/η ·
L
(
gµ(n)
)
gαµ(n)
· µ (n)
=
η − 1
η − 2 · P
(
X1 > gµ(n)
) · µ (n) . (5.38)
Statement (3) of Lemma 3.3 yields that
P (X1 > gn) = 1− F
(
F←
(
1− bn
n
))
∼ bn
n
(5.39)
and hence
P
(
X1 > gµ(n)
) · µ (n) ∼ bµ(n).
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Combining this with (5.38) yields
ρn =
⌊
P
(
X1 > gµ(n)
)
· |Kn|
⌋
≥ bµ(n),
for n sufficiently large. Hence, for all x ∈ Γn (see (5.13)) it holds for n sufficiently
large that T
gµ(n)
µ(n) ≤ S
bµ(n)
µ(n) . Thus, with
∆n :=
{
Sbnn > (1 + ϵ)E (T gnn )
}
we obtain for sufficiently large n the inclusions{
T
gµ(n)
µ(n) > (1 + ϵ)E
(
T
gµ(n)
µ(n)
)}
∩ Γn ⊂ ∆µ(n) ∩ Γn ⊂ ∆µ(n).
If (1) in Theorem 1.5 is not fulfiled, then, by (5.39) we have that (5.14) holds.
Hence, applying Lemma 5.7 establishes (5.36) with κn := E (T gnn ).
To show (5.37) we start by giving some definitions, namely, we define τ : N→ N as
τ (1) := 1,
τ (n+ 1) := min
{
k > n :
√
bk > τ (n)
}
.
Since bn tends to infinity, the function τ is defined on N. Furthermore, we define
(g˜n)n∈τ(N≥2) by
g˜τ(n+1) := F
←
(
1− bτ(n+1) − τ (n)
τ (n+ 1)
)
and X˜ℓk as a truncation of Xk by
X˜ℓk :=
{
Xk if Xk ≤ ℓ
Y ℓk else,
(5.40)
where
(
Y ℓk
)
k∈N is a sequence of i.i.d. random variables for each ℓ ∈ R>0 and the
random variables have the distribution function
F ℓ (x) :=
{
F (x) /F (ℓ) if x ≤ ℓ
1 else.
It can be easily seen that the distribution function F˜ ℓ of X˜ℓk for x ≤ ℓ and k ∈ N
can be written as
F˜ ℓ (x) = P (Xk ≤ ℓ) · F (x)
F (ℓ)
+ P (Xk > ℓ) · F ℓ (x) = F (x)
F (ℓ)
= F ℓ (x) .
Furthermore, we have for x > ℓ that
F˜ ℓ (x) = 1 = F ℓ (x) . (5.41)
Next we define Gn := [τ (n) + 1, τ (n+ 1)] ∩ N and the sums U ℓΛ :=
∑
k∈Λ X˜
ℓ
k and
Un :=
∑n
k=1 X˜
ℓ
k. In the following calculations we consider
Φn :=
{
U
g˜τ(n+1)
Gn
≤ (1 + δ)E
(
T
gτ(n+1)
τ(n+1)
)
− g˜τ(n+1) · τ (n)
}
(5.42)
defined for δ > 0 and
Πn :=
{
#
{
k ∈ Gn : Xk > g˜τ(n+1)
} ≤ bτ(n+1) − τ (n)} .
The procedure is to show that on the one hand P (Φn ∩Πn i.o) = 1 and on the
other hand to show that
Φn ∩Πn ⊂
{
S
bτ(n+1)
τ(n+1) ≤ (1 + δ)E
(
T
gτ(n+1)
τ(n+1)
)}
. (5.43)
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We start by estimating P (Φn). The definition of τ implies that τ (n) = o (τ (n+ 1)).
Thus,
E
(
U
g˜τ(n+1)
Gn
)
= (τ (n+ 1)− τ (n)) · E
(
X˜
g˜τ(n+1)
1
)
∼ τ (n+ 1) · E
(
X˜
g˜τ(n+1)
1
)
= E
(
U
g˜τ(n+1)
τ(n+1)
)
. (5.44)
A simple calculation using (5.41) shows that
E
(
X˜ℓ1
)
=
1
F (ℓ)
· E (Xℓ1) . (5.45)
Since F
(
g˜τ(n+1)
)
tends to 1, we can conclude with (5.44) that
E
(
U
g˜τ(n+1)
Gn
)
∼ 1
F
(
g˜τ(n+1)
) · E(T g˜τ(n+1)τ(n+1) ) ∼ E(T g˜τ(n+1)τ(n+1) ) . (5.46)
Furthermore, it follows immediately from the definition of τ that
bτ(n+1) − τ (n)
τ (n+ 1)
∼ bτ(n+1)
τ (n+ 1)
.
Since additionally bτ(n+1)/τ (n+ 1) tends to zero, we can apply statement (2) of
Lemma 3.3 and obtain
gτ(n+1) = F
←
(
1− bτ(n+1)
τ (n+ 1)
)
∼ F←
(
1− bτ(n+1) − τ (n)
τ (n+ 1)
)
= g˜τ(n+1). (5.47)
By (3.3) it follows
E
(
T
g˜τ(n+1)
τ(n+1)
)
∼ τ (n+ 1) · α
1− α · g˜
1−α
τ(n+1) · L
(
g˜τ(n+1)
)
∼ τ (n+ 1) · α
1− α · g
1−α
τ(n+1) · L
(
gτ(n+1)
)
∼ E
(
T
gτ(n+1)
τ(n+1)
)
and thus, we have by (5.46) that
E
(
U
g˜τ(n+1)
Gn
)
∼ E
(
T
gτ(n+1)
τ(n+1)
)
. (5.48)
Furthermore, by the definition of (gn) and statement (3) of Lemma 3.3 we have that
1− F (gn) ∼ bn/n. Hence, we can conclude that
bτ(n+1) ∼ τ (n+ 1) ·
L
(
gτ(n+1)
)
gατ(n+1)
. (5.49)
By the definition of τ it follows that τ (n) = o
(
bτ(n+1)
)
and hence (5.47) implies
g˜τ(n+1) · τ (n) ∼ gτ(n+1) · τ (n) = o
(
τ (n+ 1) · L (gτ(n+1)) · g1−ατ(n+1)) .
Thus, we can conclude from (3.3) that
g˜τ(n+1) · τ (n) = o
(
E
(
T
gτ(n+1)
τ(n+1)
))
.
Hence, with (5.48) we have that for all δ > 0 there exists N ∈ N such that for all
n ≥ N (
1 +
δ
2
)
· E
(
U
g˜τ(n+1)
Gn
)
≤ (1 + δ) · E
(
T
gτ(n+1)
τ(n+1)
)
− g˜τ(n+1) · τ (n) .
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If we recall the definition of Φn from (5.42), the above statement implies
P (Φn) ≥ P
(
U
g˜τ(n+1)
Gn
≤
(
1 +
δ
2
)
E
(
U
g˜τ(n+1)
Gn
))
≥ 1− P
(⏐⏐⏐U g˜τ(n+1)Gn − E(U g˜τ(n+1)Gn )⏐⏐⏐ ≥ δ2 · E(U g˜τ(n+1)Gn )
)
, (5.50)
for n sufficiently large. Since X˜ g˜τ(n+1)1 ≤ g˜τ(n+1), we can apply Lemma 5.1. In order
to do so we first observe with an analogous calculation as in (5.1) that
V
(
U
g˜τ(n+1)
Gn
)
≤ g˜τ(n+1) · E
(
U
g˜τ(n+1)
Gn
)
and thus, obtain
P
(⏐⏐⏐U g˜τ(n+1)Gn − E(U g˜τ(n+1)Gn )⏐⏐⏐ ≥ δ2 · E(U g˜τ(n+1)Gn )
)
≤ 2 exp
⎛⎜⎝−
(
δ
2
)2 · E(U g˜τ(n+1)Gn )2
2V
(
U
g˜τ(n+1)
Gn
)
+ 13 · δ · g˜τ(n+1) · E
(
U
g˜τ(n+1)
Gn
)
⎞⎟⎠
≤ 2 exp
⎛⎝− 3δ2
24 + 4δ
·
E
(
U
g˜τ(n+1)
Gn
)
g˜τ(n+1)
⎞⎠ . (5.51)
Furthermore, combining (5.48) and (3.3) we have that
E
(
U
g˜τ(n+1)
Gn
)
g˜τ(n+1)
∼ τ (n+ 1) · α
1− α ·
L
(
gτ(n+1)
)
gατ(n+1)
and by (5.49) it follows that
E
(
U
g˜τ(n+1)
Gn
)
g˜τ(n+1)
∼ α
1− α · bτ(n+1)
which tends to infinity. Hence, we can conclude with (5.50) and (5.51) that
P (Φn) ≥ 1− 2 exp
(
−1
2
· 3δ
2
24 + 4δ
· α
1− α · bτ(n+1)
)
≥ 1
2
,
for n sufficiently large.
In order to estimate P (Πn) we observe that #
{
k ∈ Gn : Xk > g˜τ(n+1)
}
is bino-
mial distributed with probability P
(
X1 > g˜τ(n+1)
)
which we can estimate using the
definition of F← as
P
(
X1 > g˜τ(n+1)
)
= 1− F
(
F←
(
1− bτ(n+1) − τ (n)
τ (n+ 1)
))
≤ bτ(n+1) − τ (n)
τ (n+ 1)
.
Since the median of B (n, p) is at most ⌈n · p⌉, see for example [Go¨94], for the
median m of the upper distribution it holds that m ≤ ⌊bτ(n+1) − τ (n)⌋ and thus,
P (Πn) ≥ 1/2.
In the next steps we will show that Φn and Πn are independent events. Since
Xk > g˜τ(n+1) implies that X˜
g˜τ(n+1)
k = Y
g˜τ(n+1)
k , we have that
P
({
X˜
g˜τ(n+1)
k ≤ x
}
∩ {Xk > g˜τ(n+1)})
= P
({
Y
g˜τ(n+1)
k ≤ x
}
∩ {Xk > g˜τ(n+1)}) .
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With the fact that Yk and Xk are independent and with the calculations in (5.41)
we obtain
P
({
X˜
g˜τ(n+1)
k ≤ x
}
∩ {Xk > g˜τ(n+1)})
= P
(
Y
g˜τ(n+1)
k ≤ x
)
· P (Xk > g˜τ(n+1))
= P
(
X˜
g˜τ(n+1)
k ≤ x
)
· P (Xk > g˜τ(n+1)) .
Thus, X˜ g˜τ(n+1)k and 1{Xk>g˜τ(n+1)} are independent random variables for all k, n ∈ N.
Since (Xk) is a sequence of independent random variables, we furthermore have that(
X˜
g˜τ(n+1)
k ,1{Xl>g˜τ(n+1)}
)
k,l∈N
are also independent for each n ∈ N. Since Φn is an event concerning a convo-
lution of the first entries of the double sequence and Πn an event concerning a
convolution of the latter entries of the sequence, we can conclude that Φn and Πn
are also independent. Hence, P (Φn ∩Πn) ≥ 1/4, for n sufficiently large and thus,∑∞
n=1 P (Φn ∩Πn) = ∞. The event Φn ∩ Πn considers only the random variables
in the interval Gn. Thus, the events (Φn ∩Πn)n∈N are independent. Hence, we can
apply the second Borel-Cantelli Lemma for independent random variables, see for
example [Fel68, Lemma VIII.3.2], and obtain that P (Φn ∩Πn i.o.) = 1.
To finish this proof we have to show that P (Φn ∩Πn i.o.) = 1 implies (5.37). We
note that
U
g˜τ(n+1)
τ(n+1) = U
g˜τ(n+1)
Gn
+ U
g˜τ(n+1)
τ(n)
and
U
g˜τ(n+1)
τ(n) ≤ g˜τ(n+1) · τ (n) .
Thus,
Φn ⊂
{
U
g˜τ(n+1)
τ(n+1) ≤ (1 + δ)E
(
T
gτ(n+1)
τ(n+1)
)}
.
Since U g˜τ(n+1)τ(n+1) ≥ T
g˜τ(n+1)
τ(n+1) , we also have that
Φn ⊂
{
T
g˜τ(n+1)
τ(n+1) ≤ (1 + δ)E
(
T
gτ(n+1)
τ(n+1)
)}
.
Furthermore, with τ (n+ 1) = |Gn|+ τ (n) we have that
Πn ⊂
{
#
{
k ≤ τ (n+ 1) : Xk > g˜τ(n+1)
} ≤ bτ(n+1)} .
Combining these statements yields (5.43). Since P (Φn ∩Πn i.o) = 1, (5.37) follows.
□
Proof of part (c) of Theorem 1.5. The second asymptotic of (1.3) follows by
Property M. We show the first asymptotic of (1.3) by showing that
n ·
∫ tn
0
x dF (x) = E
(
T tnn
) ∼ E (Sbnn ) (5.52)
with (tn)n∈N be defined as in (4.53) with (zn) = (1). Furthermore, we set for
k, n ∈ N
Γn :=
{
Sbnn ≤ T tnn
}
,
∆k,n :=
{
T 2
k−1·tn
n < S
bn
n ≤ T 2
k·tn
n
}
,
Φk,n :=
{
T 2
k−1·tn
n < S
bn
n
}
.
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Clearly, ∫
Sbnn dP ≤
∫
T tnn · 1ΓndP+
∞∑
k=1
∫
T 2
k·tn
n · 1∆k,ndP
≤
∫
T tnn dP+
∞∑
k=1
∫
T 2
k·tn
n · 1Φk,ndP. (5.53)
We have that Φk,n =
{
#
{
i ≤ n : Xi > 2k−1 · tn
} ≥ bn + 1} and might split this
event into a union of the events{
#
{
i < j : Xi > 2
k−1 · tn
}
= bn, Xj > 2
k−1 · tn
}
for j = bn + 1, . . . , n and these events can be split into a union of the events
Πj,π :=
{
Xπ(1) > 2
k−1 · tn, . . . , Xπ(bn) > 2k−1 · tn,
Xπ(bn+1) ≤ 2k−1 · tn, . . . , Xπ(j−1) ≤ 2k−1 · tn, Xj > 2k−1 · tn
}
where π ∈ Sj−1 being pointwise defined, and Sj−1 the permutation group of
{1, . . . , j − 1}. Thus, we have
P
(
T 2
k·tn
n > x : Φk,n
)
≤
n∑
j=bn+1
∑
π∈Sj−1
P
(
T 2
k·tn
n > x : Πj,π
)
· P (Πj,π : {#{i ≤ n : Xi > 2k−1 · tn} ≥ bn + 1}) .
(5.54)
We define X˜ℓk as in (5.40) and U
ℓ
n :=
∑n
k=1 X˜
ℓ
k and obtain
P
(
T 2
k·tn
n > x|Πj,π
)
≤ P
(
U2
k·tn
n > x|Πj,π
)
≤ P
(
U2
k·tn
n > x|Xπ(1) > 2k−1 · tn, . . . , Xπ(bn) > 2k−1 · tn, Xj > 2k−1 · tn
)
= P
(
U2
k·tn
n > x|X1 > 2k−1 · tn, . . . , Xbn+1 > 2k−1 · tn
)
≤ P
(
(bn + 1) · 2k · tn + U2
k·tn
n−bn−1 > x
)
, (5.55)
for all bn + 1 ≤ j ≤ n and π ∈ Sj−1. Since
n⨄
j=bn+1
⨄
π∈Sj
Πj,π =
{
#
{
i ≤ n : Xi > 2k−1 · tn
} ≥ bn + 1} = Φk,n,
it follows from (5.54) and (5.55) that
P
(
T 2
k·tn
n > x|Φk,n
)
≤ P
(
(bn + 1) · 2k · tn + U2
k·tn
n−bn−1 > x
)
.
Hence, we can conclude for the second summands of (5.53) that∫
T 2
k·tn
n · 1Φk,ndP ≤
(
(bn + 1) · 2k · tn +
∫
U2
k·tn
n−bn−1dP
)
· P (Φk,n) . (5.56)
Futhermore, since F (tn) tends to 1, from (5.45) it follows that
E
(
T tnn
) ∼ E (U tnn ) . (5.57)
Since n− bn ∼ n, by (3.3) we have that∫
U2
k·tn
n−bn−1dP ∼ n ·
α
1− α ·
(
2k · tn
)1−α · L (2k · tn)
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and thus,∫
U2
k·tn
n−bn−1dP ≤ n ·
α
1− α · 2
2k(1−α) · t1−αn · L (tn) = 22k(1−α) · E
(
T tnn
)
, (5.58)
for n sufficiently large. By the definition of tn and the definition of a−n from (2.17),
it follows that bn ∼ a−n , see (4.56). Using (4.55) and (3.3) once again we have that
(bn + 1) · 2k · tn ≤ 2k+1 · a−n · tn
= 2k+1 · n · t1−αn · L (tn)
≤ 2k+2 · 1− α
α
· E (T tnn ) , (5.59)
for n sufficiently large. Hence, we get from (5.58) and (5.59) that
(bn + 1) · 2k · tn +
∫
U2
k·tn
n−bn−1dP ≤
1− α
α
· 24k · E (T tnn ) , (5.60)
for all k ≥ 2 and n sufficiently large. In order to estimate
P (Φk,n) = P
(
#
{
i ≤ n : Xi > 2k−1 · tn
} ≥ bn + 1)
we notice that for a sequence of i.i.d. Bernoulli distributed random variables with
success probability p and Zn :=
∑n
i=1 Yi and all t > 0 by Markov’s inequality we
have that
P (Zn ≥ k) = P
(
et·Zn ≥ et·k)
≤ E (et·Zn) · e−t·k
=
n∏
i=1
E
(
et·Xi
) · e−t·k
=
(
1− p+ p · et)n · e−t·k.
We notice that for constant k and t > 0, the last term is decreasing in p. Further-
more, the last term can be minimized with respect to t as
P (Zn > k) ≤ exp
(
−k · log
(
k
n · p
)
+ (n− k) · log
(
n− k
n− n · p
))
. (5.61)
For this, see also [DE97].
We will apply (5.61) on Φk,n with k := bn and
p := P
(
X1 > 2
k−1 · tn
)
=
L
(
2k−1 · tn
)
(2k−1 · tn)α
.
By the definition of tn, it follows that bn > a−n , see (4.54). With that and the fact
that L is regularly varying it follows that
p ≤ L (tn)
tαn
· 1
2
α·(k−1)
2
=
a−n
n
· 1
2
α·(k−1)
2
<
bn
n
· 1
2
α·(k−1)
2
=: p′, (5.62)
for n sufficiently large. Since right-hand side of (5.61) is decreasing in p, we can
estimate
P
(
#
{
i ≤ n : Xi > 2k−1 · tn
} ≥ bn)
≤ exp
(
−bn · log
(
bn
n · p
)
+ (n− bn) · log
(
n− bn
n− n · p
))
≤ exp
(
−bn · log
(
bn
n · p′
)
+ (n− bn) · log
(
n− bn
n− n · p′
))
=
(
bn
n · p′
)−bn
·
(
n− bn
n− n · p′
)−(n−bn)
. (5.63)
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For the first factor of (5.63) we have by the definition of p′ from (5.62) that(
bn
n · p′
)−bn
=
(
bn
n
· n · 2
α·(k−1)
2
bn
)−bn
=
(
2
α·(k−1)
2
)−bn
. (5.64)
For the second factor of (5.63) we have that(
n− bn
n− n · p′
)−(n−bn)
=
(
n− bn
n− bn · 2−α·(k−1)2
)−(n−bn)
=
⎛⎝1 +
(
2
α·(k−1)
2 − 1
)
bn
2
α·(k−1)
2 · (n− bn)
⎞⎠n−bn
≤ exp
(
2
α·(k−1)
2 − 1
2
α·(k−1)
2
· bn
)
(5.65)
which follows from the fact that (1 + x/n)n < ex, for all x ∈ R>0 and n ∈ N.
Combining (5.63) with (5.64) and (5.65) yields
P (Φk,n) ≤ exp
(
−
(
α · (k − 1)
2
· log 2− 2
α·(k−1)
2 − 1
2
α·(k−1)
2
)
· bn
)
. (5.66)
First observe that for k ≥ 2 we have that
α · (k − 1)
2
· log 2− 2
α·(k−1)
2 − 1
2
α·(k−1)
2
> 0,
since log x > 1− 1/x for x > 1. Furthermore, we have for k sufficiently large that(
α · (k − 1)
2
· log 2− 2
α·(k−1)
2 − 1
2
α·(k−1)
2
)
· bn >
(α
2
· log 2 · (k − 1)− 1
)
· bn
>
α
4
· log 2 · k · bn. (5.67)
We define κα := α/4 · log 2 and Hα as the minimal k such that (5.67) holds. Com-
bining (5.66) and (5.67) yields
P (Φk,n) < exp (−κα · k · bn)
for k ≥ Hα. If we combine this with (5.56) and (5.60), we obtain∫
T 2
k·tn
n · 1Φk,ndP < exp (−κα · k · bn) · 24k ·
1− α
α
· E (T tnn ) (5.68)
for k ≥ Hα. Since bn tends to infinity, we also have that
exp (−κα · k · bn) · 24k · 1− α
α
< exp
(
−k · (κα · bn − 4 · log 2) + log
(
1− α
α
))
< exp
(
−k · bn · κα
2
)
,
for n sufficiently large. Thus, by (5.68) we have that
∞∑
k=Hα
∫
T 2
k·tn
n · 1Φk,ndP <
∞∑
k=Hα
e−
κα
2 ·bn·k · E (T tnn )
<
e−κα·bn
1− e−κα2 ·bn · E
(
T tnn
)
= o
(
E
(
T tnn
))
. (5.69)
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Furthermore, by the choice of tn we have that bn ≥ a−n + c (a−n , n, 1). Lemma 4.7
implies in particular
P
(
Sbnn > T
k·tn
n
) ≤ P (Sbnn > T tnn )
= P (# {i ≤ n : Xi > tn} > bn) = o (1) ,
for all k ≥ 1. Hence, (5.56) and (5.60) imply
Hα−1∑
k=1
∫
T 2
k·tn
n · 1Φk,ndP = o
(
E
(
T tnn
))
. (5.70)
Hence, we can conclude from (5.53), (5.69), and (5.70) that for all ϵ > 0 there exists
N such that for all n ≥ N ∫
Sbnn dP ≤ (1 + ϵ)E
(
T tnn
)
. (5.71)
On the other hand we have that∫
Sbnn dP ≥
∫
Sbnn · 1{#{i≤n : Xi>tn}>a−n−c(a−n ,n,1)}dP. (5.72)
From ζn := bn − (a−n − c (a−n , n, 1)) it follows that
P
(
Sbnn > x|# {i ≤ n : Xi > tn} > a−n − c
(
a−n , n, 1
)) ≥ P (Un−bn+ζn − ζn · tn > x) .
Since the sum Un−bn+ζn is independent of the event # {i ≤ n : Xi > tn} > a−n −
c (a−n , n, 1), we have by (5.72) that∫
Sbnn dP ≥
∫ (
U tnn−bn+ζn − ζn · tn
)
dP
· P (# {i ≤ n : Xi > tn} > a−n − c (a−n , n, 1)) . (5.73)
Since bn = o (n) and ζn ≤ bn, it follows with (5.57) that
∫
U tnn−bn+ζndP ∼ E (T tnn ).
Furthermore, we notice that from c (bn, n, 1) = o (bn), a−n < bn, and a−n ∼ bn, see
(4.54) and (4.56), it follows ζn = o (bn). Moreover, by a−n ∼ bn, (4.55), and (3.3)
we have that bn · tn ∼ (1− α) /α · E (T tnn ) and thus, ζn · tn = o (E (T tnn )). Hence,∫
U tnn−bn+ζn − ζn · tndP ∼ E
(
T tnn
)
. (5.74)
From Lemma 4.7 it follows in particular for the second factor in (5.73) that
lim
n→∞P
(
# {i ≤ n : Xi > tn} > a−n − c
(
a−n , n, 1
))
= 1 (5.75)
since P (X1 > tn) · n = a−n by the definition of a−n . Combining (5.73) with (5.74)
and (5.75) yields that for all δ > 0 there exists N such that for all n ≥ N∫
Sbnn dP ≥ (1− δ)E
(
T tnn
)
. (5.76)
Combining (5.71) with (5.76) proves (5.52). □
Remark 5.9. In general the limit of Sbnn /E
(
Sbnn
)
does not exist as the following
example shows.
Let F be such that F (x) = 1−1/ log x, for all x sufficiently large. We want to show
that then
∫
Sbnn dP =∞, for n ∈ N. For this assume the contrary. For all x > 0 we
have ∫
Sbnn dP ≥ P
(
Sbnn > x
) · x
≥ P
(
Xi >
x
n− bn , for all i ≤ n
)
· x.
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Using the definition of the distribution function yields∫
Sbnn dP ≥
(
1
log x+ log dn − log (n− bn)
)n
· x.
Since the right-hand side diverges for x tending to infinity, the claim follows.

CHAPTER 6
Proofs of Case D
6.1. Preliminary lemmas and propositions
In the following we denote the spectral radius of an Operator U by ρ (U).
Definition 6.1 (Spectral gap). Suppose F is a Banach space and U : F → F
a bounded linear operator. We say that U has a spectral gap if there exists a
decomposition U = λP + N with λ ∈ C and P,N bounded linear operators such
that
• P is a projection, i.e. P 2 = P and dim (Im (P )) = 1,
• N is such that ρ (N) < |λ|,
• P and N are orthogonal, i.e. PN = NP = 0.
Dealing with operators U : F → F we use the operator norm
∥U∥ := sup
∥φ∥≤1
∥Uφ∥ .
Lemma 6.2. Let Иˆ be defined as in (1.4), then Иˆ has a simple eigenvalue λ =
ρ
(
Иˆ
)
= 1. This eigenvalue is unique on the unit circle and has maximal modulus.
The proof of this lemma follows [Sar12].
Proof. Assume there is an eigenvalue λ with modulus larger than 1 and eigen-
function f , then we have for all g ∈ L∞ and all n ∈ N that∫
f · g ◦И ndµ =
∫
Иˆ nf · gdµ = λn ·
∫
f · gdµ
and ⏐⏐⏐⏐∫ f · gdµ⏐⏐⏐⏐ ≤ 1|λn| · |f |1 · |g|∞ .
Since g can be choosen arbitrarily, it follows that f ≡ 0 almost surely. Hence, f is
not an eigenfunction.
Furthermore, if λ is an eigenvalue of the eigenfunction f , then we have for every
A ∈ B and n ∈ N that ∫
И−n(A)
fdµ =
∫
f · 1И−n(A)dµ
=
∫
f · 1A ◦И ndµ
=
∫
Иˆ nf · 1Adµ
= λn
∫
A
fdµ.
75
76 6. PROOFS OF CASE D
We assume without loss of generality that µ ({f > 0}) ≥ µ ({f < 0}). We choose
A := {f > 0} and assume that |λ| = 1. Then⏐⏐⏐⏐⏐
∫
И−n(A)
fdµ
⏐⏐⏐⏐⏐ =
⏐⏐⏐⏐∫
A
fdµ
⏐⏐⏐⏐ ,
for all n ∈ N. Since И is ergodic and measure preserving, f has to be constant
almost everywhere. For this function λ = 1 is an eigenvalue. In all other cases it
is impossible that the above equality holds for all n ∈ N if |λ| = 1. Thus, λ = 1 is
simple and the only eigenvalue on the unit circle. □
Lemma 6.3. Let (Ω,B,И , µ,F , ∥·∥ , χ) fulfil Property D, where Иˆ = P + N with
P,N as in Definition 6.1. Then Pf =
∫
fdµ.
Proof. From the proof of Lemma 6.2 we know that the constant functions are
eigenfunctions of Иˆ . Thus, Pf is almost everywhere constant for all f ∈ F . By
Riesz’ representation theorem we know that there exists g ∈ L∞ such that for all
f ∈ F we have that Pf = ∫ f · gdµ. Furthermore,∫
f · gdµ = Pf = P
(
Иˆ f
)
=
∫
Иˆ f · gdµ =
∫
f · g ◦Иdµ.
Since µ is ergodic, g = g ◦И and thus, g is constant. □
Lemma 6.4 (Decay of correlations). Let φ1 ∈ L1 and φ2 ∈ F and define
τ := sup
{
|z| : |z| < 1, z ∈ spec
(
Иˆ
)}
.
Then there exists for every τ > τ a constant κ > 0 such that
Corφ1,φ2 (n) :=
⏐⏐⏐⏐∫ (φ1 ◦И n) · φ2dµ− ∫ φ1dµ · ∫ φ2dµ⏐⏐⏐⏐
≤ κ · |φ1|1 · ∥φ2∥ · τn,
for all n ∈ N.
The proof of this lemma follows the proof of [Bal00, Theorem 1.6].
Proof. By the properties of the transfer operator we have that
Corφ1,φ2 (n) :=
⏐⏐⏐⏐∫ (φ1 ◦И n) · φ2dµ− ∫ φ1dµ · ∫ φ2dµ⏐⏐⏐⏐
=
⏐⏐⏐⏐∫ φ1 · Иˆ nφ2dµ− ∫ φ1dµ · ∫ φ2dµ⏐⏐⏐⏐
=
⏐⏐⏐⏐∫ φ1 · (Иˆ nφ2 − ∫ φ2dµ)dµ⏐⏐⏐⏐
≤
∫
|φ1|dµ ·
⏐⏐⏐⏐Иˆ n(φ2 − ∫ φ2dµ)⏐⏐⏐⏐
∞
.
It follows from Lemmas 6.2 and 6.3 that spec
(
Иˆ
)
consists of the simple eigenvalue
1 with the corresponding spectral projection Pf =
∫
fdµ and a subset of a disc
with radius τ < 1. Hence,
ρ
(
Иˆ (id−P )
)
= τ
and it follows from the spectral radius formula that for all τ > τ there exists κ > 0
such that for all n ∈ N Иˆ n (f − Pf) ≤ κ · τn · ∥f∥ .
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From ∥·∥ ≥ |·|∞ and the considerations above it follows that for every τ < τ there
exists κ > 0 such that⏐⏐⏐⏐Иˆ nφ2 − ∫ φ2dµ⏐⏐⏐⏐
∞
≤
Иˆ nφ2 − ∫ φ2dµ
≤ κ · τn · ∥φ2∥
and thus, the statement of the lemma follows. □
For using analytic perturbation theory in Subsections 6.1.1 and 6.1.2 we will use
the following two definitions of analyticity.
Definition 6.5 (Weak and strong analyticity). Let G be a Banach space and B :=
B (G) be the space of all bounded linear operators. Let U ⊂ C be open and (Lz)z∈U
one parameter family of operators in B.
We call (Lz) weakly analytic if φ (Lz) is holomorphic on U for every bounded linear
φ : B → C.
We call (Lz) strongly analytic if for every z ∈ U there is L′z ∈ U such that
lim
h→0
Lz+h − Lzh − L′z
 = 0.
Lemma 6.6 (Analyticity Theorem). Weak analyticity and strong analyticity are
equivalent.
The implication from strong to weak analyticity follows immediately by applying the
operator norm. For a proof of the other direction see for example [Kat95, Theorem
III-3.12].
6.1.1. Proof of Property A.
We will prove that if a setting has Property D this implies that the generated
random variables have Property A by proving a set of lemmas. The main part is to
prove a lemma about large deviations for dynamical systems (Lemma 6.15) based
on the proof of the central limit theorem using analytic perturbation theory, see for
example [Sar12].
In the following let z ↦→ ϕ(k)z , z ∈ U , U open domain in C, denote the k-th derivative
of operators or C valued functions (z ↦→ ϕz)z∈U .
Lemma 6.7. Let (Ω,B,И , µ,F , ∥·∥ , χ) fulfil Property D and let φ ∈ F . Then the
operator Иˆz given by
Иˆzh := φИˆzh := Иˆ (ez·φ · h)
is analytic on C and we have
Иˆ (k)z = ИˆzM
k
φ (6.1)
where Mφ : F → F and Mφh := φh.
Proof. To show the analyticity of Иˆz, observe that
Иˆz =
∞∑
n=0
zn
n!
· ИˆMnφ (6.2)
in a neighbourhood of 0. Mφ is bounded, because ∥Mφh∥ ≤ ∥φ∥ ∥h∥. Therefore,Иˆz ≤ ∥id∥+ Иˆ · ∞∑
n=1
|z|n · ∥φ∥n
n!
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converges, i.e. Иˆz converges absolutely with respect to ∥·∥ and representation (6.2)
holds for all z ∈ C. Hence, for each ϕ element of the dual of the space of bounded
linear operators, ϕ
(
Иˆz
)
can be expanded into a power series. By Lemma 6.6 it
follows that Иˆ ′z and by the analyticity also the derivatives Иˆ
(n)
z exist. (6.1) follows
from the series expansion (6.2) by induction. □
For proving Lemma 6.10, we need the following definitions and Lemma 6.9. For a
graph of an operator U : F → F we use the graph norm for (x, y) ∈ F ×F , namely
∥(x, y)∥ :=
√
∥x∥2 + ∥y∥2.
Definition 6.8. For M ⊂ F set SM := {u ∈M : ∥u∥ = 1}. We define for two sets
M,N ⊂ F and u ∈ F the distance measures
dist (u,M) := inf
v∈M
∥u− v∥ ,
δ (M,N) := sup
u∈SM
dist (u,N) ,
δˆ (M,N) := max {δ (M,N) , δ (N,M)} .
Furthermore, we define for two operators U, V : F → F
δˆ (U, V ) := δˆ (G (U) , G (V )) ,
where G (U) denotes the graph of U .
We will basically use parts of [Kat95, Theorem IV-3.16] which states the following:
Lemma 6.9. Let G be a Banach space, let U : G → G be a bounded linear operator,
and let Σ (U) := spec (U) be separated into two parts Σ′ (U) and Σ′′ (U) by a simple
closed curve Γ. Let G = M ′ (U) ⊕M ′′ (U) be the associated decomposition of G.
Then there exists ϵ > 0 depending on U and Γ such that for all T : G → G with
δˆ (U, T ) < ϵ there exists the associated decomposition
G =M ′ (T )⊕M ′′ (T )
with
dimM ′ (T ) = dimM ′ (U) and dimM ′′ (T ) = dimM ′′ (U) .
Lemma 6.10. Let (Ω,B,И , µ,F , ∥·∥ , χ) fulfil Property D. With the notation from
Lemma 6.7 there exist κ > 0 and θ > 1/2 such that for all φ ∈ F with ∫ φdµ = 0
and |z| · ∥φ∥ < κ it holds that
φИˆz = φλz φPz + φNz
=: λzPz +Nz, (6.3)
where
P 2z = Pz, dim Im (Pz) = 1, NzPz = PzNz = 0, and ρ (Nz) < θ < |λz| . (6.4)
Proof. Since Иˆ has a spectral gap, we can write
Иˆ = Иˆ0 = λ0P0 +N0
with λ0, P0, and N0 fulfiling the above properties. For proving that Иˆz can be
represented in the same manner we aim to apply Lemma 6.9 on U := φИˆ0 = Иˆ and
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T := φИˆz. By Definition 6.8 it follows that
δ
(
G(Иˆ ), G (φИˆz)
)
= sup
u∈S
G(Иˆ)
inf
v∈G(φИˆz)
∥u− v∥
≤ sup
∥(f,φИˆzf)∥≤1
√
∥f − f∥2 +
Иˆ f − φИˆzf2
≤ sup
∥f∥≤1
Иˆ f − φИˆzf . (6.5)
Similarly, we obtain
δ
(
G (φИˆz) , G
(
Иˆ
))
≤ sup
∥f∥≤1
φИˆzf − Иˆ f . (6.6)
Combining (6.5) and (6.6) yields
δˆ
(
Иˆ , φИˆz
)
≤ sup
∥f∥≤1
φИˆzf − Иˆ f .
By the definition of φИˆz and inequality (1.6) we obtain
δˆ
(
Иˆ , φИˆz
)
≤ sup
∥f∥≤1
Иˆ (exp (φ · z) · f)− Иˆ f
= sup
∥f∥≤1
Иˆ ((exp (φ · z)− 1) · f)
≤ sup
∥f∥≤1
C0 · ∥(exp (φ · z)− 1) · f∥
≤ C0 · ∥(exp (φ · z)− 1)∥ . (6.7)
We have that
∥exp (z · φ)− 1∥ =

∞∑
n=1
(z · φ)n
n!
 ≤
∞∑
n=1
|z|n · ∥φ∥n
n!
≤ exp (∥φ∥ · |z|)− 1 (6.8)
and we can thus conclude from (6.7) that
δˆ
(
Иˆ , φИˆz
)
≤ C0 · (exp (∥φ∥ · |z|)− 1) .
With these calculations we can apply Lemma 6.9. We choose for Γ a circle around
1 with radius r < 1/2 such that spec
(
Иˆ
)\ {1} is outside the circle. This circle
determines the ϵ such that the spectrum of all U : F → F with δˆ (Иˆ , U) < ϵ
is separated in the above described way. If |z| · ∥φ∥ is sufficiently small, then
δˆ
(
Иˆ , φИˆz
)
< ϵ and the spectral composition part of the lemma follows. Since
r < 1/2, it follows that λz > 1/2 for the above choice of φ and z. □
Lemma 6.11. Let (Ω,B,И , µ,F , ∥·∥ , χ) fulfil Property D. With the notation from
Lemmas 6.7 and 6.10 there exists κ > 0 such that for all φ ∈ F with ∫ φdµ = 0
and |z| · ∥φ∥ < κ it holds that λz, Pz, and Nz given by the representation in (6.3)
are analytic.
To prove this Lemma, will use [Kat95, Theorems VII-1.7 and VII-1.8] and their
proofs. Together they state the following.
Lemma 6.12. If a family of operators (Uz)z∈C with Uz : F → F depends on z
holomorphically and has a spectrum consisting of two separated parts and each Uz
can be represented as Uz = λzPz + Nz fulfiling the requirements as in (6.4), then
λz, Pz, and Nz consist of branches of one or several analytic functions with at most
algebraic singularities in Bϵ (0), i.e. the ball with radius ϵ around zero. If
∥(Uz − U0) f∥ ≤ a · ∥f∥+ b · ∥Uzf∥ (6.9)
80 6. PROOFS OF CASE D
and
a · U−10 + b < 1, (6.10)
then an ϵ can be determined as the supremum of r ∈ R>0 such that (6.9) and (6.10)
hold for all |z| ≤ r and f ∈ F .
Proof of Lemma 6.11. By Lemma 6.10 we have that there exists κ > 0 such that
the representation Uz = λzPz+Nz with the above properties exists, if |z| · ∥φ∥ < κ.
We aim to apply Lemma 6.12 on Иˆz. The analyticity of Иˆz is given by Lemma 6.7.
By (1.6) we have that(Иˆz − Иˆ0) f = Иˆ0 ((exp (z · φ)− 1) f)
≤ C0 · ∥exp (z · φ)− 1∥ · ∥f∥
and by (6.8) it follows that(Иˆz − Иˆ0) f ≤ C0 · (exp (|z| · ∥φ∥)− 1) · ∥f∥ .
Hence, Uz := Иˆz fulfils (6.9) with a := C0 · (exp (|z| · ∥φ∥)− 1) and b := 0. Since
exp (|z| · ∥φ∥) − 1 can be chosen arbitrarily close to zero for sufficiently small |z|,
there exists κ ≥ κ > 0 such that (6.10) holds for all |z| · ∥φ∥ < κ.
Since (6.3) holds and there is in particular only one branch in z = 0, it follows that
there are no algebraic singularities in Bϵ (0) and λz is analytic on Bϵ (0). □
Lemma 6.13. Let (Ω,B,И , µ,F , ∥·∥ , χ) fulfil Property D. With the notation from
Lemma 6.7 and 6.10 we have that λ(0)0 = 1, λ
(1)
0 = 0, and for n ≥ 2 there exists
πn <∞ such that for all φ ∈ F
λ
(n)
0 ≤ πn · |φ|1 · ∥φ∥n−1 . (6.11)
Proof. We assume in the sequel that |z| · ∥φ∥ < κ with κ as in Lemma 6.11. By
Lemma 6.10 we have that
ИˆzPz = (λzPz +Nz)Pz = λzPz. (6.12)
Differentiating (6.12) n times and using (6.1) we get by induction that
n∑
i=0
(
n
i
)
ИˆzM iφP
(n−i)
z =
n∑
j=0
(
n
j
)
λ(j)z P
(n−j)
z . (6.13)
Applying (6.13) to the constant one function, multiplying by a test function h, and
integrating yields
n∑
i=0
(
n
i
)∫ (
ИˆM iφP
(n−i)
z 1
)
· hdµ =
n∑
j=0
(
n
j
)
λ(j)z
∫
P (n−j)z 1 · hdµ.
Recalling the connection between Иˆ and И from (1.4) yields
n∑
i=0
(
n
i
)∫
φi · P (n−i)z 1 · (h ◦И ) dµ =
n∑
j=0
(
n
j
)
λ(j)z
∫
P (n−j)z 1 · hdµ.
Setting h ≡ 1 we have that
n∑
i=0
(
n
i
)∫
φi · P (n−i)z 1dµ =
n∑
j=0
(
n
j
)
λ(j)z
∫
P (n−j)z 1dµ
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and thus, with P0h =
∫
hdµ, i.e. P01 = 1, λ0 = 1, and λ
(1)
0 = 0 it follows that
λ
(n)
0 = λ
(n)
0
∫
P01dµ
=
n∑
i=0
(
n
i
)∫
φi · P (n−i)0 1dµ−
n−1∑
j=0
(
n
j
)
λ
(j)
0
∫
P
(n−j)
0 1dµ
=
n∑
i=1
(
n
i
)∫
φi · P (n−i)0 1dµ−
n−1∑
j=2
(
n
j
)
λ
(j)
0
∫
P
(n−j)
0 1dµ. (6.14)
In the next steps we will estimate P (k)0 1 (ω). First we observe by Lemma 6.10 that
λz > 1/2. Combining this with (1.5) and (1.6) yields
|Pz1|∞ ≤
⏐⏐⏐Иˆz1⏐⏐⏐∞
|λz| ≤ 2 ·
Иˆ exp (∥φ∥ · |z|) ≤ 2 · C0 · exp (∥φ∥ · |z|) . (6.15)
Since Pz is analytic on a circle around zero with radius r ≤ κ/ ∥φ∥ it follows by
Cauchy’s integral formula and the maximum principle that⏐⏐⏐φP0(n)1⏐⏐⏐∞ ≤ n! · 2 · C0 · exp (κ) ·
(∥φ∥
κ
)n
.
We define ζn := n! · 2 · C0 · exp (κ) · κ−n. Hence, we can estimate the first sum of
(6.14) as
n∑
i=1
(
n
i
)∫
φi · P (n−i)0 1dµ ≤
n∑
i=1
(
n
i
) ⏐⏐φi⏐⏐
1
·
⏐⏐⏐P (n−i)0 1⏐⏐⏐∞
≤
n∑
i=1
(
n
i
)
|φ|i1 · ζn−i · ∥φ∥n−i
≤
n∑
i=1
(
n
i
)
ζn−i · |φ|1 · ∥φ∥n−1 .
We define
ζ˜n :=
n∑
i=1
(
n
i
)
ζn−i.
Furthermore, we obtain that (6.11) holds for π2 = ζ˜2. By assuming that (6.11)
holds for n− 1 we have for the second sum in (6.14) that
n−1∑
j=2
(
n
j
)
λ
(j)
0
∫
P
(n−j)
0 1dµ ≤
n−1∑
j=2
(
n
j
)
πj · |φ|1 · ∥φ∥j−1 ·
⏐⏐⏐P (n−j)0 1⏐⏐⏐∞
≤
n−1∑
j=2
(
n
j
)
πj · |φ|1 · ∥φ∥j−1 · ζn−j · ∥φ∥n−j
=
n−1∑
j=2
(
n
j
)
πj · ζn−j · |φ|1 · ∥φ∥n−1 .
Defining ζn :=
∑n−1
j=1
(
n
j
)
πj · ζn−j and setting πn := ζ˜n + ζn gives the statement of
the lemma. □
For the following lemma we define for n ∈ N,
Snφ :=
n−1∑
i=0
φ ◦И i.
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Lemma 6.14. Let (Ω,B,И , µ,F , ∥·∥ , χ) fulfil Property D. We use the notation from
Lemmas 6.7 and 6.10. Then there exists κ > 0 as in Lemma 6.11, K > 0, and
N ∈ N such that for all φ ∈ F and all z ∈ C with ∫ φdµ = 0 and |z| · ∥φ∥ < κ and
for all n ≥ N it holds that ∫
ez·Snφdµ ≤ K · φλnz .
Proof. We will first show
Иˆ nz h = Иˆ
n
(
ez·Snφ · h) (6.16)
by induction. The base clause is obvious. Hence, assume that (6.16) holds for n−1.
This in combination with (1.4) yields that∫
Иˆ nz h · gdµ =
∫
Иˆz
(
Иˆ n−1
(
ez·Sn−1φ · h)) · gdµ
=
∫
Иˆ
(
ez·φ · Иˆ n−1 (ez·Sn−1φ · h)) · gdµ
=
∫
ez·φ · Иˆ n−1 (ez·Sn−1φ · h) · (g ◦И ) dµ
=
∫
ez·Sn−1φ · h · ((ez·φ · (g ◦И )) ◦И n−1)dµ
=
∫
ez·Sn−1φ · h · ez·(φ◦Иn−1) · (g ◦И n) dµ
=
∫
ez·Snφ · h · (g ◦И n) dµ
=
∫
Иˆ n
(
ez·Snφ · h) · gdµ.
Since
Иˆ nz = λ
n
zPz +N
n
z ,
it follows by (6.15) that∫
ez·Snφdµ =
∫
Иˆ nz 1dµ
=
∫
(λnzPz1 +N
n
z 1) dµ
= λnz
(
C0 · e∥φ∥·|z| + λ−nz
∫
Nnz 1dµ
)
≤ λnz
(
C0 · eκ + λ−nz ∥Nnz ∥
)
(6.17)
since ∥·∥ ≥ |·|1.
Following the proof of Lemma 6.10 yields that the spectral radius ρ (Nz) < |λy|, for
all |y| , |z| < κ/ ∥φ∥. Thus,
sup
|z|<κ/∥φ∥
ρ (Nz) = sup
|z|<κ/∥φ∥
lim
n→∞
n
√
∥Nnz ∥ < inf|z|<κ/∥φ∥ |λz| .
Hence, there exists N ∈ N such that for all n ≥ N it holds that n√∥Nnz ∥ < λz.
Combining this with (6.17) and setting K := C0 · exp (κ)+ 1 gives the statement of
the lemma. □
Lemma 6.15. Let (Ω,B,И , µ,F , ∥·∥ , χ) fulfil Property D, then (χ ◦И n−1) fulfils
Property A.
6.1. PRELIMINARY LEMMAS AND PROPOSITIONS 83
Proof. By Markov’s inequality we have for all t > 0 and all φ ∈ F with ∫ φdµ = 0
that
µ (Snφ > x) ≤ exp (−t · x) · E (exp (t · Snφ)) . (6.18)
Combining (6.18) and Lemma 6.14 yields for all φ ∈ F and t ∈ R with ∫ φdµ = 0
and 0 < t · ∥φ∥ < κ with κ as in Lemma 6.11 and n sufficiently large that
µ (Snφ > x) ≤ exp (−t · x) · (K · λt)n
with K as in Lemma 6.14. Analogously, it holds that
µ (−Snφ < x) ≤ exp (−t · x) · (K · λt)n
and thus,
µ (|Snφ| > x) ≤ 2 exp (−t · x) · (K · λt)n .
From Lemma 6.11 and the first statement of Lemma 6.13 follows for 0 < t < κ/ ∥φ∥
that
λt =
∞∑
k=0
λ
(k)
0 · tk
k!
= 1 +
∞∑
k=2
λ
(k)
0 · tk
k!
.
Thus, for 0 < t < κ/ ∥φ∥ it holds that
λnt < exp
(
n ·
∞∑
k=2
λ
(k)
0 · tk
k!
)
.
Let for the following
Tℓnχ :=
ℓχ+ ℓχ ◦И + . . .+ ℓχ ◦И n−1.
Then we have, using (1.7), for all n sufficiently large and all 0 < t < κ/ (fn · C1)
that
µ
( ⏐⏐Tfnn χ− E (Tfnn χ)⏐⏐ > ϵ · E (Tfnn χ) )
≤ 2 exp
(
−ϵ · n · E (fnχ) · t+ n ·( ∞∑
k=2
λ
(k)
0 · tk
k!
+ logK
))
. (6.19)
For the following we define lχ := lχ−∫ lχdµ. Furthermore, we set t := tn := √ξn/fn
with (ξn) a sequence tending to zero and write in the following lλ instead of
lχλ.
Further, let
Dn :=
fn
|fnχ|1 · ξn
·
∞∑
k=2
fnλ
(k)
0 · tkn
k!
. (6.20)
Since ξn tends to zero and thus, tn < κ/ (fn · C1), for n sufficiently large, the sum
in (6.20) converges.
Furthermore, we have for all ϵ > 0 and all n ∈ N that there exists J ∈ N such that
for all j ≥ J it holds that⏐⏐⏐⏐⏐ fn|fnχ|1 · ξn ·
j∑
k=2
fnλ
(k)
0 · tkn
k!
−Dn
⏐⏐⏐⏐⏐ < ϵ. (6.21)
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We have by the definition of tn and Lemma 6.13 that
fn
|fnχ|1 · ξn
·
fnλ
(k)
0 · tkn
k!
=
fnλ
(k)
0 · ξk/2−1n
|fnχ|1 · k! · fk−1n
≤ πk ·
⏐⏐fnχ⏐⏐
1
· fnχk−1 · ξk/2−1n
|fnχ|1 · k! · fk−1n
≤ πk · C
k−1
1 · fk−1n · ξk/2−1n
k! · fk−1n
=
πk · Ck−11
k!
· ξk/2−1n
and thus,
fn
|fnχ|1 · ξn
·
fnλ
(2)
0 · t2n
2!
≤ π2 · C1
2
and
lim
n→∞
fn
|fnχ|1 · ξn
·
fnλ
(k)
0 · tkn
k!
= 0,
for k ≥ 3. Hence, the inequality in (6.21) also holds uniformly in n. Thus, we can
interchange the limits, i.e.
lim
n→∞
∞∑
k=2
fn
|fnχ|1 · ξn
·
fnλ
(k)
0 · tkn
k!
=
∞∑
k=2
lim
n→∞
fn
|fnχ|1 · ξn
·
fnλ
(k)
0 · tkn
k!
≤ π2 · C1
2
.
Combining this with ⏐⏐fnχ⏐⏐
1
≤ E (fnχ)
we obtain that
∞∑
k=2
fnλ
(k)
0 · tk
k!
≤ π2 · C1 ·
⏐⏐fnχ⏐⏐
1
fn
· ξn ≤ 2π2 · C1 ·
E
(
fnχ
)
fn
· ξn
for n sufficiently large. Thus, we obtain from (6.19) that
µ
(⏐⏐Tfnn χ− E (Tfnn χ)⏐⏐ > ϵ · E (Tfnn χ))
≤ 2 exp
(
−ϵ · n · E
(
fnχ
)
fn
·
√
ξn + n ·
(
2 · π2 · C1 ·
E
(
fnχ
)
fn
· ξn + logK
))
≤ 2 exp
(
−n · E
(
fnχ
)
fn
· ξn
)
,
for n sufficiently large. □
6.1.2. Proof of Property C∗.
In order to prove Property C∗ for a system fulfiling Property D, we first prove a
large deviation result, Lemma 6.17, using a generalized version of Doob’s inequality,
Lemma 6.16.
Lemma 6.16 (Generalized inequality of Doob). Let M := (Mn)n∈N be a martingale,
then we have for every convex function g : R→ R and every x > 0 that
P
(
max
1≤i≤n
Mi ≥ x
)
≤ E (g (|Mn|))
g (x)
.
The proof of this theorem is the same as of the usual inequality of Doob (see [Kle07,
Theorem 11.2] for example) using a general convex function instead of g (x) = xp.
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Proof. By [Kle07, Theorem 9.35] we have that (φ (Xn))n∈N is a submartingale if
X := (Xn)n∈N is a martingale, φ : R→ R is convex and E
(
φ (Xn)
+ )
<∞, for all
n ∈ N. Setting φ := g and X := M we have that (g (Mn)n∈N) is a submartingale.
Furthermore, [Kle07, Lemma 11.1] states that for a submartingale X := (Xn) and
y > 0 we have by setting X∗n := sup {|Xk| : k ≤ n} that
y · P (|X∗n| ≥ y) ≤ E
(|Xn| · 1X∗n≥y) .
Setting y := g (x) and X := g (|M |) yields the statement of the lemma. □
Lemma 6.17. Let (Ω,B,И , µ,F , ∥·∥ , χ) fulfil Property D and let φ ∈ F be such that∫
φdµ = 0 and define R :=
∑∞
n=1 Иˆ
n. Then
µ
(⏐⏐⏐⏐ max1≤j≤nSjφ
⏐⏐⏐⏐ > x) ≤ 2 inft>0 E (exp (t · Snφ))exp (t · (x− 4 |Rφ|∞)) .
Proof. In case that
∫
φdµ = 0 the sum Rφ is finite. This can be seen, since for
all A ∈ B it holds that∫
Иˆ nφ · 1Adµ =
∫
φ · (1A ◦И n) dµ
=
∫
φ · (1A ◦И n) dµ−
∫
φdµ ·
∫
1Adµ
and from Lemma 6.4 it follows that there exists κ > 0 and 0 < τ < 1 such that∫
Иˆ nφ · 1Adµ ≤ κ · τn · ∥φ∥ · |1A|1 .
With
C := κ ·
∞∑
n=1
τn <∞
we have that ∫
Rφ1Adµ ≤ C · ∥φ∥ · |1A|1 <∞
for all A ∈ B. Thus,
|Rφ|∞ ≤ C · ∥φ∥ <∞. (6.22)
Let h := φ+ Rφ− (Rφ) ◦ И . With (6.22) and |·|2 ≤ ∥·∥ we have that h ∈ L2. We
claim that Snh =
∑n−1
j=0 h ◦ И j is a martingale. We have φ = h + (Rφ) ◦ И − Rφ
and thus,
Snφ = Snh+
n−1∑
j=0
(
(Rφ) ◦И j+1 − (Rφ) ◦И j)
= Snh+ (Rφ) ◦И n − (Rφ) .
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Hence, we can conclude by the generalized inequality of Doob, see Lemma 6.16, and
the fact that Snh is a martingale that
µ
(
max
1≤j≤n
Sjφ ≥ x
)
= µ
(
max
1≤j≤n
Sjh+ (Rφ) ◦И j − Rφ ≥ x
)
≤ µ
(
max
1≤j≤n
Sjh > x− 2 |Rφ|∞
)
≤ E (exp (t · |Snh|))
exp (t · (x− 2 |Rφ|∞))
=
E (exp (t · (Snφ− (Rφ) ◦И n + Rφ)))
exp (t · (x− 2 |Rφ|∞))
≤ E (exp (t · (Snφ+ 2 |Rφ|∞)))
exp (t · (x− 2 |Rφ|∞))
=
E (exp (t · Snφ))
exp (t · (x− 4 |Rφ|∞))
for any t > 0. Analogously, we obtain
µ
(
max
1≤j≤n
−Sjφ ≥ x
)
≤ E (exp (t · Snφ))
exp (t · (x− 4 |Rφ|∞))
.
Thus, the statement of the lemma follows. □
Lemma 6.18. If (Ω,B,И , µ,F , ∥·∥ , χ) fulfils Property D, then Property C∗ holds
for
((
χ ◦И n−1) , (1)).
Proof. Since, if vn,l = 1 and v˜n,l = 1, we have that (5.2) and (5.3) hold, we
consider in the following only the cases vn,l ̸= 1 and v˜n,l ̸= 1. To ease notation we
define
Ekn,l := C
k
n,l − E
(
Ckn,l
)
= Ckn,l − vn,l,
E˜kn,l := C˜
k
n,l − E
(
C˜kn,l
)
= C˜kn,l − v˜n,l,
En,k := C
k
n − E
(
C
k
n
)
= C
k
n − vn.
Let in the following (ζn) be a sequence tending to infinity. To estimate the deviation
of
∑n
k=1E
k
n,l we will use Lemma 6.17 with φ := E
1
n,l, that means we have that
Snφ =
∑n
k=1E
k
n,l and obtain that
µ
(⏐⏐⏐⏐⏐maxj∈In
j∑
k=1
Eln,k
⏐⏐⏐⏐⏐ > c˜ (vn,l · 2n, n, (ζm))
)
≤ 2 exp
(
−c˜ (vn,l · 2n, n, (ζm)) · t+ 4
⏐⏐RE1n,l⏐⏐∞ · t+ E
(
exp
(
t ·
n∑
k=1
Ekn,l
)))
,
(6.23)
for all t > 0. From Lemma 6.11 and the first statement of Lemma 6.13 it follows
for 0 < t < κ/ ∥φ∥ with κ as in Lemma 6.11 that
λt =
∞∑
k=0
λ
(k)
0 · tk
k!
= 1 +
∞∑
k=2
λ
(k)
0 · tk
k!
.
Thus, for 0 < t < κ/ ∥φ∥ we have that
λnt < exp
(
n ·
∞∑
k=2
λ
(k)
0 · tk
k!
)
.
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Applying this to (6.23) and using Lemma 6.14 and (1.8) yields for sufficiently large
n and all 0 < t < κ/C2 that
µ
(⏐⏐⏐⏐⏐maxj∈In
j∑
k=1
Ekn,l
⏐⏐⏐⏐⏐ > c˜ (vn,l · 2n, n, (ζm))
)
≤ 2 exp
(
−c˜ (vn,l · 2n, n, (ζm)) · t+ 4
⏐⏐RE1n,l⏐⏐∞ · t+ n ·K · ∞∑
k=2
λ
(k)
0 · tk
k!
)
.
(6.24)
We set
t := tn,l :=
(
κn
max {vn,l · 2n, κn} ·minm∈In ζm
)1/2
,
and write in the following lλ instead of E
1
n,lλ. Let
Gn,l :=
max {vn,l · 2n, κn} ·minm∈In ζm
κn
·
∞∑
k=2
l
λ
(k)
0 · tkn,l
k!
. (6.25)
Since ζn tends to zero, we have for all l ∈ N and n sufficiently large that tn,l < κ/C2.
Hence, the sum in (6.25) converges. Furthermore, we have for all ϵ > 0 that there
exists J ∈ N such that for all j ≥ J and all n ∈ N⏐⏐⏐⏐⏐max {vn,l · 2n, κn} ·minm∈In ζmκn ·
j∑
k=2
l
λ
(k)
0 · tkn,l
k!
−Gn,l
⏐⏐⏐⏐⏐ < ϵ. (6.26)
By the definition of tn,l and by Lemma 6.13 it follows for k ≥ 2 that
max {vn,l · 2n, κn} ·minm∈In ζm
κn
·
l
λ
(k)
0 · tkn,l
k!
=
l
λ
(k)
0
k!
·
(
κn
max {vn,l · 2n, κn} ·minm∈In ζm
)k/2−1
≤
πk ·
⏐⏐⏐E1n,l⏐⏐⏐
1
·
E1n,lk−1
k! · (minm∈In ζm)k/2−1
.
By the fact that
⏐⏐⏐E1n,l⏐⏐⏐
1
≤ 1 and (1.8) it follows for k ≥ 2 that
max {vn,l · 2n, κn} ·minm∈In ζm
κn
·
l
λ
(k)
0 · tkn,l
k!
≤ πk · C
k−1
2
k! · (minm∈In ζm)k/2−1
.
In particular,
max {vn,l · 2n, κn} ·minm∈In ζm
κn
·
l
λ
(2)
0 · t2n,l
2!
≤ π2 · C2
2
and
lim
n→∞
max {vn,l · 2n, κn} ·minm∈In ζm
κn
·
l
λ
(k)
0 · tkn,l
k!
= 0,
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for k ≥ 3. Hence, the convergence in (6.26) also holds uniformly in n. Thus, we can
interchange the limits, i.e.
lim
n→∞
∞∑
k=2
max {vn,l · 2n, κn} ·minm∈In ζm
κn
·
l
λ
(k)
0 · tkn,l
k!
=
∞∑
k=2
lim
n→∞
max {vn,l · 2n, κn} ·minm∈In ζm
κn
·
l
λ
(k)
0 · tkn,l
k!
≤ π2 · C2
2
and obtain for n sufficiently large and uniformly in l that
∞∑
k=2
l
λ
(k)
0 · tkn,l
k!
≤ π2 · C2 · κn
max {vn,l · 2n, κn} ·minm∈In ζm
≤ 1. (6.27)
Furthermore, from (6.22) and (1.8) it follows that⏐⏐RE1n,l⏐⏐∞ ≤ C · E1n,l ≤ C · C2.
Thus, we obtain with (6.24) and (6.27)
µ
(⏐⏐⏐⏐⏐maxj∈In
j∑
k=1
Ekn,l
⏐⏐⏐⏐⏐ > c˜ (vn,l · 2n, n, (ζm))
)
≤ 2 exp (− (c˜ (vn,l · 2n, n, (ζm))− 4 · C · C2) · tn +K) ,
for n sufficiently large. We have that c˜ (vn,l · 2n, n, (ζm)) tends to infinity for n
tending to infinity, which follows from the definition of c˜, (2.6), and the fact that
vn,l · 2n ≥ l2/2. With this and the fact that (ζn) tends to infinity it follows that
(c˜ (vn,l · 2n, n, (ζm))− 4 · C · C2) · tn +K
≥ 1
2
· c˜ (vn,l · 2n, n, (ζm)) ·
(
κn
max {vn,l · 2n, κn} ·minm∈In ζm
)1/2
+K
=
1
2
·max {vn,l · 2n, κn}ϵ · κ1−ϵn · min
m∈In
ζ1/2m +K
≥ max{l2, κn}ϵ · κ1−ϵn
for n sufficiently large. Since κn tends to infinity, we have that
µ
(⏐⏐⏐⏐⏐maxj∈In
j∑
k=1
Ekn,l
⏐⏐⏐⏐⏐ > c˜ (vn,l · 2n, n, (ζm))
)
≤ 2 exp
(
−max{l2, κn}ϵ · κ1−ϵn ) ,
for n sufficiently large. With analogous calculations, it follows for E˜n,l and v˜n,l for
sufficiently large n that
µ
(⏐⏐⏐⏐⏐maxj∈In
j∑
k=1
E˜kn,l
⏐⏐⏐⏐⏐ > c˜ (v˜n,l · 2n, n, (ζm))
)
< 2 exp
(
−max{l2, κn}ϵ · κ1−ϵn ) .
Likewise, it follows for sufficiently large n that
µ
(⏐⏐⏐⏐⏐maxj∈In
j∑
k=1
E
k
n
⏐⏐⏐⏐⏐ > c˜ (vn · 2n, n, (ζm))
)
< 2 exp (−κn) .
Applying Lemmas 3.6 and 3.7 yields that
((
χ ◦И n−1) , (1)) has Property C. Fi-
nally, there exist ψ˜ ∈ Ψ and 0 < ϵ˜ < 1/2 such that (zn) := (1) fulfils (2.10) and
Property C∗ is fulfiled as well. □
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6.2. Proofs of main results
6.2.1. Proof of spectral gap.
To prove in the following two examples that Иˆ has a spectral gap, we use the
following theorem by (in increasing order of generality) Doeblin and Fortet, [DF37],
Ionescu–Tulcea and Marinescu, [ITM50], and Hennion and Herve´, [HH01].
Lemma 6.19 (Hennion and Herve´ inequality). Suppose (L, ∥·∥) is a Banach space
and U : L → L is a bounded linear operator with spectral radius ρ (U). Assume that
there exists a semi-norm |·|′ with the following properties:
(1) |·|′ is continuous on L.
(2) U is bounded on L with respect to |·|′, i.e. there exists M > 0 such that
|Uf |′ ≤M |f |′, for all f ∈ L.
(3) There exist constants 0 < r < 1, R > 0, and n0 ∈ N such that
∥Un0f∥ ≤ rn0 · ∥f∥+R · |f |′ , (6.28)
for all f ∈ L.
(4)
(L, |·|′) is precompact on (L, ∥·∥), i.e. for each sequence (fn)n∈N in L with
supn∈N |fn|′ <∞ there exists a subsequence (nk) and g ∈ L such that
lim
k→∞
∥Ufnk − g∥ = 0.
Then U is quasi-compact, i.e. there is a direct sum decomposition L = F ⊕H and
0 < τ < ρ (L) where
• F , H are closed and L–invariant, i.e. L (F ) ⊂ F , L (H) ⊂ H,
• dim (F ) <∞ and all eigenvalues of L|F : F → F have modulus larger than τ ,
and
• the spectral radius of L|H is less than τ .
With the following lemma we can show that Иˆ with И as in Property D has a
spectral gap.
Lemma 6.20. If U is quasi-compact, U has a unique eigenvalue on {z : |z| = ρ (U)},
and this eigenvalue is simple, then U has a spectral gap.
Proof. We use the decomposition of L from Lemma 6.19. Since F is finite di-
mensional, we can calculate the Jordan form of L|F . Since all eigenvalues of L|F
have modulus larger than τ , the unique and simple eigenvalue on {z : |z| = ρ (U)}
is also unique and simple in L|F . Hence, the Jordan form consists of a 1× 1- block
with eigenvalue λ such that |λ| = ρ (U), and possibly other Jordan blocks with
eigenvalues λi such that |λi| < |λ| for each i. Hence, F can be decomposed into
F = span {ν} ⊕ F ′, where Uν = λν and ρ (U |F ′) < |λ|. Thus,
L = span {ν} ⊕ F ′ ⊕H = span {ν} ⊕H ′
where U (H ′) ⊂ H ′ and ρ (U |H′) < |λ|.
For the following we define Π1 and Π2 as the unique projections to the spaces
span {ν} and H ′, i.e. for every f ∈ L it holds f = Π1f + Π2f . These projections
are idempotent, i.e. Π21 = Π1 and Π22 = Π2. Since U (span {ν}) ⊂ span {ν} and
U (H ′) ⊂ H ′, we have that
P := UΠ1 = Π1U = Π1
and
N := UΠ2 = Π2U.
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Since dim (span {ν}) = 1, we have that dim (Im (P )) = 1 and P is obviously a
projection. Furthermore, we have
PN = UΠ1UΠ2 = UΠ1U (id−Π1) = U2Π1 (id−Π1) = U2
(
Π1 −Π21
)
= 0
and analogously NP = 0, which finishes the proof the lemma. □
6.2.2. Proof that Example 1.9 has Property D.
In this subsection we will first give some definitions concerning Example 1.9. Then
we will prove that Example 1.9 fulfils the conditions of Property D in a sequence
of lemmas. Finally we will prove the statement of Example 1.11 which is a special
case of Example 1.9.
Definition 6.21. A matrix A ∈ {0, 1}k×k is called irreducible if for each pair (i, j)
with 1 ≤ i, j ≤ k, there exists an n ∈ N such that An (i, j) > 0.
We define the period d of A as
d := gcd {n ∈ N : An (i, i) > 0, for all 1 ≤ i ≤ k} ,
where gcd denotes the greatest common divisor. The matrix A is called aperiodic
if d = 1.
Definition 6.22. Let A ∈ {0, 1}n×n and P ∈ [0, 1]n×n with pi,j = 0 if and only if
ai,j = 0 and
∑n
j=1 pi,j = 1, for all 1 ≤ i ≤ n. Further let π be an n-vector such
that P · π = π. If a measure m is defined on cylinder sets as
m ([i1 . . . ik]) := πi1 · Pi1,i2 · . . . · Pik−1,ik ,
then it is called Markov measure corresponding to A.
Definition 6.23. For f : X+ → R≥0 we define
var0 (f) := sup {|f (x)− f (y)| : x0 ̸= y0}
and
varn (f) := sup {|f (x)− f (y)| : xi = yi, i < n}
for n ∈ N and
F ′θ := F
′
θ
(
X+
)
:=
{
f : X+ → R≥0 : varn (f) ≤ C · θn, n ∈ N0 for some C > 0
}
the space of Lipschitz functions. For this space we introduce the norm
∥f∥′θ := |f |∞ + |f |′θ
with
|f |′θ := sup
n∈N0
varn (f)
θn
.
Lemma 6.24. Every sequence (fn)n∈N in Fθ with supn∈N ∥fn∥ < ∞ has a subse-
quence which converges with respect to |·|∞ to an element g ∈ Fθ.
The proof of this lemma follows [CS09], where the statement is proved for a shift
space with infinite alphabet.
Proof. Let X+0 ⊂ X+ denote the set of all sequences which contain the symbol
a infinitely often. Since µ is mixing and И -invariant, µ
(
X+0
)
= 1. We define
the metric d on X+0 by d (x, y) := θ
sa(x,y). With this metric X+0 is complete and
separable. Furthermore, {fn} is bounded and equicontinuous. Thus, by the Arzela-
Ascoli Theorem there exists a convergent subsequence {fmn} which converges to a
limit function g0 : X+0 → R.
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In the next steps we show that there exists g ∈ Fθ such that g|X+0 = g0. Let z
b ∈
X+0 ∩ [b] for b ∈ A, where [b] denotes the cylinder set of all sequences starting with
b. Further, let k := k (x) := max {i ∈ N0 ∪ {∞} : xi = a} and define ϑ : X+ → X+0
by
ϑ (x) :=
⎧⎪⎨⎪⎩
zx0 k = 0,
(x0, . . . , xk, z
a
1, z
a
2, . . .) 0 < k <∞,
x k =∞.
We claim for all x, y ∈ X+ that sa (ϑ (x) , y) ≥ sa (x, y). Note that if ϑ (x) = x, we
have equality. Let us assume that k (x) <∞ and let l, l′ : X+×X+ → N be defined
by
l := l (x, y) := max {i ∈ N : xi = a, xj = yj , for all j ≤ i}
and
l′ := l′ (x, y) := max
{
i ∈ N : xi = a, ϑ (x)j = yj , for all j ≤ i
}
.
By construction ϑ (x)l = xl = yl and thus, l
′ ≥ l and sa (ϑ (x) , y) ≥ sa (x, y).
Set in the following g := g0 ◦ ϑ. Since ϑ|X+0 = id, we have that g|X+0 = g0. Thus, we
have for x, y ∈ X+ that
|g (x)− g (y)| = |g0 (ϑ (x))− g0 (ϑ (y))|
≤ sup
n∈N
|fn (ϑ (x))− fn (ϑ (y))|
≤ sup
n∈N
∥fn∥θ · θsa(ϑ(x),ϑ(y))
≤ sup
n∈N
∥fn∥θ · θsa(x,ϑ(y))
≤ sup
n∈N
∥fn∥θ · θsa(x,y).
Hence, g ∈ Fθ and
∫
X+
|fnk − g|dµ =
∫ +
X0
|fnk − g|dµ converges to zero. □
In the next steps (Lemma 6.25 to Lemma 6.28) we prove that with a properly
choosen measure Example 1.9 fulfils Property D.
Lemma 6.25. There exists a mixing, σ-invariant probability measure µ such that
Lf coincides with the definition of the transfer operator in (1.4).
Proof. [PP90, Theorem 2.2(iii)] states that if Lf is normalised, then there exists
a unique probability measure µ such that
∫
Lfwdµ =
∫
wdµ, for all w ∈ C (X+).
Assume that A is a cylinder, the 1A ∈ C (X+) and
µ
(
σ−1 (A)
)
=
∫
1σ−1(A)dµ =
∫
Lf1σ−1(A)dµ = µ (A) .
Since the set of cylinders generates B and every set in B can be written as a disjoint
union of cylinder sets, µ is σ-invariant.
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Furthermore, with this measure the operator Lf coincides with Иˆ since we have for
all ψ ∈ Fθ and φ ∈ C (X) that∫
(ψ ◦ σ) · φdµ =
∫
Lf ((ψ ◦ σ) · φ) dµ
=
∫ ∑
σ(y)=x
ef(y) · ((ψ ◦ σ (y)) · φ (y)) dµ (x)
=
∫
ψ (x)
∑
σ(y)=x
ef(y) · φ (y) dµ (x)
=
∫
ψ · Lfφdµ.
Finally, [Bal00, Theorem 1.3] states that µ is mixing if and only if A is irreducible
and aperiodic, which finishes the proof. □
Lemma 6.26. Fθ is a Banach algebra containing the constant functions and fulfils
|·|∞ ≤ ∥·∥θ.
Proof. Since
∥f + g∥θ = |f + g|∞ + sup
x,y∈Fθ
|f (x) + g (x)− f (y)− g (y)|
θsa(x,y)
≤ |f + g|∞ + sup
x,y∈Fθ
|f (x)− f (y)|+ |g (x)− g (y)|
θsa(x,y)
≤ |f + g|∞ + sup
x,y∈Fθ
|f (x)− f (y)|
θsa(x,y)
+ sup
x,y∈Fθ
|g (x)− g (y)|
θsa(x,y)
= ∥f∥θ + ∥g∥θ ,
∥·∥θ is a norm.
From Lemma 6.24 it follows that (Fθ, ∥·∥θ) is complete. We further note that for
all f, g ∈ Fθ
|f · g|θ ≤ |f |∞ · |g|θ + |f |θ · |g|∞
and thus,
∥f · g∥θ ≤ |f |∞ · |g|∞ + |f |∞ · |g|θ + |f |θ · |g|∞ ≤ ∥f∥θ · ∥g∥θ .
Thus, (Fθ, ∥·∥θ) is a Banach algebra, the constant functions are obviously contained,
and |·|∞ ≤ ∥·∥θ obviously follows from the definition of ∥·∥θ. □
Lemma 6.27. Lf is a bounded operator on Fθ with respect to ∥·∥θ and has a spectral
gap.
Proof. We aim to apply Lemma 6.19 with |·|∞ as the semi-norm |·|′, so we show
that |·|∞ fulfils (1) to (4).
ad (1): Obviously, |·|∞ is continuous.
ad (2): Since Lf is normalized, it follows that
|Lfw|∞ = esssupx∈X+
⏐⏐⏐⏐⏐ ∑
σx=y
ef(y)w (y)
⏐⏐⏐⏐⏐
≤ esssupx∈X+
⏐⏐⏐⏐⏐ ∑
σx=y
ef(y)
⏐⏐⏐⏐⏐ · |w|∞
≤ |w|∞ ,
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i.e. Lf is bounded on Fθ with respect to |·|∞ .
ad (3): To prove that the system fulfils the Hennion-Herve´ Inequality (6.28) we
follow the prove of [PP90, Proposition 2.1] and [CS09], where (6.28) is proved for
a system with an infinite alphabet.
For every admissible p = [p0, . . . , pn−1] let d
(
p
)
:= # {0 ≤ i ≤ n− 1: pi = a}. For
every b ∈ A set
Pn (b) :=
{
p = (p0, . . . , pn−1) :
(
p, b
)
is admissible
}
.
Suppose x, y ∈ [b]. Then by the triangle inequality we have that⏐⏐Lnfw (x)− Lnfw (y)⏐⏐
≤
∑
p∈Pn(b)
⏐⏐⏐ef(px)w (px)− ef(py)w (py)⏐⏐⏐
≤
∑
p∈Pn(b)
⏐⏐⏐ef(px) − ef(py)⏐⏐⏐ · ⏐⏐w (px)⏐⏐+ ∑
p∈Pn(b)
⏐⏐⏐ef(py)⏐⏐⏐ · ⏐⏐w (px)− w (py)⏐⏐ .
Further, we have that f ∈ F ′θ implies ef ∈ F ′θ and ef ∈ Fθ since F ′θ ⊂ Fθ. Thus,∑
p∈Pn(b)
⏐⏐⏐ef(px) − ef(py)⏐⏐⏐ · ⏐⏐w (px)⏐⏐ ≤ ef
θ
·
∑
p∈Pn(b)
θd(p)+sa(x,y) · |w|∞
≤ ef
θ
·
∑
p∈Pn(b)
θd(p) · |w|∞ .
Furthermore,∑
p∈Pn(b)
⏐⏐⏐ef(py)⏐⏐⏐ · ⏐⏐w (px)− w (py)⏐⏐ ≤ ∑
p∈Pn(b)
⏐⏐⏐ef(py)⏐⏐⏐ · ∥w∥θ · θd(p)+sa(x,y)
= cb · ∥w∥θ · θsa(x,y),
where cb :=
∑
p∈Pn(b)
⏐⏐⏐ef(py)⏐⏐⏐ · θd(p). If n is sufficiently large, for every b ∈ A
there exists p ∈ Pn (b) such that d (p) > 0. Since A is finite, there is a constant
c := max {cb : b ∈ A} < 1 such that
Lnfwθ = ⏐⏐Lnfw⏐⏐∞ + sup
x,y∈X+
⏐⏐⏐Lnfw (x)− Lnfw (y)⏐⏐⏐
θsa(x,y)
≤ |w|∞ +
ef
θ
·
∑
p∈Pn(b)
θd(p) · |w|∞ + c · ∥w∥θ
=
⎛⎝1 + ef
θ
·
∑
p∈Pn(b)
θd(p)
⎞⎠ · |w|∞ + c · ∥w∥θ . (6.29)
Choosing
R :=
⎛⎝1 + ef
θ
·
∑
p∈Pn(b)
θd(p)
⎞⎠ · |w|∞ and r := c1/n
we obtain the Hennion-Herve´ Inequality (6.28).
ad (4): With inequality (6.29) and the fact that |·|∞ ≤ ∥·∥θ it follows that Lf is
bounded with respect to ∥·∥. Thus, by Lemma 6.24 (Fθ, |·|∞) is precompact.
Having proved (1) to (4) we can apply Lemma 6.19 and obtain that Lf is quasi-
compact. Combining Lemmas 6.2 and 6.20 yields that Lf has a spectral gap. □
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Lemma 6.28. χ as constructed in Example 1.9 fulfils (1.7) and (1.8).
Proof. If χ is such that there exists k ∈ N such that for all ℓ ∈ R>0 the set {χ > ℓ}
consists of cylinder sets where each cylinder consists of at most k entries a, then⏐⏐ℓχ⏐⏐
θ
≤ ℓ · θ−k and |1χ>ℓ|θ ≤ θ−k and (1.7) and (1.8) follow immediately. □
Combining Lemmas 6.25 to 6.28 shows that Example 1.9 fulfils Property D.
Proof of the statement in Example 1.11. First we show that Example 1.11
has the setting of Example 1.9. The only thing to show is that for a given Markov
measure given by P and π there exists a Ho¨lder continuous function g such that
the transferoperator σˆ can be written as
σˆf (x) =
∑
σ(y)=x
eg(y) · f (y) . (6.30)
We have that σˆ can also be written as
σˆ (f) =
dmf ◦ σ−1
dm
with mf (A) =
∫
A
fdm, see for example [Sar12, Proposition 1.1]. For f := 1[x1...xn]
we have that
mf
(
σ−1 (A)
)
=
∫
σ−1(A)
1[x1...xn]dm = m
(
[x1 . . . xn] ∩ σ−1 (A)
)
.
Lebesgue’s density theorem states that for two absolutely continuous finite Borel
measures µ and ν we have that
dµ
dν
(x) = lim
r→0
µ (Br (x))
ν (Br (x))
,
where Br (x) denotes the ball around x with radius r, see for example [Bog07,
Theorem 5.8.8]. Thus,
dmf ◦ σ−1
dm
(y)
= lim
r→0
m
(
[x1 . . . xn] ∩ σ−1 (Br (y))
)
m (Br (y))
=
⎧⎪⎨⎪⎩
πx1 · px1,x2 · . . . · pxn−1,xn
πx2 · px2,x3 · . . . · pxn−1,xn
if x1x2 is admissible and
x2 = y1, . . . , xn = yn−1
0 else
=
∑
ky admissible
πk · pk,y1
πy1
· 1[x1...xn] (ky) .
Hence, the function g from (6.30) does only depend on two letters and is thus Ho¨lder
continuous. Thus, (X+,B, σ, µ, Fθ, ∥·∥θ , χ) fulfils Property D.
Applying Theorem 2.17 yields that
((
χ ◦И n−1) , (1)) has Property K. In the next
steps we aim to construct (tn) and show that (bn) and (tn) are possible choices to
apply Property K. In order to do so, define
l (n) :=
⌈
log (bn − c (bn, n, 1))− log n− logQ
log q
⌉
and
tn := η
l(n).
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By (1.10) it follows that (2.27) is fulfiled. Furthermore, we have that
a+n = n ·Q · ql(n)−1 and a−n = n ·Q · ql(n).
By our choice of l we obtain that (2.19) holds. To prove (2.28) we observe from
(2.37) for l tending to infinity that
tn∫ tn
0
xdF (x)
∼ q · η − 1
Q · (1− q) · η · ql(n) ≤
q · η − 1
(1− q) · η ·
n
bn − c (bn, n, 1) ,
for n sufficiently large. Furthermore, by (1.11) it follows that c (bn, n, 1) = o (bn).
Applying (1.11) again yields that (2.28) is fulfiled for (zn) := (1). Moreover, we
obtain by analogous calculations as in (2.43), (2.44), and (2.45) by setting
(
bn
)
:=
(bn) that (2.21) is fulfiled and thus all requirements of Property K.
In the last steps we estimate (dn). We have from (2.43) that
ql(n) ∼ bn
Q · n · q
rn (6.31)
and
ηl(n) =
(
bn − c (bn, n, 1)
Q · n
)log η/ log q
· ηrn ∼
(
bn
Q · n
)log η/ log q
· ηrn . (6.32)
By (2.36), (6.31), (6.32), and (1.12) it follows that
dn = n ·
∫ tn
0
xdF (x)
∼ n · Q · (1− q) · η
q · η − 1 ·
(
bn
Q · n
)1+ log ηlog q
· (q · η)rn
∼ (1− q) · η
Q
log η
log q · (q · η − 1)
· n− log ηlog q · b1+
log η
log q
n
the stated sequence (dn) and thus, the statement in Example 1.11 holds true. □
6.2.3. Proof that Example 1.14 has Property D. For the proof of this ex-
ample we cite different sources. Those use different definitions for the norm ∥·∥BV ,
namely
∥f∥BV1 := |f |1 + V (f)
∥f∥BV2 := |f |∞ + V (f)
∥f∥BV3 := max {|f |1 ,V (f)} .
Since
max {|f |1 ,V (f)} ≤ |f |1 + V (f) ≤ 2max {|f |1 ,V (f)}
and
|f |1 + V (f) ≤ |f |∞ + V (f) ≤ |f |1 + V (f) + V (f) ,
these norms are equivalent. So we will use ∥·∥BV = ∥·∥BV2 and we will cite the
sources without distinguishing between theses norms.
Proof that Example (1.14) has Property D. Further, we have from [BG97,
Theorem 5.2.1] that if P is a finite partition, any transformation И has И -invariant
measures which is absolutely continuous with respect to the Lebesgue measure and
has a desity which is of bounded variation, i.e. the measure is finite. We choose
for µ one of these measures and normalize it such that it becomes a probability
measure.
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Furthermore, [Bal00, Proposition 3.6] states that g : [0, 1] → R given by g (x) :=
1/ |И ′i (x)| positive for all 1 ≤ i ≤ n and И topologically mixing implies that µ is
mixing if P is finite. Since |И ′| ≥ m > 1, this property is fulfiled.
We have for all f, g ∈ BV that
∥f · g∥BV = |f · g|∞ + V (f · g)
≤ |f |∞ · |g|∞ + |f |∞ · V (g) + |g|∞ · V (f)
≤ ∥f∥BV · ∥g∥BV
and thus, it can be deduced thatBV is a Banach algebra which contains the constant
functions.
[BG97, Proposition 7.2.1] states that Иˆ is quasi-compact with respect to ∥·∥θ.
Combining Lemmas 6.2 and 6.20 yields that Lf fulfils the spectral gap property.
(1.7) follows directly from (1.13) and (1.8) follows from (1.14). □
CHAPTER 7
Proofs of Case M
7.1. Preliminary lemmas and propositions
7.1.1. Preliminary lemmas and definitions.
Definition 7.1. Let (Ω,A,P) be a probability measure space and B, C ⊂ A two
σ-fields, then the following measures of dependence are defined:
α (B, C) := sup
B,C
|P (B ∩ C)− P (B) · P (C)| B ∈ B, C ∈ C,
ϕ (B, C) := sup
B,C
|P (C | B)− P (C)| B ∈ B, C ∈ C,P (B) > 0,
ψ (B, C) := sup
B,C
⏐⏐⏐⏐ P (B ∩ C)P (B) · P (C) − 1
⏐⏐⏐⏐ B ∈ B, C ∈ C,P (B) ,P (C) > 0,
and
β (B, C) := sup 1
2
I∑
i=1
J∑
j=1
|P (Bi ∩ Ci)− P (Bi) · P (Ci)| ,
where in the case of β the supremum is taken over all pairs of finite partitions
{B1, . . . , BI} and {C1, . . . , CJ} of Ω such that Bi ∈ B for each i and Cj ∈ C for
each j.
Furthermore, let (Xn)n∈N be a (not necessarily stationary) sequence of random
variables. For 1 ≤ J ≤ L ≤ ∞ we define a σ-field by
ALJ := σ (Xk, J ≤ k ≤ L, k ∈ N) .
With that the dependence coefficients are defined by
α (n) := sup
k∈N
α
(Ak−∞,A∞k+n) ,
ϕ (n) := sup
k∈N
ϕ
(Ak1 ,A∞k+n) ,
ψ (n) := sup
k∈N
ψ
(Ak−∞,A∞k+n) ,
β (n) := sup
k∈N
ϕ
(Ak1 ,A∞k+n) .
The sequence (Xn) is said to be α-mixing (or ϕ-mixing, ψ-mixing or β-mixing) if
limn→∞ α (n) = 0 (or limn→∞ ϕ (n) = 0, limn→∞ ψ (n) = 0 or limn→∞ β (n) = 0
respectively).
It follows easily that
β (n) ≤ ϕ (n) . (7.1)
For further results about mixing random variables see [Bra05].
For the main theorems in this section, we will need the following lemma which is
an extension of [Dou94, Theorem 4, page 36].
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Lemma 7.2. Let (Yn)n∈N be a sequence of non-negative, β-mixing identically dis-
tributed random variables with limn→∞ β (n) · n = 0 such that |Y1| ≤ M and there
exists σ2 ∈ R>0 such that for all i, j ∈ N it holds that
V
(∑i+j−1
k=i Yk
)
j
≤ σ2.
For any 0 < δ < 1 let θ := δ2/4. Then we have for any 0 ≤ η ≤ n/ (1 + θ) that
P
⎛⎝⏐⏐⏐⏐⏐⏐
k∑
j=1
(Yj − E (Yj))
⏐⏐⏐⏐⏐⏐ ≥ x
⎞⎠
≤ 4 exp
(
− (1− δ) · x
2
2
(
4 · n · σ2 + 13 · η ·M · x
))+ 2 · n · β (⌊η · θ⌋ − 1)
η
(7.2)
and for any 2 ≤ η < n/ (1 + θ) that
P
⎛⎝max
k≤n
⏐⏐⏐⏐⏐⏐
k∑
j=1
(Yj − E (Yj))
⏐⏐⏐⏐⏐⏐ ≥ x+ η · (1 + θ) · E (Y1)
⎞⎠
≤ 4 exp
(
− (1− δ) · x
2
2
(
4 · n · σ2 + 13 · η ·M · x
))+ 2 · n · β (⌊η · θ⌋ − 1)
η
.
Doukhan states only the statement in (7.2).
Proof. The proof of this lemma is based on [Dou94]. Set yt := Y⌊t−1⌋ and
Zt :=
∫ t
0
yudu− t ·E (Y1). For k ∈ N we have that Zk =
∑k
j=1 (Yj − E (Yj)). Define
rn :=
n
η (1 + θ)
,
sn,i := min
{
(i− 1) η (1 + θ) + η, rnη (1 + θ)
}
,
tn,i := η (1 + θ)min {i, rn}
and the random variables
Ui :=
∫ sn,i
(i−1)η(1+θ)
yudu−
(
sn,i − (i− 1) η (1 + θ)
) · E (Y1)
and
Vi :=
∫ tn,i
sn,i
yudu− (tn,i − sn,i) · E (Y1)
for i ∈ N and i ≤ rn. It follows that Zn =
∑⌈rn⌉
i=1 (Ui + Vi) for n ∈ N. For the next
steps we will need the following reconstruction theorem which is [Dou94, Theorem
1, page 7].
Lemma 7.3. Let Ω, Ω′ be two Polish spaces and (C,D) an Ω × Ω′-valued random
variable. Then we can define a random variable C∗ independent of D such that
P (C ̸= C∗) = β (σ (C) , σ (D)), where σ (C) denotes the σ-algebra generated by C.
By the definition of Ui and Vi we have that β (σ (Ui) , σ (Ui+1)) ≤ β (⌊θη⌋) − 1
and β (σ (Vi) , σ (Vi+1)) ≤ β (⌊η⌋) − 1. Defining U∗1 := U1 and applying Lemma
7.3 at each step m to C := (U∗i , Ui)1≤i≤m and D := Um+1 yields that there are
independent sequences of random variables (U∗i )1≤i≤⌈rn⌉ such that P (U
∗
i ̸= Ui) ≤
β (⌊θη⌋ − 1) and U∗i has the same distribution as Ui. With an analogous con-
struction we obtain a sequence of independent random variables (V ∗i )1≤i≤⌈rn⌉ with
P (V ∗i ̸= Vi) ≤ β (⌊η⌋ − 1) such that V ∗i has the same distribution as Vi.
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Applying the generalized version of Bernstein’s inequality (Lemma 5.1) to A∗k :=∑k
i=1 U
∗
i and B∗k :=
∑k
i=1 V
∗
i yields with |Ui| ≤ η ·M and V (Ui) ≤ (η + 1) · σ2 for
η ≥ 2 and ⌈rn⌉ ≥ 2 that
P
(
max
1≤k≤⌈rn⌉
|A∗k| > u
)
≤ 2 exp
(
− u
2
2
(⌈rn⌉ · (η + 1) · σ2 + 13 · η ·M · u)
)
≤ 2 exp
⎛⎝− u2
2
(
4 · n·σ21+θ + 13 · η ·M · u
)
⎞⎠
≤ 2 exp
(
− u
2
2
(
4 · n · σ2 + 13 · η ·M · u
)) .
With
|Vi| ≤
(
i · η · (1 + θ)− ( (i− 1) · η · (1 + θ) + η)) ·M = θ · η ·M
and V (Vi) ≤ (θ · η + 1) · σ2 we obtain
P
(
max
1≤k≤⌈rn⌉
|B∗k | > v
)
≤ 2 exp
(
− v
2
2
(⌈rn⌉ · (θ · η + 1) · σ2 + 13 · η · θ ·M · v)
)
≤ 2 exp
⎛⎝− v2
2
(
4 · n·θ·σ21+θ + 13 · η · θ ·M · v
)
⎞⎠
≤ 2 exp
(
− v
2
2
(
4n · θ · σ2 + 13 · η · θ ·M · v
))
for η ≥ 2 and ⌈rn⌉ ≥ 2. Setting
u =
(
1−
√
θ
)
· x and v =
√
θ · x
yields
P
(
max
1≤k≤⌈rn⌉
|A∗k| > u
)
< 2 exp
⎛⎝−
(
1− 2√θ + θ
)
· x2
2
(
4n · σ2 + 13 · η ·M · x
)
⎞⎠
and
P
(
max
1≤k≤⌈rn⌉
|B∗k | > v
)
< 2 exp
(
− x
2
2
(
4n · σ2 + 13 · η ·M · x
)) .
Thus,
P
(
max
1≤k≤⌈rn⌉
|A∗k +B∗k | ≥ x
)
≤ 4 exp
⎛⎝−
(
1− 2√θ + θ
)
· x2
2
(
4n · σ2 + 13 · η ·M · x
)
⎞⎠ .
Since θ = δ2/4, it follows that 1− 2√θ + θ > 1− δ.
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In the following steps set Γ :=
⋃
1≤i≤⌈rn⌉ {U∗i ̸= Ui} ∪ {V ∗i ̸= Vi}. Then we have
that P (Γ) ≤ 2n/η · β (⌊θη⌋ − 1) and
P
(
max
1≤k≤⌈rn⌉
⏐⏐Zkη(1+θ)⏐⏐ > x)
≤ 4 exp
(
− (1− δ) · x
2
2
(
4n · σ2 + 13 · η ·M · x
))+ 2 · nβ (⌊ηθ⌋ − 1)
η
.
Hence, (7.2) follows.
In order to estimate P (max1≤k≤n |Zn| > x+ η · (1 + θ) · E (Y1)) we assume that⏐⏐Zk·η·(1+θ)⏐⏐ ≤ x, for all 1 ≤ k ≤ ⌈rn⌉. We consider λ fulfiling
k · η · (1 + θ) ≤ λ ≤ (k + 1) · η · (1 + θ)
for some 1 ≤ k ≤ ⌈rn⌉ − 1. The above considerations imply on the one hand that
Z(k+1)η(1+θ) ≤ x and thus,∫ (k+1)·η·(1+θ)
0
yudu− (k + 1) · η · (1 + θ) · E (Y1) < x.
This implies ∫ λ
0
yudu− (k + 1) · η · (1 + θ) · E (Y1) ≤ x
and ∫ λ
0
yudu− λ · E (Y1) ≤ x+ (λ− (k + 1) · η · (1 + θ)) · E (Y1)
≤ x+ η · (1 + θ) · E (Y1) .
On the other hand we get with analogous considerations that −Zk·η·(1+θ) ≤ x
implies
k · η · (1 + θ) · E (Y1)−
∫ k·η·(1+θ)
0
yudu < x.
So we get
k · η · (1 + θ) · E (Y1)−
∫ λ
0
yudu ≤ x
and
λ · E (Y1)−
∫ λ
0
yudu ≤ x+ (λ− k · η · (1 + θ)) · E (Y1)
≤ x+ η · (1 + θ) · E (Y1) .
Combining these considerations proves the statement of the lemma. □
Lemma 7.4. Let (Yn)n∈N be a sequence of ϕ-mixing, identically distributed bounded
random variables such that
γ := 1 + 2
∞∑
n=1
ϕ (n)
1/2
<∞. (7.3)
Then we have for all m,n ∈ N
V
(
n+m−1∑
k=m
Yk
)
≤ γ · n · V (Y1) .
7.1. PRELIMINARY LEMMAS AND PROPOSITIONS 101
Proof. Assume that (Yn) is a sequence of centered random variables, otherwise
consider (Yn − E (Yn)). From [Dou94, Theorem 3, page 9] it follows that
Cov (Yi, Yj) ≤ 2ϕ (|j − i|)1/2 · |Yi|2 · |Yj |2 .
Thus, we have
V
(
n∑
k=1
Yk
)
= n · V (Y1) + 2 ·
∑
1≤i<j≤n
Cov (Yi, Yj)
≤ n · V (Y1) + 2n ·
n∑
k=1
Cov (Y1, Yk)
≤ n · V (Y1) + 2n · |Y1|22 ·
n∑
k=1
ϕ (k)
1/2
≤ n · γ · V (Y1) .
□
Lemma 7.5. Let (Yn)n∈N fulfil Property M such that Y1 ≤ K < ∞ and define
γ := 1 + 2 ·∑∞n=1 ϕ (n)1/2. Let Zn := ∑ni=1 Yi. Then we have for all 0 < κ < 1,
θ := κ2/4, and η := n/ (l · (1 + κ)) with l ∈ N that
P (|Zn − E (Zn)| ≥ κ · E (Zn))
≤ 2 exp
(
−3 (1− κ) · κ
2
24γ + 2κ
· E (Zn)
η ·K
)
+ 2 · nβ (⌊ηθ⌋ − 1)
η
.
Proof. We aim to apply the first statement of Lemma 7.2. Clearly,
max
1≤i≤n
|Yi − E (Yi)| ≤ K =:M.
By Lemma 7.4 we have that for all i, j ∈ N
V
(∑i+j−1
k=i Yk
)
j
≤ γ ·
∫ K
0
x2dF (x)
< γ ·K ·
∫ K
0
xdF (x)
= γ ·K · E (Y1)
=: σ2.
Hence, applying Lemma 7.2 with δ := κ, the fact that ϕ-mixing implies β-mixing,
and η > 1 yield
P (|Zn − E (Zn)| ≥ κ · E (Zn))
≤ 2 exp
(
− (1− κ) · κ
2 · E (Zn)2
8γ ·K · E (Zn) + 23κ · η ·K · E (Zn)
)
+ 2 · nβ (⌊ηθ⌋ − 1)
η
< 2 exp
(
− (1− κ) · κ
2
8γ + 23κ
· E (Zn)
η ·K
)
+ 2 · nβ (⌊ηθ⌋ − 1)
η
= 2 exp
(
−3 (1− κ) · κ
2
24γ + 2κ
· E (Zn)
η ·K
)
+ 2 · nβ (⌊ηθ⌋ − 1)
η
.
□
102 7. PROOFS OF CASE M
7.1.2. Proofs of Properties B, C∗, D, and E. In this section we will first
prove the implication of PropertyM/M∗ to the Properties concerning T tnn , namely
D/D∗, E and B in this order since the proof for Property B needs Property D.
In the last part we will prove the implication to Property C/C∗ concerning the
deviation of the random variables
(
1{Xn>l}
)
n∈N.
Lemma 7.6. Let (Xn)n∈N fulfil Property M. Then for all ψ ∈ Ψ Property D holds
for ((Xn) , (n/ϑn,ψ,ϕ)).
Proof. In the following we assume that (2.11) holds for yn := n/ϑn, for all n ∈ N.
We want to apply Lemma 7.5 to the sum T tnn to obtain
P
(⏐⏐T tnn − E (T tnn )⏐⏐ ≥ ϵ · E (T tnn ))
≤ 2 exp
(
−3 (1− ϵ) · ϵ
2
24γ + 2ϵ
· E (T
tn
n )
η · fn
)
+ 2 ·
nβ
(⌊
η·ϵ2
4
⌋
− 1
)
η
. (7.4)
Assume that (2.12) holds. Then we can choose
(
ϑn
)
such that limn→∞ ϑn/ϑn = 0
but
tn
E
(
Xtn1
) = o( ϑn
logψ (n)
)
(7.5)
still holds. We wish to choose (ηn) such that
4 · n
ϵ2 · ϑn
≤ ηn ≤ 8 · n
ϵ2 · ϑn
, (7.6)
for n sufficiently large. We choose
l :=
ϵ2
8 (1 + ϵ)
· ϑn + dn ∈ N
with 0 ≤ dn < 1. Then
l ≤ ϵ
2
4 (1 + ϵ)
· ϑn
is possible for n sufficiently large, since limn→∞ ϑn = ∞ by the definition of ϑn.
Hence, it is possible to choose ηn as in (7.6) fulfiling the desired properties of Lemma
7.5. We obtain with (7.4) that
P
(⏐⏐T fnn − E (T fnn )⏐⏐ ≥ ϵ · E (T fnn ))
< 2 exp
⎛⎝−3ϵ4 (1− ϵ)
192 + 64ϵ
·
ϑn · E
(
Xfn1
)
fn
⎞⎠+ 16
ϵ2
· ϑn · β
(⌊
n
ϑn
⌋
− 1
)
. (7.7)
Next we observe that (7.5) implies
∞∑
n=1
exp
⎛⎝−3ϵ4 (1− ϵ)
192 + 64ϵ
·
ϑn · E
(
Xfn1
)
fn
⎞⎠ <∞. (7.8)
Furthermore, the definition of (ϑn) and the fact that limn→∞ ϑn/ϑn = 0 imply
∞∑
n=1
16
ϵ2
· ϑn · β
(⌊
n
ϑn
⌋
− 1
)
<∞. (7.9)
Combining (7.8) and (7.9) with (7.7) and applying the Borel-Cantelli Lemma yields
P
(⏐⏐T fnn − E (T fnn )⏐⏐ ≥ ϵE (T fnn ) i.o.) = 0.
Since ϵ > 0 is arbitrary, it follows that
⏐⏐T fnn − E (T fnn )⏐⏐ = o (E (T fnn )) almost surely
and hence the assertion follows. □
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Corollary 7.7. Let (Xn)n∈N fulfil Property M∗. Then for all ψ ∈ Ψ Property D∗
holds for ((Xn) , (n/ϑn,ψ,ϕ)).
Proof. The proof of this corollary follows immediately by using (1.17) and apply-
ing n/ϑn on yn. □
Lemma 7.8. Let (Xn)n∈N fulfil Property M and let ψ ∈ Ψ. Then Property E holds
for ((Xn) , (n/ιn,ψ,ϕ)).
Proof. Fix ϵ > 0 and define τ := 1 + ϵ/3 and Jj :=
[⌈
τ j
⌉
,
⌈
τ j+1
⌉] ∩ N. In the
following we assume that (2.15) holds for (yn) = (n/ιn). We aim to apply Lemma
7.5 on the sum T ℓ⌈τj⌉ with ℓ ∈ R>0 and F (ℓ) > 0 to obtain
P
(⏐⏐⏐T ℓ⌈τj⌉ − E(T ℓ⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ℓ⌈τj⌉))
≤ 2 exp
⎛⎝−3 (1− ϵ˜) ϵ˜2
24γ + 2ϵ˜
·
E
(
T ℓ⌈τj⌉
)
η · ℓ
⎞⎠+ 2 · ⌈τ j⌉ · β
(⌊
η·ϵ˜2
4
⌋
− 1
)
η
(7.10)
with η and γ as in Lemma 7.5 and all ϵ˜ > 0. By Lemma 3.4 there exists ω ∈ Ψ
such that ω (⌊logτ n⌋) ≤ ψ (⌊log n⌋). We define
ι˜n,ω,ϕ := min
{
n,max
{
k ∈ N : ϕ
(n
k
)
· k ≤ 1
ω (⌊logτ n⌋)
}}
.
By the choice of ω it follows that ι˜n,ω,ϕ ≥ ιn,ψ,ϕ. Furthermore, we have that
ι˜⌈τj⌉,ω,ϕ ≤ ι˜m,ω,ϕ ≤ (τ + 1) · ι˜⌈τj⌉,ω,ϕ, for all m ∈ Jj . Let (ιn)n∈N be such that
limn→∞ ιn/ι˜n,ω,ϕ = 0,
fn∫ fn
0
xdF (x)
= o
(
ιn
logψ (⌊log n⌋)
)
,
ιn/n is monotonically decreasing, and
max
m∈Jn
ιm
m
≤ (τ + 1) · min
m∈Jn
ιm
m
.
With the above mentioned properties this choice is possible. Since the definition of
ιn implies
lim
j→∞
⌈
τ j
⌉
ι⌈τj⌉
=∞,
for j sufficiently large, we can choose η := ηj such that
4
ϵ˜2
·
⌈
τ j
⌉
ι⌈τj⌉
≤ ηj ≤ 8
ϵ˜2
·
⌈
τ j
⌉
ι⌈τj⌉
and ηj can be written as ηj = j/ (l · (1 + ϵ˜)) with l ∈ N. Thus, η fulfils the desired
properties of Lemma 7.5.
We obtain by (7.10) that
P
(⏐⏐⏐T ℓ⌈τj⌉ − E(T ℓ⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ℓ⌈τj⌉))
< 2 exp
(
−3ϵ˜
4 (1− ϵ˜)
192 + 64ϵ˜
· ι⌈τj⌉ · E
(
Xℓ1
)
ℓ
)
+
ϵ˜2
2
· ι⌈τj⌉ · β
(⌊⌈
τ j
⌉
ι⌈τj⌉
⌋
− 1
)
≤ 2 exp
⎛⎝−3ϵ˜4 (1− ϵ˜)
192 + 64ϵ˜
· ι⌈τj⌉ · min
n∈Jj
E
(
Xfn1
)
fn
⎞⎠+ ϵ˜2
2
· ι⌈τj⌉ · β
(⌊⌈
τ j
⌉
ι⌈τj⌉
⌋
− 1
)
,
(7.11)
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for all ℓ ∈ Kj := {fn, n ∈ Jj}. Next we aim to apply Lemma 3.5 with γ := τ ,
ζ (j) :=
⌈
τ j
⌉
, un := E
(
Xfn1
)
/fn, δ := 3ϵ˜4 (1− ϵ˜) / (192 + 64ϵ˜), and w (n) := ιn/n.
This is possible since (ιn) is monotonically increasing and thus, (3.10) is immediately
fulfiled. Hence, (2.15) with (yn) := (n/ιn) implies
∞∑
j=1
exp
⎛⎝−3ϵ˜4 (1− ϵ˜)
192 + 64ϵ˜
· ι⌈τj⌉ · min
n∈Jj
E
(
Xfn1
)
fn
⎞⎠ <∞. (7.12)
Furthermore, the definition of (ι˜n,ω,ϕ), the fact that limn→∞ ιn/ι˜n,ω,ϕ = 0, and
(7.1) imply
∞∑
n=1
ϵ˜2
2
· ι⌈τj⌉ · β
(⌊⌈
τ j
⌉
ι⌈τj⌉
⌋
− 1
)
<∞. (7.13)
Moreover, (2.14) implies that
max
j∈N
#
{
n ∈ [τ j , τ j+1 − 1] : fn ̸= fn+1} <∞.
Combining (7.12) and (7.13) with (7.11) yields
∞∑
j=1
∑
ℓ∈Kj
P
(⏐⏐⏐T ℓ⌈τj⌉ − E(T ℓ⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ℓ⌈τj⌉)) <∞.
We define
Γn := {(j, ℓ) ∈ N× R≥0 : j ≥ n, ℓ ∈ Kj}
and by the Borel-Cantelli Lemma we obtain
P
⎛⎝⋂
n∈N
⋃
(j,ℓ)∈Γn
⏐⏐⏐T ℓ⌈τj⌉ − E(T ℓ⌈τj⌉)⏐⏐⏐ ≥ ϵ˜E(T ℓ⌈τj⌉)
⎞⎠ = 0.
Applying Lemma 4.2 and setting ϵ˜ := ϵ/ (2 + ϵ) yields
P
(⏐⏐T fnn − E (T fnn )⏐⏐ ≥ ϵE (T fnn ) i.o.) = 0.
Since ϵ > 0 is arbitrary, it follows that
⏐⏐T fnn − E (T fnn )⏐⏐ = o (E (T fnn )) almost surely
and hence the assertion follows. □
Lemma 7.9. Let (Xn)n∈N fulfil Property M and assume that for F holds that
F (x) = 1− L (x) /xα, where 0 < α < 1 and L is a slowly varying function. Then
Property B also holds for ((Xn) , (n/ιn,ψ,ϕ)), for all ψ ∈ Ψ.
To prove Lemma 7.9 we first need the following lemma.
Lemma 7.10. Let (Xn)n∈N fulfil Property M and let ϑn be defined as in (1.16) and
ιn be defined as in (1.15). Then we have
ϑn,ψ,ϕ ≥
(
n2
ψ (n)
)1/3
(7.14)
and
ιn,ψ,ϕ ≥
(
n2
ψ (⌊log n⌋)
)1/3
. (7.15)
Proof. By Property M there exists ψ˜ ∈ Ψ such that for all n ∈ N and 1 ≤ k ≤ n
it holds that
ϕ
(⌊n
k
⌋)
≤ 1
ψ˜
(⌊
n
k
⌋)2 .
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Since ϕ is monotonically decreasing, we even have
ϕ
(⌊n
k
⌋)
<
1(⌊
n
k
⌋
+ 1
)2 < (kn
)2
,
for n sufficiently large. Hence, if ϑ˜n =
(
n2/ψ (n)
)1/3, then
ϕ
(⌊
n
ϑ˜n
⌋)
· ϑ˜n <
(
ϑ˜n
n
)2
· ϑ˜n = ϑ˜
3
n
n2
=
n2
ψ (n) · n2 =
1
ψ (n)
,
for n sufficiently large. Since this choice of ϑ˜n and Definition (1.16) imply ϑ˜n ≤ ϑn,
we have proved (7.14). Similarly, if ι˜n =
(
n2/ψ (⌊log n⌋))1/3, we have that
ϕ
(⌊
n
ι˜n
⌋)
· ϑn < ι˜
3
n
n2
=
n2
ψ (⌊log n⌋) · n2 =
1
ψ (⌊log n⌋) ,
for n sufficiently large. Definition (1.15) implies that ι˜n ≤ ιn and we have proved
(7.15). □
Proof of Lemma 7.9. We assume that (fn) is such that there exists ψ ∈ Ψ ful-
filing (2.2). We aim to apply Lemma 7.5 on the sum T ρk⌈τj⌉ with κ := ϵ˜ := ϵ/3 and
thus, θ = ϵ2/12 to obtain that
P
(⏐⏐⏐T ρk⌈τj⌉ − E(T ρk⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ρk⌈τj⌉))
≤ 4 exp
⎛⎝−3 (1− ϵ˜) ϵ˜2
24γ + 2ϵ˜
·
E
(
T ρk⌈τj⌉
)
ρk · η
⎞⎠+ 2 · (⌈τ j⌉) · β (⌊ηθ⌋ − 1)
η
. (7.16)
Using (3.1), we get for k tending to infinity that
E
(
T ρk⌈τj⌉
)
∼ ⌈τ j⌉ · 1
1− α · ρ
1−α
k L (ρk) .
Hence, we have for k sufficiently large that
3 (1− ϵ˜) ϵ˜2
24γ + 2ϵ˜
·
E
(
T ρk⌈τj⌉
)
ρk · η > 2 ·
3 (1− ϵ˜) ϵ˜2
24γ + 2ϵ˜
· α
1− α ·
⌈
τ j
⌉ · L (ρk)
ραk · η
.
We define
ϵ1 := 2 · 3 (1− ϵ˜) ϵ˜
2
12γ + ϵ˜
· α
1− α
and obtain from (7.16) that
P
(⏐⏐⏐T ρk⌈τj⌉ − E(T ρk⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ρk⌈τj⌉))
≤ 4 exp
(
−ϵ1 ·
⌈
τ j
⌉ · L (ρk)
ραk · η
)
+ 2 ·
⌈
τ j
⌉ · β (⌊ηθ⌋ − 1)
η
, (7.17)
for k sufficiently large. By Lemma 3.4 there exists ω ∈ Ψ such that ω (⌊logτ n⌋) ≤
ψ (⌊log n⌋). We define
ι˜n := ι˜n,ω,ϕ := min
{
n,max
{
k ∈ N : ϕ
(n
k
)
· k ≤ 1
ω (⌊logτ n⌋)
}}
.
Since ω (⌊logτ n⌋) ≤ ψ (⌊log n⌋), it follows that ι˜n,ω,ϕ ≥ ιn,ψ,ϕ. Furthermore,
ι˜⌊τj⌋,ω,ϕ ≤ ι˜m,ω,ϕ ≤ τ · ι˜⌊τj⌋,ω,ϕ, for all m ∈ Jj .
Let (ιn)n∈N be such that limn→∞ ιn/ι˜n,ω,ϕ = 0,
fαn
L (fn)
= o
(
ιn
logψ (⌊log n⌋)
)
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still holds, ιn/n is monotonically decreasing, and
max
m∈Jn
ιm
m
≤ τ · min
m∈Jn
ιm
m
.
With the above mentioned properties such a choice is possible. We define
l := lj,k :=
⌈
ϵ˜2
12
· ι⌈τj⌉ · (1 + ϵ˜)(k−rj)·α/2−1
⌉
.
Then
l ≤ ϵ˜
2
24
· ι⌈τj⌉ · (1 + ϵ˜)(k−rj)·α/2−1 ,
for j sufficiently large since
lim
j→∞
ι⌈τj⌉ · (1 + ϵ˜)(k−rj)·α/2−1 =∞
by the definition of ιn and rj . We choose η = ηj,k such that
12
ϵ˜2
·
⌈
τ j
⌉
ι⌈τj⌉ · (1 + ϵ˜)(k−rj)·α/2
≤ ηj,k ≤ 24
ϵ˜2
·
⌈
τ j
⌉
ι⌈τj⌉ · (1 + ϵ˜)(k−rj)·α/2
, (7.18)
for j sufficiently large and ηj,k can be written as ηj,k = j/ (l · (1 + ϵ˜)) and fulfils the
desired properties of Lemma 7.5.
We estimate the first summand of (7.17) as
exp
⎛⎝−ϵ1 ·
⌈
τ j
⌉ · L((1 + ϵ˜)k)
(1 + ϵ˜)
α·k · ηj,k
⎞⎠ ≤ exp
⎛⎝−ϵ1 · ϵ˜2
24
·
ι⌈τj⌉ · L
(
(1 + ϵ˜)
k
)
(1 + ϵ˜)
α
2 ·(k+rj)
⎞⎠ .
Since
fαn
L (fn)
= o
(
ιn
logψ (⌊log n⌋)
)
implies
fαn
L (fn)
= o
(
ι˜n
logψ (⌊log n⌋)
)
,
we can apply Lemma 4.3 with p := 1/2 and µn := 24/
(
ϵ1 · ϵ˜2
) · ιn/n. This yields
∞∑
k=1
rj∑
k=qj
exp
⎛⎝−ϵ1 ·
⌈
τ j
⌉ · L((1 + ϵ˜)k)
(1 + ϵ˜)
α·k · ηj,k
⎞⎠ <∞. (7.19)
For the second summand of (7.17) we get by the definition of ηj,k in (7.18) that
2 · τ
jβ (⌊ηj,kθ⌋ − 1)
ηj,k
≤ ϵ˜
6
· (1 + ϵ˜) · β
(⌊ ⌈
τ j
⌉
ι⌈τj⌉ · (1 + ϵ˜)(k−rj)
α/2
⌋
− 1
)
· ι⌈τj⌉ · (1 + ϵ˜)α/2(k−rj) .
Since limn→∞ ιn/ι˜n = 0 and β is monotonically decreasing, it follows that
rj∑
k=qj
2 · τ
jβ (⌊ηj,kθ⌋ − 1)
ηj,k
≤ β
(⌊⌈
τ j
⌉
ι˜⌈τj⌉
⌋)
· ι˜⌈τj⌉ ·
rj∑
k=qj
(1 + ϵ˜)
α/2(k−rj)
≤ 1
1− 1
(1+ϵ˜)α/2
· β
(⌊⌈
τ j
⌉
ι˜⌈τj⌉
⌋)
· ι˜⌈τj⌉,
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for j sufficiently large. By our definition of ι˜j , by
⌊
logτ
(⌈
τ j
⌉)⌋
= j, and by β (n) ≤
ϕ (n) due to (7.1) we get that there exists J ∈ N such that for all j ≥ J it holds
that
rj∑
k=qj
2 · τ
jβ (⌊ηj,kθ⌋ − 1)
ηj,k
<
(1 + ϵ˜)
α/2
(1 + ϵ˜)
α/2 − 1
· 1
ψ (j)
.
Hence,
∞∑
j=1
rj∑
k=qj
2 · τ
jβ (⌊ηj,kθ⌋ − 1)
ηj,k
<
J−1∑
j=1
rj∑
k=qj
2 · τ
jβ (⌊ηj,kθ⌋ − 1)
ηj,k
+
∞∑
j=J
ϵ˜
6
· (1 + ϵ˜)
α/2+1
(1 + ϵ˜)
α/2 − 1
· 1
ψ (j)
<∞.
Combining this with (7.17) and (7.19) yields
∞∑
j=1
rj∑
k=qj
P
(⏐⏐⏐T ρk⌈τj⌉ − E(T ρk⌈τj⌉)⏐⏐⏐ ≥ ϵ˜ · E(T ρk⌈τj⌉)) <∞.
This proves (2.3).
To prove (2.4) we note that (3.1) implies that there exists R ∈ R>0 such that
r
E (Xr1 )
≤ 2 · 1− α
α
· r
α
L (r)
,
for all r ≥ R, and define
D := sup
r∈[infn∈N fn,R]
r∫ r
0
xdF (x)
.
Then we have that
gn
E
(
X
gn
1
) ≤ max{D, 2 · 1− α
α
· g
α
n
L (gn)
}
,
for all n ∈ N. Furthermore, if we choose
wn =
(
n2
ψ (n)
)1/3
and ψ˜ (n) = n2, then Lemma 7.10 implies
gn
E
(
X
gn
1
) = o( ϑn,ψ,ϕ
log ψ˜ (n)
)
.
Finally, from Lemma 7.6 we have that Property D holds. Using the above calcula-
tions we are able to apply Property D and obtain (2.4). □
Lemma 7.11. Let (Xn)n∈N fulfil Property M and let ιn,ψ,ϕ be defined as in (1.15).
Then Property C is fulfiled for ((Xn) , (n/ιn,ψ,ϕ)), for all ψ ∈ Ψ.
Proof. We aim to apply the second statement of Lemma 7.2. We choose 0 < δ < 1.
Since Ckn,l is Bernoulli distributed with E
(
C1n,l
)
= vn,l and
∑∞
n=1 ϕ (n)
1/2
<∞, we
get by Lemma 7.4 and the definition of γ in (7.3) that
V
(
j∑
k=1
Ckn,l − E
(
Ckn,l
)) ≤ γ · j · vn,l · (1− vn,l) ≤ γ · j · vn,l.
Furthermore,
⏐⏐Ckn,l − E (Ckn,l)⏐⏐ ≤ 1, for all k, n, l ∈ N. For the following we assume
that vn,l · 2n ≥ κn/2 and set zn = n/ιn,ψ,ϕ. Further, let (z˜n) be a positive valued
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sequence fulfiling limn→∞ z˜n/zn = ∞ and let ιn be such that limn→∞ ιn/ιn = 0
and limn→∞ n/ (ιn · z˜n) = 0. Let
η := ηn,l := min
{
2n+1
1 + δ
,
2n+1
ι2n+1
·
(
vn,l · 2n
κn
)1/2+ϵ/2}
,
Gn,l := κ
1−ϵ/2
n · (vn,l · 2n)ϵ/2 · ηn,l, and
Hn,l := γ
1/2 · κ1/2−ϵ/2n · (vn,l · 2n)1/2+ϵ/2 .
With these definitions we have for sufficiently large n that
Gn,l ≤ κ1/2−ϵn · (vn,l · 2n)1/2+ϵ ·
2n+1
ι2n+1
≤ 1
2
· κ1/2−ϵn · (vn,l · 2n)1/2+ϵ · max
m∈In
z˜m
and
Hn,l = γ
1/2 · κ1/2−ϵ/2n · (vn,l · 2n)1/2+ϵ/2
≤ 1
2
· κ1/2−ϵn · (vn,l · 2n)1/2+ϵ · max
m∈In
z˜m.
Thus,
Gn,l +Hn,l ≤ c˜ (vn,l · 2n, n, (z˜m)) , (7.20)
for n sufficiently large. Furthermore,
E
(
C1n,l
) · ηn,l = vn,l · ηn,l
≤ v
1−ϵ/2
n,l
κ
1−ϵ/2
n · (2n)ϵ/2
·Gn,l
≤ 1
2
·Gn,l,
for n sufficiently large. With these considerations we can apply the second statement
of Lemma 7.2 to the sequence C1n,l, . . . , C
2n+1
n,l and obtain for n sufficiently large
P
(
max
j∈In
⏐⏐⏐⏐⏐vn,l · j −
j∑
k=1
Ckn,l
⏐⏐⏐⏐⏐ ≥ Gn,l +Hn,l
)
≤ P
(
max
j∈In
⏐⏐⏐⏐⏐vn,l · j −
j∑
k=1
Ckn,l
⏐⏐⏐⏐⏐ ≥ 12 ·Gn,l +Hn,l + E (C1n,l) · ηn,l
)
< 4 exp
(
− (1− δ) ·
(
1
2 ·Gn,l +Hn,l
)2
8 · vn,l · 2n+1 · γ + 23 · ηn,l
(
1
2 ·Gn,l +Hn,l
)) (7.21)
+ 2 · 2
n+1 · β (⌊ηn,lθ⌋ − 1)
ηn,l
. (7.22)
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To estimate the summand in (7.21) we notice that
4 exp
(
− (1− δ) ·
(
1
2 ·Gn,l +Hn,l
)2
8 · vn,l · 2n+1 · γ + 23 · ηn,l
(
1
2 ·Gn,l +Hn,l
))
< 4 exp
⎛⎜⎜⎜⎝− 1− δ8 · vn,l · 2n+1 · γ
H2n,l
+
2
3 · ηn,l
(
1
2 ·Gn,l +Hn,l
)
1
2 ·Gn,l
(
1
2 ·Gn,l +Hn,l
)
⎞⎟⎟⎟⎠
= 4 exp
⎛⎜⎜⎜⎜⎝− 1− δ16
κ1−ϵn · (vn,l · 2n)ϵ
+
4
3
· 1
κ
1−ϵ/2
n · (vn,l · 2n)ϵ/2
⎞⎟⎟⎟⎟⎠
< 4 exp
(
−3 (1− δ)
20
· κ1−ϵ/2n · (vn,l · 2n)ϵ/2
)
.
We obtain from Lemma 3.7 that
∞∑
n=1
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
4 exp
(
− (1− δ) ·
(
1
2 ·Gn,l +Hn,l
)2
8 · vn,l · 2n+1 · γ + 23 · ηn,l
(
1
2 ·Gn,l +Hn,l
)) <∞. (7.23)
For the summand in (7.22) we first assume that
2n+1
1 + δ
≥ 2
n+1
ι2n+1
·
(
vn,l · 2n
κn
)1/2+ϵ/2
.
This yields
2 · 2
n+1 · β (⌊ηn,lθ⌋ − 1)
ηn,l
=
2n+2 · β
⎛⎝⎢⎢⎢⎣ 2n+1
ι2n+1
·
(
vn,l · 2n
κn
)1/2+ϵ/2
· θ
⎥⎥⎥⎦− 1
⎞⎠
2n+1
ι2n+1
·
(
vn,l · 2n
κn
)1/2+ϵ/2
≤
2n+2 · β
⎛⎝ 2n+1
ι2n+1
·
(
vn,l · 2n
κn
)1/2+ϵ/2⎞⎠
2n+1
ι2n+1
·
(
vn,l · 2n
κn
)1/2+ϵ/2
= 2 · ι2n+1 ·
(
κn
vn,l · 2n
)1/2+ϵ/2
· β
(
2n+1
ι2n+1
·
(
vn,l · 2n
κn
)1/2+ϵ/2)
,
for n sufficiently large. We have that
ι2n+1 · β
(
2n+1
ι2n+1
·
(
vn,l · 2n
κn
)1/2+ϵ/2)
≤ ι2n+1 · β
(
2n+1
ι2n+1
)
≤ 1
ψ (⌊(n+ 1) log 2⌋) .
(7.24)
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Furthermore, it follows by the definition of vn,l that
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
(
κn
vn,l · 2n
)1/2+ϵ/2
≤
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
(
2κn
l2
)1/2+ϵ/2
≤
∞∑
l=0
(
2
l2
)1/2+ϵ/2
=: λ
(7.25)
with λ <∞ only depending on ϵ. In the next steps we assume that
2n+1
1 + δ
<
2n+1
ι2n+1
·
(
vn,l · 2n
κn
)1/2+ϵ/2
and obtain
2 · 2
n+1 · β (⌊ηn,lθ⌋ − 1)
ηn,l
=
2n+2 · β
(⌊
2n+1 · θ1+δ
⌋
− 1
)
2n+1
1+δ
= 2 · (1 + δ) · β
(⌊
2n+1 · θ
1 + δ
⌋
− 1
)
.
By (7.1) and limn→∞ ϕ (n) · n = 0 it follows that
2 · 2
n+1 · β (⌊ηn,lθ⌋ − 1)
ηn,l
<
1
2n
,
for n sufficiently large. This, combined with (7.24) and (7.25), yields for general
ηn,l that
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
2n+1 · β (⌊ηn,lθ⌋ − 1)
ηn,l
≤ 2λ
ψ (⌊(n+ 1) log 2⌋) +
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
1
2n
≤ 2λ
ψ (⌊(n+ 1) log 2⌋) +
1
2n/2
,
for n ∈ N sufficiently large. It follows that
∞∑
n=1
⌊2(n+1)/2⌋∑
l=⌈√κn⌉
2n+1 · β (⌊ηn,lθ⌋ − 1)
ηn,l
<∞ (7.26)
since ψ ∈ Ψ implies that ψ˜ := N→ R>0 where ψ˜ (n) := ψ (⌊C · n⌋) for some C > 0.
Combining (7.23) and (7.26) with (7.21) and (7.22) and applying (7.20) yield (2.7).
With similar calculations (2.8) follows.
To show (2.9) we aim to apply again Lemma 7.2 with
η := ηn :=
2n+1
ι2n+1
.
For n sufficiently large it follows that ηn ≤ 2n+1/ (1 + δ). We notice that vn·2n ≤ κn
and thus,
c˜ (vn · 2n, n, (z˜m)) = κn · max
m∈In
z˜m
and
ηn · E
(
C
1
n
)
=
2n+1
ι2n+1
· vn = o (c˜ (vn · 2n, n, (z˜m))) .
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With this we obtain applying the second statement of Lemma 7.2
P
(
max
j∈In
⏐⏐⏐⏐⏐vn · j −
j∑
k=1
C
k
n
⏐⏐⏐⏐⏐ ≥ c˜ (vn · 2n, n, (z˜m))
)
≤ P
(
max
j∈In
⏐⏐⏐⏐⏐vn · j −
j∑
k=1
C
k
n
⏐⏐⏐⏐⏐ ≥ κn · maxm∈In z˜m − E (C1n) · ηn
)
< 4 exp
(
− (1− δ) · κ
2
n ·maxm∈In z˜2m
8 (vn · 2n) · γ + 23 · κn ·maxm∈In z˜m · ηn
)
(7.27)
+ 2 · 2
n+1 · β (⌊ηnθ⌋ − 1)
ηn
, (7.28)
for n sufficiently large. For (7.27) we have that
exp
(
− (1− δ) · κ
2
n ·maxm∈In z˜2m
8 (vn · 2n) · γ + 23 · κn ·maxm∈In z˜m · ηn
)
≤ exp
(
− (1− δ) · κn ·maxm∈In z˜m
8γ + 23 · ηn
)
,
for n sufficiently large. Since limn→∞maxm∈In z˜m/ηn =∞, it follows that
∞∑
n=1
exp
(
− (1− δ) · κ
2
n ·maxm∈In z˜2m
8 (vn · 2n) · γ + 23 · κn ·maxm∈In z˜m · ηn
)
≤
∞∑
n=1
exp (−κn) <∞.
(7.29)
We have that
2n+1 · β (⌊ηn · θ⌋ − 1)
ηn
=
2n+1 · β
(⌊
2n+1
ι2n+1
· θ
⌋
− 1
)
2n+1
ι2n+1
= β
(⌊
2n+1
ι2n+1
· θ
⌋
− 1
)
· ι2n+1
≤ β
(
2n+1
ι2n+1
)
· ι2n+1
≤ 1
ψ (⌊(n+ 1) log 2⌋) ,
for n sufficiently large. Since ψ ∈ Ψ implies that ψ˜ ∈ Ψ if ψ˜ (n) = ψ (⌊C · n⌋) for
some C > 0, it follows for (7.28) that
∞∑
n=1
2n+1 · β (⌊ηnθ⌋ − 1)
ηn
<∞.
This combined with (7.27), (7.28), and (7.29) yield (2.9). □
Corollary 7.12. Let (Xn)n∈N fulfil Property M∗ and let ιn,ψ,ϕ be defined as in
(1.15). Then Property C∗ is fulfiled for ((Xn) , (n/ιn,ψ,ϕ)), for all ψ ∈ Ψ.
Proof. The proof of (2.10) follows immediately using (1.18) for (zn) := (n/ιn). □
7.2. Proofs of main results
Proof of Theorem 1.17. The statement of Theorem 1.17 is equivalent to the
statement that PropertyM holds for ((Xn) , (ιn/n)). This statement is one part of
Theorem 2.17. □
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Proof of Corollary 1.18. We have that ϕ (n) ≤ exp (−K · n) for some K > 0
and n sufficiently large. Then we have for all ψ ∈ Ψ that
ιn,ψ,ϕ ≥ min
{
n,max
{
k ∈ N : exp
(
−K · n
k
)
· k ≤ 1
ψ (⌊log n⌋)
}}
.
If we set ψ˜ : N→ R>0 as ψ˜ (n) := exp
(
nK/L
) · n, then ψ˜ ∈ Ψ and
exp
(
−K · n
L · nlogn
)
· L · n
log n
=
n1−K/L
log n
· L < 1
ψ˜ (⌊log n⌋)
if K > L. Hence, ιn,ψ˜,ϕ ≥ L · n/ log n and with this consideration condition (1.19)
can be replaced by condition (1.21). □
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Glossary
|·| |w| modulus of w if w ∈ C and |I| the length of the interval I
⌊·⌋ ⌊x⌋ := max {k ∈ Z : k ≤ x}
⌈·⌉ ⌈x⌉ := min {k ∈ Z : k ≥ x}
⟨·⟩ ⟨x⟩ := ⌈x⌉ − x
∥·∥BV ∥w∥BV := V (w) + |w|∞ 8
|·|θ 6
∥·∥θ ∥w∥θ := |w|θ + |w|∞ 7
|·|∞ |w|∞ := esssupx∈X |w (x)| with X the domain of w
u← 11
u→ 11
an ∼ bn limn→∞ an/bn = 1
a.e. almost everywhere
a.s. almost surely
β β-mixing coefficient 97
ℓχ χ trimmed by ℓ 5
C1 space of continuous differentiable functions
C space of continuous functions
c 11
ϕ ϕ-mixing coefficient 97
F the distibution function of some identically distributed sequence of
random variables (Xn)n∈N
Fˇ Fˇ (a) = limx↗a F (x) 11
Fθ 7
F ′θ space of Lipschitz functions 90
i.i.d. independent, identically, distributed
i.o. infinitely often
id identity function
Im image
L# de Bruijn conjugate of a function L 11
Lf normalized Perron-Frobenius operator 7
L1 space of integrable functions
o an = o (bn) if limn→∞ an/bn = 0
O an = O (bn) if there exists K ∈ R>0 with lim supn→∞ an/bn ≤ K
Ψ 4
115
116 Glossary
Sbnn 1
Sn 81
Skn 6
Sn permutation group with n elements
T tnn 4
Tℓn 83
V variation of functions from [0, 1] to R 8
X+ one-sided shift space 6
Y ℓ 4
Index
α-mixing, 97
analyticity
strong, 77
weak, 77
aperiodic, 90
β-mixing, 97
Bernstein’s inequality, 53
mixing random variables, 98
de Bruijn conjugate, 11
distance measure, 78
Doob’s inequality, 84
ϕ-mixing, 97
generalizes inverse function, 11
graph norm, 78
Hennion and Herve´ inequality, 89
infinitesimal, 55
irreducible, 90
Lipschitz function, 90
Markov measure, 90
operator norm, 75
orthogonal, 75
ψ-mixing, 97
period, 90
piecewise expanding interval maps, 8
projection, 75
Property A, 12
Property B, 12
Property C, 12
Property C∗, 12
Property D, 13
Property D∗, 13
Property E, 14
Property F, 14
Property G, 14
Property H, 15
Property I, 15
Property J, 15
Property K, 16
Property L, 16
Property M, 16
Property D, 5
Property I, 4
Property M, 8
quasi-compact, 89
reconstruction theorem, 98
relatively stable, 55
spectral gap, 75
spectral radius, 75
strong law
intermediate trimmed, 2
ligthly trimmed, 1
subshift of finite type, 7
transfer operator, 5
trimming
intermediate, 2
ligthly, 1
variation
bounded, 8
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