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NHL Hockey Players Point Outcome Predictions







This study is done to create a regression prediction 
model that regresses several variables of data 
involved with NHL players from the 2018 season in 
order to predict the players’ point outcomes.  By use 
of regression statistics, variables not meeting the 
criteria are filtered out of the model.  The variables 
used in the model are those that are highly 
correlated with the outcome variable and meet the 





Linear Regression -- a linear model that models the relationship between 
a dependent and independent variable for purpose of prediction of the 
dependent variable
Multiple Linear Regression -- a linear model with multiple independent 
variables that are correlated with the dependent variable are modeled to 
predict the dependent variable
Correlation -- strength of the linear relationship between the independent 
and dependent variable(s)
Multicollinearity -- linear correlation between two independent variables 
in a multiple linear regression model. Does not affect the prediction ability 
of the model only the actual values of the independent variable 
coefficients.
Coefficient of Determination -- % variation in the dependent variable, Y, 
that is explained by the independent variable(s). Basically how well the X 
variables (independent variables) are doing to predict Y (dependent 
variable).
Performance of NHL players can be predicted by historical 
game statistics.
The findings indicate that certain data variables correlate to 
individual point results.  There is a significant linear relationship 
between the explanatory variables and the outcome variable; thus, 
creating a trusted and reliable prediction of point outcomes for NHL 
players.
• Essential Statistics by 







This study is done in three parts and conducted 
with an observation size of 639 players.
Part I:  Collecting the data
The data used for this study was collected from 
a reputable online source that provides 
advanced NHL statistics.  Historical point data 
was calculated by the author using the data 
acquired from the previously mentioned source.  
The collected data was analyzed using the Excel 
add-on data pack.  
Part II:  Establishing Correlation
The second part of the study tested the 
correlation of potential explanatory variable 
individually with the outcome variable to ensure 
significant correlation existed.  Only the 
variables with significant correlation with the 
outcome variable continued to be potential 
explanatory variables.  
Part III:  Explanatory Variable Selection
The third part of this study regressed each 
potential explanatory variable individually with 
the outcome variable.  The p-value statistic was 
used to determine placement of explanatory 
variables into the regression model.   The 
coefficient of determination, R2, is also noted for 
each explanatory variable.
All explanatory variables meeting the statistical requirements for model inclusion 
are regressed against the outcome variable using a multiple linear regression 
analysis tool.  The coefficient of variation, R2, is 95.4%.  This is interpreted as the 
percent of variability in Y explained by these explanatory variables.
Yhat = 307.49 - 11.96(CF%) + 5.19(CF%rel) + .16(FF) + 2.43(TK) + .81(GV) + 
3.59(E+/-) + 1.83(SAtt.) + 4.55(Thru%)



















Correlation of SAtt to Total Points
