Abstract. We consider the problem of stabilizing a matrix by a correction of minimal norm: Given a square matrix that has some eigenvalues with positive real part, find the nearest matrix having no eigenvalue with positive real part. It can be further required that the correction has a prescribed structure, e.g., to be real, to have a prescribed sparsity pattern, or to have a given maximal rank. We propose and study a novel approach to this non-convex and non-smooth optimization problem, based on the solution of low-rank matrix differential equations. This enables us to compute locally optimal solutions in a fast way, also for higher-dimensional problems. Illustrative numerical experiments provide evidence of the efficiency of the method. It is further shown that the approach applies equally to the related problems of closed-loop stabilization of control systems and to the stabilization of gyroscopic systems.
1. Introduction. In this paper we propose and study a novel numerical approach to the problem of stabilizing an unstable linear dynamical system:
Given a square matrix A that has some eigenvalues with positive real part, find a perturbation ∆ of minimal Frobenius norm such that A + ∆ has no eigenvalue with positive real part.
We will further consider structured variants of this problem, such as that of allowing only real perturbations or perturbations of a given maximal rank or of a given sparsity pattern.
A closely related problem, to which our approach equally applies, is that of closedloop stabilization of a control system, where for a given square matrix A and given rectangular matrices B and C the objective is to find a matrix ∆ of minimal norm such that A + B∆C has no eigenvalues with positive real part. Related problems in mechanical engineering are those of stabilizing a gyroscopic system and of optimal damping.
The matrix stabilization problem is a nonsmooth, nonconvex minimization problem for which numerical algorithms have previously been proposed by Burke, Lewis & Overton [BLO04] by Orbandexivry, Nesterov & Vandooren [ONV13] and recently by Gillis and Sharma [GS16] . Here we take a different approach that is related to the treatment of matrix nearness problems in [GKL15, GL13, GO11], using a two-level procedure that solves low-rank matrix differential equations on the inner level and does a fast one-dimensional optimization on the outer level. As with the previously proposed algorithms, our stabilization method is not guaranteed to yield the perturbation of globally minimal norm for this optimization problem that may have many local minima.
In our many numerical experiments we found, however, that the approach presented here yields stabilizing perturbations that have a norm comparable to or smaller than those given by the algorithm of [ONV13] and [BLO04] , at competitive computational cost especially for higher-dimensional matrices. In several examples of small dimension, however, the algorithm of Gillis and Sharma [GS16] provides the best results.
For large sparse matrices A the numerical linear algebra used in our algorithm scales linearly with the dimension (for a fixed number of considered eigenvalues with positive real part or near the imaginary axis). A further characteristic property of our approach is that it extends easily to structured problems such as those mentioned above.
Our approach can be sketched as follows: Let m + denote the number of eigenvalues with positive real part of the given matrix A. We choose an integer m (usually m ≥ m + and not much larger than m + ) and consider the m eigenvalues with largest real part of perturbed matrices A+ ∆, denoted by λ i (A+ ∆) for i = 1, . . . , m. We aim to find a perturbation ∆ such that these m eigenvalues are aligned on the imaginary axis, or on a parallel vertical line with given abscissa −δ in order to obtain strict stability. We write the perturbation as ∆ = εE with E of unit Frobenius norm and with the perturbation size ε > 0.
For a fixed perturbation size ε > 0, we minimize the function
m . We will show that the optimal perturbation matrix E ε ⋆ m has rank at most m (and generically equal to m). This motivates to formulate an algorithm that considers only rank-m perturbations. This is of interest in particular when the dimension of the problem is much larger than m.
For m > m + , it may appear counterintuitive at first sight to try to align more eigenvalues on the imaginary axis than the original number m + of unstable eigenvalues. This strategy was first motivated by numerical results that we obtained with the algorithm of [ONV13] , where we observed in most of many numerical experiments that such an alignment takes place in the stabilized matrix obtained by their algorithm. On a more theoretical side, the strategy is motivated by a comparison of the optimality criteria in Theorems 2.1 and 2.3; see also Remarks 2.2 and 2.3.
The paper is organized as follows.
In Section 2 we give a characterization of local extremizers. The first result allows us to decide a posteriori if a computed perturbation ∆ is locally of minimal norm, and the second result gives a similar characterization of the extremizers of (1.1). In both cases, the extremal perturbations are of rank at most m.
In Sections 3 and 4 we discuss the two-level method that we propose in this paper, solving a gradient flow for a fixed perturbation size ε on the inner level and optimizing ε on the outer level. While we consider the full gradient flow in Section 3, we show how to deal with its restriction to rank-m matrices in Section 4. This low-rank version of the algorithm is particularly favorable for higher-dimensional problems with a few unstable eigenvalues.
In Section 5 we describe extensions of the basic approach to structured problems, to feedback stabilization of control systems, and to stabilization of gyroscopic systems.
In Section 6 we illustrate the behavior of the proposed method on some challenging examples.
We will often use the following standard perturbation result for eigenvalues; see, e.g., [Kat95, Section II.1.1]. Here and in the following, we denote˙= d/dt. Lemma 1.1. Consider the differentiable n × n matrix valued function C(t) for t in a neighborhood of 0. Let λ(t) be an eigenvalue of C(t) converging to a simple eigenvalue λ 0 of C 0 = C(0) as t → 0. Let x 0 and y 0 be left and right eigenvectors, respectively, of C 0 corresponding to λ 0 , that is, (C 0 −λ 0 I)y = 0 and x * (C 0 −λ 0 I) = 0. Then, x * 0 y 0 = 0 and λ(t) is differentiable near t = 0 witḣ
We denote by · F the Frobenius norm on C n,n and by X, Y = trace(X * Y ) = n i,j=1x ij y ij the corresponding inner product. 2. Characterization of extremizers. We are interested in finding perturbation matrices E of unit Frobenius norm with the following extremal property: for a fixed ε > 0, it is not possible to move m eigenvalues of A + εE further to the left by smoothly modifying the perturbation E while preserving the unit norm. Such extremal perturbation matrices are characterized as follows.
Theorem 2.1. Let A ∈ C n,n , let E ⋆ ∈ C n,n be of unit Frobenius norm and ε > 0. Let λ 1 , . . . , λ m be m distinct simple eigenvalues of A + εE ⋆ with left and right eigenvectors x j and y j , respectively, normalized such that x * j y j > 0. Then, for each i ∈ {1, . . . , m} the following two properties of E ⋆ are equivalent:
1. Every differentiable path E(t) (for small t ≥ 0) with E(t) F ≤ 1 and E(0) = E ⋆ and corresponding eigenvalues λ j (t) of A + εE(t) is such that if Reλ j (0) ≤ 0 for j = i (j = 1, . . . , m), then Reλ i (0) ≥ 0. 2. E ⋆ is a linear combination of x j y * j (j = 1, . . . , m) with non-positive real coefficients, and with a strictly negative coefficient of x i y * i . In particular, E ⋆ then has rank at most m. The rank is m if and only if 1. holds for all i = 1, . . . , m.
The proof uses the following lemma. Lemma 2.2. Let a 1 , . . . , a m ∈ R d be linearly independent vectors. Then, the following two properties of e ∈ R d are equivalent:
e is in the span of a 1 , . . . , a m , and the coefficients in the linear combination satisfy α j ≤ 0 for j ≤ m − 1 and α m > 0. Proof. (of Lemma 2.2) 1. implies 2. The property also holds with ≥ replaced by ≤ and hence, whenever v ∈ R d is such that v T e = 0 and v T a j = 0 for j = 1, . . . , m−1, then also v T a m = 0. This implies that a m is orthogonal to the orthogonal complement of the span of e, a 1 , . . . , a m−1 , that is, a m is in the span of e, a 1 , . . . , a m−1 :
Since a 1 , . . . , a m are linearly independent, we must have γ 0 = 0 and e is not in the span of a 0 , . . . , a m−1 . We now choose v in the orthogonal complement of the span of a 0 , . . . , a m−1 and conclude from 1. that γ m > 0. Similarly we obtain that γ j ≥ 0 for i = 1, . . . , m − 1. By the linear independence of the a j this yields the result, with α j = −γ j /γ m for j = 1, . . . , m and α m = 1/γ m . The other implication 2. implies 1. is straightforward.
Proof. (of Theorem 2.1) For every path λ j (t) as considered in the statement of the theorem, we have by Lemma 1.1
2 , the result now follows from Lemma 2.2 with the vectorizations of −E ⋆ and −x j y * j (j = i) in the roles of e and a 1 , . . . , a m−1 , that of x i y * i in the role of a m and that ofĖ(0) in the role of v. Remark 2.1. In the situation of Theorem 2.1, let ρ i = Re λ i be fixed and, for ∆ sufficiently close to ∆ ⋆ = εE ⋆ , let λ i (A + ∆) be the simple eigenvalue of A + ∆ that corresponds to the eigenvalue λ i of A + ∆ ⋆ . Then the condition of Theorem 2.1, that ∆ ⋆ is a linear combination of x j y * j (j = 1, . . . , m) with non-positive real coefficients, is precisely the Karush-Kuhn-Tucker local optimality condition for the inequality-constrained minimization problem
When the m eigenvalues are on the imaginary axis (or have the desired real part ρ i = −δ), the condition 2. of Theorem 2.1 thus provides a simple local optimality check for a perturbation ∆ = εE of norm ε.
We next characterize those perturbation matrices E of unit Frobenius norm for which the sum of the squared real parts of m eigenvalues of A+εE becomes stationary.
Theorem 2.3. Let A ∈ C n,n , let E ⋆ ∈ C n,n be of unit Frobenius norm and ε > 0 and δ ∈ R. Let λ 1 , . . . , λ m be m distinct simple eigenvalues of A + εE ⋆ with left and right eigenvectors x i and y i , respectively, normalized such that x * i y i > 0. Then, the following two properties of E ⋆ are equivalent:
1. Every differentiable path E(t) (for small t ≥ 0) with E(t) F ≤ 1 and E(0) = E ⋆ and corresponding eigenvalues λ i (t) of A + εE(t) is such that
Re λ i (t) + δ 2 ≥ 0.
2. There exists α > 0 such that
In particular, E ⋆ then has rank at most m. The rank is m if and only if Re λ i = −δ for i = 1, . . . , m. Proof. By Lemma 1.1 we have that
where for two matrices X and Y of the same dimension we write X, Y = trace (X * Y ) for the inner product that corresponds to the Frobenius norm.
On the other hand, the norm constraint E(t)
Since this is the only condition thatĖ(0) is required to satisfy, the above two formulas yield that 1. can hold if and only if 2. is satisfied. Remark 2.2. It is instructive to compare the optimality conditions in Theorems 2.1 and 2.3. In particular, the theorems show that in a local minimum E ⋆ (of unit Frobenius norm) of the functional F ε of (1.1) with Re λ i (A + εE ⋆ ) + δ > 0 for i = 1, . . . , m, it is not possible (locally) to further decrease the real parts of the leading m eigenvalues with a perturbation to A of Frobenius norm at most ε. By Remark 2.1, the perturbation ∆ ⋆ = εE ⋆ is then locally of minimum norm such that the real part of none of the leading m eigenvalues is increased. These observations serve as a motivation to base our algorithm on the minimization of F ε for different values of ε.
Remark 2.3. Instead of the functional F ε , one could choose a different functional
with nonnegative weights ω i , which may depend on E. It appears as a natural choice to choose ω i proportional to Re λ i (A + εE) for those i where the real part is larger than −δ. So one might choose
For the functional with this choice of weights the optimality condition in 2. of Theorem 2.3 is modified to the following condition: There exists α > 0 such that
Note that in this case the optimality condition of Theorem 2.1 is always satisfied. For the following we have chosen to work with the smooth functional F ε , but we note that the whole program could be carried out also for Φ ε with minor modifications.
3. Two-level method: differential equation for E and iteration for ε. In this section we discuss the basic numerical approach adopted in this article.
3.1. Formulation of the two-level approach. We consider a two-level approach consisting of an inner and an outer iteration. The inner iteration aims to approximate numerically, by the integration of a suitable matrix differential equation, the following minimization problem:
with
Re
where λ i (A + εE) for i = 1, . . . , m are the m eigenvalues of A + εE with largest real part. We choose m ≥ m + , where m + is the number of eigenvalues of A with positive real part. We denote by E(ε) the minimizer (or at least a local minimizer) for (3.1) and finally set f (ε) = F ε (E(ε)). The outer iteration aims to solve iteratively, by a Newton-like technique, the problem 3.2. Minimizing F ε (E). Here we let ε > 0 be fixed. Suppose that E(t) is some smooth matrix-valued function of t such that the m eigenvalues of A + εE(t) with largest real part, denoted by λ i (t) for i = 1, . . . , m, are simple eigenvalues with corresponding left and right eigenvectors x i and y i , respectively. Then, applying Lemma 1.1 we obtain, again with˙= d/dt,
In the following we will always impose the following scaling to the left and right eigenvectors x i and y i ,
which makes the denominator of (3.3) real and positive. Then we obtain
we can write (3.5) as
(3.6) In order to determine the steepest descent directionĖ for the functional F ε (E) at E = E(t), we have to include the quadratic constraint E(t), E(t) = 1. Differentiating this constraint gives Re E(t),Ė(t) = 0, a linear constraint inĖ. A simple argument provides the steepest descent directionĖ(t) for F ε (E(t)) with the constraint E(t) F = 1 as the orthogonal projection onto the real linear space {Z ∈ C n,n : Re Z, E = 0} of the free gradient
We thus obtain (omitting the omnipresent argument t and dropping the irrelevant factor ε, which amounts to a rescaling of time)
This yields a differential equation for E which is solved numerically. By construction, the unit Frobenius norm of E(t) is preserved and the function F ε (E(t)) decays along solutions of (3.8):
Remark 3.1. The simplicity of the eigenvalues is assumed because our approach is based on the eigenvalue perturbation formula of Lemma 1.1. On the other hand, in an unstructured problem the simplicity of the eigenvalues is generic, and our derivation of a steepest descent direction does not suffer if some eigenvalues are very close. Even if some continuous trajectory runs into a point with multiple eigenvalues, this is highly unlikely to happen after discretization of the differential equation. Moreover, no problem arises if the optimally perturbed matrix has multiple eigenvalues (as would be the case for a hermitian matrix A, where the nearest stabilized matrix has a multiple eigenvalue at −δ), but the path leading to it is along simple eigenvalues. From our experience, the assumption of simple eigenvalues is helpful for the theory, but is not restrictive for the practical performance of the algorithm.
The stationary points of (3.8) are characterized as follows. Theorem 3.1. The following statements are equivalent along solutions of (3.8), provided that the m eigenvalues λ i of A + εE with largest real part are simple and that there is an i ≤ m such that Re λ i = −δ.
1.
Since µ = Re G, E and E F = 1, 3. implies 2., and clearly 2. implies 1. So it remains to show that 1. implies 3. We note that (omitting the argument t where no confusion can arise)
The last inequality holds by the Cauchy-Schwarz inequality and E F = 1. This inequality is strict unless G is a real multiple of E. Finally, G is nonzero by assumption. Hence, 1. implies 3.
3.3. Iteration for ε. We let E(ε) of unit Frobenius norm be a local minimizer of the optimization problem (3.1) and we denote by λ i (ε), x i (ε) and y i (ε) for i = 1, . . . , m the corresponding rightmost eigenvalues and left and right eigenvectors of A + εE(ε), normalized according to (3.4). We denote by ε ⋆ m the smallest value of ε such that F ε (E(ε)) = 0. (From the Schur normal form, if m ≥ m + , it is trivial to construct a diagonal perturbation of the upper triangular Schur factor of A that shifts the leading m eigenvalues to the vertical line with abscissa −δ. Hence, it follows that ε
2 1/2 exists. If instead if m < m + it might happen that F ε (E(ε)) > 0 for all ε, a situation that, when detected by the algorithm, should lead to increase m.)
To determine ε ⋆ m , we are thus left with a one-dimensional root-finding problem, for which a variety of standard methods, such as bisection and the like, could be employed. In the following we derive a Newton-like algorithm, for which we need to impose an extra assumption.
Assumption 3.1. For ε close to ε ⋆ m and ε < ε ⋆ m , we assume that the m eigenvalues of A + εE(ε) with maximal real part are simple eigenvalues. Moreover, E(ε) and these eigenvalues are assumed to be smooth functions of ε.
Remark 3.2. This assumption is important because if this is not satisfied the standard derivative formula for simple eigenvalues, which we use, would not hold true. In principle this assumption limits the set of matrices the algorithm is able to stabilize, since there will be cases when the closest stabilizing correction has multiple eigenvalues. However this appears to be a non generic situation and we expect that the algorithm gets close to the (locally) optimal value. Constructing an example of this kind (to check the behavior) of the algorithm seems difficult because it would be necessary to know the stabilizer matrix a priori. To conclude we believe that the assumption is not restrictive in practice.
If the input matrix has very close eigenvalues the algorithm is not very sensitive (as we have also observed in our experiments). If instead the final stabilized matrix has close eigenvalues then the computation of the eigenvalues/eigenvectors -on which is repeatedly based the inner step of our method -might be less reliable and one should pay special care in such computation, for example augmenting the precision.
Under Assumption 3.1, also the associated eigenvectors x i (ε), y i (ε) are smooth functions of ε.
The following result provides an inexpensive formula for the computation of the derivative of f (ε) = F ε (E(ε)), which will be a basic brick in the construction of the outer iteration of the method. This is expressed in terms of the free gradient of F ε at E(ε) as given by (3.7):
Lemma 3.2. Under Assumption 3.1, the function f (ε) = F ε (E(ε)) is differentiable and its derivative equals (with
Proof. Differentiating f (ε) = F ε E(ε) with respect to ε we obtain
Now we use the property of minimizers as stated by Theorem 3.1,
The norm conservation E(ε) F = 1 for all ε then further implies
Hence only the first term in the right-hand side of (3.10) is different from zero. From (3.11) we obtain
2 F = ± G(ε) F , and since f ′ (ε) ≤ 0, this concludes the proof.
⋆ m . However we know that the modified Newton's method gives an approximation ε q k which is more accurate than ε k although choosing such sequence would not guarantee convergence from the left and would force the algorithm to bisection steps (as we also observe by numerical experiments). Nevertheless, at the last iteration k, we opt for ε q k instead of ε k because this reduces the previous error quadratically.
An illustrative example. Consider the matrix
The matrix A has 6 eigenvalues with positive real part. The stabilized matrix presents 7 eigenvalues on the imaginary axis; its distance from A is ε 
Set ε k+1 = (ε k+1 + ε k )/2 (note that here ε k+1 has been already computed and associated to a Reject condition)
Integrate ODEs (3.8) or (4.4) until equilibrium 4. Low-rank dynamics for high-dimensional problems. We now present and discuss a differential equation for matrices of rank m, with similar properties to the matrix differential equation (3.8) on the unit sphere of C n,n , whose trajectories have been shown to run into equlibrium matrices having rank m. The approach of this section is computationally favorable when the rank m is much smaller than the dimension n, because the computational work and memory then only grow linearly with n. This makes the approach feasible for the stabilization of high-dimensional matrices with a few eigenvalues of positive real part.
4.1. Rank-m matrices and their tangent matrices. Following [KL07], we first collect some basic properties. Matrices of rank m form a manifold, here denoted
For the computation with rank-m matrices, we represent E ∈ M m in a non-unique way as
where U, V ∈ C n,m have orthonormal columns and S ∈ C m,m is invertible. Unlike the singular value decomposition, we do not require S to be diagonal.
The tangent space T E M m then consists of all matrices
where U * δU and V * δV are skew-hermitian m × m matrices, and δS is an arbitrary m × m matrix. Moreover, (δU, δS, δV ) are determined uniquely by δE if one imposes the gauge constraints U * δU = 0 and V * δV = 0. The orthogonal projection onto T E M m is obtained as
4.2. The differential equation for rank-m matrices. Theorems 2.3 and 3.1 motivate to search for a differential equation on the manifold M m of rank-m matrices such that it leads to a minimum of F ε , which we know to have rank at most m. For computations we can ignore the degenerate case of a rank strictly smaller than m, provided our numerical integrator is robust with respect to arbitrarily small singular values in the arising rank-m matrices, which will indeed be the case. We proceed similarly to the previous subsection, but in addition we require the derivativeĖ to lie in the tangent space T E M m at E ∈ M m . With the orthogonal projection P m (E) from C n,n to T E M m as given by (4.3), we replace the matrix differential equation (3.8) on C n,n by the projected differential equation on M m :
Theorem 4.1. Along solutions of the matrix differential equation (4.4) on the rank-m manifold M m with an initial value E(0) ∈ M m of unit Frobenius norm we have E(t) F = 1 for all t, and
Proof. Let P = P m (E) and G = G(E) for short. Since E ∈ T E M m , we have E = P [E]. This gives us, using the self-adjointness of P in the third equality,
and hence the unit norm is conserved. We further have, using P = P 2 and the self-adjointness of P in the third equality,
The last inequality holds by the Cauchy-Schwarz inequality and E F = 1, with strict inequality unless P [G] is a real multiple of E. Remarkably, the statement of Theorem 3.1 holds also for the stationary points of the rank-m differential equation (4.4). Hence, (3.8) and (4.4) have exactly the same stationary points.
Theorem 4.2. The following statements are equivalent along solutions of (4.4), provided that the m eigenvalues λ i of A + εE with largest real part are simple and that in (4.4), µ = 0.
Proof. The implications from 3. to 2. to 1. are obvious. With the notation and argument of the previous proof, 1. implies that
where we used P [E] = E for E ∈ M m in the last equality. On the other hand, G has rank at most m and E = U SV * has rank m. We show that this is possible only if G = µE. Since P [G] = µE, we have
with W orthogonal to the tangent space T E M m .
We extend U and V to unitary matrices U and V in C n,n and write
Using that the tangent space T E M m consists of the matrices (4.2), we find that the matrix W in the orthogonal complement must be of the form
Therefore, the rank of G = µE + W is at most m only if W = 0. This yields 3.
Numerical solution of the rank-m differential equation (4.4).
The n × n matrix differential equation (4.4) can be written equivalently as a system of differential equations for the factors U, S, V ; see [KL07] . The right-hand sides of the differential equations for U and V contain, however, the inverse of S, which leads to difficulties with standard numerical integrators when S is nearly singular, that is, when E is close to a matrix of rank smaller than m. We therefore follow the alternative approach of [LO14] , which uses an integration method that is based on splitting the tangent space projection P m (E), which by (4.3) is an alternating sum of three subprojections. A time step of the numerical integrator based on the Lie-Trotter splitting corresponding to these three terms can then be implemented in the following way. Here we consider a variant of the projector-splitting integrator of [LO14] such that the unit Frobenius norm is preserved.
The algorithm starts from the factorized rank-m matrix E 0 = U 0 S 0 V * 0 of unit norm at time t 0 and computes the factors of the approximation E 1 = U 1 S 1 V * 1 , again of unit Frobenius norm, at the next time t 1 = t 0 + h:
1. With G 0 = G(E 0 ), set
and, via a QR decomposition, compute the factorization
with U 1 having orthonormal columns, with an m × m matrix S 1 of unit Frobenius norm, and a positive scalar σ 1 . 2. Set
where S 0 is of unit Frobenius norm and σ 0 > 0. 3. Set
with V 1 having orthonormal columns, with an m×m matrix S 1 of unit Frobenius norm, and a positive scalar σ 1 . The algorithm computes a factorization of the rank-m matrix of unit Frobenius norm
which is taken as an approximation to E(t 1 ). As is shown in [KLW16] , this is a first-order method with an error bound that is independent of possibly small singular values of E 0 or E 1 .
We remark that for the computation of G(E 0 ) as given by (3.7), one needs the leading m eigenvalues and the associated left and right eigenvectors of the matrix A + εE 0 , which is a rank-m perturbation of A. Using implicitly restarted Arnoldi methods as implemented in ARPACK [LSY98] , the n × n matrix E 0 need never be formed, since only matrix-vector products for the given matrix A (which might be sparse in a high-dimensional problem) and the slim n × m matrices U 0 and V 0 are required.
5. Extensions to structured perturbation matrices and to quadratic eigenvalue problems. Our approach extends without much effort to stabilization problems where the perturbation is required to have a given structure. In this section we consider a few such problems.
Real matrices.
The approach of the preceding sections is readily extended to the case where the perturbation ∆ = εE of the matrix A is required to be a real matrix. The differential equation to be solved is then (3.8) on R n,n or (4.4) on the manifold of real rank-m matrices with the only change that G(E) of (3.7) is replaced by its real part. We note that G(E) is automatically real if A and E are real and with every non-real eigenvalue also the complex conjugate eigenvalue is included in the sum.
5.2. Perturbation matrices with prescribed sparsity patterns. Let S be a prescribed sparsity pattern, and let P S denote the projector onto the linear space of matrices with sparsity pattern S. An ODE with the same descent properties as (3.8) is simply obtained by projecting the free gradient G onto the sparsity pattern:
Similarly -for a Toeplitz matrix -P S should simply be taken as the projection onto Toeplitz matrices (see [BGN12] ).
Example. Consider again the example in Section 3.4. Imposing the pattern of A to the perturbation E we obtain ε T by c. Moreover we consider the following metric on P K n , where c ∈ K n andĉ ∈ K n are the coefficients of two monic polynomials of degree n:
which is the measure of the perturbations in the coefficients of p.
Since to each monic polynomial p ∈ P K n is associated a companion matrix C, whose eigenvalues coincide with the zeros of p, we can revisit the above definitions in terms of matrices measures. For each polynomial p ∈ P K n , the companion matrix associated to p is the n × n matrix
Clearly, if C is the companion matrix associated to c andĈ the companion matrix associated toĉ, then C −Ĉ F = c −ĉ 2 . For this reason the problem of determining the closest stable polynomial to an unstable one (with the considered metric) can be treated as a stabilization problem with prescribed sparsity pattern, which in this case is given by the set of rank-1 matrices of the form ∆ = e 1 c * , with e 1 = (1 0 . . . 0) T and an arbitrary vector c ∈ K n .
Example. Consider the polynomial p(z) = 7 + 6z + 5z 2 + 4z 3 + 3z 4 + 2z 5 + z 6 , which has two unstable roots z 1,2 = 0.7104 ± 1.1068i. Applying the algorithm with prescribed sparsity pattern for the perturbation of the companion matrix and setting a threshold δ = −10 −4 for the rightmost eigenvalues, we obtain -with m = 4 -the following polynomial:
p(z) = 3.9583 + 5.1909z + 7.5287z 2 + 6.2344z 3 + 4.7589z 4 + 1.8717z
with roots −0.9356±0.7428i, −0.0001±1.2980i, −0.0001±1.2830i, and with a distance c −ĉ 2 ≈ 4.94.
Feedback stabilization of linear control systems.
Consider the linear dynamical system with input and output defined bẏ
where A ∈ C n,n , B ∈ C n,p , C ∈ C q,n . Setting the control u proportional to the output, u = ∆y one gets the ODĖ
where ∆ ∈ C p,q . Assume A is an unstable matrix and the goal is to find a stabilizing feedback, i.e. a matrix ∆ of minimum norm such that A + B∆C is stable. This fits to our framework in a very natural way. As usual we write ∆ = εE with E F = 1.
A standard generic assumption we shall consider (see e.g. [GGO13] ) is observability and controllability of the computed eigenvalues ofÃ = A + B∆C (we recall that an eigenvalue λ ofÃ is observable if all its corresponding right eigenvectors y, withÃy = λy, y = 0, satisfy Cy = 0, and it is controllable if all its corresponding left eigenvectors x (with x * Ã = λx * , x = 0) satisfy x * B = 0). In the sequel we shall always assume that the considered eigenvalues are observable and controllable.
The following extension of Theorem 2.1 is obtained in a similar manner. Theorem 5.1. Let A ∈ C n×n , B ∈ C n×p , C ∈ C q×n , let E * ∈ C p×q be of unit Frobenius norm and ε > 0. Let λ 1 , . . . , λ m be m distinct observable and controllable simple eigenvalues of A + εBE * C with left and right eigenvectors x j and y j , respectively, normalized such that x * j y j > 0. Then, for i ∈ {1, . . . , m} the following two properties of E * are equivalent:
1. Every differentiable path E(t) (for small t ≥ 0) with E(t) F ≤ 1 and E(0) = E * and corresponding eigenvalues λ j (t) of A + εBE(t)C is such that if Reλ j (0) ≤ 0 for j = i (j = 1, . . . , m), then Reλ i (0) ≥ 0. 2. E * is a linear combination of B * x j y * j C * (j = 1, . . . , m) with non-positive real coefficients, and with a strictly negative coefficient of Bx i y * i C * . In particular, E * then has rank at most m. The rank is m if and only if 1. holds for all i = 1, . . . , m.
In order to find the stabilizing feedback of minimal norm that leaves no eigenvalues of real part larger than −δ, when this exists, we consider the following function to be minimized, for a given perturbation size ε > 0, over perturbation matrices E ∈ C p,q of unit Frobenius norm:
where λ 1 , . . . , λ m are the m eigenvalues of A + εBEC of largest real part. Provided they are all simple, we obtain along a path E(t), denoting λ i (t) the eigenvalues and similarly x i (t) and y i (t) left and right eigenvectors of A + εBE(t)C,
Re λ i (t) Re
This can be rewritten as
We then consider again the differential equatioṅ
The algorithm to look for a minimal-norm stabilizing feedback is analogous to the one we have considered in the case B = C = I. Note that for small dimensions p and q (in particular smaller than m) it is not worthwhile to consider the rank-m ODE.
A challenging problem from the literature. We consider a problem from a flutter analysis of the Boeing 767 aircraft reported as Benchmark Problem 90-06 in [Dav90] which is also reported in EigTool (boeing demo).
The matrix A has dimension 55 × 55 and the matrices B and C have dimensions 55 × 2 and 2 × 55 respectively so that the perturbation ∆ we control is 2 × 2.
Eigtool lists the unstable and the stabilized matrix, in particular the perturbation computed by the tools developed in [BLO04] . Denoting as ∆ the optimal perturbation reported in [BLO04] , we have that the Frobenius norm of ∆ is about 3.83 · 10 0 , while the Frobenius norm of B ∆C is about 4.68 · 10 6 and the stabilized spectral abscissa of A + B ∆C is -0.07877 (the authors aim for robust stability and further use pseudospectra after optimization).
With our approach, prescribing a spectral abscissa of the stabilized system equal to −10 −2 , we compute a much smaller perturbation ∆, such that ∆ F ≈ 2.5490·10 −6 . Correspondingly, the norm of B∆C is about 5.22 · 10 4 .
Stabilization of gyroscopic systems. A linear gyroscopic system is of the form
Mü + Gu + Ku = 0, where the mass matrix M is a symmetric positive definite real matrix, the gyroscopic matrix G is real and skew-symmetric, and the stiffness matrix K is real and symmetric. The system is stable if and only if the quadratic eigenvalue problem det(λ 2 M + λG + K) = 0 has all eigenvalues on the imaginary axis. We note that for any eigenvalue λ with a corresponding pair of left and right eigenvectors (x, y), i.e.,
also λ, −λ, −λ are eigenvalues with corresponding pairs of left and right eigenvectors (x, y), (y, x), (y, x), respectively. In the following we are interested in stabilizing a given unstable gyroscopic system. For ease of presentation we here consider only perturbations of the stiffness matrix K, though perturbations of G and M could equally be considered by the same arguments.
The analog of the eigenvalue perturbation formula of Lemma 1.1 then becomes the following and is proved in a similar way.
Lemma 5.2. Consider the differentiable n × n matrix valued function K(t) for t in a neighborhood of 0. Let λ(t) be an eigenvalue for K(t), that is, det(λ 2 M + λG + K(t)) = 0, converging to a simple eigenvalue λ 0 as t → 0. Let x 0 and y 0 be left and right eigenvectors to the eigenvalue λ 0 , which are non-defective: x * 0 (2λ 0 M +G)y 0 = 0. Then, λ(t) is differentiable near t = 0 witḣ
For an algorithmic approach to a stabilization of the gyroscopic system we can proceed in complete analogy to Sections 3 and 4. We consider the following function to be minimized, for a given perturbation size ε > 0, over real symmetric perturbation matrices E of unit Frobenius norm:
In this sum we include all eigenvalues λ i for the stiffness matrix K + εE that have positive real part and non-negative imaginary part. Provided they are all simple, we obtain along a path E(t), with the shorthand notation λ i (t) = λ(K + εE(t)) and similarly for the left and right eigenvectors x i (t) and y i (t),
Using thatĖ is real and symmetric, this can be rewritten as
Re λ i Sym Re
where Sym B = 1 2 (B + B T ) denotes the symmetric part of a real matrix. We then consider again the differential equation (3.8) or (4.4) for this matrix function G(E) and note again that stationary points are of rank at most m. Apart from solving quadratic eigenvalue problems in each step and monitoring all eigenvalues with positive real part and choosing m accordingly, the overall algorithm remains essentially the same as in Sections 3 and 4.
5.5. An illustrative example of small dimension with multiple structure.
Consider the Grcar matrix [G89] ,
This matrix has much structure, it is sparse, Toeplitz and even integer. The algorithm proposed in [O12] computes a stabilizing perturbation ∆ of norm approximately 2.3097 (we use 5 digits in the presentation of the results), that one discussed in [ONV13] a stabilizing perturbation of norm 2.3195, whereas the approach proposed here gives a stabilizing perturbation of norm 2.3097, very close to the one computed by the code [O12] . Finally the algorithm proposed in [GS16] gives a stabilizing perturbation of norm 2.3108.
Note that all stabilized matrices have all eigenvalues aligned on the imaginary axis.
Preserving the sparsity pattern. and is such that ∆ 3 F = 2.8160.
Case n = 10. The algorithm [O12] computes a stabilizing perturbation ∆ of norm approximately 3.3009, that of [ONV13] a stabilizing perturbation of norm 3.3621, whereas the approach proposed here yields a stabilizing perturbation of norm 3.3016, very close to the one computed by the code [O12] . Finally the algorithm proposed in [GS16] gives a stabilizing perturbation of norm 3.3067, which provides the best result. Note that again all stabilized matrices have all eigenvalues aligned on the imaginary axis.
The computed stabilized matrix obtained by imposing the preservation of the sparsity pattern has norm 3.8560.
The computed stabilized matrix obtained by imposing the preservation of the Toeplitz structure has norm 4.3589.
Case n = 30. We find that the algorithm [O12] computes a stabilizing perturbation ∆ of norm approximately larger or equal to 7.50 (considering a large number of runs with random initial data chosen by the code), that of [ONV13] a stabilizing perturbation of norm 6.5013, whereas the approach proposed here yields a stabilizing perturbation of norm 6.5721. Finally the algorithm proposed in [GS16] gives a stabilizing perturbation of norm 6.1102, which provides the best result.
Note that the stabilized matrices computed by the algorithm in [ONV13] and by the present algorithm (for m = 30) have all eigenvalues aligned on the imaginary axis; on the contrary the matrix computed by the Algorithm proposed in [O12] does not have this property.
In our experiments on a standard PC (core i7), the algorithm in [ONV13] required a long time due to the fact that it uses by default a rather strong stopping criterion.
Indeed -for unstructured perturbations -the results of the code [O12] can be improved by using a clever choice of the initial guess 1 . The results are reported in the recent paper by Gillis and Sharma [GS16] .
The computed stabilized matrix obtained by imposing the preservation of the sparsity pattern has norm 6.9260.
The computed stabilized matrix obtained by imposing the preservation of the Toeplitz structure has norm 7.6812.
6. Illustrative experiments on large matrices. In this section we consider three well-known large matrices from the Matrix Market and compare our method to those proposed by Overton [O12] and Gillis and Sharma [GS16] , respectively. 6.1. Implementation issues. In most interesting cases the number of unstable eigenvalues of the original matrix is small and this means that m is expected to be small. This means that in order to compute a nearby stable matrix we may exploit the low-rank structure of the perturbation.
In the unstructured case, the algorithm which integrates the ODEs discussed in the previous sections has to compute the rightmost eigenvalue of a matrix of the form A + εE n at every step. If A is sparse, E n being low rank, this can be done efficiently by Arnoldi-like iterations which require matrix vector products involving A + εE n . Our Matlab implementations are based on an extension of a function developed in [GO11] . If A is sparse our codes are interfaced to ARPACK [LSY98] since we can exploit the sparse plus low-rank structure to obtain an effective computation; however in the structured case, for example when requiring to preserve the sparsity pattern, the low-rank structure of the perturbation is lost in general.
6.2. Numerical experiments on a few large matrices. We consider here a few examples of large dimension, arising from PDE applications, where we compare our method to the one recently developed in [GS16] . In the experiments we do not make comparisons about CPU time since the approaches to which we compare our method do not make use of specific techniques for sparse matrices, which would make the comparison unfair.
In the tables, the acronym GL stands for Guglielmi-Lubich, GS for Gillis-Sharma, Ov for Overton and ONV for Orbandexivry, Nesterov, and Van Dooren. In particular, following [GS16] , when we apply Overton's method we use as initial guess A 0 for the closest stable matrix, the projection of A on the PSD cone (as well as in the method by Gillis-Sharma). This means that setting Q = (A + A * )/2, denoting Q = V ΛV The GS and Ov method compute essentially the same stabilized matrix, which is different from the one computed by the ODE method (see Figure 6 .1).
The eigenvalue with real part close to −0.07 appears to be double for the stabilized matrices computed by the GS and Ov methods while it is simple for the stabilized matrix computed by the ODE method. Indeed moving the double eigenvalue with strictly negative real part to the right would allow to reduce the norm of the stabilized matrix in the methods by GS and Ov. 
2) Olmstead
3 matrix (size = 1000, type sparse). The matrix arises from discretization of the Olmstead model, which represents the flow of a layer of viscoelastic fluid heated from below. The result of GS method is obtained running the code with 10 5 iterations on an i7 notebook (several hours of computation).
3) Tolosa
4 matrix (size = 1090, type sparse). The matrix arises in the stability analysis of a model of an airplane in flight. Indeeed the shifted matrix A + 1 2 I is considered here, in order to robustly increase stability of the matrix. Concerning the method by Gillis and Sharma, we remark that after 139900 iterations the code declares a value ∞, the previous one, 287.957 is the last computed value. 
