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SUMMARY
Many signal formats, such as code division multiple access (CDMA) and orthogonal
frequency division multiplexing (OFDM), are not power efficient because of their large
peak-to-average power ratios (PARs). Moreover, in the presence of nonlinear devices such
as power amplifiers (PAs) or mixers, the non-constant-modulus signals may generate both
in-band distortion and out-of-band interference. Backing off the signal to the linear region
of the device further reduces the system power efficiency. To improve the power efficiency
of the communication system, one can pursue two approaches: i) linearize the PA, and / or
ii) reduce the high PAR of the input signal.
In this dissertation, we first explore the optimal nonlinearity under the peak power con-
straint. The answer is a soft limiter with a specific gain calculated based on the peak power
constraint, noise variance, and the probability density function of the input amplitude. The
result is also extended to the fading channel case.
Next, we focus on digital baseband predistortion linearization for power amplifiers with
memory effects. We describe a high-speed wireless testbed for carrying out digital baseband
predistortion linearization experiments. We show measurement results and demonstrate
that the memory polynomial predistorter is more effective than the memoryless one in
linearizing PAs with memory effects.
To implement adaptive PA linearization in wireless handsets, we propose an adaptive
digital predistortion linearization design that is especially suitable for the smaller, lower
power wireless terminals. This new predistortion architecture utilizes existing components
of the wireless transceiver to fulfill the adaptive predistorter training functionality.
In the third part of the thesis, we investigate the topic of PAR reduction for OFDM sig-
nals and forward link CDMA signals. Selected mapping (SLM) is a distortionless technique
to reduce the PAR of OFDM signals. A drawback of SLM is its high computational require-
ment, which hinders its practical implementation. We propose a dynamic selected mapping
xii
(DSLM) algorithm with a two-buffer structure to reduce the computational requirement of
the SLM method without sacrificing the PAR reduction capability.
To reduce the PAR of the forward link CDMA signal, we propose to introduce a relative
offset between the in-phase branch and the quadrature branch of the transmission system.
Compared with existing PAR reduction algorithms, our proposed algorithm is distortionless,





In modern wireless communication systems, many signal formats, such as code division
multiple access (CDMA) and orthogonal frequency division multiplexing (OFDM), have
been introduced for high speed data transmission. However, these non-constant-modulus
signals are not power efficient because of their large peak-to-average power ratio (PAR), i.e.,
large fluctuations in the signal envelopes. Moreover, in the presence of nonlinear devices
such as power amplifiers (PAs) or mixers, the non-constant-modulus signals may generate
both in-band distortion and out-of-band interference. Backing off the signal to the linear






























































Figure 1.1: Linearization and PAR reduction improve the power efficiency by reducing the
PA output power back-off.
To improve the power efficiency of the communication system, one can pursue two
approaches: i) linearize the PA, and / or ii) reduce the high PAR of the input signal [14].
Figure 1.1 shows the concept of linearization and PAR reduction. A linearized PA extends
the linearity region close to the saturation point of the PA. Comparing with the conventional
back-off approach, linearization allows a larger input range without causing distortion.
PAR reduction diminishes or eliminates the occurrence of high peaks in the input signal.
1
Comparing with the original input, the signal after PAR reduction allows more average
power to be transmitted under the same peak power constraint.
In this dissertation, we show our efforts in exploring both approaches. In this chapter,
we first introduce nonlinear distortion performance metrics, and then give a brief review of
PA linearization, and PAR reduction.
1.1 Performance Metrics of Nonlinear Distortions
Certain components in communication systems are nonlinear. For example, PAs are peak
power limited in addition to being nonlinear. Denote by x(t) a zero-mean complex baseband
signal with variance σ2x and by v(t) a zero-mean additive noise process with variance σ
2
v .
Let us consider the received signal modeled by
y(t) = h(x(t)) + v(t), (1.1)
where h(·) is a memoryless nonlinear mapping.
Model (1.1) is of interest, for example, in transmission systems involving nonlinear
components such as PAs or mixers [7,42,58], for nonlinear magnetic recording channels [117],
or when companding [36, 108] or clipping [68, 69, 88, 92, 100] is involved for the purpose of
peak-to-average power ratio (PAR) reduction.
A question can be asked: What undesirable effects are caused by the nonlinearity? In
this section, we discuss performance metrics that quantify the nonlinear distortions.
1.1.1 AM/AM and AM/PM Conversion
Nonlinearity causes both amplitude and phase distortions to the input signal. Traditionally,
the amplitude-to-amplitude (AM/AM) conversion is used to characterize the amplitude
distortion, which is the relationship between the input power (amplitude) and the output
power (amplitude) [42]. For a quasi-memoryless PA, phase deviation may also be present.
The amplitude-to-phase (AM/PM) conversion is used to characterize the input amplitude
dependency of the phase deviation.
However, memory effects may be present in a high power amplifier and / or when
wideband input is used. In the presence of memory effects, the PA output depends not only
2
on its current input, but also on its past inputs. The AM/AM and AM/PM conversions
may not fully describe the nonlinear relationship between the input and the output. We
will discuss the PA memory effects in detail in Chapter 3.
1.1.2 Spectral Regrowth
In the frequency domain, nonlinearity produces both harmonics and intermodulations (IMDs).
Comparing with the carrier frequency, the bandwidth of most communication signals can be
considered as narrow. The harmonics are generally far away from the carrier frequency and
can be easily removed by filtering. In comparison, the IMDs cause concerns since they are
sufficiently close to the carrier frequency and thus may not be easily removed by filtering.
For a modulated signal, out-of-band IMDs cause adjacent channel interference as well
as alternate channel interference. Adjacent channel power ratio (ACPR) is used to quantify









where S(f) is the power spectral density function of the signal. The numerator in (1.2) is
the interference power in a specified adjacent channel bandwidth Badj , at a given frequency
offset fo from the carrier frequency. The denominator in (1.2) is the total main channel
power in the specified channel bandwidth Bch [43]. Please note that Badj and Bch may be
different depending on the specification.
Table 1.1: Spurious Emission Limits for CDMA signal [97].
For frequency f with Greater than 780kHz Greater than 1.98MHz
|f− Center Frequency|
Spurious emission levels (a) -42dBc/30kHz (a) -54dBc/30kHz
shall be less than either (b) -60dBc/30kHz
(a), or both (b) and (c) (c) -54dBc/1.23MHz
Spurious emission levels (a) -45dBc/30kHz (a) -60dBc/30kHz
should be less than either (b) -66dBc/30kHz
(a), or both (b) and (c) (c) -60dBc/1.23MHz
Strict spectral emission limits are often imposed by the regulatory body. As an example,
we show the spectral emission limits for IS-95 CDMA in Table 1.1 [97]. The ACPR is an
3
important performance metric to evaluate the signal quality. In measurement results shown
in Chapter 3 and Chapter 4, we examine the power spectral density (PSD) of the input and
the output signal to assess linearization performances.
1.1.3 Error Vector Magnitude
In-band IMD components degrade the BER. The error vector magnitude (EVM) is used
to measure the difference between the reference waveform and the measured waveform.
In general, both the reference signal and the measured transmitted signal go through the
match filter and are mapped back to the signal constellation. This difference is called the
error vector. EVM measures the normalized difference (expressed as a percentage) between
the reference waveform and the measured waveform [96].
Denote by z the transmitted signal, by s the reference signal. The error vector is









Typical EVM figures are in the range of 5%-15% for mobile radio systems [42, pp.
210-211]. In [96], the EVM requirement is EVM < 17.5 %.
The EVM may also be used to assess the performance of PAR reduction algorithms with
distortion. We use the EVM criterion when describing testbed results in Chapter 3.












is often used to assess CDMA system performance.
1.1.4 Signal-to-noise-and-distortion ratio
To evaluate the overall system performance degradation, we consider the signal-to-noise-
and-distortion ratio (SNDR) [68, 69]. The SNDR concept is similar to the signal-to-noise
ratio (SNR). The hope is to gain insight about the BER through the SNDR in the context
of nonlinear systems.
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The nonlinear mapping in (1.1) can be decomposed as
h(x(t)) = αx(t) + d(t), (1.5)
where d(t) is the distortion created by h(·) and α is a constant, chosen such that d(t) is
uncorrelated with x(t); i.e.,
E[x∗(t)d(t)] = 0. (1.6)
Since h(·) is a memoryless system, we omit the t-dependence from now on for notational
simplicity.
From (1.5), we obtain








The distortion power is given by
εd = E[|d|2] = E[|h(x)|2] − |α|2σ2x. (1.9)
The above decomposition ensures that d is uncorrelated with x. It makes sense to treat







E[|h(x)|2] − |E[x∗h(x)]|2/σ2x + σ2v
. (1.11)
We see from (1.11) that the SNDR depends on the distribution of x, the nonlinear
mapping h(·), and the noise power σ2v .
The SNDR helps to evaluate the overall system performance degradation. We showed
in [84] that the soft limiter with a specific gain maximizes the SNDR. We note however that
the definition in (1.11) and the above result are for the AWGN channel case. In Chapter 2,











Figure 1.2: Feedback architecture for PA linearization.
1.2 Power Amplifier Linearization
As we explained earlier, non-constant envelope modulation schemes are sensitive to the
PA nonlinearity. In these applications, PA linearization is often pursued to limit nonlinear
distortions and to improve the efficiency of the PA. For mobile terminals, increased efficiency
means reduced battery drain, reduced battery size and weight, and increased battery life.
Power efficiency is also of prime importance for base station applications for the purposes
of reducing the equipment cost, size, and network operating costs. According to a study
described in [42, p. 13], application of PA linearization technologies can yield annual power
savings of 164 million kilowatt hours for a surveyed network consisting of approximately
10,000 base sites.
1.2.1 Overview of PA Linearization Techniques
PA linearization has been investigated for decades. Available techniques include feedback,
feedforward, predistortion approaches [21,42,95].
Feedback is widely used in control systems for error corrections. In Figure 1.2, we show
a feedback system for PA linearization. A portion the output signal is demodulated and
fed back for comparison with the desired input. However, the gain-bandwidth trade-off
limits the feedback performance on RF PAs. Moreover, negative feedback also suffers from
instability problems.
In theory, feedforward linearization can provide full IMD suppression. A feedforward































Figure 1.3: Feedforward architecture for PA linearization.
signal is generated and then subtracted from the PA output.
While ideally, this architecture is designed to perfectly linearize the PA, it is sensitive
to changes in the parameters of the PA due to factors such as temperature, aging effects,
and amplitude/phase matching, which require the gain G to continuously adapt [82]. In
addition, a very linear error PA is required for the distortion products and the resulting









Figure 1.4: Predistortion for PA linearization.
A predistorter (PD), which (ideally) has the inverse characteristic of the PA, is used to
compensate for the nonlinearity in the PA before the signal feeds into the PA. In Figure
1.4, we show the predistortion linearization architecture. We first pass the signal through
a nonlinear block that is complementary to the PA response. The signal is distorted, but
after subsequent distortion by the PA, a linearly amplified version of the original signal can
be obtained.
Predistortion can be preformed in RF, IF, as well as in baseband. We are interested in
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digital baseband predistortion techniques as they offer good compromise between complex-
ity, cost, and linearization performance.
1.2.2 Memoryless and Memory Predistorter Models
If the PA under test is memoryless, a memoryless predistorter can be applied. The authors
of Ref. [63] proposed an LUT based predistorter. Given a complex baseband input signal
x(t), the predistorter generates a complex correction signal ∆[x(t)] from a two-dimensional
LUT indexed by the real and imaginary parts of x(t). The predistorted signal z(t) is then
given by
z(t) = x(t) + ∆[x(t)]. (1.12)
Thus, the predistorter maps each complex input to its desired location. The drawback of
this approach is the large LUT size since the LUT needs to be two-dimensional and cover
a large number of input levels.
As for model based approaches, the polynomial model is a common choice due to its






where {ak}Kk=1 are the predistorter coefficients and K is the highest polynomial order.
It is also possible to model the AM/AM and AM/PM characteristics of the desired
predistorter using real-valued polynomials, as investigated in [95].
For high PAs or wideband applications, the memory effects in the PA can no longer be
ignored. A full Volterra representation is needed to model the PA [8,85]. A (2k+1)th-order
















where h2k+1(·) is the (2k + 1)th-order Volterra kernel, τ2k+1 = [τ1, τ3, . . . , τ2k+1]T , and













Figure 1.7: The Wiener-Hammerstein model.
Although the Volterra series is a general nonlinear model with memory [60, 89], its
complexity is often prohibitive for real-time PD implementations. This drawback leads to
the consideration of several special cases of the Volterra series; e.g., the Wiener model, the
Hammerstein model, the Wiener-Hammerstein model, and the memory polynomial model.
The Wiener model is a linear time-invariant (LTI) system followed by a memoryless
nonlinearity (NL) (see Figure 1.5). The LTI subsystem can be a finite impulse response





al z(n− l), (1.15)







where al are the impulse response of the LTI block and bk are the coefficients of the odd-
order polynomial describing the memoryless nonlinearity. The Wiener model was used
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by [15] to model the PA with memory effects, where improvements in modeling accuracy
were observed by using the Wiener model instead of the memoryless polynomial model.
The Hammerstein model is a memoryless nonlinearity followed by an LTI system (see
Figure 1.6). The pre-inverse of a Wiener system is a Hammerstein system. The Ham-
merstein model was used in [23] as a predistorter model, where improved predistortion
performance was observed.
The Wiener-Hammerstein (W-H) model (see Figure 1.7) is an LTI system followed
by a memoryless nonlinearity, which in turn is followed by another LTI system. Such a
configuration is commonly used for satellite communication channels, where the PA at the
satellite transponder is driven near saturation to exploit the maximum power efficiency [6].
The memory polynomial model was considered for modeling PAs with memory effects
in [45]. It has been shown to be a robust pre-inverse for a variety of nonlinear systems
with memory as well [25]. The memory polynomial model uses the diagonal kernels of the








akq |x(n− q)|k−1x(n− q), (1.17)
whereK is the highest polynomial order andQ is the largest delay tap. To improve modeling
accuracy, both even and odd order terms are included in (1.17) [24].
Time-delayed neural networks [57] and a frequency-dependent Saleh model [42, p. 79]
are other notable alternatives for modeling nonlinear PAs with memory effects.
1.2.3 Orthogonal polynomials
For polynomial type of nonlinear models, high-order polynomials present a challenge. As
pointed out in [83] and [86], in the process of solving for the model coefficients, a regressor
matrix inversion is needed, which can cause a numerical instability problem if higher-order
polynomial terms are included. The situation worsens if quantization errors are also present
in the data.
To alleviate the numerical instability problem, we can replace the conventional poly-







(−1)l+k (k + l)!
(l − 1)!(l + 1)!(k − l)! |x|
l−1x. (1.18)
These functions are orthogonal in the sense that
E[ψ∗k(x)ψl(x)] = 0, ∀ k 6= l, (1.19)
when |x| is uniformly distributed in [0, 1]. The first seven orthogonal polynomial basis
functions are listed in Table 1.2. The resulting orthogonal polynomial model coefficients
can be extracted with much improved numerical stability.
Table 1.2: Orthogonal polynomial basis functions ψk(x) for 1 ≤ k ≤ 7.
ψ1(x) = x
ψ2(x) = 4|x|x− 3x
ψ3(x) = 15|x|2x− 20|x|x+ 6x
ψ4(x) = 56|x|3x− 105|x|2x+ 60|x|x− 10x
ψ5(x) = 210|x|4x− 504|x|3x+ 420|x|2x− 140|x|x+ 15x
ψ6(x) = 792|x|5x− 2310|x|4x+ 2520|x|3x− 1260|x|2x+ 280|x|x− 21x
ψ7(x) = 3003|x|6x− 10296|x|5x+ 13860|x|4x− 9240|x|3x+ 3150|x|x2 − 504|x|x+ 28x
Although in reality, the uniform amplitude distribution assumption does not hold for
communication signals. The above basis functions can still serve to lower the condition
number of the regressor matrix. In practice, we do not require |x| to be exactly in [0, 1] in
order for the orthogonal polynomial basis function ψk(x) to be used. Details of the scaling
operation can be found in [83].
For better numerical stability, the orthogonal polynomial basis functions in (1.18) can








αkq ψk(x(n− q)), (1.20)
and solve for the parameters {αkq}.
In Chapter 3, we describe a high-speed wireless testbed for carrying out digital baseband
predistortion linearization experiments. We show measurement results of different predis-
torters. Superiority of the orthogonal polynomial model is demonstrated. In Chapter 4, we
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propose an adaptive digital predistortion linearization design that is especially suitable for
the smaller, lower power wireless terminals [81].
1.3 Peak-to-Average Power Ratio Reduction
Nonlinearity is not a problem for constant envelope signals. For a memoryless PA, the PA
output signal envelope is constant if the input signal amplitude does not vary. The input
signal only operates at a single point of the amplitude-to-amplitude (AM/AM) conversion
curve, and the input signal is linearly amplified. This explains why nonlinear PAs are
routinely used for constant envelope signals such as CW, FM, classical FSK, and GMSK
(used in GSM) without causing performance degradations [82].
However, if the input signal has a large PAR, it is very sensitive to the system nonlin-
earity. To reduce the nonlinear effects, a large back-off is needed when the PAR is high,
resulting in poor power efficiency. A large PAR also demands extra digits to provide enough
dynamic range for digital signals, which may lead to extra computation and costs. PAR
reduction is often necessary to reduce the cost and to improve the power efficiency of the
transmission system.
Orthogonal Frequency Division Multiplexing (OFDM) is a popular transmission for-
mat that has been adopted by many standards including IEEE 802.11a/g/n, IEEE 802.16,
HIPERLAN 2, Digital Audio Broadcast, and Digital Video Broadcast [41] [33, Sec. 1.2].









N , 0 ≤ n ≤ N − 1, (1.21)
where N is the OFDM block length, and {Xk}N−1k=0 is the frequency domain OFDM signal
belonging to a known constellation.
Denote by PAR1 the PAR of the original OFDM signal,






where E[·] denotes statistical expectation.
If Xk has constant modulus, it can be shown that the worst case PAR of the OFDM
signal xn is N [99]. However, worst case PAR values rarely happen. Since PAR is a random
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variable, an appropriate descriptor of the PAR is the complementary cumulative distribution
function (CCDF), Pr(PAR1 > γ).
The CCDF of PAR1 of the OFDM signal, i.e., the probability that PAR1 exceeds a
certain threshold γ, can be calculated as [3]:
Pr{PAR1 > γ} = 1 − (1 − e−γ)N . (1.23)
Figure 1.8 shows the CCDF of the PAR of an OFDM signal where N = 128. In this
example, there is a 1% chance that the OFDM block will have a PAR value ≥ 9.8 dB.
















Figure 1.8: CCDF of the PAR of an OFDM signal with N = 128 subcarriers.
Another signal that has a large dynamic range is the forward link (i.e., base-station to
mobile) Code Division Multiple Access (CDMA) signal [50, 53]. Figure 1.9 shows a block
diagram of the forward link CDMA system [97], where a total of K users are active.
The summation of the Walsh coded multichannel symbols and the pulse shape filtering
both contribute to the high PAR. To quantify the PAR, let us define the instantaneous-to-




























Figure 1.9: IS-95 CDMA forward link schematic for a given symbol period.
where P (t) is the instantaneous power of the baseband signal and Pav is its average power.
Since IAR is a random variable, its probabilistic distribution is of interest.
Figure 1.10 shows the CCDF of IAR of a 24-channel (3 overhead channels plus 21 traffic
channels) forward link CDMA signal. We can see that with a 0.01% of chance, the signal
will have IAR values in excess of 11.3 dB.















Figure 1.10: CCDF of the IAR of a forward link CDMA signal with 24 active channels.
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1.3.1 PAR Reduction for OFDM Signal
There has been a great deal of research on PAR reduction for OFDM. One can pursue PAR
reduction algorithms with distortion or without distortion.
Deliberate clipping [56], repeated clipping and filtering [55], and companding [109] are
simple PAR reduction algorithms with distortion.








x, |x| < A,
Aej∠x, |x| ≥ A,
(1.25)
where A is the clipping threshold.
Clipping may effectively reduce the PAR, however, it introduces distortion as well.
The distortion caused by clipping may fall both in-band and out-of-band. Out-of-band
radiation reduces spectral efficiency and is usually unacceptable. Filtering after clipping,
or repeated clipping-and-filtering [55], can reduce out-of-band radiation but may also cause
peak regrowth.
These PAR reduction techniques with distortion generally require less computation.
However, a trade-off must be made among PAR reduction capability, spectral regrowth,
and symbol-error-rate (SER).
Distortionless PAR reduction algorithms include coding [39], selected mapping (SLM)
[3], partial transmit sequence (PTS) [62], interleaving [37], active constellation extension
(ACE) [47], tone injection and tone reservation [99], etc.
Next, we describe SLM which is an effective PAR reduction algorithm. The block
diagram of the SLM method is shown in Fig. 1.11.
In SLM, we assume that the same phase table {φ(d)k }, 0 ≤ k ≤ N − 1, 1 ≤ d ≤ D, where
φ
(1)
k = 0, ∀ k, is available to both the transmitter and the receiver. In SLM, we first rotate
the phases of Xk as in
X
(d)


































































Figure 1.11: The block diagram of SLM method.
x
(d)
n and xn can have very different PAR values. In SLM, x
(d̃)
n which has the lowest PAR
among the D equivalent sequences, is transmitted; i.e.,
d̃ = arg min
1≤d≤D
PAR{x(d)n }. (1.27)




The CCDF of PARD is given by [3]
Pr{PARD > γ} = (1 − (1 − e−γ)N )D. (1.29)
The CCDF curve (1.29) lowers as D is increased, with D = 1 corresponding to the orig-
inal OFDM signal. Under the same peak power constraint, the average power is increased
when the PAR is decreased. Ref. [3] gives an example. For a 128-subcarrier OFDM signal,
at the peak clipping probability level of 10−4, SLM with D = 4 results in about 3 dB gain
in the average power.
However, SLM, like other distortionless PAR reduction algorithms, requires a large
amount of additional computations, which may hinder its practical use in high speed data
transmissions. In Chapter 5, we propose the dynamic selected mapping (DSLM) algorithm
to reduce the computational requirement of the SLM method without sacrificing the PAR
reduction capability.
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1.3.2 PAR Reduction for CDMA Signal
Many PAR reduction techniques have been proposed in the literature. Most published
results deal with OFDM signals [99]. In comparison, the body of literature on PAR reduction
for CDMA signals is rather small.
Similar to PAR reduction for OFDM signal, one can pursue PAR reduction techniques
with distortion, such as clipping [104], windowing [104], repeated filtering and clipping [18].
For distortionless PAR reduction, a Walsh code selection algorithm [50,51,91] was pro-
posed to reduce the PAR with the assumption that only some of the channels are active at
any given time. Based on the same assumption, a PAR reduction algorithm was proposed
in [105] by adding a signal that is orthogonal to all the active channel codes. In [53], the
authors proposed to reduce the PAR of the forward link CDMA signal by changing the signs
of half of the Walsh codes in one branch of the quadrature modulation. These distortion-
less PAR reduction techniques generally require more computation than the PAR reduction
techniques with distortion.
In [53], the authors suggested to keep the in-phase branch of the CDMA signal unchanged
and modify the signal sent into the quadrature branch by flipping the signs of the input
signals from odd-numbered Walsh indices. With this modification, correlation between the
in-phase and quadrature branches is reduced and PAR reduction of more than 1 dB can be
achieved.
In Chapter 6, we introduce a relative offset between the in-phase branch and the quadra-
ture branch of the forward link CDMA system. This simple modification leads to consider-
able PAR reduction with very little cost.
1.4 Organization of this Dissertation
The rest of this dissertation is organized as follows:
In Chapter 2 [74, 84], we explore the optimal nonlinearity that maximizes the SNDR
under the peak power constraint. The answer is a soft limiter with a specific gain calculated
based on the peak power constraint, noise variance, and the probability density function of
the input amplitude. The result is also extended to the fading channel case.
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In Chapter 3 [75, 116], we describe a high-speed wireless testbed for carrying out dig-
ital baseband predistortion linearization experiments. We show measurement results and
demonstrate that the memory polynomial predistorter is more effective than the memoryless
one in linearizing PAs with memory effects.
Adaptive PA linearization has been practiced mostly on the larger, higher power PAs.
In Chapter 4 [81], we propose an adaptive digital predistortion linearization design that is
especially suitable for the smaller, lower power wireless terminals. This new predistortion
architecture utilizes existing components of the wireless transceiver to fulfill the adaptive
predistorter training functionality. This predistortion architecture is cost effective and power
efficient.
In Chapter 5 [76–78], we propose a dynamic selected mapping (DSLM) algorithm with
a two-buffer structure. DSLM can greatly reduce the computational requirement of the
SLM method without sacrificing the PAR reduction capability. In addition, the proposed
algorithm reduces the amount of side information associated with the SLM algorithm.
In Chapter 6 [79,80], we propose a new algorithm for PAR reduction of the forward link
CDMA signal. It works by introducing a relative offset between the in-phase branch and
the quadrature branch of the system. Compared with existing PAR reduction algorithms,
our algorithm is distortionless, and offers good PAR reduction capability with very little
system modification and low computational complexity.
Finally, in Chapter 7, we summarize this dissertation and suggest topics for future
research.




OPTIMIZATION OF SNDR IN THE PRESENCE OF
AMPLITUDE LIMITED NONLINEARITY AND
MULTIPATH FADING
Many physical devices, such as power amplifiers, are intrinsically nonlinear and thus intro-
duce nonlinear distortions. Transmission systems with a peak power (or peak amplitude)
constraint are considered here. To address the trade-off between maximizing the output
power efficiency and minimizing the signal distortion, we consider two criteria: signal-to-
noise-and-distortion ratio and symbol-error-rate. For multipath fading channels, we show
that a soft limiter with a particular gain offers an optimal solution when the peak amplitude
constraint is imposed at the transmitter. Numerical examples are provided to illustrate the
concepts.
2.1 Introduction
Many physical devices in communication systems have a peak power (or peak amplitude)
constraint. For example, power amplifiers or mixers [42, 58] are peak amplitude limited
in addition to being nonlinear. In the presence of nonlinear devices with the peak power
constraint, communication systems may experience increase in symbol-error-rate (SER) [42],
expansion of spectrum [114], or reduction in channel capacity [90].
On the other hand, nonlinearities may also be judiciously introduced to improve the
system performance. For example, companding [108] or clipping [68] can be applied to
reduce the peak-to-average power ratio (PAR) of a signal. Following PAR reduction, we
can re-scale the input signal to take full advantage of the amplitude limit of the physical
device, thus increasing the average transmit power and improving the power efficiency [73].
To evaluate the impact of the nonlinearities on the system performance, one may use as
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criterion, channel capacity [90,93], SER [42,92], signal-to-noise-and-distortion ratio (SNDR)
[68, 99], or power spectrum [114]. In this chapter, we choose SNDR or SER as the system
performance criterion.
It is possible to find the best nonlinearity according to a given system performance
criterion. In [84], we showed that the soft limiter with a properly selected gain maximizes
the SNDR among a class of peak amplitude limited memoryless nonlinearities. The results
of [84], however, assume an AWGN channel.
Multipath fading is often present in mobile radio communication channels. In this
chapter, we extend our work on the optimization of peak amplitude limited nonlinearities
to multipath fading channels. We will show that similar to the AWGN channel case, the ideal
linearizer (which is overall nonlinear) with a properly selected gain maximizes the SNDR.
However, unlike the AWGN case, optimizing the SNDR does not necessarily optimize the
SER for the multipath fading channel case. We will discuss the optimization of SER as
well.
The organization of this chapter is as follows. In Section 2.2, we first present the system
model, state our previous result on optimizing SNDR for the AWGN channel case, and
then define the frequency dependent SNDR for the fading channel case. In Section 2.3,
we consider optimizing SNDR for both flat fading and frequency selective fading channels.
SER performance results are presented in Section 2.4. Finally, conclusions are drawn in
Section 2.5.
2.2 System Setup
Let us consider a baseband equivalent communication system shown in Figure 2.1. Denote
by x(t) a baseband input signal with zero mean and variance σ2x, and by v(t) an additive
noise process with zero mean and variance σ2v . Let us consider the received signal y(t)
modeled by
y(t) = g̃(x(t)) ? h(t) + v(t), (2.1)
where g̃(·) is a memoryless nonlinear mapping with a peak amplitude constraint |g̃(x(t))| ≤






Figure 2.1: Baseband equivalent communication system: peak limited nonlinearity followed
by a fading channel.
2.2.1 Optimization of SNDR for the AWGN Channel
The nonlinear mapping in (2.1) can be decomposed into a linear term αx plus a distortion
term d [68]; i.e.,
g̃(x) = αx+ d. (2.2)
We choose α such that d is uncorrelated with x; i.e., E[x∗d] = 0. This means that
E[x∗g̃(x)] = αE[|x|2] + E[x∗d] = αE[|x|2]. (2.3)







The distortion power is given by
εd = E[|d|2] = E[|g̃(x)|2] − |α|2σ2x. (2.5)








E[|g̃(x)|2] − |E[x∗g̃(x)]|2/σ2x + σ2v
. (2.7)
Assume that g̃(·) can be expressed as
g̃(x) = Ag(γ)ej∠x, (2.8)
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where 0 ≤ g(·) ≤ 1, and γ = |x|/σx. Here, g(·) is the so-called amplitude-to-amplitude
(AM/AM) conversion and ∠g(·) is the so-called amplitude-to-phase (AM/PM) conversion.
Substituting (2.8) into (2.7), we obtain
SNDR =
(E[γg(γ)])2
E[g2(γ)] − (E[γg(γ)])2 + σ2v
A2
. (2.9)
In [84], we showed within the class of g(·) satisfying 0 ≤ g(·) ≤ 1, the following g(·)








η? , 0 ≤ γ < η?,
1, γ ≥ η?,
(2.10)
where the threshold η? is found from1


































To illustrate the concepts of peak amplitude limited nonlinearities and the optimiza-
tion of SNDR, consider the following example. Assume that x is i.i.d. complex Gaussian
1T−1(·) denotes the inverse of T (·). We show in [84] that T (·) is a monotonically increasing function and
thus T−1(·) exists.
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distributed with mean 0 and variance σ2x, and that the peak amplitude constraint of the
device is A = 2σx. Assume that the channel is AWGN and the additive noise v has vari-
ance σ2v = 0.1A
2. The following three nonlinear mappings all satisfy the peak amplitude







x, |x| ≤ A,










x, |x| ≤ 1.09σx,








2x− |x|xA , |x| ≤ A,
Aej∠x, |x| > A.
(2.20)
Figure 2.2 (a), (b) and (c) illustrate g̃1(x), g̃2(x), and g̃3(x), respectively. Among the above
three nonlinearities, g̃1(x) is a typical soft limiter; g̃2(x) is a soft limiter with gain calculated
according to (2.11); g̃3(x) is a mapping that may be used to (approximately) describe the





















Figure 2.2: Nonlinear mappings with the peak amplitude constraint: (a) soft limiter; (b)
soft limiter with gain A/(1.09σx); (c) nonlinear mapping given by (2.20).
From (2.7), we find the SNDR of g̃1(x), g̃2(x), and g̃3(x) to be 3.87 (5.88 dB), 6.42 (8.08
dB), and 5.81 (7.64 dB) respectively. In this example, the nonlinearity in (2.19) gives the
highest SNDR among the three nonlinearities. The result is consistent with (2.11).
2.2.2 SNDR Definition for the Fading Channel
If we substitute (2.2) into (2.1) and take the Fourier transform on both sides of (2.1), we
obtain
Y (f) = (αX(f) +D(f)) H(f) + V (f), (2.21)
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where Y (f), X(f), D(f), H(f), and V (f) are the Fourier transforms of y(t), x(t), d(t),
h(t), and v(t), respectively. The continuous-time Fourier transform is given by





We treat the channel h(t) and thus H(f) as random. Denote the variance of H(f) by
σ2H(f), and write H(f) = β(f)e
jθ(f). For the AWGN channel, β(f) = 1 and θ(f) = 0
within the band of interest. For a flat fading channel, β(f) and θ(f) are constant for a
given realization. For a frequency selective fading channel, β(f) and θ(f) are frequency
dependent.
If we assume that x is independent and identically distributed (i.i.d.), d is also i.i.d. due
to the memoryless nature of the g̃(·) mapping. Furthermore, we assume that the noise v is
white. Since the Fourier transform is a unitary transformation, we have
E[|X|2] = E[|x|2] = σ2x, (2.23)
E[|D|2] = E[|d|2] = εd, (2.24)
and
E[|V |2] = E[|v|2] = σ2v . (2.25)
The received signal power is |H(f)|2|α|2E[|X(f)|2] = β2(f)|α|2σ2x. Similarly, the re-




β2(f) εd + σ2v
, (2.26)
which is a function of the channel magnitude response.
Substituting (2.4), (2.5), and (2.8) into (2.26), we obtain
SNDR(β(f)) =
(E[γg(γ)])2
E[g2(γ)] − (E[γg(γ)])2+ σ2v
β2(f)A2
. (2.27)
Comparing (2.27) with (2.9), we see that in the fading channel case, A2 is replaced by
β2(f)A2. Next we treat flat fading and frequency selective fading channels separately.
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Flat Fading Channel. For a flat fading channel, β(f) is a constant β for all frequencies.
Assuming that we have knowledge of the probability density function q(β) of the channel
gain β, the average SNDR can be obtained
SNDR = Eβ[SNDR(β)] =
∫
SNDR(β) q(β) dβ. (2.28)
















































which is a good approximation when ξ is large (ξ > 1).
Substituting (2.34) into (2.31), we obtain
Eβ[SNDR(β)] ≈
(E[γg(γ)])2





Comparing (2.35) with (2.9), we infer that the average SNDR in the flat fading case with
σ2H = 1 can be approximated by the SNDR of the AWGN channel. Furthermore, we infer







channel variance σ2H is 1, (2.35) reduces to (2.9). In other words, as a first approximation,
the results obtained for the AWGN channel case can be used for the flat fading channel
case.
Frequency Selective Fading Channel. For a frequency selective fading channel, the chan-
nel gain β(f) is not only frequency dependent, but also changes from realization to real-
ization. Assume that we have knowledge of the probability density function q(β(f)) of the






SNDR(β(f)) q(β(f)) dβ(f) df. (2.37)
If the channel is wide-sense-stationary and uncorrelated-scattered [5], [72], q(β(f)) does
not depend on f . Equation (2.37) then reduces to (2.28).
2.3 Optimization of SNDR for the Fading Channel
Next, we consider the optimization of a functional of the SNDR with respect to the nonlinear
function g(·):
∫
Eβ(f)[F (SNDR(β(f)))] df =
∫ ∫
F (SNDR(β(f))) q(β(f)) dβ(f)df, (2.38)
where F (·) is monotonic and differentiable with respect to SNDR(β(f)).
We will show that within the class of g(·) satisfying 0 ≤ g(·) ≤ 1, the soft-limiter with
gain maximizes (as in the case of SNDR) or minimizes (as in the case of SER) the left hand
side of (2.38).
Theorem 1. Within the class of g(·) satisfying 0 ≤ g(·) ≤ 1, the following g(·) maximizes








η , 0 ≤ γ < η,
1, γ ≥ η,
(2.39)













































and p(γ) is the probability density function (PDF) of γ = |x|/σx.
Proof: See Section A.
The above theorem instructs us to first obtain the Co(η), C1(η), and C̄2(η) expressions
from the PDF of γ. We then obtain λ(η), µ(η), and κ(η). Since the latter three are functions
of β(f), the averaging operations on the right hand side (RHS) of (2.40) ensure that the
RHS of (2.40) becomes a function of η only. Finally, equation (2.40) yields a numerical
solution for η.
The optimal g(·) that maximizes the average SNDR can be obtained from Theorem 1
by setting the functional F (a) = a.




for the Rayleigh fading channel
when different optimization criteria are used. The input signal x is assumed to be i.i.d.
complex Gaussian distributed with mean 0 and variance σ2x. The dash-dotted line was
obtained by optimizing (2.31); the solid line was obtained by optimizing (2.35); the dashed
line was obtained by optimizing (2.48). In Figure 2.3, we observe that the dash-dotted line
and the solid line are fairly close, indicating that the simplifying approximation used in
(2.35) does not introduce much error.
2.4 Performance Comparisons
Next, we investigate the SER performance for the nonlinearity discussed in Theorem 1.
Since OFDM is a popular transmission format for dispersive channels, we assume that
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Figure 2.3: The value of η at a given PSNR for various optimization criteria. The dash-
dotted line was obtained by optimizing (2.31); the solid line was obtained by optimizing
(2.35); the dashed line was obtained by optimizing (2.48).
the symbols are drawn from a constellation in the frequency domain (i.e., X(f) are the
symbols), and we decode each frequency subcarrier separately. The conventional minimum
distance receiver is applied. The SER can be evaluated by replacing SNR by the SNDR in
the linear channel SER expression. For example, the SER of a binary phase shift keying














In Theorem 1, if we set F (a) = Q(
√
a) or F (a) = Q(
√
a)(2 − Q(√a)), we infer that
the soft limiter with a specific gain is also the optimal solution to (2.47) or (2.48). In the
Rayleigh flat fading case, the optimal η, which minimizes (2.48), is calculated numerically
and is shown in Figure 2.3 (the dashed line). We observe that when the PSNR is small,
the dashed line and the solid line are very close; when the PSNR is large, the difference
between the dashed line and the solid line becomes significant.
28






W/ fixed η (theoretical)
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Figure 2.4: SER performance for a QPSK-OFDM input signal. The dotted line was ob-
tained with η = 3.29; the solid line was obtained with the η that maximizes (2.31) at each
PSNR; the dashed line was obtained with the η that maximizes (2.35) at each PSNR; the
dash-dotted line was obtained with the η that minimizes (2.48) at each PSNR. The marked
points were obtained by simulations. The channel variance was σ2H = 1.
In the AWGN channel case, we know that the g(·) that maximizes the SNDR also
minimizes the SER. In the fading channel case, however, the g(·) that maximizes the average
SNDR may be different from the g(·) that minimizes the SER (2.48).
The SER performance of a QPSK-OFDM input signal in the presence of a Rayleigh
flat fading channel is shown in Figure 2.4. Denote by {X(k)}N−1k=0 the frequency domain
OFDM signal drawn from a QPSK constellation C, and N is the number of sub-carriers.









N , 0 ≤ n ≤ N − 1. (2.49)
The time domain OFDM signal |x(n)| exhibits high peaks, especially for N large [99]. A
proper nonlinearity, e.g., a soft limiter with a particular gain, may help to increase the
average signal power and improve the SER performance.
At the receiver side, the received signal is first transformed into the frequency domain.
Then the minimum-distance receiver is applied. In the simulations, N = 128. A total
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of 106 blocks of data were used. Figure 2.4 shows the SER versus the PSNR for the
QPSK-OFDM input signal in a flat fading environment with σ2H = 1. The dotted line
was obtained with η = 3.29 (the signal was practically “unclipped” [73, 99]); the solid line
was obtained by selecting the η that maximizes (2.31); the dashed line was obtained by
selecting the η that maximizes (2.35); the dash-dotted line was obtained by selecting the
η that minimizes (2.48). The marked points were obtained by simulations (they agree well
with the theoretical values). The channel variance was σ2H = 1. We observe a similar
performance when optimizing according to (2.31) and (2.35). A PSNR gain of 4 dB was
obtained at SER = 10−2. The performance for (2.31) was slightly worse than that for
(2.35). If the channel variance equals 1, (2.35) reduces to (2.9). The optimal η obtained
under the AWGN channel assumption also improves the SER performance for the fading
channel case. The SER performance of the soft limiter with a gain obtained by minimizing
(2.48) outperforms other methods yielding a PSNR gain of 7 dB at SER = 10−2.
2.5 Conclusions
Many physical devices in communication systems are intrinsically nonlinear and thus intro-
duce nonlinear distortions. To address the trade-off between maximizing the output power
efficiency and minimizing the signal distortion, we consider the SNDR and the SER criteria.
In both AWGN channels and multipath fading channels, we showed that a soft limiter
with a specified gain offers an optimal solution, in terms of the SNDR or the SER, when
a peak amplitude constraint is presented at the transmitter. With the optimal nonlinear-
ity, the SER performance can be significantly improved. We also showed that the optimal
nonlinear function obtained under the AWGN channel assumption, which is a sub-optimal
solution for the fading channel case, also improves (although not optimizes) the SER per-
formance for the fading channel.
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CHAPTER III
AN ADAPTIVE DIGITAL BASEBAND PREDISTORTION
LINEARIZATION TESTBED FOR POWER AMPLIFIERS
WITH MEMORY EFFECTS
Digital baseband predistortion is a cost effective approach to linearize modern RF/microwave
power amplifiers (PAs). Traditionally, PAs are considered memoryless nonlinear devices.
However, for wideband (such as WCDMA, or multicarrier) and/or high power (such as base
station) applications, PAs exhibit memory effects. The so-called memory polynomial pre-
distorter has a build-in memory structure and is a good candidate for linearizing PAs with
memory effects. To improve the numerical stability of the memory polynomial predistorter,
an orthogonal polynomial basis can be applied. In this chapter, we describe a high-speed
wireless testbed for carrying out digital baseband predistortion linearization experiments.
We show measurement results and demonstrate that the memory polynomial predistorter
is more effective than the memoryless one in linearizing PAs with memory effects.
3.1 Introduction
The power amplifier (PA) is a major source of nonlinearity in a communication system. With
the modern, more spectrally efficient transmission formats, such as Orthogonal Frequency
Division Multiplexing (OFDM) or Code Division Multiple Access (CDMA), the signals
tend to exhibit large peak-to-average power ratios (PAPRs) and are thus vulnerable to
device nonlinearities. To increase the power efficiency, PAs are often driven into their
nonlinear region, causing spectral regrowth (broadening) as well as in-band distortion. PA
linearization is often necessary to suppress spectral regrowth, contain adjacent channel
interference, and reduce bit error rate (BER).
Among all linearization techniques, digital baseband predistortion is one of the most
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cost effective. Ideally, a digital baseband predistorter has the inverse characteristic of the
PA. The baseband input signal passes through the predistorter before it is fed into the PA.
Our hope is for the PA output to be an approximately scaled version of the predistorter
input. To linearize a memoryless nonlinear PA, one can pursue lookup table (LUT) based or
model based approaches. The LUT approach is easy to implement but may take a relatively
long time to converge. Moreover, the piece-wise linear curve has a zig-zag appearance which
may introduce additional nonlinearities that degrade the linearization performance [54]. As
for model based approaches, the memoryless polynomial model is a common choice due
to its simplicity and ease of implementation [21, Sec. 3.3], [30]. However, the memoryless
polynomial may not be suitable for PAs with memory effects [106], which are known to
be significant for high power amplifiers (HPAs) and/or for wideband signals [44]. Volterra
series [28] and certain special cases of the Volterra series, for example, the Hammerstein
model [23] and the memory polynomial model [25], have been proposed for predistorter
designs that include memory effects.
Table 3.1: Digital baseband predistortion performances reported in the literature.
Reference PA Size Predistorter Test Signal Performance
(PEP) (Bandwidth)
[49] 0.5 W LUT CDMA (1.25 MHz) 7 dB
2-tone (150 kHz) 20 dB
2-tone (2.5 MHz) < 20 dB
[113] 0.5 W LUT modulated (300 kHz) 15 dB
modulated (1.25 MHz) 10 dB
modulated (5 MHz) 7.5 dB
[65] 1 W LUT π/4 DQPSK (0.6 MHz) 25 dB
[64] 1 W NN π/4 DQPSK (1.2 MHz) 25 dB
2-tone (150 kHz) 30 dB
2-tone (2.5 MHz) 20 dB
[113] 4 W LUT modulated (300 kHz) 12 dB
modulated (1.25 MHz) 12 dB
modulated (5 MHz) 10 dB
4-carrier WCDMA (20 MHz) 15 dB
[48] 30 W LUT 2-carrier WCDMA with
10 MHz separation (20 MHz)
15 dB
8-tone (2 MHz) 20 dB
[9] 90 W LUT
CDMA 2000 (3.75 MHz) 10 dB
[40] 300 W Multiple LUTs WCDMA (5 MHz) 12 dB
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In Table 3.1, we summarize digital baseband predistortion linearization performances
that have been reported in the literature. In this table, the size of the PA is indicated by
its peak envelope power (PEP). NN stands for neural network predistorter. For modulated
signals, the performance metric is improvement in the adjacent channel power ratio (ACPR)
after predistortion. For 2-tone input signals, the performance metric is the amount of
reduction in the 3rd-order intermodulation distortion (IMD3). For 8-tone input signals, the
performance metric is the amount of reduction in the IMD next to the main channel.
This chapter is organized as follows: In Sec. 3.2, we describe our high speed wireless
testbed and show some measurement results that reveal memory effects in the PA. In Sec.
3.3, we reviewed the memory polynomial predistorter. In Sec. 3.4, the performance of
the memoryless polynomial predistorter and that of the memory polynomial predistorter
are demonstrated. Moreover, orthogonal polynomials are used to improve the numerical
stability of the memory polynomial predistorter. Advantages of the memory polynomial
predistorter over the memoryless polynomial predistorter for PAs with memory effects are
demonstrated. Sec. 3.5 concludes this chapter.
3.2 Testbed Setup
3.2.1 Testbed Setup
We show in Figure 3.1 our testbed configuration. The high-speed digital I/O system has a
150 million samples per second (MSPS) 16-bit digital input/output capability. In the trans-
mission mode, the digital I/O system first generates digital baseband data x(n), predistorts
it to yield z(n), digitally up-converts z(n) to an intermediate frequency (IF) of 30 MHz, and
then sends out the 14-bit data stream to the digital-to-analog (D/A) converter at a sampling
rate of 120 MSPS. In the acquisition mode, the digital I/O system acquires 12-bit digital
IF data at the sampling rate of 120 MSPS from the analog-to-digital (A/D) converter. In
the figure, y(n) is obtained by converting the PA output to baseband and removing the
time delay τ between the input and the output of the digital I/O system. Since the signal
is modulated in the digital domain, any in-phase and quadrature imbalance problem in the
quadrature modulator is obviated. Superheterodyne up-conversion and down-conversion
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chains are adopted to convert the digital IF signal to and from the radio frequency (RF).
We have designed the RF transmit and receive chains to have a linear response over a wide























Figure 3.1: System diagram of the high-speed wireless testbed.
3.2.2 Measurement of Power Amplifiers with Memory Effects
For experiment validations, the device under test (DUT) is a Siemens CGY0819 1 W PA,
shown in Figure 3.2, or an Ericsson 19D903800G1 45 W PA. shown in Figure 3.3. The
Siemens PA is a dual band GaAs class-AB handset PA and operates at the cellular band
with a center frequency of 836 MHz. The Ericsson PA is a silicon bipolar transistor based
class-AB base-station PA and operates at the cellular band with a center frequency of 881
MHz.
Figure 3.4 shows the amplitude-to-amplitude (AM/AM) conversion of the Siemens 1 W
PA. For comparison, Figure 3.5 shows the AM/AM response of the Ericsson 45 W PA. The
input signal used in both cases is a two-tone signal with 1.0 MHz tone spacing. In Figure
3.4, the AM/AM response of the Siemens PA stays “focused” and forms a single curve. In
contrast, the AM/AM response in Figure 3.5 reveals some hysteresis behavior and is no
longer a single curve. In other words, for the same PA input, the PA output might be
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Figure 3.2: Siemens 1 W power amplifier.
Figure 3.3: Ericsson 45 W power amplifier.
different. This phenomenon is a sign of memory effect in the PA.
In order to further ascertain memory effects in the Ericsson 45 W PA, we conducted
a two-tone experiment. In this experiment, we fixed the peak PA output power at 36.5
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Figure 3.4: The AM/AM response of the Siemens 1W PA.
























Figure 3.5: The AM/AM response of the Ericsson 45 W PA.
dBm but incrementally changed the tone spacing from 100KHz to 20MHz. Figure 3.6
shows the IMD3 at the lower sideband of the main channel (IMD3,L) and at the upper
sideband of the main channel (IMD3,U), as well as the IMD5,L and IMD5,U, when the tone
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spacing is changed. We observe that the IMD products vary significantly with changes in
the tone-spacing, and appear asymmetric between the lower and upper sidebands. IMD3,L
and IMD3,U differed by as much as 5 dB, whereas IMD5,L and IMD5,U differed by as much
























Figure 3.6: The IMD products vs. the tone spacing for the Ericsson 45W PA.
3.3 Digital Baseband Predistortion
3.3.1 Predistorter Models






where {ak}Kk=1 are the predistorter coefficients and K is the highest polynomial order. Eq.








akq |x(n− q)|k−1x(n− q), (3.2)
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where Q is the largest delay tap. To improve modeling accuracy, both even and odd order
terms are used in (3.1) and (3.2) [24].
Ref. [25] demonstrated by computer simulations that the memory polynomial predis-
torter can suppress well the spectral regrowth generated by a nonlinear PA with memory
effects. Numerical instability has been reported in [83] as a challenging problem for the
polynomial predistorter when high order polynomials are used. This is because the regres-
sor matrix used in solving for the predistorter coefficients is close to being singular when
the polynomial order is high [83]. The so-called orthogonal polynomials can help to improve








αkq ψk(x(n− q)), (3.3)





(−1)l+k (k + l)!
(l − 1)!(l + 1)!(k − l)! |x|
l−1x. (3.4)
ψk1(x(n − q1)) and ψk2(x(n − q2)) are strictly orthogonal to each other for k1 6= k2 and
q1 = q2 if |x| is uniformly distributed in [0, 1]. For input signals with other distributions
or when q1 6= q2, ψk1(x(n − q1)) and ψk2(x(n − q2)) are generally not exactly orthogonal.
However, the basis set (3.4) can still help to reduce the condition number of the regressor
matrix and thus improve the numerical stability.
A matrix representation of (3.3) is
z = Ψ α, (3.5)
where
α = [α10, . . . , α1Q, α20, . . . , αKQ]
T , (3.6)
z = [z(1), z(2), . . . , z(N −Q)]T , (3.7)
Ψ = [ψ1(x(0)), . . . ,ψ1(x(Q)),ψ2(x(0)), . . . ,ψK(x(Q))], (3.8)
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and
ψk(x(q)) = [ψk(x(Q+ 1 − q)), ψk(x(Q+ 2 − q)), . . . , ψk(x(N − q))]T (3.9)
for 0 ≤ q ≤ Q, 1 ≤ k ≤ K.
3.3.2 Predistorter Model Coefficients Calculation
We adopt the indirect learning architecture to obtain the predistorter model coefficients [27].
Let us denote the predistorter model by function f(·). An iterative block training approach
can be implemented:
Step 1. Initialize the predistorter model with f (0)(x(n)) = x(n) and set the iteration number
p = 1.
Step 2. For a given block of input data {x(p)(n)}Nn=1, whereN is the total number of samples
available, calculate the predistorted signal
z(p)(n) = f (p−1)(x(p)(n)), (3.10)
and measure the corresponding PA output {y(p)(n)}Nn=1.
Step 3. Now let y(n)/G be the input, and z(n) be the output of the model f(·). Esti-
mate the p-th model parameters of f (p)(·) based on the samples {z(p)(n)}Nn=1 and







by replacing z(n) with z(p)(n), and x(n) with y(p)(n)/G in (3.3).
Step 4. Increase p by one and go back to Step 2.
This iterative procedure ensures that the predistorter can adapt to slow changes in the PA
characteristics due to biasing changes, ambient temperature variations, aging, etc.
The procedure described above is for the off-line training mode, in which case x(p)(n)
can be the same block of data x(n), ∀p. For online updates, the algorithm cycles between
steps 2 and 3.
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3.4 Measurement Results
In this section, we show the measurement results when the memoryless polynomial predis-
torter and the memory polynomial predistorter are applied. The predistorter model coef-
ficients are computed by a 32-bit floating point precision C program. In the experiments,
the highest polynomial order was set to K = 5. For the memory polynomial predistorter,
we chose Q = 9 when the input signal is a 2-tone or 8-tone signal, and Q = 4 when the
input signal is a modulated signal (multi-carrier CDMA or WCDMA signal).
To quantitatively measure the predistorter performance, we used the ACPR and the
normalized mean square error (NMSE) as performance metrics. For the 2-tone or 8-tone
input signals, we considered the IMD product that is next to the main channel in the ACPR
measurements.








where N is the total number of samples.
The ACPR is defined as the power contained in a defined adjacent band divided by
the power contained in a defined band around the center frequency [42]. The ACPR is
an indication of the amount of spectral regrowth in the adjacent channel, or the level of
inter-channel interference. In this chapter, we measured the power spectral density (PSD)
of the PA output using two 30 kHz bandwidth markers, one at the carrier frequency fc, and
the other one at the frequency fc ± 0.8fs, where fs is the bandwidth of the input signal.
Between the lower and upper adjacent channels, the one that has the higher marker reading
is recorded. The difference (in dB) between the two marker readings can be viewed as an
approximation to the ACPR if the bandwidth of the main channel and that of the adjacent
channel are assumed equal in the ACPR calculation.
3.4.1 Conventional vs. Orthogonal Polynomials
We first compared the performance of the conventional memory polynomial predistorter
with that of the orthogonal memory polynomial predistorter. In this experiment, the DUT
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was the Siemens 1 W PA. The input signal was a 1.25 MHz bandwidth CDMA signal with
a peak-to-average power ratio (PAPR) of 6 dB. The PEP of the PA output was 28 dBm.
We first examined the condition numbers of the matrices involved in the least-squares
estimation ((ΦHΦ [83]) in the conventional polynomial case, and (ΨHΨ) in the orthogonal
polynomial case). The condition numbers for (ΦHΦ) at iterations 3, 4 and 5 were 1.08 ×
1013, 0.98 × 1013, and 0.90 × 1013, respectively; while the condition numbers for (ΨHΨ)
at iterations 3, 4 and 5 were 2.58 × 106, 3.14 × 106, and 2.66 × 106, respectively. The
orthogonal polynomials helped to reduce the condition numbers significantly, thus improving
the numerical stability of the memory polynomial predistorter.
Figure 3.7 shows the performance of the conventional memory polynomial predistorter
(3.2) and the orthogonal memory polynomial predistorter (3.3) in terms of the PSD of
the PA output. In Figure 3.7, line (a) is the PA output PSD without predistortion; lines
(b)-(d) are the PA output PSDs with conventional memory polynomial predistortion at
iteration numbers 3, 4, and 5; lines (e)-(g) are the PA output PSDs with orthogonal memory
polynomial predistortion at iteration numbers 3, 4, and 5. In this experiment, we observed
that the conventional memory polynomial predistorter performance was not stable (the
lines fluctuated up and down). In contrast, the orthogonal memory polynomial predistorter
showed stability and effectiveness; it successfully suppressed the IMD in the adjacent channel
by 22 dB. In the remaining experiments, the orthogonal polynomial basis (3.4) is adopted.
3.4.2 Memoryless Polynomial vs. Memory Polynomial
Next, we compared the performances of the memoryless and memory polynomial predis-
torters. We first used the Siemens 1 W PA as the DUT. The input signal was a 1.2 MHz
bandwidth 8-tone signal with 150 kHz tone spacing. The PEP of the PA output was 28
dBm.
Figure 3.8 shows the performance of the memory polynomial predistorter and the mem-
oryless polynomial predistorter in terms of PSD of the PA output. In Figure 3.8, line (a)
is the PA output PSD with memory polynomial predistortion; line (b) is the PA output
PSD with memoryless polynomial predistortion; line (c) is the PA output PSD without
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Figure 3.7: Measured PA output PSDs for the Siemens 1 W PA: (a) without predistortion;
(b)-(d) with conventional memory polynomial predistortion at iteration numbers 3, 4, and
5; (e)-(g) with orthogonal memory polynomial predistortion at iteration numbers 3, 4, and
5. Both the conventional and the orthogonal polynomial predistorters used K = 5 and
Q = 4.
predistortion. In this experiment, we observed that the memory polynomial predistorter
suppressed almost all the spectral regrowth. In the adjacent channel, the memory poly-
nomial predistorter suppressed the nearest IMD product by 33 dB, while the memoryless
polynomial predistorter gave 23 dB of IMD reduction. The memory polynomial predistorter
outperformed the memoryless predistorter by about 10 dB.
Next, we used the Ericsson 45 W PA as the DUT. The input signal was a 2.5 MHz
bandwidth 2-carrier CDMA signal with a peak-to-average power ratio (PAPR) of 8.5 dB.
The PEP of the PA output was 36.5 dBm.
Figure 3.9 shows the performances of the memory polynomial predistorter and the mem-
oryless polynomial predistorter in terms of PSD of the PA output. In Figure 3.9, line (a)
is the PA output PSD with memory polynomial predistortion; line (b) is the PA output
PSD with memoryless polynomial predistortion; line (c) is the PA output PSD without
42
Figure 3.8: Measured PA output PSD for the Siemens 1 W PA: (a) with the K = 5, Q = 9
memory polynomial predistorter; (b) with the K = 5 memoryless predistorter; (c) without
predistortion.
predistortion. In this experiment, we observed that the memory polynomial predistorter
suppressed the IMD in the adjacent channel by 15 dB, whereas the memoryless polynomial
predistorter only gave 8 dB of IMD reduction. The results showed that the memory polyno-
mial predistorter had a significant advantage over the memoryless polynomial predistorter
for the PA with memory effects.
To further explore the predistorter performance when the input power of the PA changes,
we repeated the above experiment when the PEP of the PA output swept from 27.5 to 38.5
dBm. Figure 3.10 shows the ACPR improvement results of the memoryless polynomial
predistorter and the memory polynomial predistorter when the PA output power level
changes. In Figure 3.10, the solid line is the ACPR performance for the PA with the
memory polynomial predistorter; the dashed line is the ACPR performance for the PA with
the memoryless polynomial predistorter; the dash-dotted line is the ACPR performance for
the PA output without predistortion linearization. From Figure 3.10, we can determine the
PEP of the PA input for a given spectral mask requirement. For example, if the desired
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Figure 3.9: Measured PA output PSD for the Ericsson 45 W PA: (a) with the K = 5,
Q = 4 memory polynomial predistorter; (b) with the K = 5 memoryless predistorter; (c)
without predistortion.
ACPR is 45 dB, the maximum PEP of the output from the PA without predistorter is
approximately 29.5 dBm, while the maximum PEP of the output from the PA with the
memory polynomial predistorter is approximately 36.5 dBm. An average power gain of 7
dB is achieved when the memory polynomial predistorter is used.
3.4.3 Performance on the Siemens 1 W PA vs. Performance on the Ericsson
45 W PA
The following experiments summarize the predistorter performances on both the Siemens 1
W PA and the Ericsson 45 W PA for various input signals with different bandwidths. For
the Siemens PA, the PEP of the PA output was set at 28 dBm. For the Ericsson PA, the
PEP of the PA output was set at 36.5 dBm.
Table 3.2 summarizes the ACPR improvement results (∆ACPR) and the NMSE results
on the Siemens 1 W PA that we have achieved; PD stands for predistorter.
Table 3.3 summarizes the ACPR improvement results (∆ACPR) and the NMSE results
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Figure 3.10: Measured ACPR results for the Ericsson 45 W PA when the PA input power
changes: the solid line is with the K = 5, Q = 4 memory polynomial predistorter; the
dashed line is with the K = 5 memoryless predistorter; the dash-dotted line is without
predistortion.
on the Ericsson 45 W PA that we have achieved.
From Table 3.2, we observe that for the Siemens 1 W PA, the ACPR improvement
and the NMSE result for the PA with the memory polynomial predistorter were always
better than those with the memoryless polynomial predistorter. The results imply that the
Siemens 1 W handset PA also had some memory effects, which may be due to the frequency
dependency of the matching circuits or the bias networks. The predistorter performance
gain decreases when the signal bandwidth increases; this may be attributed to frequency
dependent memory effects that cannot be modeled accurately by the memory polynomial
model. We also observed that the memoryless polynomial predistorter, which is a special
case of the memory polynomial predistorter, is fairly effective when the signal bandwidth
is small.
From Table 3.3, we observe that for the Ericsson 45 W PA, the ACPR improvement and
the NMSE result for the PA with the memory polynomial predistorter were always better
than when the memoryless polynomial predistorter is utilized. The ACPR improvement for
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Table 3.2: Memoryless and memory polynomial predistortion results on the Siemens 1 W
PA.
Input Signal Memoryless polynomial PD Memory polynomial PD
Format Bandwidth ∆ACPR NMSE (%) ∆ACPR NMSE (%)
2-tone signal 0.2 MHz 21 dB 1.05 34 dB 1.03
2-tone signal 1.0 MHz 21 dB 0.73 29 dB 0.24
8-tone signal 1.2 MHz 23 dB 0.96 33 dB 0.41
CDMA 1.25 MHz 21 dB 2.97 22 dB 2.50
2-carrier CDMA 2.5 MHz 15 dB 6.11 18 dB 4.83
WCDMA 3.84 MHz 11 dB 9.38 14 dB 7.65
4-carrier CDMA 5.0 MHz 8 dB 11.91 10 dB 9.62
Table 3.3: Memoryless and memory polynomial predistortion results on the Ericsson 45 W
PA.
Input Signal Memoryless polynomial PD Memory polynomial PD
Format Bandwidth ∆ACPR NMSE (%) ∆ACPR NMSE (%)
2-tone signal 0.2 MHz 16 dB 1.46 24 dB 1.13
2-tone signal 1.0 MHz 10 dB 2.41 24 dB 1.39
8-tone signal 1.2 MHz 9 dB 1.66 14 dB 0.95
CDMA 1.25 MHz 8 dB 6.15 15 dB 5.72
2-carrier CDMA 2.5 MHz 8 dB 6.22 15 dB 5.45
WCDMA 3.84 MHz 5 dB 7.63 9 dB 6.48
4-carrier CDMA 5.0 MHz 7 dB 8.68 9 dB 6.57
the memory polynomial predistorter was significantly better than that for the memoryless
polynomial predistorter. This may be due to the strong memory effects that the Ericsson
45 W PA exhibits which render the memoryless polynomial predistorter not very effective.
3.5 Conclusions
Digital baseband predistortion is a cost effective approach to linearize modern RF PAs. In
this chapter, we constructed a testbed that allows us to measure behaviors of power ampli-
fiers as well as to evaluate the performance of various predistorter models. For the Siemens
1 W PA with narrowband inputs, the PA can be regarded as memoryless, and the mem-
oryless predistorter can be fairly effective. However, when the signal bandwidth increases
and/or the size of the PA increases, the memory effects become significant. The memoryless
predistorter provides diminishing returns, whereas the memory polynomial predistorter can
be effective over a broad range of conditions. To alleviate the numerical instability problem
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associated with the memory polynomials when the polynomial order is high, an orthogonal
polynomial basis is utilized. We showed that the orthogonal polynomials can greatly reduce
the condition number of the regressor matrix, thus improving the numerical stability of the
memory polynomial predistorter. To the best of our knowledge, our measurement results
are comparable to or better than the results published in the literature.
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CHAPTER IV
A LOW COST PREDISTORTION LINEARIZATION
ARCHITECTURE FOR PORTABLE WIRELESS
DEVICES0
For a mobile wireless device, power efficiency of the power amplifier (PA) in the transmitter
is an important issue since the PA consumes a great deal of power and directly impacts
the battery life of the device. PA linearization is often sought for achieving good efficiency
while maintaining good linearity of the PA. However, adaptive PA linearization has been
practiced mostly on the larger, higher power PAs. In this article, we propose an adaptive
digital predistortion linearization design that is especially suitable for the smaller, lower
power wireless terminals. This new predistortion architecture utilizes existing components
of the wireless transceiver to fulfill the adaptive predistorter training functionality; it is cost
effective and power efficient. Potential applications include cellular phones and wireless
sensor units.
4.1 Introduction
In a mobile wireless device, power efficiency of the power amplifier (PA) in the transmitter
is an important design metric [26]. High efficiency is desired as it means low battery drain,
long talk time and/or light weight for the device. However, high efficiency PAs are usually
nonlinear. The nonlinearity leads to spectral regrowth (broadening) as well as in-band
distortion. PA linearization is often necessary in order to achieve good efficiency while
maintaining good linearity of the PA.
Among all linearization techniques, digital baseband predistortion is one of the most cost
effective [11, 22, 25, 31, 61, 110]. A predistorter (PD), which has approximately the inverse
0Protected by U.S. provisional patent [81], Sept. 2004.
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characteristic of the PA, is used to compensate for the nonlinearity of the PA. Ideally,
the output of the PD-PA cascade is a scalar version of the original input signal up to the
saturation point.
In the past decade, numerous PA linearization techniques for the mobile terminal have
been proposed. In [34, 35], the authors proposed a circuit level predistorter design. A
predistorter was integrated in the PA design itself. A 10 dB adjacent-channel-power-ratio
(ACPR) improvement was achieved over a 3.84 MHz bandwidth for a handset PA with a
hybrid phase shift keying modulated input. In [46], the authors applied a Schottky diode
as the predistorter in a 2 watt PA design. The ACPR was improved by 7.25 dB over a 1.25
MHz bandwidth with a CDMA 900 MHz input signal. In [66], the authors used an active
feedback network to linearize the PA. The ACPR was improved by about 10 dB over a 5 MHz
bandwidth for a WCDMA input signal. The techniques proposed in [34,35,46,66], however,
do not adapt to changes in the PA characteristics. The predistorter can be calibrated when
the device is manufactured but may become less effective when the PA operating conditions
change. In [49], the authors applied an RF predistorter to the cellular handset PA. The
performance of the predistorter, however, was limited because of inaccuracy of the analog
components in the correction loop.
Digital baseband predistortion has been applied to linearize the PA for the wireless
device. In [2, 59, 94], the authors utilized a feedback path from the PA output. Ref. [59]
presents a handset architecture that gets feedback from the PA output and allowed baseband
predistortion. Ref. [94] uses the look-up-table (LUT) based predistortion algorithm to
linearize the PA. Ref. [2] proposes a nonlinear optimization predistortion algorithm. The
technologies in [2,59,94] require a separate down conversion chain to implement the adaptive
predistorter training functionality, which can increase both the cost and power consumption
of the wireless unit. In [12], the authors implemented a LUT based predistortion algorithm
in the field programmable gate array (FPGA). It does not require a feedback path; however,
a major drawback of this method is that the LUT entries are determined based on the
characteristics of the PA obtained off-line (e.g., during factory calibration), and hence are
non-adaptive. Ref. [111] proposed to use LUTs to implement the predistorter gain function,
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but did not consider the timing issue in the feedback loop.
In this chapter, we propose a new predistorter architecture to linearize the PA for the
wireless transmitter. The key idea is to utilize existing components of the transceiver to
implement the down-conversion process, thus reducing the cost and power consumption in
the predistorter training loop.
4.2 Adaptive Digital Baseband Predistortion Linearization
Architecture
In order to implement an adaptive predistortion algorithm, a feedback path from the PA
output is necessary in order to learn about the current characteristics of the PA. Changes
in the PA characteristics can be due to temperature variations, aging, biasing changes, etc
and usually have slow time constants. The challenge in the predistortion architecture design
for portable devices is to incur as low cost as possible with as low power consumption as
possible.
4.2.1 Conventional Predistortion Architecture
Figure 4.1 shows a commonly employed adaptive digital baseband predistortion linearization
architecture [42]. A separate down-conversion chain is employed (the top portion of Figure
4.1). The purpose of this feedback path is to facilitate learning of the current behavior of
the PA. A coupler, an attenuator, an RF mixer, a bandpass filter (BPF2), two IF mixers,
two low pass filters (LPF3, LPF4) and two ADCs (ADC1, ADC2) are added to the original
transmitter (the bottom portion of Figure 4.1). These components not only add to the cost
but also the power consumption of the transmitter.
This architecture is well suited for base station or other large PA linearization appli-
cations since the cost and power consumption of the feedback path are small as compared
to the overall cost and power consumption of the large (and expensive) PA. For consumer
applications (such as the cellular phone) however, the architecture in Figure 4.1 is less ap-
pealing, because the added cost can be a significant portion of the overall design budget.























Figure 4.1: A conventional adaptive digital baseband predistortion linearization architec-
ture for the transmitter.
Next, we review the commonly employed transceiver architectures to appreciate the
similarities between the adaptive predistorter and the transceiver.
4.2.2 Existing Transceiver Architectures
Currently, there are three main architectures for the radio frequency (RF) transceiver design
[87]:
1. Superheterodyne. This is the conventional architecture for transceivers. Main advan-
tages are high selectivity and high sensitivity. Main disadvantages are image rejection
problems, high power consumption, and high cost. Figure 4.2 shows the RF part of
the conventional superheterodyne transceiver. When the transceiver operates at the
frequency duplex model, the switch attached to the antenna is not necessary. When
the transceiver operates at the time duplex model, local oscillators LO1 and LO3 can
be the same.
2. Direct conversion / zero IF. This is a rather new technique. Main advantages are high
integration, low power consumption, low cost and no image rejection problem. Main
























Figure 4.2: Conventional superheterodyne transceiver architecture.
3. Low IF. Main advantages are high integration and freedom from DC offset problems.
Main disadvantages are I/Q matching problems, image signal suppression problems
and stringent ADC dynamic range requirements.
Next, we will explain how the transceiver architecture in Figure 4.2 can be modified to
achieve adaptive predistortion linearization similar to Figure 4.1. We would like to point
out that the proposed structure can be modified to work with the direct conversion and low
IF transceiver architectures as well.
4.2.3 Proposed Digital Baseband Predistortion Transceiver Architecture
The top part of Figure 4.2 is the receiver portion of the transceiver which converts the
received RF signal to baseband. It has the same functionality as the feedback path in the
adaptive predistortion architecture (top portion of Figure 4.1). It thus makes sense to reuse
this down-conversion chain to implement the feedback path for the predistorter.
Our proposed digital baseband predistortion transceiver architecture is shown in Figure
4.3. As compared with Figure 4.2, a coupler at the output of the PA and a soft switch after
the low-noise amplifier (LNA) are the only hardware components added to the conventional
























Figure 4.3: Modified superheterodyne transceiver architecture suitable for adaptive digital
baseband predistortion linearization.
predistortion transceiver architecture has just one added components in the transmitter,
the coupler. With careful design, the insertion loss of the coupler can be very small, usually
less than 0.1 dB. The coupler returns a fraction of the PA output signal to the feedback
(receiver) path. It also adjusts the signal to the desired power level.
Comparing to the receiver in Figure 4.2, the proposed digital baseband predistortion
transceiver architecture added a soft switch to bypass the received signal from the antenna.
The soft switch connects to the coupler in the predistorter training mode or connects to
the LNA in the receiving mode. The power consumption of the added soft switch is not
significant since the added switch is in the receiver path.
Comparing to the predistortion architecture in Figure 4.1, our design is much simplified
without compromising the performance. The coupler and the switch are analog components
and can be easily integrated on board, whereas the conventional predistorter feedback path
requires several additional stand-alone chips.
In the conventional predistortion architecture (c.f. Figure 4.1), the transmission path
and the feedback path have the same carrier frequency (i.e., they share the same LO1), but
the existing transceiver (c.f. Figure 4.2) can have different transmit and receive frequencies
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if the transceiver operates at the frequency duplex mode (e.g., in cellular phones). Thus,
simply “borrowing” the receiver chain for the purpose of predistorter training may not seem
feasible. For example, for the mobile unit, the U.S. cellular band uses 825 - 849 MHz for
the mobile transmitter but 869 - 894 MHz for the mobile receiver. During the predistorter
training mode, the coupler provides a signal in the 825 - 849 MHz range. This signal cannot
be converted to the baseband correctly if the frequency of the local oscillator (LO1) of the
receiver still targets the 869 - 894 MHz signal.
Fortunately, the frequency of the local oscillator can be reconfigured and locked to a
different frequency because the voltage controlled oscillator (VCO), which may operate
over a large frequency range, is often used as the signal generator. The VCO can be
tuned to a different frequency [102, 112] that is specified by the phase lock loop (PLL).
In the predistorter training mode, we can instruct the PLL to lock the VCO to the same
frequency as that used in the VCO of the transmitter (i.e., LO1 and LO3 have the same
frequency during predistorter training). This is all done in software and no additional
hardware modifications are necessary.
The proposed predistortion transceiver architecture in Figure 4.3 subsumes the function-
alities of both Figure 4.1 and Figure 4.2. It is suitable for many wireless communication
applications that require a linearized PA, such as cellular phones, cordless phones [16, 17],
low power sensor radios [1], 802.11 wireless transmissions [118], etc.
In some applications (e.g., some half duplex systems), the transmit and receive frequen-
cies are the same. In that case, LO1 = LO3 in Figure 4.2 and Figure 4.3, thus switching
from the receive mode to the predistortion training mode is even easier.
4.2.4 Sampling Rate Requirement
One may ask whether the ADC1 and ADC2 in the conventional receiver can meet the sam-
pling rate requirement in the predistorter training mode. In the conventional predistortion
architecture shown in Figure 4.1, the analog to digital converters (ADC1, ADC2) for the
feedback path usually have high sampling rate requirements. This is because the PA output
signal can experience K times spectral regrowth if Kth-order (K = 3, 5, 7, . . .) nonlinearity
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is present in the PA. Suppose that the PA input signal bandwidth is Bx. If the highest-order
nonlinearity in the PA is K, then the PA output signal bandwidth becomes KBx (assuming
K is odd). Therefore, sampling requirements for the ADC1 and ADC2 in Figure 4.1 are
generally much higher than those in Figure 4.2 to prevent aliasing in the PA output signal
samples. We explain below that this is not an issue for memoryless nonlinear PAs, however.
Consider a memoryless nonlinear device with continuous-time input x(t), continuous-
time output y(t), and the relationship
y(t) = f(x(t)), (4.1)
where f(·) is a memoryless nonlinear mapping from x to y. Denote the samples of x(t) and
y(t) by
x[n] = x(t) |t=nTs , (4.2)
y[n] = y(t) |t=nTs , (4.3)
respectively, where Ts is the sampling interval and n is an integer. Substituting t = nTs in
(4.1) and utilizing (4.2)-(4.3), we infer that
y[n] = f(x[n]). (4.4)
Therefore, the same memoryless nonlinear mapping f(·) can be inferred from the discrete
time samples x[n] and y[n] as indicated by (4.4). Lower than Nyquist rate sampling is
possible, provided that the samples can ensure the identifiability of f(·). Even if x[n] is
an aliased version of x(t) and y[n] is an aliased version of y(t), the same f(·) relationship
still governs the x[n] and y[n] samples. If f(·) is parameterized by M parameters, then in
theory, we can recover f(·) with a minimum of M sets of {x[n], y[n]} samples. In reality
however, we still would like to use M samples in order to reduce the effects of modeling
error and noise.
The proceeding arguments justify that for memoryless predistortion linearization, no
special provisions for the ADC1 and ADC2 in Figure 4.3 beyond the usual requirements for
the receiver, are necessary.
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4.2.5 Special Considerations of Power Savings
Predistortion itself is a relatively simple algorithm that operates in the “DSP & control”
block of Figure 4.1 or Figure 4.3. As we have seen, the challenge is in adaptively acquiring
new predistorter parameters or LUT entries to account for changes in the PA characteristics.
In order to save power, we can run the predistorter training algorithm infrequently;
e.g, once every 30 minutes, or when temperature changes dramatically. Moreover, when
the automatic gain control is applied and the PA is not running at the full power mode
(has large back-off), we may shut down the predistorter in the DSP since the PA is fairly
linear when the back-off is large. The savings in the DSP cycles also reduce the power
consumption.
Obviously, with the architecture in Figure 4.3, we cannot both receive signal and update
the predistorter. Fortunately, predistorter training only needs to occur once in a while, and
the duration of receiving the transmitter signal is very short. Assume that we need to receive
1000 samples which is sampled at 10 MSPS. The duration of receiving the transmitter
signal only lasts 0.1 ms, which is tolerable in wireless communication systems. We can
also take advantage of the communication idle period to update the predistorter coefficients
using a stored predistorter training sequence. Alternatively, we can train and update the
predistorter before each new connection as part of the start up procedure.
The objective of PA linearization is to ultimately save power. With predistortion, we
will be able to increase the efficiency of the transmit PA. Since the power efficiency η =
PRF/PDC, where PRF is the average PA output power and PDC is the power drawn from the
DC source (e.g., the battery), for a given η, the savings in PDC is proportional to PRF. Since
predistorter training and predistortion itself require DSP resources and consume power as
well, adaptive predistortion for very small PAs (say in mW range or less) may not be
worthwhile.
4.2.6 Compare to Existing Patents
In [59], the authors proposed a mobile wireless unit architecture that gets feedback from
the PA output and allows baseband predistortion. However, it requires a complete down
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conversion chain, which adds more cost and power consumption to the mobile wireless unit.
A variable amplifier, which could be very expensive, two mixers, one local oscillator (LO),
two analog-to-digital converters (ADCs), and one LO phase shifting network is required in
this design. While we propose to reuse almost all the components in the existing receiver
chain, thus reducing the cost and power consumption of the predistorter. In [59], the authors
just gave a feedback path. They did not propose any predistorter schemes to use. While
we justify the choice of memoryless (polynomial) predistorter.
In [111], the authors proposed to use LUTs to implement the predistorter gain function.
The LUT values are driven by a scaled version of the error signal. It has been known that the
LUT based predistorter may take a relatively long time to converge. Moreover, the piece-
wise linear curve has a zig-zag appearance which may introduce additional nonlinearities
that degrade the linearization performance [54]. We propose a model based approach with
memoryless polynomial predistorter that is easy to implement; has no convergence problem
and is free of the zig-zag nonlinearities. In [111], the author only implemented gain LUTs.
The predistorted signal needs to be calculated with additional multipliers and that might
cause numerical instability problem. While we propose to get the predistorter output value
directly, not just the gain value. Moreover, in [111], the authors did not consider the timing
issue in the feedback loop and they did not consider that the center frequencies of the uplink
and the downlink may be different in the mobile wireless unit.
4.3 Digital Predistortion Linearization Algorithm
In this section, we recommend predistortion algorithms that can be used with the proposed
architecture in Figure 4.3 to linearize PAs used in wireless devices.
First, we need to decide whether memory nonlinear effects need to be compensated for.
Memory effects typically occur in high power amplifiers (HPAs) or for wideband applications
(e.g., multicarrier PAs or MCPAs for basestation applications). Since our concern here is the
wireless device, the power level is relatively low (typically 0.1 - 4W [1,17,29,46,67,70,103]),
so the thermal memory effect is of little concern. Depending on the bandwidth of the
transmitted signal (some examples are given in Table 4.1), the frequency dependent memory
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effect may (e.g. in WCDMA) or may not (e.g., in AMPS, CDMA) cause concern. Since
the wireless device typically only accommodates one user, the signal bandwidth is generally
not as wide as in MCPA applications.
Table 4.1: Bandwidth of various communication signals.
Communication Standard Bandwidth
AMPS 30 kHz
N.A. TDMA 30 kHz
GSM / DCS 1800 200 kHz
IS-95 CDMA 1.25 MHz
3G standard 5 MHz
If the nonlinear PA does exhibit memory effects, the predistorter needs to include non-
linear terms with memory as well. Volterra series is a general nonlinear model with mem-
ory [89], which has been used in PA modeling as well as predistorter design [28]. Certain
special cases of the Volterra series, for example, the Hammerstein model [23] and the mem-
ory polynomial model [25], have been proposed for predistorter design that includes memory
effects.
Our experience with low power PAs (2W or less) is that memory predistortion algorithms
offer incremental improvements over memoryless predistortion algorithms, but the former
require more computational resources. Such performance - cost tradeoff motivates us to
focus on memoryless predistortion algorithms for low power devices.
For predistorter training, we advocate the use of the indirect learning architecture [27]
as shown in Figure 4.4.
The baseband predistorter input is denoted by x(t), the predistorter output / baseband
PA input is denoted by z(t), and the baseband PA output is denoted by y(t). The feedback
path labeled “Predistorter Training Branch” (block A) has y(t)/G as its input, where G is
the intended gain of the PA, and ẑ(t) is its output. The actual predistorter (copy of A)
is an exact copy of the predistorter training branch. Since when y(t) = Gx(t), the error
e(t) = z(t)− ẑ(t) is 0, the predistorter parameters can be found by minimizing ‖e(t)‖2. The
benefit of the indirect learning architecture is that, instead of assuming a model for the PA,


















Figure 4.4: The indirect learning architecture. The signals x(t), y(t), z(t), ẑ(t) are all
baseband equivalent quantities.
the predistorter1.



















Based on a set of PA input {z(tn)}Nn=1 and output {y(tn)}Nn=1 measurements, a least-squares
solution can be obtained for the predistorter coefficients, a = [a1, . . . , aK ]
T , with y(t)/G as
its input, and z(t) as its output. Once the coefficients {ak} are found, they are plugged into






as input to the PA.
This procedure can be repeated; one benefit of the iterations being that more diverse
values of z(t) and y(t) are possible and are helpful for obtaining more accurate model
parameter estimates. To initialize, a = [1 0 . . . 0]T can be used. Such recursive procedure
enables the predistorter to linearize even a (slowly) time-varying PA.
To increase the transmission speed, the predistorter can be implemented using LUTs.
The LUT entries are calculated from (4.6) and indexed by the amplitude of the input
1The term “indirect learning” seems counter-intuitive here, since the predistorter is learned directly; it
is the PA characteristics that are learned indirectly.
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Figure 4.5: The performance of memoryless polynomial predistorters for a handset PA. Line
(a): PA output PSD when the predistorter is acquired with the 120 MSPS sampling rate.
Line (b): PA output PSD when the predistorter is acquired with the 1.2 MSPS sampling
rate. Lines (a) and (b) almost coincide. Line (c): PA output PSD without predistortion.
signal [12].
4.4 Experimental Results
In this section, we show some testbed results to demonstrate the predistortion linearization
algorithm discussed in Section 4.3. The baseband signal is first modulated to the IF in the
digital domain. A Celerity high-speed digital I/O system is used to generate and process
the IF signals at the sampling rate of 120 million samples per second (MSPS). A two stage
superheterodyne transceiver architecture converts the signal to the desired RF frequency.
The digital predistorter training algorithm and the predistorter itself are implemented in
the Celerity system.
In this experiment, the device under test (DUT) is a Siemens CGY0819 handset PA
operating at the cellular band (824-849 MHz). The input is a 1.25 MHz bandwidth CDMA
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signal centered at 836 MHz. The PA is operated near the 1 dB compression point, so a sig-
nificant amount of nonlinearity is present. The memoryless polynomial predistorter model
(4.6) with highest nonlinear order K = 5 is applied to linearize the PA. Predistorter A was
trained using 400 {y[n], z[n]} measurements sampled at the rate of 120 MSPS. Predistorter
B was trained with 400 {y[n], z[n]} measurements sampled at the rate of 1.2 MSPS (1/100
of the previous sampling rate and below the Nyquist sampling rate of the input signal).
Figure 4.5 shows the PA output power spectral density (PSD) measured by a spectrum
analyzer. Line (a) is the PA output PSD when predistorter A is applied. In this case,
an ACPR of 47 dB was achieved. Line (b) is the PA output PSD when predistorter B
is applied. Lines (a) and (b) almost coincide. For comparison, line (c) is the PA output
PSD without predistortion and shows significant amount of spectral regrowth (broadening).
Approximately 15 dB of ACPR improvement was achieved with either predistorter.
This experiment demonstrates the effectiveness of the memoryless polynomial predis-
torter on a handset PA. It also verifies that below Nyquist rate sampling is feasible for
memoryless predistortion training and can help to reduce the computational cost.
4.5 Conclusions
In a mobile wireless unit, power efficiency of the transmit power amplifier (PA) is an im-
portant design metric since it represents a large portion of the device’s power budget. PA
linearization is often desired to achieve good efficiency while maintaining good linearity
of the PA. In this chapter, we proposed a new adaptive baseband predistortion lineariza-
tion architecture that is especially suitable for the low cost, low power devices. It re-uses
components of the existing receiver to implement the adaptive predistorter training func-
tionality. We suggested a practical memoryless predistortion linearization algorithm and
demonstrated its performance on a handset PA using our wireless testbed. We also argued
that for the purpose of identifying the memoryless nonlinear PA or its predistorter, it is
theoretically justifiable to sample the PA input and output signals below the Nyquist rate.




PEAK-TO-AVERAGE POWER RATIO REDUCTION FOR
OFDM USING DYNAMIC SELECTED MAPPING0
Orthogonal frequency division multiplexing (OFDM) transmission systems generally have
low power efficiency, due to the large peak-to-average power ratio (PAR) of the OFDM
signal. Selected mapping (SLM) is a distortionless technique to reduce the PAR of OFDM.
A drawback of SLM is its high computational requirement, which hinders its practical
implementation. In this chapter, we propose a dynamic SLM method with a two-buffer
structure to reduce the computational requirement without sacrificing the PAR reduction
capability. Performance analysis of the proposed technique is carried out and computer
simulations results are provided to illustrate the concepts.
5.1 Introduction
Orthogonal frequency division multiplexing (OFDM) is a promising technique for high speed
data transmission and has been adopted by many standards, such as IEEE 802.11a/g, asym-
metric digital subscriber line (ADSL) in the US, and digital audio broadcasting (DAB),
digital video broadcasting (DVB), HiperLAN/2 in Europe [41], [33, Sec. 1.2]. However, one
serious drawback of OFDM is its large peak-to-average power ratio (PAR), which causes
problems when the OFDM signal passes through nonlinear components such as power am-
plifiers and mixers in the transmitter. When the PAR is high, a large back-off of the PA
is needed in order to avoid nonlinear distortions, thus resulting in poor power efficiency.
To provide enough dynamic range for the digital signal, a large PAR also demands extra
digits, which may lead to extra computations. PAR reduction is often necessary to reduce
the cost and improve the power efficiency of the transmission system.
There has been a great deal of research on PAR reduction for OFDM. One can pursue
0Protected by U.S. provisional patent [78], March 2005.
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PAR reduction algorithms with distortion or without distortion. Deliberate clipping [56],
repeated clipping and filtering [55], and companding [109] are simple PAR reduction algo-
rithms with distortion. These methods, however, cause increase in the symbol-error-rate
(SER) and/or spectral regrowth. Distortionless PAR reduction algorithms such as selected
mapping (SLM) [3], partial transmit sequence (PTS) [62], active constellation extension
(ACE) [47], tone injection and tone reservation [99], etc., have appeared in the literature.
Among all distortionless PAR reduction techniques, SLM is one of the most promising.
SLM chooses one signal representation with the lowest PAR from a set of “equivalent” sig-
nal representations which are related in the frequency domain by a series of phase rotations.
However, SLM, like other distortionless PAR reduction algorithms, requires additional in-
verse discrete Fourier Transform (IDFT) computations, which may hinder its practical use
in high speed data transmissions.
To reduce the computational requirement of SLM, a simple approximation of the IDFT
was proposed in [107], but the price paid is degradation in PAR reduction performance. In
this chapter, we propose a dynamic SLM (DSLM) algorithm with a two-buffer structure that
can greatly reduce the computational requirement of the SLM method without sacrificing
the PAR reduction capability. In addition, the proposed algorithm reduces the amount of
side information associated with the SLM algorithm.
This chapter is organized as follows: In Section 5.2, we describe the SLM method and
discuss its computational requirement. In Section 5.3, we discuss in detail the proposed
DSLM algorithm. In Section 5.4, we point out that the proposed DSLM algorithm is also
capable of reducing the side information associated with the SLM algorithm. Section 5.5
concludes this chapter.
5.2 PAR Reduction and SLM
In OFDM, N frequency-domain sub-symbols {Xk}N−1k=0 are transformed into the time-
domain by the inverse discrete Fourier transform (IDFT). If the signal is sampled at the
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Denote by PAR1 the PAR of the original OFDM signal,






where E[·] denotes statistical expectation. From (5.2), we know that the PAR of the OFDM
signal is a random variable.
Assume that {Xk}N−1k=0 is stationary with variance σ2x and that Xk and Xl are un-
correlated for k 6= l. Based on the Central Limit Theorem, {xn}N−1n=0 is approximately
independently and identically distributed (i.i.d.) complex Gaussian when N is large [99].
The complementary cumulative distribution function (CCDF) of PAR1; i.e.,the probability
that PAR1 exceeds a certain threshold γ, can be calculated as [3]:

























































Figure 5.1: The block diagram of SLM method.
SLM was first proposed in [3] to reduce the PAR of the OFDM signal. The block
diagram of the SLM method is shown in Figure 5.1. We assume that a random phase table
{φ(d)k }, 0 ≤ k ≤ N − 1, 1 ≤ d ≤ D, where φ
(1)
k = 0, ∀ k, is generated and is available to
both the transmitter and the receiver. In SLM, we first rotate the phases of Xk as in
X
(d)









k andXk contain the same information,
x
(d)
n and xn can have very different PAR values. Among the D equivalent sequences, x
(d̃)
n ,
which has the lowest PAR , is selected and transmitted; i.e.,
d̃ = arg min
1≤d≤D
PAR{x(d)n }. (5.5)




With the assumption that the D equivalent sequences are statistically independent, the
CCDF of PARD is given by [3, 115]
Pr{PARD > γ} = (1 − (1 − e−γ)N )D. (5.7)
The concept of SLM and the performance as indicated in (5.7) is quite good. However,
there are a few points to consider:
(i) There is a power cost associated with the D − 1 extra sets of computations involved
in implementing SLM: mostly IDFTs and PAR calculations. It was shown in [4] that the
amount of power that can be saved by SLM well exceeds the amount of power required for
its implementation.
(ii) The receiver needs to know the optimal phase sequence index d̃ in order to decode. The
transmission of the index information also takes bandwidth and power. Blind SLM methods
that avoid the transmission of such side information have been investigated; see [38], [10].
(iii) In SLM, a fixed number of D mappings are performed at the transmitter, which con-
sume approximately D times the computational resources as compared to simple OFDM.
For simplicity, let us approximate the computational overhead of SLM by the amount of
computation needed for the IDFTs. For example, an N -point IDFT can be implemented
very efficiently on commercial DSPs which requires a total of (2N+16) log2N+25 clock cy-
cles according to [101]. WhenD = 16 andN = 128, the required number of DSP clock cycles
is 30864, which implies that the sampling rate cannot exceed 128× 150× 106/30864 = 622
thousand-samples-per-second at a 150 MHz clock rate, and thus the signal bandwidth can-
not exceed 311 kHz, which is very limiting for modern communications applications. High
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computational complexity caused by the SLM limits the throughput rate of the OFDM
system. A larger bandwidth can be accommodated by lowering D, at the cost of less PAR
reduction in SLM.
The objective of this chapter is to build upon the SLM framework, devise a PAR re-
duction method that has similar performance as SLM, but that requires much less compu-
tational resources requirement than SLM. In addition, the proposed algorithm reduces the
amount of side information needed to code phase sequence indices.
5.3 Dynamic SLM Scheme for PAR Reduction
The basic idea of SLM is to find among D equivalent signal representations, the one that
has the lowest PAR, to transmit. Since physical devises (such as ADCs, PAs) have a finite
dynamic range, there is a practical limit γ for the PAR. From (5.7), for finite N and D
values, there is always a non-zero probability that even after D mappings, SLM will not be
able to reach a given PAR reduction threshold, and thus the peak of the OFDM block will
have to be clipped. Often times in practice, the goal is to meet a certain threshold on the
PAR with a high probability (e.g., 0.9999), therefore, minimizing the PAR for each OFDM
block is not necessary. In that spirit, the PAR reduction problem can be stated as: Given
a PAR threshold γ and a low probability ε, devise an efficient PAR reduction scheme with
low computational overhead to ensure Pr{PAR > γ} ≤ ε.
For a given OFDM sequence {Xk}, each mapping used in the SLM algorithm can be
regarded as a Bernoulli trial; the probability of “success”, i.e., reducing the PAR of the
mapped sequence to below the threshold γ in each trial is (1 − e−γ)N (c.f. (5.3)). Denote
by Z the random variable corresponding to the first successful trial that realizes the goal
PAR < γ. Clearly, Z has a Geometric distribution; i.e.,
Pr{Z = d} = a(1 − a)d−1, (5.8)
where
a = (1 − e−γ)N , (5.9)
and d = 1, 2, . . ..
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Let us consider an example, where N = 128 and γ = 7 dB (i.e., γ = 5.012). We find
from (5.7) that Pr{PAR1 ≤ γ} = 0.4252, Pr{PAR2 ≤ γ} = 0.6696, . . . , Pr{PAR16 ≤
γ} = 0.9999. Base on the above calculations, we know that there is a 43% chance that a
given OFDM block already has a low enough PAR and thus PAR reduction is not necessary.
There is a 67% chance that SLM with D = 2 is sufficient in meeting the PAR goal. If we
want Pr{PARD > γ} ≤ 10−4 in the above example, the required D is 16. However, as we
have seen, D = 16 mappings are not necessary for all of the OFDM blocks. In fact, the
average number of mappings needed to achieve the first successful trial that realizes the









(1 − e−γ)N . (5.10)
For N = 128, we infer from (5.10) that E[Z] = 2.35 mappings are required on average to
satisfy PAR ≤ 7 dB.
A simple, modified SLM algorithm can be considered: If a given OFDM block has
PAR1 ≤ γ, transmit it as is; otherwise, try an increasing number of mappings until PARd ≤
γ is realized. If after the maximum allowed D number of mappings, PARD is still > γ, stop
trying and transmit the signal representation with the lowest PAR. This method reduces the
computational load, but causes a delay jitter (variable latency) problem that is undesirable.
Our goal in this chapter is to improve upon SLM, to reduce the computational demand
without introducing delay jitter and without sacrificing the PAR reduction performance. We
shall achieve this by employing input and output buffers and a dynamic SLM mechanism.
5.3.1 Queuing Model of DSLM
A DSLM scheme with two buffers is shown in Figure 5.2. The input buffer contains OFDM
blocks to be processed (for PAR reduction). The output buffer contains OFDM blocks that
have been processed and are ready to be transmitted. In the SLM processing unit, the task
is to successively try new mappings until a representation with a PAR that is less than
γ is found. This processed OFDM block will then be transferred to the output buffer. If
the input buffer is not empty, the next available OFDM block in the input buffer will be




Figure 5.2: Queuing model for the proposed dynamic SLM scheme.
Assuming the input buffer and the output buffer are infinitely long (the phase table size
is also infinity), we can reduce the PAR of the OFDM signal with N sub-symbols below the
threshold γ with probability 1. The average number of mappings needed for each OFDM
block is given by 1/(1 − e−γ)N as in (5.10).
The infinite buffer length assumption, however, is not suitable for practical transmission
since the time interval between adjacent OFDM blocks and the total throughput delay
cannot be infinite. We consider a DSLM model with finite buffer length. Let us denote by
T the OFDM block arrival interval at the input buffer. Denote by C the processing time
needed for one mapping (phase rotations, IDFT, and PAR calculation). Denote by M the
input and the output buffer size. Set the total number of OFDM blocks in the two buffers
and in the SLM processing unit is M . Then M × T is the total amount of delay between
an OFDM block’s arrival at the input buffer and its departure from the output buffer. For
ease of discussion, we assume that L = T/C is an integer.
To describe the queuing behavior of the input and output buffers, we introduce the
following notations: th = (hT ), t
−
h = (hT ) − δ, t+h = (hT ) + δ, where δ is a positive but
infinitesimally small number. t−h and t
+
h stand for the time instants immediately before and
after th, respectively. We assume that at t
+
h , one OFDM block arrives at the input buffer
and one OFDM block departs from the output buffer. If one OFDM block is retrieved by the
SLM processing unit from the input buffer at t+h , and d phase rotations are carried out for
PAR reduction, then this block will arrive at the output buffer at time instant (th + dC)
−.
The queue lengths of both buffers are measured at time instants th, h = 1, 2, . . ..
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The arrival process at the input buffer is a deterministic process with a fixed interval T ,
which is equal to the symbol period. The service time of the SLM processing unit is the time
it takes to find a qualified representation to meet the PAR threshold. The departure process
of the input buffer and the arrival process of the output buffer have the same statistical
behavior; their rates are determined by the number of mappings needed to meet the PAR
threshold. To avoid any delay jitter, it is necessary to require that the departure process
at the output buffer be a deterministic process with the same fixed interval T as well. This
fixed departure rate requires that the output buffer cannot be empty at any time instant
th, h = 1, 2, . . ..
There are three modes for this DSLM model. In general, the SLM processing unit tries
different mappings until one mapping has a PAR that is less than γ. The resulting OFDM
block is then fed into the output buffer. However, the output buffer may underflow when
there is only one OFDM block in the output buffer and the SLM processing unit cannot find
a successful trial at the time when the OFDM block in the output buffer departs. To avoid
delay jitter in the departure process of the output buffer, a feedback path from the output
buffer to the SLM processing unit is added. When the output buffer underflow occurs,
the selection in the SLM processing unit is terminated. From all existing candidates, the
OFDM block with the lowest PAR is selected, even though its PAR is higher than γ, and is
fed into the output buffer. The third possible mode occurs when the input buffer underflow.
Assume that the output buffer contains M − 1 OFDM blocks and the SLM processing unit
finds a successful trial before one OFDM block in the output buffer departs. At this time,
the input buffer is empty since the next incoming OFDM block has not arrived yet. The
SLM processing unit idles until one OFDM block arrives at the input buffer.
5.3.2 PAR Performance Analysis of DSLM
As in SLM, DSLM can only guarantee that the resulting PAR is smaller than γ with a
certain probability. When the output buffer underflows and feedback is called for, DSLM
fails to reduce PAR to be lower than γ. To analyze the PAR performance of the DSLM,
we introduce a Markov model. Assume that the OFDM blocks are mutually independent
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and that the phase rotation sequences are mutually independent. The state of the Markov
model is chosen to be the queue length of the output buffer at time instant th, h = 1, 2, . . ..
During one sample interval T , Lmappings can be performed. Denote by random variable
Y the number of OFDM blocks that can be processed by the SLM processing unit in the
hth sample interval between time instants th and th+1. Then Y is the number of successes
in L trials, which is Binomial distributed if there is no underflow in either the output buffer
or the input buffer:





(1 − a)L−y ay, (5.11)
for y = 0, 1, 2, ..., L.
Denote by random variable S the queue length of the output buffer at time instant th.
Therefore, the number of OFDM blocks in the input buffer and the SLM processing unit is
M −S at time instant th. Because one new OFDM block arrives at the input buffer at time
instant t+h , M − S + 1 is the upper bound for Y . If M − S + 1 ≥ L, the probability mass
function of Y is also given by (5.11). On the other hand, if M − S + 1 < L, the probability







Ba(y|L), if y = 0, 1, . . . ,M−S,
∑L
i=y Ba(i|L), if y = M − S + 1.
(5.12)
The output buffer underflows when Y = 0 happens S times consecutively. If at time
instant th, there is only one OFDM block left in the output buffer (S = 1), and the SLM
algorithm cannot find a suitable mapping to reduce the PAR to γ for the given data between
time instants th and th+1, the SLM processing unit will be forced to produce an output to
be pushed to the output buffer at t−h+1 even though its PAR is higher than γ. For the case
with S = 1 and M ≥ L, the probability mass function of Y including the feedback is:






Ba(0|L) +Ba(1|L), if y = 1,
Ba(y|L), if 2 ≤ y ≤ L.
(5.13)















Ba(0|L) +Ba(1|L), if y = 1,
Ba(y|L), if 2 ≤ y≤M−1,
∑L
i=y Ba(i|L), if y = M.
(5.14)
For the case with S > 1, (5.11) holds for M−S+1 ≥ L, and (5.12) holds for M−S+1 < L.
Denote by R(γ) the probability that the DSLM fails to reduce PAR to be lower than
γ. The failure only happens when S = 1 at th and the Bernoulli trial fails L times between
time instants th and th+1. Therefore, we have
R(γ) = Pr{PAR > γ} = Pr{S = 1}Ba(0|L). (5.15)
For given L and M values, R(γ) is proportional to Pr{S = 1}, the probability that there
is only one OFDM block in the output buffer at time instant th.
The state transition matrix of this Markov model can be written as
P = [Pil]M×M , (5.16)
where Pil is the probability that S = i at time instant th+1 conditioned on S = l at time
instant th. That means Y = i − l + 1 OFDM blocks arrive at the output buffer and one
OFDM block departs from the output buffer between time instants th and th+1.
Due to the feedback from the output buffer to the input buffer, P11 = Ba(0|L)+Ba(1|L),
which is Pr{Y = 1} in (5.13). If M − L + 1 ≤ l ≤ M , the input buffer has a certain
probability to underflow, so that PMl =
∑L
y=M−l+1Ba(y|L), which is Pr{y = M − S + 1}
in (5.12). For the case without feedback and underflow, Pil = Ba(i − l + 1|L), which is


































y=0Ba(y|L), i = 1, and 1 ≤ l ≤ 2,
Ba(i− l + 1|L), 2 ≤ i ≤M − 1, and
max(1, i+1 −L)≤ l ≤ i+ 1,
∑L
y=M−l+1Ba(y|L), i = M, and




By definition, the Markov chain described by (5.17) is irreducible and aperiodic with
finite state, which guarantees ergodicity of the Markov chain. By Ergodicity Theorem [19],
a unique steady state distribution exists, independent of the initial state.
Denote π = [π1, π2, . . . , πM ]
T the steady state vector of the Markov chain, and
∑M
k=1 πk =
1. The element πi represents the probability that i blocks are in the output buffer at time
th. π is the eigen vector of the probability transition matrix P corresponding to the eigen
value 1. Then the probability that PAR > γ is given by
R(γ) = π1Ba(0|L), (5.18)
which happens when the SLM algorithm fails to reduce the PAR to below γ between time
instants th and th+1 for S=1.
SLM can be viewed as a special case of DSLM with L = D and M = 1, for which π1 = 1.
Therefore, (5.18) reduces to
R(γ) = 1 ×Ba(0|L) = (1 − a)D, (5.19)
which agrees with (5.7).
5.3.3 Example
In this example, we assume that the OFDM signal hasN = 128 sub-carriers, the information
symbol is randomly picked from a QPSK signal constellation Xk ∈ {σxe±jπ/4, σxe±j3π/4},
and we assume the dynamic SLM uses L = 4, and M = 5. The corresponding Markov

















i=0Ba(i|4) Ba(0|4) 0 0 0
Ba(2|4) Ba(1|4) Ba(0|4) 0 0
Ba(3|4) Ba(2|4) Ba(1|4) Ba(0|4) 0






















The closed form expression of the steady state vector π is not straightforward to obtain.
The steady state vector π can be solved numerically by substituting N and γ into (5.20)
and setting Pπ = π.
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Figure 5.3: State diagram for the Markov Chain.
We tried to verify the theoretical result with 106 OFDM blocks for each marked point
in Figure 5.4. Figure 5.4 shows the theoretical R(γ) as a solid line for L = 4, M = 5 as well
as the empirical R(γ) values as marked points. For comparison, the CCDFs of the PAR
using conventional SLM (c.f. (5.7)) with D = 1, 4, 16, 20, are also included. In Figure
5.4, we observe that the dynamic SLM scheme with L = 4, M = 5 outperformed the SLM
method with D = 4 (note that they have the same computational requirement). On the
other hand, the dynamic SLM scheme did not outperform the SLM method with D = 20,
which has 5 times the computational load as compared to the dynamic SLM scheme. In
general, the performance of SLM with D = L and the performance of SLM with D = LM
form respectively, an upper bound and a lower bound for the dynamic SLM algorithm.
The reason is that the number of mapping choices for each OFDM block in the dynamic
SLM scheme is lower bounded by L (when underflow of the input buffer happens) or upper
bounded by LM (when the output buffer is originally full but causes underflow in the end).
In Figure 5.4, we also observe that for low PAR thresholds, the performance of the dynamic
SLM scheme with L = 4, M = 5 is close to that of the SLM with D = 4. From (5.10), we
know that when the PAR threshold γ is low, the average number of mappings required to
obtain the first PAR that satisfies PAR < γ becomes large. Within a fixed time interval
LT , the SLM processing unit may not succeed in finding a suitable mapping. The queue
of the output buffer is likely to be empty and the dynamic SLM tends to behave like SLM
with D = L. Similarly, when the PAR threshold γ is high, the average number of mappings
required to obtain the first PAR that satisfies PAR < γ becomes small. The queue of the
output buffer is likely to be full and the dynamic SLM tends to behave like SLM with
D = LM .
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At the 10−4 probability level, the DSLM algorithm with L = 4, M = 5 reduces the
PAR to 7 dB. The PAR reduction capability is about the same at the SLM algorithm with
D = 16. In this example, the result shows that the proposed DSLM algorithm reduces the
computational load required for each OFDM block. When considering the computational
load, approximately E[Z] mappings are required on average for dynamic SLM. In compar-
ison, a total of D = LM mappings are required for SLM. In this example, the DSLM with
L = 4, M = 5 produces the same PAR reduction as the SLM with D = 16. However, the
average computational load for DSLM is only 2.35 (computed from B.10), which is only
2.35/16 = 15% of that for SLM. Moreover, with DSLM, the throughput rate of the OFDM
system is 1LT , which is 3 times faster than the throughput rate of the OFDM system when
SLM with D = 16 is used.






















Figure 5.4: CCDFs of the PAR of the OFDM signals using SLM or DSLM. N = 128. At
the 10−2 probability level, from right to left: SLM D = 1, SLM D = 4, DSLM L = 4,
M = 5, SLM D = 16, SLM D = 20.
We recommend the following guidelines for selecting L and M for dynamic SLM. First,
determine the PAR requirement (threshold) at a given probability level. Next, calculate
E[Z] using (5.10); L should be larger than E[Z]. Finally, determine the total number
74
of mappings D needed for SLM to achieve the PAR requirement and choose M such that
LM ≥ D. Fine tune L and M in the end if necessary. In general, to improve the throughput
rate of the OFDM system, we pick L to be the smallest integer that is larger than E[Z]. At
low probability levels, the performance of dynamic SLM is close to the lower bound. We
pick M to be the smallest integer that satisfies LM ≥ D.
5.3.4 DSLM for Band Limited OFDM
Our discussion about SLM and DSLM is based on the assumption that the OFDM signal
is Nyquist-rate sampled. In specific applications, the OFDM signal may be upsampled
filtered, which may impact the PAR of the signal [82]. Nevertheless, the SLM or the
DSLM may still work under this circumstance. We may still rotate the phase of the OFDM
subsymbols, apply filtering or upsampling, convert the signal to time-domain, compare the
PAR of different equivalent sequences, then select one that has the lowest PAR to transmit.
We illustrate the effectiveness of the SLM and DSLM using a simulation example. In
this example, we assume that N = 128 and the upsampling rate is U = 8. Every point
was simulated using 107 blocks of OFDM signal. In Figure 5.5, we show the failure rate of
the DSLM at different threshold level (solid line). For comparison, the CCDFs of the PAR
for the upsampled OFDM signal using SLM with D = 1, 12, 82, 156, are also included.
In this figure, we observed that statistically, upsampled OFDM has larger PAR than the
Nyquist-rate sampled OFDM. SLM can still effectively reduce PAR. In order to reduce the
PAR to a target threshold 7 dB with probability 1 − 10−4, a total of D = 82 mappings is
needed. While the DSLM algorithm with L = 12, M = 13 gives similar performance. In this
simulation, DSLM requires average number mappings of 9.32, which is (80−9.32)/80 = 88%
less than that in the SLM. The throughput rate of the DSLM is 1/15C, which is 80/15 = 5.3
times faster than that in the SLM.
5.4 Side Information Reduction of DSLM
In SLM, the optimal phase sequence index as the side information, needs to be transmitted
to the receiver. DSLM can help to reduce the amount of side information. In SLM, the
optimal phase sequence is chosen to be the one that gives the lowest PAR among all D
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Figure 5.5: CCDFs of the PAR of the upsampled OFDM signals using SLM or DSLM.
N = 128, U = 8. At the 10−2 probability level, from right to left: SLM D = 1, SLM
D = 12, DSLM L = 12, M = 13, SLM D = 82, SLM D = 156.
representations. All D representations have equal probability. The total information, or
the entropy that exists in the index, is −∑Di=1 pi log2 pi = log2D [20], where pi is the
probability that index I = i is chosen.
In DSLM, in order to achieve the same PAR reduction performance, the size of phase
table generally is slightly larger than that in SLM. However, the information contained
in the index may be smaller than that in the SLM case. DSLM tests the phase table
sequentially and stops at the phase sequence that reduces PAR to below a given threshold.
The probability of occurrence of one index may be different from another. Considering as
an example, when N = 128 and γ = 7 dB, we apply a DSLM algorithm with infinite buffer
length. There is a 43% chance that a given OFDM block already has a low enough PAR
and thus PAR reduction is not necessary. The probability of choosing the first row of the
phase table is 43%. Similarly, The probability of choosing the second row of the phase table
is 24%, etc. The larger index is less likely to be chosen. With the prior knowledge of the
probability distribution of the index, we can compute the entropy of the index of DSLM. If
76
the DSLM algorithm has infinite buffer length, the probability that index I = i is chosen











a(1 − a)i−1 log2(a(1 − a)i−1)
= − log2 a−
1 − a
a
log2(1 − a). (5.21)
In the above example, a = (1 − e−γ)N = 0.4252. From (5.21), we know that the entropy of
the index is 2.3136.
For DSLM with finite buffer length, the probability that index i is chosen is not simply
pi = a(1 − a)i−1. In Appendix B, we analyze in detail the probability distribution of the
occurrence of index i, pi. Moreover, we show in Appendix C that (5.21) is an upper bound
for any DSLM with the same parameter a.
With the prior probability knowledge of pi, the entropy of the index is given by




pi log2 pi. (5.22)
Example. Substituting N = 128, γ = 7 dB, L = 4, and M = 5 into (B.5), the steady
state vector is obtained by solving Pπ = π. The steady state vector is given in Table 5.1.
Table 5.1: Steady state vector for the DSLM with N = 128, γ = 7 dB, L = 4, and M = 5.
State Probability State Probability
4 0.000174 13 0.004790
5 0.000129 14 0.007350
6 0.000224 15 0.011290
7 0.000389 16 0.017334
8 0.000549 17 0.026615
9 0.000860 18 0.040867
10 0.001330 19 0.062748
11 0.002026 20 0.820206
12 0.003119
Substituting the steady state vector into (B.8), we obtain the probability pi of occurrence
of each index I = i, as shown in Table 5.2. With Haffman coding, we obtain an optimal
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Table 5.2: Probability of occurrence of each index.
Index Probability Codeword length Index Probability Codeword length
(i) (pi) (i) (pi)
1 0.425229 1 11 0.001672 11
2 0.244409 2 12 0.000960 12
3 0.140479 3 13 0.000552 13
4 0.080763 4 14 0.000317 14
5 0.046409 5 15 0.000182 15
6 0.026675 6 16 0.000104 16
7 0.015332 7 17 0.000060 17
8 0.008811 8 18 0.000034 18
9 0.005064 9 19 0.000019 19
10 0.002910 10 20 0.000022 19
(shortest expected codeword length) prefix code [20]. The codeword length for each indices
is also listed in Table 5.2. The expected codeword length is 2.3514 bits, which is about 41%
shorter than the codeword length of 4 bits in SLM with D = 16.
5.5 Conclusions
PAR reduction is often necessary in order to improve the power efficiency of an OFDM
system. SLM is one of the most promising PAR reduction methods. However, it requires a
large computation which hinders its use in high-speed data transmissions. In this chapter,
we proposed a two-buffer, dynamic SLM scheme to reduce the computational requirement of
SLM. Once the prescribed PAR threshold is met, the algorithm stops striving for lower PAR
values. The number of mappings to try by the SLM processing unit is dynamically assigned.
The proposed algorithm reduces the computational requirement without sacrificing the PAR
reduction capability and without creating any throughput jitter. The proposed algorithm




LOW COMPLEXITY CREST FACTOR REDUCTION FOR
FORWARD LINK CDMA USING IQ OFFSET0
Forward link code division multiple access (CDMA) signals generally have large crest factors,
giving rise to low power efficiency of the transmission system. Crest factor reduction (CFR)
for forward link CDMA is called for to improve the system power efficiency. In this chapter,
we propose a CFR algorithm that reduces the probability of simultaneous occurrences of
high peaks between the in-phase and the quadrature branches. Comparing with existing
CFR approaches, our algorithm is distortionless, offers good CFR capability with very little
modification to the existing system and has low computational complexity. Simulation
results are provided to demonstrate the performance of the proposed CFR technique.
6.1 Introduction
Code division multiple access (CDMA) [97, 98] is a widely employed technique in modern
wireless communication systems. In the forward link (base station to mobile unit) CDMA
system, the signal envelope exhibits large variations due to the superposition of different
channels as well as the baseband filtering [50, 51, 53]. Peak-to-average power ratio (PAR),
or crest factor (which is the square root of the PAR) [42], has been used to quantify the
variability of a signal. Since crest factor and PAR have the same value in dB, we do
not distinguish the two in this chapter. A large crest factor signal presents the following
challenges: (i) extra bits are generally required to represent the signal in digital form; (ii)
the RF portion of the transmitter has to be oversized to handle the occasional large peaks;
(iii) DC to RF power efficiency decreases and equipment cost increases when high PAR
signals are transmitted. Therefore, crest factor reduction (CFR) is often necessary.
Many CFR techniques have been proposed in the literature. Most published results deal
0Protected by U.S. provisional patent [80], June 2005.
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with orthogonal frequency division multiplexing (OFDM) signals [99]. In comparison, the
body of literature on CFR for CDMA signals is rather small. CFR algorithms with distor-
tion, such as clipping [104], windowing [104], repeated filtering and clipping [18] generally
require less computation. However, the distortion introduced by these CFR algorithms
can cause serious system performance degradations in terms of bit error rate (BER) and
spectral regrowth. For distortionless CFR, a Walsh code selection algorithm [50,51,91] was
proposed to reduce the crest factor with the assumption that only some of the channels are
active at any given time. Based on the same assumption, a CFR algorithm was proposed
in [105] by adding a signal that is orthogonal to all the active channel codes. In [53], the
authors proposed to reduce the crest factor of the forward link CDMA signal by changing
the signs of half of the Walsh codes (except for the pilot channel and the paging channel) in
one branch of the quadrature modulation. These distortionless CFR algorithms all require
more computation than the CFR techniques with distortion.
In this chapter, we propose a new CFR algorithm for the forward link CDMA system by
introducing a relative offset between the in-phase (I) branch and the quadrature (Q) branch.
Note that the concept of IQ offset has been exploited in the CDMA reverse link (mobile
unit to base station) for the purpose of avoiding zero-crossing of the QPSK constellation.
The so-called offset QPSK (OQPSK) is employed and the relative delay between the I and
Q branches is 1/2 chip. However, in our research, we are interested in the forward link (not
the reverse link) of the CDMA system; we tackle the CFR problem (not the zero-crossing
problem); and we consider more general IQ offset scenarios (not just a 1/2 chip delay).
This chapter is organized as follows: In Section 6.2, we describe the forward link CDMA
signal and its crest factor. In Section 6.3, we develop the CFR algorithm and provide a
theoretical analysis. Simulation and comparison results are provided in Section 6.4. Finally,
conclusions are drawn in Section 6.5.
6.2 System Setup
Figure 6.1 shows a block diagram of the forward link CDMA system [97], where a total
























Figure 6.1: IS-95 CDMA forward link schematic for a given symbol period.
denote by uk the kth user’s data over the given symbol period, by ck the corresponding
power control coefficient, and by Wmk(l) the mkth spreading code (mk = 0, 1, . . . , 63),
which is the (mk + 1)th column of the 64 × 64 Walsh-Hadamard matrix. The chip index
1 ≤ l ≤ L; L = 64 is the number of chips contained in one CDMA symbol. For each user,
the source data are encoded, interleaved, scrambled, and then mapped from unipolar to
bipolar. The resulting uk is randomized and can be modeled as a binary phase shift keying
(BPSK) signal; thus, uk has zero mean. We further assume that different user data are
mutually independent; i.e., uk and uk′ are mutually independent, ∀ k 6= k′. Without loss
of generality, we assume that
∑K−1
k=0 |ck|2 = 1, where |ck|2 is the fraction of the total power
that is allocated to the kth channel. Each uk is spread into L = 64 chips; the resulting user
data are then added together using the Walsh-Hadamard matrix. The lth chip of the given





uk ck Wmk(l). (6.1)
The summation (over k) of the Walsh coded multichannel symbols contributes to the
high crest factor encountered in the forward link CDMA signal. The above x(l) is then dupli-
cated into the I and Q branches and multiplied with the corresponding short PN sequences
PI(l) and PQ(l) consisting of pseudo-random ±1’s generated by 15th-order characteristic
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polynomials described in [97] [52, pp. 616]. In Figure 6.1, the forward link CDMA signal








−1. We emphasize that because uk is BPSK, x(l) in (6.1) is real-valued.
Afterwards, z(l) is up-sampled and pulse shaped to yield the baseband signal y(t).






where P (t) is the instantaneous power of a signal and Pav is its average power. Since IAR
is a random variable, its probabilistic distribution is of interest.
In this chapter, we define the crest factor as the value γ corresponding to1
Pr(IAR > γ) = 10−4. (6.4)
The objective of CFR is to reduce the γ defined above.
6.3 IQ offset in IS-95 forward link
From Figure 6.1, we see that the same x(l) is applied to the I branch and the Q branch of
the IS-95 forward link CDMA system. Such “coherence” between the I and Q branch data
can lead to a large crest factor in z(l) since peaks occur at the same time in both branches
and thus add constructively.
Intuitively, if we can weaken the correlation between the I and Q branch data, we
may be able to reduce the crest factor. For the CDMA forward link, the authors of [53]
proposed to change the signs of the odd-numbered Walsh indices when generating the Q
branch signal. When the number of active channels modulated by the odd-numbered Walsh
indices is roughly half of the total number of active channels, correlation between the I and
Q branches can be reduced using the method of [53].
1The complementary cumulative density function (CCDF) level of 10−4 is often used to assess CFR
algorithm performances although other levels such as 10−3, 10−5, etc. can also be used.
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In this chapter, we propose to introduce a timing offset between the I and Q branch
data in order to reduce their correlation. The delay element can be placed in either the I
branch or the Q branch. Without loss of generality, we place the timing offset unit D in

























Figure 6.2: Modified IS-95 CDMA forward link structure for a given symbol period.
Next, we will examine the autocorrelation property of x(l) within the symbol period.
6.3.1 Autocorrelation Analysis




























(l)Wmk′ (l + d)]. (6.5)







E[|uk|2] = 1, k = k′,
0, k 6= k′.
(6.6)
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Table 6.1: Base station test model for K = 9 channels [98].
Channel K |ck|2 mk
Pilot 1 0.2000 0
Sync 1 0.0471 32
Paging 1 0.1882 1
Traffic 6 0.09412 5, 9, 12, 36, 50, 57
Substituting (6.6) into (6.5), we can reduce the double summation into a single summa-










|ck|2 C2Wmk (d). (6.7)
Recall that
∑K−1










|ck|2 1 = 1. (6.8)
When d 6= 0, the value of C2x(d) is not straightforward to obtain for an arbitrary K.















1, d = 0
0, d = 1, 2, · · · , 63
. (6.9)
We infer that x(l) and x(l+d) are uncorrelated ∀ d 6= 0 in this scenario. Next, we illustrate
C2x(d) for the following example cases:
Case 1: K = 9 channels are active. The parameters are given in Table 6.1 [98].
Case 2: K = 24 channels are active. The parameters are given in Table 6.2 [98].
Case 3: K = 24 channels are active. The active channels are mk = 0, 1, 2, 4, 6, 13, 15,
20, 24, 27, 28, 32, 35, 36, 37, 38, 41, 42, 45, 46, 47, 49, 54, 58, and ck =
√
1/24 ∀k.
We plot |C2x(d)| in Figure 6.3. We observe that |C2x(d)| at d 6= 0 is considerably smaller
than C2x(0).
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Table 6.2: Base station test model for K = 24 channels [98].
Channel K |ck|2 mk
Pilot 1 0.2000 0
Sync 1 0.01633 32
Paging 2 0.06531 1, 2
Traffic 20 0.03265 3, 4, 7, 10, 12, 14, 15, 26 − 28, 31,
33, 34, 43, 45, 49, 51, 53, 55, 57, 62























Figure 6.3: |C2x(d)| for cases 1 − 3.
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6.3.2 Crest Factor Analysis
Since the correlation between x(l) and x(l+ d) is significantly reduced when d 6= 0, we can
reduce the correlation between the I and Q branches by introducing a relative offset D 6= 0.
Next, we relate the correlation reduction to crest factor reduction.
If the number of users K is large, then by the Central Limit Theorem, the composite
signal x(l) is approximately Gaussian distributed. Denote the variance of x(l) by σ2 and
assume that uk is i.i.d..
Since PI and PQ are ±1 PN sequences, the baseband signal z(l) in Figure 6.1 can be
written as
z(l) = ±x(l) ± jx(l), (6.10)
In (6.10), the ± signs before the I branch and the Q branch are determined by those of the
short PN sequences that identify a specific base station.








Therefore, the IAR of z(l) and the IAR of x(l) are the same. Under the Gaussian
assumption of x(l) (when K is large), both IARs are χ2-distributed with one degree of






2 , r ≥ 0. (6.12)
The corresponding CCDF is
Pr(R > r) = 2 − 2 Φ(
√
r), (6.13)
where Φ(·) is the CDF of the standard Gaussian distribution.
For the proposed IQ offset structure in Figure 6.2, let us denote x̃(l) = x(l−D). Suppose
that for a properly selected D, x(l) and x(l−D) are approximately uncorrelated. Under the
assumption that x(l) is approximately Gaussian distributed, x(l) and x̃(l) are approximately
independent. In Figure 6.2, the baseband signal z̃(l) can be written as
z̃(l) = ±x(l) ± jx̃(l), (6.14)
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It follows that 2S is χ2-distributed with two degrees of freedom. In other words, S is
exponentially distributed with mean = 1 [71]:
fS(s) = e
−s, s ≥ 0. (6.16)
The corresponding CCDF is
Pr(S > s) = e−s, s ≥ 0 (6.17)



















Figure 6.4: CCDF of the IAR of z(l) and the IAR of z̃(l) (K = 24).
In Figure 6.4, we plot the “theoretical” CCDFs given in (6.13) and (6.17), as well
as empirical CCDFs for the actual CDMA cases. In the simulations, we assumed that
K = 24, ck =
√
1/24, ∀k. A total of 106 symbols were generated for each user (each k). In
Figure 6.4, the dashed line corresponds to eq. (6.13); the discrete points with the plus sign
correspond to the empirical CCDF of R (c.f. (6.11)); the solid line corresponds to (6.17); the
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discrete points with the triangle sign correspond to the empirical CCDF of S (c.f. (6.15)).
The simulated results agreed with the theoretical expressions (6.13) and (6.17) fairly well.
Solving (6.13) and (6.17) at the 10−4 CCDF level, we find that the two theoretical CCDF
curves differ by 2.1 dB, which implies that z̃(l) has a crest factor that is 2.1 dB smaller
than that of z(l).
6.4 Simulations
In the above discussions, we have only considered signals z(l) and z̃(l) before up-sampling
and the pulse shaping filtering. In reality, what matters is the crest factor of the signal
after up-sampling and the pulse shaping filtering. It is difficult to theoretically analyze the
IAR when filtering is involved; thus we will rely on computer simulations to demonstrate
the CFR performance of the proposed algorithm.



















Figure 6.5: CCDF of the IAR of ỹ(t) for various offsets D. When D = 0, ỹ(t) = y(t)
(conventional CDMA system). K = 9.
In Figure 6.5, we show CCDF curves of the IAR of the forward link CDMA signal after
filtering. In this simulation, we assume the same K = 9 channel test model described
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in Table 6.1. The pulse shaping filter is the same as the filter suggested in the IS-95
specification [97] with an up-sampling factor of 4. For our proposed method, we tried
delay D equal to 1 chip, 4 chips, and 1 symbol, respectively. A total of 106 symbols were
simulated.
In Figure 6.5, the dashed line is the empirical CCDF curve of the IAR of y(t) for the
conventional CDMA system describe in Figure 6.1; the dash-dotted line is the empirical
CCDF curve of the IAR of ỹ(t) for the proposed modification described in Figure 6.2, when
D = 1 chip; the solid line corresponds to ỹ(t) with D = 4 chips; and the dashed line with
the M sign corresponds to ỹ(t) with D = 1 symbol (64 chips).
From Figure 6.5, we can see that delaying the Q branch by 1 chip does not perform as
well as delaying it by 4 chips or by 1 symbol. The CFR performance with D = 4 chips was
comparable to that with D = 64 chips (1 symbol). When the delay is 1 symbol, the I and Q
branch data become independent, and the corresponding CCDF establishes a lower bound
for the proposed system. From Figure 6.5, CFR of 1.5 dB was achieved for the 1 symbol
offset case and 1.4 dB for the 4 chips offset case.
The same simulation settings as for Figure 6.4 were used for Figure 6.6 except that IAR
of ỹ(t) instead of z̃(l) is calculated. With D = 4 chips offset, 2.1 dB CFR was achieved.
Comparing Figure 6.5 with Figure 6.6, we observe that the CFR capability of the pro-
posed algorithm is more evident when the number of users K is larger. In both examples,
D = 1 chip offset does not perform as well as D = 4 chips offset, possibly due to the
additional correlation introduced by the pulse shaping filter. D = 4 chips offset performed
similarly to D = 1 symbol offset. Therefore in practice, we recommend to apply D = 4
chips offset to reach a compromise between the CFR performance and the processing delay.
The success of the proposed algorithm lies in reducing the correlation between the I
branch and the Q branch data. In this section, we compare the proposed algorithm with
the method described in [53].
In [53], the authors suggested to modify the signal fed to the Q branch by flipping the
signs of user data with odd-numbered Walsh indices. With this modification, the signal in
the I branch and the signal in the Q branch have reduced correlations if K is large and the
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Figure 6.6: CCDF of the IAR of ỹ(t) for various offsets D. When D = 0, ỹ(t) = y(t)
(conventional CDMA system). Comparison with the Lee-Miller method [53] is also included.
K = 24.
number of active channels that occupy the odd-numbered Walsh indices is roughly K/2.







Sk(l) = Se + So (6.18)
where Si(l)’s are Walsh coded signal using the even-numbered indices and their sum is
called Se. Sk(l)’s are Walsh coded signal using the odd-numbered indices and their sum is
So.







Sk(l) = Se − So (6.19)
Since Si(l) and Sk(l) are mutually independent, the covariance between xI(l) and xQ(l)
is Cov(xI(l), xQ(l)) = V ar{Se} − V ar{So}. When the number of even terms equals the
number of odd terms and the power is equally allocated, V ar{Se} = V ar{So}. Therefore
xI(l) and xQ(l) become uncorrelated. However, in reality, the signal in the pilot channel and
90
in the paging channel cannot be modified as such. Furthermore, it is difficult to control the
active channels so that the even and the odd numbered Walsh indices have equal opportunity
of being activated at any time. Thus, the CFR performance of the algorithm in [53] may
not perform as well as our proposed algorithm.
Comparison between the CFR algorithm in [53] and our proposed CFR algorithm is also
included in Figure 6.6. The dashed line with the M sign is the empirical CCDF curve of the
IAR of y(t) using the method of [53]. In this example, the algorithm in [53] gave a CFR
performance of 1.4 dB, whereas our proposed algorithm achieved a CFR performance of 2.1
dB. When compared with other distortionless CFR algorithms, our algorithm is advanta-
geous in that it requires very little hardware modification and it has little computational
overhead. Besides, we do not rely on the existence of inactive codes or the knowledge of
Walsh code indices of the active channels as in [50,51,91,105].
The IQ offset architecture can be implemented using a shift register or a buffer for a fixed
offset; e.g., D = 4 chips. At the receiver side, the I and Q branch data can be re-aligned
after equalization. There is no degradation to the system performance.
6.5 Conclusions
The forward link CDMA signal has a large crest factor, which negatively impacts the trans-
mission system power efficiency. In this chapter, a simple modification is proposed, whereby
an IQ offset is introduced to reduce the correlation between the I and Q branch data. This
modification reduces the crest factor of the forward link CDMA signal by 1.5 ∼ 2.1 dB
in our simulations (for K = 9 and K = 24 test cases). Comparing with other existing
CFR algorithms, the proposed algorithm requires a very simple change to the forward link




In this dissertation, we first studied the system performance when the transmitter is non-
linear. We then explored the optimal nonlinearity under the peak power constraint that
maximizes the SNDR. We considered the power efficiency improvements for wireless trans-
missions. Two possible approaches: digital baseband predistortion linearization technique,
and peak-to-average ratio reduction technique are investigated.
7.1 Contributions
Primary contributions of this dissertation are summarized here:
• We studied the system performance when the transmitter is nonlinear. We explored
the optimal nonlinearity under the peak power constraint that maximizes the SNDR
and extended the result to the fading channel case.
• We designed and integrated a high-speed predistortion testbed. We also carried out
digital baseband predistortion linearization experiments and demonstrated the effec-
tiveness of our proposed memory polynomials model and orthogonal polynomial basis.
• We proposed an adaptive digital predistortion linearization design that is especially
suitable for the smaller, lower power wireless terminals. This low-cost, low-power
predistortion architecture utilizes existing components of the wireless transceiver to
fulfill the adaptive predistorter training functionality.
• We proposed an efficient dynamic selective mapping algorithm to reduce the PAR of
the OFDM signal. DSLM can greatly reduce the computational requirement of the
conventional SLM method without sacrificing the PAR reduction capability.
• We proposed IQ offset structure to reduce the PAR of the forward link CDMA sig-
nal by introducing a relative offset between the in-phase branch and the quadrature
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branch of the system. Compared with existing PAR reduction algorithms, our algo-
rithm is distortionless, offers good PAR reduction capability with very little system
modifications and low computational complexity.
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7.2 Future Work
The work presented in this thesis can be extended to the following areas:
• Design new predistorter model for PAs with memory effects.
• Investigate PAR reduction algorithm with distortion.
7.2.1 New Predistorter Models with Memory Structures
In Chapter 3, we observe that for the large PA with memory effects, the memory polynomial
model still cannot perfectly suppress the spectral regrowth at the PA output with limited
delay length Q. With short delay length Q, the memory polynomial predistorter model
only introduces short-term memory to the nonlinear model. For a large Q, the parameter
estimation becomes computationally complex and is vulnerable to numerical instability.
By including the long-term memory to the model, we may further improve the modeling
accuracy and obtain better linearity.
95
We propose a new predistorter model that introduces additional terms that cover the




















where α is a forgetting factor, and L is the length of the past samples that contribute to
the current output. α and L can be determined by the PA memory effects measurements.
For example, if the time constant of the long-term memory is T s. We choose α = e−Ts/T ,
and LTs = 3T s, where Ts is the sampling interval. The first part of the proposed model is
exactly the same as the memory polynomial model and it is used to capture the short-term
memory. The second part is used to capture the long-term memory. The second part does
not contain the current sample, nor the linear terms of past samples, since they have been
included in the first part of the model. The term
∑L
l=1 α
l |x(n − l)|2 contains the energy
of past signals.
The performance of (7.1) and other predistorter models that can capture both long-term
and short-term memory effects will be further investigated.
7.2.2 Repeated Filtering and Clipping
PAR reduction algorithms without distortion in general demand high computational com-
plexity. The IQ offset structure that we proposed in Chapter 6 requires very little com-
putational overhead. However, its PAR reduction performance is bounded by about 2 dB.
In specific applications, the PAR reduction of 4 ∼ 6 dB is required. PAR reduction with
distortion, or combined PAR reduction with distortion and without distortion, are called
for.
Deliberate clipping may effectively reduce the PAR, however, it introduces distortion
as well. The spectral regrowth created by clipping is usually unacceptable. Conventional
repeated clipping-and-filtering helps to reduce out-of-band radiation but also causes peak
regrowth [55].
We propose a new repeated clipping-and-filtering algorithm with significant less peak
regrowth. A preliminary simulation result is shown in Figure 7.1. In this simulation, we
show the PSDs of the signals. The dash-dotted line in the bottom is the original CDMA
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Figure 7.1: PSDs of the signals. The dash-dotted line: original CDMA signal; the dashed
line: after clipping; the solid line: after the proposed repeated filtering-and-clipping.
signal. The dashed line is the signal after simple clipping. Strong spectral regrowth is
observed. The solid line is the signal after the proposed repeated clipping-and-filtering. In
this example, our proposed method was able to achieve PAR = 5.6 dB, ACPR = 78 dB,
and ρ = 0.986. A nice trade-off between PAR, ACPR and the in-band distortion (ρ) was
achieved.
The performance of the proposed repeated clipping-and-filtering PAR reduction algo-
rithm and its extension to multi-band signals will be further investigated.
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APPENDIX A
PROOF OF THEOREM 1
Proof. Similar to [84], we use functional derivatives to find the optimal nonlinearity.






g(γ) < 1, γ ∈ S,
g(γ) = 1, γ /∈ S,
(A.1)
where S is a subset of [0,∞).
Denote by I(·) the indicator function. Since I(γ /∈ S) + I(γ ∈ S) = 1, we infer that for
the g(·) in (A.1),
E[g2(γ)] = E[I(γ /∈ S)g2(γ)] + E[I(γ ∈ S)g2(γ)] (A.2)
= E[I(γ /∈ S)] + E[I(γ ∈ S)g2(γ)] (A.3)
= Co + E[I(γ ∈ S)g2(γ)], (A.4)
where
Co = E[I(γ /∈ S)]. (A.5)
Similarly,
E[γg(γ)] = C1 + E[I(γ ∈ S)γg(γ)], (A.6)
where
C1 = E[γI(γ /∈ S)]. (A.7)
It follows easily that Co ≥ 0, C1 ≥ 0.





for γo ∈ S, where p(γ) the PDF of the random variable γ. Similarly, taking the functional





I(γ ∈ S)γδ(γ − γo)p(γ)dγ (A.9)
= γop(γo). (A.10)





= 0, ∀ γo ∈ S. (A.11)







] df = 0, ∀ γo ∈ S. (A.12)
Next, we substitute (2.27), (A.4), and (A.6) into (A.12), and simplify the left hand side
















] df = 0, (A.13)
where













κ̃(γ) = E[γg(γ)]. (A.16)





























η , γ ∈ S,
1, γ /∈ S.
(A.19)
Please note that (A.19) is S-dependent. Given different S, (A.19) may result in different
local maxima/minima.
Next, we will show that to optimize (2.38), S must be
S = [0, η]. (A.20)
Comparing (A.1) with (A.19), we infer that γ < η on S, or
S ⊆ S?, (A.21)
where
S? = [0, η]. (A.22)
Assume a set S who optimizes (2.38) satisfies
S ⊂ S?. (A.23)








η? , γ ∈ S?,
1, γ /∈ S?.
(A.24)
In other words, on set S?,
SNDR|g? > SNDR|g. (A.25)
Function g(·) obtained with set S is not the overall optimizer of (2.38). The assumption
(A.23) was not valid. We conclude that
S = [0, η]. (A.26)
Substituting (A.26) into (A.19), we obtain that within the class of g(·) satisfying 0 ≤
g(·) ≤ 1, (2.39) is the optimizer and the threshold is determined by (2.40)-(2.46).
100
APPENDIX B
A GENERAL MARKOV MODEL FOR SIDE
INFORMATION ANALYSIS
To analyze the exact probability distribution of occurrence of the index, we introduce a
general Markov model. The state of the Markov model is chosen to be the maximum
number of possible mappings that was assigned to an incoming OFDM block at the time
when it is processed. When the output buffer underflows, the SLM processing unit is forced
to generate an output even if the PAR threshold is not satisfied. The next block of data
can try a maximum of L mappings. When the input underflows, the SLM processing unit
is in the idle condition. The next block of data can try a maximum of LM mappings. The
maximum number of possible mappings can be L,L+1, . . . , LM . We infer that the number
of states is (L− 1)M + 1.
The state transition matrix can be written as
P = [Pil]((M−1)L+1)×((M−1)L+1), (B.1)
where L ≤ i, l ≤ LM , and Pil is the probability that S = i conditioned on S = l between
two adjacent incoming blocks.
Next, we derive the closed-form expression of the state transition matrix. If at a certain
time instant, the Markov chain starts at state l, l ≤ (M−1)L+1. After finishing processing
the current OFDM data, the Markov chain will end up with state l+L−1, l+L−2, . . . , L+1,
if the SLM processing unit finds a successful trial within 1, 2, . . . , l−1 mappings, respectively.
Recall (5.8), the transition probability Pil is given by
Pil = Pr{Z = l + L− i} = a(1 − a)l+L−i−1, l ≤ (M − 1)L+ 1, and i > L. (B.2)
After finishing processing the current OFDM data, the Markov chain may also go to the
state L if the SLM processing unit finds a successful trial at the lth mapping or the SLM
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processing unit fails to find a successful trial after l mappings. The transition probability
Pil is given by
Pil = Pr{Z ≥ l} = (1 − a)l−1, l ≤ (M − 1)L+ 1, and i = L. (B.3)
If at a certain time instant, the Markov chain starts at state l, l ≥ (M − 1)L+ 2. After
finishing processing the current OFDM data, the Markov chain may end up with state L, if
the SLM processing unit finds a successful trial at the lth mapping or the SLM processing
unit fails to find a successful trial after l mappings. The Markov chain may end up with
state LM , if the SLM processing unit finds a successful trial within 1, 2, l − (M − 1)L
mappings, when the output buffer underflows. The Markov chain may also end up with













Pr{Z ≥ l}, i = L, and l ≥ (M − 1)L+ 2
∑l−(M−1)L
d=1 Pr{Z = d}, i = ML, and l ≥ (M − 1)L+ 2,













(1 − a)l−1, i = L, and l ≥ (M − 1)L+ 2
∑l−(M−1)L
d=1 a(1 − a)d−1, i = ML, and l ≥ (M − 1)L+ 2,
a(1 − a)l+L−i−1, L < i < ML and l ≥ (M − 1)L+ 2.
(B.4)
Combining (B.2) - (B.4), we obtain the closed-form expression of transition probability













(1 − a)l−1, i = L,
∑l−(M−1)L
d=1 a(1 − a)d−1, i = ML, and l ≥ (M − 1)L+ 2,
a(1 − a)l+L−i−1, otherwise.
(B.5)
By Ergodicity Theorem [19], we know that a unique steady state distribution exists,
independent of the initial state. Denote π = [πL, πL+1, . . . , πML]
T as the steady state
vector of the Markov chain, and
∑M
k=1 πk = 1. The element πi represents the probability
that the state S = i occurs, πi = Pr{S = i}. The steady state vector π is the eigen vector
of the probability transition matrix P corresponding to the eigen value 1. The steady state
vector π can be obtained by solving
Pπ = π. (B.6)
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With the condition that the upcoming block of data can try a maximum of l mappings,
the phase sequence index i may occur if the first successful trial is obtained after i mappings,
for i < l, and the first successful trial is not obtained before the first l − 1 mappings, for







Pr{Z = i}, i < l,







a(1 − a)i−1, i < l,
(1 − a)i, i ≥ l.
(B.7)












Pr{Z = i}, i < L,







a(1 − a)i−1, i < L,
a(1 − a)i−1 ∑MLd=i πd + (1 − a)iπi, i ≥ L.
(B.8)
Remark 1: The Markov chain in (B.5) can also be used to compute the probability
of failure. With the condition that the upcoming block of data can try a maximum of l
mappings, the probability of failure in finding a successful trial after lth mapping is given





(1 − a)l−1πl. (B.9)
Remark 2: To estimate the computational load, E[Z] in (B.8) is a good estimate when
the probability of failure is small. To compute the computational load, we need to know
the number of mappings used for each OFDM block. Equation (B.8) also suggests the
probability (pi) of occurrence of the number of mappings (i) used for each OFDM block.






where pi is given in (B.8).
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APPENDIX C
AN UPPER BOUND OF THE ENTROPY OF THE SIDE
INFORMATION USING DSLM
If the DSLM algorithm has infinite buffer length, there is no output buffer underflow or
input buffer underflow. The probability that index I = i follows the Geometric distribution;
i.e.,
pi = a(1 − a)i−1, (C.1)
where
a = (1 − e−γ)N , (C.2)
and i = 1, 2, . . .. The entropy of the index I, H∞(I), is given by (5.21).
For a practical implementation, the size of the phase table has to be finite. Assume that








a(1 − a)i−1, i < M,
(1 − a)M−1, i = M.
(C.3)




















a(1 − a)i−1 log2(a(1 − a)i−1) − a(1 − a)M
?
log2 a(1 − a)M
?
−(1 − a)M?+1 log2(1 − a)M
?+1. (C.5)
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Comparing (C.4) and (C.5), we have




+ a(1 − a)M? log2 a(1 − a)M
?




a(1 − a)M? log2(1 − a)M





(1 − a)M?+1 log2(1 − a)M
? − (1 − a)M?+1 log2(1 − a)M
?+1
)
= a(1 − a)M? log2 a+ (1 − a)M
?+1 log2(1 − a). (C.6)
Recall that a = (1 − exp(−γ))N , 0 < a, (1 − a) < 1, we infer that
H1,M?(I) −H1,M?+1(I) < 0, (C.7)
or
HM?(I) < HM?+1(I). (C.8)
The inequality in (C.8) tells us that the truncation in the probability distribution reduces
the randomness of the variable, thus reduces the entropy.
The inequality in (C.8) can also be extend to the extreme case:
H1,M?(I) < H1,M?+1(I) < H1,M?+2(I) < . . . < H∞(I). (C.9)
Now let us consider a general DSLM case with L = L? and M = M?. From Appendix
B, we know that the maximum number of possible mappings for a given OFDM block may















H∞(I)Pr(S = s) = H∞(I). (C.12)
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