We extend a result due to Zazanis [34] on the analyticity of the expectation of suitable functionals of homogeneous Poisson processes, with respect to the intensity of the process. As our main result, we provide Monte Carlo estimators for the derivatives. We apply our results to stochastic models which are of interest in stochastic geometry and insurance.
Introduction
Let N be an independently marked homogeneous Poisson process (IMHPP) with points in R d and marks with distribution Q taking values on some complete separable metric space M. Under the probability measure P λ , the intensity of the Poisson point process is λ > 0. Moreover, let ϕ(N ) be a real valued functional of the process and E λ the expectation under P λ . The function λ → E λ [ϕ(N )] is known to be smooth in λ under several and different assumptions.
Zazanis [34] focuses on functionals depending only on the configuration, up to a finite stopping time, of a homogeneous Poisson process on the half-line. For this class of functionals he proves that the function λ → E λ [ϕ(N )] is analytic under a specific moment condition on the functional, and a light-tailed assumption on the stopping time. However, he does not provide an explicit expression for the derivatives.
For one dimensional IMHPP, Baccelli, Hasenfuss and Schmidt [5] provide sufficient conditions for the m-differentiability of E λ [ϕ(N )], with respect to λ, in a neighborhood of the origin, and closed form expressions for the derivatives in terms of multiple integrals. However, their method does not address the question of analyticity, and their set of conditions is different from ours.
A more general framework is considered by Molchanov and Zuyev [25] . Let N be a For Poisson processes with a finite intensity measure Λ, a relevant work is also that one of Albeverio, Kondratiev and Röckner [1] , where it is proved that the expectation E Λ [ϕ(N )] is analytic with respect to a perturbation of Λ by a semi-group.
In this paper we basically rely on Zazanis' paper [34] for the analyticity of λ → There are several motivations for being interested in sensitivity analysis: the main reasons are the applications to optimization and control of complex systems occurring, for instance, in stochastic geometry and insurance. Sensitivity analysis was introduced by Ho and Cao [16] , and has been addressed by many authors (see, for instance, the book by Glassermann [14] and the references cited therein). There are mainly three ways to handle this problem: the infinitesimal perturbation analysis (IPA), the likelihood ratio method (LRM), and the rare perturbation analysis (RPA). We refer the reader to L'Ecuyer [19] and Suri and Zazanis [32] for more insight into the IPA method, and to Reimann and Weiss [30] for more details on the LRM. It is worthwhile to mention the work by Decreusefond [11] where, using Malliavin calculus, it is shown that IPA, RPA and LRM can be seen as a part of the stochastic calculus of variations. Decreusefond's paper main achievement is that he may, potentially, consider discrete-event systems more general than Poisson processes.
As already mentioned, we derive explicit formulas for all the derivatives of λ → E λ [ϕ(N )]. For this we use the RPA method. Suppose we wish to compute the deriva-
. We distinguish two different RPA methods: the virtual and the phantom. The virtual RPA method may be attributed to Reiman and Simon [29] , and has been revisited by Baccelli and Brémaud [4] . Following the ideas of these articles, we evaluate the limit
∆λ .
The key idea is to use the superposition property of IMHPPs to generate an IMHPP of intensity λ + ∆λ from a small perturbation of an IMHPP of intensity λ. By a coupling argument, an IMHPP of intensity λ + ∆λ is generated from the superposition of two independent IMHPPs of respective intensity λ and ∆λ. The phantom RPA method was introduced by Brémaud and Vazquez-Abad [7] . Following the approach in this paper, we compute the limit
The idea is to use the thinning property of IMHPPs to generate an IMHPP of intensity λ − ∆λ: similarly to the previous case, this process is generated from a small perturbation of an IMHPP of intensity λ by a coupling argument. We generalize this approach to compute the n-th order derivatives
. Our results can be applied to suitable functionals of random sets arising in stochastic geometry. Furthermore, by using importance sampling and large deviations techniques we show that our results can be applied to ruin probabilities of risk processes with Poisson arrivals and delayed or un-delayed claims. In the case of classical risk processes (un-delayed claims) we provide an asymptotically optimal Monte Carlo estimator for the first order derivative of the ruin probability.
The paper is organized as follows. In Section 2 we fix the notation and extend
Zazanis' result about analyticity of functionals of homogeneous Poisson processes. In Section 3 we state our results about n-th order derivatives of functionals of homogeneous Poisson processes. In Section 4 we prove the results given in Section 3. Finally, in Section 5 we apply our results to stochastic models which are of interest in stochastic geometry and insurance.
Preliminaries

Notation
Let d ≥ 1 be an integer, M a complete separable metric space, and N the space of all counting measures on
that each measure µ ∈ N is simple and locally finite, that is:
and µ is finite on each set of the form B × M, where B is a bounded Borel set. We endow the space N with its usual topology (see, for instance, the book by Daley and Vere-Jones [10] for the details). Any measure in N can be represented as
where 
Let B r be the closed ball centered in 0 with radius r, and B(x, r) = x + B r the closed ball centered at x with radius r. If K is a compact set, throughout this paper we denote by B K the smallest closed ball centered in 0 which contains K.
for any measurable functional ψ : For any measurable functional ϕ : N → R and x ∈ R d ×M, we define the increments:
where
is properly defined only if supp(µ ) ⊆ supp(µ). Let (Ω, F, P ) be a probability space. A (simple and locally finite) marked point process on R d with marks in M is a measurable mapping from Ω to N . Throughout the paper we fix a marked point process N on R d with marks in M. For a Borel set
Let F and K denote, respectively, the family of closed and compact sets of R d . We endow these families with their standard topology (see Matheron [22] and Stoyan, Kendall and Mecke [31] ). Let S : N → F be a measurable mapping. We say that S is a stopping set if S(N ) is a measurable mapping from Ω to K such that {S(N ) ⊆ K} ∈ F K for each K ∈ K. The stopping σ-field is the following collection on Ω:
For details and properties of stopping sets and stopping σ-fields, we refer to Zuyev [36] .
All the random elements considered in this work are defined on the measurable space (Ω, F). We endow such space with the family of probability measures {P λ } λ>0 such that, under P λ , the marked point process
is an IMHPP of intensity λ > 0, that is: the ground point process {X n } n≥1 is a homogeneous Poisson process with intensity λ, the random marks {Z n } n≥1 are independent and identically distributed (iid) with law Q, and the sequences {X n } n≥1
and {Z n } n≥1 are independent. We denote by E λ the expectation associated to P λ . Note that N is actually a Poisson point process on R d × M with intensity measure λΛ, where
is the product measure on R d × M of the Lebesgue measure and Q. 
Analyticity of functionals of independently marked homogeneous Poisson processes
Our analysis is based on a result, due to Zazanis [34] , which can be extended to the context of stopping sets as follows. Let ϕ be a measurable functional from N to R,
dλ n , and [a, b) an interval of the positive half-line. We consider the following conditions:
There exists a stopping set S such that ϕ(N ) is F S -measurable.
(2)
It holds: 
in place of (3).
To prove Theorem 1 we need the following lemmas.
Lemma 2. Under assumptions of Theorem 1, we have that
Here γ is given by assumption (3), s by (4), and s is determined by Lemma 1.
Proof of Lemma 1. For ease of notation, throughout this proof we write S = S(N ). Let s be given by assumption (4) , and set C = E λ [exp(s|S|)] and δ > e 2 λ. For k ≥ 0, let
, where π d is the volume of the ball B 1 ). We notice that
By a standard large deviation estimate for the Poisson distribution (see, for instance, the book by Penrose [26] , Lemma 1.2) we have, for all k ≥ e 2 λ,
Therefore, by (5), (6) and Markov inequality, it follows that, for all k ≥ e 2 λ,
Finally, we easily deduce that, for 0 < s < min{s/δ,
Proof of Lemma 2. As above we set S = S(N ). The proof is similar to the proof of Lemma 2 in Zazanis [34] . Following the proof of Lemma 2 in [34] and using Hölder inequality (in place of the first application of Cauchy-Schwarz inequality) and then
Cauchy-Schwarz inequality, we have that
The claim follows by Lemma 1 and assumptions (3) and (4). 
where P λ,S denotes the restriction of P λ to F S (note that P λ P a on the stopping σ-field F S with density (7) due to the results in Zuyev [36] ). 
The proof is similar to that one of Theorem 1. In particular, note that the absolute monotonicity of λ → ϕ(N, λ) implies the absolute monotonicity of
in [a, b) . Indeed, similarly to [34] , one can prove that the function
is absolutely monotonic. The claim follows using that the product of two absolutely monotonic functions is an absolutely monotonic function.
Rare perturbation analysis
Sensitivity analysis is concerned with evaluating derivatives of cost functions, with respect to parameters of interest. It plays a central role in identifying the most significant system parameters. In this section, we give Monte Carlo methods to estimate the derivatives of the cost function
]. An application of importance could be the use of such gradient estimates in stochastic gradient algorithms to find the optimal value λ 0 that minimizes the cost function.
Monotone mappings
The following notion of monotonicity is crucial in this work.
Definition 1. Let S be a measurable mapping from N to F. We say that S is non-
The mapping S is said monotone if it is nonincreasing or nondecreasing.
We give a couple of examples as a guide to intuition. Let µ = {x n } n≥1 be a locally 
First order derivative
In this subsection we state the result concerning the first order derivative of f (·). Its proof is given in Section 4.
Theorem 2. Under assumptions of Theorem 1, with γ in (3) such that γ > 2, if moreover the mapping S is monotone then, for all
where X = (ξ, ζ) and The closed form formulas provided by equations (8) and (9) 
Higher order derivatives
We now generalize Theorem 2, stating the result for the n-th order derivatives
The details of the proof are given in Section 4.
Let ϕ be a measurable functional from N to R. As in Reiman and Simon [29] and
Blaszczyszyn [6] , for µ ∈ N , n ≥ 1 and
where ε(x 1 , . . . , x n ) = 1 1({x 1 , . . . , x n are distinct}) and { n k } denotes the collection of all subsets with cardinality k of {1, . . . , n}. We shall consider also the functionals
which are properly defined only if x 1 , . . . , x n ∈ supp(µ). Note that ϕ x 1 ,...,x n (and therefore ϕ x 1 ,...,x n ) is invariant by permutations in the sense that for any permutation
..,xn (µ). Furthermore, as can be easily seen reasoning by induction on n ≥ 1, we have that if ε(
and
In particular,
In the following theorem we use the standard convention that the sum over an empty set is zero and k!/(k − n)! = 0 for n > k. It holds Note that equation (16) implies that f (n) (λ) = 0 if N S(N ) < n with probability one.
Putting together Theorems 1 and 3, we obtain the following corollary:
Corollary 1. Under assumptions of Theorem 2 and notation of Theorem 3, for all
λ ∈ [a, b), f (λ) = E a   N S(N ) n=0 λ − a a n N n S(N ) n! ϕ X 1 ,··· ,X n (N )   .
Proofs of Theorems 2 and 3
Integrability lemmas
In the core of the proof of Theorems 2 and 3, we use the integrability of some functionals. In this subsection we prove such integrability results.
We start with a simple continuity result.
Lemma 3. Under assumptions of Theorem 1, for all
α ∈ [0, γ(λ)), the function λ → E λ [|ϕ(N )| α ] is defined
in an open neighborhood of λ and is continuous at λ.
Proof. Throughout this proof we set S = S(N ). The conclusion is trivial for α = 0. Assume α > 0, we prove that
A similar argument can be used to prove the same limit as ε → 0 + . Let s = s(λ) > 0 be given by assumption (4), β = γ/α > 1 and ε ∈ (min{−λ, −s(β − 1)/β}, 0). By the Cameron-Martin-Girsanov change of measure (7) it follows
By the choice of ε, we have that
Now, Hölder inequality and assumptions (3) and (4) give
The limit (17) is then a consequence of Lebesgue's dominated convergence theorem.
For any µ ∈ N , n ≥ 1 and
and (with the convention that the sum over an empty set is zero)
where the sum is taken on sets of n distinct points of µ. It holds:
Lemma 4. Under assumptions of Theorem 1, if moreover the mapping S is nonincreasing then, for all
λ ∈ [a, b) and α ∈ [1, γ), E λ [ψ(N ) α ] < ∞.
Lemma 5. Under assumptions of Theorem 1, if moreover the mapping S is nonde-
Proof of Lemma 4. For ease of notation, set P = P λ and E = E λ . Let q > 1 be such
be an IMHPP with intensity ∆λ, such that Z 1 has law Q and N is independent of N . Here ∆λ is chosen so that λ + ∆λ < b and E[exp(2pα∆λ|S(N )|)] < ∞. Reasoning by induction on n ≥ 1 we have that condition (2) and the monotonicity of S imply
Indeed, for n = 1, the F S -measurability of ϕ(N ) and the inclusion S(
The general case is proved similarly. Therefore
By the superposition property of Poisson processes, N + N is an IMHPP with intensity λ + ∆λ. It follows
Using Jensen and Hölder inequalities we deduce that
Proof of Lemma 5. Set P = P λ , E = E λ , and let N ⊗n (respectively, N ⊗n |S(N ) ) be the set of the n-tuples of n distinct points of N (respectively, N |S(N ) ). Let p, q > 1 be such that αq ≤ γ and 1/p + 1/q = 1. Let {β n } n≥1 be an iid sequence of Bernoulli random variables, independent of N and defined by
Consider the thinned IMHPP of intensity λ − ∆λ given by N = n≥1 β n δ (X n ,Z n ) . Let Lemma 1) . Here we choose ∆λ in such a way that 2pα log (λ/(λ − ∆λ)) < s. Reasoning by induction on n ≥ 1 it can be proved that condition (2) and the monotonicity of S imply
Indeed, for n = 1, the F S -measurability of ϕ(N ) and the inclusion
where the equality in (23) follows from the invariance by permutations of ϕ x 1 ...,x n (µ), the equality in (24) follows by (21) , and the equality in 
Finally, using Jensen, Hölder and Cauchy-Schwartz inequalities we get
Case of nonincreasing mappings
In this subsection, we prove the closed form formulas given by equations (8) and (14) (14) holds.
We start proving Proposition 1. The proof is based on the virtual Rare Perturbation method considered in Baccelli and Brémaud [4] .
Proof of Proposition 1. For ease of notation, we set P = P λ and E = E λ . A straightforward computation gives
where the latter equality follows by condition (2) and by the assumption that S is nonincreasing. Indeed, as in the proof of Lemma 4, the F S -measurability of ϕ(N ) and 
We then notice that
where the second equality follows noticing that by (27) we have
By assumption (4) we have E[|S(N )| 2 ] < ∞. Therefore, by inequality (30) it follows that the term in (29) goes to zero, as ∆λ → 0. Since N is independent of N it follows
Thus by the dominated convergence theorem the term in (28) converges to E[|S(N )|D
Proof of Proposition 2. Set E = E λ , and note that by (20) we have
Thus the integrability of |S(N )| n ϕ X 1 ,...,X n (N ) for any n ≥ 1 follows by Lemma 4. We prove formula (14) by induction on n ≥ 1. As already shown it holds for n = 1. Let ψ be the functional defined as ψ without the absolute value. By (2) and (20) it follows
uniformly distributed on S(N ), and is independent of N, X 1 , . . . , X n ; ζ n+1 has law Q and is independent of N , X 1 , . . . , X n and ξ n+1 . By Proposition 1 we get
The conclusion follows noticing that by (20) and (12) we have
E[|S(N )|D
+ X n+1 ψ(N )] = R d ×M E[D + x ψ(N )]Λ(dx) = (R d ×M) n+1 E[ϕ x1,...,xn+1 (N )] Λ(dx 1 ) · · · Λ(dx n+1 ) = E[|S(N )| n+1 ϕ X1,...,Xn+1 (N )].
Case of nondecreasing mappings
In this subsection, we prove the closed form formulas given by equations (9) and (15) in the case of nondecreasing mappings S. More precisely, the following propositions hold:
Proposition 3. Under assumptions of Theorem 2, if moreover the mapping S is nondecreasing then, for all λ ∈ [a, b), f (λ) equals the term in (9).
Proposition 4. Under assumptions of Theorem 2, if moreover the mapping S is nondecreasing then, for all λ ∈ [a, b) and n ≥ 1, f (n) (λ) equals the term in (15).
We first prove Proposition 3. For this we use the so-called phantom Rare Perturbation method introduced in Brémaud and Vazquez-Abad [7] .
Proof of Proposition 3. Set P = P λ and E = E λ . As in the proof of Lemma 5, the
Thus, the integrability of the random variable
We finally show
Let {β n } n≥1 be the sequence of Bernoulli random variables defined in the proof of Lemma 5. Consider the thinned IMHPP of intensity λ−∆λ given by N = n≥1 β n δ (X n ,Z n ) .
By condition (2) and the monotonicity of S it follows that ϕ(N ) = ϕ(N |S(N ) ) and ϕ( N ) = ϕ( N |S(N )
). By the independence of {β n } n≥1 and N we have, for 0
This equation implies
We note that, given N and the event {N S(N ) − N S(N ) = 1}, the law of the random variable ϕ( N ) is equal to the law of ϕ(N − δ X ). Thus,
By the dominated convergence theorem and (35) it follows that, as ∆λ → 0, the term in (33) goes to
The proof of the proposition is complete if we prove that the term in ( 
As can be easily checked, for any n ≥ 2 and p ∈ (0, 1),
Thus by (36) and (37) (22)- (25) we get
Thus, the integrability of
..,X n (N ) for any n ≥ 1 follows by Lemma 5. We prove formula (15) by induction on n ≥ 1. By Proposition 3, it holds for n = 1. Let χ be the functional defined by
Let N ⊗n |S(N ) denote the set of the n-tuples of n distinct points of N |S(N ) . Since
(see (22) - (24)) we have that χ(N ) is F S -measurable. Moreover, for each n ≥ 1,
(see (24)- (25)). Assume the inductive hypothesis
, X n+1 is independent of (X i ) 1≤i≤n , and uniformly distributed on the collection N |S(N ) . By Proposition 3 we get
The conclusion follows noticing that by (38) and (13) we have
Proof of Theorem 2
For ease of notation we set again E = E λ . In view of Propositions 1 and 3, it is sufficient to show that
Arguing as for (26) we have
Therefore,
E[|S(N )|D
On the other hand, using the same argument as for (31) 
The conclusion follows by equalities (39), (40) and equation (32), which does not depend on the monotonicity of S.
Proof of Theorem 3
As usual set E = E λ . Let ψ and χ be the functionals defined in the proofs of Propositions 2 and Proposition 4, respectively. Equations (14)- (15) will follow if we
Indeed, by the proof of Proposition 2, if S is nonincreasing we have
and by the proof of Proposition 4, if S is nondecreasing we have
Equality (41) follows since by the extended Slivnyak-Campbell theorem (see Møller and Waagepetersen [24] ) and the invariance by permutation of ϕ x 1 ,...,x n (µ) we have
where we have used (11) .
It remains to show equality (16) . To this end, we write:
where the latter equality follows from the invariance by permutations of ϕ x 1 ,··· ,x n (µ) and the fact that ϕ x 1 ,··· ,x n (µ) = 0 if ε(x 1 , . . . , x n ) = 0.
Applications
Stochastic geometry
Stabilizing functionals are widely used in stochastic geometry. This class of functionals was first introduced by Lee [20] and further developed by Penrose and Yukich (see, for instance, [27] and [28] ). Assumption (2) is closely related to assuming ϕ stabilizing. The main difference is that in (2) we require that S is a stopping set. Thus, stochastic geometry is a natural field of application of Theorems 1, 2 and 3. In the next two paragraphs, we develop two examples of application in this field. 
In this paragraph, we provide a continuous analog of the Russo's formula for Poisson point fields, see Zuyev [35] . More precisely, for µ ∈ N , define the sets of pivotal points of A by
It holds:
The proof of Theorem 4 is based on Theorems 1, 2. The main difficulty in applying these theorems to f (λ) is that W is not a stopping set. This difficulty can be circumvented as follows. The Minkowski addition is defined by Matheron [22] for a complete treatment of the Minkowski operations). Next Lemma 6 provides a stopping set S which satisfies conditions (2) and (4).
Lemma 6. Define the random compact set S(N
Proof. We first prove that S is a stopping set. Note first that if
, and therefore by the definition of S(N ) we have that
Now, set in the above expression m = min{k ∈ {1, . . . , n + 1} :
hence, the event {S(N ) ⊆ K} c can be rewritten as:
It follows that {S(N ) ⊆ K} c ∈ F K , and thus S is a stopping set. Now, by construction 
where X = (ξ, ζ) is defined in Theorem 2. In particular, the first equality above follows since, given S(N ), ξ is uniformly distributed on S(N ), and therefore X / ∈ supp(N ) a.s.. This proves the first equality of the claim. The second equality of the claim can be proved similarly, using formula (9) of Theorem 2. φ(C(0, N 0 ) ) is F V -measurable (see, for instance, Zuyev [36] ). It is also known that B V (N ) satisfies (4) for all λ > 0, indeed by Lemma 1 and Remark 5 in Foss and Zuyev [13] it follows that, for all λ > 0, 
Typical cell of Poisson-Voronoi tessellation Let
The proof is similar to that one of Theorem 4 and therefore omitted.
Insurance
In this subsection we apply our results to risk processes described in terms of Poisson shot noise and compound Poisson processes. The former have been introduced in Klüppelberg and Mikosch [17, 18] to model delayed claims, the latter correspond to the we focus on a weaker concept of efficiency. We say thatr u is asymptotically optimal
(see Asmussen [2] and Asmussen and Rubinstein [3] ).
All the random variables considered in this subsection are defined on a measur- 
Here u > 0 is the initial capital, c > 0 is the premium density (which is assumed to be Note that the function H models the delay in claim settlement in the sense that the insurance company honors a claim at time X n paying the quantity H(t − X n , Z n ) at time t. The associated ruin probability is defined by the quantity
is the ruin time. Brémaud [8] proved that under the following assumptions:
it holds
where w (called Lundberg parameter) is the unique positive zero of the function
(note that this function Λ should not be confused with the intensity measure Λ considered in the previous sections. In the remaining part of the paper, the symbol Λ will not be used anymore to denote the intensity measure). Thus, under (42) and (43), the event {T u (N ) < ∞} is rare as u → ∞ and this yields problems if we want to estimate f u (λ) by an efficient Monte Carlo simulation (we refer the reader to Buclew [9] for an introduction to rare event simulation). Such difficulties can be overcome using importance sampling. Define the stochastic process
and consider the family of laws {P θ λ } θ:κ(θ)<∞ defined as follows: the probability measure P θ λ is absolutely continuous with respect to the original law P λ on the σ-field
, for each t ≥ 0, and the corresponding density is
We point out (see, for instance, Asmussen [2] ) that, under P θ λ , the process {X n } n≥1 is a homogeneous Poisson process with intensity λκ(θ), independent of the sequence {Z n } n≥1 of iid random variables, whose common law Q θ is absolutely continuous with respect to their common law Q under P λ , with density 
The following result can be found in [33] .
is an asymptotically optimal estimator of f u (λ).
For each locally finite counting measure µ = n≥1 δ x n , define the functionals
Moreover, we consider the functionals ϕ w,x 1 ,...,x n (µ) and ϕ
(µ), which are defined, respectively, by (10) and (11) with ϕ w in place of ϕ.
The following theorem provides closed form expressions for the n-th order derivatives of the ruin probability. As usual, we use the standard convention that the sum over an empty set is zero and k!/(k − n)! = 0 for n > k. To prove Theorem 6 we need the following Lemmas 7 and 8. Here we consider the notion of large deviation principle for which we refer the reader to the book by Dembo and Zeitouni [12] . 
Proof of Lemma 8 . In this proof we write T u in place of T u (N ). Since
by the assumptions it follows that: κ θ (α) < ∞ for α ∈ (0, η − θ) and the function α → κ θ (α) is steep. Therefore, by Lemma 7 the stochastic process {Y (t)/t} t>0 satisfies a large deviation principle with respect to P 
then the right-hand derivative equals the right-hand side of (53). In fact we can pass the limit into the sign of expectation in that a straightforward computation gives:
Here again by Lemma 8 the right-hand side of the above inequality is integrable under
x , and therefore we can apply the dominated convergence theorem. Similarly, one can show that the left-hand derivative equals the right-hand side of (53). This concludes the proof.
Classical risk processes: an efficient Monte Carlo algorithm for the first order
derivative of the ruin probability . The classical risk model is defined by the surplus u − Y (t) of the insurance portfolio described by the compound process with drift:
The interpretation of the quantities in the above formulas is exactly as in the previous paragraph. Moreover, we consider the same statistical assumptions and the same notation (clearly, the ruin probability f u (λ) and the ruin time 
where w is the unique positive zero of the function Λ(·) (see Proposition 9.4 in Asmussen [2] ). Moreover, note that in the case of classical risk processes, the corresponding The following theorem holds. 
Finally, (57) follows by (58), (59) and relation (56).
While it is tempting to conjecture that a similar optimality result holds for risk processes with delay in claim settlement, we do not have a proof of this claim. is asymptotically optimal for f u (λ), under P w λ . The estimatorŝ u (N ) is alternative tô σ u (N ).
