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a b s t r a c t
In this paper, we present an explicit solution to the partial eigenvalue assignment problem
of high order control system using orthogonality relations between eigenvectors of the
matrix polynomial. Our solution can be implemented with only a partial knowledge of
the spectrum and the corresponding left eigenvectors of the matrix polynomial. We show
that the number of eigenvalues and eigenvectors that need to remain unchanged will not
affected by feedback. A numerical example is given to illustrate the applicability and the
practical usefulness of the proposed method.
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1. Introduction
We consider the polynomial eigenvalue problem
P(λ)x = (λkMk + λk−1Mk−1 + · · · + λM1 +M0) x = 0. (1.1)
The polynomial eigenvalue problem (1.1) arises in the analysis and numerical solution of high order systems of ordinary
differential equations [1,2] of the form
Mk
dk
dtk
v +Mk−1 d
k−1
dtk−1
v + · · · +M1 ddt v +M0v = 0, (1.2)
where {Mk,Mk−1, . . . ,M0} are constant n× nmatrices andMk is nonsingular.
The matrix polynomial P(λ) = λkMk + λk−1Mk−1 + · · · + λM1 +M0 is very often referred to as a lambda matrix, or matrix
polynomial of degree k [2,3]. The polynomial eigenvalue problem (1.1) is the problem of determining all the eigenvalues λi
and the corresponding eigenvectors xi of the matrix polynomial P(λ). There are some theoretical and numerical approaches
for solving this polynomial eigenvalue problem available in the literature where the numerical procedure is some what
complex and needs much computer time. The interested reader is referred to, for example, the references [4–7]. Note that
the standard eigenvalue problem Ax = λx is the special case of (1.1).
The system modeled by (1.2) can be controlled with the application of a forcing function bu(t), b ∈ Rn a constant, and
u(t) a scalar, in which case (1.2) is replaced by
Mk
dk
dtk
v +Mk−1 d
k−1
dtk−1
v + · · · +M1 ddt v +M0v = bu(t). (1.3)
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The system (1.3) is called the linear time-invariant high order control system in single input case.
The choice of the control
u(t) = f T1
dk−1
dtk−1
v + f T2
dk−2
dtk−2
v + · · · + f Tk v, (1.4)
such that f1, f2, . . . , fk ∈ Rn, constant vectors, leads to the closed loop system
Mk
dk
dtk
v + (Mk−1 − bf T1 ) dk−1dtk−1 v + · · · + (M1 − bf Tk−1) ddt v + (M0 − bf Tk ) v = 0. (1.5)
The ordinary differential equation (1.5) lead, with the separation of variables v(t) = xeλt , x a constant vector, to the problem
of finding the eigenvalues of the modified matrix polynomial
Pc(λ) = Mkλk +
(
Mk−1 − bf T1
)
λk−1 + · · · + (M0 − bf Tk ) . (1.6)
Many practical situations where such problem arises and need to be solved are, for example vibration analysis of
structural mechanical and acoustic systems, electrical circuit simulation, fluids mechanics, finite element model updating
in aerospace and automobile industries. The partial eigenvalue assignment problem for large linear control and large space
structure are extensively considered, for example see [8–12].
This paper is organized as follows: In Section 2, we state some definitions and the well-known criteria of orthogonality
relations between the eigenvectors of matrix polynomial. In Section 3, we show the partial eigenvalue assignment problem
for high order control system. In Section 4, we introduce an explicit solution to the partial eigenvalue assignment problem
for high order control system in single input case such that {M}Ki=0 are non-symmetric matrices andMk is nonsingular. This
solution can be implemented with only a partial knowledge of the eigenvalues and the corresponding left eigenvectors of
P(λ) = λkMk + λk−1Mk−1 + · · · + λM1 +M0.
2. Orthognality relations between the eigenvectors of matrix polynomial
Let us start with the following preliminary definitions, see [3].
Definition 1. A scalar λ ∈ C such that det(P(λ)) = 0 is called an eigenvalue of the matrix polynomial P . The set of
eigenvalues is called the spectrum of P(λ).
Definition 2. The nonzero vectors x and y are, respectively, called the right and left eigenvectors, corresponding to the
eigenvalue λ of the matrix polynomial P(λ) = λkMk + λk−1Mk−1 + · · · + λM1 +M0 if(
λkMk + λk−1Mk−1 + · · · + λM1 +M0
)
x = 0 (2.1)
and
yH
(
λkMk + λk−1Mk−1 + · · · + λM1 +M0
) = 0 (2.2)
where yH is the conjugate transpose of the vector y.
Definition 3. The matrix polynomial (lambda matrix) P is called singular if for any λ ∈ C the matrix P(λ) is singular.
Otherwise the matrix polynomial P(λ) is called nonsingular.
For more detail, the reader is referred to ([3] Definition 3.6, page 25).
In this paper we restrict ourselves to nonsingular matrix polynomial P(λ).
Theorem 1 ([3] Orthogonality of the Eigenvectors of a Matrix A). Let λ1, λ2, . . . , λn be the eigenvalues of a matrix A ∈ Cn×n and
let Xˆ and Yˆ be respectively the right and the left eigenvector matrices of A. Assume that {λ1, . . . , λm} ∩ {λm+1, . . . , λn} = Φ
and m < n. Partition Xˆ =
(
Xˆ1, Xˆ2
)
and Yˆ =
(
Yˆ1, Yˆ2
)
, where Xˆ1 =
(
xˆ1, . . . , xˆm
)
; Xˆ2 =
(
xˆm+1, . . . , xˆn
)
, Yˆ1 =
(
yˆ1, . . . , yˆm
)
and
Yˆ2 =
(
yˆm+1, . . . , yˆn
)
. Then
YˆH1 Xˆ2 = 0 (2.3)
and
YˆH1 AXˆ2 = 0 (2.4)
If, in addition, A is real symmetric, then
XˆT1 Xˆ2 = 0 and XˆT1AXˆ2 = 0. (2.5)
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The following theorems establish the orthogonality relations between the eigenvectors for the matrix polynomial using
its connection with the standard eigenvalues problem.
Theorem 2. A scalar λ ∈ C is an eigenvalue of the matrix polynomial
P(λ) = λkMk + λk−1Mk−1 + · · · + λM1 +M0,
with the corresponding right eigenvector x and the left eigenvector y if and only if λ is an eigenvalue of the kn× kn matrix
A =

0 I 0 · · · 0
0 0 I 0
...
...
...
. . .
...
0 0 0 I
−M−1k M0 −M−1k M1 −M−1k M2 · · · −M−1k Mk−1
 (2.6)
with the corresponding right eigenvector xˆ and left eigenvector yˆ such that.
xˆ =

x
λx
λ2x
...
λk−1x
 and yˆ =

(
λk−1MHk + λk−2MHk−1 + · · · +MH1
)
y(
λk−2MHk + λk−3MHk−1 + · · · +MH2
)
y(
λk−3MHk + λk−4MHk−1 + · · · +MH3
)
y
...(
MHk
)
y
 . (2.7)
Proof. Suppose the pair (λ, x) is a right eigenpair of the matrix polynomial P , and then we have(
λkMk + λk−1Mk−1 + · · · + λM1 +M0
)
x = 0. (2.8)
then
Axˆ =

0 I 0 · · · 0
0 0 I 0
...
...
...
. . .
...
0 0 0 I
−M−1k M0 −M−1k M1 −M−1k M2 · · · −M−1k Mk−1


x
λx
λ2x
...
λk−1x
 =

λx
λ2x
λ3x
...
λkx
 = λ

x
λx
λ2x
...
λk−1x
 = λxˆ.
Notes:
(
λk−1Mk−1 + · · · + λM1 +M0
)
x = λkMkx.
Suppose the pair (λ, y) is a left eigenpair of the matrix polynomial P , then we have
yH
(
λkMk + λk−1Mk−1 + · · · + λM1 +M0
) = 0. (2.9)
and hence,
yˆHA = (yH (λk−1Mk + λk−2Mk−1 + · · · +M1) , yH (λk−2Mk + λk−3Mk−1 + · · · +M2) , · · · yH (λMk +Mk−1) , yHMk)
×

0 I 0 · · · 0
0 0 I 0
...
...
...
. . .
...
0 0 0 I
−M−1k M0 −M−1k M1 −M−1k M2 · · · −M−1k Mk−1

then
yˆHA = (−yHM0, yH (λk−1Mk + λk−2Mk−1 + · · · + λM2) , · · · yH (λ2Mk + λMk−1) , yHλMk ) .
Notes: yH
(
λkMk + λk−1Mk−1 + · · · + λM1
) = −yHM0.
Hence
yˆHA = λ (yH (λk−1Mk + λk−2Mk−1 + · · · +M1) , yH (λk−2Mk + λk−3Mk−1 + · · · +M2) , . . . yH (λMk +Mk−1) , yHMk)
= λyH
which proves that
(
λ, xˆ, yˆ
)
is an eigenpair of the matrix A. 
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Next, suppose that λ is an eigenvalue of A and xˆ is the associated right eigenvector. Then
Axˆ =

0 I 0 · · · 0
0 0 I 0
...
...
...
. . .
...
0 0 0 I
−M−1k M0 −M−1k M1 −M−1k M2 · · · −M−1k Mk−1
 xˆ = λxˆ, (2.10)
where xˆ =

xˆ1
xˆ2
xˆ3
.
.
.
xˆk
with xˆi are of n× 1 column vectors, i = 1, . . . , k.
Eq. (2.10) can be written as
xˆ2 = λxˆ1
xˆ3 = λxˆ2
...
xˆk = λxˆk−1
(2.11)
and
−M−1k M0xˆ1 −M−1k M1xˆ2 − · · · −M−1k Mk−1xˆk = λxˆk. (2.12)
Substituting Eqs. (2.11) into (2.12) and multiplying byMk on the left, we get
−M0xˆ1 − λM1xˆ1 − λ2M2xˆ1 − · · · − λk−1Mk−1xˆ1 = λkMkxˆ1
i.e. (
λkMk + λk−1Mk−1 + · · · + λM1 +M0
)
xˆ1 = 0.
This shows that λ is the eigenvalue of P(λ) with right eigenvector xˆ1. If we consider the right eigenvector x of P(λ) are
determined by x = xˆ1.
Similarly, if yˆ is the left eigenvector of A associated with the eigenvalue λ, then
yˆHA = yˆH

0 I 0 · · · 0
0 0 I 0
...
...
...
. . .
...
0 0 0 I
−M−1k M0 −M−1k M1 −M−1k M2 · · · −M−1k Mk−1
 = λyˆH (2.13)
where yˆH = (yˆH1 , yˆH2 · · · yˆHk−1 yˆHk ).
Eq. (2.13) can be written as
−yˆHkM−1k M0 = λyˆH1
−yˆH1 − yˆHkM−1k M1 = λyˆH2
...
−yˆHk−2 − yˆHkM−1k Mk−2 = λyˆHk−1
(2.14)
−yˆHk−1 − yˆHkM−1k Mk−1 = λyˆHk . (2.15)
Substituting Eqs. (2.11) into (2.12) after multiplication by λ on the left, we obtain.
− (yˆHkM−1k )M0 − λ (yˆHkM−1k )M1 − λ2 (yˆHkM−1k )M2 − · · · − λk−1 (yˆHkM−1k )Mk−1 = λk (yˆHkM−1k )Mk
hence
yˆHkM
−1
k
(
λkMk + λk−1Mk−1 + · · · +M0
) = 0
which shows that λ is the eigenvalue of P(λ)with the left eigenvector
(
yˆHkM
−1
k
)
. If we consider the left eigenvector y of P(λ)
are determined by yH = yˆHkM−1k .
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Theorem 3 (Orthogonality of the Eigenvectors of the Matrix Polynomial). Let λ1, λ2, . . . , λkn be the eigenvalues of the kn× kn
matrix polynomial P(λ) = λkMk + λk−1Mk−1 + · · · + λM1 +M0 and let X and Y be respectively the right and left eigenvector
matrices. Assume that {λ1, . . . , λm} ∩ {λm+1, . . . , λkn} = Φ . Partition X = (X1, X2), Y = (Y1, Y2) and Λ = diag (Λ1,Λ2)
where X1 = (x1, . . . , xm); X2 = (xm+1, . . . , xkn), Y1 = (y1, . . . , ym) and Y2 = (ym+1, . . . , ykn), withΛ1 = diag (λ1, . . . , λm)
andΛ2 = diag (λm+1, . . . , λkn).
Then
k−1∑
i=1
[
i∑
j=1
[
Λ
j
1Y
H
1 Mk−i+j
]]
X2Λk−i2 − YH1 M0X2 = 0 (2.16)
and
k∑
i=1
[
i∑
j=1
[
Λ
j−1
1 Y
H
1 Mk−i+j
]]
X2Λk−i2 = 0. (2.17)
Proof. By Theorem 2, the matrix
A =

0 I 0 · · · 0
0 0 I 0
...
...
...
. . .
...
0 0 0 I
−M−1k M0 −M−1k M1 −M−1k M2 · · · −M−1k Mk−1

has the right eigenvector matrix Xˆ and the left eigenvector matrix Yˆ given by
Xˆ =

X
XΛ
...
XΛk−1

and
YˆH = ((Λk−1YHMK +Λk−2YHMK−1 + · · · + YHM1) , (Λk−2YHMK +Λk−3YHMK−1 + · · · + YHM2) , · · · YHMk)
where
Xˆ = (xˆ1, . . . , xˆkn) and Yˆ = (yˆ1, . . . , yˆkn) .
From Eq. (2.3) of Theorem 1, we have
YˆH1 Xˆ2 =
((
Λk−1YH1 MK +Λk−2YH1 MK−1 + · · · + YHM1
) (
Λk−2YH1 MK +Λk−3YH1 MK−1 + · · · + YH1 M2
)
, · · · YH1 Mk
)

X2
X2Λ2
...
X2Λk−12
 = 0
then
YH1 MkX2Λ
k−1
2 +
(
Λ1YH1 Mk + YH1 Mk−1
)
X2Λk−22 + · · · +(
Λk−21 Y
H
1 Mk +Λk−31 YH1 Mk−1 + · · · + YH1 M2
)
X2Λ2 +
(
Λk−11 Y
H
1 Mk +Λk−21 YH1 Mk−1 + · · · + YH1 M1
)
X2 = 0
This relation can be summarized as follows
k∑
i=1
[
i∑
j=1
[
Λ
j−1
1 Y
H
1 Mk−i+j
]]
X2Λk−i2 = 0.
This proves relation (2.17).
Similarly, from Eq. (2.4) we obtain (2.16) as follows
YˆH1 AXˆ2 =
((
Λk−1YH1 MK +Λk−2YH1 MK−1 + · · · + YH1 M1
)
,
(
Λk−2YH1 MK +Λk−3YH1 MK−1 + · · · + YH1 M2
)
, · · · YH1 Mk
)
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0 I 0
0 0
. . . 0
...
... I
−M−1k M0 −M−1k M1 · · · −M−1k Mk−1


X2
X2Λ2
...
X2Λk−12
 = 0
then
−YH1 M0X2 +
(
Λk−11 Y
H
1 Mk +Λk−21 YH1 Mk−1 + · · · +Λ1YH1 M2 + YH1 M1 − YH1 MkM−1k M1
)
X2Λ2
+ (Λk−21 YH1 Mk +Λk−31 YH1 Mk−1 + · · · +Λ1YH1 M3 + YH1 M2 − YH1 MkM−1k M2) X2Λ22 + · · ·
+ (Λ21YH1 Mk +Λ1YH1 Mk−1 + YH1 Mk−2 − YH1 MkM−1k Mk−2) X2Λk−22
+ (Λ1YH1 Mk + YH1 Mk−1 − YH1 MkM−1k Mk−1) X2Λk−12 = 0
i.e.
Λ1YH1 MkΛ
k−1
2 +
(
Λ21Y
H
1 Mk +Λ1YH1 Mk−1
)
X2Λk−22
+ · · · + (Λk−11 YH1 Mk +Λk−21 YH1 Mk−1 + · · · +Λ1YH1 M2) X2Λ2 − YH1 M0X2 = 0
This relation can be also summarized as follows
k−1∑
i=1
[
i∑
j=1
[
Λ
j
1Y
H
1 Mk−i+j
]]
X2Λk−i2 − YH1 M0X2 = 0.
This proves the theorem. 
3. Partial eigenvalue assignment problem of high order control systems
Given m complex numbers µ1, µ2, . . . , µm closed under complex conjugation, m ≤ n and a vector b ∈ Rn, we are
required to find f1, f2, . . . , fk ∈ Rn such that the modified matrix polynomial.
Pc(λ) = Mkλk +
(
Mk−1 − bf T1
)
λk−1 + · · · + (M0 − bf Tk ) ;
has spectrum {µ1, µ2, . . . , µm, λm+1, . . . , λkn}.
This is the partial pole assignment problem in which we use the vectors f1, f2, . . . , fk ∈ Rn to replace the eigenvalues{
λj
}m
j=1 of the matrix polynomial
P(λ) = Mkλk +Mk−1λk−1 + · · · +M0
by
{
µj
}m
j=1, while leaving the other eigenvalues unchanged.
Write the polynomial eigenvalue problem
P(λi)xi =
(
λkiMk + λk−1i Mk−1 + · · · + λiM1 +M0
)
xi = 0 i = 1, 2, . . . , kn.
in the matrix form:
MkXΛk +Mk−1XΛk−1 + · · · +M0X = 0 (3.1)
where X = (x1, x2, . . . , xkn) ∈ Cn×kn andΛ = diag (λ1, λ2, . . . , λkn) ∈ Ckn×kn where λi are distinct.
Let us partition the n × kn right eigenvector matrix X , the kn × n left eigenvector matrix YH and kn × kn eigenvalues
matrixΛ as follows:
X = (X1 X2) , YH = (YH1YH2
)
, Λ = diag (Λ1,Λ2)
where X1 = (x1, . . . , xm); X2 = (xm+1, . . . , xkn), Y1 = (y1, . . . , ym) and Y2 = (ym+1, . . . , ykn)withΛ1 = diag (λ1, . . . , λm)
andΛ2 = diag (λm+1, . . . , λkn).
Next, we introduce the following theorem for solving Partial Eigenvalue Assignment Problem of high order control
systems.
Theorem 4. Let the feedback vectors {fi}k−1i=1 and fk defined by
fi =
i∑
j=1
[
MTk−i+jY¯1Λ
j
1
]
βT, fk = −MT0 Y¯1βT, i = 1, 2, . . . , k− 1, βT ∈ Cm. (3.2)
Then for any choice of β we have
MkX2Λk2 +
(
Mk−1 − bf T1
)
X2Λk−12 + · · · +
(
M0 − bf Tk
)
X2 = 0.
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In words, this theorem assures us that any choice of β with the feedback vectors {fi}ki=1 as in (3.2) guarantees that the
last kn − m eigenpairs (Λ2, X2) of the matrix polynomial P(λ) = Mkλk + Mk−1λk−1 + · · · + M0 are also eigenpairs of the
modified matrix polynomial Pc(λ) = Mkλk +
(
Mk−1 − bf T1
)
λk−1 + · · · + (M0 − bf Tk ).
Proof. Our goal is to prove that
MkX2Λk2 +
(
Mk−1 − bf T1
)
X2Λk−12 + · · · +
(
M0 − bf Tk
)
X2 = 0. (3.3)
Expanding the left-hand side of (3.3) by substituting (3.2) in (3.3), we obtain
MkX2ΛK2 +Mk−1X2ΛK−12 + · · · +M0X2 + b
(
−β
k−1∑
i=1
[
i∑
j=1
[
Λ
j
1Y
H
1 Mk−i+j
]]
X2Λk−i2 + βYH1 M0X2
)
= −bβ
(
k−1∑
i=1
[
i∑
j=1
[
Λ
j
1Y
H
1 Mk−i+j
]]
X2Λk−i2 − βYH1 M0X2
)
,
since
MkX2Λk +Mk−1X2Λk−1 + · · · +M0X2 = 0
and furthermore,
k−1∑
i=1
[
i∑
j=1
[
Λ
j
1Y
H
1 Mk−i+j
]]
X2Λk−i2 − YH1 M0X2 = 0
from Theorem 1.
Thus
MkX2Λk2 +
(
Mk−1 − bf T1
)
X2Λk−12 + · · · +
(
M0 − bf Tk
)
X2 = 0.
The theorem is then proved. 
In order to use Theorem 2 to solve the partial pole assignment problem, we need to choose β which will change
eigenvalues
{
λj
}m
j=1 of the matrix polynomial P(λ) to
{
µj
}m
j=1 in Pc(λ), if that is possible. If there is such a vector β
T,
then there exist an eigenvector matrix Z ∈ Cn×m such that Z = (z1, z2, . . . , zm) , zj 6= 0, j = 1, 2, . . . ,m and matrix
D = diag (µ1, µ2, . . . , µm)which are such that
MkZDk +
(
Mk−1 − bf T1
)
ZDk−1 + (Mk−2 − bf T2 ) ZDk−2 + · · · + (M0 − bf Tk ) Z = 0. (3.4)
Substituting for
fi =
i∑
j=1
[
MTk−i+jY¯1Λ
j
1
]
βT, fk = −MT0 Y¯1βT, i = 1, 2, . . . , k− 1, βT ∈ Cm,
and rearranging, we have
MkZDk +Mk−1ZDk−1 +Mk−2ZDk−2 + · · · +M0Z = bβ
[
k−1∑
i=1
(
i∑
j=1
[
Λ
j
1Y
H
1 Mk−i+j
])
ZDk−i − YH1 M0Z
]
= bβWH
then
MkZDk +Mk−1ZDk−1 +Mk−2ZDk−2 + · · · +M0Z = bcH (3.5)
where WH =
[∑k−1
i=1
(∑i
j=1
[
Λ
j
1Y
H
1 Mk−i+j
])
ZDk−i − YH1 M0Z
]
and WβH = c is a vector that will depend on the scaling
chosen for the eigenvectors in Z . To obtain Z , we choosing the vector c in the following c = (1, 1, . . . , 1)T. Then the Eq. (3.5)
becomes
MkZDk +Mk−1ZDk−1 +Mk−2ZDk−2 + · · · +M0Z = b
(
1, 1, . . . , 1
)
,
we can solve for each of the eigenvectors zi using the equations(
Mkµkj +Mk−1µk−1j + · · · +M0
)
zj = b, j = 1, 2, . . . ,m. (3.6)
So, we computed the eigenvectors Z , and hence we computed the matrixW from
WH =
[
k−1∑
i=1
(
i∑
j=1
[
Λ
j
1Y
H
1 Mk−i+j
])
ZDk−i − YH1 M0Z
]
.
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We solve them×m square linear system
WβH = (1, 1, . . . , 1)T , (3.7)
for β , and hence determine the vectors fi, i = 1, 2, . . . , k.
In the following section, we obtain the explicit expression for β with only a partial knowledge of the eigenvalues
{λ1, λ2, . . . , λm} and the corresponding left eigenvectors {y1, . . . , ym} of P(λ) = λkMk + λk−1Mk−1 + · · · + λM1 +M0.
4. Explicit expression for β
In the following theorem, we introduce the explicit expression for β using only a partial knowledge of eigenvalues
{λ1, λ2, . . . , λm} and associated left eigenvectors {y1, . . . , ym} of thematrix polynomial P(λ) = Mkλk+Mk−1λk−1+· · ·+M0.
Our proof to this theorem is similar to the theorem introduced in [13] for in the symmetric definite quadratic pencil. However
in our theorem we described the explicit expression for β in the case of non-symmetric matrix polynomial P(λ).
Theorem 5. Suppose the polynomial eigenvalue problems
P(λi)xi =
(
λkiMk + λk−1i Mk−1 + · · · + λiM1 +M0
)
xi = 0 i = 1, 2, . . . , kn,
and fi, fk are chosen as in (3.2) with the components βj of β as
βj = 1bTy¯j
µj − λj
λj
m∏
i=1
i6=j
µi − λj
λi − λj , j = 1, 2, . . . ,m. (4.1)
Then the modified matrix polynomial Pc(λ) = Mkλk +
(
Mk−1 − bf T1
)
λk−1 + · · · + (M0 − bf Tk ) ; has spectrum
λ1, λ2, . . . , λm, λm+1, λm+2, . . . , λkn and its firstm eigenvectors can be scaled to satisfy
(
Mkµkj +Mk−1µk−1j + · · · +M0
)
zj
= b, j = 1, 2, . . . ,m.
Proof. We need only to show
Φl(β) =
[
µklMk + µk−1l
(
Mk−1 − bf T1
)+ · · · + (M0 − bf Tk )] zl = 0, l = 1, 2, . . . ,m. (4.2)
where (
µklMk + µk−1l Mk−1 + · · · +M0
)
zl = b. (4.3)
Substituting the expressions fi =∑ij=1 [MTk−i+jY¯1Λj1]βT and fk = −MT0 Y¯1βT for i = 1, 2, . . . , k− 1 in Eq. (4.2) gives
Φl(β) =

µklMk + µk−1l
(
Mk−1 − b
m∑
j=1
βjλjyHj Mk
)
+ µk−2l
(
Mk−2 − b
m∑
j=1
(
βjλ
2
j y
H
j Mk + βjλjyHj Mk−1
))+
· · · + µl
(
M1 − b
m∑
j=1
(
βjλ
k−1
j y
H
j Mk + βjλk−2j yHj Mk−1 + · · · + βjλjyHj M2
))+ (M0 + b m∑
j=
βjyHj M0
)
 zl
then
Φl(β) =
(µklMk + µk−1l Mk−1 + · · · +M0)− b
 m∑
j=1
βjyHj
(µk−1l λj + µk−2l λ2j + · · · + µlλk−1j )Mk+(µk−2l λj + µk−3l λ2j + · · · + µlλk−2j )Mk−1 + · · ·+
µlλjM2 −M0
 zl.
Then from (4.3), we have
Φl(β) = b−
b
 m∑
j=1
βjyHj
(µk−1l λj + µk−2l λ2j + · · · + µlλk−1j )Mk+(µk−2l λj + µk−3l λ2j + · · · + µlλk−2j )Mk−1 + · · ·+
µlλjM2 −M0
 zl
Now, substituting for βj using (4.1) gives
Φl(β) = b−
b
 m∑
j=1
1
bTy¯j
µj − λj
λj
m∏
i=1
i6=j
µi − λj
λi − λj y
H
j
(µk−1l λj + µk−2l λ2j + · · · + µlλk−1j )Mk+(µk−2l λj + µk−3l λ2j + · · · + µlλk−2j )Mk−1 + · · ·+
µlλjM2 −M0


 zl
Φl(β) = b−
b
 m∑
j=1
1
bTy¯j
µj − λj
λl − λj
m∏
i=1
i6=j,l
µi − λj
λi − λj y
H
j
(
µl − λj
)
µl
(
µk−2l + µk−3l λ1j + · · · + λk−2j
)
Mk+
µl
(
µk−3l + µk−4l λ2j + · · · + λk−3j
)
Mk−1 + · · ·+
µlM2 − M0
λj


 zl.
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Note that(
µkl − λkl
) = (µl − λl) (µk−1l + µk−2l λl + µk−3l λ2l + · · · + µlλk−2l + λk−1l ) .
Then
Φl(β) = b−
b
 m∑
j=1
1
bTy¯j
µj − λj
λl − λj
m∏
i=1
i6=j,l
µi − λj
λi − λj y
H
j
µl (µk−1l − λk−1j )Mk + µl (µk−2l − λk−2j )Mk−1 + · · ·+
µl
(
µl − λj
)
M2 −
(
µl − λj
) M0
λj


 zl
The jth column of (1.4) can be written as
yHj M1 = −yHj
(
λk−1j Mk + λk−2j Mk−1 + · · · +
M0
λj
)
, λj 6= 0.
Hence for any choice of 1 ≤ l, j ≤ m,
yHj
(
µklMk + · · · + µlM1 +M0
) = yHj
µklMk + µk−1l Mk−1 + · · · + µ2l M2−µl (λk−1j Mk + λk−2j Mk−1 + · · · + M0λj
)
+M0

then
yHj
(
µklMk + µk−1l Mk−1 + · · · +M0
) = yHj (µl (µk−1l − λk−1j )Mk + · · · + µl (µl − λj)M2 − (µl − λj) M0λj
)
(4.4)
Substituting (4.4) into the last expression forΦl(β) gives
Φl(β) = b−
b m∑
j=1
1
bTy¯j
µj − λj
λl − λj
m∏
i=1
i6=j,l
µi − λj
λi − λj y
H
j
(
µklMk + µk−1l Mk−1 + · · · +M0
) zl
using (4.3), we get
Φl(β) = b− b
m∑
j=1
1
bTy∗j
µj − λj
λl − λj
m∏
i=1
i6=j,l
µi − λj
λi − λj y
H
j b.
Canceling the common term, we get
Φl(β) = b− b
m∑
j=1
µj − λj
λl − λj
m∏
i=1
i6=j,l
µi − λj
λi − λj ,
Φl(β) = b
1−
m∑
j=1
m∏
i=1
i6=l
µi − λj
m∏
i=1
i6=j
λi − λj
 .
In [13], it is proved that
m∑
j=1
m∏
i=1
i6=l
µi − λj
m∏
i=1
i6=j
λi − λj
= 1, l = 1, 2, . . . ,m,
thenΦl(β) = b(1− 1) = 0. This completes the proof. 
From the expression (4.1) it is clear that sufficient conditions for the existence of β , and consequently for a solution to
the partial pole assignment problem to be exist are:
(a) No λj, j = 1, 2, . . . ,m vanishes,
(b) The {λi}mi=1 are distinct,
(c) The vector bmust be not orthogonal to y¯j, j = 1, 2, . . . ,m.
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The above discussion leads us to formulate the following algorithm for our solution of the partial eigenvalue assignment
problem.
Algorithm. The partial eigenvalue assignment algorithm
Inputs: {Mk,Mk−1, . . . ,M0} are n×n real non-symmetric constantmatrices, b is an n-vector andD = diag (µ1, µ2, . . . , µm),
closed under complex conjugation.
Assumption: LetMk is nonsingular matrix and numbers µ1, . . . , µm; λ1, . . . , λm are all distinct and closed under complex
conjugation, where λ1, λ2, . . . , λkn are the eigenvalues of matrix polynomial P(λ) = λkMk + λk−1Mk−1 + · · · + λM1 +M0.
Output: the feedback vectors {fi}ki=1 such that the spectrum of modified matrix polynomial
Pc(λ) = Mkλk +
(
Mk−1 − bf T1
)
λk−1 + · · · + (M0 − bf Tk ) ;
is {µ1, . . . , µm; λm+1, . . . , λkn}, where λm+1, , . . . , λkn are the last kn − m eigenvalues of matrix polynomial P(λ) =
λkMk + λk−1Mk−1 + · · · + λM1 +M0.
Step 1. Obtain the firstm eigenvalues λ1, λ2, . . . , λm of matrix polynomial P(λ) = λkMk+λk−1Mk−1+· · ·+λM1+M0 that
need to be reassigned and the corresponding left eigenvectors y1, y2, . . . , ym.
Step 2. Compute the explicit expression for β
βj = 1bTy¯j
µj − λj
λj
m∏
i=1
i6=j
µi − λj
λi − λj , j = 1, 2, . . . ,m.
Step 3. Form
fi =
i∑
j=1
[
MTk−i+jY¯1Λ
j
1
]
βT, fk = −MT0 Y¯1βT, i = 1, 2, . . . , k− 1, βT ∈ Cm.
5. Numerical example
We generate the randomly matricesM3,M2,M1 andM0 (size 4) as follows
M3 =
0.9501 0.8913 0.8214 0.92180.2311 0.7621 0.4447 0.73820.6068 0.4565 0.6154 0.1763
0.4860 0.0185 0.7919 0.4057
 , M2 =
0.3046 0.3028 0.3784 0.49660.1897 0.5417 0.8600 0.89980.1934 0.1509 0.8537 0.8216
0.6822 0.6979 0.5936 0.6449

M1 =
0.4451 0.8462 0.8381 0.83180.9318 0.5252 0.0196 0.50280.4660 0.2026 0.6813 0.7095
0.4186 0.6721 0.3795 0.4289
 , M0 =
0.9355 0.0579 0.1389 0.27220.9169 0.3529 0.2028 0.19880.4103 0.8132 0.1987 0.0153
0.8936 0.0099 0.6038 0.7468

and a randomly vector b,
b =
0.81800.66020.3420
0.2897

the cubic polynomial P(λ) = M3λ3 +M2λ2 +M1λ+M0 has eigenvalues shown in Table 1.
Now, we assign the first m = 2 eigenvalues λ1, λ2 to the conjugate pair µ1,2 = −1± i. Using the explicit formula (4.1)
gives β = [14.5515− 2.6239i 14.5515+ 2.6239i].
From which we compute the feedback vectors f1, f2 and f3, in view of (3.2)
f1 =
−10.0704−14.95983.4845
1.4579
 , f2 =
−6.82041.28521.8851
−3.8679
 and f3 =
−11.842216.4183−9.1902
−16.1695
 .
The eigenvalues of matrix polynomial P(λ) = M3λ3 + M2λ2 + M1λ + M0 and modified matrix polynomial Pc(λ) =
λ3M3 + λ2
(
M2 − bf T1
)+ λ (M1 − bf T2 )+ (M0 − bf T3 ) are shown in Table 2.
6. Conclusion
In this paper, we derived an explicit solution to the partial eigenvalue problem by using one of orthogonality relations
between eigenvectors for matrix polynomial P(λ). We need only a partial knowledge of the spectrum (and the associated
left eigenvectors) of matrix polynomial P(λ) = λkMk+ λk−1Mk−1+ · · · + λM1+M0. This eigenvalues and eigenvectors are
required to be reassigned.
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Table 1
Eigenvalues of matrix polynomial P(λ) = M3λ3 +M2λ2 +M1λ+M0
1.1687+ 0.8481i
1.1687− 0.8481i
0.0375+ 0.9101i
0.0375− 0.9101i
−0.2044+ 0.5375i
−0.2044− 0.5375i
0.1275
0.6132
0.9085
−0.9321
−1.6155
−2.1822
Table 2
Eigenvalues of matrix polynomial Eigenvalues of modified matrix polynomial
1.1687+ 0.8481i −1.0000+ 1.0000i
1.1687− 0.8481i −1.0000− 1.0000i
0.0375+ 0.9101i 0.0375+ 0.9101i
0.0375− 0.9101i 0.0375− 0.9101i
−0.2044+ 0.5375i −0.2044+ 0.5375i
−0.2044− 0.5375i −0.2044− 0.5375i
0.1275 0.1275
0.6132 0.6132
0.9085 0.9085
−0.9321 −0.9321
−1.6155 −1.6155
−2.1822 −2.1822
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