We propose a method for accurately identifying people using temporal and spatial changes in local movements measured from video sequences of body sway. Existing methods identify people using gait features that mainly represent the large swinging of the limbs. The use of gait features introduces a problem in that the identification performance decreases when people stop walking and maintain an upright posture. To extract informative features, our method measures small swings of the body, referred to as body sway. We extract the power spectral density as a feature from local body sway movements by dividing the body into regions. To evaluate the identification performance using our method, we collected three original video datasets of body sway sequences. The first dataset contained a large number of participants in an upright posture. The second dataset included variation over the long term. The third dataset represented body sway in different postures. The results on the datasets confirmed that our method using local movements measured from body sway can extract informative features for identification.
Introduction
The progressively widespread use of video surveillance cameras has led to the development of convenient and nonintrusive biometric authentication systems [1] - [3] . Identification using video from surveillance cameras is a key technology for developing various authentication systems. To obtain high identification performance, it is important to design methods of extracting informative features from video sequences. Recently, soft biometrics [4] - [6] that represent human attributes have been an active topic in pattern recognition research in terms of extracting informative features for identification. Human attributes can be split intuitively into three types: physical characteristics [7] , [8] (e.g., gender and age), adhered human characteristics [9] , [10] (e.g., clothing and belongings), and behavioral characteristics [11] , [12] (e.g., gestures and gait). With respect to person re-identification, researchers [13] - [15] have reported that combining these characteristics increases the identification performance. In particular, behavioral characteristics have the advantage that individuals' movements differ and can thus be used to identify people even when attributes such as their gender, age, and clothing are the same. For instance, there are situations where many of the office workers in a building wear a suit or workers in a factory wear a uniform.
In this paper, we focus on how to design a method of extracting and using behavioral characteristics. Existing methods [11] , [12] that use behavioral characteristics generally exploit gait features acquired from video sequences. Gait features represent periodic movements of body parts such as limbs. However, people frequently stop walking and maintain the same posture, for example, while waiting for a security gate to open. Thus, gait features do not sufficiently represent behavioral characteristics when people have stopped walking because periodic movements of the body parts do not always occur and thus are not informative for identification. Indeed, gait features sometimes cause a decrease in identification performance when people stop walking.
We consider an authentication system that requires people to maintain an upright posture for several tens of seconds. When people maintain their posture, their bodies do not remain completely still but slightly and continuously move in all directions. This body movement occurs naturally to maintain a person's posture and is called body sway. Note that we consider an upright posture as a specific example of the posture of a person who has stopped walking. In the field of medical science, many researchers [16] - [20] have attempted to measure the center of gravity of body sway using force plates embedded in the floor. These methods are not intended for identification purposes, but can be used to classify gender and age [16] , [17] , people with lower-back pain [18] , women with morning sickness [19] and patients with neuropathy [20] . We thus assume that body sway contains information about the identity of people, and is a behavioral characteristic that can be used as a human attribute in soft biometrics. In this study, we tackle the challenging task of extracting an informative feature for identification from video sequences of body sway. In addition, body sway has the advantage that an overhead camera can be used to observe people passively because body sway movement can be measured from the upper half of the body. Hence, it is not necessary to locate a camera to the side of the person, which is commonly required for extracting gait features [11] , [12] . The use of an overhead camera avoids the occlusion of people when the number of people increases.
To this end, we propose a method of identifying people
Copyright c ⃝ 2019 The Institute of Electronics, Information and Communication Engineers using video sequences of body sway acquired from people in an upright posture. Our method computes the center of body sway from a video sequence, and spatially divides the body into small local regions using the center of body sway. It then measures the temporal and spatial changes in local movements in these regions and conducts a frequency analysis for feature extraction. The main purpose of this study is to confirm whether the body sway observed when people maintain an upright posture can be used for identification. We collected a novel dataset of body sway for 118 participants. The experimental results showed that identification performance improved from 63.5% using the gait feature of an existing method to 88.8% using our local movement feature. Furthermore, we demonstrated that our method can extract informative features even when there is variation over time or variation in posture. This paper is an extended version of our previous research [21] . Here, we provide improved results through further investigation and an extended experimental evaluation of our method. The remainder of the paper is organized as follows. Section 2 describes our method of extracting features for body sway, Sect. 3 presents the identification performance when using body sway with upright postures, Sect. 4 shows the influence of the variation of different postures, and Sect. 5 presents our concluding remarks.
Design of Features in Terms of Body Sway

Overview
We consider the informative features extracted from a video sequence of body sway acquired from people in an upright posture. The first feature is the temporal and spatial swinging movement of the body. The movement contains information about identity differences, including gender, age, chronic disease, how muscles are attached, and the sense of balance. The second feature represents the body shape, such as whether the person is obese or thin. The third feature represents the body posture, such as a stooping or slouching posture.
The features of existing gait recognition methods [11] , [12] mainly represent the body shape together with the temporal swinging movements, and action recognition methods [11] , [22] are similar. Researchers [23] , [24] exploited temporal movements as features for gaze authentication. The existing methods have been designed to represent the features of gait, action or gaze. In preliminary experiments, we used the existing methods to extract features from video sequences of body sway. However, we could not obtain high identification performance using these methods.
We focus on how to represent identity using temporal and spatial changes in movements due to body sway. Figure 1 provides an overview of our method. We divide the body into small local regions to represent the spatial movements of body sway. We measure temporal changes in local movements for each local region and compute a query feature from measured temporal changes. We store target fea- tures in an authentication system in advance. Our method computes the distance between query and target features using a metric learning technique [25] . Finally, the distance is transformed into the likelihood of the query and target features belonging to the same person using the technique described in [26] . The details of our method are described below.
Measuring Temporal and Spatial Changes in Local Movements
We describe a method of measuring temporal and spatial changes in local movements from a video sequence of body sway. Movements of whole body occur around a central position. An existing method [27] measures the movements using the body regions, under the assumption that all body parts move synchronously in the same direction. Although the method considers the temporal changes in movements, it ignores the spatial changes. We thus extend the method to represent spatial changes in movement and extract informative features measured from body sway. From a frame of the video sequence at time t ∈ 1, . . . , T , we compute a mask image m t in which a pixel takes a value of 1 if it is within a body region and 0 otherwise. The original method [27] uses algorithm 1 to infer the reference time r, which represents the temporal center of swings, from the whole body region in the mask image.
To consider the spatial change in movement, our method divides the body region into numerous local regions and computes the local movement in each region. The simplest method is to divide the body region into a lattice. However, we cannot stably measure movements around the center of the body region when the lattice cells are small. Therefore, we divide the body radially into local regions using the
Algorithm 1 Determining reference time
Input: Mask images {m t |t ∈ 1, . . . , T } Output: Reference time r 1: forr = 1 to T do 2:
Initialize Dr ← 0 3:
Dr ← Dr +d 6: end for 7: end for 8: r ← arg min Dr position of the center of the body, as illustrated in Fig. 2 . We compute the center position using the body region of the mask image m r acquired at reference time r. Note that we assume that the center is in the same position at all times t ∈ 1, . . . , T . We measure the temporal changes in local movements from the spatially divided local regions using Algorithm 2. We aim to represent the spatial changes in movement in more detail by increasing the number of divisions. The local movement d i,t in a local region i ∈ 1, . . . , I is computed as
where m r (x) and m t (x) are the binary pixel values at point x in each mask image, and region(i) consists of the pixels in the i-th local region. We can use the L 1 -norm to count the number of positive pixels because the mask images are binary.
Algorithm 2 Computing local movement
Input: Reference time r, mask images {m t |t ∈ 1, . . . , T }, the length of the video sequence T , the number of local regions I Output: The local movement {d i,t |t ∈ 1, . . . , T, i ∈ 1, . . . , I} 1: compute the position of the center of body region in m r 2: for i = 1 to I do 3: set the i-th region using the computed center 4:
for t = 1 to T do 5:
compute d i,t using Equation (1) 6: end for 7: end for
Extracting the Feature for Identification
We describe a method of extracting the feature for identification from the temporal and spatial changes in local movements. The identification performance decreases when di- rectly using the changes in local movements because the direction of body sway varies randomly. We thus need to consider a feature that is invariant to the randomness of movements.
In the signal processing field, frequency analysis techniques are widely used to extract informative features from time series signals. Because the changes in local movements are also time series signals, we assume that the frequency analysis techniques are adequate for achieving high performance. We assume that the phase components are shifted each time when we measure the local movements. To alleviate the randomness of swings, we do not use the phase components.
Our method estimates the power spectral density (PSD) from the local movements d i,t using Welch's method [28] , and extract the feature f for identification using Algorithm 3. To compute the PSD, we divide the local movements into small segments by convoluting a Hann window. We denote the length of each segment L. If L takes a large value, the frequency resolution increases. We believe that features can capture the details of movements when using a large L when there is no influence of noise. However, the appropriate value of L needs to be chosen experimentally because we cannot ignore noise. We use all of the values from the DC component to the L/2-th component computed by the PSD for identification. The dimension of f i is L/2. The feature for identification is represented as
T . The dimension of f is IL/2. We expect f to represent the identify of a person while alleviating the random swings in the temporal and spatial changes of local movements.
Algorithm 3 Extracting the feature using local movements
Input: The local movement {d i,t |t ∈ 1, . . . , T, i ∈ 1, . . . , I}, the length of the video sequence T , the number of local regions I Output: The feature f 1:
compute the PSD with L from {d i,t |t ∈ 1, . . . , T } 3:
compute a value by taking the logarithm of the PSD for each frequency 4:
set f i using the values of all frequencies 5: end for 6: concatenate { f i |i ∈ 1, . . . , I} to f
Experiments with Upright Postures
Dataset of Video Sequences of Body Sway
We evaluated whether the features extracted from the video sequences of body sway contained identities. We collected video sequences of body sway from 118 participants (average age 22.1 ± 4.3 years; 83 males and 35 females). Each participant maintained an upright posture while standing with their heels aligned as shown in Fig. 3 (a) . We asked all participants to wear the same dark-blue nylon outerwear, similar to a uniform worn by factory workers. We set an overhead camera at a height of 2.3 m. We applied a camera calibration technique such that the optical axis coincided with the normal direction of the floor. Each participant stood under the camera as shown in Fig. 3 (b) . A marker was set to indicate the position of the participant's heel in the standing position. We asked each participant to look at a timer placed 3 m away. We displayed the time lapse on the timer. We used video sequences comprising images of 1920×1080 pixels captured at 30 fps by a Microsoft Kinect V2. The highest PSD frequency was 15 Hz. The time length of a video sequence was 120 s, and the number of sampled movements was T = 120 × 30 = 3600 for each local region. We used a fixed 1000 × 1000 bounding box to measure local movements. We observed each participant three times. The participant sat and rested between each sequence. To generate the mask images of body regions, we applied a background subtraction technique using images without participants. Figure 4 shows examples of our local movement features for two participants. The acquired video sequences are shown in (a) and (e), and the four local regions are presented in (b) and (f). The features in (c) and (g) were extracted from the temporal and spatial changes of the local movements in (d) and (h). The features differed between participants while they maintained an upright posture even though the video sequences appeared to be almost the same.
Evaluation of the Parameters of Our Method
We evaluated the identification performance while changing the number of local regions I, the length of the video sequence T and the length of each segment L, separately. Our method used a metric learning technique, the large margin nearest neighbor (LMNN) method [25] . We randomly selected 59 participants from the dataset described in Sect. 3.1. The remaining 59 participants were used to train a metric matrix for LMNN. We repeated the random selection five times to generate different test sample sets. In each set, we tested 3 P 2 = 6 times for each participant by selecting a single video sequence as a target and a single video sequence as a query. We used the first matching rate for the identification performance. We used a nearest-neighbor algorithm for identification. Figure 5 shows the mean and standard deviation of the correct matching rate when a certain parameter was fixed and other parameters were changed. The best identifica- tion performance was 88.8 ± 3.8% using I = 25, L = 256 and T = 3600. Figure 5 (a) shows that the identification performance was improved by increasing the number of local regions I. When the number of local regions exceeded 15, the identification performance was almost constant. Figure 5 (b) shows that the identification performance was stable when the length of each segment L was set between 64 and 512. Figure 5 (c) shows the identification performance when the time length of the video sequences was less than 120 s (T = 3600). When the length of the video was reduced to 3/4 or 1/2, the performance was reduced by 3.6 and 10.7 points, respectively. We believe that the degradation in performance caused by using short video is related to the noise in the body sway during observation. Noise was reduced by observing body sway over a longer duration and identi- fication performance was improved. A short time length is preferable for the development of practical applications. We will conduct further experiments to reduce the time length in future work.
Comparison with Features Extracted Using Existing Methods
We compared the identification performance between the local movement features obtained using our method with those obtained using existing methods.
• LM (Local Movements): We computed a feature using our method with the parameters set as I = 25, L = 256, T = 3600.
• GEI (Gait Energy Image) [11] : We assumed a walking cycle T . We computed a feature by averaging the mask images as Σ T t=1 m t /T . Figure 6 (a) shows an example of a GEI.
• MHI (Motion History Image) [22] : We assigned a weight τ = t/T for each time at a position where movement was generated. We added the temporal weights for each position. Figure 6 (b) shows an example of an MHI.
• MEI (Motion Energy Image) [22] : We set the positions where movements were generated as ∪ T t=2 |m t − m t−1 |. Figure 6 (c) shows an example of an MEI.
• C (Cepstrum) [23] : We applied cepstrum analysis to the temporal change in local movements. We used frequencies from the DC component to the 1100-th component for a feature.
• MFCC (Mel-frequency Cepstrum Coefficients) [24] :
We computed a feature using 40 coefficients.
The same experimental conditions were used for the query and target sequences as described in Sect. 3.2. Note that C and MFCC were computed from 25 local regions in our method. We set the walking cycle for GEI to 3600 because we obtained the best identification performance with this value, as shown in Fig. 7 . Figure 8 compares the identification performance achieved using features extracted using our method and existing methods; the figure shows that LM outperformed GEI, MHI, and MEI. We believe that the performances of the other methods were lower because they cannot represent small movements of the body: GEI was designed for gait recognition, which involves large limb movements, while MHI and MEI were designed for action recognition with . 8 Comparison of the first matching rate achieved with the local movement feature obtained using our method and those obtained using existing methods. Fig. 9 Comparison of the EER achieved with the local movement feature obtained using our method and those obtained using existing methods. dynamic movement of the body. The performances of MHI and MEI were almost equivalent, while the performance of GEI was lower. We see that LM outperformed C and MFCC. Furthermore, we evaluated equal error rate (EER), which indicates the point at which the false acceptance rate is equal to the false rejection rate. Figure 9 shows the EER of LM, GEI, MHI, MEI, C, and MFCC. We again see that our method significantly improved identification performance compared with all other methods. We believe that the lower performances of C and MFCC were because these methods were designed for gaze authentication with abrupt and rapid movements of the eyes, whereas body sway is characterized by low-frequency components over a longer time. We also evaluated the identification performance using the CMC (Cumulative Match Characteristic) curve, which represents the j-th matching rate. The results shown in Fig. 10 confirm that our method outperforms existing methods in identifying people using body sway.
Frequency Analysis of Temporal Changes in Local Movements
We evaluated the identification performance using each frequency band obtained from temporal changes in local movements. We used the frequency band at intervals of 3 Hz. We set the same parameters for LM as described in Sect. 3.3. Figure 11 shows the identification performance using each frequency band. We can see that the identification performance using frequency band [0, 3) Hz was higher than that using the different frequency bands. We believe that the low frequency components of temporal changes in local movements contain more identity information than the high frequency components.
Improvement of the Identification Performance by
Combining Likelihoods
To improve the identification performance, we combined two different characteristics: a likelihood obtained by LM and a likelihood obtained by GEI, MHI, MEI, C or MFCC. We applied the weighted linear sum for a combination of likelihoods. We used the weight α for the likelihood of LM and the weight 1 − α for the likelihood of another feature. We set the same feature parameters as described in Sect. 3.3 and T = 1350 (45 s) instead of T = 3600 (120 s). Figure 12 shows the identification performance using a combination of a likelihood of LM and a likelihood of GEI while changing α. When α was 0 or 1, a single likelihood of GEI or LM was used. The highest identification performance was 89.6±4.2% using α = 0.65. The performance using a combination of likelihoods was higher than that using each likelihood. Interestingly, a combination of likelihoods using T = 1350 obtained almost the same performance as a single likelihood of LM using T = 3600. Figure 13 shows the identification performance using a combination of a likelihood of LM and a likelihood of MHI, MEI, C or MFCC. We set α = 0.65 for HEI and MEI and α = 0.9 for C and MFCC. The identification performance using a combination with a likelihood of LM was higher than that using any other likelihood. We confirmed that LM improved the identification performance by combining different characteristics.
Evaluation of the Variation in Identification Performance over the Long Term
We checked the variation in the identification performance over the long term. We collected video sequences for 10 participants (average age 22.6±1.3 years; 9 males and 1 female) using the camera setup in Fig. 3 . We acquired three target Fig. 12 Identification performance using the combination of the likelihood of LM and the likelihood of GEI while changing α.
Fig. 13
Comparison of the identification performance using a combination of likelihoods and using each likelihood. We set T = 1350 (45 s).
video sequences for each participant. After 128 days, we acquired three query video sequences for each participant. We used a single video sequence as a target and a single video sequence as a query for each participant. We generated a metric matrix using 108 participants by removing the 10 test participants from the dataset described in Sect. 3.1.
We compared the identification performance of our method with those of GEI, HMI, MEI and C, which obtained better performance in Sect. 3.3.
The identification performances using LM, GEI, MHI, MEI, and C were 66.7 ± 9.4%, 54.4 ± 6.8%, 41.1 ± 12.9%, 47.8 ± 13.1%, and 51.1 ± 12.0%, respectively. The chance rate was 10.0%. Although this result confirmed that our method performed better than the existing methods, the variation over the long term was still too high. We need to improve the performance to construct a practical application in future work.
Experiments with Different Postures
Datasets
We evaluated the identification performance under the condition that the postures of each participant were different between the query and target video sequences. We collected video sequences of body sway from 31 participants (average age 22.2 ± 1.2 years; 22 males and 9 females) using the camera setup in Fig. 3 (b) . Each participant maintained a feet-closed posture as in Fig. 14 (a) and a feet-open posture as in Fig. 14 (b) , respectively. We observed each participant three times in each posture. Figure 15 shows the distributions of the positions of the centers computed from the body regions of the mask images m t (t = 1, . . . , 3600). To determine the origin of the distribution, we used the position of the center of the body region in the reference mask image m r . Each distribution in Fig. 15 followed a normal distribution. We regarded the distribution in (a) as isotropic and that in (b) as anisotropic. The movements became small in the direction of the straight line between the feet. There seemed to be variation in body sway between the feet-closed and feet-open postures. We used a video sequence of the feet-closed posture as the query and a video sequence of the feet-open posture as the target, and vice versa. We removed the 31 test participants from the dataset described in Sect. 3.1 to generate a metric matrix of 87 participants. We used LM and GEI to evaluate the performance. Table 1 shows the identification performance between feet-closed and feet-open postures. The performance of LM was 7.5 points lower than that of GEI. The difference in postures clearly influenced the identification performance of LM. However, because the highest performance was achieved using a combination of LM and GEI, we believe that LM helped to improve the identification performance. However, the performances were not high because of the variation between feet-closed and feet-open postures. We will work on improving the performance to construct a practical application in future work.
Conclusions
We proposed a method of identifying people using video sequences of body sway. We designed a feature extraction method for identification by measuring temporal and spatial changes in local movements. To evaluate our method, we originally collected three novel datasets containing video sequences of body sway. The first dataset included 118 participants in an upright posture, the second included the variation over 128 days and the third included variation in feet-closed and feet-open postures. We confirmed that our method can extract informative features from video sequences of body sway for the identification of people.
Spatio-Temporal Histograms of Oriented Gradient (STHOGs) [29] have been previously proposed as a spatiotemporal feature. For instance, El-Alfy et al. [30] reported improved person re-identification performance using STHOG features. This method counts spatial changes and temporal changes simultaneously by combining the distributions of gradients and treating them equivalently. In contrast, our method extracts a feature that represents the temporal changes after roughly gathering the spatial changes because our aim is to emphasize the movements of body sway. We plan to compare the performance of STHOG features in future work.
As described Sect. 1, an overhead camera has the advantage of lowering the level of mutual occlusion among people. However, this camera has the disadvantage of narrow field angle such that it only watches one spot an area. We believe that the observation of body sway within a single spot could lead to some desirable applications, e.g., identification when people are riding an elevator, waiting for a traffic light to change, or waiting in line to use a cash machine.
As part of our future work, we intend to increase the tolerance of our method when there is variation over the long term and variation in postures. Furthermore, we plan to develop a practical application by reducing the time required to measure body sway. We also intend to investigate identification performance while participants change their standing positions. We will expand our evaluation using a convolutional neural network-based method after collecting a large dataset of body sway.
