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Abstract
The Ginzburg-Landau equations play a key role in superconductivity and par-
ticle physics. They inspired many imitations in other areas of physics. These
equations have two remarkable classes of solutions - vortices and (Abrikosov) vor-
tex lattices. For the standard cylindrical geometry, the existence theory for these
solutions, as well as the stability theory of vortices are well developed. The latter
is done within the context of the time-dependent Ginzburg-Landau equations - the
Gorkov-Eliashberg-Schmid equations of superconductivity - and the abelian Higgs
model of particle physics.
We study stability of Abrikosov vortex lattices under finite energy perturbations
satisfying a natural parity condition (both defined precisely in the text) for the
dynamics given by the Gorkov-Eliashberg-Schmid equations. For magnetic fields
close to the second critical magnetic field and for arbitrary lattice shapes, we prove
that there exist two functions on the space of lattices, such that Abrikosov vortex
lattice solutions are asymptotically stable, provided the superconductor is of Type
II and these functions are positive, and unstable, for superconductors of Type I,
or if one of these functions is negative.
1 Introduction
1.1 Problem and results
The macroscopic theory of superconductivity is a crown achievement of condensed mat-
ter physics, presented in any book on superconductivity and solid state or condensed
matter physics. It was developed along the lines of Landau’s theory of the second order
phase transitions before the microscopic theory was discovered. At the foundation of
this theory lie the celebrated Ginzburg-Landau equations,{
−∆AΨ = κ2(1− |Ψ|2)Ψ,
curl∗ curlA = Im(Ψ¯∇AΨ),
(1.1)
which describe superconductors in thermodynamic equilibrium. Here Ψ is a complex-
valued function, called the order parameter, A is a vector field (the magnetic potential),
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κ is a positive constant, called the Ginzburg-Landau parameter, ∇A = ∇ − iA and
∆A = ∇A ·∇A are the covariant gradient and Laplacian. Physically, |Ψ|2 gives the (local)
density of superconducting electrons (Cooper pairs), B = curlA is the magnetic field.
The second equation is Ampe`re’s law with JS = Im(Ψ¯∇AΨ) being the supercurrent
associated to the electrons having formed Cooper pairs.
We assume, as common, that superconductors fill in all of R2 (the cylindrical ge-
ometry in R3). In this case, curlA := ∂x1A2 − ∂x2A1 and curl∗ f = (∂x2f,−∂x1f).
By far, the most important and celebrated solutions of the Ginzburg-Landau equa-
tions are magnetic vortex lattice solutions, discovered by Abrikosov ([1]), and known
as (Abrikosov) vortex lattice solutions or simply Abrikosov or vortex lattices. Among
other things, understanding these solutions is important for maintaining the supercon-
ducting current in Type II superconductors, i.e., for κ > 1√
2
.
Abrikosov lattices have been extensively studied in the physics literature. Among
many rigorous results, we mention that the existence of these solutions was proven
rigorously in [41, 10, 17, 7, 60, 52]. Moreover, important and fairly detailed results on
asymptotic behaviour of solutions, for κ→∞ and applied magnetic fields, h, satisfying
h ≤ 12 lnκ+const (the London limit), were obtained in [8] (see this paper and the
book [48] for references to earlier work). Further extensions to the Ginzburg-Landau
equations for anisotropic and high temperature superconductors in the κ→∞ regime
can be found in [4, 5]. (See [30, 50] for reviews.)
In this paper we are interested in dynamics of of the Abrikosov lattices, as described
by the time-dependent generalization of the Ginzburg-Landau equations proposed by
Schmid ([49]) and Gorkov and Eliashberg ([23]) (earlier versions are due to Bardeen
and Stephen and Anderson, Luttinger and Werthamer, see [14, 12] for reviews). These
equations are of the form{
χ∂t,ΦΨ = ∆AΨ + κ
2(1− |Ψ|2)Ψ,
σ∂t,ΦA = − curl∗ curlA+ Im(Ψ¯∇AΨ).
(1.2)
Here Φ is the scalar (electric) potential, χ, a complex number, and σ, a two-tensor, and
∂tΦ is the covariant time derivative ∂t,Φ(Ψ, A) = ((∂t + iΦ)Ψ, ∂tA +∇Φ). The second
equation is Ampe`re’s law, curlB = J , with J = JN + JS , where JN = −σ(∂tA+∇Φ)
(using Ohm’s law) is the normal current associated to the electrons not having formed
Cooper pairs, and JS = Im(Ψ¯∇AΨ), the supercurrent.
Eqs (1.2), which we call the Gorkov-Eliashberg-Schmid equations (also known as the
Gorkov-Eliashberg or the time-dependent Ginzburg-Landau equations), have a much
narrower range of applicability than the Ginzburg-Landau equations ([59]) and many
refinements have been proposed. However, though improvements of these equations are,
at least notationally, rather cumbersome, they do not alter the mathematics involved
in an essential way.
The Abrikosov lattices are solutions, (Ψ, A), to (1.1), i.e. static solutions to (1.2),
whose physical characteristics, |Ψ|2, curlA, and JS = Im(Ψ¯∇AΨ) are double-periodic
w.r. to a lattice L ⊂ R2. They are static solutions to (1.2) and their stability w.r. to
the dynamics induced by these equations is an important issue.
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In [52], we considered the stability of the Abrikosov lattices under the simplest
perturbations, namely those preserving their periodicity (we call such perturbations
gauge-periodic). For a lattice L of arbitrary shape, and with the area, |Ω|, of the
fundamental domain, Ω (or the torus R2/L), close to 2pi
κ2
, we proved that, under gauge-
periodic perturbations,
(i) Abrikosov vortex lattice solutions are asymptotically stable for κ > κc(L);
(ii) Abrikosov vortex lattice solutions are unstable for κ < κc(L).
Here κc(L) is the function lattices given by κc(L) :=
√
1
2
(
1− 1β(L)
)
, where β(L) is the
Abrikosov ’constant’, defined in Remark 2) below.
Due to the magnetic flux quantization property - see Subsection 1.4, the condition
that |Ω| is close to 2pi
κ2
means that the average magnetic field (or magnetic flux), per
lattice cell, b = 1|Ω|
∫
Ω curlA, is close to the second critical magnetic field hc2 = κ
2. For
the definitions of various stability notions, see Subsection 1.5.
This result shows remarkable stability of the Abrikosov vortex lattices and it seems
this is the first time the threshold κc(L) has been isolated.
Gauge-periodic perturbations are not a common type of perturbations occurring in
superconductivity. In this paper we address the problem of the stability of Abrikosov
lattices under local, or finite-energy, perturbations (defined in Subsections 1.5 below)
satisfying a natural parity condition (see (1.31) below).
We consider lattices, L, of arbitrary shape and with the standard topology (see
below) and denote by uL = (ΨL, AL) the Abrikosov lattice solution for a lattice L. We
denote by L∗ the lattice reciprocal to L. It consists of all vectors s∗ ∈ R2 such that
s∗ · s ∈ 2piZ, for all s ∈ L. Assuming that a lattice L has the area of fundamental cell
close to 2pi
κ2
, we have
• There exist two families γk(L), k ∈ R2/L∗, and µ(L, κ) of real, smooth func-
tions on lattices L, s.t. under finite-energy perturbations, satisfying the parity
condition, (1.31) below, the Abrikosov lattice solution uL is
asymptotically stable for L and κ satisfying κ > 1√
2
, γk(L) > 0, ∀k 6= 0, and
µ(L, κ) > 0; and
energetically unstable if either κ < 1√
2
, or infk γk(L) < 0, or µ(L, κ) < 0.
• The functions γk(L) and η(L, κ) satisfy γk(λL) = γλ−1k(L), ∀λ 6= 0, γk=0(L) = 0,
and η(λL, κ) = η(L, κ).
We have a decent understanding of the function γk(L), which is defined and discussed
below, and only a partial understanding of the function η(L, κ). By expressing γk(τ)
as fast convergent series (see (1.32) below) and using numerical computations, we show
that (see (1.10) for a precise statement)
γk(L) > 0 ∀k 6= 0, for L is hexagonal, and infk γk(L) < 0, if L is not hexagonal.
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We can give an explicit form of η(L, κ) (see Remark 1.1 below), but the derivation
of the series representation for η(L, κ) is substantially more complicated and is done in
separate work [42]. Using these series and using numerical computations for L = Lhex
hexagonal, it is shown in [42] that
η(Lhex, κ) > 0 for κ > 1√2 and η(Lhex, κ) < 0, if κ <
1√
2
.
We explain the origin of the functions γk(L) and η(L, κ) entering the statement of
our results above. Let LL be the operator obtained by the (complex) linearization of
the map on the r.h.s. of (1.2) at the vortex lattice solution uL = (ΨL, AL). (LL is
the complex linear hessian, E ′′(uL), of the Ginzburg-Landau energy functional (1.13)
at uL, see Subsection 1.7.) The key signature of stability of the static solution, uL,
is the behaviour of the low energy the spectrum of the operator LL: uL is likely to
be unstable if LL has some negative spectrum and stable, if LL ≥ 0, with 0 being an
isolated eigenvalue, i.e. its continuous spectrum has a gap at 0. The difficult case is
when LL ≥ 0 and is gapless, i.e. its continuous spectrum begins at 0. In the latter
case, the central role is played by the detailed nature of this continuous spectrum (the
dispersion relation) at 0 (and its interaction with the nonlinearity).
We say that an operator L has the (L−) band spectrum iff there are functions νjk,
k ∈ R2/L∗, s.t. σ(L) = ∪j Ran νj . (k is called quasimomentum.) Let  be a small
parameter proportional to
√
1− b/κ2, with b = 2pi|Ω| , defined in (3.36) below. We show
that the operator LL has the band spectrum with two gapless bands of the form
ν1k(L, κ) =c1(L)
2|k|2
2 + |k|2 [(κ
2 − 1
2
)γk(L) + η(L, κ)2] +O(4|k|2), (1.3)
|k|2 . ν2k(L, κ) . |k|2, (1.4)
where c1(L) & 1. The remaining bands have a gap of the order, at least, 2. We see
that the second branch, ν2k , is always positive.
By the definition (see (1.6) below), γk(L) = O(|k|2) and therefore (κ2 − 12)γk(L)
is the leading term in (D.7) for |k|   and η(L, κ)2, for |k|  , provided κ2 > 12 .
(Numerics show that γk(L) = O(|k|4), in which case the inequalities become, |k| 
√

and |k|  √.) Checking out (1.3), we conclude that
• ν1k > 0, ∀k 6= 0, if (κ2 − 12)γk(L) > 0, ∀k 6= 0, and η(L, κ) > 0;
• infk ν1k < 0, if either (κ2 − 12) infk γk(L) < 0, or/and η(L, κ) < 0.
When either γk(L) = 0, for some k 6= 0, or η(L, κ) = 0, one has to go to the higher
order.
The gapless spectral branches (1.3) - (1.4) are due to breaking of translational
symmetry (by uL) and represent, what is known in particle physics as, the Goldstone
excitation spectrum. (For more detail see Subsection 1.8.) Breaking of the global gauge
symmetry leads to the zero eigenvalue for all k.
We define the function γk(L). Let 〈f〉L stand for the average, 〈f〉L := 1|Ω|
∫
Ω f, of
a function f over a fundamental domain Ω of L (or R2/L) and φk ≡ φLk be the unique
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(up to a factor, of course) solutions of the equation
(−∆a0 − 1)φ = 0, φ(x+ s) = eigs(x)eik·sφ(x), ∀s ∈ L, (1.5)
with a0(x) := pi|Ω|x
⊥, x⊥ := (−x2, x1), and gs(x) := pi|Ω|s⊥ ·x+ cs, where cs are numbers
satisfying cs+t − cs − ct + pi|Ω|s ∧ t ∈ 2piZ, normalized as 〈|φk|2〉L = 1. We define
γk(L) :=2〈|φ0|2|φk|2〉L − |〈φ20φ¯−kφ¯k〉L| − 〈|φ0|4〉L. (1.6)
The definition of φk and the periodicity of the character χ(s) = e
ik·s in (1.5) imply
that
φk+ξ = φk, and therefore γk+ξ(L) = γk(L), ∀ξ ∈ L∗. (1.7)
Hence we can take k in R2, or in R2/L∗, or in an elementary cell of the dual lattice.
Properties of the functions γk(L), as well a series representation for it, are described
in Subsection 1.6 and Section 2.
We identify R2 with C, via the map (x1, x2)→ x1 + ix2, and, for τ ∈ C, Im τ > 0,
introduce the normalized lattice
Lτ :=
√
2pi
Im τ
(Z+ τZ). (1.8)
We call τ the shape parameter. We denote
γk(τ) ≡ γk(Lτ ) and η(τ, κ) ≡ η(Lτ , κ)). (1.9)
By expressing γk(τ) as a fast convergent series (see (1.32) below) and using numerical
simulations (with MATLAB with a meshwidth of 0.01), we show that
γk(e
ipi/3) > 0 ∀k 6= 0 and inf
k
γk(e
ipiα) < 0, for α /∈ [0.28, 0.41], (1.10)
which implies the second statement above. Moreover, we show that supk γk(τ) > 0.
If we define γk(τ) on the entire Poincare´ half plane H, then, since Lgτ = Lτ ,∀g ∈
SL(2,Z), it is invariant under the action of the modular group SL(2,Z),
γk(gτ) = γk(τ) ∀g ∈ SL(2,Z).
Hence, it can be defined on the fundamental domain, H/SL(2,Z), of this group acting
on H. (H/SL(2,Z) is given explicitly as H/SL(2,Z) = {τ ∈ C : Im τ > 0, |τ | ≥
1, −12 < Re τ ≤ 12}, see Fig. 1.) Apart for this, we show in Section 2 that
γk¯(−τ¯) = γk(τ), (1.11)
so that it suffices to consider γk(τ) ion the half of the fundamental domain H/SL(2,Z).
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vq =0 0.25
0.5
1.5
1.000 26
1.002 26
1.008 01
1.003 30
1.024 28
1.073 64
1.012 19
1.072 60
1.18962
1.026 59
1.13093
1.305 52
1.061 25
1.229 95
1.47005
1.18034
1.424 80
1.732 61
1.000 22
1.002 20
1.007 93
1.002 92
1.023 70
1.073 02
1.01089
1.071 05
1.188 27
1.02401
1.128 43
1.303 64
1.056 28
1.226 21
1.467 61
1.17195
1.41971
1.729 61
1.000 18
1.002 02
1.007 69
1.002 34
1.021 96
1.071 17
1.008 94
1.066 42
1.18423
1.020 15
1.120 89
1.297 94
1.048 90
1.214 89
1.460 24
1.15960
1.404 24
1.720 53
TABLE II. Sample of values for u (At/'(/eB, r) for lattices of
par allelograms.
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FIG. 1. The hatched area is the semifundamental domain of
~ space corresponding to the set of parameters of inequivalent
lattice solutions. The solid squares indicate points sampled in
Table II.
fd'p'Ip'I& (Atlp'I }f d'pllv (p}l'IIv (p'+p}l'V(At } cellf I IV+ (p) I'd'p (84}
function only of the geometrical parameter w. In this lim-
it, v coincides with the parameter p„ in the Ginzburg-
Landau theory of type-II superconductivity near the
transition point H, z [7]. The values of u in Table II forM=~ and IvI=1, u =1.18034 for the square and
v =1.15960 for the hexagonal lattice, agree with the
values of p„calculated by Abrikosov [5] for the square
and by Kleiner, Roth, and Autler [16] for the hexagonal
lattice.
This treatment of the electroweak phase transition is
mathematically a generalization of the Ginzburg-Landau
theory in that the quartic interaction mediated by the Z
and 4 fields is nonlocal. The propagator, in coordinate
space, for the respective interactions is given by the func-
tion (I/2~)ICO(Mlp —p'I), where the inverse of the mass
parameter M ( =Mz, M~ }determines the range of the in-
teraction.
Our analysis supports the conclusion that the hexago-
nal lattice with k = 1 has the lowest average energy densi-
ty. This result is valid for more general quartic interac-
tions of the form
The integrals were carried out analytically [15]. Using
Eqs. (47) and (48) and the condition eBA =2m, one ob.-
tains
(85)
and
X exp — Ikr l I . (8—6)
The sum converges very rapidly.
We have scanned this function numerically for ~ in the
region 2). It has the following properties for all positive
values of At: (i) For fixed I~l it decreases monotonically
with rz, (ii} for fixed ~z it increases monotonically with
The point IvI =1, r„=0.5 that corresponds to the
hexagonal lattice gives the minimum of this function.
The point I ~l = 1, rz =0, corresponding to the square lat-
tice, is a saddle point.
The function V(At, v ) behaves as
fd'p' fd'p I Iv (p'}I'&( Ip' —pl ) I Iv (p) I' (87)
where %'(p)= f o g(At)KO(Atp}dAt, with g(At) ~0 for
all A, .
(2eB/At )v (At /YeB, r)
d 1V(At, r)=- dAt „, „JK'/eB+(2~/~1 }1k~ Il—
where v is a slowly varying function of the arguments and
v (0,~}=—1. A sample of numerical values of
v(Atl+eB, r) is given in Table II. The limit At~ao
corresponds to a local I IVI interaction and v becomes a
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Figure 1: Fundamental domain of γ(τ).
Remark 1.1. (a) An explicit expression for η(τ, κ) is derived in Lemma D.5 in Ap-
pendix D. While γk(τ) is expressed in terms of solutions of the linear problem (1.5),
see (1.6), the function η involves the subleading terms in the expansion of the solutions
of the GLEs (1.1) in . Again these can be expressed in terms of θ−series, but the
expressions involved become cumbersome, with some limited results announced in [42].
(b) The the Abrikosov constant, β(τ) (=β(L)), is defined as
β(τ) = 〈|φ0|4〉Lτ (1.12)
and is related to γk(τ) as β(τ) =
1
2γ0(τ). The term Abrikosov constant comes from
the physics literature, where one often considers only equilateral triangular or square
lattices.
(c) The definition (1.12) implies that β(τ) is manifestly independent of b. Our
definition differs from the stand rd one by rescaling: the standard definition uses the
function φ0(
√
bx), instead of φ0(x).
(d) While β(τ) is defined in terms of the standard theta function, γk(τ) is defined
in terms of theta functions with finite characteristics, see Section 2 below.
We believe that the methods we develop are fairly robust and can be extended
- at the expense of significantly more technicalities - to substantially wider classes
of perturbation. Moreover, the same techniqu s could be used in other problems of
pattern formation, which are ubiquitous in applications.
In the est of this section we introduce some basic definitions, present our results
and sketch the approach and possible extensions.
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1.2 Ginzburg-Landau energy
The Ginzburg-Landau equations are the Euler-Lagrange equations for the Ginzburg-
Landau energy functional
EQ(Ψ, A) = 1
2
∫
Q
{
|∇AΨ|2 + | curlA|2 + κ
2
2
(1− |Ψ|2)2
}
, (1.13)
where Q is any domain in R2. (EQ is the difference in (Helmhotz) free energy between
the superconducting and normal states.)
The Gorkov-Eliashberg-Schmidt equations have the structure of a gradient-flow
equation for EQ(Ψ, A). Indeed, they can be put in the form
∂tΦ(Ψ, A) = −λE ′(Ψ, A), (1.14)
where λ := diag(γ−1, σ−1), ∂tΦ(Ψ, A) := ((∂t+iΦ)Ψ, ∂tA+∇Φ) and E ′ is the L2−gradient
of E(Ψ, A) ≡ ER2(Ψ, A), defined as 〈v, E ′(u)〉R2 = dE(u)v, with d being the Gaˆteaux
derivative, dF (u)v := ∂∂sF (u+ sv)
∣∣
s=0
. This definition implies that
E ′(Ψ, A) = (−∆AΨ− κ2(1− |Ψ|2)Ψ, curl∗ curlA− Im(Ψ¯∇AΨ)). (1.15)
We note that the symmetries above restrict to symmetries of the Ginzburg-Landau
equations by considering time-independent transformations.
1.3 Symmetries
The Gorkov-Eliashberg-Schmidt equations (1.2) admit several symmetries, that is,
transformations which map solutions to solutions.
Gauge symmetry: for any sufficiently regular function γ : R+ × R2 → R,
(Ψ(t, x), A(t, x),Φ(t, x)) 7→ (eiγ(t,x)Ψ(t, x), A(t, x)+∇γ(t, x),Φ(t, x)−∂tγ(t, x)); (1.16)
Translation symmetry: for any h ∈ R2,
(Ψ(t, x), A(t, x),Φ(t, x)) 7→ (Ψ(t, x+ h), A(t, x+ h),Φ(t, x+ h)); (1.17)
Rotation symmetry: for any ρ ∈ SO(2),
(Ψ(t, x), A(t, x),Φ(t, x)) 7→ (Ψ(t, ρ−1x), ρ−1A(t, (ρ−1)Tx),Φ(t, ρ−1x)), (1.18)
Reflection symmetry:
(Ψ(t, x), A(t, x),Φ(t, x)) 7→ (Ψ(t,−x),−A(t,−x),Φ(t,−x)). (1.19)
To show that the Gorkov-Eliashberg-Schmidt equations (1.2) (or the Ginzburg-
Landau equations, (1.1)) are covariant under the rotation symmetry, one first passes
the Coulomb gauge divA = 0, so that curl∗ curlA = −∆A, and then, after the rotation
transformation, reverts to the original Ψ and A.)
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1.4 Abrikosov lattices
As was mentioned above, Abrikosov vortex lattices (or just Abrikosov lattices), are
solutions, whose physical characteristics, density of Cooper pairs, |Ψ|2, the magnetic
field, curlA, and the supercurrent, JS = Im(Ψ¯∇AΨ), are double-periodic w.r. to a
lattice L ⊂ R2.
We note that the symmetries (1.16) - (1.19) map Abrikosov lattices to Abrikosov lat-
tices. Moreover, for Abrikosov states, for (Ψ, A), the magnetic flux,
∫
Ω curlA, through
a lattice cell, Ω, is quantized, ∫
Ω
curlA = 2pin, (1.20)
for some integer n. Indeed, the periodicity of ns = |Ψ|2 and J = Im(Ψ¯∇AΨ) imply
that ∇θ−A, where Ψ = |Ψ|eiθ, is periodic, provided Ψ 6= 0 on ∂Ω. This, together with
Stokes’s theorem,
∫
Ω curlA =
∮
∂ΩA =
∮
∂Ω∇θ and the single-valuedness of Ψ, implies
(1.20). Using the reflection symmetry of the problem, one can easily check that we can
always assume n ≥ 0.
Equation (1.20) implies the relation between the average magnetic field (or magnetic
flux), b, per lattice cell, defined as,
b =
1
|Ω|
∫
Ω
curlA, (1.21)
and the area of a fundamental cell, namely,
b =
2pin
|Ω| . (1.22)
Due to the quantization relation (1.22), the parameters τ , b, and n determine the lattice
L up to a rotation and a translation. Applying a rotation, if necessary, any lattice L
can be brought to the form
Lω = r(Z+ τZ), where ω = (τ, r), r > 0, τ ∈ C, Im τ > 0. (1.23)
Due to the condition, (1.22), r and b are connected as r2 = 2pinb Im τ . As the equations are
invariant under rotations and translations, we can always assume that the underlying
lattice is of the form (1.23).
In what follows, we restrict ourselves to the case (1.20) with n = 1. We denote
by uω = (Ψω, Aω), ω = (τ, r), the Abrikosov lattice solution for the lattice Lω. Such a
solution has the average magnetic flux per lattice cell equal to b = 2pi
r2 Im τ
.
Recall the definition of the Ginzburg - Landau parameter threshold κc(τ) given in
κc(τ) ≡ κc(Lτ ) :=
√
1
2
(
1− 1
β(τ)
)
, (1.24)
where, recall, β(τ) ≡ β(Lτ ) is the the Abrikosov constant, defined as β(τ) = 〈|φ0|4〉Lτ =
1
2γ0(τ). We have the following existence theorem (see [61], for the first result and its
further elaborations see [41, 10, 17, 60]).
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Theorem 1.2. For any τ ∈ C, Im τ > 0, and for any b > 0, such that
|1− b/κ2|  (2κ2 − 1)β(τ) + 1, (1.25)
and
(κ− κc(τ))(κ2 − b) > 0, (1.26)
there exists a smooth Abrikosov lattice solution uω = (Ψω, Aω), ω = (τ, r), with r =√
2pi
b Im τ .
More detailed properties of these solutions are given in Subsection 1.7 below. As
we deal only with the case n = 1, we now assume that this is so and drop n from the
notation.
It is key to realize that a state (Ψ, A) is an Abrikosov lattice if and only if (Ψ, A)
is gauge-periodic or gauge-equivariant (with respect to the lattice Lτ )in the sense that
there exist (possibly multivalued) functions gs : R2 → R, s ∈ L, such that
(Ψ(x+ s), A(x+ s)) = (eigs(x)Ψ(x), A(x) +∇gs(x)). (1.27)
Indeed, if state (Ψ, A) satisfies (1.48), then all associated physical quantities are L−periodic,
i.e. (Ψ, A) is an Abrikosov lattice. In the opposite direction, if (Ψ, A) is an Abrikosov
lattice, then curlA(x) is periodic w.r.to L, and therefore A(x + s) = A(x) + ∇gs(x),
for some functions gs(x). Next, we write Ψ(x) = |Ψ(x)|eiφ(x). Since |Ψ(x)| and J(x) =
|Ψ(x)|2(∇φ(x)−A(x)) are periodic w.r.to L, we have that ∇φ(x+s) = ∇φ(x)+∇g˜s(x),
which implies that φ(x+s) = φ(x)+gs(x), where gs(x) = g˜s(x)+cs, for some constants
cs.
1.5 Finite-energy (H1−) perturbations
We now wish to study the stability of these Abrikosov lattice solutions under a class
of perturbations that have finite-energy. More precisely, we fix an Abrikosov lattice
solution uω and consider perturbations v : R2 → C× R2 that satisfy
Λuω(v) = lim
Q→R2
(EQ(uω + v)− EQ(uω)) <∞. (1.28)
Clearly, Λuω(v) < ∞, for all vectors of the form v = T gaugeγ uω − uω, where T gaugeγ :
(Ψ(x), A(x)) 7→ (eiγ(x)Ψ(x), A(x) +∇γ(x)) and γ ∈ H2(R2;R).
In fact, we will be dealing with the smaller class, H1cov, of perturbations, where H
1
cov
is the Sobolev space of order 1 defined by the covariant derivatives, i.e., H1cov := {v ∈
L2(R2,C × R2) | ‖v‖H1 < ∞}, where the norm ‖v‖H1 is determined by the covariant
inner product
〈v, v′〉ReH1 = Re
∫
ξ¯ξ′ +∇Aωξ · ∇Aωξ′ + α · α′ +
2∑
i=1
∇αi · ∇α′i,
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where v = (ξ, α), v′ = (ξ′, α′), while the L2−norm is given by
〈v, v′〉ReL2 = Re
∫
ξ¯ξ′ + α · α′. (1.29)
In Lemma G.1 of Appendix G, we will find an explicit representation of Λuω(v).
We define the gauge transformation
τgaugeχ : (Ψ(x), A(x)) 7→ (eiχ(x)Ψ(x), A(x) +∇χ(x)). (1.30)
To formulate the notion of asymptotically stability we define the manifold (equivalence
class)
Mω = {τgaugeχ uω : χ ∈ H1(R2,R)}
of gauge equivalent Abrikosov lattices and the H1−distance, distH1 , to this manifold.
Definition 1.3. We say that the Abrikosov lattice uω is asymptotically stable under
H1cov− perturbations, if there is δ > 0 s.t. for any initial condition u0 satisfying
distH1(u0,Mω) ≤ δ there exists g(t) ∈ H1, s.t. the solution u(t) = (Ψ(t), A(t)) of (1.2)
satisfies
‖u(t)− τgaugeg(t) uω‖H1 → 0,
as t→∞. We say that uω is energetically unstable if infv∈H1cov〈v, E ′′(uω)v〉 < 0 for the
hessian, E ′′(uω), of E(u) at uω.
The hessian, E ′′(u) of the energy functional E , - at u ∈ uω + H1cov - is defined
as E ′′(u) = dE ′(u) (the Gaˆteaux derivative of the L2−gradient map), where d and ′
are the Gaˆteaux derivative and L2−gradient map defined in the paragraph preceding
(1.15). Although E(u) is infinite on uω + H1cov, the hessian E ′′(u) is well defined as
a differential operator explicitly and is given in (C.1) of Appendix C. We restrict the
initial conditions (Ψ0, A0) for (1.2) satisfying
(Ψ0(−x),−A0(−x)) = (Ψ0(x), A0(x)). (1.31)
1.6 Main results
Recall that the functions γk(τ) and µ(τ, κ) is defined in (1.9).
Theorem 1.4. Let b be sufficiently close to κ2, in the sense of (1.25). Then, under
H1−perturbations, satisfying (1.31), the Abrikosov lattice uω, with ω = (τ, r), r =√
2pi
b Im τ , is
• asymptotically stable for all for τ and κ satisfying γk(τ) > 0, ∀k 6= 0, κ > 1√2
and η(τ, κ) > 0; and
energetically unstable if either κ < 1√
2
, or infk γk(τ) < 0, or η(τ, κ) < 0.
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This theorem is proven in Sections 3–4, with some technical details given in Ap-
pendices A–E. The proof consists of two parts: the linear and nonlinear analysis. In
the next two subsections we sketch main steps of the proof.
Next, we turn to the function γk(τ). To prove the properties (1.10) of this func-
tion we use numerics. These numerics are based on the explicit expression for the
functions γk(τ), k ∈ Ω∗τ , which we describe now. Then we have the following explicit
representation of the function γk(τ), as a fast convergent series (cf [2, 40]),
Theorem 1.5. Let L′τ := 12 iL∗τ =
√
pi
Im τ (Z + τZ). For the function γk(τ), Im τ >
0, k ∈ C/L′τ , defined in (1.9), have the explicit representation
γk(τ) = 2
∑
t∈L′τ
e−|t+q|
2 − |
∑
t∈L′τ
e−|t+q|
2−2i Im(q¯t)| −
∑
t∈L′τ
e−|t|
2
, (1.32)
where k and q are related as k = − 2piIm τ iq.
This theorem is proven in Appendix F using results of Section 2 (cf [2, 40]). Inter-
estingly, in Proposition 2.4 below, we show that the points k ∈ 12L∗τ are critical points
of the function γk(τ) in k.
Moreover, the functions γδ(τ) ≡ γδ(Lτ ) := infdist(k,L∗τ )≥δ γk(τ). have the following
properties proven in Section 2.
Proposition 1.6. • γδ(τ) is invariant under the action of the modular group SL(2,Z).
• γδ(τ) is symmetric w.r.to the imaginary axis.
• γδ(τ) has critical points at τ = eipi/2 and τ = eipi/3, provided it is differentiable
at these points.
The first property says that γδ(τ) is independent of the choice of a basis in Lτ and
L∗τ (see also Remark 5 below). It implies that it suffices to consider τ in the fundamental
domain, H/SL(2,Z), of SL(2,Z). By the second property, it suffices to consider γδ(τ)
on the Re τ ≥ 0 half of the fundamental domain, H/SL(2,Z), (the heavily shaded area
on the Fig. 1).
What distinguishes the points τ = eipi/2 and τ = eipi/3 is that they are the only
points in H/SL(2,Z), which are fixed points under the maps from SL(2,Z), other than
identity, namely, under
τ → −τ¯ , τ → −τ−1 and τ → 1− τ¯ , τ → 1− τ−1,
respectively. This fact is used to prove the third statement above.
1.7 Goldstone spectrum
To formulate the result we introduce some definitions and notation. In order to unify
the exposition and reduce the number of related definitions, we, at the outset, rescale
the equations and treat Ψ¯ as an independent unknown. The former is done in order
to eliminate the perturbation parameter b from the spaces, and the latter, for the
linearized problem to be complex-linear.
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Rescaling. As the underlying lattice Lω for the Abrikosov lattice solution (Ψω, Aω)
depends on the parameter b, see Theorem 1.2, it is convenient (especially, in the
study of the linearized problem) to rescale the problem so that the resulting lattice
is b−independent: Uσ : (Ψ(x), A(x)) 7→ (σΨ(σx), σA(σx)), where σ = 1√b , for a given
lattice Lω, ω = (τ, r), and a magnetic flux per a fundamental cell, b.
We denote the rescaled Abrikosov lattice solution by (ψτ , aτ ) := Uσ(Ψω, Aω). It
satisfies the rescaled Ginzburg-Landau equations{
(−∆a − λ)ψ + κ2|ψ|2ψ = 0,
curl∗ curl a− Im(ψ∇aψ) = 0,
(1.33)
with λ = r2κ2 = κ
2
b and |ψ|2, curl a, and Im(ψ¯∇aψ) double-periodic w.r. to the lattice
Lτ :=
√
2pi
Im τ (Z+ τZ).
Extending the system of equations. We consider ψ and ψ¯ as independent un-
knowns and extend the rescaled Gorkov-Eliashberg-Schmid equations to obtain
χ∂t,φψ = (∆a + λ)ψ − κ2|ψ|2ψ,
χ∂t,φψ = (∆a + λ)ψ¯ − κ2|ψ|2ψ¯,
2σ∂t,φa = −2 curl∗ curl a+ 2 Im(ψ∇aψ),
(1.34)
where φ is the rescaled scalar (electric) potential and the remaining notation is ex-
plained after (1.1) and (1.2) (in particular, ∂t,φψ = (∂t + iφ)ψ and ∂t,φa = ∂ta+∇φ).
(The role of 2 in the second equation will become clear later.) These equations are
invariant under the rigid motions (including the reflections) and the gauge transforma-
tions, which we write out explicitly,
ψ(t, x), a(t, x), φ(t, x) 7→ eiγ(t,x)ψ(t, x), a(t, x) +∇γ(t, x), φ(t, x)− ∂tγ(t, x). (1.35)
A fully complex form of the GES equations is given in Subsection 1.11.
Hessian. A key role in our analysis will be played by the linearization of the equations
(1.34) around the rescaled Abrikosov lattice solution uτ := (ψτ , ψ¯τ , aτ ). Unlike Section
1.5, in what follows u stands for u = (ψ, ψ¯, a). (The old designation u = (Ψ, A) will
not be used from now on.)
Let J(u) be the map on the r.h.s. of the Gorkov-Eliashberg-Schmid equations
(1.34) and dJ(u) := (dψJψ(u), dψ¯Jψ¯(u), daJa(u)), where dψJψ(u), dψ¯Jψ¯(u), daJa(u) are
the partial complex Gaˆteaux derivatives, dψ is the Gaˆteaux derivative in ψ, i.e. dψ :=
1
2(dψ1 − idψ2), etc.. Since we vary ψ and ψ¯ independently, we define the operator
dJ(u) on a dense subset (namely, on the Sobolev space of order 2) of the Hilbert space
H := L2(R2;C)⊕ L2(R2;C)⊕ L2(R2;C2), with the inner product
〈v, v′〉L2 =
∫
ξ¯ξ′ + η¯η′ + α¯ · α′, (1.36)
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where v = (ξ, η, α), v′ = (ξ′, η′, α′) ∈ H. It is self-adjoint on H .
Let Lτ denote the linearization of J(u) at uτ , Lτ := dJ(uτ ). It is given explicitly in
(C.1) of Appendix C. The spectrum of Lτ gives the excitation spectrum of the Abrikosov
lattice solution (ψτ , aτ ). In Appendix C, we compare Lτ with the linearization of the
standard rescaled Ginzburg-Landau equations (1.33).
The operator Lτ is a hessian the rescaled Ginzburg-Landau energy functional (1.13),
E(ψ, ψ¯, a) ≡ EQ(ψ, ψ¯, a) =
∫
Q
{
|∇aψ|2 + | curl a|2 − λ|ψ|2 + κ
2
2
|ψ|4
}
, (1.37)
where, as above, ∇a := ∇− ia and ψ and ψ¯ are considered as independent variables, at
uτ = (ψτ , ψ¯τ , aτ ). To explain this, we begin with the notation. Let∇L2ψjE(u), ∂aE(u) ≡
∇L2a E(u) be the real, partial L2−gradients (in particular, with the real L2−product,
〈v, v′〉ReL2 = Re
∫
ξ¯ξ′ + η¯η′ + α¯ · α′) and
∂ψ¯E(u) :=
1
2
(∇L2ψ1E(u) + i∇L
2
ψ2E(u)), (1.38)
and similarly for ∂ψE(u). Then E
′(u) := (∂ψ¯E(u), ∂ψE(u), ∂aE(u)) is the exactly
the map J(u) on the r.h.s. of the Gorkov-Eliashberg-Schmid equations (1.34) and the
rescaled Ginzburg-Landau equations (1.33) are the Euler - Lagrange equations for this
functional, ∂ψ¯E(u) = 0, ∂aE(u) = 0.
The linearization operator Lτ is the hessian of the rescaled Ginzburg-Landau energy
functional, E(ψ, ψ¯, a), with ψ and ψ¯ considered as independent variables,
E′′(u) :=
(
dϕi∂ϕjE(u)
)
, (1.39)
where (ϕ1, ϕ2, ϕ3) = (ψ, ψ¯, a), evaluated at uτ :
Lτ = dJ(uτ ) = E
′′(uτ ). (1.40)
Symmetry breaking and zero modes. We describe the symmetry zero modes of
the hessian (1.40), due to breaking of the gauge, translational and rotational symmetry
of the equation (1.33) by the solution (ψτ , aτ ). In the proof we use the gauge and
translation transformations of the rescaled and extended unknowns,
T gaugeγ : (ξ(x), η(x), α(x)) 7→ (eiγ(x)ξ(x), e−iγ(x)η(x), α(x) +∇γ(x)), (1.41)
T transs : (ξ(x), η(x), α(x)) 7→ (ξ(x+ s), η(x+ s), α(x+ s)). (1.42)
Recall the notation r⊥ := (−r2, r1) for r = (r1, r2).
Lemma 1.7. The operator Lτ has the gauge, (gauged) translational and rotational zero
modes, LτGχ = 0, LτSr = 0 and LτRϕ = 0, where Gχ, Sr, r ∈ R2, and Rϕ are given
in
Gχ := (iχψτ ,−iχψ¯τ ,∇χ), (1.43)
Sr = ((r · ∇aτ )ψτ , (r · ∇aτ )ψτ , (curl aτ )r⊥), (1.44)
Rϕ = ϕ(Jx · ∇ψτ , Jx · ∇ψ¯τ ,−a⊥τ + x⊥ · ∇aτ ). (1.45)
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Proof. To derive the relations for the gauge zero mode, substitute T gaugeγ uτ into the
Ginzburg-Landau equations (1.33) to obtain E′(T gaugeγ uτ ) = 0, where E′(u) is the r.h.s.
of (1.34). Then we differentiate the equation E′(T gaugeγ uτ ) = 0 w.r.to γ at γ = 0, we
find duE
′(T gaugeγ uτ )dγT
gauge
γ uτ = 0. Since duE
′(uτ ) = Lτ and dγT
gauge
γ uτ
∣∣
γ=0
γ′ = Gγ′ ,
this gives LτGγ′ = 0.
The situation with the translational zero mode is slightly more subtle. Proceed-
ing as with the gauge zero mode, we arrive at the translational zero mode S˜r′ =
((r′ · ∇)ψτ , (r′ · ∇)ψτ , (r′ · ∇)aτ ), r′ ∈ R2. However, S˜r′ is not gauge covariant (or
equivariant). Hence we modify it by subtracting Gχ, with χ := r
′ · aτ , to obtain
S˜r′ −Gr′·aτ = Sr′ .
The derivation of the relations for the rotational zero mode is the same as for the
gauge zero mode and we omit it here.
Only Gχ with χ ∈ H1(R2,R) are true eigenfunctions, the other zero modes are
generalized ones. The translational zero modes and global gauge zero mode,
Gglob := (ψτ ,−ψ¯τ , 0) = −iGχ=1, (1.46)
are bounded and, as we mentioned above, are connected to the two Goldstone massless
spectral bands.
Result. We say that a self-adjoint operator L on a Hilbert space H has the (L−)
band decomposition iff there are functions νj(k), k ∈ Ω∗ = R2/L∗, and an orthogonal
decomposition H = ⊕jHj into invariant subspaces Hj , s.t. σ(L) = ∪j Ran νj and the
spectrum of L on Hj is Ran νj .
Theorem 1.8. On the subspace orthogonal to Gχ, χ ∈ H1,
(i) the hessian Lτ ≡ E ′′(uτ ) has has the Lτ−band decomposition;
(ii) its two lowest bands are gapless and are of the form (1.3) - (1.4) and the
remaining bands have a gap & 2;
(iii) The lowest band is > 0 for k /∈ L∗τ (resp. its infimum < 0) if (κ2− 12)γk(τ) > 0
for k /∈ L∗τ and η(τ, κ) > 0 (resp. either infk γk(τ) < 0 or η(τ, κ) < 0).
This theorem is proven in Section 3.4 and Appendix D.
The gapless spectral branches (1.3) - (1.4) are due to breaking of the global trans-
lational symmetry (by uτ ). We explain this.
As was mentioned above, the spontaneous breaking of the global gauge and trans-
lational symmetries by uτ produces the translational and global gauge zero modes, Sr′
and Gγ′=1, which are bounded but not square integrable. As it turns out, the global
gauge zero mode, Gγ′=1, leads to the zero eigenvalue for all k. So we concentrate on
the translational zero modes.
These modes are gauge L−translationally invariant (L−equivariant). Hence it is
natural to look for almost generalized eigenfunctions of Lτ in the form of the Bloch
waves, eik·xSr′ , k ∈ Ω∗τ . Then, since
e−ik·xLτeik·x = Lτ +O(|k|),
AL: stability under finite energy perturbations, August 10, 2016 15
for |k| small, we have Lτeik·xSr′ = eik·xO(|k|)Sr′ . This suggests the presence of two
gapless branches of the spectrum of Lτ on H, starting at 0.
This phenomenon is well known in particle physics and goes under the name of
the Goldstone theorem and the resulting gapless branch of the spectrum is called the
Goldstone excitations and Goldstone particles.
Sketch of the proof of Theorem 1.8. As was mentioned above, the Abrikosov
lattice solution (ψτ , aτ ) is gauge-periodic (with respect to the lattice Lτ ) in the sense
that there exist (possibly multivalued) functions gs : R2 → R, s ∈ Lτ , such that{
ψτ (x+ s) = e
igs(x)ψτ (x),
aτ (x+ s) = aτ (x) +∇gs(x),
(1.47)
for s ∈ Lτ . We can rewrite these conditions (omitting the subindex τ) as
T transs (ψ, ψ¯, a) = T
gauge
gs (ψ, ψ¯, a), (1.48)
where s ∈ Lτ and T gaugeγ and T transs are defined in (1.41) and (1.42), respectively. Since
Lτ is a group, we see that the family of functions gs has the important cocycle property
gs+t(x)− gs(x+ t)− gt(x) ∈ 2piZ, ∀s ∈ Lτ . (1.49)
This can be seen by evaluating the effect of translation by s+ t in two different ways.
We call gs(x) the gauge exponent.
The key idea of the proof of the first part of Theorem 1.4 stems from the observation
that since the Abrikosov lattice solution uτ = (ψτ , ψ¯τ , aτ ) is gauge periodic (or equiv-
ariant) w.r.to the lattice Lτ , i.e. it satisfies (1.48), the linearized map Lτ commutes
with gauged (magnetic) translations,
Rs = (T˜ gaugegs )−1T transs , ∀s ∈ Lτ , (1.50)
where T transs is defined in (1.42), and T˜
gauge
γ is given by
T˜ gaugeχ : (ξ, η, a) 7→ (eiχξ, e−iχη, α). (1.51)
Due to (1.49), Rs gives a unitary representation of the group Lτ . Therefore Lτ is
unitary equivalent to a fibre integral over the dual group, Lˆτ , of the group of lattice
translations, Lτ , which, as was already mentioned, can be identified with a fundamental
domain, Ω∗τ , of the reciprocal lattice,
Lτ ≈
∫ ⊕
Ω∗τ
Lkdˆk acting on
∫ ⊕
Ω∗τ
Hkdˆk, (1.52)
where dˆk is the usual Lebesgue measure on Ω∗τ normalized so that
∫
Ω∗τ
dˆk = 1, Lk is the
restriction of Lτ toHk, k ∈ Ω∗τ , andHk is the set of all functions, v, from L2(R2;C×C),
which satisfy
Rsv(x) = eik·sv(x), ∀s ∈ Lτ . (1.53)
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The inner product in Hk is given by 〈v, v′〉L2 = 1|Ωτ | Re
∫
Ωτ
ξ¯ξ′ + η¯η′ + α¯ · α′, where
v = (ξ, η, α), v′ = (ξ′, η′, α′), and in
∫ ⊕
Ω∗τ
Hkdk, by 〈v, w〉H := 1|Ω∗τ |
∫
Ω∗τ
〈vk, wk〉Hk dˆk.
(The normalization used will be useful later on.)
The fiber decomposition (1.52) reduces the analysis of the operator Lτ to that of
the operators Lk, which have purely discrete spectrum and therefore much easier to
study. As k varies in Ω∗τ , the eigenvalues of Lk sweep the spectral bands of Lτ . This
shows the band structure of the spectrum of the operator Lτ stated in the item (i) of
Theorem 1.8.
Since each operator Lk has purely discrete spectrum, we can apply to it the standard
perturbation theory in  and, for small |k|, in k. After a somewhat lengthy analysis
using the Feshbach-Schur map, we obtain the statements (ii) and (iii). 
1.8 The key ideas of the proof of Theorem 1.4
As was already mentioned above, the stability of the static solution uτ is decided by
the nature of the low energy the spectrum of the (complexified) linearization operator,
Lτ , for the map on the r.h.s. of (1.2), see (1.40). Namely, whether Lτ is non-negative
or has some negative spectrum. Due to the symmetry breaking, it has always the
eigenvalue 0. Hence, if Lτ ≥ 0, one would like to know whether, in the former case,
0 is an isolated eigenvalue (we say the spectrum has a gap) or the continuum extends
all the way to zero (the spectrum is gapless). In the latter case, the important point is
played by the nature of continuous spectrum at 0 (the dispersion relation of the gapless
modes).
As Theorem 1.8 shows (see also the comments after it), due to the spontaneous
breaking of the global gauge and translational symmetries by uτ , the linearization
operator Lτ has two gapless spectral branches, (1.3) - (1.4), with the remaining spectral
branches are separated from 0 by the gap of the order 2. This result gives the marginal
linearized (or energetic) stability of uτ for all α˜ and κ s.t. κ
2 > 12 , γk(τ) > 0, ∀k /∈ L∗τ
(recall that γk(τ) = 0, ∀k ∈ L∗τ ) and η(τ, κ) > 0 and the instability, otherwise.
If uτ turns out to be marginaly stable, then we would like to show that it is asymp-
totically stable. To this end, we introduce the equivalence class Mτ = {T gaugeχ uτ :
χ ∈ H1(R2,R)} of the Abrikosov L−lattice solution, uτ = (ψτ , ψ¯τ , aτ ). The tangent
space, TuτM at uτ ∈ Mτ is spanned by the gauge zero modes Gχ, given in (1.43).
We write a solution u to the Gorkov-Eliashberg-Schmid equations (1.34), which is in a
neighbourhood of Mτ in the form
u = T gaugeγ (uτ + v), with v ⊥ Gχ ∀χ. (1.54)
We call v the fluctuation of uτ . Now, we split the fluctuation v as v = v
′+ v′′, where v′
is the projection of v onto the subspace of the two lowest (gapless) spectral branches
of Lτ , described above, and v
′′ is the orthogonal complement. For v′′, we use the fact
that, on v′′’s, Lτ has a gap of oder 2. This allows us to use the method of differential
inequalities for the Lyapunov functionals. We define the functionals
Λ1(v
′′) =
1
2
〈v′′, Lτv′′〉 and Λ2(v′′) = 1
2
〈P¯ xv′′, Lτ P¯ xv′′〉L2 ,
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where P¯ is the orthogonal projection to the orthogonal complement of the spectral
subspace of the two gapless branches. By the choice of v′′ and P¯ , these functionals are
bounded below by Sobolev norms of the corresponding vectors. This and differential
inequalities for Λ1(v
′′) and Λ2(v′′) (which follow from the equation for v) allow us to
estimate these norms. (The resulting estimate of v′′ will, of course, depend on some
information about v′.)
For v′, we use the evolution equation, which follows from the equation for v. In
this equation, we pass to the spectral representation of the corresponding two spectral
branches of Lτ (v
′ ↔ f , with f : Ω∗ → C2). The resulting equation for f is of the form
∂tf = −Af +Nv′′(f), (1.55)
where A is the operator of multiplication on Lp(Ω∗,C2), given, on vector-functions
f = (f1, f2), by
(Af)(k) := (ν1kf1(k), ν
2
kf2(k)),
v′′ := P ′′v and Nh(f) = O(f2) (as f → 0) is the nonlinearity.
Clearly, the behaviour of the bands ν1k and ν
2
k plays a crucial role here. ν
2
k is a
positive function and, in the leading order at k = 0, is a positive definite quadratic
form. The behaviour of ν1k is determined by the functions γk(τ) and µ(τ, κ):
ν1k is a positive function and, in the leading order at k = 0, is a positive definite
quadratic form iff γk(τ) > 0, ∀k /∈ L∗τ , and µ(τ, κ) > 0.
In the latter case, equation (1.55) is roughly of the form of a nonlinear heat equation
in two dimensions, with a quadratic nonlinearity. To the authors’ knowledge, the long-
time behaviour of such equations for small initial data is not understood presently.
However, under the condition (1.31), the function f is odd which allows us to eke
out an extra decay, provided we can control derivatives of f in k (and assuming some
information about v′′!). Bootstrapping the estimates on v′ and v′′, we arrive at the
long-time estimates of v and consequently, the stability result.
The above discussion shows in particular the role of the signs of the functions γk(τ)
and µ(τ, κ) in the stability of vortex lattices.
Finally, we point our the relation between the gauge functions in (1.5) and (1.48).
To begin with, we mention that some important properties of gs entering (1.48):
(a) If (ψ, ψ¯, a) satisfies (1.48), with gs(x), then T
gauge
χ (ψ, ψ¯, a) satisfies (1.48) with
gs(x) replaced by g
′
s(x) = gs(x) + χ(x+ s)− χ(x).
(b) Every exponential gs satisfying the cocycle condition
gs+t(x)− gs(x+ t)− gt(x) ∈ 2piZ, ∀s ∈ L, (1.56)
is gauge-equivalent to
gs(x) =
pin
|Ω|s ∧ x+ cs, (1.57)
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for some n ∈ Z, where, recall, Ω is a fundamental domain of the lattice L and cs
are numbers satisfying
cs+t − cs − ct − pin|Ω|s ∧ t ∈ 2piZ. (1.58)
(The functions (1.57), with cs satisfying (1.58), obey (1.56).) Moreover, cs can
be chosen to be even in s (by replacing cs by
1
2(cs + c−s), if necessary), so that
gs(x) satisfies
g−s(−x) = gs(x). (1.59)
(c) For L = Lτ , we can choose c1 = cτ = 0 and therefore (by solving (1.58))
cs =
1
2 Im τ
(Im s) Im(τ¯ s) and gs(x) :=
1
2
s · x⊥ − 1
2 Im τ
(Im s) Im(τ¯ s). (1.60)
Indeed, the first statement is straightforward. For the second property, see e.g.
[20, 41, 57, 61], though in these papers it is formulated differently. In the present
formulation it was shown by A. Weil and generalized in [24].
Remark 1.9. Relation (1.49) for Abrikosov lattices was used in [52], where it played
an important role. This condition is well known in algebraic geometry and number
theory (see e.g. [25]).
1.9 Possible extensions
The next step would be to extend the results to more general perturbations. Firstly,
one would like to remove the restrictive condition (1.31). This condition simplifies the
treatment of the gapless branch of the spectrum of Lτ (the branch starting at 0).
Though removing condition (1.31) would be technically cumbersome, we expect
this would not change the result above.
Secondly, one would like to consider non-local perturbations, say, perturbations of
the form τguω + v− uω, with v ∈ L∞(R2,C×R2), where G is the full symmetry group
G = H2(R2;R)oR2 o SO(2) (1.61)
and τg = τ
gauge
γ τ transh τ
rot
ρ is the action ofG on pairs u = (Ψ, A). Here τ
rot
ρ : (Ψ(x), A(x))→
(Ψ(ρ−1x), ρ−1A((ρ−1)Tx)). ((1.61) is a semi-direct product, with elements g = (γ, h, ρ) ∈
G, and the composition law given by gg′ = (γ + τ transh τ
rot
ρ γ
′, ρ′−1(ρ−1h+ h′), ρρ′).) For
such perturbations we would have to generalize the notion of asymptotic stability by
replacing τgaugeγ by τg. Specifically,
Definition 1.10. We say that the Abrikosov lattice uω is asymptotically stable under
finite-energy perturbations if there is δ > 0 s.t. for any initial condition u0, whose H
1-
distance to the infinite-dimensional manifold M = {τguω : g ∈ G} is ≤ δ, the solution
u(t) of (1.2) satisfies ‖τ−1g(t)u(t)− uω‖L∞ → 0 as t→∞, for some path, g(t), in G.
Next, one would like to prove the stability results for the time-depedent relativistic
Ginzburg-Landau equation (see [30]).
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1.10 Basis independent definitions
The definitions of γk and φk above depend on the choice of the basis in Lτ and L∗τ .
The bases independent definitions are given as follows.
Let Lˆ be the dual group, of the group of lattice translations, L, i.e. the group of
characters, χ : L → U(1), and let T := R2/L, its quotient. We define γχ(L) as
γχ(L) := 2〈|φL0 |2|φLχ |2〉T − |〈(φL0 )2φ¯Lχ φ¯Lχ−1〉T | − 〈|φL0 |4〉T , (1.62)
where 〈f〉T := 1|T |
∫
T f . Here the functions φ
L
χ , χ ∈ Lˆ, are unique solutions of the
equations
(−∆a0 − 1)φ = 0, φ(x+ s) = eigs(x)χ(s)φ(x), ∀s ∈ L, (1.63)
normalized as 〈|φLχ |2〉T = 1. Here a0(x) and gs(x) are as in (1.5), but with |Ω| replaced
by |T |, e.g.
gs(x) =
pi
|T |s ∧ x+ cs, with cs satisfying cs+t = cs + ct −
pi
|T |s ∧ t mod 2piZ. (1.64)
Furthermore, the linearization LL is unitary equivalent to a fiber integral over the
dual group, Lˆ, of the group of lattice translations, L, or C/L,
LL ≈
∫ ⊕
Lˆ
LLχ dˆχ acting on
∫ ⊕
Lˆ
Hχdˆχ,
where dˆχ is the usual Lebesgue measure on Lˆ normalized so that ∫Lˆ dˆχ = 1, LLχ is the
restriction of LL to Hχ, χ ∈ Lˆ, and Hχ is the set of all functions, v, from L2(R2;C×C),
which are gauge-periodic,
Rsv(x) = χ(s)v(x), ∀s ∈ L, (1.65)
with χ(s)v = (χ(s)ξ, χ(s)α), for v = (ξ, α). The inner product in Hχ is given by
〈v, v′〉L2 = 1|T | Re
∫
T ξ¯ξ
′ + α¯α′, where v = (ξ, α), v′ = (ξ′, α′) and T := R2/L, and in∫ ⊕
Lˆ Hχdχ, by 〈v, w〉H := 1|Lˆ|
∫
Lˆ〈vχ, wχ〉Hχ dˆχ. (The normalization used will be useful
later on.)
As χ varies in Lˆ, the eigenvalues of LLχ sweep the spectral bands of LL.
The dual group, Lˆ, can be identified with a fundamental cell, Ω∗, of the dual lattice
L∗, and the torus T := R2/L, with a fundamental cell, Ω, of L. The first identification is
given explicitly by χ(s)→ χk(s) = eik·s ↔ k. (See the review [50] for more discussions.)
Identifying T := R2/L, with a fundamental cell, Ω, of L gives (1.6).
1.11 Fully complex form of the GES equations
For computations, it is convenient to pass from the real vector-fields α = (α1, α2) to
the corresponding complex functions, αc := α1 − iα2 and use the complex operators
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∂ = ∂x1 − i∂x2 , ∂¯ = ∂x1 + i∂x2 and ∂ac = ∂ − iac. (This definitions differ from the
standard ones by the factor 2.) As a result we obtain the fully complex GES equations
(omitting the subscript c):
χ∂t,φψ = (∆a + λ)ψ − κ2|ψ|2ψ,
χ∂t,φψ = (∆a + λ)ψ¯ − κ2|ψ|2ψ¯,
σ∂t,φa =
1
2∂∂¯a− 12∂2a¯+ 12 i(∂∗aψ)ψ + 12 i(∂aψ)ψ¯,
σ∂t,φa¯ =
1
2∂∂¯a¯− 12 ∂¯2a− 12 i(∂∗aψ)ψ¯ − 12 i(∂aψ)ψ.
(1.66)
We should also remember that ∆a = −12(∂a∂∗a + ∂∗a∂a). (1.66) follow from (1.34) and
the equations
(curl∗ curlα)c = −1
2
∂∂¯αc +
1
2
∂2α¯c, div ~αc = Re(∂¯αc), (1.67)
Im(ξ¯∇aη)c = 1
2i
[(∂∗acη)ξ + (∂acη)ξ¯]. (1.68)
The fully complexified GES equations, (1.66), are invariant under the rigid motions
(including the reflections) and the gauge transformations, which we write out explicitly,
ψ, a, φ 7→ eiχψ, a+ ∂χ, φ− ∂tχ. (1.69)
Here χ is a real differentiable function on the space-time. Since the vortex lattice
solution (ψτ , ψ¯τ , aτ , a¯τ ) breaks these symmetries, this leads to the gauge and gauged
translational modes
~G#χ = (iχψτ ,−iχψ¯τ , ∂χ, ∂¯χ), (1.70)
S#1 = (∂aτψτ ,−∂∗aτψτ , 0, 2ibτ ), S#2 = (∂∗aτψτ ,−∂aτψτ , 2ibτ , 0), (1.71)
where, as before, bτ := curl aτ (considering aτ as a real vector field), and the rotational
modes which we do not display here. Clearly, G#χ and S
#
j satisfy T
transl
s G
#
χ = T˜
gauge
gs G
#
χ
and T transls S
#
j = T˜
gauge
gs S
#
j ∀s ∈ L.
The gauged translational modes are obtained as complex combinations of (∂jψτ ,
∂jψ¯τ , ∂jaτ , ∂j a¯τ ) − G#aτj , j = 1, 2. (1.70) and (1.71) can be also obtained from (1.43)
and (1.44) by using the transformation (ξ, ξ¯, α) −→ (ξ, ξ¯, αC, α¯C).
By differentiating the negative of the r.h.s. of the fully complexified GES equations,
(1.66), w.r.to ψ, ψ¯, a, a¯ and using that ∆a = −12(∂a∂∗a + ∂∗a∂a), we obtain the (trans-
formed) complex hessian L#τ (see (C.5) below). This hessian and its ‘shift’, rather than
Lτ , are investigated in the most technically complicated Appendix D.
1.12 Organization of the paper
In Section 2, we prove the existence and uniqueness of solutions of the equation (1.5)
and prove Proposition 1.6. Results of this section are used in Appendix F in order
to prove Theorem 1.5. In Section 3, we study the hessian of the energy functional
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(1.13), which is the same as the linearization of the map on the r.h.s. of the Gorkov-
Eliashberg-Schmid equations (1.2). The main result of this section is used in Section
4 to prove main Theorem 1.4. Various technical computations are carried out in the
appendices.
For the reader’s convenience some known facts about theta functions and the
Feshbach-Schur perturbation theory are presented in Supplements I and II.
Notation. In this paper we use two types of lattices, the original one, (1.23), and
normalized one, (1.8). We denote by L∗ω and L∗τ , the corresponding dual lattices and
by Ωω, Ω
∗
ω, Ωτ and Ω
∗
τ , elementary cells of the corresponding lattices.
In estimates of functions and operators, we use the notation O(1) > 0 and o(1) > 0
to stand for some C = O(1), C > 0 and c = o(1), c > 0, respectively.
Acknowledgement. IMS is grateful to Dmitri Chouchkov, Gian Michele Graf, Lev
Kapitanski, Peter Sarnak, and Tom Spencer, and especially Li Chen, Ju¨rg Fro¨hlich,
Stephen Gustafson, and Yuri Ovchinnikov, for useful discussions, and to the anonymous
referee, for many constructive remarks which led to improvement of the paper. Ju¨rg
Fro¨hlich and the anonymous referee emphasized that the gapless branch of the spectrum
of the hessian are the Goldstone excitations.
2 Functions φk(x), and γk(τ)
We begin with the functions φk(x). Recall that these functions solve (1.5), with L = Lτ ,
used in the definition (1.9) of γk(τ) = γk(Lτ ). For L = Lτ , Eq (1.5) becomes
(−∆a0 − 1)φ = 0, φ(x+ s) = eigs(x)eik·sφ(x), ∀s ∈ Lτ , (2.1)
normalized as 〈|φk|2〉Lτ = 1. Here
a0(x) :=
1
2
x⊥ and gs(x) =
1
2
s ∧ x+ cs, (2.2)
where x⊥ := (−x2, x1) and cs are numbers satisfying
cs+t − cs − ct + 1
2
s ∧ t ∈ 2piZ. (2.3)
We consider φk(x), for τ in the entire Poincare´ half-plane H, rather than just for
the fundamental domain Π+/SL(2,Z). Note that an interesting formula relating the
function φk(x) to φ0(x) is proven in in Appendix D, see (D.92).
An explicit form of the functions φk(x), k ∈ C, is described in the following
Proposition 2.1. The solution φk(x) of the problem (2.1) - (2.2) is unique (up to a
constant factor). Moreover, the functions φk, k ∈ C, are of the form
φk(x) = c
′e
pi
2 Im τ
(z2−|z|2)θq(z, τ), x1 + ix2 =
√
2pi
Im τ
z, k = −
√
2pi
Im τ
iq, (2.4)
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where c′ is fixed by requiting that 〈|φk|2〉Ωτ = 1, and θq are entire functions given by
the series
θq(z, τ) := e
−2piiaz+ic1z
∞∑
m=−∞
e2pii(
1
2
m2τ+qm+mz)+ic′τm, (2.5)
where a, b are real numbers defied by q = −aτ + b and c′τ := c1τ − cτ , with cs, the
constants entering (2.2).
Above and in the rest of this section, b stands for a component of q, and not the
average magnetic flux per cell, which is not used here. We begin with the following
Lemma 2.2. The functions φk(x), k ∈ C, solve the problem (2.1) if and only if they are
of the form (2.4) where θq(z, τ) are entire functions satisfying the periodicity relations
θq(z + s, τ) = eq(z, s, τ)θq(z, τ), ∀s ∈ L. (2.6)
where eq(z, s, τ) := e
− 2pii
Im τ
((Im s)z−Im(s¯q)+ 1
2
(Im s)s)+ics and cs are the constants which enter
(2.2).
Proof. Standard methods show that the operator −∆a0 on L2(Ω;C) with the peri-
odicity conditions in (2.1) is positive self-adjoint with discrete spectrum. To find its
eigenvalues, we define the harmonic oscillator annihilation and creation operators, c
and c∗, with
c = ∂∗a0 and c
∗ := ∂a0 , where ∂a := ∂a1 − i∂a2 = ∂ − iac. (2.7)
Here, recall, ac := a1−ia2, the complexification of a and we use the definitions differing
from the standard ones by the factor 2: ∂ := p1 − i∂2 ≡ ∂x1 − i∂x2 . For a0(x) :=
1
2(x2,−x1), we have a0c = 12(x2 + ix1) = 12 ix¯c, with xc := x1 + ix2. These operators
satisfy the relations
[c, c∗] = 2, −∆a0 − 1 = c∗c. (2.8)
The representation −∆a0 − 1 = c∗c implies that Null(−∆a0 − 1) = Null c and so we
study the latter. Hence φk satisfies the equation
cφk = 0. (2.9)
The relations (2.4) and (2.9) imply the Cauchy-Riemann equation ∂¯θq(z, τ) = 0, i.e.
θq(z, τ) are entire functions.
Next, it is straightforward to verify the periodicity relation in (2.1) implies that
the functions θq(z, τ) defined in (2.4), satisfy the periodicity relations (2.6). Indeed, by
(2.4) and (2.1), we have
θq(z + s, τ) = e
− pi
2 Im τ
((z+s)2−|z+s|2)φk(x+ s)
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= e
pi
Im τ
αs+icse−
pi
2 Im τ
(z2−|z|2)φk(x),
where cs are the constants which enter (2.2) and αs := −zs + Re(s¯z) − 12s2 + 12 |s|2 −
is · x⊥ + Im τpi s · k, with x⊥ := (−x2, x1). Using the relations s · x⊥ = − Im(s¯z) and
k · s = Re(k¯s) = piIm τ Im(s¯q), we find furthermore,
αs = −zs+ Re(s¯z)− i(Im s)s+ i Im(s¯z + 2s¯q) = −2i[(Im s)z + 1
2
(Im s)s− Im(s¯q)],
which, together with the previous relation, gives (2.6).
Proof of Proposition 2.1. Eq (2.6) implies that θq(z, τ) satisfy the periodicity relations
θq(z + 1, τ) = e
−2piia+ic1θq(z, τ), (2.10)
θq(z + τ, τ) = e
−2pii(z+b+ 1
2
τ)+icτ θq(z, τ), (2.11)
where a, b are real numbers defied by q = −aτ + b. Consequently, a standard argument
(see Lemma I.2 of Supplement I) then shows that θq(z, τ) is given by (2.5).
Remark 2.3. a) The family of functions θq(z, τ), q ∈ Ω′τ := Im τ2pi iΩ∗τ , z ∈ C, Im τ > 0,
defined in (2.5), are the theta functions with finite characteristics (see [38]), appearing
in number theory, while θq=0 = θ is the standard theta function. Unlike the number
theory, where a, b ∈ `−1Z, for some positive integer `, in our case q ∈ Ω′τ , which is a
rescaled and rotated fundamental cell the dual lattice L∗τ .
One can define the theta functions (with finite characteristics), θLq (z), q ∈ C, with-
out reference to a specific representation of the underlying lattice, as the entire functions
satisfying the quasi-periodicity condition (2.6).
b) In the terminology of Sect 13.19, eqs 10-13 of [21], our theta function θ(z, τ)
is called θ3(z, τ). The choice of the original theta function determines the location of
zeros of φk(z): The zeros of θ3(z, τ) are located at the points of Z+ τZ+ 12 +
1
2τ , while
the zeros of θ1(z, τ) (in the terminology of [21]) are located at the points of Z+ τZ. To
compare, θ1(z, τ) is defined as θ1(z, τ) :=
∑∞
m=−∞ e
piimepii(m−
1
2
)2τepii(2m−1)z.
c) Proposition 2.1 implies that the products |φ0|2|φk|2, φ20φ¯kφ¯−k are periodic on Ωτ .
We display the dependence of the function φk(x) on the lattice L: φk(x) = φLk (x).
Since, as can be easily verified, the function ψk(x) = φ
gL
gk (gx), g ∈ O(2), satisfies (2.1),
the uniqueness for (2.1) gives
φLgk(gx) = φ
g−1L
k (x), for any g ∈ O(2). (2.12)
Since g : x → −x and (assuming) g : x → σx , where σ(x1, x2) = (−x1, x2) (or
σx = −x¯, in the complex form), leave the lattice L invariant, the equation (2.12)
implies
φk(−x) = φ−k(x), and φk(σx) = φσk(x). (2.13)
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Symmetries of γk(τ). The function γk(τ) defined in (1.9) has the properties
γk+s∗(τ) = γk(τ), ∀s∗ ∈ L∗, γk¯(−τ¯) = γk(τ), γ−k(τ) = γk(τ). (2.14)
The first property was already stated in (1.7), the second one follows from the definition
(1.9) of γk(τ) and the second equation in (2.13) and the last relation in (2.14), from
the first equation in (2.13).
These relation also follow the explicit representation (1.32). To show the second
relation in (2.14), we notice that the transformation τ → −τ¯ , k → k¯ is equivalent to
mapping (m,n)→ (m,−n) and taking the complex conjugate of γk(τ). Since the sum in
(1.32) is invariant under the latter mapping and since γk(τ) is real, the r.h.s. of (1.32)
is invariant under the transformation τ → −τ¯ , k → k¯. To prove the third relation
in (2.14) we observe that the r.h.s. of (1.32) is invariant under the transformation
k → −k, t→ −t.
Proposition 2.4. The points k ∈ 12L∗τ are critical points of the function γk(τ) in k.
Proof. We will use that, due to (2.14), γt−k(τ) = γk(τ), for any t ∈ L∗τ . Differentiating
this relation w.r. to Re k and Im k at k ∈ 12L∗τ and using that the points k ∈ 12L∗τ
are fixed points under the maps k → t − k, where t ∈ L∗τ , we find ∂Re kγk(τ) = 0 and
∂Im kγk(τ) = 0 for k ∈ 12L∗τ .
Proof of Proposition 1.6. In this proof we omit the subindex δ in γδ(τ). The
first two properties follow directly from the corresponding properties of γk(τ). We
summarize these properties as
γ(τ + 1) = γ(τ), γ(−τ−1) = γ(τ), γ(−τ¯) = γ(τ). (2.15)
To prove the third statement, we will use that the points τ = eipi/2 and τ = eipi/3
are fixed points under the maps τ → −τ¯ , τ → −τ−1 and τ → 1 − τ¯ , τ → 1 − τ−1,
respectively. By the first and third relations in (2.15), we have that γ(n − τ¯) = γ(τ),
for any integer n. Remembering the definition τ = τ1 + iτ2, differentiating the relation
γ(n− τ¯) = γ(τ) w.r. to τ1, and using that the points τ = eipi/2 and τ = eipi/3 are fixed
points under the maps τ → −τ¯ and τ → 1 − τ¯ , respectively, we find ∂τ1γ(τ) = 0 for
τ = eipi/2 (n = 0) and for τ = eipi/3 (n = 1).
Next, we find the derivatives w.r. to τ2. We consider the function γ(τ) as a
function of two real variables, γ(τ1, τ2). Then the relation γ(τ) = γ(n− τ−1), where n
is an integer, which follows from the first two relations in (2.15), can be rewritten as
γ(τ1, τ2) = γ(n− τ1|τ |2 , τ2|τ |2 ). Differentiating the latter relation w.r. to τ2, we find
(∂τ2γ)(τ1, τ2) = 2
τ1τ2
|τ |4 (∂τ1γ)(n−
τ1
|τ |2 ,
τ2
|τ |2 ) + 2
τ21 − τ22
|τ |4 (∂τ2γ)(n−
τ1
|τ |2 ,
τ2
|τ |2 ). (2.16)
Since ∂τ1γ(τ) = 0 for τ = e
ipi/2 and τ = eipi/3 and since the points τ = eipi/2 and
τ = eipi/3 are fixed points under the maps τ → −τ−1 and τ → 1 − τ−1, respectively,
this gives (∂τ2γ)(0, 1) = 0 for τ = e
ipi/2 (n = 0) and for τ = eipi/3 (n = 1). 
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3 Hessian and its spectrum
In this section, we study the spectrum of the hessian Lτ defined in (1.40). We fix the
subindex τ and omit it at Lτ ,Lτ ,Ωτ ,Ω∗τ and the subidex Ω at 〈·, ·〉Ω, i.e. we write
L,L,Ω,Ω∗ and〈·, ·〉 for Lτ ,Lτ ,Ωτ ,Ω∗τ and 〈·, ·〉Ω.
3.1 Map J(u)
Let u = (ψ, ψ¯, a) (recall that the scalar potential φ is determined by u and is not
displayed). Recall that J(u) denotes the map on the r.h.s. of the Gorkov-Eliashberg-
Schmid equations (1.34), let
∂t,φv = ((∂t + iφ)ξ, (∂t − iφ)η, ∂tα+∇φ),
for v = (ξ, η, α), and assume for simplicity χ = 1 and σ = 1, for the parameters on the
l.h.s. of (1.34), so that the latter equation can be written as
∂t,φu = J(u). (3.1)
(Recall that J(u) is the gradient of the Ginzburg-Landau energy (1.37) as explained
after (1.38).) The above symmetries follow from the covariance of this map under the
corresponding transformations. For instance, we have
J(T gaugeγ u) = T˜
gauge
γ J(u), J(T
trans
s u) = T
trans
s J(u), (3.2)
for every γ and s, where the gauge transformations of the rescaled and extended un-
knowns (written for the time-independent fields), T gaugeγ and T˜
gauge
γ , and the translation
transformations, T transs , are defined in (1.41), (1.51) and (1.42), respectively. As a
demonstration, we show the gauge invariance in the following lemma needed later on:
Lemma 3.1. Let γ depend on t, and γ˙ = ∂tγ. If u solves (3.1) then u˜ = (T
gauge
γ )−1u
satisfies the equation
∂t,φ+γ˙ u˜ = J(u˜). (3.3)
Proof. We write the equations (1.34) in the form ∂tφu = J(u). We use (3.2), the
definition u˜ = T−1g u, introduced earlier, and
∂t,φT
gauge
γ u = T˜
gauge
γ ∂t,φ+γ˙u. (3.4)
to obtain the equation (3.3).
There are additional the reflection and ‘particle-hole’ symmetries which play an
important role in our analysis. The reflection transformation is
T refl : (ξ(x), η(x), α(x)) 7→ (ξ(−x), η(−x),−α(−x)), (3.5)
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and the ‘particle-hole’ (real-linear) transformation is defined as
ρ˜ := CS, where S =
 0 1 01 0 0
0 0 1
 , (3.6)
and, recall, that C denotes the complex conjugation. As can be easily checked from the
definitions, ρ˜u = u and the map J(u) is covariant under these transformations,
T reflJ(u) = J(T reflu), ρ˜J(u) = J(ρ˜u). (3.7)
The equation (3.7), and the relations T refluτ = uτ and ρ˜uτ = uτ imply that the
hessian L ≡ Lτ defined in (1.40) satisfies
T reflL = LT refl, and ρ˜L = Lρ˜. (3.8)
This can be also verified directly, using the explicit expression (C.1) of Appendix C for
L. The first relation above is somewhat subtle as L has odd as well as even entries.
The latter is compensated by the fact that T refl treats the order parameter and vector
fields components differently.
Remark 3.2. We could have extended the GES equations so that u would satisfy
ρu = u, instead of ρ˜u = u.
3.2 The Bloch - Floquet - Zak decomposition for gauge-periodic op-
erators
The key tool in analyzing the hessian is to exploit the gauge-periodicity of the Abrikosov
lattice. As a result of this periodicity, the space H decomposes as the direct fiber inte-
gral of spaces on a compact domain in such a way that the operator Lτ is decomposed
as the direct integral of operators on these spaces.
Recall the definition
Rs = T˜ gauge−gs T transs , (3.9)
for each s ∈ L, where the maps T˜ gaugeγ and T transs are defined in (1.51) and (1.42), and
the function gs satisfies the co-cycle condition (1.49). Clearly, this map is related to
the magnetic translation operator
Tsξ(x) = e
−igs(x)ξ(x+ s). (3.10)
Proposition 3.3. (i) Rs is a unitary group representation of L in H (i.e. Rs is
unitary and RsRt = Rs+t, for all s, t ∈ L) and (ii) if functions gs : R2 → R, s ∈ L,
in (3.9) are the same as those entering the gauge-periodicity condition (1.47) for the
Abrikosov lattice solution uτ , then Rs commutes with the operator L (i.e. RsL = LRs,
for all s ∈ L).
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Proof. Clearly, the operators T˜ gaugeχ and T transt are unitary. To show the group property,
we write
RtRs =T˜ gauge−gt T transt T˜ gauge−gs T transs
= T˜ gauge−gt T˜
gauge
−T transt gsT
trans
t T
trans
s = T
gauge
−gt−T transt gsT
trans
t+s .
Since, by the cocycle condition (1.49), gt + T
trans
t gs − gt+s ∈ 2piZ, this gives RtRs =
Rt+s. Thus Tt is homomorphism from L to the group of unitary operators on L2(R;C).
To prove that ρ commutes with the operator L, we use (3.2) to obtain J(T gauge−gs T
trans
s u)
= T˜ gauge−gs T
trans
s J(u). Differentiating this relation w.r.to u and using d(T
gauge
χ u)(ξ) =
T˜ gaugeχ ξ gives dJ(T
gauge
−gs T
trans
s u)T˜
gauge
−gs T
trans
s ξ = T˜
gauge
−gs T
trans
s dJ(u)ξ, which, together
with T gauge−gs T
trans
s uτ = uτ and the definition of L, implies LRt = RtL. This relation
also follows by a simple verification.
We extend the character χk(s) = e
ik·s to act on v = (ξ, η, α) as the multiplication
operator
eik·sv = (eik·sξ, eik·sη, eik·sα).
Note that the subspace Ranpi = {(ξ, ξ¯, α) ∈ L2(R2;C × C × C2)}, we started with, is
not invariant under this operator.
We now define the direct integral Hilbert space H⊕ = ∫ ⊕Ω∗ Hk dˆk, where dˆk is the
usual Lebesgue measure on Ω∗, divided by |Ω∗|, and Hk is the set of functions, v, from
L2loc(R2;C×C×C2) = L2loc(R2;C)×L2loc(R2;C)×L2loc(R2;C2) = L2loc(R2;C)4, satisfying
Rsv(x) = eik·sv(x), ∀s ∈ L, (3.11)
a.e. and endowed with the inner product
〈v, v′〉L2 =
∫
Ω
ξ¯ξ′ + η¯η′ + α¯ · α′, (3.12)
where Ω is the fundamental cell of the lattice L, identified with T := R2/L, and
v = (ξ, η, α), v′ = (ξ′, η′, α′). The inner product in H⊕ is given by 〈v, w〉H⊕ :=∫
Ω∗〈vk, wk〉Hk dˆk. We write f =
∫ ⊕
Ω∗ fkdˆk, where fk for the k-component of f , and by
the symbol
∫ ⊕
Ω∗ Tkd˜k we understand the operator T acting on H⊕ as
Tf =
∫ ⊕
Ω∗
Tkfkdˆk.
Remark 3.4. One can think of H⊕ as L2loc(R2×R2/L∗;C)4, or as the set of functions,
vk(x), from L
2
loc(R2 × R2;C)4, satisfying (3.11) and vk+s∗(x) = vk(x), ∀s∗ ∈ L∗, a.e.
and endowed with the L2(Ω× Ω∗;C)4 inner product.
For k ∈ Ω∗, let Lk be the operator L acting onHk with the domainHk∩H2loc(R2;C)4.
It is easy to check that the operator L leaves the (gauged Bloch-Floquet) conditions
(3.11) invariant. Note also that CLk = L−kC. We have (cf. [44])
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Proposition 3.5. Define U : H → H⊕ on smooth functions with compact supports by
the formula
(Uv)k(x) =
∑
t∈L
e−ik·tRtv(x). (3.13)
Then U extends uniquely to a unitary operator satisfying
ULU−1 =
∫ ⊕
Ω∗
Lkdˆk. (3.14)
Each Lk is a self-adjoint operator with compact resolvent (and therefore purely discrete
spectrum), and
σ(L) =
⋃
k∈Ω∗
σ(Lk). (3.15)
Proof. We begin by showing that U is an isometry on smooth functions with compact
domain. Using Fubini’s theorem and the property |Ω||Ω∗| = 1, we calculate
‖Uv‖2H⊕ =
∫
Ω∗
‖(Uv)k‖L2 dˆk =
∫
Ω∗
∫
Ω
∣∣∣∣∣∑
t∈L
e−ik·tRtv(x)
∣∣∣∣∣
2
dxdˆk
=
∫
Ω
∑
t,s∈L
Rtv(x)Rsv(x)
∫
Ω∗
e−ik·teik·sdˆk
 dx.
We compute, after writing k and s − t in the coordinate form, ∫Ω∗ e−ik·teik·sd˜k = δs,t.
Using this, we obtain furthermore
‖Uv‖2H⊕ =
∫
Ω
∑
t∈L
|Rtv(x)|2dx =
∫
R2
|v(x)|2dx = ‖v‖2K.
Therefore U extends to an isometry on all of H. To show that U is in fact a unitary
operator we define U∗ : H⊕ → H by the formula
(U∗g)(x) =
∫
Ω∗
eik·t(R∗t gk)(x)dˆk, (3.16)
for any x ∈ Ω + t and t ∈ L. Straightforward calculations show that U∗ is the adjoint
of U and that it too is an isometry, proving that U is a unitary operator.
For completeness we show that UU∗ = 1. Using that the definition of implies that
Rt(U∗g)(x) =
∫
Ω∗ e
ik·tgk(x)dk, we compute
(UU∗g)k(x) =
∑
t∈L
e−ik·t
∫
Ω∗
eik
′·tgk′(x)dˆk
′
.
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Furthermore, using the Poisson summation formula,∑
t∈L
e−ik·t = |Ω∗|
∑
t∗∈L∗
δ(t∗ − k), (3.17)
we find, on a dense set of functions gk(x) vanishing on the boundary ∂Ω
∗,
(UU∗g)k(x) =
∫
Ω∗
|Ω∗|
∑
t∗∈L∗
δ(t∗ − k + k′)gk′(x)dˆk′ = gk(x).
Next, we show that (Uv)k satisfies the gauge-periodicity conditions (3.11):
Rt(Uv)k(x) =
∑
s∈L
e−ik·sRtRsv(x) =
∑
s∈L
e−ik·sRt+sv(x)
= eik·t
∑
s∈L
e−ik·(s+t)Rt+sv(x),
which gives that
Rt(Uv)k(x) = eik·t(Uv)k(x).
Treating Lk as a differential expression applied to differentiable function of x, we com-
pute
(Lk(Uv)k)(x) =
∑
t∈L
e−ik·tLkRtv(x) =
∑
t∈L
e−ik·tRtLv(x)
and therefore
(Lk(Uv)k)(x) = (ULv)k(x),
which establishes (3.14).
The self-adjointness of the operators Lk and the compactness of their resolvents
follow by standard arguments. We now turn to the relation (3.15). We first prove the
⊇ inclusion. Suppose that λ ∈ σ(Lk) for some k ∈ Ω∗. Then there exists a smooth
eigenfunction v ∈ D(Lk) solving Lkv = λv. By the definition of L, the function v solves
the equation Lv = λv. Therefore, by Schnol-Simon theorem (see e.g. [27]), λ must be
in the essential spectrum of Lτ .
As for the ⊆ inclusion, suppose that λ 6∈ ⋃k∈Ω∗ σ(Lk). Then the operators (Lk −
λ)−1 are uniformly bounded, and therefore (L−λ)−1 = ∫ ⊕Ω∗(Lk−λ)−1dˆk is also bounded
and therefore λ 6∈ σ(L).
We call the map U the Bloch - Floquet - Zak (or BFZ) operator. We collect general
statements related to the map U , we use below. An additional property of U is given
in Appendix A. Let ∇′ = ∇k and D is either ∇aτ ⊕ 1⊕ 1 or 1⊕∇aτ ⊕ 1 or 1⊕ 1⊕∇.
We have
(Uv)k+s∗(x) = (Uv)k(x), ∀s∗ ∈ L∗, (3.18)
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T refl(Uv)k(x) = (UT
reflv)−k(x), ρ˜(Uv)k(x) = (Uρ˜v)−k(x), (3.19)
(i∇′ + x)U = Ux, DU = UD, (3.20)
‖DmUv‖L2 = ‖Dmv‖L2 , ‖∂mk Uv‖ .
∑
m′≤m
‖xm′v‖L2 , (3.21)
‖DmU−1g‖L2 = ‖Dmg‖H . (3.22)
Above T refl and ρ˜ act on H and from Hk to H−k (we use the same notation in
both cases). The property (3.18) follows from the definition of U and the fact that
e−(k+s∗)·t = e−k·t, ∀t ∈ L. The property (3.19) follows from the property g−s(−x) =
gs(x) (see (1.59)).
Next, by (3.32), we have ∇k(Uv)k(x) = −i
∑
t∈L e
−ik·tt(Rtv)(x). Now, using (x +
t)Rt = Rtx gives
∇k(Uv)k(x) = −i
∑
t∈L
e−ik·t(Rtxv)(x) + ix
∑
t∈L
e−ik·t(Rtv)(x),
which implies the first relation in (3.20). To derive the second relation in (3.20) we use
that (∇aτ (x)⊕1⊕1)Rt = Rt(∇aτ (x−t)+∇xgt(x−t)⊕1⊕1), aτ (x−t) = aτ (x)+i∇xg−t(x),
g−t(x) = −gt(x) and gt(x− t) = −gt(x). Similarly we deal with 1⊕∇aτ ⊕1. The proof
for 1⊕ 1⊕∇ in (3.20) is even simpler.
Using the relations (3.20) and the fact that x on the l.h.s. of (3.20) stands for the
multiplication operator by x ∈ Ω (while on the r.h.s., by x ∈ R2) and the unitarity of
U , we find (3.21) - (3.22).
Finally, the equations (3.8) and (3.19) imply that Lk has the following symmetries:
T reflLk = L−kT refl, ρ˜Lk = L−kρ˜. (3.23)
The symmetries ρ˜ and T refl do not fibre, i.e. do not descends to Hk, but their combi-
nation
ρ := T reflρ˜ ≡ T reflCS, (3.24)
does. Indeed, let trefl : f(x) → f(−x). Using trefleigs = eig−strefl (due to (1.59)) and
trefleik·x = eik·xtrefl and remembering the definitions of T˜ gaugeχ , we have that
T transls T
refl = T reflT˜ transl−s , T˜
gauge
gs T
refl = T reflT˜ gaugeg−s and t
reflCeik·x = eik·xtreflC.
This implies that if v satisfies (3.11), then so does ρv, i.e. ρ maps Hk into itself. Thus
we have
[L, ρ] = 0, [Lk, ρ] = 0. (3.25)
We conclude this subsection with a general property of the eigenvalues of Lk, which
is used below.
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Lemma 3.6. Simple eigenvalues of Lk are smooth in k.
Proof. Consider the operator L˜k := e
−ik·xLkeik·x defined on Hk=0. Since the map
v → eik·xv maps Hk=0 unitarily into Hk, it has the same eigenvalues as the operator
Lk. It is easy to show, using the relation e
−ik·x∇aeik·x = ∇a−k that the operator Lk
depends on k smoothly (say, as an operator from H2 to L2). Hence the statement
follows from the standard perturbation theory (see e.g. [46, 27]).
Remark 3.7. While the global gauge and translational zero modes (1.46) and (1.44)
are generalized eigenfunctions of the operator Lτ , they are now in the space Hk=0 and
are standard eigenfunctions of Lk=0.
3.3 The fiberization of the gauge zero modes
Define the Bloch - Floquet (- Fourier) transform Ubf : L2(R2) → L2(Ω∗, L2(Ω,C)) on
smooth functions with compact supports by the formula
(Ubfχ)k(x) =
∑
t∈L
e−ik·tT transt χ(x), (3.26)
where T transt acts now on scalar functions, and its adjoint
(U∗bfη)(x) =
∫
Ω∗
eik·tx(T trans−tx ηk)(x)dˆk, (3.27)
where tx ∈ L is defined by the relation x − tx ∈ Ω. Note that the Bloch - Floquet (-
Fourier) transform χk of χ satisfies T
trans
t χk = e
ik·tχk. Thus χk ∈ H1k , where
H1k := {χk ∈ H1 : χk(x+ s) = eik·sχk(x),∀s ∈ L, χk(−x) = χ−k(x)}. (3.28)
(The condition χk(−x) = χ−k(x) comes from the fact that the original functions χ(x)
are real.) We begin with
Proposition 3.8. Let χk be the Bloch - Floquet-Fourier transform of χ. We have
(UGχ)k(x) = Gχk = (iχkψτ ,−iχkψτ ,∇χk), (3.29)
LkGχk = 0, RsGχk = eik·sGχk , ∀s ∈ L, (3.30)
T reflGχk = Gtreflχk , ρ˜Gχk = −Gχ¯k , ρGχk = −Gtreflχ¯k . (3.31)
Proof. We apply the BFZ transform,
(Uv)k(x) =
∑
t∈L
e−ik·tRtv(x), (3.32)
to the gauge zero mode Gχ, with χ ∈ H1. Using that T transt (χψτ ) = eiγtT transt (χ)ψτ ,
we obtain (3.29). In opposite direction, we have, Gχ = i
∫ ⊕
Ω∗ Gχkdk for χ ∈ H1.
Furthermore, since LτGχ = 0, T
trans
t χk = e
ik·tχk, we have that (3.30) - (3.31) follow.
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Proposition 3.9 (The fiberization of the gauge orthogonality).
v ⊥ Gχ ∀χ ∈ H1 ⇐⇒ Γ∗vk ≡ −iψ¯τξk + iψτηk − divαk = 0 ∀ k ∈ Ω∗, (3.33)
where vk = (ξk, ηk, αk) is the BFZ transform of v.
Proof. The orthogonal projection operator, Pg, onto the space spanned by the gauge
zero modes is given explicitly as
Pg = Γh
−1Γ∗, where Γγ′ := Gγ′ and Γ∗v = −iψ¯τξ + iψτη − divα, (3.34)
for v = (ξ, η, α), and h := −∆ + 2|ψτ |2 (see the proof of Proposition 4.1). The latter
operators satisfy Γ∗Γ = h and ΓGχ = Ghχ and therefore P0Gχ = Gχ. Using that
ttranst (χψτ ) = e
iγtttranst (χ)ψτ , we obtain
Γ∗U∗ = U∗Γ∗, UΓ∗ = Γ∗U. (3.35)
Eq. (3.34) implies that the condition Pgv = 0 is equivalent to the condition Γ
∗v = 0.
Moreover, by (3.35), this relation can be used fiberwise, (3.33).
3.4 Spectral properties of Lk and their consequences
We now turn to analysis of the spectrum of the fibre operators Lk. We define the
perturbation parameter
 =
√
κ2 − b
κ2[(2κ2 − 1)β(τ) + 1] . (3.36)
The term (2κ2−1)β(τ) + 1 in the denominator of (3.36) is necessary in order to have a
positive expression under the square root and to regulate the size of the perturbation
domain.
Let H1k be the space of H
1
loc(R2) functions satisfying T transt χk = eik·tχk. By Propo-
sition 3.8 below, 0 is an eigenvalue of Lk of infinite multiplicity with the eigenspace
Vk := {Gχk : χk ∈ H1k}. (Recall that Gχk , χk ∈ H1k appear as fibers of the gauge
zero modes, Gχ of Lτ .) We will see below that this zero eigenspace is eliminated as
the solution we are seeking is orthogonal to
∫ ⊕
Ω∗ Vkdˆk. Hence we consider Lk on the
orthogonal complement (in the Sobolev space H2 based on H, see below) of the space,
Vk, Thus we introduce L⊥k := Lk
∣∣
V⊥k
.
The following proposition is the main result of this section.
Proposition 3.10. The operator L⊥k is self-adjoint and has the following properties
(A) L⊥k has purely discrete spectrum, with all, but three, eigenvalues are & 1;
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(B) L⊥k has three eigenvalues, ν
i
k ≡ νik(τ), i = 1, 2, 3, of order o(1); these eigenvalues
are simple and of the form
ν1k = c1(τ)
2|k|2
2 + |k|2 [(κ
2 − 1
2
)γk(τ) + η(τ, κ)
2] +O(4|k|2), (3.37)
ν2k = c2(τ)|k|2 +O(2|k|2), for |k|  1, and ν2k & |k|2, (3.38)
|∂ανjk| . |k|2−|α|, j = 1, 2, |α| ≤ 2, (3.39)
ν3k ≥ c3(τ)2, (3.40)
where ci(τ) & 1, and γk(τ) and η(τ, κ) are given in (1.6) and (1.9) and Lemma D.5,
respectively;
(C) The eigenfunctions vjk of Lk, corresponding to the eigenvalues ν
j
k, j = 1, 2, 3,
satisfy
vjk(x) ∈ C∞(R2 × R2,C4), ∀j. (3.41)
This proposition is proven in Appendix D. Propositions 3.5 and 3.10 imply Theorem
1.8.
Proposition 3.10 shows that the hessian Lτ has exactly two gapless spectral branches
(bands) νik, i = 1, 2. The gapless band eigenfunctions, v
1
k and v
2
k, originate from the
longitudinal and transverse translational zero modes, Skˆ⊥ and Skˆ, and are due to
breaking the translational symmetry.
The proposition above implies inequalities on the quadratic form of Lk, which play
an important role in our analysis below. We begin with defining the Sobolev space
of order 1 defined by the covariant derivatives, i.e., H1cov := {v ∈ L2(R2,C × C ×
C2) | ‖v‖H1 <∞}, where the norm ‖v‖H1 is determined by the covariant inner product
〈v, v′〉H1 = Re
∫
ξ¯ξ′ + η¯η′ +∇aτ ξ · ∇aτ ξ′ +∇aτ η · ∇aτ η′ + α¯ · α′ +
2∑
i=1
∇α¯i · ∇α′i,
where v = (ξ, η, α) and v′ = (ξ′, η′, α′) (cf. Subsection 1.5).
Let Pg be the orthogonal projection operator onto the space, Vg := {Gχ : χ ∈ H1},
spanned by the gauge zero modes, given explicitly in (3.34) of Appendix 3.3, and
P¯g := 1 − Pg the orthogonal projection onto the orthogonal complement, V⊥g , of the
subspace spanned by the gauge zero modes. We define the orthogonal projections
P ′ := U−1
∫ ⊕
Ω∗
P ′kdˆkU, P
′′ := P¯g − P ′, (3.42)
where P ′k is the orthogonal projection onto the span of the eigenspaces of the operator
Lk, corresponding to the eigenvalues ν
i
k, i = 1, 2, described in Proposition 3.8. These
projections form the partition of unity P ′ + P ′′ = P¯g. Proposition 3.8 implies
〈v, Lτv〉L2 ≥ µτ‖v‖2L2 & 2‖v‖2L2 , ∀v ∈ RanP ′′. (3.43)
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where µτ := infk ν
3
k(τ) & 2. The bound (3.43) implies
‖Lτv‖2 ≥ µτ 〈v, Lτv〉 & 2‖v‖2L2 , ∀v ∈ RanP ′′. (3.44)
Indeed, ones observes that (3.43) gives µτ‖v‖2〈v, Lτv〉 ≤ 〈v, Lτv〉2 ≤ ‖v‖2‖Lτv‖2,
which implies (3.44) (the second inequality follows from (3.43)).
The lower bound (3.43) is upgraded to the one involving the H1cov norm on the
r.h.s., which together with the standard elliptic upper bound, gives
Corollary 3.11.
‖v‖2H1 & 〈v, Lτv〉L2 & 2‖v‖2H1 , ∀v ∈ RanP ′′, (3.45)
‖v‖H2 . ‖Lτv‖L2 , ∀v ∈ RanP ′′. (3.46)
Proof. To begin with, using the explicit expression for Lτ in (C.1), integration by parts
and Schwartz and Sobolev inequalities, we show that
〈v, Lτv〉L2 ≥ ‖v‖2H1 − C‖v‖2L2 , (3.47)
for some positive constant C.
Now let δ ∈ [0, 1] be arbitrary and denote µ ≡ µτ . We combine (3.47) with the
bound (3.43), to obtain
〈v, Lτv〉L2 = (1− δ)〈v, Lτv〉L2 + δ〈v, Lτv〉L2
≥ (1− δ)µ‖v‖2L2 + δ(‖v‖2H1 − C‖v‖2L2)
= ((1− δ)µ− δC)‖v‖2L2 + δ‖v‖2H1 .
(3.45) now follows by choosing δ = µ1+µ+C and using that µ & 2.
Next, the bound (3.46) follows from ‖Lτv‖L2 ≥ δ‖Lτv‖L2 + (1 − δ)µ‖v‖L2 ≥
δ‖∇v‖L2 − δC‖v‖L2 + (1− δ)µ‖v‖L2 .
Now we consider RanP ′. Let νjk be the eigenvalues, described in Proposition 3.10,
which are L∗−periodic functions on R2. We define the operator of multiplication A on
Lp(Ω∗,C2), given by
(Af)(k) := (ν1kf1(k), ν
2
kf2(k)), (3.48)
where f = (f1, f2). Furthermore, recall t
reflf(k) = f(−k). The following lemma
describes the spectral decomposition map for the operator LτP
′,
Lemma 3.12. There are maps V : L2(Ω∗,C2) → L2(R2;C × C × C2) and V ∗ :
L2(R2;C×C×C2)→ L2(Ω∗,C2), s.t. (a) V ∗V = 1, (b) V V ∗ = P ′, (c) V ∗Lτ = AV ∗,
(d) ‖V f‖H1 . ‖f‖L2. Moreover, V and V ∗ satisfy
V ∗T reflv = −treflV ∗v, T reflV f = −V treflf, (3.49)
‖V f‖L∞ . ‖f‖L1 , ‖xV f‖L∞ . ‖f‖L1 + ‖∇f‖L1 . (3.50)
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Note that (i) (3.49) implies that, if v is even, as in our case, see (4.17), then the
function f := V ∗v must be odd and (ii) V ∗ gives the spectral decomposition of the
operator LτP
′, namely, LτP ′ = V AV ∗.
The maps V and V ∗ give the isomorphism between the spaces RanP and L2(Ω∗,C2).
We define these maps explicitly. For the eigenfunctions vjk of Lk, corresponding to the
eigenvalues νjk, j = 1, 2, 3, described in Proposition 3.10, we define vk := (v
1
k, v
2
k). We
extend our standard operators to act on vk. The facts that T
reflLk = L−kT refl and that
the eigenvalues vjk are simple and equation (B.8) imply that these functions have the
following properties
T reflvk = v−k and vk ∈ Hm(Ω∗ × Ω,C2), ∀m. (3.51)
Now, we define the maps V : L2(Ω∗,C2)→ L2(R2;C×C×C2) and V ∗ : L2(R2;C×
C× C2)→ L2(Ω∗,C2) by
V ∗ : v →
∫ ⊕
Ω∗
(〈vk1, (Uv)k〉, 〈vk2, (Uv)k〉)dˆk and V : f → U−1
∫ ⊕
Ω∗
dˆkfk · vk.
Proof of Lemma 3.12. The properties (a) - (c) of the maps V and V ∗ stated in Lemma
3.12 follow from the definition (in particular, to see that V is an isometry it is useful to
represent it as V = U−1W , where Wf :=
∫ ⊕
Ω∗ dˆkfkvk, and use the unitarity of U and
W ).
Recall T˜ gaugeγ := eiγ ⊕ e−iγ ⊕1. To show (3.49), we use that, by the definition of V ,
we have the formula
(V f)(x+ t) =
∫
Ω∗
dkχk(t)fkT˜
gauge
γt vk(x), x ∈ Ω. (3.52)
Since γ−t(−x) = γt(x) and T reflvk = v−k, we have
(T reflV f)(x+ t) =
∫
Ω∗
dˆkχk(−t)fkT˜ gaugeγt T reflvk
= −
∫
Ω∗
dˆkχ−k(t)fkT˜ gaugeγt v−k = −
∫
Ω∗
dˆkχk(t)f−kT˜ gaugeγt vk.
This gives the second relation in (3.49). The first relation in (3.49) is proven similarly.
Before proceeding to the remaining statements in Lemma 3.12, we prove the fol-
lowing properties of the maps V and V ∗:
xjV = V i∇′j + Vj , V ∗xj = i∇′jV ∗ − V ∗j , (3.53)
where Vj and V
∗
j are adjoint operators satisfying ‖Vjf‖L2 . ‖f‖L2 and ‖V ∗j v‖L2 .
‖v‖L2 , By (3.20), we have xV f = U−1(i∇k + x)
∫ ⊕
Ω∗ dˆkfkvk = U−1
∫ ⊕
Ω∗ dˆk[∇kfkvk +
fk(i∇k +x)vk]. This gives the first relation in (3.53), with Vj and V ∗j adjoint operators
given by
Vjf := U
−1
∫ ⊕
Ω∗
dˆkfk(i∂kj + xj)vk, and V
∗
j v :=
∫ ⊕
Ω∗
dˆk〈(i∂kj + xj)vk, (Uv)k〉Ω.
AL: stability under finite energy perturbations, August 10, 2016 36
The second relation is adjoint of the first. It can be also derived independently, similarly
to the first one. The boundedness of Vj and V
∗
j follows from the second relation in
(3.51).
Next, using the representation (3.52) and the estimates on vk in (3.51) and writing
supx∈R2 = maxt∈L supx∈Ω+t, we find the first estimate in (3.50). Using the first estimate
in (3.50) and and the second relation in (3.53), we find the second estimate in (3.50).
Proceeding similarly as in the previous paragraph and and using the second relation
in (3.20) and the fact that the Sobolev space H1 is defined in terms of the covariant
derivatives, D, we obtain
‖DmV f‖L∞ . ‖f‖L2 , (3.54)
where, recall that D is either ∇aτ ⊕ 1 or 1 ⊕∇. This inequality implies the property
(d).
Finally, we prove the estimates, used in the estimates of the nonlinearity in Ap-
pendix E:
‖V ∗v‖L∞ . ‖Uv‖H−1x L∞k , (3.55)
where the notation ‖w‖XkYx , for a function wk(x), stands for the norm ‖‖wk‖Yx‖Xk ,
and
‖DmV f‖L2 . ‖f‖L2 , ‖xV f‖L2 . ‖f‖L2 + ‖∇f‖L2 , (3.56)
(3.55) follows from the definition of V ∗ given above and the properties (3.51) of vk.
Indeed, we have
‖V ∗v‖L∞ ≤ sup
k∈Ω∗
|〈vk, (Uv)k〉|
≤ sup
k∈Ω∗
‖vk‖H1 sup
k∈Ω∗
‖(Uv)k‖H−1 . ‖Uv‖H−1x L∞k .
The inequalities in (3.56) follow from the first relation in (3.53), the definition of V
and (3.22).
4 Asymptotic stability: Proof of Theorem 1.4
4.1 Reparametrization of solutions
Our goal in this subsection is to reparametrize a neighbourhood of the equivalence
class Mτ = {T gaugeχ uτ : χ ∈ H1(R2,R)} of the Abrikosov L−lattice solution, uτ =
(ψτ , ψ¯τ , aτ ). The tangent space, TuτM at uτ ∈ Mτ is spanned by the gauge zero
modes Gχ, given in (1.43).
Below we consider orthogonal complements the tangent spaces, TuτM. We define,
for δ > 0, its tubular neighbourhood,
Uδ = {T gaugeχ (uτ + v) : χ ∈ H1(R2,R), v ∈ H1cov, ‖v‖H1 < δ} (4.1)
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and prove the following decomposition for u close to the manifold M. Recall the
notation u = (ψ, ψ¯, a).
Proposition 4.1. There exist δ∗ > 0 (depending on ) and a map η : Uδ∗ → H2(R2,R)
such that v := (T gaugeη(u) )
−1u − uτ ⊥ Gχ for all χ ∈ H2(R2,R). Moreover, if u satisfies
T reflu = u, then η(u) satisfies treflη(u) = η(u), where trefl : χ(x)→ χ(−x), and therefore
v := (T gaugeη(u) )
−1u− uτ ⊥ Gχ satisfies T reflv = v.
Proof. We omit the superindex ”gauge” in T gaugeγ . Our goal is to solve the equation
〈Gχ, u − T−γuτ 〉L2 = 0, ∀χ ∈ H1(R2,R), for γ in terms of u. Define the affine space
X = uτ +H
1
cov and let Γχ := Gχ. Then, 〈Gχ, u− T−γuτ 〉L2 = 〈χ,Γ∗(u− T−γuτ )〉L2 =
0, ∀χ ∈ H1(R2,R), is equivalent to Γ∗T−1γ (u− Tγuτ ) = 0. Hence our problem can be
reformulated as solving the equation f(γ, u) = 0 for γ in terms of u, where the map f
is given by
f(γ, u) = Γ∗T ∗γ (u− Tγuτ ).
Here we used that T−1γ = T ∗γ . To solve this equation, we use the Implicit Function
Theorem. From the definition, it is clear that f : H2(R2,R)×X → L2(R2,R), is a C1
map and f(γ, Tγuτ ) = 0. Finally, we calculate the linearized map: dγf(γ, u)|u=Tγuτχ =
−Γ∗T ∗γ dγTγuτχ and dγTγuτχ = Tγgγ˙uτ = TγΓχ, where χ ∈ H1(R2,R), which gives
dγf(γ, u)|u=Tγuτχ = −Γ∗Γχ. We compute Γ∗v = −iψ¯τξ+ iψτη−divα for v = (ξ, η, α).
Hence, we have Γ∗Γ = −∆ + 2|ψτ |2. The last two relations give
dγf(γ, u)
∣∣
u=Tγuτ
= ∆− 2|ψτ |2.
For |ψτ |2 periodic, −∆ + 2|ψτ |2 is self - adjoint and, as easy to see using uncertainty
principle near zeros of |ψτ |2, is strictly positive, −∆ + 2|ψτ |2 ≥ δ > 0, with δ depend-
ing on . Therefore it is invertible. The Implicit Function Theorem then gives us a
neighbourhood V of uτ in X and a neighbourhood W of 0 in H
2(R2,R) and a map
H : V →W such that f(γ, u) = 0 for (γ, u) ∈W × V if and only if γ = H(u). We can
always assume that V is a ball of radius δ0.
We can now define the map η on Uδ for δ < δ0 as follows. Given u ∈ Uδ, choose
γ such that u = Tγ(uτ + v) with uτ + v ∈ V . We define η(u) = γH(uτ + v). To
show that η is well defined, we first show that if g is sufficiently close to the identity,
then H(Tγu) = γH(u). To begin with, we note for all γ, Tγ(V ) ⊂ V . One can easily
verify, by the definition of f , that f(γδ, Tγu) = f(δ, u). Indeed, we have f(γh, Tγu) =
Γ∗T ∗γδ(Tγu−Tγδuτ ) = Γ∗T ∗δ (u−Tδuτ ) = f(δ, u). Hence f(γH(u), Tγu) = f(H(u), u) =
0, and therefore by the uniqueness of H, it suffices to show that γH(u) ∈ W , but this
can easily be done by taking V to be smaller if necessary.
Suppose now that we have also u = Tγ′(uτ + v
′). Then Tγ−1γ′(uτ + v′) = uτ + v.
Therefore, by the relation H(Tγu) = γH(u), we have
γH(uτ + v) = γH(Tγ−1γ′(uτ + v
′)) = γγ−1γ′H(uτ + v′) = γ′H(uτ + v′),
so η is well-defined. Finally, since T reflΓ = Γr and rΓ∗ = Γ∗T refl, we have that the
function f(γ, u) satisfies f(rγ, T reflu) = f(γ, u), which implies the second statement
follows and the proof is complete.
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Remark 4.2. Going from u to u′ := (T gaugeη(u) )
−1u, with η(u) s.t. u′ − uτ ⊥ Gχ, ∀χ,
fixes the gauge. Another gauge fixing would be choosing η(u) so that div a′ = 0, where
a′ = a − ∇η(u). One cannot do both as they are incompatible. Both ways to fix the
gauge coincide in the leading order in . So in the leading order, one can take div a = 0,
which eliminates the null space of curl.
4.2 GES equations in the moving frame
Since, by the definition ρ˜u = u and ρ˜T gaugeχ uτ = T
gauge
χ uτ , we have that v in Proposition
4.1 satisfies ρ˜v = v. With this in mind, we reformulate the result of Proposition 4.1 as
u = T gaugeγ (uτ + v), with v ⊥ Gχ ∀χ ∈ H1, and ρ˜v = v, and some γ, (4.2)
treflγ = γ and T reflv = v, if, in addition, u satisfies T reflu = u. (4.3)
Proposition 4.3. If u = (ψ, ψ¯, a) is a solution to the Gorkov-Eliashberg-Schmidt equa-
tion (3.1) (which is equivalent to (1.34)), then γ and v, defined in the equation (4.2),
satisfy the equation
∂tv = −Lτv − Vσv −Nτ (v)−Gσ, σ := φ+ γ˙, (4.4)
and ρ˜v = v. Here Lτ = dJ(uτ ) = E ′′(uτ ) is the hessian defined in (1.40), γ˙ = ∂tγ,
Vχv := (iχξ,−iχη, 0), (4.5)
for v = (ξ, η, α), and Nτ (v) is the nonlinearity,
Nτ (v) = J(uτ + v)− J(uτ )− Lτv. (4.6)
(The terms Lτ and Nτ (v) are given explicitly by expressions (C.1) and (E.4) of Ap-
pendices C and E.)
In the opposite direction, if γ and v satisfy the equations (4.4) and ρ˜v = v, then u,
defined by (4.2), is a solution to (1.34).
In addition, T reflu = u←→ T reflv = v, treflσ = σ.
Proof. Plugging u˜ := (T gaugeγ )−1u = uτ+v into (3.3), using ∂t,σ(uτ+v) = ∂tv+Vσv+Gσ,
with σ := φ+ γ˙, and expanding J(uτ + v) in v and using that dJ(uτ ) = E
′′(uτ ) = Lτ ,
where dJ(u) = (dψ¯J(u), dψJ(u), daJ(u)) (see Section 1.7 for the notation), gives (4.4).
Proceeding in the reverse order, one can easily prove that u satisfies the generalized
version of the equation (3.1), i.e. with J extended to functions of the form (ψ, θ, a),
which becomes (3.1) (which is, of course, equivalent to (1.34)), once we know that
ρ˜u = u.
Eq (4.4) is for the unknowns v and γ. For γ = −η(u) and v, defined in Proposition
4.1, this equation is supplemented by the conditions v ⊥ Gγ′ , ∀γ′. Projecting it onto
the subspace spanned by the gauge zero modes (tangent vectors) and its orthogonal
complement leads to two coupled equations for v and γ. To derive these equations we
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need the following definitions. Recall that P¯g := 1 − Pg be the orthogonal projection
onto the orthogonal complement, V⊥g , of the subspace, Vg, spanned by the gauge zero
modes. Recall that the real-linear operator ρ is defined in (3.24). We have
Proposition 4.4. If u(t) = (ψ(t), ψ¯(t), a(t)) satisfies (3.1), then the functions v and
σ := φ+ γ˙, defined by u in (4.2), satisfy the following equations
∂tv = −L⊥τ v − P¯g(Vσv +Nτ (v)), (4.7)
(−∆ + 2|ψτ |2 + ψ¯τξ + ψτη)σ = −iψ¯τNξ(v)− iψτNη(v) + divNα(v), (4.8)
where L⊥τ := Lτ P¯g, Nτ (v) = (Nξ(v), Nη(v), Nα(v)), and ρ˜v = v. Moreover, if T reflu =
u, then v and σ obey
T reflv = v and treflσ = σ. (4.9)
Conversely, given v and σ solving the equations (4.7) and (4.8) and satisfying ρ˜v =
v, the function u, defined by (4.2), satisfies (3.1) (and ρ˜u = u). Moreover, if v and σ
obey (4.9), then T reflu = u.
Proof. By Proposition 4.3, Eq (3.1) is equivalent to Eqs (4.4) and ρ˜v = v. Projecting
the equation (4.4) onto the orthogonal complement of the subspace spanned by the
gauge zero modes (tangent vectors) gives (4.7).
Now, we project (4.4) onto the tangent vectors, Gχ ∀χ (see (1.43)). Multiplying
(4.4) scalarly by Gχ = (iχψτ ,−iχψτ ,∇χ) and using 〈Gχ, v〉 = 0, LτGχ = 0 and that
Lτ is a symmetric operator, we find
〈Gχ, Vσv +Nτ (v) +Gσ〉 = 0. (4.10)
Remembering the definitions (4.5) and (4.6), and using that 〈Gχ, Vγ′v〉 = 〈χ, (ψ¯τξ +
ψτη)γ
′〉, 〈Gχ, Nτ (v)〉 = 〈χ, iψ¯τNξ(v) + iψτNη(v)− divNα(v)〉 and
〈Gχ, Gγ〉 = 〈χ, (−∆ + 2|ψτ |2)γ〉, (4.11)
we see that (4.10) can be rewritten in the form 〈χ, f〉 = 0, where f := (−∆ + 2|ψτ |2 +
ψ¯τξ +ψτη)σ+ iψ¯τNξ(v) + iψτNη(v)− divNα(v), which, since χ ∈ H2 is arbitrary and
div aτ = 0, implies the equation (4.8) (see also (3.34) of Appendix 3.3).
By the last part of Proposition 4.3, T reflu = u iff v and σ obey (4.9).
In the opposite direction, since J(ρ˜u) = ρ˜J(u) (see (3.7) and (3.24)), we see that
(4.4) and therefore also (4.7) and (4.8) are invariant under the transformation v → ρ˜v.
Hence, it follows that, given v and σ solving the equations (4.7) and (4.8), the function
u, defined by (4.2), satisfies (3.1). Moreover, by (4.2), if v and σ satisfy (4.9), then u,
defined by (4.2), satisfies T reflu = u.
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4.3 Asymptotic stability
In this subsection, assume that  is sufficiently small and τ and κ are such that
γk(τ) > 0 ∀k ∈ (R2/L∗)/{0}, κ > 1/
√
2, η(τ, κ) > 0. (4.12)
These inequalities and (3.37) - (3.38) imply that the first two eigenvalues of Lk are
positive for k 6= 0 and satisfy the estimate
νik ≡ νik(τ) & |k|2, i = 1, 2. (4.13)
The remaining eigenvalues are always & 2.
We consider the Gorkov-Eliashberg-Schmidt equations (1.34) (or (4.4)) with an
initial condition (ψ0, ψ¯0, a0) ∈ Uδ0 , with δ0 < δ∗ (Uδ is defined in (4.1) and δ∗ is given
in Proposition 4.1), satisfying
(ψ0(x), ψ¯0(x), a0(x)) = (ψ0(−x), ψ¯0(−x),−a0(−x)). (4.14)
Then, by the local existence there T > 0 s. t. (1.34) has a solution, (ψ(t), φ(t), a(t)) ∈
C1([0, T ];Uδ) for some δ < δ∗. Moreover, by the uniqueness, this solution satisfies
(ψ(t, x), ψ¯(t, x), a(t, x)) = (ψ(t,−x), ψ¯(t,−x),−a(t,−x)). (4.15)
Since u(t) = (ψ(t), ψ¯(t), a(t)) ∈ C1([0, T ];Uδ) for some δ < δ∗, by Propositions
4.3 and 4.4, if u(t) satisfies the Gorkov-Eliashberg-Schmidt equations (3.1), then the
functions v and σ, defined by u in (4.2) and by σ := γ˙ + φ, satisfy the equations (4.7),
(4.8) and (4.9).
It turns out that the equations (4.7) and (4.8) for v and σ are more convenient for
analysis than (1.34) and we concentrate on them. We supplement the latter equations
with the initial condition v0. Since, by the uniqueness, the Abrikosov lattice solutions
uτ = (ψτ , ψ¯τ , aτ ) satisfy T
refluτ = uτ and, trivially, T
reflu = u, where T refl is defined in
(B.16), v0 must satisfy
T reflv0 = v0, and ρv0 = v0. (4.16)
By the reflection invariance of the equation (4.4), Proposition 4.1, the invariance of
(4.7) under the transformation v → ρv, and the condition (D.13), the solutions v and
σ to the equations (4.7) and (4.8) satisfy
T reflv = v, treflσ = σ, and ρv = v. (4.17)
(We can also appeal to Proposition 4.4.)
Finally, by Proposition 4.1, we can assume from now on that v belongs to the space
H1⊥ := {v ∈ H1cov : v ⊥ Gχ ∀χ} ≡ (RanPg)⊥. (4.18)
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Recall that P ′ and P ′′ are the projections defined in (3.42) and satisfying P ′+P ′′ =
P¯g. Since by Proposition 4.3, P¯gv = v, we can write v = v
′ + v′′, where v′ := P ′v and
v′′ = P ′′v, and split the the equation (4.7) into the two equations
∂tv
′ = −L′τv′ + N˜ ′(v), (4.19)
∂tv
′′ = −L′′τv′′ + N˜ ′′(v), (4.20)
where L′τ and L′′τ are the restrictions of the operator Lτ to the subspaces RanP ′ and
RanP ′′ and N˜ ′(v) := P ′N˜(v) and N˜ ′′(v) := P ′′N˜(v), with N˜(v) := Vσv+Nτ (v). (Note
that P ′P¯g = P ′ and P ′′P¯g = P ′′, where, recall, P¯g := 1− Pg.)
Relation (3.43) implies that the restriction of the operator Lτ to the subspace
RanP ′′ has a gap & 2 in the spectrum, and therefore v′′ can be estimated in terms of v′
using the differential inequalities for appropriate Lyapunov functionals. The restriction
of the operator Lτ to the subspace RanP
′ is the multiplication operator by ν1k ⊕ ν2k ,
which is of a simple form and behave as O(|k|2) at k = 0 and therefore the equation
(4.19) can be handled directly by standard techniques. Of course, outcoming estimates
in one subspace are incoming into the other.
Our first goal is to prove a priori bounds on v′ and v′′. In what follows, we denote
< t >:= (1 + t)1/2 and ‖f‖X∩Y := ‖f‖X + ‖f‖Y .
To concentrate on the essentials and keep notation from running amok, in what
follows, we keep only the second order terms in the nonlinear estimates, omitting thus
the third order ones. These terms give the main contributions if the norms involved
are less than some constant.
Control of v′′: the Lyapunov functionals. We introduce the norms ‖v′′(t)‖2
H11
:=
‖v′′(t)‖2H1 + ‖P ′′xv′′(t)‖2H1 , ‖v′‖2L∞1 := ‖v
′‖2L∞ + ‖xv′‖2L∞ and ‖v′‖X′δT := supt∈[0,T ][<
t >
1
2
δ ‖v′(t)‖H1+ < t >δ−
1
2 ‖v′(t)‖L∞1 ]. With these definitions, the main result of this
paragraph is the following
Lemma 4.5. Let µ = µτ be the same as the one in (3.43). There is  > 0 such that if
‖v(t)‖H1 ≤ , ∀t ∈ [0, T ], then, for all t ∈ [0, T ],
‖v′′(t)‖H11 . e
− 1
4
cµt‖v′′0‖H11 + < t >
−11/8 ‖v′‖3/2
X′
3/2T
. (4.21)
Proof. We begin with some auxiliary statements. First, we define the Lyapunov func-
tional Λ1(v) =
1
2〈v, Lτv〉L2 and derive for it a differential inequality. We compute
∂tΛ1(v) = 〈Lτv, ∂tv〉. Now using the equation (4.20) to express ∂tv, we obtain
∂tΛ1(v
′′) =〈Lτv′′,−Lτv′′ + N˜ ′′(v)〉. (4.22)
Recall that, due to the assumptions κ > 1/
√
2 and (4.12), µ = µτ entering (3.43), is
positive, µ > 0.
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We begin with the estimate of the second term on the r.h.s.. We use the rough
inequality |〈Lτv′′, N˜ ′′(v)〉| ≤ ‖Lτv′′‖L2‖N˜ ′′(v))‖L2 . To treat the second factor on the
r.h.s., we use the estimate
‖N˜(v)‖L2 . ‖v′‖H1‖v′‖L∞ + ‖v′′‖H2‖v‖H1 , (4.23)
which follows from (E.1), shown in Appendix E, if one assumes ‖v‖H1 . 1. (This
assumption is shown later to be superfluous and is made to simplify the expressions
involved; it cab also built into our spaces.) Next, we use the bounds (3.45) and (3.46),
together with the estimates above and use ‖Lτv′′‖L2 ‖v′‖H1‖v′‖L∞ ≤ 14‖Lτv′′‖2L2 +
C‖v′‖2H1‖v′‖2L∞ , to find
|〈Lτv′′, N˜ ′′(v)〉| ≤ 1
4
‖Lτv′′‖2L2 + C‖Lτv′′‖2L2‖v‖H1 + C‖v′‖2H1‖v′‖2L∞ .
This estimate, together with the relations (4.22) and ‖Lτv′′‖2L2 ≥ 12‖Lτv′′‖2L2 +µΛ1(v′′)
(this follows from (3.44) and 〈v′′, Lτv′′〉 = 2Λ1(v′′)), gives, for some C > 0,
∂tΛ1(v
′′) ≤ −µΛ1(v′′)− (1
4
− C‖v‖H1)‖Lτv′′‖2L2 + C‖v′‖2H1‖v′‖2L∞ . (4.24)
Now, to control ‖P ′′xv′′(t)‖2H1 , we use the Lyapunov functional
Λ2(v
′′) =
1
2
〈LτP ′′xv′′, P ′′xv′′〉L2 . (4.25)
Similarly to (4.22), we derive a differential inequality for Λ2(v
′′). As in (4.22), on the
first step, we obtain
∂tΛ2(v
′′) =〈LτP ′′xv′′, P ′′x(−Lτv′′ + N˜ ′′(v))〉. (4.26)
We estimate the terms on the r.h.s.. We use P ′′xLτ = LτP ′′x + P ′′[x, Lτ ] and the
estimates ‖[x, Lτ ]v′′‖L2 . ‖v′′‖H1 and (3.44) with v′′ → P ′′xv′′, to obtain
〈LτP ′′xv′′, P ′′xLτv′′〉 ≥ 〈LτP ′′xv′′, LτP ′′xv′′〉 − ‖LτP ′′xv′′‖L2‖v′′‖H1
≥ µΛ2(v′′) + 1
4
‖LτP ′′xv′′‖2 − ‖v′′‖2H1 . (4.27)
Let ‖v‖Lp1 := ‖v‖Lp + ‖xv‖Lp . In Appendix E, we prove the following estimate
‖xN˜(v)‖L2 . ‖v′‖L∞1 ‖v′‖H1 + ‖v′‖H1‖P ′′xv′′‖H2
+ ‖v′‖L∞‖P ′′xv′′‖H1 . (4.28)
By the definition (3.42), [x, P ′′] = −[x, P ′]− [x, Pg], where, recall, Pg is the orthogonal
projection onto the span of the gauge modes, defined in (3.34). Furthermore, the
property (b) (V V ∗ = P ′) and the relation (3.53) imply the relations
P ′xj = xjP ′ − VjV ∗ − V V ∗j . (4.29)
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Then the relations (4.29) and (E.13) of Appendix E show that [x, P ′′] is a bounded
operator on L2. We use this fact, the relation xN˜ ′′(v) = P ′′xN˜(v) + [x, P ′′]N˜(v), and
the estimates (4.23) and (4.28), we find
‖xN˜ ′′(v)‖L2 . ‖v′‖L∞1 ‖v′‖H1 + ‖v′‖H1‖P¯ xv′′‖H2 + ‖v′‖L∞‖P¯ xv′′‖H1 . (4.30)
Using this and using |〈Lτ P¯ xv′′, P¯ xN˜ ′′(v)〉| ≤ ‖Lτ P¯ xv′′‖L2‖xN˜ ′′(v)‖L2 , the triangle
inequality ab ≤ 18a2 + 2b2 and ‖P¯ xv′′‖H2 . ‖Lτ P¯ xv′′‖L2 , we obtain
|〈Lτ P¯ xv′′, P¯ xN˜ ′′(v)〉| . ‖Lτ P¯ xv′′‖L2
(‖xv′‖L∞‖v′‖H1 + ‖P¯ xv′′‖H2‖v‖H1)
≤ 1
8
‖Lτ P¯ xv′′‖2L2 + C‖xv′‖2L∞‖v′‖2H1 + C‖v‖H1‖Lτ P¯ xv′′‖2L2 ,
where, recall, ‖f‖X∩Y := ‖f‖X + ‖f‖Y . This together with (4.26) and (4.27), implies
∂tΛ2(v
′′) ≤ −µΛ2(v′′)− (1
8
− C1‖v‖H1)‖Lτ P¯ xv′′‖2L2
+ ‖v′′‖2H1 + C‖xv′‖2L∞‖v′‖2H1 . (4.31)
Adding this inequality times δ to (4.24) and denoting Λ(v′′) = Λ1(v′′) + δΛ2(v′′) and
using the estimate ‖v′′‖kH1 ≤ ‖v′′‖2H1‖Lτv′′‖k−2L2 and choosing δ > 0 so that δ‖v′′‖2H1 ≤
µ
2 Λ1(v
′′) gives
∂tΛ(v
′′) ≤ −µΛ(v′′)− (1
4
− C‖v‖H1)‖Lτv′′‖2L2
− (1
8
− C1‖v‖H1)‖Lτ P¯ xh‖2L2 + C2‖v′‖2L∞1 ‖v
′‖2H1 . (4.32)
Now, to complete the proof, we pick  so that C ≤ 18 and C1 ≤ 116 , where C
and C1 are the same as in (4.32). Then the assumption ‖v′(t)‖H1∩L∞ < , for all
t ∈ [0, T ], and the inequality (4.32) imply that ∂tΛ(v′′) ≤ −µΛ(v′′) + Cg(v′), where
g(v) := ‖v‖2L∞1 ‖v‖
2
H1 , which yields Λ(v
′′) . e− 12µtΛ(v′′0)+
∫ t
0 e
− 1
2
µ(t−s)Cg(v′(s))ds, where
v0 = v|t=0, and therefore, by the estimate ‖v′′(t)‖2H11 . Λ(v
′′) (recall the definition
‖v′′(t)‖2
H11
:= ‖v′′‖2H1 + ‖P¯ xv′′(t)‖2H1), we have
‖v′′(t)‖2H11 . e
− 1
2
cµt‖v′′0‖2H11 +
∫ t
0
e−
1
2
µ(t−s)g(v′(s))ds, (4.33)
for all t ∈ [0, T ], where, recall, g(v) := ‖v‖2L∞1 ‖v‖H1 . Using the definition of the spaces
X ′δ, we bound g(v
′(s)) .< s >−11/4 ‖v′‖3X′
3/2T
, which gives for the second term on the
r.h.s. the estimate∫ t
0
e−
1
2
µ(t−s)g(v′(s))ds .
∫ t
0
e−
1
2
µ(t−s) < s >−11/4 ‖v′‖3X′
3/2T
ds
.< t >−11/4 ‖v′‖3X′
3/2T
.
This, together with (4.33), the statement of the lemma.
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Equation (4.19). Now we obtain bounds on v′. To this end we investigate the
equation (4.19) for v′, in which we pass to the spectral representation for the cor-
responding bands of Lτ , described in Lemma 3.12. Below, we say that a function
v : R2 → C× C× C2 is even/odd iff T reflv = v/T reflv = −v.
Recall the definition of the operators A, V and V ∗, given in (3.48) and in Lemma
3.12. We define f := V ∗v. Applying the map V ∗ to (4.19) and using that V ∗Lτ = AV ∗,
we rewrite the equation (4.19) as
∂tf = −Af +Nh(f), where h = v′′ := P ′′v and Nh(f) = V ∗N˜(V f + h). (4.34)
Let W p,s = {f ∈ Lp(Ω∗,C2) : ∂skf ∈ Lp(Ω∗,C2)}. (For s < 1, W∞,s are identified
with the Ho¨lder spaces.) We consider this equation in the Banach spaces XδT := {f :
[0, T ]→ C2 : f is odd and ‖f‖XδT <∞}, with the norm
‖f‖XδT := sup
t∈[0,T ]
∑
s=0,1
[< t >δ−s/2 ‖f(t)‖W 1,s + ‖f(t)‖W∞,s ]. (4.35)
Now, for v′′, we take the space Yδ := {h : [0, T ] → H1(R2,C × R2) : ‖h‖Yδ < ∞},
with the norm ‖h‖Yδ := supt∈[0,T ] < t >δ ‖h(t)‖H11/2 . Recall the notation ‖f‖X∩Y :=
‖f‖X + ‖f‖Y . In this paragraph we prove
Lemma 4.6. Assume v′′ is even (i.e. T reflv′′ = v′′) and obeys the estimate ‖v′′‖H1
1/2
.<
t >−3/4. Then any solution to the equation (4.34), with an initial condition f0 ∈
W∞,1 ∩ L1 which is odd, satisfies the following bound
‖f‖X3/2T . ‖f0‖W∞,1∩L1 + ‖f‖2X3/2T + ‖h‖2Y3/4T . (4.36)
Proof. In this proof we set h = v′′. By the construction
−Af +Nh(f) = V ∗P ′J(uτ + V f + h) =: Jh(f). (4.37)
The equations (3.7) and (3.49) and the relations T reflP ′ = P ′T refl and T refl(uτ + V f +
h) = uτ − V treflf + T reflh show that
treflV ∗P ′J(uτ + V f + h) = −V ∗T reflP ′J(uτ + V f + h)
= −V ∗P ′J(uτ − V treflf + T reflh),
which implies that
JT reflh(−treflf) = −Jh(f). (4.38)
By the equations (4.37) and (4.38), the equation (4.34) has the parity symmetry in
the sense that if f is a solution, then so is −treflf . Thus if it has a unique solution and
f0 is odd, then this solution is odd.
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Next, we address the nonlinearity Nh(f). Let H1s = {v ∈ H1(R2;C×R2), P¯ |x|sv ∈
H1(R2;C× R2)}. We claim that the map Nh(f) =
∫ ⊕
Ω∗ dˆkNh,k(f) satisfies
NT reflh,k(−T reflk f) = Nh,−k(f). (4.39)
To show (4.39), we use that the second relation in (3.49) implies
T refl(V f + h) = −V T reflk f + T reflh. (4.40)
Furthermore, by the definitions N˜(v) := Vσv+Nτ (v) and Nτ (v) = J(uτ + v)−J(uτ )−
Lτv (see (4.6)) and the relations T
reflJ(u) = J(T reflu), T reflVσ = VσT
refl, T reflLτ =
LτT
refl and T refluτ = uτ , the nonlinearity N˜(v) satisfies
T reflN˜(v) = N˜(T reflv). (4.41)
By the definition, we have Nh(f) = V ∗N˜(V f+h). This together with (4.40) and (4.41)
gives (4.39).
By (4.39), if h is even, then Nh,k(f) is odd in the sense that Nh,k(−T reflk f) =
Nh,−k(f). Furthermore, if Nh,k(f) is differentiable in k and if h is even and f is odd,
then Nh,k=0(f) = 0 and is of the form Nh,k(f) = k · Nh,k1(f), where Nh,k1(f) :=
∇kNh,k¯(f), for some k¯ ∈ Ω∗.
In what follows we use the following estimate on the nonlinearity
‖∂mk Nh,k(f)‖L∞ . ‖f‖2Hm/2 + ‖h‖2H1m/2 , m = 0, 1, (4.42)
which follows from Proposition E.4, shown in Appendix E, if one assumes ‖f‖Hm/2 . 1
and ‖h‖H1
m/2
. 1 (see the parenthetical remark after (4.23)).
Now, using the Duhamel principle, we rewrite (4.34) as
f(t) = e−tAf0 +
∫ t
0
e−(t−s)ANh(s)(f(s)) ds. (4.43)
We estimate the propagator e−tA. In the rest of the proof we omit the subindex T in
XδT and YδT . We claim that, for 0 < s ≤ 1 and 12 < δ ≤ 34 ,∥∥e−tAf∥∥
X1+s/2
. ‖f‖W∞,s∩L1 , (4.44)
where, recall, ‖f‖X∩Y := ‖f‖X + ‖f‖Y , and∥∥∥∥∫ t
0
e−(t−s)ANh(s)(f(s)) ds
∥∥∥∥
X2δ
. ‖f‖2X2δ + ‖h‖2Yδ . (4.45)
The desired estimate (4.36) follows from the estimates (4.44) and (4.45) and the integral
equation (4.43). To be specific we take s = 1 and δ = 34 , which suffices for our purposes.
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To prove the L1−part of the first bound, we consider first t ≥ 1. We write fk =
k · fk1, where fk1 := ∇kfk¯, for some k¯ ∈ Ω∗, and estimate∥∥e−tAf∥∥
L1
≤
∑
i
‖∂kfi‖L∞
∫
Ω∗
e−tν
i
k |k|dˆk. (4.46)
Using the estimate (4.13) on νik and changing the variable of integration as k
′ =
√
tk
gives∫
Ω∗
e−tν
i
k |k|γ dˆk . t−1−γ/2
∫
√
tΩ∗
e−|k|
2/2|k|γ dˆk . t−1−γ/2, γ > −2, i = 1, 2. (4.47)
This, together with the previous estimate, gives
∥∥e−tAf∥∥
L1
. t−3/2‖∂kf‖L∞ . Next, the
L1−part of (4.44) for t . 1 follows from the elementary estimate∥∥e−tAf∥∥
L1
≤ max
i
sup
k∈Ω∗
(e−tν
i
k)‖f‖L1 . ‖f‖L1 . (4.48)
The last two estimates give∥∥e−tAf∥∥
L1
.< t >−3/2 (‖∂kf‖L∞ + ‖f‖L1). (4.49)
Now, using ∂ke
−(t−s)νik = −t(∂kνik)e−tν
i
k + e−tνik∂k and |∂kνik| . |k| and using the
representation fk = k · f ′k and (4.47), we obtain
∥∥∂ke−tAf∥∥L1 . t−1‖∂kf‖L∞ . We
estimate
∥∥∂ke−tAf∥∥L1 for t . 1 similarly to (4.48). This shows∥∥∂ke−tAf∥∥L1 .< t >−1 ‖∂kf‖L∞ + ‖f‖L1 , (4.50)
which completes the proof of the L1−part of (4.44).
Similarly, we have
∥∥e−tAf∥∥
L∞ ≤ maxi supk∈Ω∗(e−tν
i
k)‖f‖L∞ and similarly
∥∥∂ke−tAf∥∥L∞ .∥∥t|k|2e−tAf ′∥∥
L∞ +
∥∥e−tA∂kf∥∥L∞ . ‖∂kf‖L∞ , where f ′ := ∫ ⊕Ω∗ f ′kdˆk, and therefore the
L∞−part of (4.44), i.e. ∥∥e−tAf∥∥
W∞,1 . ‖f‖W∞,1 , holds.
Next, we show the estimate (4.45). Using that N (f, h) is odd and using (4.49), we
obtain∥∥∥∥∫ t
0
e−(t−s)ANh(s)(f(s)) ds
∥∥∥∥
L1
.
∫ t
0
< t− s >−3/2 ‖Nh(s)(f(s))‖W∞,1 ds.
Using this estimate, the bounds (4.42) and ‖f‖2
L2
1/2
≤ ‖f‖L∞1 ‖f‖L1 , we find
‖Nh(s)(f(s))‖W∞,1 . ‖f(s)‖L∞1 ‖f(s)‖L1 + ‖h(s)‖
2
H1
1/2
.< s >−3/2 (‖f‖2X3/2 + ‖h‖
2
Y3/4
). (4.51)
This gives∥∥∥∥∫ t
0
e−(t−s)ANh(s)(f(s)) ds
∥∥∥∥
L1
.
∫ t
0
< t− s >−3/2< s >−3/2 ds(‖f‖2X3/2 + ‖h‖
2
Y3/4
).
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Next, using (4.44) and (4.42), we have∥∥∥∥∫ t
0
∂ke
−(t−s)ANh(s)(f(s)) ds
∥∥∥∥
L1
.
∫ t
0
< t− s >−1 ‖∂kNh(s)(f(s))‖L∞ ds.
By (E.17) of Appendix E and
∫ t
0 < t − s >−α< s >−β ds .< t >−α, for β ≥ α and
β > 1, this gives∥∥∥∥∫ t
0
e−(t−s)ANh(s)(f(s)) ds
∥∥∥∥
W∞,1
.< t >−3/2 (‖f‖2X3/2 + ‖h‖
2
Y3/4
),
which is the L1−part of the estimate in (4.45). Similarly to above, using that Nh,k(f) =
k · Nh,k,1(f), we have∥∥∥∥∫ t
0
e−(t−s)ANh(s)(f(s)) ds
∥∥∥∥
L∞
≤
∫ t
0
max
i
sup
k∈Ω∗
(e−(t−s)ν
i
k)‖Nh(s)(f(s))‖L∞ ds. (4.52)
Now, using (E.17), we conclude∥∥∥∥∫ t
0
e−(t−s)ANh(s)(f(s)) ds
∥∥∥∥
L∞
. ‖f‖2X3/2 + ‖h‖
2
Y3/4
,
Next, we have∥∥∥∥∫ t
0
∂ke
−(t−s)ANh(s)(f(s)) ds
∥∥∥∥
L∞
≤
∫ t
0
max
i
sup
k∈Ω∗
(e−(t−s)ν
i
k(t− s)|k|2)‖Nh(s),1(f(s))‖L∞ ds
+
∫ t
0
max
i
sup
k∈Ω∗
(e−(t−s)ν
i
k)‖∂kNh(s)(f(s))‖L∞ ds,
which, by (E.17), gives
∥∥∥∫ t0 e−(t−s)ANh(s)(f(s)) ds∥∥∥L∞1 . ‖f‖2X3/2 + ‖h‖2Y3/4 . This is the
L1−part of the estimate in (4.45).
Proof of asymptotic stability. Let V XδT := {v′ = V f : f ∈ XδT }. We consider the
equations (4.19)-(4.20) in the spaces V X3/2T ×Y3/2T for (v′, v′′). By the standard local
theory, there is T > 0 s.t. these equations are well-posed on the interval [0, T ].
Now, using that v′ = V f , we show that
‖v′‖X′δT . ‖f‖XδT . (4.53)
Indeed, by the statement (d) of Lemma 3.12, we have
‖v′‖H1 . ‖f‖L2 . (‖f‖L∞‖f‖L1)1/2 ≤< t >−δ/2 ‖f‖XδT .
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Next, the inequality (3.50) implies
‖v′‖L∞1 . ‖f‖W 1,1 ≤< t >−δ+
1
2 ‖f‖XδT ,
which gives (4.53).
By taking initial condition sufficiently small, we can attain that ‖v′‖X′
3/2T
+‖v′′‖Y3/4T ≤
, for given  > 0. Next, we observe sup0≤t≤T ‖v‖H1 ≤ ‖v′‖X′2δT +‖v′′‖YδT for any δ ≥ 0.
Hence the estimates of Lemmas 4.5 and 4.6 hold. Combining these estimates and using
(4.53), we obtain
‖f‖X3/2T + ‖v′′‖Y11/8T . ‖f0‖W∞,1∩L1 + ‖v′′0‖H11 + ‖f‖
3/2
X3/2T
+ ‖v′′‖2Y3/4T . (4.54)
This estimate, for sufficiently small ‖f0‖W∞,1∩L1 + ‖v′′0‖H11 , implies that ‖f‖X3/2T +‖v′′‖Y11/8T . ‖f0‖W∞,1∩L1 + ‖v′′0‖H11 . This bound can be bootstrapped to T =∞.
4.4 Instability
Recall, γδ(τ) := infdist(k,L∗τ )≥δ γk(τ), with γk(τ) given in (1.9). Assume that either
κ2 < 1/2 or γδ(τ∗) < 0 for some τ∗ and δ > 0. Then there is k∗ ∈ Ω∗τ∗ in whose
neighbourhood, (κ2 − 1/2)γk(τ∗) < 0. (From the definition, supk γk(τ) > 0.) Now, by
Theorem 1.8 (see also Proposition 3.8), the lowest spectral branch, ν2k , of the hessian Lτ
is negative for τ = τ∗ and these k’s, provided  is sufficiently small. Then the energetic
instability of uτ for such a (τ∗, κ∗) follows directly from the definition. 
A Product transformation under U
In this section, we develop the product transformation formula for the magnetic Bloch-
Fourier-Zak transform U , which we use in estimating the nonlinearities in Appendix
E.
We consider maps pk : C4 × · · · × C4︸ ︷︷ ︸
k times
×C → C4, written as pk(v1, . . . , vk, ψ), with
the properties that
pk is linear in the first k arguments,
pk(t˜
gauge
χ v1, . . . , , t˜
gauge
χ vk, e
iχψ) = t˜gaugeχ pk(v1, v2, ψ),
where t˜gaugeχ : (ξ, η, α)→ (eiχξ, e−iχη, α), with χ ∈ R (cf. (1.51)), and
|pk(v1, . . . , vk, ψ)| . (1 + |ψ|)|v1| . . . |vk|.
Examples of such products are p2(v1, v2, ψ) = (v
α
1 v
ξ
2, ψ¯τv
ξ
1v
η
2 , ψ¯τv
α
1 v
ξ
2), p2(v1, v2, ψ) =
(ψ¯τv
ξ
1v
ξ
2, v
η
1v
α
2 , v¯
ξ
1v
ξ
2) and p3(v1, v2, v3) = (v
α
1 v
α
2 v
ξ
3, v
ξ
1v
η
2v
η
3 , v
α
1 v
ξ
2v
η
3). Here and below, we
use the super-indices ξ and α to distinguish the ξ− and α− components of the vectors in
H := L2(R2,C)⊕L2(R2,C)⊕L2(R2,C) and the operators acting on these components.
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Lemma A.1. If T transt ψ = e
igsψ and ‖ψ‖L∞ <∞, then
‖Upk(v1, . . . , vk, ψ)‖L∞k Lrx . |Ω∗|(1 + ‖ψ‖L∞x )
∏
j
‖Uvj‖Lpjk Lqjx , (A.1)
for
∑
j p
−1
j = 1,
∑
j q
−1
j = r
−1, 1 ≤ r ≤ ∞.
Proof. Denote vˆ := Uv. For the sake of simplicity of notation, take k = 2. Writing
vi = U
∗vˆi and using the definition of the map U∗ in (3.27), the bi-linearity of p2, the
property T transt ψ = e
igsψ and the second property of p, we find
p2(v1, v2, ψ)(x) = p(
∫
Ω∗
dˆk′eik
′·tT trans−t T˜
gauge
gt vˆ1k′(x),
∫
Ω∗
ˆdk′′eik
′′·tT trans−t T˜
gauge
gt vˆ2k′′(x), ψ(x))
=
∫
Ω∗
dˆk′eik
′·t
∫
Ω∗
ˆdk′′eik
′′·tT trans−t p(T˜
gauge
gt vˆ1k′(x), T˜
gauge
gt vˆ2k′′(x), T
trans
t ψ(x))
=
∫
Ω∗
dˆk′
∫
Ω∗
ˆdk′′ei(k
′+k′′)·tT trans−t p(T˜
gauge
gt vˆ1k′(x), T˜
gauge
gt vˆ2k′′(x), e
igsψ(x))
=
∫
Ω∗
dˆk′
∫
Ω∗
ˆdk′′ei(k
′+k′′)·tT trans−t T˜
gauge
gt p2(vˆ1k′(x), vˆ2k′′(x), ψ(x)).
This, together with the definition of the map U in (3.32), gives
(Up2(v1, v2, ψ))k(x) =
∫
Ω∗
dˆk′
∫
Ω∗
ˆdk′′
∑
t∈L
ei(k
′+k′′−k)·tp2(vˆ1k′(x), vˆ2k′′(x), ψ(x)).
Using the Poisson summation formula
∑
t∈L e
−ik·t = |Ω∗|δ(k) on periodic functions,
this gives
(Up(v1, v2, ψ))k(x) = |Ω∗|
∫
Ω∗
dˆk′p(vˆ1k′(x), vˆ2k−k′(x), ψ(x)).
Now, by the third property of p and by the Ho¨lder and Hausdorf-Young inequalities,
we have (A.1) for k = 2. The general k is done in exactly the same way.
B The shifted hessians Lshiftτ and Kτ and their fibers
In computation of the spectrum of Lτ , the infinite dimensional subspace, Vg := {Gχ :
χ ∈ H1}, of zero modes Gχ, χ ∈ H1, presents a considerable headache. To eliminate
this subspace, we pass to the operator
Lshiftτ := Lτ +
1
2
ΓΓ∗, (B.1)
where the operators Γ and Γ∗ are defined in (3.34). We call Lshiftτ the shifted hessian. A
standard result yields that it is self-adjoint. It has the two advantages: (i) Gχ, χ ∈ H1
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are not zero modes of Lshiftτ anymore, while L
shift
τ
∣∣
V⊥g = Lτ
∣∣
V⊥g (since, as can be readily
checked, Γ∗ = 0 on Vg); (ii) Lshiftτ has a simpler explicit form than Lτ .
To elaborate (i), we define the subspace H⊥ := {v ∈ H : v ⊥ Gγ} and denote by
Hs⊥ the corresponding Sobolev spaces. Then
Lshiftτ
∣∣
H2⊥
= Lτ
∣∣
H2⊥
, (B.2)
Lshiftτ Gχ = Ghχ, where h ≡ hτ := −∆ + |ψτ |2. (B.3)
This leads to the following
Lemma B.1.
σ(Lshiftτ ) ∩ (−∞, c2) = σ(Lτ ) ∩ (−∞, c2), c & 1. (B.4)
Proof. Since 〈Gχ, Lshiftτ Gχ′〉 = 〈χ, hχ′〉, the equation (B.3) implies
〈Gχ, Lshiftτ Gχ〉 = ‖hχ‖2. (B.5)
Since h & 2 and, by the above, ‖Gχ‖ = ‖
√
hχ‖, this gives 〈Gχ, Lshiftτ Gχ〉 & 2‖Gχ‖2
and therefore Lshiftτ
∣∣
Vg ⊂ [c2,∞), c & 1. Hence, by the invariance of V⊥g under Lτ and
Lshiftτ , (B.4) holds.
The translational modes Sj are not zero modes of L
shift
τ but certain of their combi-
nations with the gauge modes Gχ gives zero modes. Indeed, we have the following
Lemma B.2. The operator Lshiftτ has the following ‘gauged’ translational zero modes
Tj := Sj −Gh−1γj , where γj := −iψ¯τ (∇aτ j)ψτ + iψτ (∇aτ j)ψτ −∇⊥j (curl aτ ). (B.6)
Here, recall, h := −∆ + |ψτ |2, ∇⊥ := (−∇2,∇1), Sj and Gγ are the translational and
gauge modes given above. The zero modes Ti are gauge periodic w.r.to L.
Proof. First, by the definition and the equation LτSj = 0, we have L
shift
τ Sj = ΓΓ
∗Sj =
Gγj , where γj := Γ
∗Sj (see (B.1) and (3.34)). Computing γj := Γ∗Sj , we find the
expression in (B.6). Using Lshiftτ Sj = Gγj and (B.3), we obtain L
shift
τ (Sj −Gh−1γj ) =
Gγj −Gγj = 0.
Similarly to the fiber decomposition of the operator Lτ , given in Section 3.2, one
constructs the fiber decomposition, ULshiftτ U
−1 =
∫ ⊕
Ω∗ L
shift
k dˆk, of the operator L
shift
τ .
By a standard result, the fibers are self-adjoint. Repeating the arguments above, one
sees that the relation analogous to (B.4) holds also for Lshiftk :
σ(Lshiftk ) ∩ (−∞, 2) = σ(Lk) ∩ (−∞, c2), c & 1. (B.7)
Eq (B.7) shows that, if we are interested in the spectrum of Lshiftk in the interval
(−∞, c2), c & 1, then it suffices to find the spectrum of Lshiftk in this interval. Because
of the property (i) this task is much simpler than the original one for Lk and is done
in Appendix D.
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Remark B.3. By (B.3), the spurious spectrum of Lshiftk
∣∣
Vg is given by
σ(Lshiftk
∣∣
Vg) = σ(h
∣∣
H1k
)
where H1k is defined in (3.28). The corresponding eigenfunctions of L
shift
k are given by
Gχj , where χj are the eigenfunctions of h on H
1
k .
One might be able to distinguish the spurious eigenfunctions, Gχj , by their sym-
metry (see (B.19)). However, this is not necessary, since the corresponding eigenvalues
& 2 and play no separate role in our analysis.
We note that since the zero modes Ti are gauge periodic w.r.to L, they belong to
Hk=0 and therefore are eigenfunctions of the fiber operator Lshiftk=0 with the eigenvalue
0.
Finally, we mention the following general result:
Lemma B.4. The operators Lshiftk have purely discrete spectrum. Simple eigenvalues
of Lshiftk are smooth in k, with the corresponding eigenfunctions, v
j
k, smooth in x and
k,
vjk ∈ C∞(R2 × R2,C4), ∀j. (B.8)
Proof. The first statement is a standard result. A hands on proof is given in Proposition
D.1below.
Consider the operator L˜k
shift
:= e−ik·xLshiftk e
ik·x defined on Hk=0. Since the map
v → eik·xv maps Hk=0 unitarily into Hk, it has the same eigenvalues as the operator
Lshiftk . It is easy to show, using the relation e
−ik·x∇aeik·x = ∇a−k that the operator
Lshiftk depends on k smoothly (say, as an operator from H
2 to L2). Hence the statement
follows from the standard perturbation theory (see e.g. [46, 27]).
Estimate (B.8) follows by the elliptic regularity and the perturbation theory argu-
ments.
In what follows, we denote the perturbations (or fluctuations) of the magnetic
potential a by ~α = (α1, α2) : R2 → C2 and the corresponding full fluctuations, by
~v = (ξ, φ, ~α). For computations, it is convenient to pass from ~α to the complex vector-
fields ~α# defined by ~α = (α1, α2) −→ ~α# := (α, β), α := α1− iα2, β := α1 + iα2. This
leads to the transformation
# : ~v = (ξ, φ, ~α) −→ ~v# = (ξ, φ, α, β), α := α1 − iα2, β := α1 + iα2. (B.9)
Now, we reserve the notation v for the vectors ~v# : v ≡ ~v# = (ξ, φ, α, β). The
corresponding space is denoted by K = L2(R2;C× C× C× C) ≡ L2(R2;C)4. On this
space, we consider the usual L2 inner product (different from (1.36)??)
〈v, v′〉L2 =
1
2
∫
ξ¯ξ′ + φ¯φ′ + α¯α′ + ω¯ω′,
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where v = (ξ, φ, α, ω), v′ = (ξ′, φ′, α′, ω′) ∈ L2(R2;C)4.
The transformed shifted hessian is denoted by Kτ . Formally, it is defined by
Kτ~v
# = (Lshiftτ ~v)
#. One can show that
Kτ = (L
shift
τ )
# = (L#τ )
shift, where A# := #A#−1. (B.10)
The hessian Kτ can be also obtained by differentiating the fully complexified Ginzburg-
Landau (or Gorkov-Eliashberg-Schmidt) equations and then performing the shift, see
Subsection 1.11 and Appendix C.
Denote by Kk the k−fibers of Kτ . They are related to Lshiftk and L#τ as in (B.10).
As for Lτ and Lk, the operators Kτ and Kk have the same form (given explicitly
in Appendix C) and differ only by the constraints on the vectors on which they are
defined. By the definition, we have that
Kτ/Kk is unitary equivalent to L
shift
τ /L
shift
k . (B.11)
Relations (B.7) and (B.11) imply in particular that
σ(Kshiftk ) ∩ (−∞, 2) = σ(Kk) ∩ (−∞, c2), c & 1. (B.12)
As for Lshiftτ , the (transformed) gauge and gauged translational modes G
#
χ and S
#
j ,
given in (1.70) and (1.71), are not zero modes of Kτ , but their combinations, as in
(B.6), give the zero modes,
K#T
#
j = 0, T
#
j := S
#
j −G#h−1γj , K# = KτK0, (B.13)
where, recall, h := −∆ + |ψτ |2 and (with bτ ; = curl aτ )
γ1 = −γ¯2 = −i(ψ¯τ∂aτψτ + ψτ∂aτ ∗ψτ + 2∂bτ ).
The zero modes T#i are gauge periodic w.r.to L and therefore belong to Kk=0 and are
eigenfunctions of the fiber operator Kk=0 with the eigenvalue 0.
Moreover, we have the following asymptotical behaviour
T#j = S
#
j +O(
2), S#j = S
0
j +O(), S
0
1 = (0, 0, 1, 1), S
0
2 = (0, 0, i,−i). (B.14)
Indeed, using the expansion ψτ = O(), aτ = a
0 + O(2), where a0 := 12x
⊥, x⊥ :=
(−x2, x1), we obtain (B.14).
Finally, we translate some important notions and statements to the new represen-
tation. The #−transformations of the operators Γ and Γ∗ defined in (3.34) are given
by
Γ#χ := G#χ and (Γ
#)∗v = −iψ¯τξ + iψτη − ∂¯α− ∂β, (B.15)
for v = (ξ, η, α, β).
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For the transformed symmetry operations, the reflection transformation is
T refl : (ξ(x), η(x), α(x), β(x)) 7→ (ξ(−x), η(−x),−α(−x),−β(−x)), (B.16)
and the ‘particle-hole’ (real-linear) transformation is defined as
ρ˜ := CS and ρ := T reflρ˜ ≡ T reflCS, (B.17)
where S =
(
σ 0
0 σ
)
, σ =
(
0 1
1 0
)
, (B.18)
and, recall, that C denotes the complex conjugation. As can be easily checked from the
definitions, T refluτ = uτ and ρ˜uτ = uτ and
T reflKk = K−kT refl, ρ˜Kk = K−kρ˜, [Kk, ρ] = 0. (B.19)
The vectors S#j , G
#
χk , χk ∈ H1k satisfy
ρS#j = −S#j , ρG#χk = −G#χk , T reflS#j = −S#j , T reflG#χk = G#χk . (B.20)
Since the maps ρ, ρ˜ and T refl satisfy ρ2 = 1, ρ˜2 = 1 and (T refl)2 = 1, their spectra
consist of the eigenvalues ±1. The multiplication by i maps between the subspaces
{ρ = 1} and {ρ = −1}. In view of (B.19), we can restrict Kk to the invariant subspace
{ρ = −1}.
C Explicit expressions of various hessian
In this appendix we present the explicit expressions for various hessians. In what
follows, (Aψ) denotes the function obtained by applying the operator A is applied to
the function ψ, while, Aψ, the product of two operators one of which is multiplication
by ψ, etc.
To begin with, it is a straightforward to show that the complex hessian Lτ , defined
in (1.40) is given explicitly by
Lτ =
 h′′τ κ2ψ2τ eκ2ψ¯2τ h′′τ e¯
e∗ e¯∗ 2h′′′τ
 , (C.1)
where, for an operatorA, we let A¯ := CAC, with C standing for the complex conjugation,
and
h′′τ := −∆aτ + 2κ2|ψτ |2 − λτ , h′′′τ := curl∗ curl +|ψτ |2, (C.2)
e := i((∇aτψτ ) ·+∇aτψτ ·) = 2i(∇aτψτ ) ·+iψτ∇ · . (C.3)
In the last equality, we used that ∇aτ · ψτ = (∇aτψτ ) + ψτ∇·. The operator Lc is
symmetric. A straightforward calculation shows that
2i~α · ∇~aψ = −i(∂∗aψ)α+ i(∂aψ)α¯. (C.4)
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Using relations (1.67), (1.68) and (C.4), we transform Lτ according to (B.9) to find
the explicit expression for L#τ (see (B.10)):
L#τ =

h′′τ κ2ψ2τ b c
κ2ψ¯2τ h
′′
τ c¯ b¯
b∗ c¯∗ h˜τ 12∂
2
c∗ b¯∗ 12 ∂¯
2 h˜τ
 , (C.5)
where h′′τ := −∆aτ + 2κ2|ψτ |2 − λτ , h˜τ := −12∆ + |ψτ |2, ∂ := ∂1 − i∂2 ≡ ∂x1 − i∂x2
(differing from the standard ones by the factor 2, see (2.7))
b := −1
2
i(∂∗aτψτ )−
1
2
i∂∗aτψτ = −i(∂∗aτψτ ) +
1
2
iψτ ∂¯,
c :=
1
2
i(∂aτψτ ) +
1
2
i∂aτψτ = i(∂aτψτ ) +
1
2
iψτ∂.
Here ∂a := ∂a1 − i∂a2 = ∂ − iac, with ac := a1 − ia2, the complexification of a, and we
used, in passing to the latter equations, ∂∗ = −∂¯ and
∂aψ + (∂aψ) = 2(∂aψ) + ψ∂, ∂
∗
aψ + (∂
∗
aψ) = 2(∂
∗
aψ) + ψ∂
∗. (C.6)
(Not to confuse c and c∗ in (C.5), which are used only in this section, with the annihi-
lation and creation operators, c and c∗, given in (2.7), and which are not used in this
section.)
Note that the transformed hessian L#τ can be also obtained by differentiating the
negative of the r.h.s. of the fully complexified GES equations, (1.66), w.r.to ψ, ψ¯, a, a¯
and using that ∆a = −12(∂a∂∗a + ∂∗a∂a).
Finally, we find the explicit form of the operator Kτ .
Lemma C.1. The operator Kτ is given explicitly as
Kτ =

h′τ (κ2 − 12)ψ2τ −i(∂∗aτψτ ) i(∂aτψτ )
(κ2 − 12)ψ¯2τ h′τ −i(∂aτψτ ) i(∂∗aτψτ )
i(∂∗aτψτ ) i(∂aτψτ ) hτ 0
−i(∂aτψτ ) −i(∂∗aτψτ ) 0 hτ
 , (C.7)
where h′τ := −∆aτ + (2κ2 + 12)|ψτ |2 − λτ and hτ := −∆ + |ψτ |2.
Proof. We can do this by using either formula Kτ = (L
shift
τ )
#, or Kτ = (L
#
τ )shift, where,
recall Lshiftτ and L
#
τ are defined in (B.1) and (B.10), respectively. We proceed in the
second way. We note that ∂¯α = div ~α− i curl ~α and curl ~α = 12∂α+ 12 ∂¯β. (In addition,
we have curl∗ curl = −∆ +∇ div and (∇ div ~α)C = 12∂∂¯α+ 12∂2α¯.)
Now, using expressions, (B.15) we compute
ΓΓ∗ =

|ψτ |2 −ψ2τ −iψτ ∂¯ −iψτ∂
−ψ¯2τ |ψτ |2 iψ¯τ∂ iψ¯τ∂
−i∂ψ¯τ i∂ψτ −∂¯∂ −∂2
−i∂ψ¯τ i∂ψτ −∂¯2 −∂¯∂
 . (C.8)
Since Kτ = (L
#
τ )shift = L
#
τ +
1
2ΓΓ
∗, (C.5), (C.4), (C.8) and the relation −∂¯∂ = ∆ give
(C.7).
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D Proof of Proposition 3.10
Proposition 3.10 follows from the fact that Lshiftk is unitary equivalent to Kk, see, in
particular, relation (B.12) and the following two propositions:
Proposition D.1. The operator Kk is self-adjoint and has purely discrete spectrum,
with all but four eigenvalues & 1.
Proposition D.2. Let κ2 > 12 . Then the four lowest eigenvalues, ν
i
k ≡ νik(τ), i =
1, 2, 3, 4, of the operator Kk (the ones of the order o(1)), are simple and of the form
(3.37) - (3.39) and
νik ≥ ci(τ)2, ci(τ) & 1, i = 3, 4. (D.1)
By Lemma D.6 below, the operator K0k := Kk
∣∣
=0
has purely discrete spectrum
containing the eigenvalues 0 and |k|2, with the remaining eigenvalues & 1. To determine
the fate under the perturbation of these two eigenvalues, we use the Feshbach-Schur
map argument (see e.g. [9, 28] and Supplement I).
Let Pk be the orthogonal projector, onto NullK
0
k⊕Null(K0k−|k|2) and P¯k := 1−Pk,
and let K¯k := P¯kKkP¯k. by a standard perturbation theory, the operators K¯k − λ are
invertible for λ < c, where c := 14 min{1, |q|2 : q ∈ L∗/{0}}, and  sufficiently small.
Then the Feshbach - Schur map
Fk(λ) :=
[
PkKkPk − PkKkP¯k(K¯k − λ)−1P¯kKkPk
] ∣∣
RanPk
, (D.2)
is well defined for λ < c and  sufficiently small. Therefore, by the isospectrality
theorem for the Feshbach-Schur maps (see [9, 28] and Supplement I),
λ ∈ σ(Kk) ∩ (−∞, c) if and only if λ ∈ σ(Fk(λ)) ∩ (−∞, c). (D.3)
By Lemma D.6, the functions vjk, j = 1, 2, 3, 4, defined in (D.10) and (D.11), form the
basis in RanPk = NullK
0
k ⊕Null(K0k − |k|2). We define the matrix elements
fij = 〈vik,Fk(0)vjk〉, ∀i, j = 1, 2, 3, 4,
of Fk(λ) in this basis. We begin with a general result which gives ν1k in an essentially
close form suitable for for the computation of η(τ, κ) appearing in (3.37).
Proposition D.3. Let κ2 > 12 . Then, (i) for |k|  , the operator Kk has only two
eigenvalues  2 and these eigenvalues are simple and of the form
νik = ci|k|2γ˜ik(τ, κ, ) +O(4|k|2), i = 1, 2, (D.4)
γ˜
1/2
k (τ, κ, ) := ak ∓ |bk| − |ck|2/dk, (D.5)
where ci & 1, ak := f11/2, bk := f12/2 , ck := f13/(|k|) and dk := f33/|k|2;
(ii) for |k| & , the operator Kk has only one eigenvalue  2 and this eigenvalue
is simple and of the form
ν1k = c
2γ˜1k(τ, κ, ), c & 1, (D.6)
if |γ˜1k(τ, κ, )|  1, and has all eigenvalues & 2, otherwise.
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Remark D.4. (a) We can also relate the remainder in (D.4) to the matrix elements
fij(λ), if one wishes to go to this order.
(b) In the domain |k| ∼ , expressions (D.4) and (D.6) for ν1k match (the factor
2|k|2
2+|k|2 in (3.37) interpolates between the factors |k|2 and 2 in (D.4) and (D.6)).
(D.4) and (D.6) give the exact form of the two gapless spectral branches of Lτ .
Lemma D.10 below implies
Lemma D.5. Let η(τ, κ) := ∂2 γ˜
1
k(τ, κ, )
∣∣
=0,k=0
. Then
γ˜1k(τ, κ, ) = (κ
2 − 1
2
)γk(τ) + η(τ, κ)
2 +O(|k|22) +O(4), (D.7)
γ˜2k(τ, κ, ) = 2(κ
2 − 1
2
)β(τ) +O(2) +O(|k|2). (D.8)
Proposition D.3 and Lemma D.5 imply the statements (3.37), (3.38) and (D.1) of
Proposition D.2. The statement (3.39) is straightforward. This proves Proposition D.2.
Proof of Proposition D.1. The proof of self-adjointness of Kk and discreteness of its
spectrum are standard.
To prove the remaining statement, we write Kk = K
0
k +O(), where K
0
k := Kk
∣∣
=0
,
and use the perturbation theory in . As follows from the explicit expression (C.7), the
operator K0k is given by
K0k =

−∆a0 − 1 0 0 0
0 −∆a0 − 1 0 0
0 0 −∆ 0
0 0 0 −∆
 , (D.9)
defined on K := L2(R2;C)4, with the periodicity conditions (3.11). The next lemma
describes the spectrum of K0k .
Lemma D.6. The operator K0k is non-negative, has purely discrete spectrum (which
can be described explicitly) and its lowest eigenvalues are 0 (due to the operator −∆a0−
1) with the eigenfunctions
vk1 := (φk, 0, 0, 0), vk2 := (0, t
reflφ¯k, 0, 0), (D.10)
where φk ∈ Null(−∆a0 − 1) are described in Proposition 2.1, related to the global gauge
zero modes, and |k|2 (due to the operator −∆), with the eigenvectors
vk3 := (0, 0, e
ik·x, 0), vk4 := (0, 0, 0, eik·x), (D.11)
related to the translational zero modes. The rest of the eigenvalues of K0 are & 1.
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Proof. The operator K0k is a direct sum the operators −∆a0 − 1, −∆a0 − 1 and −∆ on
L2(R2;C), with the periodicity conditions e−
i
2
s∧xφ(x + s) = eik·sφ(x) and α(x + t) =
eik·tα(x), respectively. By a standard theory (see e.g. [45, 28]), the latter operators are
self-adjoint, and have discrete spectrum, and therefore so is and does the operator K0k .
The relation between the spectra of K0k and ∆a0 and ∆ is given by
σ(K0k) = σ(−∆a0 − 1) ∪ σ(−∆).
In fact, the spectra of the operators ∆a0 and ∆ and therefore of K
0
k can be found
explicitly and are given in the lemma below, which completes the proof of the propo-
sition.
Lemma D.7. For each k ∈ Ω∗, the operators −∆a0 and −∆ are self-adjoint with
discrete spectra given by
σ(−∆a0 − 1) = {0, 2, 4, . . . } , σ(−∆) =
{|k + q|2 : q ∈ L∗} .
Moreover, Null(−∆a0 − 1) is spanned by the function φk, described in Proposition 2.1,
while the eigenfunctions of −∆ corresponding to the eigenvalues |k + q|2 : q ∈ L∗ are
given by
ek+q(x) = e
i(k+q)·x, q ∈ L∗.
Proof. To describe the spectra of −∆a0 and −∆, we first consider the operator −∆a0
on L2(Ω;C) with boundary conditions, e−
i
2
s∧xφ(x + s) = eik·sφ(x) (see (2.1)). In
Subsection 2, we obtained the representation −∆a0 − 1 = c∗c, where c and c∗ are the
annihilation and creation operators, introduced in (2.7) and satisfying the commutation
relations [c, c∗] = 2. This representation implies that the spectrum of −∆a0 consists of
the simple eigenvalues 2n + 1, n = 0, 1, 2, . . . , with the eigenfunctions (c∗)nφk, where
φk solves cφk = 0 subject to e
− i
2
s∧xφ(x+ s) = eik·sφ(x). By Proposition 2.1, the latter
problem has a unique (up a multiplicative constant) solution φk, which we normalize
as 〈|φk|2〉 = 1.
We now turn to the operator −∆ acting on L2k(Ω;C), which is L2(R2;R2), with the
periodicity α(x + t) = eik·tα(x). Standard methods show that this is a non-negative
self-adjoint operator with discrete spectrum. Using the orthonormal basis in L2k(Ω;C),
given by ek+q(x) = e
i(k+q)·x, q ∈ L∗, one can show that the spectrum of −∆ consists
of the eigenvalues |k + q|2 with the eigenvectors ek+q(x) = ei(k+q)·x, q ∈ L∗.
Now, using the standard perturbation theory, we conclude the proof of Proposition
D.1.
As was mentioned after Lemma D.5, Proposition D.2 follows from Proposition D.3.
Proposition D.3 follows from (D.3) and the following result, together with the implicit
function theorem,
Proposition D.8. Let κ2 > 12 . Then for each λ ∈ (−∞, c), the operator Fk(λ)
has four eigenvalues, νik(τ, λ), i = 1, 2, 3, 4, these eigenvalues are simple and satisfy
∂λν
i
k(τ, λ) = O(
2). In addition, the first two satisfy νik ≡ νik(τ, 0) of the form (D.4) -
(D.6), while the remaining eigenvalues & 2.
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D.1 Proof of Proposition D.8
Before proceeding to the proof of Proposition D.8, we describe general properties of the
family Fk(λ). The map Fk(λ) inherits the ρ− and T refl−symmetries of the operator
Kk (see (B.19) and (3.25)):
Lemma D.9.
ρFk(λ) = Fk(λ)ρ and T reflFk(λ) = F−k(λ)T refl. (D.12)
Proof. By the equations (3.23) and (3.25), T refl and ρ map Kk into Kk and K−k,
respectively, and have the following commutation relations T reflKk = K−kT refl and
[ρ,Kk] = 0. The fact that the operator Pk commutes with ρ and satisfies T
reflPk =
P−kT refl (clearly, P¯k := 1−Pk has the same properties) and the definition (D.2) imply
(D.12).
Equation (D.12) and the relation 〈ρv, ρw〉 = 〈v, w〉 imply that the matrix Fk(λ) of
Fk(λ) in an orthonormal basis vk1, vk2, vk3, vk4, satisfying
ρvki/i+1 = vki+1/i, i = 1, 3, T
reflvki = v−ki, (D.13)
has the following properties
ρ′Fk(λ) = Fk(λ)ρ′ and Fk(λ) = F−k(λ), (D.14)
where ρ′ is the matrix of ρ in the basis used,
ρ′ := CS ′, where S ′ :=

−1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0
 . (D.15)
Eqs (D.14) and (D.13) and the fact that the map Fk(λ) is hermitian imply (omitting
the argument λ):
fki2 = −fki3, i = 0, 1, fk22 = fk33, (D.16)
fkij = fkji, ∀i, j, (D.17)
fkij = f−kij , ∀i, j. (D.18)
Recall that RanPk = span {vjk, j = 1, 2, 3, 4}. Note that vkj given in Lemma D.6
satisfy (D.13) and therefore Eqs (D.16) and (D.18) hold. Introduce the matrix elements
fij(λ) = 〈vik,Fk(λ)vjk〉, ∀i, j = 1, 2, 3, 4,
of Fk(λ) in the basis {vjk, j = 1, 2, 3, 4}. The following lemma plays a key role in our
analysis.
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Lemma D.10. Let k := k1 + ik2, kˆ := k/|k| and λ = O(2). Then the matrix elements
fij(λ), ∀i, j = 1, 2, 3, 4, are of the form (omitting the argument λ)
f11 = f22 = 
2ak, f12 = f¯21 = 
2bk, (D.19)
f13 = f24 = 0, f14 = −f¯23 = |k|ck, (D.20)
fij =
(
1 + 2f(|k|2))|k|2δij +O(4|k|2), f(|k|2) = O(1), i, j = 3, 4, (D.21)
ak = (κ
2 − 1
2
)a′k + |c′k|2 +O(2), a′k := 2〈|φ0|2|φk|2〉 − β(τ), (D.22)
bk = (κ
2 − 1
2
)b′k +O(
2), b′k := 〈φ20φ¯−kφ¯k〉, (D.23)
ck = c
′
k +O(
2), c′k := −〈φkφ0eik·x〉¯ˆk = −e−|k|
2/2¯ˆk. (D.24)
Furthermore, ak, bk, ck (which should not be confused with the similar objects introduced
in Proposition D.3) are even in k and
∂λfij(λ) = O(
2), ∀i, j. (D.25)
This lemma is proven in Appendix D.2 below. It shows that (the first statement
follows, in fact, from Lemma D.15)
Corollary D.11. For k = 0, (a) the matrix Fk=0(λ) is block-diagonal with the 22−block
being identically zero and the 11−block having non-zero eigenvalues; (b) the 11−block
of the matrix Fk=0(λ) is invertible with a uniform in  bound.
Proof of Proposition D.8. We have to find the eigenvalues of the 4 × 4 matrix Fk(λ).
To this end, we consider separately three regimes:
(i) |k|  , (ii)  . |k| . , (iii) |k|  . (D.26)
In each of these regimes we apply the Feshbach-Schur methods but with a different
projection. In each case we exploit the separation of the eigenvalues into two groups.
We begin with the domain |k|   and the following precise result (cf. Proposition
D.3)
Proposition D.12. Let κ2 > 12 and |k|  . Then the two lowest eigenvalues, νik(λ),
of the matrix Fk(λ) satisfy ∂λν
i
k(λ) = O(
2), with νik ≡ νik(0) of the form (D.4) - (D.5).
The remaining eigenvalues & 2.
Proof. We write the matrix Fk(λ) := (fij(λ)) in the block form
Fk(λ) :=
(
Fk11(λ) Fk12(λ)
Fk21(λ) Fk22(λ)
)
, (D.27)
where Fkij(λ) are 2 × 2−matrices. By Lemma D.10, the matrix Fk11(λ)/2 has the
eigenvalues
ak ± |bk| = (κ2 − 1
2
)(a′k ± |b′k|) + |c′k|2 +O(2)
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= (κ2 − 1
2
)γ
1/2
k (τ) + |c′k|2 +O(2),
where
γ
1/2
k (τ) := 2〈|φ0|2|φk|2〉 − β(τ)± 〈φ20φ¯−kφ¯k〉. (D.28)
Note that γ1k(τ) = γk(τ), where γk(τ) is defined in (1.9). We assume for simplicity
• (κ2 − 12)γk(τ) + e−|k|
2
> 0,
which is surely satisfied in the regime we are interested in. Then Fk11(λ) & 2 and,
for ν  2, we can use the Feshbach-Schur map with the projection on the 22−block.
This reduces the problem to finding the eigenvalues of the matrix
Vk22(λ) := Fk22(λ)− Fk21(λ)Fk11(λ)−1Fk12(λ). (D.29)
By Lemma D.10, the blocks Fkij(λ) are of the form
Fk11(λ) = 
2Ak, A :=
(
ak bk
bk ak
)
, (D.30)
Fk12(λ) = F
∗
k21(λ) = |k|C, C :=
(
0 ck
−ck 0
)
, (D.31)
Fk22(λ) = D|k|2, D := dk1 +O(4), (D.32)
dk := 1 +O(
2). (D.33)
Recalling (D.29), we compute A−1 = 1det
(
ak −bk
−bk ak
)
, where det := detA = a2k −
|bk|2, and C∗A−1C = 1det
(
ak|ck|2 −bkc2k
−bkc2k ak|ck|2
)
|k|2. Keeping in mind (D.30) - (D.32),
we insert this into (D.29) to obtain
Vk22(λ) = D|k|2 − 1
a2k − |bk|2
(
ak|ck|2 −bkc2k
−bkc2k ak|ck|2
)
|k|2.
Recalling the expression for D in (D.32) and (D.33), we compute the eigenvalues of
this matrix and set λ = 0 to obtain (D.4) - (D.5). The remaining eigenvalues & 2.
Estimate (D.25) shows that ∂λν
i(λ) = O(2).
Applying the implicit function theorem proves the first part of Proposition D.3.
Now we consider the domain |k| & . For simplicity, we assume |k|  1. The
case |k|   is much simpler, in this case, we use the Feshbach-Schur map with the
orthogonal projection on the 11−block, since the block Fk22(λ) has the eigenvalues
& |k|2  2 and therefore is invertible (for ν  2). The domain  ∼ |k| is most
cumbersome as here, three of the eigenvalues are expected to be of the same order,
O(2) (while the fourth one is  2).
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Remark D.13. Under the condition a′k + Re b
′
k & 1, where a′k, b′k are defined in (D.22)
and (D.23), which can be verified numerically, the treatment below can be extended to
the domain  . |k| . 1.
Proposition D.14. Let κ2 > 12 and |k| & . Then the lowest eigenvalue, ν1k(λ), of
the matrix Fk(λ) satisfy ∂λν
1
k(λ) = O(
2), with ν1k ≡ ν1k(0) of the form (D.6). The
remaining eigenvalues & 2.
Proof. Thus we consider the domain  . |k|  1. In this case, we use the Feshbach-
Schur map with the orthogonal projection on the vector 1√
2
(1,−1, 0, 0) (related to the
eigenvectors of ν1k).
It is a straightforward but tedious computation to show that the complementary
3× 3 matrix & 2. To do this, we transform the matrix Fk as V FkV =: F ′, where V is
the orthogonal matrix given by
V :=

1/
√
2 1/
√
2 0 0
1/
√
2 −1/√2 0 0
0 0 1 0
0 0 0 1
 .
As a result, we obtain
F ′ =

α β −σ¯ σ
β¯ µ σ¯ σ
−σ σ δ 0
σ¯ σ¯ 0 δ
 ,
where (not to confuse the entry β used only in this proof with the Abrikosov function
β(τ))
α := f11 + Re f12, β := −i Im f12, µ := f11 − Re f12, σ := f14/
√
2, δ := f33. (D.34)
Now, we apply to F ′ the Feshbach-Schur map with the orthogonal projection, Q, on
the vector (0, 1, 0, 0). To show that the Feshbach-Schur map is well defined we have to
check that F¯ ′ := Q¯F ′Q¯
∣∣
Ran Q¯
is invertible. Clearly,
F¯ ′ =
 α −σ¯ σ−σ δ 0
σ¯ 0 δ
 .
The determinant of this matrix is det F¯ ′ = δ(αδ − 2|σ|2) and the eigenvalues are
λ± :=
1
2
(α+ δ)±
√
1
4
(α+ δ)2 − (αδ − 2|σ|2)
≥ αδ − 2|σ|
2
α+ δ
.
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Remembering the definitions of α, σ, δ above and using (D.22) - (D.24), we find in the
leading order in |k|, for |k|  1,
λ+ > λ− ≥ 2|k|2(κ2 − 1
2
)β/ξ +O(4) +O(2|k|2),
where ξ := 2((κ2− 12)2β+1)+ |k|2. Hence, for κ > 1/
√
2 and |k| & , we have λ± & 2.
Therefore F¯ ′ − ν is invertible for ν  2 and we can apply to F˜ the Feshbach-Schur
map with the orthogonal projection, Q, on the vector (0, 1, 0, 0). This gives that F ′
has three eigenvalues satisfying & 2 and one, νk, satisfying
ν = µ− w¯ · (F¯ ′ − ν)−1w = µ− µ′ +O(|µ′|ν), (D.35)
where µ′ := w¯ · (¯F ′)−1w and w := (β, σ, σ¯). We compute
F¯ ′ =
1
δα− 2|σ|2
 δ σ¯ −σσ α− |σ|2/δ −σ2/δ
−σ¯ −σ¯2/δ α− |σ|2/δ
 ,
which gives
µ′ =
1
δα− 2|σ|2 (δ|β|
2 + 2α|σ|2 − 4|σ|4/δ). (D.36)
Combining (D.38) and (D.36), recalling the definition of α, β, µ, σ, δ in (D.34) and
ak, bk , ck and dk in Proposition D.12 and Eq. (D.33) and omitting the subindex k, we
find
ν = 2[a− Re b− |c|
2
d
− | Im b|
2
a+ Re b− |c|2/d ] +O(
2)ν
= 2
(a− |c|2d )2 − |b|2
a+ Re b− |c|2/d +O(
2)ν. (D.37)
Comparing this with the definition of γ˜1k(τ, κ) in (D.5), we arrive at
νk = 
2cγ˜1k(τ, κ) +O(
2)νk, (D.38)
where c :=
a− |c|2
d
+|b|
a+Re b−|c|2/d . Using (D.22) - (D.24), we find c & 1. This gives (D.6).
Moreover, νk  2, by the condition |k|  1, and it is the only eigenvalue which is
 2, the remaining three eigenvalues are & 2.
This proves the second part of Proposition D.3 and with it Proposition D.2 (see the
paragraph after Lemma D.5).
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D.2 Proof of Lemma D.10
We begin with a general result. We write P = P1 ⊕ P2, where P1 and P2 are the
orthogonal projections onto the subspaces NullK0k and Null(K
0
k − |k|2), respectively,
and write the operator Fk(λ) in the block form
Fk(λ) :=
( Fk11(λ) Fk12(λ)
Fk21(λ) Fk22(λ)
)
, (D.39)
where Fkij(λ) := PiFk(λ)Pj . These blocks have the following general properties
Lemma D.15.
F−kii(λ) = Fkii(λ), i = 1, 2, F−k12(λ) = −Fk12(λ), (D.40)
Fk=022(λ = 0) = 0. (D.41)
Proof. To prove (D.40), we recall that trefl is the reflection operator on scalar functions,
changing x to −x (so that T refl = trefl ⊕ trefl ⊕−trefl ⊕−trefl) and let
R = trefl ⊕ trefl ⊕ trefl ⊕ trefl.
We write K = Keven +W odd, where Keven and W odd satisfy
RKeven = KevenR and RW odd = −W oddR,
and use the expansion (for λ = o(1))
P¯ (P¯KkP¯ − λ)−1P¯ =
∞∑
n=0
R¯evenk (λ)[−R¯evenk (λ) W odd]nP¯ , (D.42)
where R¯evenk (λ) := P¯ (P¯K
even
k P¯ − λ)−1P¯ .
Let pi1 and pi2 be the projections onto the upper and lower two entries of v, respec-
tively. We show below that the projections Pj have the following properties:
piiPj = 0, i 6= j and RPi = (−1)i−1Pi, i = 1, 2. (D.43)
To show the the first relation in (D.40), we use the fact that W odd maps the first two
components into the last two and vice versa, while Leven maps the first two components
into the first two components and the last two, into the last two, to obtain
piiW
oddpii = 0 and piiR¯
even
k (λ) = piiR¯
even
k (λ)pii, i = 1, 2. (D.44)
Then we use the expansion (D.42) in the definition of Fk11(λ) and use that for n even,
the properties (D.43), the relation piiW
odd[−R¯evenk (λ) W odd]npii = 0 (which follows from
(D.44)), to find
Fkii(λ) = Pi[Kevenk +
∑
n odd
W odd[−R¯evenk (λ) W odd]n]Pi. (D.45)
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Using the reflection symmetries mentioned above and the relations RP1k = P1−k and
RP2k = −P2−k, we obtain the first relation in (D.40).
To prove the second relation in (D.40), we use (D.42), (D.43) and (D.44) to expand
Fkij(λ) =
∑
n even
PiW
odd[−R¯evenk (λ) W odd]nPj , i 6= j. (D.46)
Since moreover RW odd = −W oddR and RR¯evenk = R¯even−k R, we conclude from (D.46)
that the second relation in (D.40) holds.
To show (D.41), we observe that by the second relation in (D.40), the operator
Fk=0(λ) is block - diagonal, Fk=0(λ) = Fk=011(λ)⊕Fk=022(λ).
Furthermore, by (B.13), the operator Kk=0 has the doubly-degenerate eigenvalue 0
with the eigenfunctions satisfying vj0 = v0j +O(), j = 3, 4, where vkj satisfy pi1vkj = 0.
Therefore the operator Fk=0(λ = 0) has also the doubly degenerate zero eigenvalue and
the corresponding eigenfunctions are Pk=0v
j
0 = v0j + O(), j = 3, 4. Hence, since, by
(D.40), Fk=0(λ) is block diagonal, the 22−block of Fk=0(λ = 0) vanishes identically,
Fk=0,22(λ = 0) = 0, and therefore (D.41) holds.
From now on we consider only fiber operator for a fixed k−fiber and so we omit
the subindex k and write e.g. K ≡ Kk, P ≡ Pk, F ≡ Fk, F ≡ Fk, vj ≡ vkj . (Recall
that the vectors vKj , j = 1, 2, 3, 4, are defined in (D.10) and (D.11).) We also omit the
subindex L in the expectations and the inner products over a fundamental cell Ω.
In what follows, the magnetic potentials, a are assumed to be in their complex form,
a = a1− ia2. We derive the expansion of Kτ in . To this end, we use expansion of the
solution branch (ψτ , aτ , λτ ) obtained in [60]
ψτ = ψ
0 +O(3),
aτ = a
0 + 2a1 +O(4),
λτ = 1 + 
2λ1 +O(4),
(D.47)
where the first two remainders are in the sense of the norm in H2(Ω,C) and a0 :=
−12 i(x1 − ix2) (comming from 12x⊥), ψ0 satisfies (2.1) with k = 0 and is normalized as
〈|ψ0|2〉 = 1, so that ψ0 = φ0 (see Proposition 2.1), and a1 satisfies
i∂¯a1 =
1
2
(〈|φ0|2〉 − |φ0|2), ∆a1 = i
2
φ¯0(∂a0φ0), (D.48)
a1(x+ s) = a1(x), ∀s ∈ L, (D.49)
and λ1 is given by
λ1 =
[
1
2
+
(
κ2 − 1
2
)
β(τ)
]
〈|φ0|2〉. (D.50)
(The latter follows from the definitions λτ :=
κ2
b and (3.36).)
The expansion (D.47), the explicit expression for the operator K, given in (C.7),
and the relation ∂∗a0φ0 = 0 imply the following expansion of the operator K,
K = K0 +W even +W odd, W odd = W 1 +O(3), W even = 2W 2 +O(4), (D.51)
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where O(j) is understood in the sense of the operator norm, K0 is given in (D.9) and
the remaining terms are given by
W 1 =

0 0 0 i(∂a0φ0)
0 0 −i(∂a0φ0) 0
0 i(∂a0φ0) 0 0
−i(∂a0φ0) 0 0 0
 , (D.52)
(D.53)
W 2 =

B0 − λ1 (κ2 − 12)φ20 0 0
(κ2 − 12)φ¯20 B
0 − λ1 0 0
0 0 |φ0|2 0
0 0 0 |φ0|2
 . (D.54)
Here ∂a is defined in (2.7), λ
1 is given by (D.50) with 〈|φ0|2〉 = 1, and
B0 = (2κ2 +
1
2
)|φ0|2 − ia1∂∗a0 + ia¯1∂a0 . (D.55)
We begin with the block F11(λ) = (〈vi,F(λ)vj〉, i, j = 1, 2). Denote K¯0 := P¯K0P¯ .
By the spectral theorem, ‖(K¯0 − λ)−1‖ . 1, provided λ = o(1). Using this relation,
and the relations Keven = K0 +W even and (D.51) and assuming λ = O(), we expand
P¯ (K¯even − λ)−1P¯ = P¯ (K¯0)−1P¯ +O(2). (D.56)
Furthermore, since P is an eigenprojection of K0, we have
PKevenP = P (K0 + 2W 2)P +O(4), PW oddP¯ = PW 1P¯ +O(3).
This together with (D.45) gives
Fii(λ) = Pi(K0 + 2W 2)Pi − 2PiW 1P¯ (K¯0)−1P¯W 1Pi +O(4). (D.57)
Next, we have
〈vi, (K0 + 2W 2)vj〉 = |k|2δi,j≥3 + 2〈vi,W 2vj〉. (D.58)
To compute 〈vi,W 2vj〉, i, j = 1, 2, we use the definitions (D.54) and (D.10), to
obtain
〈v1,W 2v1〉 = 〈v−k2,W 2v−2〉 = −λ1〈|φk|2〉
+ (2κ2 +
1
2
)〈|φ0|2|φk|2〉+ 〈φ¯k(ia¯1∂a0 − ia1∂∗a0)φk〉, (D.59)
〈v1,W 2v2〉 = 〈v2,W 2v1〉 = (κ2 − 1
2
)〈φ20φ¯−kφ¯k〉. (D.60)
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We integrate by parts and use the fact that φk satisfies (2.9), which can rewritten
explicitly as
∂∗a0φk = 0, (D.61)
together with the identity (D.48) (i∂¯a1 = 12(〈|φ0|2〉 − |φ0|2)), to obtain
〈φ¯k(ia¯1∂a0 − ia1∂∗a0)φk〉 = 〈φ¯kia¯1∂a0φk〉 = −〈i|φk|2∂a¯1〉 (D.62)
= −1
2
〈|φ0|2|φk|2〉+ 1
2
〈|φ0|2〉〈|φk|2〉. (D.63)
The equations (D.59), (D.62), the expression (D.50) for λ1 and the normalization
〈|φk|2〉 = 1 give
〈vi,W 2vi〉 = −(κ2 − 1
2
)β + 2κ2〈|φ0|2|φk|2〉, i = 1, 2, (D.64)
〈v1,W 2v2〉 = 〈v2,W 2v1〉 = (κ2 − 1
2
)〈φ20φ¯−kφ¯k〉. (D.65)
We compute gij := 〈vi,W 1P¯ (P¯K0P¯ )−1P¯W 1vj〉, i, j ≤ 2. Recall that P is the
orthogonal projection onto Span{vj , j = 1, 2, 3, 4} and P¯ = 1−P . P¯ can be written as
P¯ = q¯k ⊕ q¯′k ⊕ p¯k ⊕ p¯k, where q¯k, q¯′k, p¯k are the orthogonal projections in the space of
scalar functions, f , satisfying f(x + s) = eik·sf(x), onto the orthogonal complements
of φk, of t
reflφ¯k, of e
ik·s, respectively. Using that (2.13), (D.9) and (D.52), we calculate
g11 = −〈φ¯k(∂a0φ0)∆−1p¯k((∂a0φ0)φk)〉 (D.66)
g22 = −〈φ−k(∂a0φ0)∆−1p¯k((∂a0φ0)φ¯−k)〉, (D.67)
g12 = g21 = 0. (D.68)
Now note that by (D.61) and the definition of ∂¯a0 in (2.7), we have ∂¯φk = −12(x1 +
ix2)φk = ia¯
0φk and therefore
∂¯(φ¯0φk) = φ¯0∂¯φk + φk∂¯φ¯0 = ia¯
0φ¯0φk + φk∂¯φ¯0 = φk(∂a0φ0).
This gives
g11 = −〈φ0φ¯k∂¯∗∆−1p¯k∂¯(φ¯0φk)〉. (D.69)
Note that the function f := φ¯0φk satisfies f(x+s) = e
ik·sf(x), ∀s ∈ L. Since ∂¯∗∂¯ = −∆,
we have
∂¯∗∆−1∂¯ = ∆−1∂¯∗∂¯ = −1. (D.70)
This and the definition of pk yield g11 = 〈φ0φ¯kp¯k(φ¯0φk)〉 and therefore
g11 = 〈|φ0|2|φk|2〉 − |〈φ¯0φke−ik·x〉|2. (D.71)
Similarly we treat g22 to obtain finally
gij = (〈|φ0|2|φk|2〉 − |〈φ¯0φke−ik·x〉|2)δij , i, j = 1, 2. (D.72)
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Equations (D.57), (D.64), (D.65) and (D.72) give (D.19), with (D.22) - (D.23).
Now, we compute the blocks F12(λ) = (〈vi,F(λ)vj〉, i = 1, 2, j = 3, 4) and F21(λ) =
(〈vi,F(λ)vj〉, i = 3, 4, j = 1, 2). By (D.46) and (D.51), we have
Fij(λ) = PiW 1Pj +O(3|k|), i 6= j, (D.73)
where to obtain the right dependence of the error estimate on k, we used the second
equation in (D.40). (We can also obtain this error estimate by showing that for n even,
(PiW
odd[−R¯even(λ) W odd]nPj)k= (PiW odd[−R¯even(λ) W odd]nPj)−k.)
Next, we have
〈vi,W 1vi+2〉 = 0, i = 1, 2, (D.74)
and
〈v1,W 1v4〉 = 〈φk, i∂a0φ0eik·x〉.
We use the parity relation in (2.13) to obtain
〈v2,W 1v3〉 = −i〈φ−k, ∂a0φ0e−ik·x〉
= i〈φk, ∂a0φ0eik·x〉 = −〈v1k,W 1v4k〉.
Now, integrating by parts, we find
〈v1,W 1v4〉 = i〈∂∗a0φk, φ0eik·x〉+ i〈φk, φ0(−∂)eik·x〉.
Now, using (D.61) and −(∂x1 − i∂x2)eik·x = −i(k1 − ik2)eik·x, we find
〈v1,W 1v4〉 = −〈v2,W 1v3〉 = (k1 − ik2)〈eik·xφkφ0〉.
This together with (D.74) and the notation k = k1 + ik2 gives (D.20), with (D.24).
Now, we compute the block F22(λ) = (〈vi,F(λ)vj〉, i, j = 3, 4). Our starting point is
the equations (D.57) and (D.58). To compute 〈vi,W 2vj〉, i, j = 3, 4, we use the explicit
form of W 2 and vi, i = 3, 4, given in (D.54) and (D.11), and the fact that ∂
∗
a0φk = 0,
the normalization 〈|φk|2〉 = 1 and (D.50), to calculate
〈vi,W 2vi〉 = 〈|φ0|2〉δij , i, j = 3, 4. (D.75)
Let f(|k|2) := e−|k|2 ∑∞1 |k|2(n−1)n! [1− (3 + 12 |k|2n−1)2−n]. We show below that
〈vi,W 1R¯0W 1vj〉 = {1− |k|2f(|k|2)}〈|φ0|2〉δij , i, j = 3, 4. (D.76)
This together with the last two computations and (D.57) and (D.58) and the normal-
ization condition 〈|φ0|2〉 = 1 gives
〈vi,F(λ)vj〉 =
(
1 + 2f(|k|2))|k|2δij +O(4), i, j = 3, 4. (D.77)
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Next, by (D.41), we have Fk=022(λ = 0) = 0, which, together with (D.77), gives
〈vi,F(0)vj〉 =
(
1 + 2f(|k|2))|k|2δij +O(4|k|2), i, j = 3, 4. (D.78)
This implies (D.21). The estimates on the derivatives in λ are proven similarly but are
much simpler.
To complete the proof of Lemma D.10, it remains to prove the equality 〈φkφ0eik·x〉 =
e−|k|2/2 in (D.24) and (D.76).
Proof of (D.76). To compute gij(k) := 〈vki,W 1R¯0W 1vkj〉, i, j = 3, 4, we use the
parity property (2.13), and (D.9), (D.11) and (D.52) to calculate
g22(k) = g11(−k) = 〈e−ik·x(∂a0φ0)(−∆a0 − 1)−1P⊥0 (∂a0φ0)eik·x〉, (D.79)
g12(k) = g21(k) = 0, (D.80)
where P⊥0 = 1 − P0 and P0 is the orthogonal projection onto the subspace spanned
by φk. Now, we compute the r.h.s. of (D.79). Let gδ := 〈e−ik·x(∂a0φ0)(−∆a0 − 1 +
δ)−1P⊥0 (∂a0φ0)eik·x〉. Using P⊥0 = 1− P0, we write gδ as gδ = A′k − 1δA′′k, where
A′k := 〈∂a0φ0, e−ik·x(−∆a0 − 1 + δ)−1eik·x∂a0φ0〉, (D.81)
A′′k := 〈∂a0φ0, e−ik·xP0eik·x∂a0φ0〉. (D.82)
For A′k, we use that e
−ik·x∆a0eik·x = ∆a0−k = ∆a0 + 2k · i∇a0 − |k|2,
−∆a0 − 1 = c∗c, k · ∇a0 =
1
2
(kc∗ − k¯c), k ≡ kc := k1 + ik2,
where c := ∂∗a0 and c
∗ := ∂a0 are the annihilation and creation operators given in (2.7).
This gives
e−ik·x(−∆a0 − 1)eik·x = c∗c+ (kc∗ − k¯c) + |k|2. (D.83)
Since e−ϕceϕ = c + ik and eϕc∗e−ϕ = c∗ − ik¯, where ϕ := i2(kc∗ + k¯c), this gives
e−ik·x(∆a0 − 1)eik·x = e−ϕc∗ceϕ. This gives
A′k = 〈eϕc∗φ0, (c∗c+ δ)−1eϕc∗φ0〉. (D.84)
Using eϕc∗e−ϕ = c∗ − ik¯ again, we find
eϕc∗φ0 = (c∗ − ik¯)eϕφ0 = e−|k|2/2(c∗ − ik¯)
∞∑
0
1
2nn!
(ikc∗)nφ0. (D.85)
Furthermore, using [c, c∗] = 2, we find, by a standard computation, c∗c(c∗)nφ0 =
2n(c∗)nφ0 and therefore (c∗c + δ)−1(c∗)nφ0 = (2n + δ)−1(c∗)nφ0. This, together with
(D.84), gives
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A′k = e
−|k|2
∞∑
0
|k|2n
(2nn!)2
{〈(c∗)n+1φ0, (c∗c+ δ)−1(c∗)n+1φ0〉
+ |k|2〈(c∗)nφ0, (c∗c+ δ)−1(c∗)nφ0〉}
+ 2e−|k|
2
∞∑
1
2n|k|2n
(2nn!)2
〈(c∗)nφ0, (c∗c+ δ)−1(c∗)nφ0〉
=e−|k|
2
∞∑
0
|k|2n
(2nn!)2
{(2(n+ 1) + δ)−1‖(c∗)n+1φ0‖2
+ |k|2(2n+ δ)−1‖(c∗)nφ0‖2}
+ 2e−|k|
2
∞∑
1
2n|k|2n
(2nn!)2
(2n+ δ)−1‖(c∗)nφ0‖2. (D.86)
Now, using ‖(c∗)nφ0‖2 = 2nn!‖φ0‖2 and ‖φ0‖ = 1, we obtain furthermore
A′k = e
−|k|2{
∞∑
0
|k|2n
2nn!
[(2(n+ 1) + δ)−12(n+ 1) + |k|2(2n+ δ)−1]
+ 2
∞∑
1
|k|2n
2nn!
2n(2n+ δ)−1}
= e−|k|
2{1 + |k|2δ−1 +
∞∑
1
|k|2n
2nn!
[3 + |k|2(2n)−1]}+O(δ). (D.87)
Next, using eik·xc∗e−ik·x = c∗ − ik, we compute
〈φk, eik·xc∗φ0〉 = 〈φk, (c∗ − ik)eik·xφ0〉 = −ik〈φk, eik·xφ0〉 (D.88)
and therefore, by (D.24) (see (D.91) below) and ‖φ0‖ = 1,
A′′k = |〈φk, eik·xc∗φ0〉|2 = |k|2|〈e−ik·xφk, φ0〉|2 = |k|2e−|k|
2
. (D.89)
The last relation, together with gδ = A
′
k − 1δA′′k and (D.87), shows that the terms in
front of 1δ cancel and therefore, after taking δ → 0 and using that
∑∞
1
|k|2n
2nn!n
−1 =
1
2 |k|2
∑∞
0
|k|2n
n! (n+ 1)
−2, we arrive at
g22(k) =e
−|k|2{1 +
∞∑
1
|k|2n
2nn!
[3 + |k|2(2n)−1]}. (D.90)
Using the definition gij(k) := 〈vki,W 1R¯k0W 1vkj〉, the relations (D.79) and (D.80) and
that, by the computation above, g22(−k) = g22(k), we conclude that (D.76) holds. 
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Proof of the third equality in (D.24), i.e. of
〈φ¯0φke−ik·x〉 = e−|k|2/2. (D.91)
Recall the definition of the annihilation and creation operators in (2.7). To begin with,
we derive the following representation of the functions φk used below:
Proposition D.16.
φk = e
ik·xe−iϕkφ0, (D.92)
where ϕk :=
1
2(kc
∗ + k¯c) (since eik·xe−iϕk is unitary it preserves the normalization).
(Note that (D.92) is defined up to a constant phase factor eiα.)
Proof. This formula should be compared with the Bloch theorem, which says that the
functions φk can be written as φk = φ˜ke
ik·x, where φ˜k is a gauge periodic function, i.e.
the one satisfying the gauge-periodicity condition φ(x + s) = eigs(x)φ(x), ∀s ∈ Lτ ,
with gs(x) :=
1
2s∧ x+ cs, with cs numbers satisfying cs+t − cs − ct + 12s∧ t ∈ 2piZ (see
(2.2)). Our representation gives a detailed information about the function φ˜k.
The relation e−iϕkceiϕk = c+ ik gives c∗c+ i(kc∗ − k¯c) + |k|2 = e−iϕkc∗ceiϕk . This
relation together with (D.83) implies
e−ik·x(−∆a0 − 1)eik·x = e−iϕk(−∆a0 − 1)eiϕk . (D.93)
The operator ∆a0 − 1 on the l.h.s. acts on functions satisfying the gauge-periodicity
condition from the definition of φk in (2.1),
φ(x+ s) = eigs(x)eik·sφ(x), ∀s ∈ Lτ , (D.94)
with gs(x) the same as above, while on the r.h.s., satisfying the same gauge-periodicity
condition with k = 0.
Denote by hk the operator ∆a0−1 acting on functions satisfying the gauge-periodicity
condition (D.94). Then the relation (D.93) can be rewritten as eiϕke−ik·xhkeik·xe−iϕk =
hk=0. Applying the latter relation to the function φ0 and using that h0φ0 = 0 and that
φk is the unique zero eigenvector of hk, we conclude that (D.92) holds.
The Cambell-Baker-Housdorff relation eX+Y = eXeY e−
1
2
[X,Y ], provided [X,Y ] is
a multiple of the identity, implies eiϕkφ0 = e
−|k|2/2eikc∗φ0, and therefore eiϕkφ0 =
e−|k|2/2
∑∞
0
1
2nn!(ikc
∗)nφ0. Using this, we rewrite (D.92) as the series
φk = e
−|k|2/2eik·x
∞∑
0
1
2nn!
(−ikc∗)nφ0. (D.95)
Using this series and the fact that 〈φ0, (c∗)nφ0〉 = 0 for n ≥ 1, we obtain (D.91). 
This completes the proof of Lemma D.10. 
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E Estimates of the nonlinearity N˜(v)
In this appendix, we analyze the nonlinearity N˜(v) := Nτ (v) + Vσv, where Nτ (v), Vγ′
and σ are defined in Proposition 4.3 and used in Subsection 4.3. The main result here
is the following
Proposition E.1. Let v = v′ + v′′ as in Subsection 4.3. We have the estimates
‖N˜(v)‖L2 . −2
( 2∑
1
‖v′‖kH1‖v′‖L∞ +
4∑
3
‖v′‖kH1 + ‖v′′‖H2
3∑
1
‖v‖kH1
)
, (E.1)
‖xN˜(v)‖L2 . −3
(‖v′‖L∞1 3∑
1
‖v′‖kH1 + ‖P¯ xv′′‖H2
3∑
1
‖v‖kH1
)
, (E.2)
‖UN˜(v)‖H−1x L∞k . ‖UNτ‖H−1x L∞k . (E.3)
Proof. We first note that, due to the diamagnetic inequality for a ∈ L2loc(R2) (see [36]),
|∇|f || ≤ |∇af |, and by the standard Sobolev embedding theorem H1cov is continuously
embedded in Lp(R2;C× R2) for all p ∈ [2,∞). We also note that since ψτ is a gauge-
periodic smooth function, it is bounded.
We begin with the estimate ‖Nτ (v)‖L2 . −2(‖v‖H1‖v‖L∞ +
∑3
2 ‖v‖kH1). To estab-
lish this bound, we first write the explicit expression for the nonlinearity Nτ (v). Using
the definition (4.6) of Nτ (v) and the definition of J(u) as the r.h.s. in the equation
(1.34) and letting v = (ξ, η, α), we find
Nτ (v) =
 −2iα · ∇aτ ξ − |α|2ψτ − |α|2ξ − iξ divα− κ2(ψ¯τξ2 + 2ψτξη + ξ2η)2iα · ∇aτ η − |α|2ψτ − |α|2η + iη divα− κ2(ψτη2 + 2ψ¯τξη + η2ξ)
η∇aτ ξ + ξ∇aτ η − 2α(ψ¯τξ + ηψτ + ξη)
 .
(E.4)
We consider the worst terms η∇aτ ξ and ξ2η in (E.4). We have trivially, ‖η∇aτ ξ‖L2 ≤
‖η‖L∞‖∇aτ ξ‖L2 ≤ ‖η‖L∞‖ξ‖H1 . For the second term, we have, by the Sobolev embed-
ding theorem in dimension 2,
‖ξ2η‖2 . ‖ξ‖2H1‖η‖H1 .
The remaining terms are simpler and treated similarly. Similarly, we show the estimate
‖Nτ (v)−Nτ (v′)‖L2 . ‖v′′‖H2
2∑
1
‖v‖kH1 . (E.5)
Indeed, e.g. considering the contribution of the term η∇Aωξ, we have η∇aτ ξ−η′∇aτ ξ′ =
η∇aτ ξ′′+ η′′∇aτ ξ′, where ξ′′ := ξ′− ξ and η′′ := η′− η, which is estimated as ‖η∇aτ ξ−
η′∇aτ ξ′‖L2 ≤ ‖η‖L4‖∇aτ ξ′′‖L4 + ‖η′′‖L∞‖∇aτ ξ′‖L2 ≤ ‖η‖H1‖ξ′′‖H2 + ‖η′′‖H1‖ξ′‖H2 .
Now, writing Nτ (v) = Nτ (v
′) + (Nτ (v) − Nτ (v′)) and using the above estimates, we
arrive at
‖Nτ (v)‖L2 . ‖v′‖H1‖v′‖L∞ + ‖v′‖3H1 + ‖v′′‖H2
2∑
1
‖v‖kH1 . (E.6)
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This proves (E.1) for Nτ (v).
To estimate the term Vσv, we begin with an estimate σ := γ˙ + φ.
Lemma E.2. For σ satisfying the equation (4.8), we have the estimates
‖σ‖Hs . ‖Nτ (v)‖Hs−1 . (E.7)
Proof. We use the equation (4.8) for σ and therefore first we have to show that the
operator −∆ + |ψτ |2 + ψ¯τξ + ψτη in (4.8), considered from Hs to Hs−2, is invertible,
for ‖ξ‖L2 sufficiently small and s = 0, 1, 2. To show this, we use the following
Lemma E.3. We have, for some constant c > 0 independent of ,
−∆ + |ψτ |2 ≥ c2. (E.8)
Proof. First, we notice first that h := −∆ + |ψτ |2 ≥ 0. To show that this operator
has a gap at 0, we pass from h to its Bloch-Floquet representation
∫ ⊗
Ω∗ hkdˆk, acting on∫ ⊗
Ω∗ Hkdˆk, where Hk := {α ∈ L2(R2,C2) : α(x+ s) = eik·xα(x),∀s ∈ L}, with the inner
product 〈α, β〉 := ∫Ω α¯ · β, for some some elementary cell Ω of L. Then, using the map
eik·x : L2(Ω∗, L2per)→
∫ ⊗
Ω∗ Hkdˆk, where L2per := {α ∈ L2(R2,C2) : α(x+ s) = α(x),∀s ∈
L}, with the inner product as above, further to the operator
g : fk(x)→ [(−i∇− k)2 + |ψτ |2]fk(x)
on L2(Ω∗, L2per). We consider g as a perturbation of the operator g0 : fk(x)→ (−i∇−
k)2fk(x), whose spectrum consist of the bands, {|ν − k|2 : k ∈ Ω∗τ}, ν ∈ L∗, with the
band eigenfunctions, eiν·x. We apply to g the Feshbach-Schur map with the projection,
P , on the eigenspace of the operator g0 corresponding to its lowest spectral branch,
{|k|2 : k ∈ Ω∗τ}, i.e. Pfk(x) → 〈1, fk〉 = 〈fk〉Ω ∈ L2(Ω). The corresponding the
Feshbach-Schur map is the multiplication operator
f(µ) := 〈(−i∇− k)2 + |ψτ |2 − |ψτ |2r¯k(µ)|ψτ |2〉Ω,
where r¯k(µ) := P¯ (P¯ gkP¯ −µ)−1P¯ , with gk := (−i∇−k)2 + |ψτ |2 and P¯ := 1−P , acting
on L2(Ω∗). It can be rewritten as f(µ) = |k|2 + 〈|ψτ |2〉Ω−〈|ψτ |2r¯k(µ)|ψτ |2〉Ω and, since
〈|ψτ |2〉Ω & 2 and |ψτ |2 = O(2), it satisfies f(µ) & 2. Since µ ∈ σ(f(µ))⇔ µ ∈ σ(h),
the last estimate proves (E.8).
Now, the bound (E.8) and the condition ‖ξ‖L2  2 imply that −∆+ |ψτ |2 + ψ¯τξ+
ψτη ≥ 12c2 and therefore −∆+|ψτ |2 +ψ¯τξ+ψτη is invertible and its inverse is bounded
as ‖(−∆ + |ψτ |2 + ψ¯τξ + ψτη)−1‖Hs−2→Hs . −2.
Since the operator −∆ + |ψτ |2 + ψ¯τξ + ψτη is invertible, we can rewrite (4.8) as
σ = Rb, where R := (−∆ + |ψτ |2 + ψ¯τξ + ψτη)−1 (E.9)
and b(v) := −iψ¯τNξ(v)− iψτNη(v) + divNα(v) (with Nτ (v) = (Nξ(v), Nη(v), Nα(v))).
Then (E.9), together with the estimate R . −2, gives that
‖σ‖Hs . −2(‖iψ¯τNξ(v) + iψτNη(v)− divNα(v)‖Hs−2). (E.10)
This implies (E.7).
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Now, we prove the bound (E.1) for Vσv. By the definition of Vσ (namely, Vσv :=
(iσξ,−iση, 0), for v = (ξ, η, α), see (4.5)), we have ‖Vσv‖L2 . ‖σ‖H1‖v‖H1 + ‖σ‖L2 ,
which, together with (E.7) and (E.6), gives the estimate (E.1) for Vσv. This together
with (E.6), completes the proof of (E.1).
Next, we prove the estimate (E.2). By the explicit form of Nτ (v), given in (E.4),
Nτ (v) can be written as
Nτ (v) = N2(v, v) +N3(v, v, v), (E.11)
where N2(v, v) and N3(v, v, v) are bilinear and trilinear contributions to Nτ (v). We
agree that it is the first arguments in N2(v, v) and N3(v, v, v) which have no derivatives.
Then xNτ (v) = N2(xv, v) +N3(xv, v, v). Now, using the estimate similar to (E.6) and
recalling the definition of the space L∞1 , we arrive at the estimare
‖xN(v)‖L2 . ‖v′‖L∞1
2∑
1
‖v′‖kH1 + ‖P¯ xv′′‖H2
2∑
1
‖v‖kH1 . (E.12)
Now we turn to the term xVσv. By the definition Vσv := (iσξ,−iση, 0), for v =
(ξ, η, α), we have ‖xVσv|L2 . ‖xv‖L∞‖σ‖L2 , which implies the desired result.
For the second component, we write xi∇jσ = ∇xσ − δi,jσ. Furthermore, using the
equation (E.9) and the relation [x,R] = −R2∇R, which follows from [x,−∆] = 2∇,
we find xσ = Rxb − R2∇Rb. To bound the latter expression, we use the third of the
following bounds
‖R‖ . −2, ‖∇R‖ . −2, ‖R∇R‖ . −3, (E.13)
first of which follows from (E.8) the second, from the first one as ‖∇Rf‖2 = 〈f,R(−∆)Rf〉 =
〈f,R(R−1 + O(2))Rf〉 . −2‖f‖2, and the third, from the first two. Remembering
the definition of b(v) and using the above bound on R∇R and the estimate (E.7), we
arrive at the estimate
‖x∇σ‖L2 . −2‖xNτ (v)‖H−1 + −3‖Nτ (v)‖H−1 . (E.14)
This, together with the estimate of σxξ and the estimates (E.6) and (E.12), gives
‖xVσv‖L2 . −3
(‖v′‖L∞1 3∑
1
‖v′‖kH1 + ‖P¯ xv′′‖H2
3∑
1
‖v‖kH1
)
. (E.15)
This completes the proof of the estimate (E.2).
Now, we prove the estimate (E.3). Using the expansion
(−∆ + |ψτ |2 + ψ¯τξ + ψτη)−1
=
∞∑
0
(−∆ + |ψτ |2)−1[−(−∆ + |ψτ |2)−1(ψ¯τξ + ψτη)]n (E.16)
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and using that, by the second relation in (3.20) (or the first relation in (3.21)), U(−∆+
|ψτ |2)−1 = (−∆ + |ψτ |2)−1U and that (−∆ + |ψτ |2)−1 is bounded on H−1x L∞k ( which
is shown similarly to (E.8)), we conclude that U(−∆ + |ψτ |2 + ψ¯τξ + ψτη)−1 = RˆU ,
where Rˆ is a bounded operator on H−1x L∞k . This, together with the equation (E.9) and
the definition of N˜ , gives (E.3).
Proposition E.4. The nonlinearity Nh(f) = V ∗N˜(V f + h) satisfies the esimates
‖∂mk Nh,k(f)‖L∞ .
3∑
r=2
(‖f‖r
Hm/2
+ ‖h‖rH1
m/2
), m = 0, 1. (E.17)
Proof. To concentrate on the essentials and keep notation from running amok, we
present the estimates only for the bilinear part N2(v, v) of Nτ (v), defined after (E.11).
The cubic term N3(v, v, v) is treated similarly. (The estimates for N2(v, v) hold also
for N3(v, v, v), provided the norms involved are less than some constant.)
We observe that the bilinear part, N2(v, v), of Nτ (v) can be written as a sum of
products – in the sense of the definition in Appendix A – of two vectors. For instance,
one of the two most singular contributions to Nτ (v) is (α · ∇aτ ξ, α · ∇aτ η, η∇aτ ξ) and
it can be written as a product of the vectors v1 = (∇aτ ξ, η, α) and v = (ξ, η, α).
For m = 0, by virtue of (3.55) and (E.3), we have to estimate ‖UNτ‖H−1x L∞k , i.e.‖UN2(v, v)‖H−1x L∞k , in our case. Using the equation (A.1) , we find that
‖UN2(v, v)‖H−1x L∞k . ‖vˆ1‖L2‖vˆ‖L2 , (E.18)
where v1 = (∇aτ ξ, η, α) and v = (ξ, η, α) and vˆ1 = Uv1 and vˆ = Uv. The unitarity of
U gives ‖vˆ2‖L2 = ‖v‖L2 . Next, by the second equation in (3.20), we have vˆ1 = (∇aτ ⊕
1)Uv. By the second relation in (3.20) or in (3.21), this gives ‖vˆ1‖L2 ≤ ‖(∇aτ ⊕1)v‖L2 .
Now, v2 = v = V f + v
′′ and therefore, by the first relation in (3.56), implies ‖vˆ1‖L2 ≤
‖f‖L2 + ‖v′′‖H1 , which, together with (E.3) and (E.18), gives
‖UN˜2‖H−1x L∞k . ‖f‖
2
L2 + ‖v′′‖2H1 , (E.19)
where N˜2 is obtained from N˜ by dropping the trilinear terms in Nτ . Using the definition
Nh(f) = V ∗N˜(V f+h) and the estimates (3.55) and (E.19), leads to the quadratic part
of (E.17) (or (E.17) for ‖f‖r
Hm/2
. 1 and ‖h‖r
H1
m/2
. 1) for m = 0.
Now, to prove differentiability of Nh,k(f) in k, we use the definition Nh(f) =
V ∗N˜(V f + h) and the first relation in (3.53), which gives i∇′jV ∗ = V ∗xj − V ∗j , to
compute ∂kjNh(f) = (V ∗xj − V ∗j )N˜(V f + h). Now, letting v = V f + h, we have
∂kjNh(f) = (V ∗xj − V ∗j )N˜(v). (E.20)
Using (3.55) and proceeding as with the estimate (E.3) above, to obtain
‖V ∗xN˜2(v, v)‖L∞ . ‖UxN˜2(v, v)‖H−1x L∞k . ‖UxN2(v, v)‖H−1x L∞k . (E.21)
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By the explicit expression for the nonlinearity, (E.4), we have xjN2(v, v) = N2(x
1/2
j v, x
1/2
j v)+
a simpler term, where the simpler term comes from pulling x
1/2
j through ∇ and is of
the same form as N2(v, v). Now, using (E.20) and (E.21) and proceeding as in (E.18),
we arrive at the estimate
‖∇kNk2(f, h)‖L∞ . ‖vˆ1‖L2‖vˆ2‖L2 + ‖vˆ3‖L2‖g4‖L2 , (E.22)
where Nk2(f, h) is obtained from Nk(f, h) by dropping the trilinear terms in Nτ , vˆi =
Uvi and v1 and v2 are as above and v3 = x
1/2
j v1 and v4 = x
1/2
j v2. The first summand
on the r.h.s. is the same as in (E.18) and leads eventually to the same contributions to
the final estimate. To estimate the second summand on the r.h.s., we have to analyze
the function xv(x).
Using v = v′+ v′′ = V f + v′′, we write xv = xV f +Pxv′′+ P¯ xv′′, where f := V ∗v.
Recall that by (3.53), xjV f = (V i∇′j + Vj)f , where, recall, ∇′ = ∇k. The term P¯ xv′′
is fine as we have shown in the previous subsection how to control it. To treat the
remaining term, we use (4.29) and Pv′′ = 0 to obtain Pxjv′′ = V V ∗j v
′′. Collecting
these expression, we find
xjv = (V i∇′j + Vj)f + V V ∗j v′′ + P¯ xjv′′, (E.23)
By the relations ‖V f‖L2 = ‖f‖L2 , ‖Vjf‖L2 . ‖f‖L2 and ‖V ∗j v‖L2 . ‖v‖L2 (see Lemma
3.12 and the line after (3.53)), this gives
‖xmv‖L2 . ‖f‖Hm + ‖v′′‖L2 + ‖P¯ |x|m2v′′‖L2 ,
for m = 0, 1, which by the interpolation gives also m = 1/2. Then remembering (E.22)
and proceeding as in the paragraph after the equation (E.18), we arrive at the quadratic
part of (E.17) (or (E.17) for ‖f‖r
Hm/2
. 1 and ‖h‖r
H1
m/2
. 1) for m = 1.
Remark 16. In the estimates (3.55) and (E.3), we can replace H−1x L∞k and H
−1
x L
∞
k
by L1xL
∞
k and L
1
xL
∞
k . This would effect the estimate (E.21) giving ‖V ∗xN˜(v)‖L∞ .
‖UxN˜(v)‖H−1x L∞k ∪L1xL∞k . ‖UxNτ (v)‖H−1x L∞k ∪L1xL∞k . Moreover, the estimate (E.18) can
be replaced by the estimate ‖UNτ (v)‖LrxL∞k . ‖vˆ1‖LpkLqx‖vˆ2‖Lp′k Lq′x , p
−1 + (p′)−1 =
1, q−1 + (q′)−1 = r−1.
F Proof of Theorem 1.5
In this appendix we prove the explicit representation (1.32) of the functions γk(τ). We
introduce the functions
ϕq(z) = φk(x), x1 + ix2 =
√
2pi
Im τ
z, k = −
√
2pi
Im τ
iq (F.1)
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Now, rewrite the functions γk(τ), defined in (1.9), in terms of the functions ϕq, intro-
duced in (F.1):
γk(τ) := 2〈|ϕ0|2|ϕq|2〉Ωτ + |〈ϕ20ϕ¯qϕ¯−q〉Ωτ | − 〈|ϕ0|4〉Ωτ . (F.2)
Theorem 1.5 follows from (F.2), Proposition F.1 below and fact that |Ωτ | = Im τ . 
By (F.1) and Proposition 2.1, the functions ϕq(z) are related to the theta-functions
θq(z, τ) as
ϕq(z) = ce
pii(a2τ−ab)e
pi
2 Im τ
(z2−|z|2)θq(z, τ). (F.3)
Here c is such that 〈|ϕq|2〉Ωτ = 〈|ϕ0|2〉Ωτ = 1, where Ωτ is a fundamental domain of
the lattice Z + τZ, and, since the function ϕq(z) is defined up to a phase factor, we
inserted the factor epii(a
2τ−ab), which makes some expressions below simpler.
To compute the integrals entering (F.2), we use the relation (F.3) and the explicit
series representation (2.5) for θq(z, τ). As was mentioned above, we can set c1 = cτ =
0 in (2.5), which we do from now on.
Proposition F.1. Recall q = −aτ + b and Im τ = τ2 and let Ω = Ωτ := {u1 + τu2 :
−1/2 ≤ u1, u2 ≤ 1/2}. We have∫
Ω
ϕ¯0ϕqe
2pii
τ2
Im(q¯z)
dz =
c2
2
√
τ2e
− pi
2τ2
|−aτ+b|2
, (F.4)∫
Ω
|ϕ0|2|ϕq|2dz = c
4
2
∞∑
p,n=−∞
e
− pi
τ2
|n−pτ−aτ+b|2
, (F.5)
∫
Ω
ϕ¯20ϕqϕ−qdz =
c4
2
e−2piiab
∞∑
p,n=−∞
e
− pi
τ2
|n−pτ−aτ+b|2−2pii[bp−na]
, (F.6)
where c is the constant given in (F.3), which, by (F.4) with q = 0, is c =
√
2(τ2)
1/4.
Proof. Introduce the function fq(z) := e
2pii
τ2
Im(q¯z)
(ϕ¯0ϕq)(z). The functions fq are peri-
odic functions w.r.to the lattice L. To convert this to standard periodicity (w.r.to the
square lattice), we write z = z1 + iz2 = u1 + u2τ : −1/2 ≤ ui ≤ 1/2, i = 1, 2, or in
coordinates, z = z(u), given by
z1 = u1 + τ1u2 and z2 = τ2u2. (F.7)
Then the functions fq(z(u)) ≡ fq(u1 + u2τ) are periodic functions w.r.to ui with the
period 1. We begin with
Lemma F.2. The function fq(z(u)) is of the form
fq(z(u)) := e
2pii
τ2
Im(q¯z)
ϕ¯0ϕq =
∞∑
m,n=−∞
e2piαm,n(u), (F.8)
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where αm,n(u) is given by
αm,n(u) = −τ2(u2 + r)2 + i[(n− a)τ1 + b](u2 + r) + inu1 + βn, (F.9)
with r = m− 12n− 12a, and
βn = i
1
2
bn− 1
4
(n− a)2τ2. (F.10)
Proof. First, (F.3) and the series representation (2.5) for θq(z, τ) and (F.7) yield
fq(z(u)) := e
2pii
τ2
Im(q¯z)
ϕ¯0ϕq =
∞∑
m,m′=−∞
e
2piα′
m,m′ (u), with (F.11)
α′m,m′(u) =
i
τ2
Im(q¯z)− 1
τ2
z22 − iaz + iqm+
1
2
i(m2τ −m′2τ¯)
+ i(mz −m′z¯) + 1
2
i(a2τ − ab). (F.12)
We use that τ := τ1 + iτ2 and q = −aτ + b and (F.7), to obtain
i
τ2
Im(q¯z)− iaz = i
τ2
((−aτ1 + b)z2 + aτ2z1)− a(iz1 − z2)
=
1
τ2
(i(−aτ1 + b) + aτ2)z2 = i 1
τ2
qz2 = iqu2. (F.13)
Next, we use the relations (F.7) and
mz −m′z¯ = (m−m′)z1 + i(m+m′)z2
= (m−m′)(u1 + τ1u2) + i(m+m′)τ2u2, (F.14)
and the notation n = m − m′ and r = 12(m + m′) − 12a = m − 12n − 12a, so that
m = r + 12n+
1
2a and m
′ = r − 12n+ 12a (and r = m− 12n− 12a), to obtain
i
τ2
Im(q¯z)− 1
τ2
z22 − iaz + i(mz −m′z¯) = −τ2u22 + aτ2u2 + i(−aτ1 + b)u2
+ in(u1 + τ1u2)− 2(r + 1
2
a)τ2u2
= −τ2[u22 − au2 + 2ru2] + inu1 + i[(n− a)τ1 + b]u2
= −τ2(u2 + r)2 + inu1 + i[(n− a)τ1 + b]u2
+ τ2
1
4
(2r)2. (F.15)
Now, we use that
1
2
i(m2τ − (m′)2τ¯) = i(m2 −m′2)τ1 − (m2 +m′2)τ2 (F.16)
= in(r +
1
2
a)τ1 − ((r + 1
2
a)2 +
1
4
n2)τ2. (F.17)
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The last three relations together with (F.12) give
α′m,m−n(u) = −τ2(u2 + r)2 + i[(n− a)τ1 + b](u2 + r) + inu1 + βn,
which is the same as (F.9), with
βn = −i[(n− a)τ1 + b]r + τ2r2
+ [i(−aτ1 + b) + aτ2]m+ in(r + 1
2
a)τ1 − (1
4
n2 + (r +
1
2
a)2)τ2 +
1
2
i(a2τ − ab).
Using iq = i(−aτ1 + b) + aτ2, we simplify this expression to (F.10). Now, we change
the summation variable from m′ to n = m−m′ and use that
∞∑
m,m′=−∞
gm,m′ =
∞∑
m=−∞
∞∑
m′=−∞
gm,m′ =
∞∑
m=−∞
∞∑
n=−∞
gm,m−n =
∞∑
m,n=−∞
gm,m−n
to find (F.8) - (F.10).
Let cn1,n2(f) denote the Fourier coefficients of a function f (w.r.to ui), i.e. cα(f) :=∫
[0,1]2 f(u)e
2piiα·udu, α = (n1, n2) ∈ Z2.
To compute the Fourier coefficients cn1,n2(fq), we compute the FTs of fq on the
entire R2 and use that for any function f(u) of the period 1, we have∫
R2
f(z(u))e2piiξ·udu =
∑
n∈Z2
cn(f)δ(ξ1 − n1)δ(ξ2 − n2). (F.18)
Now, the Fourier transform of fq is given by
FT (fq)(ξ) = c
′2
∞∑
m,n=−∞
∫
R2
due2pi(iξ1u1+iξ2u2+αm,n(u)).
Using (F.9) and passing to the new variables y1 = u1 and y2 = u2 − 12a+ r, we find
iξ1u1 + iξ2u2 + αm,n(u) = iξ1y1 + iξ2(y2 − r)− τ2y22 + i(n− a)τ1y2
+ iby2 + ipy1 + βn
= −iξ2(r + 1
2
a) +
1
2
iξ2a+ i(ξ1 + n)y1 − τ2y22
+ i(ξ2 + (n− a)τ1 + b)y2 + βn. (F.19)
Now, changing n to −n, remembering that r = m− 12n− 12a, with m,n ∈ Z, and using
the standard formulae, the first of which is the Poisson summation formula,
∞∑
m=−∞
e−2piimξ2 =
∞∑
n′=−∞
δ(ξ2 − n′), (F.20)∫
R
dy1e
2piiξy1 = δ(ξ), (F.21)∫
R
dy2e
2pi(−τ2y22+iηy2) =
1√
2τ2
e
−2pi 1
4τ2
η2
, (F.22)
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we obtain
c′−2FT (fq) =
∞∑
n,n′=−∞
∫
R2
dye2pi(i(ξ1−n)y1−τ2y
2
2+i(ξ2−(n+a)τ1+b)y2+i 12 ξ2(a−n)+β−n)δ(ξ2 − n′)
=
∞∑
n,n′=−∞
∫
R
dy2e
2pi(−τ2y22+i[ξ2−(n+a)τ1+b]y2−iξ2 12 (n−a)+β−n)δ(ξ2 − n′)δ(ξ1 − n)
=
1√
τ2
∞∑
n,n′=−∞
e−2piΦδ(ξ2 − n′)δ(ξ1 − n). (F.23)
where Φ := 14τ2 [n
′ − (n + a)τ1 + b]2 + i12n(n − a) − β−n. Remembering (F.10) , we
simplify this expression as
Φ =
1
4τ2
[n′ − (n+ a)τ1 + b]2 + 1
2
i[n′(n− a) + bn] + 1
4
(n+ a)2τ2
=
1
4τ2
|n′ − (n+ a)τ + b|2 + 1
2
i[n′n− n′a+ bn]. (F.24)
The latter expression and (F.18) and the relation e−piin′n = (−1)n′n, gives the Fourier
coefficients for fq
cn,n′(fq) =
1√
τ2
(−1)n′ne−pi( 12τ2 |n′−(n+a)τ+b|2+i[bn−n′a]). (F.25)
Passing to the variables ui with the Jacobian det
(
1 τ1
0 τ2
)
= τ2, we obtain∫
Ω
ϕ¯0ϕqe
2pii
τ2
Im(q¯z)
dz =
∫
Ω
fq(z)dz = τ2
∫
[0,1]2
fq(z(u))du = τ2c00(fq).
This, together with (F.25), gives (F.4).
To compute the integral (F.5), we use that it can be written, in terms of the function
fq, as
∫
Ω |ϕ0|2|ϕq|2dz =
∫
Ω f¯qfqdz. Using the change of variables and the Plancherel
theorem, we find ∫
Ω
|ϕ0|2|ϕq|2dz = τ2
∞∑
n,n′=−∞
c¯n,n′(fq)cn,n′(fq). (F.26)
This equation, together with (F.25), yields (F.5).
Now, we compute the integral (F.6), which in terms of the function fq can be written
as
∫
Ω ϕ¯
2
0ϕqϕ−qdz =
∫
Ω f−qfqdz. Using the change of variables and the Plancherel
theorem, we find ∫
Ω
f−qfqdz = τ2
∞∑
n,n′=−∞
c−n,−n′(f−q)cn,n′(fq). (F.27)
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This equation, together with (F.25), yields∫
Ω
f−qfqdz = c′
4
∞∑
n,n′=−∞
e
−2pi( 1
2τ2
|n′−(n+a)τ+b|2+i[bn−n′a])
, (F.28)
which in turn gives (F.6).
G Energy of fluctuations
Lemma G.1. For all v ∈ H1cov, we have
lim
Q→R2
(EQ(uω + v)− EQ(uω)) = 1
2
〈v, Lωv〉L2 +Rω(v), (G.1)
where Rω is given by
Rω(v) =
∫
(|α|2 + κ2|ξ|2) Re(Ψ¯ωξ)− α · Im(ξ¯∇Aωξ) +
1
2
(|α|2 + κ
2
2
|ξ|2)|ξ|2. (G.2)
Proof. We first considers smooth v with compact support. Choose any Q ⊂ R2 that is
bounded and contains the support of v. Using definition (1.1), we expand EQ(uω + v)
in v, collecting terms that are linear in v, 12
∫
Q 2 Re(∇Aωξ · ∇AωΨω + iα · Ψ¯ω∇AωΨω) +
2(curlAω)(curlα) − 2κ2(1 − |Ψω|2) Re(ξ¯Ψω), and integrate by parts (boundary terms
vanish due to v) to see that they are equal to
Re
∫
Q
ξ¯(−∆AωΨω − κ2(1− |Ψω|2)Ψω) + α · (curl∗ curlAω − Im(Ψ¯ω∇AωΨω)) = 0,
since (Ψω, Aω) is a solution of the Ginzburg-Landau equations. For the quadratic terms
we again integrate by parts and use the fact that the terms vanish outside Q to see
that they give us exactly 12〈v, Lωv〉L2 . Similarly the higher order terms give us Rω(v).
We thus have
EQ(u)− EQ(uω) = 1
2
〈v, Lωv〉L2 +Rω(v).
The right hand side is independent of Q, and therefore taking the limit proves (G.1)
for smooth compactly supported v. The general result follows from the fact that Λω is
a continuous functional on the space H1cov.
Supplement I. Feshbach-Schur perturbation theory
In this appendix we present for the reader’s convenience the main result of the Feshbach-
Schur perturbation theory. Let P and P be orthogonal projections on a separable
Hilbert space X, satisfying P + P = 1. Let H be a self-adjoint operator on X. We
assume that RanP ⊂ D(H), that HP := PHP RanP is invertible, and
‖RP ‖ <∞ , ‖PHRP ‖ <∞ and ‖RPHP‖ <∞ , (I.1)
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where RP = PH
−1
P
P . We define the operator
FP (H) := P (H −HRPH)P Ran P . (I.2)
The key result for us is the following:
Theorem I.1.(Isospectrality theorem for the Feshbach-Schur maps) Assume (I.1) hold.
Then
0 ∈ σ(H)⇔ 0 ∈ σ(FP (H)) (I.3)
and
Hψ = 0⇔ FP (H)φ = 0, (I.4)
where ψ and φ are related by φ = Pψ and ψ = Qφ, with the (bounded) operator Q
given by
Q = Q(H) := P −RPHP. (I.5)
Proof. Both relations are proven similarly so we prove only the second one which suffices
for us. First, in addition to (I.5), we define the operator
Q# = Q#(H) := P − PHRP . (I.6)
The operators P , Q and Q# satisfy
HQ = PH ′ , Q#H = H ′P, (I.7)
where H ′ = FP (H). Indeed, using the definition of Q, we transform
HQ = HP −HPH−1
P
PHP
= PHP + PHP − PHPH−1
P
PHP − PHPH−1
P
PHP
= PHP − PHPH−1
P
PHP
= PFP (H).
(I.8)
Next, we have
Q#H = PH − PHPH−1
P
PH
= PHP + PHP − PHPH−1
P
PHP − PHPH−1
P
PHP
= PHP − PHPH−1
P
PHP
= FP (H)P.
This completes the proof of (I.7).
Now, we show
NullQ ∩NullH ′ = {0} and NullP ∩NullH = {0}, (I.9)
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The first relation in (I.9) follows from the fact that the projections P and P are or-
thogonal, which implies the inequality
‖Qu‖2 = ‖Pu‖2 + ‖RPHPu‖2 ≥ ‖Pu‖2,
and the relation NullP ⊂ NullH ′, which follows from the definition of H ′. To prove the
second relation in (I.9) we use the equation P +P = 1 and the definitions HP = PHP
and (I.5) to obtain
1 = QP +RPH , (I.10)
which, in turn, is implies the second relation in (I.9). Indeed, applying (I.10) to a
vector φ ∈ NullP ∩NullH, we obtain φ = QPφ+RPHφ = 0.
Now the statement (I.4) follows from relations (I.7) and (I.9).
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