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Resumen
Según la Organización Mundial de la Salud (OMS), la mala calidad del aire pro-
voca 1 de cada 10 muertes globalmente, 7 millones de personas fallecen al año debido
a enfermedades causadas por la contaminación, además la mala calidad del aire es un
factor contribuyente al cambio climático, espećıficamente al calentamiento global. En
Perú, se debe cumplir los Estándares de Calidad Ambiental (ECAs) establecidos por
el Ministerio del Ambiente y supervisados por el Organismo de Evaluación y Fisca-
lización Ambiental (OEFA); no obstante, cumplir esta tarea se ve dificultada por la
baja cantidad de estaciones de medición. Debido a ello, el presente proyecto propone
estudiar diferentes estrategias de ingenieŕıa de caracteŕısticas y modelos de aprendizaje
de máquina que puedan estimar el nivel de contaminación de aire en zonas urbanas no
censadas. Para ello, se usó datos de contaminantes y variables meteorológicas recolecta-
dos por una red de monitoreo en la ciudad de Beijing, China. Se obtuvo como resultado
que el modelo Linear Regression entrenado con los datasets de contaminante PM2,5
de las 5 estaciones más cercanas al punto de predicción y normalizados mediante una
adaptación de Inverse Distance Weighting presentó mejor capacidad de estimación. Por
otro lado, los modelos LightGBM y XGBoost presentaron resultados un poco inferiores,
pero eran más robustos, pues su capacidad de estimación se manteńıa estable a pesar
de la modificación de la cantidad de estaciones usadas para el entrenamiento de los
modelos. Como trabajo futuro, se pretende usar y adaptar los modelos estudiados en
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El aire es el recurso más valioso del planeta y hoy en d́ıa es amenazado por los altos
niveles de contaminación. Según la Organización Mundial de la Salud (OMS), la mala
calidad del aire provoca 1 de cada 10 muertes globalmente, 7 millones de personas falle-
cen al año debido a enfermedades causadas por la contaminación [16]; además, también
es un factor contribuyente al cambio climático, espećıficamente al calentamiento global
debido al aumento de concentraciones de los gases de efecto invernadero. En Perú, el
aire es contaminado a altos niveles, comparado con otros páıses de Latinoamérica [7].
Entre los efectos a corto plazo de estar expuestos a ambientes con elevada contami-
nación están: tos, dolor de pecho, dolor de cabeza, náuseas, bronquitis y neumońıa.
Los efectos a largo plazo incluyen cáncer de pulmón, enfermedades cardiovasculares y
respiratorias y alergias [9].
El monitoreo de calidad del aire en Perú solo se realiza en Lima, con una red de
10 estaciones de SENAMHI que monitorean una área de 3000 km2 para 10 millones de
habitantes3. En el caso de Perú, se debe cumplir los Estándares de Calidad Ambiental
(ECAs) establecidos por el Ministerio del Ambiente y supervisados por el Organismo
de Evaluación y Fiscalización Ambiental (OEFA); no obstante, cumplir esta tarea se
ve dificultada por la baja cantidad de estaciones de medición. Esta escasez se debe
a los altos costos de dichas estaciones, aśı como sus altos costos de mantenimiento y
operación.
Ha habido pocos intentos de desarrollar modelos computacionales capaces de produ-
cir mapas de contaminación ambiental en Perú con una resolución espacial y temporal
que sea de utilidad para las autoridades y los ciudadanos. Entre esos intentos, se en-
cuentran los recientes trabajos de Sánchez-Ccoyllo et al. (2018) [8] y Reátegui et al.
(2018) [7], que implementaron modelos numéricos de contaminación WRF-CHEM pa-
ra predecir material particulado PM2,5 en Lima. La resolución espacial fue de 5x5 km
y la resolución temporal fue de hora en hora. Los resultados, validados con medicio-
nes de las estaciones del SENAMHI en dos meses del 2016, mostraron la dificultad de
tener estimaciones cercanas a los valores reales. Dichas dificultades fueron atribuidas
a las incertezas en el inventario de emisiones y las simplificaciones paramétricas que
se tuvieron que realizar. Estas dificultades son usuales en los modelos numéricos, los
cuales necesitan especificaciones precisas de los distintos parámetros y las condiciones
iniciales y de frontera para generar simulaciones realistas. Los modelos numéricos son
también altamente demandantes de recursos computacionales, ya que necesitan resolver
complejos sistemas de ecuaciones, por lo que su escalabilidad a resoluciones espaciales
y temporales mas altas es comúnmente problemática. Ello va en contraposición con
algunos estudios en Lima que indican que los gradientes de contaminación relevantes
3ver http://www.senamhi.gob.pe/?p=monitoreodecalidad-de-aire
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para la salud de las personas se dan justamente a escalas sub-kilométricas [1].
Ante esa necesidad, el Grupo de Inteligencia Artificial PUCP (IA-PUCP) junto con
la Universidad Católica San Pablo y apoyados por el Fondecyt-BM vienen implemen-
tando un sistema de monitoreo de calidad del aire con sensores de bajo costo para
zonas urbanas. Sin embargo, además del desarrollo de la red de medición, uno de los
componentes claves es desarrollar modelos algoŕıtmicos capaces de inferir niveles de
contaminación en puntos geográficos no censados por los módulos de medición a fin
de tener un sistema de monitoreo funcional que produzca mapas de contaminación
precisos.
Es en ese sentido que el presente proyecto propone estudiar diferentes estrategias
de transformación de datos y modelos de aprendizaje de máquina que puedan estimar
el nivel de contaminación por PM2,5, que es el más común y peligroso de todos los
contaminantes, en zonas urbanas no censadas. Para ello, se entrenará y validará los
modelos con un dataset de mediciones de calidad del aire recolectado en la ciudad de
Beijing, China1, la cual contiene información de concentraciones de contaminantes y
variables meteorológicas con una estructura de datos bastante similar a la que se tendrá
una vez que la red medición de Lima sea establecida. Cabe resaltar que como trabajo
futuro, se planea usar los modelos probados con el dataset de Beijing, China en Lima,
Perú.
Los potenciales beneficiarios de tener modelos de predicción espacial precisos den-
tro del sistema de monitoreo de calidad del aire seŕıan los organismos de vigilancia,
supervisión, fiscalización y control ambiental, tales como el SENAMHI, Ministerio del
Ambiente y el Organismo de Evaluación y Fiscalización Ambiental (OEFA). Otra apli-
cación importante seŕıa en el área de salud pública, donde el sistema podŕıa ser usado
para lanzar alertas a los ciudadanos sobre los lugares y horas donde los ĺımites per-
mitidos están siendo sobrepasados. Los beneficiarios de ello seŕıan las autoridades de
salud y los grupos sensibles a la contaminación del aire. Una tercera aplicación seŕıa
en el planeamiento urbano, donde la información histórica capturada puede ayudar
a los planificadores a identificar zonas frecuentemente contaminadas y crear acciones
paliativas.
2. Trabajos relacionados
En esta sección, se describirá brevemente los art́ıculos más relevantes de los últimos
3 años, aśı como los hallazgos más importantes para la investigación.
Liu, B. C. et al. [3] propone un modelo que usa el algoritmo Support Vector Regres-
sion (SVR) para predecir el ı́ndice de calidad del aire (AQI) en tres ciudades de China.
1ver https://biendata.com/competition/kdd 2018/
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En los datasets, se tomó en cuenta información de calidad de aire de las tres ciudades
capturada cada hora, y condiciones climáticas como datos de entrada. Se experimentó
con cuatro datasets por ciudad, por ejemplo, para predecir el AQI de la ciudad A, se
usó los datasets de las ciudades A, A+B, A+C, A+B+C, donde B y C son ciudades
cercanas. Se concluyó que para determinar el AQI de la ciudad que tiene un mayor
nivel de contaminación es mejor no tomar en cuenta datasets que tienen menor nivel
de contaminación o se encuentran muy alejadas.
Li, X. et al. [4] propone una versión extendida del modelo Long Short Term Memory
(LSTME), el cual incluye las correlaciones espacio-temporales para lograr una mejor
predicción del nivel de concentración de PM2,5 en China. En su dataset, se tomó en
cuenta el nivel de concentración de PM2,5 capturada cada hora, y factores meteorológi-
cos de Beijing, China. Se usó la correlación de Pearson para determinar la correlación
espacial de las concentraciones de PM2,5 en las 12 estaciones, y se determinó que hab́ıa
una correlación fuerte, lo cual indicaba que solo era necesario un modelo para todas
las estaciones, y no un modelo para cada estación. Por otro lado, se usó funciones
de autocorrelación para medir la correlación temporal entre las series temporales de
concentración de PM2,5 en cada estación, y se determinó que mientras mayor sea el
lag2, menor influencia teńıa en el estado actual. Se usó capas Long Short Term memory
(LSTM) para extraer caracteŕısticas representativas de la data histórica, luego se agregó
los factores meteorológicos y se usó capas densas para obtener representaciones de to-
das las caracteŕısticas combinadas, y finalmente, se usó una capa densa para obtener el
dato de salida.
Soh, P. W. et al. [9] propone usar una combinación de redes neuronales para predecir
hasta 48 horas después el nivel de concentración de PM2,5 en China. Su dataset incluye
nivel de concentración de PM2,5 y PM10 capturada cada hora, y data meteorológica
de Taiwan y Beijing, aśı como información relacionada a la elevación del terreno con
el fin de determinar su nivel de impacto en la calidad del aire. El modelo propuesto
esta conformado por Artifical Neural Network (ANN), Convolutional Neural Network
(CNN) y Long Short Term Memory (LSTM). Primero, se determinó las k estaciones
más relacionadas a la estación objetivo usando k-Nearest Neighbor por distancia eu-
clidiana (kNN-ED) para terrenos planos, y k-Nearest Neighbor por distancia DTW
[12, 13] (kNN-DTWD) para terrenos complejos. Una vez seleccionados dichas estacio-
nes, se utilizó capas ANN para extraer las caracteŕısticas representativas de calidad
del aire de las estaciones relacionadas a la estación objetivo. Aśı también, se usó las
capas LSTM para extraer caracteŕısticas representativas de la data histórica de la es-
tación objetivo. Por otro lado, se extrajo información del terreno a los alrededores de
la estación objetivo, y se usó capas CNN para extraer caracteŕısticas relacionadas a la
2Lag es expresado en unidades de tiempo (ejm: horas) y corresponde a la cantidad de data histórica que
permitimos usar al modelo para la predicción
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interacción entre el terreno y la calidad del aire. Finalmente, teniendo como datos de
entrada las caracteŕısticas obtenidas anteriormente, se usó capas densas para obtener el
dato de salida. Estas capas finales aprenden los pesos de la data de entrenamiento, en
ocasiones tiene más peso la data espacial que temporal (por ejemplo: d́ıas con viento) o
viceversa. Según el autor, este modelo propuesto ST-DNN es aplicable también a otros
contaminantes.
Wang, J. et al. [10] propone el modelo de aprendizaje profundo espacio-temporal
ensamblado (STE) para predecir hasta 48 horas después el nivel de concentración de
PM2,5 en China. Su dataset incluye nivel de concentración de PM2,5, PM10, SO2, CO,
NO2, y O3 capturada cada hora, y data meteorológica capturada cada 3 horas. El mo-
delo propuesto STE consiste en tres partes. Primero, se usó un método de ensamblado
por patrones climatológicos, es decir, se clasificó la data histórica de calidad del aire
en diferentes sub-datasets teniendo como base el patrón climatológico. El patrón de
cada dato está representado por la causalidad de Granger obtenida a partir del factor
climatológico y calidad del aire en un determinado periodo. Para que haya suficientes
datos para cada sub-dataset, se uso el algoritmo de agrupación Fuzzy C-Means. Como
segundo componente, se usó una vez más la causalidad de Granger para determinar
las estaciones y áreas más correlacionadas con la estación objetivo. Como tercer com-
ponente, se usó capas LSTM para aprender las dependencias a corto y largo plazo de
la calidad del aire. Una vez entrenado los modelos para cada sub-dataset, se usó Sup-
port Vector Regresion (SVR) para agregar todos los resultados de todos los modelos
dinámicamente y obtener el dato de salida final.
En el cuadro 1, se puede ver información importante y resumida que se pudo ob-
tener de todos los art́ıculos revisados. Se observa que los art́ıculos más relevantes son
de China, pues tienen problemas graves de contaminación de aire, en especial con el
contaminante PM2,5. Estos art́ıculos se enfocan tanto en la predicción espacial como
temporal, dando mucha mayor importancia a lo segundo. Han habido pocos esfuerzos
en cuanto a la estimación espacial probablemente debido a que cuentan con una gran
cantidad de estaciones de calidad del aire3. Este no es el caso de Perú, donde contamos
con muy pocas estaciones, en ocasiones no funcionales4. Por otro lado, entre las varia-
bles meteorológicas que usaron para los estudios se encuentran el clima, temperatura,





































































































































































































































































































































































































































































































































































































































































































































































































































































































































Para obtener el modelo con mejor capacidad de estimación espacial, se evaluó ex-
haustivamente 3 factores que consideramos importantes. Un factor es el uso de las va-
riables urbanas, otro es la normalización por IDW que se describirá luego, y el otro es
la cantidad de estaciones más cercanas que se usará para el entrenamiento y validación
del modelo, dicha cantidad será denominada k en lo sucesivo.
Se usó el conjunto de datos dado en el concurso “KDD CUP of Fresh Air” de China5.
Este cuenta con 2 subconjuntos de datos, uno contiene concentraciones de los diversos
contaminantes del aire, tales como PM2,5, PM10, SO2, CO, NO2, O3, y el otro contiene
variables urbanas que podŕıan interferir en el nivel de contaminación, tales como clima,
temperatura, humedad, velocidad y dirección del viento.
Nos enfocaremos en estimar el nivel de PM2,5. Para ello, se implementó un flujo de
pre-procesamiento de datos, que se encargó de separar los datos relacionados a PM2,5
y después concatenar dicho dataset de contaminantes con el de variables urbanas, aśı
como identificar, modificar o eliminar registros faltantes y corrompidos.
Luego, se implementó la normalización por IDW, adaptación del modelo Inver-
se Distance Weighting (IDW)[15], que consiste en transformar cada dato del dataset








Donde cp es el dato transformado, ci es el contaminante PM2,5 o variable urbana de
una estación i, k es la cantidad de estaciones más cercanas al punto de predicción p, y
di es la distancia de la estación i al punto de predicción p donde se quiere estimar el
contaminante.
Usando la normalización por IDW, diferentes valores de k y la inclusión de variables
urbanas, se creó múltiples datasets a partir del dataset de contaminantes y variables
meteorológicas pre-procesado con la finalidad de determinar la relevancia de estos 3
factores. Estos datasets pueden agruparse en los siguientes:
Dataset de contaminantes PM2,5
Dataset de contaminantes PM2,5 normalizado por IDW
Dataset de contaminantes PM2,5 y variables urbanas
Dataset de contaminantes PM2,5 normalizado por IDW y variables urbanas
Dataset de contaminantes PM2,5 y variables urbanas normalizados por IDW
Dataset de contaminantes PM2,5 y variables urbanas (de la estación objetivo)




Dataset de contaminantes PM2,5 y dirección del viento
Dataset de contaminantes PM2,5 normalizado por IDW y dirección del viento
Entre los modelos que se estudiaron se encuentran los de la ĺınea base tales como
Nearest Neighbor (k-NN) e Inverse Distance Weighting (IDW); los modelos de aprendi-
zaje de máquina tales como Linear Regression (LR), Support Vector Regression (SVR),
Random Forest (RF), Xtreme Gradient Boosting (XGBoost) y Light Gradient Boosting
Machine (LightGBM); y finalmente un modelo de red neuronal de tipo Feed-Forward
(FF-NN).
Para la evaluación de dichos modelos, se usó la métrica R2 (coeficiente de determi-
nación)6. Se desarrolló un pipeline de entrenamiento y validación que usó las diversas
versiones de datasets creados previamente, y siguió una estrategia que consiste en tener
un modelo por cada k y estación de la red como punto de predicción, y luego calcular
el promedio de los R2 obtenidos en las diferentes estaciones para cada k. Es decir, cada
modelo estimó el nivel de PM2,5 en las coordenadas de cada una de las estaciones de la
red. Para ello, se entrenó el modelo con datos de las k estaciones más cercanas, y luego
se validó con los datos de la estación objetivo. Una vez determinado el R2 de todas las
estaciones, se calculó el promedio. Este proceso se repitió para todos los valores de k
posibles.
Una vez determinado el R2 promedio por cada k, se procedió a realizar un análisis del
comportamiento y el impacto del valor de k y de las variables urbanas en la predicción
del nivel de PM2,5 para los distintos modelos y datasets.
4. Experimentación
En esta sección, se describirá a detalle los diversos enfoques que se tuvieron en
cuenta para obtener el modelo con mejor capacidad de estimación espacial dado el uso
de variables urbanas, la normalización por IDW y un determinado k. Cabe resaltar que
solo se mencionarán los experimentos que dieron mejores resultados.
4.1. Ĺınea base
Primero, se probó la estrategia k-NN (o vecino más cercano), la forma más simple
de interpolación espacial. Consiste en que el punto objetivo donde se quiere estimar el
nivel de contaminación toma el valor de la suma promedio del nivel de contaminación
de las k estaciones más cercanas. La fórmula seŕıa la siguiente:
6Estad́ıstico que determina la calidad del modelo para replicar los resultados, y la proporción de variación







Donde cp es el contaminante PM2,5 en el punto objetivo, ci es el contaminante en
una estación i, y k es la cantidad de estaciones más cercanas.
Luego, se probó el método determińıstico Inverse Distance Weighting (IDW) [15].
Consiste en que el punto objetivo donde se quiere estimar el nivel de contaminación










Donde cp es el contaminante PM2,5 en el punto objetivo, ci es el contaminante en
una estación i, k es la cantidad de estaciones más cercanas, y di es la distancia de dicha
estación i al punto donde se quiere estimar el contaminante.
4.2. Modelos de aprendizaje de máquina
Se definió una estrategia que consiste en estimar el nivel de PM2,5 en la posición
de una de las estaciones. El procedimiento consiste en entrenar un modelo con las k
estaciones más cercanas a la del objetivo, y luego probar dicho modelo para estimar
el nivel de PM2,5 en la posición de la estación objetivo. En la Figura 1, se pueda
visualizar a grandes rasgos el procedimiento teniendo como objetivo estimar el nivel de
contaminación en la posición de la estación 12, dado k = 11.
Figura 1: Predicción de nivel de PM2,5 en la posición de
la estación 12, dado k = 11
Para analizar el impacto de k, la normalización por IDW y las variables urbanas,
se repitió el procedimiento antes descrito con todos los valores posibles de k y diversas
versiones de datasets creados. A continuación, se muestra los algoritmos empleados para
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el procesamiento de datos, aśı como el entrenamiento y validación de los modelos.
4.2.1. Procesamiento de datos
En el Algoritmo 1 se puede apreciar el procesamiento de datos general que se usó
para la creación de los datasets de entrenamiento y de validación.
Algoritmo 1: Procesamiento de datos
/* Por cada valor de cantidad de estaciones más cercanas a la
estación objetivo */
1 for k do
/* Por cada estación objetivo */
2 for t-estacion do
3 Remover la estación objetivo del dataset;
/* Por cada estación restante */
4 for r-estacion do
5 Crear subdataset (k, t-estacion, r-estacion)
6 end
7 Concatenar los subdatasets para crear el dataset de entrenamiento;
8 Crear el dataset de prueba con la misma estructura, a partir de la latitud y
longitud de la estación objetivo;
9 end
10 end
El algoritmo anterior fue adaptado para diferentes estrategias. Estas adaptaciones
radican en las variantes de la función de creación de subdatasets, que consisten en
diversas formas de ordenamiento de las estaciones, sin tener en cuenta r − estacion y
t− estacion.
Una de las variantes consiste en ordenar dichas estaciones por distancia euclidiana,
es decir, el PM2,5 y las variables urbanas de la estación más cercana a r−estacion serán
los primeros atributos del dataset, y los de la estación más lejana serán los últimos.
Algoritmo 2: Ordenamiento por distancia euclidiana
1 Calcular la distancia entre r-estacion y las demás k estaciones, sin incluir t-estacion;
2 Crear un dataset con la estructura: st-1-PM2,5, st-1-var, ..., st-k-PM2,5, st-k-var;
donde se representa el nivel de PM2,5 y variables urbanas de las estaciones
ordenadas del más cercano al más lejano de r-estacion;
Otra variante, que es muy parecida a la anterior, consiste en ordenar las estaciones
por distancia euclidiana, es decir, el PM2,5 de la estación más cercana a r − estacion
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será el primer atributo del dataset, y el de la estación más lejana será el último. En
cuanto a las variables urbanas, se tomará solo las de r − estacion.
Algoritmo 3: Ordenamiento por distancia euclidiana, considerando
solo variables urbanas de r-estacion
1 Calcular la distancia entre r-estación y las demás k estaciones, sin incluir t-estacion;
2 Crear un dataset con la estructura: st-1-PM2,5, ..., st-k-PM2,5; donde se representa
el nivel de PM2,5 de las estaciones ordenadas del más cercano al más lejano de
r-estacion;
3 Agregar al dataset anterior: st-r-var; donde se representa las variables urbanas de
r-estacion;
Finalmente, esta última variante consiste en ordenar las estaciones por distancia
euclidiana teniendo en cuenta la dirección del viento de r − estacion, es decir, al igual
que los casos anteriores, las estaciones serán ordenadas del más cercano al más lejano
a r − estacion, pero además, aquellas estaciones que no se encuentren favorecidas por
la dirección del viento se les multiplicará la distancia con un factor de 1.5, de tal
forma que tengan un menor impacto al momento de estimar el PM2,5 sobre la estación
objetivo. Por ejemplo, si la dirección del viento va de Oeste a Este, las estaciones que
se encuentren en el lado Este de r − estacion seŕıan las no favorecidas por el viento, y
por ende su distancia a r− estacion seŕıa multiplicada por 1.5 ya que menos relevantes
que las estaciones ubicadas en el lado Oeste.
Algoritmo 4: Ordenamiento por distancia euclidiana y dirección del
viento
1 Calcular la distancia entre r-estación y las demás k estaciones, sin incluir t-estacion;
2 if k-estacion no es favorecida por el viento then
3 distancia = distancia * 1.5;
4 end
5 Crear un dataset con la estructura: st-1-PM2,5, ..., st-k-PM2,5; donde se representa
el nivel de PM2,5 de las estaciones ordenadas del más cercano al más lejano de
r-estacion, teniendo en cuenta la dirección del viento en r-estacion;
4.2.2. Entrenamiento y prueba de modelos
En el Algoritmo 5 se puede apreciar el proceso para la fase de entrenamiento y
validación de los modelos, aśı como el cálculo del R2 promedio.
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Algoritmo 5: Entrenamiento y prueba de modelos
/* Por cada valor de cantidad de estaciones más cercanas a la
estación objetivo */
1 for k do
/* Por cada estación objetivo */
2 for t-estación do
3 Entrenar modelo con el dataset de entrenamiento (k, t-estacion);
4 Validar modelo con el dataset de prueba (k, t-estacion);
5 Calcular la métrica R2;
6 end
7 Calcular el promedio de las métricas R2;
8 end
5. Resultados y Discusiones
En esta sección, se mostrará los mejores resultados obtenidos de los experimentos
realizados.
En la Figura 2, se puede ver el comportamiento del R2 promedio en función de k
para los modelos k-NN, IDW y Linear Regression usando el dataset de contaminantes
normalizado por IDW. Estos fueron los que presentaron el mayor valor de R2 en un
determinado k, aunque cabe resaltar que a medida que aumenta el k, el R2 decae
notablemente.
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Linear Regression | PM2.5 (normalizado por IDW) + direccion del viento
Linear Regression | PM2.5 (normalizado por IDW)
k-NN | PM2.5
IDW | PM2.5
Figura 2: R2 promedio por k, de los modelos k-NN, IDW y Linear Regression
Por otro lado, en la Figura 3, se ve una comparación del desempeño del mejor
modelo y el modelo LightGBM con los diferentes datasets creados. Se puede ver que el
valor del R2 promedio, a pesar de que sea menor, no decae notablemente a medida que
sube el k en comparación de Linear Regression.
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LightGBM | PM2.5 (normalizado por IDW) + direccion del viento
LightGBM | PM2.5 + direccion del viento
LightGBM | PM2.5 (normalizado por IDW) + variables urbanas (en el target)
LightGBM | PM2.5 + variables urbanas (en el target)
LightGBM | PM2.5 (normalizado por IDW) + variables urbanas
LightGBM | PM2.5 + variables urbanas
LightGBM | PM2.5 (normalizado por IDW)
LightGBM | PM2.5
Linear Regression | PM2.5 (normalizado por IDW)
Figura 3: R2 promedio por k, del modelo LightGBM
En la Figura 4, también se ve una comparación del desempeño del mejor modelo y
el modelo XGBoost con los diferentes datasets creados. Se puede ver que el valor del
R2 promedio es mayor al de LightGBM pero menor al de Linear Regression, y al igual
que el caso anterior, no decae notablemente a medida que sube el k.
15























































































XGBoost | PM2.5 (normalizado por IDW) + direccion del viento
XGBoost | PM2.5 + direccion del viento
XGBoost | PM2.5 (normalizado por IDW) + variables urbanas (en el target)
XGBoost | PM2.5 + variables urbanas (en el target)
XGBoost | PM2.5 (normalizado por IDW) + variables urbanas
XGBoost | PM2.5 + variables urbanas
XGBoost | PM2.5 (normalizado por IDW)
XGBoost | PM2.5
Linear Regression | PM2.5 (normalizado por IDW)
Figura 4: R2 promedio por k, del modelo XGBoost
Se logró superar la ĺınea base usando diferentes enfoques, ya sea por mejor R2 en
un determinado k, o por ser modelos robustos a la variabilidad de k. Además, se ve
que en todos los experimentos, el R2 es bastante bajo cuando k es igual a 1 o 2, a
partir de 3 se empieza a ver mejora en los resultados. A continuación, en el Cuadro 2,
se muestra una tabla resumen de todos los experimentos realizados, donde se verá el
mejor k, el R2 promedio y observaciones acerca del comportamiento del modelo dado
un k. Espećıficamente se tendrá 3 tipos de observaciones, cuando R2 es estable quiere
decir que la variación de R2 a medida que k aumenta es casi nula, cuando R2 es casi
estable quiere decir que la variación de R2 a medida que k aumenta es baja pero no
pasa desapercibido, para los demás casos se escribirá expĺıcitamente el comentario.
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Modelo Mejor k R2 Observaciones
Ĺınea base
k-NN 4 0.926 A mayor k, mucho menor R2.
IDW 4,5 0.927 A mayor k, menor R2.
Modelos con PM2,5
LightGBM 4,5,6,7 0.923 R2 estable.
XGBoost 4,5 0.924 R2 estable.
Modelos con PM2,5 normalizado por IDW
LR 5 0.928 A mayor k, menor R2.
LightGBM 4,5,6,7 0.921 R2 casi estable.
XGBoost 4,5 0.924 R2 casi estable.
FF-NN 4,5 0.927 A mayor k, menor R2.
Modelos con PM2,5 y variables urbanas
LightGBM 4 0.922 R2 = 0,919 estable a partir de k = 5 en adelante.
XGBoost 4,5 0.925 R2 casi estable.
Modelos con PM2,5 normalizado por IDW y variables urbanas
LR 3 0.921 A mayor k, mucho menor R2.
LightGBM 4 0.919 R2 = 0,916 estable a partir de k = 6 en adelante.
XGBoost 5 0.925 R2 = 0,917 estable a partir de k = 7 en adelante.
Modelos con PM2,5 y variables urbanas normalizados por IDW
LR 3 0.921 A mayor k, mucho menor R2.
LightGBM 5 0.918 R2 casi estable.
XGBoost 5 0.923 R2 casi estable.
Modelos con PM2,5 y variables urbanas (de la estación objetivo)
LightGBM 4,5 0.924 R2 = 0,922 estable a partir de k = 6 en adelante.
XGBoost 4,5 0.924 R2 = 0,920 estable a partir de k = 6 en adelante.
Modelos con PM2,5 normalizado por IDW y variables urbanas (de la estación objetivo)
LightGBM 4,5 0.921 R2 casi estable.
XGBoost 5 0.924 A mayor k, menor R2.
Modelos con PM2,5 y direccion del viento
LightGBM 8,9 0.919 R2 casi estable.
XGBoost 4,7,8,10 0.921 R2 estable.
Modelos con PM2,5 normalizado por IDW y direccion del viento
LR 5 0.924 A mayor k, menor R2.
LightGBM 3,4,5 0.916 A mayor k, menor R2.
XGBoost 3 0.920 A mayor k, menor R2.
Cuadro 2: Mejor k y R2 por modelo
6. Conclusiones
Teniendo como referencia los gráficos y la tabla resumen de la sección anterior, se
puede concluir lo siguiente:
1. El modelo Linear Regression usando solo el dataset de contaminante PM2,5 nor-
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malizado por IDW presenta el mejor desempeño predictivo entre todos los modelos
probados para un k = 5. En segundo lugar quedaŕıa el modelo ĺınea base IDW y
el modelo de red neuronal FF-NN.
2. El agregar las variables urbanas causan un efecto negativo al modelo Linear Re-
gression, pues a medida que aumenta el k, el R2 decrece significativamente hasta
llegar al punto que sea menor a cero.
3. Los modelos XGBoost y LightGBM, a pesar de tener un menor nivel de predic-
tibilidad, son más robustos, pues se mantienen más estables a pesar que el k
aumente.
4. Las variables urbanas aportaron un beneficio marginal al modelo XGBoost, mien-
tras que en el caso de LightGBM dio un efecto negativo.
5. Normalizar por IDW la variable contaminante PM2,5 causó un efecto negativo en
los modelos XGBoost y LightGBM.
6. Usar la dirección del viento como factor para darle menos peso a las estaciones
a favor del viento causó un efecto negativo en los modelos Linear Regression,
XGBoost y LightGBM.
7. Trabajos futuros
Como trabajo futuro, se planea usar los modelos estudiados en esta investigación
en las zonas urbanas de Lima, Perú.
Es decir, se tomará los datos almacenados en los módulos de medición de calidad
del aire de Lima, que al igual que en el dataset de China, estaŕıa conformado por
las concentraciones de los diversos contaminantes del aire, tales como PM2,5, PM10,
SO2, CO, NO2, O3, y variables urbanas, tales como temperatura, humedad, velocidad
y dirección del viento, y tráfico vehicular. Después, se procederá a adaptar el dataset
de Lima, de tal forma que tenga una estructura igual al de China, con el fin de que sea
posible emplear el pipeline de pre-procesamiento de datos.
Con el dataset preparado previamente, se re-entrenará y evaluará los mejores mo-
delos y se hará un análisis comparativo. El modelo óptimo será aquel que tenga mayor
R2 (coeficiente de determinación) y mayor simplicidad estructural. Esto último es ne-
cesario ya que el costo computacional de inferencia seŕıa menor, lo que conlleva a un
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