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Abstract—In this paper we analyze a class of systematic
fountain/rateless codes constructed using Bernoulli(1=2) random
variables. Using simple bounds we then show that this class of
codes stochastically minimizes the number of coded packets
receptions needed to successfully decode all the information
packets. This optimality holds over a large class of random
codes that includes Bernoulli(q) random codes with q  1=2
and LT codes. We then conclude by demonstrating asymptotic
optimality for intermediate decoding of the same codes.
I. INTRODUCTION
Since the introduction of LT codes by Luby [1] there
has been considerable interest in rateless/fountain codes;
the reader is referred to articles by MacKay [2], [3] and
Mitzenmacher [4] for a good introduction to this topic. These
codes have been proposed for streaming applications over a
packet erasure channel so as to achieve good application layer
performance without the encoder and decoder being aware of
the packet erasure rate. In the operation of fountain codes, the
encoder ﬁrst has to buffer all the packets to construct a block
that will subsequently be coded and then transmitted across
the packet erasure channel. The receiver has to then wait
for more receptions than the size of a block to successfully
recover all the original packets in the block. As shown in
Hyytia, et al. [5], for small block lengths the excess over a
block can be quite large relative to the block length. From the
results of [1] this excess becomes negligible relative to the
block length for large block lengths. The delay performance
of LT codes is particularly bad because the decoding process
is such that none of the original packets can be recovered
before the entire block can be decoded successfully. From the
application’s perspective waiting for all packets to be decoded
can introduce a large delay before packets are transferred to
the application layer. In this paper we explore the question
of whether there exist codes such that subject to re-ordering
constraints, packets can be released to the application layer
well before the whole block can be decoded.
A. Background Material and Motivation
Rateless codes as proposed by [1] are generated as follows.
Given a set of n packets fuign
i=1 of equal length to be relayed
from a source to a destination, the encoder at the source ﬁrst
picks a probability distribution Pn on the set of all binary se-
quences of length n, equivalently a subset X of f1;2;:::;ng.
We will use the binary sequence representation of X as
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a row vector and the subset representation interchangeably.
Each sequence leads to a coded packet x(X) generated by a
binary addition (bit-wise XOR) of the packets corresponding
to the locations of the 1s in the sequence. The identity of
the speciﬁc combination of packets that make up a speciﬁc
coded packet is conveyed in the header. The coded packet
corresponding to the all-zero sequence is a dummy packet
that is distinguished by the all-zero sequence in the header;
in practice, such a sequence would be suppressed and the
performance would improve. Thereafter, the source generates
an i.i.d. sequence of subsets fXig
+1
i=1 of f1;2;:::;ng with
distribution Pn. At every transmission opportunity i 2 N the
source transmits the coded packet corresponding to Xi, i.e.,
x(Xi) or xi for brevity. This procedure is repeated up until
the time that the decoder at the destination can reconstruct
all the n packets. In general the probability distributions Pn
are chosen such that equal probability is given to sequences
of the same type/degree, i.e., having the same number of 1s.
With such a restriction in place it is sufﬁcient for the encoder
to use a probability distribution on the possible degrees (with
an abuse of notation also called Pn) to generate a sequence
of degrees fdig
+1
i=1. The speciﬁc binary sequence used for
generating the coded sequence is then picked uniformly
among all possible binary sequences of the given type.
Each coded packet is assumed to be transmitted across an
erasure channel, i.e., with some probability  2 [0;1) the
transmitted packet is lost, and otherwise it is successfully
received at the decoder. We assume that neither the encoder
nor the decoder have knowledge of  or of any bounds on ; in
other words, we are interested in universal schemes. At any
given time i the decoder generates a received matrix G(i)
by ﬁlling up the rows with the binary sequences received
up until time i. All the coded packets can be recovered at
the ﬁrst time i when G(i) has rank n in F := GF(2).
The decoder determines this by attempting to invert G(i)
using Gaussian elimination in F. Often a simpliﬁcation of the
Gaussian elimination procedure that inverts G(i) by starting
with the received sequences of degree 1 is followed. The
sequences of degree 1, if any, are subtracted from the other
received sequences. If any new sequences of degree 1 emerge,
then the procedure is repeated up until either all n packets
have been reconstructed or no new sequences of degree 1
emerge. Using a graphical representation of G(i) this simpler
procedure can be implemented in a very efﬁcient manner
using belief-propagation/message-passing algorithms.
The analysis of rateless codes is carried out in theasymptotic regime of large n under the assumption that the
sequence fPng
+1
n=1 converges point-wise (weak convergence)
to a probability distribution on f0g [ N as n increases
without bound. With the belief-propagation decoding algo-
rithm [1] showed that the soliton distribution optimized in
expectation the number of coded packets that need to be
received so as to fully recover all the uncoded packets. This
ideal distribution, however, works very poorly in practice in
conjunction with the belief-propagation decoding algorithm.
Instead the sequence of distributions Pn used in practice
are from the robust soliton distribution that are chosen so
as to converge point-wise to the soliton distribution. Using
precoding Shokrollahi [6] and Maymounkov [7] proposed
linear encoding and decoding schemes that only need a small
but linear in n excess coded packets over n to recover all
the uncoded packets using the belief propagation algorithm.
Sanghavi [8] considered a related question wherein only a
ﬁxed fraction packets need to be decoded with high proba-
bility but using the belief propagation algorithm, and posed
the problem of determining the optimal degree distribution
for each intermediate decoding choice. Using the results of
Darling and Norris [9] which were shown to be applicable
to this problem by Maneva and Shokrollahi [10], it was
shown in [8] that the optimal distributions are constant in
intervals [1   1=k;1   1=(k + 1)] for k 2 N with support
only in f1;2;:::;kg. While they can be determined exactly
for k = 1 and 2, tight bounds using linear programs were
provided for the rest of the region. A key ﬁnding was that
using the class of degree distributions described above and
the belief propagation algorithm, to decode brnc packets for
r 2 [0;1] one always needs to receive an asymptotically
linear in n (with positive slope) excess of coded packets
over brnc except for r 2 f0;1g. In fact the excess can
be quite severe: for example, with r = 1=2 one gets
log(2)   0:5 = 0:1931 to be the lowest asymptotic excess.
Even though the soliton distribution does not satisfy the
requirements of the theory in [9], using approximations to
the soliton distribution [8] showed that it would be the worst
degree distribution, i.e., intermediate decoding at fraction r
is not possible up until the time that all uncoded packets can
be recovered with any linear excess less than 1   r.
Since rateless codes are often considered for streaming
applications, coding-decoding delay is of great importance
and intermediate decoding would be beneﬁcial in reduc-
ing the playback buffer subject to re-ordering issues. With
this in mind the impact of the asymptotic excess can be
best appreciated when one considers average packet delays.
Speciﬁcally, we are interested in the delay from when the
encoder has all the information packets to when each packet
can be decoded. For r 2 [0;1] if an encoding scheme
needs a f(r)n normalized number of coded packets to be
transmitted for rn information packets to be decoded (for
large n), then the normalized average delay is given by R 1
0 f(r)dr; asymptotically the real average delay scales like
n
R 1
0 f(r)dr. Note that f(r)  r and therefore a lower bound
on the normalized average delay is 0:5. Using the results
of [8] one can ﬁnd a tighter lower bound for encoding
schemes with sparse degree distributions when the belief-
propagation decoder is used; using numerical integration a
better lower bound that results is 0:7003. As mentioned in
[8] even this lower bound is not achievable by any one
degree distribution, and therefore this metric could be a lot
worse for any particular degree distribution. In this context
it is noteworthy that the soliton distribution incurs 1 unit of
normalized average delay. Thus one pays a signiﬁcant delay
price for any chosen sparse degree distribution.
The performance issues described above lead to the ques-
tion of whether it is possible to get better intermediate
decoding performance, and hence better delay performance,
by changing some of the constraints. In Studholme and
Blake [11] it was shown that by changing the class of
degree distributions allowed and the decoding algorithm, it
is possible to decode all the uncoded packets with almost
constant overhead irrespective of the block length. In this
paper we complement this result by showing, with a modiﬁ-
cation of a known code construction, that changing the class
of degree distributions allowed and the decoding algorithm,
allows one to also achieve optimal intermediate decoding
universally, i.e., for any given r 2 [0;1], (asymptotically) the
decoder does not need to receive a linear excess of coded
packets over brnc. We also show optimality in terms of
decoding performance for the code for ﬁnite block lengths,
and in particular, for small block lengths where full Gaussian
elimination is computationally feasible to implement. In addi-
tion to making the case for full Gaussian elimination, using
the speciﬁc code construction we also propose expanding
the search of encoding schemes to asymptotically defective
degree distributions, i.e., by allowing the degree random
variable to be inﬁnite. In a graphical sense we seek to
move away from the asymptotically sparse connectivity of
the graphs in [9] and, instead, expand the search to graphs
that are more connected. We then make a few comments on
the minimum connectivity required in terms of the average
degree to achieve (asymptotically) optimal performance.
This paper is structured as follows. We start by de-
scribing the systematic code construction in Section II and
demonstrate how the systematic part improves the decoding
performance of the code. In the same section we also present
some useful bounds on the performance of the proposed code.
Thereafter we contrast our codes with a large class of random
codes that contains Bernoulli(q) random codes with q  1=2
in Section III to demonstrate optimality of our proposal. This
is extended to asymptotic optimality in terms of the zero
excess needed to recover any given rank in Section IV and
we conclude in Section V.
II. CODE CONSTRUCTION
Our code proposal is a modiﬁcation of a known random
code and is systematic in nature. Assume that we have n in-
formation packets (ui; i = 1;:::;n). The code construction
can then be described as follows: if i  n, then we pickXi = fig; and for i > n we pick Xi uniformly from among
the subsets of f1;2;:::;ng. The systematic part allows the
encoder to start transmitting packets as soon as they arrive.
This will necessarily improve the delay performance. From
the description above it is clear that if i > n we generate the
coded packets by an XOR of a random number of information
packets, i.e., ei =
Ln
j=1 ~ qi;juj where ~ qi;j is chosen in f0;1g
equally likely. Thus the coded packets can be represented by
row vector ~ qi 2 Fn.
During the decoding process, as new coded packets arrive,
we check to see if the rank increases or not. As soon at the
rank of the received packets reaches n, we perform inversion
to decode the packets. The analysis is most easily understood
if one takes a column-wise view; the rank calculation will be
the same. Assume that we receive i of the uncoded packets.
Thereafter assume that we receive l coded packets. Then we
can collect all the received Xs in a matrix as follows:
G =

Iii 0in i
Cli Dln i

;
where the dimensions of the sub-matrices are also listed. The
matrix I is the i  i identity matrix with rank i since it is
associated with reception of i unencoded packets. Both C
and D have i.i.d. Bernoulli(1=2) entries. Now it is clear that
G is of full rank (n) if and only if D has rank n   i. Now
each column of D is picked uniformly from one of 2l strings
of length l. We would like each of these to increase the rank
of D. Say we have ﬁnished processing up until column j
under the restriction that j = 0;1;:::;n   i   1 with j = 0
representing the initial state where no columns have been
processed. Assuming that the rank is j, then the probability
that the next column ((j+1)th) does not increase the rank is
pj = 2
j
2l ; the rank j subspace can cover 2j values while the
total number of values possible is 2l. When j = 0 the rank
does not increase if the all-zero vector is produced. Thus the
probability of decoding success is given by
Si;l =
n i 1 Y
j=0
(1   pj) =
n i 1 Y
j=0
(1   2j l); (1)
and the probability of decoding failure starting with rank i
and having received l coded packets is
Fi;l = 1   Si;l = 1  
n i 1 Y
j=0
(1   2j l): (2)
Basically the uniform nature of the randomness and the
speciﬁc transmission pattern that we have assumed, allows us
to analyse the rank recovered as if from the very beginning.
Now assuming that the packet drop/erasure probability is ,
the probability of failure of decoding all the uncoded packets
after receiving n +  packets at the receiver is given by
F(n;;) :=
n 1 X
i=0

n
i

n i(1   )iFi;n+ i: (3)
Before proceeding further we make one key observation
with the help of the following inequalities. Note for i 2
f0;1;:::;n   1g we have the following bound
Si;n+ i =
n i 1 Y
j=0
(1   2j n +i) =
n i Y
j=1
(1   2 j )

n Y
j=1
(1   2 j ) =
n 1 Y
j=0
(1   2j n ) = S0;n+:
This then implies for i 2 f0;1;:::;n   1g that Fi;n+ i 
F0;n+, and therefore also that
F(n;;) 
 
1   (1   )n
F0;n+  F0;n+: (4)
In other words, the inequality in (4) says that directly adding
the systematic part improves the decoding performance of
our code. This is very different from what happens to the LT
codes generated by the robust soliton distribution as observed
in [6] where the performance degrades if the systematic part
is directly added.
We now explore some bounds on Fi;l that help in our
analysis. A simple upper bound on Si;l is the following
that uses 0  1   x  e x for x 2 [0;1], namely,
Si;l  exp
 
 2 l(2n i   1)

. This then directly implies the
following two lower bounds
Fi;n+ i  1   exp
 
 2 n +i(2n i   1)

= 1   exp
 
 2 (1   2 n+i)

F(n;;)  1   (1   )n
 
n 1 X
i=0

n
i

n i(1   )ie2
  (n i) 2
 
:
(5)
Using the inequality
Qk
j=1(1   xj)  1  
Pk
j=1 xj for
xj 2 [0;1] for all j = 1;2;:::;k (this can be easily proved
using induction), we get the following lower bound on Si;l,
namely, Si;l  1   2n i l + 2 l  1   2n i l. This then
implies the following upper bounds
Fi;n+ i  2  and
F(n;;)  (1   (1   )n)2   2 :
(6)
We now present an alternate upper bound using the clas-
sical Ky-Fan inequality [12]. Let 0  yi  1=2 be given
for i = 1;2;:::;m. Deﬁne  yi := 1   yi. Then the Ky-Fan
inequality states that
Qm
i=1  yi Qm
i=1 yi
1=m

Pm
i=1  yi Pm
i=1 yi
;
in other words, the ratio of the geometric means of the  yis
and the yis is greater than the ratio of their arithmetic means.
We can apply this to lower bound Si;l if we assume that
l is chosen such that n   i   1   l   1, i.e., if l  n   i.
For the application in mind this is true since   0 implies
l is at least n   i. Therefore assuming l  n   i and usingthe Ky-Fan inequality we get
Si;l 
0
@
2
n i 1
2

(n   i)   2
n i 1
2l

2n i   1
1
A
n 1
and
Fi;l  1  
0
@
2
n i 1
2

(n   i)   2
n i 1
2l

2n i   1
1
A
n i
:
The upper bound this implies is then
F(n;;) 
n 1 X
i=0

n
i

n i(1   )i

2
6
41  
0
@
2
n i 1
2

(n   i)   2
n i 1
2+n i

2n i   1
1
A
n i3
7
5:
(7)
This is tight for small ; in fact, for small enough  it is
better than the 2  upper bound. The tightest of upper bounds
in (6) and (7), and the lower bound in (5) are compared
against simulated performance of the code for a block-length
n = 5 at different packet erasure rates in Figure 1.Note
that in all cases the lower bound well approximates the real
performance. However, the upper bound is typically tight
only when the bound developed using the Ky-Fan inequality
is better than the 2  upper bound.
III. ADDITIONAL PROPERTIES OF EQUIPROBABLE CODES
Before commenting upon the asymptotic performance of
our code we prove a few more non-asymptotic properties for
equiprobable codes. These show an optimality for choosing
equiprobable binary sequences over a large class of random
codes.
A. Performance of nonsystematic codes
Consider a random l  n matrix G over ﬁeld F. Assume
the columns G1;:::;Gn are independent and
P(Gi = v) = qn;i(v); v 2 Fl; i = 1;:::;n:
For two vectors u;v 2 Fl let u 
 v denote the vector
obtained by bitwise AND of u and v. Let 1(u) denote the
index set to the non-zero elements of vector u and j1(u)j
denote the number of non-zero elements in u. Then one
deﬁnes the inner product uv of vectors u and v over ﬁeld
F as uv = j1(u 
 v)j mod 2. The ﬁnite-ﬁeld Fourier
transform [13] of the probability measure qn;i(u) is then
^ qn;i(u) =
X
v2Fn
qn;i(v)( 1)uv; u 2 Fl; (8)
since  1 is the unique additive character of F.
Following Sloane [14, Lemma 2.1], Alekseychuk [15],
and [13], we have a key relationship for any k dimensional
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(a) Packet erasure probability: 5%
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(b) Packet erasure probability: 10%
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(c) Packet erasure probability: 25%
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(d) Packet erasure probability: 50%
Fig. 1. Probability of decoding failure at receiver versus excess coded
packets received with a systematic equiprobable code. At present resolution,
the lower bound (dashes-and-dots) is indistinguishable from simulated
performance (solid line).subspace Lk of Fl that
P(Gi 2 Lk) =
X
v2Lk
qn;i(v)
= 1=jL?
k j
X
u2L?
k
^ qn;i(u)
= 2 (l k) X
u2L?
k
^ qn;i(u);
(9)
where L?
k is the orthogonal component of Lk, i.e., the set of
vectors in Fl that are orthogonal to every vector in Lk, and
jL?
k j is the cardinality of L?
k .
Consider the simplest case where the elements of G are
i.i.d. Bernoulli(q) random variables where 0 < q < 1.
By assuming (without loss of generality) that the non-zero
elements of u occur ﬁrst and by using the binomial formula,
we can explicitly calculate
^ qn;i(u) =
(
(1   2q)j1(u)j if j1(u)j 6= 0;
1 otherwise.
(10)
Therefore if one can enumerate the sequences in L?
k and tally
the number of sequences of the same type, then from (10)
and (9) one can obtain P(Gi 2 Lk) by evaluating the weight
enumerator [14] of L?
k at (1;1 2q); a manifestation of the
MacWilliams identity. In the equiprobable situation, where
q = 1=2, we recover the usual expression P(Gi 2 Lk) =
2 (l k) and n(1=2) := P(rank(G) = n) =
Qn 1
j=0(1  
2 (l k)). For q < 1=2, ^ qn;i > 0 and P(Gi 2 Lk) > 2 (l k).
Following the argument in Section II it is easy to derive
n(q) := P(rank(G) = n) =
Qn 1
k=0
 
1   P(Gk 2 Lk)

.
Hence, n(q) < n(1=2), i.e., any choice of q < 1=2 yields
a strictly lower probability of G being a full rank matrix than
when q = 1=2.
We can immediately generalise this observation to any
probability distribution for which
^ qn;i(u)  0 8u 6= 0 and 9u 6= 0 : ^ qn;i(u) > 0 (11)
which we refer to as Condition 1. From the deﬁnition of the
inner-product and (8) we have
^ qn;i(u) =
bj1(u)j=2c X
s=0
P(v : j1(u 
 v)j = 2s)
  1fj1(u)j is oddg
bj1(u)j=2c X
s=0
P(v : j1(u 
 v)j = 2s + 1)
  1fj1(u)j is eveng
bj1(u)j=2c 1 X
s=0
P(v : j1(u 
 v)j = 2  s + 1):
For ease of exposition we write this as follows
^ qn;i(u) =
X
s=0;2;4;::
P(v : j1(u 
 v)j = s)
 
X
s=1;3;5;::
P(v : j1(u 
 v)j = s):
Thus Condition 1 holds if and only if
X
s=0;2;4;::
P(v : j1(u 
 v)j = s) 
X
s=1;3;5;::
P(v : j1(u 
 v)j = s) 8 u 6= 0 and
9 u :
X
s=0;2;4;::
P(v : j1(u 
 v)j = s) >
X
s=1;3;5;::
P(v : j1(u 
 v)j = s):
(12)
In particular, Condition 1 (11) is satisﬁed by any distribution
that generates (0;1) matrices that have more 0s than 1s. That
is, matrices where qk
l < 1=2, where qk
l is the probability that
element l of column k is non-zero. To see this, observe that
for a given u
P(v : j1(u 
 v)j = s) =
X
V 2Vs
Y
i2V
qk
i
Y
j21(u)nV
(1   qk
j);
where Vs is the set of all subsets of 1(u) with s elements.
From this we get the following
^ qn;i(u) =
X
s=0;2;4;::
P(v : j1(u 
 v)j = s)
 
X
s=1;3;5;::
P(v : j1(u 
 v)j = s)
=
X
s=0;2;4;::
X
V 2Vs
Y
i2V
qk
i
Y
j21(u)nV
(1   qk
j)
 
X
s=1;3;5;::
X
V 2Vs
Y
i2V
qk
i
Y
j21(u)nV
(1   qk
j):
Therefore we can simplify the expression to get
^ qn;i(u) =
X
s=0;2;4;::
X
V 2Vs
Y
i2V
( qk
i )
Y
j21(u)nV
(1   qk
j)
+
X
s=1;3;5;::
X
V 2Vs
Y
i2V
( qk
i )
Y
j21(u)nV
(1   qk
j)
=
j1(u)j X
s=0
X
V 2Vs
Y
i2V
( qk
i )
Y
j21(u)nV
(1   qk
j)
=
Y
i21(u)
(1   2qk
i );
from which the generalization follows.
We can summarize the results of this section in the
following manner. For a given rateless code let  be the
random variable that denotes the ﬁrst time that all the
uncoded packets can be recovered from the received coded
packets (received through an erasure channel). For a big
class of random codes that includes the class of Bernoulli(q)
random codes with q  1=2, the results above show that
choosing Bernoulli(1=2) random codes is the optimal choice
in terms of stochastically minimizing  for any ﬁnite n. Our
simulation results indicate that the above property is also true
when q  1=2 but only for large enough n. The stochastic or-dering result is surprising since the results of Kovalenko [16],
Masol [17] and others found in Levitskaya[18] only prove
that if q is not too close to either 0 or 1, then the distribution
of the rank converges for very large n in the variation norm
to the case of q = 1=2.
B. Performance of systematic codes
Turning to the case of systematic codes we can make the
following important observation when qk
l = q for all l and
k. If q < 1=2 and j1(u)j 6= 0, we ﬁnd that ^ qn;i(u) = (1  
2q)j1(u)j decreases with q. Therefore P(Gi 2 Lk) decreases
with q and P(rank(G) = n) increases with q. As in the case
of q = 1=2 we can redeﬁne
F(n;;;q) :=
n 1 X
i=0

n
i

n i(1   )iFi;n+ i(q); (13)
where F(n;;;q) is the probability of failure of decoding
all uncoded packets after receiving n +  packets at the
receiver with an initial uncoded set of transmissions fol-
lowed by randomly generated binary sequences of length
n generated by i.i.d. Bernoulli(q) random variables. Above
Fi;l(q) is the probability of decoding failure starting rank
i and having received l coded packets. Note that Fi;l(q) is
nothing but 1   n i(q). Therefore F(n;;;q) decreases
with q 2 [0;1=2]. Therefore our construction of system-
atic Bernoulli(1=2) random codes still demonstrate optimal
performance in terms of stochastically minimizing . As
mentioned in Section II the systematic part helps improve
the performance of Bernoulli(1=2) codes whereas it could
hurt the performance when q < 1=2.
IV. ASYMPTOTICALLY OPTIMAL INTERMEDIATE
DECODING
We now analyze the asymptotic behaviour of our code
construction and will show that it yields the best trade-off
for intermediate decoding. As done previously assume that
the block-size is n packets and the packet loss probability
is , but assume that we receive a total of l packets at the
decoder. Instead of recovering all the packets, we will analyse
the rank of G once l packets are present at the decoder.
Denote the decoded rank random variable by Rn
l when n
is the block-size and l the number of received packets. Then
for 0  i  min(l;n) we have
P(Rn
l  i) =
n X
j=i

n
j

(1   )jn j
+
i 1 X
s=0

n
s

n s(1   )sPU(n   s;i   s;l   s);
(14)
where PU(n;i;l) is the probability of recovering rank of at
least i from l received coded packets (U in the deﬁnition
refers to Bernoulli(1=2) random codes) when the block-size
is n. The ﬁrst term in the equation accounts for the possibility
that at least i packets are uncoded packets, and the second
considers the (disjoint from ﬁrst term) possibility that all the
uncoded packets have been transmitted and at most i   1
uncoded packets arrive at the receiver. Obviously we have
PU(n;0;l)  1, PU(n;i;l)  0 if min(n;l) < i, and mono-
tonicity of PU(n;i;l) in l, i.e., PU(n;i;l +1)  PU(n;i;l).
By conditioning on whether the ﬁrst column is an all
zero column or not ,we can derive the following recursive
relationship to compute these probabilities, namely,
PU(n;i;l) = 2 lPU(n   1;i;l)
+ (1   2 l)PU(n   1;i   1;l   1):
(15)
Since i  n, the rank of G can at most be i. Therefore one
can view the problem such that i becomes the block-length
and n the number of received coded packets. Thus taking a
transpose of the matrix representation of the received packets
and using the analysis from the Section II we have
PU(n;i;i) =
i 1 Y
j=0
(1   2j n) 8 i = 1;2;:::;n: (16)
From this discussion and Section III, it is also clear that for
every ﬁnite n (and i  n) choosing Bernoulli(q) random
codes with q < 1=2 will only result in a smaller value
for this probability. Therefore the random variable Rn
l is
stochastically maximized by the systematic equiprobable
code. The analysis in Section II summarized in (1) also gives
one more constraint, namely, if l  n, then PU(n;n;l) = Qn 1
j=0(1   2j l).
Pick r 2 (0;1). Then we will show that
limn!+1 PU(n;brnc;brnc) = 1. Using 0  1   x  e x
for x 2 [0;1] we get PU(n;i;i)  exp
 
 2i n + 2 n
and PU(n;n;l)  exp
 
 2n l + 2 l
. Using the inequality Qk
j=1(1   xj)  1  
Pk
j=1 xj for xj 2 [0;1] for all
j = 1;2;:::;k we have PU(n;i;i)  1   2i n and
PU(n;n;l)  1   2n l. Using these bounds one gets
1   2
 n
 
1 
brnc
n

 PU(n;brnc;brnc)
 exp

 2
 n
 
1 
brnc
n

+ 2 n

:
(17)
Now it is immediate that limn!+1 PU(n;brnc;brnc) = 1
for all r 2 (0;1).
For the case of r = 0 we only need to prove that
limn!+1 PU(n;(n);(n)) = 1 for any sequence (n)  1
such that limn!+1 (n)=n = 0. This readily follows by
using bounds similar to (17). Essentially this result follows
from the fact that the probability of the all-zero codeword
decays to 0 exponentially fast in n.
For r = 1 deﬁne  = l   n, and then we get
1   2   PU(n;brnc;brnc + )
 exp
 
 2  + 2 n 
:
(18)
Therefore if limn!+1 (n) = +1, then
limn!+1 PU(n;n;n + (n)) = 1. Note that we do
not need (n) to be O(n) and it is ﬁne if the sequence (n)
is o(n), as long as limn!+1 (n) = +1.
Now we present a simple bound that will help proveoptimality properties for our systematic coding scheme that
hold for all  2 [0;1) when n is large. For 0  s  i   1
where i < n we have
PU(n   s;i   s;i   s)
=
i s 1 Y
j=0
(1   2j n+s)
=
i 1 Y
j=s
(1   2j n)

i 1 Y
j=0
(1   2j n) = PU(n;i;i):
(19)
Note that the inequality above is strict if s > 0. Also, by
deﬁnition PU(n;i;i)  1. Therefore we have
P(Rn
i = i)  PU(n;i;i)

0
@
n X
j=i

n
j

(1   )jn j +
i 1 X
s=0

n
s

n s(1   )s
1
A
= PU(n;i;i):
(20)
From the earlier result that limn!+1 PU(n;brnc;brnc) = 1
for all r 2 (0;1) we have
R
n
brnc
n converging in probability to
r. In other words for large n with high probability (tending
to 1 as n ! +1) any intermediate rank can be recovered
from the reception of the same number of packets.
Consider the case of i = n and l = n +  where   0.
Here for 0  s  n   1 we have
PU(n   s;n   s;n +    s) =
n s 1 Y
j=0
(1   2j n +s)
=
n 1 Y
j=s
(1   2j n )

n 1 Y
j=0
(1   2j n );
(21)
where the last term is PU(n;n;n + ). This then yields the
following bound
P(Rn
n+ = n) = (1   )n
+
n 1 X
s=0

n
s

(1   )sn sPU(n   s;n   s;l   s)
 PU(n;n;n + ):
(22)
Again bounds similar to (17) show that
limn!+1 P(Rn
n+(n) = n) = 1, as long as
limn!+1 (n) = +1.
We have thus shown that the performance of our coding
scheme, when only the coded packets are received, is asymp-
totically optimal. Since this lower bounds the performance of
our systematic scheme (independent of the erasure probabil-
ity), we have demonstrated that it is universally (in ) optimal.
We once again point out that strictly speaking in our result r
is the fractional rank of the G() random matrix which could
be very different from the actual fraction of uncoded packets
that can be successfully reconstructed.
Using results from [16], [17] and others in [18], even if
the probability of subsets of f1;2;:::;ng are not chosen
uniformly, it is still possible to get the same asymptotic
(in n) decoding performance if the subsets are chosen by
generating n Bernoulli(q(n)) random variables so long as
log(n)+c
n  q(n)  1 
log(n)+c
n . Thus even though, for every
ﬁnite n, the codes with q = 1=2 perform better than when
q < 1=2, asymptotically there no linear excess with properly
chosen values of q(n). There are a few properties that one
can state for this class of codes: 1) asymptotically the all-
ones or all-zeros vector has negligible probability; 2) the
mean degree, i.e., nq(n), is at least log(n) + c which tends
to inﬁnity as n ! +1 while it is at the most n log(n) c
so that different sequences will have at least a few uncoded
packets being disjoint; and 3) asymptotically any ﬁnite degree
sequence has negligible probability. One should contrast this
with the class of codes that have a ﬁnite asymptotic degree as
in the analysis of [1], [9] and [8]. For this class one has nq(n)
asymptotically being a ﬁnite constant, except for the robust
soliton codes where the mean degree grows without bound to
the mean of the soliton distribution, i.e., inﬁnity. Even with
matrix inversion as opposed to just the belief-propagation
algorithm, from [16], [17] one can predict that it would not
be possible to obtain the performance of equiprobable codes
in terms of asymptotically no linear excess. The one major
drawback with using highly connected graphs is that matrix
inversion will be very expensive if the block length is large.
However, it is still unknown as to whether graphs generated
with q(n) 
log(n)+c
n will be sparse enough that matrix
inversion will not be very expensive. Exploring this as well
as the performance of belief-propagation for such codes is a
topic for future research.
V. CONCLUSION
We analyzed a class of systematic rateless codes con-
structed using Bernoulli(1=2) random variables. Over a large
class of random codes we showed that the systematic
equiprobable code construction has optimal performance
in terms of the number of received packets necessary for
recovery of coded packets. Thereafter we also showed that
our code construction is also asymptotically optimal in terms
of intermediate decoding.
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