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Abstract Ill 
Abstract 
Let u(x, y, t) be a function of 3 variables x, y, t. Equations of the dispersionless 
Hirota type have the form 
Familiar examples include the Boyer-Finley equation Uxx + Uyy = eutt, the po-
tential form of the dispersionless Kadomtsev-Petviashvili (dKP) equation Uxt-
~u;x = Uyy, the dispersionless Hirota equation (a - {3)euxy + ({3 - "')euyt. + ("' -
a )eutx = 0, etc. 
We study integrability of such systems in the sense of the existence of infinitely 
many hydrodynamic reductions. The moduli space of integrable equations of the 
dispersionless Hirota type is proved to be 21-dimensional. In addition, it is shown 
that the action of the equivalence group Sp(6) on the moduli space has an open 
orbit. 
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Chapter 1 
Introduction 
It often happens that the understanding of the mathematical nature of an equation 
is impossible without a detailed understanding of its solutions. 
Freeman J. Dyson [28] 
The theory of nonlinear differential equations which can be, at least in some sense, 
solved exactly, is nowadays referred to as the theory of integrable systems. The 
subject developed rapidly in the past three decades, partly due to its applicability 
in a wide range of physical situations. It began with the study of shallow water 
waves in fluid mechanics, and is now popular with both physicists and mathe-
maticians [16]. It is difficult in a short space to recount in any detail the history 
of integrable systems. However, it would be nice to give a broad idea of how the 
theory of integrable systems and in particular the theory of solitons has been 
developed. 
The discovery of solitary waves of translation goes back to John Scott Russell in 
1834. While conducting experiments to determine the most efficient design for 
canal boats, Russell observed that when the boat he was using suddenly stopped 
moving - not so did the mass of water in the channel which was forced to move. 
Russell conducted some experiments as well as theoretical work [17]. Airy (1845), 
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Stokes (1847), Boussinesq (1871) and Lord Rayleigh (1876) made important con-
tributions to the topic. However, it was not until 1895 when Korteweg and de 
Vries derived the Korteweg-de Vries (KdV) equation, that the one-soliton solution 
and hence the concept of solitary waves was put on a firm basis [2, 53]. It seems 
that for some decades, the solitary wave was considered a rather unimportant 
curiosity in the mathematical structure of nonlinear wave theory [53]. 
Then in 1965 Zabusky and Kruskal [60] after being motivated by the important 
work of Fermi, Pasta and Ulam in the 1950's, reported the first numerical com-
putation of solutions of the KdV equation. Their numerical solutions showed 
remarkable stability of the solitary waves, each of which behaved like a particle. 
Zabusky and Kruskal named these solitary waves solitons [28]. At this point it 
is worth noting, as Zabusky stressed, the important role that numerical exper-
imentation played in these discoveries [46]. In 1967 Gardner, Greene, Kruskal 
and Miura showed how the analytical solution of the KdV equation can be ob-
tained. This method was called the inverse scattering method. Soon thereafter, 
in 1968, Peter Lax proposed a more convenient and universal reformulation of 
the work of Gardner et al. with the so-called Lax formalism. Following Lax's 
formulation Zakharov and Shabat (ZS) in 1972 extended the inverse scattering 
method to solve the nonlinear Schrodinger equation (NLS) [27]. Later on in 
1972, Ablowitz, Kaup, Newell, and Segur (AKNS) solved the sine-Gordon equa-
tion as well as the modified KdV equation. The mathematical technique used 
by Gardner et al., later by ZS and many others is now referred to as the Inverse 
Scattering Transform (1ST). Note here, that some of the above theoretical results 
were in remarkable agreement with many of the experimental results obtained by 
Russell more than one hundred and fifty years ago [53]. Furthermore, since the 
discovery of the 1ST many important developments have occurred in the theory 
of integrable equations. 
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The KdV equation mentioned above is a dispersive (1 + 1)-dimensional equation. 
It can be cast into the form [ 45] 
where Uxxx is called the dispersion term. In 1970, Kadomtsev and Petviasvilli 
derived a ( 2 + 1 )-dimensional generalization of the KdV equation which was called 
the Kadomtsev-Petviasvilli (KP) equation [37]. 
In addition, taking the KdV equation given above and letting x ---+ 1'\,X as well as 
t---+ K,t, one obtains Ut= K,2Uxxx- 6uux. Then taking the limit K,---+ 0 one arrives 
at the (1 + 1)-dispersionless equation 
which contains the simplest type of non-linearity (uux)· Similarly, if we take the 
KP equation mentioned above in the form [23], 
and take its dispersionless limit c---+ 0, we obtain the dispersionless Kadomtsev-
Petviasvilli ( dKP) 
also known as the Khokhlov-Zabolotskaya equation [58]. Dispersionless equations 
made their first appearance in gas dynamics in 1970 and magnetohydrodynamics 
in 1971 [9, 50]. Since then many researchers have shown a great interest in dis-
persionless systems (e.g., [29, 30, 55, 59, 6, 24, 21]). 
This thesis is devoted to the study of integrable dispersionless systems. In par-
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ticular, we will be investigating and classifying integrable second order equations 
of the form 
(1.1) 
which constitute a single relation among the second order partial derivatives of 
a function u(x, y, t). Equations of this form will be called equations of the dis-
persionless Hirota type. Equations of this type naturally arise in mechanics, 
mathematical physics, general relativity and differential geometry. The integra-
bility is understood as the existence of infinitely many hydrodynamic reductions 
(this approach will be explained in Chapter 3). We prove that the moduli space 
of integrable equations of the dispersionless Hirota type is 21-dimensional, and 
the action of the equivalence group Sp(6) on the moduli space has an open orbit. 
Some well known examples of integrable equations of the form (1.1) a,re : 
1) dKP equation: Uxt- ~u~x = Uyy, 
2) Boyer-Finley equation : Uxx + Uyy = eutt. 
In addition we have examples of non-integrable equations of the form (1.1): 
1) Hess u = 1, 
2) Hess u = 6u, 
where H ess is the determinant of the Hessian matrix of u, and !::,. is the Lapla-
cian. 
As mentioned above, our definition of integrability depends upon the existence of 
infinitely many hydrodynamic reductions. In order to understand this approach 
we need to have a general idea of the theory of hydrodynamic type systems. 
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Therefore, we begin Chapter 2 by defining the general form of hydrodynamic 
type systems: 
(1.2) 
where i = 1, ... ,n, j = 1, ... ,m, ui is ann-component column vector and v}(u) 
is an nxn matrix. We will be considering the cases where the eigenvalues (the 
characteristic speeds of the system (1.2)) of the matrix v}( u) are real and distinct. 
Such systems are called hydrodynamic systems of strictly hyperbolic type. 
Furthermore, some systems of type (1.2) are diagonalizable. That means that 
they can be reduced to Riemann invariants. Any 2x2 system can be transformed 
to Riemann invariants whereas for 3x3 systems Riemann invariants do not nee-
essarily exist. A standard procedure for the calculation of Riemann invariants 
exists for 2x2 systems which we address in detail in Sect. 2.2. In addition, the 
diagonalizability of systems (1.2) is a necessary condition for integrability via the 
generalized hodograph method [56]. Moreover, we enclose some necessary infor-
mation about: 
1) Commuting flows, 
2) Conservation laws, 
3) Semi-Hamiltonian property, 
4) Generalized hodograph method. 
Chapter 3 addresses the problem of integrability of the general class of three-
dimensional second order equations of the form (1.1). At this point it is worth 
noting that equations of type (1.1) have been dealt with by a variety of tech-
niques, however there was no acceptable definition of integrability which would 
allow the construction of either exact solutions or classification results. Based 
on the method of hydrodynamic reductions, which was primarily Gibbons and 
Tsarev's work [29], [30], continued by Ferapontov and Khusnutdinova [21], we 
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have managed to obtain partial classification results. 
In general, the method of hydrodynamic reductions applies to the dispersionless 
systems 
A(u)ux + B(u)uy + C(u)ut = 0, (1.3) 
where u is an m-component column vector of the dependent variables, and A,B ,C 
are l x m matrices. We then seek for multi-phase solutions in the form 
where the 'phases' Ri(x, y, t) are required to solve a pair of commuting diagonal 
systems 
(1.4) 
In addition, the characteristic speeds )..i and 1i satisfy the commutativity condi-
tions 
i i- j, 
see Theorem 1 in Sect. 2.3, as well as [56]. Therefore, the method reduces 
the three-dimensional PDE (1.1) to a pair of commuting n-component (1 + !)-
dimensional systems of hydrodynamic type. A three-dimensional equation is thus 
called integrable if it possesses 'sufficiently many' n-component reductions of the 
form (1.4) (for formal definition see the beginning of Chapter 3). We emphasize 
that equations of the form (1.1) can be put into the form (1.3) by a change of 
variables, see Chapter 3. 
Using the requirement of the existence of n-component hydrodynamic reductions, 
we have developed a code which provides integrability conditions for the three-
dimensional system (1.1). These conditions constitute a complicated system of 
PDEs for the function F. Furthermore, we use the same code for sub-cases such 
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as: 
etc. With these sub-cases the integrability conditions are simple enough to be 
solved explicitly, providing us with partial classification results. 
Example. Take the simplest case Utt = f(uxx, Uyy). The integrability conditions 
are the following: 
+ + (fac faa) Jaaa = Jaa T + fa , + + (Jce fac) Jaac = Jaa fc + fa , 
+ + (Jce fac) Jacc = Jce ·fc + fa ' (1.5) 
Up to the equivalence transformations, the generic solution of this system can be 
put into either of the following non-equivalent forms, 
The first equation is apparently new, while the second is the Boyer-Finley equa-
tion. Other new examples resulting from the rest of the sub-cases mentioned 
above are given below. 
The sub-case Utt = f(uxx, Uxy, Uyy) leads to the following new equations: 
1) Utt = O!Uxx + /3uyy + 2~ ln cosh f'Uxy, 
2) Utt = O!Uxx + /' ln Uxy, Or Utt = ln Uxy, 
) - ( ) 0+4P ( 3 Utt - Uxy + /3 Uxx- Uyy + 2"Y ln COSh/' Uxx + Uyy), 
4) Utt = Uxy + /3Uxx + <p(Uyy)· 
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In addition, the sub-case Uxy = j( Uxt, Uyt) provides us with the following new 
equations: 
1) Uxy = Uxt + eUyt, 
2) Uxy = Uxt tan(Uyt). 
In the case of the full system (1.1), the integrability conditions allow us to prove 
one of the main results of this thesis: 
• The moduli space of integrable equations of the dispersionless 
Hirota type is 21-dimensional. 
Chapter 4 deals with symmetries of differential equations. Such transformations 
are groups that depend on continuous parameters and consist of either point 
transformations (point symmetries), acting on the system's space of indepen-
dent and dependent variables or, more generally, contact transformations (con-
tact symmetries), acting on the space of independent and dependent variables as 
well as on all first order derivatives of the dependent variable [7]. 
We begin by recalling some important aspects of the Lie group theory. We define 
one-parameter groups which obey the three basic properties of a group, as well 
as an additional property, namely the smooth dependence of transformations on 
the group parameter. In particular we discuss concepts such as: 
1) The Lie equation, 
2) Invariant functions and infinitesimal generators, 
3) Invariant equations, 
4) Construction of symmetry groups, 
5) Prolongation formulae. 
Using the theory mentioned above, we calculate infinitesimal symmetries for the 
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Boyer-Finley equation in the form 
as well as for the new equation 
+ _ Utt Uxx Uyy- e , 
9 
One of our main results comes from the investigation of Sp(6) as a symmetry 
group of the integrability conditions. Given a function u, let us consider the 
6-dimensional space with coordinates x, y, t, Ux, uy, Ut. We are looking at linear 
transformations which preserve the symplectic form dux 1\ dx + duy 1\ dy + dut 1\ dt. 
By definition, these transformations generate the Lie group Sp(6). If we prolong 
them to second order derivatives, the structure of equation (1.1) will be preserved. 
This means that second order derivatives transform via second order derivatives 
only. Therefore, the class of equation (1.1) is preserved. Moreover, integrability 
will also be preserved. 
Furthermore, the Lie algebra of this group is spanned by 21 vector fields. These 
21 vector fields are calculated explicitly and, given a PDE of the form (1.1), we 
search for its infinitesimal symmetries by solving the determining equation 
where X is a linear combination of the 21 vector fields which generate the Lie 
algebra of the symplectic Lie group Sp(6). Our main result here is that: 
• The action of the equivalence group Sp(6) on the moduli space 
of integrable equations of the dispersionless Hirota type has an 
open orbit. 
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Thus, the 'generic' integrable equation has no continuous symmetries, and gen-
erates an open orbit of the moduli space. 
Finishing off we investigate whether integrability of an equation is related to the 
number of contact symmetries possessed by the equation. Therefore, we calcu-
late contact symmetries of the equation euxx + euyy = eutt, the dispersionless KP 
equation Uxt- ~f(u;x) = Uyy and the case where Uxt + f(uxx) = Uyy· Finally, we 
arrive at the conclusion that: 
• Integrability of a differential equation of the dispersionless Hirota 
type is generically not related to the size of its contact symmetry 
algebra. 
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Chapter 2 
(1 + 1)-dimensional Hydrodynamic 
type systems 
2.1 General form of Hydrodynamic type sys-
terns 
In general, systems of the form 
(2.1) 
or, in matrix notation, 
X 
(1 +I)-dimensional Hydrodynamic type systems 
are called one-dimensional systems of hydrodynamic type. 
Take for example the equations of gas dynamics 
Pt + UxP + UPx = 0, + ')'-2 0 Ut UUx + '"'f P Px = · 
Equations (2.2) can be written in the matrix form, 
12 
(2.2) 
(2.3) 
The systems we will be dealing with are hyperbolic systems of hydrodynamic 
type which means that the characteristic equation, 
det(v(u)- >.I)= 0, (2.4) 
has real and distinct roots >.1 (u), · · · , >.n(u). Furthermore, we will be dealing with 
systems which possess Riemann invariants. The existence of Riemann invariants 
for systems of type (2.1) is a requirement for the matrix v(u) to be diagonalizable 
- the necessary condition for systems (2.1) to be integrable by the generalized 
hodograph method [56]. 
2.2 Systems in Riemann Invariants 
We say that the system (2.1) possesses Riemann invariants if we can find suitable 
variables 
(2.5) 
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such that the system (2.1) becomes diagonalizable, 
(2.6) 
These new variables R = ( R1 , · · · , Rn) are called Riemann invariants. It is worth 
noting here that for 2x2 systems Riemann invariants always exist, whereas for 
3x3 systems Riemann invariants do not necessarily exist. 
In order to transform a 2x2 system to Riemann invariants there exists a standard 
procedure: 
1. Bring the system into the form (2.1) and solve the characteristic equation 
det (v(u)- >.I)= 0, 
which is assumed to have two roots >.1(u) and >.2(u). 
2. Fix >.1(u) and >.2(u) and calculate their corresponding left eigenvectors such 
that: 
(6,6)(v(u)- >.11) = 0, 
(6,~4)(v(u)- >.21) = 0. 
3. Choose (6,6) and (6,~4 ) to be the gradients of R1(u) and R2(u), re-
spectively, which can be chosen in such a way that the following system is 
solvable (notice that left eigenvalues are defined up to a scalar multiple): 
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Next we show an example of this calculation for a 2x2 system. 
Example. Calculate Riemann invariants for gas dynamics equations. Consider 
the system (2.2), bring it into matrix form (2.3) and solve the characteristic 
equation 
(
u-A 
det 
IP1-2 
p ) =0 
u-.A ' 
(2.7) 
to obtain its eigenvalues: 
(2.8) 
Then, we calculate the corresponding left eigenvectors by solving the following 
systems: 
Thus, we obtain the following normalized eigenvectors 
(6, 6) = ( (!pr-3)1/2, 1) , 
(6, ~4) = ( -(!pl-3)1/2' 1) 0 
Finally, we solve the system of PDE's 
(8~1' 88~1) = ((!pl-3)1/2, 1)' 
(8~2' 88~2) = ( -(!pr-3)1/2, 1)' 
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to get, 
(2.9) 
Note here, that from (2.9) and (2.8) we obtain 
and by direct substitution of (2.10) into (2.6) for i = 1, 2 we have that 
(2.11) 
We can see that by using the change of variables 
(2.3) goes to (2.11), and therefore R1 and R2 are the Riemann invariants of (2.2). 
2.3 Commuting flows 
Consider two PDEs written in the form 
(2.12) 
where u is a (vector)-function oft, T and x. In addition, t and T are the corre-
sponding 'times'. Then, we say that the PDEs (2.12) commute if they satisfy the 
consistency condition 
(2.13) 
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Although neither the K dV equation, nor the K dVs equation are of hydrodynamic 
type, we will use them for our next example since the concept of commuting flows 
also applies to dispersive equations. 
Example. Show that the following PDEs (KdV and KdVs) commute: 
Ut = Uxxx - 6uux' (2.14) 
Firstly, we have that, 
(2.15) 
1 2 
UTt = -
10
uxxxxxt+UtUxxx+UUxxxt+2UxtUxx+2uxUxxt-6UUtUx-3U Uxt· (2.16) 
Then, using (2.14) we need to calculate higher order derivatives of Ut and uT in 
terms of x, and substitute into (2.15) and (2.16). For example, 
Utx = Uxxxx- 6u;- 6UUxx' 
Utxx = Uxxxxx- 18UxUxx- 6UUxxx' 
Finally, substituting Ut, uT and all partial derivatives calculated above into (2.13) 
we see that the PDEs (2.14) are consistent with each other. 
Next, consider two hydrodynamic type systems of the form 
(2.17) 
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It is claimed that for systems (2.17) to commute the matrices V= v}, W = w} 
must commute. 
Proof [56]. Take u~ = v}(u)u~ and differentiate by T. We get 
. a . . a . 
where vj,k = &i?'vj and wk,z = au•wk· Similarly for u~ = w}(u)u~ we obtain, 
Then, one needs to equate coefficients of first and second order derivatives of u. 
We are actually interested only in the coefficients of Uxx which gives us: 
or in other words 
[V, W] = VW- WV = 0. 
Therefore matrix commutation is a necessary condition for systems of type (2.1) 
to commute. In addition, consider two diagonal systems of type (2.1). These 
systems satisfy the necessary commutativity condition mentioned above since 
diagonal matrices commute. 
Furthermore, we claim that the requirement that such diagonal systems commute 
imposes additional constraints. 
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Theorem 1 Two systems of the form 
(2.18) 
commute, if they satisfy the following condition 
).j- _Ai i =I j, (2.19) 
Proof [56]. For the systems to commute we need to have, 
(2.20) 
Therefore we need to calculate R;7 , R~t and equate coefficients of identical deriva-
tives of R. Thus, 
In the same way, 
Using the fact that diagonal matrices commute, coefficients of R~x cancel and we 
are left with 
(2.21) 
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which is the desired result. Note that (2.21) is called the commutativity condition 
and the diagonal systems (2.18) are said to be commuting flows. 
2.4 Conservation laws 
Consider a PDE in the form 
Ut = F(u, Ux, Uxx, ... ). (2.22) 
It is said that a relationship of the form 
(2.23) 
which holds identically by virtue of (2.22), is a conservation law of (2.22). Note 
that the functions f(u) and g(u) are called the conserved density and the flux, 
respectively, and neither of them involve derivatives with respect tot. In most of 
the cases, f(u) and g(u) are polynomials in u. In this case, assuming that u(x) 
tends to zero sufficiently fast when x tends to infinity, then both f(u) and g(u) 
will also tend to zero, so that integrals are convergent. Therefore, integrating the 
equation (2.23) over x we have 
d l+oo d fdx=g(oo)-g(-oo)=O, 
t -00 
which shows that the quantity 
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is conserved and is usually called an integral of motion. 
Next, consider a diagonal system in Riemann invariants (2.6). It is claimed that 
if 
(2.24) 
where fii = 8RJ)R) f etc., then there exist g such that 
[f(R)]t = [g(R)]x, (2.25) 
is a conservation law for (2.6). 
Proof [56]. Substitute (2.6) into (2.25) to get 
. I . . 
where R~ s cancel out. Therefore we have 9i = N fi, so that 
Using the fact that partial derivatives commute, 9i,j = 9j,i, we derive (2.24). 
Thus, to find conservation laws one has to solve the linear system (2.24). 
Examples. As mentioned above, the KdV is not of hydrodynamic type. It is 
however instructive to explain the concept of conservation laws by demonstrat-
ing some simple conservation laws possessed by the K dV equation in the form 
(mentioned above) 
Ut + 6uux - Uxxx = 0. (2.26) 
We finish by showing that equation (2.26) possesses infinitely many conservation 
laws. 
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It is straightforward to see that equation (2.26) can be written in the form 
so that i: udx =constant. (2.27) 
In search of another conservation law of (2.26), expand (u2)t and substitute (2.26) 
back, so that 
thus, 
(u2)t 2UUt = 2u(6uux- Uxxx) = 12u2Ux- 2UUxxx 
( 4u3 )x - 2( UUxx)x + 2UxUxx 
(4u3 - 2uuxx + u;)x, 
1: u2 dx = constant. 
A third integral of motion can be constructed by considering the equation 
which holds true via (2.26). Equation (2.29) can be written as 
therefore, 1: (2u3 + u;) dx =constant. 
(2.28) 
(2.29) 
(2.30) 
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Furthermore, we show that the K dV equation possesses infinitely many conser-
vation laws [45]. Firstly, consider the Gardner equation in the form: 
(2.31) 
Obviously w is a conserved density since (2.31) can be written in the form 
(2.32) 
It can be shown that u, given by the Gardner transformation 
(2.33) 
is a solution of the KdV equation if w is a solution of (2.31). This is done by 
substituting equation (2.33) into the KdV equation in order to obtain 
Ut + 6uux - Uxxx 
Sou, given by (2.33), is a solution of the KdV equation if w is a solution of (2.31). 
Setting c = 0 equation (2.31) becomes the K dV equation and the transformation 
(2.33) reduces to u = w. Furthermore, using equation (2.33), we observe that w 
can be written in the form 
(2.34) 
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where these a, {3, "f, 8, TJ, cp, are functions of x and t. Then taking into account 
equations (2.34) and (2.33) we have that 
Equating coefficients of E we find that 
a=u, 
2 
"/ = Uxx- U, 
(2.35) 
Looking at (2.34) we observe that coefficients of odd powers of E such as /3, 8 and 
cp, give exact derivatives in x such that, 
f3 = ( -u)x, 
(2.36) 
(1 +I)-dimensional Hydrodynamic type systems 24 
and therefore do not give us useful information. However, coefficients of even 
powers of c such as a, "f, fJ become the three integrals (2.27), (2.28) and (2.30) 
respectively and therefore produce non-trivial constants of motion. In order to 
finish off with the proof we must show that every odd power of c in (2.34) is · 
an exact derivatives, and that every even power of c in (2.34) is never an exact 
derivatives [17], thus producing every time a non-trivial constant of motion. To do 
this we need to associate even and odd powers of c with the real and imaginary 
parts of a new w. By letting, c ---+ ic and w = a+ ib where a and b are real 
functions, the transformation (2.33) becomes 
(2.37) 
Equating real and imaginary parts of equation (2.37) we obtain 
(2.38) 
Let, 
(2.39) 
where Ae, Be and A0 , B0 denote asymptotic expansions in even and odd powers 
of c respectively: 
00 
Ae rv LE2na, 
n=O 
00 
Be rv LE2nb, 
n=O 
00 
Ao rv Lc2n+la, 
n=O 
00 
Bo rv LE2n+Ib. 
n=O 
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Collect coefficients of even-power terms in equation (2.38) 1 and odd-power terms 
in equation (2.38)2 , to obtain, 
(2.40) 
and 
(2.41) 
respectively. Equations (2.40) and (2.41) imply that 
and therefore an exact solution of equations (2.40) and (2.41) is (by iteration) 
Be = Ao = 0. So, a"' Ae (even only) and b"' Bo (odd only). Now, by writing 
equation (2.38)2 in the form 
cax 1 8 ( I 2 I) b = - = -- log 1 - 2c: a 
1- 2c:2a 2c:8x ' 
(2.42) 
we observe that b is exact to all orders in c. In addition, the first iterate for a 
(using equation (2.38)1) is 
(a)o = u, 
which corresponds to the term in c:0 . From there and forward the terms will 
always involve derivatives of u coming from terms c:bx and c:2b2 (see (2.42)). In 
addition the term c:2a2 generates, at each iteration, terms which do not involve 
any derivatives (together with terms which do). These specific polynomial terms 
are obtained by the iteration 
(a)m = u + c:2{(a)m-d2 , m= 1, 2, ... , (a)o = u, 
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and so the sequence is given by: u, u + c2a2 , u + c2 (c2a2)2, ... Therefore, we have 
that for every c2n (n = 0, 1, 2, ... ), there will be a term proportional to un+l and 
such terms are evidently not exact derivatives. Thus there will be an infinity of 
conservation laws, each density of which is characterised by the inclusion of a 
term in un+l (for n = 0, 1, 2, ... ). 
2.5 Semi-Hamiltonian property 
The diagonal system (2.6) is said to be Semi-Hamiltonian if, 
i =I= j =I= k. (2.43) 
>.i. 
Let aii = >.i~>..i, then (2.43) becomes, 
(2.44) 
Next, we show some results obtained by Tsarev [56]. Tsarev has shown that for 
Semi-Hamiltonian systems commuting flows and conserved densities depend on 
n arbitrary functions of one argument. Before continuing with the proofs it is 
worth noting that calculating Aii by expanding equation (2.44) (note here that 
A~k=Aii) and substituting this into the r.h.s of (2.44) one obtains 
(2.45) 
Theorem 2 If {2.43) is satisfied then commuting flows depend on n arbitrary 
functions of one argument. 
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Proof [56]. A diagonal system (2.6) satisfying (2.43) has commuting flows gov-
erned by the linear system, 
(2.46) 
Changing j to k where k =/= j, we have 
(2.47) 
We need to take partial derivatives of equations (2.46), (2.47) and show that 
1-t1i = fl~k' where again Jl~j = Okf.L~· Using (2.45), (2.46) and (2.47) we obtain, 
Equating coefficients of J.Li, J.Li, J.Lk we observe that everything vanishes. Since we 
know all mixed partial derivatives from (2.46) as well as that all the partial 
derivatives are consistent identically in J.Li, J.Li, J.Lk, commuting flows depend on n 
arbitrary functions of one argument, the functions of integration. Indeed, p,1 can 
be defined arbitrarily on the R1- axis, since we know f.LJ Vj =!= 1, J12 can be defined 
arbitrarily on the R2-axis, etc. 
Theorem 3 If (2.43) is satisfied then conserved densities depend on n arbitrary 
functions of one argument. 
Proof [56]. Recall the condition (2.24) for diagonal systems (2.6) to possess 
conservation law (2.25). Now let 
/ii = aii fi + aii/i, 
!ki = aikfi + akdk, 
(2.49) 
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and compute fkji = /iki· Substituting (2.49) to get rid of second order partial 
derivatives of f, we have 
aijkfi + aij(aikfi + akdk) + ajik/i + aji(aik/i + akjfk) = 
aikjfi + aik(aijfi + ajdj) + akij!k + aki(akjik + ajkfj). 
(2.50) 
Equating coefficients of fi, fi, fk we observe that coefficients of fi immediately 
cancel each other, while using (2.45) coefficients of fj, fk cancel as well. So we 
know all mixed partial derivatives of all f, we also know that all these partial 
derivatives are consistent. Thus conserved densities depend on n arbitrary func-
tions of one variable, indeed one can define f arbitrarily on any of the coordinate 
lines. 
2.6 Generalized hodograph method 
Using the generalized hodograph method one can obtain a general solution for 
semi-Hamiltonian systems of the form (2.6). In this section we state and prove 
the generalized hodograph formula. Let us first begin by a simple scalar example, 
the so-called Hopf equation given by, 
Rt = RRx. (2.51) 
The general solutions of (2.51) is a well know result and is given by 
f(R)=x+Rt, (2.52) 
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where f is an arbitrary function of one variable. Calculating partial derivatives 
of f with respect to x and t we obtain, 
fx = ~Rx = 1 + Rxt, 
ft = ~Rt = R+Rtt, 
and solving for Rx and Rt we have, 
R - 1 X- df -t' 
dR 
R - R t- -a:r-;_. 
dR-t 
(2.53) 
(2.54) 
Then since (2.51) follows from (2.54), we see that indeed (2.52) is the general 
solution for (2.51). The general hodograph method is given next. 
Theorem 4 If .>._i(R) satisfies {2.43) then the general solution of the diagonal 
system 
(2.55) 
is given by 
(2.56) 
where the characteristic speeds of commuting flows J-Li(R) are arbitrary functions 
of n variables: 
> . i - ,\i' i =!= j. (2.57) 
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Proof [56]. First, use substitution of (2.56) into (2.57) to obtain, 
(2.58) 
Then, differentiate (2.56) by x and t so that 
(2.59) 
Substituting (2.58) into (2.59) we get 
(2.60) 
Finally, we prove that (2.56) is a general solution of (2.55) by substituting (2.60) 
into (2.55). Note here that by general solution we mean that (2.56) has the same 
amount of freedom as the system (2.55). Taking the data for the initial value 
problem of (2.55) we have for t = 0, 
thus we have the freedom of n arbitrary functions of one variable in the system 
being solved. In the formula (2.56), pi also depend on n arbitrary functions of 
one variable. 
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Chapter 3 
Multi-dimensional equations of 
the dispersionless Hirota type 
In this chapter we investigate a general class of three-dimensional second order 
equations of the form 
(3.1) 
where u = u( x, y, t) is a function of three independent variables. Equations of this 
type arise in a wide range of applications including non-linear physics, general 
relativity, differential geometry, integrable systems and complex analysis. For 
instance, take the well known KP equation [37] in the form 
(3.2) 
where c is a scalar. Then equation (3.2) can be brought into the form (3.1) 
as follows. Firstly, take the dispersionless limit c ---+ 0, so that equation (3.2) 
becomes 
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Then, let u = Vx in order to obtain 
In addition, let v = Wx so that 
which is in the form (3.1). Up to re-scaling one obtains the dispersionless Kadomtsev-
Petviashvili ( dispersionless KP) equation 
(3.3) 
also known as the Khokhlov-Zabolotskaya equation, which arises in non-linear 
acoustics [58]. The Boyer-Finley equation, 
+ Utt Uxx Uyy=e, 
has been extensively discussed in the context of general relativity [6]. The equa-
tions 
Hess u = 1 and Hess u = 6.u, 
where H ess is the determinant of the Hessian matrix of u, and 6. is the Laplacian, 
appear in differential geometry [11, 36]. A subclass of equations of ~he form (3.1), 
was discussed recently in [49] in connection with hydrodynamic chains satisfying 
the so-called Egorov property. 
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Equations of the above type have been approached by a whole variety of mod-
ern techniques including symmetry analysis, differential-geometric and algebra-
geometric methods, dispersionless 8-dressing, factorization techniques, Virasoro 
constraints, hydrodynamic reductions, etc. However until recently there was no 
unifying scheme which would explain the integrability of examples taking the 
form (3.1). Moreover, there was no satisfactory definition of the integrability 
which would 
(a) be algorithmically verifiable, 
(b) allow classification results, 
(c) provide a scheme for the construction of exact solutions. 
We emphasize that equations of the form (3.1) are not amenable to the.inverse 
scattering transform, and require an alternative approach. Such approach, based 
on the method of hydrodynamic reductions and, primarily, the work [29], see also 
[12, 22, 24, 42], etc, was proposed in [19]. It was suggested to define the integra-
bility of a multi-dimensional dispersionless system by requiring the existence of 
'sufficiently many' hydrodynamic reductions which provide multi-phase solutions 
known as non-linear interactions of planar simple waves. Technically, one 'de-
couples' a three-dimensional PDE (3.1) into a pair of commuting n-component 
( 1 + 1 )-dimensional systems of hydrodynamic type 
(3.4) 
where the characteristic speeds A.i and J.-Li satisfy the commutativity conditions 
A.i - A,i i =I= j, (3.5) 
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8Ri A.i = A.~, see Chapter 2. The best way to illustrate the method of hydrodynamic 
reductions is to discuss an example. 
Example. Let us consider the dispersionless KP equation (3.3), 
and introduce the notation 
1 2 
Uxx = a, Uxy = b, Uxt = p, Uyy = p - 2a ; 
then this results in the equivalent quasilinear representation of the dispersionless 
KP equation, 
(3.6) 
We seek multi-phase solutions in the form, 
(3.7) 
where the 'phases' Ri(x, y, t) satisfy the equations (3.4). The substitution of (3.7) 
into (3.6) implies the relations 
(3.8) 
where again aRib = bi, aRia = ai and aRiP =Pi· Calculating the compatibility 
conditions bij = bji, Pii = Pii (where 8R;Rib = bij and 8RiRiP = Pij), and substitut-
ing (3.8) into the commutativity conditions (3.5), one obtains the Gibbons-Tsarev 
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system for a(R) and J-ti(R), 
i i= j, (3.9) 
which was first derived in [29] in the theory of hydrodynamic reductions of Ben-
ney's moment equations. It is remarkable that the Gibbons-Tsarev system is in 
involution (J-l~k = J-tij and aijk = aikj) , and its general solution depends, modulo 
reparametrizations Ri---+ <pi(Ri), on n arbitrary functions of one variable. Thus, 
the dispersionless KP equation possesses infinitely many n-component reductions 
parametrized by n arbitrary functions of one variable. We point out that the 
compatibility conditions involve triples of distinct indices i, j, k only. Thus, for 
n = 2 the Gibbons-Tsarev system is automatically consistent, while its consis-
tency for n = 3 implies the consistency for arbitrary n. Based on this example, 
we give the following 
Definition. An equation of the form (3.1) is said to be integrable if, for any n, 
it possesses infinitely many n-component hydrodynamic reductions parametrized 
by n arbitrary functions of one variable. 
We have verified that all examples mentioned above are indeed integrable in this 
sense, with the exception of the equations Hess u = 1 and Hess u = 6u, which 
do not pass the test (see Sect. 3.4). In addition we found integrability conditions 
and classification results for particular cases such as: 
In Sect. 3.1 we outline the derivation of the integrability conditions (as a system 
of third order differential relations for the function F in (3.1)), and show the 
proof of our first main result. 
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3.1 Derivation of the integrability conditions, 
and proof of the main theorem 
The derivation of the integrability conditions is based on the requirement of the 
existence of n-component hydrodynamic reductions. Our main result is 
Theorem 5 The moduli space of integrable equations of the dispersionless Hirota 
type is 21-dimensional. 
Before continuing suppose the derivative of the function F( Uxx' Uxy, uyy, Uxt' Uyt, Utt) 
in (3.1) with respect to Utt is nonzero at some point. Then, in the vicinity of this 
point, we can (locally) solve for Utt, due to the implicit function theorem [38], and 
represent the equation in explicit form Utt = f( Uxx' Uxy, Uyy, Uxt. Uyt)· The main 
steps of the proof can be summarized as follows. Let us first rewrite equation 
(3.1) in the evolutionary form, 
Our strategy is to derive a set of constraints for the right hand side f which are 
necessary and sufficient for the existence of an infinity of hydrodynamic reduc-
tions. Let us introduce the notation 
Uxx =a, Uxy = b, Uyy = C, Uxt = p, Uyt = q, Utt = f(a, b, C,p, q). 
This provides an equivalent quasilinear representation of our equation: 
ay= bx, at= Px, by= Cx, bt = Py = Qx, Ct = Qy, (3.10) 
Pt = %xf(a,b,c,p,q), Qt = ~f(a,b,c,p,q). 
Multi-dimensional equations of the dispersionless Hirota type 37 
We point out that, in the general (2 + 1 )-dimensional set-up, the method of 
hydrodynamic reductions applies to dispersionless systems of the form 
A(u)ux + B(u)uy + C(u)ut = 0; (3.11) 
here u = (ul, ... , umy is an m-component column vector of the dependent vari-
ables, and A, B, Care l x m matrices where l, the number of equations, is allowed 
to exceed the number of unknowns, m. The method of hydrodynamic reductions 
consists of seeking multi-phase solutions in the form 
where the 'phases' Ri(x, y, t) are required to satisfy a pair of consistent (1 +I)-
dimensional systems (3.4). Solutions of this type, known as nonlinear interactions 
of planar simple waves, can be interpreted as natural dispersionless analogues of 
finite gap solutions of soliton equations. 
Notice that the above quasilinear representation (3.10) is of the form (3.11) with 
m= 5, l = 8. Looking for multi-phase solutions in the form 
where the phases (Riemann invariants) Ri satisfy equations (3.4), and substitut-
ing this ansatz into the quasilinear representation (3.10), we obtain the equations 
for b,p, q, c, 
(3.12) 
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For example, 
(3.13) 
is obtained from 
(3.14) 
in (3.10). Looking for multi-phase solutions in the form 
equation (3.14) becor~es 
(3.15) 
where again ai = 8~; a. Then using equations (3.4) one obtains equation (3.13). 
In addition to equations (3.12) one obtains the dispersion relation connecting )..i 
(3.16) 
In what follows we assume that the dispersion relation (3.16) defines an irreducible 
conic in the (>-., ~t)-plane. This is equivalent to the condition that the expression 
does not vanish. Calculating the consistency conditions of (3.12) we obtain the 
equations for a, 
(3.17) 
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Rewrite (3.16) in the form 
(3.18) 
and apply the operator Oj to the dispersion relation (3.18). Therefore we have 
2-Ai A~ = fabaj + fabbj + facCj + fapPj + faqQj 
+ (fbaaj + fbbbj + fbcCj + fbpPj + fbqQi)Mi + fbM~ 
+ (fcaaj + fcbbj + fccCj + fcpPj + fcqqj) (p,i)2 + 2fcMiM~ (3.19) 
+ (fpaaj + fpbbj + fpcCj + fwPi + fpqqj)Ai + fpA~ 
+ (fqaaj + Jqbbi + fqcCj + fqpPj + JqqQj).Aip,i + fq(A~p,i + ,Aip,~). 
Then using (3.5) and (3.12) we obtain .Aj and p,j in the form 
(3.20) 
In general, Bii are certain rational expressions in ,Ai, ,Ai, p,i, p,i whose coefficients 
depend on the second order partial derivatives of the function f(a, b, c,p, q). Ex-
plicitly, one has 
(3.21) 
where, 
Nij = faa + fab(Mi + p,i) + fac((p,i) 2 -"t- (p,i)2) + fap(Ai + ,Ai) + faq(AifJ,i + ,Ai p,i) 
+fbbfl-ip,i + fbcfl-ip,i(p,i + p,i) + fbp(.Aip,i + .Aip,i) + fbqp,ip,i(,Ai + ,Ai) 
+ Jcc(P,i)2(p,i)2 + fcp(.Ai(p,i)2 + ,Ai(p,i)2) + Jcqp,ip,j(,Aip,j + ,Ai p,i) 
+fw.Ai,Ai + fpq.Ai.Ai(p,i + p,i) + Jqq.Ai.Aip,ip,i, 
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and 
Dij = -2,.\i)J + 2/a + fb(Jli + Jli) + 2JcJ-£ijlj + /p(,.\i + ,.\i) + /q(,.\ijlj + ,.\iJli) 
= 4D ( ,vt,v ' IL•tyi) . 
Substituting (3.20) into (3.17) we obtain, 
(3.22) 
notice that the second condition (3.17) will be satisfied identically by virtue of the 
symmetry Bij = Bji· In addition it is straightforward to see that (3.20) and (3.22) 
can be considered as a generalization of the Gibbons-Tsarev system (3.9): the 
case of the Gibbons-Tsarev system corresponds to the choice Bij = -1/(Jli- J-£i) 2 • 
Ultimately, we require that the compatibility conditions for the relations (3.20), 
i i 
lljk = llkjl (3.23) 
are satisfied identically. One can see that (3.23) are equivalent to the relations 
(3.24) 
which is obtained by differentiating (3.21) with respect to Rk and which must be 
satisfied identically by virtue of (3.12), (3.16) and (3.20). As one can obviously 
see, these derivations are computationally intense and therefore had to be imple-
mented using symbolic calculations. We used Mathematica [44]. However, even 
with Mathematica, calculations were too intense and we had to overcome memory 
problems. In order to simplify the derivation of the integrability conditions we 
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first rewrite (3.24) as 
(3.25) 
Here, the third order derivatives of f(a, b, c,p, q) are present only in the l.h.s. term 
Nijk (see the form of Nii and Dij above). Further reduction of the complexity of 
the expression in the r.h.s. is achieved by representing 1/ Dij in the form 
(which holds identically modulo the dispersion relation (3.16)), and the subse-
quent substitution Est= Nstf Dst = NstUst· The denominators of the r.h.s. terms 
in (3.25) cancel out, producing a polynomial in .Ai, .Ai, .Ak, J.Li, J.Li, J.Lk with coef-
ficients depending on the derivatives of the density f(a, b, c,p, q). This was the 
crucial simplification of the calculation: the starting expression for the r.h.s. of 
(3.25) has more than 450,000 terms with different denominators; after properly 
organized cancellations we get a polynomial expression with less than 6,000 terms. 
Using the dispersion relation (3.16), we simplify this polynomial by substituting 
the powers of (.Ai)s, (.Ai)s, (.Ak)s, s 2:: 2, arriving at a polynomial of degree one in 
each of .Ai, .Ai, .Ak, and degree two in J.L's. Equating similar coefficients in both 
sides of (3.25), we arrive at a set of 35 equations for the derivatives of the function 
f(a, b, c,p, q), which are linear in the third order derivatives. Solving this linear 
system we obtain the closed form expressions for all third order derivatives of 
f(a, b, c, p, q) in terms of its first and second order derivatives, which we represent 
symbolically in the form 
d3 f = R(dj, d2 f); (3.26) 
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Here R depends rationally on the first and second order partial derivatives of 
f. A straightforward calculation shows that the overdetermined system (3.26) is 
in involution. Thus, the moduli space of integrable systems of the type (3.1) is 
21-dimensional: one can arbitrarily specify the values off, df and cf2 f at any 
fixed point Xo = (ao, bo, Co,Po, qo). This amounts to 1 + 5 + 15 = 21 arbitrary 
constants. The right hand sides of (3.26) are not presented here because of their 
complexity: However this general formula can be used in the particular cases 
which we study in the next sections and for which these formulae become less 
cumbersome, and are presented (and even solved) in closed form. The conditions 
(3.26) provide a straightforward computer test of the integrability for any equa-
tion from the class under consideration, and allow one to obtain classification 
results. The Mathematica program which calculates the integrability conditions 
and the program allowing one to check integrability of any given equation from 
this class is available from 
www-staff.lboro.ac.uk/-maevf/fhk-supplementary-materials-2009.tar.gz 
and is also attached to this thesis on a CD. At this point it would be instructive 
for us to see an example of how the integrability conditions are derived for a 
particular case. Consider the case where 
The dispersion relation simplifies to 
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Recall that, according to the notation introduced in Sect. 3.1, a= Uxx, c = Uyy· 
Using the rational parametrization of the dispersion relation 
and substituting into (3.5) we obtain 
S~ = z;l!a (J; faa(1 + (si)4 ) + fc( 4fccJ';- 4fcfafac 
2 ) ( i( i)3 ( i i)2) ( ) ( ( i)2 + fc faa 2s S + 2 S S + fc 2fafac - fcfaa 2 S (3.27) 
+2(si)3si + 2(sisi)3 + (si)2 + (si)2(si)4 + 8i8i + 8i(si)5)), 
where Z = 4(si- si)((si)2- 1)2. The substitution of this into (3.17) implies 
aii = Bafn, (!; !aa(1 + (si)4 + 2(si)2 + (si)4 + (sisi)4) 
+fc(2fafac- fcfaa)(2(si) 2 + 2(si)4(si)2 + 2(si)2 + (si)4) 
+8(si)2 faUccfa- fcfac)), 
(3.28) 
for B = 2((si)2-1)(si-si)2((si)2-1). One can see that the consistency conditions 
for the equations (3.27), that is, sii- s~k = 0, are of the form Q aiak = 0 where 
Q is a complicated rational expression in si, si, sk whose coefficients depend on 
partial derivatives of f(a, c) up to third order (to obtain the integrability condi-
tions it suffices to consider 3-component reductions setting i = 1, j = 2, k = 3). 
Requiring that Q vanishes identically (where ai i= ai i= 0) we obtain expres-
sions for all third order partial derivatives of f(a, c) plus an extra second order 
relation. Similarly, the compatibility conditions for the equations (3.17), that is, 
aiik- akii = 0, take the form K aiaiak = 0 where, again, K is rational in si, si, sk. 
Equating K to zero one obtains exactly the same conditions as at the previous 
step. 
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Remark 1. Notice that each compatibility condition (3.23) involves three dis-
tinct indices only. This observation immediately implies that 
(i) any equation of the form (3.1) possesses infinitely many two-component re-
ductions parametrized by two arbitrary functions of one variable. Indeed, these 
reductions are governed by equations (3.20) where i, j = 1, 2 and A_i, Jli satisfy the 
dispersion relation. These equations are automatically consistent, and the gen-
eral solution depends, modulo reparametrizations Ri ~ v;i(Ri), on two arbitrary 
functions of one variable. Therefore, the existence of two-component reductions 
is a common phenomenon which is not related to the integrability. 
(ii) On the contrary, the existence of three-component reductions implies the exis-
tence of n-component reductions for arbitrary n. Thus, one can define the integra-
bility as the existence of infinitely many three-component reductions parametrized 
by three arbitrary functions of one variable. 
Remark 2. In two dimensions, any second order PDE of the form 
is automatically integrable. Indeed, introducing the parametrization 
Uxx =a, Uxy = b, Uyy = j(a, b), 
so that 
F(a, b, f(a, b)) = 0, 
one obtains a two-component quasilinear system 
8 
by= oxf(a, b); 
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any system of this type linearises under a hodograph transformation which inter-
changes dependent and independent variables. This simple trick, however, does 
not work in more than two dimensions. 
3.2 Examples and classifications results 
This section contains partial classification results based on the integrability con-
ditions (3.26). We produce an abundance of non-trivial examples of integrable 
equations, both known and new, expressible in elementary functions, theta func-
tions and modular forms. 
Integrable equations of the form Utt = f(uxx' Uyy)· 
, 
For the case, 
the integrability conditions (3.26) simplify to 
+ + (fac faa) Jaaa = Jaa J: + fa ' + + (fee fac) Jaac = Jaa Jc + fa , 
+ + (fee fac) Jacc = Jcc fc + fa ' 
This system is in involution and its general solution depends on 5 integration 
constants. To solve it explicitly one notices that the first two equations imply 
J:;c = const. Similarly, the next two equations imply k;c = const. Further 
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elementary integration leads to the following general solution, 
f(a, c) = s ln(mella + nevc) + const. 
This corresponds to equations of the form 
as well as degenerations thereof, 
ffiUxx + nUyy + ke"Utt = 0, 
where the coefficients are arbitrary constants. In fact, all these coefficients can 
be eliminated by appropriate complex rescalings, leading to the two essentially 
different examples, 
eUxx + eUyy = eUtt and U + U eUtt 
- XX yy= 
The first equation is apparently new, while the second is the Boyer-Finley equa-
tion. 
Integrable equations of the form Utt = f(uxx' Uxy, Uyy). 
This is a generalization of the previous case. Thus, we assume /b =/=- 0. The 
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integrability conditions (3.26) take the form 
.f _ 2faa Ubfab - 2fcfaa - 2fafac) 
Jaaa- fb 2 - 4fafc ' 
.f _ 2fab (fbfab - 2fcfaa - 2fafac) 
Jaab - fb 2 - 4fafc ' 
.f _ 2fac (fbfab- 2fcfaa- 2fafac) 
Jaac- fb2 - 4fafc ' 
.f _ 2fac (fbfbc - 2fcfac - 2faf cc) 
Jacc- fb2 - 4fafc ' 
.f _ 2jbc (fbfbb- 2fcfab - 2fafbc) 
Jbbc- fb 2 - 4fafc ' 
.f _ 2fbc (fbfbc- 2fcfac- 2fafcc) 
Jbcc- fb 2 - 4fafc ' 
Notice that the first six equations imply that the Hessian matrix of the function 
f(a, b, c) has rank one. Notice that the rows 1, 2, 3 of the aforementioned Hessian 
matrix are given by \1 fa, \1 !b and \1 fc, respectively. Using the fact that the 
Hessian matrix has rank one, we see that either fb = const, or fa = m(fb), fc = 
n(fb). The substitution into the remaining equations implies m" = n" = 0. 
Further elementary analysis leads, up to linear transformations of x and y, to the 
following canonical forms (here we only list those representatives which contain 
a non trivial dependence on Uxy): 
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(a) Firstly, we have that, 
Utt = CWxx + /3Uyy + <p( Uxy), 
for which r.p satisfies a third order ODE 
The integration leads to the three new canonical forms, 
- j3 2,Jaijl h Utt- O:Uxx + Uyy + -'Y- ncos /Uxy, 
Utt = O:Uxx + 1ln Uxy, or Utt = ln Uxy, 
where a:, /3,1 = const. Note here that the last two cases correspond to j3 = 0 and 
a: = j3 = 0, respectively. Furthermore, the first two examples can be viewed as 
generalizations of the Boyer-Finley equation. 
(b) Secondly, 
Utt = Uxy + f](uxx- Uyy) + <p(Uxx + Uyy), 
where j3 = const and 
This leads to the new equation 
(c) Thirdly, 
Multi-dimensional equations of the dispersionless Hirota type 49 
where r.p satisfies a third order ODE 
r.p111(4(3r.p'- 1) = 4(3(r.p")2 • 
This results in the new equation 
1 
- + (3 + + "(Uyy Utt - Uxy Uxx 4(3 Uyy ae , 
whose degeneration contains the dKP equation Utt = Uxy + u~y· 
Integrable equations of the form Uxy = f(uxt, Uyt)· 
Formally, equations from this class are not of the form discussed in this sec-
tion, however, they can readily be made 'evolutionary' by an appropriate linear 
change of the independent variables. This can be done by letting ~ = x + y and 
'fJ = x- y. The resulting set of integrability conditions looks as follows: 
!: =!: (Jpq + !PP) ppp pp /q /p ' 
!: !. ( Jpq !PP) pqq = qq /q + /p ' 
This system is in involution, and its general solution depends on 6 integration 
constants. To solve it explicitly one notices that the first two equations imply 
hrfq = const. Similarly, the last two equations imply h9}q = const. Further 
elementary integration gives, under the assumption that both f PP and /qq are 
nonzero, the general solution 
1 ( meJLP + nevq) 
f(p, q) = ;, ln reJLP+vq- k ' 
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which leads to the dipersionless Hirota-type equation for the BKP hierarchy [5], 
(3.29) 
Up to complex rescalings, it can be transformed to 
Degenerations of (3.29), corresponding to fw = 0, or fw = /qq = 0, result in 
and, 
respectively. 
+ Uyt Uxy = Uxt e , Uxy = Uxt tan( Uyt), 
Integrable equations of the form Utt = f( Uxx, Uxt, Uxy). 
Equations of this type arise in the theory of integrable hydrodynamic chains 
satisfying the additional 'Egorov' property. Here we reproduce the classification 
result from [49] (see also [8], [18]). The integrability conditions (3.26) take the 
form 
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fppp = ;l (JPJ;b + fpb(fbfpp + 2fab) - fbb(fpjpp + 2fap)) , 
fapp = ;C (faJ;b + fab(fbjpp +Jab) - fbb(fafpp + faa)) , (3.30) 
2 faap = Jt (fbb(fpfaa - 2fafap) - fab(fpfab - 2jbfap) - Jpb(fbfaa - 2fafab)), 
!aaa = ;; ((fa+ J;)f;b + J;J;b + ft(f;P- faafw)- fwfbb/; 
+ fabfb(faa + 2(fafpp- fpfap)) + 2jpb(fp(fbfaa- fafab)- fafbfap) 
- fbb((fa + J;)faa- 2Jafpfap)); 
this system is in involution and its general solution depends on 10 arbitrary 
constants. The integration of these equations leads to the four essentially different 
canonical forms, 
Utt 
Utt 
Utt 
. Uxx 
In Uxy - In el ( Uxt, Uxx) - ~ J ry( T )dT, 
see [49]. Here A, B, C are arbitrary constants, 7J is a solution to the Chazy 
equation [14], 
and el is the Jacobi theta function. 
Further examples in terms of modular forms and theta functions 
This section contains further integrable examples which are not expressible in 
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elementary functions. 
Case 1. Let us begin with equations of the form 
in this case the integrability conditions result in a single third order ODE for r, 
which appeared recently in a different context in the theory of modular forms of 
level two: compare with the equation (4.7) from [1]. This equation possesses a 
remarkable SL(2, R)-invariance, 
here z = Utt. Modulo this SL(2, R)-action, the generic solution is given by the 
series 
which, upon setting e4Utt = q, coincides with the Eisenstein series 
£(q) = 1-8~ (-1)nnqn' 
6 1-qn 
n=l 
associated with the congruence subgroup r 0 (2) of the modular group. 
Case 2. As a generalization of Case 1, let us consider equations of the form 
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In a somewhat different representation, equations of this type were discussed in 
[10]. It was demonstrated that the integrability conditions imply r = 2v' fv where 
prime denotes differentiation by Uyt, and v( Uyt, uu) = () (~~,-;; ) is the Jacobi 
theta function: 
00 
B(z, T) = 1 + 2 L e-rrin2 r cos(27rnz). 
n=l 
Case 3. Further generalization, 
Uxy + j( Uxt, Uyt, Utt) = 0, 
was discussed in [18], where it was shown that the generic solution is given by 
the ratio of two J acobi theta functions: 
Symplectic Monge-Ampere equations 
Let us consider a function u(xl, ... , xk) of k independent variables and introduce 
the k x k Hessian matrix U = [uij] of its second order partial derivatives. The 
symplectic Monge--Ampere equation is a PDE of the form 
Mk + Mk-1 + ... + M1 + Mo = 0, 
where M1 is a constant-coefficient linear combination of all l x l minors of the 
matrix U, 0:::; l:::; k. Thus, Mk = det U = Hess u, Mo is a constant, etc. Equiv-
alently, these PDEs can be obtained by equating to zero a constant-coefficient 
k-form in the 2k variables xi, ui. This class of equations is invariant under the 
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natural action of the symplectic group Sp(2k). In the case k = 2 one obtains a 
standard Mange-Ampere equation, 
(3.31) 
which can be interpreted as the equation of a 'sphere' corresponding to the 
pseudo-Euclidean metric du11du22 - dui2 . Mange-Ampere equations (3.31) can 
be characterized as the only equations of the form F( u11 , u12 , u22 ) = 0 which are 
linearizable by a transformation from the equivalence group Sp( 4). 
The case k = 3 is also understood completely: one can show that, fork= 3, any 
symplectic Mange-Ampere equation is either linearizable (in this case it is auto-
matically integrable), or Sp(6)-equivalent to either of the two essentially different 
canonical forms [41, 4], 
Hess u = 1, Hess u = uu + u22 + U33· (3.32) 
Based on the integrability conditions (3.26), we have verified directly that both 
PDEs (3.32) are not integrable by the method of hydrodynamic reductions. Thus, 
a 3-dimensional symplectic Mange-Ampere equation is integrable if and only if 
it is linearizable (this is no 'longer true in more than three dimensions). The 
linearizability condition constitutes a single relation among the coefficients of the 
equation: for a Monge-Ampere equation of the form 
E det 
uu u12 U13 
U12 U22 U23 
U13 U23 U33 
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(3.33) 
the linearizability condition specifies a quartic hypersurface in the space of coef-
ficients, 
(3.34) 
Notice that, if E =/= 0, one can always eliminate second order minors in (3.33) by 
adding to u an appropriate quadratic form. In this case the equation takes the 
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form 
det 
while the linearizability condition simplifies to 
3.3 Integrability in more than three dimensions 
The integrability of three-dimensional equations of the form (3.1) was defined as 
the existence o_f n-component hydrodynamic reductions (3.4) parametrized by n 
arbitrary functions of a single variable. This approach readily generalizes to any 
dimension: a d-dimensional PDE 
(3.35) 
for a function u of d independent variables x1 , ... , xd is said to be integrable if 
it possesses infinitely many n-component hydrodynamic reductions parametrized 
by (d- 2)n arbitrary functions of a single variable. In this case equations (3.4) 
are replaced by d- 1 commuting (1 + 1)-dimensional systems of hydrodynamic 
type [24, 21]. Among the known four-dimensional integrable examples one should 
primarily mention the 'first heavenly' equation, 
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as well as its equivalent forms, 
and 
2 -0 Utx + Uzy + Uxx Uyy - Uxy -
57 
known as the 'second heavenly' and the 'Grant' equations, respectively [51, 31]. 
It was demonstrated in [24, 21] that n-component reductions of these equations 
are parametrized by 2n arbitrary functions of a single variable. 
An interesting six-dimensional integrable generalization of the heavenly equation, 
arises in the context of sdif j('f}) self-dual Yang-Mills equations [52]. Its n-
component reductions are parametrized by 4n arbitrary functions of a single 
variable [21]. Notice that all these examples belong to the class of symplectic 
Monge-Ampere equations as introduced at the end of Sect. 3.2. 
Although the general problem· of classification of multi-dimensional integrable 
equations can be approached in a similar way, the method of Sect. 3.1 leads to 
quite complicated analysis. One way to bypass lengthy calculations is based on 
the following simple idea: suppose we want to classify four-dimensional integrable 
equations of the form (3.35) for a function u(x, y, z, t). Let us look for travelling 
wave solutions in the form 
u(X, Y, Z) = u(x +at, y + j3t, z + "(t). 
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The substitution of this ansatz into (3.35) leads to a three-dimensional equation 
which must be integrable for any values of constants a, (3, I· Since, in three 
dimensions, the integrability conditions are explicitly known, this provides strong 
restrictions on the original function F, which are necessary for the integrability. 
The philosophy of this approach is well familiar from soliton theory: symmetry 
reductions of integrable systems must be themselves integrable. 
Thus, for the first heavenly equation, traveling wave solutions are governed by 
a(uxyuxz- uxxuyz) + !(UxyUzz- uxzUyz) = 1," 
which is a three-dimensional symplectic Monge-Ampere equation. 
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Chapter 4 
Symmetry properties 
4.1 Lie groups and Lie algebras 
The point symmetry group of a system of differential equations is the largest local 
group of transformations acting on the independent and dependent variables of 
the system with the property that it transforms solutions of the system to other 
solutions. 
Sophus Lie has shown that by using the general theory of Lie groups of_ transfor-
mations when finding solutions to partial differential equations (PDEs), it turns 
out that a much wider class of transformations, other than scalings, transla-
tions, or rotations, can leave PDEs invariant. Lie groups of transformations are 
characterized by infinitesimal generators. Using Lie's algorithm one can find all 
infinitesimal generators of point transformations and contact transformations ad-
mitted by a given differential equation. One only needs to calculate the admitted 
infinitesimal generators of a given differential equation [47]. 
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One-parameter groups of transformations 
Every one-parameter group of transformations depending on a real parameter, 
is completely determined by the first term of its Taylor expansion in the group 
parameter a, in other words by the infinitesimal transformation or the corre-
sponding tangent vector field. The later is also referred to as the infinitesimal 
operator or generator of the group. 
Definition and examples 
Consider the transformation T: 
z' = f(z), 
where the new point (z' = z'l, ... , z'N) in the Euclidean space JRN is the displace-
ment of the point (z = zl, ... , zN) in the same space JRN. Assuming that the 
transformation T is invertible and denoting its inverse by r-1, z' can be carried 
to its original position z. Also, the successive application ofT and r-1 in any 
order yields the identical transformation I that leaves every point z unaltered. 
Now, a one-parameter family [Ta] of transformations is given by 
z' = f(z, a), (4.1) 
where a is a real parameter continuously varying in a given interval S c JR. Every 
particular value of the parameter a determines a definite transformation Ta of the 
family. We presuppose that the value a = 0 corresponds to the identity mapping, 
i.e. T0 = I for any a E S other than zero. If the identity transformation occurs 
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for some other value a0 =/= 0 where a0 E S, then the previous condition To = I 
is achieved by a simple shift of the parameter, a= a+ a0 . We also assume that 
there exists an inverse, in order for the family under consideration to contain the 
inverse transformation Ta-l of every member Ta of the family. 
For example, the dilation z' = az becomes the identity transformation when 
a = 1. Having made the above mentioned shift of the parameter, one has the 
transformation 
z' = z + az, (4.2) 
that meets the condition T0 =I. Furthermore, we see that the inverse transfor-
mation Tt(a) is defined for any value of a from the interval -1 < a < oo, here 
f(a) = -a/(1 +a). Let us take a and b from the above interval and consider 
the successive transformations ( 4.2) with these values of the parameter. The first 
transformation carries the point z to z' = z + az, the latter being mapped by the 
second transformation to 
z" = z' + bz' = z + az + b(z + az) = z +(a+ b + ab)z. 
It follows that the result of application of two successive transformation of the 
family ( 4.2) is identical with the third transformation of the same family with 
the parameter c = a + b + ab. Symbolically, TbTa = Ta+b+ab· Accordingly, the 
transformations ( 4.2) are said to form a one-parameter group. 
Definition 1 {33} Transformations (4.1) are said to form a one-parameter group 
if they satisfy the condition 
(4.3) 
where 4>( a, b) is a sufficiently differentiable function. 
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Let the group property ( 4.3) and the 'initial' condition To = I be satisfied. Then 
ToTa = Ta and nTo = n, whence 
4>(a, 0) =a, 4>(0, b) =b. (4.4) 
For instance, the conditions ( 4.4) are manifestly satisfied for the transformations 
(4.2) with 4>(a, b)= a+ b +ab. 
Summarizing the basic properties of one-parameter groups we have: 
1) T0 =I (or Ta0 =I) (existence of the identity); 
2) Ta -I= Tt(a) (existence of the inverse element); 
3) Tc(nTa) = (Tcn)Ta (associativity of multiplication). 
In abstract group theory these three properties are taken as the definition of a 
group. Apart from these properties there is an additional property, namely, the 
smooth dependence of transformations on the group parameter. 
The Lie equation 
Let the transformation (4.1) define a group G and let the condition (4.3) express-
ing the group property have the simple form TbTa = Ta+b, so that 4>( a, b) = a+ b. 
In other words, let 
f(f(z, a), b)= f(z, a+ b). (4.5) 
Here it is obvious that f(a) = -a. Let us expand the function f(z, a) into the 
Taylor series with respect to the parameter a in the neighbourhood of a = 0. 
Since T0 =I, one has f(z, 0) = z. Thus, denoting 
~(z) =Of(z,a) I , 
8a a=O 
(4.6) 
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one obtains from (4.1) the infinitesimal transformation 
z' = f(z, a) = z + ~(z)a + o(a) ~ z + ~(z)a, (4.7) 
where o(a) stands for the higher-order terms in a. 
The following theorem due to Lie, states that the function f(z, a) obeying the 
condition (4.5) is uniquely defined by the infinitesimal transformation (4.7). Note 
that the formula ( 4.6) defines the tangent vector to the curve described by the 
points z' = f(z, a). Therefore, the group G is also said to be defined by its 
tangent vector ~ ( z). 
Theorem 6 (33} Let the function f(z,a) satisfy the group property {4.5) and 
have the expansion (4. 7). Then it solves the first-order ordinary differential equa-
tion (referred to as the Lie equation) with the initial condition: 
of 
Oa = ~(!), f la=O = Z. (4.8) 
Conversely, given a vectors field ~(z), the solution of {4.8) {the soluti~n exists 
and it is unique) satisfies the group property {4.5). 
At this point it is important to note that the Lie equation defines, strictly speak-
ing, not a group but rather a local group meaning that the multiplication of the 
elements Ta and n of the family [Ta] of transformations (4.1) is possible only 
for a and b from some subinterval S' C S containing a= 0. One can chose this 
subinterval so that every transformation Ta with a E S' possesses the inverse 
Ta - 1 = Ta-1 with a-1 E S. 
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Invariant functions and infinitesimal generators 
Definition 2 A function F(z) is called an invariant function of the transfor-
mation group {4. 7), 
z' = f(z, a) = z + ~(z)a + o(a), 
if the following equation holds for every (admissible) values of z and a: 
F(J(z, a))= F(z). (4.9) 
Theorem 7 {33] A function F(z) is an invariant if and only if it solves the 
partial differential equation 
(4.10) 
The invariance condition (4.10) is a homogeneous linear partial equation of the 
first order. Therefore any one-parameter transformation group in RN has N- 1 
functionally independent invariants and any other invariant is a function of these 
N - 1 basic invariants. 
Let us now introduce the linear differential operator 
. a 
x=e(z)-8 .. zt 
Then the invariance condition (4.10) is written as follows: 
XF=O. 
(4.11) 
The operator X is referred to as the infinitesimal generator (or operator) of 
the group G of transformations ( 4. 7). The operator ( 4.11) is more convenient in 
practical applications than the tangent vector~= (e, ... , ~N). Given an operator 
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X, the transformations of the corresponding group are determined by solving the 
Lie equation. 
Example. Let us find the transformation corresponding to the infinitesimal 
generator 
a a 
X=y--x-. ax ay 
Comparing it with the formula (4.11) one can see that ~ = (y, -x), and hence 
the Lie equation ( 4.8) has the form 
dx' , dy' , 
da = y ' da = -x · 
This system and the initial conditions x'la=O = x, y'la=O = y yield 
x' = x cos a + y sin a, y' · y cos a - x sin a. 
Example. Lorentz transformation: x' = x cosh a + y sinh a, y' = y cosh a + x sinh a, 
Invariant equations 
Consider a surface M in JRN defined by simultaneous equations 
F1(z) = 0, ... , F8 (z) = 0, s:::; N. (4.12) 
Definition 3 The surface is said to be invariant with respect to the group G of 
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transformations {4. 7), 
z' = f(z, a) = z + a~(z) + o(a), (4.13) 
if the transformations (4. 7) carry every point z of the surface along this surface. 
In other words, if z is a solution of the system (4.12}, then z' is also its solution, 
i.e. 
F1(z') = 0, ... , Fs(z') = 0. 
Accordingly, the equations (4.12} are said to be invariant under the group G, or 
to admit G. 
Theorem 8 {33} The system of equations (4.12} is invariant with respect to the 
group G of transformations (4. 7) with the infinitesimal generator 
if and only if, 
.a x=e~, 
uzt 
Construction of symmetry groups 
(4.14) 
The section below shows the necessary analytical methods for the calculation 
of infinitesimal symmetries of differential equations. We will see how we can find 
admissible groups which characterize symmetry properties of differential equa-
tions and which are used for complete integration (or construction of certain 
classes of exact solutions) as well as qualitative investigation of the differential 
equation. Any transformation mapping a differential equation into an equivalent 
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equation of the same form is said to be admitted by the differential equation 
under consideration. 
Before continuing it is important to note that in what follows the variables t, u, 
Ut, Ux, Uxx are considered to be independent. 
For example consider the general evolutionary partial differential equation of the 
second order 
Ut- F(t, x, u, U(l)l U(2)) = 0, (4.15) 
where u is a function of the independent variables t and x = (x1 , ... , xn), and 
U(l), u(2) are the sets of its first and second order partial derivatives: U(l) = 
( Uxi, ... , Uxn ), U(2) = (uxixi, Uxlx2, ... , Uxnxn ). Recall that invertible transformations 
of the variables t, x, u, 
f = f(t, x, u, a), xi= gi(t, x, u, a), u = h(t, x, u, a), i = 1, ... , n, (4.16) 
depending on a continuous parameter a are said to be symmetry transformations 
if the equation (4.15) has the same form in the new variables f, x, u: 
(4.17) 
The set G of all symmetry transformations of a given equation forms a continuous 
group, i.e. G contains the identity transformation, 
as well as the inverse to any transformation from G and the composition of any 
two transformations from G. The symmetry group G is also known as the group 
admitted by the equation (4.15). 
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According to the Lie theory, the construction of the symmetry group G is equiv-
alent to determination of its infinitesimal transformations (4.7): 
(4.18) 
or, the infinitesimal generator 
X= ~0 (t, x, u) 88 + ~i(t, x, u) 88 . + 17(t, x, u) 88 , t x~ u (4.19) 
which is also referred to as an operator admitted by the equation (4.15). 
The group transformations (4.16) corresponding to.the infinitesimal transforma-
tions with the generator ( 4.19) are found by solving the Lie equations 
dt 0(- __ ) dxi .(_ ) du (- ) da = ~ t, x, u , da = ~~ t, x, fl , da = 17 t, x, u , (4.20) 
with the initial conditions fla=O = t, Xi la=O = Xi, flla=O = U. 
By definition, the transformation ( 4.16) form a symmetry group G of the equa-
tion ( 4.15) if the function fl = u(t, x) satisfies the equation ( 4.17) whenever the 
function u = u( t, x) satisfies the equation ( 4.15). Recall that the quantities 
fir, flc1), flc2) involved in the equation ( 4.17) are obtained from the equation ( 4.16) 
by the chain rule. The infinitesimal form of the latter formulae is 
(4.21) 
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where the functions (0 , (i, (ij involve ~0 , ~i, rJ together with their derivatives, and 
are given by the prolongation formulae: 
Here Dt and Di denote the total differentiations with respect to t and xi, respec-
tively, viz. 
Substitutions of ( 4.18) and ( 4.21) into the left-hand side of the equation ( 4.17) 
yields: 
Therefore, by virtue of the equation (4.15), the equation (4.17) yields 
(4.23) 
where Ut is replaced by F(t, x, u, U(l)• U(2)) in (o, (i, (ij· 
The equation ( 4.23) defines all infinitesimal symmetries of the equation ( 4.15) 
and therefore it is called the determining equation. Conventionally, it is written 
in the compact form 
( 4.24) 
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where Xc2) is the prolongation of the operator (4.19) up to the second order 
derivatives: 
o( ) a i( ) a ( ) a a a a x = ~ t, x, u -a + ~ t, x, u -a .+ rJ t, x, u -a + (o-a + (i-a . + (ij a . t X~ U 'Ut U~ Uxixi 
The determining equation ( 4.23) (or its equivalent ( 4.24)) is a linear homogeneous 
partial differential equation of the second order for unknown functions ~0 (t, x, u), 
~i(t, x, u) and rJ(t, x, u) of the 'independent variables' t, x, u. It may seem that this 
equation is even more complicated than the original differential equation ( 4.15). 
However, in practice the determining equation is linear, and unlike the original 
differential equation (4.15) is solvable analytically. This is due to the fact that 
the left-hand side of the determining equation involves the derivatives Uxi, Uxixi, 
along with the variables t, x, u and functions ~0 , ~i, rJ of these variables. Since 
the equation ( 4.23) is valid identically with respect to all variables involved, the 
variables t, x, u, Uxi, Uxixi are treated as 'independent' ones. It follows that the 
determining equation decomposes into a system of several equations. As a rule, 
this is an overdetermined system (it contains more equations than the number 
n + 2 of the unknown functions ~0 , ~i, rJ). 
Derivation of first, second and third Prolongation formulae 
Note here, that compared to the general evolutionary PDE t is now included 
in x =[xi]. The components of the vector z are chosen from the following differ-
ent sets of variables: 
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where the index i = 1, ... ,nand a= 1, .. , m . . These variables are considered to 
be algebraically independent but connected by the differential relations 
(4.25) 
where, 
D· = ~ + u~_!_ + u~._!_ + · · · (4.26) 
t 8xi t aua. t) 8uc:< . 
J 
The variables uij, etc. are manifestly symmetric in subscripts, i.e. uij = uji· 
The operator Di in known as the total differentiation with respect to xi, and 
it should not be mistaken for the operator of the partial differentiation 8~,. 
The operator Di is a formal sum of an infinite number of terms. However, it 
truncates when acting on any function of a finite number of variables x, u, u1 , · · · . 
In consequence, the total differentiations Di are well defined on the set of all 
functions depending on a finite number of x, u, uc1), • · ·. In what follows these 
functions are supposed to be. analytic. 
The quantities xi are called independent variables, whereas ua. are termed 'dif-
ferential variables' with successive derivatives uf, uij, · · · of the first, second, etc. 
orders. Any analytic function of a finite set of variables x, u, u1 , • · · is referred 
to as a differential function. The maximal order p of a derivative involved in· the 
differential function f = f(x, u, u1 , · · · , up) is termed the order of this function 
and is denoted by ordf. The set of all differential functions of finite order is 
denoted by A. 
Let [F] EA be a differential function of the order p. The equation 
F(x, u, uc1), · · · , U(p)) = 0, (4.27) 
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defines a surface in the space of variables x, u, ... , U(p)· Consider the equation 
( 4.27) together with its differential consequences, 
D·F=O D·D·F=O ··· ~ ' ~ J ' ' 
and say that the equation ( 4.27) defines a differential surface [F]. Likewise we 
shall consider the surface defined by systems of equations 
(4.28) 
Let us assume that z = (x, u) and write the transformations (4.1) in the form 
(4.29) 
(4.30) 
These transformations are referred to as point transformations. Assuming that 
the transformations ( 4.29) form a one-parameter group with the group property 
(4.5), let us write the infinitesimal operator in the form 
(4.31) 
where ~i and fJa are given by the formula ( 4.6): 
. ()Ji _;,a C~- I a_'f' I 
., - 8a a=O' fJ - 8a a=o· (4.32) 
The usual formulae for the change of derivatives are distinguished by the fact that 
they preserve the differential relations ( 4.25). Accordingly these formulae can be 
easily obtained as follows. First of all we note that the change of independent 
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variables ( 4.29) implies the following relation between total differentiations with 
respect to non-primed variables: 
(4.33) 
Furthermore we write the relations ( 4.25) in the primed variables: 
ta D'( ta) ui = i u ' .... 
Now we differentiate both sides of the equation ( 4.30) by using the above equa-
tions to obtain: 
(4.34) 
Thus, the change of the derivative of the first order under the point transforma-
tions ( 4.29)-( 4.30) is determined by 
(4.35) 
or, 
The above equation defines the quantities u'/ as functions of x, u, U(l) and a for 
sufficiently small a. Indeed, when a = 0 the initial condition Ji la=O = xi yields 
that Di(!i) = 6{. Consequently the matrix IIDi(!i)ll is invertible when a is small. 
The second differentiation of the equation ( 4.35) yields transformations of deriva-
tives of the second order, etc. 
In what follows we shall need the prolongation (extension) of the infinitesimal 
operator ( 4.31) rather than of the transformations ( 4.29)-( 4.30) themselves. Let 
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us write the prolongation of the infinitesimal operator to the first derivatives in 
the form 
(4.36)· 
where (f = ( 8u~cx / 8a) la=O are the additional coordinates to be determined. To 
this end, let us differentiate both sides of the equation ( 4.35) with respect to the 
parameter a at a = 0. Invoking the formulae ( 4.32) and the initial conditions in 
(4.29)-(4.30), and taking into account that the differentiations Di and 8j8a are 
permutable one obtains 
This yield the desired formula for the first prolongation: 
(4.37) 
The above formula manifests that the extended operator ( 4.36) is uniquely de-
termined via the coordinates ~i, 'flex of the initial operator X. 
The formula for the second prolongation is derived in the following way. Firstly, 
differentiate ( 4.35) applying ( 4.33) and repeat the procedure of the derivation of 
the first prolongation formula ( 4.37): 
Then differentiate both sides with respect to a modulo a = 0, 
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giving, 
which finally gives, 
(4.38) 
where m is replaced with j for convenience. Note that 
Using similar calculations, it can be shown that the third prolongation is given 
by, 
Let us turn to the problem of calculation of point transformation groups admit-
ted by the systems of differential equations (4.28). For the sake of brevity, we 
shall write sometimes this system in the form (4.27) assuming that F is a vector, 
F = (F1 , · · · , F8 ). Furthermore, the maximal order of the derivatives involved 
in F is denoted by p. Recall that [F] denotes a differential surface determined 
by the differential equations under consideration together with their differential 
consequences, F = 0, DiF = 0, DiDjF = 0, · · ·. 
Since the equations ( 4.28) involve derivatives up to the order p inclusively ( al-
though some of Fk, where k = 1, · · · , s, may depend on derivatives of lower order) 
it suffices to extend the transformations ( 4.29)-( 4.30) to the derivatives up to the 
order p. It is important that the prolongation of a one-parameter group G of 
transformation ( 4.29)-( 4.30) forms again a one-parameter group. It is denoted by 
G(p) and acts on all the variables x, u, uc1), · • • , U(p)· The infinitesimal operator 
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of the group G(p) is equal to 
(4.39) 
where the additional coordinates are given by the following general prolongation 
formula similar to the second prolongation formula ( 4.38) 
I"?' . = D. (~"?' . ) - U~- . D. (d) ':ot~ ···tk •k ':ot~ ···tk-1 Jt1···tk-1 •k ., • (4.40) 
Definition 4 A system of differential equations (4.28) is said to be invariant 
under a group G of point transformation (4.29)-{4.30), or to admit a group G 
if the differential surface [F] defined by {4.28) is invariant with respect to the 
extended group G(p)· The group G is also termed a symmetry group and its 
generator is called an infinitesimal symmetry. 
Theorem 8 furnishes the following invariance test convenient for calculating in-
finitesimal operators of groups admitted by differential equations. 
Theorem 9 {33} The system of differential equations (4.28) admits the group G 
with the generator X if and only if the following equation hold: 
( 4.41) 
This theorem together with the Lie theorem 6 reduces the problems of searching 
for all one-parameter groups admitted by a given system of differential equations 
to solution of the equations ( 4.41). This fact justifies the term determining 
equation commonly used in group analysis when referring to the equations ( 4.41). 
The prolongation formulae ( 4.37), ( 4.38) and ( 4.40) manifest that the determining 
equations ( 4.41) furnish a system of linear homogeneous differential equations 
with respect to the coordinates ~i and r/~ of the operator ( 4.31). Notice that 
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these coordinates depend only on x and u, while the determining equation involves 
also the derivatives u(1), • • · , U(p)· Therefore, the obtained system of differential 
equations for ei(x, u), rt will be overdetermined. This property of determining 
equations simplifies their solution and many consider it as the core of Lie group 
analysis. 
4.2 Point Symmetries: Boyer-Finley and euu 
Example. Consider the Boyer-Finley equation in the form 
_ Utt 
Uyy- e - Uxx' (4.42) 
and search for the admissible operator in the form 
where e, e, e and TJ are unknown functions of x, y, t and u. The second 
prolongation of the operator X is given by: 
X(2} =X+ (1 a~x + (2a~y + (3~t 
+(n a:xx + (12 a:xy + (13 a~xt + (22 a:yy + (23 a~yt + (33 a~tt. 
Hence x(2)(Uxx + Uyy + eUtt) = (n + (22 + eUtt(33 and the determining equation 
( 4.41) is written: 
(4.43) 
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It can be easily seen that the left hand side will give a polynomial with respect 
to the variables Ux, Uy, Ut, Uxx, Uxy, Uxt, Uyt and Utt. Since the function e' e' e 
and rJ depend only x, y, t, u the equations ( 4.43) are satisfied identically only if all 
coefficients of the polynomial vanish. Accordingly, we isolate the terms contained 
in the polynomial mentioned above and those free of these variables and set each 
term equal to zero. What we have obtained is an overdetermined system which 
can be easily solved. The general solution of the determining equation ( 4.43) is 
given by, 
where e, e are solutions of the Laplace equations related to each other via the 
Cauchy-Riemann equations: 
Therefore we get the following obvious point-symmetries: 
plus symmetries resulting from C3, C4 as well as e, and e. 
Example. Similarly, the equation 
admitting the second prolongation of the operator 
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gives the determining equation 
(4.44) 
Then, its general solution is given by: 
rJ = C1u + A(y- t- x) + B(y- t + x) + D(y + t- x) + E(y + t + x), 
where Ci are constants, and A, B, C, D are arbitrary functions of the indicated 
arguments. Hence, we obtain the following obvious point-symmetries: 
plus point-symmetries resulting from the functions A, B, C and D. 
4.3 Lie algebras of vector fields 
Consider two arbitrary operators of the form (4.11) 
. a . a 
X1 = ~Hz)-a ., X2 = ~~(z)-a ., zt zt 
and define their commutator [X1 , X2] by the formula 
( 4.45) 
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An alternative definition of the commutator is 
Now, using this definition one can prove that the commutator obeys three prop-
erties: 
1) bilinearity: [cX1, X2] = [X1, cX2] = c[X1, X2], c=const, 
[X, X1 + X2] = [X, X1] + [X, X2], 
[X1 +X2,X] = [X1,X] + [X2,X];. 
2) skew-symmetry: [X1, X2] = -[X2; X1]; 
3) Jacobi's identity: [X1, [X2, X3]] + [X2, [X3, X1]] + [X3, [X1, X2]] = 0. 
A vector space endowed with a bilinear multiplication law is called an algebra. 
Thus, property 1) shows that any vector space of operators (4.11) with the com-
mutator ( 4.45) is an algebra. In addition, the algebra satisfying properties 2) and 
3) is called a Lie algebra. 
Definition 5 {33} A Lie algebra is a vector space L of operators (4.11} such 
that L contains the commutator [X1, X2] of any operator X1, X 2 E L, and it is 
denoted by the same L which is used to denote the vector space. The dimension of 
the Lie algebra is identified with that of the vector space, and if finite (say equal 
to r) it is denoted by Lr. 
Given an r-dimensional Lie algebra Lr, let us consider a basis X1, ... , Xr of the 
vector space Lr and take the commutators XJ.t, Xv of the basic operators. Since 
Lr is the linear span of the basic operators, i.e. every X from Lr has the repre-
sentation 
r 
X= L cJL XJ.t, cJL = const. 
J.t=l 
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The knowledge of all [XI', Xv] allows one to find the commutator of arbitrary 
operators of the algebra Lr. It follows that an r-dimensional vector space Lr 
with the basis XI, ... , Xr is a Lie algebra if and only if the commutators of all 
basic operators belong to Ln i.e. if 
r 
[XI', Xv] = 2: c;vx>.., JL, v = 1, ... , r. 
>..=I 
(4.46) 
The coefficients c~v of these equations are real numbers and are referred to as the 
structure constants of the Lie algebra. 
The structure of Lie algebras also helps to find when a group is commutative, in 
particular to clarify the question why all one-parameter groups are commutative. 
Namely, a group Gr is commutative if and only if its Lie algebra Lr with the basis 
. a 
Xv = E~(z)-8 . , v = 1, ... , r, zt 
has only vanishing structure constants, i.e [XI', Xv] = 0, JL, v = 1, ... , r. Then, 
[X,Y] = 0 is evident for all X, Y E Lr, and the algebra is refered to as commuta-
tive or Abelian. In particular, any one-parameter group is commutative since its 
Lie algebra has a single basic operator XI and hence [XI, XI] = 0. 
4.4 Differential forms 
In this section the aim is to give a brief review of the theory of differential forms. 
We first deal with the concept of differential1-forms. We then move to introduce 
the so-called wedge product (or exterior product). We discuss the main properties 
of the wedge product and show how these properties are used in order to construct 
differential p-forms, where p > 2. In addition, we discuss the exterior derivative 
which when acted on a differential p-form, produces a differential (p+ 1 )-form [54]. 
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Differential 1-forms 
A differentiall-form on an open set in IR2 is an expression F(x, y)dx+ G(x, y)dy, 
where F and G are real valued functions on the open set. In general, one can say 
that w is a differentiall-form on an open set in IRn if, 
n 
w = Laidxi, 
i=l 
where ai are real differentiable functions in IRn. 
Wedge product 
For us to proceed to higher degree differential forms we need to introduce the 
so-called wedge product, which is denoted by /\. The wedge product is used to 
produce higher degree forms. For example, consider two differential 1-forms w1 
and w2 • Then, 
is called a differential 2-form. 
The wedge product possesses some important properties. Let J, g, w be any dif-
ferential forms, then we have: 
1) associativity: w 1\ (! 1\ g) = (w 1\ f) 1\ g, 
2) bilinearity: w 1\ (cd + c2g) = c1(w 1\ f)+ c2(w 1\ g), 
(c1w + cd) 1\ g = c1(w 1\ g)+ c2(! 1\ g). 
Furthermore, let f be a differential k-form and g be a differentiall-form, then 
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Example. Let f and g be differential!- forms, then 
f 1\ g = -g 1\ f, (4.47) 
and therefore, 
f 1\ f = 0. (4.48) 
Differential p-forms 
Given two differentiall-forms adx+fJdy and '"'(dx+ody, we show how one obtains 
a differential 2-form 0 using the above properties. Let 
n = (adx + {Jdy) 1\ ('Ydx + ody). 
By bilinearity we obtain, 
f2 = CX'"'fdX 1\ dx + a8dx 1\ dy + {J'"'(dy 1\ dx + {Jody 1\ dy, 
and using ( 4.47) and ( 4.48), 
n = (ao- fJ'"'f)dx 1\ dy, 
which is a differential 2-form. 
In general, a differential p- form n has the representation 
p 
n = L F~rf2. .. fpdxh 1\ dxh ... 1\dxfp' 
ft,f2. .. fp=l 
where the coefficients Ff(x) = F/1/2- . .fp(x) are smooth functions [26]. Let us now 
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consider wand~' a differential p-form and q- form respectively, so that 
p q 
w= L ah1h2 ooohpdxH, ~ = L bk1k2 oookqdxK, 
where dxH = dxh1 1\ o o 0 1\ dxhp and dxK = dxk1 1\ 0 0 • 1\ dxkq. Taking the wedge 
product of w and ~ we obtain, 
which is a differential (p + q)-form. 
Interior product 
Let v = a~i be a vector field and w = dxh1 1\ · · · 1\ dxhk a k- f ormo Then 
their interior product which we denote as o is given by 
for i = hn, and equal to zero for i =f=. hn. 
Example. For brevity let a~i = Oxi. Then, &xodxl\dy = dy, &xodzl\dx = -dz 
and Ox o dy 1\ dz = Oo 
The differential 
Let w = ~ aH(x)dxH (differential k- form). Its differential d (or exterior deriva-
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tive) is given by the (k + 1)-form, 
H """8aH · H dw = daH 1\ dx = L.t Bxi dX' 1\ dx , 
where we have summation over repeated indices. In addition, the differential d 
obeys the following rules: 
1) Linearity: d(cw + c'w') = cdw + c'dw' for c, c' constant. 
2) Anti-derivation: d(w 1\ 0) = (dw) 1\ 0 + ( -l)kw 1\ (dO), for w a k- form, 0 an 
l- form. 
3) Closure: d(dw) = 0. 
Example. Let f(x, y) be a C1 real valued function on an open set U. Its 
differential is given by, 
which is a differential 1-form. 
Lie derivative of a function 
Let v be a vector field and f a real valued function, so that v = E,i 8~i and 
f = f(xi) fori= 1, .. , n. The Lie derivative of a function f is given by 
JJf 
v(f) = Lv(f) = ~ -8 ., x~ 
where we have summation over repeated indices. 
Lie derivative of a vector field 
Let v -:- ~i 8~i and w = (}i a~i be vector fields. The Lie derivative of w w.r.t 
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vis given by 
v(w) = Lv(w) = [v,w], 
where the so-called Lie bracket is defined as 
( 
. [)()i . [)~i ) {) 
. [v,w] = e-{) . - ()J_{) . -{) ., 
xJ xJ xz 
where again we have summation over repeated indices. 
Lie derivative of a differential form 
Let w = an(x)dxH be a differential form and v = ~i &~i be a vector field. Then 
the Lie derivative of the differential form w is given by: 
v(w) = Lv(w) = d(v o w) + v o (dw). 
4.5 Sp(6) as a symmetry group of the integrabil-
ity conditions 
In this section we investigate the action. of the equivalence group Sp(6) on the 
moduli space of integrable equations of the dispersionless Hirota type. Note that 
Sp(6) and the moduli space have coinciding dimensions equal to 21. Our main 
result states that this action has an open orbit. 
Let us consider a 6-dimensional symplectic space with canonical coordinates 
x = (xl,x2 ,x3 )t and p = (p1,p2,p3 )t (viewed as 3-component column vectors) 
which preserves the symplectic form dp1 1\ dx1 + dp2 1\ dx2 + dp3 1\ dx3 • By defini-
tion, on Lagrangian submanifolds the symplectic form restricts to zero. Therefore, 
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Lagrangian submanifolds can be parametrized in terms of a generating function 
u(x, y, t): x = (x, y, t)f and p = ( Ux, Uy, Ut)t. 
Lagrangian planes are defined by the equation dp = U dx where U is a 3 x 3 sym-
metric matrix (the Hessian matrix of u). Thus, the Lagrangian Grassmannian A 
is 6-dimensional, and can (locally) be identified with the space of 3 x 3 symmetric 
matrices. The equation (3.1) defines a 5-dimensional hypersurface M 5 c A; the 
corresponding solutions u(x, y, t) can be interpreted as Lagrangian submanifolds 
whose Gaussian images belong to the hypersurface M 5 . 
The action of the linear symplectic group Sp(6), 
(::) (~ ;)(::)· 
naturally extends to A: 
[J = (AU + B)(CU + D)-1 . ( 4.49) 
Here A, B, C, Dare 3 x 3 matrices such that Ate= etA, BtD = Dt B, AtD-
et B =id; notice that the extended action is no longer linear. The transformation 
law (4.49) suggests that the action of Sp(6) preserves the class of equations (3.1), 
indeed, second order derivatives transform through second order derivatives only. 
Moreover, since any changes of variables obviously preserve the integrability, the 
group Sp(6) can be viewed as a natural 'equivalence group' of the problem: it 
maps integrable equations to integrable. Thus, Sp(6) is a point symmetry group 
of the integrability conditions (3.26) derived in Chapter 3. This has also been 
verified directly using the invariance condition (4.41). The classification of inte-
grable equations of the form (3.1) has to be performed modulo this equivalence: 
two Sp(6)-related equations should be regarded as 'the same'. 
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The identity 
detdU = det(A- (AU + B)(CU + D)-lC) detdU, 
det(CU +D) 
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which readily follows from ( 4.49), implies that the conformal class of the order 3 
tensor det dU is invariant under the action of Sp(6). The converse is also true: 
Theorem 10 {13} The group of conformal automorphisms of the symmetric ten-
sor of third order det dU is isomorphic to Sp( 6). 
The proof consists of a direct calculation of conformal automorphisms of the the 
order 3 tensor det dU. As pointed before, U is a 3 x 3 symmetric matrix U = [ Uij ]. 
Letting f2 = detdU, a = Uxx 1 b = Uxy 1 C = Uxt,P = Uyy, q = Uyt and f = Utt we 
have that 
n = dadpdf- dadp2 - db2df + 2dbdqdc- dc2dp. ( 4.50) 
We are looking for infinitesimal conformal symmetries 
a*~ a+ sA( a, b, c,p, q, f), 
b* ~ b + sB(a, b, c,p, q, f), 
f* ~ f + sF(a, b, c,p, q, f), 
and require that, 
det [dU*] = (1 + sg(a, b, c,p, q, f)) det [dU], (4.51) 
where g is an unknown function. Equation (4.51) gives a system of first order 
differential equations for A, B, C, P, Q and F. Integrating this systems gives us 
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21 vector fields. These conditions are equivalent to 
where, 
a a a 
X=A-+B-+···+F-aa ob of" 
Thus, for a 3 x 3 symmetric matrix U = [uij], the Lie algebra of the group of · 
conformal automorphisms of the cubic form det dU is spanned by 21 vector fields 
which generate the Lie algebra of the symplectic Lie group Sp(6): 
a 
X11 =-a , 
Uu 
a 
x22=-a , 
U22 
a 
X12=-a , 
U12 
a 
X2s=-a , 
U23 
a 
Xls=-a ' 
U13 
a Xss=~, 
UU33 
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Given a PDE of the form F(un,u12,u13,u22,u23,u33) = 0, we will look for its in-
finitesimal symmetries by solving the determining equation LxFIF=O = 0, where 
X is a linear combination of the 21 vector fields presented above. Notice that 
the answer may not coincide with the full algebra of Lie-point symmetries: we 
Symmetry properties 91 
consider only those symmetries which belong to the equivalence group Sp(6). Be-
low we list particular examples of integrable equations which possess symmetry 
algebras of different dimensions (it is worth noting that any two equations with 
different symmetry algebras are automatically non-equivalent). 
Example 1. The 2-dimensionallinear wave equation, u 11 + u22 - u33 = 0, pos-
sesses nine infinitesimal symmetries: 
X12, X13, X23, Xn + X33, X22 + X33, 
J1 + J2 + J3, L12- L21, L13 + L31, L23 + L32· 
Example 2. The dKP equation, u22 -u13+~ui1 = 0, possesses seven infinitesimal 
symmetries: 
X12, X23, X33, X13 + X22, 
Xn + L31, J1 + 2J2 + 3J3, 2L32 + L21· 
Note here that our efforts to find an integrable example with exactly eight sym-
metries were not successful. 
Example 3. The Boyer-Finley equation, u11 + u22 - eu33 
infinitesimal symmetries: 
0, possesses six 
Example 4. The degeneration of the dispersionless Hirota equation, u12 - u 13 -
eu23 = 0, possesses five infinitesimal symmetries: 
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Example 5. The equation euu + eu22 - eu33 = 0 possesses four infinitesimal 
symmetries: 
Example 6. The dispersionless Hirota-type equation for the BKP hierarchy, 
eu13 + eu13 + eu23 = eu13+u13+u23 , possesses three infinitesimal symmetries: 
Remark. We point out that the existence of 'many' symmetries is not related 
to the integrability: for instance, both equations (3.32), which are not integrable, 
possess 8-dimensional symmetry algebras isomorphic to SL(3, R) and SU(3, R), 
respectively [4]. Thus, the equation Hess u = 1 possesses eight infinitesimal 
symmetries: 
The equation H ess u = u 11 + u22 + u33 also possesses eight infinitesimal symme-
tries: 
X22- Xn, X33- Xn, P1 + X23 P2 + X13, 
P3 +-X12, L12 + L21, L13 + L31, L23 + L32· 
The main result of this section is the following: 
Theorem 11 The action of the equivalence group Sp(6) on the moduli space of 
integrable equations of the dispersionless Hirota type has an open orbit. 
This fact is, in a sense, surprising: it establishes the existence of a 'universal' 
equation with no symmetries, which generates an open part of the moduli space 
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under the action of Sp(6). In particular, one should be able to obtain all equations 
with non-trivial symmetries by taking appropriate degenerations of this universal 
equation. 
Proof of Theorem 11 
The main idea of the proof is to prolong the 21 infinitesimal generators X 11 - P 3 
to the moduli space of solutions of the involutive system (3.26). We point out 
that, since third order derivatives off are explicitly known, this moduli space can 
be identified with the values off and its partial derivatives fi, fii up to second 
order (21 parameters altogether). The prolongation can be calculated as follows: 
(1) Following the standard notation adopted in the symmetry analysis of differ-
ential equations [35, 47], we introduce the variables 
4 
X = U22, 
5 
X = U23, 
and rewrite the above 21 generators in the form 
here ~i and rJ are certain functions of x and u. In this notation, a dispersionless 
Hirota-type equation is represented in the form u = u(x\ ... , x5) (the function u 
is denoted by f in Chapter 3). 
(2) Prolong infinitesimal generators to the second order jet space [48] with coor-
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where (i and (ij are calculated according to the standard prolongation formulae: 
here Di are the operators of total differentiation. 
(3) To eliminate the 8~i -terms, subtract the linear combination of total derivatives 
~i Di from the prolonged operators. It is sufficient to keep only the following terms 
notice that, since Uijk are explicit functions of lower order derivatives, the result-
ing operators will be well-defined on the 21-dimensional space with coordinates 
u, ui, uii· Although these operators will depend on the variables xi as parameters 
(indeed, the isomorphism of the moduli space with the space u, ui, Uij depends on 
the choice of a point in the x-space), all algebraic properties of these operators 
will be x-independent. 
(4) Finally, the dimension of the maximal Sp(6)-orbit equals the rank of the 
21 x 21 matrix of coefficients of these operators. It remains to point out that 
this rank equals 21 for any 'random' choice of numerical values for xi, u, ui, uij 
(however, it equals 21- r for any example with r symmetries). 
4.6 Lie algebra of Sp(6, JR) 
Given our 21 operators (see Sect. 4.5) we can see that condition ( 4.46) holds 
true, by calculating all commutators. The Lie algebra of generators is given in 
Appendix 1. in the form of a table. Note that the notation used in the table is 
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the following: 
4. 7 Contact symmetries 
Using the knowledge from the previous section as well as some theory given next, 
we shall find and compare contact symmetries of the Hirota equation, the dKP 
equation as well as the equation Uxt + f(uxx) = Uyy· Furthermore we investigate 
integrability vs contact symmetries. Will integrable equations possess more sym-
metries that non-integrable one? 
Prolongation formulae 
In this section we begin with some theory on groups of contact (or tangent) 
transformations which will be required. We only discuss the multidimensional 
case with arbitrary number n of independent variables x = (xl, ... , xn) and one 
dependent variable u, since it is the only case when one can have true contact 
symmetries. 
Let p denote the set of first derivatives Pi = g;, and consider a one-parameter 
Symmetry properties 96 
group of transformations 
-i i( ) x = cp x,u,p,a, u = 'l/;(x, u,p, a), Pi = wi(x, u,p, a) (4.52) 
in the (2n +!)-dimensional space of variables (x, u,p). Transformations (4.52) 
are called contact transformation when Pi = g; . In terms of infinitesimal trans-
formations we have that, 
Next, we prove the prolongation formulae for finding contact symmetries. 
Consider the contact form w = du- Pidxi = 0, where Pi = g~. Then using the 
operator 
(4.53) 
we calculate the Lie derivative of w modulo w. Therefore we have the determining 
equation 
(4.54) 
which gives, 
X o ( dw) + d (X o ( w)) L=o = 0, 
or, 
Then, by expanding the interior and exterior products we get, 
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Substituting du = w + Pidxi = 0 we have that, 
Since dxi and dpi are independent we can collect their coefficients separately and 
equate them to zero. Thus, 
'T/pi - Pi~~i = 0, (4.55) 
-(i + 'f/xi + Pi'f/u - Pi~~i - (Pi)2~~ = 0. 
Introducing a function W(x, u,p) and setting ~i = -WPil by substitution in (4.55) 
we get rJ = W- PiWPi and (i = Wxi + PiWu. Therefore we have that, 
(4.56) 
which represents a generic contact vector field. The functions W occurring here 
was called by Lie the characteristic function of the contact transformation group 
[34]. 
The process of finding contact symmetries of differential equations is quite similar 
with the one studied in the previous section where we calculated infinitesimal 
symmetries of differential equations. This is done by acting with the operator 
( 4.56) on the differential equation F = 0 modulo the differential equation itself, 
i.e., 
(4.57) 
In the cases where we are able to solve the determining equation we find W. 
Once we find W we can find the contact symmetries of the differential equation 
by calculating equation ( 4.56). 
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Following the technique described at the end of the last section we have the 
determining equation: 
X(eUxx + eUyy- eUtt) I = 0. 
e"xx+e"YY -e"tt=O 
(4.58) 
Since W is a function oft, x, y, u, Ut, Ux, Uy only we can take coefficients of different 
terms in Uij where i, j = t, x, y and equate them to zero. Therefore we have: 
eUyyU2 . TXT _ O eUyyU· U . TXT _ O eUxxu2 . TXT _ O yy · VVuyUy - ' xy yy · VVuxUy - ' xx · I'VuxUx- ' 
eUyy(ln(eUxx + eUyy))2 'w = 0 eUxxu . U w: + w = 0 
· UtUt l xy • X UUy XUy l 
eUxxuxx: Wu + 2uxWuux + 2Wxux = 0, eUyyUyy: Wu + 2uyWuuy + 2Wyuy = 0, 
euyy = u~Wuu- utWuu + 2uyWuy + Wyy- 2utWtu- Wu = 0, 
eUxx = u;Wuu- utWuu + 2uxWux + Wxx- 2utWtu- Wu = 0. 
Obviously the first six relations tell us that W is linear in Ut, Ux, Uy. Then further 
work shows that W is also linear in u and the final form of W is given by: 
W = (C1t + C2)ut + (C1x + C3)ux + (C1y + C4)uy 
-2C1u + f(t, x, y), 
(4.59) 
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where cl, ... , c4 are arbitrary constants. Furthermore, f(t, x, y) can be calculated 
from the system of wave equations: 
(4.60) 
resulting in f = A(y- t- x) + B(y--: t + x) + D(y + t- x) + E(y + t + x), where 
A, B, D, E are arbitrary functions of their argument. In addition, substituting the 
characteristic function ( 4.59) into equation ( 4.56) gives the following independent 
generators: 
(4.61) 
plus the infinite part resulting from the function j(t, x, y). 
dKP equation Uxt - !u;x - Uyy = 0 
Here, the determining equation is given by: 
(4.62) 
Since W is a function of t, x, y, u, Ut, Ux, uy we can take coefficients of different 
polynomials in Uij where i, j = t, x, y and equal them to zero. Therefore we have: 
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UxxUxy: 2uxWuuy + 2Wxuy = 0, UxxUyy: UxWuut + Wxut = 0, 
u;x: 5uxWuux- UtWUUt + 3Wxux- Wtut + Wu = 0, 
where it is obvious that W will be linear in Ut, ux, uy. Furthermore, we are left 
with terms which do not contain second order derivatives of u and which are all 
equated to zero together giving: 
Further manipulation of the above results gives: 
W = (~C1t3 + ~C2t2 + ~C3t + C1 )ut+ (~(C1t2 + C2t + C3)x 
+HC1t2 + C2t + C3)y2 + ~(~C4t2 + Cst + C6)Y + J.L(t) )ux 
+( (C1t2 + C2t + C3)y + ~(\t2 + Cst + C6 )uv 
i(C1t + ~C2)x3 + HC1y2 + C4y + 2J.Lt)x2 
+( ~J.L(t)y2 + n(t)y + m(t)) x 
+ 2
14J.LtY4 + inty3 + ~mty2 + v(t)y + K(t), 
( 4.63) 
where J.L, n, m, v, K are arbitrary functions oft and Ci fori= 1, ... , 7 are arbitrary 
constants. Therefore, the substitution of the function ( 4.63) into equations ( 4.56) 
yields the following linearly independent generators: 
X - a 1- Ot' 
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X 1t a t a (1 ) a 1t a 3 = -2 Y ax - 8y + 2YUx + Uy aut + 2 Ux auy' 
X4 = -it2y- ~t2 ty + iyx2 tu+ (~tyux + iuy)a~t + ~YXa~, + i(t2ux + x2)a~y, 
X 3t a ( 1 1 2) a a 3 a 1 a ( 1 ) a 5 = -2 at- 2X + 4Y ax + -Yay + 2Utaut + 2Uxau, + 2YUx + Uy auy' 
x6 = -~t2 2..- (ltx + lty2)2...- ty2.... + ..!...x3 2.... 4 at 2 4 ax ay 12 au 
+( ~iUt + (!x + iY2)ux + yuy) a~t + (~tux + ix2) a~, + (~tyux + iuy) a~Y, 
x7 = _lt32..- (lt2x + lt2y2)2...- t2y2.... + (ltx3 + ly2x2)2... 2at 2 4 ax ay 6 4 au 
+ (~t2u + (tx + lty2)u + 2tyu + lx3) ..2...._ 2 t . 2 x Y 6 aut 
+l (t2u + tx2 + y2x) .2...._ + (lt2yu + t2u + lyx) .2...._ 2 X au, 2 X Y 2 auy' 
Xs = - %x + ~XY2 tu + ~Y2 a~, + xy a~Y' 
Xg = xyaa + Y-aa + x-aa ' Xw = Xaa + _aa , U Ux Uy U Ux 
X Y a +y a + a X _ a 
11 = au ' au, auy ' 12 - au' 
plus infinite part coming from the terms: p(t), n(t), m(t), v(t), ~(t). 
Equation: Uxt + f(uxx) = Uyy 
Firstly, let Uxx = a so that f (a) = f. In order to find the contact symme-
tries of Uxt + f = Uyy case we need to calculate first the determining equation. In 
the same way as the previous cases we obtain: 
u;y : Wu,u, = 0, UxyUtx : Wu,uy = 0, 
UtyUxy: -WUyUy + 2WUtUx = 0, utx: -WUyUy- WUtUx = 0, 
therefore, W is linear in Wuiui where i, j = t, x, y. However, with the rest of 
the terms we need to be careful because there exist terms such as j, f', a such 
that combinations of these terms may equal zero. For example we might have a 
case where f = f' or f = f' a. In each case, coefficients of similar terms need to 
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be added and then equated to zero. Let us first note the coefficients and then 
proceed with the analysis. The terms and theirs coefficients are listed below: 
f: -Wu- 2uyWuuy- 2Wyuy = 0, f'a: Wu + 2uxWuux + 2Wxux = 0, 
Uxy: -UtWuuy + 2uyWuux + 2Wxux = 0, f'uxy: 2uxWuuy + 2Wxuy = 0, 
Uty: -uxWuuy + 2uyWuut + 2Wyut- Wxuy = 0, a: -UtWuux- Wtux = 0, 
Utx : -Ux Wuux - Ut Wuut + 2uy Wuuy + 2Wyuy - Wxux - Wtut = 0, 
f'Utx: 2uxWUUt + 2Wxup Utt: -uxWUUt- Wxup !': u;wuu + 2uxWux + WXXl 
u~Wuu- UtUxWuu + 2uyWuy + Wyy- UtWux- UxWtu- Wtx = 0. 
From the above results we need to find all possible relationships between the 
terms f, f', f'a, a. All possible cases can be captured in the equation 
f'(Aa +B)+ Cf + Da + E = 0, (4.64) 
where A, B, C, D, E are arbitrary constants. Equation ( 4.64) is then split in case 
1 where A= 0 and case 2 where A =I 0. 
Case 1 gives f' = C f + Da + E which can then be split to the cases where C = 0 
and C =I 0. Then when C = 0 we have the case 1{a) where we recover the dKP 
case with f = a2 • Furthermore, when C =I 0, we have the case 1{b) where we 
find f =ea. 
With case 2 we have f'a = Cf + Da + E, where an appropriate transformation 
has been made without loss of generality. Next, from the case where C = 1 we 
have that f'a- f = Da which gives f"a = D and therefore we get case 2{a) 
where f = alna- a. We are then left with the case where C #1 which gives 
f' a = C f + E and which can then be split in two cases where C = 0 and C =I 0. 
C = 0 gives the case 2 {b) where f = ln a and C =I 0 gives the case 2 (c) with 
f = aK.. Note here that we are interested only in the cases where f being non-
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linear. 
Putting all the cases together we have the dK P, for which we already know its 
contact symmetries, f = ea, f = a ln a - a, f = ln a and f = ay;,. Let us now take 
each of the above cases separately. 
With case l(b) where f =ea, it is obvious that f = f'. Therefore we need to 
take coefficients off, f' together, while taking coefficients of f'a, a separately and 
equate them to zero. Manipulation of the resulting equations gives: 
w = (~C1t2 + C6t + c7) Ut+ ((-~Cif+ 2C2- C6)x + ~C1y2 + ~C3y + Cs)ux 
+( (C1t + C2)y + C3t + c4)uy + (C1t + 2C6- 4C2)u + (~C1t + C6- C2)x2 
+ ( ~C1y2 + J.t(t)y + v(t)) x + if-ltY3 + ~VtY2 + m(t)y + n(t), 
where J.l, v, m, n are arbitrary functions oft and Ci for i = 1, ... , 7 are arbitrary 
constants. As a result we have the following generators: 
x1 = _.f!.. x2 = _.!!... x3 = _..f!.. 
at' ax' ay' 
X 1 a ta a 1 a 4 = - 2Y ax - ay + Uy aut + 2Ux auy ' 
X5 =-t~+xaa +(2u+x2 )aa +3utaa +(2x+ux)-aa +2uy-aa, VL X U Ut Ux Uy 
x6 = -2x..f!..- y..f!..- (4u + x2).!!..- 4ut_Q_- 2(x + u )...!!.._- 3u ...!!.._ ax ay au aut X aux Yauy' 
x7 = (ltx- ly2 ).!!.. - §.t2 il.. - ty..f!.. + (tu+ ~tx2 + ~y2 x)..f!.. 2 4 ax 48t ay 2 2 au 
+H7tut - XUx + 2yuy + 3x2 + 2u) a~t 
+(~tux + 3tx + ~y2 ) a~x + (~YUx + 2tuy + 3yx) a~Y, 
Xs = xy:u +Ya~x +xa~y' Xg = xtu + a~x' X10 = Ytu + a~y' Xn =tu, 
plus the infinite part. 
For the case 2 (a) (! = a ln f - a) we need to add coefficients of f and f' a and 
equate them to zero as well as subtract the coefficient of f from the coefficient 
of a and again equate to zero. The rest of the coefficients are equated to zero 
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separately. Working on this system of equations results in: 
W = (C1t + C2) Ut+ (C1x + !C3y + Cst + C6) Ux 
+ (C1y + C3t + C4) Uy- (2C1 + Cs)u + (J-L(t)y + v(t))x' 
+!J-LtY3 + !vty2 + m(t)y + n(t), 
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(4.65) 
where f-L, v, m, n are arbitrary functions of t and Ci for i = 1, ... , 6 are arbitrary 
constants. These yield the generators presented below: 
x1 = _.£. x2 = _..£. x3 = _..£. 
Ot' ox' oy' 
X4 = t..£.- U..£. + (u -Ut)...£._- U _2_- U _2_ OX OU X OUt X OUx Y OUy ' 
X 1 a ta a 1 a 5 = -2Yax- oy + Uyaut + 2Uxauy' 
X -ta a a 2 a a a a 6 - <ll + X-a + Y-a + u-a +Ut-a + Ux-a + Uv-a ' UL X y U Ut Ux Uy 
X- a+ a+ a X- a+a x-a+a X a 7 - XYau y OUx X OUy ' 8 - X ou OUx ' 9 - y au OUy ' 10 = au' 
plus the infinite part. 
Next we consider the case 2{b). In this case, f =In a, where obviously f =I f' =I 
a =I f' a, and therefore we need to equate separately each of their coefficients to 
zero. Again manipulating the resulting equations we come up with: 
W = ( -~C1t2 + C6t + C7) Ut+ ((~C1t + 2C2- C6)x + ~C1y2 + !C3y + Cs) Ux 
+ ((C1t + C2)Y + C3t + C4) Uy- 2(C1t + C2)u + (J-L(t)y + v(t))x 
+!J-LtY3 - (!vt + ~C1t + C2- C6)y2 + m(t)y + n(t), 
where J-L, v, m, n are arbitrary functions oft and Ci for i = 1, ... , 7 are arbitrary 
constants. Therefore we get the following generators: 
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X 1 & t& & 1 & 5 = - 2Y &x - ay + Uy OUt + 2Ux OUy ' 
X6 = -2X_Q_- y.£.- (2u + y2).£.- 2Ut_Q_- (2y + U )_Q_ &x ay &u OUt y OUy ' 
x7 = lt22.. - (E.tx + ly2).£. - ty.£. - (2tu + ~ty2 ).£. 4 &t 2 4 ax ay 2 au 
- ~ ( 5tut - 5xux - 2yuy + 4u + 3y2) a~t + ~ tux &~x + ( ~YUx - 3ty - tuy) a~Y, 
Xs = xy :u + y O~x + X O~y ' Xg = X :u + a~x' X 10 = y :u + O~y ' X 11 = tu' 
plus the infinite part. 
Lastly, we have the case 2(c) with f =a" forK-=/=- 0, 1, 2 where obviously /K = f'a 
which means that we need to add the coefficients of f to the coefficients of f' a 
times K and then equate it to zero. The rest of the coefficients can be equated to 
zero separately. All these will give: 
w = ( 4~:~~> C1t2 + c6t + c7) ut 
+ ( 2(,.-:1) C1t + 2C2- C6)x + ~C1y2 + ~C3y + Cs) Ux 
+((C1t + C2)Y + C3t + c4)uy + ,..:.1 (c~c;~,.~D+2>t + C2(1- 2K) + KC6)u 
+(JL(t)y + v(t))x + ~/LtY3 + ~VtY2 + m(t)y + n(t), 
where JL, v, m, n are arbitrary functions oft and Ci for i = 1, ... , 7 are arbitrary 
constants. This gives: 
X1 = %t, X2 = tz, X3 = ~' X4 = -~y:x- t%y + Uya~t + ~Uxa~y' 
X5 = -A(K)t22..- (B(K)tx + ly2).£.- ty.£. + ("'-2)tu.£. at 4 &x ay 1'>+1 &u 
+((2A(K) + D(K))tut + B(K)xux + yuy) a~t 
+B(K)tuxa~x + (~YUx + D(K)tuy) a~Y, 
X 2 & & + (1 2 ) a +2-4,. a + 2,. a + 1-3"' a 6 =- X-;;-- Y<> - K u-;;;-, --1 Ut-a -1 -ux-a --1 Uy-a ' uX uy uU !'>- Ut -!'> Ux !'>- Uy 
Conclusion and Further work 106 
plus the infinite part. Note here that A, B, D are given by: 
5~ - 1 5 - ~ D = ~2 - 3~ + 2 
A= 4(~ + 1)' B = 2(~ + 1)' 2(~ + 1) 
The above calculations then imply the following conclusion: 
• Integrability of a differential equation of the dispersionless Hirota 
type is generically not related to the size of its contact symmetry 
algebra. 
Notice here that by size we mean the number of arbitrary functions and the 
number of arbitrary constants appearing in the generic symmetry generator. 
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Chapter 5 
Conclusion and Further work 
In this chapter we begin by summarizing the ideas of this thesis. We then move 
on to outline possibilities to extend the work presented above. 
In this thesis we have investigated second order equations of the dispersionless 
Hirota type, 
(5.1) 
Equations of such type have been approached by a variety of techniques. How-
ever, classification results have not been obtained until recently, since there was 
no acceptable definition of integrability of such systems. 
~xtending the work of Gibbons and Tsarev [29], [30], as well as Ferapontov and 
Khusnutdinova [21], we used the existence of infinitely many hydrodynamic re-
ductions as a definition of integrability. Based on this method we were able to 
classify integrable second order equations of the dispersionless Hirota type. Tech-
nically, this method allows one to reduce the three-dimensional PDE (5.1) to a 
pair of commuting n-component (1 + !)-dimensional systems of hydrodynamic 
type. A three-dimensional equation is thus called integrable if it possesses 'suffi-
ciently many' n-component reductions to a pair of consistent hydrodynamic type 
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systems 
Such reductions are governed by a complicated overdetermined system. When 
calculating its integrability conditions, the Mathematica package played an im-
portant role. We managed to prove that 
• The moduli space of integrable equations of the dispersionless 
Hirota type is 21-dimensional. 
Moving on, we investigated Sp( 6) as a symmetry group of the integrability con-
ditions. The class of equations under study is form-invariant under the action 
of the contact group Sp(6) generated by the linear symplectic transformations 
x, y, t, ux, uy, Ut. As we have seen these transformations map integrable equations 
to integrable. Our second main result then states: 
• The action of the equivalence group Sp(6) on the moduli space 
of integrable equations of the dispersionless Hirota type has an 
open orbit. 
Many questions have arisen during our study of equations of the dispersionless 
Hirota type. Obviously, these questions form possible areas of further investiga-
tion. 
Firstly, it would be interesting to understand the geometry behind our equations 
which are related to the Lagrangian Grassmannian. This amounts to the classi-
fication of geometric invariants of hypersurfaces which do not change under the 
action of Sp(6). 
Secondly, one could try and obtain explicitly the form of the generic solution 
of the dispersionless Hirota type. However, since particular solutions have been 
expressed in terms of modular forms, one should not expect a simple answer. 
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Finally, it would be nice to construct exact solutions of our equations and find 
their physical interpretation. 
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