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Abstract
While the recent theory of compressed sensing provides an opportunity to overcome the Nyquist limit in
recovering sparse signals, a solution approach usually takes a form of inverse problem of the unknown signal, which
is crucially dependent on specific signal representation. In this paper, we propose a drastically different two-step
Fourier compressive sampling framework in continuous domain that can be implemented as a measurement domain
interpolation, after which a signal reconstruction can be done using classical analytic reconstruction methods. The
main idea is originated from the fundamental duality between the sparsity in the primary space and the low-rankness of
a structured matrix in the spectral domain, which shows that a low-rank interpolator in the spectral domain can enjoy
all the benefit of sparse recovery with performance guarantees. Most notably, the proposed low-rank interpolation
approach can be regarded as a generalization of recent spectral compressed sensing to recover large class of finite rate
of innovations (FRI) signals at near optimal sampling rate. Moreover, for the case of cardinal representation, we can
show that the proposed low-rank interpolation will benefit from inherent regularization and the optimal incoherence
parameter. Using the powerful dual certificates and golfing scheme, we show that the new framework still achieves
the near-optimal sampling rate for general class of FRI signal recovery, and the sampling rate can be further reduced
for the class of cardinal splines. Numerical results using various type of FRI signals confirmed that the proposed
low-rank interpolation approach has significant better phase transition than the conventional CS approaches.
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2I. INTRODUCTION
Compressed sensing or compressive sampling (CS) theory [1]–[3] addresses the accurate recovery of unknown
sparse signals from underdetermined linear measurements. In particular, a Fourier CS problem, which recovers
unknown signals from sub-sampled Fourier measurements, has many important applications in imaging applications
such as magnetic resonance imaging (MRI), X-ray computed tomography (CT), optics, and so on. Moreover, this
problem is closely related to the classical harmonic retrieval problem that computes the amplitudes and frequencies
at off the grid locations of a superposition of complex sinusoids from their consecutive or bunched Fourier
samples. Harmonic retrieval can be solved by various methods including Prony’s method [4], and matrix pencil
algorithm [5]. These methods were proven to succeed at the minimal sample rate in the noiseless case, because it
satisfies an algebraic condition called the full spark (or full Kruskal rank) condition [6] that guarantees the unique
identification of the unknown signal. Typically, when operating at the critical sample rate, these method are not
robust to perturbations in the measurements due to the large condition number.
Accordingly, to facilitate robust reconstruction of off the grid spectral components, CS algorithms from non-
consecutively sub-sampled Fourier measurements are required. The scheme is called spectral compressed sensing,
which is also known as compressed sensing off the grid, when the underlying signal is composed of Diracs. Indeed,
this has been developed with a close link to the recent super-resolution researches [7]–[10]. For example, Candes
and/or Fernandez-Granda [8], [11] showed that if the minimum distance of the Diracs is bigger than 2/fc where fc
denotes the cut-off frequency of the measured spectrum, then a simple convex optimization can solve the locations
of the Diracs. Under the same minimum distance condition, Tang [9], [12] proposed an atomic norm minimization
approach for the recovery of Diracs from random spatial and Fourier samples, respectively. Unlike these direct
signal recovery methods, Chen and Chi [10] proposed a two-step approach consisting of interpolation followed by
a matrix pencil algorithms. In addition, they provided performance guarantees at near optimal sample complexity (up
to a logarithmic factor). One of the main limitations of these spectral compressed sensing approaches is, however,
that the unknown signal is restricted to a stream of Diracs. The approach by Chen and Chi [10] is indeed a special
case of the proposed approach, but they did not realize its potential for recovering much wider class of signals.
Note that the stream of Diracs is a special instance of a signal model called the signals with the finite rate of
innovation (FRI) [13]–[15]. Originally proposed by Vetterli et al [13], the class of FRI signals includes a stream of
Diracs, a stream of differentiated Diracs, non-uniform splines, piecewise smooth polynomials, and so on. Vetterli
et al [13]–[15] proposed time-domain sampling schemes of these FRI signals that operate at the rate of innovation
with a provable algebraic guarantee in the noise-free scenario. Their reconstruction scheme estimates an annihilating
filter that cancels the Fourier series coefficients of a FRI signal at consecutive low-frequencies. However, due to
the time domain data acquisition, the equivalent Fourier domain measurements are restricted to a bunched sampling
pattern similar to the classical harmonic retrieval problems.
Therefore, one of the main aims of this paper is to generalize the scheme by Verterli et al [13]–[15] to address
Fourier CS problems that recover general class of FRI signals from irregularly subsampled Fourier measurements.
3Notably, we prove that the only required change is an additional Fourier domain interpolation step that estimates
missing Fourier measurements. More specifically, for general class FRI signals introduced in [13]–[15], we show
that there always exists a low-rank Hankel structured matrix associated with the corresponding annihilating filter.
Accordingly, their missing spectral elements can be interpolated using a low-rank Hankel matrix completion
algorithm. Once a set of Fourier measurements at consecutive frequencies are interpolated, a FRI signal can be
reconstructed using conventional methods including Prony’s method and matrix pencil algorithms as done in [13]–
[15]. Most notably, we show that the proposed Fourier CS of FRI signals operates at a near optimal rate (up
to a logarithmic factor) with provable performance guarantee. Additionally, thanks to the inherent redundancies
introduced by CS sampling scheme, the subsequent step of retrieving a FRI signal becomes much more stable.
While a similar low-rank Hankel matrix completion approach was used by Chen and Chi [10], there are several
important differences. First, the low-rankness of the Hankel matrix in [10] was shown based on the standard
Vandermonde decomposition, which is true only when the underlying FRI signal is a stream of Diracs. Accordingly,
in case of differentiated Diracs, the theoretical tools in [10] cannot be used. Second, when the underlying signal can
be converted to a stream of Diracs or differentiated Diracs by applying a linear transform that acts as a diagonal
operator (i.e., element-wise multiplication) in the Fourier domain, we can still construct a low rank Hankel matrix
from the weighted Fourier measurements, whose weights are determined by the spectrum of the linear operator. For
example, a total variation (TV)-sparse signal is a stream of Diracs after the differentiation, and piecewise smooth
polynomials becomes a stream of differentiated Diracs by applying a differential operator. Finally, the advantage of
the proposed approach becomes more evident when we model the unknown signal using cardinal L-splines [16].
In cardinal L-splines, the discontinuities occur only on an integer grid, which is a reasonable model to acquire
signals of high but finite resolution. Then, we can show that the discretization using cardinal splines makes the
reconstruction significantly more stable in the existence of noise to measurements, and the logarithmic factor as
well as the incoherence parameter for the performance guarantees can be further improved.
It is important to note that the proposed low-rank interpolation approach is different from classical compressed
sensing approaches which regard a sampling problem as an inverse problem and whose focus is to directly recover
the unknown signal. Rather, the proposed approach is more closely related to the classical sampling theory, where
signal sampling step is decoupled from a signal recovery algorithm. For example, in the sampling theory for signals
in the shift-invariant spaces [17], [18], the nature of the signal sampling can be fully taken care of as a digital
correction filter, after which signal recovery is performed by convolution with a reconstruction filter (see Fig. 1(a)).
Similarly, by introducing a low rank interpolator, the proposed scheme in Fig. 1(b) fully decouples the signal
recovery from sampling step as a separate layer that can be optimized independently. This is because the same
low-rank interpolator will successfully complete missing measurements, regardless of whether the unknown signal
is either a stream of Diracs or a stream of differentiated Diracs. In the subsquent step, analytic reconstruction
methods such as Prony’s method and matrix pencil algorithms can identify the signal model as done in [13]–[15].
The proposed two-layer approach composed of Fourier domain interpolation and the analytic reconstruction
is very useful in real-world applications, because the low-rank interpolator can be added as a digital correction
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Fig. 1. Comparison with various sampling schemes. (a) Generalized sampling [17], [18]: here, a continuous input signal is filtered through
a acquisition device, after which uniform sampling is performed. The goal of sampling is to impose consistency condition such that if the
reconstructed signal is used as an input to the acquisition device, it can generate the same discrete sequence {c1}. This can be taken care of
by the digital correction filter q. (b) Proposed sampling scheme: Here, CS step is replaced by a discrete low-rank interpolator, and the final
reconstruction is obtained using the reconstruction filter from fully sampled data.
filter to existing systems, where the second step is already implemented. Moreover, in many biomedical imaging
problems such as magnetic resonance imaging (MRI) or X-ray computed tomography (CT), an accurate interpolation
to fully sampled Fourier data gives an important advantage of utilising fully established mathematical theory of
analytic reconstruction. In addition, classical preprocessing techniques for artifact removal have been developed
by assuming fully sampled measurements, so these steps can be readily combined with the proposed low-rank
interpolation approaches. The superior advantages of the proposed scheme have been demonstrated in various
biomedical imaging and image processing applications such as compressed sensing MRI [19], [20], MR artifact
correction [21], [22], image inpainting [23], super-resolution microscopy [24], image denoising [25], and so on,
which clearly confirm the practicality of the new theory.
Nonetheless, it is remarkable that the proposed two-layer approach using a low-rank interpolation achieves near
optimal sample rate while universally applying to different signal models of the same order (e.g., stream of Diracs
and stream of differentiated Diracs). Moreover, it may look mysterious that no explicit form of the minimum
separation distance as required in Fernandez-Granda [8], [11] and Tang [9], [12] is not shown in the performance
guarantee. However, the proposed method is not free of limitations. Specifically, we will show that the incoherence
parameter in our performance guarantees is dependent upon the type of unknown signals as well as the minimum
separation between the successive spikes. The similarity and differences of our results from the existing theory [8],
[9], [11], [12] and the origin of the differences will be also discussed.
This paper consists of followings. Section II first discusses the main results that relate an annihilating filter
and a low-rank Hankel structured matrix, and provides the performance guarantees of low-rank structured matrix
completion, which will be used throughout the paper. Section III then discusses the proposed low-rank interpolation
5theory for recovery of FRI signals, which is followed by the low rank interpolation for the case of cardinal L-splines
in Section IV. Section V explains algorithmic implementation. Numerical results are then provided in Section VI,
which is followed by conclusion in Section VII, respectively.
II. MAIN RESULTS
A. Notations
A Hankel structured matrix generated from an n-dimensional vector x = [x[0],⋯, x[n − 1]]T ∈ Cn has the
following structure:
H (x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x[0] x[1] ⋯ x[d − 1]
x[1] x[2] ⋯ x[d]⋮ ⋮ ⋱ ⋮
x[n − d] [n − d + 1] ⋯ x[n − 1]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ C(n−d+1)×d . (1)
where d is called a matrix pencil parameter. We denote the space of this type of Hankel structure matrices asH(n, d).
An n × d wrap-around Hankel matrix generated from an n-dimensional vector u = [u[0],⋯, u[n − 1]]T ∈ Cn is
defined as:
Hc(u) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u[0] u[1] ⋯ u[d − 1]
u[1] u[2] ⋯ u[d]⋮ ⋮ ⋱ ⋮
u[n − d] u[n − d + 1] ⋯ u[n − 1]
u[n − d + 1] u[n − d + 2] ⋯ u[0]⋮ ⋮ ⋱ ⋮
u[n − 1] u[0] ⋯ u[d − 2]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Cn×d . (2)
Note that n × d wrap-around Hankel matrix can be considered as a Hankel matrix of (d − 1)-element augumented
vector from u ∈ Cn with the periodic boundary expansion:
u˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
uT u[0] u[1] ⋯ u[d − 2]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶(d−1)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
T
∈ Cn+d−1.
We denote the space of this type of wrap-around Hankel structure matrices as Hc(n, d).
B. Annihilating Filter-based Low-Rank Hankel Matrix
The Fourier CS problem of our interest is to recover the unknown signal x(t) from the Fourier measurement:
xˆ(f) = F{x(t)} = ∫ x(t)e−i2piftdt . (3)
6Without loss of generality, we assume that the support of x(t) is [0,1]. Then, the sampled Fourier data at the
Nyquist rate is defined by
xˆ[k] = xˆ(f)∣f=k .
We also define a length (r + 1)-annihilating filter hˆ[k] for xˆ[k] that satisfies
(hˆ ∗ xˆ)[k] = r∑
l=0 hˆ[l]xˆ[k − l] = 0, ∀k. (4)
The existence of the finite length annihilating filter has been extensively studied for FRI signals [13]–[15]. This
will be discussed in more detail later.
Suppose that the filter hˆ[k] is the minimum length annihilating filter. Then, for any k1 ≥ 1 tap filter aˆ[k], it is
easy to see that the following filter with d = r + k1 taps is also an annihilating filter for xˆ[k]:
hˆa[k] = (aˆ ∗ hˆ)[k] Ô⇒ r∑
l=0 hˆa[l]xˆ[k − l] = 0, ∀ k, (5)
because hˆa ∗ xˆ = aˆ ∗ hˆ ∗ xˆ = 0. The matrix representation of (5) is given by
C (xˆ)¯ˆha = 0
where ¯ˆha denotes a vector that reverses the order of the elements in
hˆa = [hˆa[0],⋯, hˆa[d − 1]]T , (6)
and
C (xˆ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⋮ ⋮ ⋱ ⋮
xˆ[−1] xˆ[0] ⋯ xˆ[d − 2]
xˆ[0] xˆ[1] ⋯ xˆ[d − 1]
xˆ[1] xˆ[2] ⋯ xˆ[d]⋮ ⋮ ⋱ ⋮
xˆ[n − d] xˆ[n − d + 1] ⋯ xˆ[n − 1]
xˆ[n − d + 1] xˆ[n − d + 2] ⋯ xˆ[n]⋮ ⋮ ⋱ ⋮
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)
Accordingly, by choosing n such that n − d + 1 > r and defining an n-dimensional vector composed of sampled
Fourier data at the Nyquist rate as:
xˆ = [xˆ[0] ⋯ xˆ[n − 1]]T ∈ Cn, (8)
we can construct the following matrix equation:
H (xˆ)¯ˆha = 0, (9)
7where the Hankel structure matrix H (xˆ) ∈H(n, d) is constructed as
H (xˆ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xˆ[0] xˆ[1] ⋯ xˆ[d − 1]
xˆ[1] xˆ[2] ⋯ xˆ[d]⋮ ⋮ ⋱ ⋮
xˆ[n − d] xˆ[n − d + 1] ⋯ xˆ[n − 1]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(10)
Then, we can show the following key result:
Theorem II.1. Let r+1 denote the minimum size of annihilating filters that annihilates sampled Fourier data xˆ[k].
Assume that min{n − d + 1, d} > r. Then, for a given Hankel structured matrix H (xˆ) ∈ H(n, d) constructed in
(10), we have
RANKH (xˆ) = r, (11)
where RANK(⋅) denotes a matrix rank.
Proof. See Appendix B.
C. Performance Guarantees for Structured Matrix Completion
Let Ω be a multi-set consisting of random indices from {0, . . . , n−1} such that ∣Ω∣ =m < n. While the standard CS
approaches directly estimate x(t) from xˆ[k], k ∈ Ω, here we propose a two-step approach by exploiting Theorem II.1.
More specifically, we first interpolate xˆ[k] for all k ∈ {0, . . . , n−1} from the sparse Fourier samples, and the second
step then applies the existing spectral estimation methods to estimate x(t) as done in [13]–[15]. Thanks to the low-
rankness of the associated Hankel matrix, the first step can be implemented using the following low-rank matrix
completion:
minimize
g∈Cn RANK H (gˆ)
subject to PΩ(gˆ) = PΩ(xˆ), (12)
where PΩ is the projection operator on the sampling location Ω. Therefore, the remaining question is to verify
whether the low-rank matrix completion approach (12) does not compromise any optimality compared to the
standard Fourier CS, which is the main topic in this section.
The low-rank matrix completion problem in (12) is non-convex, which is difficult to analyze. Therefore, to
provide a performance guarantee, we resort to its convex relaxation using the nuclear norm. Chen and Chi [10]
provided the first performance guarantee for robust spectral compressed sensing via structured matrix completion
by nuclear norm minimization and extended the result to general low-rank Hankel/Toeplitz matrix completion [10,
Theorem 4]. However, parts of their proof (e.g., [10, Appendix H]) critically depend on the special structure given
in the standard Vandermonde decomposition. Furthermore, they also used the standard incoherence condition, which
is neither assumed nor applied by their incoherence condition [10, eq. (27)]. Therefore, unlike their claim, the main
8results in [10], in its current forms, apply only to the spectral compressed sensing. Here, we elaborate on their
results so that the performance guarantees apply to the general structured low-rank matrix completion problems
which will be described in subsequent sections.
Recall that the notion of the incoherence plays a crucial role in matrix completion and structured matrix
completion. We recall the definitions using our notations. Suppose that M ∈ Cn1×n2 is a rank-r matrix whose SVD
is UΣV ∗ with U ∈ Cn1×r,Σ ∈ Cr×r and V ∈ Cn2×r, respectively. M is said to satisfy the standard incoherence
condition with parameter µ if
max
1≤i≤n1 ∥U∗ei∥2 ≤
√
µr
n1
,
max
1≤j≤n2 ∥V ∗ej∥2 ≤
√
µr
n2
,
(13)
where ei denotes the appropriate size standard coordinate vector with 1 on the i-th elements and zeros elsewhere.
To deal with two types of Hankel matrices simultaneously, we define a linear lifting operator L ∶ Cn → Cn1×n2
that lifts a vector x ∈ Cn to a structured matrix L(x) ∈ Cn1×n2 in a higher dimensional space. For example, the
dimension of L(x) ∈ Cn1×n2 is given as n1 = n − d + 1 and n2 = d for a lifting to a Hankel matrix in H(n, d),
whereas n1 = n and n2 = d for a lifting to a wrap-around Hankel matrix Hc(n, d). A linear lifting operator is
regarded as a synthesis operator with respect to basis {Ak}nk=1,Ak ∈ Cn1×n2 :
L(x) = n∑
k=1Ak⟨ek,x⟩,
where the specific form of the basis for the case of {Ak} for H(n, d) and Hc(n, d) will be explained in Appendix C.
Then, the completion of a low rank structured matrix L(x) from the observation of its partial entries can be
done by minimizing the nuclear norm under the measurement fidelity constraint as follows:
minimize
g∈Cn ∥L(g)∥∗
subject to PΩ(g) = PΩ(x). (14)
where ∥ ⋅ ∥∗ denotes the matrix nuclear norm. Then, we have the following main result.
Theorem II.2. Let Ω = {j1, . . . , jm} be a multi-set consisting of random indices where jk’s are i.i.d. following
the uniform distribution on {0, . . . , n − 1}. Suppose L correspond to one of the structured matrices in H(n, d)
and Hc(n, d). Suppose, furthermore, that L(x) is of rank-r and satisfies the standard incoherence condition in
(13) with parameter µ. Then there exists an absolute constant c1 such that x is the unique minimizer to (14) with
probability 1 − 1/n2, provided
m ≥ c1µcsr logα n, (15)
where α = 2 if each images of L has the wrap-around property; α = 4, otherwise, and cs ∶= max{n/n1, n/n2}.
Proof. See Appendix E.
Note that Theorem II.2 provides a generalized version of performance guarantee compared to the previous work
9[10]. Specifically, Theorem II.2 holds for other structured matrices, if the associated basis matrix {Ak} satisfies the
specific condition described in detail in Eq. (A.17). In addition, for the case of signals with wrap-around Hankel
matrix (which will be explained later), the log exponentional factor α in (15) becomes 2, which reduces the sampling
rate. This sampling rate reduction is novel and was not observed in the previous work [10].
Next, we consider the recovery of x from its partial entries with noise. Let y denote a corrupted version of x.
The unknown structured matrix L(x) can be estimated via
minimize
g∈Cn ∥L(g)∥∗
subject to ∥PΩ(g − y)∥2 ≤ δ. (16)
Then, we have the following stability guarantee:
Theorem II.3. Suppose the noisy data y ∈ Cn satisfies ∥PΩ(y − x)∥2 ≤ δ and x ∈ Cn is the noiseless data. Under
the hypotheses of Theorem II.2, there exists an absolute constant c1, c2 such that with probability 1 − 1/n2, the
solution g to (16) satisfies ∥L(x) −L(g)∥F ≤ c2n2δ,
provided that (15) is satisfied with c1.
Proof of Theorem II.3. Theorem II.2 extends to the noisy case similarly to the previous work [10]. We only need
to replace [10, Lemma 1] by our Lemma A.6.
Note that Theorem II.3 provides an improved performance guarantee with significantly smaller noise amplification
factor, compared to n3 dependent noisy amplification factor in the previous work [10].
III. GUARANTEED RECONSTRUCTION OF FRI SIGNALS
The explicit derivation of the minimum length finite length annihilating filter was one of the most important
contributions of the sampling theory of FRI signals [13]–[15]. Therefore, by combing the results in the previous
section, we can provide performance guarantees for the recovery of FRI signals from partial Fourier measurements.
A. Spectral Compressed Sensing: Recovery of Stream of Diracs
Consider the periodic stream of Diracs described by the superposition of r impulses
x(t) = r−1∑
j=0 ajδ (t − tj) tj ∈ [0,1]. (17)
Then, the discrete Fourier data are given by
xˆ[k] = r−1∑
j=0 aje−i2piktj . (18)
As mentioned before, the spectral compressed sensing by Chen and Chi [10] or Tang [9] correspond to this case,
in which they are interested in recovering (17) from a subsampled spectral measurements.
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One of the important contributions of this section is to show that the spectral compressed sensing can be
equivalently explained using annihilating filter-based low-rank Hankel matrix. Specifically, for the stream of Diracs,
the minimum length annihilating filter hˆ[k] has the following z-transform representation [13]:
hˆ(z) = r∑
l=0 hˆ[l]z−l =
r−1∏
j=0(1 − e−i2pitjz−1) , (19)
because
(hˆ ∗ xˆ)[k] = k∑
l=0 hˆ[l]xˆ[k − l]
= r∑
l=0
r−1∑
j=0 aj hˆ[l]uk−lj
= r−1∑
j=0 aj ( r∑l=0 hˆ[p]u−lj )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
hˆ(uj)
ukj = 0 (20)
where uj = e−i2pitj [13]–[15]. Accordingly, the filter length is r + 1, which is low ranked if min{n − d + 1, d} > r.
Therefore, by utilizing Theorem II.1 and Theorem II.2, we can provide the performance guarantee of the following
nuclear norm minimization to estimate the Fourier samples:
ming∈Cn ∥H (g)∥∗ (21)
subject to PΩ(g) = PΩ(xˆ)
where H (g) ∈H(n, d).
Theorem III.4. For a given stream of Diracs in Eq. (17), xˆ denotes the noiseless discrete Fourier data in (8).
Suppose, furthermore, d is given by min{n−d+1, d} > r. Let Ω = {j1, . . . , jm} is a multi-set consisting of random
indices where jk’s are i.i.d. following the uniform distribution on {0, . . . , n − 1}. Then, there exists an absolute
constant c1 such that xˆ is the unique minimizer to (21) with probability 1 − 1/n2, provided
m ≥ c1µcsr log4 n, (22)
where cs ∶= max{n/(n − d + 1), n/d}.
Proof. This is a simple consequence of Theorem II.1 and Theorem II.2, because the minimum annihilating filter
size from (19) is r + 1.
This result appears identical to that of Chen and Chi [10]. However, they explicitly utilized the standard
Vandermonde decomposition. On the contrary, the annihilating filter-based construction of low-rank Hankel matrix
is more general that can cover all FRI signal models as will be shown later.
For the noisy measurement, we interpolate the missing Fourier data using the following low-rank matrix com-
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pletion:
min ∥H (g)∥∗ (23)
subject to ∥PΩ(g) − PΩ(yˆ)∥ ≤ δ
where yˆ is the noisy Fourier data. Then, Theorem II.3 informs us that we can improve upon the results by Chen
and Chi [10] (from n3 to n2):
Theorem III.5. Suppose that the noisy Fourier data yˆ satisfies ∥PΩ(yˆ − xˆ)∥2 ≤ δ, where xˆ denotes the noiseless
discrete Fourier data in (8). Under the hypotheses of Theorem III.4, there exists an absolute constant c1, c2 such
that with probability 1 − 1/n2, the solution g to (23) satisfies
∥H (xˆ) −H (g)∥F ≤ c2n2δ,
provided that (22) is satisfied with c1.
B. Stream of Differentiated Diracs
Another important class of FRI signal is a stream of differentiated Diracs:
x(t) = r−1∑
j=0
lj−1∑
l=0 aj,lδ
(l)(t − tj) , (24)
where δ(l) denotes the l-th derivative of Diracs in the distributions sense. Thus, its Fourier transform is given by
xˆ(f) = r−1∑
j=0
lj−1∑
l=0 aj,l(i2pif)le−i2piftj (25)
whose discrete samples are given by
xˆ[k] ∶= xˆ(k) = r−1∑
j=0
lj−1∑
l=0 aj,l (i2pik)l e−i2piktj . (26)
Then, there exists an associated minimum length annihilating filter whose z-transform is given by:
hˆ(z) = r−1∏
j=0(1 − ujz−1)lj (27)
where uj = e−i2pitj [13]. Therefore, we can provide the following performance guarantees:
Theorem III.6. For a given stream of differentiated Diracs in Eq. (24), xˆ denotes the noiseless discrete Fourier
data in (8). Suppose, furthermore, d is given by min{n − d + 1, d} > ∑r−1j=0 lj . Let Ω = {j1, . . . , jm} be a multi-set
consisting of random indices where jk’s are i.i.d. following the uniform distribution on {0, . . . , n − 1}. Then, there
exists an absolute constant c1 such that xˆ is the unique minimizer to (21) with probability 1 − 1/n2, provided
m ≥ c1µcs ⎛⎝r−1∑j=0 lj⎞⎠ log4 n, (28)
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where cs ∶= max{n/(n − d + 1), n/d}.
Proof. This is a simple consequence of Theorem II.1 and Theorem II.2, because the minimum annihilating filter
size from (27) is (∑r−1j=0 lj) + 1.
Theorem III.7. Suppose the noisy Fourier data yˆ satisfies ∥PΩ(yˆ − xˆ)∥2 ≤ δ, where xˆ denotes the noiseless discrete
Fourier data in (8). Under the hypotheses of Theorem III.6, there exists an absolute constant c1, c2 such that with
probability 1 − 1/n2, the solution g to (23) satisfies
∥H (xˆ) −H (g)∥F ≤ c2n2δ,
provided that (28) is satisfied with c1.
C. Non-uniform Splines
Note that signals may not be sparse in the image domain, but can be sparsified in a transform domain. Our goal
is to find a generalized framework, whose sampling rate can be reduced down to the transform domain sparsity
level. Specifically, the signal x of our interest is a non-uniform spline that can be represented by :
Lx = w (29)
where L denotes a constant coefficient linear differential equation that is often called the continuous domain
whitening operator in [26], [27]:
L ∶= bK∂K + bK−1∂K−1 + . . . + b1∂ + b0 (30)
and w is a continuous sparse innovation:
w(t) = r−1∑
j=0 ajδ (t − tj) . (31)
For example, if the underlying signal is piecewise constant, we can set L as the first differentiation. In this case, x
corresponds to the total variation signal model. Then, by taking the Fourier transform of (29), we have
zˆ(f) ∶= lˆ(f)xˆ(f) = r−1∑
j=0 aje−i2piftj (32)
where
lˆ(f) = bK(i2pif)K + bK−1(i2pif)K−1 + . . . + b1(i2pif) + b0 (33)
Accordingly, the same filter hˆ[n] whose z-transform is given by (19) can annihilate the discrete samples of the
weighted spectrum zˆ(f) = lˆ(f)xˆ(f), and the Hankel matrix H (zˆ) ∈ H(n, d) from the weighted spectrum zˆ(f)
satisfies the following rank condition:
RANKH (zˆ) = r.
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Thanks to the low-rankness, the missing Fourier data can be interpolated using the following matrix completion
problem:
(Pw) ming∈Cn ∥H (g)∥∗ (34)
subject to PΩ(g) = PΩ(ˆl⊙ xˆ) ,
or, for noisy Fourier measurements yˆ,
(P ′w) ming∈Cn ∥H (g)∥∗ (35)
subject to ∥PΩ(g) − PΩ(ˆl⊙ yˆ)∥ ≤ δ ,
where ⊙ denotes the Hadamard product, and lˆ and xˆ denotes the vectors composed of full samples of lˆ[k] and
xˆ[k], respectively. After solving (Pw), the missing spectral data xˆ[k] can be obtained by dividing by the weight,
i.e. xˆ[k] = g[k]/lˆ[k] assuming that lˆ[k] ≠ 0, where g[k] is the estimated Fourier data using (Pw). As for the
sample xˆ[k] at the spectral null of the filter lˆ[k], the corresponding elements should be included as measurements.
Now, we can provide the following performance guarantee:
Theorem III.8. For a given non-uniform splines in Eq. (29), xˆ denotes the noiseless discrete Fourier data in (8).
Suppose, furthermore, d is given by min{n−d+1, d} > r and Ω = {j1, . . . , jm} be a multi-set consisting of random
indices where jk’s are i.i.d. following the uniform distribution on {0, . . . , n − 1}. Then, there exists an absolute
constant c1 such that xˆ is the unique minimizer to (34) with probability 1 − 1/n2, provided
m ≥ c1µcsr log4 n, (36)
where cs ∶= max{n/(n − d + 1), n/d}.
Theorem III.9. Suppose that the noisy Fourier data yˆ satisfies ∥PΩ(ˆl⊙ yˆ − lˆ⊙ xˆ)∥2 ≤ δ, where xˆ denotes the
noiseless discrete Fourier data in (8). Under the hypotheses of Theorem III.8, there exists an absolute constant
c1, c2 such that with probability 1 − 1/n2, the solution g to (35) satisfies
∥H (ˆl⊙ xˆ) −H (g)∥
F
≤ c2n2δ,
provided that (36) is satisfied with c1.
D. Piecewise Polynomials
A signal is a periodic piecewise polynomial with r pieces each of maximum degree q if and only if its (q + 1)
derivative is a stream of differentiated Diracs given by
x(q+1)(t) = r−1∑
j=0
q∑
l=0aj,lδ
(l)(t − tj) . (37)
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In this case, the corresponding Fourier transform relationship is given by
zˆ(f) ∶= (i2pif)(q+1)xˆ(f) = r−1∑
j=0
q∑
l=0aj,l(i2pif)le−i2pitj . (38)
Since the righthand side of (38) is a special case of (25), the associated minimum length annihilating filter has the
following z-transform representation:
hˆ(z) = r−1∏
j=0(1 − ujz−1)q . (39)
whose filter length is given by (q + 1)r + 1. Therefore, we can provide the following performance guarantee:
Theorem III.10. For a given piecewise smooth polynomial in Eq. (37), let zˆ denotes the discrete spectral samples
of zˆ(f) = lˆ(f)xˆ(f) with lˆ(f) = (i2pif)(q+1). Suppose, furthermore, d is given by min{n− d+ 1, d} > (q + 1)r and
Ω = {j1, . . . , jm} be a multi-set consisting of random indices where jk’s are i.i.d. following the uniform distribution
on {0, . . . , n − 1}. Then, there exists an absolute constant c1 such that xˆ is the unique minimizer to (34) with
probability 1 − 1/n2, provided
m ≥ c1µcs(q + 1)r log4 n, (40)
where cs ∶= max{n/(n − d + 1), n/d}.
Proof. This is a simple consequence of Theorem II.1 and Theorem II.2, because the minimum annihilating filter
size from (39) is (q + 1)r + 1.
Theorem III.11. Suppose that noisy Fourier data yˆ satisfies ∥PΩ(ˆl⊙ yˆ − lˆ⊙ xˆ)∥2 ≤ δ, where xˆ denotes the noiseless
discrete Fourier data in (8). Under the hypotheses of Theorem III.10, there exists an absolute constant c1, c2 such
that with probability 1 − 1/n2, the solution g to (35) satisfies
∥H (ˆl⊙ xˆ) −H (g)∥
F
≤ c2n2δ,
provided that (40) is satisfied with c1.
E. Incoherence and the Minimum Separation
Note that the proposed low-rank interpolation achieves near optimal sample rate while universally applying to
different FRI signal models of the same order (e.g., stream of Diracs and stream of differentiated Diracs). Moreover,
even though the concept of the minimum separation between the successive spikes was essential for the performance
guarantee of super-resolution in Candes and Fernandez-Granda [8], [11], Tang [9], [12], etc, similar expression is
not observable in Theorem III.4-Theorem III.11. This looks mysterious. Therefore, the main goal of this section is
to show that these information are still required but hidden in the incoherence parameter µ.
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Note that the proof in Theorem II.1 implies that the explicit form xˆ[k] given by
xˆ[k] ∶= p−1∑
j=0
lj−1∑
l=0 aj,lk
lλj
k, where r = p−1∑
j=0 lj , (41)
is a necessary and sufficient condition to have the low-rank Hankel matrix. Here, λj = e−i2pitj for FRI signals.
Furthermore, for a Hankel matrix constructed using the signal model in (41), there exist an exponentional decom-
position of Hankel matrix using confluent Vandermonde matrix [28]. Specifically, define a confluent Vandermonde
matrix Vn−d+1 ∈ C(n−d+1)×r (resp. Vd ∈ Cd×r):
Vn−d+1 = [Cl0n−d+1(λ0) Cl1n−d+1(λ1) ⋯ Clp−1n−d+1(λmp−1)] , (42)
where the (m, l) element of the sub-matrix Clin−d+1(λ) ∈ C(n−d+1)×li is given by
[Cln−d+1(λ)]m,l =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, m < l
(m−1)!(m−l)! λi−j , otherwise
. (43)
Then, the associated Hankel matrix H (xˆ) ∈ H(n, d) with min{n − d + 1, d} > r has the following generalized
Vandermonde decomposition [28]–[31]:
H (xˆ) = Vn−d+1 B VTd , (44)
where Vn−d+1 ∈ C(n−d+1)×r and Vd ∈ Cd×r are the confluent Vandermonde matrices and B is a r× r block diagonal
matrix given by
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H0 0 ⋯ 0
0 H1 ⋱⋮ ⋱ ⋱ 0
0 ⋯ 0 Hp−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where Hi is the mi ×mi upper anti-triangular Hankel matrix [29]. Because B in (44) is a full rank block diagonal
matrix, for a given SVD of H (xˆ) = UΣV H with U ∈ C(n−d+1)×r, V ∈ Cd×r and Σ ∈ Cr×r, we have
RAN U = RAN Vn−d+1, RAN V = RAN Vd.
Accordingly, we can derive the following upper bound of the standard coherence:
Lemma III.12. For a Hankel matrix H (xˆ) ∈ H(n, d) with the decomposition in (44), the standard coherence µ
in (13) satisfies:
µ ≤ max⎧⎪⎪⎨⎪⎪⎩ ζn−d+1σmin (V∗n−d+1Vn−d+1) , ζdσmin (V∗dVd)
⎫⎪⎪⎬⎪⎪⎭ (45)
16
where σmin(⋅) denotes the least singular value and the constant ζN ,N ∈ N is defined by
ζN = N [ (N − 1)!(N − lmax)!]
2
, (46)
and lmax ∶= max
0≤j≤p−1 lj .
Proof. Since U (resp. Vn−d+1) and V (resp. Vd) determine the same column (resp. row) space, we can write
UU∗ = Vn−d+1 (V∗n−d+1Vn−d+1)−1 V∗n−d+1
V V ∗ = Vd (V∗dVd)−1 V∗d
Thus, we have
max
1≤i≤d ∥V ∗ei∥22 = max1≤i≤de∗i Vd (V∗dVd)−1 V∗d ei≤ 1
σmin (V∗dVd) max1≤i≤d ∥V∗dei∥2
Moreover, we have
max
1≤i≤d ∥V∗dei∥2 = ∥V∗ded∥2
= p−1∑
j=0
lj∑
l=1 [(d − 1)!(d − l)! ]
2
≤ r [ (d − 1)!(d − lmax)!]
2
where we use (43) and r = ∑p−1j=0 lj . Similarly,
max
1≤i≤n−d+1 ∥U∗ei∥22 ≤ rσmin (V∗n−d+1Vn−d+1) [ (n − d)!(n − d + 1 − lmax)!]
2
Therefore, using the definition of µ in (13), we can obtain (45). This concludes the proof.
Note that this is an extension of the approach in [10, Appendix C, Section III.A] which tried to bound the mutual
coherence for the standard Vandermonde decomposition, (i.e. l0 = ⋯ = lp−1 = 1) by a small number. Specifically,
for the cases of random frequency locations or small perturbation off the grid, they showed that the incoherence
parameters become small [10]. However, the dependency of µ on the minimum separation was not explicit in their
discussion.
Recently, Moitra [32] discovered a very intuitive relationship between the least/largest singular values of Vander-
monde matrix and the minimum separation distance ∆ = mini≠j ∣ti − tj ∣. Specifically, by making novel connections
between extremal functions and the spectral properties of Vandermonde matrices VN , Moitra showed that if
N > 1/∆ + 1, then the least singular value is bounded as
σmin(V∗NVN) ≥ N − 1/∆ − 1.
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If applied in our problem involving Vn−d+1 and Vd, the resulting upper bound of the coherence parameter for
standard Vandermonde matrix is given by
µ ≤ n/2
n/2 − 1/∆ − 1 , (47)
which approaches to one with sufficiently large n. Eq. (47) is obtained because the matrix pencil size d = n/2 gives
the optimal trade-off between σmin (V∗n−d+1Vn−d+1) and σmin (V∗dVd), and ζn/2 = n/2 owing to lmax = 1. Note that
this coincides with the minimum separation in Fernandez-Granda [8], [11] and Tang [9], [12]. However, compared
to these approaches [8], [9], [11], [12] that require the minimum separation as a hard constraint, our approach
requires it as a soft oversampling factor in terms of the incoherence parameter µ.
Then, where is the difference originated ? We argue that this comes from different uses of interpolation functions.
Specifically, in Candes, Fernandez-Granda [8], [11] and Tang [9], [12], dual polynomial function that interpolates
the sign at the singularity locations should be found to construct a dual certificate. On other hand, in the proposed
annihilating filter based approach, the interpolating function is a smooth function that has zero-crossings at the
singularity locations. To see this, let hˆ[k] is an annihilating filter that annihilates xˆ[k]. Then there exists an
annihilating function h(t) such that
xˆ[k] ∗ hˆ[k] = 0,∀k ⇐⇒ x(t)h(t) = 0, ∀t,
so h(t) = 0 whenever x(t) ≠ 0. The construction of the annihilating function h(t) is extremely easy and can be
readily obtained by the multiplications of sinusoids (for example, to null out r-periodic stream of Diracs within[0,1], we set f(t) =∏r−1j=0(ei2pit − ei2pitj)). Moreover, this approach can be easily extended to have multiple roots,
which is required for differentiated Diracs. We believe that the “soft constraint” originated from annihilating function
is one of the key ingredients that enables recovery of general FRI signals which was not possible by the existing
super-resolution methods [8], [9], [11], [12].
The derivation of the least singular value for the confluence Vandermonde matrix have been also an important
topic of researches [30], [31], [33]–[37]. In general, it will also depend on the minimum separation distance [33].
However, the explicit tight bound of the least singular value is not available in general, so we leave this for future
work.
F. Recovery of Continuous Domain FRI Signals After Interpolation
Regardless of the unknown signal type (the stream of Diracs or a stream of differentiated Diracs), note that
an identical low-rank interpolator can be used. Once the spectrum xˆ[k] is fully interpolated, in the subsequent
step, Prony’s method and matrix pencil algorithm can identify the signal model from the roots of the estimated
annihilator filter as done in [13]–[15]. Accordingly, our robustness guarantees on the low-rank matrix entries can
be translated in terms of the actual signal that is recovered (for example, on the support or amplitudes of the spike
in the case of recovery of spike superpositions). In fact, this has been also an active area of researches [29]–[33],
[38], and we again exploit these findings for our second step of signal recovery. For example, see Moitra [32] for
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more details on the error bound for the case of modified matrix pencil approach for recovery of Diracs. In addition,
Batenkov has recently generalized this for the recovery of general signals in (41) [33]. The common findings are
that the estimation error for the location parameter {tj}p−1j=0 and the magnitude aj,l are bounded by the condition
number of the confluent Vandermonde matrix as well as the minimum separation distance ∆. Moreover, matrix
pencil approaches such as Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT) method
[39] is shown to stably recovery the locations [33], [38].
Here, we briefly review the matrix pencil approach for the signal recovery [29], [40]. Specifically, for a given
confluent Vandermonde matrix Vn−d+1, let V↓n−d+1 be the matrix extracted from Vn−d+1 by deleting the last row.
Similarly, let V↑n−d+1 be the matrix extracted from Vn−d+1 by deleting the first row. Then, V↓n−d+1 and V↑ span the
same signal subspace and V↑n−d+1 = V↓n−d+1J
where J is the r × r block diagonal matrix
J =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Jm0(λ0) 0 ⋯ 0
0 Jm1(λ1) ⋱ ⋮⋮ ⋱ ⋱ ⋮
0 ⋯ 0 Jmp−1(λp−1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where Jmi(λi) denotes the mi ×mi Jordan block [28], [29]:
Jmi =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λi 1 0 ⋯ 0
0 λi 1 ⋱ ⋮
0 0 λi ⋱ 0⋮ ⋱ ⋱ ⋱ 1
0 ⋯ 0 0 λi
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
In practice, the confluence Vandermonde matrix Vn−d+1 is unknown, but a (n− d+ 1)× r matrix W that spans the
signal subspace can be estimated using singular value decomposition (SVD). Then, we can easily see that
W ↑ =W ↓Φ
where r × r spectral matrix Φ is given by
Φ = GJG−1
for some matrix G. Finally, the matrix pencil algorithm computes the eigenvalues of Φ matrix from which the
estimated poles and their multiplicities are estimated.
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IV. GUARANTEED RECONSTRUCTION OF CARDINAL L-SPLINES
A. Cardinal L-Spline Model
A cardinal spline is a special case of a non-uniform spline where the knots are located on the integer grid [16],
[26], [27]. More specifically, a function x(t) is called a cardinal L-spline if and only if
Lx(t) = w(t), (48)
where the operator L is continuous domain whitening operator and and the continuous domain innovation signal
w(t) is given by
w(t) ∶= ∑
p∈Za[p]δ(t − p) , (49)
whose singularities are located on integer grid.
Even though the recovery of cardinal L-splines can be considered as special instance of that of non-uniform
splines, the cardinal setting allows high but finite resolution, so it is closely related to standard compressed sensing
framework in discrete framework. Therefore, this section provides more detailed discussion of recovery of cardinal
L-splines from partial Fourier measurements. The analysis in this section is significantly influenced by the theory
of sparse stochastic processes [16], so we follow the original authors’s notation.
B. Construction of Low-Rank Wrap-around Hankel Matrix
The main advantage of using cardinal setup is that we can recover signals by exploiting the sparseness of
discrete innovation rather than exploiting off the grid singularity. So, we are now interested in deriving the discrete
counterpart of the whitening operator L, which is denoted by Ld:
Ldδ(t) = ∑
p∈Z ld[p]δ(t − p). (50)
Now, by applying the discrete version of whitening operator Ld to x(t), we have
uc(t) ∶= Ldx(t) = LdL−1w(t) = (βL ∗w) (t) (51)
= ∑
p∈Za[p]βL(t − p) .
where βL(t) denotes a generalized B-spline associated with the operator L [16], which is defined by
βL(t) = LdL−1δ(t) = F−1 {∑p∈Z ld[j]e−iωp
lˆ(ω) } (t) , (52)
where we now use ω = 2pif for Fourier transform to follow the notation in [16]. As shown in Fig. 2, uc(t) is
indeed a smoothed version of continuous domain innovation w(t) in (49), because all the sparsity information of
the innovation w(t) is encoded in its coefficients {a[p]}, and aside from the interpolant βL(t), uc(t) in (51) still
retains the same coefficients. Moreover, the sparseness of sampled discrete innovation on the integer grid can be
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Fig. 2. The discrete innovation and continuous domain innovations generated by Ld and L, respectively.
identified from the discrete samples of uc(t):
u(t) ∶= uc(t)∑
p∈Z δ(t − p)= ∑
p∈Zud[p]δ(t − p) (53)= ∑
p∈Z(a ∗ bL)[p]δ(t − p) (54)
where
bL[p] ∶= βL(t)∣t=p . (55)
To make the discrete sample ud[p] sparse, the discrete filter bL[p] should be designed to have the minimum non-
zero support. Due to the relationship (55), this can be achieved if βL(t) is maximally localized. The associated
DFT spectrum of the discrete innovation is given by
uˆd[k] = uˆ(ω)∣ω= 2pikn = r−1∑
j=0 uje−i
2pikij
n (56)
where {uj} denotes the non-zero coefficient of u[p] and ij refers the corresponding index.
To exploit the sparseness of discrete innovation using the low-rank Hankel matrix, we should relate the discrete
innovation to the discrete samples of the unknown cardinal L-spline x(t). This can be done using an equivalent
B-spline representation of x(t) [16]:
x(t) = ∑
p∈Z c[p]βL(t − p) , (57)
where c[p] satisfies
a[p] = (c ∗ ld)[p]
for a[p] and ld[p] in (48) and (50), respectively. Here, the equivalent B-spline representation in (57) can be shown
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by:
Lx(t) = ∑
p∈Z c[p]LβL(t − p) =∑l∈Z (c ∗ ld)[p]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
a[p]
δ(t − p) , (58)
because LLdL−1δ(t) = Ldδ(t). So, we have
u(t) = ∑
p∈Z(a ∗ bL)[p]δ(t − p) (59)= ∑
p∈Z(ld ∗ c ∗ bL)[p]δ(t − p) (60)= ∑
p∈Z(ld ∗ xd)[p]δ(t − p) (61)
where
xd[p] ∶= x(t)∣t=p =∑
l∈Z c[l]β(p − l) = (c ∗ bL)[p] . (62)
Therefore, ud[p] = (ld ∗ xd)[p] and the corresponding DFT spectrum is given by
uˆd[k] = lˆd[k]xˆd[k], k = 0,⋯, n − 1. (63)
Because the DFT data xˆd[k] can be computed and lˆd[k] is known, we can construct a Hankel matrix H (uˆd) =
H (ˆld⊙ xˆd) ∈H(n, d). Thanks to (56), the associated minimum size annihilating filter hˆ[k] that cancels xˆd[k] can
be obtained from the following z-transform expression
hˆ(z) = r−1∏
j=0(1 − e−i 2pikljn z−1) (64)
whose length is r + 1. Therefore, we have
RANKH (uˆd) = RANKH (ˆld ⊙ xˆd) = r. (65)
Moreover, due to the periodicity of DFT spectrum, we can use the following wrap-around Hankel matrix:
Hc(uˆd) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
uˆd[0] uˆd[1] ⋯ uˆd[d − 1]
uˆd[1] uˆd[2] ⋯ uˆd[d]⋮ ⋮ ⋱ ⋮
uˆd[n − d] uˆd[n − d + 1] ⋯ uˆd[n − 1]
uˆd[n − d + 1] uˆd[n − d + 2] ⋯ uˆd[0]⋮ ⋮ ⋱ ⋮
uˆd[n − 1] uˆd[0] ⋯ uˆd[d − 2]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Cn×d (66)
where the bottom block is an augmented block. Since the bottom block can be also annihilated using the same
annihilating filter, we can see the rank of the wrap-around Hankel expansion is the same as the original Hankel
structured matrix:
RANKHc(uˆd) = RANKH (uˆd) = r.
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Then, the missing DFT coefficients can be interpolated using the following low-rank matrix completion:
ming∈Cn ∥Hc(g)∥∗ (67)
subject to PΩ(g) = PΩ(ˆld ⊙ xˆd) ,
or
ming∈Cn ∥Hc(g)∥∗ (68)
subject to ∥PΩ(g) − PΩ(ˆld ⊙ yˆd)∥ ≤ δ ,
for noisy DFT data yˆd. Then, we have the following performance guarantee:
Theorem IV.13. For a given cardinal L-spline x(t) in Eq. (48), let lˆd[k] denotes the DFT of discrete whitening
operator and xˆd[k] is the DFT of the discrete sample xd[p] in (62). Suppose, furthermore, d is given by min{n−
d + 1, d} > r and Ω = {j1, . . . , jm} be a multi-set consisting of random indices where jk’s are i.i.d. following the
uniform distribution on {0, . . . , n−1}. Then, there exists an absolute constant c1 such that xˆ is the unique minimizer
to (67) with probability 1 − 1/n2, provided
m ≥ c1csµr log2 n. (69)
where cs = n/d and µ is the incoherence parameter.
Proof. The associated Hankel matrix has wrap-around property, so the log power factor is reduced to 2, and
cs = max{n/n,n/d} = n/d. Q.E.D.
Theorem IV.14. Suppose that noisy DFT data yˆd satisfies ∥PΩ(ˆld ⊙ yˆd − lˆd ⊙ xˆd)∥2 ≤ δ, where xˆd is noiseless
DFT data xˆd[k] of xd[p] in (62). Under the hypotheses of Theorem IV.13, there exists an absolute constant c1, c2
such that with probability 1 − 1/n2, the solution g to (68) satisfies
∥H (ˆld ⊙ xˆd) −H (g)∥F ≤ c2n2δ,
provided that (69) is satisfied with c1.
C. Incoherence Condition
Another advantage of using a cardinal set-up is that the coherence condition can be optimal even in the finite
sampling regime. Specifically, due to the the wrap-around property, when d = n, the singular vectors U (resp. V )
of Hc(x) are composed of r columns of a normalized DFT matrix. Thus, the standard incoherence condition is
µ = max{n
r
max
1≤i≤n ∥U∗ei∥22, nr max1≤i≤n ∥V ∗ei∥22} = 1 , (70)
which is optimal. Note that compared to the off the grid cases in Section III-E, the optimal mutual coherence can
be obtained even with finite n.
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Fig. 3. Comparison of first- and second-order weights from whitening operator L and discrete counter-part Ld.
It is also interesting to see that the corresponding separation is equal to the Nyquist sampling distance ∆ = 1/n,
which appears smaller than the minimum separation condition 2/n in Section III-E. Recall that in off the grid signal
reconstruction, there always exists a limitation in choosing the matrix pencil size d due to trade-off between the
condition number of Vn−d+1 and Vd. However, for the cardinal set-up, thanks to the periodic boundary condition,
the limitation does not exist anymore, and the net effect is doubling the effective aperture size from n to 2n. This
results in the reduction of the minimum separation in the cardinal setup.
D. Regularization Effect in Cardinal Setup
Note that in the proposed low-rank interpolation approach for the recovery of general FRI signals, the weighting
factor lˆ(ω) used in (Pw) or (P ′w) is basically a high pass filter that can boost up the noise contribution. This may
limit the performance of the overall low-rank matrix completion algorithm. In fact, another important advantage
of the cardinal setup is to provide a natural regularization. More specifically, in constructing the weighting matrix
for the low-rank matrix completion problem, instead of using the spectrum of the continuous domain whitening
operator L, we should use lˆd(ω) of the discrete counterpart Ld. As will be shown in the following examples, this
helps to limit the noise amplification in the associated low-rank matrix completion problem.
1) Signals with Total Variation: A signal with total variation can be considered as a special case of (48) with
L = d
dt
. Then, the discrete whitening operator Ld is the finite difference operator Dd given by
Ddx(t) = x(t) − x(t − 1).
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In this case, the associated L-spline is given by
βL(t) = β0+(t) = F−1 {1 − e−iωiω }(t) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, for 0 ≤ t < 1
0, otherwise
(71)
Note that this is maximally localized spline because bL[p] = βL(t)∣t=p = δ[p] is a single-tap filter. Therefore,
the sparsity level of the discrete innovation is equal to the number of underlying Diracs. Moreover, the weighting
function for the low-rank matrix completion problem is given by
lˆd(ω) = 1 − e−iω.
Figure 3 compared the weighting functions that corresponds to the original whitening operator lˆ(ω) = iω and the
discrete counterpart lˆd(ω) = 1 − e−iω. We can clearly see that high frequency boosting is reduced by the discrete
whitening operator, which makes the low-rank matrix completion much more robust.
2) Signals with Higher order Total Variation: Consider a signal x(t) that is represented by (48) with L = dm+1
dtm+1 .
Then, the corresponding discrete counterpart Ld should be constructed by
Ldδ(t) = DdDd⋯Dd´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
m
δ(t) .
In this case, the associated L-spline is given by [16]
βm+ (t) = (β0+ ∗ β0+ ∗⋯ ∗ β0+)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
m+1
(t)
= F−1 ⎧⎪⎪⎨⎪⎪⎩(1 − e
−iω
iω
)m+1⎫⎪⎪⎬⎪⎪⎭(t) =
m+1∑
k=0 (−1)k(m + 1k )(t − k)
m+
m!
(72)
with (t)+ = max(0, t). We can see that the length of the corresponding filter bL[n] is now given by m+ 1. Hence,
when the underlying signal is r-Diracs, then the sparsity level of the discrete innovation is upper bounded by
(m + 1)r (73)
and the corresponding weighting function is given by
lˆd(ω) = (1 − e−iω)m+1. (74)
Again, Figure 3 clearly showed that this weighting function is much more robust against noises compared to the
original weighting (iω)m+1.
Note that the relationship between the sparsity in (73) and the noise reduction by (74) clearly demonstrate the
trade-off between regularization and the resolution in signal recovery. Specifically, to recover high order splines,
rather than imposing the higher order weighting that is prone to noise boosting, we can use regularised weighting
(74) that comes from discrete whitening operator. The catch, though, is the necessity for additional spectral samples
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originated from the sparsity increase.
E. Recovery of Continuous Domain Signals After Interpolation
In contrast to the recovery of general FRI signals from its spectral measurements, the reconstruction of cardinal
L-spline can be done using standard B-spline signal processing tools [41], [42]. Specifically, after recovering the
DFT spectrum xˆ[k] using the Hankel structured matrix completion, a trivial application of an inverse DFT can
obtain xd[n]. Then, to recover x(t), we use the equivalent representation Eq. (57). More specifically, the coefficient
c[n] in (57) can be computed by (62):
xd[n] = (c ∗ bL)[n].
Because xd[n] are already computed and bL[n] is known, the unknown coefficient c[n] can be obtained using the
standard method in [41], [42] using recursive filtering without computationally expensive matrix inversion. In case
the operator L is the first differentiation, bL[n] = δ[n], so c[n] can be readily obtained as xd[n].
V. ALGORITHM IMPLEMENTATION
A. Noiseless structured matrix completion algorithm
In order to solve structured matrix completion problem from noise free measurements, we employ an SVD-
free structured rank minimization algorithm [43] with an initialization using the low-rank factorization model
(LMaFit) algorithm [44]. This algorithm does not use the singular value decomposition (SVD), so the computational
complexity can be significantly reduced. Specifically, the algorithm is based on the following observation [43]:
∥A∥∗ = min
U,V ∶A=UV H ∥U∥2F + ∥V ∥2F . (75)
Hence, it can be reformulated as the nuclear norm minimization problem under the matrix factorization constraint:
min
U,V ∶H (g)=UV H ∥U∥2F + ∥V ∥2F
subject to PΩ(g) = PΩ(xˆ). (76)
By combining the two constraints, we have the following cost function for an alternating direction method of
multiplier (ADMM) step [45]:
L(U,V,g,Λ) ∶= ι(g) + 1
2
(∥U∥2F + ∥V ∥2F )
+µ
2
∥H (g) −UV H +Λ∥2F (77)
where ι(g) denotes an indicator function:
ι(g) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, if PΩ(g) = PΩ(xˆ)∞, otherwise .
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One of the advantages of the ADMM formulation is that each subproblem is simply obtained from (77). More
specifically, g(n+1), U (n+1) and V (n+1) can be obtained, respectively, by applying the following optimization
problems sequentially:
g(n+1) = arg ming ι(g) + µ2 ∥H (g) −U (n)V (n)H +Λ(n)∥2F
U (n+1) = arg minU 12∥U∥2F + µ2 ∥H (g(n+1)) −UV (n)H +Λ(n)∥2F
V (n+1) = arg minV 12∥V ∥2F + µ2 ∥H (g(n+1)) −U (n+1)V H +Λ(n)∥2F
(78)
and the Lagrangian update is given by
Λ(n+1) = Y(n+1) −U (n+1)V (n+1)H +Λ(n) , (79)
where Y(n+1) =H (g(n+1)). It is easy to show that the first step in (78) can be reduced to
g(n+1) = PΩcH † {U (n)V (n)H −Λ(n)} + PΩ(xˆ), (80)
where PΩc is a projection mapping on the set Ωc (the complement set of Ω) and H † corresponds to the Penrose-
Moore pseudo-inverse mapping from our structured matrix to a vector. Hence, the role of the pseudo-inverse is
taking the average value and putting it back to the original coordinate. Next, the subproblem for U and V can be
easily calculated by taking the derivative with respect to each matrix, and we have
U (n+1) = µ (Y(n+1) +Λ(n))V (n) (I + µV (n)HV (n))−1
V (n+1) = µ (Y(n+1) +Λ(n))H U (n+1) (I + µU (n+1)HU (n+1))−1 (81)
Now, for faster convergence, the remaining issue is how to initialize U and V . For this, we employ an algorithm
called the low-rank factorization model (LMaFit) [44]. More specifically, for a low-rank matrix Z, LMaFit solves
the following optimization problem:
min
U,V,Z
1
2
∥UV H −Z∥2F subject to PI(Z) = PI(H (xˆ)) (82)
and Z is initialized with H (xˆ) and the index set I denotes the positions where the elements of H (xˆ) are known.
LMaFit solves a linear equation with respect to U and V to find their updates and relaxes the updates by taking
the average between the previous iteration and the current iteration. Moreover, the rank estimation can be done
automatically. LMaFit uses QR factorization instead of SVD, so it is also computationally efficient.
B. Noisy structured matrix completion algorithm
Similarly, the noisy matrix completion problem can be solved by mininimizing the following Lagrangian function:
L(U,V,g,Λ) ∶= λ
2
∥PΩ(yˆ) − PΩ(g)∥22 + 12 (∥U∥2F + ∥V ∥2F )+µ
2
∥H (g) −UV H +Λ∥2F (83)
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where λ denotes an appropriate regularization parameter. Compared to the noiseless cases, the only difference is
the update step of g. More specifically, we have
g(n+1) = arg ming λ2 ∥PΩ(yˆ) − PΩ(g)∥22 + µ2 ∥H (g) −U (n)V (n)H +Λ(n)∥2F (84)
which can be reduced to
g(n+1) = PΩcH † {U (n)V (n)H −Λ(n)} + PΩ(z) (85)
where z = [z[0],⋯, z[n − 1]]T such that
z[i] = λy[i] + µPi (H ∗ (U (n)V (n)H −Λ(n)))
λ + µPi(H ∗H (ei)) , (86)
where ei denotes the unit coordinate vector where the i-th element is 1, and Pi is the projection operator to the
i-th coordinate.
C. Implemetation of ADMM
The alternating direction method of multipliers (ADMM) described above is widely used to solve large-scale
linearly constrained optimization problems, convex or nonconvex, in many engineering fields. The convergence of
ADMM algorithm for minimizing the sum of two or more nonsmooth convex separable functions have been well-
studied, and Hong and Luo [46] proved the linear convergence of a general ADMM algorithm with any number of
blocks under linear constraints. Even for the nonconvex problems, Hong et al [47] further showed that the classical
ADMM converges to the set of stationary solutions, provided that the penalty parameter in ADMM (µ in our case)
is chosen to be sufficiently large. Accordingly, to ensure the convergence of ADMM, it is usually recommended to
use a sufficiently large µ; so, we chose µ = 103 in our implementation.
Note that the computational complexity of our ADMM algorithm is crucially determined by the matrix inversion
in (81). More specifically, the computational complexity in (81) in terms of multiplication is O((n−d+1)rd+ r3),
whereas the number of multiplication required for (80) and (79) is O((n−d+1)rd). Thus, if the underlying signal
is sparse, then we can choose sufficiently small rank estimate r and the matrix pencil size d to reduce the overall
computational complexity. Another important issue in practice is the memory usage. Note that the U,V,Y as well
as the Lagrangian parameter Λ should be stored throughout the iterations in our ADMM implementation. The
associated memory requirement is at least (n−d+1)r+rd+2(n−d+1)d. This is not an issue in our 1-D problems,
but for large size problems (especially originated for three dimensional recovery problems in medical imaging
applications), the memory requirement quickly grows, which can become a dominating computational bottleneck
in parallel implementation using memory limited graphic processor unit (GPU).
VI. NUMERICAL RESULTS
In this section, we first perform comparative numerical study for recovering FRI signals on integer grid. Then,
we provide numerical experiments of reconstructing piecewise polynomials where the discontinuities are located in
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arbitrary positions.
A. Recovery of On-grid Signals
First, we perform numerical simulations using noiseless measurements. Specifically, we consider three scenario:
1) streams of Diracs, 2) piecewise constant signals, and 3) super-position of Diracs and piecewise constant signals.
As a reference for comparsion, the SPGL1 implementation of the basis pursuit (BP) algorithm [48] was used for
recovering a stream of Diracs, whereas the split Bregman method of l1 total variation reconstruction [49] was used
for recovering signals in 2) and 3) scenario. We assume that all the singularities are located on integer grid. To
quantify recovery performances, phase transition plots were calculated using 300 Monte Carlo runs.
1) Diracs streams: To simulate Diracs stream signals, we generated one-dimensional vectors with the length
of 100, where the location of Diracs are constrained on integer grid. The spectral measurements were randomly
sampled with uniform random distribution, where the zero frequency component was always included. This made
the Fourier sensing matrix become a DFT matrix, so we can use basis pursuit using partial DFT sensing matrix.
We used the SPGL1 basis pursuit algorithm which was obtained from the original author’s homepage [48]. Only
thing we need to set for SPGL1 was the number of iteration to 500. For the proposed method, d was set to be⌊n/2⌋ + 1 = 51. The other hyper-parameters for the proposed method were as following: µ = 103, 500 iterations,
tol = 10−4 for LMaFit. For a fair comparison, we used the same iteration numbers and sampling patterns for both
basis pursuit and the proposed algorithm. The phase transitions in Fig. 4 show the success ratio calculated from
300 Monte Carlo trials. Each trial from Monte Carlo simulations was considered as a success when the normalized
mean square error (NMSE) is below 10−3. In Fig. 4, the proposed approach provided a sharper transition curve
between success and failure than that of the basis pursuit. Furthermore, a transition curve of the proposed method
(red dotted line) is higher than that of basis pursuit (blue dotted line).
2) Piecewise-constant signals: To generate the piecewise constant signals, we first generated Diracs signal at
random locations on integer grid and added steps in between the Diracs. The length of the unknown one-dimensional
vector was again set to 100. To avoid boundary effect, the values at the end of both boundaries were set to zeros.
As a conventional compressed sensing approach, we employed the 1-D version of l1-total variation reconstruction
(l1-TV) using the split Bregman method [49], which was modified from the original 2-D version of l1-TV from
author’s homepage. We found that the optimal parameters for l1-TV were µ = 102, λ = 1, and the outer and inner
loop iterations of 5 and 40, respectively. The hyper-parameters for the proposed method are as follows; µ = 103,
200 iterations, tol = 10−3 for LMaFit. Note that we need 1−e−iω weighting for low-rank Hankel matrix completion
as a discrete whitening operator for TV signals. The phase transition plots were calculated using averaged success
ratio from 300 Monte Carlo trials. Each trial from Monte Carlo simulations was considered as a success when the
NMSE was below 10−2. Because the actual non-zero support of the piecewise constant signals was basically entire
domain, the threshold was set larger than the previous Dirac experiments.
As shown in Fig. 5, a transition curve from the proposed method (red dotted line) provided a sharper and improved
transition than l1 total variation approach (blue dotted line). Furthermore, even in the area of success status, there
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Fig. 4. Phase transition diagrams for recovering stream of Diracs from m random sampled Fourier samples. The size of target signal (n) is
100 and the annihilating filter size d was set to be 51. s denotes the number of Diracs. The left and right graphs correspond to the phase
transition diagram of the basis pursuit [48] compressed sensing approach and the proposed low-rank interpolation approach, respectively. The
success ratio is obtained by the success ratio from 300 Monte Carlo runs. Two transition lines from compressed sensing (blue) and low-rank
interpolator (red) are overlaid.
were some unsuccessful recoveries for the case of conventional method, whereas the proposed method succeeded
nearly all the times. In Fig. 6, we also illustrated sample recovery results from the same locations in the phase
transition diagram, which are at the yellow star marked position in Fig. 5. We observed near perfect reconstruction
from the proposed method, whereas severe blurring was observed in l1-TV reconstruction.
Fig. 5. Phase transition diagrams for piecewise constant signals from m random sampled Fourier samples. The size of target signal (n) is 100
and the annihilating filter size d was set to be 51. The left and right graphs correspond to the phase transition diagram of the l1-TV compressed
sensing approach and the proposed low-rank interpolation approach, respectively. The success ratio is obtained by the success ratio from 300
Monte Carlo runs. Two transition lines from compressed sensing (blue) and low-rank interpolator (red) are overlaid.
3) Piecewise-constant signal + Diracs: We performed additional experiments for reconstruction of a super-
position of piecewise constant signal and Dirac spikes. Note that this corresponds to the first derivative of piecewise
polynomial with maximum order of 1 (i.e. piecewise constant and linear signals). The goal of this experiment was to
verify the capability of recovering piecewise polynomials, but there was no widely used compressed sensing solution
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Fig. 6. Sample reconstruction results at the yellow star position in Fig. 5. Ground-truth signal (original), l1-TV (compressed sensing) and the
proposed method (low-rank interpolator) were illustrated. The parameters for the experiments are: n = 100, d = 51,m = 40 and the number of
steps was 19.
Fig. 7. Phase transition diagrams for recovering super-position of piecewise constant signal and Diracs from m random sampled Fourier
samples. The size of target signal (n) is 100 and the annihilating filter size d was set to be 51. The left and right graphs correspond to the phase
transition diagram of the l1-TV compressed sensing approach and the proposed low-rank interpolation approach, respectively. The success ratio
is obtained by the success ratio from 300 Monte Carlo runs. Two transition lines from compressed sensing (blue) and low-rank interpolator
(red) are overlaid.
for this type of signals; so for a fair comparison, we were interested in recovering their derivatives, because the
conventional l1-TV approach can be still used for recovering Diracs and piecewise constant signals. The optimal
parameters for l1-TV were µ = 103, λ = 1, and outer and inner loop iterations of 5 and 40, respectively. The
hyper-parameters for the proposed method are as following: µ = 103, 200 iterations, tol = 10−3 for LMaFit. In this
case, the sparsity level doubles at the Dirac locations when we use l1-TV method for this type of signals. Similar
sparsity doubling was observed in our approach. More specifically, our method required the derivative operator as a
whitening operator, which resulted in the first derivative of Diracs. According to (73), this makes the the effective
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Fig. 8. Sample reconstruction results at the yellow star position in Fig. 7. Ground-truth signal (original), l1-TV (compressed sensing) and the
proposed method (low-rank interpolator) were illustrated. The parameters for the experiments are: n = 100, d = 51,m = 50 and the number of
steps and Diracs were all 10.
sparsity level doubled. Accordingly, the comparison of l1-TV and our low-rank interpolation approach was fair,
and the overall phase transition were expected to be inferior compared to those of piecewise constant signals. The
simulation environment was set to be same as those of the previous piecewise constant setup except for the signal
generation. For signals, we generated equal number of steps and Diracs. When the sparisty is an odd number, the
numbers of Diracs was set to the number of steps minus 1.
As shown in Fig. 7, there were much more significant differences between the two approaches. Our algorithm
still provided very clear and improved phase transition, whereas the conventional l1-TV approach resulted in a very
fuzzy and inferior phase transition. In Fig. 8, we also illustrated sample recovery results from the same locations
in the phase transition diagram, which are at the yellow star marked position in Fig. 7. The proposed approach
provided a near perfect reconstruction, whereas l1-TV reconstruction exhibits blurrings. This again confirms the
effectiveness of our approach.
4) Recovery from Noisy Measurements: To verify the noise robustness, we performed experiments using piecewise
constant signals by adding the additive complex Gaussian noise to partial Fourier measurements. Fig. 9(a) showed
the recovery performance of the proposed low-rank interpolation method at several signal to noise ratios (SNR). All
setting parameters for the proposed method are same with parameters of previous experiments except the addition
of λ = 105. As expected from the theoretical results, the recovery performance was proportional to the noise level.
Fig. 9(b) illustrated the example of reconstructions from 30dB noisy meausurements. Here, the optimal parameters
for l1-TV (CS) were µ = 103, λ = 1, and outer-inner loop iterations of 5 and 40, respectively. The proposed
approaches still provide accurate reconstruction result.
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(a) (b)
Fig. 9. (a) The reconstruction NMSE plots by the proposed low-rank interpolation scheme at various SNR values. For this simulation, we set
the annihilating filter size d = 51, n = 100, the number of singularity due to steps was 10, and the number of measurements was 50. (b) A
reconstruction example from 30dB noisy measurement.
B. Recovery of Off the Grid Signals
To verify the performance of off the grid signal recovery, we also performed additional experiments using
piecewise constant signals whose edges are located on a continuous domain between [0,1]. Specifically, we consider
a signal composed of several rectangles whose edges are located on off-grid positions. Because there exists closed-
form expression of Fourier transform of shifted rectangle functions, the measurement data could be generated
accurately without using discrete Fourier transform. Since the signal is composed of rectangles, the singularities are
located at the edge position after the differentiation. Accordingly, the weighting factor for low-rank interpolation
was the spectrum of the continuous domain derivative, i.e. lˆ(ω) = iω. Owing to the Nyquist criterion, the sampling
grid in the Fourier domain corresponds to an integer grid, and the ambient signal dimension n (which corresponds
to the aperture size) was set to 100. Then, m = 36 Fourier samples were randomly obtained from [0,⋯,99]. The
parameters for the proposed low-rank interpolation were as following: the tolerance for LMaFit = 10−1, number
of iterations 300, µ = 103. Once the Fourier data were interpolated, we used the matrix pencil method [5], [40] as
described in Section III-F for the second step of signal recovery.
Fig. 10(b) illustrated the interpolated measurement from 36 irregularly sampled Fourier data using the proposed
low-rank interpolation. Because the underlying signal is piecewise constant signal, the optimal weighting lˆ(ω) = iω
was applied for the Fourier data before the low-rank matrix completion was applied. As shown in Fig. 10(b),
near perfect interpolation was achieved. On the other hand, if the original Fourier data was used for the low-rank
interpolation without the weighting, then the resulting interpolation was very different from the true measurement
(see Fig. 10(a)). The results confirmed our theory.
Fig. 11 illustrates corresponding reconstruction results from noiseless measurements using the proposed method.
We also performed additional simulation under 40dB measurement noise. The results clearly showed that the
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Fig. 10. Fully sampled Fourier measurement and the interpolated data from m = 36 irregularly sampled data. (a) Low-rank interpolation results
without spectrum weighting. (b) The proposed low-rank interpolation using the optimal weighting lˆ(ω) = iω. For this simulation, the following
parameters were used: d = 51, n = 100, and m = 36.
proposed approach accurately reconstruct the underlying piecewise constant signals. Recall that there are no existing
off the grid reconstruction algorithm for piecewise constant signals. Therefore, the near perfect reconstructions by
the proposed method clearly show that our theory is quite general so that it can be used for recovery of general
FRI signals.
Fig. 11. Proposed reconstruction result of a piecewise constant signal from noiseless and 40dB noisy sparse Fourier samples. For this simulation,
the following parameters were used: d = 51, n = 100, and m = 36. The matrix pencil approach was used for signal recovery after the missing
Fourier data was interpolated using the proposed low-rank interpolation with the optimal weighting lˆ(ω) = iω.
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VII. CONCLUSION
While the recent theory of compressed sensing (CS) can overcome the Nyquist limit for recovering sparse signals,
the standard recovery algorithms are usually implemented in discrete domain as inverse problem approaches that
are fully dependent on signal representations. Moreover, the existing spectral compressed sensing algorithms of
continuous signals such as off the grid spikes are very distinct from the discrete domain counter-parts. To address
these issues and unify the theory, this paper developed a near optimal Fourier CS framework using a structured low-
rank interpolator in the measurement domain before analytic reconstruction procedure is applied. This was founded
by the fundamental duality between the sparsity in the primary space and the low-rankness of the structured matrix
in the reciprocal spaces. Compared to the existing spectral compressed sensing methods, our theory was generalized
to encompass more general signals with finite rate of innovations, such as piecewise polynomials and splines with
provable performance guarantees. Numerical results confirmed that the proposed methods exhibited significantly
improved phase transition than the existing CS approaches.
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APPENDIX
A. Properties of Linear Difference Equations with Constant Coefficients
Before proving Theorem II.1, we review some important properties about linear difference equations [50]. In
general, the r-th order homogeneous difference equation has the form
x[k + r] + ar−1[k]x[k + r − 1] +⋯ + a0[k]x[k] = 0. (A.1)
where {ai[k]}r−10=1 are constant coefficients. The functions f1[k], f2[k],⋯, fr[k] are said to be linearly independent
for k ≥ k0 if there are constants c1, c2,⋯, cr, not all zero, such that
c1f1[k] + c2f2[k] +⋯ + crfr[k] = 0, k ≥ k0.
And, a set of r linearly independent solutions of (A.1) is called a fundamental set of solutions. As in the case of
Wronskian in the theory of linear differential equations, we can easily check the linear independence of solution
by using Casoratian W [k] which is defined as :
W [k] =
RRRRRRRRRRRRRRRRRRRRRRRRRRR
x1[k] x2[k] ⋯ xr[k]
x1[k + 1] x2[k + 1] ⋯ xr[k + 1]⋮ ⋮
x1[k + r − 1] x2[k + r − 1] ⋯ xr[k + r − 1]
RRRRRRRRRRRRRRRRRRRRRRRRRRR
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Lemma A.1. [50, Lemma 2.13 Corollary 2.14] Let x1[k],⋯, xr[k] be solutions of (A.1) and W [k] be their
Casoratian. Then,
1) For k ≥ k0,
W [k] = (−1)r(k−k0) ⎛⎝k−1∏i=k0 a0[i]⎞⎠W [k0];
2) Suppose that a0[k] ≠ 0 for all k ≥ k0. Then, W [k] ≠ 0 for all k ≥ k0 iff W [k0] ≠ 0.
Now, we state the criterion by which we can easily check the linear independence of solutions of (A.1).
Lemma A.2. [50, Theorem 2.15, Theorem 2.18],
1) The set of solutions x1[k], x2[k],⋯, xr[k] of (A.1) is a fundamental set iff W [k0] ≠ 0 for some k0 ∈ N.
2) If a0[k] ≠ 0 for all k ≥ k0, then (A.1) has a fundamental solutions for k ≥ k0.
Now, for the linear difference equation with constant coefficients, similarly to the case of differential equation
with constant coefficients, we have the following result:
Lemma A.3. [50, Lemma 2.22, Theorem 2.23] Assume that we have a linear difference equation
zk+r + ar−1zk+r−1 +⋯ + a1zk+1 + a0zk = 0, (A.2)
where the coefficients ai’s are constants and a0 ≠ 0, and we are given
P (λ) ∶= λr + ar−1λr−1 +⋯ + a1λ + a0 = p−1∏
i=0(λ − λi)li ,
as its characteristic equation, where λ0,⋯, λp−1 are all the distinct nonzero complex roots of P (λ). Then the set
G = p−1⋃
i=0 Gi
is a fundamental set of solutions (A.2), where
Gi = {[λki ]k, [(k1)λk−1i ]k , [(k2)λk−2i ]k ,⋯, [( kli − 1)λk−li+1i ]k} . (A.3)
Here, we use the notation [a[k]]k to denote the sequence with k-th term a[k]. Now, we have the following
results which will be used later.
Lemma A.4. The sequence set
{[λki ]k , [(k1)λk−1i ]k , [(k2)λk−2i ]k ,⋯, [( kli − 1)λk−li+1i ]k} , (A.4)
and {[λki ]k , [kλki ]k ,⋯, [kli−1λki ]k} (A.5)
span the same sequence space.
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Proof. Note that (A.4) has the same span as
{[λki ]k , [(k1)λki ]k ,⋯, [( kli − 1)λki ]k}
since a0 ≠ 0 and λi ≠ 0 for all 0 ≤ i ≤ p − 1. Moreover, for any given 0 ≤ i ≤ p − 1 and 0 ≤ j ≤ li − 1,
(k
j
) = k(k − 1)⋯(k − j + 1)
j!
is a polynomial of k with order j so that each sequence {(k
j
)λki }
k∈N is a linear combination of
{[λki ]k , [kλki ]k ,⋯, [kjλki ]k} .
On the other hand, every polynomial P (k) on Z of degree at most j uniquely expressible as a linear combination
of (k
0
),(k
1
),⋯,(k
j
)
and the explicit representation is given by
kj = j∑
l=0al(kl) where al =
l∑
m=0(−1)l−m( lm)mj .
For the above formula, you may refer [51]. Thus, the sequence {kjλji}k∈N is given as a linear combination of
{[λki ]k , [(k1)λki ]k ,⋯, [( ki − 1)λki ]k} .
Thus, (A.4) and the sequence {[λki ]k , [kλki ]k ,⋯, [kli−1λki ]k}
spans the same sequence space. Q.E.D.
B. Proof of Theorem II.1
Proof. First, we will show that H (xˆ) has rank at most r. Let hˆ ∈ Cr+1 be the minimum size annihilating filter.
Then, (6) can be represented as
hˆa = C (hˆ)aˆ (A.6)
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where aˆ = [aˆ[0] ⋯ aˆ[k1 − 1]] and C (hˆ) ∈ Cd×k1 is a Toeplitz structured convolution matrix from hˆ:
C (hˆ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
hˆ[0] 0 ⋯ 0
hˆ[1] hˆ[0] ⋯ 0⋮ ⋮ ⋱ ⋮
hˆ[r] hˆ[r − 1] ⋯ hˆ[r − k1 + 1]⋮ ⋮ ⋱ ⋮
0 0 ⋯ hˆ[r]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Cd×k1 (A.7)
where d = r + k1. Since C (hˆ) is a convolution matrix, it is full ranked and we can show that
dim RANC (hˆ) = k1,
where dim RAN(⋅) denotes the dimension of the range space. Moreover, the range space of C (hˆ) now belongs to
the null space of the Hankel matrix H (xˆ), so it is easy to show
k1 = dim RANC (hˆ) ≤ dim NULH (xˆ),
where dim NUL(⋅) represent the dimension of the null space. Thus,
RANKH (xˆ) = min{d,n − d + 1} − dim NULH (xˆ) ≤ d − k1 = r.
Now, we will show by contradiction that the rank of H (xˆ) cannot be smaller than r. Since the rank of the
Hankel matrix is at most r, any set of r + 1 consecutive rows (or columns) of (n − d + 1) × d Hankel matrix with
the entries xˆ[k] must be linearly dependent. Therefore, xˆ[k] should be the solution of the following difference
equation:
zk+r + ar−1zk+r−1 +⋯ + a1zk+1 + a0zk = 0, for 0 ≤ k ≤ n − r − 1 (A.8)
where {ai}r−1i=0 are coefficients of the linear difference equation, and
P (λ) ∶= λr + ar−1λr−1 +⋯ + a1λ + a0 = p−1∏
j=0(λ − λj)lj , (A.9)
is the characteristic polynomial of the linear difference equation, where λ0,⋯, λp−1 are distinct nonzero complex
numbers so that a0 ≠ 0 and
r = p−1∑
j=0 lj .
From Lemma A.3 and A.4, we know that the sequences {klλkj }k∈Z (0 ≤ j ≤ p − 1 and 0 ≤ l ≤ lj − 1) are the
fundamental solutions of the linear difference equation, and xˆ[k] can be represented as their linear combination
[50]:
xˆ[k] ∶= p−1∑
j=0
lj−1∑
l=0 aj,lk
lλj
k for 0 ≤ k ≤ n − 1, (A.10)
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where all the leading coefficients aj,lj−1 (0 ≤ j ≤ p − 1) are nonzero. If we assume that the rank of the Hankel
matrix with the sequence as in (A.10) is less than r, then the sequence xˆ[k] must satisfy the recurrence relation of
order q < r, since any collection of q + 1 consecutive rows (or columns) are linearly dependent. Thus, there exist a
recurrence relation for xˆ[k] of order q < r such that
zk+q + bq−1zk+q−1 +⋯ + b1zk+1 + b0zk = 0, for 0 ≤ k ≤ n − q − 1, (A.11)
whose solution is the sequence given by
xˆ[k] = p′−1∑
j=0
l′j−1∑
l=0 a
′
j,lk
l(λ′j)k for 0 ≤ k ≤ n − 1, (A.12)
where ∑p′−1j=0 l′j ≤ r − 1, and
P1(λ) = λq + bq−1λq−1 +⋯ + b1λ + b0 = p′−1∏
j=0 (λ − λ′j)l′j
is the characteristic polynomial of (A.11). Subtracting (A.12) from (A.10), we have the equation
0 = P−1∑
j=0
Lj−1∑
l=0 cj,lk
l(Λj)k, for 0 ≤ k ≤ n − 1, (A.13)
where {Λj ∶ 1 ≤ j ≤ P} = {λj ∶ 0 ≤ j ≤ p − 1} ∪ {λ′j ∶ 0 ≤ j ≤ p′ − 1},
and Lj (1 ≤ j ≤ P ) is the multiplicity of the root of Λj for the least common multiple of P (λ) and P1(λ).
Moreover, we have N ∶= ∑P−1j=0 Lj ≤ r + (r − 1) = 2r − 1.
Now, from Lemma A.3, we know that the sequences {xˆl,j[k] = kl(Λj)k ∶ 0 ≤ j ≤ P − 1,0 ≤ l ≤ Lj − 1} are
linearly independent sequences, and from the hypothesis min{n − d + 1, d} > r, we have n > 2r − 1 ≥ N. Thus, if
we write (A.13) as a matrix equation,
0 = Φc
where
c = [c0,0,⋯, c0,L0−1, c1,0,⋯,⋯, cP−1,0,⋯, cP−1,LP−1−1]T
is an N × 1 matrix, and Φ is an n ×N matrix which has
[Λk0 ,⋯, kL0−1(Λ0)k,Λk1 ,⋯,⋯,ΛkP−1,⋯, kLP−1−1(ΛP−1)k]
as an k + 1-th row. By combining Lemma A.1 and A.2, we can conclude that the N ×N principal minor for the
matrix Φ must have a nonzero determinant. Thus, the matrix Φ is of full column rank so that all the coefficients
vector c must be zero.
Thus, all the zeros and their multiplicities of zeros for the polynomials P (λ), P1(λ) must be identical. That is
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a contradiction to the hypothesis that the degree of P1(λ) is less than that of P (λ).
C. A basis representation of structured matrices
1) Hankel matrix and variations: The linear space H(n, d) of (n − d + 1)-by-d Hankel matrices is spanned by
a basis {Ak}nk=1 given by
Ak =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1√
k
k∑
i=1eie∗k−i+1, 1 ≤ k ≤ d,
1√
d
d∑
i=1eie∗k−i+1, d + 1 ≤ k ≤ n − d + 1,
1√
n − k + 1 d∑i=k−n+deie∗k−i+1, n − d + 2 ≤ k ≤ n.
(A.14)
Note that {Ak}nk=1 satisfies the following properties. First, Ak is of unit Frobenius norm and all nonzero entries
of Ak are of the same value, i.e.,
[Ak]i,j =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1√∥Ak∥0 , [Ak]i,j ≠ 0,
0, otherwise,
(A.15)
for all k = 1, . . . , n. It follows from (A.15) that the spectral norm of Ak is bounded by
∥Ak∥ ≤ ∥Ak∥−1/20 . (A.16)
Second, each row and column of all Ak’s has at most one nonzero element, which implies
n2∑
j=1(
n1∑
i=1 ∣[Ak]i,j ∣)
2 = 1, and n1∑
i=1
⎛⎝ n2∑j=1 ∣[Ak]i,j ∣⎞⎠
2 = 1. (A.17)
Last, any two distinct elements of {Ak}nk=1 have disjoint supports, which implies that {Ak}nk=1 constitutes an
orthonormal basis for the subspace spanned by {Ak}nk=1. In fact, these properties are satisfied by bases for structured
matrices of a similar nature including Toeplitz, Hankel-block-Hankel, and multi-level Toeplitz matrices.
2) Warp-around Hankel matrix and variations: The linear spaceHc(n, d) of n-by-d wrap-around Hankel matrices
for n ≥ d is spanned by a basis {Ak}nk=1 given by
Ak =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1√
d
⎛⎝ k∑i=1eie∗(k+d−i−1)n+1 + n∑j=n−d+k+1eje∗(k+d−j−1)n+1⎞⎠ , 1 ≤ k ≤ d − 1,
1√
d
k∑
i=k−d+1eie
∗(k+d−i−1)n+1, d ≤ k ≤ n,
(A.18)
where (⋅)n denotes the modulo operation that finds the remainder after division by n. The above basis {Ak}nk=1
for Hc(n, d) also satisfies the aforementioned properties of that for H(n, d).
Similarly, all elements of a structured matrix with the wrap-around property (e.g., wrap-around Hankel matrix)
are repeated by the same number of times. Thus, the corresponding basis {Ak}nk=1 ⊂ Cn1×n2 has an extra property
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that ∥Ak∥0 = min{n1, n2}, ∀k = 1, . . . , n. (A.19)
D. Incoherence conditions
The notion of the incoherence plays a crucial role in matrix completion and structured matrix completion. We
recall the definitions using our notations. Suppose that M ∈ Cn1×n2 is a rank-r matrix whose SVD is UΣV ∗. It was
shown that the standard incoherence condition (13) alone suffices to provide a near optimal sample complexity for
matrix completion [52]. For structured matrix completion, Chen and Chi [10] extended the notion of the standard
incoherence as follows: M is said to satisfy the basis incoherence condition with parameter µ if
max
1≤k≤n ∥U∗Ak∥F ≤
√
µr
n1
,
max
1≤k≤n ∥V ∗A∗k∥F ≤
√
µr
n2
.
(A.20)
When Ak = eie∗j , the basis incoherence reduces to the standard incoherence with the same parameter. In general,
two incoherence conditions are related as shown in the following lemma.
Lemma A.5. Let U ∈ Cn1×r and V ∈ Cn2×r. Let Ak ∈ Cn1×n2 for k = 1, . . . , n. Then,
max
1≤k≤n ∥U∗Ak∥F ≤ ( max1≤i′≤n1 ∥U∗ei′∥2) ⋅ max1≤k≤n
⎡⎢⎢⎢⎢⎣
n2∑
j=1(
n1∑
i=1 ∣[Ak]i,j ∣)
2⎤⎥⎥⎥⎥⎦
1/2
,
max
1≤k≤n ∥V ∗A∗k∥F ≤ ( max1≤j′≤n2 ∥V ∗ej′∥2) ⋅ max1≤k≤n
⎡⎢⎢⎢⎢⎣
n1∑
i=1
⎛⎝ n2∑j=1 ∣[Ak]i,j ∣⎞⎠
2⎤⎥⎥⎥⎥⎦
1/2
.
Proof of Lemma A.5. Let k be an arbitrary in {1, . . . , n}. Then,
∥U∗Ak∥2F = XXXXXXXXXXXU∗
n1∑
i=1
n2∑
j=1eie∗j [Ak]i,j
XXXXXXXXXXX
2
F
= XXXXXXXXXXX
n2∑
j=1(
n1∑
i=1[Ak]i,jU∗ei)e∗j
XXXXXXXXXXX
2
F
= n2∑
j=1∥
n1∑
i=1[Ak]i,jU∗ei∥
2
2
≤ n2∑
j=1(
n1∑
i=1 ∣[Ak]i,j ∣ ∥U∗ei∥2)
2
≤ ( max
1≤i′≤n1 ∥U∗ei′∥2)2 n2∑j=1(
n1∑
i=1 ∣[Ak]i,j ∣)
2
.
Therefore, the first claim follows by taking maximum over k. The second claim is proved similarly by symmetry.
By Lemma A.5, if (A.17) is satisfied, then the standard incoherence condition implies the basis incoherence
condition with the same parameter µ. However, the converse is not true in general.
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E. Proof of Theorem II.2
The previous work by Chen and Chi [10] could have proved the claim (in the case without the wrap-around
property) as in their Theorem 4. However, a few steps in their proof depend on a Vandermonde decomposition
of L(x), where the generators of the involved Vandermonde matrices are of unit modulus. Therefore, the original
version [10, Theorem 4] only applies to the spectral compressed sensing.
Essentially, their results apply to the setup in this paper with slight modifications. In the below, a summary of
the proof in the previous work [10] will be presented with emphasis on necessary changes that enable the extension
of the result by Chen and Chi [10] to the setup of this theorem.
We first adopt notations from the previous work [10]. Define Ak ∶ Cn1×n2 → Cn1×n2 by
Ak(M) = Ak⟨Ak,M⟩
for k = 1, . . . , n, where ⟨A,B⟩ = Tr(A∗B) and Tr(⋅) is the trace of a matrix. Then each Ak is an orthogonal
projection onto the one-dimensional subspace spanned by Ak. The orthogonal projection onto the subspace spanned
by {Ak}nk=1 is given as A = ∑nk=1Ak. The summation of the rank-1 projection operators in {Ak}k∈Ω is denoted
by AΩ, i.e., AΩ ∶= ∑k∈ΩAk. With repetitions in Ω, AΩ is not a projection operator. The summation of distinct
elements in {Ak}k∈Ω is denoted by A′Ω, which is a valid orthogonal projection. Let L(x) = UΛV ∗ denote the
singular value decomposition of L(x). Then the tangent space T with respect to L(x) is defined as
T ∶= {UM∗ + M̃V ∗ ∶ M ∈ Cn2×r, M̃ ∈ Cn1×r}.
Then the projection onto T and its orthogonal complement will be denoted by PT and PT ⊥ , respectively. Let
sgn(X̃) denote the sign matrix of X̃ , defined by Ũ Ṽ ∗, where X̃ = Ũ Λ̃Ṽ ∗ denotes the SVD of X̃ . For example,
sgn[L(x)] = UV ∗. The identity operator for Cn1×n2 will be denoted by id.
The proof starts with Lemma A.6, which improves on the corresponding result by Chen and Chi [10, Lemma 1].
Lemma A.6 (Refinement of [10, Lemma 1]). Suppose that AΩ satisfies
∥ n
m
PTAΩPT −PTAPT ∥ ≤ 1
2
. (A.21)
If there exists a matrix W ∈ Cn1×n2 satisfying
(A −A′Ω)(W ) = 0, (A.22)
∥PT (W − sgn[L(x)])∥F ≤ 17n, (A.23)
and ∥PT ⊥(W )∥ ≤ 1
2
, (A.24)
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then x is the unique minimizer to (14).
Proof of Lemma A.6. See Appendix F.
Lemma A.6, similarly to [10, Lemma 1], claims that if there exists a dual certificate matrix W , which satisfies
(A.22) to (A.24), then x is the unique minimizer to (14). Compared to the previous result [10, Lemma 1], Lemma A.6
allows a larger deviation of the dual certificate W from the sign matrix of L(x). (Previously, the upper bound was
in the order of n−2.)
Remark A.7. The relaxed condition on W in (A.23) provides a performance guarantee at sample complexity of
the same order compared to the previous work [10]. However, in the noisy case, this relaxed condition provides an
improved performance guarantee with significantly smaller noise amplification factor given in Theorem II.3.
The next step is to construct a dual certificate W that satisfies (A.22) to (A.24). The version of the golfing scheme
by Chen and Chi [10] still works in the setup of this theorem. They construct a dual certificate W as follows:
recall that the elements of Ω are i.i.d. following the uniform distribution on [n] ∶= {0,⋯, n − 1}. The multi-set Ω
is partitioned into j0 multi-sets, Ω1, . . . ,Ωj0 so that each Ωj contains m/j0 i.i.d. samples. A sequence of matrices(F0, . . . , Fj0) are generated recursively by
Fj = PT (A − nj0
m
A∗Ωj)Fj−1, j = 1, . . . , j0,
starting from F0 = sgn[L(x)] = UV ∗. Then, W is obtained by
W = j0∑
j=1(nj0m A∗Ωj + id −A)Fj−1.
Chen and Chi showed that if j0 = 3 log1/ n for a small constant  < e−1, then W satisfies (A.22) and (A.23) with
high probability [10, Section VI.C]. In fact, they showed that a sufficient condition for (A.23) given by
∥PT (W − sgn[L(x)])∥F ≤ 12n2
is satisfied. Thus, without any modification, their arguments so far apply to completion of structured matrices in
the setup of this theorem. Chen and Chi verified that W satisfies (A.22) and (A.23) [10, Section VI.C]. Without
any modification, their arguments so far apply to completion of structured matrices in the setup of this theorem.
They verified that W also satisfies the last property in (A.24) with some technical conditions [10, Section VI.D].
Specifically, Chen and Chi verified that W satisfies (A.24) through a sequence of lemmas [10, Lemmas 4,5,6,7]
using intermediate quantities given in terms of the following two norms:
∥M∥A,∞ ∶= max
1≤k≤n ∣⟨Ak,M⟩∣ ∥Ak∥ , (A.25)
and ∥M∥A,2 ∶= ( n∑
k=1 ∣⟨Ak,M⟩∣2 ∥Ak∥2)
1/2
. (A.26)
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Since most of their arguments in [10, Sections VI.D, VI.E] generalize to the setup of our theorem, we do not repeat
technical details here. However, there was one place where the generalization fails. The results in [10, Lemma 7]
provide upper bounds on the initialization of the dual certificate algorithm in the above two norms. We found
that Chen and Chi used both the standard incoherence (13) and the basis incoherence (A.20) in this step. In fact,
the proof of [10, Lemma 7] depends crucially on a Vandermonde decomposition with generators of unit modulus.
In spectral compressed sensing, by controlling the condition number of Vandermonde matrices, both incoherence
properties are satisfied with the same parameter. In fact, this is the place where their proof fails to generalize to
other structured matrix completion.
In our setup, we assume that (A.17) is satisfied. By Lemma A.5, the standard incoherence property implies the
basis incoherence, and then the dependence on the structure due to a Vandermonde decomposition disappears. Thus,
only the standard incoherence of L(x) is included among the hypotheses.
Lemma A.8. [10, Lemma 7] Let ∥⋅∥A,∞ and ∥⋅∥A,2 be defined respectively in (A.25) and (A.26). The standard
incoherence property with parameter µ implies that there exists an absolute constant c6 such that
∥UV ∗∥A,∞ ≤ µrmin(n1, n2) , (A.27)
∥UV ∗∥2A,2 ≤ c6µr log2 nmin(n1, n2) , (A.28)
and
∥PT (∥Ak∥1/20 Ak)∥2A,2 ≤ c6µr log2 nmin(n1, n2) , ∀k = 1, . . . , n. (A.29)
Proof of Lemma A.8. Although [10, Lemma 7] did not assume that U ∈ Cn1×r (resp. V ∈ Cn2×r) consists of the
left (resp. right) singular vectors of a rank-r Hankel matrix with a Vandermode decomposition with generators of
unit modulus, this condition was used in the proof by Chen and Chi [10, Appendix H]. More precisely, they used
the Vandermonde decomposition to get the following inequalities:
max
1≤i≤n1 ∥U∗ei∥22 ≤ µrn1 and max1≤j≤n2 ∥V ∗ej∥22 ≤ µrn2 .
These inequalities are exactly the standard incoherence property with parameter µ. Except these inequalities, their
proof generalizes without requiring the Vandermonde decomposition. Thus, we slightly modify [10, Lemma 7] by
including the standard incoherence as an assumption to the lemma.
The proof by Chen and Chi [10] focused on the Hankel-block-Hankel matrix where the elements in the basis{Ak}nk=1 have varying sparsity levels. In the case of structured matrices with the wrap-around property, the sparsity
levels of {Ak}nk=1 are the same. Thus, this additional property can be used to tighten the sample complexity by
reducing the order of logn term. More specifically, we improve [10, Lemma 7] with the wrap-around property in
the next lemma. (The upper bounds on the terms in ∥⋅∥A,2 were larger by factor of log2 n in [10, Lemma 7].)
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Lemma A.9 (Analog of [10, Lemma 7] with the wrap-around property). Let ∥⋅∥A,∞ and ∥⋅∥A,2 be defined
respectively in (A.25) and (A.26). The standard incoherence property with parameter µ implies
∥UV ∗∥A,∞ ≤ µrmin(n1, n2) , (A.30)∥UV ∗∥2A,2 ≤ µrmin(n1, n2) , (A.31)
and
∥PT (∥Ak∥1/20 Ak)∥2A,2 ≤ 9µrmin(n1, n2) , ∀k = 1, . . . , n. (A.32)
Proof of Lemma A.9. See Appendix G.
In the wrap-around case, it only remains to verify that we can drop the order of logn from 4 to 2. In the previous
work [10, Section VI.E], the log4 n term appears only through the parameter µ5, which is in the order of log
2 n.
Due to Lemma A.9, parameter µ5 reduces by factor of log
2 n. Thus, the sample complexity reduces by the same
factor. This completes the proof.
F. Proof of Lemma A.6
Our proof essentially adapts the arguments of Chen and Chi [10, Appendix B]. The upper bound on the deviation
of W from sgn[L(x)] in (A.23) is sharpened in order by optimizing parameters.
Let xˆ = x + h be the minimizer to (14). We show that L(h) = 0 in two complementary cases. Then by the
injectivity of L, h = 0, or equivalently, xˆ = x.
Case 1: We first consider the case when L(h) satisfies
∥PTL(h)∥F ≤ 3n ∥PT ⊥L(h)∥F . (A.33)
Since T is the tangent space of L(x), PT ⊥L(x) = 0. Thus PT (sgn[L(x)] + sgn[PT ⊥L(h)]) = PT (sgn[L(x)]).
Furthermore, ∥sgn[L(x)] + sgn[PT ⊥L(h)]∥ ≤ 1. Therefore, sgn[L(x)] + sgn[PT ⊥L(h)] is a valid sub-gradient of
the nuclear norm at L(x). Then it follows that
∥L(x) +L(h)∥∗ ≥ ∥L(x)∥∗ + ⟨sgn[L(x)] + sgn[PT ⊥L(h)], L(h)⟩= ∥L(x)∥∗ + ⟨W,L(h)⟩ + ⟨sgn[PT ⊥L(h)], L(h)⟩ − ⟨W − sgn[L(x)],L(h)⟩. (A.34)
In fact, ⟨W,L(h)⟩ = 0 as shown below. The inner product of L(h) and W is decomposed as
⟨W,L(h)⟩ = ⟨W, (id −A)L(h)⟩ + ⟨W, (A −A′Ω)L(h)⟩ + ⟨W,A′ΩL(h)⟩. (A.35)
Indeed, all three terms in the right-hand-side of (A.35) are 0. This can be shown as follows. Since A is the orthogonal
projection onto the range space of L, the first term is 0. The second term is 0 by the assumption on W in (A.22).
Since xˆ is feasible for (14), PΩ(xˆ) = PΩ(x). Thus PΩ(h) = PΩ(xˆ − x) = 0. Since {Ak}nk=1 is an orthonormal
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basis, we have AωL(h) = ∑
k∈[n]∖Ω⟨ek,h⟩⟨Aω,Ak⟩ = 0, ∀ω ∈ Ω. (A.36)
It follows that A′ΩL(h) = 0. Thus, the third term of the right-hand-side of (A.35) is 0.
Since the sgn(⋅) operator commutes with PT ⊥ , and PT ⊥ is idempotent, we get
⟨sgn[PT ⊥L(h)], L(h)⟩ = ⟨PT ⊥sgn[PT ⊥L(h)], L(h)⟩
= ⟨sgn[PT ⊥L(h)], PT ⊥L(h)⟩
= ∥PT ⊥L(h)∥∗ .
Then (A.34) implies
∥L(x) +L(h)∥∗ ≥ ∥L(x)∥∗ + ∥PT ⊥L(h)∥∗ − ⟨W − sgn[L(x)],L(h)⟩. (A.37)
We derive an upper bound on the magnitude of the third term in the right-hand-side of (A.37) given by
∣⟨W − sgn[L(x)],L(h)⟩∣ = ∣⟨PT (W − sgn[L(x)]),L(h)⟩ + ⟨PT ⊥(W − sgn[L(x)]),L(h)⟩∣
≤ ∣⟨PT (W − sgn[L(x)]),L(h)⟩∣ + ∣⟨PT ⊥(W ),L(h)⟩∣ (A.38a)
≤ ∥PT (W − sgn[L(x)])∥F ∥PTL(h)∥F + ∥PT ⊥(W )∥ ∥PT ⊥L(h)∥∗ (A.38b)
≤ 1
7n
∥PTL(h)∥F + 12 ∥PT ⊥L(h)∥∗ , (A.38c)
where (A.38a) holds by the triangle inequality and the fact that PT ⊥L(x) = 0; (A.38b) by Ho¨lder’s inequality;
(A.38c) by the assumptions on W in (A.23) and (A.24).
We continue by applying (A.38) to (A.37) and get
∥L(x) +L(h)∥∗ ≥ ∥L(x)∥∗ − 17n ∥PTL(h)∥F + 12 ∥PT ⊥L(h)∥∗≥ ∥L(x)∥∗ − 37 ∥PT ⊥L(h)∥F + 12 ∥PT ⊥L(h)∥F= ∥L(x)∥∗ + 114 ∥PT ⊥L(h)∥F ,
where the second step follows from (A.33).
Then, ∥L(xˆ)∥∗ ≥ ∥L(x)∥∗ ≥ ∥L(xˆ)∥∗, which implies PT ⊥L(h) = 0. By (A.33), we also have PTL(h) = 0.
Therefore, it follows that L(h) = 0.
Case 2: Next, we consider the complementary case when L(h) satisfies
∥PTL(h)∥F ≥3n ∥PT ⊥L(h)∥F . (A.39)
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Note that (A.36) implies AΩL(h) = 0. Then together with (id −A)L = 0, we get
( n
m
AΩ + id −A)L(h) = 0,
which implies
0 = ⟨PTL(h),( n
m
AΩ + id −A)L(h)⟩
= ⟨PTL(h),( n
m
AΩ + id −A)PTL(h)⟩
+ ⟨PTL(h),( n
m
AΩ + id −A)PT ⊥L(h)⟩ .
(A.40)
The magnitude of the first term in the right-hand-side of (A.40) is lower-bounded by
∣⟨PTL(h),( n
m
AΩ + id −A)PTL(h)⟩∣
= ∣⟨PTL(h),PTL(h)⟩∣ − ∣⟨PTL(h),(A − n
m
AΩ)PTL(h)⟩∣
≥ ∥PTL(h)∥2F − ∥PTAPT − nmPTAΩPT ∥ ∥PTL(h)∥2F≥ 1
2
∥PTL(h)∥2F ,
(A.41)
where the last step follows from the assumption in (A.21).
Next, we derive an upper bound on the second term in the right-hand-side of (A.40). Since Aωj is an orthogonal
projection for j ∈ [m], the operator norm of n
m
AΩ + id −A is upper-bounded by
∥ n
m
AΩ + id −A∥ ≤ n
m
⎛⎝∥Aω1 + id −A∥ + m∑j=2 ∥Aωj∥F⎞⎠
≤ n
m
⎛⎝max(∥Aω1∥ , ∥id −A∥) + m∑j=2 ∥Aωj∥F⎞⎠≤ n,
(A.42)
where the second step follows since Aω1(id −A) = 0.
The second term in the right-hand-side of (A.40) is then upper-bounded by
∣⟨PTL(h),( n
m
AΩ + id −A)PT ⊥L(h)⟩∣
≤ ∥ n
m
AΩ + id −A∥ ∥PTL(h)∥F ∥PT ⊥L(h)∥F
≤ n ∥PTL(h)∥F ∥PT ⊥L(h)∥F ,
(A.43)
where the last step follows from (A.42).
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Applying (A.41) and (A.43) to (A.40) provides
0 = ∣⟨PTL(h),( n
m
AΩ + id −A)PTL(h)⟩∣
− ∣⟨PTL(h),( n
m
AΩ + id −A)PT ⊥L(h)⟩∣
≥ 1
2
∥PTL(h)∥2F − n ∥PTL(h)∥F ∥PT ⊥L(h)∥F
≥ 1
2
∥PTL(h)∥2F − 13 ∥PTL(h)∥2F= 1
6
∥PTL(h)∥2F ≥ 0,
where the second inequality holds by (A.39).
Then, it follows that PTL(h) = 0. By (A.39), we also have PT ⊥L(h) = 0. Therefore, L(h) = 0, which completes
the proof.
G. Proof of Lemma A.9
The proof is obtained by slightly modifying that of [10, Lemma 7].
The first upper bound in (A.30) is derived as follows:
∥UV ∗∥A,∞ = max
1≤k≤n ∣⟨Ak, UV ∗⟩∣ ∥Ak∥
= max
1≤k≤n
∣∑(i,j)∈supp(Ak)[UV ∗]i,j ∣∥Ak∥0≤ max
1≤k≤n max(i,j)∈supp(Ak) ∣[UV ∗]i,j ∣= max
1≤i≤n1 max1≤j≤n2 ∣[UV ∗]i,j ∣= max
1≤i≤n1 max1≤j≤n2 ∣e∗iUV ∗ej ∣= max
1≤i≤n1 ∥U∗ei∥2 max1≤j≤n2 ∥V ∗ej∥2≤ µr√
n1n2
≤ µr
min(n1, n2) .
This proves (A.30).
Next, to prove (A.31) and (A.32), we use the following lemma.
Lemma A.10. Let M ∈ Cn1×n2 . Then,
∥M∥2A,2 ≤ max( max1≤i≤n1 ∥e∗iM∥22 , max1≤j≤n2 ∥Mej∥22) (A.44)
Proof of Lemma A.10. See Appendix H.
Then, (A.31) is proved as follows: Since U and V are unitary matrices, we have
∥e∗iUV ∗∥F = ∥U∗ei∥2 and ∥UV ∗ej∥F = ∥V ∗ej∥2
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for all 1 ≤ i ≤ n1 and for all 1 ≤ j ≤ n2. Thus,
max( max
1≤i≤n1 ∥e∗iUV ∗∥2F , max1≤j≤n2 ∥UV ∗ej∥2F) ≤ µrmin(n1, n2) . (A.45)
Then (A.31) follows by applying (A.45) to Lemma A.10 with M = UV ∗.
Lastly, we prove (A.32). By definition of PT ,
∥e∗i [PT (∥Ak∥1/20 Ak)]∥2F ≤ 3 ∥e∗iUU∗ ∥Ak∥1/20 Ak∥2F+ 3 ∥e∗i ∥Ak∥1/20 AkV V ∗∥2F+ 3 ∥e∗iUU∗ ∥Ak∥1/20 AkV V ∗∥2F ,
(A.46)
for all i ∈ {1, . . . , n1}. The first term in the right-hand-side of (A.46) is upper-bounded by
∥e∗iUU∗ ∥Ak∥1/20 Ak∥2F ≤ ∥e∗iU∥22 ∥∥Ak∥1/20 Ak∥2 ≤ µrn1 , (A.47)
where the last step follows from ∥Ak∥ ≤ ∥Ak∥−1/20 . Since ∥V V ∗∥ ≤ 1, the first term dominates the third term in the
right-hand-side of (A.46). Note that ∥Ak∥1/20 Ak is a submatrix of a permutation matrix. Therefore, e∗i ∥Ak∥1/20 Ak =
e∗j for some j ∈ {1, . . . , n1}. Then, the second term in the right-hand-side of (A.46) is upper-bounded by
∥e∗i ∥Ak∥1/20 AkV V ∗∥2F = ∥e∗jV V ∗∥2F ≤ µrn2 . (A.48)
Plugging (A.47) and (A.48) to (A.46) provides
max
1≤i≤n1 ∥e∗i [PT (∥Ak∥1/20 Ak)]∥2F ≤ 9µrmin(n1, n2) . (A.49)
By symmetry, we also get
max
1≤j≤n2 ∥[PT (∥Ak∥1/20 Ak)]ej∥2F ≤ 9µrmin(n1, n2) . (A.50)
Applying (A.49) and (A.50) to Lemma A.10 with M = PT (∥Ak∥1/20 Ak) completes the proof.
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H. Proof of Lemma A.10
The inequality in (A.44) is proved as follows:
∥M∥2A,2 = n∑
k=1 ∣⟨Ak,M⟩∣2 ∥Ak∥2
= n∑
k=1
∣∑(i,j)∈supp(Ak)[M]i,j ∣2∥Ak∥0 ∥Ak∥2
≤ n∑
k=1
(∑(i,j)∈supp(Ak) ∣[M]i,j ∣)2∥Ak∥0 ∥Ak∥2≤ n∑
k=1 ∑(i,j)∈supp(Ak) ∣[M]i,j ∣2 ∥Ak∥2
≤ 1
min{n1, n2} n∑k=1 ∑(i,j)∈supp(Ak) ∣[M]i,j ∣2
= 1
min{n1, n2} n1∑i=1
n2∑
j=1 ∣[M]i,j ∣2
≤ max⎛⎝ 1n1 n1∑i=1 ∥e∗iM∥22 , 1n2
n2∑
j=1 ∥Mej∥22⎞⎠
≤ max( max
1≤i≤n1 ∥e∗iM∥22 , max1≤j≤n2 ∥Mej∥22) ,
where the third inequality follow from (A.19).
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