The emergence of location sharing services is rapidly accelerating the convergence of our online and offline activities. In one direction, Foursquare, Google Latitude, Facebook Places, and related services are enriching real-world venues with the social and semantic connections among online users. In analogy to how clickstreams have been successfully incorporated into traditional web ranking based on content and link analysis, we propose to mine traffic patterns revealed through location sharing services to augment traditional location-based search. Concretely, we study locationbased traffic patterns revealed through location sharing services and find that these traffic patterns can identify semantically related locations. Based on this observation, we propose and evaluate a traffic-driven location clustering algorithm that can group semantically related locations with high confidence. Through experimental study of 12 million locations from Foursquare, we extend this result through supervised location categorization, wherein traffic patterns can be used to accurately predict the semantic category of uncategorized locations. Based on these results, we show how traffic-driven semantic organization of locations may be naturally incorporated into location-based web search.
INTRODUCTION
After the explosive growth of on-line social networks like Facebook and Twitter, we are beginning to see a similar rise in location sharing services. These services -like Foursquare, Google Latitude, Facebook Places, among many others -allow users to voluntarily annotate the real world with "checkins" indicating the specific time that a user was at a particular location, often through a smartphone application. In the aggregate, these checkins -along with other user-generated descriptors supported by these services like tags, ratings, and comments -have resulted in billions of explicit "geosemantic" markers that link people, places, and their activities. As these services continue to grow, there are great opportunities for extremely granular temporal and spatial mining of human mobility, as well as new mobile+location-based services, augmented traffic forecasting, and urban planning.
In this paper, we propose one direction in which locationsharing services may have strong impact -in augmenting traditional location-based web search. Location-based web search (also known as local search) has drawn intensive attention in both industry (Google Maps, Yelp, Yahoo! Local, and Yellow Pages), and the academic community (e.g., [2, 6, 17] ). Nearly all the current location-based search systems typically provide rankings for nearby venues based on a user's query and current location. For example, a local search for "coffee" may return a map and an associated ranked list of nearby coffee shops and coffee bean wholesalers. Some of the factors that location-based search engines use for ranking venues in response to a query include: (i) the distance between the user and the target venue; (ii) category analysis of venues (e.g., to group all coffeeshops in a pre-processing step); (iii) the overall ratings for the venue (which are often available for commercial places of business like restaurants); (iv) query and click popularity of the venue's associated web page (e.g., Starbucks may be considered more popular from its web presence than a local coffee shop); (v) reputation of the location via PageRankstyle link analysis of the web graph; and (vi) content-based relevance between the query and the location's description (e.g., via information retrieval similarity between the query and a summary of the venue on Yelp or the content from a location's web presence).
In many ways analogous to how clickstreams [11, 26, 5] have been successfully incorporated into traditional search systems based on content similarity [20] and link analysis [12] by connecting real-world user actions (clicks) to relevance, this paper proposes that the temporal dynamics embedded in the checkins from location sharing services have great potential to augment traditional location-based search systems by connecting real-world actions (checkins) to relevance. To illustrate:
• Mike wants to make a reservation for a tennis court on Saturday afternoon so that he can teach his son to play tennis without being disturbed by nearby players. Hence, a local search for "tennis courts" could be augmented with the temporal dynamics mined from locationsharing services to indicate which courts are at off-peak times in terms of player traffic.
• Tina and her friends are going to celebrate their graduation on a Thursday evening and are looking for late-night hot spots. Which local bars are at-peak in terms of traffic? Or will be peaking by the time Tina and her friends arrive?
• John plays a lot of basketball. He usually goes to Williams Park during Wednesday early evening, and Saturday afternoon, which are both free time for him and peak times for other players to get together and play basketball. Suppose John moves to a new neighborhood and wants to find places nearby that have similar traffic patterns, so that he can meet new friends there and play basketball. A traffic-driven location-based search can also easily handle this kind of queries by returning semantically correlated venues with similar traffic patterns.
In all three cases, factors traditionally considered for location-based web search -like distance, overall venue reputation and popularity -are less important than fine-grained temporal dynamics of the traffic patterns of the target venues. Hence, there is an opportunity to augment these traditional approaches with real-world user actions revealed through location sharing services.
In this paper, we propose to study the potential and viability of mining traffic patterns revealed through location sharing services to augment traditional location-based search. As a first step, we propose to model each venue by a traffic pattern -essentially a frequency function corresponding to each venue. Two essential and open questions are (i) whether such a model, as compared to traditional contentbased and popularity-based models of location-based search, encodes semantically meaningful information; and (ii) whether there is wide enough coverage of location sharing services to support large-scale application of traffic patterns to locationbased search. With these questions in mind, this paper makes the following contributions:
• First, we present in this paper a large-scale study of every venue in Foursquare, totaling 12 million unique venues annotated by users of Foursquare via checkins. Based on this study, we propose and evaluate a traffic pattern-based model of venues through an investigation of the location-based traffic patterns mined from 22 million checkins from Foursquare and other location sharing services.
• Second, we propose a measure of semantic correlation across venues for organizing venues according to the traffic patterns revealed through location sharing services.
Based on this measure, we propose and evaluate a trafficdriven location clustering algorithm that can group semantically related locations with a best-effort performance of F1-Measure 0.675, and Purity 0.764, a critical function for a location-based search engine.
• Third, we observe significant sparsity of checkin data for venues on the "long tail", and so we propose and evaluate a traffic pattern-driven approach for supervised location categorization, wherein traffic patterns can be used to accurately predict the semantic category of uncategorized locations with a F1-Measure of almost 0.8.
• Finally, based on these results, we show how trafficdriven semantic organization of locations may be naturally incorporated into location-based web search through two example scenarios.
RELATED WORK
Increasing focus has been put on location sharing services in recent years. Ye et al. [28] proposed friend-based collaborative filtering algorithms to recommend locations utilizing a dataset scraped from Foursquare; Lindqvist et al. [15] analyzed how and why people use location sharing services; Cheng et al. [3] explored human mobility patterns and factors that affect the mobility patterns based on a sampled dataset from location sharing services; and Noulas et al. [18] analyzed user checkin dynamics, and user activities in location sharing services. Compared to these previous studies, this paper focuses on analyzing the temporal traffic patterns revealed from location sharing services and how the traffic patterns can be utilized to enhance traditional location-based search.
Several studies have analyzed the temporal dynamics of on-line social networks and other web corpuses. Golder et al. [10] explored the temporal dynamics associated with on-line social tagging activities. Researchers in [13] studied how queries, their associated documents, and the query intent change over time by analyzing query log data. Temporal evidence was incorporated into models of semantic relatedness for words in [19] . Yang et al. [27] proposed a clustering algorithm that groups temporal patterns associated with online content, and studied how the popularity of the content grows and fades over time. A temporal correlation measure was introduced and applied to study semantic similarity between queries by Chien et al. [4] .
Related to our temporal model of traffic patterns, in terms of time series data analysis, Fu [8] provides comprehensive summary on the existing time series data mining literature including representation, indexing, similarity measure, segmentation, visualization and mining. A numerosity reduction component was proposed by Xi et al. [25] and proved to speed up the best performing classifier of one-nearestneighbor with Dynamic Time Warping (DTW). [14] provided a survey for techniques in time-series data clustering, and corresponding evaluation metrics.
Location-based web search has drawn intensive attention in both industry (Google Maps, Yelp, Yahoo! Local, and Yellow Pages), and the academic community. Early research efforts (e.g., [2, 6, 17] ) mainly focused on the extraction of geographic information from page content and structure. Several studies [9, 1, 21] showed that more than one fifth of the queries in general web search systems were geographical relevant queries. Geotagging and gazeteers have been widely used in [16, 22, 23 ] to augment location-based web search. Watters and Amoudi [24] proposed a method to assign location coordinates to URLs, and a corresponding framework for location-based ranking of search results. 
LOCATION SHARING SERVICES
In this section, we introduce the location sharing service data, present our sampling strategy, and provide a characterization of the venue data collected from Foursquare.
Sampling Checkin Data
To start with, firstly we need a set of checkins. While Foursquare, Facebook Places, and other related location sharing services are rich resources, all restrict access to a user's immediate social circle and hence are unavailable for public sampling. Hence, we adopt a data collection technique that relies on sampling location sharing status updates from the public Twitter feed. While users of location sharing services in general and the subset who choose to advertise their location via Twitter may not be a representative sample, these status updates are inherently public (mitigating concerns over privacy violations that would arise from mining services like Facebook Places) and offer a rich vein of checkin data. Specifically, we monitor Twitter's public streaming API and search API from October 2010 to January 2011, and collected a set of more than 22 million checkins. Worth mentioning, our data is available on-line at link.
Each checkin contains a fine-granularity location (latitude and longitude) and a timestamp. More than 62% (∼14 million) of the checkins are associated with a venue, and in total 603,796 venues are referenced. Note that since each venue has on average only ∼23 checkins (with a skewed distribution, where some venues are heavily "checked in" to, but the majority have only a handful of checkins as plotted in Figure 1 ), we aggregate all checkins for venues based on the venue name (e.g., grouping all instances of "Starbucks") for the analysis in the rest of the paper. Venues in the set may be associated with varying degrees of spatial granularity based on the bounding box linked to the venue -from country to province / state to city to district and finally to points-of-interest. In this paper, we mainly focus on the checkins corresponding with the 515,862 pointof-interest venues, each of which is finely geo-labeled with a latitude and longitude.
Crawling Foursquare Venues
Each venue posted to Twitter has a corresponding "venue page" hosted by Foursquare. To retrieve more information about the venues, we crawled the entire Foursquare-sphere, resulting in nearly 20 million "venue pages" in HTML format. Based on our best-effort parser, we successfully parse Besides the category information for venues, about 7.8% (i.e., 989,281) of the venues are labeled with at least a single tag. The tags are user-generated keywords posted by users of the location sharing service. Based on inspection, tags typically contain information such as category of the venue (e.g., coffee, food, and bar); items provided by the venue (e.g., burgers, flu shot, and long island iced tea); features of the venue (e.g., free wifi, 24 hrs, and pet friendly); location of the venue (e.g., houston downtown, bridge street); and users' comments for the venue (e.g., awesome, good deal, and great food). Each of the tagged venues is assigned with an average of 3.37 tags. Different from the categorization system, the tagging feature in Foursquare gives users more freedom to generate appropriate tags. In total, we find 615,457 unique tags that are collectively used a total of 3,329,641 times across all venues.
Together, these user-assigned tags and the top-level categories provide descriptive information about specific venues and provide clues to study the semantic correlation between venues. Recall that one of the key pre-processing steps in location-based search is category analysis of venues -to group together semantically-related venues -but in isolation we can see that the category assignments are fairly sparse (56%) and at a coarse-level; similarly, the tag information is even sparses (8% of all venues), and both tags and categories provide only descriptive information about the venues. Our goal in the rest of the paper is to consider the traffic-driven temporal patterns revealed through checkins to augment this semantic grouping based on the real-world behaviors of users of these services.
EXPLORING SEMANTIC CORRELATI-ON BETWEEN VENUES
In this and the following two sections, we begin an exploration of the temporal dynamics of venues as revealed through location sharing services. Given the large-scale checkin data, we propose to model venues through traffic-based patterns and seek to answer the following questions:
• Can we measure semantic correlation between venues based on associated traffic patterns? • Can we cluster venues into semantically correlated groups based on traffic patterns?
• Can we use traffic patterns to accurately predict the semantic category for uncategorized locations?
We begin in this section by defining a traffic pattern and its frequency function. We discuss metrics to measure semantic similarity between traffic patterns, and we apply the temporal correlation measure to quantify the semantic relatedness between traffic patterns. Based on this initial study, we identify semantically correlated groups of venues based on measuring the pairwise temporal correlation between the venues' associated traffic patterns.
Modeling Venues
A Traffic Pattern (T Pattern) T for a venue over n time units is defined as the temporal dynamic of checkins during the time period. It can be measured by its Frequency Function FT formally defined as FT = (ft 1 , ft 2 , ..., ft n ), in which ft i is the frequency for time unit ti over the whole series of T. More specifically, for each venue, we generate a daily mean traffic pattern and a weekly mean traffic pattern given the timestamps of checkins in the venue. The Daily (Mean) Traffic Pattern contains 24 time units in which each of the time unit represents an hour in a day. Similarly, the Weekly (Mean) Traffic Pattern contains 70 time units in which each unit represents one tenth of a day. Examples of daily traffic pattern and weekly traffic pattern for Walmart are plotted in Figure 2 and Figure 3 respectively. The daily t pattern shows that customers tend to go shopping in Walmart in the afternoon and early evening, and the weekly t pattern indicates that there is a bigger crowd at Walmart over the weekends than on weekdays.
Temporal Similarity Measures
Given a traffic pattern for a venue, can we identify related venues based solely on this pattern? This is an important step for semantically grouping venues for improved locationbased search. But perhaps traffic patterns do not vary much from venue to venue, meaning that traffic patterns could have only limited impact.
The most straightforward similarity measures for timeseries data are Euclidean Distance [7] and its variants based on the common Lp − norms (L1 -Manhattan Distance, and L2 -Euclidean Distance). These metrics can be easily implemented and are surprisingly competitive with other complex measures with a large training set. However, these distance measures are sensitive to noise and misalignments Given two traffic patterns T p, T q and their frequency functions FT p and FT q , the temporal correlation TCorr(FT p, FT q ) between the two traffic patterns T p and T q is:
where µ(FT p), µ(FT p) are the mean frequencies, and σ(FT p), σ(FT q ) are the standard deviations for the two traffic patterns T p and T q. A version of this same metric was shown to be effective by Chien et al. [4] for measuring the similarity of search engine queries by comparing their frequency functions.
Mining Semantic Correlation between Venues
To study the semantic correlation between venues based on their traffic patterns, we sample a set of 271 venues from the checkins dataset with a criteria of at least 100 branches and 100 checkins to ensure the density of the traffic patterns. For each of the 271 venues, we retrieve both a mean daily traffic pattern and a mean weekly traffic pattern to capture their traffic. Then, we calculate the pairwise temporal similarity for all the pairs in the 271 venues set. After sorting the pairs of venues based on the descending order of temporal correlation measure, we find quite a few interesting pairs of venues that have obvious semantic correlation. Using the results for calculations based on daily mean traffic patterns only, we show the top-10 similar pairs of venues in Table 2 . Each pair of venues in the table has obvious se- Having all pairwise temporal similarities between venues, we are also interested to see whether we can find inherent groups of venues that belong to the same semantic category. For example, do all the coffee shops have similar temporal traffic patterns? We model the venues and temporal similarities as vertices and weights for edges in a graph. An edge between two vertices (venues) exists when the temporal correlation between traffic patterns of the two venues exceeds a pre-defined threshold. In this way, a graph modeling the semantic relationship between venues is generated. Instead of focusing on the whole graph itself, we are more interested in the strong connected components in the graph, which are potential candidates for semantic categories of venues.
As an example, when we set the pre-defined threshold for minimum temporal similarity as 0.93, a graph with 68 vertices, and 12 strong connected components is generated. Six example components are plotted in Figure 4 . One component (plotted in Figure 4 (a)) contains "Jason's Deli", "McAlister's Deli", "Qdoba Mexican Grill", "Subway", and "Zaxby's" which are all chain restaurants. The traffic patterns of the "steakhouse" component is displayed in Figure 4(b) . Both the sub restaurants and the steakhouses have two peaks (lunch time and dinner time), though the frequencies differ dramatically. The major crowd arrives at sandwich shops at noon to grab lunch, while many more people choose to have steaks for dinner rather than lunch. Similar comparisons are plotted in Figure 4 (c) and Figure 4(d) , in which traffic patterns for the component of coffee shops and ice cream shops are featured respectively. People buy coffee in the early morning, and the busyness for the coffee shops gradually decreases during the day. However, people tend to have ice cream in the afternoon, and the ice cream shops are especially crowded in the early evening after dinner. Figure 4(e) and Figure 4 (f) plot the components corresponding to office supply stores, and to a component of book store and pharmacies. Both the components have quite similar traffic patterns, and traffic patterns for book stores and pharmacies decrease from their peaks slower than the traffic patterns for the group of office supply stores. The other strong connected components are also highly semantically connected: there is a group of pizza restaurants, a group of juice shops, a group of chained family restaurants, and two groups of fast food restaurants. All the examples validate our hypothesis that measuring temporal correlation between traffic patterns can identify groups of venues that are semantically connected.
CLUSTERING VENUES
Motivated by the results shown in last section, a natural step to utilize the traffic patterns is to group the venues into similar categories. For example, clustering the traffic patterns may lead to clusters of categorized groups of venues, such as "coffee shops", "steakhouses", "hotels", and "gyms". Specifically, in this section, we apply several different clustering methods and different similarity metrics to cluster the venues based on features of traffic patterns.
Methods
The graph modeling method we used in mining the semantically group of venues is one way to cluster the venues. However, it heavily relies on the value of the pre-defined correlation threshold, and it is difficult to control the number of strong connected components by tuning the threshold. Thus, in this section, we apply K-means and EM clustering algorithm for grouping the venues given their traffic patterns. We apply features of daily traffic pattern, weekly traffic pattern, and daily + weekly traffic pattern respectively in clustering the venues. We also explore using the tags for the venues to group the venues into semantically correlated categories.
Experimental Setup
To evaluate the clustering results, a ground truth category is retrieved for each of the venues from the venues dataset collected from Foursquare. For K-means algorithm, we apply Euclidean Distance, Manhattan Distance, and Temporal Distance. Worth mentioning, the temporal correlation discussed earlier ranges between -1 and 1, with higher values indicating higher correlation. Since clustering requires a distance measure, we rescale the temporal correlation to define a metric Temporal Distance, where TDist = 1.0− T Corr +1 2 . This temporal distance ranges between 0 and 1, with larger values indicating less similarity (greater distance). In evaluating the results for the clustering, we use the F1-Measure and Purity, which are both standard metrics to evaluate the quality of a clustering. Specifically, F1-Measure balances both the precision and recall of clustering. Purity measures the ratio of the total number of correctly clustered venues over the total number of venues.
Additionally, four test sets are generated to evaluate the clusters based on the criteria of minimum number of checkins (500+, 300+, 200+, and 100+) for each venue. Venues with more checkins are expected to have denser traffic patterns, and thus contain stronger indication of semantic information. The four test sets include 148, 242, 383, 585 venues respectively. For each venue, two feature sets are generated: traffic patterns, and vector space models generated from tags. For the traffic patterns, we use daily traffic pattern, weekly traffic pattern, and daily plus weekly traffic pattern respectively. For the vector space models, we retrieve tags for the venues from the venue dataset, and generate features of tf, idf, and tf-idf values for the tags respectively. To normalize the features, we apply L2 normalization on both vectors of traffic patterns and for the vector space model. In the four testsets, only venues of the categories "Food", "Shop", "Home, Work, and Other", and "Travel Spot" (among the eight categories in categorization 
Experimental Results
Clustering with the Traffic Patterns:
Results for K-means and EM algorithms evaluated by F1-Measure and Purity using the four test sets are listed in Table 3 . In most of the cases, clustering with the daily traffic pattern itself performs the best. Combining both daily and weekly traffic patterns performs better than using weekly traffic pattern alone. Among combination of method and metric, K-means plus Temporal Distance performs the best with a significant increase (around 15% to 20% increase) over K-means with the other two metrics, as well as the EM algorithm. K-means with Manhattan Distance performs better than K-means with Euclidean Distance. And they both outperform the EM algorithm when the venues have the sufficient checkins. However EM algorithms performs competitively when the venues have fewer checkins.
The best performing methods and their results are extracted from Table 3 and plotted in Figure 5 . As we can see from Figure 5 , generally, test sets with denser traffic patterns reach better performance in F1-Measure, and Purity. Results for the dataset with least checkins suffer from lack of sufficient data in traffic patterns. We also observe that the dataset with the most checkins do not reach the best performance. This is partly due to the lack of number of venues (only 2) in the category of travel spots.
Clustering with the Vector Space Models: As men- tioned, we retrieve tags for the venues in the four test sets from the venue dataset collected from Foursquare. We apply the same clustering methods using the features of vector space models (tf, idf, tf-idf) modeled from the tags respectively. However, for different methods over different training sets, all the venues tend to converge to a single large cluster, primarily due to the sparseness of the tags in the datasets. Together, these results show that modeling venues by traffic patterns and using temporal correlation to measure venue similarity are viable alternatives to traditional content-based clustering methods.
SUPERVISED VENUE CATEGORIZATION
While clustering of venues by traffic-based temporal correlation can provide a foundation for organizing venues for improved location-based search, there is still the challenge of sparsity for venues on the "long tail". Hence, in this section, we propose and evaluate a traffic pattern-driven approach for supervised location categorization, wherein traffic patterns can be used to accurately predict the semantic category of uncategorized locations. Given a set of venues with known category labels, and their corresponding traffic patterns, are we able to train classifiers with the labeled set to categorize incoming venues with their corresponding traffic patterns? As in our study of clustering, we also consider an alternative tag-based model as a point-of-comparison.
Training Set and 10-Fold Cross Validation
The training set contains a set of the 271 most popular venues which all have at least 100 branches and over 100 checkins in the checkins dataset. As mentioned earlier, we retrieve the ground-truth labels for the venues from Foursquare venue data. The 271 venues are grouped into four categories (all belong to the category system mentioned before): Food; Home, Work & Other; Shop; and Travel Spot. We adopt the same two set of features as in the clustering work: traffic pattern (including daily traffic pattern weekly traffic pattern, and daily plus weekly traffic patterns), and vector space models (tf, idf, and tf-idf values) for tags associated to the venues.
We apply the features in training classifiers of Naive Bayes, 1NN (we iterate k from 1 to 5 for kNN, and 1NN always perform the best, so we fix k to 1 in the following experiments), AdaBoostM1, and SimpleCart. We also apply L2 normalization on both vectors of traffic patterns and for the vector space model. To evaluate the effectiveness of the classifiers, we use 10-fold cross validation and the F1-Measure.
Traffic Pattern Features:
Results for traffic pattern features are plotted in Figure 6 . Using either daily traffic pattern or the weekly traffic pattern displays a strong indication of the category of the venue, reaching an F1-Measure higher than 0.8 with 1NN classifier. The other three classifiers -Naive Bayes, AdaBoostM1, and Simple Cart -seem incompatible with the time series data. Combining both daily traffic pattern and weekly traffic pattern gives a boost of 6.5% for Simple Cart, 1.7% for 1NN, and 0.6% for Naive Bayes. Overall, the 1NN classifier still performs best with an F1-Measure of 0.820 slightly above AdaBoostM1 and SimpleCart with a best F1-Measure of 0.819. These results agree with the observations in Xi et al.'s work [25] that 1NN classifier has excellent performance in time-series classification.
Vector Space Model Features:
Traditionally, an alternative way to categorize locations is using the social tags associated with the locations. As in the clustering approach, we again apply the vector space model features using tf, idf, and tf-idf respectively. Results in Figure 7 significantly differ from the results shown in Figure 6 : for both tf and tf-idf, Naive Bayes, AdaBoostM1, and SimpleCart perform much better than 1NN, which verifies our previous assumption that those classifiers work well 
Combination of the Two Sets of Features:
To answer the question of whether enriching information from tags could help facilitate venue categorization, we train classifiers on both sets of features (each set of features are normalized independently with L2-normalization before being merged). Unexpectedly, the results using both sets of features (daily + weekly t pattern, and tf-idf vector models) perform similar or even a little bit worse than the best performing classifiers trained by either set of features (results listed in Table 4 ). We attribute this drop in performance to the inclusion of possibly unhelpful countervailing features (94 temporal features, and 10,324 vector space model features). Thus, we apply feature selection to reduce the number of features by filtering irrelevant and redundant features.
Feature Selection:
We apply the standard Chi-Square feature selection method to reduce the number of vector space model features from 10,324 to 358 by filtering insignificant and redundant features. All traffic pattern features are considered significant by Chi-Square and so remain for the following classification experiments. Thus, we get exactly same results for traffic patterns comparing to results in Figure 6 . The results for vector space model features are displayed in Figure 8 . Comparing to the results without feature selection, classifiers trained by idf features, AdaboostM1 trained by tf features, and tf-idf features still perform the same. 1NN classifier trained with tf features and tf-idf features outperform with an almost 158.4% increase over the previous results. Besides, Naive Bayes classifiers trained with tf features and tf-idf features also have a 3.2% increase in their performance; as well as the Simple Cart with over 1% increase. The best performing classifier so far becomes Naive Bayes, which reaches a F1-Measure of 0.861. Feature selection also shows its effectiveness when we train the classifiers using both the traffic pattern features and vector space model features. Comparing to results in Table 4 , results in Table 5 show increase of performance for 1NN (29.7%), and Naive Bayes (4.2%).
Evaluation on Test Set
Based on the 10-fold cross validation on the training set, we only use 1NN as the classifier to classify venues based on the feature of traffic patterns. The test set of venues are generated based on the criteria of at least 10 branches with certain number of checkins above a pre-defined threshold. We set the threshold as 10, 30, 50, 100, 200, 300, and 500 respectively, and the corresponding number of venues in the test sets are listed in Table 6 . As we can see from the table, with a relaxed criteria of only 10 checkins and above, the test set contains 1,392 venues, and with a strict criteria of We train the 1NN classifier on the training set using daily traffic pattern, weekly traffic pattern, and daily plus weekly traffic patterns respectively, and evaluate test sets with corresponding features. The results for the classification are plotted in Figure 9 (each tick in x axis represents a test set). As we can see in the figure, with more checkins required for a venue in a test set, the results get better for the classifier trained by daily traffic pattern, and it reaches its peak with an F1-Measure of 0.742. However, it gets worse performance for the tests requiring at least 300 checkins and 500 checkins. This is probably caused by the lack of venues in the two test sets, and a small number of mis-classified venues can significantly affect the results. For the classifier trained by weekly traffic pattern and daily plus weekly traffic pattern, the results generally get better with test sets which only contain venues with dense traffic patterns. With weekly traffic pattern features, the classifier works much better overall than the one trained by daily traffic patterns. The classifier trained by daily plus weekly traffic patterns works slightly better than the one trained by weekly traffic patterns with test sets with relaxed condition, falls behind a little bit for test set 100, and test set 200, and finally catches up for test set 300 and test 500. In the figure, we can see that with only 50 or more checkins input per venue, the 1NN classifier can reach a F1-Measure almost 0.75, which shows its good performance in venue categorization.
AUGMENTING LOCATION-BASED SE-ARCH
So far, we have seen that the traffic patterns for venues revealed through location sharing services contain rich information about the venues' semantic category. And we have successfully taken advantage of these traffic patterns for both unsupervised semantic group clustering and supervised venue categorization. In this section, we show how we can incorporate venues' traffic patterns and their category information into traditional location-based web search.
Answering Queries for Traffic:
Traffic patterns and category information for venues can be easily incorporated into traditional location-based search to answer the information need for traffic. One scenario for answering the traffic-driven query is: Karen is searching for a restaurant which is off-peak during dinner time between 5 -7 PM, so that she can enjoy the quiet environment talking with her friends. Knowing the traffic patterns and category for venues, the system could easily retrieve the venues nearby in the category of food, and rank the results by the descending order of busyness. Example results are plotted in Figure 10 . For example, Karen can choose IHOP and Denny's where the crowd usually come in the early morning, lunch time, and late in the evening; she can also go to fast food venues like Jimmy Johns, and Chipotle which are crowded in during lunch time; besides, Karen can also choose grill & bars which are more popular in late evening like Jack Astor's Bar & Grill.
Location Recommendation based on Traffic:
Another potential application is recommendation of venues having similar traffic patterns. For example, Jerry plays a Figure 11 : Example Showing Venue Recommendation based On T Pattern lot of basketball, and tennis. He usually goes to the Williams Park during Wednesday early evening, and Saturday afternoon, which are both free time for him and peak times for guys to get-together and play basketball and tennis. Recently, he moves to a new neighborhood, and wants to find places nearby that have similar traffic patterns, so that he can meet new friends there and play some basketball or tennis. A traffic-driven location-based search can also easily handle this kind of queries. Given the name of the venue, the system calculates temporal similarity between traffic patterns of the venue and other venues in the same category (or in other categories as well), and return the locations with the highest temporal similarities. The example results are plotted in Figure 11 , which shows the comparison of traffic patterns of Williams Park and two similar nearby venues Anderson Park and Rec Sports Center.
CONCLUSION
In this paper, we propose to mine traffic patterns revealed through location sharing services to augment traditional location-based search. Strong indication of semantic information are found in the traffic patterns generated from 22 million checkins from location sharing services. Then, we take advantage of the traffic patterns and successfully cluster venues into semantically correlated groups, and categorize incoming venues based on the associated traffic dynamics. Based on the results, we also provide two examples to show how traffic-driven semantic organization of locations may be naturally incorporated into traditional location-based search.
