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Abstract
We evaluated the non-additive contributions
in the inter-molecular interactions in B-DNA
stacking by using diffusion Monte Carlo (DMC)
methods. It is found that only DMC can cap-
ture the sign inversion in the contribution (i.e.,
the non-additivity enhances or reduces the in-
teraction depending on the base pairs of DNA),
which is never predicted by any other abinitio
methods. Even by CCSD(T), the inversion is
found to be difficult to be captured because of
the practical handling of CBS (complete basis
set correction) at the feasible level with MP2.
The predicted non-additivity turns out to be
several times larger (∼8 kcal/mol) than those
by other methods. The importance of the hy-
drogen bondings between the bases horizontally
on the inversion is also clarified.
Introduction
The non-additivity in the interactions is obvi-
ously expected in inter-molecular bindings due
to the induced polarizations by the quantum
fluctuations, such as vdW (van der Waals)
forces. Since the binding itself has been a
great challenge for ab initiomethods to describe
and reproduce, the non-additivity as the fur-
ther difficulty on top of it has been put off from
the major interest, being not well analyzed so
far. Most of the current implementations of the
’molecular force fields’ are basically assuming
the superposition of two-body forces, applied to
vast of simulations of the self-organizations by
biomolecules .1–8 Such an assumption is partly
justified by the reports9 confirming fairly good
agreements between the stacking energies pre-
dicted by the empirical force fields such as
AMBER and those by highly precise quantum
chemistry methods.
Recent progress of precise computational
methods, especially by DMC (diffusion Monte
Carlo) calculations, enables them to treat far
larger systems. 10–22 Some of the works ap-
plied to such systems those composed of weakly
bound sub-systems have, however, clarified that
the non-additivity is much larger than we ex-
pected.23,24 Though the non-additivity would
obviously be there in larger molecules, it would
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be not a great deal if the contribution was pos-
itive definite. If so, it would give just a mi-
nor correction, e.g. on C6 (the coefficient of
1/R6 decaying interactions) without any qual-
itative impact. Interestingly enough, as shown
in our central results in Fig. 4, this is not true
as clarified by the present work, applying DMC
to evaluate stacking energies of B-DNA base
pairs.9,18,25–29 While the conventionally avail-
able techniques, including CCSD(T)/CBS, pre-
dict tiny (∼ several kcal/mol), positive definite
contributions, the DMC predicts much larger
non-additive contributions [even being the same
magnitude as those of interactions themselves
(∼ 10 kcal/mol)], with those signs alternating
from positive to negative depending on the base
pairs [it means that the binding of the stacking
is reduced (positive) or enhanced (negative) by
the non-additivity].
Though none of the conventional ab initio
methods can describe the negative sign of the
non-additive contribution, a simple model anal-
ysis upon London theory 30–32 gives a quick es-
timation of the contribution being surely nega-
tive: Fig. 1 (b) shows the schematic geometry
of the systems. Base fragments pairs (W,V)
and (X,Y) are located within a ’strand’ (a box
elongating along the stacking direction, shown
as a red rectangular), respectively, to form the
whole four-body system specified as ’VW:XY’
in the convention of the notation. In London
theory,30–32 a stacking energy between the up-
per and lower layers scales as ε ∼ α(upper) ·
α(lower), where α(upper/lower) denotes the polar-
izability of each layer. Since the polarizability
scales to the molecular weight, α(upper/lower) in
the total (four-body) system gets doubled from
that of the partial (two-body) system, giving a
rough estimate of the stacking energy for the
whole (four-body) system as ε(4) = 2×2 ·ε(2) <
0, where ε(2) denotes the stacking energy for a
partial (two-body) system (of course, there are
other dependence of ε such as on ionic energies,
geometries etc., they don’t affect so much in
the discussion, as proved by the actual data as
given in the Supplemental Information, showing
the simplified discussion here works well). The
estimate then gives the non-additivity being
∆E = ε(4)−4×ε(2) = 0. That would be true for
the limit, l → 0 [(a′/a) → 1], but for the prac-
tical cases, (a′/a) > 1, we can ignore the inter-
strand interactions [those between ’W and Y’
and ’X and V’] due to (1/a6)≫ (1/a′6) (the lat-
ter is actually in between 2%∼9% of the former
with (a′/a) = 1.5∼1.9 as given in Sup. Info),
concluding the negative non-additivity, ∆E =
ε(4) − 2 × ε(2) = 2 × ε(2) < 0. London theory
hence supports the non-additivity being nega-
tive (the stacking energy enhanced by the non-
additivity).
The negative non-additivity obtained only by
DMC (and by none of the conventional ab initio
methods) is therefore supported from the model
analysis upon London theory to some extent,
as shown above. In this paper, we provide dis-
cussions why such discrepancies arise between
DMC and SCF-based (self-consistent-field) pre-
dictions. Admitting the ’negative value pre-
dicted only by DMC’ could be justified, then
another doubt arises asking why the sign alter-
nation occurs. We also provide possible discus-
sions for the sign of non-additivity.
System and methods
The target systems are shown in Fig. 1, ten
kinds of the Watson-Crick base pairs in B-DNA.
The preceding work9 provides the geometries
for all the ten pairs, and we take them to
be fixed. Though ’AT:AT’ and ’TA:TA’ are
schematically identical being in a mirror image
relation, but not practically identical because
of the different geometries in detail. Stack-
ing energies, ε(4) and ε(2) are evaluated using
ab initio methods to evaluate the non-additive
contribution,
∆E(4) =ε
(4)
VW:XY−
(
ε
(2)
VW+ε
(2)
YX+ε
(2)
VX+ε
(2)
YW
)
(1)
as defined by Sponer et al.,9 which does not in-
clude the contributions from hydrogen bonding
within each layer, V·Y and W·X, respectively.
To describe the dispersion interactions as the
main ingredient in the stacking, such meth-
ods going beyond MP2 (Moller-Plesset) level
2
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Figure 1: [fig:structure] Panel (a) shows the ex-
ample of the geometry for ’AA:TT’ pair. The
notational convention, ’VW:XY’, is according
to the standard one9 in this field, as explained
in the panel (b), where the bases V,W,X,Y ap-
pear in this order along ∩-shape wise.
treatment of electronic correlations are re-
quired. 24,26,33,34 We hence applied the FNDMC
(fixed-node DMC) method 24,26,33,34 using an
implementation, CASINO.35 For calibrations,
we also performed DFT (density functional
theory) calculations with different kinds of
XC (exchange-correlation) functionals, as well
as CCSD(T) [the coupled-cluster approach at
the singles and doubles level augmented with
perturbative triples], applied upon the same
pseudo potentials and basis sets as those used
in FNDMC. The feasibility of FNDMC applied
to the system size here has well been estab-
lished, achieving the accuracy to capture elec-
tronic correlations at the same level as those
by CCSD(T)/CBS (complete basis set limit).
10–22 Especially for the present B-DNA case, the
stacking energies evaluated by DMC are well
calibrated in detail in our preceding work.17
More detailed information about the computa-
tional conditions and numerical results are pro-
vided separately in Supporting Information.
Though CCSD(T)/CBS has widely been used
as the ’gold standard’36,37 to capture disper-
sion interactions, the authors do not know
any of preceding works evaluating the non-
additive contributions in the DNA stacking, to
our knowlege. It would be true because the
whole four-body system, (VW:XY), is too large
for CCSD(T)/CBS by the currently available
computational power. The largest possible ef-
fort was to evaluate it applying CCSD(T)/CBS
only to the two-body partial systems [(V:Y)
and (W:X)], and taking a sort of ’semi-empirical
like’ estimate for the whole four-body systems
using ’CCSD(T) coupled with MP2’.9 Parker et
al.29 stated that such a estimate can be just a
reference value, but not the conclusive standard
value.
Results and discussion
Fig. 3 shows the four-body stacking energies,
ε(4), for each base pair step. We see that
only B3LYP cannot properly describe the bind-
ing, being consistent with the well-known defi-
ciency in describing dispersion interactions.38
The binding described by LDA is known as an
artifact. 12,13,17–19,21,39,40 In Fig. 3, we can see
almost the same trend over the pairs obtained
by any of methods except by DMC. B3LYP-D3
is known to be able to capture dispersion in-
teractions in a handy manner,21,41 even proved
here by the fair coincidence with CCSD(T).
The CCSD(T) applied here is, however, not
perfect in the sense of the CBS correction, and
should be regarded as ’the overbinding than the
true binding’, as explained as follows: Since
the system is too large to be described by the
large enough basis sets for CCSD(T), we es-
timated the CBS correction basically by MP2
but with the further correction compensating
the difference between MP2 and CCSD(T).21
The ’further correction’ is estimated by using
the smaller basis sets, and not perfect enough
to correct the overbinding by MP2 appearing
in CBS corrections. This is the main reason
why CCSD(T) here gives the deepest binding
for all the pairs, as an artifact due to the MP2.
SAPT and DF-LMP2 are known to give such
predictions with correcting the overbinding,27
and that is actually confirmed in Fig. 3 when
compared to CCSD(T).
More sensitive dependence of DMC in Fig. 3
leads to the ’more wavy’ non-additive contri-
bution when compared with those evaluated by
other methods, as shown in Fig. 4. The sharp
contrast is found that only DMC gives the sign
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Figure 2: [fig:structurec] Ten kinds of the Watson-Crick base pairs in B-DNA we evaluated. Each
system is composed of four kinds of bases, adenine (A), thymine (T), guanine (G), and cytosine
(C) molecules.
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Figure 3: [fig:stacking] Four-body stacking energies, ε(4) [kcal/mol], for each base pair step evaluated
by various methods. The negative values correspond to the binding, and hence we see that only
B3LYP cannot properly describe the binding.
conversion in the dependence, which is the cen-
tral topic for the discussion given in the later
section.
Figure 4: [fig:nonadditive] Non-additive con-
tribution, ∆E(4) [kcal/mol], evaluated by
various methods. DF-LMP2+∆(T)27 and
SAPT0/jaDZl29 appearing in Fig. 3 are not
shown here because their non-additive contri-
butions are not available. For CCSD(T), the
data is taken from the preceding work.9
Non-additive contributions are not necessar-
ily due to the electronic correlation but al-
ways appears due to the non-linear processes
inside the system. In terms of the pertur-
bation expansion theory in SAPT, they are
sorted into five kinds33,34 of contributions in-
cluding, the ’induction’, the ’exchange’, and
the ’dispersion’. Even at Hartree-Fock level,
the ’exchange’ and the ’induction’ parts of the
non-additivity appears,33,34 for which we refer
them as ’SCF-level non-additivity’ hereafter.
9,14,16,26,42–44 Behavior of LDA in Fig. 4 would
be an appropriate reference for the ’SCF-level
non-additivity’ contribution, because it must
not be able to capture the non-local dispersion
contribution. Though the magnitude gets to
slightly be suppressed in other DFTs as well
as in CCSD(T), their behaviors show almost
the same dependence on pairs, implying that
the methods except DMC can capture only
the SCF-level contributions, being not capa-
ble to describe dispersion. Comparison between
B3LYP and B3LYP-D3 both in Fig. 3 and Fig. 4
would give a quite interesting fact: While D3
improves significantly the stacking energy it-
self (Fig. 3), it doesn’t work at all to capture
the non-additivity (Fig. 4). This is account-
able because in such vdW-XC as M06-2X and
B3LYP-D3, the correction for the dispersion is
made at the final energy-value level, not at the
wavefunction-deformation level (as the origin of
dispersion interactions), the latter of which is
essential for the non-additivity.
The behavior of CCSD(T) in Fig. 4 is quite
instructive, giving nothing on top of the SCF-
level contributions. It means that the disper-
sion cannot be captured by the feasible size of
basis sets for CCSD(T) at all. The tractable
CBS correction is made at MP2 level, for
which we cannot expect it to capture the non-
additivity because MP2 can take into account
the processes at most upto two-electrons exci-
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tations. In order to capture the non-additivity
in such systems with more than three sub-
systems, ’simultaneous one-electron excitations
in each sub-system’, i.e., ’more than three-
electron excitation in total’ should be taken into
account, for which at least MP3 treatments are
required.33,34 The practical CCSD(T) applied
here with tractable CBS corrections hence gives
a poor capturing of the non-additivity being al-
most the same level as those by DFT.
Though all the other methods give the non-
additivity being always positive, the negative
sign predicted by DMC can rather be supported
by London theory, as we explain in the intro-
duction section. The ratio of the stacking ener-
gies,
[
ε(4)/ε(2)
]
, would be an appropriate mea-
sure to examine the validity for applying the
London theory to the system. In London the-
ory, the ratio ranges 2.0-4.0 as explained in the
introduction section. In ab initio evaluations,
four different ε(2) for each base pair appear. By
taking arithmetically averaged mean, ε¯(2), the
ratio, ε(4)/ε¯(2), turns out to be ranging within
2.0∼5.5, being fairly in consistent with those in
London theory.
Admitting the negative non-additivity by
DMC as supported by the London theory, then
another question arises why we get positive val-
ues as well by DMC depending on the pairs.
As mentioned before, a slightly positive DFT
values in Fig. 4 could be attributed to the
SCF-level non-additivity (induction and ex-
change), and could hence be regarded as a sort
of the background noise when we discuss the
dispersion-related contributions. It is the case
for GG:CC, GC:GC, and CG:CG by DMC in
Fig. 4. As such, the positive DMC values at
TA:TA, GA:TC, and AG:CT are the target to
be considered why the positivity occurs.
As given in the introduction section, such
a positive non-additivity never appears in the
London model analysis. The most easy-going
suspiciousness would be made for the simple
assumption in London theory that the polar-
izability in four-body compounds have around
1Ref.9
2Present works
the twice larger magnitude of those in two-body
sub-compounds. As shown in the Table 4, how-
ever, it is almost true even when they are evalu-
ated by ab initio B3LYP-D3. We also note that
the additivity in the polarizability is a widely
accepted concept.45 The application of B3LYP-
D3 to evaluate the polarizability would be jus-
tified to some extent as shown in preceding
works,46 reporting the deviation from CCSD(T)
predictions usually kept within 3-6%.
By analyzing the decomposition of the non-
additivity into five terms in Eq. (1), as shown
in Fig. 5, we notice that the positive non-
additivity comes from the less cohesion (blue
bar) in the four-body composition. This is
also noticed from Fig. 3 that the pairs giving
the positive non-additivity show the shallower
stacking cohesion by DMC than that by other
abinitio methods.
The shallower cohesion of the four-body com-
pounds is now identified as the origin causing
the positive non-additivity. The factor mak-
ing the cohesion shallower would further be at-
tributed to the bonding bridging horizontally
between bases [as shown in Fig. 6 (a) and (b)]
as explained as below: The bridging partly con-
tributes the ’more cohesion’ in the horizontal
direction due to the hydrogen bonding .47,48 It
also give another contribution due to the repul-
sion vertically between the bridges at different
layers as evaluated in SI in detail, giving the
’less cohesion’. Both contributions would can-
cel each other, leading to the overall ’less cohe-
sion’ which sometimes makes the non-additivity
get to be positive, as the factor which was not
taken into account in the analysis using London
model.
To estimate the contributions quantitatively,
we firstly evaluated the Mulliken charge ap-
peared in the bridging location, as shown in
Fig. 6 (c). Based on the charge, we then eval-
uated the Madelung repulsion interaction, get-
ting +5∼10kcal/mol per a bond. Since the typi-
cal range of the energy gain due to the hydrogen
bonding is known to be less than 5∼6kcal/mol
49 ,it is likely to get the resultant positive con-
tribution making the cohesion shallower.
6
Figure 5: [fig:decomposeDMC] Non-additive contributions (black points) decomposed into 4-body
(red bars) and 2-body (blue bars)stacking energies evaluated by DMC [kcal/mol]. ’s’ and ’i’ (e.g.,
A//Ai) appearing in the labels for horizontal axis indicate intra- and interstrand stacking.
We tried to make further plausible explana-
tions accounting why the trend to get posi-
tive non-additivity on specific base pairs, but
it seems not convincing. As given in Table 1
in SI, we somehow found some rough, heuristic
rule based on the polar directions of the bridge.
It is, however, ’opposite’ in the sense that such
a polar direction gives attractive dipole-dipole
interactions while in the rule it should give re-
pulsive contributions. We have hence little con-
fidence about the rule, being a sort of acciden-
tal.
Conclusion
We applied DMC (diffusion Monte Carlo)
methods to evaluate the non-additive contribu-
tion to the inter-molecular binding at the DNA
stacking. Feasibility of the DMC is shown to
achieve enough statistical accuracy for the sys-
tem size of the problem. While other ab initio
methods estimate the contribution being small
and positive-definite for all the pairs, only DMC
gives such a prediction that the contribution
has sign inversion depending on the pairs with
larger values. Though none of the other meth-
ods predict the negative sign of it, a simple anal-
ysis using London model can justify the sigh.
We provide a plausible reason why the nega-
tive sign could not be reproduced even using
CCSD(T), attributing it to the practical han-
dling of the complete basis set correction (CBS)
based on MP2. Hydrogen bondings connecting
bases horizontally are identified to be the ori-
gin making the negative turn into the positive
by making the cohesion of the four-body com-
pounds shallower.
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All DMC calculations in this study were per-
formed by CASINO code35 with Burukatzki-
Filippi-Dolg pseudopotentials (BFD-PPs).50
We used the conventional Slater-Jastrow form,
ΨT (x1, ..., xN) = e
J(x1,...,xN) The Jastrow func-
tion, J(x1, ..., xN), used here consists of the one-
body (electron-ion) and two-body (electron-
electron) terms. ΨAS(x1, ..., xN), for the many-
body wave function used in DMC. ΨAS is a
single Slater determinant formed by the Kohn-
Sham orbitals generated by DFT-B3LYP im-
plemented in Gaussian0951 code, using VTZ
level basis sets. Parameters in the Jastrow
functions were optimized in VMC (variational
Monte Carlo) by the variance minimization
procedure.52 In DMC, the pseudo potentials
are treated under the locality approximation
using T-move scheme.53,54
In London theory,31,32 a stacking energy be-
tween the upper and lower layers scales as ε ∼
α(upper) ·α(lower), where α(upper, lower) denotes the
polarizability of each layer. In the model, the
molecules are attracted by each other by tran-
sient dipoles. The dispersion interaction, EL,
between the molecules A and B was calculated
by the formula,
EL = −
3
2
αAαB
IAIB
IA + IB
rAB
−6 , (2)
where rAB [A˚] is the intermolecular distance,
and αA,B [bohr
3] and IA,B [hartree] denote the
average polarizability and the ionization poten-
tial for each molecule, respectively.
Figure 6: [fig:hydLabel] Hydrogen bondings for
GA:TC base pair, shown inside the red broken
lines [left panel(a)], and its schematic picture
[panel(b)]. Small red arrows put on the N-
H bonding in the right panel mean the charge
transfer due to the negativity. Bridging bonds
can be sorted into a (N-H...O) or b (N-H...N),
and further labelled such as a+, b− etc., based
on the direction of the charge transfer. Panel(c)
shows the Mulliken charge analysis for the up-
per and lower layers. Blue indicates that the
charge is negative and red indicates positive.
As discussed in the main text, we presume a
main origin of the positive non-additivity com-
ing from the hydrogen bondings bridging be-
tween the bases horizontally. Looking back the
Fig. 1, one notices that all the ten cases include
only two kinds of hydrogen bondings (horizon-
tal), i.e., between ’A-T’ and ’G-C’. As shown in
8
Fig. 6 (b), these bridging bonds can be sorted
into a (N-H...O) or b (N-H...N), and further la-
belled such as a+, b− etc. based on the direc-
tion of the charge transfer expected due to the
negativity. By writing down the alignments of
the ’polarized bonds’ for each base pair as given
in Table. 1, we could extract some interesting
trend as follows. Since the ’±’ denotes the di-
rection of the ’polarization’, we can sort the
cases into ’P’ (parallel) or ’A’ (anti-parallel),
based on the relation between the ’polarization’
in upper and lower layer. Then, we can see that
the labelling ’P’ or ’A’ is fairly in accordance
with the sign of the non-additivity observed in
Fig. 4.
To examine whether such ’dipole’ directions
could really dominate the trend or not, we eval-
uated the Mulliken charge analysis on the bridg-
ing position using DFT B3LYP-D3, as shown
in Fig. 6 (in main text) as well as Fig.7∼16 (in
SI). From the analysis, we immediately notice
that, ’I. Large negative charges concentrate on
Oxygen site’, and ’II. On the bond, b/N...N-
H, little dipole is found’. We may therefore
neglect b-bond to consider as a dipole contri-
bution, only taking the bond, a/O...N-H, into
account [even when we consider b as well, the
consequence doesn’t change because when a is
P(A), b is also P(A)].
To estimate the repulsion between the upper
and lower layers, we evaluated the Madelung
energy by the Mulliken charges, getting the es-
timate around +5∼10 kcal/mol as shown in
Fig. 7.
Table 1: [Table:pseudoPol]The bondings lo-
cated from back to front are shown from left
to right in a line. Two lines for each pair corre-
sponds to upper and lower layers of a base step.
The sign appearing in the left-most column,
e.g., ’-/01aatt’, means if the non-additivity is
negative or positive. For 02atat, we put ’-+’
because it is ’zero’ within the errorbar. ’P/A’
appearing in the right-most column means ’par-
allel’ or ’anti-parallel’ based on the accordance
in the sign ordering in each layer. The pairs,
04∼06, are not considered to be put P/A be-
cause these pairs show only the SCF-level non-
additivity (see text).
Pairs upper layer ’parallel’ or
lower layer ’anti-parallel’
-/01aatt a− b+ (P)
a− b+
-+/02atat a+ b− (A)
a− b+
+/03tata a− b+ (A)
a+ b−
/04ggcc a+ b− a−
a+ b− a−
/05gcgc a− b+ a+
a+ b− a−
/06cgcg a+ b− a−
a− b+ a+
+/07gatc a− b+ (A)
a+ b− a−
+/08agct a+ b− a− (A)
a− b+
-/09tgca a+ b− a− (P)
a+ b−
-/10gtac a+ b− (P)
a+ b− a−
9
Figure 7: [fig:bridgeE] Comparison of the
Coulomb repulsion energies between the groups
of hydogen bonds in the both base pairs. The
number of sets of hydrogen bonds for energy
evaluation is given as the product of the number
of hydrogen bonds present between each base
pair. The values shown in the figure are con-
verted into one set. Hence, the total Coulomb
energy acting between hydrogen bonds was di-
vided by follow number. The number of system
contained by [A,A,C,C] is 4, by [G,G,C,C] is 9,
by [A,G,C,T] is 6.
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Table 2: Stacking energy and Pair potentail energy of CCSD(T)/CBS, SVWN, B3LYP, B3LYP-D3
and DMC. [kcal/mol]
Pairs CCSD(T)/CBS1 SVWN2 B3LYP2 B3LYP-D32 DMC2
AA:TT −14.70 −10.17 9.00 −12.04 −13.0± 0.4
A//As −6.06 −4.80 4.56 −4.94 −4.3± 0.3
T//Ts −4.18 −4.02 5.10 −3.84 −2.3± 0.3
A//Ti −2.34 −1.02 −0.14 −1.36 −1.7± 0.3
T//Ai −2.16 −1.20 −0.31 −1.70 −1.3± 0.3
AT:AT −13.32 −9.60 8.65 −12.42 −10.9± 0.7
A//Ts −6.64 −5.66 2.78 −6.31 −4.0± 0.4
A//Ts −6.64 −5.66 2.78 −6.31 −5.7± 0.4
T//Ti 0.88 1.15 1.72 0.96 1.1± 0.5
A//Ai −0.92 −0.74 1.21 −0.92 −1.7± 0.4
TA:TA −12.79 −9.50 1.39 −5.96 −7.2± 0.4
A//Ts −6.07 −5.24 1.39 −5.96 −5.6± 0.4
A//Ts −6.07 −5.24 1.39 −5.96 −5.6± 0.4
A//Ai −1.55 −1.23 3.65 −0.85 −2.0± 0.4
T//Ti 0.70 1.01 1.33 0.87 0.9± 0.4
GG:CC −11.46 −6.83 8.60 −10.35 −8.5± 0.7
G//Gs −3.54 −1.51 7.03 −2.44 −1.4± 0.5
C//Cs −1.62 −0.92 5.28 −1.27 −2.1± 0.4
C//Gi −3.68 −3.22 −1.83 −3.76 −3.1± 0.5
G//Ci −4.82 −4.39 −3.84 −4.83 −4.2± 0.7
GC:GC −15.38 −11.48 8.80 −13.79 −14.8± 0.9
G//Cs −10.80 −35.14 −25.26 −29.95 −10.7± 0.5
G//Cs −10.80 −35.14 −25.26 −29.95 −10.6± 0.5
C//Ci 3.09 3.38 3.65 3.27 2.0± 0.5
G//Gi 1.93 2.90 5.26 2.47 1.6± 0.5
CG:CG −17.33 −13.20 4.50 −15.97 −15.2± 1.0
G//Cs −7.88 −35.14 −25.26 −29.95 −7.1± 0.5
G//Cs −7.88 −35.14 −25.26 −29.95 −7.5± 0.5
G//Gi −3.91 −3.85 2.69 −4.03 −3.1± 0.4
C//Ci 1.24 1.39 2.06 1.24 2.1± 0.4
GA:TC −12.86 −8.71 10.14 −11.19 −8.9± 0.9
A//Gs −9.14 −8.03 3.06 −8.09 −10.2± 0.6
T//Cs −4.69 −4.22 2.83 −4.67 −4.9± 0.5
A//Ci −0.31 0.42 1.70 0.06 1.3± 0.5
T//Gi 0.58 1.11 2.01 0.94 −0.2± 0.5
AG:CT −13.50 −9.62 6.97 −12.82 −7.4± 0.9
A//Gs −7.58 −5.66 1.74 −6.67 −7.9± 0.6
T//Cs −6.07 −5.36 0.95 −6.12 −5.4± 0.5
T//Gi −0.47 −0.53 2.20 −0.56 −2.1± 0.6
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Table 2: Stacking energy and Pair potentail energy of CCSD(T)/CBS, SVWN, B3LYP, B3LYP-D3
and DMC. [kcal/mol]
Pairs CCSD(T)/CBS1 SVWN2 B3LYP2 B3LYP-D32 DMC2
A//Ci −0.18 0.00 1.35 −0.20 −0.2± 0.5
TG:CA −15.20 −11.37 5.98 −13.94 −15.7± 0.8
T//Gs −5.67 −4.63 1.51 −5.13 −5.5± 0.5
A//Cs −4.96 −4.05 3.26 −4.18 −3.2± 0.5
A//Gi −4.22 −3.88 1.06 −4.22 −3.9± 0.5
T//Ci −1.15 −0.94 −0.60 −1.17 −0.8± 0.5
GT:AC −13.36 −9.96 10.47 −11.99 −13.5± 0.6
T//Gs −4.96 −4.28 5.85 −4.45 −4.5± 0.4
A//Cs −5.44 −4.11 4.27 −4.47 −4.3± 0.3
T//Ci 0.30 0.53 0.82 0.41 −0.3± 0.4
A//Gi −4.06 −4.07 −1.07 −4.09 −3.6± 0.4
Table 3: Stacking interaction energy of Base pairs. [kcal/mol]
Pairs CCSD(T)1 LMP22 SAPT3 LDA4 B3LYP4 B3LYP-D34 M06-2X4 DMC4
AA:TT −14.7 −13.66 NA −10.17 9.00 −12.04 −8.39 −13.0± 0.4
AT:AT −13.3 −11.99 −10.87 −9.60 10.14 −11.19 −7.76 −10.9± 0.7
TA:TA −12.8 NA −11.92 −9.50 6.97 −12.82 −7.72 −8.3± 0.7
GG:CC −11.5 −10.29 −9.32 −6.83 8.65 −12.42 −5.67 −8.5± 0.7
GC:GC −15.4 −14.70 −14.48 −11.48 4.50 −15.97 −10.33 −14.8± 0.9
CG:CG −17.3 −16.15 −15.69 −13.20 8.80 −13.79 −12.25 −15.2± 1.0
GA:TC −12.9 −11.26 −10.22 −8.71 8.60 −10.35 −7.68 −8.9± 0.9
AG:CT −13.5 −12.39 −11.20 −9.62 10.47 −11.99 −7.74 −7.4± 0.9
TG:CA −15.1 −13.96 −13.63 −11.37 7.64 −12.02 −10.18 −15.7± 0.8
GT:AC −13.4 −12.01 −11.29 −9.96 5.98 −13.94 −8.17 −13.5± 0.6
Table 4: [tab:polarizabitity] London dispersion interactions [kcal/mol] Polarizability [Bohr3] Ion-
ization Energy [kcal/mol] Distance [Angstrom]
Pairs Label London Polarizability Ionization energy Distance
01aatt AA:TT −53.06 163.32 163.32 141.56 141.56 6.14
A//As −6.21 84.17 84.17 144.38 144.38 7.06
T//Ts −5.09 73.76 73.76 159.58 159.58 7.10
A//Ti −0.17 84.17 73.76 144.38 159.58 12.74
T//Ai −0.20 84.17 73.76 144.38 159.58 12.36
1Ref.9
2Present works
1Ref.9
2DF-LMP2+∆(T ) in Ref.27
3SAPT0/jaDZl in Ref.29
4Ref.55
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Table 4: [tab:polarizabitity] London dispersion interactions [kcal/mol] Polarizability [Bohr3] Ion-
ization Energy [kcal/mol] Distance [Angstrom]
Pairs Label London Polarizability Ionization energy Distance
02atat AT:AT −46.10 163.36 163.36 141.75 141.75 6.28
T//As −7.33 84.17 73.76 144.38 159.58 6.77
A//Ts −7.33 73.76 84.17 159.58 144.38 6.77
T//Ti −0.16 73.76 84.17 159.58 144.38 12.85
A//Ai −0.16 84.17 73.76 144.38 159.58 12.84
03tata TA:TA −62.53 163.35 163.35 141.69 141.69 5.97
A//Ts −3.65 73.76 84.17 159.58 144.38 7.61
T//As −3.65 84.17 73.76 144.38 159.58 7.61
A//Ai −0.11 84.17 73.76 144.38 159.58 13.68
T//Ti −0.48 73.76 84.17 159.58 144.38 10.66
04ggcc GG:CC −37.60 162.24 162.24 124.81 124.81 6.35
G//Gs −3.08 66.99 66.99 149.57 149.57 7.39
C//Cs −6.85 89.89 89.89 135.22 135.22 7.02
G//Ci −0.28 66.99 89.89 149.57 135.22 11.48
C//Gi −0.16 66.99 89.89 149.57 135.22 12.62
05gcgc GC:GC −45.83 162.24 162.24 124.81 124.81 6.14
C//Gs −7.85 89.89 66.99 135.22 149.57 6.59
G//Cs −7.85 66.99 89.89 149.57 135.22 6.59
C//Ci −0.14 66.99 89.89 149.57 135.22 12.89
G//Gi −0.28 89.89 66.99 135.22 149.57 11.48
06cgcg CG:CG −51.25 162.24 162.24 124.81 124.81 6.03
G//Cs −3.00 66.99 89.89 149.57 135.22 7.73
C//Gs −3.00 89.89 66.99 135.22 149.57 7.73
G//Gi −0.72 89.89 66.99 135.22 149.57 9.82
C//Ci −0.11 66.99 89.89 149.57 135.22 13.39
07gatc GA:TC −59.40 163.36 162.30 141.75 125.07 5.95
A//Gs −4.18 84.17 73.76 144.38 159.58 7.44
T//Cs −9.18 66.99 89.89 149.57 135.22 6.42
A//Ci −0.17 73.76 89.89 159.58 135.22 12.70
T//Gi −0.23 84.17 66.99 144.38 149.57 11.77
08agct AG:CT −45.72 162.28 163.35 124.98 141.69 6.22
G//As −6.16 84.17 89.89 144.38 135.22 7.11
C//Ts −3.94 66.99 73.76 149.57 159.58 7.25
G//Ti −0.17 89.89 73.76 135.22 159.58 12.71
C//Ai −0.23 84.17 66.99 144.38 149.57 11.80
09tgca TG:CA −55.98 163.32 162.24 141.56 124.81 6.01
G//Ts −4.71 84.17 73.76 144.38 159.58 7.29
C//As −2.11 66.99 89.89 149.57 135.22 8.20
G//Ai −0.11 73.76 89.89 159.58 135.22 13.61
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Table 4: [tab:polarizabitity] London dispersion interactions [kcal/mol] Polarizability [Bohr3] Ion-
ization Energy [kcal/mol] Distance [Angstrom]
Pairs Label London Polarizability Ionization energy Distance
C//Ti −0.55 84.17 66.99 144.38 149.57 10.21
10gtac GT:AC −59.40 162.3 163.36 125.07 141.75 5.95
T//Gs −7.48 89.89 73.76 135.22 159.58 6.78
A//Cs −8.04 84.17 66.99 144.38 149.57 6.53
T//Ci −0.24 73.76 66.99 159.58 149.57 11.54
A//Gi −0.14 89.89 84.17 135.22 144.38 13.40
Table 5: Non-additive contribution ∆E4.[kcal/mol]
Pairs CCSD(T)/CBS LDA B3LYP B3LYP-D3 M06-2X DMC
AA:TT 0.0 0.87 −0.21 −0.20 −0.08 −3.7± 0.7
AT:AT 0.0 1.31 0.16 0.16 0.02 −0.6± 1.1
TA:TA +0.2 1.20 −0.12 −0.12 −0.18 +5.6± 1.1
GG:CC +2.2 3.21 1.96 1.95 2.21 +2.3± 1.2
GC:GC +1.2 2.16 0.83 0.85 0.81 +2.8± 1.3
CG:CG +1.1 2.22 0.83 0.84 0.56 +0.4± 1.4
GA:TC +0.7 2.01 0.54 0.57 0.62 +5.1± 1.3
AG:CT +0.8 1.93 0.73 0.73 0.45 +8.1± 1.4
TG:CA +0.9 2.13 0.75 0.76 0.61 −2.3± 1.3
GT:AC +0.8 1.97 0.60 0.61 0.52 −0.9± 0.9
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Figure 8: Mulliken Charge distribution figures of AATT.
Figure 9: Mulliken Charge distribution figures of AT:AT.
Figure 10: Mulliken Charge distribution figures of TA:TA.
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Figure 11: Mulliken Charge distribution figures of GG:CC.
Figure 12: Mulliken Charge distribution figures of GC:GC.
Figure 13: Mulliken Charge distribution figures of CG:CG.
16
Figure 14: Mulliken Charge distribution figures of GA:TC.
Figure 15: Mulliken Charge distribution figures of AG:CT.
Figure 16: Mulliken Charge distribution figures of TG:CA.
17
Figure 17: Mulliken Charge distribution figures of GT:AC.
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