COVIDomaly: A Deep Convolutional Autoencoder Approach for Detecting
  Early Cases of COVID-19 by Khoshbakhtian, Faraz et al.
Proceedings of Machine Learning Research LEAVE UNSET:1–10, 2020 Machine Learning for Health (ML4H) 2020
COVIDomaly: A Deep Convolutional Autoencoder
Approach for Detecting Early Cases of COVID-19
Faraz Khoshbakhtian faraz.khoshbakhtian@mail.utoronto.ca
University of Toronto
Ahmed Bilal Ashraf Ahmed.Ashraf@umanitoba.ca
University of Manitoba
Shehroz S. Khan Shehroz.Khan@uhn.ca
KITE, University Health Network
Editor: Editor’s name
Abstract
As of September 2020, the COVID-
19 pandemic continues to devastate the
health and well-being of the global pop-
ulation. With more than 33 million con-
firmed cases and over a million deaths,
global health organizations are still a
long way from fully containing the pan-
demic. This pandemic has raised seri-
ous questions about the emergency pre-
paredness of health agencies, not only
in terms of treatment of an unseen dis-
ease, but also in identifying its early
symptoms. In the particular case of
COVID-19, several studies have indi-
cated that chest radiography images of
the infected patients show characteristic
abnormalities. However, at the onset
of a given pandemic, such as COVID-
19, there may not be sufficient data for
the affected cases to train models for
their robust detection. Hence, super-
vised classification is ill-posed for this
problem because the time spent in col-
lecting large amounts of infected peo-
ples’ data could lead to the loss of hu-
man lives and delays in preventive in-
terventions. Therefore, we formulate
this problem within a one-class classi-
fication framework, in which the data
for healthy patients is abundantly avail-
able, whereas no training data is present
for the class of interest (COVID-19 in
our case). To solve this problem, we
present COVIDomaly, a convolutional
autoencoder framework to detect un-
seen COVID-19 cases from the chest ra-
diographs. We tested two settings on
a publicly available dataset (COVIDx)
by training the model on chest X-rays
from (i) only healthy adults, and (ii)
healthy and other non-COVID-19 pneu-
monia, and detected COVID-19 as an
anomaly. After performing 3-fold cross
validation, we obtain a pooled ROC-
AUC of 0.7652 and 0.6902 in the two
settings respectively. These results are
very encouraging and pave the way to-
wards research for ensuring emergency
preparedness in future pandemics, espe-
cially the ones that could be detected
from chest X-rays.
Keywords: X-ray, Autoencoder,
Anomaly Detection, One-class Classifi-
cation, Convolutional Neural Network,
Deep Learning, Unsupervised Learning
1. Introduction
The earliest cases of COVID-19 were re-
ported in the media at the end of 2019 (Tay-
lor, 2020). The virus continues to spread to
this day, and has been classified as a global
pandemic resulting in the death of over 1
million people and 33 million infected cases.
As per the WHO’s 6 Phase model of pan-
demics (Organization et al., 2009), by the
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end of 2019, COVID-19 was apparently in
early Phase 3, which is commonly referred to
as the “Pandemic alert period” and defined
as, an animal or human-animal influenza
reassortant virus has caused sporadic cases
or small clusters of disease in people, but
has not resulted in human-to-human trans-
mission sufficient to sustain community-level
outbreaks. Early detection of pandemic cases
at this phase is important so that sufficient
preventative steps are taken and transition-
ing to subsequent phases of pandemics may
be contained. However, the challenge is that
sufficient infected cases may not be available
at this phase to make an informed decision.
COVID-19 is caused by the severe acute
respiratory syndrome coronavirus 2 (SARS-
CoV-2). Currently, reverse transcription-
polymerase chain reaction (RT-PCR) is the
gold standard screening method for this vi-
ral infection (Wang et al., 2020). This test
shows high specificity (Corman et al., 2020;
Lan et al., 2020), albeit with variability and
inconsistency (West et al., 2020), along with
being expensive and very time-consuming.
Since early 2020, several studies have
indicated promising results for screening
COVID-19 patients by chest radiology imag-
ing, including chest x-rays and CT scans
(Huang et al., 2020; Luz et al., 2020;
Oh et al., 2020; Wang and Wong, 2020;
Tuluptceva et al., 2020; Fang et al., 2020;
Gozes et al., 2020). While CT scans offer
superior quality and 3D details of imaging
(Fang et al., 2020; Gozes et al., 2020), they
are costly, require sanitation of the scan-
ner after each scan, and may not be readily
available in the healthcare ecosystems of low-
income countries. On the other hand, Chest
X-ray (CXR) is a promising imaging modal-
ity as it is easily available, and can be used
for rapid triaging (Wang and Wong, 2020).
Despite the easy availability of an imaging
modality, identifying early cases of COVID-
19 remains a challenge.
Most of the studies that use CT-scans
and/or CXR assume a supervised classifica-
tion setting to detect COVID-19 cases (Luz
et al., 2020; Oh et al., 2020; Wang and Wong,
2020; Zhang et al., 2020). It is common
knowledge in the machine learning field that
large amounts of training data is required
to build robust and generalizable supervised
classifiers. The premise of these supervised
classification studies is that sufficient cases
of COVID-19 have already occurred. From
a data-driven machine learning perspective,
this translates to having access to more data
for training better classifiers. However, it
is non-compassionate and catastrophic to let
millions of people get infected (and possi-
bly die) in order to collect sufficient data to
train classifiers. Furthermore, this approach
does not help detect early cases of a pan-
demic, such as COVID-19, which is necessary
to contain and prevent further loss of human
life. We argue that supervised classification
for detecting COVID-19 could be regarded
as a good strategy only after, but not before
the fact. Therefore, there is a need to postu-
late alternative problem formulations for de-
tecting early cases of COVID-19 in order to
prevent the spread of a virus from becoming
a full scale pandemic.
One-class Classification (OCC) (Khan and
Madden, 2014) framework offers an alterna-
tive paradigm to learn classifiers from only
normal/positive samples and identify the
not-normal samples as anomaly. In OCC,
the samples for normal class are readily avail-
able (e.g. healthy CXR) at no additional
cost; however, the samples for not-normal
class (COVID-19 cases) may be either un-
available, poorly sampled or too costly to col-
lect (both in terms of dollars and human life).
We formulate early detection of COVID-19
cases from CXR as a OCC problem, given
the challenge in collecting infected samples
data and the accompanying cost. To demon-
strate the validity of our proposal, we present
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the COVIDomaly framework using a convo-
lutional autoencoder (CAE) that is trained
on CXR of healthy adults only, and tested on
both healthy and COVID-19 CXR. Our mo-
tivation is to train a CAE that is able to de-
tect COVID-19 cases, without ever being ex-
posed to them during the training phase, by
recognizing the COVID-19 cases as anoma-
lous samples vis-a`-vis the training data dis-
tribution. Since ‘not-normal’ samples are not
needed in this formulation, labeling normal
samples is not required and learning of the
‘normal’ concept can be achieved in an un-
supervised manner. There exist very few pa-
pers that may have used similar setup with
some CXR samples for training (refer to Sec-
tion 2 for details); ours is the first proposal to
detect COVID-19 cases in an entirely OCC
manner with no access to these cases during
the training phase. To validate the early de-
tection of COVID-19, we experimented with
the following two data-availability settings:
(i) CXR from healthy people as the normal
class.
(ii) CXR from healthy and non-COVID-19
pneumonia as the normal class.
The normal class refers to the existing
data that is already available at the onset
of COVID-19 pandemic and can be used to
train a one-class classifier, a CAE in this
case. For the above two settings, the CAE
is trained on the normal class and tested
on normal and not-normal (i.e. COVID-19).
Our results show encouraging performance
and opens up a new direction of research for
emergency preparedness for future waves of
COVID-19 or other potential pandemics.
2. Related Work
Recent breakthroughs in deep learning have
been successfully translated into the screen-
ing of COVID-19 cases through radiology
imaging (Luz et al., 2020; Oh et al., 2020;
Wang and Wong, 2020; Zhang et al., 2020;
Ucar and Korkmaz, 2020). Most of these
works have been conducted in a supervised
classification setting. As discussed in the
previous section, and due to the scope of this
paper, we will only discuss those studies that
use either OCC or anomaly detection setup
for detecting COVID-19 using CXR.
Zhang et al. (2020) propose the confidence-
aware anomaly detection (CAAD) model
that works by a convolutional feature detec-
tor model feeding into an anomaly detection
module and a confidence prediction module
that work together to classify instances of
healthy control, viral-pneumonia, and non-
viral pneumonia. CAAD utilizes an anomaly
detection module that enables it to poten-
tially train in the absence of viral pneumo-
nia CXR cases. However, CAAD relies on its
confidence prediction module and needs posi-
tive viral-pneumonia CXR training examples
to increase its AUC from 0.8361 to 0.8747
on a test set comprising of normal cases and
viral-pneumonia cases.
Tuluptceva et al. (2020) propose a deep au-
toencoder with progressively growing blocks
with residual connections to detect abnor-
malities in CXR images. The model uti-
lizes the anomaly detection framework where
an autoencoder learns the characteristics of
“normal” CXR and could potentially detect
out-of-distribution anomalous CXR images.
The model, however, uses both normal and
abnormal cases during the training. The au-
thors use the model for the more general task
of detecting abnormalities in CXR images
and metastases in the lymph node. The au-
thors achieve an ROC-AUC of 0.90 for de-
tection of normal cases from abnormal cases
(metastases) (Wong et al., 2020).
Li et al. (2020) presented COVID-19 de-
tection from CXR images as a cost-sensitive
learning problem to handle high misdiagno-
sis cost of COVID-19 cases because of their
visual similarity to other pneumonia cases.
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Then, they presented a conditional center-
loss to consider class-conditional information
while learning the center points per class
to overcome the problem of feature similari-
ties between COVID-19 and other pneumo-
nia cases. The cost matrix was provided by
clinical experts to reduce misdiagnosis rate.
This approach still assumes sufficient data
for COVID-19 cases, which may not be avail-
able during early stages of a pandemic.
It is clear from the literature review that
there is a paucity of research using a pure
OCC or anomaly detection approaches to-
wards early detection of COVID-19 cases.
Research on these techniques can signifi-
cantly impact the emergency preparedness
of public health agencies. Our main con-
tribution is to formulate early detection of
COVID-19 from CXR in an OCC setup
(called as COVIDomaly) and test it on a
large publicly available CXR dataset. The
models are trained only on either healthy
CXR, or healthy plus non-COVID-19 pneu-
monia CXR, which are abundantly and easily
available at a given time and can be used to
detect COVID-19 as an anomaly.
In the next section, we discuss our pro-
posed model architecture, including data
processing, followed by experiments and re-
sults. The paper concludes with a discussion
and pointers to future research directions.
3. COVIDomaly
The proposed COVIDomaly framework com-
prises of a convolutional autoencoder (CAE)
for detecting COVID-19 as an anomaly from
CXR images. We choose CAE architecture
because fully connected autoencoders ignore
the 2D image structure and learn global fea-
tures, whereas, CAE preserves spatial local-
ity, with shared weights among all locations
in the input, which prevents the risk of over-
fitting and reduces the number of learned
parameters (Masci et al., 2011). A typical
CAE comprises of an encoder-decoder pair.
Each encoder layer consists of several con-
volutional layers, followed by pooling layers,
and terminates with one or more fully con-
nected layers. The decoder part mirrors the
encoder architecture in reverse order with
up-sampling and deconvolution layers. Dur-
ing training, the network learns to extract
spatial features via the encoder stage, fol-
lowed by the decoder that reconstructs the
input image using the latent encoded repre-
sentation. This goal is achieved by minimiz-
ing the Mean Squared Error (MSE) between
the input image and the reconstructed im-
age. During the training phase, the CAE
gets to see only the normal cases, and con-
sequently ends up learning to extract fea-
tures that are good for reconstructing the
normal cases. As such, the CAE is expected
to produce a low reconstruction error for
normal samples in the test set, while giv-
ing higher reconstruction error for the out-of-
distribution or anomalous samples. There-
fore, the CAE’s reconstruction error can be
used as a score to detect anomalies.
3.1. Architecture
COVIDomaly contains a CAE that consists
of an encoder-decoder pair. Firstly, the input
CXR images are resized to 224×224 and the
number of channels is reduced to 1. There-
fore, the input to the encoder is a grayscale
CXR image; after three (alternate) Convolu-
tions, Maxpooling, Batch Normalization lay-
ers, followed by a fully connected layer, the
encoder produces a latent representation of
dimension 128 (see Table 1).The input to the
decoder is this latent representation followed
by one fully connected layer and three (al-
ternate) Batch Normalization, Convolution
Transpose and Upsampling layers to recon-
struct an image with the same dimension as
input CXR (see Table 2).
The encoder is composed of three convo-
lution blocks (C1, C2, C3) and a fully con-
nected block (FC1). Each of C1, C2, C3
4
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consists of four layers: a batch normaliza-
tion layer, a convolution layer, a leaky ReLU
layer, and a Maxpool (size = 2 × 2) layer.
The kernel size is 7 × 7, stride = 1, and
padding = 2, for each convolution layer. C1,
C2, and C3 produce outputs consisting of 8,
16, and 32 channels respectively. The fully
connected block (FC1) consists of a flattened
layer (output size: 25088× 1), and two fully
connected layers with leaky ReLU layers, to
reduce the dimensiononality of the data to
128 (see Table 1 for more information).
Table 1: COVIDomaly’s Encoder
Layer Output Size Block
Input (224,224,1) Input
BatchNormalize (224, 224, 1) C1
2D-Conv (LeakyReLU)(7 ∗ 7) (224,224,8) C1
2D-MaxPool(2,2) (112,122,8) C1
BatchNormalize (112, 112, 8) C2
2D-Conv (LeakyReLU)(7 ∗ 7) (112,112,16) C2
2D-MaxPool(2,2) (56,56,16) C2
BatchNormalize (56,56,16) C3
2D-Conv (LeakyReLU)(7 ∗ 7) (56,56,32) C3
2D-MaxPool(2,2) (28,28,32) C3
Flatten (25088,) FC1
Linear(LeakyReLU) (256,) FC1
Linear(LeakyReLU) (128,) FC1
The decoder is composed of a fully con-
nected block (FC2) and three deconvolution
blocks (DC1, DC2, DC3). The fully con-
nected block (FC2) consists of two fully con-
nected layers where both use leaky ReLU ac-
tivation and expand the dimensions of data
from (128, ) to (25088, ), which is then re-
shaped as (28, 28, 32) and passed on to the
three deconvolution blocks (DC1, DC2, and
DC3). Each of these blocks consists of four
layers: a batch normalization layer, a convo-
lution transposed layer, a leaky ReLU layer,
and an Upsampling layer (factor=2) . The
kernel size is 7 × 7, stride = 1, padding = 2
for each convolution transposed layer. DC1,
DC2, and DC3 produce outputs of 32, 16,
and 8 channels respectively. (See Table 2).
As mentioned in Section 1, the proposed
COVIDomaly network is trained on two
configurations of ‘normal’ cases: (i) CXR
Table 2: COVIDomaly’s Decoder
Layer Output Size Block
Input (128,) Input
Linear(LeakyReLU) (256,) FC2
Linear(LeakyReLU) (25088,) FC2
ViewAs (28,28,32) FC2
BatchNormalize (28,28,32) DC1
2D-ConvTranspose(LeakyReLU)(7 ∗ 7) (28,28,16) DC1
UpSample(factor=2) (56,56,16) DC1
BatchNormalize (56,56,16) DC2
2D-ConvTranspose(LeakyReLU)(7 ∗ 7) (56,56,8) DC2
UpSample(factor=2) (112,112,8) DC2
BatchNormalize (112,112,8) DC3
2D-ConvTranspose(LeakyReLU)(7 ∗ 7) (112,112,1) DC3
UpSample(factor=2) (224,224,1) DC3
Output (224,224) Output
from healthy people only, and (ii) CXR
from healthy and non-COVID pneumonia
patients. Both healthy and/or non-COVID
pneumonia cases are considered as “nor-
mal” classes because abundant data is read-
ily available for them. These two cases also
represent different levels of complexity in
defining the normal class.
For both the settings, 3-fold cross-
validation is performed; for each fold the net-
work is trained for 750 epochs with a batch-
size of 100. The loss function is the Mean
Squared Error (MSE), and Adam optimizer
is used for optimization with an initial learn-
ing rate of 10−3. We then progressively re-
duced the learning rate by by 3× 10−4 after
every 250 epochs, eventually settling on 10−4
after 750 epochs of training.
4. Experimental Results
4.1. Dataset
To test the COVIDomaly framework, we use
the publicly available COVIDx dataset intro-
duced by Wang and Wong (2020). COVIDx
is an ongoing project, i.e. the number of
available examples may change through time.
Currently, COVIDx is composed of 8851
CXR images of “healthy”, 6052 CXR images
of “non-COVID pneumonia”, and 498 CXR
images of “COVID-19” infected persons.
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16@56x56 32@28x28Input Image: 
224x224
8@112x112 32@28x28 16@56x56 8@112x112 Reconstructed Image: 224x224
(128,)
C1 C2 C3 FC1 FC2 DC1 DC2 DC3
Figure 1: COVIDomaly Architecture: The Convolutional Autoencoder architecture of COVIDomaly
consists of an encoder-decoder pair. The encoder is composed of three convolution blocks (C1, C2,
C3, C4) a fully connected block (FC1). The decoder is Composed of a fully connected block (FC2)
and three deconvolution blocks (DC1, DC2, DC3).
4.2. Evaluation
In each fold of the 3-fold cross validation
for setting (i), COVIDomaly was trained on
2/3 of the normal cases (approximately 5900
CXR images), and tested on the remaining
1/3 of the normal cases (approximately 2950
CXR images) and 1/3 COVID-19 cases (166
CXR images). Similarly, for each fold for set-
ting (ii), COVIDomaly was trained on 2/3
of the normal plus non-COVID-19 pneumo-
nia cases (approximately 9930 CXR images),
and tested on the remaining 1/3 of the nor-
mal plus 1/3 of non-COVID-19 pneumonia
cases (approximately 4960 CXR images) and
1/3 COVID-19 cases (166 CXR images). The
process is repeated three times. The perfor-
mance metric used to evaluate the models for
both the settings is Area Under the Curve
(AUC) of the Receiver Operating Character-
istic (ROC) plot. We calculated AUC using
two methods. Firstly, we calculated AUC
for each fold and reported the mean (AUCµ)
and standard deviation (AUCσ) across 3-
folds. Secondly, we calculated pooled AUC
(AUCp) across 3-folds by concatenating the
reconstruction error after each fold and cal-
culating the AUC after the completing the
3-fold cross validation.
For case (i), we obtained AUCµ = 0.7650
and AUCσ = 0.0237, and AUCp = 0.7652.
For case (ii), we obtained AUCµ = 0.6903
and AUCσ = 0.0206, and AUCp = 0.6902.
These results suggest that COVID-19 can be
detected as an anomaly when the CAE au-
toencoder is trained only on healthy CXR
images without seeing COVID-19 cases dur-
ing training. However, when the normal class
comprises of both healthy and non-COVID-
19 pneumonia CXRs, the performance of
COVIDomaly deteriorates. This could be
due to the fact that COVID-19 pneumonia
CXRs may have high resemblance with non-
COVID-19 pneumonia CXRs in terms of ra-
diographic appearances of multifocal ground
glass opacities, linear opacities, and con-
solidation (Cleverley et al., 2020). In the
COVID-Net paper (Wang and Wong, 2020),
the authors reported high accuracy for classi-
fication between COVID-19 and other pneu-
monia CXRs in a supervised setting. There
appear to be two potential problems with the
claim. Firstly, it goes against the common
clinical understanding that both COVID-
19 and non-COVID-19 pneumonia can have
similar features. Secondly, their test sample
size is very small. Moreover, it is not clear as
to how they chose that convenience sample,
and why more rigorous evaluation techniques
(e.g. cross validation) were not utilized in
Wang and Wong (2020).
To verify the similarity of COVID-19 and
non-COVID-19 pneumonia cases, we trained
COVIDomaly on only CXR of non-COVID-
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19 pneumonia and tested on CXR of non-
COVID-19 pneumonia and COVID-19 in a 3-
fold cross-validation manner described above
(we call it as setting (iii)). For setting (iii),
we obtained AUCµ = 0.6781 and AUCσ =
0.0184, and AUCp = 0.6778, which is very
similar in performance to setting (ii). This
shows that COVIDomaly is still able to de-
tect COVID-19 cases with fairly good confi-
dence even with only seeing non-COVID-19
pneumonia CXR during training the model.
Table 3: AUC of ROC from the three exper-
iments
Training
Cases
Performance
AUCµ AUCσ AUCp
(i) Healthy 0.7650 0.0237 0.7652
(ii) Healhty +
Pneumonia
0.6903 0.0206 0.6902
(iii) Pneumo-
nia
0.6781 0.0184 0.6778
To visually understand the input CXR and
its reconstruction during testing phase for
both the normal and COVID-19 cases for set-
ting (i), we present examples corresponding
to 5 lowest reconstruction errors for normal
CXR images (Figure 2) and COVID-19 ex-
ample cases corresponding to top 5 recon-
struction errors (Figure 3). As can be seen
in the case of normal CXRs in Figure 2,
the reconstructed images appear very sim-
ilar to the input CXR, albeit a bit hazy -
which is an after effect of using the MSE
loss. However, as seen in Figure 3, in the
case of COVID-19, the reconstructed CXRs
appear more distorted. This indicates that
COVIDOmaly could not reconstruct these
CXRs properly, and therefore they were de-
tected as anomalies. Although there may be
some cases of badly reconstructed normal im-
ages and COVID-19 CXR images with low
reconstruction error, these two figures pro-
vide an insight into the reason for superior
performance in setting (i).
Figure 2: The images on the left are from normal
CXR and on the right are their reconstructions
by the CAE. At testing time, good reconstruc-
tions of normal cases allow us to detect them as
non-anomalous cases.
Figure 3: The images on the left are from
COVID-19 CXR and on the right are their re-
constructions by the CAE. At testing time, the
distortions and poor reconstructions enable our
method to detect COVID-19 cases as anomalies.
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5. Conclusions and Future Work
In this paper, we introduced COVIDomaly,
a convolutional autoencoder based anomaly
detection framework designed for the early
detection of COVID-19 cases by only train-
ing it on the CXR images from healthy pa-
tients. Although COVID-19 has already
turned into a pandemic, we argue that us-
ing COVIDomaly model, early cases in a fu-
ture pandemic or newer waves of an exist-
ing pandemic could be detected with high
confidence by only utilizing the abundantly
available normal CXR images across various
health organizations. From the deep learn-
ing perspective, this preliminary work would
benefit from incorporating attention modules
and integrated gradients to signify the re-
gions of the image that have played a decisive
role toward producing a particular decision
Jetley et al. (2018); Woo et al. (2018); Sun-
dararajan et al. (2017). Another direction of
research is exploring a combination of multi-
ple loss functions, such as gradient loss and
intensity loss that have shown good perfor-
mance in other domains. This architecture
may further benefit by making use of differ-
ent image-to-image transformation networks
such as the U-Net Long et al. (2015). More-
over, currently we have presented separate
results from individual anomaly detectors by
considering various definitions of “normal”
class (i.e. healthy alone, healthy plus non-
COVID pneumonia, and non-COVID pneu-
monia alone); in the future we plan to de-
velop fusion strategies to combine the out-
puts of individual anomaly detectors trained
on CXRs from various non-COVID condi-
tions for which data is available abundantly
in pre-pandemic times.
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