We exhibit pairs of infinite-volume, hyperbolic three-manifolds that have the same scattering poles and conformally equivalent boundaries, but which are not isometric. The examples are constructed using Schottky groups and the Sunada construction.
Introduction
The purpose of this paper is to explore the spectral geometry of the scattering operator by exhibiting examples of infinite volume hyperbolic threemanifolds that are 'isoscattering' in a sense we will make precise, but have distinct geometries. To do so we will work with convex co-compact hyperbolic manifolds associated to Schottky groups of hyperbolic isometries.
This class of manifolds, described in greater detail in what follows, may be thought of as interiors X of handlebodiesX equipped with a metric that puts the boundary at metric infinity. The interior carries a hyperbolic structure, and the boundary, ∂X, carries an induced conformal structure as a Riemann surface.
Associated to the hyperbolic structure is a Laplace-Beltrami operator with at most finitely many L 2 eigenvalues and continuous spectrum of infinite multiplicity [LP1, 2] . The scattering operator, S X (s), characterizes asymptotic behavior of generalized eigenfunctions associated to the continuous spectrum. It is a pseudodifferential operator on C ∞ (∂X). The Let S 1 and S 2 be two such surfaces. The manifolds X i = (0, 1) × S i can be given a hyperbolic warped product metric and are conformally compact withX i = [0, 1] × S i . Moreover (e.g. [PP] ), the scattering poles of X i are computable entirely in terms of the eigenvalues and Euler characteristic of the S i equipped with the hyperbolic metric. Thus X 1 and X 2 are isoscattering. To our knowledge, ours is the first set of counterexamples involving three-dimensional hyperbolic manifolds of infinite volume other than these.
In what follows, we will first discuss spectral and scattering theory for a class of hyperbolic manifolds that includes Schottky manifolds ( §2). Next, we recall some basic facts about Schottky manifolds that will be important in our construction ( §3). In §4 we recall Bérard's transplantation version [B1] of Sunada's construction and prove a transplantation result that is then used in §5 to construct the examples.
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Scattering Theory
In this section, we recall some basic facts about geometry and spectral theory on convex co-compact hyperbolic manifolds.
Let Γ be a discrete group of isometries of real hyperbolic space H 3 . The group Γ is geometrically finite if it admits a finite-sided geodesic polyhedron as a fundamental domain. A necessary but not sufficient condition is that Γ be finitely generated. The group Γ also acts on the geometric boundary of H 3 (visualized, for example, as the Riemann sphere in the ball model of hyperbolic space) by conformal transformations. This action partitions S 2 into Λ(Γ), the limit set for Γ, and Ω(Γ), the domain of discontinuity, which is the largest domain on which Γ acts properly discontinuously. The group Γ is called convex co-compact if the hyperbolic convex hull of the limit set intersects any fundamental domain in a compact subset of H 3 ; this condition excludes fundamental domains with cusps. If Γ is also torsionfree, which will be the case for the examples we construct, the orbit space X = Γ \ H 3 is a smooth manifold with a natural hyperbolic structure.
The manifold X is the interior of a compact manifold with boundaryX, called the Klein manifold, given byX = (Γ \ H 3 ) ∪ (Γ \ Ω(Γ)). Thus ∂X = Γ \ Ω(Γ) has a natural conformal structure. Moreover, X is a conformally compact manifold [Maz1] , [MazM] : that is, the hyperbolic metric g on X takes the form ρ −2 h where ρ ∈ C ∞ (X) is a defining function forX (i.e. a smooth positive function onX that vanishes to first order at ∂X) and h is the restriction to X of a smooth nondegenerate metric forX. Note that ρ and h are determined up to multiplication by a smooth, bounded, invertible function onX. We denote the Laplace-Beltrami operator on X by ∆ X .
The operator ∆ X is a positive operator with at most finitely many eigenvalues in [0, 1) (see [LP1, Theorem 4.8]) , and if the Hausdorff dimension of the limit set, Λ(Γ), is less than one, there are no L 2 eigenvalues. The spectrum of ∆ X in [1, ∞) is absolutely continuous (see [LP2] ). Thus, the resolvent operator
is meromorphic in the half plane (s) > 1 with at most finitely many poles due to the eigenvalues of ∆ X . The remaining spectral information is contained in the continuous spectrum, corresponding to the line (s) = 1 in the complex s-plane, and encoded in the scattering operator.
To define the scattering operator, we recall the following uniqueness theorem [Bo] , [JS] , [Me] : Theorem 2.1. Let (s) = 1 with s = 1, and let f − ∈ C ∞ (∂X). Then there is a unique solution u ∈ C ∞ (X) of the eigenvalue equation
This uniqueness theorem is analogous to the uniqueness theorem for harmonic functions in the upper half-plane with given boundary data, and implies that there is a one-to-one map P s X : 
This map is the scattering operator for ∆ X on X, and it follows from this definition that S X (s)S X (2 − s) = I. Note that the scattering operator depends on a choice of defining function for X. This dependence is trivial since, if ρ andρ are defining functions forX,ρ = hρ for a bounded smooth function that is strictly positive onX, and the corresponding scattering operators are related by S(s) = h −s S(s)h n−s . In our construction, we will make a choice for ρ that is natural to the problem.
The scattering operator S X (s) extends to a meromorphic family of elliptic pseudodifferential operators on C with S X (s) of order (2 (s)−2) [A] , [FrHP] , [JS] , [M] , [MazM] , [Pe1] . As defined above, the scattering operator has trivial poles in (s) > 1 inherited from the scattering operator on the covering space H 3 . For this reason, it is convenient to work instead with the renormalized operator
where Γ(s) is the Gamma function. Thus S X (s) has at most finitely many poles in the half-plane (s) > 1. The poles of S X (s) are among the zeros of Selberg's zeta function for the group Γ [Pe2] and thus carry geometric information. Moreover, it follows from the connection between scattering poles and zeros of the zeta function established in [Pe2] and the lower bound on zeros of the zeta function established in [SjZ, Example 6, p. 856 and Remark 3, p. 851 ] that the scattering operator has infinitely many poles in the half-plane (s) < 1.
In line with the question "Can one hear the shape of a drum?" (i.e. do the eigenvalues of a compact manifold determine the manifold up to isometry; see for example the survey [B2] ) we would like to know to what extent S X (s) determines (X, g). It is known, for instance, that ifX 2 is a quasiconformal deformation ofX 1 , and the difference of scattering operators is trace-class, then X 1 and X 2 are isometric [Pe5] . Moreover, it is known that the scattering operator determines the conformal structure on ∂X through its principal symbol [JS] . Finally, it is shown in [BoMT] that if X 1 and X 2 are quasi-isometric then the norm of the difference of scattering operators measures the K-quasi isometry of X 1 and X 2 .
Here we focus on the scattering poles as geometric data analogous to eigenvalues of the Laplacian on a compact manifold. We define the multi-plicity of a scattering pole s 0 to be the number
where γ s 0 ,ε is a closed curve of index 1 enclosing s 0 and no other singularity of S X (s). It follows from the analysis of [PP, section 5] , that the operator S X (s) −1 S X (s) has finite-rank residues at its singularities, and that the number n s 0 is an integer.
Schottky Manifolds
We begin with the following standard construction of classical Schottky groups: Construction 3.1. Let {C j : j = 1, . . . , 2g} be a collection of circles on the Riemann sphere S 2 , such that the C j 's are disjoint and have mutually disjoint interiors. For each i, i = 1, . . . , g, let A i be a Möbius transformation that takes C 2i−1 to C 2i , and takes the interior of C 2i−1 to the exterior of C 2i . Let D denote the domain of S 2 exterior to all the circles C i . The following lemma is then classical:
s generate a free, discrete group of Möbius transformations Γ. If we denote by Λ the limit set of Γ, then a fundamental domain for the action of
It is easy to check that the limit set Λ is a Cantor set of Lebesgue measure 0 in S 2 .
It is not difficult to see that S = Γ\Ω is conformally equivalent to a surface of genus g. Indeed, Γ\Ω is obtained from D by gluing the circle C 2i−1 to the circle C 2i via the map A i , for i = 1, . . . , g, to obtain g handles. It will be convenient to observe that the g gluing lines give us g disjoint and homotopically distinct simple closed curves on S that together do not disconnect S. In fact, removing the g curves from S leaves the connected region D.
We may now extend the action of Γ to hyperbolic 3-space H 3 . A fundamental domain for the action of Γ on H 3 may be obtained by viewing S 2 as the boundary of the 3-disk D 3 . For each C i , we consider the hemisphere H i in D 3 whose boundary is C i . The fundamental domain for the action of Γ on H 3 is obtained by removing, for each i, the component of
It is easily seen from this that the quotient M = Γ \ H 3 is a handlebody of genus g, whose boundary is the surface S. Furthermore, the g curves ob- tained as the gluing lines above become homotopically trivial in M , because they may be retracted along the hemispheres H i . This construction goes through with little change if one allows the C i 's to be Jordan curves rather than round circles, provided that the maps A i : C 2i−1 → C 2i remain Möbius transformations. The only change that is needed in the discussion above is in the description of the fundamental domain F , since there is no geometrically natural replacement for the hemispheres H i .
A group Γ of Möbius transformations constructed in this way is called a Schottky group, and the quotient hyperbolic manifold M a Schottky manifold.
Our first observation is that we may invert this procedure: 
. , g a Möbius transformation
A i : C 2i−1 → C 2i , such that if Γ is the group generated by the A i 's, then S = Γ \ Ω(Γ),
and the curves γ i are homotopically trivial in
Proof. Let us make a particular choice of circles in Construction 3.1 of classical Schottky groups, to obtain a fixed Schottky group Γ 0 with corresponding surface S 0 and curves {γ 0,i : i = 1, . . . , g}.
We now consider the surface S. Since S − ∪γ i is connected, the classification of surfaces tells us that it is diffeomorphic to the sphere S 2 with 2g holes removed. Therefore, there is a smooth map φ : S 0 → S that takes the curves γ 0,i to the curves γ i . Since S 0 and S are compact, φ must be quasi-conformal.
We may then use φ to pull back the conformal structure on S to S 0 . Lifting this conformal structure to Ω ⊂ S 2 and hence to all of S 2 gives us a measurable conformal structure on S 2 invariant under Γ and quasiconformally equivalent to the standard conformal structure. Taking this new conformal structure on S 2 to the standard conformal structure conjugates Γ 0 to a new Schottky group Γ that clearly has the desired properties.
Definition 3.4. Given a Riemann surface S, we will say that a family of g disjoint, homotopically distinct simple closed curves on S that together do not separate S defines a Schottky structure on S. Two Schottky structures 314 R. BROOKS, R. GORNET AND P. PERRY GAFA are the same if the identity map on S extends to a homeomorphism of the corresponding Schottky manifolds.
It follows that if two Schottky structures are the same, the homeomorphism of Definition 3.4 can be taken to be an isometry.
It is evident that many different families of curves may define the same Schottky structure on S. Indeed, suppose we are given family {γ i } of curves defining a Schottky structure, i.e. a handlebody Γ \ H 3 . A second family {γ i } will define the same Schottky structure if and only if each of the γ i is homotopically trivial in M = Γ \ H 3 .
We would like a method to determine, given two families {γ i } and {γ i }, when they define distinct Schottky structures. This is accomplished by the following:
Lemma 3.5. Suppose that there exist i and j such that the homological intersection number γ i · γ j is non-zero. Then {γ i } and {γ j } determine distinct Schottky structures.
Proof. According to the argument in Lemma 3.3, we may assume that the γ i 's form the standard collection of g curves shown in Figure 1 above. The handlebody defined by the curves γ i is then the interior of S viewed as a surface in R 3 . We have also drawn the core C of the handlebody. This is a bouquet of g circles inside the handlebody, such that the handlebody retracts onto C.
Let us now consider a curve γ j . The homological intersection number γ i · γ j has the following interpretation visà vis C: Let us first retract γ j onto C, and then collapse all the circles in C to points except the i-th circle. Then γ i · γ j is precisely the winding number of this curve about this circle.
It follows immediately that if γ i ·γ j = 0, then γ j cannot be homotopically trivial in the handlebody.
We close this section with the following observation: Proof. To say that the Schottky structure lifts is to say that there is a Schottky manifold M such that S is the boundary of M , and M covers M .
If such an M exists, then each γ i , being homotopically trivial in M , lifts to k closed curves in M , and hence in S . This establishes the necessity of the condition.
If the inverse image of each of the γ i 's consists of k closed curves, then we obtain a family of kg disjoint and homotopically distinct simple closed curves, the union of which separates S into k components. Since the genus of S is k(g − 1) + 1, it is a simple matter to delete k − 1 curves from this family to get a set of curves that does not disconnect S .
It is easily seen that this family of curves defines a Schottky structure with the desired properties.
Transplantation on Convex Co-Compact Hyperbolic Manifolds
Given the discussion of the scattering operator in §2, it is natural to say that two manifolds are isoscattering if they have the same set of scattering poles and multiplicities. We want to define a stronger notion of "isoscattering" for manifolds that implies equality of the set of scattering poles together with their multiplicities. GAFA Definition 4.1. Two convex co-compact hyperbolic manifolds X 1 and X 2 are called strongly isoscattering if for some choice of defining functions on X 1 and X 2 , there is an invertible linear map T ∂ :
independent of s that intertwines S X 1 (s) and S X 2 (s) for all s in the joint domain of analyticity of S X 1 (s) and S X 2 (s). If X 1 and X 2 are strongly isoscattering, then the set of poles of the scattering operators is the same and the multiplicities are also the same since the residues of S X 1 (s) −1 S X 1 (s) and S X 2 (s) −1 S X 2 (s) are similar finite rank operators, and hence have the same trace, at any singularity.
The main goal of this section, Theorem 4.4, is to adapt the construction of Sunada [Sun] to provide examples of strongly isoscattering manifolds. To that end, we need the following definition: Definition 4.2. Let (G, H 1 , H 2 ) be a triple of finite groups, with
.1) where [g] denotes the conjugacy class of g in G.
The following well-known lemma gives an alternative description of the Sunada condition: The lemma can be proved readily by showing that the left G-representations L 2 (G/H 1 ) and L 2 (G/H 2 ) have the same characters if and only if (4.1) holds. For details, see for instance [B2] .
We now claim: Theorem 4.4. Suppose that (G, H 1 , H 2 ) satisfies the Sunada condition (4.1). If X is a convex cocompact hyperbolic manifold, and φ : π 1 (X) → G an onto homomorphism, let X i be the covering of X with
Then X 1 and X 2 are strongly isoscattering.
Proof. The idea of the proof is to adapt the transplantation method of Buser [Bu1] and Bérard [B1] to our setting. The argument below is in a certain sense a reworking of the argument of [B1] . However, we will establish some facts about the transplantation map that are not immediately evident from the discussion in [B1] . These facts will be crucial in the proof of Theorem 4.4.
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We begin with the observation that the group G acts on the space L 2 (G) on both the left and the right, where the left action is given by the formula
and the right action is given by
We may identify
The condition of Lemma 4.3 may then be rewritten as the existence of a vector space isomorphism
that is equivariant under the left action of G. In order to write this map more explicitly, we set δ 1 to be the function on G given by
We may define the function c by the formula
which implies that c is a right H 2 -invariant function on G. Then the map T may be evaluated as
which may be rewritten as
Note that the right-H 2 invariance of c gives that T (ψ) is right-H 2 invariant. Let us now denote by X e the covering of X with
It follows that X e is a Galois covering of X 1 (resp. X 2 ) with covering group H 1 (resp. H 2 ), and similarly for ∂X e , ∂X 1 , ∂X 2 . This implies that H i acts on the left by isometries on C ∞ (X e ). We may identify functions on X i with (left) H i -invariant functions on X e , and similarly for ∂X i . We now pick a defining function ρ for X, and lift it to defining functions on X 1 , X 2 , and X e , which we will continue to denote by ρ. We may now define the scattering operators S X i (s) and the Poisson operators P s X i as well as S e (s) = S X e (s) and P s e = P s X e with respect to the defining function ρ. We observe that, with the identification of C ∞ (X i ) with (C ∞ (X e )) H i , and similarly for C ∞ (∂X i ), we may identify S X i (s) and P s X i with the operators S e (s) and P s e restricted to the (left) H i -invariant functions on ∂X e . Here (C ∞ (X e )) H i denotes the subspace of C ∞ (X e ) that is invariant by the left action of H i .
We now wish to extend the formula (4.2) for T to obtain maps
We will do this in stages. Let us first pick a fundamental domain F for the action of G on X e . If F(y, g) is a function on F × G, we may extend the formula (4.2) to F directly to obtain
and similarly for functions
If f is now a function on X e , we may define a function
The mapping H is clearly injective, and we may use the same formula to define the inverse map H −1 (F). We observe, however, that H −1 (F) will not in general even be continuous, even if F is continuous, unless F satisfies a consistency condition on the boundary of F. We may now define the desired map T e by the formula
We may evaluate this map explicitly as follows: if x = g 0 y, with y ∈ F, then
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We thus have the desired formula
and similarly for T e ∂ . T e does not depend on the choice of F, and T e (f) is continuous if f is.
Note that T e (f ) is (left) H 2 -invariant, from the fact that c depends only on the right cosets of H 2 . Indeed, this is true for any f , H 1 -invariant or not. The special feature of this map is in the choice of c, which makes it an isomorphism when the domain and range are restricted to (C 0 (X e )) H 1 and (C 0 (X e )) H 2 , respectively.
The following lemma is now evident:
Lemma 4.5. T e and T e ∂ have the following properties: 
may be replaced by "if and only if."
We will show:
Lemma 4.6. Let s be chosen with (s) = 1, s = 1.
Proof. Indeed, let f be an H 1 -invariant function on X e . Then the righthand side in (i) applied to f gives an eigenfunction of the Laplacian with eigenvalue (s)(2 − s) that has the asymptotics
as ρ → 0.
But the left-hand side of (i) applied to f is also an eigenfunction of the Laplacian with the same eigenvalue, because T e preserves eigenfunctions, and has the asymptotics
Theorem 2.1 then tells us that the two sides of (i) are equal, and that
We define the maps T and T ∂ to be the maps corresponding to T e and T e ∂ under the identification of C ∞ (X 1 ) and C ∞ (X 2 ) (resp. C ∞ (∂X 1 ) and
2 ). Lemma 4.6 then carries over to show that T ∂ intertwines S 1 and S 2 . We now complete the proof of Theorem 4.4 as follows: we have shown that for all s with (s) = 1, s = 1, T ∂ intertwines S 1 (s) and S 2 (s). The result now follows for all s by analytic continuation.
Construction of Isoscattering Manifolds
In this section, we will use Theorem 4.4 to show Theorem 5.1. There existX 1 andX 2 such that (i) X 1 is strongly isoscattering to X 2 , (ii) ∂X 1 is conformally equivalent to ∂X 2 , and (iii) X 1 is not isometric to X 2 .
The proof of Theorem 5.1 is closely modeled on the proof of the following result from [Br] :
Theorem 5.2 [Br] . There exists a Riemann surface S and functions q 1 and q 2 on S, such that the Schrödinger operators ∆ S + q 1 and ∆ S + q 2 are isospectral, but q 1 = q 2 .
We recall the idea of the proof of Theorem 5.2 briefly. Suppose that we can find a quadruple (G , G, K 1 , K 2 ) of finite groups with the following properties: Now let S G be a Riemann surface and φ :
Denoting by S G , S K 1 , and S K 2 the corresponding coverings, we observe that
If we now choose a "sufficiently bumpy" function q G on S G that is not invariant under the action of G /G on S G , and set q K 1 and q K 2 equal to the lifts of q G to S K 1 and S K 2 respectively, then the Sunada theorem tells us that
We may now choose S = S K 1 , q 1 = q K 1 , and q 2 = ζ * (g K 2 ) to establish the theorem.
An example of such a quadruple is (see [Br] for a proof):
Example 5.3.
• G = P SL(3, Z p ) for p a prime
We remark that G as above can be generated by two elements, and so G can be generated by three elements.
We will now establish Theorem 5.1 by mimicking the proof of Theorem 5.2, in the following way: we begin with a quadruple (G , G, K 1 , K 2 ) as in Example 5.3, and a Riemann surface S G of genus 3 as in Figure 1 . We will pick a homomorphism π 1 (S G ) → G in the following way: we first map S G to the core C, and then map π 1 (C) = Z * Z * Z to G so that going around the two left-hand loops correspond to generators of G, while going around the right-hand loop corresponds an element of G that maps to the non-trivial element, τ , of G /G.
Denote by S G the double cover of S G corresponding to G /G. We observe that S G is a surface of genus 5, and that τ , the non-trivial element of G /G, acts on S G by a 180 • rotation about the central hole, as in Figure 2 . We have also drawn on S G five curves γ 1 , . . . , γ 5 , that are lifts of the curves γ 1 , γ 2 , γ 3 of Figure 1 and a curve D that winds once around the right-hand hole, meeting γ 5 once, which we will use later.
Let S K 1 and S K 2 be the coverings of S G as constructed above. The idea is now to pick a Schottky structure on S G that will lift to Schottky structures on S K 1 and S K 2 , but so that the isometry φ : S K 1 → S K 2 sends the Schottky structure on S K 1 to an inequivalent Schottky structure on S K 2 . In effect, the Schottky structure on S G will play the role of a "sufficiently bumpy" potential function. Once this is done, it follows from Theorem 4.4 that the Schottky manifolds are strongly isoscattering. Using Lemmas 3.5 and 3.6 to define such a Schottky structure on S G , we pick five curves {γ 1 , . . . , γ 5 } on S g with the following properties: One such choice of curves γ 1 , . . . , γ 5 is shown in Figure 3 below, and may be described as follows: γ 1 , . . . , γ 4 are precisely the curves γ 1 , . . . , γ 4 of Figure 2 . Their images in G are trivial because their images in the core C are homotopically trivial.
The curve γ 5 is chosen so that it winds around the right-hand hole k times, where k will be chosen later, and then closes up by traveling along γ 5 . It is easily seen that the image of γ 5 in G is just (τ (g 1 )) k , where g 1 is the image in g of going around the left-hand loop in C. Since G is a finite group, we may choose k positive so that (τ (g 1 )) k is trivial.
It is also easy to see that the homological intersection number τ (γ 1 ) · γ 5 is precisely k. The curves {γ 1 , . . . , γ 5 } thus have the desired properties.
In order to complete the proof of Theorem 5.1, we must show that the two Schottky manifolds M K 1 and M K 2 are not isometric. But any isometry of M K 1 and M K 2 must take S K 1 to S K 2 via an isometry that takes the Schottky structure on S K 1 to the Schottky structure on S K 2 . We have constructed the Schottky structures so that the standard isometry between S K 1 and S K 2 does not preserve Schottky structures. We now want to choose S G so that no unwanted isometries appear. But a result of Greenberg [G] and Margulis [Mar] , as used in [Sun] , guarantees that for a generic choice of S G , the commensurability group of S G is trivial. It follows that any isometry from S K 1 to S K 2 must cover the involution τ :
This completes the proof of Theorem 5.1.
