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In this paper we discuss an unsolved problem in [1]: Determine which simple graph G has 
exactly one cycle of each length l, 3 ~< l ~< v (where v is the number of the vertices of G). We 
call a graph with this property a uniquely pancyclic graph (UPC-graph). We solve this problem 
under the condition: G is an outerplanar graph. We determine all UPC-graphs each of which 
contains v + m edges for m ~< 3. We also conjecture that none of the graphs, each of which 
contains v + m edges for m/> 4, is a UPC-graph, and we prove that this conjecture for m = 4 is 
true. 
1. Introduction 
A uniquely pancyclic graph (UPC-graph) G is a simple graph having exactly 
one cycle of each length l, 3 ~< l ~< v (where v is the number of the vertices of G). 
In 1973, Entringer aised the question of determining which simple graph G is 
uniquely pancyclic (see [1], p. 247). This problem still remains unsettled. Figure 1 
shows all UPC-graphs known to date. These graphs are denoted by K3, Gs, G<81), 
G~ 2), ~14"°), G~2) and G~ 3), respectively. 
Without loss of generality, we may assume that all graphs discussed in this 
paper have exactly one Hamilton cycle. 
Let C* be a cycle of G, then C* divides the plane into three disjoint sets called 
the interior and exterior of C* and C* itself. The interior and exterior of C* are 
denoted by int C* and ext C*, respectively. In this paper we have to discriminate 
C* from int C*. 
Given a graph G, let C be a Hamilton cycle of G, and F = E(G) -E(C). An 
edge in F is called a bridge of G and we assume that all the bridges are drawn 
int C. Let B be a bridge, then the vertices in V(B) f3 V(C) are called the vertices 
of attachment of B. Two bridges B and B' are skew if there are four distinct 
vertices u, v, u' and v' of C such that u and v are vertices of attachment of B, u' 
and v' are vertices of attachment of B', and the four vertices appear in the cyclic 
order  u, u t, 13, 13' on C. 
It is easily seen that if G is an outerplanar graph, then any two bridges in G are 
not skew. 
The main results in this paper are: 
Theorem 1. A graph G is an outerplanar UPC-graph if and only if G e 
(K3, Gs, G~ 1), G(82)}. 
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Theorem 2. A graph G with v + m edges for m <~ 3 is a UPC-graph if and only if 
G E {K 3, Gs, G(8 ~), G (2), G~ ), G~ ), G~3)}. 
Theorem 3. None of the graphs each of which contains v + 4 edges is a 
UPC-graph. 
2. Some definitions 
A graph G is said to be a skew graph if G is not an outerplanar graph. 
A graph G is said to be a m-skew graph if G is a skew graph with m bridges. 
Let B 1 and B2 be skew, then a cycle containing both B1 and BE is said to be a 
skew cycle of G (to B1 and BE). A cycle is said to be a maximum skew cycle if it is 
the longest one of the skew cycles of G. 
If B1, B 2, . . . ,  Br are the bridges of G and v~,, v~, . . . ,  v~, (a~g is an integer, 
aq < a~ 2<- - -< t~t) are the vertices of attachment of these bridges and these 
vertices appear in the clockwise order v~l, v~, . . . ,  v~, on C, where Bi = 
aibg, ai, bi e {v~, V~2,... ,  v~,}, i = 1, 2 , . . . ,  r, then the graph which satisfies the 
conditions as above is represented by G(alb 1, aEb 2, . . . ,  a~r  ). 
It is stressed that the bridges between parentheses appear in the order 
B1, B2, • • . ,  Br We frequently regard the G(albl, a2b2, . . . ,  a,.br) as a diagram of 
G which manifests the relation of relative positions holding between some of the 
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bridges in G. For example, a diagram a(vlV4, V5Vlo , 1371311, 135139) of a given graph 
G is shown in Fig. 2. It shows that G contains four bridges B1 = vN4, B2 = VsVao, 
B3 = v7vla, B4 = vsv9, where B3 and B 2 are skew, B 3 and B 4 are too, but B1 does 
not skew to the other bridges. 
We denote by C[va, 132] the (va, 132)-path which follows the clockwise orienta- 
tion of C; similarly, we use the symbols C[va, 132), C(13a, 132] and C(va, v2) to 
denote the paths C[131,132] - 132, C[13a, 132] - 131, and C[va, v2] - {vl, v2}. We also 
use the symbol C[Vl, v2] to denote the opposite path of C[vl, v2]. 
Let B = vav2 be a bridge of G and let C1 = B tO C[va, v2], C2 = B t.J C[v2, va], 
k=min{IV(G)l, IV(Cz)l}, then a cycle of the length k in {Ca, C2} is called a 
k-side cycle of G (to B) and B a k-bridge. It should be noted that the notation of 
a k-bridge here is different from 'k-bridge' in [1]. If G is a UPC-graph, then G 
has at most one k-side cycle. 
Let C* be a side cycle containing B, if there are no bridges in int C* and B 
does not skew to the other bridges in G, then C* is called a strict side cycle of G 
and B a strict bridge. 
A cycle of G is said to be an inner cycle if it is not a side cycle. 
A k-cycle is one whose length is k. 
3. The proof of Theorem 1 
Lemma 3.1. I f  G is a UPC-graph containing one k-bridge B, then v - k + 2 > k, 
i.e., v >2k-2 .  
Proof. This follows directly from the definitions of a side cycle and a UPC- 
graph. [] 
Lemma 3.2. I f  G is an outerplanar UPC-graph with m >>-3 bridges, then G 
contains exactly one (2 i + 2)-strict bridge for each 0 <~ i <<- m - 1. 
Proof. By induction on i. Since G is a UPC-graph, it has exactly one 
(v -  1)-cycle and one (v -  2)-cycle. Further, since G is an outerplanar graph, it 
must contain exactly one (2°+ 2)-bridge and one (21+ 2)-bridge. Clearly, these 
two bridges are strict, and the lemma holds for i -- 0, 1. 
Assume that the lemma holds for i < k (1 < k ~< m - 1), i.e., G contains exactly 
one (2 / + 2)-strict bridge B/ for  each 0 ~< i ~< k - 1. Since any integer j, 1 ~< j ~< 
2 k - 1, may be written in the form 2 il + 2 i2 +.  - • + 2/', where 0 <~ il < i2 < • " • < 
it ~< k -  1, using, respectively the bridges Bil, B~2,. . . ,  Bi, in place of the paths 
relative to these bridges on C results in a unique cycle of the length v - j  in G for 
each 0 <~j <~ 2 k -  1, and consequently G has no other bridges whose orders are 
smaller than 2 k + 2. 
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Set F 1 = {Bo, B1,  • • . ,  nk-1}. Consider the (v - 2k)-cycle of G, say Ck. Choose a 
bridge B that is contained in C k and is such that its order is as large as possible. 
Clearly B • F -  F1. For otherwise Ck would be a side cycle, i.e., v -  2 k= 2t+ 2 
for some t • {0, 1 , . . . ,  k - 1}; by Lemma 3.1 the orders of all the bridges in G 
would be smaller than 2 k + 2, and hence G had only k bridges, contradicting that 
G has m i> k + 1 bridges. 
In fact, B is the only bridge contained in Ck. For if Ck would contain some 
other bridge B', then replacing the bridge B' by the path relative to B' on C 
would result in a cycle containing B, the length of this cycle being larger than 
v -2  k, whence G had two cycles having the same length, this is a contradiction. 
Let y be the order of B, then y = 2 k + 2 because, if y > 2 k + 2, then clearly Ck 
would be a side cycle, i.e., v -2  k =y;  by Lemma 3.1 y < v -y  + 2 = 2k+ 2, this 
is not possible. 
Thus B is the only (2 k + 2)-bridge in G. Let B = Bk. 
We shall now prove by contradiction that Bk is strict. 
Suppose that Bk is not strict. Let C' be the side cycle to Bk. We may assume 
that the bridges B/l, B/2, . . . ,  B/, are contained in intC' .  Set F3= {B/I, B/s, 
. . . ,  Bi,},/7 3~ F 1. In this case we need only to consider two cases: 
Case 1. F 3 = {Bj, Bj+I, . . . ,  Bk-1}, for some j • {0, 1 , . . . ,  k - 1}. It is easily seen 
that the length of the inner cycle containing the bridges Bp Bj+I, • • •, Bk is 
k--1 
2 k+2-~2/=2 j+2,  
i=] 
and also the length of the side cycle to Bj is 2 j + 2. Thus G contains two 
(2 j + 2)-cycles, a contradiction. 
Case 2. There exist Bj, B j+I , . . . ,B j+,_ I•F3 and Bj+reF1-F3 such that 
Bj, B j+ I , . . . ,  Bj+r-1 are contained in int C' and Bj+, is contained in ext C', 
where the bridge Bj is a minimum bridge in F3, 0 < r < k - ] .  Clearly the bridges 
B0, B1 , . . . ,  Bj_I are contained in ext C' (see Fig. 3). 
vl J 
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Set F2 = {Bo, B1 , . . . ,  Bk}. Since any integer i, 2 k < i ~< 2 k + 2 j - 1, may be 
written in the form 2il + 2/2 + • • • + 2 i, + 2 k, where 0 ~< il < i2 <-  • • < it ~<j - 1, 
replacing respectively by B~I, Bi:, . . . ,  Bi,, Bk the paths relative to these bridges 
on C results in a unique (v - /)-cycle in G for each 0~ < i ~< 2k+ 2 j --1, and 
consequently G has no other bridges whose orders are smaller than 2 k + 2 j + 2. 
Consider the (v -  2 k -  20-cycle of G, say Ckj. Clearly Ckj must contain one 
bridge in F -  F2. For otherwise Ckj would be a side cycle; by Lemma 3.1 
v > 2(2 k + 2) - 2 = 2 k÷l + 2, whence v - 2 k - 2 j = 2 k + 2, and consequently G 
had two (v - 2 k - 2J+r)-cycles 
and 
n k U C[137, 139] U nj+ r U C[UlO , 1312] 
n k U C[1312 , 131] U nj U C[v2, u3] U nj+ 1U. . .  U nj+r_ 1 U C[u6, u7] , 
a contradiction. 
A similar discussion to that of the (v -2k)-cycle yields that G contains exactly 
one (2 k + 2 j + 2)-bridge B*. We denote the side cycle to B* by C*. There are two 
subcases, depending on whether Bj is contained in int C* or not. 
Case 2.1. Bj is contained in int C*. In this case, Bk must be contained in int C*. It 
follows that G contains two (2 k + 2)-cycles Bk U C[1312 , 137] and B* U C[v11 , Vl] [..J 
Bj t_J C[v2, vs], a contradiction. 
Case 2.2. Bj is contained in ext C*. In this case, Bk must be contained in ext C*. 
It follows that G has two (v -2  k -2J+r)-cycles 
and 
n k [.J C[v7, 1391 [-J nj+ r [-J C[1310 , 1312] 
B* [..J C[1311 , Vl] [.J nj [-J C[v2, 133] [-.j n]+l [-J " " [-J nj+r-1 [-J C[v6, Us], 
again a contradiction. 
Thus all the above cases lead to contradictions. We conclude that B k is indeed 
strict. Hence G contains exactly one (2 k + 2)-strict bridge. 
The lemma follows by the principle of induction. [] 
Proof of Theorem 1. The sufficiency is clear. We shall prove the necessity. Let G 
be a outerplanar UPC-graph with m bridges. 
If m = 0, then G is a cycle, hence G is K 3. 
If m = 1, then G contains exactly one (20 + 2)-strict bridge, consequently G is 
%. 
If m = 2, then G contains exactly one (2°+ 2)-strict bridge and one (21+ 2)- 
strict bridge, it follows that G is either G~ 1) or G(82). 
If m I> 3, then by Lemma 3.2 G contains exactly one (2 i+ 2)-strict bridge for 
each 0 ~< i ~< m-  1. It follows that G has exactly 2m+ m cycles. In this case the 
minimum inner cycle of G is one containing all of the bridges in G and the length 
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of this cycle is 
m-1 
(2 re+m+2)  - ~ 2 i=m+3~>6,  
i=0  
and hence G has no 5-cycle. Thus there does not exist an outerplanar UPC-graph 
with m I> 3 bridges and we complete the proof of Theorem 1. [] 
4. The proof of Theorem 2 
Lemma 4.1. If G is a UPC-graph and B1 is a 4-bridge in G, then B1 does not skew 
to the other bridges in G. 
Proof. Let B1 = vlv3 and B~ U C[v3, v~] be a 4-cycle. Suppose that there is a 
bridge B2 which skews to B1 (see G(vlv3, v2v4), where B2 = v2v4). Clearly, there 
is exactly one vertex on C(v3, v4)U C(v4, vO. We may assume that C(v4, v~) 
contains exactly one vertex, then G contains two cycles B~ U C[vl, v2] U B2 U v4v3 
and B2 U C[v4, v2] which have the same length, a contradiction. [] 
Lemma 4.2. If G is a UPC-graph which contains one 3-bridge and one 4-bridge, 
then G contains no 5-bridge. 
Proof. By Lemma 4.1, the 3-bridge and 4-bridge in G are not skew. Clearly the 
4-bridge is a strict bridge. Suppose that G contains one 5-bridge, then G contains 
two (v -3)-cycles, a contradiction. [] 
Lemma 4.3. None of the 2-skew graphs is a UPC-graph. 
Proof. Let G be any 2-skew graph. It is apparent that G contains exactly 7 cycles. 
Suppose that G is a UPC-graph, then IV(G)[ = 9. By Lemma 4.1, G contains no 
4-bridge. It follows that G must contain one 3-bridge and one 5-bridge, and hence 
G contains no 4-cycle, a contradiction. [] 
In the coming discussion, we need to use the following simple fact. 
Let G* _ G and G be a UPC-graph, then G* does not contain two cycles which 
have the same length. 
Lemma 4.4. If  G is 3-skew UPC-graph, then G contains one 4-bridge. 
Proof. By contradiction. Suppose that G contains no 4-bridge, then G must 
contain one 4-inner cycle, say (74. We shall now consider the number of the 
bridges contained in (74. There are two possible cases only. 
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Case 1. C4 contains exactly two bridges, say B1 and B2. In this case, C4 is not a 
skew cycle, otherwise the maximum skew cycle of G is a Hamilton cycle, and 
hence G contains two Hamilton cycles, a contradiction. 
Now both B1 and B2 must skew to the third bridge B3. Otherwise we may 
assume that B1 skews to B3 and B2 does not skew to B3. Let B2 = 1)2v4. We may 
also assume that there are no bridges in int C[1)2, v4] Uv41)2. Further, let 
G* = G - C(v2, v4), then B1 is a 4-bridge of G*. By the proof of Lemma 4.1, it is 
easily seen that G* contains two cycles which have the same length, a 
contradiction. 
We shall now consider two subcases, depending on whether B1 and B2 are 
adjacent or not. 
Case 1.a. B1 and B2 are adjacent, see  G(1)11)4, 1)21)4, V3Vs)" In this case, G 
contains two cycles C[vs, v3] t.J v3v5 and C[vs, vl]. t3 v11)41)2 U C[v2, v3] t.J v3v5 
which have the same length, a contradiction. 
Case 1.b. B1 and B2 are not adjacent, see G(vx1)5, v2v4, v3v6). In this case, G 
contains two cycles C[v6, Vl] U VlV5 t.J C[v3, vs] U v3v6 and C[v6, v2] t3 v21)4 t.J 
C[v3, v4] t.J v3v6 which have the same length, again a contradiction. 
Case 2. C4 contains exactly three bridges. Since G is a skew graph, there are two 
bridges in G which are skew, see G(1)11)3, 1)21)4, 1~11)2). Let G* = G - C(Vx, v2) 
and v*=[V(G*)I, then G* contains two 1)*-cycles, once more a 
contradiction. [] 
Lemma 4.5. I f  G is 3-skew UPC-graph, then G contains one 3-bridge. 
Proof. Let B1, B2 and B3 be bridges of G. By Lemma 4.4, G contains one 
4-bridge say B1. By Lemma 4.1, B1 does not skew to the other bridges. Therefore 
B2 and B3 must be skew. Suppose that G contains no 3-bridge, then G contains 
one 3-inner cycle. Now at least one of B2 and B3, say B2, and B1 are contained 
together in the 3-inner cycle, moreover the (v -  1)-cycle of G must be a maxi- 
mum skew cycle, see G(/32v3, 1)103, 1)21)4). It follows that there is exactly one 
vertex on C(v3, v4). Thus G contains two 4-cycles C[v2, V3]l,-J1)3V 2 and 
C[v3, v4] t3 1)4v2v3, a contradiction. [] 
Lemma 4.6. A 3-skew graph G is a UPC-graph if and only if G is either G~14 ), G~24 ) 
or G~34 ). 
Proof. The sufficiency is easily seen by immediately checking G~ ° (i = 1, 2, 3). 
We shall prove the necessity. Let B1, B2 and B 3 be the bridges of G. By Lemmas 
4.4 and 4.5, G contains one 3-bridge and one 4-bridge, say B 1 and B 2. By Lemma 
4.1, B2 does not skew to the other bridges. Therefore B1 and B a must be skew. By 
Lemma 4.2, G contains no 5-bridge, hence G must contain one 5-inner cycle. 
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Clearly the 5-inner cycle cannot be a skew cycle (for otherwise, G would contain 
two (v -  1)-cycles, a contradiction). Thus G must contain one 5-inner cycle 
containing B 2 and B 3. It follows that G is either L~rlaf~(1)-, 1"-714,-(2) or G~ ). [] 
Using Theorem 1, Lemma 4.3 and Lemma 4.6, we complete the proof of 
Theorem 2 immediately. [] 
5. The proof of Theorem 3 
Lemma 5.1. I f  G is a 4-skew UPC-graph, then G contains one 4-bridge. 
Proof. By contradiction. Suppose that G contains no 4-bridge, then G must 
contain one 4-inner cycle, say C4. We shall now consider the number of the 
bridges contained in Ca, There are three possible cases only. 
Case 1. Ca contains exactly two bridges, say B~ and/32. Clearly B~ and B 2 are not 
skew (for otherwise, G would contain two Hamilton cycles, a contradiction). By 
Lemma 4.4, we only need to consider the case that the other bridges B3 and B 4 do 
not skew to both B~ and B E. In this case B 3 and B4 must be skew. Since G 
contains no 4-bridge, the (v -  2)-cycle of G must be a skew cycle. We may 
assume that B~ =/311/2 and there are no bridges in int C[/31, o2] U 02/31 . Let 
G*= G-  C(vl, rE) and v*= IV(G*)I, then G* contains one 4-bridge and one 
(v* -2)-skew cycle. Now G* contains two (v* -2)-cycles, a contradiction. 
Case 2. Ca contains exactly three bridges, say BI, B2 and B3. A similar argument 
to that of the Case 2 of Lemma 4.4 yields that there are no two bridges which are 
skew in {B1, BE, B3}, see G(v lv2 ,  0203, 1~3t~4). It is easily seen that there exists 
B • {B1, B2, B3} such that it does not skew to B4. We may assume that B = B1. 
Let G* = G - C(v~, v2), then G* is similar to G in Lemma 4.4. By the proof of 
Lemma 4.4, G* contains two cycles which have the same length, again a 
contradiction. 
Case 3. C4 contains exactly four bridges, say B1, BE, B3 and B4. Since G is 
a skew graph, there are two bridges which are skew in {B1, BE, B 3, B4}, 
see G(vN4, VlV3, VEV 3, VEV4). Let G* = G-  [C(vE, v3)U C(v~ vl) ] and 
v* = [V(G*)[, then G* contains two v*-cycles, once more a contradiction. [] 
Lemma 5.2. I f  G is a 4-skew UPC-graph, then G contains one 3-bridge. 
Proof. By contradiction. Suppose that G contains no 3-bridge, then G contains 
one 3-inner cycle, say Ca. We shall now consider the number of the bridges 
contained in Ca. There are two possible cases only. 
Case 1. Ca contains exactly two bridges, say B 1 and BE. If one of the bridges B1 
Some theorems of uniquely pancyclic graphs 175 
and B2 is a 4-bridge, say B1, then the other two bridges B3 and B4 do not skew to 
B1. Since G contains no 3-bridge, the (v -  1)-cycle of G must be a maximum 
skew cycle. Let B1 = v2v3 and C[v2, v3] t.J 113v2 be a 4-side cycle of G. Also, let 
G*= G-  C(v2, 113) and v*= [V(G*)I, then G* contains one 3-bridge and one 
(v* - l ) - skew cycle. Now G* contains 
Therefore neither B1 nor B2 is a 4-bridge. 
Since B1 and B2 cannot be skew, we have 
two (v*-1) -cyc les,  a contradiction. 
We may assume that B4 is a 4-bridge. 
two subcases. 
Case 1.a. One of the bridges B~ and /32 skew to B3. We may assume that B1 
skews to B3. Let B2 = 132v3 and neither B~ nor B3 be contained in int C[v2, v3] t.J 
113v2. Also, let G*= G-  C(v2, v3) and v*= IV(G*)[. A similar discussion to 
that of G* as above yields that G* contains two (v* - 1)-cycles, a contradiction. 
Case 1.b. Both B1 and B2 skew to B3. Consider the relation of the relative 
positions holding between B4 and the other three bridges, we have two possible 
cases only, see G(V2VT, 113137, 134131, 15U6) and G(v2117, V3137, 1)1116, 114135)" 
Consider G(112117, 113117, V4131, 135V6), it is easily seen that the (13 - 1)-cycle of G is 
a skew cycle which cannot contain three bridges. If the (13- 1)-cycle of G is a 
skew cycle to B1 and B3, then there are no vertices on C(v7, Vl) U C(133, 114), and 
hence the maximum skew cycle to B2 and B3 is a Hamilton cycle, a contradiction. 
Now the (13- 1)-cycle of G must be a skew cycle to 132 and B3, then there is 
exactly one vertex on C(vT, vl)LJ C(v3, v4), say u. If u e C(vT, Vl), then G 
contains two cycles C[vl, 114] U v4111 and C[v7, v2] t_J v2v7 which have the same 
length, a contradiction. Now u ~ C(v3, v4), then G also contains two cycles 
C[v4, vl] t_J VlV4 and C[v2, v5] U v5v6 U C[c6, VT] U VTV2 which have the same 
length, again a contradiction. 
Similarly, the case of 6(132/37, 113V7, VlV6, 1141)5) does not occur. 
Case 2. C3 contains exactly three bridges, say B1, B2 and B3. Clearly one of  them 
is a 4-bridge. We may assume that B1 is a 4-bridge. Let B4 be the fourth bridge in 
G. We have two subcases. 
Case 2.a. One of the bridges /32 and B3 skews to B4. We may assume that B3 
skews to B4. It is easily seen that G contains no (v - 1)-cycle, a contradiction. 
Case 2.b. Both B2 and B3 skew to B4, see G(VlV5, v3v5, vlv3, v2v4). Clearly the 
(v - 1)-cycle of G cannot be the skew cycle which contains three bridges. If the 
(v - 1)-cycle of G is a skew cycle to B2 and B4, then there is exactly one vertex on 
(v2, v3) t.J C(v4, v5), and hence G contains two 5-cycles C[vs, Vx] t.J vlv3v5 and 
C[v2, v3] U v3v5 U C[v4, vs] U v4v2, a contradiction. Similarly, if the (v - 1)-cycle 
of G is a skew cycle to B3 and B4, then G contains two 5-cycles, again a 
contradiction. [] 
Proof of Theorem 3. By Theorem 1, none of the outerplanar graphs each of 
which contains v + 4 edges is a UPC-graph. We shall now only prove that none of 
the 4-skew graphs is a UPC-graph. 
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Let G be any 4-skew graph. Suppose that G is a UPC-graph. Then by Lemma 
5.1 and Lemma 5.2 G contains one 3-bridge and one 4-bridge say B1 and B 2. By 
Lemma 4.1, B 2 does not skew to the other bridges. Let B 3 and B4 be the other 
two bridges in G. We shall now consider the number 3. of the bridges which skew 
to B1. It is evident hat ). ~< 2. 
If 3. = 0, i.e., B1 does not skew to the other bridges, then B 3 and B4 must be 
skew. Three cases now arise, depending on the positions of B3 and B4 in int C. 
We denote these cases by 1.1, 1.2, 1.3, respectively. 
If 3. = 1, then B1 skews to exactly one bridge, say/33. When B4 does not skew to 
B3, consider the relation of the relative positions holding between B4 and the 
other three bridges in int C, we have three cases and denote them by 2.1.1, 2.1.2 
and 2.1.3. When B4 skews to B3, and B 1 and B4 are not adjacent, we have two 
cases and denote them by 2.2.1.1 and 2.2.1.2. When B4 skews to B 3, and B: and 
B4 are adjacent, we have three cases and denote them by 2.2.2.1, 2.2.2.2 and 
2.2.2.3. 
If ~ = 2, i.e., B 1 skews to both B3 and/34, then we have also two cases and 
denote them by 3.1 and 3.2. 
Table 1 gives some diagrams and their numbers of cycles contained in G about 
various cases as described above. 
It is convenient to denote by mij the number of vertices on C[~)i, ~3j). Clearly 
m# >t O, and m# = 0 if and only if vi -- v i. 
Table 1 
Number of 
Case Diagram cycles 
1.1 G(vlv8, 1)51)6' 1)2/)* 1)31)7) 19 
1.2 G(1)lvs,/141)5, 1)21)6, 1331)7) 19 
1.3 G(VlV8, 1)6/37, U2U4, 1)3135) 21 
2.1.1 G(vlv7, v41)5, v2v8, 1)3v6) 18 
2.1.2 G(VlVT, v5v6, v4vs, v2v3) 19 
2.1.3 G(u11)7, 1)51)6' U21)8J 1331)4) 21 
2.2.1.1 G(vlv7, v3v4, vsvs, 1)2v6) 22 
2.2.1.2 G(VlVT, v2v3, 1)51)8, v4v6) 23 
2.2.2.1 G(vxV6, 11405, 1)3/37, 1)2Lt6) 20 
2.2.2.2 G(vlv6, v3v4, vsv7, v2v6) 21 
2.2.2.3 G(vlv~, v2v3, vsv7, v4v6) 21 
3.1 G(vlv6, 1)41) 5, 1)2/37, 1)31.37) 21 
3.2 G(VlV6, U3U4J 1321)7, 1)5137) 21 
Let M = {x Ix is the order of a cycle in G}, M* = {3, 4, 5 , . . . ,  v}, 
S--  £X ,  
x~M 
s* = (3 + v) (v  - 2)•2. 
Where v is the order of G. 
We now discuss the cases in Table 1. 
(1) 
(2) 
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Case 1.1. It is easily seen that G contains 10 cycles which don't contain B3, 5 
cycles which contain B3 but don't contain B4 and 4 skew cycles, hence G contains 
19 cycles in all (similarly, we can count the number of cycles contained in G for 
the other cases, see Table 1). 
Counting the length of every cycle in G, we have 
M = {3, 4, m23 + m34 + 1, m E + m34 + 2, m 2 + m34 -b 4, mE + m23 + 3, 
m2 + m23 + 5, ml + m23 4- 2, ml  + m23 + 3, ml  + m2 + 3, 
ml  + m2 + 4, ml  + m2 + 5, m 1 + m 2 + 6, ml  + ma4 + 3, 
m~ + m34 + 4, 18, 19, 20, 21}. 
where ml  = mle + m78, m2 = m45 q- m67, 
m I + m 2 + m23 + m34 = 16. (3) 
Using (1), (2) and (3), we find easily 
s=3(mx+m2)+210 and s*=228.  
Since G is UPC-graph, we have s =s* ,  i.e., 
m 1 + m 2 = 6. (4) 
Putting (4) in (3), we obtain 
m23 + m34 = 10. 
Thus, M may be written as 
M = {3, 4, 11, m2 + m34 + 2, m2 + m34 + 4, m2 + m23 + 3, m 2 + m23 + 5, 
mt+ m23 + 2, m t + m23 + 3, 9, 10, 11, 12, 
m 1 + m34 + 3, mx + m34 .-b 4, 18, 19, 20, 21). 
Clearly G has two l l -cycles, a contradiction. 
Similarly, we obtain easily s and s* for the cases 1.2, 1.3, 2.1.1, 2.1.2 and 
2.2.1.1 (see Table 2). 
From s = s*, we have: 
Case 1.2. 3(m12 + m78 + m34 + m56) = 17; 
Case 1.3. 6(mx2 + m78 + m56) -- 10; 
Table 2 
Case s s * 
1.2 
1.3 
2.1.1 
2.1.2 
2.2.1.1 
3(m12 + m78 + m34 + m56) + 211 228 
6(m12 + m56 + m78 ) + 263 273 
4(mz3 + m67) + 2(m34 + ms6) + 182 207 
5(m4s + m67 + m12 + m~) + 182 228 
2(2mz3 + 2m45 + m12 + m67) + 274 297 
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Case 2.1.1. 
Case 2.1.2. 
Case 2.2.1.1. 
Since each m o is an integer, 
five cases cannot arise. 
Case 2.1.3. We obtain easily 
2(2m2a + 2m67 + m34 q- m56 ) = 25; 
5(m12 + m34 + m45 + m67) = 46; 
2(2mz3 + 2m45 q- m12 + m67 ) --- 23. 
all above equations have no solutions. Thus these 
M = {3, 4, m34 -1- 1, ml + m12 + 3, m 1 + mlz + 4, m 1 + m~2 + 5, 
m~ + mlz + 6, m 1 + 4, m I + 5, ml + 6, ml  + 7, ml + m34 + 3, 
ml + m34 q- 4, m~ + m34 + 5, m~ + m34 + 6, m~2 + 2, 
m12 + 3, 20, 21, 22, 23}, 
where ml = m23 q- m45 + m67, 
m I + m12 -b m34 = 18. (5) 
Using (1), (2) and (5), we find 
s=7m~+m12+247 and s*=273.  
Hence 
7m I + m12 = 26. (6) 
F rom (6), we find ml ~ 3 and mlz/> 5 and therefore 
ml + 4 ~ m12 + 2. (7) 
Since B4 is a k-bridge with k i> 6, we have 
m34 -1- 1 > 5 (8) 
Consider M-  {3, 4} by combining with (7) and (8), we find 
mx + 4 = min(M-  {3, 4}). 
It follows that m~ + 4 = 5, i.e., ml = 1. Putting ml  = 1 
mlz = 19. 
This contradicts (5). 
Case 2.2.1.2. We obtain easily 
M = {3, 4, m45 + m56 -1- 1, m56 q- m67 q- 2, m56 -t- m67 + 3, m45 + m67 + 3, 
m45 + m67 + 4, ml  + m67 + 3, m~ + m67 + 4, ml + m67 + 5, 
m~ + m67 + 6, ml + m45 q- 3, ml  + m4s + 4, ml  + m4s + 5, 
m 1 + m45 + 6, m 1 + m56 + 4, m~ + m56 + 5, 
m 1 + m56 q- 6, ml + m56 q- 7, 22, 23, 24, 25}, 
where ml  = m34 q- m12, 
ml + m45 + m56 -i- m67 = 20 (9) 
in (6), we obtain finally 
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Using (1), (2) and (9), we find 
S -- 5m I q- m67 -t- 312 and s* = 322. 
Hence 
5m I + m67 = 10. (10) 
Since BI and B4 are not adjacent, v 6 :/: VT, and hence 
m67 ~> 1 (11) 
From (10) and (11), we find m 1 ~< 1. 
If  ml  = 1, then by (10) m67 -- 5. Putting ml = 1 and m67 = 5 in M, we have 
m56 -t- m67 + 2 = rn 1 + m56 a t- 6 = m56 -1- 7. 
Thus G contains two  (m56 h -7) -cyc les ,  a contradiction. 
If m I = 0, then by (10) m67 = 10. Putting ml = 0 and m67 = 10 in M, we find 
M = {3, 4, 11, m56 -t- 2, m56 -1- 13, m45 q- 13, m45 -t- 14, 13, 14, 15, 16, 
m45 + 3, m45 + 4, m45 + 5, m45 + 6, m56 -4- 4, 
m56 -t- 5, m56 -t- 6, m56 q- 7, 22, 23, 24, 25}. 
Consider M, we must have either m45 -b 3 = 5 or ms6 + 4 = 5. 
If m45 + 3,= 5, then m4s + 13 = 15. 
If m56 -t- 4 = 5, then m56 -t- 12 = 13. 
In a word,  G contains two cycles having the same length, a contradiction. 
Case 2.2.2.1. We obtain easily 
M= {3, 4, m12 + 2, rn~2 + 3, rn23 + 3, mz3 + 4, m~+3,  m~+4,  ml +5,  m1+6,  
ml  + m23 + 2, ml + m23 + 4, rn~2 + m23 + 2, m12 + m23 + 3, 
rnl + m12 + 4, rnl + m12 + 6, 19, 20, 21, 22}, 
where ml  = m34 @ m56, 
ml + m12 + ma3 = 17. (12) 
Using (1), (2) and (12), we find 
s=2m~+242 and s*=250.  
Hence ml  = 4. Putting m~ = 4 in (12), we obtain 
m12 + m23 = 13. (13) 
Consider M, by M = M* we must have either m I + m~ + 2 = ml + m~z + 5 or 
m~ + m23 + 4 = m~ + m~2 + 5, i.e., mz3 = m12 + 3 or m~ = m12 + 1. Putting them 
in (13) respectively, we have m~2 = 5, rnz3 = 8 or m~2 = 6, mz3 = 7. It follows that 
m > 5 for any m ~ M - {3, 4}, and hence G contains no 5-cycle, a contradiction. 
Case 2.2.2.2. We write easily M (abbreviation), where ml  = mz3 + m45, 
m 1 q- m12 q- m56 = 18. (14) 
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Consider M, we must have m12 + m56 + 3 = m 1 + m56 + 3, i.e., 
m I = m12. (15) 
Using (1), (2), (14) and (15), we have 
s=7ml+242 and s*=273.  
Hence 7m I = 31, a contradiction. 
Case 2.2.2.3. A similar discussion to that of the Case 2.2.2.2 yields that 7m~ = 23 
(where m I -- rn12 + m34), a contradiction. 
Case 3.1. We write easily M (abbreviation), where m I = m34 a t- rn56, 
m:2 + m23 + ml = 18. (16) 
Consider M, we must have m23 + 2 = rn I + rn~2 + 5, i.e., 
m 1 + m12 - -  m2a " -  -3.  (17) 
From (16) and (17), we obtain 2(ml + m12 ) = 15, a contradiction. 
Case 3.2. A similar discussion to that of the Case 3.1 yields that 2(m56 + m12 ) = 
19, a contradiction. 
Thus all the possible cases lead to contradiction, and the proof is complete. [] 
From a lot of facts in the proof of Theorem 3, we may make the following 
conjecture. 
Conjecture. None of the graphs each of which contains v + m edges for m >14 is a 
UPC-graph. 
In fact, Theorem 3 is the proof of the conjecture for m = 4. 
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