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Many modern efforts in Natural Language Understanding depend on rich
and powerful semantic representations of words. Systems for sophisticated logical
and textual reasoning often depend heavily on lexical resources to provide critical
information about relationships between words, but these lexical resources are ex-
pensive to create and maintain, and are never fully comprehensive. Distributional
Semantics has long offered methods for automatically inducing meaning represen-
tations from large corpora, with little or no annotation efforts. The resulting rep-
resentations are valuable proxies of semantic similarity, but simply knowing two
words are similar cannot tell us their relationship, or whether one entails the other.
In this thesis, we consider how methods from Distributional Semantics may
be applied to the difficult task of lexical entailment, where one must predict whether
one word implies another. We approach this by showing contributions in areas of
hypernymy detection, lexical relationship prediction, lexical substitution, and tex-
tual entailment. We propose novel experimental setups, models, analysis, and inter-
pretations, which ultimate provide us with a better understanding of both the nature
of lexical entailment, as well as the information available within distributional rep-
resentations.
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Chapter 1
Introduction
In modern Natural Language Processing (NLP) research, there is great
deal of focus on sophisticated semantic tasks which require complex inference
and synthesis of knowledge. These include tasks like Question Answering (QA),
where computers must read and answer questions about passages (Hirschman and
Gaizauskas, 2001; Allam and Haggag, 2012; Gupta and Gupta, 2012), and Rec-
ognizing Textual Entailment (RTE), where computers must decide whether a hy-
pothesis utterance logically follows (or can be inferred) from a given piece of text
(Dagan et al., 2006; Marelli et al., 2014; Bowman et al., 2015). In the future, these
technologies could influence a wide range of industries: from threat identification
in defense, to fact checking in journalism, to synthesis of knowledge in science and
medicine.
Substantial progress has been made in systems which perform sentential
inferences in QA and RTE, especially as common benchmarks and datasets have
become available (Dagan et al., 2006; Giampiccolo et al., 2007; Bentivogli et al.,
2009; Marelli et al., 2014; Bowman et al., 2015). Yet in most sophisticated, com-
positional model of semantics, systems must ultimately consider the semantics of
individual lexical items to form a conclusion. This often requires an understanding
about the different relationships that can occur between lexical items. Consider the
following example:
Text (Antecedent): The bright girl reads a book.
Hypothesis (Consequent): A smart child looks at pages of text.
Any language processing system wishing to infer the second sentence from the first
must know quite a bit of information about these words: it must know that girl is a
kind of child (hypernymy), and that bright and smart have the same meaning in this
context (synonymy); that books contain pages of text (meronymy), and that reading
involves looking at pages of text (world knowledge).
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Although significant progress has been made on the task of Recognizing
Textual Entailment, many of these systems ultimately depend on some lexical re-
sources (Beltagy et al., 2014; Bjerva et al., 2014; Lai and Hockenmaier, 2014;
Marelli et al., 2014; Beltagy et al., 2016). Possibly the most famous lexical re-
source is WordNet (Miller, 1995), which organizes the lexicon into a large ontology,
though many other resources also exist and are used (Baker et al., 1998; Baroni and
Lenci, 2011; Baroni et al., 2012; Ganitkevitch et al., 2013; Jurgens et al., 2012; Levy
et al., 2014a; Turney and Mohammad, 2015). Unfortunately, resources as expansive
as WordNet are extremely expensive to create, and as language is ever-changing,
they are inevitably always incomplete. As such, any dependence on manually con-
structed resources represents one weak point in some Natural Language Under-
standing systems. Even recent neural network approaches, which attempt to learn
entailments without explicitly depending on these resources, often cannot make en-
tailment predictions about words which were not in the training data (Bowman et
al., 2015; Cheng et al., 2016; Pavlick and Callison-Burch, 2016).
Distributional Semantics offers one potential solution to these issues of lex-
ical coverage. Distributional Semantics takes inspiration from the famous quote:
“You shall know a word by the company it keeps” (Firth, 1957). In Distributional
Semantics, representations of word meaning are automatically induced by counting
or modeling the contexts in which a word appears. Distributional Semantics is often
called Vector Space Models (VSMs) of language, because words are represented as
vectors a high-dimensional vector space. Words with similar semantics will have
similar vectors in this space. Since VSMs do not require annotated corpora, they
are used and studied as an alternative or predictor of particular lexical resources
(Baroni et al., 2012; Erk, 2010; Turney and Pantel, 2010).
In this thesis, we consider how VSMs can be leveraged to predict some of
the difficult lexical inferences necessary in RTE. Namely, we present techniques and
models for predicting specific lexical relationships, entailments, and substitutions
using Distributional Semantics. In Lexical Relationship detection, we must pre-
dict whether two words exhibit specific, fine-grained linguistic relationships, like
hypernymy (is-a relationships; e.g. ‘cat’ and ‘animal’) or meronymy (part-whole
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relationships; e.g. ‘cat’ and ‘tail’). In Lexical Entailment detection, we must predict
a coarser entailment label, such as simply entailing or non-entailing, without fine-
grained labels of linguistic relationship. In Lexical Substitution, we must propose
a context-specific synonym for a word in a given sentential context, such that must
consider a word’s multiple meanings.
We consider each of these tasks, in turn, and present novel models based on
distributional approaches of word meaning. Furthermore, we further demonstrate
the value of our efforts by integrating our techniques into a larger framework of
sentential semantics, and show improvements on a real, end-to-end RTE task, espe-
cially compared to a model which uses only a fixed lexical resource.
While each of these tasks is approached and tested for empirical contribu-
tions, we also aim to understand the improvements and benefits offered by each
of our models across the various tasks. To this end, each empirical contribution is
additionally complemented by an analysis of why the contribution is attained. In
this way, we hope we can show not just how distributional semantics can enable
lexical entailment, but how lexical entailment provides insight about distributional
representations, and the information contained within them.
1.1 Thesis Outline
The remainder of this thesis is structured as follows:
In Chapter 2, we introduce the necessary background information to under-
stand this thesis, including a brief discussion of Distributional Vector Space models
and their construction. We also briefly introduce each of the relevant tasks consid-
ered in this thesis, including hypernymy detection, lexical relationship prediction,
lexical substitution, and Recognizing Textual Entailment.
In Chapter 3, we consider the importance of experimental setup in hyper-
nymy detection, and propose an experimental setup which better measures how
models generalize to novel lexical items. We propose Asym, a Supervised Distri-
butional model for hypernymy detection, and show it outperforms prior work in
our experimental setup. Finally, we examine Asym analytically and show it does
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not exhibit prototypicality behavior, where a model makes predictions like “cac-
tus is an animal,” only because animal is a prototypical hypernym, and cactus is a
prototypical hyponym.
In Chapter 4, we dive deeper into a hypernymy detection model which is
known to exhibit strong prototypicality behavior. We propose a novel analysis of
this model by interpreting the model within the framework of context vectors, and
show it learns to identify distributional contexts related to Hearst patterns. We pro-
pose a novel model based on this behavior, which extends a prototypicality classifier
using an iterative procedure similar to Principal Component Analysis (PCA). We
evaluate our model in hypernymy detection, general lexical entailment detection,
and lexical relationship prediction, and show our model matches or outperforms
several existing models in the literature.
In Chapter 5, we propose two novel, unsupervised models for the Lexical
Substitution task, where one must propose a synonym of a target word in a given
sentential context, which preserves the meaning of the sentence. We show our mod-
els quantitatively outperform a similar model across three datasets of Lexical Sub-
stitution, especially when models must propose Lexical Substitutes from the entire
vocabulary. An analysis of our models show they prefer to predict high-frequency
words as substitutes, enabling them to prefer correct substitutes over misspelled
alternatives.
In Chapter 6, we integrate the findings of the previous chapters into a real,
end-to-end RTE system, showing that our contributions in lexical semantics are
useful in a complex task requiring sentence-level reasoning. An error analysis of
RTE shows the different components succeed and fail in ways consistent with the
findings of other chapters.
We conclude our thesis in Chapter 7, summarizing our contributions and
findings, and proposing some directions for further investigation.
1.2 List of Thesis Contributions
In this thesis, we make the following contributions:
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Experimental Setup for Predicting Lexical Relationships
We observe the importance of experimental setup in lexical relationship clas-
sification and hypernymy detection, noting that traditional train/test splits can lead
to lexical memorization and overestimation of the lexical generalization. We pro-
pose an alternative experimental setup for lexical relationship classification, where
there is zero lexical overlap between the training and test sets. For example, if the
word ‘animal’ may not appear in both the training set and test set. We find this ex-
perimental setup is considerably more difficult, and better measures the ability of
models to generalize to novel lexical items.
The Asym model for Hypernymy Prediction
We propose Asym, a supervised distributional model for hypernymy detec-
tion. We connect Asym to the Distributional Inclusion Hypothesis, which has moti-
vated a large number of unsupervised models of hypernymy detection. We show the
Asym model performs strongly in zero lexical overlap settings, We analyze Asym
within the context of the prototypicality framework proposed in prior work, and
find it does not simply learn prototypicality behavior.
H-features for Lexical Relationship Prediction
We analyze a lexical relationship classifier which is known to exhibit strong
prototypicality behavior, wherein a model predicts ‘cactus → animal’, simply be-
cause ‘animal’ is a prototypical hypernym. We consider its performance with re-
spect to different distributional spaces, and use a novel technique to interpret the
model with respect to distributional contexts. We observe that it predicts relation-
ships using distributional contexts based on well-known Hearst patterns. We argue
that this prototypicality behavior is interesting and valuable for the task of relation-
ship prediction.
We propose a novel lexical relationship classifier called H-features, which
exploits prototypicality behavior, and extends modeling power using an iterative
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PCA-like procedure for feature extraction. This new H-feature model obtains strong
or state-of-the-art performance across nine datasets constituting a variety of linguis-
tic relationships. We show that the model remains interpretable across this array of
linguistic relationships, and learns to look for interesting distributional contexts be-
yond Hearst patterns.
The PIC and nPIC models for Lexical Substitution
We propose nPIC, a novel unsupervised model for Lexical Substitution. Our
model builds off of another simple model of Lexical Substitution, by replacing sim-
ple cosine similarity with an unnormalized dot product. Our Lexical Substitution
model outperforms a comparable Lexical Substitution mode on three datasets. Our
improvements are most pronounced in a difficult evaluation task, where a model
must propose substitutes from the entire vocabulary. We also propose PIC, which
includes additional parameters learned in a self-supervised manner. We find the ad-
ditional parameters provide significant gains in objective performance on Lexical
Substitution across all three datasets.
We analyze our models of Lexical Substitution, and show our model prefers
substitutions with higher unigram frequencies, enabling it to disregard misspelled
substitutes like ‘colorfull (sic)’ in favor of their correct counterparts. We also find
that the additional parameters of the PIC model further exaggerate this unigram
bias.
Integrations into an RTE system
We evaluate lexical entailment classifiers within the framework of a com-
plete end-to-end RTE system, and observe that strong performance in lexical en-
tailment is a critical component for a successful RTE system.
We observe that the probability of a word pair entailing in RTE is non-
monotonic in the cosine similarity between the words: the pair is more likely en-
tailing the higher its cosine similarity, until the highest levels of cosine similarity, at
which point words are more likely to be co-hyponyms and therefore non-entailing.
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We integrate this observation into the RTE system and show improvements at both
the lexical level and RTE level.
Finally, we integrate the contributions from our chapters on Asym, H-
features, and Lexical Substitution into the end-to-end RTE system. We find that
many of the improvements observed in earlier chapters contribute to a higher score
in the end-to-end RTE system, providing additional validation for the contributions
of this thesis.
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Chapter 2
Background
2.1 Chapter Overview
In this chapter, we review some of the background critical to this disser-
tation. We begin with a discussion of Recognizing Textual Entailment (RTE) as
core motivation of our thesis. We then overview Distributional Semantics, outlining
its purpose and two specific implementations employed in this thesis. Finally, we
discuss the Lexical Entailment (LexEnt) and Lexical Substitution (LexSub) tasks,
which we view as two useful proxies for the kinds of lexical semantics necessary in
RTE. We do not argue that these tasks are completely sufficient, but one goal of our
thesis to show that developments in these tasks improve practical RTE.
2.2 Recognizing Textual Entailment
In the previous chapter, we introduced the Recognizing Textual Entailment
(RTE) task as a challenging semantic problem in the field of Natural Language
Processing. One of the first benchmark papers describes RTE as “recognizing, given
two text fragments, whether the meaning of one text can be inferred (entailed) from
the other” (Dagan et al., 2006). For example, an RTE system could read the sentence
“A bright girl reads a book,” and predict it entails “A smart child looks at text.”
Since this original definition, many other datasets (Giampiccolo et al., 2007;
Bentivogli et al., 2009; Marelli et al., 2014) and countless approaches have been
described (c.f. Dagan et al. (2013) for a thorough survey). Although RTE is not
usually considered an end-user application by itself, successful RTE systems may
influence many downstream tasks like Information Extraction or Question Answer-
ing and become useful in information-heavy industries like defense, journalism, and
science.
RTE is a very difficult task, at least partially due to its generality. True entail-
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ment reasoning may require a mix of common sense and domain-specific knowl-
edge; sophisticated logical inference about coreference, scope, quantifiers and im-
plications; and a substantial ability to judge the importance and relationships be-
tween individual lexical items (Dagan et al., 2006). Modern RTE systems do not
attempt to cover every possible entailment phenomenon, but do strive to make in-
cremental progress on individual problems with varying approaches. In this thesis,
we focus predominantly on some of the issues of lexical semantics necessary for
reasoning in RTE systems. Specifically, we consider issues like lexical relationship
detection, where one must classify how two words are (or are not) related, and lex-
ical paraphrasing, where one must suggest alternative words which have the same
meaning.
Presently, there exist many approaches of RTE systems. Early systems for
RTE focus heavily on detecting word overlap or alignments between the text and
hypothesis. These systems may focus on looking for word re-use between the two
sentences, or the presence of predictive words in either sentence, like ‘not’ (Da-
gan et al., 2006). Modern, deep learning approaches focus on learning word and
sentence representations from large datasets (Bowman et al., 2015; Cheng et al.,
2016; Bowman et al., 2016; Mou et al., 2016; Rockta¨schel et al., 2016; Vendrov
et al., 2016). These models attempt to learn all RTE entailments and word relation-
ships implicitly through a large dataset of annotated RTE examples. While they per-
form incredibly well statistically, recently it has been noted that these systems boil
down to sophisticated variations of the word alignment idea (Parikh et al., 2016),
and sometimes fail to learn basic properties about lexical meaning (Pavlick and
Callison-Burch, 2016), and therefore may fail unpredictably, especially with un-
seen words.
Other kinds of RTE approaches focus more heavily on doing sorts of log-
ical, deductive reasoning correctly, but depend heavily on large lexical resources
to capture the implications and information necessary for lexical reasoning (Mac-
Cartney and Manning, 2008; Bjerva et al., 2014; Beltagy et al., 2016). These rich
lexical resources, including WordNet (Miller, 1995) and PPDB (Ganitkevitch et al.,
2013), provide an excellent source of common sense knowledge and word relation-
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ships which can be used as a background knowledge-base during logical reasoning.
However, when a word exists outside the knowledge-base, or the relationship be-
tween two words is not labeled, then the systems will also fail to draw even simple
conclusions; as such these systems may have very high precision, at the extreme
cost of recall.
In our work, we consider whether it is possible to improve upon this latter
class of RTE systems by distilling information about lexical relationships automat-
ically. We turn now to Distributional Semantics and Vector Space Models, which
provide an automatic induction of word meaning using only large, unannotated cor-
pora.
2.3 Distributional Semantics
Distributional Semantics is a powerful tool for automatically inducing se-
mantic representations for lexical items (Turney and Pantel, 2010; Erk, 2012). The
core notion is that of the Distributional Hypothesis, that if two words appear in
similar contexts, they can be assumed to have similar meaning. This idea has a long
history in the linguistic and philosophical literature that can be traced back over 60
years (Wittgenstein, 1953; Harris, 1954; Firth, 1957). In its modern form, Distribu-
tional Semantics involves finding vector space representations of words which are
constructed by counting or modeling the contexts in which a particular word ap-
pears. According to the Distributional Hypothesis, words with similar vectors can
be assumed to have similar meanings (Turney and Pantel, 2010). For this reason,
they are often referred to as Vector Space Models (VSMs) of language. Variations
on this idea have also become immensely popular in the neural networks com-
munity, with algorithms like Skip-gram Negative Sampling (SGNS) (Mikolov et
al., 2013) and GloVe (Pennington et al., 2014), and have often replaced traditional
count-based VSMs in the NLP community (Baroni et al., 2014). In their neural
forms, these distributional vectors are often referred to as word embeddings, be-
cause they embed the word in a fixed-dimensional vector space. In this dissertation,
we freely use the terms embeddings and word vectors interchangeably, and we will
10
the furry dog is friendly to
and manipulate the dog ’s lips and
as a clever dog ; two to
a reputation among dog trainers of having
also among the dog breeds most likely
the very earliest dog shows and kennel
as a guard dog and to hunt
the mechanic ’s dog began to howl
(a) toy corpus
dog
cat
animal
θ
underwater
fu
rr
y
(b) cartoon vector space
Figure 2.1: (a) Example contexts of the word ‘dog’, and (b) Cartoon drawing of
word vectors in the furry and underwater dimensions.
cover the SGNS algorithm in more detail in Section 2.3.3.
In its simplest form, vectors are induced by defining a vector space where
each dimension in the space corresponds to a particular context word. A large, unan-
notated corpus of text is then processed, finding instances of a target word, like
‘dog’, and incrementing a count for each of the target’s co-occurrences, or words
appearing around the target word ‘dog’, as in Figure 2.1. With a large enough cor-
pus, coherent statistical patterns begin to form. For example, the word furry is
likely to be used to describe both ‘cat’ and ‘dog’, which is then reflected in the
vector counts (Lund and Burgess, 1996). After constructing vector representations
for the words ‘cat’ and ‘dog’, we can then compare these vectors using various
geometric distance metrics, most prominently cosine similarity:
cos(u,v) =
∑
i uivi√∑
i u
2
i
√∑
i v
2
i
=
u>v
‖u‖‖v‖ (2.1)
Here, i iterates over all the different context dimensions, like furry or kennel,
and cosine similarity is defined over the range [−1, 1] or [0, 1], depending on the
exact distributional space chosen. Words with similar vectors will have a smaller
angle between them, and therefore a higher cosine similarity (i.e. closer to 1). For
example, in one of the distributional spaces used in this thesis, ‘brother’ and ‘sister’
have a cosine similarity of 0.85, but ‘brother’ and ‘truck’ have a cosine similarity
of only 0.14.
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2.3.1 Count Transformations
In practice, usually the distributional vectors are more sophisticated in their
construction than raw co-occurrence counts. Typically, words and contexts below
a certain threshold are omitted from the co-occurrence matrix, because extremely
rare words have few counts and therefore impoverished representations (Turney and
Pantel, 2010). The co-occurrence matrix is also usually transformed using some
nonlinearity; one common choice is Positive Pointwise Mutual Information (PPMI)
(Bullinaria and Levy, 2007), where the raw co-occurrence count between a word w
and context c is transformed,
PPMI(w, c) = max
(
0, log
P (w, c)
P (w)P (c)
)
Pointwise Mutual Information (PMI) measures roughly how many times more
likely two items co-occur more often than chance, while Positive PMI additionally
ignores co-occurrences that occur less often than chance. Other transformations,
like conditional probability (P (w|c) or P (c|w)) (Hofmann, 1999; Blei et al., 2003),
Local Mutual Information (LMI) (Evert, 2005), and soft-plus (log(1+x)) (Penning-
ton et al., 2014), are also sometimes seen in the literature, and emphasize different
aspects of lexical similarity.
2.3.2 Context Selection, and Syntactic Contexts
Defining contexts is another important aspect of distributional semantics. In
the example of Figure 2.1, we showed that context can be defined as three words to
the left and right of the target word, but there are alternatives. For example, using
very large windows of co-occurrence (or even entire documents) results in empha-
sizing more topical similarity, e.g. doctor and hospital, while smaller windows em-
phasize more functional similarity, e.g. doctor and surgeon (Peirsman, 2008; Agirre
et al., 2009).
Context can be also defined as syntactic neighbors extracted from a depen-
dency parse. For example, in Figure 2.2, the contexts for the word chased would
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the dog chased its tail.
det nsubj
dobj
poss
Figure 2.2: Example of a dependency parse for “The dog chased its tail.” In a syn-
tactic distributional space, contexts are defined as adjacent nodes with their labeled
edges.
be nsubj+dog and dobj+tail. Distributional Spaces defined in this manner tend to
emphasize the selectional preferences of words, or the tendency of words to have
particular arguments in their syntactic relations. (Pado´ and Lapata, 2007; Baroni
and Lenci, 2010; Levy and Goldberg, 2014a). For example, the subject of barks is
likely to be dog, while the subject of purrs is likely to be cat.
2.3.3 Dimensionality Reduction
Dimensionality Reduction is another important aspect of Distributional
Semantics. As described earlier, distributional vector spaces are very high-
dimensional: bag-of-words spaces have many thousands of dimensions (Turney and
Pantel, 2010; Mikolov et al., 2013; Pennington et al., 2014), while syntactic spaces
may have millions (Baroni and Lenci, 2010; Pado´ and Lapata, 2007). Efficiently
dealing with these large, extremely sparse vectors can be troublesome, so we often
opt to use some form of dimensionality reduction in the form of matrix factoriza-
tion. In dimensionality reduction, the co-occurrence matrix M is assumed to be
factorizable into two lower-rank matrices,
M ≈ VC>, (2.2)
where V is some lower-rank representation of word vectors, and C is the corre-
sponding lower-rank representation of the context items. These projections of words
and contexts into the same latent space traces back to the earliest days of distri-
butional semantics (Landauer and Dumais, 1997; Deerwester et al., 1990), and is
critical to many of the contributions of this thesis.
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Singular Value Decomposition
One common form of matrix factorization used in the literature is the Sin-
gular Value Decomposition. In this formulation, we find a factorization
M = AΣB>,
where A and B are unitary matrices, and Σ is a diagonal matrix. These three ma-
trices are used to derive the V and C matrices,
V = AΣ,
C = B.
The SVD is particularly important because it is uniquely defined for any matrix, has
a direct connection to the eigendecomposition, and has natural or domain-specific
interpretations. One especially useful property is that the diagonal matrix Σ con-
tains an ordered list of the singular values of the matrix. Thus, in its complete form,
the Σ matrix will actually contain as many entries as the rank of the matrix, but we
arbitrarily pick the first k singular values in order to find a low-rank approximation
(Trefethen and Bau III, 1997).
Skip-Gram Negative Sampling (Word2Vec)
More recently, alternative forms of distributional semantics have made a
large impact on the NLP community, in particular the Skip-Gram Negative Sam-
pling (SGNS) model, commonly known as Word2Vec (Mikolov et al., 2013). Like
traditional count-based distributional semantics, SGNS aims to learn a vector rep-
resentation for words where words with similar meaning have similar vectors. It
came into wide popularity after the famous observation that simple vector arith-
metic could be used to do some analogical reasoning: for example, Mikolov et al.
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(2013) famously observed that
king−man + woman ≈ queen.
SGNS is a log-bilinear model of co-occurrence, where the model learns in-
put embeddings representing words and output embeddings representing contexts.
These embeddings are k-dimensional vectors, typically about k = 300, as with
other dimensionality reduction models. The Word2Vec algorithm learns embed-
dings in a single pass over a corpus, and does not require storing any large, sparse
co-occurrence matrix, making it much faster and memory thrifty than traditional
count-based models. The algorithm learns by observing each target word w with a
context c, just as Section 2.3.2. For each co-occurrence observed, the model pre-
tends that it must perform a classification task, predicting whether the observed co-
occurrence is either real, or random noise according to a log-bilinear model similar
to logistic regression,
P (w|c) = σ(w>c), (2.3)
where σ is the logistic function,
σ(x) =
1
1 + e−x
. (2.4)
To turn this it a real classification problem, for each real observed word w, sev-
eral negative samples are also “observed,” by stochastically selecting several words
w¯1, . . . , w¯n from the unigram distribution. The model should then predict a high
probability for the true observation P (w|c) and low probabilities for P (w¯i|c), i =
1, . . . , n. In each observation, the parameters w and c are updated via Stochastic
Gradient Descent (SGD). With a large corpus, many iterations of SGD are run,
resulting in high-quality representations for w and c.
Initially, the community was perplexed as to why representations learned by
this algorithm should be so much better than those from traditional count-based
methods (Baroni et al., 2014). However, almost all of its mysteries have since been
explained: the SGNS model itself is implicitly equivalent to PMI matrix factoriza-
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tion (Levy and Goldberg, 2014b); its improvements over count-based models are
mostly due to heuristics (Levy et al., 2015a); and its analogical reasoning is re-
lated to a balance of cosine similarities (Levy et al., 2014b). Nonetheless, today the
model is often the typical “default” choice of NLP practitioners, due to its extreme
efficiency and strong efficacy.
2.3.4 Problems with Distributional Representations
The Distributional Hypothesis and its computational implementations have
proven to be extremely useful in practical applications of NLP (Cho, 2015; Gold-
berg, 2016). Indeed, one may even argue that the most important and impressive
advancements of the past several years are fundamentally powered through the dis-
tributional hypothesis (Manning, 2015). Nonetheless, distributional models do have
important limitations.
Recall above we showed that the cosine similarity of ‘brother’ and ‘sister’ is
0.85, while ‘brother’ and ‘truck’ was only 0.14. However, the words ‘hot’ and ‘cold’
have a similarity of 0.89, even more than that of ‘brother’ and ‘sister’. Though the
meanings of ‘hot’ and ‘cold’ are highly related, they are natural antonyms, and it
is (generally) impossible for something to be both hot and cold simultaneously.
Thus we can tell that words have related meanings, but not how or why they are
related, or what is the relationship between them. Additionally, many measures of
distributional similarity, like cosine similarity, are inherently symmetric, or that
cos(u,v) = cos(v,u),
thus it is impossible to detect any asymmetric relationship using only cosine simi-
larity. In the next section, we explore some of these relationships, and will address
these problems in greater detail throughout the thesis.
2.4 Lexical Entailment and Relationship Detection
Zhitomirsky-Geffet and Dagan (2005) define Lexical Entailment as any in-
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stance where one word “can be substituted by [another word], such that the meaning
of the original word may be inferred from the new one.” More generally, Lexical
Entailment is any semantic relation where the meaning of one word is implied by
the meaning of another (Shnarch, 2008). This includes many classical lexical rela-
tions, like hypernymy (e.g. ‘girl’ is a ‘child’; a ‘dog’ is an ‘animal’), and meronymy
(e.g. ‘girl’ has ‘eyes’; a ‘dog’ has a ‘tail’), but it can also include a wide variety other
inferences which are difficult to categorize, like ‘to snore’ implies ‘to sleep’.
As shown in our Introduction example, understanding and predicting these
lexical relationships is critical to performing certain inferences in RTE: without ba-
sic lexical relationships, even the easiest textual entailments would be out of reach.
There has been a great deal of research around predicting lexical relationships au-
tomatically from text. We cannot possibly enumerate all the work on this problem,
but we aim to cover some influential approaches and to emphasize attempts related
to distributional semantics
One important, early development in this task was Hearst patterns (Hearst,
1992), which are specific textual patterns highly indicative of particular relation-
ships. Common Hearst patterns include exemplar phrases like “animals such as
cats,” “animals including cats,” which are both highly indicative of hypernymy.
Later, Snow et al. (2004) extended this Hearst pattern approach to use syntactic pat-
terns. By using syntactic parses, some longer distance patterns are more easily cap-
tured, like “animals such as cats and dogs,” which implies “animals such as dogs.”
Girju et al. (2006) proposed a variety Hearst patterns for meronymy (a part-whole
relation), including a variety of genitive constructions like “baby’s eyes,” “eyes of
the baby,” and “bird without wings.”
More recently, groups have begun researching how lexical relationships may
be mined automatically using VSMs. Since Distributional Semantics provides a
way of estimating word meaning automatically from only large, unannotated cor-
pora, they may also be able to identify word relationships (Baroni and Lenci, 2011;
Baroni et al., 2012). Ideally, this could be used to augment existing lexical resources
like WordNet, bootstrap a WordNet-like resource in new languages, and help down-
stream tasks like RTE and QA.
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Early work in predicting lexical entailments using distributional spaces was
focused mostly on attempts to find unsupervised similarity measures to identify hy-
pernymy from word vectors (Weeds et al., 2004; Clarke, 2009; Kotlerman et al.,
2010; Lenci and Benotto, 2012; Santus, 2013). The reasoning was that with the
right corpus, the right distributional space, and the right similarity measure, hyper-
nym pairs (or at least candidate pairs) could be readily identified using only word
vectors. This view was developed in part by evidence that the ubiquitous cosine sim-
ilarity tends to highlight co-hyponym pairs more than other relations (Weeds et al.,
2004; Baroni and Lenci, 2011). One lasting hypothesis about hypernymy detection
has been the Distributional Inclusion Hypothesis (DIH) (Zhitomirsky-Geffet and
Dagan, 2005), which states that the contexts in which a hypernym appears should
be a superset of all its hyponyms. A considerable amount of work assumed the
DIH to be at least partially true, and many of the proposed measures were based on
the Distributional Inclusion Hypothesis in one form or another (Clarke, 2009), or
a hybrid of DIH and cosine similarity (Kotlerman et al., 2010; Lenci and Benotto,
2012).
As it became obvious that unsupervised measures did not work as well as
hoped, the community began working on entailment detection as a supervised task.
Baroni et al. (2012) proposed, as a preliminary baseline of a novel dataset, training
a simple baseline classifier to predict whether word pairs were either hypernyms
or non-hypernyms. Although they reported strong performance, others later real-
ized their model struggled with issues of lexical memorization, or a special kind of
overfitting (Roller et al., 2014; Weeds et al., 2014; Levy et al., 2015b). As such,
more recent works have emphasized their performance when individual words are
held out entirely, so that the same word can never appear in both training and test-
ing sets (Roller et al., 2014; Kruszewski et al., 2015; Levy et al., 2015b; Shwartz
et al., 2016; Roller and Erk, 2016a). We discuss more about this issue of Lexical
Memorization in Chapter 3.
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2.5 Lexical Substitution and Polysemy
In our discussion of lexical relationships in the previous section, we assumed
that words are monosemous, or that they have only one meaning. However, words
like ‘bright’ have multiple meanings, which change depending on context, as in
‘bright girl’ and ‘bright coat’. When a word has multiple meanings, it is polyse-
mous, and polysemy is one of the fundamental difficulties with understanding nat-
ural language (as well as a source of beauty in so many poems and jokes).
Handling polysemy is one of the oldest problems in NLP, and probably one
that remains fundamentally unsolved. Lexicographers often attempt to simply cata-
log and enumerate the different senses of a word, as one sees in the Oxford English
Dictionary, or in the different synsets in WordNet. This has led to the very impor-
tant task of Word Sense Disambiguation (WSD), where one must identify which
sense of a word is being used in a particular context or sentence (McCarthy, 2009;
Navigli, 2009).
However, lexicographers may not always agree on how fine-grained to con-
sider senses: obviously a ‘river bank’ and a ‘financial bank’ are very different word
senses, but should we distinguish the many different kinds of financial banks, like
investment banks, deposit banks, and federal banks? This leads inevitably to the
flip-side of the WSD: Word Sense Induction (WSI), where one must take a dataset
of a word’s unannotated usages, and then induct or identify all its possible sense
meanings (McCarthy, 2009; Navigli, 2009). It is clear how that the WSD and WSI
may be important and useful task in the search of lexical semantics, but other pos-
sibilities exist.
One approach to dealing with polysemy is to model how word meaning shifts
in a given context; that is, we can explicitly model what happens to a word based on
its use in a given context (Erk and Pado´, 2008; Erk, 2010). Since 2007, one way to
measure this has been the Lexical Substitution task. In the Lexical Substitution task,
we are provided with a sentential context, and must suggest substitutes which can
replace the given target word, while preserving the meaning of the entire sentence
(McCarthy and Navigli, 2007; Biemann, 2012; Kremer et al., 2014).
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At first glance, the Lexical Substitution task has a less obvious connection
to Textual Entailment than the Lexical Entailment task does. However, we argue it
is also an important proxy to improvements on Textual Entailment, and that Lexical
Substitution may act as a kind of lexical entailment in context: if a substitute can
replace the target and preserve the meaning of the sentence, then it follows that the
target entails the substitute. Although this includes basic synonymy (like ‘bright’
and ‘clever’), it also covers much more interesting specialized cases. For example,
with the context
“Tara stood stock-still, waiting for the first tiny gleam from the scout
craft to appear in the darkness of the wormhole,”
human annotators considered portal and rift to be excellent substitutes. These sub-
stitutes take into account the Science Fiction context of the sentence, indicating
the task is more complicated than simple synonymy. Indeed, Kremer et al. (2014)
found that only 9% of substitutes in their dataset were direct synonyms in WordNet.
For this reason, we believe that Textual Entailment can benefit more from modeling
Lexical Substitution as a complete task, rather treating the phenomenon as explicit
lexical relations.
Distributional Semantics offers a tempting solution to this problem of Lexi-
cal Substitution, given its ability to measure the graded levels of similarity between
words (Erk and Pado´, 2008). Interestingly, although there have been both super-
vised (Biemann, 2012; Szarvas et al., 2013a) and unsupervised attempts (Erk and
Pado´, 2008; Dinu and Lapata, 2010; Thater et al., 2010; Van de Cruys et al., 2011;
Kremer et al., 2014; Melamud et al., 2015a,b; Kawakami and Dyer, 2016; Roller
and Erk, 2016a) using distributional semantics, presently unsupervised measures
hold an edge (Melamud et al., 2015a, 2016).
2.6 Chapter Summary
In this chapter, we examined the task of Recognizing Textual Entailment,
emphasizing its difficulty and the wide variety of phenomena it encompasses. We
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briefly considered two broad kinds of RTE systems and described how they often
approach lexical semantics. We then described the Distributional Hypothesis, and
its computational realization, Distributional Semantics. Our discussion of Distribu-
tional Semantics covered how word vectors are derived from unannotated corpora
(using both count-based and prediction-based techniques), and how similarity mea-
sures like cosine may be used to words with related meanings, but that they fail to
consider how words are related. We then considered a variety of lexical relation-
ships, like hypernymy, synonymy, co-hyponymy, and their importance in RTE. We
also considered issues of polysemy, its difficulty, and how it can also be related to
the RTE task.
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Chapter 3
Hypernymy Detection and Asym
This chapter introduces the Asym model and related material. The work in
this chapter has been published in Roller et al. (2014), and all work in this chapter
constitutes original contributions.
3.1 Chapter Overview
Automatically identifying lexical relationships is a long standing task in
NLP (Hearst, 1992; Snow et al., 2004; Girju et al., 2006), which has implications
for textual entailment, question answering, information retrieval, and more. Hyper-
nymy, or an is-a relationship like ‘cat’ is an animal, is of particular interest for many
applications. Most approaches tend to focus on identifying specific lexico-syntactic
patterns which are indicative of particular relations, but require that direct observa-
tion of words in those patterns. The use of distributional vectors holds promise of
increasing recall over lexico-syntactic patterns, but the literature has focused mostly
on unsupervised measures with limited success.
We propose Asym, a novel supervised model for automatically identifying
hypernymy using distributional vectors. Our measure draws inspiration from the
Distributional Inclusion Hypothesis (Zhitomirsky-Geffet and Dagan, 2005), which
states that the contexts in which ‘animal’ may appear should be a superset of the
contexts in which ‘cat’ may appear. We propose a novel experimental setup to mea-
sure how well models generalize to unseen lexical items, and show that our model
performs well in these adversarial experimental conditions.
3.2 Prior Work
There is a large body of work on automatically extracting word relationships
from unannotated corpora, and thus it is nearly impossible to cover all work exhaus-
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tively. Nonetheless, we here try to sketch out some of the main branches of research
which have led to our own work.
One of the seminal works in automatic hypernymy discovery was that of
Hearst patterns (Hearst, 1992). Hearst showed that certain lexico-syntactic idioms
were very clear indicators of hypernymy relationships. Some example Hearst pat-
terns are ‘animals such as cats’; ‘animals for example cats’; and ‘animals including
cats’. Each of these provides evidence that ‘animal’ is a hypernym of ‘cat’, es-
pecially when the pattern is repeated several times across a large corpus (Hearst,
1992). With a strong set of patterns, and a large enough corpus, many hypernymy
relationships may easily be captured.
Unfortunately, such patterns can be brittle and sensitive to minor inflections
or variations. These patterns above would fail to also capture the relationship be-
tween ‘animals’ and ‘dogs’ if provided ‘animals, such as cats and dogs’. Some work
has sought to address these issues by expanding the lists of Hearst patterns and in-
creasing coverage by using rough frequency estimates from web search engines
(e.g. Google, Bing) rather than explicit counts (Seitner et al., 2016). Others gener-
alize known patterns over Part-of-Speech tags (Tjong Kim Sang, 2007) or language
models (Ritter et al., 2009). These efforts can greatly improve on the low recall of
Hearst patterns with relatively small sacrifices in precision.
Another line of work seeks to generalize Hearst patterns from word patterns
to syntactic patterns. Snow et al. (2004), in particular, showed that using patterns
over syntactic parses can greatly improve the representational power, and signif-
icantly improve both precision and recall. For example, Figure 3.1 shows how a
dependency parse can be lightly processed so that the conjunction ‘and’ no longer
stands between ‘animals’ and ‘dog’, and the multiword expression (MWE) ‘such
as’ is collapsed to a single node. Later work by Snow et al. (2006) shows this can
be improved further by jointly identifying many relations in a taxonomy at a single
time. However, even with improvements through joint relationship identification
and more patterns, one limitation of Hearst patterns is that words must co-occur
together explicitly using one of the patterns. This limitation, combined with the
success of distributional vector space models, has led to the question: can distribu-
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animals, such as cats and dogs
prep
mwe pobj cc conj
(a) vanilla dependency parse
animals, such as cats dogs
prep pobj
pobj
(b) collapsed dependency parse
Figure 3.1: (a) Dependency parse for “Animals, such as cats and dogs,” and (b) The
collapsed dependency parse of the same (de Marneffe and Manning, 2008).
tional methods be used for identifying lexical relationships? And if so, what can
their success teach us about distributional methods?
3.2.1 Distributional Approaches
Much of the earlier work in applying distributional approaches to lexical
entailment detection focused primarily on unsupervised methods, positing that re-
lationships should be apparent through regular behavior across the dimensions of
a sparse vector space. The reasoning went that with the right entailment similarity
measure, one could measure the entailment-similarity between any two words and
estimate the degree to which one word entailed another. This would occur in the
same way that cosine similarity can tell you the degree to which two words are
related. Crucially, the hypothetical entails measure must in general be asymmetric,
entails(u,v) 6= entails(v,u),
or any two entailing terms (e.g. ‘cat’ → ‘animal’) will also entail the converse
(‘animal’→ ‘cat’).
One of the first approaches was that of Weeds et al. (2004), who introduced
the notion of distributional generality, where v is distributionally more general than
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u if the u appears in a subset of the contexts in which v is found, as illustrated in
Figure 3.2. They speculate that hypernyms should be more distributionally general
than hyponym, and measure distributional generality using a variation of preci-
sion (Weeds and Weir, 2003; Weeds et al., 2004):
1(x) =
1 if x > 00 otherwise (3.1)
WeedsPrec(u,v) =
∑n
i=1 ui ∗ 1(vi)∑n
i=1 ui
(3.2)
Intuitively, WeedsPrec computes the number of contexts of u which are also a part
of v, and weights each context by its importance to u. Note that the weights of
contexts in v are not considered, only their absence or presence.
Geffet and Dagan (2004); Zhitomirsky-Geffet and Dagan (2005) point out
that generic distributional similarity is too loose for precision-demanding applica-
tions like Question Answering or Textual Entailment, and that the definition should
be changed slightly. They propose the Distributional Inclusion Hypothesis (DIH),
which states that a lexical entailment relation holds between two words when “one
of the words can be substituted by the other [word], such that the meaning of the
original word can be inferred from the new one” (Zhitomirsky-Geffet and Dagan,
2005). The DIH generalizes the view of distributional generality beyond hypernymy
and provides a more rigorous definition. Figure 3.2 illustrates the DIH, emphasizing
that the contexts in which ‘cat’ appears should be a subset of the contexts in which
‘animal’ appears. Meanwhile, under this interpretation, co-hyponyms should have
a high degree of overlapping contexts.
To this end, Kotlerman et al. (2010) introduces a dataset for lexical entail-
ment and propose the distributional similarity measure balAPinc predicting lexical
entailment. The balAPinc measure is a modification of the Average Precision (AP)
measure from Information Retrieval. The general notion is that scores should in-
crease both with the number of included features, and give more weight to the
highly ranked features of the narrower term u. This is captured by computing the
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cat
contexts
dog
contexts
cat & dog
contexts
animal contexts
all contexts
Figure 3.2: Illustration of the Distributional Inclusion Hypothesis (DIH)
(Zhitomirsky-Geffet and Dagan, 2005), which hypothesizes that the contexts in
which ‘cat’ appears should be a subset of the contexts in which ‘animal’ appears.
Co-hyponyms are hypothesized to have overlapping, but distinct contexts.
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number of included features at every rank P (r), r ∈ {1, . . . , |W |}, and weighting
by the corresponding rank in the broader term, rel′(fr). The final measure, balAP-
inc smooths using the well known LIN similarity measure (Lin, 1998):
APinc(u,v) =
∑|1(u)|
r=1 P (r) · rel′(fr))
|1(u)| (3.3)
balAPinc(u,v) =
√
APinc(u,v) · LIN(u,v) (3.4)
Another measure proposed in the same vein is ClarkeDE (Clarke, 2009),
which takes inspiration from Weeds et al. (2004), but also considers the degree to
which a term v is contained within u by evaluating over a component-wise min-
imum. Intuitively, this allows us to measure distributional inclusion beyond mere
presence or absence (as in WeedsPrec), and consider the degree to which important
contexts are included.
CL(u,v) =
∑n
i=1 min(ui, vi)∑n
i=1 ui
(3.5)
Lenci and Benotto (2012) introduce the invCL measure which uses
ClarkeDE to measure both distributional inclusion of u in v and distributional non-
inclusion of v in u. While all other measures interpret the Distributional Inclusion
Hypothesis as the degree to which a⊆ relation holds, Lenci and Benotto (2012) test
the degree to which proper inclusion ( holds. They consider not only the degree to
which the contexts of the narrower terms are included in the contexts of the wider
term, but also determine the degree to which the wider term has contexts that the
narrower term does not have, and balance the two terms using a geometric mean:
invCL(u,v) =
√
CL(u,v) ∗ (1− CL(v,u)) (3.6)
A few other unsupervised approaches, not based on the DIH, have also been
proposed. In particular, Santus et al. (2014) introduce the SLQS measure, which
computes a transformed distributional space by weighting contexts via their overall
entropy (Shannon, 1948). For any given two terms u and v, the final measure de-
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pends on distribution of their top-k entropy values, reasoning that the narrower term
should have less entropy in its contexts. Follow up studies found the SLQS measure
is sensitive to hyperparameter tuning (namely, selection of k, the number of con-
texts to consider), but outperforms other measures with careful tuning (Shwartz et
al., 2017).
Evaluating Unsupervised Measures
We motivate our work with an original comparison of the available measures
based on the DIH (Equations 3.2–3.6) on their ability to separate hypernymy from
three other relations: co-hyponymy, meronymy, and random. We also include cosine
similarity as a scientific control. We evaluate using the BLESS dataset (Baroni and
Lenci, 2011), which contains annotations of word relations for 200 mostly unam-
biguous, concrete nouns like ‘van’, ‘horse’, and ‘chair’. These concepts are divided
into 17 general Categories, like ‘vehicle’, ‘ground mammal’ and ‘furniture’. Each
noun is annotated with its co-hyponyms, meronyms, hypernyms and some random
pairs. The original dataset additionally contains some additional verb relations, but
we use only the noun-noun relationships, totally about 14k data points.
We compute the similarity between the LHS and RHS for each pair in
BLESS using each of the measures. We then compute the Average Precision for
each concept and relation types, and reported the Mean Average Precision (MAP)
across all 200 concepts. Table 3.1 shows these MAP scores for the different rela-
tions and measures. An ideal entails measure would have a MAP of 1.0 in the Hyper
column, and 0.0 in other columns.
Overall, we find none of the measures give an actively higher score for the
hypernymy relation than the other three relations, indicating a dramatic failure of
all the chosen measures. Indeed, two of the measures even (slightly) underperform
cosine similarity. This raises the question: are the measures just overly sensitive to
noise in distributional vectors, or is the Distributional Inclusion Hypothesis funda-
mentally flawed? If the unsupervised are measures are simply too sensitive to noise,
perhaps using supervised techniques can improve performance. To this end, we shift
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Measure Co-hyp Hyper Mero Random
cosine .68 .20 .27 .27
balAPinc .56 .23 .31 .28
WeedsPrec .52 .22 .33 .28
Clarke .66 .19 .28 .28
invCL .60 .18 .31 .28
Table 3.1: Mean Average Precision (MAP) for the unsupervised entailment mea-
sures on the BLESS dataset. An ideal measure has a MAP of 1.0 in the Hyper
column and 0.0 in the other columns. All measures fail to select hypernymy with
greater precision than co-hyponymy.
our attention to supervised methods, hypothesizing that they will be more robust to
the noise of distributional vectors.
3.3 Importance of Experimental Conditions
As we turn our attention to supervised methods , we first consider how ex-
perimental setup can significantly impact performance and yield misleading results.
As with all supervised machine learning methods, it is important to create
distinct training and testing splits of the data. The training split is used to learn any
model parameters, while the testing split is used to evaluate a model’s generalization
by checking that the model is able to make predictions on unseen data. Traditional
methods for creating train/test splits of data are simple randomization (80% for
train, 20% for test, stochastically assigning each data item to one or the other).
When a particular dataset is somewhat small, it is often common to evaluate using
cross-validation (CV), where the data is split into k equal sized folds and then each
fold is used as the test set in k separate evaluations. Typically the performance
metric (like accuracy) is averaged across all k folds. When the k in cross-validation
is taken to be the full dataset size, then we arrive at a Leave-one-out cross-validation
(LOOCV) experimental setup.
As with other datasets, we can evaluate our hypernymy datasets using any
of these setups. For example, we could randomly assign 80% of the word pairs
in our dataset as training, and utilize the remaining 20% as testing. However, due
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the construction of the different datasets, many words appear multiple times in the
dataset: sometimes they appear on the LHS, sometimes on the RHS, and always
annotated with several example relationships. This means if we separate our training
and testing data using standard random splits, then sometimes particular words will
appear both in training and in test splits, and we may have issue generalizing to new
pairs containing unseen words. Table 3.2a demonstrates this issue in an example,
toy dataset. Crucially, we see that in this toy example, three words appear in both
the training and testing sets.
To remedy this, we propose a variation of LOOCV where an individual con-
cept is withheld as a particular test set, and the training set consists of all the remain-
ing pairs which do not contain any lexical overlap. For example, if (cat, animal)
appears in our test set, then the test set will consist of all (cat, *) pairs, and all
(*, animal) pairs will be discarded from the training set. This adversarial exper-
imental setup ensures that we can truly ensure our model is able to identify the
lexical relationship of novel pairs, and not simply memorizing certain words. Ta-
ble 3.2b demonstrates our setup.
Unfortunately, one downside of this setup is that some pairs must be dis-
carded in each particular train/test setup, as shown in the Discarded section of Ta-
ble 3.2b. This will occur in any dataset where a particular word occurs in more than
one example pair. This can be mitigated by keeping the size of each test set to its
smallest reasonable value to minimize the possibility of overlap with other pairs.
Figure 3.3 shows the percentage of training data that must be discarded on two dif-
ferent datasets. A traditional machine learning setup, where no pairs are discarded
because overlap is disregarded, would lie at the y = 0.0 line. We see that the amount
of data that must be discarded rapidly increases with the size of the test set due to
the increased vocabulary coverage; indeed, in a basic ten-fold CV setting, we need
to discard 83% of the BLESS training data, and in three-fold CV we must discard
99%. We conclude that using many small folds is better for data efficiency, though
this also comes at a computational cost, since we must run our classifiers for many
more trials.
A third evaluation setting can also exist for the BLESS dataset, which con-
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LHS RHS Category Label
Test set
cat animal mammal hyper
sofa tooth furniture rand
Training set
dog animal mammal hyper
dog cat mammal co-hyp
dog book mammal rand
cat desk mammal rand
sofa chair furniture hyper
(a) random split
LHS RHS Category Label
Test set
cat animal mammal hyper
cat desk mammal rand
Training set
dog book mammal rand
sofa chair furniture hyper
sofa tooth furniture rand
Discarded
dog animal mammal hyper
dog cat mammal co-hyp
(b) our split
Table 3.2: (a) An example randomized train/test set split for a toy dataset. Note how
the words ‘cat’, ‘animal’, and ‘sofa’ appear in both training and testing sets. (b) Our
chosen splitting of the same data. Notice no words appear in both training and in
test, but some pairs will necessarily be discarded.
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Figure 3.3: The amount of training data that must be eliminated by removing pairs
sharing words in common between training and test, as a function of test set size.
As the test set size increased, the number of overlapping pairs increases rapidly.
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Stratification Training Examples W/ overlap W/o overlap
Random 13,464 .976 -
Concept (LHS) 13,358 .971 .765
Category 12,332 .710 .652
Table 3.3: Comparing experimental conditions with and without lexical overlap on
the classifier proposed by Baroni et al. (2012).
tains additional annotations of Category along with each concept. These 17 high-
level categories include ‘ground mammal’, ‘fruit’, ‘amphibian/reptile’, ‘furniture’
and ‘musical instrument’. Thus, we may also consider leave-out-one-Category CV.
We compare these three evaluation settings (traditional, LOO Concept, and
LOO Category) by training and evaluating a fixed, existing supervised model.
Namely, we use the model of Baroni et al. (2012), who use an off-the-shelf SVM
with a polynomial kernel, reasoning that a polynomial SVM is able to capture the
importance of features and their interactions (Cortes and Vapnik, 1995). Following
their work, we use the concatenation of the raw vectors of a dimensionality-reduced,
small-window, bag-of-words distributional space for input features. That is, for our
running example, we use the features,
features(v,u) = [ ~cat; ~animal].
Table 3.3 shows the accuracy of this classifier with these features on the four-way
classification task of BLESS, both with lexical overlap and without lexical overlap.
We did not evaluate a random split setting without lexical overlap.
One clear pattern from these results is a substantial decrease in performance
when switching from allowing lexical overlap to removing lexical overlap: the
concept-level stratification performance drops by over 20 points, and the category
stratification drops by nearly 6 points. This substantial decrease shows one of our
major observations: that some classifiers may be prone to a special form of over-
fitting, where random pairs like (‘cactus’, ‘animal’) are classified as hypernymy,
because the model simply memorizes that ‘animal’ is always a hypernym when it
appears on the RHS, or that ‘cactus’ is always a hyponym when it appears on the
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LHS.
This discovery of memorization was simultaneously published by both
Roller et al. (2014) and Weeds et al. (2014), but each chose to deal with the is-
sue in separate ways. The former controlled for memorization using the concept-
level stratification we describe above, while the latter controlled for by comparing
models with a randomized control variant, which used random vectors to represent
each word. Models which had little difference between their real and randomized
results were assumed to be memorizing the data, while models which improved
over random vectors were considered strong. This is a very different approach to
controlling for lexical memorization. We consider this setup to be inadequate, since
randomized vectors are unable to exploit the distributional hypothesis, and therefore
systematically underestimate the robustness of some models.
Our second observation is that stratification by category is substantially more
difficult than stratification by concept, regardless of whether or not lexical overlap
is allowed. The reason for this is threefold: (1) Stratification by category already
accounts for a large percentage over lexical overlap, as many of the overlapping
pairs are drawn from the same high-level categories. (2) Since there are only 17
categories, but 200 concepts, this moves us from 200-fold CV to 17-fold CV, caus-
ing our training set sizes to be significantly smaller (~99% vs ~88% of the full
data). This is exacerbated when disallowing lexical overlap, as it moves us signif-
icantly further along the curve shown in Figure 3.3. (3) Category-level stratifica-
tion changes the problem into a sort of domain-transfer setting, where we must
learn about lexical relationships in the domain of mammals and then generalize to
relationships about furniture, thus making the task markedly harder, as one must
consider that the co-occurrences of ‘cat’ and ‘stool’ will likely overlap very little.
Clearly, the choice of experimental setup yields vastly different pictures of
how well a model generalizes to new data. Evaluating with zero lexical overlap
is important if we wish to distinguish between a model which truly generalizes to
novel words and one which simply memorizes the data. Category stratification is
important when we are interested in generalizing models to new domains; unfortu-
nately, category information is only available in one dataset, making it difficult to
33
test robustness of models across multiple datasets.
On the other hand, Shwartz et al. (2016) argue that allowing lexical over-
lap is possibly more realistic, since lexicographers are more likely to want to insert
words into an existing and incomplete ontology, rather than induce entirely new
ontologies from scratch. In our own work, we hope to learn about what kinds of
entailment signals are available in distributional vectors, and what these signals tell
us about lexical relationships, rather than absolute performance on ontology com-
pletion. Therefore, we consider concept-level stratification with zero lexical over-
lap to be most appropriate for our own research. Since the models we consider in
this chapter are computationally inexpensive, we employ a Leave-out-one-Concept
setup for the remainder of this chapter.
Our proposal to evaluate settings with zero lexical overlap between training
and test has been highly influential, and has since been adopted by numerous other
publications since (Levy et al., 2015b; Kruszewski et al., 2015; Roller and Erk,
2016b; Shwartz et al., 2016; Vylomova et al., 2016). Therefore we consider this
one of the core contributions of our thesis. Although in our own work we use either
an n-fold (Roller and Erk, 2016b) or LOOCV setup (Roller et al., 2014), others
have instead used either used fixed train/val/test sets with zero lexical overlap (Levy
et al., 2015b; Shwartz et al., 2016; Vylomova et al., 2016) or allow for lexical
overlap only with negatively labeled pairs (Kruszewski et al., 2015). We will briefly
reconsider these alternatives in the next chapter.
3.4 Asym
We now introduce Asym (Roller et al., 2014), our first model for predicting
hypernymy using distributional vectors, and another one of the major contributions
of this thesis. At its core, the model is inspired by the famous result of Mikolov et
al. (2013), who observed that vector subtraction can be used to perform some kinds
of analogical reasoning in some kinds of distributional spaces:
king−man + woman ≈ queen.
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Interestingly, this vector subtraction approach reasonably models many grammat-
ical relationships (singular/plural, verb conjugations) and some limited semantic
relationships (gender, capital/country). Our proposed Asym model exploits this be-
havior for lexical relationship prediction.
The Asym model is a simple model which uses the vector difference between
the hypothesized hypernym-hyponym pair as input features to an off-the-shelf clas-
sifier. For example, given a (unit normalized) distributional vector for ‘animal’ and
a vector for ‘cat’, we use the vector ~animal − ~cat as a positive example, while the
vectors for ~cat − ~animal and ~animal − ~sofa are used as negative examples. Addi-
tionally, we also give the element-wise squared difference vector as features to the
classifier. Formally, for a given (hypernym, hyponym) pair of words, (h,w), we
compute the final feature space defined as:
ai(h,w) =
hi
‖h‖ −
wi
‖w‖
bi(h,w) = a
2
i
features(h,w) = [a; b] ,
(3.7)
where [a; b] is the vector concatenation. This computation is performed for all ex-
amples in our dataset, and then the features(h,w) vector and the classification label
are used to train a Logistic Regression classifier.
3.4.1 Experiments and Results
We now compare our Asym model with the baseline model discussed above
(Baroni et al., 2012), and show that Asym generalizes better on in settings with
unseen words. As before, we evaluate on the BLESS dataset in a four-way classifi-
cation task and measure performance in accuracy. We evaluate on Leave-One-Out
Concept, so roughly 200-fold cross validation with zero lexical overlap.
We also evaluate using the Lexical Entailment Data (LEDS) (Baroni et al.,
2012). This dataset consists of 2,770 word pairs, balanced between positive (house-
building) and negative (leader-rider) examples of hypernymy, with 1376 unique
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hyponyms (LHS) and 1016 unique hypernyms (RHS). The positive examples were
generated by selecting direct hypernym relationships from WordNet, the negative
examples by randomly permuting the hypernyms of the positive examples, and then
manually checking correctness. As such, the LEDS name is somewhat misleading
as it only contains hypernymy. Since it is a binary dataset, we train only a single
binary classifier and evaluate performance in accuracy. As with BLESS, we use a
LOO setting across the LHS with zero lexical overlap.
Since different types of distributional spaces exhibit different properties
(Peirsman, 2008; Agirre et al., 2009; Baroni and Lenci, 2011), we first evaluate
our model on two distributional spaces which use a simple Bag-of-Words context.
The Window-2 BoW space counts content words two words to the left and right of
targets as contexts, while the Sentence BoW space counts all content words within
complete sentence boundaries. Both spaces were computed on a same concatena-
tion of Wikipedia, ukWaC and BNC corpora, transformed using PPMI, and reduced
to 300 dimensions using the SVD. We also use the precomputed TypeDM distribu-
tional space of Baroni and Lenci (2010), though this space was computed with
different corpora and nonlinear transformations, making it not quite comparable to
the other spaces.
We compare our model with two baselines: the first is a degenerate baseline,
which guesses false for the (balanced) LEDS dataset, and always the most common
label (no-relation) for BLESS. We also compare to the model proposed in Baroni
et al. (2012) which was used in the above section on Experimental Setup.
Table 3.4 shows the results for our distributional space experiment. First
we notice that both models strongly outperform the degenerate baseline, indicating
there is some successful learning in the models, even with the lexical overlap con-
siderations. We also see that the Window-2 space performs better than the Sentence
space throughout, indicating it is likely the task depends more heavily functional
properties of words than topical properties of words. However, we notice that the
TypeDM space does worse than the Window-2 space, but we attribute this to the
choice of nonlinear transformation (LMI) based on results from the next chapter.
We also see that the Asym model outperforms the model proposed by Baroni
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Classifier Space BLESS LEDS
Always guess false/no relation - .466 .500
SVM (Baroni et al., 2012) Window 2 .765 .815
Asym (Roller et al., 2014) Window 2 .837 .850
SVM Sentence .735 .778
Asym Sentence .803 .824
SVM TypeDM - .655
Asym TypeDM .817 .850
Table 3.4: Accuracy of Baroni et al. (2012) and Asym on BLESS and LEDS using
different spaces for feature generation. The Baroni et al. (2012) did not converge on
the BLESS dataset with TypeDM vectors.
BLESS LEDS
SVM LogReg SVM LogReg
Baseline .461 .500
Raw Vectors .765 - .815 .664
Normed .456 .712 .230 .712
Diffs .722 .769 .621 .774
Normed, Diffs (Asym) .456 .837 .254 .850
Table 3.5: Accuracy of the different feature types for each of the machine learning
algorithms on BLESS and LEDS. The LogReg classifier did not converge when
using raw vectors on BLESS. Some settings do worse than baseline as a side-effect
of the cross validation folds.
et al. (2012) throughout, indicating our architecture has better generalization, and
is better suited for the task of hypernymy detection.
We also wish to consider the effects of our model’s preprocessing require-
ments, namely that vectors are unit-normalized (Equation 3.7), and use the vector
differences. To this end, we also compare the SVM to Logistic Regression with four
variations used for features: simple concatenation of raw vectors (the features used
by Baroni et al. (2012)), simple concatenation of unit-normalized vectors, vector
difference(-squared) of the unnormalized vectors, and vector difference(-squared)
of normalized vectors (the features used by Asym).
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Table 3.5 shows each of these settings on both datasets Curiously, we see
that each the two factors has nearly opposite behaviors on the two classifiers: using
difference vectors hurts the SVM classifier on both datasets, but helps the LogReg
classifier on LEDS. We also see that unit-normalizing vectors substantially hurts
the performance of the SVM classifier, while giving an improvement to LogReg
on LEDS. Nonetheless, the the final Asym model substantially outperforms both
models on both datasets.
3.4.2 Selective Distributional Hypothesis
In an effort to understand why Asym outperforms the prior work, we now
perform experiments to qualitatively understand its successes. We inspected the
(linear) hyperplane weights learned by the Asym model, and found that the differ-
ence features (a in Equation 3.7) tended to learn mostly positive weights, capturing
the directional and asymmetric aspects of hypernymy, namely that the direction of
‘cat’ to ‘animal’ is indicative of hypernymy. This bears a resemblance to the Dis-
tributional Inclusion Hypothesis, namely that we are interested in the inclusion of
‘cat’ within ‘animal’, but only within specific aspects. This suggests that Asym may
be measuring a form of Selective Distributional Inclusion.
We test this interpretation of Asym as measuring a form of Selective Distri-
butional Inclusion. After training the model’s parameters on the BLESS dataset, we
compare the model’s learned hyperplane to the context vectors obtained in the Sin-
gular Value Decomposition. We select the 500 features most similar to the model’s
hyperplane, and then extract a distributional space from the original PPMI matrix
limited to only these context items. If our Selective Distributional Inclusion Hy-
pothesis is true, we would expect these 500 dimensions to highly compliment ex-
isting similarity measures based on the Distributional Inclusion Hypothesis from
Section 3.2.1. We note that we are directly comparing unsupervised measures with
a supervised model, and so this should only be understood as an experiment about
the interpretation of our model, not its absolute performance.
Table 3.6 shows the results of our Selective DIH experiment. As expected,
all measures except for cosine assign higher MAP values to hypernyms than they
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Original Space Selective Space
Measure Co-hyp Hyper Mero Rand Co-hyp Hyper Mero Rand
cosine .68 .20 .27 .27 .69 .20 .24 .28
balAPinc .56 .23 .31 .28 .54 .35 .26 .28
WeedsPrec .52 .22 .33 .28 .50 .38 .27 .29
Clarke .66 .19 .28 .28 .55 .39 .24 .29
invCL .60 .18 .31 .28 .42 .58 .24 .29
Table 3.6: Mean Average Precision for the unsupervised measures before after se-
lecting the top dimensions from the Asym model.
did in the original space, though only invCL that ranks hypernyms significantly
higher than co-hyponyms.1 We also see that the performance of our cosine baseline
remains relatively unchanged by the feature selection procedure, and that the Clarke
and invCL measures have their co-hyponymy and meronymy scores weakened. Al-
together, this is evidence that the Asym measure is conforming to our Selective
Distributional Inclusion interpretation.
3.4.3 Limitations of the Linear Model
We also inspect Asym’s learned weights on the difference-squared fea-
tures part of the hyperplane. Here we find that, opposite of the difference fea-
tures, Asym mostly learns negative weights. Since all of the squaring always re-
sults in positively-valued features, we conclude that the difference-squared features
are mostly informative for identifying non-hypernymy relations. We now show the
value of the difference-squared features via a theoretical analysis.
After the publication of several supervised distributional models of hyper-
nymy (Baroni and Lenci, 2011; Fu et al., 2014; Roller et al., 2014; Weeds et al.,
2014), another study followed questioning whether these models truly learn to pre-
dict relationships. Levy et al. (2015b) hypothesized that each of these models is
learning about prototypicality, or simply what a prototypical hypernym looks like.
For example, after learning that ‘cat is an animal’ and that “dog is an animal,” a
1Wilcoxon signed-rank test, p < .001
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prototypicality classifier may also conclude that “sofa is an animal.” That is, a pro-
totypicality classifier will simply learn that animal is usually a hypernym, and will
always predict this way.
The crux of the argument is explained analytically by Levy et al. (2015b),
and hinges on observing that many of the models from the literature use linear
classifiers (including Asym, but excluding the SVM in the previous experiments).
Thus, consider a classifier which takes the concatenation of the vectors [h; w] as
features, and learns a hyperplane pˆ to make its prediction. Then the hyperplane pˆ
can also be viewed as a concatenation of two vectors, [hˆ; wˆ]. Thus, the decision
plane for a particular example [h; w] can be analyzed as:
pˆ>[h; w] = [hˆ; wˆ]>[h; w]
= hˆ>h + wˆ>w
= cos(hˆ,h) + cos(wˆ,w)
(3.8)
Note that the last step depends unit-normalizing the vectors, making the inner prod-
uct the same as cosine similarity. This analysis by Levy et al. (2015b) shows that
when the hyperplane pˆ is evaluated on a novel pair, it lacks any form of direct
interaction between h and w like the inner product h>w, but rather only learns
to capture the notion of hypernymy through hˆ and wˆ, the prototypicality vectors.
Without having some form of interaction, this Concat classifier has no way of es-
timating the relationship between the two words. Furthermore, a linear classifier
which uses only the difference vectors will also have this flaw:
pˆ>(h−w) = (hˆ− wˆ)>(h−w)
= hˆ>h + wˆ>w − hˆ>w − wˆ>h
= cos(hˆ,h) + cos(wˆ,w)− cos(hˆ,w)− cos(wˆ,h)
This difference-only classifier’s behavior is slightly improved over the plain con-
catenation classifier, due to the fact that it also measures dissimilarity between the
prototypical hypernym with the hyponym, and the dissimilarity between the hy-
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pernym with the prototypical hyponym, but it still crucially lacks any direct inner
product between h and w.
However, this difference-only classifier is still not the same as Asym, since
Asym additionally has the difference-squared features. By the Law of Cosines, we
see that the square-difference features contain the crucial inner product term:∑
i
(hi − wi)2 =
∑
i
h2i + w
2
i − 2(hiwi)
=
∑
i
h2i +
∑
i
w2i − 2
∑
i
hiwi
= h>h + w>w − 2h>w
= cos(h,h) + cos(w,w)− 2 cos(h,w)
This analysis is consistent with our earlier observation that the hyperplane weights
learned by Asym are always negative: since the difference-squared features mea-
sure dissimilarity, they should be indicative of non-hypernymy relationships. Alter-
natively, one may view the difference-squared features act as a weighted Euclidean
distance, and the further h and w are from each other, the less likely they are exhibit
a hypernymy relationship.
3.5 Chapter Summary
We considered the task of hypernymy detection using distributional vectors.
We reviewed numerous unsupervised approaches to the problem and the preva-
lence of the Distributional Inclusion Hypothesis. After comparing these unsuper-
vised measures on a modern dataset, we find they come up short and consider the
task as a supervised machine learning problem.
We then consider one previous supervised approach and show that choice
of experimental setup has a large impact on performance due to issues of lexical
memorization, a special kind of overfitting which prevents lexical generalization.
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We propose a novel experimental setup where we construct our training and test
sets to have zero lexical overlap. We then propose Asym, a novel supervised hyper-
nymy classifier and show that it outperforms the prior supervised classifier on two
datasets. We consider how choice of distributional space and vector preprocessing
affects Asym’s performance. We consider how Asym may be measuring a form of
Selective Distributional Inclusion, and provide evidence for this behavior via its ef-
fect on unsupervised Distributional Inclusion measures. Finally, we consider why
Asym is successful in its predictions, and show it is immune to a critical flaw found
in other linear models.
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Chapter 4
Lexical Entailment Detection with H-features
This chapter shows a new model of lexical relationship predictions, and
related material. The work in this chapter has been published in Roller and Erk
(2016b), and all work in this chapter constitutes original contributions.
4.1 Chapter Overview
In the previous chapter, we considered one novel model for hypernymy de-
tection, and showed how experimental setup can vastly affect one’s conclusions
about effectiveness of models on this task. Since then, most work has considered
the importance of experimental setup and lexical overlap, and a plethora of super-
vised distributional approaches have been proposed for different variations of the
task. Yet, much of the literature differs on which model is best (Weeds et al., 2014;
Roller et al., 2014), or whether models are sufficiently powerful to learn beyond
prototypicality judgments (Levy et al., 2015b). In this chapter, we examine why
prototypicality models are successful at all, and consider alternative explanations
beyond simple lexical memorization. Our observations cumulate in a new model of
hypernymy detection that is both highly interpretable, and outperforms other mod-
els in the literature on multiple datasets. Additionally, our model can be generalized
to model other non-hypernymy relationships.
4.2 Supervised Distributional Models and Prototypicality
As discussed earlier, the earliest supervised approach was that of Baroni et
al. (2012), who used an off-the-shelf polynomial SVM train on the concatenation
of the word pair. Such a model obtains strong performance on randomized strat-
ifications of datasets, but performs poorly when testing for lexical generalization.
This issue was observed simultaneously by Roller et al. (2014) and Weeds et al.
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(2014), who published these concerns at the same conference, and proposed dif-
ferent experimental methods for controlling for lexical memorization. Both papers
also proposed variations of supervised models which use the vector difference as a
basis for features inputted to a classifier: Weeds et al. (2014) proposed Diff, which
uses only the vector difference, while Roller et al. (2014) noted the importance of
the additional difference-squared terms, as discussed in the previous chapter.
Interestingly, the two works arrive at differing conclusions about the best
model for the task of supervised hypernymy detection. While Roller et al. (2014)
find vector differences to be useful and outperform a concatenation based model
(Concat), Weeds et al. (2014) find the opposite: a simple, linear model based on
vector concatenation outperforms the vector difference model in their experiments.
Later, Vylomova et al. (2016) examined the models further and found that vector
differences is robust at predicting a variety of lexical relationships, both with and
without lexical overlap, but Shwartz et al. (2016) report better results using simple
concatenation.
Levy et al. (2015b) focus on the issue of lexical memorization, and propose
that both the Diff and Concat models act as prototypicality models, which merely
look to identify words that appear most like prototypical hypernyms or hyponyms.
They point out that such prototypicality models lack explicit terms relating the hy-
pernym and hyponym, and therefore will predict that pairs like (‘animal’, ‘cactus’)
will be predicted as hypernymy, because ‘animal’ looks like a typical hypernym,
and ‘cactus’ looks like a typical hyponym. This analysis suggests that simple linear
models, like Concat or Diff, should be unable to learn the relationships between
words, and therefore will predict a large number of false positives.
Some works have proposed nonlinear models which can address these pro-
totypicality concerns. Levy et al. (2015b) proposed a custom SVM kernel Ksim,
which explicitly includes the critical inner product missing in linear models.
Kruszewski et al. (2015) focus more on the role of the Distributional Inclusion Hy-
pothesis within the framework of supervised models, and propose a custom neural
network for hypernymy detection, which projects the distributional space into latent
Boolean features. Both Levy et al. (2015b) and Kruszewski et al. (2015) compare
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their proposed models with a carefully tuned SVM with an RBF, and find mixed
results. These nonlinear models address the prototypicality concerns of Levy et al.
(2015b), as they contain analytical terms necessary for similarity reasoning.
Thus, the literature generally disagrees about whether concatenation or vec-
tor differences are better representations for classification. Furthermore, despite
analysis which suggests linear models should fail at the task entirely, several works
find they actually perform robustly, both in traditional and adversarial experimen-
tal setups (Roller et al., 2014; Weeds et al., 2014; Fu et al., 2014; Shwartz et al.,
2016; Vylomova et al., 2016). In the next section, we aim to resolve this conflict.
We will consider what aspects of lexical meaning prototypicality models are captur-
ing, and why this information allows prototypicality models to perform hypernymy
detection so well.
4.3 Understanding Distributional Hypernymy Detectors
We turn our attention to understanding the mechanics of prototypicality
models and the aspects of lexical meaning they learn. To this end, we study Concat
extensively, and propose an alternative view of prototypicality: rather than simply
modeling the “average” hypernym or hyponym, Concat actually acts as a kind of
feature extractor which detects aspects typical of hypernyms. We study these prop-
erties by focusing only on binary classification experiments.
We focus on four different datasets, two of which are hypernymy-only
datasets, and the remaining two are general lexical entailment datasets. The first two
datasets are LEDS and BLESS, which contain both positive and negative examples
of hypernymy, as discussed in the previous chapter. However, here we explicitly bi-
narize the BLESS dataset such that all hypernymy examples in BLESS are labeled
as positive, while random and other relations are labeled as negative. LEDS only
contains hypernymy and non-hypernymy examples, and so is already binary.
The next dataset we consider is Medical (Levy et al., 2014a). This dataset
contains noisy annotations of subject-verb-object entailments extracted from med-
ical texts, and transformed into noun-noun entailments by argument alignments.
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The data contains 12,600 annotations, but only 945 positive examples encompass-
ing various relations like hypernymy, meronymy, synonymy, and some examples
of “contextonymy,” or entailments that occur in some specific contexts, but do not
cleanly fit in other categories (e.g. ‘hospital’ entails ‘doctor’). It one of the most dif-
ficult datasets: it is both highly domain specific (containing mostly medical terms)
and highly unbalanced.
The final dataset we consider is TM14, a variation on the SemEval 2012
Shared Task of identifying the degree to which word pairs exhibit various relations.
These relationships include a small amount of hypernymy, but also many more
uncommon relations (agent-object, cause-effect, time-activity, etc). Relationships
were binarized into (non-)entailing pairs by Turney and Mohammad (2015). The
dataset covers 2188 pairs, 1084 of which are entailing.
These two entailment datasets contain important differences, especially in
contrast to the hypernymy datasets. Neither contains any randomly generated nega-
tive pairs, meaning general semantic similarity measures should be less useful; And
both exhibit a variety of non-hypernymy relations, which are less strictly defined
and more difficult to model.
4.3.1 Distributional Vectors
Before we fully analyze Concat, we wish to describe our choice of distri-
butional space, which will have profound repercussions in the next experiment.
Namely, we desire to explore whether syntactic spaces or bag-of-words spaces are
better suited for lexical entailment models. In the previous section, we considered
one syntactic space, but did not control for the corpus, vocabulary, or co-occurrence
weighting when comparing the syntactic space to the bag-of-words spaces. We now
briefly consider an experiments with all parameters of space construction controlled
for, and only vary the choice of context.
We construct several distributional spaces over a corpus containing the con-
catenation of Gigaword, Wikipedia, BNC and ukWaC. We preprocess the corpus
using Stanford CoreNLP 3.5.2 (Chen and Manning, 2014) for tokenization, lemma-
tization, POS-tagging and universal dependency parses. We compute distributional
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Figure 4.1: Comparison of different distributional window sizes for a baseline clas-
sifier on several different datasets. A window size of 0 contains the results for a
syntactic distributional space.
vectors for 250k most frequent lemmas (with POS tags) by counting either their
syntactic neighbors in a collapsed dependency parse, or a fixed bag-of-words win-
dow. Syntactic co-occurrences are limited to the one million most frequent contexts,
while bag-of-words were limited to the 20k most frequent contexts. Co-occurrence
counts were transformed using PPMI, and SVD reduced to 300 dimensions. Fi-
nally, all vectors were normalized to unit length. Altogether, this careful construc-
tion makes the vectors more comparable.
With all other factors held constant, we compare the effects chosen context
using a baseline Concat model (Weeds et al., 2014) on the four datasets in an exper-
imental setup comparable to the one in the previous chapter. Figure 4.1 shows the
results comparing the choice of window size across all four datasets. The scores of
the syntactic spaces are listed as a window size of 0.
Across all four datasets, we see that performance generally improves as we
narrow the context window size, and improves dramatically with the selection of
a syntactic distributional space. This indicates a strong preference for a kind of
function similarity, as opposed to a topical similarity. Since the syntactic space out-
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performs all bag-of-words spaces, we use this space for all experiments and models
in the remainder of this chapter. Later, we will perform an analysis which explains
the strong preference for syntactic spaces in all four datasets.
4.3.2 Reconsidering Prototypicality
As we saw in the previous chapter, the Concat model, which trains a linear
classifier on the concatenation of word vectors [h; w] has a fundamental flaw: that
it does not explicitly model any direct interaction term between h and w. Rather,
the hyperplane pˆ may be interpreted as learning a model of prototypicality, or how
similar h is to the prototypical or average hypernym hˆ. We show the analysis here
again:
pˆ>[h; w] = [hˆ; wˆ]>[h; w]
= hˆ>h + wˆ>w
= cos(hˆ,h) + cos(wˆ,w)
(3.8 revisited)
As Levy et al. (2015b) point out, this analysis shows that Concat will fail on many
randomly paired examples, like (‘animal’, ‘cactus’), as ~animal is a rather prototyp-
ical hypernym, and ~cactus is a rather prototypical hyponym (of plant).
We agree with this prototypicality interpretation, although we believe it is
incomplete: while it places a fundamental ceiling on the performance of these clas-
sifiers, it does not explain why others have found them to persist as strong baselines
(Weeds et al., 2014; Roller et al., 2014; Kruszewski et al., 2015; Vylomova et al.,
2016). To approach this question, we consider a baseline Concat classifier trained
using a linear model. This classifier should most strongly exhibit the prototypical-
ity behavior according to Equation 3.8, making it the best choice for analysis. We
first consider the most pessimistic hypothesis: is it only learning to memorize which
words are hypernyms at all?
We train the baseline Concat classifier using Logistic Regression on each
of the four datasets, and extract the vocabulary words which are most similar to
the hˆ half of the learned hyperplane pˆ. If the classifier is only learning to mem-
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LEDS BLESS Medical TM14
material goods item sensitiveness
structure lifeform unlockable tactility
object item succor palate
process equipment team-up stiffness
activity herbivore non-essential content
Table 4.1: Most similar words to the prototype hˆ learned by a Concat model. Bold
items appear in the dataset. Very few of the closest terms directly appear in the
dataset.
orize the training data, we would expect the most frequent hypernyms from the
data to dominate this list of closest vocabulary terms, as the centroid hˆ should be
strongly located near them. Table 4.1 gives the five words from the entire vocabu-
lary, which are most similar to the learned hyperplane. Bold words appear directly
in the dataset.
Interestingly, we notice there are very few bold words at all in the list. In
LEDS, we actually see some good hypernyms of dataset items which do not even
appear in the dataset. The Medical and TM14 words do not even appear related to
the content of the datasets. Similar results were also found for Diff and Asym, and
both when using Linear SVM and Logistic Regression. Lexical Memorization of
frequent items cannot explain the success of the prototypicality classifiers in prior
work. Instead, we propose an alternative interpretation of the hyperplane: that of a
feature detector for hypernyms, or an H-feature detector.
4.3.3 H-Feature Detectors
Recall that distributional vectors are derived from a matrix M containing
counts of how often words co-occur with the different syntactic contexts. This
co-occurrence matrix is factorized using Singular Value Decomposition, produc-
ing both W , the ubiquitous word-embedding matrix, and C, the context-embedding
matrix:
M ≈ WC> (2.2 revisited)
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LEDS BLESS
nmod:such as+animal nmod:such as+submarine
acl:relcl+identifiable nmod:such as+ship
nmod:of−1+determine nmod:such as+seal
nmod:of−1+categorisation nmod:such as+plane
compound+many nmod:such as+rack
nmod:such as+pot nmod:such as+rope
Medical TM14
nmod:such as+patch amod+desire
nmod:such as+skin amod+heighten
nmod:including+skin nsubj−1+disparate
nmod:such as+tooth nmod:such as+honey
nmod:such as+feather nmod:with−1+body
nmod:including+finger nsubj−1+unconstrained
Table 4.2: Most similar contexts to the prototype hˆ learned by the Concat model.
Since the word and context embeddings implicitly live in the same vector space
(Melamud et al., 2015b), we can also compare Concat’s hyperplane with the context
matrixC. Under this interpretation, the Concat model does not learn what words are
hypernyms, but rather what contexts are indicative of hypernymy. Table 4.2 shows
the syntactic contexts with the highest cosine similarity to the hˆ prototype for each
of the different datasets.
This view of Concat as an H-feature detector produces a radically different
perspective on the classifier’s hyperplane. Nearly all of the features learned take the
form of Hearst patterns (Hearst, 1992; Snow et al., 2004). The most recognizable
and common pattern learned is the ‘such as’ pattern, as in ‘animals such as cats’.
These patterns have been well known to be indicative of hypernymy for over two
decades. Other interesting patterns are the ‘including’ pattern (‘animals including
cats’) and ‘many’ pattern (‘many animals’). Although we list only the six most
similar context items for the datasets, we find similar contexts continue to dominate
the list for the next 30-50 items.
Taken together, it is remarkable that the model identified these patterns us-
ing only distributional vectors and only the positive/negative example pairs. How-
ever, the reader should note these are not true Hearst patterns: Hearst patterns ex-
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plicitly relate a hypernym and hyponym using an exact pattern match of a single
co-occurrence. On the other hand, these H-features are aggregate indicators of hy-
pernymy across a large corpus.
These learned features are much more interpretable than those found in the
analysis of prior work like Roller et al. (2014) and Levy et al. (2015b). Roller et
al. (2014) found no signals of H-features in their analysis of one classifier, but their
model was focused on bag-of-words distributional vectors, which perform signif-
icantly worse on the task. Levy et al. (2015b) also performed an analysis of lexi-
cal entailment classifiers, and found weak signals like ‘such’ and ‘of’ appearing as
prominent contexts in their classifier, giving an early hint of H-feature detectors, but
not to such an overwhelming degree as we see in this work. Critically, their analy-
sis focused on a classifier trained on high-dimensional, sparse vectors, rather than
focusing on context embeddings as we do. By using sparse vectors, their model was
unable to generalize across similar contexts. Additionally, their model did not make
use of collapsed dependencies, making features like ‘such’ much weaker signals of
entailment and therefore less dominant during analysis.
Among these remarkable lists, the LEDS and TM14 datasets stand out for
having much fewer ‘such as’ patterns compared to BLESS and Medical. This is
explained by the construction of the datasets: since LEDS contains the same words
used as both positive and negative examples, the classifier has a hard time picking
out clear signal. The TM14 dataset, however, does not contain any such negative
examples.
We hypothesize the model cannot generalize because the TM14 dataset
contains too many diverse and unrelated examples of lexical entailment, like
instrument-goal (e.g. ‘honey’→ ‘sweetness’). To test this, we retrained the model
with only hypernymy as positive examples, and all other relations as negative. We
find that ‘such as’ type patterns become top features, but also some interesting data
specific features, like ‘retailer of [clothes]’. Examining the data shows it contains
many consumer goods, like ‘beverage’ or ‘clothes’, which explains these features.
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4.4 Proposed Model
As we saw in the previous section, Concat acts as a sort of H-feature detector
for whether h is a prototypical hypernym, but does not actually infer the relationship
between h and w. Nonetheless, this is powerful behavior which should still be used
in combination with the insights of other models like Ksim and Asym. To this end,
we propose a novel model which exploits Concat’s H-feature detector behavior,
extends its modeling power, and adds two other types of evidence proposed in the
literature: overall similarity, and distributional inclusion.
Our model works through an iterative procedure similar to Principal Com-
ponent Analysis (PCA). Each iteration repeatedly trains a Concat classifier under
the assumption that it acts as an H-feature detector, and then explicitly discards this
information from the distributional vectors. By training a new H-feature detector
on these modified distributional vectors, we can find additional features indicative
of entailment which were missed by the first classifier. The entire procedure is iter-
atively repeated similar to how in Principal Component Analysis, the second prin-
cipal component is computed after the first principal component has been removed
from the data.
The main insight is that after training some H-feature detector using Concat,
we can remove this prototype from the distributional vectors through the use of
vector projection. Formally, the vector projection of x onto a vector pˆ, projpˆ(x)
finds the component of x which is in the direction of pˆ,
projpˆ(x) =
(
x>pˆ
‖pˆ‖
)
pˆ.
Figure 4.2 gives a geometric illustration of the vector projection. If x forms the
hypotenuse of a right triangle, projpˆ(x) forms a leg of the triangle. This also gives
rise to the vector rejection, which is the vector forming the third leg of the triangle.
The vector rejection is orthogonal to the projection, and intuitively, is the original
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pˆx
rejpˆx
projpˆx
Figure 4.2: A vector pˆ is used to break x into two orthogonal components, its pro-
jection and the rejection over pˆ.
vector after the projection has been removed:
rejpˆ(x) = x− projpˆ(x).
Using the vector rejection, we take a learned H-feature detector pˆ, and dis-
card these features from each of the word vectors. That is, for every data point
[h; w], we replace it by its vector rejection and rescale it to unit magnitude:
hi+1 =
rejpˆ(h)
‖rejpˆ(h)‖
wi+1 =
rejpˆ(w)
‖rejpˆ(w)‖
A new classifier trained on the [hi+1; wi+1] data must now learn a different decision
plane than pˆ, as pˆ is no longer present in any data points. This repetition of the
procedure is roughly analogous to learning the second principal component of the
data; we wish to classify the pairs without using any information learned from the
previous iteration.
This second classifier must perform strictly worse than the original, other-
wise the first classifier would have learned this second hyperplane. Nonetheless, it
will be able to learn new H-feature detectors which the original classifier was un-
able to capture. By repeating this process, we can find several H-feature detectors,
pˆ1, . . . , pˆn. Although the first, pˆ1 is the best possible single H-feature detector, each
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additional H-feature detector increases the model’s representational power (albeit
with diminishing returns).
This procedure alone does not address the main concern of Levy et al.
(2015b): that these linear classifiers never actually model any connection between
h and w. To address this, we explicitly compare h and w by extracting additional
information about how h and w interact with respect to each of the H-feature de-
tectors. This additional information is then used to train one final classifier which
makes the final prediction.
Concretely, in each iteration i of the procedure, we generate a four-valued
feature vector fi, based on the H-feature detector pˆi. Each feature vector contains
(1) the similarity of hi and wi (before projection); (2) the feature pˆi applied to hi;
(3) the H-feature detector pˆi applied to wi; and (4) the difference of 2 and 3.
fi(hi,wi, pˆi) =
h>i wi︸ ︷︷ ︸
(1)
; h>i pˆi︸ ︷︷ ︸
(2)
; w>i pˆi︸ ︷︷ ︸
(3)
; (hi −wi)>pˆi︸ ︷︷ ︸
(4)

These four “meta”-features capture all the benefits of the H-feature detector (slots 2
and 3), while still addressing Concat’s issues with similarity arguments (slot 1) and
distributional inclusion (slot 4). The final feature’s relation to the DIH comes from
the observation of Roller et al. (2014) that the vector difference intuitively captures
whether the hypernym includes the hyponym.
The concatenation of all the feature vectors [f1; . . . ; fn] from repeated it-
eration form a 4n-dimensional feature vector which we use as input to one final
classifier which makes the ultimate decision. This classifier is trained on the same
training data as each of the individual H-feature detectors, so our iterative procedure
acts only as a method of feature extraction.
For our final classifier, we use a regularized SVM with an RBF-kernel,
though decision trees and other nonlinear classifiers also perform reasonably well.
The nonlinear final classifier can be understood as doing a form of logical reason-
ing about the four slots: ‘animal’ is a hypernym of ‘cat’ because (1) they are similar
words where (2) ‘animal’ looks like a hypernym, but (3) ‘cat’ does not, and (4) some
54
‘animal’ contexts are not good ‘cat’ contexts. Additional iterations act as roughly
like an “or” gate, so that separate H-features and inclusion patterns may be matched
instead.
4.4.1 Experimental Setup and Evaluation
In our experiments, we use a variation of 20-fold cross validation which
accounts for lexical overlap. This differs from the experimental setup in the previous
chapter, which used leave-one-out cross validation. We choose this setup because
computing the n prototype vectors considerably increases our computational costs,
so we must reduce the number of folds to keep costs reasonable.
To simplify explanation of our setup, we first explain how we generate splits
for training/testing, and then afterwards introduce validation methodology.
We first pool all the words from the antecedent (LHS) side of the data into a
set, and split these lexical items into 20 distinct cross-validation folds,D1, . . . , D20.
For each foldDi, we then use all pairs [h; w] wherew ∈ Di as the test set pairs. That
is, if ‘car’ is in the test set fold, then ‘car→ vehicle’ and ‘car 9 truck’ will appear
as test set pairs. The training set will then be every pair which does not contain any
overlap with the test set; e.g. the training set will be all pairs which do not contain
‘car’, ‘truck’ or ‘vehicle’ as either the antecedent or consequent. This ensures that
both (1) there is zero lexical overlap between training and testing and (2) every pair
is used as an item in a test fold exactly once. One quirk of this setup is that all test
sets are approximately the same size, but training sizes vary dramatically.
Our performance metric is F1 score. This is more representative than accu-
racy, as most of the datasets are heavily unbalanced. We report the mean F1 scores
across all cross validation folds.
4.4.2 Hyperparameter Optimization
In order to handle hyperparameter selection, we actually generate the test set
using fold i, and use fold i−1 as a validation set (removing pairs which would over-
lap with test), and the remaining 18 folds as training (removing pairs which would
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Model LEDS BLESS Medical TM14
Linear Models
Cosine .787 .208 .168 .676
Concat .794 .612 .218 .693
Diff .805 .440 .195 .665
Asym .865 .510 .210 .671
Concat+Diff .801 .604 .224 .703
Concat+Asym .843 .631 .240 .701
Nonlinear Models
RBF .779 .574 .215 .705
Ksim .893 .488 .224 .707
H-feature Model .901 .631 .260 .697
Table 4.3: Mean F1 scores for each model and dataset for binary classification.
overlap with test or validation). We select hyperparameters using grid search. For all
models, we optimize over the regularization parameter C ∈ {10−4, 10−3, . . . , 104},
and for our proposed model, the number of iterations n ∈ {1, . . . , 6}. All other hy-
perparameters are left as defaults provided by Scikit-Learn (Pedregosa et al., 2011),
except for using balanced class weights. Without balanced class weights, several of
the baseline models learn degenerate functions (e.g. always guess non-entailing).
4.4.3 Results
We compare our proposed model to several existing and alternative baselines
from the literature. Namely, we include a baseline Cosine classifier, which only
learns a threshold which maximizes F1 score on the training set; three linear models
of prior work, Concat, Diff and Asym; and the RBF and Ksim models found to be
successful in Kruszewski et al. (2015) and Levy et al. (2015b). We also include two
additional novel baselines, Concat+Diff and Concat+Asym, which add a notion of
Distributional Inclusion into the Concat baseline, but are still linear models. We
cannot include baselines like Ksim+Asym, because Ksim is based on a custom
SVM kernel which is not amenable to combinations.
Table 4.3 the results across all four datasets for all of the listed models.
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Model LEDS BLESS Medical TM14
No Similarity .099 .061 .034 .003
No Detectors -.008 .136 .018 .028
No Inclusion .010 .031 .014 .001
Table 4.4: Absolute decrease in mean F1 on the development sets with the different
feature types ablated. Higher numbers indicate greater feature importance.
Our proposed model improves significantly1 over Concat in the LEDS, BLESS
and Medical datasets, indicating the benefits of combining these aspects of simi-
larity and distributional inclusion with the H-feature detectors of Concat. The Con-
cat+Asym classifier also improves over the Concat baseline, further emphasizing
these benefits. Our model performs approximately the same as Ksim on the LEDS
and TM14 datasets (no significant difference), while significantly outperforming it
on BLESS and Medical datasets.
4.4.4 Ablation Experiments
In order to evaluate how important each of the various f features are to
the model, we also performed an ablation experiment where the classifier is not
given the similarity (slot 1), prototype H-feature detectors (slots 2 and 3) or the
inclusion features (slot 4). To evaluate the importance of these features, we fix the
regularization parameter at C = 1, and train all ablated classifiers on each training
fold with number of iterations n = 1, . . . , 6. Table 4.4 shows the decrease (absolute
difference) in performance between the full and ablated models on the development
sets, so higher numbers indicate greater feature importance.
We find the similarity feature is extremely important in the LEDS, BLESS
and Medical datasets, therefore reinforcing the findings of Levy et al. (2015b). The
similarity feature is especially important in the LEDS and BLESS datasets, where
negative examples include many random pairs. The detector features are moderately
important for the Medical and TM14 datasets, and critically important on BLESS,
where we found the strongest evidence of Hearst patterns in the H-feature detectors.
1Bootstrap test, p < .01.
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Figure 4.3: Performance of model on development folds by number of iterations.
Plots show the improvement (absolute difference) in mean F1 over the model fixed
at one iteration.
Surprisingly, the detector features are moderately detrimental on the LEDS dataset,
though this can also be understood in the dataset’s construction: since the negative
examples are randomly shuffled positive examples, the same detector signal will
appear in both positive and negative examples. Finally, we find the model performs
somewhat robustly without the inclusion feature, but inclusion is still moderately
impactful on three of the four datasets, lending further evidence to the Distributional
Inclusion Hypothesis. In general, we find all three components are valuable sources
of information for identifying hypernymy and lexical entailment.
4.4.5 Analysis by Number of Iterations
In order to evaluate how the iterative feature extraction affects model per-
formance, we fix the regularization parameter at C = 1, and train our model fixing
the number of iterations to n = {1, . . . , 6}. We then measure the mean F1 score
across the development folds and compare to a baseline which uses only one it-
eration. Figure 4.3 shows these results across all four datasets, with the 0 line set
at performance of the n = 1 baseline. Models above 0 benefit from the additional
iterations, while models below do not.
In the figure, we see that the iterative procedure moderately improves per-
formance LEDS, while greatly improving the scores of BLESS and TM14, but on
the medical dataset, additional iterations actually hurt performance. The differing
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Iteration 1 Iteration 2
nmod:such as+submarine nmod:including+animal
nmod:such as+ship nmod:including+snail
nmod:such as+seal nmod:including+insect
nmod:such as+plane nmod:such as+crustacean
nmod:such as+rack nmod:such as+mollusc
nmod:such as+rope nmod:such as+insect
Iteration 3 Iteration 4
amod+free-swimming advcl+crown
nmod:including−1+thing advcl+victorious
nsubj−1+scarcer nsubj+eaters
nsubj−1+pupate nsubj+kaine
nmod:such as+mollusc nmod:at+finale
nmod:of−1+value nsubj+gowen
Table 4.5: Most similar contexts to the H-feature detector for each iteration of the
PCA-like procedure. This model was trained on all data of BLESS. The first and
second iterations contain clear Hearst patterns, while the third and fourth contain
some data-specific and non-obvious signals.
curves indicate that the optimal number of iterations is very dataset specific, and
provides differing amounts of improvement, and therefore should be tuned care-
fully. The LEDS and BLESS curves indicate a sort of “sweet spot” behavior, where
further iterations degrade performance.
To gain some additional insight into what is captured by the various it-
erations of the feature extraction procedure, we repeat the procedure from Sec-
tion 4.3.3: we train our model on the entire BLESS dataset using a fixed four it-
erations and regularization parameter. For each iteration, we compare its learned
H-feature detector to the context embeddings, and report the most similar contexts
for each iteration in Table 4.5.
The first iteration is identical to the one in Table 4.2, as expected. The second
iteration includes many H-features not picked up by the first iteration, mostly those
of the form ‘[animals] including [cats]’. The third iteration picks up some dataset
specific signal, like ‘free-swimming [animal]’ and ‘value of [computer]’, and so on.
By the fourth iteration, the features no longer exhibit any obvious Hearst patterns,
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perhaps exceeding the sweet spot we observed in Figure 4.3. Nonetheless, we see
how multiple iterations of the procedure allows our model to capture many more
useful features than a single Concat classifier on its own.
4.5 Comparing to Path-based Entailment Detectors
We have thus far shown that our proposed model strongly outperforms other
models for detecting hypernymy relations and lexical entailments using distribu-
tional semantics. However, as discussed in earlier chapters, there exists a wide liter-
ature in detecting lexical entailments directly using Hearst patterns (Hearst, 1992)
or their Dependency path equivalents (Snow et al., 2004; Girju et al., 2006). These
Hearst approaches are known to produce low recall, since words do not always ap-
pear with their hypernyms; yet Hearst approaches also may be complemented by
distributional approaches. One recent line of work, called HypeNET, aims to ob-
tain the best of both worlds by integrating both path-based and distributional-based
methods together using modern neural network techniques.
For a given pair of words (h,w), HypeNET extracts the complete set of de-
pendency paths connecting h and w in any sentence in a large corpus. These paths
are then encoded into vectors using Long Short Term Memory networks (Hochreiter
and Schmidhuber, 1997), and averaged together to obtain a final vector represent-
ing the potential Hearst patterns between h and w. This path vector is learned to
maximize performance a set of binary hypernymy/non-hypernymy training pairs.
The Path vector may be evaluated directly (“Path-based only”), or concatenated
with distributional representations of h and w (“Hybrid Path and Dist.”). Shwartz
et al. (2016) find a Hybrid approach outperforms Path-only and Distributional-only
comparisons.
We aim to directly compare with this approach by evaluating our model
using the same data and experimental setup used by Shwartz et al. (2016). They
use a custom dataset of hypernymy pairs extracted from a union of several datasets
(including BLESS and DBPedia), and use only related words as negative examples,
preventing simple cosine baselines from doing well. The full dataset contains about
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Random Split No Overlap
P R F1 P R F1
Concat .901 .637 .746 .754 .551 .637
Path-based only .811 .716 .761 .691 .632 .660
Hybrid Path and Dist. .913 .890 .901 .809 .617 .700
(a) results from Shwartz et al. (2016), reprinted here.
Random Split No Overlap
P R F1 P R F1
Concat .910 .874 .892 .746 .949 .836
H-feature model .926 .850 .886 .700 .964 .811
(b) our results
Table 4.6: Comparing the H-feature model with Shwartz et al. (2016), a state-of-
the-art system which combines a path-based with a distributional approach.
70k pairs, roughly 25% of which are positively entailing.
Shwartz et al. (2016) evaluate in both a random-split and zero lexical overlap
settings, arguing that both are important: random-split measures our ability to com-
plete an existing taxonomy, while zero lexical overlap measures ability to induce a
taxonomy. They use fixed 70% train, 5% validation, and 25% test folds, which they
publish along with their paper. Table 4.6(a) shows results for a linear distributional-
only baseline (Concat), along with their novel Path-only model and state-of-the-art
Hybrid model. We emphasize these numbers are reprinted directly from Shwartz et
al. (2016), and not produced by any of our own experiments.
To compare our H-feature model to theirs, we use their published datasets,
and evaluate using the same training/test splits, and select hyperparameters using
the same validation sets. Since not all words in the dataset appear in our set of
distributional vectors, we assign out-of-vocabulary words the 0 vector. We evaluate
using Concat, so the only difference between our baseline and theirs is the choice
of distributional vectors. We also evaluate our H-feature model.
Table 4.6(a) shows the reported results from Shwartz et al. (2016), and Ta-
ble 4.6(b) shows our results. We see that our Concat and H-feature models both
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have a substantially higher F1 score than any of the models tested by Shwartz et
al. (2016) in the zero lexical overlap setting, giving a new State-of-the-Art on this
dataset. Since our Concat model does substantially better than any of their mod-
els, our improvements are likely due to the choice of distributional space. Shwartz
et al. (2016) chose to use pretrained GloVe embeddings (Pennington et al., 2014),
which use a fixed bag-of-words context window of 10. As we saw in Figure 4.1, a
choice of syntactic distributional vectors substantially outperforms a bag-of-words
distributional space. Interestingly, the Hybrid and Path-only models should encode
the syntactic paths entirely, but these results suggest that, when training in zero lex-
ical overlap settings, collapsed dependency embeddings already capture sufficient
statistics.
We also see that the Hybrid model of Shwartz et al. (2016) moderately out-
performs both of our models in the Random split setting. This indicates that the
Hybrid approach is still better for taxonomy completion settings.
We also notice that our Concat model slightly outperforms the H-feature
model in both random and zero overlap settings. We found the H-feature model
chose to use only one iteration of feature extraction in hyperparameter valida-
tion, possibly explaining why the Concat model slightly outperforms the H-feature
model. We manually inspected the H-features learned across several iterations and
found only the first iteration contained interesting Hearst pattern type features (e.g.,
such as). We suspect that this may be an artifact of the dataset’s construction, which
included noisy examples from several data sources, but no random negative pairs.
4.6 Detecting Multiple Relations
In the previous sections, we focused on how H-features may be used to de-
tect lexical entailments, and models were trained with a binary positive and negative
system. It is an interesting question whether H-features will also be useful for per-
forming multi-relation classification, where labels may consist of several relations.
On the one hand, the task may appear to be harder and Hearst patterns for non-
hypernymy relations are much more difficult to identify (Girju et al., 2006). On the
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other hand, the negative examples in the above sections constituted many kinds of
relationships (random, co-hyponymy, meronymy) and distinguishing between these
may overall improve performance. Furthermore, the relations discussed in the previ-
ous sections were only noun-noun relations; however, a variety of other interesting
relations exist, like object-attribute (noun-adjective), or event-object (verb-noun).
Indeed, some other works have already found some evidence that general-
izing to non-hypernymy relations is possible with existing models from the liter-
ature. Vylomova et al. (2016) finds that a Diff model (Weeds et al., 2004) is able
to successfully distinguish between many lexical relations, including hypernymy,
meronymy, gender (‘king/queen’), object-location (‘fish/aquarium’), and action-
object (‘zip/coat’). They also find that additional negative sampling (via pair ran-
domization) can improve performance, and that difference vectors are robust across
several models of distributional spaces. Additionally, Shwartz and Dagan (2016a;
2016b) apply the hybrid path-and-distributional neural net (Shwartz et al., 2016)
to multi-relation datasets and find that hybrid approaches generally outperform
only-path or only-distributional approaches, but that the improvements are less pro-
nounced than in hypernymy-only datasets.
4.6.1 Adapting H-models for Multi-relation settings
We now consider the necessary modifications to extend our H-feature to
multi-relation settings, or apply it to relationships which contain more diverse set-
tings.
In Section 4.4, we proposed iteratively training multiple H-feature extractors
through the use of vector rejection. During each iteration of feature, we learned a
single H-feature detector pˆ which maximized predictive accuracy. However, each
classifier has two parts, hˆ and wˆ, both of which are viable candidates as H-features.
Since we wished to positively identify hypernyms, we always selected hˆ as our
H-feature detector.
With multi-class settings, the choice of which hyperplane is muddied: for
some relations, the choice between hˆ and wˆ may not be as obvious: perhaps some
H-features are better learned from the RHS. Additionally, since we are performing
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multi-class prediction, any linear model will necessarily produce many different hy-
perplanes. In the one-versus-rest training setting we opt for, we will learn n hyper-
planes for each of the n possible relation labels. With these two choices combined,
each iteration will have 2n possible H-feature choices.
We considered several options for how to select among the hyperplanes
available for H-features, and selected a simple heuristic which appeared to con-
sistently deliver quality H-features for several iterations: at each iteration, we select
the hyperplane with the largest vector magnitude. Intuitively, this heuristic selects
the most pronounced H-feature detector at each setting, and we find this heuristic
works well in practice.
Covering multiple relations additionally requires that we handle some non-
noun lexical items. Since datasets are not explicitly annotated with part-of-speech
tags, but our word vectors are, it is not obvious when we see a word like ‘show’
whether we should select ‘show/NN’ or ‘show/VB’. We address this by always
selecting the vector corresponding to a word’s most common POS tag. For example,
since ‘show/VB’ is more common in our corpus than ‘show/NN’, we always select
‘show/VB’ as our representation for ‘show’.
4.6.2 Data and Experiments
We evaluate our multi-relation H-feature detector on several existing
datasets covering a wide variety of relations.
The first dataset we use is BLESS (Baroni and Lenci, 2011), which was
also used in the single-class experiments; previously, we only used the Hypernymy
labels as positive classes, and all other labels as negative, and limited the dataset to
only its noun-noun pairs. Here, we include all relations with their positive labels,
including the attribute and event relations which were excluded in previous settings.
The attribute relation includes nouns with their basic adjectives or attributes, e.g.
‘fast’ is an attribute of ‘train’. The event relation includes nouns with action verbs
they participate as either the subject or object in, e.g. ‘grenade destroys’ or ‘cook
broccoli’. The inclusion of these relations results in a dataset which includes nouns,
adjectives, and verbs, but adjectives and verbs each appear only in one relation type.
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The second dataset we use is EVAL (Santus et al., 2015), which contains a
wide variety of lexical relations: hypernymy, antonymy, synonymy, has (‘map’ has
‘information’), property (‘volcano’ has the property ‘hot’), and material (‘clothes’
are made of ‘cotton’). The full dataset has 7,378 annotated pairs. Notably, EVAL
lacks any random negative pairs, meaning that all pairs contain words semantically
related in some way.
The third dataset we use is Root9 (Santus et al., 2016), which contains
12,763 pairs consisting of random, hypernymy, and co-hyponymy relations. The
dataset was intentionally constructed to balance random relations with non-random
relations, and balance the non-random relations equally between hypernymy and
co-hyponymy.
The final dataset we use is K&H+N (Necsulescu et al., 2015), our
largest dataset containing of 57,510 annotated pairs consisting of hypernymy, co-
hyponymy, meronymy, and random relations and covering three domains (animals,
plants, and vehicles). Similar to BLESS and LEDS, this dataset was extracted from
WordNet, and was constructed to emphasize identifying relations between words
which do not co-occur in the BNC. The K&H+N name derives from the dataset in-
troduced by Kozareva and Hovy (2010), and extended by Necsulescu et al. (2015)
to include co-hyponymy and meronymy. The resulting dataset is 90% either ran-
dom or co-hyponymy, but still contains over 1,000 meronymy examples and 4,000
hypernymy examples.
The distribution of each of the relations of each of the four datasets may be
found in Table 4.7.
4.6.3 Experiments
We follow the same experimental setup described in Section 4.4.1. Datasets
are divided into a 20-fold Cross Validation setting with zero lexical overlap, with
rotating validation and testing folds. We report mean accuracy across all folds, as F1
is poorly suited for non-binary datasets. We use balanced class weights for both H-
feature extraction, and training the final meta-classifier, and tune the regularization
parameter inC = {10−4, . . . , 104} and number of iterationsN = {1, . . . , 10} using
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EVAL BLESS Root9 K&H+N
Hypernym 25.5% Hypernym 5.0% Hypernym 25.0% Hypernym 7.5%
Antonym 21.7% Co-hyp 13.4% Co-hyp 25.1% Co-hyp 44.9%
Synonym 14.7% Meronym 11.1% Random 49.9% Meronym 1.8%
Has A 7.4% Attribute 10.3% Random 45.9%
Material 4.3% Event 14.4%
Property 17.6% Random 45.8%
Part Of 8.9%
Table 4.7: The makeup of each of the four multi-relation datasets, by relation type.
Model EVAL BLESS Root9 K&H
Linear Models
Concat .469 .665 .581 .716
Diff .442 .600 .514 .697
Asym .453 .602 .671 .718
Concat+Diff .459 .690 .596 .708
Concat+Asym .464 .688 .644 .709
Nonlinear Models
RBF .455 .625 .560 .739
Ksim .459 .633 .657 .744
H-feature Model .470 .713 .732 .755
Table 4.8: Mean Accuracy scores for each model and dataset for multi-relation clas-
sification.
grid search. We found it necessary to increase the maximum number of iterations
to 10 (from 6 in the binary experiments), as the larger datasets and more diverse
relations required additional H-features.
We compare our model with the same baselines and prior work as done in
our own binary experiments. We note that many of these baselines have never been
applied to these datasets before.
Table 4.8 shows the results of our experiments in multi-relation classifica-
tion. We see that our H-feature model has the strongest performance in all four
datasets. Our model only slightly (non-significantly) improves over the Concat
baseline in the EVAL dataset. In the remaining three datasets, our H-feature model
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improves over the next-strongest model by a significant margin (McNemar test,
p < .01). Clearly, the H-feature model is more adept at identifying lexical relations
than our baselines.
We may also analyze the H-features extracted by each of the iterations of the
model. We train an H-feature model on each of the four datasets with 10 iterations
of H-feature extraction. We compared each of these 40 H-features with their most
similar contexts, and manually filtered the list to the 8 most interesting H-feature
sets. We observed several hypernymy H-feature sets similar to those in Table 4.2,
and excluded those from our consideration. Table 4.9 lists our 8 H-features, along
with the dataset each was extracted from, which iteration it was learned in, and
which relation it provides evidence for. In general, we found the H-features of the
BLESS dataset to be higher quality and more interesting than other datasets, but we
report at least one H-feature from each.
In general, we find the H-features in the multi-relation settings are strong
identifiers of their corresponding relations. Many are not as obvious or as clear
cut as the original Hypernymy H-features, but all are interesting nonetheless. The
BLESS and Root9 co-hyponymy detectors identify some interesting patterns from
genetics, like ‘cross between [tomato] and [tobacco]’ and ‘[cat] vaguely like a
[dog]’. The K&H meronymy H-features identifies clear possessive constructions
(‘stallion’s [tail]’) and mirror the meronymy patterns proposed by Girju et al.
(2006), though the contexts are strongly biased towards by its animal-heavy con-
struction. The EVAL Material detector identifies strong material patterns (‘[book-
shelves] handcrafted from [wood]’), and the EVAL Has detector identifies simple
prepositional phrases (‘[garden] with one [flower]’). Altogether, we see some strong
evidence that the H-features truly are indicative of the relations they are meant to
identify, indicating our proposed model works strongly in multi-relation settings.
Some of the H-features are more prototypical than the others, and their most
similar words (rather than contexts) tend to appear directly in the data. For exam-
ple, the BLESS Meronymy H-feature identifies many features that are common of
animal parts, like ‘splayed [feet]’ or ‘swept back [wings]’. The BLESS Attribute H-
feature learned to simply memorize color adjectives, which were some of the most
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common attributes; as such, its prototypical contexts are mostly concrete nouns ap-
pearing explicitly with color modifiers The BLESS Event hyperplane appears only
to segment verbs from the rest of the data, with contexts like ‘chance to [eat]’ or
‘enough to [eat]’. This is unsurprising, as this was the only relation with any exam-
ples of verbs. Although these contexts tend toward prototypicality, it is also clear
why they should be useful for the various relationships.
4.7 Other Works in Distributional Relationship Detection
As a final aside, we briefly describe a few other works in distributional rela-
tionship detection which are outside the scope of this chapter’s narrative, but which
should also be mentioned.
In this chapter, we focused predominantly on works which treat hypernymy
detection as a binary or multi-class prediction problem, where the system is pro-
vided a pair of words and must predict the relationship between the two words.
Other works have considered whether it is possible to learn a regression from hy-
ponyms to hypernyms. In particular, Fu et al. (2014) attempt the regression using
vector differences, but find that separate regression models must be trained for sep-
arate regions of distributional space found via k-means clustering. Espinosa Anke
et al. (2016) find the clustering step better corresponds to domain-specificity, and
propose learning separate regressions per-domain rather than per-cluster, showing
substantial improvement. Nayak (2015) attempts to circumvent the domain speci-
ficity issue entirely using deep feed-forward neural networks, and find moderate
improvements in precision over a baseline linear model.
4.8 Chapter Summary
In this chapter, we proposed a new model for detecting lexical relationships
using distributional vectors. We showed that the choice of bag-of-words or syntactic
embeddings has a large impact on performance of a baseline Concat model. We then
showed that the Concat model may be interpreted by comparing its hyperplane in
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the embedded context space. We found this interpretation gives direct evidence as
an Hearst-like feature extractor, explaining Concat’s high performance.
We propose our H-feature model, which exploits this behavior through re-
peated iterations of feature extraction in a PCA-like procedure, and learns a fi-
nal classifier which obtains state-of-the-art performance on several datasets. We
also compare our model to a state-of-the-art Hybrid path-and-distributional model,
and found our model substantially outperforms the Hybrid model in an experimen-
tal setting with zero lexical overlap. Finally, we show the necessary extensions to
our model in order to use it for multi-relation classification settings. We found our
model outperforms baselines and the prior work on four datasets, and that the model
learns interesting H-features corresponding to a variety of lexical relations.
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BLESS: Co-hyponymy (Itr. 2) BLESS: Meronymy (Itr. 3)
nmod:between−1+cross amod+splayed
nmod:like−1+vaguely amod+swept-back
amod+trusty amod+low-set
nmod:between−1+hybrid dobj−1+protrude
compound+striped amod+upswept
nmod:like−1+pull nmod:with−1+distinctive
BLESS: Attribute (Itr. 4) BLESS: Event (Itr. 6)
amod−1+broom nmod:to−1+chance
amod−1+cutlass acl:relcl−1+fowl
amod−1+pail nsubj+weta
amod−1+muff acl:relcl−1+hen
amod−1+paintbrush nmod:to−1+enough
amod−1+aga nmod:to−1+reason
EVAL: Material (Itr. 2) EVAL: Has A (Itr. 3)
nmod:from−1+handcraft nmod:with−1+one
nmod:of−1+fashion nmod:below−1+have
nmod:out of−1+construct nmod:above−1+have
nmod:like−1+material nmod:with−1+long
nmod:out of−1+fashion nmod:with−1+long
appos+fiber nmod:with−1+larger
K&H: Meronymy (Itr. 3) Root9: Co-hyponymy (Itr. 1)
nmod:poss+stallion nmod:as−1+big
nmod:poss+serpent nmod:between−1+cross
nmod:with-1+beast nmod:such as−1+variety
nmod:poss+lion nmod:like−1+pull
nmod:poss+hog amod+trusty
nmod:poss+lizard nmod:between−1+hybrid
Table 4.9: Feature detectors for different relations learned by our model in a vari-
ety of datasets. These 8 hyperplanes were selected as most interesting among 40.
Each hyperplane is listed with its corresponding dataset, identifying relation, and
which iteration it was extracted from. Several Hypernymy hyperplanes were also
observed, but are not shown here.
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Chapter 5
Lexical Substitution
This chapter shows new model of lexical substitution, and related material.
The work in this chapter has been published in Roller and Erk (2016a), and all work
in this chapter constitutes original contributions.
5.1 Chapter Introduction
Our discussions in the previous chapters assumed that a word has only one
meaning, and that this meaning does not change with respect to context. However,
some lexical entailments may hold in particular contexts but not in others. In this
chapter, we consider the task of Lexical Substitution, where we must propose para-
phrases for a given target word appearing in a particular context. We propose Prob-
ability in Context (PIC), an unsupervised measure for estimating a paraphrase’s
appropriateness for a given target and context. We show our measure outperforms
baseline measures, especially in an experimental setup where paraphrases are con-
sidered from the entire vocabulary.
5.2 Lexical Substitution
In our discussion of lexical relationships in the previous two chapters, we as-
sumed that words are monosemous, or that they have only one meaning. However,
words like ‘bright’ have multiple meanings, which change depending on context, as
in ‘bright girl’ and ‘bright coat’. When a word has multiple meanings, it is polyse-
mous, and polysemy is yet another source of ambiguity in natural language.
It is still unclear what representation should even be chosen to represent
polysemous words. One option is the use of a lexicon, like the dictionary. Lexicog-
raphers are responsible for cataloging and defining word senses; one may see this
in the multiple definitions provided by the Oxford English Dictionary or Merriam
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Webster, but even professional lexicographers often disagree on how many senses
a word has. For example, ‘bank’ has three noun senses in Webster’s dictionary,
but only two in Oxford’s. WordNet (Miller, 1995) is one of the most popular and
heavily used computational dictionaries, and is notoriously fine-grained (it gives 10
noun senses for ‘bank’).
Even after one fixes the inventory of word senses, labeling a particular in-
stance of a word with its sense is fraught with its own difficulties: non-experts
have very low inter annotator agreements (Ng et al., 1999), and even lexicographers
will disagree often (Kilgarriff and Rosenzweig, 2000). Results in computational ap-
proaches to Word Sense Induction (WSI) and Word Sense Disambiguation (WSD)
reflect this task difficulty (McCarthy, 2009; Navigli, 2009).
Distributional Semantics offers an alluring alternative path, given its ability
to measure the graded levels of similarity between words (Erk and Pado´, 2008). One
possibility to represent each of a word’s senses using a separate vector, resulting in
multiple vectors per word (Reisinger and Mooney, 2010; Huang et al., 2012), and
then use these prototypes appropriately in downstream tasks. If one takes this idea
to its absolute extreme, one can imagine a new vector for every instantiation of a
word. In this extreme, one may choose not to create a unique vector for every word,
but instead model how meaning shifts in a particular given context (Erk and Pado´,
2008; Erk, 2010).
One way to measure this has been the Lexical Substitution task. In the Lex-
ical Substitution task, we are provided with a sentential context, and must suggest
substitutes which can replace the given target word, while preserving the meaning
of the entire sentence (McCarthy and Navigli, 2007; Biemann, 2012; Kremer et al.,
2014). For example, when provided the sentence
‘The bright scientist reads the paper,’
annotators will readily offer substitutes like the ‘clever scientist’ or ‘smart scientist’.
Similarly, when provided the sentence
‘The girl put on her bright coat,’
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humans will suggest the ‘colorful coat’ instead. However, annotators may also
choose creative or nonstandard suggestions, especially when provided excerpts
from fiction. In one dataset, humans provided with the context
‘Tara stood stock-still, waiting for the first tiny gleam from the scout
craft to appear in the darkness of the wormhole,’
human annotators considered portal and rift to be excellent substitutes. These sub-
stitutes take into account the Science Fiction context of the sentence, indicating the
task is more complicated than simple synonymy. Indeed, in one one lexical sub-
stitution dataset, only 9% of substitutes in their dataset were direct synonyms in
WordNet (Kremer et al., 2014).
5.3 Prior Work
The original SemEval shared task released a moderately sized dataset and
defined the task (McCarthy and Navigli, 2007). The experimental setup was specif-
ically designed in order to elicit responses to polysemy in human annotators. The
corpus collectors selected a set of 2211 sentences containing a targeted list pol-
ysemous words curated both manually and automatically using lexical resources.
These words cover several part-of-speech tags, and sentences were manually se-
lected to prevent primary senses from dominating the corpus. Five human annota-
tors were then asked to propose substitutes for the target words in the sentential
context: phrases and moderate generalizations were allowed, but discouraged. The
unification of substitutions resulted in a ranked list of substitutes for every sentential
context. Shared task participants were asked to perform the same task computation-
ally: both suggesting and ranking possible substitutes.
Performance for the task was measured in precision out of ten (oot), where
a system was able to make up to ten guesses and the average percentage of correct
guesses across all sentences was reported; and best, where a system provided its
single best substitute and evaluated on whether that substitute was proposed by any
annotator.
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A clear majority of systems used some lexical resource, like WordNet, to
first provide a list of possible substitutions, and then filtered or ranked that list
using their own research methods. Several used a mixture of co-occurrences or n-
grams to find good matches, and several used distributional methods to rank the
substitutes, almost no systems used existing WSD datasets (McCarthy and Navigli,
2007). The strongest team on the best metric used a supervised approach where sub-
stitutes were ranked using features like n-gram likelihood (Yuret, 2007), while the
strongest performing system in the oot metric accidentally exploited a flaw in the
evaluation by proposing the same substitute many times (Giuliano et al., 2007). The
literature has since varied substantially on experimental setup and evaluation met-
rics. Nonetheless, the task provided an interesting test bed for a variety approaches,
including distributional approaches, language modeling approaches, and some su-
pervised approaches (Szarvas et al., 2013a).
5.3.1 Unsupervised approaches
One major insight from the competition was the importance of syntagmatic
fit in lexical substitution with the success of n-gram based models. Erk and Pado´
(2008) proposed a model for offering each unique word occurrence its own indi-
vidualized word vector, allowing polysemy to be modeled without explicit word
senses, and applied these sense-free representations to the task of lexical substi-
tution. Their representations modified the out-of-context word vectors by averag-
ing it with other possible fillers for the same contexts. For example, in ‘the fielder
catches’, they would consider verbs which take ‘fielder’ in the subject position.
Since their work focused more on innovations in representations of polysemy, they
evaluated their system on its ability to identify correct substitutes from a candidate
list, and did not consider its ability to generate substitutes from the entire vocabu-
lary.
Thater et al. (2009, 2010) expanded on the this idea of inverse selection
preferences by proposing a second-order distributional space, where syntactic co-
occurrences were modeled via a sparse tensor representation similar to TypeDM
(Baroni and Lenci, 2011), and using multiple folds over the tensor to produce a
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unique vector for each word in context. Thater et al. (2011) refine and simplify on
this second-order view of the previous models by proposing to re-weight a word’s
syntactic co-occurrences based on their similarity to the present context. This unsu-
pervised method remained one of strongest performing systems even when applied
to new datasets (Kremer et al., 2014) and compared to some supervised systems.
Along a similar path, Melamud et al. (2015a) proposed an alternative second order
model based on using Google’s web corpus of 5-grams.
Dinu and Lapata (2010) showed that latent-factor distributional models like
Latent Dirichlet Allocation (Blei et al., 2003) could allow for evaluating the partic-
ular fit of a given substitute. They considered two latent factorization models (LDA
and NNMF) and showed that context could successfully modulate over varying la-
tent senses of a particular word in a bag-of-words context. This insight in the power
of low-rank factorizations later turns out to be valuable in later lines of work (Mela-
mud et al., 2015b; Roller and Erk, 2016a). We defer discussion of these works until
Section 5.4, due to their central role in this chapter.
Van de Cruys et al. (2011) observed that syntax-based distributional models
tend to provide the strongest results, yet individual examples in lexical substitution
data should require a wider understanding of the context, like in the ‘wormhole’
example provided earlier. They proposed a joint latent factorization model over
both a wide bag-of-words co-occurrences with the functional, syntactic context.
Although this line of work has not seen a large degree of follow up, the author of
this dissertation hopes future research will reconsider this path.
More recently, some research has used neural language models for the task
of lexical substitution. Kawakami and Dyer (2016) propose using word alignments
from translation tasks in order to identify the different senses of a word in the hidden
state of a bidirectional RNN. The intuition is that two tokens which translate into the
same foreign token have the same underlying sense, while two tokens which trans-
late into different foreign tokens must represent a polysemous term, an idea has a
long history in the literature (Resnik and Yarowsky, 1999; Diab, 2003; Bannard and
Callison-Burch, 2005). Since their model requires substantial aligned translation
corpora, it is not directly comparable to the other models exploring the task. Mela-
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mud et al. (2016) applied the same neural architecture, trained in an English-only
language modeling task, but found it did not achieve state-of-the-art performance.
5.3.2 Supervised approaches
Another vein of research has treated Lexical Substitution as a truly su-
pervised research problem, as opposed to the predominantly unsupervised or
knowledge-transfer approaches listed above. For example, the original SemEval
task tuned a threshold on likelihoods obtained from a language model (Yuret, 2007).
Others have proposed more sophisticated architectures based on producing con-
text features for the target token (Biemann, 2012), or a fully delexicalized clas-
sifier which learns over features extracted via a (target, substitute) pair (Szarvas
et al., 2013a). Another approach from Szarvas et al. (2013b) notes that previous
approaches emphasize the importance of ranking properly, and proposes to treat
lexical substitution as a true ranking problem. This substantially outperforms the
other ranking approaches, but the comparison is unfair due to differing levels of
supervision.
5.4 Context Vectors for LexSub (Melamud et al. 2015b)
We now consider the unsupervised models of Melamud et al. (2015b), which
are central to the contributions of our own work. Melamud et al. (2015b) introduce
a simple, but high-performing method, based on the Syntactic Skip-Gram Negative
Sampling model of Levy and Goldberg (2014a). As with other unsupervised mod-
els, it combines a measure of an out-of-context substitute’s suitability, with a special
in-context appropriateness measure (Erk and Pado´, 2008). Unlike the many of the
previous unsupervised models, it does not rely on computing large second-order
vectors, and can in fact be used with off-the-shelf syntactic word2vec vectors.
As emphasized in Chapters 2 and 4, when creating low dimensional vectors,
a high-dimensional co-occurrence matrix M is factorized or approximated with two
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lower-rank matrices (Levy and Goldberg, 2014b):
M = VC>, (2.2 revisited)
where V is the matrix of word vectors, and C is the matrix of context vectors. The
primary insight of Melamud et al. (2015b) was that these context vectors can be
used to evaluate the suitability of a novel substitute in a particular given context.
Suppose we have sentence like ‘The very bright girl reads’, and we want
to evaluate which is a better substitute: ‘smart’ or ‘colorful’. If we were to extract
the syntactic contexts of the target ‘bright’, as in the previous chapter, we would
end up with exactly two contexts: advmod:very, indicating our target is modified
by ‘very’, and amod−1:girl, indicating that our target modifies ‘girl’. We may then
use the context matrix C to look up the vectors for these two contexts, and judge
their similarity to the possible substitutes.
Figure 5.1 provides an intuitive illustration of the idea: by looking at the
context vector amod−1:girl, we see that it is closer to the substitute ‘smart’ than the
substitute ‘colorful’. The context advmod:very, on the other hand, lies somewhere
about halfway between the two substitutes, indicating both substitutes are equally
appropriate for this context.
Formally, for a given target t, substitute s and context C, the final addCos
score is defined as:
addCos(s|t, C) = cos(s, t) +
∑
c∈C
cos(s, c). (5.1)
Note that the equation has two components: the first measures the out-of-context
similarity between the target t and the substitute s using basic cosine similarity. The
second half of the measure encodes the in-context appropriateness, by considering
substitute with respect to each of the syntactic contexts.
This formulation is considerably simpler than many of the other models
in the prior work, which require significant overhead for space creation or re-
weighting of terms, but performs competitively with even more recent models. For
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wearing
paper
colorful
colorfull (sic)
smart
advmod:very
amod−1:coat
amod−1:girl
bright
Figure 5.1: Cartoon illustration of how context vectors can disambiguate word
senses.
this reason, it acts as a particular strong and standard baseline, which can help cali-
brate work with different vocabulary or experimental conditions.
Melamud et al. (2015b) also consider variants of this measure, including
balAddCos, which equally weights the out-of-context similarity with the in-context
appropriateness:
balAddCos(s|t, C) = cosine(s, t) + 1|C|
∑
c∈C
cosine(s, c). (5.2)
This alternative measure reweights the similarities obtained from the context vec-
tors so that the out-of-context similarity and in-context appropriateness are given
equal weight. The choice between the addCosand balAddCosis an empirical one,
and performance of either could vary across datasets or evaluation metrics.
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5.5 Probability-in-Context (PIC)
We propose an extension of the context vector measure of Melamud et al.
(2015b), called Probability-in-Context (PIC). We note that our measure is not a well
defined probability measure; rather the name was simply chosen for the purpose of
the paper’s title.
Similar to balAddCos, the measure has two equally-weighted, independent
components measuring the appropriateness of the substitute for both the target and
the context, each taking the form of a softmax:
PIC(s|t, C) = P (s|t)× P (s|C)
P (s|t) = 1
Zt
exp
{
s>t
}
P (s|C) = 1
ZC
exp
{∑
c∈C
s> [Wc + b]
}
,
(5.3)
where the t is the target word, s is a proposed substitute, C is the set of syntac-
tic contexts, and Zt and ZC are normalizing constants. Our model differs from
balAddCos in two important ways. First, our similarity measure uses unnormal-
ized inner products s>t and s>c, rather than normalized cosine similarities; and
second, we introduce two free parameters, W and b, which act as a linear transfor-
mation over the original context vectors. These parameters are estimated from the
original corpus, and are trained to maximize the prediction of a target from only
its syntactic contexts. These parameters are not trained on the lexical substitution
dataset, and therefore serve only to tune how the fixed distributional vectors act in
this alternative objective function.
Nonetheless, to identify the contribution of this parameterization versus the
softmax objective, we also introduce to a non-parameterized PIC (nPIC), which
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does not contain the extra parameters:
nPIC(s|t, C) = P (s|t)× Pn(s|C)
Pn(s|C) = 1
Zn
exp
{∑
c∈C
s>c
}
(5.4)
One may ask why not train or tune the embeddings to optimize this softmax
objective directly, rather than learning the parameterization which adjust the em-
beddings? This ultimately is an empirical question, and our initial tests found that
training new embeddings from scratch did not result in stronger performance. Addi-
tionally, the SGNS embeddings are already popular and well-understood in relation
to traditional distributional semantics. Furthermore, we can re-use the embeddings
of Melamud et al. (2015b) to ensure that experimental conditions are fair to both
models, and that the quality of embeddings remains consistent across comparisons.
5.6 Experiments
We compare our proposed measures to three baselines: OOC, the Out-of-
Context cosine similarity between the word and target cos(s, t); and the addCos
and balAddCos measures. We evaluate on three lexical substitution datasets:
• SE: The dataset used in the original SemEval 2007 shared task (McCarthy
and Navigli, 2007) consists of 201 words manually chosen to exhibit poly-
semy, with 10 sentences per target. For a given target in a particular context,
five annotators were asked to propose up to 3 substitutes. As all our exper-
iments are unsupervised, we always evaluate over the entire dataset, rather
than the original held-out test set.
• Coinco: The Concepts-in-Context dataset (Kremer et al., 2014) is a large lex-
ical substitution corpus with proposed substitutes for nearly all content words
in roughly 2,500 sentences from a mixture of genres (newswire, emails, and
fiction). Crowdsourcing was used to obtain a minimum of 6 contextually-
appropriate substitutes for over 15k tokens. Unlike SemEval, this dataset was
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not constructed specifically to capture polysemy; nonetheless, many substi-
tutes vary considerably for different sentential contexts, indicating that poly-
semy is definitely present.
• TSWI: The Turk bootstrap Word Sense Inventory 2.0 (Biemann, 2012) is a
crowdsourced lexical substitution corpus focused on about 1,000 common
English nouns. The dataset contains nearly 25,000 contextual uses of these
nouns. Though the dataset was originally constructed to induce a word-sense
lexicon based on common substitution patterns, here we only use it as a lexi-
cal substitution dataset.
We compare models on two variations of the lexical substitution task: can-
didate ranking and all-words ranking. In the candidate ranking task, the model is
given a list of candidates and must select which are most appropriate for the given
target. We follow prior work in pooling candidates from all substitutions for a given
lemma and POS over all contexts, and measure performance using Generalized Av-
erage Precision (GAP) (Kishida, 2005). GAP is similar to Average Precision, but
weighted by the number of times a substitute was given by annotators. Intuitively,
it measures the number of ”correct” points the model has obtained at every point,
normalized by the maximum number of possible points obtainable at that rank. For
a particular target, suppose h1, . . . , hn are an ordered list of the model’s scores as-
signed for the possible substitutes, so that the substitute with the best score comes
first. Let’s also assume that g1, . . . , gn is the sorted gold list of scores, and that g(hi)
gives the gold score of the substitute predicted at hi. GAP is then defined in terms
of the precision over all possible values of i:
GAP =
1
R
n∑
k=1
[
k∑
i=1
g(hi)
i
]
R =
n∑
k=1
[
1
k
n∑
i=1
gi
]
Intuitively, GAP measures 1.0 when the model perfectly ranks the list, and 0.0 when
the model provides the reverse listing. Partial credit is awarded for providing items
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in roughly the correct order, weighted by how important the items are in the gold
scores.
Our second task is the much more difficult task of all-words ranking. In this
task, the model is not provided any gold list of candidates, but must select possible
substitutes from the entire vocabulary. All models are also hardcoded not to pre-
dict substitutes with the same stem as the target, e.g. for the ‘bright girl’ example,
models cannot predict ‘brighter’ or ‘brightest’. On this all-words ranking task, we
evaluate performance with (micro) mean Precision@1 and P@3: that is, of a sys-
tem’s top one/three guesses, the percentage also given by human annotators. These
evaluation metrics are similar to the best and oot metrics reported in the literature,
but we find P@1 and P@3 easier to interpret and analyze. In case annotators did not
provide three unique substitutes, that particular substitution is divided by the total
number of unique substitutions.
5.6.1 Vectors and Training Procedure
We use the word and context vectors released by Melamud et al. (2015b),
which were previously shown to perform strongly in lexical substitution tasks, and
to ensure our model is directly comparable with theirs. These embeddings were
computed from a corpus of (word, relation, context) tuples extracted from ukWaC
and processed using the dependency-based word2vec model of Levy and Goldberg
(2014a). These embeddings contain 600d vectors for 173k words and about 1M
syntactic contexts.
To train the W and b parameters, we extract tokens with syntactic contexts
using the same corpus (ukWaC), parser (Chen and Manning, 2014), and extraction
procedure used to generate the embeddings. See Melamud et al. (2015b) for com-
plete details. After extracting every token with its contexts, we randomly sample
10% of the data to reduce computation time, leaving us with 190M tokens for train-
ing W and b. We use sampled softmax to reduce training time (Jean et al., 2015),
sampling 15 negative candidates uniformly from the vocabulary, optimizing cross-
entropy over just these 16 words per sample. We optimize W and b in one epoch
of stochastic gradient descent (SGD) with a learning rate of 0.01, momentum of
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Measure SE CoInCo TWSI
OOC 44.2 44.5 57.9
addCos 51.2 46.3 62.2
balAddCos 49.6 46.5 61.3
nPIC 51.3 46.4 61.8
PIC 52.4 48.3 62.8
Table 5.1: Performance of nPIC and PIC on the three Lexical Substitution datasets
in the all candidate ranking task, measured in GAP.
Measure SE CoInCo TWSI
OOC 11.7 10.9 9.8
addCos 12.9 10.5 7.9
balAddCos 13.4 11.8 9.8
nPIC 17.3 16.3 11.1
PIC 19.7 18.2 13.7
(a) Precision@1
Measure SE CoInCo TWSI
OOC 9.7 8.6 7.0
addCos 9.0 7.9 6.1
balAddCos 9.8 9.1 7.4
nPIC 13.1 12.1 7.9
PIC 14.8 13.8 10.1
(b) Precision@3
Table 5.2: Performance of nPIC and PIC on the three Lexical Substitution datasets
in the all words ranking task, measured in (a) P@1 and (b) P@3.
0.98, and a batch size of 2048. We found all of these hyperparameters worked well
initially, and did not tune them. This procedure took around 45 minutes using a
GPU.
5.6.2 Results
Table 5.1 compares the models on the substitute ranking task only. The first
observation we make is that the PIC measure performs best in all evaluations on
all datasets by a significant margin (Wilcoxon signed-rank test, p < 0.01). In these
GAP evaluations, all measures perform substantially better than the OOC baseline,
and the nPIC measure performs comparably to balAddCos. We note that context-
sensitive measures give the most improvement in SemEval, reflecting its greater
emphasis on polysemy.
As we turn to the all-words ranking evaluations in Table 5.2, we observe that
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‘You can sort of challenge them well, did you really
know the time when you said yes?’
OOC balAddCos nPIC PIC
trully proably realy actually
actually trully truly truly
actaully acutally actually already
acutally actaully hardly barely
proably probaly definitely just
Table 5.3: Example where the PIC performs better in the All-Words Ranking task.
The target word and correct answers are bolded.
‘As a general rule, point of view should not change during a scene.’
OOC balAddCos nPIC PIC
sea-change alter reoccur re-occur
alter sea-change re-occur appear
shift shift prevail overstate
downshift downshift deviate differ
re-configure increase/decrease divulged disappear
Table 5.4: Example where the PIC performs worse the All-Words Ranking task.
The target word and correct answers are bolded.
the absolute numbers are much lower, reflecting the increased difficulty of the task.
We also see the that nPIC and PIC both improve greatly over all baselines: The
nPIC measure is a relative 30% improvement over balAddCos in SE07 and Coinco,
and the PIC measure is a relative 50% improvement over balAddCos in 5 evalu-
ations. Indeed we find that PIC significantly outperforms other models (Wilcoxon
signed-rank test, p < 0.01).
Since both measures have a clear improvement over the baselines, especially
in the more difficult all-words task, we next strive to understand why.
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5.6.3 Analysis
We first examine two hand-selected examples to provide intuitions about the
strengths and weaknesses of our model. Table 5.3 contains a cherry-picked example
where both our measures outperform prior work. OOC and balAddCos both sug-
gest replacements with reasonable semantics, but contain misspelled substitutes.
nPIC and PIC only pick words with the correct spellings, with the exception of
‘realy’. This suggests our models are predicting terms with higher frequency.
Table 5.4 shows a lemon-picked example where our models perform strictly
worse than the baseline models. We notice that the unusual ‘sea-change’ item is
prominent in the OOC and balAddCos models, but has dropped from the rankings
in our models, also indicating the model may be picking more frequent terms.
We consider a few experiments with this hypothesis that the measures do
better because they capture better unigram statistics than the baselines. Recent lit-
erature found that the vector norm of SGNS embeddings correlates strongly with
word frequency (Wilson and Schakel, 2015). We verified this for ourselves, comput-
ing the Spearman’s rank correlation between the corpus unigram frequency and the
vector length and found ρ = 0.90, indicating the two correlate very strongly. Since
the dot product is also the unnormalized cosine, it follows that nPIC and PIC should
depend on unigram frequency. One can view this intuitively in Figure 5.1: although
‘colorfull’ has a better cosine-similarity to the target than the correctly spelled ‘col-
orful’, we tend to prefer the more frequently chosen term since its vector has a
higher magnitude.
To verify that the nPIC and PIC measures are indeed preferring more fre-
quent substitutes, we compare the single best predictions (P@1) of the balAdd-
Cos and nPIC systems on all-words prediction on Coinco. Roughly 42% of the
predictions made by the systems are identical, but of the remaining items, 74% of
predictions made by nPIC have a higher corpus frequency than balAddCos (where
chance is 50%). We find balAddCos and PIC make the same prediction 37% of
the time, and PIC predicts a more frequent word in 83% of remaining items. The
results for SE07 and TWSI2 are similar.
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This indicates that the unigram bias is even higher for PIC than nPIC. To gain
more insight, we manually inspect the learned parametersW and b. We find that the
W matrix is nearly diagonal, with the values along the diagonal normally distributed
around µ = 1.11 (σ = 0.02) and the rest of the matrix normally distributed roughly
around 0 (µ = 2× 10−5, σ = 0.02). This is to say, the PIC model is approximately
learning to exaggerate the magnitude of the dot product, s>c. This suggests one
could even replace our parameter W with a single scaling parameter, though we
leave this for future work.
To inspect the bias b, we compute the inner product of the b vector with the
word embedding matrix, to find each word’s a priori bias, and correlate it with word
frequencies. We find ρ = 0.25, indicating that b is also capturing unigram statistics.
Is it helpful in lexical substitution to prefer more frequent substitutes? To
test this, we pool all annotator responses for all contexts in Coinco, and find the
number of times a substitute is given correlates strongly with frequency (ρ = 0.54).
These results emphasize the importance of incorporating unigram frequen-
cies when attempting the lexical substitution task (as with many other tasks in NLP).
Compared to cosine, the dot product in nPIC stresses unigram frequency, and the
parameters W and b strengthen this tendency.
5.7 Chapter Summary
We have presented PIC, a simple new measure for assessing the appropri-
ateness of a substitute in a particular context for the Lexical Substitution task. The
measure assesses the fit of the substitute both to the target word and the sentence
context using a combination of out-of-context similarity with in-context appropri-
ateness. It significantly outperforms comparable baselines from prior work, and
does not require any additional lexical resources. An analysis indicates its perfor-
mance improvements derive from a tendency to lean more strongly on unigram
statistics than baselines.
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Chapter 6
Lexical Entailment in RTE
This chapter shows how the work of the previous three chapters may be com-
bined into an end-to-end RTE system. Some of the contributions in this chapter are
published in Beltagy et al. (2016). All material in this chapter constitutes original
contributions, except as designated in Sections 6.2–6.3 and Section 6.4.1.
6.1 Chapter Overview
In the previous chapters, we showed how improvements in modeling can
lead to better performance in several lexical tasks, including lexical relationship
prediction, lexical entailment detection, and lexical substitution. Each of these tasks
is valuable in its own right, but it is important not to lose sight of the bigger picture.
We turn our attention now to the Recognizing Textual Entailment task (RTE), which
we introduced in the beginning of Chapters 1 and 2.
In Recognizing Textual Entailment, a system is provided two sentences, a
text (antecedent) and hypothesis (consequent), and must decide whether a human
would say the hypothesis follows from the text. A particular RTE pair may involve
different phenomena, but Dagan et al. (2006) observed that lexical entailments are
often critical to reaching the proper conclusion. The following RTE example in-
volves a several kinds of lexical entailment explored in this thesis, including hyper-
nymy, polysemy, and event understanding:
Text: The bright girl reads a book.
Hypothesis: A smart child looks at a book.
Given the importance of lexical entailment in the RTE task, we expect that the con-
tributions from previous chapters should be reflected in an end-to-end RTE system.
We begin with a brief expository into the RTE system we use, and then integrate
our contributions in directly.
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6.2 RTE System
We use the RTE system of Beltagy et al. (2016) to evaluate our improve-
ments in lexical entailment. Although this dissertation author is also a co-author on
that paper, this section (6.2) primarily describes efforts of others, and should not be
seen as a contribution of this thesis. In short, this section explains the RTE system
at an abstract level, and considers how it reduces sentences into lexical entailment
subproblems. We do not review other systems for RTE, as most approaches were
outlined in Section 2.2, and their differences are not the focus of this document.
The system of Beltagy et al. (2016) performs textual entailment using prob-
abilistic logical deduction. It computes a First Order Logical (FOL) representation
of each sentence, and then estimates the probability that the second sentence is en-
tailed using a probabilistic logic formalism called Markov Logic Networks (MLNs)
(Richardson and Domingos, 2006). MLNs take as input a knowledge base of facts
about the world in the form of weighted FOL formulas (including atomic formulas),
and produces a graphical model which estimates the probability of formulas based
on their consistency with the knowledge base. This powerful formulation is outside
the scope of this document, but with careful consideration, MLNs are able to model
a large variety of natural language phenomena, including quantifiers and negation
(Beltagy, 2016).
In order to perform correct logical reasoning, the system must reduce the text
and hypothesis into weighted logical formulas, and consider a database of relevant
facts. To obtain a logical representation of the sentences, the RTE system employs
Boxer (Bos, 2008), a wide coverage semantic analysis system, which converts syn-
tactic parse trees into logical formulas.
The RTE system then aligns the representations of the text and hypothesis
to find words and short phrases for which it needs lexical entailment judgments.
This alignment procedure is done using a variant of Robinson Resolution, which
identifies common predicates and performs unification across text and hypothesis.
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Label Antecedent/Consequent
Entailing A: Two teams are competing in a football match
C: Two groups of people are playing football
Contradicting A: The brown horse is near a red barrel at the rodeo
C: The brown horse is far from a red barrel at the rodeo
Table 6.1: Example entailing and contradicting sentences from the SICK dataset.
In our example, the system will produce two separate rules:
bright girl→ smart child
read→ look at
The RTE system then queries a lexical entailment system to predict whether these
lexical items are entailed, neutral, or contradictory. These lexical entailment pre-
dictions are finally encoded as facts about the world, and complete probabilistic
logical reasoning is performed about the full sentences (including quantification
and negation) to come to a final prediction about sentential entailment.
6.3 RTE Data and Lexical Entailment Annotations
We evaluate using the Sentences Involving Compositional Knowledge
(SICK) dataset, which contains nearly 10k sentence pairs, evenly split between
training and test sets (Marelli et al., 2014). Sentence pairs were extracted randomly
from image caption datasets, and then simplified and extended to cover semantic
issues like negation, quantification, compositional language, and a variety of lexi-
cal entailment relationships like hypernymy and polysemy. Finally, sentences were
manually annotated as entailing (the antecedent implies the consequent), contra-
dicting (the antecedent implies the opposite of the consequent), or neutral (neither
of the above). SICK’s construction makes it an excellent dataset to test a complete
RTE system, due to the rich variety of semantic phenomena it covers. Two examples
from the dataset are shown in Table 6.1.
We saw above that we may break some sentences down into individual lexi-
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cal entailments of short phrases. These lexical entailments may be either entailing,
neutral, or contradicting. This differs from work in previous chapters, which never
attempted to identify contradictions or reason about phrases. Additionally, lexical
entailments in this chapter must be tailored specifically for the RTE task, and there-
fore require we build our own lexical entailment dataset.
To do this, we used the Robinson Resolution approach described above to
extract all the lexical entailments possible in the system. Many of these lexical en-
tailments could be automatically annotated from the RTE sentences themselves: if
the sentence is entailing and contains no negation, it follows that the individual
lexical entailments must also entail. This allows us to build a list of certainly true
lexical entailments. Sentences that are contradicting and contain only a single lexi-
cal entailment rule can similarly have their lexical entailments automatically labeled
as contradicting. Sentences which are neutral or contain certain logical phenomena
may not be automatically annotated. Two authors of Beltagy et al. (2016) (including
this dissertation’s author) manually annotated lexical entailment pairs which could
not be automatically annotated. We only annotated lexical entailment pairs derived
from the training set, as we did not want pairs from the test set to possibly influ-
ence our decisions, and any lexical annotations derived from the test set would be
considered cheating. The final lexical entailment dataset contains 10,213 annotated
rules extracted from the SICK training set, and is made available for future research
(Beltagy et al., 2016).
6.4 Lexical Entailment Classifier
We now turn our focus to the actual lexical entailment classifier used by the
RTE system. This lexical entailment classifier uses a variety of techniques from
prior work, as well as several novel contributions. As a starting point for the classi-
fier, we employ a number of hand-engineered features shown by Lai and Hocken-
maier (2014) to be useful in the SICK dataset. These features are given to a basic
SVM classifier with an RBF kernel, which decides which of the three lexical en-
tailment decisions to make. We also employ a greedy alignment procedure which
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allows the lexical entailment classifier to classify short phrases as opposed to single
words. Finally, we describe additional features for the lexical entailment classifier
based on our findings about supervised distributional lexical entailment classifiers,
and lexical substitution.
6.4.1 Baseline Features (Lai and Hockenmair (2014)
The baseline set of features we use were originally proposed by Lai and
Hockenmaier (2014), and consist of basic phrase features (e.g. lengths of the
phrases), wordform features (e.g. do these words carry the same lemma or POS?),
WordNet features (e.g. are these two words hypernyms in WordNet), and distribu-
tional features (e.g. cosine similarity). A full list of these features may be found in
Table 6.2, along with their types and counts.
The Wordform features include simple features which indicate whether both
words have the same part-of-speech, lemma, and plurality. On their own, these fea-
tures only capture the most simple entailments and slight prior information. The
basic alignment features capture simple properties for the phrasal entailments, like
the lengths of the LHS and RHS. These properties are generally semantically void,
but do inform some entailment priors: for example, a single word is unlikely to
entail a long phrase with modifiers or a prepositional attachment.
The Distributional features contain simple cosine similarities for the LHS
and RHS using one syntactic distributional space and one bag-of-words distri-
butional space. The syntactic distributional space is comparable to the one used
in the previous sections, and was trained in roughly the same preprocessing as
in Chapter 4: part-of-speech tagged, lemmatized, collapsed-dependencies, PPMI-
transformed and SVD reduced to 300 dimensions. The BoW distributional space is
a standard Word2Vec space, trained with a window size of 20 using the same pre-
processed corpus as the syntactic space. We choose the large BoW window so that
the dependency and BoW spaces would measure each extreme of the function-topic
similarity spectrum.
Finally, the WordNet features are the most sophisticated, and contain sim-
ple extractions of WordNet relationships: whether the LHS and RHS are listed as
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Name Description Type #
Simple alignment Features 10
Length Length of LHS, RHS and (absolute) difference Real 4
Alignments Number of (un)aligned words on LHS, RHS Real 3
Align Pct. Alignment statistics rescaled to percentages Real 3
Wordform 18
Same word Same lemma, surface form Binary 2
POS POS of LHS, POS of RHS, same POS Binary 10
Sg/Pl Whether LHS/RHS/both are singular/plural Binary 6
Distributional features 28
OOV True if either lemma not in dist space Binary 2
BoW Cosine Cosine between LHS and RHS in BoW space Real 1
Dep Cosine Cosine between LHS and RHS in syn. space Real 1
BoW Hist Bins of BoW Cosine Binary 12
Dep Hist Bins of Dep Cosine Binary 12
WordNet 18
OOV True if a lemma is not in WordNet Binary 1
Hyper True if LHS is hypernym of RHS Binary 1
Hypo True if RHS is hypernym of LHS Binary 1
Syn True if LHS and RHS is in same synset Binary 1
Ant True if LHS and RHS are antonyms Binary 1
Path Sim Path similarity (NLTK) Real 1
Path Sim Hist Bins of path similarity (NLTK) Binary 12
Table 6.2: List of baseline features in the lexical entailment classifier, along with
types and counts. Most of these were proposed by Lai and Hockenmaier (2014),
with the exception of the Binning features.
synonyms, antonyms, or hypernyms of each other (directly or across a long chain)
in WordNet. Additionally, the Path Similarity is also included, as implemented by
Bird et al. (2009).
6.4.2 Alignment Features (Lai and Hockenmaier, 2014)
Since the lexical entailments that we are provided may possibly be short
phrases rather than individual words, we also use a variation of the alignment pro-
cedure proposed by Lai and Hockenmaier (2014). In this alignment procedure, the
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syntactic head of the phrases are assumed to be aligned, and the baseline features are
computed between the heads of the LHS and RHS. The remaining words are then
greedily aligned using distributional similarity: the distributional similarity between
the every non-head word on the LHS and RHS is computed, and then the distribu-
tionally most similar pair is assume to be aligned and removed from the pool of
unaligned words. This process is recursively repeated until one or both phrases has
all its words exhausted. Finally, the hand-engineered features described in Table 6.2
are then computed for all the aligned pairs, and a min/mean/max of all the features
across all aligned pairs is computed and used as additional features for the lexical
entailment classifier. Since phrases may have been extracted from neutral sentences,
sometimes the alignments may be very poor, but these bad alignments will be re-
flected in the statistics and learned as nonentailing by the classifier.
6.4.3 Binning of Similarity Features
The features and alignment procedure described above are primarily derived
from the observations of (Lai and Hockenmaier, 2014), who won the original shared
task for this dataset. However, we do include one novel addition to these features
which was not proposed in prior work, which we call similarity binning. We ex-
tend the real-valued distributional-similarity features by binning the cosine similar-
ities into discretized ranges (e.g. 0.0–0.1, . . . , 0.9–1.0), and transforming them into
binary-valued indicator features. This stems from an observation that the probabil-
ity of entailment is non-monotonic in distributional similarity.
We can observe this fact in Figure 6.1, which shows the distribution of en-
tailment annotations as a stacked histogram over distributional similarities. Observe
that mid-similar terms (those with a cosine of ∼ .80, like cat and animal) are more
likely entailments than those with high similarity (cosine of ∼ .95, like cat and
dog). We found this binning technique significantly improved the contribution dis-
tributional similarity in feature-engineered lexical entailment classifiers, and this
binning represents a contribution of this thesis. We will visit the effect of binning
in the Experiments section.
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Figure 6.1: Stacked histogram showing the distribution of entailment relations on
lexical pairs by cosine. Highly similar pairs (0.90–0.99) are less likely entailing
than moderately similar pairs (0.70–0.89).
6.4.4 Distributional Classifiers
We also include several variations of features from the Supervised Distri-
butional Lexical Relationship classifiers of Chapters 3 and 4. Namely, we consider
and compare three main models:
• Concat: We include the vectors representing the head word of the LHS phrase
and the head word of the RHS phrase, unit-normalized. This corresponds to
the RBF model from Table 4.3, since the baseline classifier uses an RBF
kernel.
• Asym: We include the vector difference and vector difference between the
LHS and RHS head words, like the model explored in Chapter 3. Note that
since the classifier uses an RBF kernel, this is slightly different than our orig-
inal Asym classifier. However, we tested both and found the difference was
marginal.
• H-features: We follow the H-feature extraction procedure described in Chap-
ter 4 and extract several iterations of H-features for the LHS and RHS head
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words. This is directly comparable to the H-feature model.
Ideally, we should see that the inclusion of these models should provide additional,
useful information for the lexical entailment classifier, similar to our findings in
the previous chapters. Note that we do not try additional Distributional classifiers,
like the Ksim model of Levy et al. (2015b), due to the requirement that the models
integrate cleanly with the baseline features. We also note these features are not
combined with the alignment procedure (Section 6.4.2), as this would increase the
number of features to be much larger than the number of labeled examples.
Since we are the first to use these supervised distributional features in any
sort of lexical entailment classifier for RTE, all three should be considered original
contributions.
6.4.5 Context Vector Features
Finally, we also include context similarity features, inspired by the addCos
(Melamud et al., 2015b) and nPIC (Roller and Erk, 2016a) models of Lexical Sub-
stitution discussed in Chapter 5. These context similarity features required mod-
ification of the lexical substitution models, as naive application of either did not
produce positive results. Additionally, since we are the first to include context simi-
larity features into the RTE task, these features are an additional contribution of this
thesis.
For each pair of head words on the LHS and RHS, we extract all syntactic
contexts from the original pair of sentences, and look up their respective context
vectors from the Context matrix learned by the syntactic distributional space. We
then measure five similarities arising from the possible combinations contexts and
words: (1) context of LHS with RHS head, (2) context of RHS with LHS head, (3)
context of LHS with LHS head, (4) context of RHS with RHS head, and (5) context
of LHS with context of RHS.
The first feature is the cosine similarity between the syntactic contexts of
the LHS agree with the RHS. This measures how well the RHS’s selection prefer-
ences agree with the LHS. The reverse corresponds to our second similarity. Based
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on the findings of Chapter 2.5, these features correspond roughly to how well the
RHS serves as a substitute in the LHS, and vice versa. These features are mostly
directly analogous to the addCos model of Melamud et al. (2015b); we also tried
unnormalized inner products similar to the PIC model, but we found simple cosine
performed better.
The third and fourth similarities (LHS contexts with LHS head, RHS con-
texts with RHS head) do not have an analogous relationship to lexical substitution.
However, their purpose is quite intuitive: if the LHS does not strongly agree with its
context, then neither should any of its lexical substitutes. In this way, these agree-
ment features do not inform the lexical entailment classifier, except in setting a level
of importance for the lexical substitution features.
The final, fifth feature is the similarity between the contexts from the LHS
and the contexts of the RHS. This has no relationship to the lexical substitution
models, but we found it was important for strong, robust results. This feature works
by ensuring that the contexts of the LHS and RHS are similar, and most readily
captures tricky RTE phenomenon like subject-object reversal. For example, this
feature will identify that the role of ‘man’ in ‘dog bites man’ differs substantially
from its role in ‘man bites dog’. This sort of argument-reversal is one important RTE
phenomena which is traditionally ignored in simple alignment and distributional
models.
6.5 Experiments and Results
We evaluate all models in two experimental settings, both derived from the
Sentences Involving Compositional Knowledge (SICK) dataset, which contains ap-
proximately 5000 training and 5000 testing sentence pairs. In the first setting, we
evaluate only the lexical entailment classifier on its ability to correctly identify lex-
ical pairs as entailing, contradicting or neutral. In this setting, we evaluate only on
the lexical entailment rules extracted using the Unification procedure described in
Section 6.2. Since only the lexical rules from the training set are annotated, this
evaluation is uses a 10-fold cross validation setting. No validation set is used, but
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hyperparameters were tuned by maximizing performance across all 10 folds; how-
ever, since we are only evaluating on the training set, it is fair to optimize hyperpa-
rameters in this way. This experimental setup does not involve the RTE system in
any way, and performance is measured in accuracy.
In the second experimental setup, the lexical entailment classifier is trained
using all rules extracted from the training set, and then applied to all lexical pairs
extracted from the testing set; since the lexical rule extraction procedure is unsu-
pervised, this is the proper way to test generalization to the RTE test set. These
test-set lexical predictions are then provided to the RTE system, and the RTE sys-
tem makes final predictions for the RTE test set. These predictions are evaluated on
the RTE dataset directly, so they test how well each of the lexical entailment models
contribute as information sources in the logical RTE system. Though the original
system described in Beltagy et al. (2016) uses several resources of world knowledge
and additional heuristics, in these experiments the lexical entailment classifiers are
the only source of knowledge. These results are also measured in accuracy.
We emphasize that we do not test any of these models in a zero lexical over-
lap setting. In the experiments of previous chapters, our goal was to test general-
ization to new lexical items; in these experiments, our goal is to generalize to new
RTE examples. Therefore, all of the sentence pairs will be unique, but will involve
many non-unique lexical entailments: for example, the lexical item ‘boy→ child’
appears frequently in both training and test, as both ‘boy’ and ‘child’ appear across
many sentential pairs.
6.5.1 Individual Components
We first compare each of the individual components of the lexical entailment
classifier as how they perform alone, as the single source of lexical knowledge. We
also consider one lower and one upper baseline model: the lower baseline model is
a majority baseline which always guesses “neutral,” so its performance on the RTE
Test set can be considered the performance of the logical system alone. The upper
baseline is given the gold labels for every example, and so its Lexical score is a
perfect 100%, but its RTE test score is not; this represents the most any lexical clas-
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Model Lexical RTE
Neutral (lower baseline) .643 .735
Gold (upper baseline) 1.000 .968
Simple alignments .643 .735
Wordform features .676 .766
Distributional (no binning) .678 .758
WordNet .754 .815
(a) Baseline features
Model Lexical RTE
Distributional (w/ binning) .714 .770
Concat (RBF) .716 .788
Asym .703 .777
H-features .716 .784
Context features .691 .764
(b) Original Contributions
Table 6.3: Comparison of individual lexical entailment components on the Lexical
and RTE tasks.
sifier alone can contribute, and any remaining performance is due to inconsistent
labeling, errors in logical conclusions, incorrect parsing, or any other imperfections
in the end-to-end RTE system. Additionally, we include each of the four sets of
features obtained from the work of Lai and Hockenmaier (2014), as comparison
points. Finally, we compare each of the our original contribution modules.
The results of all these models may be seen in Table 6.3. We first observe that
the Gold lexical baseline has a nonperfect score on RTE test, marking the ceiling
of contributions from any of our models, and that it is considerably higher than the
lower baseline. This is consistent with the observations of (Dagan et al., 2006), who
found Lexical Entailment to be an important component of any RTE system.
We also observe that the strongest individual component, by a large margin,
is the WordNet features. This is not surprising, as WordNet is a large, comprehen-
sive and high-quality resource. Additionally, most of the words in SICK contain
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WordNet entries, and many of SICK’s entries specifically cover simple hypernymy.
We also observe that the Supervised Distributional features substantially out-
perform the baseline features, with the exception of WordNet. This is consistent
with our findings in previous chapters: simple cosine similarity alone is not enough
to detect entailment (Weeds et al., 2004; Baroni et al., 2012; Lenci and Benotto,
2012), and there is great deal of benefit using the full distributional vectors in an
entailment classifier (Roller et al., 2014; Kruszewski et al., 2015; Roller and Erk,
2016b; Shwartz et al., 2016). Somewhat surprisingly, we find that the Concat and
H-features models both perform the same in the Lexical evaluation, but Concat
slightly outperforms H-features in the end-to-end RTE evaluation. This emphasizes
one important difficulty in using Lexical classifiers in RTE evaluation: many sen-
tence pairs require observing several correct lexical entailments to reach the correct,
final conclusion. Therefore, small improvements in the lexical entailment classifier
may not translate to improvements in the RTE dataset.
We also see that adding the binning to the distributional features substan-
tially improves both the Lexical evaluation and RTE evaluation, compared to the
baseline distributional features without binning. In fact, this simple technique brings
the distributional similarity classifier to nearly the quality as some of our supervised
distributional models. This conforms to our observation in Figure 6.1 and empha-
sizes that a larger context is important , which found that the conditional probability
for entailment differs across different similarity levels.
Finally, we see that the Context features based on Lexical Substitution also
outperform many of the individual baseline features, including the distributional
features without binning. This emphasizes that integrating a wider context is im-
portant in lexical entailment, and that lexical entailment should not be considered
in a vacuum.
In the next section, we will combine each of our contributions and consider
whether our models may improve upon the Baseline features of prior work, as well
as the strengths and weaknesses of our components.
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Model Lexical RTE
All Baseline Features .774 .827
+ Binning .783 .829
+ Contexts .802 .837
+ Concat .804 .838
+ Asym .801 .844
+ H-features .818 .834
Table 6.4: SICK performance after adding in our contributions on top of the baseline
classifier.
6.5.2 Combining Components
Each of our contributing components discussed above are roughly orthogo-
nal in purpose: binning should capture different entailment likelihoods for differ-
ent distributional similarities; Context features should capture polysemy or changes
in larger context; and Supervised Distributional features should improve general-
ization to new lexical pairs. Each component should combine to improve overall
classification score. Additionally, the Baseline features of prior work are known to
already have high performance, so each of our contributions should give improve-
ments over the prior work.
We evaluate combinations of our contributions using a simple ablation ex-
perimental setup: first we use the concatenation of all the Baseline features of prior
work to find a unified Baseline model provided known good features. Next, we ex-
tend the feature set of the baseline model by adding each component one-by-one:
first binning, then Contexts, and finally Supervised Distributional models. For the
Supervised Distributional models, we consider Concat, Asym, and H-features sepa-
rately, since they constitute different models. We evaluate each of the experimental
conditions using Lexical and RTE accuracies with the same setup as the previous
section.
Table 6.4 shows the results of our ablation experiment. We first observe the
performance of the Baseline features, which is considerably higher than any of the
individual components reported in Table 6.3, emphasizing that we have chosen a
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strong Baseline.
Next we consider the addition of Distributional binning on top of the base-
line model. We see that Binning provides a strong improvement in lexical classi-
fication, and a modest improvement in the RTE evaluation. An analysis of its im-
provements over the vanilla Baselines model shows that it correctly eliminates false
positive classification for some co-hyponym pairs, like ‘bed 9 couch’ and ‘lawn
9 field’.
Next we consider how adding the Context features improves over the model
with Binning. We again see a substantial improvement in the lexical evaluation, with
a more pronounced improvement in the RTE evaluation. We find that the Context
features help distinguish cases where altered modifiers (like adjectives or adverbs)
make a pair non-entailing. For example, the Context features identifies ‘desert area
9 wooded area’, and ‘adding9 adding slowly’. Unfortunately, this same behavior
causes the Contexts model to also misclassify some positive examples where syn-
tactic construction changes radically, like ‘wooden hut→ hut made of wood’ and
‘making music with flute→ playing flute’.
Finally, we consider the Supervised Distributional features compared to the
model with Context features. Here, we see a small breakdown in the overall pattern:
the Asym model actually has a modest decrease in performance in the Lexical eval-
uation but the highest RTE score, and the H-features have a substantial increase
in lexical evaluation, but an actual decrease in RTE evaluation. Interestingly, an
analysis of the results shows that the H-features seem to overwhelm some sim-
pler wordform features: for example, the H-features model incorrectly predicts that
‘egg → two eggs’, indicating the model has “forgotten” how to handle plurality.
In other cases, the H-features model makes an arguably correct lexical entailment,
with a resulting incorrect RTE evaluation: for example, the H-feature model and
Asym model differ in predictions about ‘young woman→ girl’, with the H-feature
model believing this is a nonentailment. We suspect different annotators may have
different opinions about which is correct.
We also note there are a handful of systematic lexical entailment differences
between the training and test set, which may account for some of the disconnect
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in performance: for example, the training set frequently contains the annotation
‘woman→man’, while the test set contains only ‘woman9man’. If a model learns
to classify this pair as an entailment, then the lexical evaluation will increase, since
the lexical evaluation is done only on the training set. However, RTE evaluation will
also decrease, since it is evaluated using the Test set.
Nonetheless, despite these complications, we do generally see improvements
from the addition of Supervised Distributional features. Furthermore, all of our
Contribution models improve over the Baseline classifier in both Lexical and RTE
evaluations, corroborating our findings in the other chapters of this thesis.
6.6 Chapter Summary
In this chapter, we considered the role of lexical entailment classifiers in an
end-to-end RTE task, and proposed three directions where improvements in lexical
entailment could lead to improvements in sentential entailment.
Our first contribution is distributional binning, which improves upon the
false positive rate of models which employ simple distributional similarity. We ob-
serve that the probability of entailment is non-monotonic with respect to the cosine
similarity of a word pair. That is, more similar words are more likely to be entail-
ing, except the most highly similar words tend more often to be co-hyponyms, and
therefore nonentailing. By grouping similarities into discrete levels, we can capture
this phenomenon and improve performance.
Our second contribution comes from integrating in the wider context of a
lexical entailment through the use of Context vectors. We use a similar procedure as
the one discussed in our Lexical Substitution chapter, where the syntactic contexts
of a target word are additionally extracted and represented using their corresponding
entries from the distributional context matrix. By adding context similarities into
our model, we correctly identify some nonentailments derived from the addition
of modifiers, but also make some misclassifications when syntactic constructions
differ considerably.
Finally, we integrate in the Concat, Asym and H-feature models discussed
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in previous chapters. We find that the integration of H-features into the model sub-
stantially improves performance at the lexical level, but results in slightly lower
performance at the full RTE level. Systematic differences between the training and
test set may account for some of this discrepancy. Furthermore, we find that the
addition of the Asym features substantially improves RTE accuracy, and gives the
strongest performance of any of our considered models. In general, we find that
Supervised Distributional models can contribute to an end-to-end RTE system.
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Chapter 7
Conclusion
Distributional Semantics has come a long way in its ability to contribute to
difficult Natural Language Processing tasks. Distributional representations of word
meaning have been successfully used on a wide variety of lexical semantics tasks,
and have become the shoulders on which modern NLP methods stand (Goldberg,
2016).
In this dissertation, we considered how distributional representations of
word meaning can be useful for identifying and exploiting lexical entailment. We
have considered a variety of challenging tasks related to the area, including hyper-
nymy detection, lexical relationship prediction, and lexical substitution.
In hypernymy detection and lexical relationship prediction, we predict
whether a given pair of words exhibits a particular linguistic relationship, such as
hypernymy, co-hyponymy, or meronymy. Our work has shown that the choice of
experimental setup is critical to properly understanding how methods may or may
not generalize to novel lexical items, and introduces the notion of lexical memo-
rization. We proposed evaluating models in an adversarial setup with zero lexical
overlap between training and test sets, allowing us to measure generalization to
unseen words, and our setup has become a standard evaluation in the literature.
We also proposed Asym, a new model of hypernymy detection and lexical
relationship prediction. We analyzed Asym to identify its relationship to existing
linguistic theories of hypernymy, like the Distributional Inclusion Hypothesis. We
showed that our model does not suffer from some of the prototypicality limitations
of other models proposed in the literature, which only make predictions based on
how similar a pair is to relationship prototypes, without regard for actual relation-
ship between the words in a pair.
We considered the behavior of a model known to exhibit only prototypi-
cality behavior, and proposed a novel analysis method to interpret the behavior of
the model. By interpreting a model’s hyperplane in terms of context space, we ob-
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served that simpler models actually learn to identify H-features, or Hearst pattern
like contexts which are most indicative of hypernymy. Building on this observa-
tion and the success of Asym, we proposed a novel model which identifies and
exploits multiple sets of H-features through an iterative PCA-like procedure. Our
model matches or exceeds the performance of other models in the literature on sev-
eral datasets. We also extended our H-feature model so that it may predict several
lexical relationships simultaneously and outperform existing models in the litera-
ture. We examined the H-features learned for the non-hypernymy relationships and
found strong evidence for additional known Hearst patterns in the literature, as well
as many alternative patterns highly indicative of target relationships.
We considered a novel model of lexical substitution, the task of predicting a
paraphrase for a polysemous word in a particular sentential context. We introduced
a modification to a simple model from he literature, and showed large performance
gains over several datasets and evaluations compared to the baseline model. Our
performance most improved on the difficult task of substitution generation, where
a one may propose any word from the entire vocabulary as a substitute. Additional
analysis showed that our model improved over prior work via integration of a un-
igram frequency bias, allowing it to discard rare or misspelled substitutes from its
predictions.
Finally, we considered how each of the contributions above could be inte-
grated into a real, end-to-end system for Recognizing Textual Entailment. We con-
sidered the role of a lexical entailment classifier in an RTE system, and the relation-
ship between distributional similarity and the probability of lexical entailment. We
found that each of our components, on its own, was able to perform competitively
or outperform a number of baseline lexical entailment features. Furthermore, we
showed that the components may be combined with existing lexical entailment fea-
tures to improve overall performance, significantly outperforming a system which
used only a fixed, high-quality lexical resource. Our contributing components also
combine together to produce a model which outperforms any component on its own.
In short, this thesis has shown that Distributional Semantics can contribute
significantly to difficult lexical and textual entailment tasks through a variety of
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techniques and models, and that efforts on each task have yielded a deeper under-
standing about distributional word representations and the information contained
within them.
7.1 Future Work
As with all areas of research, the work in this thesis answers some questions,
but it also raises new ones. In this section, we briefly consider some possible future
directions of research.
Long-distance Dependency Contexts
Throughout this thesis, we saw that a variety of syntactic contexts
can play important roles in the predictive power of models. For example, in
the work on H-features, we saw that some complex syntactic contexts, like
nmod:between−1+cross was one context learned to be indicative of co-hyponymy,
and nmod:from−1+handcraft was learned to be indicative of constructive material.
These contexts were extracted due to the collapsed dependency structures used at
the time of space creation (de Marneffe and Manning, 2008). The dependencies that
are collapsed are based on a small list of fixed, English multiword expressions. As
such, other, more complex syntactic fragments, or fragments with multiple interme-
diary points may form additional strong signal for the applications explored in this
thesis. Models that use paths through dependency parses have had success in lex-
ical relationship prediction (Shwartz et al., 2016; Shwartz and Dagan, 2016a) and
semantic role labeling (Roth and Lapata, 2016). Models of these paths are likely
useful as proxies for wider-context information in a future distributional models.
Multi-relation Lexicalization
In a similar vein, current work on distributional models treats each co-
occurrence as an independent, isolated event in the corpus. For example, in our
distributional spaces, we model verb-subject co-occurrences independently of verb-
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object co-occurrences independently of verb-preposition co-occurrences. In some
cases, it may be better to model a word’s co-occurrences jointly. For example, if
someone “kills two birds,” we may have an industrious hunter, and if we observe
someone “killing with one stone,” we may recall the story of David and Goliath.
However, if we observe someone “killing two birds with one stone,” the situation
is entirely different from the previous two scenarios. It follows that some words or
specific co-occurrences may be better modeled if two co-occurring contexts are also
modeled as a single unit, rather than separate, smaller contexts. Indeed, Chersoni
et al. (2016) find that jointly modeling a verb using its subject and object gives
better estimates of human similarity scores, but we suspect joint modeling may be
valuable for several combinations of syntactic relationships.
Sparsity will always be a fundamental challenge in such joint-modeling
applications, but clustering methods alleviate this problem by using coarser co-
occurrences for modeling. Melamud et al. (2014) makes a step in this direction by
using probability estimates of a language model to estimate joint co-occurrence, but
they ignore explicit markers of syntactic relations. Clustering approaches may also
be helpful if used as substitutes for words occurring in particular relations, giving
coarser groups of co-occurrences. However, they may result in the loss of idiomatic
constructions, like our example, or cause overgeneralization from idioms, such as
“murdering two animals with one rock.”
Joint H-feature Learning
In Chapter 4, we used an iterative, progressive procedure for extracting mul-
tiple H-features, with the second H-feature only being extracted after the first is
individually modeled and subtracted from the data. However, this greedy proce-
dure possibly results in capturing less-than-ideal H-features. In our own examples,
we saw that the H-features related to vehicles were mixed with H-features of com-
mon tools, though finding two separate groups of H-features is likely better. One
solution to this problem would be to learn to extract all H-features simultaneously
and jointly, rather than using our iterative greedy procedure. This could be done
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using a neural network model, such that the first layer’s weight matrix correspond
to each separate H-feature. In preliminary experiments testing this approach, we
struggled with overfitting on specific lexical items, and suffered a great deal of the
same lexical memorization issue of early models in the area. It may be necessary
to regularize the model using orthogonal regularization (Brock et al., 2015), or a
sparsity regularizer on hidden activations.
Lexical Relationship Generation
In the broader context, predicting whether two words exhibit a lexical rela-
tionship is of limited use when one or both sides of the pair is unconstrained, and the
best possible word must be generated or selected from the vocabulary. For example,
some applications may be actually more interested in asking “what is the hypernym
of ‘cat’?” rather than “is (‘cat’, ‘animal’) hypernymy?” At the present moment, our
H-feature model and similar lexical relationship models could only answer the for-
mer question by enumerating over the vocabulary, and querying the model word by
word. Naturally, even if we improved our predictive accuracy substantially beyond
current state-of-the-art, the the numerous trials will result in a large number of false
positives.
Furthermore, we saw in our own experiments that highly imbalanced
datasets (like the Medical dataset) have much lower accuracies than more balanced
datasets, indicating the problem cannot be solved via data augmentation alone. As
such, distributional lexical relationship generation is an interesting area of further
research with limited prior work (Fu et al., 2014; Nayak, 2015; Espinosa Anke et
al., 2016). We hope future researchers in this area will benefit from the lessons
learned in this thesis.
Structured Relationship Prediction
In the same vein as Lexical Relationship Generation, we should also recall
that many interesting linguistic relationships are actually interconnected, structured
problems. For example, co-hyponymy is a useful linguistic relationship with its own
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interesting signals and Hearst patterns (as we saw in Chapter 4), but it is also in-
separably defined in terms of hypernymy. Yet, the models discussed in this thesis
do not consider relationship prediction in this manner: (‘cat’, ‘animal’) is classi-
fied independently of (‘dog’, ‘animal’) and (‘cat’, ‘dog’). A good system of lexical
relationship prediction, or generation, should weigh the evidence for all three pairs
together, and come to a conclusion as a whole. That is, models should also be forced
to consider the natural constraints of the taxonomic properties, in addition to evi-
dence between two individual pairs. Snow et al. (2006) showed that evidence from
different relations can be weighted and combined to produce correctly structured
taxonomies, but an ideal work would bake the structure into the original model.
Soft Alignments in Lexical Entailment
In our Lexical Entailment classifier of Chapter 6, we used a hard alignment
procedure in order to model entailment aspects of the non-head words in phrases
Lai and Hockenmaier (2014). Although this successfully models some entailing
and nonentailing phrases, the greedy alignment procedure may sometimes cause
words to wrongly become aligned, and prevents any many-to-one alignments. Fu-
ture models may benefit from using a soft alignment model, similar to the attention
mechanisms of neural methods in RTE (Bowman et al., 2015; Parikh et al., 2016).
This could be accomplished by integrating soft alignments into our lexical entail-
ment classifier, or by integrating our features into attention-based neural networks
for RTE.
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