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ABSTRACT   
Nowadays several thermal cameras capture images based on a pinhole camera model. This paper shows how multiple 
images of flat-like objects or fully 3D bodies can be mapped and mosaicked with a mathematical formulation between 
image and object spaces. This work demonstrates that both geometric and radiometric parts need proper mathematical 
models that allow the user to obtain a global product where the effective stored value in the  measured temperature.  
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1. INTRODUCTION  
Image-based 3D reconstruction is the process where a real object photographed from different points of view is modeled 
by using a mathematical formulation between the images and object space. Several scientific work, along with many 
practical applications, illustrate different approaches and techniques, with variable levels of automation and requisites of 
the produced result in terms of accuracy, completeness, level of detail, metric scale, etc. 
Most applications are nowadays carried out with pinhole cameras that produce central perspectives often degraded by a 
distortion due to the lens [1]. On the other hand, the use of such camera model is not the unique solution since alternative 
approaches based on push-broom, cylindrical, spherical, or other camera models were developed. The rapid diffusion of 
software implementation mainly based on pinhole cameras is essentially due to the availability of these sensors, where 
the market is continuously growing. A calibrated digital camera [2] can be intended as a rapid measuring tool with a 
limited cost: anyone has a digital camera today as it is one of the easiest tool to record and remember our special 
memories. In addition, multiple images coupled with 3D modeling algorithms allow operators not very expert in the field 
of 3D modeling to obtain good visual model without manual measurements (say user’s interaction). Examples are free or 
low-cost packages such as 123DCatch and Photoscan. Some papers (e.g. [3-4]) proved how automated and accurate 
reconstructions are today feasible. 
In this paper the work is extended from RGB images towards thermal ones where there is a lack of software  able to deal 
with the temperature information, especially in the case of multiple images of complex 3D objects. Thermal infrared 
cameras operate in the bandwidth 3.5 µm < λ < 14 µm (Long Wave IR) and allows one to visualize thermal differences 
on the surface of an object. As is well known from Wien’s displacement law, the maximum emitted electro-magnetic 
wavelength (λmax) of an object is inversely proportional to its absolute temperature (T): λmax=2897.8/T. This means 
that the higher the temperature, the shorter the maximum wavelength emitted. For instance, in the field of building 
analysis, the detection of temperatures in the range between −20 and 100 °C is required, corresponding to emitted 
maximum wavelengths ranging from 7.7 µm to 11.4 µm. As a result, the sensors to be adopted must be able to work in 





A second problem concerning the sensor technology is related to the minimum size of the sensor unit, depending upon 
the diameter (d) of the diffraction disk: d=2.44 λk, where λ is the wavelength of the recorded signal and k = f/D (called 
“F” or “stop” number) is the ratio between focal length (f) and lens aperture (diameter of the pupil) (D). According to the 
shorter value of λ implied in the IR spectrum with respect to the visible one, resulting diffraction diameters will be much 
larger. As a consequence, while SLR (Single-Lens Reflex) cameras can be equipped with CCD (Charge-Coupled 
Device) or CMOS (Complementary Metal Oxide Semiconductor) sensors having a pixel size of a few micrometers, 
thermal cameras range between 30 and 50 µm.  
Currently, cameras with sensor size inferior to 320×240 pixels con be purchased for a few thousand euros. Larger 
sensors are also available (up to a size of 1,280×960 pixels), although at an absolutely different cost. The most largely 
adopted technology is based on thermal detectors, which feature a sensitivity in the order of ±0.1 K.  
Thermocameras are based on a solid state sensor technology and can be handled as standard RGB cameras in 
photogrammetric applications. The pinhole camera model is here used, with lens distortion calibrated by standard 
photogrammetric procedures. This allows one to determine the internal geometry of the sensor and write a set of 
equations describing the relationship between images and object without including errors due to image distortion. This 
step is described in the next section, along with the procedure to manage multiple thermal images, mosaic them onto a 
complex 3D model of an object and preserve the measured temperature value. 
 
2. GEOMETRIC MODEL 
2.1 Overview 
As mentioned, most IR cameras are capable of capturing small rectangular images based on a pinhole camera model. In 
the case of big objects or when the temperature information has to be related to the three-dimensional structure of a 
building, the independent analysis of single images could be insufficient. Images have to be mapped and mosaicked on 
the surfaces to be analyzed, often reconstructed with a 3D model [5].  
In the case of small and flat surfaces, mapping an image is reduced to the computation of a homography. This requires 
the identification of at least four corresponding points on both IR image and surface, operation that could be difficult in 
many practical applications. The following sections show how thermal images can be processed in order to deal with 
fully 3D objects. 
2.2 Thermal camera calibration 
Thermal images based on the pinhole camera model often have geometric errors due to image distortion. This means that 
the measured image coordinates have to be corrected by using a proper mathematical model to take into consideration 
different errors. Image distortion is universally represented with an 8-term mathematical model. This is made up of 3 
interior orientation parameters, 3 coefficients of radial distortion (k1, k2, k3), and 2 coefficients of decentring distortion 
(p1, p2). 
Interior orientation parameters are elements needed to describe the internal geometry of an image without distortion. 
They are made up of the distance c between the projection center, and the image plane projection of the perspective 
center onto the image plane that often has a residual offset (x0, y0). Radial distortion is instead modeled with an odd-
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where r is the radial distance from the principal point. A misalignment of lens elements along the optical axis instead 
generates decentring distortion. The corrections of the image coordinates are given by: 
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A standard photogrammetric procedure for camera calibration was used to obtain the 8 unknown parameters of different 
thermal cameras. This is based on a calibration framework made up of 38 control points (CPs) fixed on a wooden 





theodolite from multiple stations. The precision of CPs is then much higher than the geometric resolution of the IR 
images. All the unknowns can be computed through a bundle adjustment. In the application carried out up until today, 
the measurement of the image coordinates of CPs is performed manually.  
The mathematical model for image orientation [5] requires that the perspective centre, the image point, and the object 
point lie on a line in space. This transformation from image space (x, y) to object space (X, Y, Z) can be written as a 7-
parameter transformation: 
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where R is a 3×3 rotation matrix that depends on 3 angles, λ a scale factor, and X0 = [X0, Y0, Z0]T contains the 
coordinates of the perspective centre of the image. 
An example is shown in Fig. 1, where the polygon used and the results of an adjustment process are shown. Camera 
poses (position and attitude) are estimated along with 3D point coordinates and calibration parameters. 
 
     
Figure 1.  A thermal image of the calibration polygon and a 3D view of calibration project showing camera poses and 3D points. 
 
2.3 Image orientation 
Once the camera is calibrated, multiple images of the objects can be acquired to obtain a comprehensive visualization. 
The approach implemented not only use thermal images but standard RGB (say central perspectives) included in data 
processing. It is important to mention that the authors developed also an alternative procedure based on a special bi-
stereo system [7-8]. This ‘bi-camera’ system includes an RGB and a thermal camera (Fig. 2), which allows the 
acquisition of particular image pairs. In this case the acquisition of thermal images was carried out by adopting a thermal 
long wave (8–13 μm) camera NEC H2640, with a geometric resolution of 640x480 pixels (other properties of the UFPA 
detector are: resolution 0.03°C, FoV 21.7°x16.4°, IFOV 0.6 mrad). The RGB images were instead captured by a Nikon 
D80 camera (3872x2592 pixels) equipped with a 20 mm lens. The system is calibrated because the relative poses of both 
cameras can be computed: once position and attitude of the RGB camera is known, its corresponding thermal image can 
be oriented with a simple geometric transformation. It is easy to demonstrate that the needed parameters are a relative 
orientation matrix R* and a translation vector t, which are usually measured with a calibration project and then assumed 
as being constant for further analysis (if the system is stable). 
In the case of a stereo system where cameras are mounted on a bar, the relative rotation matrix (R*) between both 
ameras can be expressed using the following condition: 
IR
T
RGB RRR * (4) 
The matrix R*  does not change if the stereo system is translated or rotated and can be determined with a calibration 
procedure where both thermal and visible images are oriented within a bundle adjustment using a photogrammetric block 





The second constraint due to relative orientation concerns the perspective centers of cameras. Although the length of 
the baseline ||X0RGB − X0IR|| is a fixed value, the difference between the perspective center components ∆X cannot be a 
constant if the stereo system is shifted and rotated. On the other hand, if this difference is written by considering the 
reciprocal position of the cameras (e.g., using the intrinsic reference system of the right camera), it assumes a constant 
value t: 
ΔXt TRGBR (4) 
As a calibration project provides the value of the vector t, during the survey of a building façade the perspective 
center of the thermocamera can be estimated as: 
RGBRGBIR XtX 00  R (5) 
As the RGB camera is equipped with a short focal lens, a wide field of view is guaranteed. For this reason, data 
processing is carried out with RGB images only and then thermal images are oriented by knowing the relative position of 
both cameras. In other words, no measurement is carried out with thermal images. It is also noteworthy that (sometimes) 
RGB images can be automatically oriented with feature-based algorithms (like those presented in [13]) in order to speed 
up global processing.   
This system was used for the north-eastern facades of ‘Trifoglio’ building at Politecnico di Milano (Fig. 7). The 
geometric model was created with a terrestrial laser scanning (TLS) Riegl LMS-Z420i equipped with a digital camera 
Nikon D100 (3008x2000 pixels). Two scans were acquired and registered by using a few retro-reflective targets. After 
registration, the whole point cloud was triangulated to obtain a polygonal model. This task can be accomplished in 
automatic way by using TLS processing software packages. The quality of the final model depends on the adopted 
resolution of the triangular mesh and on manual editing. Unfortunately, a time-consuming human intervention was 
needed to fill holes due to the lack of data, occlusions, and errors. 
 
        
Figure 7. “Trifoglio” building, bi-camera system with integrated RGB and thermal cameras, and textured 3D model 
 
An alternative method methodology here described uses both thermal and RGB images in a global photogrammetric 
bundle adjustment. The procedure starts with the acquisition of a preliminary set of RGB images with a calibrated 
camera, where it is necessary to consider the overlap between consecutive images. For instance, if the object is a simple 
planar facades, a strip of images with an overlap of 60% is a good solution, although terrestrial real cases suffer from 
other categories of problems and the expert photogrammetrist has to find a compromise.  
RGB images are then oriented with standard photogrammetric methods from a set of image correspondences (tie points 
and ground control points to remove the rank deficiency: 7 parameters [9]). Tie points should guarantee not only a good 
distribution in the images in order to provide reliable orientation results, but also the possibility to orient all thermal 
images in a new adjustment project. This means that tie points should be measured in correspondence of elements that 
are visible in thermal data. In addition, as thermal images have a limited field of view, the manual measurement of many 





The method can be therefore intended as a first project with RGB images only. Then thermal data are added by 
measuring the image points already available in 3D. A final bundle adjustment including all data is finally carried out to 
obtain the exterior orientation parameters of all images.  
There are some considerations to better understand the potential of this bundle formulation. First of all, the linearized 
model can be solved via Least Squares, and its solution is rigorous in a functional and stochastic sense. Then, thermal 




Figure 2. Combined adjustment of thermal and RGB images. As can be seen, points in the RGB image block are useful to orient all IR data with a 
combined bundle adjustment.  
The main limit remains the manual measurement of many tie points, more than those strictly necessary for a standard 
photogrammetric project. In addition, the object must have a good texture where distinctive elements are visible in both 
thermal and RGB data. 
 
3. RADIOMETRIC MODEL 
RGB visual images of the temperature distribution are generally used for thermal analysis, thermography-textured 3D 
model generation and anomaly evaluation. These RGB images are obtained by transposing the temperature recorded by 
the IR sensor into a color space. Mapping from the temperature space to the RGB space is performed using some specific 
rules encoded in a designed. The transposition of temperatures to colors is a simple way to obtain a direct visualization 
of the temperature distribution of a surface. In addition, RGB images are very flexible: they can be visualized by image 
viewer software, processed in photogrammetric packages, incorporated in VRML models, etc. However, this kind of 
operation is not straightforward if the original temperature must be preserved. 
RGB images can be essentially represented as 3D tensors. Each dimension of the tensor is an additive primary color 
component (or channel): Red, Green and Blue. In the RGB color space a generic color is described by indicating the 





component of the tensor is an integer number varying from zero to a maximum value of 2n-1, where n is the number of 
bits used to store the color information. Generally standard RGB sensors can record 8-bit, 12-bit or 16-bit per channel. 
IR sensors, instead, record temperature values in the range between −20 C and 100 C and a have a sensitivity in the order 
of ±0.1 C. For this reason a thermal image can be represented as a matrix whose values are rational numbers with one 
digit. 
As the two data structures are significantly different in many cases, software packages used for RGB images cannot be 
used for thermal images having temperature as pixel value. Although RGB visual images can overcome this problem, the 
original thermal information content is lost if the mapping role used between the two space is not known, and this is the 
case of many commercial software packages performing RGB mapping.  
When the final product of an IRT survey is a thermographic orthophoto of a building façade, several thermal images 
have to be mapped and mosaicked on the surfaces to analyzed. The process aimed at applying a surface texture to a 3D 
model is known as texture mapping. Images are selected by maximizing some score functions or optimizing some 
parameters such as the viewing direction, the level of detail, etc. Then, the texture is assigned to each triangle of the 
Triangulated Irregular Network (TIN) structure using the collinearity principle.  
The algorithm here used is the one presented in [10], which is designed in order to minimize the effects of previously 
defined problems. This algorithm was developed for RGB texturing and its application to thermal images is not 
straightforward, as previously mentioned. In order to cope with this problem the temperatures recorded by IR cameras 
are encoded in a 16-bit gray value image. In other words, each temperature in the thermal image is mapped into a gray 
value between 0 and 65,535. This allows us to obtain a new RGB visual image but the advantage is given by the fact that 
the mapping between gray values and temperatures is known and can be inverted recovering temperature values in the 
following GIS analysis, as described in the next section. 
The choice of 16-bit images is connected to the standard IRT applications. An 8-bit gray values image can encode only 
256 gray tones which are less than 1200 possible temperature values obtainable working in the range between −20 C and 
100 C at a sensitivity of ±0.1 C. A 16-bit gray value image encodes up to 65,536 gray tones, that is a sufficient margin in 
the case when wider range of temperatures or more sensible sensors are used. Once thermal images are converted into 
gray values they can be processed as standard RGB images obtaining the 3D textured model and deriving the 3D model, 
from which other products can be extracted. Ax example is shown in Fig. 3 (top) where the 3D model was textured by 
using a set of IR images. Fig. 3 (bottom) shows instead small details of a thermal orthophoto generated from multiple 
images is visualized in a GIS environment, where exhaustive analysis (e.g. the extraction of thermal gradients) can be 












This paper presented a mathematical approach able to deal with thermal images and derive rigorous image mosaics with 
temperature as radiometric value. Geometry and radiometry are taken into consideration in order to overcome some 
limitations of thermal cameras used in the field of IR object inspection. 
Infrared thermography is today a quite popular tool for the inspection of buildings. On the other hand, sensors are used in 
a simplified way that limits the full potential of this technique. The method discussed and demonstrated along this paper 
increases the quality and relevance of achievable outputs. First of all, large and complex building facades can be textured 
in a rigorous way. Thanks to a detailed 3D model of the object that can be obtained on the basis of photogrammetry or 
laser scanning, the measured temperature value can be correctly assigned to each portion of the facade without rough 
approximations as in the case of simplified models.    
Exportation of mapped temperatures in a desktop GIS then can help the users to apply spatial analysis that are typical of 
this kind of environment. Moreover, in the case of complex 3D objects current 2.5 GIS are not enough to deal with such 
data. Future development should concern the application of more involved 3D data structures able to handle full 3D 
geometries as well. 
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