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1. INTR~OUCTI~N 
Let S be a semigroup and let N be the multiplicative semigroup of all 
positive integers. The subset 
E(S) = (n E N ] (xv)” = X’JJ” for all x, y E S} 
of n\J forms a subsemigroup of N and is called the exponent semigroup of S 
(Tamura [ 151). If m E E(S) for some m > 2, we say S is an E-m semigroup. 
The structure of E-m groups was described by Alperin [ 11, and the structure 
of E-m semigroups has been studied by Nordahl [ 121 and Cherubini 
Spoletini and Varisco [3]. However, the structure -of E(S) itself had been 
veiled until a recent date except for the original results on order-bounded 
groups by Tamura [ 151. Only recently, Clarke et al. [5] have proved that if 
2 E E(S), E(S) is equal to either N or N\{3}. Inspired by their work, 
Kobayashi [lo] studied the case 3 E E(S) and has determined the structure 
of such E(S) up to module 6. The main results in [lo] are as follows. Let S 
be an E-3 semigroup. 
THEOREM A. If k E E(S) for some k > 2, then 61+ k E E(S) for all 
12 0. 
The subset E(S) = {n E Z, ] 61+ n E E(S) for all sufficiently large I} of 
Z, = (0, 1,2,3,4,5) is called the exponent semigroup mod 6 of S. 
THEOREM B. A subset of Z, is an exponent semigroup mod 6 of an E-3 
semigroup if and only if it is one of the four sets 
(1,319 { 1,3,5), {O, 1,3,4), (0, 1,2,3,4,5 1. 
These results give us a hint on the structure of E(S) for a general 
semigroup S. In this paper we study the structure of general exponent 
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semigroups and try to generalize these results. First we shall prove a result 
corresponding to Theorem A, which asserts that for any E-m semigroup S, 
k E E(S) implies am(m - 1) + k E E(S) for all a > 2. This result tells us 
that in studying the structure of E(S) it is essential to consider it module 
m(m - 1). Then, suggested by Theorem B, we shall present a conjecture 
describing the structure of E(S) module m(m - 1) and shall give several 
results supporting the validity of the conjecture. 
The result corresponding to Theorem A is given in Section 2. In Section 3 
we present the conjecture mentioned above, which is proved to be true for 
several important semigroups, above all, for all finite semigroups in 
Section 6. The exponent semigroups of separative (= right and left 
separative) semigroups, of O-simple semigroups and of regular semigroups 
are completely determined in Sections 4, 5, and 7, respectively. It is also 
shown that every type of exponent semigroups considered in the conjecture 
comes from finite semigroups. 
The cardinality of a set X is denoted by IX]. The greatest common divisor 
of positive integers m, ,..., m, is denoted by (m ,,..., m,). For integers m, n, 
m ) II implies that m divides n. 
2. GENERAL RESULTS 
In this section an integer m > 2 is fixed and S is always an E-m 
semigroup. Our first objective is to generalize Theorem A in the Introduction 
to genera1 E-m semigroups. The following lemma is simple but useful. 
LEMMA 1. For any x, y E S and for any integers a, /J > 0, we have 
Xa(m-l)+ly~mX~Xy4mXa(m-l)+l~ 
ProoJ We proceed by induction on a. When a = 0, there is nothing that 
requires proof. Let a > 0 and x, y E S. We have 
The last term is equal to ~y~~x~~“‘-~)+~ by the induction hypothesis and the 
assertion is proved. 
The following is a generalization of (*) in [ 10, p. 3231 and would be 
proved in a similar way to Lemma 1 by induction on a. 
EXPONENT SEMIGROUPS 3 
LEMMA 2. For any x, y E S and for any integers a, p >, 0, we have 
X”(m-1yXy)4mX= (Xy)4mXa(m-l)+l. 
LEMMA 3. For any x, y E S and for any integer r > 0, we have 
X*(m-l)(xy)*+r = (xy)~xm(*-l)(xy)*e 
Proof: We proceed by induction on r. Since the assertion is clear when 
r = 0, we assume that r > 0. The left hand side of the equality in Lemma 3 is 
equal to (xy)m~m(m-‘)(~y)r by Lemma 2, which is still equal to 
XYX m(m-l)(xy)m+r-l by Lemma 1. By the induction hypothesis the last one 
is equal to the right hand side of the desired equality. 
THEOREM 1. If k E E(S) f or some integer k with k > m, then 
am(m - 1) + k E E(S) for all integers a > 0. 
Proof. Let k E E(S) and k > m. We may only prove that m(m - 1) + 
k E E(S). Let k = m + r with r > 0. Using Lemma 3 and the fact m* E E(S), 
we have 
Xm(m-l)+&ym(m-l)+k =Xm(m-l)(Xy)m+rym(m-~) 
= (XY) rXm(m-lyXy)mym(m-l) 
= (xy)‘x”‘y”’ 
= (XY) m(m-l)+k 
for x, y E 5’. This proves our assertion, 
COROLLARY (Cherubini Spoletini and Varisco [3]). am(m - 1) + 
m E E(S) for all integers a > 0. 
THEOREM 2. If k E E(S) for some integer k > 1, then am(m - 1) + 
k E E(S) for all integers a > 2. 
Proof If k > m, the assertion is true by Theorem 1. Let us assume that 
0 < k < m and k E E(S). We may only prove that 2m(m - 1) + k E E(S). 
Since mk E E(S), m(m - 1) + mk = m(m + k - 1) E E(S) by Theorem 1. 
Hence we have 
X2m(m-l)tk Y 2m(m--l)tk =X(m-l)(m-k) m(m+k-1) (m-l)(m-k) (xv) Y 
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for x, y E S. By Lemma 2 this is equal to 
(XY) m~m+k-2~~~m-I~~m-k~(~y)my~m-I~~m-k~ 
= (XY> m(m+k-21yn(m-k)+k m(m-k)+k Y 
= (XY) m(m-2)+mkxm(m-k)(xy)kym(m-k~~ 
Now by Lemma 1 the last term is equal to 
(XY) m(m-2)+kXm(m-k)(Xy)mkym(m-k) 
= (xv) m(m-2)+kxm2ym* 
Zm(m-1)tk 
= (xv) * 
This proves the theorem. 
COROLLARY (cf. [ 10, Lemma 51). am(m - 1) + 1 E E(S)for all integers 
a > 2. 
Remark 1. It has been shown by Tamura [ 171 that for any integer 
m >, 2 there is an E-m semigroup S such that E(S) does not contain 
m(m - 1) + 1. However, the following problem is still open: For any E-m 
semigroup S, does k EE(S) with k> 2 imply m(m - 1) + kEE(S)? If 
m = 2 or k = 2, then n E E(S) for all n > 4 by [5], so the answer is affir- 
mative. When m = 3, Theorem A in the Introduction gives a positive answer. 
Let us consider the case m = 4. We may only treat the case k = 3. Actually 
we have 4 . 3 + 3 = 2 . 3 . 2 + 3 E E(S). Therefore the answer for m = 4 is 
also affirmative. We can prove that the problem has an affirmative answer 
for m = 5, 6, 7 as well, though we do not present its proof here. 
3. FUNDAMENTAL CONJECTURE 
Let S be an E-m semigroup. Naturally, Theorem 2 in the preceding 
section urges us to define the subset Em(S) of ZmCm-,) (the residue class ring 
modulo m(m - 1) of the ring Z of integers) associated with S as 
where ti is the residue class of n modulo m(m - 1). Em(S) is a multiplicative 
subsemigroup of Z m(m _ i) and is called the exponent semigroup 
mod m(m - 1) of S. Though it seems very difficult to give a complete 
description of E(S) itself, the determination of E(S) only up to modulo 
m(m - l), in other words, the determination of E,,,(S), becomes at least a 
manageable problem. 
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For a positive integer n, we define the subsets M(n) and N(n) of N by 
M(n) = {kn + 1, kn + n 1 k = 0, 1,2 ,... }, 
N(n) = {kn + 1 1 k = 0, 1, 2 ,... ), 
and the subsets M,(n) and N,,,(n) of .Zm~m-l~ by 
M,(n) = {kn, 55;; 1 k = 0, 1,2 ,... ), 
N,(n) = (kn + 1 1 k = 0, 1,2 ,... ). 
CONJECTURE. A subset ,? of Zm(m-lj (m > 2) is an exponent semigroup 
mod m(m - 1) of some E-m semigroup if and only tf i? can be expressed in 
the form 
68 E= i, M,(n,) nN,(n) 
i=l 
for a Jnite number of integers n, ,..., n, > 2 and n > 1 such that 
n,Jm or nil Cm-- 1) for i = l,..., s 
and 
n](m-1). 
Theorem B in the Introduction supports the Conjecture when m = 3. 
Cherubini Spoletini and Varisco [4] have shown that the Conjecture is true 
for m Q 9. The “if’ part of the Conjecture is true as we show later. In fact, 
the exponent semigroups of finite simple semigroups cover all the types of 
sets given as (#) (see Theorem 4 in Section 5). For that reason, we say “the 
Conjecture is true for S” to mean “,!?= E,(S) is expressible in the form (#) 
for m(> 2) E E(S)“. It should be noted here that if E,JS),is expressible i,n 
the form (#) for some m(> 2) E E(S), then it is so expressible for every 
m(> 2) E E(S). In fact we have the following proposition. For two subsets E 
and E’ of N we write E + E’ if (Ew’) U (E’\E) is a finite set. 
PROPOSITION 1. Let S be a semigroup such that E(S) # { 1). Then the 
following statements are equivalent. 
(1) &E,(S) is expressible in the form (#) for some m(> 2) E E(S). 
(2) ,!? = E,(S) is expressible in the form (#) for every m(> 2) E E(S). 
(3) E(S) + of=, m(nJ nN(n) for a finite number of integers 
n ,,..., n,>2 and n> 1. 
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Proo$ (1) =+- (3): Let M E E(S). Assume that E,,,(S) is expressed as 
(#). Then for any 1 E E(S), we have 1s kn, or kni + 1 (mod m(m - 1)) for 
i= 1 ,..., s and I = kn + 1 (mod m(m - 1)). Hence, I = 0 or 1 (mod ni) for 
i= 1 ,***, s and 1~ 1 (mod n). This implies 1 E (Jr=, m(n,) n N(n), showing 
E(S) G (Ji=, M(ni) nN(n). In virtue of Theorem 1 there is an integer N 
such that 12 N and [E E,(S) imply I E E(S). Therefore, if 
l E C-If=, M(ni)nN( n > and I > N, then 1 E E(S). It follows that E(S) + 
f-If=, M(ni) nN(n)* 
(3) * (2): Let I E E(S) and assume that (3) holds. In virtue of Corollary 
of Theorem 1, we have al(l - 1) + I E n;=, M(ni) n N(n) for every 
sufficiently large integer a. From this it follows that ni 11 or ni ] (1- 1) for 
i = l,..., s and n 1 (I - 1). This means IE of=, M(n,) n N(n) and it follows 
that E,(S) is expressible in the form (#) for every m(> 2) E E(S). 
(2) =+- (1): Obvious. 
Remark 2. If integers n, and n2 (2 2) have the greatest common divisor 
(n, , n,) greater than 1, then we have 
M(n 1 > n Mb,) = M(l) and Kh> n M,(n,) = Km, 
where I = [n,, n,] is the least common multiple of n, and n2. Therefore, in 
expression (#) in the Conjecture we can take n, ,..., n, such as (ni, nJ = 1 for 
i # j. If we use the same formulas in the opposite direction, we can take 
n,,..., n, in expression (#) such that every ni is either a prime power or a 
product of two distinct primes. 
4. SEPARATIVE SEMIGROUPS 
Following Petrich [ 131, a semigroup S is called separative (right and left 
separative in terms of Clifford and Preston [7]), if x2 = xy and y* = yx 
imply x = y, and x2 = yx and y* = xy imply x = y, for any x, y E S. In this 
section we determine the exponent semigroups of separative semigroups. 
Let S be an arbitrary semigroup. For m E R\l we define the equivalence 
relation 71, on S as follows: 
XR, y 0 xmr = yme for some integer e > 0. 
S is called m-power cancellative if II, = 1, where I denotes the equality 
relation on S. If m E E(S), then n, is a congruence on S and the quotient 
semigroup S/n, is m-power cancellative. Moreover, if S is separative, then 
so is S/71,. 
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We define the subsets P(S) and R(S) of N determined from S as 
P(S) = {m E N 171, = I}, 
R(S) = {m E N ] (~y)~ = ymxm for all x, y E S}. 
LEMMA 4. Let S be a semigroup. For m, n E N we have 
(1) m E R(S) implies m + 1 E E(S). 
(2) m, n E R(S) implies mn E E(S). 
(3) mn E E(S) and m E E(S) n P(S) imply n E E(S). 
(4) mn E R(S) and m E E(S) n P(S) imply n E R(S). 
LEMMA 5. Let S be a separative semigroup. Then, 
(1) xk = x"-'y and yk = yk-' x (x, y E S, k > 2) imply x = y. 
(2) m + 1 E E(S) (m > 1) implies m E R(S). 
The proof of Lemma 4 is easy. For the proof of (1) of Lemma 5, use [ 14, 
Chap. II, Lemma 6.3, (ii)], and for the proof of (2), see the proof of [3, 
Theorem 1.91. 
THEOREM 3. Let S be a separative semigroup. Then, E(S) is equal to 
either ( 1) or 
NW 
for a finite number of integers n,,..., n, > 2. Conversely, for any subset E of 
N given as (##), there is a finite group G such that E = E(G). 
Proof: The proof of the first half of the theorem is divided into four 
steps. Assume that S is a separative semigroup. 
Step 1. Let m, ,..., m, E N. Then (m, ,..., m,) = 1 implies 
7L,,n . . . n71,,=1. 
Let X, y E S and suppose that xki = yki for some power ki of mi 
(i = l,..., r). Since (k, ,..., k,) = 1, by renumbering k, if necessary, we can find 
non-negative integers 1, ,..., 1, such that 1, k, + . . . + I, k, = I,, , k,, , + --a + 
l,k, + 1 (1 <t < r). Now we have 
ri Xktli = fi ykiil = fi 
i=l i=l (,=,+, y”“) y= ( ifi1 x”“‘) y* 
Thus we obtain xk = xkply, where k = l,k, + . . . + l,k,. Similarly we can get 
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C’k=yk-l x. By (1) of Lemma 5 it follows that x = y. This proves the 
assertion 
Step 2. If m E E(S) n P(S), then M(m - 1) E E(S). 
Let m E E(S) nP(S). Since km(m - 1) + m E E(S) for all k > 0 by 
Corollary of Theorem 1, it follows by (3) of Lemma 4 that 
(*I k(m - 1) + 1 E E(S) for k > 0. 
By (2) of Lemma 5 we see m - 1 E R(S), so (m - 1)’ E E(S) by (2) of 
Lemma 4. Hence m(m - 2) E R(S) again by Lemma 5, and we find 
m - 2 E R(S) by (4) of Lemma 4. Therefore, by (1) of Lemma 4 we have 
(**) m - 1 E E(S) n R(S). 
In particular we have (xy)“-’ = (yx)“-’ for all x, y E S. Since 
km(m - 1) + 1 E E(S) for all k > 2 by Corollary of Theorem 2, we see 
km(m - 1) E R(S) by (2) of Lemma 5 and so k(m - 1) E R(S) by (4) of 
Lemma 4. Now for x, y E S and for k > 2 we have 
Xk(m-l$,k(m-l) = (yx)k(m-l) = ((yx)m-l)k = ((xy)m-l)k 
= (.yp-. 
This implies 
(***I k(m - 1) E E(S) for k > 2. 
Summarizing (*), (**) and (***), we conclude that M(m - 1) G E(S). 
Step 3. Let k be a positive integer. If m E E(S)nP(S) and 
am(m - 1) + k E E(S) for some a > 0, then k E E(S). 
Assume m E E(S)n P(S) and am(m - 1) + k E E(S). Then we have 
m(a(m - 1) + k) E E(S), and hence by Theorem 1 we see /3m(m - 1) + 
m(a(m - 1) + k) = m((a +P)(m - 1) + k) E E(S) for all j3 > 0. Thus by (3) 
of Lemma 4 we get (a + /l)(m - 1) + k E E(S). Choose fi such as k 1 (a + j?), 
andseta+p=kt.ByStep2weseem-l,t(m-l)+lEE(S).ByStepl 
we have q,-lnn,,,-,,+, = I and then E(S) =E(S,) nE(S,), where 
S, =S/R~-, and S, = S/Q,-,,+,. Since m- 1 EE(S)nR(S)sE(S,)n 
R(S,), (xy)“‘-’ = (yx)“-’ holds for any x, y E S,. Since S, is (m - l)- 
power cancellative, it follows that xy = yx. This implies that S, is 
commutative. Hence E(S,) = N and so E(S) = E(S,). Since 
k(t(m - 1) + 1) E E(S) = E(S,) and t(m - 1) + 1 E E(S,) n P(S,), it 
follows by (3) of Lemma 4 that k E E(S,) = E(S). 
Final step. Assume that E(S) # {l}. We shall prove that E(S) is 
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expressible as (##). By Corollary of Theorem 2, there are integers 
m, n E E(S) such that m, n > 2 and (m, n)= 1. By Step 1 we have 
n, n n, = z. So we have E(S) = E&S/x,,,) n E(S/n,), m E E(S/n,) n P(S/n,) 
and n E E(S/n,) n P(S/n,). Therefore, to prove our assertion, we may 
assume from the first that E(S) n P(S) # ( 1). Now, let m be the smallest 
integer in E(S) n P(S)\{ 1 }. We shall prove the assertion by induction on m. 
If m = 2, then 1 E R(S) by (2) of Lemma 5. This means S is 
commutative, so that E(S) = [N = M(2). Now assume that m > 2 and that 
the assertion holds for any separative semigroup S’ for which 
E(S’) n P(S’)\( 1 } contains an integer smaller than m. Since 
m E E(S) n P(S), we see M(m - 1) E E(S) by Step 2. If M(m - 1) = E(S), 
then the assertion is proved. Let us assume that M(m - 1) #E(S). Then in 
virtue of Step 3, E(S) contains an integer k such that 2 < k < m - 2. By (2) 
of Lemma 5 we have m-2, k-lER(S). Hence (m-2)(k- l)= 
(m - 1 )(k - 2) + m - k E E(S) by (1) of Lemma 4. Again by Step 3, we get 
m - k E E(S). Since (m - 1, k, m - k) = 1, it follows by Step 1 that 
n,,, _ , n nk n 7c, -k = 1, and therefore 
E(S) = W,) n E(S,) n E(S,), 
where S, = S/n,,-,, S, = S/nn, and S, = S/n,-k. Here, S,, S, and S, are 
separative and moreover m - 1 E E(S,) n P(S,), k E E(S,) n P(S,) and 
m -k E E(S,) nP(S,). Thus by the induction hypothesis, our assertion 
holds for all S, , S, and S,. Consequently, it holds also for S. The proof of 
the first assertion of the theorem is completed. 
To prove the second half of the theorem, it sufftces to show the existence, 
for any integer n > 2, of a finite group G such that E(G) = M(n). In fact, if 
there are finite groups G, ,..., G, such that E(G,) = M(ni) (i = l,..., s), then we 
have 
E(G, X *a+ X G,) = h M(tZi). 
i=l 
Moreover, in virtue of Remark 2 we may assume that n is either a prime 
power or a product of two distinct primes. When n = 2, take a finite abelian 
group. When n is a prime power greater than 2, Example 1 below assures the 
existence. When m = pq, where p and q are distinct primes such that q = 1 
(mod p), the non-abelian group of order pq (see Hall (8, Chap. 4.41) satisfies 
our requirements. For general p and q, a desired example is given in 
Example 2. 
The proof of the theorem is now complete. 
EXAMPLE 1 (cf. [9, Example 31). Let p be a prime and e a positive 
integer. Let G be the group of 3 X 3 matrices over Z,, given by 
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By an easy calculation we find that m E E(G) if and only if 2p’ 1 m(m - 1). 
Hence we have 
E(G) = M(P? if p#2 
= M(2e+‘) if p=2. 
EXAMPLE 2. Let p and q be distinct primes. Let G be the group defined 
by a set {xi,..., xq, y} of generators and the following defining relations: 
(1) x;= . . . =,+y9= 1, 
(2) XiXj = XjXi (i, j = l,..., q), 
(3) Yx,=x2Y,...,Yx4-,=xqy,yxa=x*y. 
Every element z of G is expressed uniquely in the form 
z = x;’ . . . qye, O<ei<p- l,O<e<q- 1, 
and we have 
zpa = (Xl **a x9) (et t.. . +e,jp *Y epa = 1. 
It follows that M(pq) s E(G). On the other hand, let m be a positive integer. 
Write m = rq + s with integers r, s such that 0 < s < q. Then we have 
(x, y)” = (x, -** XJX, *** x,ym. 
The last term is equal to xyy” if and only if r = 0 (mod p) and s = 0 or 1. It 
follows that E(G) = M(pq). 
EXAMPLE 3. Let S, be the symmetric group of degree n > 2. Then 
E(S”) = M([2,3,..., nl), 
where [2, 3,..., n] is the least common multiple of 2, 3,..., n. 
COROLLARY 1. Let S be a separative semigroup. If E(S) contains 
integers m, ,..., m, > 2 such that (m,(rn, - 1) ,..., m,(m, - 1)) = 2, then S is 
commutative. 
ProoJ: By Theorem 3 there are integers n, ,..., n, > 2 such that 
E(S) = 0 M(ni). 
i=l 
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If m E E(S), then ni 1 m(m - 1) for all i. Hence if E(S) contains m, ,..., m, 
such that (m,(m, - 1) ,..., m,(m, - 1)) = 2, then ni must be 2 for all i. This 
shows 2 E E(S), so by (2) of Lemma 5 we see that S is commutative. 
It follows from Corollary 1 that a separative semigroup whose exponent 
semigroup contains three consecutive positive integers is commutative (cf. 
[ 15, Proposition 2.71). 
A semigroup S is called subdirectly irreducible if for any set {pi} of 
congruences on S, nipi = I implies pi = I for some i (Birkhoff [2]). S is 
called finite-subdirectly irreducible (weakly irreducible in terms of [ 2]), if for 
any congruences p and c on S; p n c = I implies p = z or CT = 1. A result [ 15, 
Proposition 6.11 on subdirectly irreducible order-bounded groups is 
generalized as follows. 
COROLLARY 2. Let S be a finite-subdirectly irreducible separative 
semigroup. Then, E(S) is equal to either { 1) or M(n) for some n > 2. 
Proof: If the assertion is not true, then by Theorem 3 and Remark 2, 
there are integers n, ,..., n, such that s > 2, ni > 3 (i = l,..., s), (ni, nj) = 1 for 
all i# j and E(S) = nf=, M(ni). Since (n,, n, ... n,) = 1, there is an integer 
m > 3 such that 
m-0 (mod n,> and m=l (mod n, ... n,). 
Since (mn,, n2 a+, n,) = 1, there is an integer 12 3 such that 
I= 1 (mod mn 1) and l=O (mod n, ... n,). 
Then, m, 1 E ni=, M(ni) = E(S) and (m, 1) = 1. By Step 1 in the proof of 
Theorem 3, we get rc,,, n rr, = 1. By the finite-subdirect irreducibility of S, it 
follows that n, = I or R, = r. If q,, = I, then m E E(S) n P(S). By Step 2 we 
have m - 1 E E(S). This is impossible because m - 1 & M(n,). Similarly, the 
case rr, = I is impossible too. Thus our assertion must be true. 
Remark 3. Since an E-m inverse semigroup is separative by [ 12, 
Corollary 1.121, the same conclusions as Theorem 3 and its corollaries hold 
for inverse semigroups (cf. Tamura [ 161). 
5. O-SIMPLE SEMIGROUPS 
An E-m O-simple semigroup is an E-m simple semigroup with 0 adjoined 
by Nordahl [ 12, Proposition 1.31 and an E-m simple semigroup is 
completely simple by Varisco [ 181. Therefore, to determine the exponent 
semigroup of a O-simple semigroup, it suffices to consider only a completely 
simple semigroup. For a completely simple semigroup S, Nordahl [ 121 has 
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given complete information about E(S) in terms of the Rees matrix represen- 
tation. 
THEOREM 4. Let S be a O-simple semigroup. Then E(S) is equal to 
either { I} or 
for a j?nite number of integers n, ,..., n, > 2 and n > 1. Conversely, for any 
subset E of N given as (###), there is a finite simple semigroup S such that 
E = E(S). 
Proof: Let S be a completely simple semigroup represented as a Rees 
Z x .Z matrix semigroup !DI(G; Z, J, P) over a group G with a sandwich matrix 
P. We can normalize P = (pj,,) so that pl,i = pj,i = 1 (the identity of G) for 
all i E Z and jE J. By [ 12, Proposition 1.61, m E E(S) if and only if 
m E E(G) and pJ”;’ = 1 for all (i, j) E Z X J. Now assume E(S) # { 1 }. Let n 
be the least common multiple of the orders of pj,i, (i, j) E Z X .Z. Then we 
have E(S) = E(G) n N(n). By Theorem 3, E(G) = n;= r M(ni) for a finite 
number of integers n, ,..., n, > 2. Thus the first assertion of the theorem 
follows. 
Conversely, let integers n, ,..., n, (> 2) and n(> 1) be given. By Theorem 3 
there is a finite group G such that E(G) = nf=, M(n,). Let A be the cyclic 
group of order n and a be a generator of A. Let 
p= l l 
( 1 1 a 
and 1Z1 = IJj = 2. Let S be the Rees matrix semigroup YJI(G x A; Z,J, P) over 
G x A with the sandwich matrix P. Then we have 
E(S) = h M(nt) n N(n). 
i=l 
COROLLARY 1. Let S be a simple semigroup. Then 
(1) If E(S) contains integers m,,...,m,> 2 such that 
(m, - I,..., m, - 1) = 1, then S is a rectangular group. 
(2) If E(S) contains integers m,,..., m, > 2 such that 
(mdm, - l),..., mr(m, - 1)) = 2 and some of m, is even, then S is a 
rectangular abelian group. 
Proof: We may assume that S is completely simple and is expressed as a 
normalized Rees matrix semigroup VJI(G; Z, J, P). Let n be the least common 
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multiple of the orders of the elements p,,[ of P. If E(S) (so (N(n)) contains 
m, ,..., m, such that (m, - l,..., m, - 1) = 1, then n must be 1. Hence every 
element of P is 1. Thus S is a rectangular group. If moreover 
(m,(m, - I),..., m,(m, - 1)) = 2, then G is abelian by Corollary 1 of 
Theorem 3. 
An E-m regular semigroup is a semilattice of E-m completely simple 
semigroups by [ 12, Corollary 1.111. So using Corollary 1, we immediately 
obtain 
COROLLARY 2. Let S be a regular semigroup. Then 
(1) If E(S) contains integers m, ,..., m, 2 2 such that (m, - l,..., 
m, - 1) = 1, then S is a semilattice of rectangular groups. 
(2) If E(S) contains integers m, ,..., m, > 2 such that (m,(m, - 1) ,..., 
m,(m, - 1)) = 2 and some of mi is even, then S is a semilattice of 
rectangular abelian groups. 
6. FINITE SEMIGROUPS 
The purpose of this section is to prove that the Conjecture is true for finite 
semigroups. More generally we shall prove that the Conjecture is true for 
semigroups with principal series. First we study the exponent semigroup of a 
special ideal extension. 
PROPOSITION 2. Let N be a null semigroup and T be any semigroup with 
0. Let S be an ideal extension of N by T. If S is an E-m semigroup, then 
E’,(S) = E,(T). 
Proof: Clearly we have E(S) c E(T). On the other hand let n E E(T). 
Then for any x, y E S we have 
(xy)” = x”y” or (xy)“, x”y” EN. 
If (xy)“, x”y” E N, then 
((xy)n)2m(m-l)+l = (xnyn)2m(m--l)+l = 0, 
because N is null. Since 2m(m - 1) + 1 E E(S) by Corollary of Theorem 2, 
we have 
(xu) n(lrn(m-I)+ 1) =x 
n(2m(m--l)+l) n(Zm(m--L)+I) Y 
If (xy)” = x”y”, then of course the same equality as above holds. This 
implies 2nm(m - 1) + n E E(S). It follows that E,(S) = E,,,(T). 
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To move on to the next theorem, we need to recall the normalized 
expression of the translational hull of a completely simple semigroup due to 
Clifford and Petrich [6, Theorem 11. Let U be a Rees matrix semigroup 
‘%V(G; I, J; P) over a group G with a normalized sandwich matrix P = (pj,i). 
The translational hull n(U) of U is given as 
fl(U> = {[XT ~3 $I E a*(I) X G X a(J) I Pj,xiaPl,,i 
= pj,Xlupj,,i for all (i,j) E I X J), 
where K*(I) denotes the semigroup of all left transformations of I and d (J) 
the semigroup of all right transformations of J. The product of elements 
[x, a, #] and [C b, w] in Q(U) is given by 
Let i E I and j E J. The constant transformation in k?*(I) (in a(J)) which 
sends every element o i (to j) is denoted simply by i (by j). A bitranslation 
lx9 a, 41 E fw> is inner if and only if x = i and # = j for some (i, j) E I x J. 
For a completely O-simple semigroup, there is not such a normalized 
expression in general (Petrich [ 13]), but here we need to treat only a 
completely simple semigroup with 0 adjoined. Let U be a completely simple 
semigroup and U” be the semigroup U with 0 adjoined. Then 
fl(U”) = Q(U) U {0} holds. In fact, let (J,p) be a bitranslation of @, where 
A is a left translation and p a right translation of U”. If Ix, = 0 for some 
x0 E U, then for any x E U, (x,u) x0 = x(Lx,) = 0. Hence xp = 0. In the same 
way, we have Ax = 0. Dually, if x,~ = 0 for some x0 E U, then 1x = x,u = 0 
for all x E U. These mean that (3L,,u) is either 0 or identified with an element 
of 0(U). 
THEOREM 5. A subset E of Z,,,(,,-,, (m > 2) is an exponent semigroup 
mod m(m - 1) of an E-m Fnite semigroup if and only ifE can be expressed 
in the form (#) in the Conjecture. 
Proof: The “if’ part of the theorem is true in virtue of the second 
assertion of Theorem 4. We shall prove the “only if’ part. Let S be an E-m 
finite semigroup. Let r = IS] be the order of S. We proceed by induction on 
r. Assume that the assertion holds for any finite semigroup of order smaller 
than r. Let U be the minimal ideal of S. U is an E-m simple semigroup, so it 
is a completely simple semigroup. 
Case ( U( > 2. Represent U as a normalized Rees matrix semigroup 
9JI(G; 1, J; P) with P = (P~,~). We use the notations for the translational hull 
L?(U) of U stated before the theorem. The bitranslation in a(v) induced by 
an element x of S is denoted by [xl. Set [S] = {[xl ] x E S} (c n(U)). 
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Let x E S and let [x] = [x, a, #] E a(U). Let y = [i, 1, l] E U. If n E E(U), 
then n E E(G) and ~7,;’ = 1 for all (i, j) E I X J by [ 12, Proposition 1.61. 
We have 
On the other hand we find 
[x, 4 4l”[i, L11” 
= [x”, ap l~,xlaPl,~,,l a ‘.. up,,,-I,,,% fq[i, 1, 11 
= [xni, ap lb,xlaP192,xla - aPl*n-l,xluPlon,i~ ‘1. 
If moreover n E E(S), then (xv)” = x”y”. Hence we get x”i = xi and 
a”Pl,,i= aPlm,xlaPlm2.xla 0.. aP~w,z~aP~65i~ 
Similarly we obtain j#” = j# for j E J. Since i and j are arbitrary, it follows 
that 
(*I x”=x and $” = 4. 
Hencep,,.,, = Plo,iv and accordingly we get 
(**I a 
R-l _ 
- Plm,xlaPlm2,xla - ahhxla. 
Let us define the integer h(S) determined by S as 
h(S)=min{nENIx”+‘=x,d”+‘=$ for all [x, 4 41 E [Sl). 
It follows from (*) that E(S) s N@(S)). For x E S such that [x] = [x, a, 41, 
we put 
c(x)= P lo,xlaPlm2,xla - ahh,zl a E G, 
where h = h(S). Then by (**) we have that 
(***I a n- 1 = (C(X))k 
for n E E(S), where k . h(S) = n - 1. We define the integer k(S) as 
k(S) = min{k E N ] Us’* = (c(x))” for all x E S with [x] = [x, a, $I}. 
We put 1(S) = k(S) . h(S). Then by (***) we have E(S) c N(/(S)). 
481/78/l-2 
16 YUJI KABAYASHI 
Now we shall prove that 
(****) E(S) = E(U) n E(S/U) n N(/(S)). 
As we have shown above the inclusion G in (****) is true. To show the 
converse, let n E E(U) n E(S/U) n N(I(S)). Let x, y E S. Since n E E(S/U), 
(xy)” = x”y” or (xy)“, x”y” E u 
holds. We consider only the latter case. Let [x] = [x, a, d] and 
Iv] = [L b, WI. S ince [xy]” is inner, (xc)” = i and (0~)” = j for some i E I 
and j E J. Since n E N(I(S)) c N(h(S)), it follows that olt;)” =x[ and 
(4~)” = 4~. Consequently we obtain ~4 = i and & = j. Therefore [xy] is 
inner and [xy] = [i, up ,,,(, b, j]. Since n E E(U), we have 
(V>” = [VI” = [i, aPl9,Ilb(Pj,iaP,,.,,b)“-‘,jI 
= [i, anp,m,sl b”, A. 
On the other hand we have 
X”Y” = [x]“[y]” = [XT, a’, qw”], 
where u’=up,,,,,u *** uP~m~~~,~~uP~m~,s~~bp~,,~,b a-. @,clm-I,slb. Since 
IZ E N(h(S)), we see x”[” = xc = i and 4”~” = 4~ = j. From n E N(/(S)) it 
follows that 
a’ = u(c(x))kp,,,,,b(c(y))k = ~“p,&C 
where k . h(S) = n - 1. Thus we have proved that (xy)” = x”y”. This implies 
n E E(S), so (****) is proved. 
Now, E&?/U) and E,(U) are expressible as (#) in the Conjecture by the 
induction hypothesis and by Theorem 4, respectively. Hence, by (****) we 
find that E,,,(S) is also expressible in the form (#). 
Case IUI = 1. In this case S has a 0. Take a O-minimal ideal of S for U. 
Then U is either a null semigroup or a O-simple semigroup. If U is null, we 
know from Proposition 2 that E,(S) = I!?,,,(S/U). The assertion holds for 
S/U by the induction hypothesis, so it does for S. 
If U is O-simple, then U is a completely simple semigroup with 0 adjoined. 
As we stated just before the theorem, O(U) = l2(U*) U {O}, where 
U* = u(O}. Let S* = {x E S ] [x] # 0). Then S* is a subsemigroup of S 
and U* is the minimal ideal of S*. We claim that 
(+I E(S) = E(S*) n E(S/U). 
In fact, let n E E(S*) nE(S/U) and x, y E S. To prove (xy)” = xny”, it 
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suffices to treat the case where x or y & S* and (xy)“, x”y” E U. Since S\S* 
is an ideal of S, we have (xy)“, x”y” E S\S*. Since (S\S*) n U= (O}, it 
follows that (xy)” = x”y” = 0. This shows E(S) 2 E(S*) n E(S/U). The 
converse inclusion is clear. 
Now, by the induction hypothesis the assertion holds for both S* and 
S/U, so it does also for S by (t). The proof of the theorem is complete. 
We did not use the finiteness of S to prove (****) in the proof of 
Theorem 5. We shall show that a similar formula to (yc***) holds in the case 
U is O-simple. Let U be O-simple and let U* and S* be as above. Since U* is 
the minimal ideal of S*, (****) gives 
o*> E(S*) = E(U*) n E(S*/U*) n N(I(S*)). 
Since E(U*) =E(U) and E(S*/U*) 2 E(S/U), combining (?*) with (t) we 
obtain 
E(s) = E(u) nE(S/U) n N(Z(S*)). 
Hence we have 
COROLLARY 1. Let U be a (0-)simple semigroup and T be any 
semigroup with 0. Let S be an ideal extension of U by T. Then, E(S) = { 1 } 
Or 
E(S) = E(U) n E(T) n N(1) 
for some positive integer I. 
By a principal series of a semigroup S, we mean a finite chain 
of ideals Si of S such that there is no ideal of S strictly between Si and Si+ , 
(i = I,..., r). The Rees quotient Si/Si+ 1 is either (0-)simple or null. If 
si/si+ I is (0-)simple for every i, then we say S is semisimple (see [7, 
Chap. 2.61 or Munn [ 111). If moreover Si/Si+, is completely (0-) simple for 
every i, S is called completely semisimple ([ 7, Chap. 6.61). 
Using Proposition 2 and Corollary 1 inductively on the length of the prin- 
cipal series, we can prove the following. The first one is a generalization of 
Theorem 5 and the second a generalization of Theorem 4. 
COROLLARY 2. The Conjecture is true for semigroups with principal 
series. 
COROLLARY 3. Let S be a semisimple semigroup with a principal series. 
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If E(S) # { 1 }, then S is completely semisimple and E(S) is expressible in the 
form (###) in Theorem 4. 
A semigroup S is called exponential if E(S) = N, and is called exponent- 
free if E(S) = { 1 }. We end this section by giving an example of a finite 
semigroup which is exponent-free. Combining Theorem 5 with this example 
we can say that finite semigroups supply all the types of exponent 
semigroups we ever have. The example also teaches us that an ideal 
extension of a null semigroup by an exponential semigroup can be exponent- 
free. 
EXAMPLE 4. Let S = (x, y, xy, O} be the semigroup with 0 of order 4 
defined by 
x2=x, Y2 = Y, yx=o. 
Then 0 = (xy)” # x”y” = xy for all IZ > 2. Thus E(S) = { I}. 
7. REGULAR SEMIGROUPS 
THEOREM 6. Let a semigroup S be a semilattice of simple semigroups. 
Then E(S) is either equal to { 1) or expressible in the form (###) in 
Theorem 4. 
ProoJ Let S = lJosL S, be a semilattice L of simple semigroups S,. 
For a,pEL, S(a,jl)=S,USgUSog forms a subsemigroup of S. Since 
any two elements of S are contained in some S(a,/?), 
(*I E(S) = 0 W(a,P)) 
CYJEL 
holds. Every S(a,P) has a principal series and is semisimple. In fact, if for 
example a # a/3 # p, then 
is a principal series of S(a,P). Therefore by Corollary 3 of Theorem 5, 
E(S(a, /?)) is either { 1 } or expressed as (###). Observing that an infinite 
intersection of sets of the type M(m) (m > 2) is reduced to either { 1 } or a 
finite intersection of sets of the same type, we find from (*) that E(S) is also 
either { 1) or expressed in the form (###). 
Since an E-m regular semigroup is a semilattice of simple semigroups by 
[ 12, Corollary 1.111, we have 
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COROLLARY 1. Let S be a regular semigroup; then E(S) is either equal 
to { 1) or expressible in the form (###). 
Nordahl [ 12, Theorem 2.11 is extended to 
COROLLARY 2. Let S be a regular semigroup. If E(S) contains integers 
m, ,..., m, > 2 such that (m,(m, - 1) ,...; m,(m, - 1)) = 2 and some of mi is 
even, then S is a spined product of a band and a semilattice of abelian 
groups. 
Proof. From the assumption it follows that S is exponential (recall the 
proofs of Corollary 1 of Theorem 3 and Corollary 1 of Theorem 4), 
especially E-2. Now apply [ 12, Theorem 2.11. 
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