Abstract-In this paper, the duality in differential form is developed between a 3D primal surface and its dual manifold formed by the surface's tangent planes, that is, each tangent plane of the primal surface is represented as a four-dimensional vector that constitutes a point on the dual manifold. The iterated dual theorem shows that each tangent plane of the dual manifold corresponds to a point on the original 3D surface, that is, the "dual" of the "dual" goes back to the "primal." This theorem can be directly used to reconstruct 3D surface from image edges by estimating the dual manifold from these edges. In this paper, we further develop the work in our original conference papers resulting in the robust differential dual operator. We argue that the operator makes good use of the information available in the image data by using both points of intensity discontinuity and their edge directions; we provide a simple physical interpretation of what the abstract algorithm is actually estimating and why it makes sense in terms of estimation accuracy; our algorithm operates on all edges in the images, including silhouette edges, self occlusion edges, and texture edges, without distinguishing their types (thus, resulting in improved accuracy and handling locally concave surface estimation if texture edges are present); the algorithm automatically handles various degeneracies; and the algorithm incorporates new methodologies for implementing the required operations such as appropriately relating edges in pairs of images, evaluating and using the algorithm's sensitivity to noise to determine the accuracy of an estimated 3D point. Experiments with both synthetic and real images demonstrate that the operator is accurate, robust to degeneracies and noise, and general for reconstructing free-form objects from occluding edges and texture edges detected in calibrated images or video sequences.
Estimation of a 3D point (expressed in homogeneous
coordinates) on the primal surface is treated as determination of a one-dimensional (1D) null space in a four-dimensional (4D) space, where the other three dimensions are spanned by vectors that are dual to the surface to be reconstructed. The physical interpretation of this representation is that the estimated point lies on three planes in the primal space, each plane being one of the aforementioned dual vectors and is therefore the intersection of three planes that have simple interpretations with respect to the 3D surface that is being estimated. The surface estimation is built around using both measured planes and measured rays that are tangent to the primal surface. Why is this a good approach to 3D reconstruction? The reason is that we assume the primal surface is piecewise C 2 . A tangent plane contains surface normal and thus more information than does a ray. It can also be estimated more accurately in the presence of noise than can a ray. We also use interpolation among tangent planes and rays that incorporates additional information about assumed primal surface shape and additional smoothing for combating noise. In general, the type of interpolation employed can be tailored to the assumptions about the properties of the primal surface. This enables us to do accurate reconstruction of dense 3D points on a surface from sparse silhouettes and images of apparent contours of self occlusions.
The epipolar parametrization as incorporated into our
surface reconstruction operator provides a fourth plane in our dual formulation that automatically handles degenerate cases such as frontier points. 3. The reconstruction algorithm operates on edges detected in the images. These edges can be silhouette edges, edges from self occlusion, or texture edges (due to albedo discontinuities, shadows, or lighting) on the 3D surface. The reconstruction algorithm treats these types uniformly, that is, it does not distinguish them by type.
4.
Central to the surface reconstruction is establishing a two parameter parametrization on the dual manifold, the surface in the 4D space of vectors, each vector representing a plane tangent to the primal surface.
Since the baseline between successive camera positions in a sequence may be large, a matching algorithm is introduced for creating this parametrization so that it is stable and effective. This problem is essentially that of finding pairs of edges, one in each of two successive images, that correspond. 5. A confidence measure is associated with each estimated 3D surface point. This provides a good mechanism for discarding estimated points that are likely to be outliers. Our proposed operator is developed from shape from silhouettes, so we will first review the progress in this branch in detail. Due to the difficulty in extracting the occluding edges in an image, most of the previous works discuss silhouettes only-the occluding edges due to occlusion between object and background, although from the reconstruction algorithm viewpoint, all the occluding edges can be treated as the same. Recent progress in the field of computer graphics makes shape from occluding contours more interesting: In [1] , Raskar et. al. designed a multiflash camera to automatically extract depth edges from images for nonphotorealistic rendering. Crispell et al. [2] immediately realized its importance and applied it to the field of 3D reconstruction. They used a refined method in [1] to automatically extract occluding contours, and with implicit surface fitting, they showed that occluding contours can be used to recover complicated shape with high confidence. That study shows the rich geometric information contained in occluding edges.
Previous approaches to the problem of 3D reconstruction from silhouettes can be categorized into three groups: the discrete approach (also called visual hull approach), the differential approach, and the dual approach. The discrete approach takes the 3D reconstruction from silhouettes as a problem of computing the intersection of the volumetric cones back projected from silhouettes in different views [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] . The main drawback of this approach is that it cannot deal with the self-occluding edges, and the reconstructed surface is not smooth. The differential approach is based on the assumption that the object surface is smooth enough to allow a differential analysis of the properties of the 2D silhouettes and of the 3D surface to be reconstructed [11] , [12] , [13] , [14] , [15] . In this method, strong assumptions are usually made about the motion of the camera and the local shape of the object to get a closed-form solution, and it cannot deal with sparse views. The work in [2] mentioned above is based on this method with dense sampling. The main idea of the dual approach is to use the duality principle to have better insight in how to perform the 3D reconstruction by taking advantage of more information, especially the local information in tangent planes, and in the viewing ray. The duality property says that the primal surface and the dual manifold are equivalent in the sense that given one, we can get the other through the dual mapping. The dual approach was first introduced with algebraic local curve estimation in [16] . Then, the dual and algebraic approach was improved in [17] to handle singular cases.
Dual and differential approaches started to converge with the insights brought up in [18] and [19] , where the dual operator in its differential form was introduced for the first time for direct 3D reconstruction. Moreover, the arc-length parametrization of the silhouettes was used to rewrite this dual operator in a more robust way for 3D reconstruction from silhouettes. This study resulted in the dual operator with the ray constraint. One problem with the algorithm proposed in [18] and [19] was that the search for the connectivity between views was relatively complicated. Thanks to that in [20] , the epipolar constraint was introduced for improving the matching between views. However, only the epipolar constraint was used, and the epipolar parametrization of the 3D object that comes from the differential approach was not fully used and fused with the dual approach. In this paper, we introduce a clear unification of the dual and differential approaches with new insights, which results in a robust differential dual operator.
None of those approaches address the problem of inferring objects' 3D structure from both texture edges and occluding edges in the same algorithm. Texture edges reflect the sharp changes in the intensity of the object surface, for example, surface markings and texture patterns; occluding edges are formed due to surface discontinuity in specific direction, that is, occlusion with silhouettes as a special case. The difference between these two kinds of edges includes the following: 1) Texture edges are viewpoint independent, whereas the occluding edges are viewpoint dependent. 2) Texture edges usually provide detailed shape information, for example, shape information about locally concave surfaces, whereas occluding edges usually can only provide rough but critical shape information and contain no information about the concave part of the surface. 3) Texture edge detections are usually sensitive to the environmental conditions such as lighting, surface reflectance, shading, and so forth, whereas occluding edge detections are much more stable in images and video sequences, where the both image intensity discontinuity and motion discontinuity can be used to get the occluding edges, for example, [29] . In a word, these two kinds of edges complement each other to provide rich geometric information about the object surface. However, until now, in 3D reconstruction, they are usually treated separately and with different methods. The texture contours on the surface, corresponding to texture edges in images, are usually recovered by triangulation and its variants, which are common techniques in stereo vision and multiview vision [21] , [22] , [23] . In stereo vision, the existence of occluding edges creates significant difficulty in current procedures for matching two stereo images, and considerable effort has been put into developing matching algorithms robust to the disturbance of occluding edges, for example, [24] , [25] , [26] , [27] , [28] . This makes the algorithms complex and computationally intensive.
Neither texture edges nor occluding edges can be used alone to handle all kinds of situations: for example, the concave part of an object surface cannot be recovered from contour edges; on the other hand, texture edges are not present on surfaces with uniform intensity or highly reflective mirrorlike surfaces. The more general algorithm should incorporate both kinds of information to robustly and accurately infer the objects' 3D structure. There have been a few studies that try to fuse these two kinds of information, for example, [30] , [31] . In [30] , a visual hull is constructed from silhouettes first, and then, it is taken as the initial condition for the evolution of a PDE, which is evolved using the texture information. The core idea of that in [31] is fusing the texture and silhouettes information into a deformable model, where each kind of information corresponds to an external force, respectively, texture driven force and silhouette driven force.
In this paper, we fuse these two kinds of information using a different approach-handling them in one single reconstruction operator. With the developed robust differential dual operator, we build a connection between the differential dual approach developed in shape from silhouettes and the triangulation approach used in standard stereo reconstruction, or more generally, the multiview reconstruction. This results in an operator capable of reconstructing 3D objects from general edge maps, not only from silhouettes.
The remainder of this paper is organized as follows: In Section 2, we discuss the duality in differential form and the robust differential dual operator. Then, in Section 3, we propose an algorithm for estimating each term in the operator from multiple images. Moreover, both the operator and the estimation algorithm are tested by comprehensive experiments in Section 4.
DUALITY IN DIFFERENTIAL FORM
The problem of 3D reconstruction from occluding edges taken in different views consists of making an inference about the shape of the 3D object so that it is as consistent with the given occluding edges as possible. When the camera is calibrated for the different views, it is easy from each occluding edge to estimate a series of planes tangent to the unknown 3D object by back projecting the tangent lines of the edge curve. This fact leads us to study these sets of planes and introduce the duality as an important concept for doing the 3D reconstruction from silhouettes, which was first proposed in [16] . The types of duality we investigate include duality between points and hyperplanes, duality between 2D curves, duality between surfaces, and how these duality properties fit well with the epipolar parametrization in the context of multiple view reconstruction. Let us start with the basic duality between points and hyperplanes.
Given a 3D point P / ðx; y; z; 1Þ t expressed in homogeneous coordinates and a hyperplane P Ã / ðN t ; dÞ t , where N is a unit vector perpendicular to the plane, and d is the distance from the plane to the origin, the point P is on the hyperplane if and only if P Ãt P ¼ 0. This last equation can be interpreted in two different ways:
. The first interpretation is to consider that this equation defines the set of points along the hyperplane P Ã . . After transposition, we get P t P Ã ¼ 0. This equation defines the set of hyperplanes going through P. In the space of hyperplanes, the so-called dual space, P Ã is a point, and P is a hyperplane. Thus, in the dual space, the equation can also be interpreted in a very similar way as before in the primal space. Instead of studying the simple duality between point and hyperplanes to discuss the duality for curves and surfaces, we need to express it in differential form. For this purpose, we assume standard normalization, in homogeneous coordinates, for points, straight lines, and planes. In the Appendix, we prove that the choice of normalization method does not affect the reconstruction result in theory.
Duality for 2D Curves
In 2D ðd ¼ 2Þ, the duality between points and lines leads to the duality between a curve and the set of its tangent lines, the socalled dual curve. Let us assume that the curve is parameterized by s. The duality can be applied at every s between a point pðsÞ along the curve and its tangent line p 
As a consequence of (1) and (2), vector p Ã T ðsÞ is perpendicular to both pðsÞ and dp ds ðsÞ. Therefore, the tangent line to the curve at s is given by p Ã T ðsÞ ¼ ðsÞpðsÞ Â dp ds ðsÞ; ð3Þ
where Â is the 3D vector cross product, and the factor ðsÞ is introduced to account for the normalization. This equation can be written in another form using the null space notation. We denote nullðAÞ as the basis for the null space of matrix A, and nullða; b; Á Á ÁÞ as the basis of the null space of vectors a; b; Á Á Á . Then,
T ðsÞ / null pðsÞ; dp ds ðsÞ ;
where / denotes equality up to a scale factor. The set of tangent lines p Ã T ðsÞ forms a curve parameterized by s in the dual space. We call it the dual curve. It is known from the 19th century that for a smooth enough primal curve (twice differentiable), from the dual curve only, which consists of all the tangent lines, it is possible to reconstruct the primal curve by applying the same operator that was applied to build the dual curve. More formally, at points where the surface is regular, we have in homogeneous coordinates
Equations (4) and (5) tell us the duality role of the primal curve and the dual curve. Different from the duality of point and hyperplane, they are the duality between one functional form (curve here or surface later) and another functional form (dual curve here or dual manifold later) expressed in the differential operator. We call this kind of duality by the name "duality in differential form" or just duality for short. The proof of this duality principle for curves is detailed in the Appendix.
In practice, to remove the unknown factor ðsÞ in the homogeneous representation, the point pðsÞ is always normalized such that its third component is one. Moreover, the line p Ã T ðsÞ is normalized such that the vector of its two first components has norm one. In fact, surprisingly, in the Appendix, we prove in the theory that the choice of ðsÞ does not affect the reconstruction result.
Duality for 3D Surfaces
In 3D ðd ¼ 3Þ, the duality between points and planes leads to the duality between a surface S and its dual manifold S Ã , which is formed by the tangent planes of S. Let us assume that the surface is parameterized by s and v. The duality can be applied at every ðs; vÞ between a point Pðs; vÞ along the surface and its tangent plane P 
As a consequence of (6), (7), and (8) 
where^and À are respectively the exterior product and complement operator defined in exterior algebra, also called Grassmann algebra [32] . The term a^b^c can be interpreted as a span space of a, b, and c. Its complement a^b^c can be seen as a generalization of the cross product from 3D to 4D, which is also called the meet operation in [23] 
The proof of the duality property for surfaces is detailed in the Appendix. Now, let us see how to compute P Ã T ðs; vÞ (expressed in the world coordinates, as are other 3D geometric entities) from the tangent line p Ã T (expressed in the pixel coordinates, as are other 2D geometric entities in the image plane) in the image and the projection matrix. For any point P on a surface S, there is a tangent plane P Ã T . It satisfies the following equations: 1) It goes through P, that is,
2) for any point Q on the tangent plane P 
This relationship and (10) give a clear way of reconstructing 3D points P from occluding edges. However, it is not an optimal way, as shown in Sections 2.3 and 2.4.
Ray Constraint
Occluding edges in an image give us not only tangent planes but stronger information-the viewing rays. The reconstructed points should lie on these viewing rays. This is a constraint that is not utilized in (10) but can be used to improve accuracy generally and to handle an important kind of degeneracy in particular.
Assume that each occluding edge is parameterized by s, which is not necessarily the arc length. Denote by tðs; vÞ the two component unit tangent vector of the silhouette at s for viewing position v. We also introduce nðs; vÞ as the unit normal of the silhouette at s. From its definition, p Ã N ðs; vÞ is the line perpendicular to the tangent line and crossing the curve at the same position. By taking the derivative of (11) Moreover, by using (13), we deduce that is a second order derivative, whereas P Ã N is only first order. In practice, a second order derivative is often too noisy to be used. By substitution of a first order derivative, we get a more robust operator. Another practical interesting property is that it provides a solution for degenerate cases, for example, reconstructing cylinders where (15) is also interpreted as the specification of 3D point P as the intersection of three planes. Notice that in [16] , the ray constraint was already introduced in the algebraic approach of the 3D reconstruction from silhouettes in the same spirit; in [18] , [19] , it was incorporated into the differential operator but in an indirect way.
Epipolar Parametrization
In the previous section, differential operator (10) is rewritten in the better form (15) . However, another source of improvement is to take full advantage of the epipolar parametrization of the surface introduced in [12] . In [20] , the epipolar constraint was introduced into the dual approach but only to improve the matching between two views. In [12] , the "t-parameter curves are defined to lie instantaneously in the epipolar plane defined by the ray and direction of translation." Here, we use v instead of notation t. With the above definition and the fact that the tangent vector of the "vparameter curve" should lie on the tangent plane, we get the conclusion that the tangent vector of the "v-parameter curve" goes in the direction of the viewing ray. That is, with the epipolar parametrization, @P @v is on the ray going through point P and the camera center C, see Fig. 2 . Since the ray is defined by the intersection of two planes P 
The intuitive geometric interpretation of operator (16) is that the four planes,
@v , and
@v all go through one point that we want to recover. This relationship is illustrated in Fig. 3 . The operator (16) is more robust than (15) because it uses more information, and it is robust against the noise. Especially, it is still valid for the so-called frontier points [33] , which occur when the tangent plane is identical to the epipolar plane. In that case, @P Ã T @v ðs; vÞ degenerates to be zero, see Fig. 4 . For this reason, this operator is called the robust differential dual operator, which is used in the following 3D reconstruction algorithm. Note that each term in the operator is estimated based on assumptions about the object shape.
Another very interesting property of this new operator (16) is that the 3D point reconstruction by classical triangulation can be seen as the a special case of (16). Fig. 1 . The 3D point, P, to be reconstructed is constrained to be on the back-projection ray going through its image point p and the camera center C. The surface to be reconstructed is locally tangent to the plane P Ã T , which is the plane going through C and the tangent line p (16) and the direct triangulation. In some sense, (16) can be seen to be a generalization of classical triangulation to the case of occluding edges where continuity is enforced for the shape to be reconstructed. In practice, continuity assumptions are of main importance during interpolation of the 3D shape to be reconstructed. 
where f i g are the set of scalar coefficients depending on the sample set fv i g, similar for The fact that triangulation is included in operator (16) has a very important consequence: It means that this operator should be able to reconstruct 3D surface from not only occluding edges but also the texture edges in the same setting. Moreover, different from the fusion approach in [30] , [31] , by using this operator, there is no need to discriminate these two kinds of edges which is often difficult. This will be shown in Section 4. This fact is very useful in 3D reconstruction from 2D images because 1. In our approach, the basic feature is the edge element (edgel) and its orientation instead of only edge point. In the proposed operator based on this feature, the occlusion is no longer a trouble but of which an advantage can be taken. 2. There is no need to discriminate the edge types, and every type of edge is treated in exactly the same way. 3. By using the orientation information, although the reconstruction is also based on the local information, it is much more stable than using just the point information. Indeed, the orientation contains very important local information. . In this figure, to remove the influence of the matching errors, we have worked with a synthetic object with surface of revolution. In this case, (15), which is better since it enforces the ray constraint, but it is still not good at frontier points. (e) The reconstruction using operator (16) is even more robust and nearly perfect. (16) and direct triangulation. Given eight silhouettes of a sphere with radius 100 cm, the reconstructed contours with direct triangulation are shown in green points, and the reconstructed contours with the proposed new operator are shown in red. The average error for the proposed operator is 0.37 cm, whereas it is 4.14 cm for the direct triangulation. From (a) and (b), visually, we can see that the red points lie on the sphere, whereas the green points lie away from the sphere surface. (c) shows the interpolated point cloud (result from direct triangulation is not interpolated).
The Structure of the Dual Manifold
Actually, the dual manifold crosses itself wherever the primal surface has bitangents, as shown in Fig. 6 . The self-crossing singular points on the dual manifold correspond to tangent planes in the primal surface that kiss the primal surface at more than one point. These kinds of singularities used to be a source of trouble for computing the derivatives because there are more than one possible tangent to these points. This problem is solved naturally using the connectivity information on the primal surface (the parametrization along s and v). With this connectivity, the derivatives can be computed at the neighborhood of self-crossing points. This is illustrated in a 2D case shown in Fig. 6 .
There is another kind of singularity on the dual manifold: cusps. It happens when the primal curve has an inflexion point or when the primal surface has a parabolic point and, thus, the dual manifold is continuous but not differentiable at that point, as shown in Fig. 6 for the 2D-curve case. Due to the nature of the proposed operator that is insensitive to the orientation along v, cusps are handled without difficulty.
Until now, we have assumed that the primal surface is at least C 1 continuous. What happens in the case where the primal surface is only C 0 continuous, for example, for a cube? At a surface ridge, under previous definitions, there is no unique but rather many tangent planes. From occluding edges, we can get many tangent planes at these nondifferentiable points. Therefore, we can still sample the dual manifold by including these planes such that the dual manifold stays continuous. Texture edges can be handled for exactly the same reason, as illustrated in Section 4.
THE ALGORITHM
From now on, we assume that the camera calibration is known, that is, matrices MðvÞ are given. In this section, we explain how to estimate each term in the operator (16) from multiview observations (silhouettes, occluding edges, or general edge maps) and how to perform the 3D reconstruction. Moreover, the operator's sensitivity to measurement errors is studied, and this study results in a way to remove badly reconstructed points.
Computing Derivative Along the s Direction
The operator (16) involves two vectors that are not difficult to compute from a silhouette as explained in Section 2.3:
To compute the tangent line p Ã T and tangent vectors p Ã N , each edge curve is fitted by B-splines along the edgel linking. The required derivatives are then computed from the fitted curve.
Edge-Map Matching
The other two vectors in operator (16) 
In [20] , given a point pðs; vÞ on the silhouette of the view v, the matching is performed by searching for the corresponding point pðs 0 ; v 0 Þ in view v 0 , which is at the crossing of the epipolar line associated with pðs; vÞ and of the silhouette in the view v 0 . For a complicated object with branches, for instance, there is a matching ambiguity with this procedure: usually, several points satisfy the previous constraints. This is why, following [8] , it is better to compute the so-called viewing edge. This viewing edge can be defined as the segment of the ray ðP Ã T ðs; vÞ; P Ã N ðs; vÞÞ going through pðs; vÞ, and the camera center CðvÞ that is hidden by the object in all the other views.
The problem with the previous viewing edge approach is that we have to discriminate between texture edges and occluding edges, which is a difficult task to perform in images. This problem drives us to perform matching between pairs of views using dynamic programming and then to remove badly matched points by testing reconstruction consistency during the 3D reconstruction, as described in the following sections. Silhouettes are closed curves, but in general, the occluding edges and the texture edges are open curves. Therefore, it is not possible to use inside/outside discrimination for doing the matching as is the case for silhouettes.
In practice, we first rectify consecutive edge-map pairs to make the epipolar lines horizontal, then the matching is reduced to a 1D alignment for each row. Each edgel in this row is described by three quantities, its relative position l 2 ½0; 1 within that row, its edge gradient magnitude g 2 ½0; 1, and edge orientation r 2 ½0; . Edgels in each row are represented as a vector. Then, the matching in each row consists in aligning the vector pairs from two images. The basic idea is to introduce a similarity measure between two edgels and to find the best alignment that makes the total similarities maximal. The optimization is performed using the Needleman-Wunsch algorithm [34] , which guarantees optimal alignment. The similarity between two edgels is defined as
where
, and l , g , r are scalar parameters controlling the weighting of the edgel three properties, ½Á is the round operation. In our experiments, we select l ¼ 0:5, g ¼ 0:3, r ¼ 0:2, and the skip penalty is chosen to be d ¼ 0:4. More complex similarity measures may be needed for outdoor scenes.
Computing Derivatives along v Direction
After the matching between edge maps in different views is performed, there are several ways for interpolating the rays ðP Ã T ðs; vÞ; P Ã N ðs; vÞÞ between different values of v. The simplest way is to directly interpolate tangent planes P Ã T ðvÞ and normal planes P Ã N ðvÞ. For instance, each plane can be interpolated using B-splines on each of its two angles and on the distance to the origin. The drawback is that the interpolation result depends on the origin location of the reference system.
A different way of interpolation is to interpolate the camera motion and the change of edge maps separately. First, the camera centers CðvÞ are interpolated in 3D, and m virtual camera centers are generated. Also, from the interpolation, @M @v is computed. The edge curves are interpolated along the v directions with the matching results. Then, m virtual edge maps are generated through equally spaced sampling the interpolated spline, see Fig. 7 . With the interpolated curve (for example, interpolated spline), 
The interpolation requires knowing the v values for each view. Different from the s parameter, which is chosen to be the arc length along the edge curve, the arc-length of the epipolar curve is not a good choice for the v parameter. As an extreme case, for example, in the case of cube, the same edge is viewed in several images, where the arc length along epipolar curve does not change but the tangent plane changes, as discussed in Section 2.5. In this case, the derivative of the tangent plane over arc length along epipolar curve is not defined. The point is that since we are computing the change of the tangent planes that are points on the dual manifold, we should make v parameter meaningful on the dual manifold, instead of on the primal surface. In the normal setup, where the object depth is larger than the object size and the origin of the world coordinate locates around the object center, the change of the tangent plane is mainly influenced by the change of the angle between the camera center and the object center and less influenced by the object shape, as shown in Fig. 8 . Therefore, usually, we take the angle change between the object center (estimated approximately) and the camera center as the v parameter.
Oriented Point Cloud Reconstruction
For each edge point pðs; vÞ, we have estimated the four vectors P 
is only of rank 3 approximately. In this case, the equation Aðs; vÞPðs; vÞ ¼ 0 can be robustly solved using the Singular Value Decomposition (SVD). In SVD, matrix A can be decomposed as
where U t U ¼ I, V t V ¼ I, and Ã ¼ diagð 1 ; 2 ; 3 ; 4 Þ with ð 1 ; 2 ; 3 ; 4 Þ being the singular values of the Aðs; vÞ matrix in the decreasing order. Also denote u i as the ith column of U, and v i as the ith column of V . Note that i ! 0, i ¼ 1; Á Á Á ; 4. Then, the solution using SVD is to take the column of V (called the right singular vector) corresponding to the smallest singular value in Ã, that is, v 4 . Moreover, the result is optimal in the least square error sense [35] .
The normal of the reconstructed points is useful information for surface reconstruction, where the orientation information can be utilized to fill holes and generate smooth surfaces. For the silhouette only, the orientation is easy to compute since the foreground and the background are known in images. However, this is not applicable to selfoccluding edges. We thus propose another approach based on the fact that if a point is on an occluding edge, then the corresponding viewing curve along v is locally convex, as shown in Fig. 9 . When the shape is locally convex, the rays on the previous and next views cross outside the object, and this point is used to orient the normal vector toward the outside.
Stability Analysis
The matrix Aðs; vÞ is subject to the measurement errors of edge detection, inaccurate projection matrices, matching errors, errors of estimating the derivatives along v direction. As a consequence, the study of the proposed operator's sensitivity is required. Assume that A ¼ "
A þ E is the noisy measurement of true "
A. The question is how the right singular vector corresponding to the smallest singular value is affected when "
A changes to A? Thanks to Wedin's theorem [36] , this question can be answered with a simple upper perturbation bound. Here, we follow that in [37] and [38] to derive the upper bound of our problem. Denote the SVD of "
A as
, and " 4 in decreasing order. Because the rank of " A is 3, " 4 ¼ 0. Also denote " u i as the ith column of " U and " v i as the ith column of " V . Let È be the matrix of canonical angles (or principal angles) between two span spaces "
Wedin's theorem is expressed in term of two following residuals:
where Ã 1 ¼ diagð 1 ; 2 ; 3 Þ, R, and S are 4 Â 3 matrices. We have the following relationship between residuals and E:
where k Á k F denotes the matrix's Frobenius norm. The same occurs for S : kSk F kEk F . Due to " 4 ¼ 0, Wedin's theorem states that
The left-hand side of the above equation is the combination of the canonical angles for the left and right singular subspaces, and the right-hand side is related to the perturbation. Generally speaking, the larger 3 is, the smaller the canonical angles Â will be, and the corresponding subspace will be more stable to noise. With the fact that v 4 and " v 4 are respectively the complement subspace of V 1 and " V 1 , we conclude that v 4 is also stable against noise for large enough 3 . As another interesting consequence of Wedin's theorem, we can get a simple bound on the angular perturbation between v 4 and "
This upper perturbation bound is of importance to remove outliers. This bound tells us that the operator (16)'s sensitivity to noise is directly related to the value of 3 as detailed in Section 3.6.
Outliers Detection
There are two main sources of reconstruction error, that is, the estimation error of P ðs; vÞ. One is the measurement noise, like the error of edgel position and the projection matrix; another is the singularity of the operator (16) . From (17), we can see that matrix A is directly related to the measurements. Then, the noise in A, that is, E, is a quantity directly related to the measurement noise. It is difficult to know the exact value of kEk F because the ground truth of A is unknown, but 4 can be seen as a measurement of kEk F , since we know the ground truth value of " 4 ¼ 0. Therefore, it is reasonable to substitute kEk F as 4 . For the singularity of the operator (16), the upper perturbation bound derived in Section 3.5 gives us the answer. When 3 is small, the reconstruction is sensitive to the measurement noise, whereas when 3 is large, the reconstruction is robust. From which, we can see that the singularity of the reconstruction operator can be measured by 3 . To perform outlier removal, we have to check both the consistency of the measurement and the reconstruction operator's singularity. That is, those two quantities should be combined to get a criterion. Actually, the combination is obtained by substituting 4 for kEk F in the upper bound, that is, 4 3 . In practice, to set the threshold at the ratio 4 3 , we build the distribution of Àlnð 4 Þ þ lnð 3 Þ. The resulting histogram looks like a Gaussian probability density function (pdf), as shown in Fig. 10 . Then, the threshold can be set such that it removes 5 percent (or some other specified percentage) of the samples on the left tail by setting the threshold to be À 1:65, Fig. 9 . Illustration of the normal orientation estimation using local convexity. Fig. 10 . (a) Àlnð 4 Þ þ lnð 3 Þ of bust data set (see Fig. 13 ). (b) Àlnð 4 Þ þ lnð 3 Þ of bunny data set (see Fig. 16 ).
where , are respectively the mean and the standard deviation of the pdf. After all the contour generators are recovered, we need to remove the outliers. Although the singular values of matrix A can give us some information, it cannot remove all the outliers. Another way of detecting the outliers is through projecting the recovered point cloud to each image and checking their consistency with the silhouettes (this has been used in [2] ). More specifically, if the image of some point lies outside any of the silhouettes, it is an outlier. These two tests of outliers complement each other, and in our following experiments, we use both of them to get clean point clouds.
Surface Reconstruction
Given the point cloud, there are many well-developed algorithms to get a mesh or an implicit surface. In the following experiments, the surface is obtained by using the meshing algorithm developed in [39] . This algorithm is able to mesh unorganized 3D points on the surface of a regular or arbitrarily complex (free form) 3D object, based on a shock scaffold representation that is derived from the medial axis representation. This medial scaffold resembles a full 3D Voronoi diagram when the input is point cloud. A series of shock transformations is applied iteratively to the medial scaffold to simplify it, whereas on the other hand, remeshing the surface in that the pruning of a medial branch implies filling the gap between surface points.
We are building surfaces to illustrate the good quality of the obtained 3D reconstructions despite that the chosen algorithm may not perfectly fit our particular kind of point clouds. In fact, the normal direction of each point is not used to generate smooth surfaces and to fill holes in the adopted algorithms. Presently, the orientation of each point is used only at the rendering stage to get a better visual result. Although there are other algorithms that fully utilize the normal information, they are not directly applicable to our case, since our point clouds are only partially oriented in the sense that occluding contours have normal direction but texture contours do not.
The final algorithm is summarized in Algorithm 1. Output: 3D point cloud and surface. Procedure:
1. Turn the images I i into edge maps E i with gradient and orientation:
a. Get the edge subpixel position through edge detection like Canny, get the silhouette curve through segmentation, or get other possible ways of converting images into useful edge maps. b. Link the edge points and fit a spline for each edge curve. c. Get the orientation of each edge point through computing the derivative of the spline representation of edge curve (for instance, with cubic approximate spline). (16) by using SVD, as discussed in Section 3.4. If the input are silhouettes or occluding edges, also compute the normal vector. 5. Detect and remove outlier points through reprojection to the image planes and confidence thresholding of the reconstructed points using singular values, as described in Section 3.6. 6. Generate surface from oriented point clouds, as discussed in Section 3.7, or with other proper surface reconstruction algorithms.
EXPERIMENTS
In this part, with both real and synthetic data, comprehensive experiments have been performed to show various aspects of the proposed algorithm, including its ability to deal with both occluding edges and texture edges to deal with degenerate cases, and its capability of recovering complex objects. To show the accuracy of the reconstruction, the distribution of the outlier points are shown through coloring each recovered point with its confidence value defined as a linear function of conf ¼ Àlnð 4 Þ þ lnð 3 Þ with red indicating outliers (when conf ¼ 0) and blue indicating normal points (when conf ¼ 1).
To visualize the dual manifold in a 3D space, we exploit the fact that the points are normalized in the sense that the first three elements denote the plane's orientation vector n x , n y , n z , and the fourth element denotes the negative of the distance between the tangent plane and the origin, Àd. With the relation between orientation vector and its spherical coordinate ð; ; Þ, 1 the dual manifold can be visualized in the spherical coordinate system. Here, three real data sets, respectively, David bust, hand and frog (thanks to that in [2] ) and two synthetic data sets, and Stanford bunny and textured horse (as shown in Fig. 11 ) are representative shapes of the objects.
Reconstruction from Silhouettes
As explained in Section 2.5, our algorithm can deal with nonsmooth objects like a cube. Fig. 12 illustrates the different steps of the 3D reconstruction of a cube with 16 silhouettes.
Then, more complicated objects are used to show the algorithm's ability to deal with free-form objects. In the next experiment, the David bust is put on a turntable, and 21 silhouettes are taken. The camera is fixed and calibrated with Zhang's method [40] , and for each silhouette, the pose of the object is known given the rotated angle. This is equivalent to fixing the object and to move the camera along a circular trajectory. Some examples of the silhouettes are shown in Fig. 13a. Fig. 13 also displays the different stages of the 3D reconstruction, including the dual point cloud (Fig. 13b) , the raw point cloud with color indicating the accuracy confidence (Fig. 13c) , point cloud without interpolation (Fig. 13d) , and point cloud after interpolation (Fig. 13e) . As we can observe from Fig. 13c , most of the outliers lie on the top, the bottom and also under the arm of the statue. This is due to the matching error where the degeneracy of the epipolar constraint occurs, and the sensitivity to matching errors due to the singular configurations between local shape at these points and the position of the camera, as explained in Section 3.5. Several snapshots of the reconstructed surface are shown in Fig. 14 . As a comparison, the visual hull result generated by the Exact Polyhedral Visual Hull (EPVH) algorithm [8] is shown in Fig. 15 . The results are similar, since the object is nearly convex and has nearly no self occluding parts.
Another experiment is simulated to take 20 silhouettes of the Stanford bunny with a virtual moving camera. As above, different stages of the reconstruction are shown in Fig. 16 . Some snapshots of the reconstructed mesh are shown in Fig. 17 . Observe that although the ear part of the bunny in different views is not correctly matched due to occlusion, the algorithm can still recovers it correctly, thanks to the outlier detection. The concave and nearly flat part of the bunny body are not recovered (see Figs. 16d and 16e ) due to the inherent limitation of shape from silhouettes. This part is meshed with flat surface at surface reconstruction stage (see Fig. 17 ). The same data is used to generate the visual hull with EPVH algorithm, as shown in Fig. 18 . Comparing the results from two approaches, we can see that our proposed approach gives us generally more natural looking surfaces due to its interpolation capabilities, especially for strong self-occluding parts.
Reconstruction from Occluding Edges
With the reconstruction from occluding edges, we show the rich additional information provided compared with silhouettes only. First, the hand data set is taken with a multiflash to detect the occluding edges. Although in our system, there is no need to use this special device because our system deals with general edges. We use this data set to observe the benefits of reconstructing from occluding edges instead of just silhouettes. The obtained point clouds are shown in Fig. 19. Figs. 19a, 19b, 19c, and 19d show results of reconstruction from silhouettes only, and Figs. 19e, 19f, 19g, and 19h show results from occluding edges. Notice that with the occluding edges, our matching algorithm can still match the more complicated edge map accurately, and the matching results in much more complete reconstruction than with silhouettes only.
The effect of recovering shapes from all occluding edges instead of only silhouettes are better shown in Fig. 20 , which shows the recovered surfaces from all occluding edges with our proposed algorithm. From the results, we can observe that the details of the object surface is recovered, like the complex hairs, the concave parts of the arm, and so forth, which are impossible from only silhouettes. The results for the frog data set are shown in Fig. 21 . Notice that the frog is an object with strong selfocclusion, and its geometry is more complex than the David bust and the Stanford bunny in terms of number of holes and strong concavities. The results show that the proposed algorithm can generate fairly good surfaces, based only on the edge information for these types of objects, see Fig. 21 . As a comparison, 27 silhouettes of the frog were used to generate the visual hull with EPVH. The results are not shown since they are not visually recognizable.
Reconstruction from General Edge Maps
As discussed in Section 2.4, there is no need to discriminate between occluding edges and texture edges in the proposed algorithm. To illustrate this interesting property, we have generated synthetic views of a horse model textured with a saddle pattern on its body, see Fig. 11e for a sample. The reconstruction resulting from silhouettes only and edge maps have been compared. Here, we have used images taken from seven different view-angles spanning half a circle around the object. Fig. 22 shows a matching between two views with silhouette only (Fig. 22b) and both occluding edges and texture edges (Fig. 22e) . Moreover, the obtained reconstruction from silhouettes is shown in (Fig. 22c) , as a comparison, the obtained reconstruction from general edge maps is shown in (Fig. 22f) . From this figure, we can observe that with edges directly detected from images, we can obtain more information than from only silhouettes, especially the concave and flat part of the object (for example, the horse body and the connecting part between the neck and the body). The algorithm we have proposed can easily deal with this without discriminating the edge types.
CONCLUSIONS
Based on the duality for 3D surfaces, we have proposed a robust differential dual operator for performing 3D reconstruction from silhouettes, occluding edges, and texture edges without distinguishing among them. This operator, based on measuring oriented edges rather than just image points of intensity discontinuity, makes full use of the "ray constraint" and the epipolar parametrization to ensure robustness to degeneracies and noise. The robust differential dual operator can be intuitively interpreted as intersection of four planes, all passing the point to be reconstructed. Two of the planes come directly from the image measurement, and the other two are estimated from interpolation of the first two planes along epipolar parametrization. Its desirable features are easy to estimate, little sensitive to perturbations, able to tackle different kinds of singular cases of the 3D surface without modification, and able to detect outliers and inaccurately reconstructed points. Last but not the least, the operator is equivalent to the classical 3D triangulation when dealing with the texture edges. This operator is thus a very general operator that should be of fundamental use in computer vision. As a comparison, the visual hull approach uses only the information contained in the tangent plane, has no interpolation capability, and cannot deal with self-occluding contours. On the other hand, the differential approach works only with rays without using information contained in the tangent planes.
An algorithm is proposed for performing the 3D reconstruction from edge maps based on this new operator. Experimental results illustrate the high accuracy and good performance of the proposed approach for reconstruction of occluding contours on the 3D surface, as well as texture contours on the 3D surface.
There are a number of generalization of the proposed approach that would be of great value. One is to introduce some a priori surface shape information in order to better treat the problem of large camera baseline between successive views. Another arises because the matching of consecutive edge maps is treated as a 1D alignment problem, which can be implemented with dynamic programming. However, the limitation of this method is that the matching is only optimal locally in the sense that the matching of edge points in different rows are totally independent without using their connection information. Therefore, a global matching of edge maps is a research topic for the future. A third is the surface reconstruction from point cloud when only partial orientation information is available. 
A.2 Proof of Duality for Surfaces
The following is the proof that the dual of the dual manifold is the primal surface. Here, we omit the parameters to make the proof clear, for example, Pðs; vÞ is denoted by P. In this proof, we use the Grassmann algebra and the duality properties between the exterior product (denoted as^) and the regressive product (denoted as _). We denote by À the complement operator. Details about those operators can be found in [32] , [41] . With the use of Grassmann algebra, we can easily generalize the proof from 2D curves to 3D surfaces. To do so, we first derive a rule that is similar to the 3D crossproduct rule used in the previous section but which applies for 4D vectors. With all the previous properties, we are now able to prove that the dual of the dual manifold is the primal surface in 3D:
Proof. See (21) . Since 1966, he has been a professor of engineering at Brown University, Providence, Rhode Island. He was cofounder and associate director of the Brown University Laboratory for Engineering Man/Machine Systems (LEMS) from 1982 through 1997 and served on the executive committee of the Division of Engineering, Brown University for a few years. He was named a fellow of the IEEE for his research contributions, among the earliest papers, on unsupervised learning, combined supervised and unsupervised learning, and the Bayesian approach to image boundary estimation, segmentation, 3D stereo reconstruction, and optimally combining unreliable pieces of information in 3D. His more recent research interests have been on 2D and 3D object estimation and recognition from many unreliable fragments of information obtained from video or LADAR, geometric learning, ad hoc sensor networks-specifically the theory for how to use 1,000 Cameras, and various data analysis problems for extraction of information from fragments found at archaeological sites.
. For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
