ABSTRACT. For cofinite Kleinian groups, with finite-dimensional unitary representations, we derive the Selberg trace formula. As an application we define the corresponding Selberg zeta-function and compute its divisor, thus generalizing results of Elstrodt, Grunewald and Mennicke to non-trivial unitary representations. We show that the presence of cuspidal elliptic elements sometimes adds ramification point to the zeta function. In fact, if
INTRODUCTION
The Selberg theory (Selberg trace formulas, Selberg zeta-functions, and related applications) has been well studied in both the two-dimensional scalar case ( [Iwa02] ) and the two-dimensional vector case ([Ven82] , [Hej83] ). By "Two-dimensional vector case" we mean: cofinite Fuchsian groups with finite-dimensional unitary representations, and the "Scalar case" refers to the case with the trivial representation. Elstrodt, Grunewald and Mennicke extended the Selberg theory to the threedimensional scalar case in [EGM98] . By the "Three-dimensional case" we mean: cofinite Kleinian groups. The main goal of this paper is to extend the Selberg theory to the three-dimensional vector case.
In this paper we derive the Selberg trace formula for cofinite Kleinian groups 1 , with finitedimensional unitary representations. As an application we define the corresponding Selberg zetafunction and compute its divisor, thus generalizing results of Elstrodt, Grunewald and Mennicke [EGM98] to non-trivial unitary representations.
As one would expect, much of the two-dimensional vector and three-dimensional scalar cases extends in a straight forward manner to the three-dimensional vector case. However, the extension of several parts of the Selberg theory are more subtle in the three-dimensional case, especially in the vector case. One reason for this is because the set of finite-dimensional unitary representations of a fixed cofinite Kleinian groups is not well understood. Another reason is related to the structure of the stabilizer subgroup of a cusp. In the two-dimensional case the stabilizer subgroup of a cusp is a purely parabolic group that is isomorphic to a rank-one lattice, while in three dimensions the stabilizer subgroup of a cusp is a non-abelian group that contains elliptic elements, with a finiteindex purely parabolic subgroup that is isomorphic to a rank-two lattice. The presence of elliptic elements in the stabilizer subgroup introduces some subtleties to the three-dimensional vector case, particularly in the computation of the divisor of the Selberg zeta-function. In addition, the fact that the stabilizer subgroup (in the three-dimensional case) contains a rank-two parabolic subgroup forced us to prove some additional estimates involving two-dimensional lattice sums.
A Kleinian group is a discrete subgroup of PSL(2, C) = SL(2, C)/±I. Each element of PSL(2, C) is identified with a Möbius transformation, and has a well-known action on hyperbolic three-space H 3 and on its boundary at infinity− the Riemann sphere P 1 (see [EGM98, Section 1.1]) . A Kleinian group is cofinite iff it has a fundamental domain F ⊂ H 3 of finite hyperbolic volume. We use the following coordinate system for hyperbolic three-space, H 3 ≡ {(x, y, r) ∈ R 3 | r > 0} ≡ {(z, r) |z ∈ C, r > 0} ≡ {z + rj ∈ R 3 | r > 0}, with the hyperbolic metric and it acts on the space of smooth functions f : H 3 → V, where V is a finite-dimensional complex vector space with inner-product , V .
Suppose that Γ is a cofinite Kleinian group and χ ∈ Rep(Γ, V ) (Rep(Γ, V ) is the space of finitedimensional unitary representations of Γ in V ). Then the Hilbert space of χ−automorphic functions is defined by H(Γ, χ) ≡ {f : H 3 → V | f (γP ) = χ(γ)f (P ) ∀γ ∈ Γ, P ∈ H 3 , and f, f ≡ F f (P ), f (P ) V dv(P ) < ∞}.
Here F is a fundamental domain for Γ in H 3 , and , V is the inner product on V. Finally, let ∆ = ∆(Γ, χ) be the corresponding positive self-adjoint Laplace-Beltrami operator on H(Γ, χ) .
Our first result is the spectral decomposition of ∆ on H(Γ, χ) (see Theorem 2.6). Except for one important point, the proof of the spectral decomposition theorem is analogous to the twodimensional vector and three-dimensional scalar cases. The one important point being, singularity at a cusp. To the best of the author's knowledge, prior to this paper, the notion of singularity at a cups was only defined for cofinite Fuchsian groups [Sel56] [Ven82] [Hej83] . In §2 we extend the notion of singularity to cofinite Kleinian groups.
In section §3 we give an explicit form of the Selberg trace formula for cofinite Kleinian groups with finite-dimensional unitary representations (see Theorem 3.1). The new feature in the trace formula is a term of the form,
The above term comes about from regularity at a cusp, and its value is computed using Kronecker's second limit formula ( see §5).
As an application of the spectral decomposition theorem we derive an identity involving conjugacy relations of cuspidal elliptic elements. This identity is used in the proof of the Selberg trace formula and to show that under certain conditions, the Selberg zeta function admits a meromorphic continuation (see Lemma 5.8 for the identity).
For Re(s) > 1 the Selberg zeta-function Z(s, Γ, χ) is defined by the following product
In §6 we introduce the various definitions and notations that are needed in order to define the zeta function, and meromorphically 2 continue Z(s, Γ, χ) to Re(s) ≤ 1 while computing its divisor. The main new difficulty is handling the contribution of the cuspidal elliptic elements to the topological (or trivial) zeros and poles of Z(s, Γ, χ). We show the following in §6:
2 ]), and χ ≡ 1 (the trivial representation). Then Z(s, Γ, χ) is not a meromorphic function 3 (it is the 6-th root of a meromorphic function).
In addition, the methods of §6 imply that the Selberg zeta-function of the Picard group is meromorphic:
All of the results of this paper appear in my PhD thesis [Fri05] (http://www.math.sunysb.edu/users/joshua/phdthesis) with more details. I would like to thank my thesis advisor Professor Leon Takhtajan for the years he has spent guiding and teaching me. I would also like to thank Jürgen Elstrodt, Jay Jorgensen, Irwin Kra, Lee-Peng Teo, Alexei Venkov, and Peter Zograf for useful comments and suggestions.
THE SPECTRAL DECOMPOSITION THEOREM
Throughout this section Γ is a cofinite Kleinian group and χ ∈ Rep(Γ, V ) . We start with the definition of a cusp. For every ζ ∈ P 1 let Γ ζ denote the stabilizer subgroup of ζ in Γ, Γ ζ ≡ { γ ∈ Γ | γζ = ζ }, and let Γ ′ ζ be the maximal torsion-free parabolic subgroup of Γ ζ (the maximal subgroup of Γ ζ that does not contain elliptic elements). A point ζ ∈ P 1 is called a cusp of Γ if Γ ′ ζ is a free abelian group of rank two. Two cusps ζ 1 , ζ 2 are Γ−equivalent if ζ 1 ∈ Γζ 2 , that is their Γ−orbits coincide.
Every cofinite Kleinian group has finitely many equivalence classes of cusps, so we fix a set {ζ α } κ α=1 of representatives of these equivalence classes. For notational convenience we set For each cusp ζ α fix an element B α ∈ PSL(2, C), a lattice Λ α = Z ⊕ Zτ α , Im(τ α ) > 0, and a root of unity ǫ α of order 1,2,3,4,or 6 with the following conditions being satisfied:
(1) α and P = z + rj ∈ H 3 then r = r(P ) = r(γP ).
The notion of singularity at a cusp 4 will play a prominent role in the proof of both the spectral decomposition theorem and the Selberg trace formula. For each cusp (representative) ζ α of Γ set the singular space
and the almost singular space
The group Γ ′ α is insufficient for defining singularity of a cusp. We must use the full stabilizer subgroup Γα . Definition 2.3. A representation χ ∈ Rep(Γ, V ) is singular at the cusp ζ α of Γ iff the subspace
If a cusp is not singular it is called regular. A representation χ is called singular if it is singular at least at one cusp, and regular otherwise. For each cusp ζ α set k α = dim C V α , and
We will need part (4) of the next lemma. Its purpose is to help diagonalize the not necessarily abelian group χ(Γ α ).
Lemma 2.4. There exist E α , R α , S α ∈ Γ α with the following properties:
(1)
The elements R α and S α commute but the group Γ α is not abelian when m α > 1.
Proof. (1), (2), and (3) readily follow from [EGM98, Theorem 2.1.8]. We prove (4): set E = E α , R = R α , S = S α . Since ERE −1 and R −1 are both parabolic and in Γ ′ α it follows that the A ≡ ERE The proof follows from the Fourier series expansion of the resolvent kernel and part (4) of lemma 2.4. See [Fri05] for more details.
Next applying an arbitrary
In the two-dimensional case, the stabilizer subgroup of a cusp is a free abelian group of rank one containing only parabolic elements. In our case Γ α contains a maximal rank-two finite index subgroup Γ ′ α and may also contain cuspidal elliptic elements. Surprisingly, by Lemma 2.5, the cuspidal elliptic elements can affect the spectral 5 properties of ∆ . This is seen from Lemma 2.5.
. . κ}, and l ∈ {1 . . . k α }, we define the Eisenstein series by
5 Suppose Γ has only one cusp at ∞. If χ is a character that is trivial on Γ ′ ∞ , then ∆ has a continuous spectrum iff χ is trivial on all cuspidal elliptic elements of Γ∞ .
The series E αl (P, s) converges uniformly and absolutely on compact subsets of {Re(s) > 1}×H 3 to a χ−automorphic function that satisfies
and admits a meromorphic continuation to the whole complex plane.
The meromorphic continuation of E αl (P, s) is necessary for the proof of the spectral decomposition theorem, and is highly non-trivial. Fortunately, there are several well-known methods available, [Fad67] , [Sel89] , [Sel91], [CdV81] , and [Lan76] . In [EGM98] an adaptation of the methods in [CdV81] is used to prove the three-dimensional scalar case, and a similar adaptation works 6 for the vector case (see [Fri05] ). Adapting [EGM98] [Chapter 6] gives us:
The sum and integrals converge in the Hilbert space H(Γ, χ) .
Here D is an indexing set of the eigenfunctions e m of ∆ with corresponding eigenvalues λ m , E αl (P, s) are the Eisenstein series associated to the singular cusps of Γ, k α = dim C V α , and |Λ α | is the Euclidean area of a fundamental domain for the lattice Λ α . If a cusp is regular it is omitted from the sum in (2.4).
THE SELBERG TRACE FORMULA
Here, {λ m } m∈D are the eigenvalues of ∆ counted with multiplicity. Following [EGM98] section 5.2, the summation with respect to {R} nce extends over the finitely many Γ−conjugacy classes of the non cuspidal elliptic elements (elliptic elements that do not fix a cusp) R ∈ Γ, and for such a class N (T 0 ) is the minimal norm of a hyperbolic or loxodromic element of the centralizer C(R). The element R is understood to be a k−th power of a primitive non cuspidal elliptic element R 0 ∈ C(R) describing a hyperbolic rotation around the fixed axis of R with minimal rotation angle 2π m(R) . Further, E(R) is the maximal finite subgroup contained in C(R). The summation with respect to {T } lox extends over the Γ−conjugacy classes of hyperbolic or loxodromic elements of Γ, T 0 denotes a primitive hyperbolic or loxodromic element associated with T. The element T is conjugate in PSL(2, C) to the transformation described by the diagonal matrix with diagonal entries a(T ), a(T ) −1 with |a(T )| > 1, and
matrixvalued meromorphic function, called the scattering matrix 7 of ∆, and φ(s) = det S(s). Furthermore c αk , g αk , and d αk are constants depending on Γ which will be determined in the case of Γ having only one cusp at ∞. The remaining notation will be defined in §5 8 .
THE SPECTRAL TRACE
In order to make this paper self-contained, we outline the (standard) proof of the spectral side of the Selberg trace formula.
For
The definition of the scattering matrix uses the Fourier expansion of a χ-automorphic at a singular cusp which though not difficult, is long and combersome. The corresponding two-dimensional vector case defintion is almost identical to our case and we refer the reader to [Ven82, Chapters 2 and 3] and [Fri05] . 8 Please note that there is a typographical error in the loxodromic and non cuspidal elliptic terms in [EGM98] Theorem 6.5.1; both terms are missing a factor of 1 4π
.
It follows that δ(P, P ′ ) = cosh(d(P, P ′ )), where d denotes the hyperbolic distance in H 3 . Next, for k ∈ S([1, ∞)) a Schwartz-class function, define
The series above converges absolutely and uniformly on compact subsets of H 3 × H 3 , and is the kernel of a bounded operator K : H(Γ, χ) → H(Γ, χ) . The Selberg trace formula is essentially 9 the trace of K evaluated in two different ways: the first using spectral theory, and the second as an explicit integral.
The function h that appears in the Selberg trace formula is the Selberg-Harish-Chandra transform 10 of k, defined as follows:
The first step in evaluating the spectral trace is to compute the spectral expansion of K. For v, w ∈ V let v ⊗ w be a linear operator in V defined by v ⊗ w(x) =< x, w > v. An immediate application of the spectral decomposition theorem (Theorem 2.6) and the Selberg-Harish-Chandra (Equation 3.2) transform gives us (see [EGM98, Equation 6 .4.10, page 278]), Lemma 3.2. Let k ∈ S and h : C → C be the Selberg-Harish-Chandra Transform of k. Then with K Γ defined above we have
The sum and integrals converge absolutely and uniformly on compact subsets of H 3 × H 3 .
Next, we split up K Γ as a sum of two kernels. The first kernel
is not of Hilbert-Schmidt class, while the second kernel
is of trace class since h decays sufficiently fast 11 . In order to define the regularized trace of K we need an explicit description of a fundamental domain for Γ, particularly in the cusp sectors. Suppose Y > 0 is sufficiently large. Then for all A > Y there exist a compact set F A ⊂ H 3 such that
We say "essentially" because K is not of trace class. Selberg's procedure is used to define and compute the regularized trace. 10 If f : H 3 → V is a smooth function satisfying ∆ f = λf , then Kf = h(λ)f. That is f is an eigenfunction of K with an eigenvalue that depends only on λ. 11 This follows from the fact that k is a Schwartz class function.
is a fundamental domain for Γ. The sets F α (A) are cusp sectors of each cusp of Γ (see [EGM98] Proposition 2.3.9). We can now compute the truncated trace.
Lemma 3.3.
The infinite sum is absolutely convergent. In particular any divergent terms (as A → ∞) are canceled out.
Proof. Its not hard to see that the restriction of the resolvent kernel (of ∆) to the span of the set of eigenfunctions of ∆ is a Hilbert-Schmidt kernel (see [EGM98, Theorem 4.5.2]). Thus it follows that
Since k is of rapid decay, so is h (by Equation 3.2). Thus
We will apply the above lemma in §5 to compute some identities involving cuspidal elliptic elements.
Next (3.5)
The integral on the right hand side converges absolutely.
Here S(s) is the scattering matrix, and φ(s) = det S(s).
THE EXPLICIT TRACE
In this section our main goal is to give an explicit formula for FA tr V (K Γ (P, P )) dv(P ). By Lemma (3.4) and Lemma (3.3), there is a constant C k so that
We determine C k by explicitly integrating FA tr V (K Γ (P, P )) dv(P ), following Selberg's original method.
We decompose
into various sub-sums. Depending on their type. The types are as follows, "id" is the identity, "par" are the parabolic elements, "ce" are the cuspidal elliptic elements 12 , "nce" are the non-cuspidal elliptical elements, "lox" are the hyperbolic and loxodromic elements, and "cusp" = "par" ∪ "ce". For each S ∈ {id, par, ce, nce, lox, cusp} set
Here Γ S denotes the subset of Γ consisting of elements of type S. Following [EGM98] section 5.2 and theorem 6.5.1 we have, Lemma 4.1.
The notations above were defined in §3.
THE CUSPIDAL ELLIPTIC ELEMENTS
Our next immediate goal is to evaluate
For notational simplicity, we will adopt the following assumption from this point on until the end of this paper.
Assumption 4.2. The Kleinian group Γ has only one class of cusps at ζ = ∞ ∈ P, and χ ∈ Rep(Γ, V ) .
Denote by CE set of elements of Γ which are Γ-conjugate to an element of Γ ∞ \ Γ ′ ∞ = {γ ∈ Γ ∞ | γ is not parabolic nor the identity element }. We fix representatives of conjugacy classes of CE, g 1 , . . . , g d 13 that have the form
Let C(g) denote the centralizer in Γ of an element g ∈ CE . In addition, let {p i , ∞} be the set of fixed points in P of the element g i . Since g i is a cuspidal elliptic element it follows that p i is a cusp of Γ (see [EGM98] page 52). Hence by Assumption 4.2 there is an element γ i ∈ Γ with γ i ∞ = p i . Suppose that c i is the lower left hand (matrix) entry of γ i . Then we have (see [EGM98, Pages 302-304]), 12 These elliptical elements share a common fixed point in P with some parabolic element in Γ.
13 There are only finitely many distinct conjugacy classes of elliptic elements in a cofinite Kleinian group.
Lemma 4.3.
THE CONTRIBUTION OF THE PARABOLIC ELEMENTS TO THE SELBERG TRACE FORMULA
This section contains the new features of the Selberg trace formula that are not present in the two-dimensional vector and three-dimensional scalar cases. We remind the reader that Assumption 4.2 is in effect.
Our main goal for this section is to evaluate
The computation of (5.1) can be split up into two parts. The first part is the evaluation of
, and is an immediate extension of the three-dimensional scalar case. The other part is the computation of
⊥ , and requires us to study a particular lattice sum.
LATTICE SUMS
Let Λ = Z ⊕ Zτ ⊂ C be a lattice with Im(τ ) > 0. A (lattice) character ψ of Λ is a one-dimensional unitary representation of Λ. 
Proposition 5.2. Let ψ be a character of Λ.
(1) If ψ = id, the trivial character, then
(2) If ψ = id then lim x→∞ Z(x, Λ, ψ) exists and
Here κ Λ is an analogue of the Euler constant for the lattice Λ. Our next goal is to determine the value of L(Λ, ψ). We will need Kronecker's second limit formula. Let u, v be real numbers which are not both integers, and let τ = x + iy, y > 0. For Re(s) > 1 set
The sum is defined over all integers n, m, and the prime in the sum means to leave out (0, 0 
where g a1,a2 is the Siegel function,
B 2 (X) = X 2 − X + 1/6, q τ = e 2πiτ , q z = e 2πiz , and z = a 1 τ + a 2 .
Finally we can evaluate L(Λ, ψ).
Proposition 5.4. Let Λ = Z ⊕ Zτ ⊂ C be a lattice with Im(τ ) > 0, ψ a character of Λ, and u, v ∈ R are not both integers satisfying ψ(1) = e 2πiu and ψ(τ ) = e 2πiv . Then
Proof. Using a summation by parts argument (see [Fri05] 
14 There appears to be a typographical error in the definition of the Seigel function on page 276 of the second edition.
The correct definition appears on page 262. 15 We introduce new notation because for the value s = 1 a priori we do not know that analytic continuation of Eu,v(τ, s) agrees with f (1). Once we prove f is continuous the new notation will be redundant.
EVALUATION OF INTEGRAL 5.1
Let P be a fundamental domain for the action 16 of Γ ∞ on C, P ≡ {(z, r) ∈ H 3 | z ∈ P }, and P A ≡ {(z, r) ∈ H 3 | z ∈ P, r ≤ A }.
It follows that P is a fundamental domain for the action of Γ ∞ on H 3 . Recall that Γ ′ ∞ is canonically isomorphic to a lattice Λ ∞ . For µ ∈ Λ ∞ let µ denote the corresponding parabolic element in Γ ′ ∞ . We will need the following (see [EGM98, Pages 300-301]) Lemma 5.5.
Since Γ ′ ∞ is an abelian group, χ restricted to Γ ′ ∞ can be diagonalized. In other words, there exist lattice characters {ψ l } l=1...n so that
Thus it suffices to consider lattice characters instead of unitary representations.
Lemma 5.6. Let ψ be a lattice character of Λ
∞ . Then (1) For ψ = id, ′ µ∈Λ∞ ψ(µ) PA K(P, µP ) = 1 [Γ ∞ : Γ ′ ∞ ] g(0) log A + h(1) 4 + g(0) η ∞ 2 − γ − 1 2π R h(1 + t 2 ) Γ ′ Γ (1 + it) dt + o(1) as A → ∞. (2) For ψ = id, ′ µ∈Λ∞ ψ(µ) PA K(P, µP ) = g(0) [Γ ∞ : Γ ′ ∞ ] L(Λ, ψ) + o(1) as A → ∞.
Proof. (1) is proved in [EGM98, pages 300-302].
The proof of (2) is a modification of (1). Let
, then by the definition of the action of µ on H 3 ,
16 See §2 for more details on the action.
Since
using summation by parts, we can rewrite (5.7) as
Next we apply Proposition 5.2 to obtain
Now we show that the resulting error term is o(1).
for some D > 0. To complete the proof note that (5.10)
Here n = dim C V, ψ l are the lattice characters associated to the lattice Λ ∞ , l ∞ = dim C V ′ ∞ , and η ∞ is the analogue of the Euler constant for the lattice Λ ∞ .
Proof. The proof follows immediately from Lemma 5.5, Equation 5.6, and Lemma 5.6.
We have evaluated the truncated trace of K explicitly as an integral, and by using spectral theory. Notice that as A → ∞ the integral over the parabolic sum (Lemma 5.7) has a divergent term. So does the corresponding cuspidal elliptic integral ( Lemma 4.3). By Lemma 3.3 the divergent terms must equal the divergent term of the spectral (truncated) trace (Lemma 3.4). It follows that
By choosing a suitable k so that g(0) = 0 we obtain Lemma 5.8.
The formula 17 above is an application of spectral theory to the group relations of a cofinite hyperbolic three-orbifold 18 . We will use the above lemma to give a meromorphic continuation of the Selberg zeta-function.
COMPLETION OF THE PROOF OF THE SELBERG TRACE FORMULA
The Selberg trace formula now follows: combine Lemma 5.7, Lemma 4.3, Lemma 5.8, Lemma 4.1, Lemma 3.4, and Lemma 3.3. Note that the divergent terms all cancel by Lemma 3.3 (or we can use Lemma 5.8). Finally take the limit as A → ∞. See [EGM98, Section 6.5] for more details on combining the lemmas above. 17 A similar formula is valid for the general case of κ-many cusps.
18
Notice that all of the terms above are defined simply in terms of group relations.
THE SELBERG ZETA FUNCTION
In this section we define the Selberg zeta-function Z(s, Γ, χ) for cofinite Kleinian groups with finite-dimensional unitary representations, in the right half-plane Re(s) > 1. We then evaluate the logarithmic derivative of Z(s, Γ, χ) and show that Z(s, Γ, χ) admits a meromorphic continuation, subject to some technical assumptions concerning the stabilizer subgroup Γ ∞ .
THE DEFINITION OF THE SELBERG ZETA-FUNCTION AND ITS MOTIVATION
In the celebrated paper [Sel56] Selberg first defined what is now called "The Selberg zetafunction 19 " as an infinite product over lengths of primitive closed geodesics
20
, bearing a strong resemblance to the Riemann zeta-function. Surprisingly, the Selberg zeta-function satisfies a Riemann hypothosis, and encodes both geometric and spectral data of the quotient orbifold 21 Γ \ H 2 . The spectral and geometric connection is made clear when one understands the Selberg zeta-function as a by-product of the Selberg trace formula applied to the resolvent kernel of ∆ .
In Defintion 6.1 we will define the Selberg zeta-function for our case of interest.
A natural question arises: what does our zeta-function have in common with the original Selberg zeta-function? The answer

22
: the logarithmic derivatives of both zeta-functions are directly related to the loxodromic (or hyperbolic) contribution of the Selberg trace formula applied to the resolvent kernel of ∆ . The term (from the trace formula) in question for our case has the form
We show in Lemma 6.2 that the term above is the logarithmic derivatives of a meromorphic function Z(s, Γ, χ), and that it has a product expansion in the right half-plane R(s) > 1. In order to define Z(s, Γ, χ) we will need some notions concerning centralizer subgroups of loxodromic elements. For more details see [EGM98, Sections 5.2,5.4].
Let Γ be a cofinite Kleinian group and let χ ∈ Rep(Γ, V ) . Suppose T ∈ Γ is loxodromic (we consider hyperbolic elements as loxodromic elements). Then T is conjugate in PSL(2, C) to a unique element of the form
and let by C(T ) denote the centralizer of T in Γ. There exists a (primitive) loxodromic element T 0 , and a finite cyclic elliptic subgroup E(T ) of order m(T ), generated by an element E T such that
19 More precisely, the Selberg zeta-function of a cocompact Fuchsian group. 20 Geodesics that do not trace over themselves multiple times. 21 A Riemann surface if Γ is torsion-free. 22 An alternative answer is that in the cocompact case, both zeta functions are factors of the regularized (functional) determenant det ∆ −(1 − s 2 ) . See [Sar87] and [Fri05] for more details.
Here T 0 = { T n 0 | n ∈ Z }. Next, Let t 1 , . . . , t n , and t ′ 1 , . . . , t ′ n denote the eigenvalues of χ(T 0 ) and χ(E T ) respectively. The elliptic element E T is conjugate in PSL(2, C) to an element of the form
, where here ζ(T 0 ) is a primitive 2m(T )-th root of unity.
Here the product with respect to T 0 extends over a maximal reduced system R of Γ-conjugacy classes of primitive loxodromic elements of Γ. The system R is called reduced if no two of its elements have representatives with the same centralizer
23
. The function c(T, j, l, k) is defined by
Proof. It follows from the proof of [EGM98, Lemma 5.4.2] that (6.1)
Next since T 0 commutes with E T we can diagonalize the restriction of χ to C(T ) and continue the equality to
Next we sum over the v−index (note that it is a geometric sum of an m(T 0 )−th root of unity) observe that the sum is non-zero only when
or using our notation c(T, j, l, k) = 1. The equality continues as
THE LOGARITHMIC DERIVATIVE OF THE SELBERG ZETA-FUNCTION
The first step in obtaining the meromorphic continuation of the zeta-function is to relate its logarithmic derivative to the trace formula. From this point on Assumption 4.2 is in effect.
We apply the Selberg trace formula to the pair of functions,
and
where 1 < Re(s) < Re(B) and obtain Lemma 6.3.
(6.2) 1 2s
Proof. The first equality follows from Lemma 6.2. The second equality follows directly from the Selberg trace formula. Equation (6.2) is used to exhibit the meromorphic continuation of Z(s, Γ, χ). If we fix B and multiply through by 2s, it is not hard to see that each term on the right of (6.2) is meromorphic. In order to see that Z(s, Γ, χ) is meromorphic, we must compute the residues of each term on the right of (6.2). We will show that the residues are fractional and that for some N ∈ N, Z(s, Γ, χ) N is a meromorphic function.
Theorem 6.4. Let Γ be cofinite with one class of cusps at ζ = ∞, and let χ ∈ Rep(Γ, V ) .
(
N is a meromorphic function.
Proof. The proof follows from a careful study of (6.2). We must show that after multiplying by 2s, each term on the right (of the second equal sign) has at most simple poles with integral or rational residues 24 . This is demonstrated in Lemma 6.6, Lemma 6.7, Lemma 6.8, and Lemma 6.10.
We remark that the divisor of the Selberg zeta-function is readily read off from Lemma 6.6, Lemma 6.7, Lemma 6.8, and Lemma 6.10.
Our zeta function satisfies a functional equation. A standard argument ([Ven82, Theorem 5.1.5, page 85]) using (6.2), Lemma 6.6, Lemma 6.7, Lemma 6.8, and Lemma 6.10 yields:
The constant 25 C satisfies the equation: exp(C) = ±1.
Lemma 6.6. The expression . 25 The value of C can be read off by letting s → 0 in the functional equations. Its value depends on whether φ(0) is 1 or −1 and the multiplicity of Z(s, Γ, χ) at s = 0. 26 The point ρ j is a zero of Z(s, Γ, χ) and a pole of S(s). We understand the multiplicity of a pole as non-negative number (not as a negative number).
The residues above come from terms that are related to the spectral and scattering theory of ∆ . The remaining residues are computed using group theoretic data involving Γ and χ. The poles and zeros of Z(s, Γ, χ) that correspond to these residues are commonly called topological or trivial 27 .
THE TOPOLOGICAL ZEROS AND POLES
The computation of the topological residues is considerably more complicated than the corresponding spectral computation. Poles can only arise from the following terms (excluding the spectral terms previously dealt with) of (6.2) (note that we multiplied all terms through by 2s):
The first two terms come from the parabolic elements of Γ, the third from the spectral trace, and the last from the cuspidal elliptic elements of Γ. It is remarkable that the last three terms need to be taken together in order to compute the residue at s = 0, while the first and last are needed to compute the residues on the negative real axis.
It is well known that
In order to obtain a similarly explicit formula for
we must make some technical assumptions.
Case One: [Γ ∞ : Γ ′ ∞ ] = 1. In this case, (6.5) is not applicable and l ∞ = k ∞ = k(Γ, χ) (the last equality follows from our assumption that ∞ is the only cusp). Since S(0) is a unitary self-adjoint matrix of dimension k × k, its trace consists of a sum of k terms of the form ±1. It follows that dx.
An application of lemma 5.8 gives us the coefficient of the integral above
Next, to evaluate the integral in (6.6) we appeal to the following formula: Finally, we can evaluate the integral in (6.6) by taking the limit as t → π 
