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Resumen
Información sobre la complejidad de un fenómeno, puede ser obtenida midiendo sus grados de libertad. Asumiendo
que las trayectorias del fenómeno convergen a un conjunto atractor, los grados de libertad del sistema, son los
grados de libertad del atractor. En el presente articulo estudiamos la presencia de un conjunto atractor para
la dinámica en el mercado financiero y estimamos su dimensión. Serán usadas las ideas de reconstrucción de
atractores usando coordenadas de retraso de Takes y las aplicaciones son centradas en el mercado financiero
peruano.
Palabras clave. Dinámica no lineal, atractores, series temporales.
Abstract
Information on the complexity of a phenomenon, may be obtained by measuring their levels of libertad.Asimismo
that phenomenon paths converge to an attractor set, the degrees of freedom of the system, are the degrees of
freedom of atractor. In this article we study the presence of an attractor for the dynamic set in the financial market
and estimate its dimension. They will be used the ideas of reconstruction of attractors using delay coordinates
Takes and applications are centered in the peruvian financial market.
Keywords. Nonlinear dynamics, attractors, time series.
1. Introducción. Para un estudio asintótico del comportamiento de soluciones de un determinado sistema,
el área de sistemas dinámicos a desarrollado muchas herramientas. Sin embargo en muchos fenómenos, como
en el mercado financiero, el sistema de ecuaciones que modelan su dinámica es desconocido y únicamente se
tiene una serie temporal de medidas. Una serie temporal es una función s : R → R, cuya imagen puede ser
considerada como observaciones tomadas a lo largo del tiempo de un determinado fenómeno. Entonces tales
observaciones contienen información dinámica y geométrica del sistema y podrían ser usadas para investigar el
comportamiento del fenómeno. La teoría del caos será usada para entender la complejidad de la dinámica en
el mercado financiero, ya que en ellos, sistemas con comportamiento aparentemente aleatoria, provienen de un
sistema determinístico, es decir, de un sistema modelado completamente por ecuaciones. La complejidad de un
sistema caótico radica fundamentalmente en la sensibilidad a pequeñas perturbaciones en las condiciones iniciales.
Una de las característica de los sistemas caóticos es la presencia de un conjunto con dimension no entera, fractal,
donde las soluciones convergen. Haremos nuestras investigaciones en un par de series temporales de precios:
acciones de la empresa minera MINSUR.SA y TelefBC1 para determinar indicios sobre la presencia de un conjunto
atractor fractal en la dinámica de las series. En la Figura (1.1) se muestra la evolución de los precios de dichas
acciones.
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FIGURA 1.1. Serie de precios de las acciones de MINSUR y TelfBC
1.1. Dimensión. Podemos pensar la dimension de un conjunto em Rn como un exponente que expresa la
escala entre su “volumen” y su “tamaño”.
(1.1) volume ≈ tamanhodimensão
Aquí el “volumen” puede expresar el volumen mismo, masa. El “tamaño” es una distancia lineal, por ejemplo,
el "volumen"de un cuerpo en dimensión 2 seria dado por su área y el “tamaño” seria dado por su diámetro. La
dimension es usualmente expresado como:
Dimension ≈ l´ım
tamanho→0
log(volume)
log(tamanho)
El limite indica que la dimensión es una Cantidad local y que para definir una cantidad global es preciso algún
tipo de promedio. Otra forma de definir dimensión es la siguiente. Sea Bx(r) la bola de radio r y centrada en el
punto x. Dependiendo de la norma, la bola será una hiperesfera, hipercubo. Definimos la función masa puntual por
(1.2) Mx(r) = µ(Bx(r))
la escala de la función masa con el radio, como en la ecuación(1.1), define la dimensión puntual en x
Dp(x) = l´ım
r→0
log(Bx(r))
log(r)
La dimensión puntual es una cantidad local, pero podemos definir una cantidad global, tomando el promedio.
Dp =
∫
A
Dp(x)dµ(x).
Otra forma de pensar, que no sea la de calcular la escala de la masa con el tamaño, es en términos de cuantos
números reales son necesarios para especificar la posición de un punto en ese conjunto. Por ejemplo, la posición de
un punto en la recta es determinada por un número, la posición sobre un plano por dos. Ahora, la idea es extender
este concepto para conjuntos mas complicados que líneas, planos, volúmenes, etc.
Una manera de entender esta definición es cambiar la idea de cuantos números reales son necesarios, por
cuantos bits de información son necesarios para especificar la posición de un punto en un conjunto. Aclaremos un
poco esta idea. Imaginemos un torneo con 4 equipos participantes, A,B,C,D. Se designa a cada equipo un bit, 0 o
1, como en el siguiente esquema.
1 A
0 B
1 C
0 D.
Si el equipo B es el ganador, tendríamos que dar la información 0, pero como receptores tendríamos la duda si el
equipo ganador fue B o D. En este caso un bit de información es insuficiente para interpretar la información sin
intercepta. Ahora designemos un bit mas a cada evento, como en el siguiente esquema.
1 1 A
1 0 B
0 1 C
0 0 D.
En este caso, cualquiera que sea el equipo ganador, la información que daremos puede ser interpretada sin certeza.
En nuestro ejemplo, la información 00 es interpretada como D es el equipo ganador, es decir 2 bits de información
son suficientes.
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Aplicando estas ideas a conjuntos, pensemos en un segmento de recta unitario. Queremos determinar la posi-
ción de un punto en dicho segmento con una precisión de r = 12 . Dividiendo el segmento en dos partes del mismo
tamaño y etiquetamos cada sub-segmento por S1 y S2. Es claro que 1 bit es suficiente. Se la precision es r = 14 ,
dividimos el segmento en 4 sub-segmentos y como en los ejemplos vistos, tendríamos la misma conclusión, un bit
es insuficiente para interpretar la información sin certeza, y necesitamos de dos bits. Siguiendo, k bits son necesa-
rios para especificar la posición de un punto sobre el segmento con una precisión de r = 1
2k
. Para un cuadrado de
lado 1, 2k bits son necesarios para alcanzar la misma precisión(k bits para cada lado). Análogamente, 3k bits son
necesarios para un cubo 3 dimensional. En general, S(r) = −d log2(r) bits de información son necesarios para
especificar la posición de un punto en un d cubo unitario con una precisión r. Estos ejemplos llevan a la definición
natural de dimensión de información de un conjunto
DI = l´ım
r→o
−S(r)
log2 r
.
Donde S(r) es la información (en bits) necesarios para especificar la posición de un punto sobre el conjunto
con una precisión r. El cálculo de S(r) fue dado por Claude Shanon [14]. El demostró que si tenemos un conjunto
de n-eventos, cuyas probabilidades de ocurrencia son p1, p2, . . . , pn, entonces la cantidad de información media
para especificar uno de ellos es dado por:
Ip = −
n∑
i=1
pi log2(pi)
.
Para el calculo de la dimensión de información de un conjunto A se considera una partición del en n-cajas
Bi de diámetro r. Luego la probabilidad de que un punto del conjunto A esté en la caja Bi es dado por pi =
µ(Bi)
µ(A) . Usando la formula de Shanon, la información necesaria para especificar un punto en el conjunto A con una
precisión r es dado por:
S(r) = −
n∑
i=1
pi log2(pi).
Esta relación lleva directamente a una expresión para la dimensión de información del atractor
DI = l´ım
r→o
−S(r)
log2 r
DI = l´ım
r→o
∑n
i=1 pi log2(pi)
log2 r
.
Observemos que la dimensión de información de alguna forma es un promedio de dimensiones puntuales.
En casos prácticos es usual considerar un conjunto finito de puntos sobre el atractor y calcular el promedio de
sus dimensiones puntuales. La estrategia mas natural de calcular promedios fue introducida por Grassberger y
Procaccia [8]. Ellos notaron que ya que las trayectorias convergen para un conjunto atractor, los puntos sobre las
trayectorias están correlacionadas espacialmente a lo largo del tiempo. Midieron esta correlación con lo que ellos
llamaron de integral de correlación.
(1.3) C(r) =< Mx(r) >
Donde Mx(r) es la función masa puntual definida en la ecuación(1.2) y < . > denota el promedio sobre todos los
puntos considerados. Se muestra que para r suficientemente pequeño, C(r) crece como una potencia de la forma
(1.4) C(r) ≈ rν .
Donde la dimensión de correlación, ν, es definida por
ν = l´ım
r→0
log(C(r))
log(r)
.
La tarea principal para el estudio de la dimensión partiendo de una serie temporal, es la reconstrucción de la di-
námica que ella contiene. Se una serie temporal proviene de un sistema determinístico, entonces, ella contiene
dependencias entre sus componentes, dadas por el sistema de ecuaciones que lo modelan y contiene información
geométrica ya que las trayectorias convergen a un conjunto atractor el cual estará inmerso en algún espacio eu-
clidiano. Usando dichas informaciones y las ideas de los teoremas de imersión de Withney, en los cuales, una
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variedad compacta de dimensión n puede ser inmersada en R2n y sus generalizaciones para conjuntos fractales,
dado por Tim Sauer [4] permiten reconstruir la dinámica que contiene una serie temporal. Usaremos, para ilustrar
la reconstrucción, la dinámica del sistema de Lorenz, donde nuestra serie temporal será la primera componente del
sistema.
A seguir enunciamos la versión probabilística del teorema de Withney [4]
1.1.1. Teoremas principales.
Teorema 1. (Teorema Prevalente de Whitney) SeaA una variedad suave y compacta de dimensión d contenida
en Rk. Para casi todo mapa suave, F : Rk → R2d+1, el es un embending de A. El teorema(1) nos dice que es
posible reconstruir la dinámica existente via proyecciones en espacios Euclidianos. A pesar de esta versión del
teorema de Whitney, aún tenemos un problema práctico. En el mercado financiero sólo es posible obtener una
observación temporal de la dinámica, las evoluciones de los precios de las acciones y necesitariamos de 2d + 1
observaciones del fenómeno. Entonces, los resultados hasta aquí enunciados no son de mucha ayuda práctica.
Takens abordo este problema incorporando en los teoremas de whitney a dinámica contenida en la serie temporal.
Ella es una proyección, via una función de observación, del espacio de fase donde se desenvuelve el sistema
dinámico, para R. Por tanto ella contiene información de la dinámica. Para ello se define las coordenadas de
retraso(delay), con las cuales es necesario solamente una observación temporal.
Definición 1. Si Φ es un sistema dinámico sobre una variedad(manifold) A, T un entero positivo(llamado de
delay), y h : A→ R una función suave. Definimos el mapa de coordenadas de delay F(Φ,T,h) : A→ Rn+1 por
F(Φ,T,h)(x) = (h(x), h(ΦT (x)), h(Φ2T (x)), . . . , h(ΦnT (x)))
Takens [6] demostró una versión del teorema de Whitney para las coordenadas de retraso.
Teorema 2. (Takens) Sea A una variedad compacta de dimensión m, {Φk}k∈Z un sistema dinámico discreto
sobre A generado por F : A → A, y una función de clase C2 h : A → IR. Es una propiedad genérica que el
mapa F(Φ,h)(x) : A→ R2m+1 definido por
F(Φ,h)(x) = (h(x), h(Φk(x)), h(Φ2k(x)), . . . , h(Φnk(x)))
es un embending. La generalización final, usada en el presente articulo, fue dada por B.Hunt, T. Sauer e J. Yorke
[7], que es una versión fractal probabilística del Teorema de Whitney, para el conjunto de mapas de retrasos con A
siendo un conjunto fractal.
Teorema 3. (Fractal Delay Embedding Prevalence Theorem) Sea Φ un sistema dinámico sobre un subconjunto
abierto U de Rk, y sea A un subconjunto compacto de U de dimensión de la caja d. Sea n > 2d un entero,
y sea T > 0. Asuma que A contiene solamente un número finito de puntos de equilíbrio, no contiene órbitas
periódicas de Φ de período T o 2T , un número finito de órbitas periódicas de Φ de período 3T , 4T, . . . , nT , y
que las linealizaciones de sus órbitas periódicas tiene autovalores distintos. Entonces para casi toda(en el sentido
probabilístico) función suave h sobre U , el mapa de coordenadas de retraso F(Φ,T,h) : U →Rn es inyectiva sobre
A
Cabe mencionar que el Teorema (3) no dá una estimativa sobre la menor dimensión para la cual casi todo mapa
de coordenadas de retraso(delay) es inyectiva. Sin embargo existen algoritmos numéricos que permiten estimar la
dimensión de inmersión y el tiempo de retraso en las reconstrucciones. En la siguiente sección mostramos la
reconstrucción de la dinámica generada por el sistema de Lorenz usando solamente la coordenada x del sistema.
2. Ejemplos de Reconstrucción del atrator usando coordenadas de retraso. Usaremos el atractor de Lo-
renz para ilustrar la técnica de las coordenadas de retraso. La función de observación h, fue la proyección en el eje
x. Así:
h : R3 → R
(x, y, z) → h(x, y, z) = x
Así, la série temporal será formada por las coordenadas x de las trayectórias que son soluciones numéricas de la
ecuación. Fijada la dimensión, n = 3, vamos a variar el valor de T . En el caso del atractor de Lorenz usamos
tiempos de retraso, T = 1, T = 10, T = 17, T = 90. En el caso de T = 1 los puntos en el espacio están
muy correlacionados y el gráfico es casi una linea recta. En el otro extremo, T = 90, los puntos están muy
descorrelacionados y el gráfico obtenido no representa la reconstrucción del atractor. El tiempo de retraso óptimo
fue T = 17.
Para determinar el tiempo de retraso podemos usar la función de autocorrelación. Dadas dos funciones reales,
f1 y f2, la correlación entre ellas en el tiempo t e t+ T es dada por
corr(f1, f2)(T ) =
∫ ∞
−∞
f1(t+ T )f2(t)dt
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FIGURA 2.1. Reconstrucción del atractor usando proyecciones con delay d=1, 10, 17 y 90
y la correlación de una función con ella misma, llamada de autocorrelación, es dada por
corr(f, f)(T ) =
∫ ∞
−∞
f(t+ T )f(t)dt
La función de autocorrelación define la inter relación de una misma señal en dos instantes de tiempo diferentes, t
y t+ T , y es una función de tiempo de comparación T . Una primera tentativa para el cálculo del tiempo de retraso
es estimar desde la función de autocorrelación, la qual es dada para una serie discreta, x1, . . . , xN , por:
a(T ) =
1
N + 1
N∑
t=0
xtxt+T
El tiempo de retraso óptimo será el primer tiempo donde la función de autocorrelación cae para cero o para 1e [12].
El problema con la aplicación de la función de autocorrelación es que para series de tiempo caóticas podría llevar
a falsos resultados, ya que es basado solamente en estadísticas lineales y no toma en cuenta las correlaciones
no lineales. Otra alternativa fue dada por Fraser y Swinney [1]. Ellos proponen usar el primer mínimo de la
información mutua entre xt e xt+T como el tiempo óptimo de retraso. La idea es que un tiempo de retraso adecuado
tiene que ser lo suficientemente grande para que la información disponible en el tiempo t+T sea significativamente
diferente de la información en el tiempo t, pero, no demasiado para que dicha información no sea perdida. La
información mutua entre xt e xt+T cuantifica la información que se tiene del estado xt+T asumiendo que tenemos
conocimiento del estado xt. Para el cálculo de la información mutua de una serie temporal, {x0, x1, . . . , xN}, el
primer paso es hallar el máximo, xmax = max{x0, x1, . . . , xN} y el mínimo xmin = min{x0, x1, . . . , xN} de los
valores de la serie. Luego el valor |xmax−xmin| es particionado en j intervalos del mismo tamaño. Finalmente es
calculada la expresión
I(T ) =
j∑
h=1
j∑
k=1
Ph,k(T ) lnPh,k(T )− 2
j∑
h=1
Ph lnPh
Donde Ph y Pk denotan las probabilidades de que las variables asuman los valores en el h-ésimo e k-ésimo
intervalo, respectivamente, y Ph,k(T ) es la probabilidad conjunta de que xt se encuentre en el intervalo h y xt+T
se encuentre en el intervalo k. En la Figura (2.2(a)) la función de autocorrelación queda proximo de cero con T
aproximadamente 70. El valor obtenido por la información mutua (2.2(b)) fue 17(el primer mínimo)
En la Figura (2.2 (a)) se muestra el cálculo del tiempo de retraso usando la función de autocorrelación y la
información mutua. El primer mínimo local de I(T ) indica la mayor cantidad de información que podemos tener
del estado xt para poder determinar el estado xt+T .
Para determinar la dimensión donde será realizada la reconstrucción de la dinámica, será usada la técnica
de los falsos vecinos. La técnica de falsos vecinos fue introducido por Kennel et al. [10]. Ella es una herramienta
eficiente para determinar la menor dimensión de inserción requerida. Por el teorema de Whitney y generalizaciones,
sólo tenemos garantizado que, para una dimensión de reconstrucción adecuada, digamos m, se puede obtener
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FIGURA 2.2. Cálculo del tiempo de retraso usando la función de autocorrelación y la información mutua
una copia fiel del atractor en Rm. Sin embargo, en n > m también obtendríamos una copia. En ese sentido el
método de falsos vecinos puede servir como un procedimiento de optimización en la búsqueda de la dimensión,
m, mínimo. La idea de los falsos vecinos es basado en la intuición geométrica siguiente: Observamos que la
dimensión de un atractor expresa los grados de libertad que el necesita para “extenderse”. Así si la dimensión
del espacio de inserción es menor que la dimensión del atractor, el no tendría los grados de libertad necesarios,
quedando encogido. Luego, puntos aparentemente próximos son falsos vecinos. Aumentando la dimensión de
inserción el atractor se desdobla y falsos vecinos dejan de ser vecinos. El algoritmo estima el valor de m donde
la fracción de falsos vecinos es nulo. Para calcular la fracción de falsos vecinos, el siguiente algoritmo es usado:
Dado un punto Xt = (xt, xt+τ , xt+2τ , . . . , xt+(m−1)τ ) en el espacio de reconstrucción m−dimensional, tenemos
que encontrar un vecino Xi, tal que ||Xi − Xp|| < ε, donde ε es una constante pequeña. Entonces calculamos
la distancia normalizada Ri entre las coordenadas, em Rm+1, de los puntos Xi y Xp de acuerdo con la siguiente
ecuación:
(2.1) Ri =
|xi+mτ − xt+mτ |
||Xi −Xt||
Si Ri es mayor que un valor referencial dado, Rtol, entonces p(t) es marcado como un punto que tiene falsos
vecinos. La ecuación (2.1) se tiene que calcular para toda la serie y para varios m = 1, 2, . . . hasta que la fracción
de puntos para los cuales Ri > Rtol sea despreciable. De acuerdo com Kennel et al. [10], Rtol = 10 es una buena
elección para una cantidad considerable de series. Una prueba matemática formal aún es inexistente. Para la serie
formada por las primeras componentes del sistema de Lorenz, obtenemos que el numero de falsos vecinos es casi
cero cuando la dimensión de inserción es 3, Figura(3.1).
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FIGURA 2.3. Dimensión de inserción para el atractor de Lorenz
El ejemplo muestra la eficiencia del algoritmo de los falsos vecinos para detectar la dimensión del espacio de
reconstrucción. En nuestro caso, donde sólo tenemos una serie temporal, lo que se hace es estimar la dimensión
de correlación en el espacio de reconstrucción y sobre el atractor proyectado. Usando las coordenadas de retraso
obtendremos una serie de puntos X1, X2, . . . , XN . Luego C(r) es aproximado por C(N, r), donde
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C(N, r) =< Mx(r) >=
Mx1(r) +Mx2(r) + · · ·+MxN (r)
N
y
Mxj (r) =
{Xi : i 6= j ||Xi −Xj || ≤ r}
N − 1
=
1
N − 1
N∑
i = 1
i 6= j
θ(r − ||Xi −Xj ||)
donde θ es la función de Heaviside:
θ(x) =
{
1 se x ≥ 0,
0 se x < 0.
Reemplazando en la formula (1.3) obtenemos:
C(N, r) =
1
N
N∑
i=1
Mxj (r)
(2.2) C(N, r) =
1
N(N − 1)
N∑
i6=j
θ(r − ||Xi −Xj ||),
Un problema al momento de estimar la dimensión de correlación surge por correlaciones temporales. Por
la continuidad del flujo, si consideramos tiempos próximos, sus respectivas posiciones en el espacio también.
Este hecho no solamente es verdad para sistemas puramente determinístico, también lo es para muchos sistemas
estocásticos. Theiler [18], mostró que aún en sistemas estocásticos de dimensión infinita la correlación temporal
puede llevar para dimensiones de correlación finita.
Provenzale [13] proporcionó una solución al problema excluyendo los puntos que están próximos debido a
correlaciones temporales. La ecuación (2.2) modificada ahora quedaría como:
C(N, r) =
2
(N + 1−W )(N −W )
N−1∑
n=W
N−1−n∑
i=0
θ(r − ||Xi −Xj ||)
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FIGURA 2.4. Sistema de Lorenz
Es interesante notar que las trayectorias recorren una región plana del espacio tridimensional, es decir, mismo
siendo el sistema de Lorenz un sistema tridimensional, el atractor de las trayectorias es una región casi plana. Esto
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es reflejado en el calculo de la dimensión del atractor, ver figura(2.5). En la Figura (2.5)muestra el log(r) versus
log(C(N, r)) en el calculo de la dimensión de correlación del atractor de Lorenz en diferentes dimensiones de
inserción. Se observa que por la cantidad finita de datos la auto-semejanza es destruida en escalas muy pequeñas.
En escalas no muy pequeñas ni muy grandes un verdadero exponente de escala puede ser encontrado y el es mas o
menos el mismo para dimensiones mayores. En el caso del atractor de Lorenz el “planalto” es obtenido en la escala
0,3 < log(r) < 1,0. El valor estimado de la dimensión de correlación es 2,05. La estimación de la dimensión de
FIGURA 2.5. Dimensión de Correlación del atractor de Lorenz
correlación tiene que ser realizada de manera cuidadosa ya que correlaciones temporales pueden llevar a resultados
erróneos [16]. Por otro lado, si la serie temporal estaría formada por números aleatorios(IID) y es proyectada,
usando la técnica de las coordenadas de retraso, en diferentes Rn, los vectores de retraso se van a dispersar de
manera uniforme. Consecuentemente la dimensión de correlación aumenta con n, observe la Figura(2.6).
Autores como Theiler [18] y [19], Osborne y Provenzale [17], mostraron ejemplos de datos obtenidos de
procesos estocásticos tales que sus respectivas sumas de correlación siguen una ley de potencia, llevando a dimen-
siones de correlación finitas e bajas. El problema en todos los casos fue la correlación temporal existente en los
datos, problemas que fueron abordados en Provenzale, (2.3).
FIGURA 2.6. Dimensión de correlación de una serie de números aleatorios
Provenzale [13] propone rechazar aquellos puntos que presentan correlación temporal. Para ello se introduce
los gráficos de separación espacio-temporal. La idea es la siguiente: En presencia de correlaciones temporales,
la probabilidad de que un par de puntos tenga entre si una distancia inferior a r depende tanto del propio r como
también del tiempo pasado entre as dos observaciones. Esa dependencia puede ser detectado generando un gráfico
del número de pares próximos como una función de dos variables, el tiempo pasado δt y la distancia espacial r.
Luego, para cada tiempo de separación se obtiene un histograma de distancias espaciales menores que r.
3. Aplicaciones. La primera série estudiada fue la série de precios de las acciones de la empresa minera
Minsur, contando con los precios desde 13/10/1993 hasta 26/11/2014 siendo un total de 21 años de observaciones
diarias y la segunda serie considerada fueron los precios de las acciones de la empresa TelfBC, desde 02/01/1992
hasta 26/11/2014.
3.1. Reconstrucción del atractor. En esta sección obtendremos los parámetros necesarios en la reconstruc-
ción del atractor. La dimensión de inserción será estimada usando el algoritmo de falsos vecinos y el tiempo de
retraso usando el algoritmo de información mutua. El tiempo de retraso en la reconstrucción de la dinámica de la
serie de precios de MINSUR fue de 5 y de TelfBC de 9. En la Figura (3.1) muestra estos resultados.
La dimensión del espacio de reconstrucción es mostrado en la Figura (3.2). El porcentaje de falsos vecinos es
casi cero, en ambos casos, cuando la dimensión es 12.
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FIGURA 3.1. Información mutua de los precios de las acciones de MINSUR y TelfBC
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FIGURA 3.2. Porcentaje de falsos vecinos en la reconstrucción del espacio de fase para los precios de las acciones de MINSUR y TelfBC
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 11
 12
 13
 14
 15
 16
 17
 18
 19
 20
 0  0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
Dimcorr-Minsur
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 11
 12
 13
 14
 15
 16
 17
 18
 19
 20
 0  0.005  0.01  0.015  0.02  0.025  0.03  0.035  0.04
Dimcorr-TelfBC
FIGURA 3.3. Evidencias de la existencia de un atractor Fractal en ambos casos, en la dinámica de los precios de las acciones de MINSUR
y TelfBC. El valor estimado fue de 2.2
4. Conclusiones. Usando análisis no lineal y la teoría del caos aplicada en las séries de precios de las acciones
de la empresa minera MINSUR y TelfBC obtuvimos los siguientes resultados:
1. Los datos contienen dependencia no lineal.
2. Existe evidencia de la existencia de un atractor fractal.
Un trabajo a seguir, en la búsqueda de indicios de dinámica caótica, es la presencia de orbitas periódicas
inestables, usando para ello, mapas de recurrencia o mapas de Poincaré.
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