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Abstract
The energy flow from the poloidal field coils of a tokamak to the electromagnetic and kinetic stored energy of the plasma are considered in the context of optimizing the operation of ITER. The goal is to optimize the flux usage in order to allow the longest possible burn in ITER at the desired conditions to meet the physics objectives (500 MW fusion power with energy gain of 10). A mathematical formulation of the energy flow is derived and applied to experiments in the DIII-D tokamak that simulate the ITER design shape and relevant normalized current and pressure. The rate of rise of the plasma current was varied, and the fastest stable current rise is found to be the optimum for flux usage in DIII-D. A method to project the results to ITER is formulated. The constraints of the ITER poloidal field coil set yield an optimum at ramp rates slower than the maximum stable rate for plasmas similar to the DIII-D plasmas. Experiments in present-day tokamaks for further optimization of the current rise and validation of the projections are suggested.
Introduction
Inductive initiation and sustainment of plasma in a tokamak implies a transfer of electromagnetic energy from a set of coils acting as the primary of a transformer to the plasma acting as the secondary. The plasma responds by either storing the energy in magnetic fields generated through the induced currents or converting the electromagnetic energy to kinetic energy, some of which is dissipated irreversibly through collisions and losses to the first wall.
A recurring objective of tokamak operation is to maximize the time that a plasma can be sustained given the inherent limitations of the coils that generate the magnetic fields. For example, a tokamak-based power plant in pulsed operation would benefit from maximizing the fusion energy output for each pulse. Of more immediate practical interest, the ITER tokamak has a physics objective to sustain 500 MW of fusion power with an energy gain factor Q=10 for a minimum of 300 s [1] . The poloidal field coils of ITER are designed to accomplish this objective, but it is an open question how to bring the plasma into a burning state (where the self-heating is greater than the external heating) while maximizing the burn duration. Given a specific target operational point, such as the ITER objective, the key variables available to the tokamak operator for maximizing the duration of the stationary phase are the rate at which the plasma current is increased from initiation to the target value and the electron temperature during the current rise. The time history of the plasma current is usually under feedback control and the electron temperature can be varied by control of the plasma density and the addition of auxiliary heating. The time when the target plasma operating conditions are achieved relative to the end of the plasma current rise is also important.
The experiments described here were carried out on the DIII-D tokamak [2] to assess quantitatively by measurement how the plasma uses the electromagnetic energy supplied inductively by the coils. Specifically, the rate at which the plasma current increased under feedback control was varied systematically and the energy transfer was tracked until the plasma current had relaxed resistively to a stationary state. For these experiments, no additional heating was applied beyond the intrinsic ohmic heating of the plasma in order to isolate the effect of the current rise. The plasma shape was maintained as closely as possible to the ITER design shape with the constraint to maintain density control by pumping in the stationary phase. The plasma pressure and current during the stationary phase were feedback controlled to the normalized values specified for the ITER baseline scenario to achieve Q=10.
In the next section, the basic equations and metrics for evaluating the transfer of electromagnetic energy to the plasma will be introduced and discussed. Following this, GENERAL ATOMICS REPORT GA-A27674 the analysis of DIII-D plasmas will be presented, and then a projection of the results to ITER will be given.
Characterization of the Electromagnetic Energy Flow in Tokamak Operation
The accounting for the magnetic energy is typically done using the concept of poloidal flux € ψ:
where the € R, € ϕ, and € z variables refer to a time-independent right-handed cylindrical coordinate system with € z along the axis of symmetry of the tokamak. It is important to remember that € ψ is related to the toroidal component of the magnetic vector potential ( € A ϕ = ψ 2πR ) and as such it has physical meaning only through differences in space (implying a magnetic field) or time (implying an electric field). As is implicit in the indefinite integral in equation (1), the poloidal flux has an arbitrary constant of integration. Of course, there is a trivial and practical definition for this constant ( The fundamental output of an equilibrium reconstruction code such as the EFIT code [3] is an estimate of € ψ R,z ( ) that best satisfies radial force balance (the Grad-Shafranov equation) with the given experimental constraints. This poloidal flux includes contributions from both the tokamak coils and the plasma. For understanding the flow of magnetic energy, it is convenient to define scalar quantities that characterize the state of the coil set and the conversion between electromagnetic and kinetic energy. A useful measure of the energy that the poloidal field coils couple to the plasma is given by:
where € j c is the current density in the coils, € j ϕ is the toroidal plasma current density, and € r is the distance between the € dV and
The domain of both integrals is infinite (i.e., everywhere in space), but the integrand is only non-zero where € j c and € j ϕ are non-zero. This double integral can be transformed to a more manageable form using the definition of the vector potential [4] :
where € ψ c is the poloidal flux due to the coils in the absence of the plasma. Here the relation € A ϕ,c = ψ c 2πR has been used, where € A ϕ,c is the magnetic vector potential describing the fields from the coils. It is important to note that the domain of integration poloidal field) and an equation for € B ϕ (the toroidal field). There will be an energy conversion between electromagnetic and kinetic energy when changes in the thermal stored energy affect the toroidal magnetic field through the paramagnetic or diamagnetic flux. Time variations in the thermal stored energy induce poloidal electric fields on a flux surface. This effect has been noted, but not quantified previously [6] and is usually neglected without comment [7] . For the discussion here, only the energy flow from the poloidal coil set is of interest and the axisymmetric approximation will be strictly maintained. The energy balance in the toroidal magnetic field does not need to be calculated, since it only affects the poloidal magnetic field energy balance through the mechanical force balance, which is already included in the total poloidal flux from the equilibrium reconstruction.
The key term for tracking the energy is the one on the right side of equation (5), which represents the work done by the electric field within the plasma. Integrating over volume and using
Since an Eulerian approach to evaluating the fields and currents is adopted here, the partial derivative has been replaced with a regular time derivative. In resistive equilibrium, € dj ϕ dt = 0 and, by moving the time derivative outside the volume integral, the right side of equation (6) can be cast in a form analogous to that on the right side of equation (4) . In that limit, the amount of the flux state that is converted to (or from) kinetic energy can be defined as:
where € A ϕ = ψ 2πR was used, and € ψ now is the total poloidal flux, not just the flux from the coils. However, because the current rise phase of the plasma evolution is of interest here, equation (6) can be written using equation (7), but with an additional term containing
This expression derived from € J • E that quantifies the conversion between electromagnetic and kinetic energy is often interpreted as the dissipation or consumption of flux due to the resistivity of the plasma through collisions or particle losses [7] . That interpretation is not strictly correct, although that effect is accounted for by this term. Toroidal plasmas with finite temperature and density gradients have a "bootstrap" current that is generated noninductively [8] . The injection of unidirectional neutral beams in these plasmas also results in a noninductive current in the plasma [9] . The particle motion associated with these current sources does work on the self-consistent electric field, which appears as electromagnetic energy or flux. In the extreme case that the total plasma current is ramped up and sustained by these means, the flux needed to make up the stored electromagnetic energy is accounted for by this term. In the more conventional cases discussed here, these two effects reduce the flux required from the coil set to compensate for the irreversible losses of energy to resistivity. Acknowledgement of this fact will be necessary to correctly interpret the present results and project them to future tokamaks such as ITER.
If
€ Ψ c I p is the energy supplied by the coils and € Ψ kin I p is the net electromagnetic energy converted to kinetic energy in the plasma system, then the energy stored in the system as magnetic field is given by the difference:
The part of the energy or flux state of the coil set that is stored in the magnetic fields is not dissipated, but most of it is found in the external inductance energy of the plasma, which depends on € I p and the physical geometry of the plasma, and therefore cannot be used to sustain the plasma when the plasma current and shape of the plasma are fixed. This self-energy represents an irreducible minimum of stored electromagnetic energy required for the plasma to exist, even if sustained noninductively. There is magnetic field energy that is available for conversion if the current density has not relaxed to its equilibrium profile; namely, a fraction of the energy stored in the internal inductance. A useful dimensionless proxy for the internal inductance is the normalized inductance, which is defined as:
where the numerator is the volume-averaged poloidal magnetic energy density in the plasma and the denominator is the square of the average poloidal field on the last closed flux surface of the plasma. There are a variety of alternative definitions of this quantity, which are simply analytic approximations to the integral of the perimeter in the denominator. These approximations are fairly inaccurate for plasmas with the ITER boundary geometry, so will not be used here, but are defined and discussed in Appendix A. As will be shown with specific experimental examples in the following section, as the current density relaxes at fixed € I p toward its equilibrium, magnetic energy is converted to kinetic energy or returned to the coil set if the €  i is decreasing. The consequence is that the overall flux state of the coils does not advance toward its ultimate limit as rapidly as would be the case if
The framework introduced above allows the question of optimum flux usage, posed in the introduction, to be cast in a very specific and quantitative way. Is the burn duration maximized when the plasma current is ramped quickly to an €  i value at or below the equilibrium value in burn? Or is it maximized when the current is ramped more slowly to a higher €  i and the higher flux stored internally is used when the plasma is at higher temperature and therefore has less dissipation? The next section will address these questions in DIII-D plasmas that closely simulate key aspects of the ITER baseline scenario.
Analysis of Flux Usage in DIII-D Plasmas Under Conditions
Simulating the ITER Baseline Scenario
DIII-D Experimental Design and Parameters
In order to reach the ITER physics objective of fusion power € P fus ≥ 500 MW at Q=10 for ≥300 s, a baseline scenario was defined that specifies both physics and engineering parameters that the tokamak is designed to achieve [1] . The physics parameters are of most interest here, because they provide the means for defining what corresponds to "ITER-like" in a DIII-D plasma. Details of the similarities of the DIII-D plasmas to the ITER baseline scenario relevant to the projection of the results on flux usage to ITER will be given in section 4. Here only a few basic parameters to indicate similarity will be introduced. The approach taken in these experiments is to adopt a plasma poloidal cross-section or shape that is close to that of the ITER baseline scenario but still consistent with the use of the DIII-D divertor cryopump. The plasma current € I p and the vacuum magnetic toroidal field at the plasma center [10] , the confinement quality ( € H 98y 2 ), which is the ratio of the actual energy confinement time to the scaling relation value, must be 1.0 in ITER. Although not important for the discussion of the flux usage, it is noted that the DIII-D plasmas have € H 98y 2 ≥1 for these studies, which indicates that the level of auxiliary heating power required to reach the ITER-like conditions is in accord with the standard confinement scalings. The electron density in the ITER baseline scenario is assumed to be 85% of the empirical density limit. For DIII-D, it is not possible to run that close to the empirical density limit and keep the edge of the plasma in the relevant regime for the normalized collision frequency (the "banana" regime), so the operating density was chosen to be well below the empirical limit to emphasize better fidelity to the expected physics regime for ITER over proximity to the operational limit. These plasmas have repetitive edge localized mode (ELM) activity at the edge of the plasma, which is typical GENERAL ATOMICS REPORT GA-A27674 of H-mode plasmas. Figure 1 shows the time histories of several key parameters for a typical plasma.
Nomenclature used in the ITER baseline scenario is also illustrated in figure 1 . At the initiation of the plasma, its boundary is determined by contact with a material limiter. But shortly after initiation, an x-point configuration is formed using the poloidal field coils, and the boundary of the plasma is then defined by the magnetic geometry (the separatrix). The time at which the plasma transits from a limited to an x-point configuration is denoted by the vertical line in figure 1 labeled XPF (x-point formation). The start of flattop (SOF) and start of burn (SOB) are the times when the current and stored energy reach their equilibrium values, respectively. Finally, the end of flattop (EOF) is defined as the time at which the plasma current begins to decrease from its equilibrium value. For the analysis here, the values of these transition times are chosen to be when the feedback target makes the transition, as shown in figure 1(e), because it is difficult to accurately determine these points from the experimental data. Table I gives the times of each of these points for the plasmas of interest here. No attempt is made to simulate the ITER startup here other than initiating XPF early in the current rise and the absence of auxiliary heating in the current rise (except for short pulses of the neutral beams for diagnostic purposes).
A comparison of the DIII-D plasma shape and the ITER baseline scenario design shape is given in figure 2. The ITER shape has been scaled so that the maximum major radius of the separatrix matches the R,z position of the same point in the reconstruction of the DIII-D plasma. The scale factor in this case is 3.56, i.e., the ITER plasma is larger than the DIII-D plasma by this factor. The lower triangularity in the DIII-D plasma is increased in order to put the outer divertor strike point at the aperture of the lower cryopump for control of the density. In other respects, the DIII-D plasma closely matches the ITER shape, but not perfectly.
As discussed earlier, the key question addressed here is the effect of variation of the rate of rise of the plasma current on the potential burn duration. Figure 3 shows the range of the average current ramp rate explored in this series of plasmas is 0.75-1.7 MA/s. For all cases in this range, stable operation at the ITER € I N value and € β N = 2.0 was obtained until EOF, which in all cases was sufficient for the current density profile to relax to a stationary condition, other than effects of sawteeth and ELMs. At the slowest rate, plasmas were obtained with two different values of SOB relative to SOF, to simulate a delayed entry to burning conditions, but with higher €  i . For the longest delay time applied, the value of €  i stopped increasing, so there would be no beneficial effect Fig. 2 . The outer solid line shows the material boundary of the inside of the DIII-D vacuum vessel. The inner solid line is the boundary of the DIII-D plasma as reconstructed by the EFIT code for a specified plasma and time, but it is typical of the shape maintained by feedback control from XPF to EOF for all plasmas studied here. The dotted line is the target separatrix shape of the ITER plasma, scaled to have the same value of max(R) as the DIII-D boundary. 
Analysis of Flux Usage in DIII-D
All of the tools are now in place to assess the flux usage in these plasmas. The time evolution of € Ψ c and € Ψ kin are given in figure 4 for the plasma with the slowest ramp rate and prompt SOB (148773 in Table I ). Here (and in all subsequent evaluations) the flux state is shown relative to the value at 0.05 s, which is the earliest time an equilibrium reconstruction was attempted. Since only differences in flux are meaningful, this adjustment of the reference flux value does not change any physical interpretation and is useful in order to remove any variations due to changes in the pre-charge of the solenoid or flux usage in the plasma initiation. As expected, the majority of the evolution of the flux state of the coils (60%-70%) occurs during the current rise despite this period only being 12%-26% figure 4 only for reference. The evolution of the flux state and internal inductance is shown in figure 5 for plasmas at the extremes of the stable current rate of rise explored in these experiments. The mapping of flux state versus internal inductance is very useful for evaluating the capabilities of a poloidal field coil set and will be used in the discussion in section 4 on the projection to ITER. In figure 5 , it is clear that the flux usage is different in the two DIII-D cases even prior to € t XPF , because the change in the rate of rise of the plasma current was applied from the plasma initiation, rather than only after Only 0.58 Wb (55%) of this change can be attributed to conversion to kinetic energy. Since the current rise is dominantly inductive and the bootstrap current contribution is small due to the low pressure, it is expected that most of this energy conversion is dissipated by the plasma resistivity. The rest of the extra energy in the cases with the slower current rise is evidently stored in the higher internal inductance and additional field needed for force balance. It will be shown later whether this additional electromagnetic stored energy can be efficiently released in the flattop phase when the plasma resistivity is much lower and offset the higher dissipation in the slower current rise.
DIII-D Plasma
The time between SOF and SOB is a critical phase for minimizing flux usage as can be seen in figure 7 . Again, the change in Table I . The substantial increase in flux usage results from the delay in SOB (up to 25% increase over the flux used to arrive at SOF) is due to increased dissipation. This illustrates clearly the perhaps obvious point that optimization of flux usage requires prompt entry to burn. (The possibility of entering burn prior to SOF may be beneficial but introduces other operational issues and is not considered here.) However, figure 7 does show that there is a slight advantage in flux usage for prompt entry to burn from the higher €  i , despite a larger energy conversion to kinetic energy. But the advantage is so slight (<0.1 Wb), that it does not compensate for the larger flux usage up to SOF.
Up to SOB, a faster current rise requires a relatively smaller advance of the flux state, even with a prompt transition to SOB. Figure 8 shows that some, but not all of the advantage of the faster current rise is offset during the relaxation of the current profile to its stationary value. As shown in figure 3 , the faster ramp rates lead to lower €  i , and for the fastest current rise €  i approaches from below the common stationary value reached in all cases. When the plasma with the slower current rise relaxes to the stationary value, the flux state of the coils (diamonds in figure 8 ) advances less than it does in the plasmas with faster current ramps, despite a larger value for the conversion of the electromagnetic stored energy to kinetic energy. This difference in the advance of the flux state is due to the release of energy stored in the internal inductance. However, the absolute numbers for DIII-D show that this use of the energy (or flux) stored in the internal inductance to drive current when entering burn conditions at high €  i is not large enough to compensate for the larger flux usage up to SOF with the corresponding slower current ramp.
Finally, the similarity of the stationary state reached from the various initial conditions can be illustrated by comparing the flux usage and conversion to kinetic energy in the final 1 s before EOF ( figure 9 ). Both the advance of the flux state of the coils and the magnitude of the energy conversion to kinetic energy are similar for all cases shown. The variation in the data is an indication of the reproducibility of the plasmas and the uncertainties introduced in the analysis technique. It may be surprising that the flux equivalent of the kinetic energy conversion is larger than the advance of the flux state of the coils. Three possible explanations have been explored. First, a close examination of the measured plasma current time history indicates the feedback control does not maintain a perfectly constant value. However, the measured € dI p dt (-3.3 kA/s) and an estimate for the total self-inductance of the DIII-D plasma (1.8 € µH) yield an estimate of only ~6 mWb of flux over the 1 s interval shown in figure 9 . This is too small to explain the 20-40 mWb discrepancy observed between the advance of the flux state of the coils and the conversion to kinetic energy. The second explanation attributes the difference to the neglect of the current induced in the vacuum vessel in the magnetic reconstructions. The ratio of the vacuum vessel resistance to the plasma resistance is estimated to be 430 between SOB and EOF in these plasmas. This ratio would imply ~3 kA of current in the vacuum vessel, which is the right magnitude to explain the difference, but it is hard to understand why this would make the conversion energy larger than the energy from the coils. Finally, since there are several types of MHD instabilities present (sawteeth, € n = 2 tearing mode, ELMs), there could be conversion between toroidal and poloidal flux in the cyclic behavior of these instabilities. It is not clear how to estimate the magnitude of this effect.
Interpretation of the DIII-D Flux Analysis
Combining the information on the advance of the flux state of the DIII-D coils contained in figures 6 through 8, it is clear that the fastest current rise results in the minimum flux requirement from the coils up to 1 s after SOB. While the use of the magnetic stored energy as €  i drops is efficient (figure 8), it is not efficient enough to offset the larger amount of flux conversion to kinetic energy during the slower current rise (figure 6).
Since a faster rate of rise minimizes the flux usage up to SOB, it is important to understand what sets the upper limit on € dI p dt . In these DIII-D experiments, MHD instabilities in the current rise phase occurred when the current rise was faster than those listed in Table I . Plasmas with SOF at 0.5 s and 0.6 s were unstable near the end of the current rise at nearly the same value of plasma current (1.13-1.18 MA or just above 90% of the intended flattop value), corresponding to € q 95 just below 4. The instability grows on the ideal time scale (~0.1 ms) and is dominantly € n = 1, consistent with the classic picture of the current ramp destabilizing an external kink mode [11] . However, the interpretation is complicated by the fact that the DIII-D coil and power supply configuration used for this experiment was not able to control the location of the x point accurately at this high ramp rate, and the plasma touched the lower divertor shelf (Fig. 2) shortly before the time of the instability. The loss of shape control seen at high ramp rate is related to the switching transient due to commutation of the ohmic circuit to increase the available current range, which is specific to DIII-D. The shape control was not affected for the slower current ramp rates of the plasmas listed in Table I . Based on existing data, the limit to minimization of the flux usage in the current rise by faster ramps has not been determined; additional experiments with a configuration that allows better shape control will be carried out. The consequence of this instability on the advance of the flux state of the coils is not severe, but does lead to higher flux usage. The change in the flux state up to the actual SOF in each of the cases with intended SOF at 0.5 s or 0.6 s is slightly more than that measured for a stable current rise with SOF at 0.8 s. It is expected that the maximum rate of rise without instability will depend on the plasma resistivity, which will be affected by auxiliary power input, operating density, and impurity content. There was no attempt in these experiments to maximize the current ramp rate without instability by varying these parameters.
Translating the DIII-D Results into Implications for ITER
Method of Projection to ITER
The results for DIII-D reported in the previous section were quite clear with respect to how to optimize the current rise to maximize the "burn" duration. The optimum flux usage in the current rise is given by the fastest rate of rise without generating MHD instabilities, which reserves a larger amount of flux for sustaining the "burn" during the current flattop phase. The purpose of this section is to examine how the various aspects of the flux usage scale from DIII-D to ITER, in order to see whether this same conclusion holds for the ITER baseline scenario. The scalings will be estimated using dimensional arguments to provide the O(1) effects. This should provide guidance to, but not replace, a complete simulation study comparing DIII-D and ITER, which is beyond the scope of this work.
The DIII-D plasmas were intentionally made to have a physical similarity to the ITER design plasma, as described above. In the following scalings, it will be assumed that any physical dimension can be replaced by a single scale factor (3.56), based on the ratio of the dimensions of the plasmas, as shown in figure 2 . The value of € B T is 1.55 T in these DIII-D plasmas and the design value for ITER is 5.3 T. For the plasma parameters, it is assumed that the normalized pressure ( . It is assumed that the average temperature can be estimated from the ratio of the pressures and densities rather than estimates of the loss power or confinement time. Implicitly, this means that the projection pertains to a given temperature (but also therefore fusion power), but not to a specific value of fusion gain. This point will be discussed further later in this section.
With these assumptions, the relevant parameters to estimate the flux usage in ITER can now be calculated. Table II lists the relevant parameters, the scaling method, and the ratio between the ITER baseline design scenario and these DIII-D plasmas. The most important scaling is that of the timebase. Here it is assumed that, for projecting flux usage, the relevant scaling parameter for time is the ratio of the current profile relaxation times [12] , which is given by the ratio of the inductance to the resistance ( € L R ). The analysis of [12] yields this characteristic time scaling directly from the physical equations governing the poloidal flux evolution in the plasma, independent of constraints and conditions. This is not to say that these constraints and conditions do not affect the absolute relaxation time, but that for two different plasmas with the same physical geometry and constraints, the ratio of the timescales in the two plasmas is determined by the ratio of € L R . Therefore, this scaling should provide a self-similar evolution of the current profile (including the evolution of €  i ) when the time histories are the same in the normalized timebase. Using the values given in Table II for the ratios of inductance and resistance, the ratio of € L R between ITER and DIII-D is 349. 
Projection of Flux Usage in Current Flattop
Projection to the flux usage in the current flattop is now possible. Fitting a single exponential dependence to the relaxation of €  i to its stationary value for the cases shown in figure 3 gives an estimate of 0.5 s for the relaxation time at constant current. Using the ratio of € L R found above, this would imply a relaxation time ~170 s for the ITER baseline scenario conditions. Therefore, ITER would approach resistive equilibrium if the pulse length is limited to that specified to meet the primary physics objective of generating 500 MW of fusion power at an energy gain of 10 for 300-500 s. Scaled versions of the DIII-D plasmas with the slowest ramp rate and with the fastest stable current rise are shown in figure 10 . As a check on the temperature used in the scaling, figure 10(c) shows the scaled electron temperature near the half radius is ~9 keV during the burn phase, which is lower than found in ITER simulations [15] . It is clear from the figure that neither plasma reaches resistive equilibrium (as indicated by the evolution of €  i ) before 1000 s using this method of projection. This long relaxation timescale is somewhat surprising, but is consistent with recent simulations of other ITER operational scenarios where the current does not penetrate to give a € q = 1 surface in the plasma until after 1000 s [13, 14] . If the current does indeed relax on this long timescale, it would have significant implications for the application of results for confinement and stability (especially tearing stability) from presentday machines to ITER, given the sensitivity of both to the details of the current profile. Assuming that the flux usage in equilibrium in DIII-D represents the minimum flux that must be supplied for burn, the DIII-D value of 0.25 Wb/s scales to 0.031 Wb/s in ITER. The scaling can be derived from scaling
2 τ R ) and assumes that the ratio of the noninductive to inductive currents in DIII-D and ITER are the same. This will not be the case, but since the current in both cases is expected to be dominated by the inductive current, even a significant variation in the noninductive fraction between DIII-D and ITER should not make a large variation in the estimate of the flux usage. This estimated value for the flux needed to sustain the burn is somewhat lower than some estimates for ITER (0.06-0.075 Wb/s) [16] , but seems consistent with the published simulations when the pedestal temperature is about 4.5 keV [15] . If correct, these lower estimates would reduce the concerns about the ability of the ITER poloidal field coil set to supply the flux needed to meet the duration specified in the physics objective.
Projection of Flux Usage in the Current Rise
Projections regarding the current rise phase are less certain than those for the current flattop because the temperature attained in an inductive current rise depends on a selfconsistent balance of the ohmic heating and energy transport. Here the approach taken is that the € L R is still the appropriate scale factor for time. Since this timescale follows from the evolution equations for the poloidal flux, the ITER current density profile should evolve in a self-similar manner to the DIII-D plasma if the scaled time histories Table II superconducting coils in the central solenoid [15] . Clearly, this is a significant difference.
Comparing the present projection and the ITER simulations reveals a very significant difference -the volume-average electron temperature in the ITER simulations is ~1 keV [16] , while the scaled electron temperature at the half radius from figure 10 is ~4 keV. Since € R scales as € T e −3 2 , this difference leads to a factor of 8 reduction in the time scaling at the lower temperature. A reduction of this magnitude would reduce the estimate of the fastest possible SOF to ~25 s, which would be consistent with the ITER simulations. However, it should be cautioned that while the electron temperature can be raised with auxiliary heating, it is not possible to lower the temperature arbitrarily in an inductive current rise. Raising the density may lower the temperature, but that would also increase the ohmic heating in an inductive current rise, leading to a weak variation of the temperature with density, especially if the energy confinement has a favorable dependence on density. A self-consistent scaling along these lines is beyond the scope of this study.
Integration of ITER Hardware Constraints into Projections
The conclusion from the scaling arguments above is that the physical processes that lead to more flux available for "burn" in DIII-D with a faster current rise should apply also to the ITER case. However, the ITER poloidal field coil set may not permit the realization of the benefits of the faster ramp. The maximum usable flux from the ITER coil set is about 270 Wb, compared to 7.5 Wb from the DIII-D solenoid. However, this direct comparison is somewhat misleading, due to the significant difference in the coil sets of the two tokamaks. DIII-D has a separate solenoid coil to allow separation of the shape control and current control functions of the poloidal coil set. The flux quoted for DIII-D above is only that from the current control coil, and flux can be supplied by the shape control coils. The ITER design uses an integrated central solenoid that must perform both current and shape control functions. This leads to additional limitations on the flux usage in ITER. From figure 10 , it is clear that the faster current rise has a correlated reduction in €  i at SOF. It has been shown that the usable flux in the ITER poloidal coil set at SOF has a significant dependence on €  i [15, 17] . The minimum flux state of the ITER poloidal field coil set for 15 MA operation with the design boundary geometry is higher at low €  i , due to the larger coil currents needed at low €  i to place the divertor x-point in the correct location relative to the surfaces for handling the high fluxes in the divertor. This implies that there is more flux available in the ITER coils to sustain the burn at 15 MA when SOF is reached at high €  i . The limitations on the 15 MA operational space have been recalculated here, taking into account revisions in the specifications of the ITER poloidal field coils. The lower boundary of the accessible flux space with these new specifications is shown in figure 11 . Compared to the previous results [17] , the allowed operational space has been enlarged in the direction of lower flux state, primarily due to an increase in the allowed net force on the central solenoid from 40 to 60 MNt. The results obtained here lie within the range of results shown in Ref. [15] . As shown in figure 11 , there is more accessible flux (30 Wb) when starting from high
This difference is equivalent to ~100 s of burn time, using the estimate of flux consumption in stationary conditions made above.
The analysis of the ITER poloidal field coil operational space would favor SOF at high €  i . However, this dependence is only relevant if the minimum flux required to supply the stored magnetic energy of a 15 MA plasma can be supplied by the flux between the pre-pulse coil state and the limit discussed above. The minimum flux will increase with €  i , due to the higher stored magnetic energy. This physical limit is also shown in figure 11 , with the pre-pulse coil flux state taken to be -110 Wb. Even at the highest €  i , the coil set has adequate flux to make the SOF constraints the effective limit on the operational space. This reinforces the conclusion that high €  i is advantageous.
To further illustrate the point, the DIII-D flux state as a function of €  i (figure 5) has been scaled to ITER and is shown in figure 11 . The DIII-D flux state was projected to ITER using the scaling € Ψ ∝ BL 2 . In contrast to figure 5 , where the reference flux was taken to be the starting value, here the flux reference is adjusted to be the minimum value for which the flux trajectory fits into the allowed region of the ITER poloidal field coil operational diagram for 15 MA. This analysis indicates that the shape of the operational diagram for ITER drives the optimization strategy, rather than the physics of the flux usage. Constraining the trajectory in the space shown in figure 11 to the allowable regions implies 22 Wb more flux is available for burn if the SOF is attained with the high €  i approach compared with the low €  i approach. This conclusion differs from analysis of the ITER flux usage starting from a transport simulation to predict the electron temperature [16] , which indicates that burn duration is maximized with a fast current rise. It should be recalled that the scaled temperature in the DIII-D case is significantly higher than those used in ITER simulations, as discussed above.
Discussion and Conclusions
An extension of basic electromagnetics to tokamak conditions was formulated in order to understand how to optimize tokamak operation for the longest possible inductive operation. This method was applied to a set of systematic experiments in the DIII-D tokamak carried out with plasma conditions at normalized parameters relevant to future plasma conditions in ITER. The rate of rise of the plasma current was systematically varied to understand how energy flows from the poloidal field coils to the plasma. Tracking the energy flow allows clear conclusions to be drawn about the behavior of DIII-D plasmas. A method was formulated to project those conclusions specifically to ITER. In this section, the main results and conclusions will be summarized and future work to validate open issues will be suggested.
The DIII-D plasmas studied here reach a quasi-stationary state (stationary except for the limit cycles of sawteeth and ELMs) that is independent of the initial conditions. This observation is for plasma evolution under the constraints of feedback control of the plasma shape, toroidal current, and total stored energy. Given the known nonlinearity of the plasma electrical and thermal conductivities, e.g., with temperature, this result was neither € a priori obvious nor demonstrable by mathematical proof. However, it is perhaps not completely surprising since plasma dynamics within a fluid variable treatment are usually described well by dissipative, diffusive equations. This observation supports the use of mathematical schemes that find stationary solutions of the coupled equations without explicit time evolution in order to define and optimize constrained operational scenarios [18] .
The main experimental observation of this study is that the DIII-D data clearly show the faster current ramps stable to MHD modes result in more flux available for plasma operation in the current flattop. Slower current ramps require more flux during the current rise due both to higher €  i from the greater peaking of the current and to additional flux dissipated during the longer current rise at lower temperature. The flux difference due to €  i at SOB higher than the equilibrium value is available for use in the flattop; however, the cost in flux during the slower current ramp more than outweighs the savings of flux obtained by releasing the stored magnetic energy as €  i drops during the high temperature flattop. There is likely a limit to the optimization of the flux usage by increasing the rate of rise of the current, set by the onset of MHD instabilities. Due to issues with the shape control, this limit was not found empirically in the present set of experiments.
Some care should be taken in generalizing these results. Only inductive startup was tested, i.e., the only plasma heating was ohmic. No variation of € B T or density relative to GENERAL ATOMICS REPORT GA-A27674 € I p was attempted. It seems clear that these results depend on the relative size of the inductive and resistive components of the flux usage. As the plasma becomes hotter, the resistive losses should be reduced both by increased conductivity and increased noninductive current, whereas the inductive component only depends on size and total current. However, noninductive current is expected to play a small role in the current rise [17] .
Projection of the DIII-D results to ITER was attempted by means of simple scalings. The projected flux consumption during the current flattop in ITER is ~0.031 Wb/s. This estimate is significantly lower than previous estimates in simulations, which is favorable for meeting the duration component of the Q=10 physics objective. The lower flux usage may be due to the fact that the density profiles in the DIII-D experiment are more peaked than in the ITER simulations, leading to higher edge pedestal temperature for the specified line-averaged density and β N , density scaling factor, and shape are held constant. With this assumption, the ratio of the time scale between ITER and DIII-D is a factor of 349. The fastest stable current rise observed in DIII-D was 0.7 s or the equivalent of ~240 s in ITER. This is significantly longer than the 50-100 s to SOF that is modeled in ITER simulations. The difference seems to be that the electron temperature given by the transport models in the simulations compared with the scaling of the DIII-D results. It should be noted that recent work by the ITPA Transport and Confinement topical group [19] found that none of the models tested against existing current rise data could reproduce the temperature evolution in the outer half of the plasma well enough to predict the flux evolution. This is a significant gap in the physics basis for projecting the flux usage in ITER. Experiments to vary density, magnetic field, and auxiliary heating within a single tokamak and to vary size between tokamaks where density, magnetic field, and shape can be held fixed would be very useful to validate the projections presented here. Finding the fastest stable current rise in each of these conditions would also provide guidance for the limit to optimizing flux usage by this means. A significant conclusion is that the ITER poloidal field coil set does not appear to allow realization of the advantages of a faster current ramp because of the strong €  i dependence of the flux states accessible to the ITER poloidal field coil set. Because ITER does not have separate coils for supplying the main component of the flux and maintaining the shape on the inboard side of the tokamak as does DIII-D, the distribution of currents in the ITER central solenoid to maintain the design shape at 15 MA operation result in excessive forces on the coils when the flux state is below a minimum value. For projections of the DIII-D plasmas to similar ones made using the ITER coil set, there is a greater advantage to accessing burn at the highest €  i , i.e., a slower current ramp, despite the reduced flux requirements of a faster current ramp. Systematic differences in the inductive to resistive flux usage between DIII-D and ITER not included in the analysis go in the direction of strengthening this conclusion.
Despite the differences noted between existing ITER simulations and the projections of the DIII-D results reported here, all of these projections indicate sufficient flux is available in the ITER poloidal field coil set to meet the physics objective of ITER to sustain burning plasma conditions for >300 s. This assumes that suitable plasma conditions for the fusion power target are met. The work reported here illustrates a framework for understanding the energy flows from the poloidal field coils of a tokamak to the tokamak plasma. Analysis of equilibrium data in this framework should allow optimization of the flux usage of any existing tokamak.
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