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Abstract:
The analysis of web queries is an important task in the enhance-
ment of the identification of users’ search intent. This task has
been addressed by various studies; many of these studies auto-
matically classified queries based on query characteristics, users’
behaviour and words. In this paper, we present an analysis of web
queries based on their syntactical structure. We identify different
patterns and use machine learning algorithms to classify them ac-
cording to Broder’s categories of user intent, i.e. informational,
navigational and transactional. Experimental results show that
our approach has a good classification performance, especially for
informational and navigational queries.
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1 Introduction
Search engines are the most popular Information Retrieval
applications. Despite that search engines try to improve the
user experience and the technology used in finding relevant re-
sults, many difficulties are still faced because of the continuous
increase in the amount of web content.
One major task in identifying the intent of a user’s query
is the classification of the query type. There are several tax-
onomies of web queries [1, 2, 3, 4, 5, 6, 7], of which Broders
taxonomy [2] is one of the most commonly used. It includes
three main types: informational, navigational and transactional
queries. The analysis of web queries has been addressed in
many studies, many of which classified queries by using: (a)
the characteristics of each query type [2, 8, 9, 10], (b) users’
behaviour by analyzing the query logs [11, 4, 7, 12, 13] and (c)
click through data [14, 6, 15, 16]. Furthermore, research such
as [17] and [18] analyzed the linguistic structure of web queries
by applying techniques from natural language processing, such
as part of speech tagging. Web query could be structurally com-
plex [17], leading to the fact that two queries with overlapping
sets of terms may reflect two totally different intents. To dis-
tinguish between these, users’ behaviour or user clicks were
used; however, these alone could be misleading in identifying
the intent of a query [13].
In this paper we present a syntax-based approach for
analysing the structure of web queries. Several patterns of dif-
ferent syntactic structures are identified and machine learning is
used for the automatic classification of these patterns according
to Broder’s taxonomy of user intent (i.e. informational, naviga-
tional and transactional).
The rest of the paper is organized as follows: Section 2 pro-
vides an overview of related work, including user intent tax-
onomies and approaches for query analysis and classification.
Section 3 presents our proposed approach for query analysis
and automatic classification. The evaluation experiments and
results are described and discussed in Section 4, and Section 5
concludes the paper and outlines directions for future work.
2 Related Work
In this section we review related work on: (a) query tax-
onomies for user intent; (b) methods for web queries’ analysis
and classification.
2.1 Web Queries Taxonomies for User Intent
There are many different proposed taxonomies of web
queries. In our research, the web queries taxonomy pro-
posed by [2] is used due to its popularity in previous research.
Broder’s categorized the queries according to users intent into
three categories: informational, navigational and transactional.
Topics related to informational queries are broad and gen-
eral, or quite specific and there are no particular web pages
containing all the information needed; users have to acquire
this information from multiple web pages. The objective of this
type of search is to answer a question or to find information in
order to learn how to do something. On the other hand, the
purpose of transactional queries may be to acquire information
about something or to find a site and further interaction may be
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required, such as downloading software, buying a certain prod-
uct online. Finally, the objective of navigational queries is to
reach a particular site and usually this type of queries have just
one right result.
2.2 Methods for Web Queries Analysis and Classifica-
tion
Different analysis methods have been used to classify queries
and to identify users’ search intent by using. [7] analysed
the logs of a commercial web search engine and studied the
web search queries for their diversification requirements. Sim-
ilarly, [12] used query logs to identify a list of categories which
can describe a given query. [13] used search logs for the pur-
pose of enriching a query by mining the previous documents
clicked by users and the relevant follow up queries in a session;
a text classifier was used to map the documents and the queries
into predefined categories.
The query analysis by [19] was done by using two types of
features: past user click behavior and Anchor-link distribution,
while, [20], [10] and [21] used a variety of query features to
automatically classify the user intent behind web queries. Fur-
thermore, [8] also classified user intent based of the character-
istics of the queries. [22] research involved the analysis of the
semantic structure of noun phrase queries. Furthermore, [17]
examined the structure of web queries by applying techniques
from natural language understanding. Finally, [18] analysis of
queries was based on the syntax of part of speech tag sequences.
Their results showed that query part-of-speech tagging can be
used to create significant features for improving the relevance
of web search results and may assist with query reformulation.
3 Proposed Approach
In this section, we start by describing the data used in our
analysis, as well as the syntactic categories used in the analysis
of the queries. We also describe how the syntactic categories
were used to create syntactic patterns for each query type (i.e.
informational, navigational and transactional).
3.1 Queries Syntactical Structure
Most of the queries submitted to search engines might have
more than one meaning, therefore using only the terms to iden-
tify search intents is not enough. To address this problem, we
explore the syntactic structure of queries.
Two different queries may have similar terms but with differ-
ent structures, each having a different meaning, which may lead
to different intents. For example, both queries George Orwell
books order and order George Orwell books have similar terms
and by just looking at them, one might assume that for both the
intent is to buy books, i.e. transactional intent. According to
the characteristics of the informational, navigational and trans-
actional intents from [2], the first query is informational (i.e.
find information on George Orwell books), while the second
query is transactional (i.e. buy George Orwell books). We il-
lustrate below how the syntactical structure of the queries can
reflect these different intents.
A phrase, defined as a group of words that function as a sin-
gle part of speech, can be a Verb phrase, Noun phrase, De-
terminer phrase, Adjective phrase, Adverb phrase or Prepo-
sitional phrase. Different classes of phrases contain different
word classes. A word class or part of speech is a collection of
words that can have subclasses; the seven major word classes
are Verb, Noun, Determiner, Adjective, Adverb, Preposition
and Conjunction. Word order inside a phrase is one of the ma-
jor structural ways in which the queries can differ from each
other. The position of a word depends on its word class, which
means that each query could formulate a unique pattern.
At word level, ”George Orwell books order” consists of
Nouns, while ”order George Orwell books” consists of a Verb
and Nouns. At phrase level, ”George Orwell books order” con-
sists of Noun Phrases, while ”order George Orwell books”
consists of a Verb Phrase and a Noun Phrase. This different
syntactical structure of the two queries leads to different syn-
tactical patterns, which result in different meaning, intent and
search results.
The following categories/word classes have been used, Verb
(V), Noun (N), Determiner (D), Adjective (Adj), Adverb
(Adv), Preposition (P) and Conjunction (Conj). In addition,
question words (QW): how, who, when, where, what and
which, were also used. Furthermore, we also added two other
classes: Domain Suffixes (DS) and Prefixes (DP). Also, some
word classes can have subclasses. For example, Nouns consists
of subclasses, such as Common Nouns (CN), Proper Nouns
(PN), Pronouns (Pron) and Numeral Nouns (N); Verbs can be
of several types, such as Action Verbs (AV), linking Verbs (LV)
and Auxiliary Verbs (AuxV).
4 Analysis of Query Types
We have looked at the characteristics of the three different
types of queries, i.e. informational, navigational and transac-
tional, from the point of view of the different word classes and
types of phrases reflected in these queries. The analysis of web
search queries syntactical structure were done through exam-
ining 50,000 randomly selected queries from the AOL 2006
data-set1 [23] and the TREC 2009 Million Query Track data-
set2 [24]. Details for each query type are given below.
4.1 Informational Query
One of the main feature that identifies the structure of in-
formational queries is Phrases such as Noun phrase (NP), Verb
phrase (VP), and Prepositional phrase (PP). For example ”lo-
cation of apple stores in London”. The most used word class
in this query type is Nouns, such as Common Nouns, e.g.
”county”, ”company” and ”place”, and Proper Nouns, such as
”Spain”, ”Eiffel Tower” and ”The Beatles”. Question words
are also used; for example ”Why recycling is important?; in-
formational query is the only type of queries that contain Ques-
tion words. Moreover, queries in such search type could be
short, medium or long in length, and they could contain one
word or more than five words [8]. Furthermore, informational
queries mostly formulate a complete sentence such as ”where
can i buy vegan products in the UK?”. However, in many cases
informational queries could be short in length [8], such as Din-
ner ideas”. Two examples of informational search syntactical
structures are shown in Figure 1.
4.2 Navigational Query
The structure of the query is the main feature that distin-
guishes navigational queries. This type of queries normally
have a fixed syntactical structure which is the Noun Phrase
(NP). Also, in some cases the query contains a web-link or
part of a web-link. Furthermore, queries in this search type are
mainly short, consisting of one or two words only [8]. More-
over, the only sub-class that could be found in this type of
query is Proper Nouns since the query could contain just one
word typically containing an organization, business, company
or university name, such as ”Microsoft”. In addition, the struc-
ture of the query consist of domain suffixes and prefixes such
as ”https://www.google.co.uk” or ”amazon.com”, as shown in
Figure 2.
4.3 Transactional Query
The syntactic structure of transactional queries consists
mostly of Verb Phrases (VP) and Adjective Phrases (AP) for




be in the structure of some queries – for example ”Phil Collins
lyrics”; however, some word classes are not used such as Ques-
tion words, Pronouns, and Auxiliary verbs. Moreover, most
queries in transactional searching consist of Action Verbs (AV)
such as ”order”, ”buy”, ”purchase”, and download”. Fur-
thermore, Adjectives are one of the word classes being used
frequently in transactional queries, such as ”Free” and ”on-
line”. In addition, queries in this search type could be short or
medium [8], they could contain one word or up to five words –
for example ”cupcakes recipes” and ”online pdf to word con-
verter”. Figure 3 shows an example of a query structure for a
transactional query.
FIGURE 1. Examples of informational query structure using syntax
tree representation, in which each sentence consists of a syntax struc-
ture of phrases (NP,PP,VP), word classes (N,V,P) and word sub-classes
(PN,CN,AV ); a sentence could have more than one of each.
FIGURE 2. Examples of navigational query structure using syntax tree
representation; the two patterns displayed cover the most common queries
in the Navigational search. The sentences could consist of domain suffixes
or prefixes (DS,DP), or have a syntactic structure of phrases (NP), word
classes (N) and words sub-classes (PN).
FIGURE 3. Example of a transactional query structure using syntax tree
representation, in which each sentence consists of a syntactic structure
of phrases (NP,AP,VP), word classes (N,V,Ad j) and word sub-classes
(CN,AV ); a sentence could have more than one of each.
4.4 Analysis overview
Based on the analysis above, an overview of the syntactical
structure characteristics of the informational, navigational and
transactional search type queries is presented in Tables 1,2, 3
and 4.
Table 1 outlines the difference between the three types of
queries from the point of view of word classes and Table 2
shows the types of phrases present in the three different query
types. Both tables show that the navigational queries are clearly
different from the other two, while the informational and trans-
actional queries have a large similarity, indicating the difficulty
in distinguishing them.
Table 3 outlines the difference between the three types of
queries bases on different types of verbs. Navigational queries
do not typically contain verbs, while the informational ones do.
Moreover, the transactional queries tend to contain a particular
type of verb, i.e. Action Verb (AV), but not the others, thus
indicating that this particular verb class plays an important role
in the identification of transactional queries.
Table 4 outlines the different types of nouns present in the
three query types. Transactional queries tend not to include
pronouns, while the navigational queries typically do not in-
clude Common Nouns and Numeral Nouns.
5 Experiments and Results
To investigate the ability of machine learning classifiers to
distinguish between informational, navigational and transac-
tional queries, we used 20,000 queries were randomly selected
from AOL 2006 data-set and TREC 2009 Million Query Track
data-set. The selected queries were different from those used in
the identification of the query syntactical patterns for the three
types of user intent (informational, navigational and transac-
tional). Two machine learning algorithms, i.e. Random Forest
and Naive Bayes, were used for query classification due to their
popularity in text classification
To assess the performance of the machine learning classi-
fiers, the Weka3 software [25] was used. The experiments were
set up using the typical 10-fold cross validation, i.e. the dataset
is split into 10 folds, and each fold in used, in turn, for test-
ing, while the other 9 are used for training. The output of the
training process is a model, which is then used to classify the
queries in the test fold. The labels produced by the model are
matched to the true labels and typical performance indicators,
such as accuracy, precision, recall, and F-score, are calculated.
The results are presented in the next subsection.
5.1 Results
Tables 5 and 6 display the precision, recall and F-score
for the Random Forrest and Naive Bayes classifiers, respec-
tively. In addition, the accuracy for the Random Forest model
is 86.14%, while for the Naive Bayes it is 80.12%.
Random Forest incorrectly classified 13.86% of the queries:
(a) 8.24% of the informational queries were classified as trans-
actional and 0.84% as navigational; (b) 4.44% of the trans-
actional queries were classified as informational and 0.35%
as navigational; (c) navigational queries were 100% correctly
classified. The Naive Bayes classifier incorrectly classified
19.88% of the queries: (a) 13.47% of the informational queries
are classified as transactional and 0.57% as navigational; (b)
4.95% of the transactional queries are classified as informa-
tional and 0.13% as navigational; (c) 0.76% of the navigational
queries are classified as informational.
Comparing the effectiveness of the classifiers, the Random
Forest classifier has the highest precision, recall and F-score for
the informational and transactional queries. Regarding the nav-
igational queries, Naive Bayes has the highest precision, while
Random Forest has the highest recall and F-score.
The results indicate that queries can be automatically clas-
sified into the three different types of user intent with a good
level of performance. Two of the user intents, i.e. informa-
tional and transactional, are easier to identify than the transac-
tional queries. In addition, this experiment validates the ability
of our approach to automatically identify and classify query
types using the syntactical structure of the queries.
3http://www.cs.waikato.ac.nz/ml/weka/
TABLE 1. Analysis of Word classes (Part of the Speech)
Queries Structure Length Word classes
S M L N V D Adj Adv P Conj QW
Informational Query









√ √ √ √ √ √ √
-
TABLE 2. Analysis of Phrases
Queries NP VP PP AdvP AdjP
Informational Query
√ √ √ √ √
Navigational Query
√
- - - -
Transactional Query
√ √ √ √ √
TABLE 3. Breakdown Analysis of the Verb Class
Queries AV AuxV LV
Informational Query
√ √ √





In this paper, an analysis of web search queries was provided
by identifying the syntactical structure of each type of search
query, i.e. informational, transactional and navigational. Fur-
thermore, the impact of using the queries’ syntactical structure
on the automatic query classification performance was tested
and showed that our approach outperformed most of the exist-
ing approaches.
In future work, we will examine and analyze more queries
from different search engines to extend the ability of our sys-
tem to identify more queries. We will also extend the analysis
of the syntactical patterns to include domain-specific informa-
tion, and investigate the influence of this additional type of in-
formation of the query classification performance.
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