Necessary and sufficient conditions for the linearization of one-dimensional nonautonomous jump-diffusion stochastic differential equations are given. Stochastic integrating factor is introduced to solve the linear jump-diffusion stochastic differential equations. Closed form solutions to certain linearizable jump-diffusion stochastic differential equations are obtained.
Introduction
One-dimensional nonlinear stochastic ordinary differential equations (SODEs) arise in science, finance and engineering [6, 2, 11, 10] . However, jump-diffusion stochastic differential equations (JDSDEs) appear to be more realistic in cases where rare events play a prominent role [8, 7] . Closed form solutions of SODEs not only allow us to study the underlying stochastic processes but also provide means to test numerical schemes [5] . Linearizable one-dimensional Itô SODEs may also be useful in the study of two-dimensional problems [12] . Therefore analytical methods are of paramount importance.
Linearization of deterministic ordinary differential equations (ODEs) has been studied by various authors (see for example [1, 3, 4, 13] ). Linearization criteria for one-dimensional Itô SODEs have been given by Gard [5] . However, to the best of our knowledge no work has been done on the linearization of one-dimensional JDSDEs. Here we undertake this task and present an analytical method which is based on linearization.
Copyright c 2007 by G Unal, I Iyigünler and C M Khalique
We consider one-dimensional nonlinear nonautonomous SODEs with jump terms of the form dX = f (X, t)dt + g(X, t)dW (t) + r(X, t)dP (t), X(0) = X 0 , t ≥ 0, (1.1) where dW (t) is the infinitesimal increment of the Wiener process [11] and dP (t) is the infinitesimal increment of the Poisson process [8, 7] . Here the simple Poisson process P (t) (or P t ) generates the jumps and the Wiener process W t (or W (t)) provides the diffusion. Therefore the stochastic process X t involves both diffusion and jumps. We assume that f (X, t), g(X, t) and r(X, t) are bounded and integrable functions. We provide necessary and sufficient conditions for the JDSDE given in (1.1) to be linearizable via an invertible transformation; hence, extending Gard's theorem [5] to JDSDEs. Furthermore we introduce the stochastic integrating factors to solve the linear JDSDEs. Finally we provide five examples of nonlinear nonautonomous JDSDEs. We apply our theorem to linearize the equations and then obtain their exact solutions using integrating factors.
Linearization
We seek transformations of the form
which transforms the nonlinear JDSDE given in (1.1) into a linear equation of the type
Itô's lemma [8, 7] for h(X, t) yields
From Equations (2.2) and (2.3) we obtain
and
We now consider Equation (2.6) and look at two cases for b 1 (t).
In this case the solution of Equation (2.6) is 
whereḃ 2 denotes the derivative of b 2 with respect to t. Let
Then Equation (2.8) becomes
which implies thaṫ
We choose b 2 (t) = 1 and so from the above equation we have a 1 (t) = α(t) and a 2 (t) = β(t). Equation (2.2) now becomes 
Here we have taken the constant of integration to be zero as this choice does not affect the linearization criteria. The linear JDSDE now becomes
The transformation (2.7) now takes the form
Differentiation of Equation (2.9) with respect to X yields
(from Equation (2.14)) into Equation (2.15)) leads to
After multiplying both sides of (2.17) by g(X, t) we rewrite it as
where
Differentiation of Equation (2.18) with respect to X gives
Now consider Equation (2.5), viz.
h(X + r(X, t), t) = (c 1 (t) + 1)h(X, t) + c 2 (t), (2.21) and differentiate it with respect to X. We obtain
and so Equation (2.22) becomes
We rewrite the above equation as
.
Differentiation of Equation (2.24) with respect to X yields
Thus the Equations (2.20) and (2.25) are the linearization conditions.
The solution of (2.6) in this case becomes
Without loss of generality we choose K(t) = 1 and b 2 (t) = 0 because it does not affect the linearization conditions. Thus
(2.28)
We set
We now have
which leads to
Differentiation of Equation (2.29) with respect to X yields
and from Equation (2.30) we obtain
From Equations (2.31) and (2.32) we havė
By first differentiating Equation (2.33) with respect to X and then using Equation (2.32), we obtaiṅ
Differentiation of the above equation with respect to X gives
Solving for b 1 (t), we obtain
and differentiation with respect to X yields
The transformation given in Equation (2.27) is
Differentiation of Equation (2.37) with respect to X yields
Substitution of (2.38) into (2.22) leads to
or in terms of A we have
Differentiation of Equation (2.40) with respect to X yields
and solving for b 1 (t) we obtain
(2.41)
Now differentiation of the above equation with respect to X yields
Thus Equations (2.36) and (2.42) are the linearization conditions. We now state the theorem which we have proved above. 
Theorem 1. The nonlinear jump-diffusion stochastic ordinary differential equation
dX = f (X, t)dt + g(X, t)dW (t) + r(X, t)dP (t),
Solution to linear JDSDEs
Although there are other methods such as variation of parameters available (see for instance [11] ) for the integration of one-dimensional Itô SODEs, here we make use of stochastic integrating factors for linear JDSDEs.
Definition 1. The function µ = µ(t, W, P ) with the property
is called an integrating factor for the one-dimensional linear JDSDE (2.2).
We now consider the chain rule [8] 
Here dµ and dµdY are given by [7] dµ = ∂µ ∂t + 1 2
respectively, where µ(t, W, P ) = µ(P ) and µ(t, W, P + 1) = µ(P + 1).
Using the multiplication rules [7] we obtain dtdP (t) = 0, dP (t)dW (t) = 0, dP m (t) = dP, dtdW (t) = 0, dW (t)dW (t) = dt and dW m (t) = 0. Equation (3.1) can now be written as
The right hand side of the above equation should not involve the variable Y to comply with the definition of the integrating factor. Thus we must have
We now solve the Equations (3.5)−(3.7). To achieve this goal we let
Equation (3.7) now is
By letting M 2 = α P (no extra constant of integration is needed in integrating factor) in Equation (3.8) we obtain
, which leads to
The solution to Equation (3.6) is
Substitution of (3.10) into Equation (3.5) leads to
the solution of which is
Thus from Equations (3.10) and (3.11) we obtain
Invocation of (3.12) in (3.4) gives
and integration yields the solution
Applications
We now consider some linearizable nonlinear nonautonomous jump-diffusion equations. We give calculations in detail for the first example. The other examples are partially discussed and the solutions are given in Table 1 . Our first example is from [9] and is
As it is seen below, Equation (4.1) satisfies the linearization criteria (2.20) and (2.25).
We have
Hence the transformation
linearizes the Equation (4.1) and we obtain
Integration gives
Hence the solution X t is given by
Our second example is taken from [2] but with an additional jump term and is
Using the transformation
we see that Equation (4.2) is transformed into
Integration of (4.4) and use of (4.3) lead to the solution given in Table 1 . The third example which we present is from [11] . It is a mean-reverting Ornstein-Uhlenbeck equation with an additional jump term. We have 
The transformation given by
linearizes Equation (4.5) into
Integration of Equation (4.7) can be done by the aid of an integrating factor described above. Finally the use of (4.6) leads to the solution which is given in Table 1 . Our next example is the population growth model in a noisy environment with a jump term [5] . Here dX = ξ (t) X (η (t) − X) dt + δXdW + λ (t) XdP, X(0) = X 0. Integration of (4.10) via integrating factors and use of (4.9) lead to the solution given in Table 1 . The final example we give is from [7] and in this example we have dX = a (t) X As before integration of (4.13) and use of the transformation (4.12) lead to the solution given in Table 1 .
Conclusions
Linearization conditions of the one-dimensional nonautonomous JDSDEs are given. An integrating factor has been introduced to integrate (solve) the linear JDSDEs. Several examples of linearizable nonlinear nonautonomous JDSDEs are given and their closed form solutions are obtained.
