We shall suppose that asymptotic expansions (0. 4) as x approaches infinity through the sector 5 0 .
In order to construct solutions of (0. 1) it is important to obtain their first approximation ; in general this is difficult. However, if a solution y(x) has a limit y Q as x approaches infinity and Since this theorem will be used frequently in the course of this paper, we shall discuss it at greater length in the next section, with special attention to the region of validity.
By a transformation of the form Theorem 1 is used to prove Theorem 2 9 and the form of 5 4 will be specified in the next section by the remarks on Theorem L On the basis of Theorem 2 9 we can assume without loss of generality that the matrix A(x") has the block-diagonal form of J3(# 4 , and admitting asymptotic expansions x as ^ approaches infinity through 5 4 .
We are now in a position to prove our main theorem. 
x\ as jsc fewrfs ^ infinity through the sector S 5 .
There exists a transformation of the form (0.18) by which the system (0. 21) is transformed into a system of the form and that gj(x,u) is a polynomial in u ly "-y u mr for y = w r + l, °-,m r +is r]>l. Thus the general solution of (0. 21) can be obtained by solving linear difference equations recursively.
In particular, if the /l/s are all distinct, the system (0. 21) becomes scalar equations and the system can be solved recursively. If, in addition, ^yp^l for all indices j and p, the system (0.22) has diagonal homogeneous form (0. 25) w, (* + !)= 0u 00 w,00-After obtaining the general solution of the system (0. 22) , we can construct the general solution of (0. 10) by substituting the solution of (0.22) into the transformation (0.17). In doing so it is necessary to estimate the magnitude of the solution of the system (0.22).
If the reduced system (0. 22) is normal in an extended sense (we shall give a precise definition of this concept in Section 7) we shall find a region of the type in which the solution is uniformly bounded and approaches zero as x tends to infinity in this region. Choosing 0 consistent with Theorems 1-3, the general solution of the original system (0. 1) is given in this region by ; 0) have negative real parts; these results are due to M. Hukuhara [10] , M. Iwano [11] , J. Malmquist [12] , and W. J. Trjitzinsky [14] .
The authors gratefully acknowledge several stimulating discussions with Professor Y. Sibuya during the preparation of this paper and are indebted to him for the simple proof presented for Lemma 3. i ) The positive real axis will be interior to S°-ii) The positive real axis will be the lower boundary of S 0 ,
i. e., S° will be a sector of the form 0<argC<Co for some Co>0. It is clear that case ii) will hold if, and only if, at least one of the eigenvalues h satisfies 0<C*,<1. See Fiqure 1. We shall apply Theorem 1 again in the proofs of Theorem 2 and Theorem 3-In the proof of Theorem 2 9 the numbers &/& assume the roles of the k in determining sectors of validity; we obtain in this case the sectors Si, SL "•• Choose S'° from this set in the same way as S° was choosen. In Theorem 3 9 we shall apply Theorem 1 a finite number, N Q , of times; in these cases, the numberŝ |^i<^o determine the sectors S", Si',"-. Choose a S"° from these in the manner in which 5]° was chosen. We now take the intersection of the three sectors S°, S'°, S"°, and call it S-It is clear that S will also have property i) or property ii). We will restrict 0 and p so that the sector lies in S, in the final step of constructing the general solution of the original equation (0. 1) in the form (0. 26) .
/\ We note that if f(x, y} is analytic in a full neighborhood of x = °°, ]\\y[\ sufficiently small, the solutions of (0=1) obtained in Theorem 1 will exist with asymptotic representations in sectors covering a full neighborhood of infinity. Similarly, the results of Theorem 2 will hold in sectors covering a full neighborhood of infinity. However, the restrictions in Theorem 3, |0| +p<-^-, restrict the £ validity to sectors which cover a region of the form |arg(# -a} \<n, but this is to be expected due to the form of our stability hypothesis, Proof: Since B Q is nonsingular, for %^S 5 , \x\ sufficiently large, x) will exist. Write (3. 1) as (3.4) Since by hypothesis the eigenvalues of B^Ao have modulus less than 1, there exists a nonsingular constant matrix P such that
[If j|5o"M 0 j!<l, we choose P=L\ Since (3.5) holds, for \x\ sufficiently large, (3. 6) \\P-^BĨ n fact, there will be a sector S 6 as above where (3. 6) will hold. 
-r
Let £$ be the family of all m-dimensional vector functions q> (x) holomorphic for x^S 6 , such that ||0>(#)||<CM. Define the mapping T as follows: for z^$, let A solution of (3. 7) is equivalent to a fixed point of the mapping T. g is closed, compact, and convex with respect to the topology of uniform convergence on each compact subset of the region 5 8 . Since the mapping is continuous, we need only show that £^g implies
there is a fixed point of the mapping T which is the desired solution.
To prove uniqueness, suppose y(x) and z(x) are two bounded solutions of (3. 7) . Subtraction yields
=# 0
Hence assuming
which is a contradiction, since r<l. Thus the uniqueness follows.
Since B^A* -I is nonsingular, there exists a unique formal solution SjJfJir 1 '. The proof that this is the asymptotic representation of
the solution y that we have constructed follows as in Harris and Sibuya [5] .
•fC\\ on |i p-iji where the components indicated are scalars times identity matrices, and hence Cl is triangular and has eigenvalues A$, \$\=k. We remark that if A Q is diagonal, then C° will be diagonal also. Notice that ( 
5.4) {A(x)u+ S gq(x')iffl}v = [A(x~)u]P-f-terms in u a for ]^|>|pj.
Since the P and g are to be chosen so that (5. 3) is a formal identity, we may equate the coefficients of u$ to obtain, for \p\=k, 
G(k, x) + C(k, x}P(k, x + l)=A(k, x)P(k, where C(k, x) is the matrix defined in Lemma 3 9Ĝ
(k, x) = t) is as in Lemma 3 9 and ^4(fe, #) is a block-diagonal n-r k xn-r k matrix of the form 0
AW)
Notice that \_A(k, tf)]" 1 has the same form as A(k, x); in fact,
We also observe that because of the hypotheses on A(x), A~l(k,oc) will have an asymptotic representation in S 6 of the form as x approaches infinity through the sector S 6 , where Av l (k} is the Hence we can write (5. 6) in the form
where the elements of H(k, x) are polynomials in the elements of P(j, x) for j<k. We shall determine the vectors P(k, x) and G(k, x) recursively by equation ( 
, R(x,
After substituting the representation for R(x,w) given in (6.4), we obtain the following formal representations:
We notice in particular that the system of equations for the Qp obtained by equating coefficients of w% is precisely the same as the system for the Pp except that the nonhomogenous term is different.
Since [ p | ^>N>N 2 , the ©p's can be determined in a uniform region (6. 9) S 2 : |arg(*^"-« \<-±-+ P ' £ and will have asymptotic expansions as x approaches infinity through <5 2 . Further, by Lemma 2, we have the fundamental estimate We notice that G(0 is analytic because it is just a polynomial, and XX x"s that #(£) can be assumed to be analytic, since by construction
Consider the following functional equation:
We shall show that (6. 19) has a unique formal solution of the form (6.20) f
Then define g k and h k by (6. 21) Substitute (6. 20) into (6. 19) to obtain the formal equation
Since this is to be a formal identity in v, equate coefficients of v k to obtain Notice that R k , S k , and T fe are all polynomials in the £ a (<#<&) with positive coefficients. Hence we can solve (6. 22 ) to obtain the coefficients g k of the formal solution of (6. 19) :
Clearly all of the coefficients n k $ k are nonnegative, since k^>N and N was chosen so large that k^>N implies 0<C1 -CV<1. Hence also (7. 2) where the components of g j are polynomials in the components of
Hence the general solution of (7.2) can be obtained by obtaining the general solutions of all of the systems (7. 1) and utilizing these to evaluate the functions g j . Let g j (x} be the g j evaluted in this way. The remaining systems for j = k z + l, •-are of form analogous to that of (7. 2) , and we proceed in the manner described above to find the general solution of the reduced system (0.22). Thus the problem of solving (0. 22) falls naturally into two parts, the solving of linear homogeneous equations and of linear nonhomogeneous of the forms 
where N has the form of N { above. We consider the homogenous case (7. 3) first : A system of the form (7. 3) is called normal if there exist a formal fundamental matrix of the form where R is a constant matrix. Otherwise the system (7. 3) is called anormal.
If all of the corresponding linear homogeneous systems are normal, we may assume that all of the nilpotent matrices N are zero, since Harris [4] has shown that this may be effected by a linear transformation which is a polynomial in X' 1 with determinant not identically zero. Further, it is known [1] , [5] that in the normal case there exist analytic fundamental matrices which have the formal fundamental matrices as asymptotic representations in right halfplanes. Hence the behavior of the fundamental matrix as x tends to infinity is essentially determined by //, but since 0< ju\<.l, JJL* is bounded in a half-plane which contains a portion of the positive real axis in its interior. Hence there exists a sector of the form
in which the fundamental matrix exists, is bounded, and approaches zero uniformly as x tends to infinity through this sector. Now consider the anormal case. Birkhoff and Trjitzinsky [2] have shown that in this case there exist sectors of the form (7. 5) in which there exists a fundamental matrix for (7. 3) which is of the form 1700 = fi x e Q^xR (/+ U&-v* +•••),
where QOO is a diagonal matrix with elements of the form
P-I j_
It is clear that again // is the dominant term. Thus, we may infer, in case the reduced equation (0.22) is linear, the existence of a sector of the form (7. 5) in which the solutions of the systems (7. 3) are bounded and approach zero uniformly as x approaches infinity in this sector. Now, we consider the remaining problem, the case when (0. 22) is nonlinear. Then we have to find particular solutions of the nonhomogeneous systems (7. 4) . First, we shall make the following definition: the system (0. Hence, if 0 is chosen sufficiently small 0;>0, and compatible with the hypotheses of Theorem 1 9 2, and 3, (using, for instance, the sector S defined in Section 1 to choose 0) we can combine Theorems 1, 2 9 3 9 and 4 to obtain in this case the general solution of (0. 1) in the form X*)= 000 +/>(*, OX*, COO)).
General remarks-
If the eigenvalues /I/ of the matrix A 0 satisfy K|^|, similar results corresponding to Theorem 3 are available in sectors which cover a region of the form 0<<arg(^4-^)<27r, a>0.
If we assume the existence of a particular solution, or /(#,0) =-0, and then by choosing either Ui=--=u p = Q, or u k +i= m -=u n = Q, similar results are available where now COO will be either an n -p or k dimensional arbitrary periodic vector. The possibility of obtaining the uniform asymptotic expansion for the transformation P(x, u) has been demonstrated by Harris and Sibuya [7] under more restrictive hypothesis including the uniform asymptotic expansion
We shall treat this question in a subsequent paper. One would expect that the results embodied in Theorm 4 are valid without the restriction : normal in the extended sense. 
