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Abstract— Inspired by the astounding performance of the unityAQ:1 1
rate code (URC) aided classical coding and detection schemes,2
we conceive a quantum URC (QURC) for assisting the design of3
concatenated quantum codes. Unfortunately, a QURC cannot be4
simultaneously recursive as well as non-catastrophic. However,5
we demonstrate that, despite being non-recursive, our proposed6
QURC yields efficient concatenated codes, which exhibit a low7
error rate and a beneficial interleaver gain, provided that the8
coding scheme is carefully designed with the aid of EXtrinsic9
Information Transfer (EXIT) charts.10
Index Terms— Quantum error correction, turbo codes, EXIT11
charts, unity rate code.
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I. INTRODUCTION13
NEAR-CAPACITY concatenated coding and detection14 schemes [1], which rely on the low-complexity itera-15
tive decoding, marked a major breakthrough in the classical16
regime. Inspired by these developments, serially-concatenated17
Quantum Turbo Codes (QTCs) were conceived in [2].18
Unlike their classical counterparts, the designs of [2] invoked19
non-recursive inner codes, since Quantum Convolutional20
Codes (QCCs) cannot be simultaneously recursive as well21
as non-catastrophic. The QTCs of [2] exhibit a bounded22
minimum distance. Wilde et al. [3] circumvented this design23
constraint by exploiting entanglement-assisted QCCs. For the24
sake of facilitating a near-capacity QTC design, Babar et al. [4]25
developed EXtrinsic Information Transfer (EXIT) charts for26
the quantum domain, while a Quantum IrRegular Convolu-27
tional Code (QIRCC) structure was proposed in [5].28
The constituent codes of a QTC are serially concatenated,29
resulting in a low coding rate. In the classical regime, higher30
coding rates are obtained by either concatenating systematic31
codes in parallel or by puncturing the coded bits. Neither32
of these approaches are readily implementable in the quan-33
tum domain. As another strategy, the concatenated classi-34
cal code designs also offer benefits by replacing the inner35
component with a recursive rate-1 convolutional code [1].36
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It was also demonstrated in [6] that concatenated classi- 37
cal codes, relying on an outer Reed-Solomon code having 38
an arbitrary coding rate, may asymptotically achieve the 39
Gilbert-Varshamov bound, when a random rate-1 inner code is 40
invoked. These results were recently extended to the quantum 41
domain [7]. However, since QCCs cannot be simultaneously 42
recursive as well as non-catastrophic, we have to compro- 43
mise concerning one of these attributes, while designing a 44
rate-1 QCC. A non-recursive inner code may result in a 45
bounded minimum distance, while a catastrophic inner code 46
would require code doping for supporting iterative decoding. 47
It was demonstrated in [8] that a recursive catastrophic 48
rate-1 QCC does not yield appreciable benefits in terms of the 49
achievable Word Error Rate (WER). Despite having a so-called 50
unbounded minimum distance, the design of [8] exhibits a 51
high WER performance and was hence classified as an ‘error- 52
reducing’ code rather than an error-correcting code. Motivated 53
by these developments, in this letter we conceive a novel 54
non-recursive and non-catastrophic Quantum Unity Rate Code 55
(QURC), which may be used in combination with an arbitrary 56
outer code for improving its performance without any coding- 57
rate reduction, while imposing only a modestly increased 58
encoding complexity. We quantify the benefits of our proposed 59
QURC with the aid of design examples. We demonstrate that 60
the proposed QURC-aided concatenated scheme is capable of 61
achieving a low WER and a high interleaver gain, when the 62
code is carefully designed with the aid of EXIT charts. 63
This letter is organized as follows. In Section II-A, we detail 64
our system model, followed by the portrayal of our proposed 65
QURC in Section II-B. Our results are discussed in Section III, 66
while our conclusions are offered in Section IV. 67
II. QURC-AIDED CONCATENATED CODE DESIGN 68
A. System Model 69
Fig. 1 shows the schematic of a QURC-aided concatenated 70
quantum code. The outer encoder V1 is an [n, k, m] QCC, 71
which encodes k logical qubits (or information word) |ψ1〉 72
into n physical qubits (or codeword) |ψ1〉 with the aid of 73
(n − k) auxiliary qubits and m memory qubits. The physical 74
qubits |ψ1〉 are interleaved and fed to a QURC, which encodes 75
the n input logical qubits |ψ2〉 into the n physical qubits 76
|ψ2〉 without any additional redundancy. QURC merely acts 77
as a precoder invoked for supporting iterative decoding. The 78
precoded stream |ψ2〉 is transmitted through a quantum depo- 79
larizing channel, which is a commonly used channel model [2], 80
[3], [5]. Explicitly, a quantum depolarizing channel having a 81
depolarizing probability p inflicts an n-qubit Pauli error P2, 82
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Fig. 1. Schematic of a QURC-aided concatenated quantum coding scheme.
Pai (.) and P
e
i (.) denote the a-priori and extrinsic probabilities related to the
ith decoder.
where a qubit may independently experience either a bit-flip83
or a phase-flip or in fact both, each with a probability of p/3.84
The received physical information |ψˆ2〉 = P2|ψ2〉 is85
processed by the serially concatenated inverse encoders1 V †i86
of Fig. 1, resulting in the potentially erroneous logical qubits87
Li |ψ〉 as well as the erroneous syndrome qubits S1|ψ〉. The88
latter collapse to the classical bits Sx1 upon measurement.89
Using the classical syndrome Sx1 and the channel information90
Pch(P2), the pair of serially concatenated syndrome-based91
classic Soft-In Soft-Out (SISO) decoders of Fig. 1 engage92
in degenerate iterative decoding [2], [3] for estimating the93
most likely error coset L˜1 imposed on the logical qubits of94
the outer decoder. We emphasize that in contrast to the classic95
SISO decoder, the syndrome-based SISO decoder generates96
extrinsic information pertaining to the logical error Li and the97
physical error Pi . Finally, the recovery operation R is applied98
to the erroneous logical qubits L1|ψ1〉 based on the estimated99
error L˜1, hence yielding the recovered output |ψ˜1〉.
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The convergence behaviour of the iterative decoder of Fig. 1101
may be visualized using EXIT charts [4], which model the102
flow of information between the concatenated syndrome-based103
decoders. Explicitly, an EXIT chart characterizes the average104
Mutual Information (MI) transfer characteristics of the inner105
and outer decoders in terms of: the a-priori MI IA(L2)106
between L2 and Pa2(L2), the extrinsic MI IE (L2) between L2107
and Pe2(L2), the a-priori MI IA(P1) between P1 and P
a
1(P1),108
as well as the the extrinsic MI IE (P1) between P1 and Pe1(P1).109
The a-priori information of both decoders is modeled using an110
independent Gaussian distribution, while the output extrinsic111
MI can be computed using [9]:112
IE (A) = 12
(
2 + E
[ 3∑
m=0
Pe2(A
j (m)) log2 Pe2(A
j (m))
])
, (1)113
where E is the expectation (or time average) operator, while114
A j (m) is equivalent to the mth quaternary hypothetical error115
(no-error, bit-flip, phase-flip or bit-phase-flip) imposed on116
the j th logical/physical qubit of the inner/outer decoder. The117
resultant inner decoder’s EXIT function T2 and the outer118
1An inverse encoder maps physical qubits onto the logical qubits.
decoder’s EXIT function T1 is given by: 119
IE (L2) = T2[IA(L2), p], IE (P1) = T1[IA(P1)]. (2) 120
Finally, the EXIT functions of Eq. (2) are plotted in the same 121
graph, with the x and y axes of the outer decoder swapped. 122
Hence, the exchange of MI between the two decoders may 123
be visualized as a stair-case-shaped decoding trajectory in 124
the resultant EXIT chart. For the sake of approaching the 125
achievable capacity, it is desirable to create a marginally open 126
tunnel between the inner and outer decoders’ EXIT curves at 127
the highest possible depolarizing probability [4]. 128
B. Proposed Quantum Unity Rate Code 129
The encoders of Fig. 1 are stabilizer codes [5], [10], which 130
belong to the family of Clifford operators [11]. A distinct 131
feature of the Clifford family is that they preserve the elements 132
of the Pauli group under conjugation. More explicitly, for an 133
n-qubit Pauli operator P , which belongs to the Pauli group Gn , 134
an n-qubit Clifford operator V ensures that VPV † ∈ Gn [11]. 135
Consequently, the stabilizer generators of the encoder V are 136
intrinsically commutative. Such an encoder V may be real- 137
ized using the Hadamard (H), phase (S) and controlled-NOT 138
(C-NOT) gates, which are defined as [5]: 139
H = 1√
2
(
1 1
1 −1
)
, S =
(
1 0
0 i
)
, C-NOT =
⎛
⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎞
⎟⎟⎠. (3) 140
Furthermore, the Clifford encoder V of an [n, k, m] QCC con- 141
sists of concatenated (n + m)-qubit sub-encoders U, conven- 142
tionally termed as ‘seed transformations’, so that the adjacent 143
sub-encoders have an overlap of m memory qubits. 144
For the sake of finding an optimized QURC construction, we 145
randomly constructed Clifford seed transformations U using 146
the classical random walk algorithm over the (1 + m)-qubit 147
Clifford group as in [12] and analyzed the associated inner 148
EXIT curves at an arbitrarily chosen depolarizing probability 149
of p = 0.07. We restricted our search space to m = 1 150
and m = 2 for achieving a low-complexity design, since the 151
decoding complexity increases exponentially with the number 152
of memory states. Furthermore, ideally, it is desired that 153
the inner component of a concatenated code should be both 154
recursive as well as non-catastrophic. However, QCCs cannot 155
be recursive and non-catastrophic at the same time [3]. A non- 156
catastrophic behaviour permits iterative decoding convergence, 157
while having a recursive structure is usually desired for a ben- 158
eficial interleaver gain, hence resulting in a Quantum Bit Error 159
Rate (QBER) reduction upon increasing the frame length, 160
which asymptotically tends zero. Consequently, a catastrophic 161
QURC does not yield non-trivial extrinsic information in the 162
absence of a-priori information, while its recursive structure 163
ensures that its inner EXIT curve reaches the (1, 1)-point of 164
perfect convergence. This is demonstrated in Fig. 2, where the 165
inner EXIT curve of a catastrophic and recursive QURC is 166
plotted. Since the resultant inner EXIT curve emerges from 167
the (0, 0)-point, code doping is required for initiating the 168
iterative decoding process. Therefore, we focus our attention 169
on designing a non-catastrophic and non-recursive QURC. 170
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Fig. 2. Inner EXIT curves of randomly constructed non-catastrophic and
non-recursive QURCs at p = 0.07. The proposed QURC is represented by
‘filled circles’. A catastrophic and recursive QURC is also featured as an
example.
Fig. 2 shows the inner EXIT curves of the various non-171
catastrophic and non-recursive QURCs, relying on randomly172
constructed unique seed transformations. We may observe in173
Fig. 2 that the inner EXIT curve of non-catastrophic and174
non-recursive QURCs starts from the (0, y)-point for y > 0175
and terminates at the (1, y)-point for y < 1. For such inner176
EXIT curves, we can still achieve decoding convergence to an177
infinitesimally low QBER upon increasing the frame length,178
provided that the outer decoder’s EXIT curve only crosses179
the inner decoder’s EXIT curve close to the x = 1 line.180
Intuitively, if the outer decoder’s EXIT curve does not intersect181
with that of the inner code before reaching the x = 1182
line, then the QBER may asymptotically approach zero for183
an infinite frame length. Hence, by carefully matching the184
outer decoder’s EXIT curve to that of the inner decoder, we185
may maximize the interleaver gain. To facilitate this curve-186
matching for a wider range of outer codes, it is desirable that187
the inner decoder’s EXIT curve should terminate close to the188
(1, 1)-point. Therefore, we select the inner EXIT curve marked189
by ‘filled circles’ in Fig. 2, whose seed transformation is:190
U = {21, 56, 5, 46, 44, 38}decimal. (4)191
III. RESULTS AND DISCUSSIONS192
For the sake of quantifying the explicit benefit of our193
proposed QURC, we designed a 1/2 rate concatenated code194
using the 10-subcode QIRCC of [5] as the outer component.195
Explicitly, the QIRCC of [5] consists of five strong196
memory-3 QCCs followed by five weak memory-1197
QCCs, having the coding rates of [1/4, 1/3, 1/2, 2/3, 3/4].198
The weighting coefficients of the QIRCC were optimized199
using the optimization algorithm discussed in [5] for ensuring200
that the resultant outer decoder’s EXIT curve closely201
matched the inner decoder’s EXIT curve at the highest202
possible depolarizing probability. It was found that using the203
weighting coefficients  = [0.1468 0 0 0 0 0.3532 0 0 0204
0.5]T , the QIRCC would yield a marginally open EXIT chart205
tunnel at p = 0.06, as shown in Fig. 3. Observe in Fig. 3 that206
the inner and outer decoder’s EXIT curves crossover before207
Fig. 3. EXIT-curve matching for the QURC-QIRCC scheme. The labels
‘Outer1’ and ‘Outer2’ represent the 10-subcode and 5-subcode QIRCC,
respectively.
reaching the x = 1 line, which is expected to result in a low 208
interleaver gain as well as a high error floor. 209
To prove further, both the WER as well as QBER perfor- 210
mance of the resultant QURC-QIRCC scheme is quantified in 211
Fig. 4a upon increasing the frame length. As predicted by the 212
EXIT chart of Fig. 3, the QBER improves upon increasing the 213
frame length for p < 0.06, albeit rather slowly. Furthermore, 214
the WER degrades upon increasing the frame length. This is 215
due to a pair of counteracting forces - the improved interleaver 216
gain reduces the QBER upon increasing the frame length, 217
while the WER is increased with the frame length. Hence, 218
since the interleaver gain improvement remains modest, the 219
resultant WER is ultimately degraded upon increasing the 220
frame size. 221
For ensuring a significant interleaver gain, the inner and 222
outer decoder’s EXIT curves should not intersect before reach- 223
ing the x = 1 line. A crossover may be prevented by using 224
an outer code having a large minimum distance. Therefore, 225
as another example, we consider a 5-subcode QIRCC, which 226
only employs the five strong memory-3 components of the 227
10-subcode QIRCC. It was found that the weighting coeffi- 228
cients  = [0.1316 0.1869 0.2962 0.3852 0]T yield a narrow 229
open EXIT-chart tunnel at p = 0.04, as shown in Fig. 3. 230
The convergence threshold of p = 0.04 is lower than that of 231
Fig. 4, yet the inner and outer EXIT curves do not crossover. 232
The resultant WER/QBER performance is recorded in Fig. 4b, 233
both of which improve upon increasing the frame length. 234
In Table I, we have benchmarked the performance of our 235
designed QURC-QIRCC scheme (N = 2000) of Fig. 4b, at 236
a WER of 10−3 against the best known iterative schemes, 237
which have a similar coding rate. More specifically, we have 238
considered the Spatially-Coupled Quasi-Cyclic Quantum Low 239
Density Parity Check (SC QC-QLDPC) code of [13] having a 240
coding rate of 0.49 and a length of n = 181000 and the non- 241
binary QC-QLDPC code of [14] having a coding rate of 0.5, 242
a length of n = 8768 and a Galois field of GF(28). It may be 243
observed in Table I that the depolarizing probability achievable 244
by the SC QC-QLDPC code at a WER of 10−3 is about 9% 245
lower than our QURC-QIRCC concatenated scheme, while 246
that of the non-binary QC-QLDPC code is about 15% higher. 247
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Fig. 4. Achievable WER and QBER performance of the 1/2-rate QURC-QIRCC schemes, when a maximum of 20 decoding iterations are invoked.
N denotes the number of input logical qubits per frame.
TABLE I
ACHIEVABLE DEPOLARIZING PROBABILITY ( pi ) AT A WER OF 10−3
The improved performance of the non-binary QC-QLDPC248
code is achieved at the expense of a longer transmission frame249
and a higher decoding complexity.250
IV. CONCLUSIONS251
In this letter, we have conceived a QURC-aided concate-252
nated quantum code design, which relies on a non-recursive253
and non-catastrophic QURC for improving the performance254
of the outer code without any coding-rate reduction. We255
have demonstrated with the aid of design examples that effi-256
cient concatenated quantum codes, relying on a non-recursive257
QURC, may be designed with the aid of EXIT charts. We have258
also benchmarked the performance of our designed QURC-259
aided scheme against the best known QLDPC codes.260
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