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Abstract
We examine immunostaining experimental data for the formation of the strip 2 of even-skipped
transcripts on D. melanogaster embryos. An estimate of the factor converting immunofluorescence
intensity units into molecular numbers is given. The analysis of the eve dynamics at the region of
the stripe 2 suggests that the promoter site of the gene has two distinct regimes: an earlier phase
when it is predominantly activated until a critical time when it becomes mainly repressed. That
suggests proposing a stochastic binary model for gene transcription on D. melanogaster embryos.
Our model has two random variables: the transcripts number and the state of the source of mRNAs
given as active or repressed. We are able to reproduce available experimental data for the average
number of transcripts. An analysis of the random fluctuations on the number of eve and their
consequences on the spatial precision of the stripe 2 is presented. We show that the position of the
anterior/posterior borders fluctuate around their average position by ∼ 1% of the embryo length
which is similar to what is found experimentally. The fitting of data by such a simple model
suggests that it can be useful to understand the functions of randomness during developmental
processes.
DOI:
PACS numbers: 87.16.Yc, 87.10.Ed, 87.10.Mn
∗ gnprata@cdcc.usp.br
† Deceased
‡ alex.ramos@usp.br
2
I. INTRODUCTION
Gene regulation plays a key role on the formation of strikingly precise spatio-temporal
patterns of expression of the genetic information stored on the DNA of the metazoans. Al-
though the intracellular environment has a plethora of molecular species, the biochemical
reactions are occurring with reactants present in low copy numbers. That leads to random
fluctuations, as predicted by Delbru¨ck [1], and it is intriguing that biological processes, such
as development, are so reliable. One astonishing example is the D. melanogaster segmen-
tation process and the formation of gene products stripes, for example, the even-skipped
mRNA’s (here on just eve) stripe 2 [2]. The application of experimental techniques was
successful on the identification of the reactants regulating the stripe 2 formation. However,
a theoretical approach has played a key role on the determination of the interactions among
regulatory proteins and specific DNA sites controlling eve’s gene expression [3, 4]. Similarly,
it is fair to expect that the use of the appropriate theoretical machinery shall play a useful
role on the investigation of the noise effects or noise suppression on developmental processes.
Despite fluorescence techniques have been applied to the detection of the noise in prokary-
otic [5, 6] or eukaryotic [7] cells, the stochasticity in metazoans stands as a deeper challenge
to experimentalists and to theoreticians. The stochastic modeling of biochemical reactions
have been done using the Langevin technique [8], exact stochastic simulations [9] or master
equations [10–12]. The Langevin technique is useful for the analysis of average and variance,
but may fail when bi-modal distributions appear. Simulations based on the Gillespie’s algo-
rithm may generate the complete distributions with the requirement of strong computational
power and a full characterization of the analyzed chemical reactions [13, 14]. However, the
intracellular biochemical mechanisms of metazoans are still under investigation. Hence, a
coarse-grained approach based on simple analytically solvable models would be welcome.
Here, master equations for small sets of effective chemical reactions may be proposed and
have their exact solutions obtained. Although this phenomenological approach would not
help on the search for the complete set of chemical reactions taking place inside the cell, it
may be powerful on effectively establishing the outcomes of those reactions. Furthermore,
exactly solvable models might be used as building blocks for the description of more complex
phenomena, such as noise transmission on gene networks.
In this manuscript we propose a spatial stochastic binary model for gene transcription on
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fruit fly embryos. We apply our model for the dynamics of the formation of the stripe 2 of eve
and compare our predictions with available experimental data [3, 15]. Since immunostaining
is used for detection of mRNA’s we propose a strategy to convert immunofluorescence into
absolute numbers. The analysis of data around the peak of the stripe 2 suggests that the
dynamics of the number of transcripts is due to an mRNA source operating in two states.
Therefore, we construct a spatial stochastic binary model for the dynamics of the state
of the mRNA source and for the mRNA numbers. The transcription dynamics occurs in
two phases: the first has the mRNA’s source predominantly active whereas it is mostly
repressed through the second phase. We are able to reproduce the experimental data for the
dynamics of the average number of mRNA’s [3]. Furthermore, we calculate the variation
on the position of the anterior and posterior borders of the stripe 2 due to the fluctuations
on the amount of eve and it turns out that it is similar to the one observed experimentally
[15]. Those results suggest that our model can be a useful tool for investigation of noise and
noise propagation on fruit flies gene networks.
II. IMMUNOFLUORESCENCE DATA ANALYSIS
We start this section by presenting our estimation on the factor to convert the immunoflu-
orescence intensities into mRNA numbers. The converted data is used to present mRNA
profiles. The dynamics of the eve around the peak of expression of the stripe 2 is analyzed.
The observed dynamics corresponds to a promoter site operating in the on and off states.
A. Transcription data analysis
The experimental data analyzed in this manuscript has been presented in a recent pa-
per [3]. Immunofluorescence intensities generated by the lacZ transcription regulated by
the enhancer controlling the eve gene of a D. melanogaster embryo are provided. The
immunofluorescence intensities refer to a strip along the AP axis of the embryo of width
corresponding to 10% of the dorsal-ventral embryo axis length. The intensity of immunoflu-
orescence is indicated for a domain with length corresponding to one percent of the egg
length along the AP axis. The expression of the genes involved in the Drosophila embryo
segmentation process can be considered uniform along the dorsal-ventral axis. Hence, the
4
010
20
30
N
um
be
ro
fm
o
le
cu
le
s
C13 T1 T2
0
10
20
30
N
um
be
ro
fm
o
le
cu
le
s
T3 T4 T5
40 50 60 70
0
10
20
30
AP
N
um
be
ro
fm
o
le
cu
le
s
T6
40 50 60 70
AP
T7
40 50 60 70
AP
T8
FIG. S1. The mRNA profiles of the eve’s stripe 2 is presented for C13 and for the eight time
classes of C14, ending by the onset of gastrulation. The red lines indicate the experimental data
while average mRNA numbers predicted by the stochastic binary model for gene transcription in
fruit-flies is given by the solid green circles. The standard deviation on the mRNA numbers at
each position along the AP axis is represented by the vertical black bars.
segmentation processes can be approximated as one dimensional along the AP axis. Finally,
the investigation of the formation of eve’s stripe 2 can be performed analyzing experimental
data available for the positions from 35.5% of the egg length (EL) to 76.5% EL. The ex-
perimental data are grouped into nine different time classes, namely, C13 and T1, . . . , T8.
Each temporal class lasts 6.5 minutes (or 390 seconds) on average [3, 15, 16].
In Ref. [3] the data for mRNA concentrations is available in immunofluorescence unities.
To compare the data with our model predictions, we have converted immunofluorescence
unities to absolute numbers. To the best of our knowledge, there is no information on the
literature about the typical amount of eve mRNA molecules around a nucleus during D.
melanogaster embryos development. Furthermore, we could not find conversion factors to
transform immunofluorescence units into molecule numbers. Hence, we have estimated the
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number of eve mRNA’s considering information about the transcription of eve, ftz, and
Ubx genes, all of them involved in the segmentation process of the D. melanogaster embryo
during the blastoderm phase [15–28].
The Ref. [3] shows the maximum fluorescence corresponding to the eve molecules at
position 40.5% EL at T5 instant. At this instant and position, the eve mRNA number is
assumed to be ∼28.75. This quantity was computed considering the mRNA density to be
0.2 molecule/µm3 [28] and the volume of a nucleus during the cycle 14 as ∼143 µm3 [29].
A linear extrapolation was carried out for the remaining fluorescence intensities along the
embryo. For our estimate, we assume what follows: (i) eve and ftz mRNA concentrations
are of same order of magnitude[16, 24–26]; (ii) abundances of ftz and Ubx mRNAs are
comparable[27]; (iii) the concentration of Ubx mRNA molecules is 50 molecules/250 µm3 at
cycle 11[28]; (iv) there is a linear relation between measured fluorescence intensity (without
background signal) and the number of mRNA molecules. We adopt 50 molecules/250 µm3
as reference value for the density of eve mRNA molecules and the diameter of a nucleus of
the Drosophila embryo during cycle 14 to be 6.5 µm [29].
The Figure S1 shows a comparison between experimental data and theoretical predictions
of the temporal evolution of the average number of eve from time class C13 to T8 along
the AP axis. The experimental data is shown in red while the green lines are showing the
model’s predictions for the average mRNA numbers. The vertical bars are indicating the
standard deviation on the mRNA numbers as predicted by our model. Each graph exhibits
the amount of eve transcripts at a given time class along the AP axis of the embryo. The
horizontal axis of the plot gives the position of a nucleus as % of the EL while the number
of mRNA molecules is shown at the vertical axis.
B. A two phases transcription dynamics
The Figure S2 shows the dynamics of the average number of eve molecules at time instants
from C13 to T8 at the position 41.5% EL. The graph shows red solid circles indicating the
experimental data and a green line indicating the average number of mRNA molecules as
predicted by our model. The horizontal axis represents the time and the vertical axis shows
the mRNA number.
Inspection is enough to verify that the amount of mRNA increases from C13 to T5. At T5
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FIG. S2. The two phases character of the dynamics of the eve’s gene transcription at the position
41.5 % of EL is shown here. The experimental data is given by the solid red circles while the green
line indicates the average mRNA number as predicted by our model.
the amount of eve mRNA’s reaches a maximum and starts decreasing towards zero until T8.
That dynamics suggests that the eve gene is transcribed into two distinct phases: during the
first phase the promoter site of the gene is predominantly in active state while it remains
mostly repressed during the second phase. A similar time evolution pattern is observed
along the AP axis of the embryo and can be considered as a signature of the formation of
the eve stripes. Therefore, we extend our conclusions for the position 41.5% EL to the whole
AP axis. We notice, however, that the time extent of both the increase and decrease phases
vary along the AP axis.
III. A COARSE-GRAINED APPROACH FOR STOCHASTIC TRANSCRIPTION
In this section we introduce a spatial stochastic binary model for the gene transcription
on D. melanogaster embryos. We apply the model for the expression of the eve gene by
considering the formation of the stripe 2. The dynamics of the expression of the eve gene is
a two phases process. The spatial profile of the critical times of the switch from the first phase
to the second is presented. The fluctuations on the mRNA numbers and their implications
on the variation of the position of the borders of the stripe 2 of eve are investigated.
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A. A spatial stochastic binary model for transcription in Drosophila
For modeling purposes, we start considering a finite one-dimensional lattice with each
node representing a cellular nucleus. The length of the lattice corresponds to the egg length
(EL) at the AP direction. Each nucleus is labeled by a number i which corresponds to its
position at the AP axis in percentage of EL, namely, i = 0.5, 1.5, . . . , 99.5. We assume the
existence of a single copy of the gene per nucleus and we are interested on the number of
mRNA’s (ni) present at the i-th nucleus. From here on we shall interpret the states of the
mRNA source effectively as the promoter state, as its state regulates the transcription rate.
We compare model predictions and experimental data assuming direct correspondence of
spatial coordinates. In a given nucleus, the transcription may occur at the active (on) and
repressed (off ) gene states, respectively, with rates k and χk (0 ≤ χ < 1). The promoter
transition to the active (or repressed) state at the i-th nucleus is indicated by the switching
rates fi (or hi).
We describe the dynamics of the system in terms of the probability, αni,i(t) or βni,i(t), of
finding ni mRNA’s at the i-th nucleus and the promoter site being, respectively, active or
repressed. The dynamics of these probabilities is controlled by the master equations, namely
dαni,i(t)
dt
= k[αni−1,i(t)− αni,i(t)] + ρ[(ni + 1)αni+1,i(t)− niαni,i(t)]− hiαni,i(t) + fiβni,i(t)
(1)
dβni,i(t)
dt
= kχ[βni−1,i(t)− βni,i(t)] + ρ[(ni + 1)βni+1,i(t)− niβni,i(t)] + hiαni,i(t)− fiβni,i(t),
(2)
where the mRNA degradation rate is indicated by ρ. Notice that there is no interaction
between different nuclei of the lattice. That is because we have neglected diffusion or trans-
port effects here. Hence, one may consider each site as an independent unit and probability
conservation holds for an individual site, such that
∞∑
ni=0
[αni,i(t) + βni,i(t)] = 1, (3)
at each site of the lattice. The introduction of the above property turns possible the use
of exact solutions already available on the literature [30]. Furthermore, we shall also use
the symmetry properties underlying analyticity both as a mathematical tool and to give a
biological interpretation for the model and its parameters [31].
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B. Activity level, expected value and standard deviation
In this manuscript we shall focus on the probability of finding the gene promoter site
of the i-th nucleus at the active (repressed) state, indicated by Ai(t) (Bi(t)), the mRNA
average number, 〈ni〉 (t), and, the standard deviation on ni and its consequence on positional
precision of the borders of the stripe 2. The probabilities Ai(t) and Bi(t) are defined as
Ai(t) =
∞∑
ni=0
αni,i(t) and Bi(t) =
∞∑
ni=0
βni,i(t). (4)
whereas the mRNA average number and the transcripts number fluctuations are, respec-
tively, given by
〈ni〉 (t) =
∞∑
ni=0
ni [αni,i(t) + βni,i(t)] (5)
and
σ2i (t) =
[
∞∑
ni=0
n2i [αni,i(t) + βni,i(t)]
]
− [〈ni〉 (t)]
2 . (6)
Explicit expressions for Ai(t), Bi(t) and 〈ni〉 (t) can be written in terms of the steady
state probabilities to find the promoter site at the active and repressed states, respectively,
ai =
fi
hi + fi
and bi =
hi
hi + fi
. (7)
The system approaches the steady state exponentially with a decay rate dependent on
the constant
ǫi = ǫ =
hi + fi
ρ
. (8)
Note that we assumed this constant to have a fixed value along the AP-axis. This occurs
because the quantity ǫi is an invariant of the model, as it was shown previously [31]. Then,
the probabilities are written as
Ai(t) = ai + (Ai(0)− ai) e
−ǫρt, (9)
Bi(t) = bi + (Bi(0)− bi) e
−ǫρt. (10)
where Ai(0) and Bi(0) are the initial conditions.
To show the time-dependent protein average numbers we define the constant N = k/ρ in
terms of which the average protein number at the steady state (µi) is given, namely,
µi = N (1− χ) ai +Nχ. (11)
9
and we get:
〈ni〉 (t) = µi + Uie
−ρt + Vie
−ǫρt, (12)
where
Vi =
N(1− χ)(Ai(0)− ai)
1− ǫ
, and Ui = 〈ni〉 (0)− µi − Vi.
〈ni〉 (0) is the initial condition on the average mRNA numbers. Moreover, the fluctuation
σ2(t) is given by
σ2i (t)
〈ni〉 (t)
= 1 + ∆i(t) (13)
where ∆i(t) is a position- and time-dependent term, namely
∆i(t) =
ξi + ηie
−2ρt + λie
−ǫρt + ψie
−(1+ǫ)ρt + φie
−2ǫρt
〈ni〉 (t)
. (14)
The coefficients of the exponentials are written on the appendix.
The parameters k, χ and ρ are assumed to be invariant along the AP-axis. We consider the
mRNA synthesis rates to be mainly determined by the DNA sequence of the promoter region
of the gene. For simplicity, we assume that the mRNA degradation has small interference of
environmental conditions. That effective approach implies treating the RNA Polymerases
or enzymes catalyzing mRNA degradation as uniformly distributed along the embryo.
The regulatory effect of the surrounding conditions around the i-th nucleus is introduced
in terms of the gene switching rates, hi and fi. If the concentrations of the regulatory
proteins in a nucleus gene transcription the value of fi will be greater than hi, and vice-
versa. We may assume hi and fi to be dependent on space because such rates represent the
effect of transcription factors (TF’s). Furthermore, in literature we have not found any trace
of auto regulation in the eve mRNA stripe 2 formation during cycle 14A. One could also
consider these rates to be time-dependent and, depending on the form of that dependence,
the Eqs.(9) and (12)) might not hold as solutions for the model.
C. A model for the eve’s stripe 2 formation
The Fig. S1 shows the comparison between the experimental data for estimated mRNA
numbers (red lines) and the model predictions for the mRNA average numbers (green lines).
The mRNA numbers are indicated at the vertical axis and the horizontal axis gives the
percentage of the EL at AP direction. The red lines of the graphs are showing the mRNA
average numbers at 9 different time instants for which experimental data is available.
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The graphs at Figure 1 were obtained considering that the transcription dynamics consists
of two phases. Each phase of the gene dynamics is characterized by a pair of switching
rates, fi and hi. The time-dependence of the switching rates can be represented in terms of
Heaviside[44] functions, Θ, namely:
fi(t) = f iΘ(τi − t) + f˜iΘ(t− τi) (15)
hi(t) = hiΘ(τi − t) + h˜iΘ(t− τi),
where hi, f i, h˜i and f˜i are the switching constants at the i-th AP position (Figures S1 and
S2 on Appendix). The parameter τi, denominated critical time, is the time instant of the
change of switching rates. This quantity may be space-dependent since it is associated with
environmental regulatory factors which, in turn, are not distributed homogeneously along
the AP axis. The parameters k, χ and ρ will be the same during the two time phases.
We consider that ǫ = hi+f i
ρ
= h˜i+f˜i
ρ
is also invariant during time. Then, there will be only
one free switching rate to be optimized. The assumptions above have a clear biochemical
interpretation. Furthermore, they turn possible the exact calculation of the probability
for the gene to be active and the mRNA average number, its standard deviation and the
associated probability distributions.
The dynamics presented at Fig. S1 was obtained with the following equations for the
dynamics of the probability for the gene to be active
Ai(t) =
ai + (Ai(0)− ai)e
−ǫρt , 0 ≤ t ≤ τi
a˜i + (Ai(Ti)− a˜i)e
−ǫρ(t−τi) , t > τi
(16)
where the steady-state probabilities for the gene to be active are given as
ai =
f i
hi + f i︸ ︷︷ ︸
First phase
, and a˜i =
f˜i
h˜i + f˜i︸ ︷︷ ︸
Second phase
. (17)
The average number of mRNA’s is given by
〈ni〉 (t) =
µi + U ie
−ρt + V ie
−ǫρt , 0 ≤ t ≤ τi
µ˜i + U˜ie
−ρ(t−τi) + V˜ie
−ǫρ(t−τi) , t > τi
, (18)
with coefficients set as:
µi = N (1− χ) ai +Nχ, µ˜i = N (1− χ) a˜i +Nχ,
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V i =
N(1 − χ)(Ai(0)− ai)
1− ǫ
, V˜i =
N(1 − χ)(Ai(τi)− a˜i)
1− ǫ
,
U i = 〈ni〉 (0)− µi − V i, U˜i = 〈ni〉 (τi)− µ˜i − V˜i,
where Ai(0) and 〈ni〉 (0) are the initial conditions of the dynamics and Ai(τi) and 〈ni〉 (τi)
are the initial conditions for the second phase.
D. Initial conditions
The initial conditions of the average mRNA numbers for the first phase are built by
fitting of experimental data at the time class C13 with the function:
〈ni〉 (0) = c0 + c1e
−c2(i−35.5) (19)
where c0 = 1.36468, c1 = 12.3591 e c2 = 0.0575796. The use of the exponential function
replaces dozens of data for conditions at instant C13 and represents a great reduction on
the number of parameters of the model.
The initial condition on 〈ni〉 (0) given by the Eq. (19) was obtained in terms of
〈ni=41.5〉 (0). We consider the experimental value in 41.5% AP position at C13 as ini-
tial condition for the number of mRNA, that is, 〈ni=41.5〉 (0) = 10.6892. As for the initial
condition Ai=41.5(0) at 41.5% AP position, we are far from any estimate because of scarcity
of information. Nevertheless, since our approach is based on a Markov process, the tendency
is that, during the time evolution, the system stops feeling the effect of the initial condition
and, because of this, the absence of an estimate for Ai=41.5(0) or even for 〈ni=41.5〉 (0) does
not represent a problem.
An alternative to estimate Ai(0) is to consider that the system is described approxi-
mately by an arbitrary steady state of the model. In that case the initial conditions for the
probabilities for the gene to be active is obtained from 〈ni〉 (0). That results into
Ai(0) =
〈ni〉 (0)−Nχ
N(1− χ)
. (20)
Notice that the space dependence of Ai(0) is inherited from 〈ni〉 (0).
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E. Parameters estimation
The parameters of the model have been obtained by optimization. The values of k, χ
and ρ were obtained by fitting the dynamics at the position 41.5% of the EL. Then, we set
those values along the whole AP axis because they are indicating characteristics that are
intrinsic to the promoter site and the mRNA molecules.
The parameter χ quantifies the proportion between the two mRNA production modes.
It may be estimated as 0 simply because the phenomenon is being described in terms of two
well characterized activation levels: one with high mRNA production rate and another with
low production rate (which, in first approximation, may be considered null).
The estimates for the probabilities ai=41.5 and a˜i=41.5 may also be conceived with the
help of experimental data and the all-or-nothing character of our approach. At 41.5% AP
position the production of eve mRNA is considerably greater than at other AP positions.
Furthermore, since the eve mRNA stripe 2 formation occurs in wild-type embryos, the
tendency of biological system is always to produce eve mRNA during the first temporal
classes. This means that, in first approximation, we may estimate ai=41.5 ∼ 1. On the other
hand, the biological system starts ceasing the production of eve mRNA after τi. Hence, we
may estimate a˜i=41.5 = 0 as the probability for the gene being active at the end of the second
phase.
By estimating χ = 0, ai=41.5 = 1, a˜i=41.5 = 0 and 〈ni=41.5〉 (0) = 10.6892, optimization
preliminary tests in 41.5% AP position provide k = 0.0701998sec−1, ǫ = 1.43301sec−1,
ρ = 0.00242665sec−1, τi=41.5 = 2053.09sec and Ai=41.5(0) = 0.0165307. By inserting these
optimized values, the initial condition 〈ni=41.5〉 (0) and the estimates for χ, ai=41.5, a˜i=41.5
into Eqs. (16) and (18), the average number 〈ni=41.5〉 (t) may be obtained and compared to
the experimental data, as Figure S2 shows.
The remaining parameters have been computed by analysis of the experimental data
along the space and it results:
ai = exp
[
−0.04(i− 41)2
]
(21)
a˜i = 0 (22)
τi = τ41.5exp
[
−0.04(i− 41)2
]
(23)
where τ41.5 = 2053.09 sec.
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FIG. S3. A comparison between the Gaussian shape for critical time as obtained with the Eq. (23)
and experimental data on transcriptional activity around the peak of expression of eve’s stripe 2,
using experimental data presented in Ref. [40]. The experimental data are shown as the solid red
circles and the green lines are indicating the model’s results.
The Gaussian profile of ai is based on fact of that, at sufficient long time, the spatial
distribution of the number of transcripts will be very similar to the space-dependence of the
asymptotic activation probability (see Eqs.(9) and (21)). The Gaussian profile of τi is related
to the sharpening of the stripe 2 as follows: The TF’s that repress the transcription of the
eve gene are getting produced on both sides of the stripe 2; Their concentrations achieve
sufficiently large values at the critical time instants given by the Eq. (23); As a consequence,
the probability for the gene being repressed increases in accordance with the increase on the
amount of repressive TF’s. Indeed, the reduction of the transcriptional activity of the eve’s
enhancer controlling the stripe 2 formation has a Gaussian profile, as it is shown on Fig. S3.
The amplitudes of the functions ai and τi, and the estimate of a˜i, are obtained by op-
timization. The centers of both Gaussian functions ai and τi are at 41% of EL because
the expression levels reached at both 40.5% of EL and 41.5% of EL are very close to one
another so that we assume that the center of the stripe is at the midpoint between these
AP positions.
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FIG. S4. The implications of the fluctuations on the mRNA numbers on the position of the anterior
and posterior borders of eve’s stripe 2 domain at time class T5. We consider three particular
curves, one (green color) for the average number of mRNA synthesized by the eve’s gene and the
remaining two (red color) given by the average plus or minus the standard deviation on the number
of transcripts.
IV. THE FLUCTUATIONS OF MRNA NUMBER
The Eq. (13) gives the general form of the noise obtained with the stochastic binary
model. Since we have two phases in our model, the coefficients for the exponentials on the
definition of ∆i(t) at each time phase are defined as follows. For 0 ≤ t ≤ τi, the terms ξi,
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ηi, λi, ψi and φi become, respectively, ξi, ηi, λi, ψi and φi, given by
ξi =
N2(1− χ)2ai(1− ai)
1 + ǫ
ηi =
[
〈ni〉0
2 − µi
2
]
+ [〈ni〉0 − µi] +
N2(1− χ)2
ǫ− 1
[Ai(0)(1− Ai(0))− ai(1− ai)]
+
{
2N(1 + χ)
ǫ− 2
+ 2 [N(1− ai + χai)− 〈ni〉0]− 1
}
V i − (2µi + 1)U i − U i
2
λi =
2V i
2− ǫ
[N(1 + χ− ǫ) + µi(ǫ− 2) + aiǫ(1− χ)]
ψi =
2N2(1− χ)
1− ǫ2
[Ai(0)(1− Ai(0))− ai(1− ai)] + 2
[
µi −N(1− ai + χai) + V i
]
V i
φi = −V i.
For τi < t, the terms ξi, ηi, λi, ψi and φi become, respectively, ξ˜i, η˜i, λ˜i, ψ˜i and φ˜i, which
correspond to the asymptotic probability a˜i and “initial conditions” Ai(τi) and 〈ni〉 (τi)
instead of ai, Ai(0) and 〈ni〉 (0). Moreover, these terms are evaluated at t − τi instead of
t. That is analogous to the procedure proposed for the evaluation of the mRNA average
values.
The Eq. (13) shows the prediction of the model for the dynamics of the ratio of the
standard deviation for the mRNA mean number, also called the Fano factor. The Fano
factor is useful to determine how different from a Poissonian a probability distribution is: a
Poisson distribution has a Fano factor equals to one. A super Fano (or sub Fano) probability
distribution has Fano factor greater (or smaller) than one. Since the quantity ∆i(t) obeys
∆i(t) ≥ 0 for all i and t, it causes the Fano factor to be equals to or greater than one.
Therefore, the enhancer controlling formation of the eve’s stripe 2 along the AP axis during
the cycles 13 and 14 leads the eve gene to behave as a Fano or super Fano source of mRNA’s.
The standard deviation on the mRNA numbers during cycles 13 and 14 along the AP
axis is given by the vertical bars at the plots of the Figure S1. Accordingly to the Eq.
(13), the standard deviation is given by σi(t) =
√
〈ni〉 (t)
√
1 + ∆i(t). At the initial time
instants the noise values are greater at positions where 〈ni〉 (t) assumes its maximal values.
When the stripe 2 starts to achieve its shape the noise has three different characteristics: it
is almost zero on the regions at the right of the stripe; it has intermediary values around
the peak of expression; the maximal values of the noise are exhibited at positions on the
borders of the stripe. During the two final time classes the noise amplitude is greater at the
regions where 〈ni〉 (t) is higher. The difference on the dynamic behavior of the noise is due
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to the values of the asymptotic values, ∆i(τi) and ∆i(∞), and the differences ∆i(τi)−∆(0)
and ∆i(∞)−∆i(τi). That is because the system approaches the equilibrium with the same
speed at all AP positions and phases of the dynamics.
The Fig. S4 shows a plot for the average mRNA numbers and their fluctuations on the
region from 35.5% EL to 46% EL at the time class T5. The green line indicates the values
of 〈ni〉 while the values of 〈ni〉 ± σi are indicated by the red lines. The dashed blue line
indicates the position where the mRNA is maximal, i = 41. There are two rectangles with
top horizontal blue lines and grey colored area around the positions xC and x
′
C , with a base
length going from x1 to x2 and x
′
1 to x
′
2, respectively. The height of the two rectangles is
half of the maximum number of mRNA’s. The spatial fluctuation on the position of the
eve’s stripe 2 can then be inferred from the fluctuations on the mRNA numbers, σi. The two
rectangles are indicating the spatial variation on the formation of the anterior and posterior
borders of the stripe 2. Based on our results, the position of the anterior border of the stripe
2 is at xC ± 0.8% while the posterior border of the stripe 2 is at x
′
C ± 0.8%.
V. DISCUSSION
A. Parameters of the model and fitting
An important characteristic of our approach is the small number of parameters. The
fitting shown at Fig. S1 has required 14 parameters for 42 × 9 (= 378) experimental data.
The good agreement between the model and experimental data is mainly due to fitting
at intermediary and not at final instants of the process. That is because the initial and
final states of each phase are already specified (by initial conditions and rates hi and fi,
respectively). Therefore, the fitting presented at Fig. S1 is an actual test for the dynamics
resulting from our model.
The Fig. (S2) shows not only that proposed approach is able to describe experimental
with good agreement but also that it is possible to find a set of parameters (for k, χ, ρ, ǫ,
ai, a˜i, τi and Ai(0)) coherent with the model and literature. Thanks to the model’s good
performance in describing the experimental data at 41.5% AP position we have extended it
to describe the numbers of eve dynamics to other AP positions.
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B. Estimates of the mRNA numbers and parameters optimization
The analysis of the Fig. S1 may lead us to question about the correctness of the estimates
of the eve mRNA numbers. Indeed, we expect that a precise and direct detection of the
eve transcripts would require an adjustment of our estimate. However, it is fair to assume
the preservation of the qualitative aspects of the mRNA number dynamics. In that case,
the refinement of the model’s parameters would be required for fitting data but biological
interpretation of the model would remain useful to understand the role of the fluctuations
during Drosophila embryo development.
In the literature, we have found that size of the eve coding sequence is 1477 bp [32] and
the rate at which the RNA-Polymerase II transcribes a sequence is 1400 bp/min = 23.33
bp/sec [33–35]. This allows to estimate the time of production of one eve mRNA in 63.3
seconds, which corresponds to the rate k = 1/(63.3 sec) = 1.579 · 10−2 sec−1. This estimate
is also consistent with other values [36].
The estimate of the degradation rate ρ of the eve mRNA is based on the half-live of the
ftz mRNA. This is adopted due to scarcity of data about eve mRNA. In literature [37–39],
the half-live of ftz mRNA is between 6 and 7 minutes, which corresponds to a degradation
rate of order of 10−3 sec−1. This value establishes the order of magnitude for the degradation
rate ρ of the eve mRNA.
C. The two phases dynamics
The graph at Fig. S2 suggests that the transcription of the eve gene around the position
41.5% EL is a two-phases process. As one may verify at the Eq.(18) the two phases have
different attractors, the first phase has µi as a fixed point while µ˜i is the fixed point of the
second phase. The average number of mRNA’s has direct dependence on the asymptotic
probabilities, ai and bi, as it is shown at the Eq. (11). Furthermore, µ also depends on k, χ,
and ρ which are fixed constants. Therefore, the occurrence of two attractors is due to the
existence of two asymptotic probabilities, each of them associated with one temporal phase
of the dynamics. The asymptotic probabilities are functions of the switching parameters,
as shown at the Eq. (17). The regulatory configuration of the promoter site, despite its
random switching, is characterized by a pair fi and hi that leads it to be mostly active until
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τi. After it, the promoter site shall be mostly repressed and mRNA degradation will be the
prevailing reaction.
The introduction of the Heaviside time-dependence on the switching rates and the space
dependence is a generalization to previous versions of this model. That permits introduction
of diffusion or other space dependent processes. The use of Heaviside functions for the
switching rates turns possible to decompose the temporal domain in an arbitrary number of
slices and the solution is an analogous to a Riemann sum. Then, the exact solution presented
here is a generalization of existing solutions to this model.
The two-phase behavior of the eve’s promoter site is caused by the interaction of multiple
TF’s with the enhancer controlling the stripe 2 formation. The interaction of the TF’s
along the AP axis is orchestrated in such a way that the eve gene promoter site operation
is effectively binary. That behavior of the eve promoter supports the proposition of the
model of Eq. (1) as a tool to understand the role of random fluctuations during Drosophila
development. It provides the simplest approach to regulated gene transcription, is fully
solvable, and the symmetries underlying its analyticity have been characterized. Here, the
existence of symmetries has a practical implication as it allows us to take ǫ as an invariant
of the model on both space and time. That assumption leads to a reduction of the free
parameters of the model and contributes to avoid the over-fitting.
D. Phenomenology of the model
The invariance of ǫ can be interpreted biochemically as the characteristic time of the
promoter’s site capability for the transition between the active and repressed states in re-
lation to the characteristic time of the mRNA degradation. For high (low) values of ǫ, a
transition cycle will be completed fastly (slowly) when compared to mRNA degradation.
Here, fi and hi relates to the time fraction of a switching cycle that the promoter site will
take to switch to the active and repressed states, respectively. For fi > hi, the promoter will
be predominantly at the active state while the repressed state is most likely for the opposite
condition.
The invariance of ǫ also helps on the understanding of the enhancer-TF’s interaction. For
fi >> hi, the promoter site is highly active, and the majority of the enhancer-TF’s inter-
actions contributes to stimulate eve’s transcription. Hence, one may suppose the enhancer
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inducing an active state of the promoter during the first phase of the stripe 2 formation.
The initial phase has higher concentrations of Bcd and Hb that contribute for such a higher
activation. As the gap genes are expressed, repressive TF’s (Gt, Kr and Kni) start binding
to the enhancer and the balance between fi and hi changes towards hi >> fi. Then, the
promoter site is expected to be mostly repressed.
The critical time can be interpreted as a time instant when there is a saturation of
repressive TF’s bound to the enhancer and the promoter is most likely to be repressed.
There is a high number of possible configurations for the stripe 2 enhancer. Hence, we
expect a smooth transition from the initial configuration to the asymptotic values. This
is represented by the exponential time decays of average mRNA number and the promoter
state.
The Fig. S3 shows a comparison between the Gaussian profile as proposed for the critical
times and the observed data for the transcriptional activity time interval of the eve gene
as detected experimentally at some positions around the peak of expression [40]. It is
remarkable that the Gaussian curve is in good agreement with the analyzed data. The
transcriptional activity is directly related to the binding of repressive TF’s to the enhancer
controlling the formation of the stripe 2 of the eve gene. The increase on the amount
of repressive TF’s reduces the transcriptional activity by their binding to the enhancer.
Furthermore, the spatial form of the activity reduction follows a Gaussian spatial pattern
centered around the peak of expression, as it happens with the critical times that are given
by the Eq. (23).
E. The intrinsic noise on mRNA numbers due to promoter dynamics
Our model can also be used as a tool to understand the characteristics of the noise on
the number of mRNA’s when it is produced by a two levels system. The form of the noise
presented at the Eq. (13) is similar to the form of the translational noise as introduced in
a paper considering a two stages model to stochastic gene expression [11]. The noise on the
protein numbers at the steady state regime was written as σ2/ 〈n〉 = 1 + B, where B is a
constant denoted as the bursting size [41]. One may show that our two levels model also
has a bursting limit, with burst size ∆(t). The bursting occurs at the limit of many very
fast mRNA synthesis during the very brief time interval of duration of the “on” state of
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the gene. Even though B and ∆(t) are called, respectively, translational and transcriptional
burst sizes, they are actually average values. That is, either the burst amplitude and its
time duration vary randomly at each burst and, hence, the burst size has a different value
at each bursting event.
The above discussion on noise is important to understand recent results of a single
molecule detection experiment that was performed to evaluate the dynamics of the for-
mation of the stripe 2 of the fruit fly embryos [40]. The amount of eve’s mRNA molecules
synthesized per transcriptional event was also probed. It was shown that the eve molecules
are synthesized in a burst-like regime with burst size and duration varying randomly at each
transcriptional event. Based on that observation, the authors have concluded that a two
level model to gene expression would not be capable of accounting this phenomena and,
therefore, the transcription of the eve gene should occur at multiple levels of synthesis rate.
The reasoning underlying that conclusion is that each level of gene transcription has a single
burst size corresponding to it. That conclusion would be well supported by the assumption
of deterministic binding of the RNAP to the DNA. Then, for each burst size there will be
a given amount of RNAP bound to the DNA. However, the number of reacting molecules
inside the cell is small and it leads the intracellular phenomena to be stochastic [1]. Hence,
the observation of the multiples burst sizes is not necessarily due to multiple levels of the
transcription of the eve gene but a manifestation of the inherent stochasticity of biological
phenomena. Particularly, the randomness of the eve’s stripe 2 formation. Furthermore,
since the burst size in our two levels model is both random and time-dependent, as afore-
mentioned, we consider that it is very early to discard it as a good model to evaluate noise
in fruit fly developmental processes.
F. Variation on the stripe 2 borders position
The analysis of the noise on the mRNA numbers has turned possible for us to investigate
its implications on the positional precision of the control of: The location of the anterior
and posterior borders of the stripe 2; The fluctuations on the domain width. Our results
indicate that the noise on the position of the borders of the domain is of 0.8% of the EL
which is in good agreement with experimental results [15]. In that reference, the noise on
the position of the eve domain is investigated for time classes until T5 and it is shown to be
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of the order of 1% of the EL. We have also calculated the variation on the domain size and
it goes from 3.8% EL to 7% EL, and its average width is 5.4% EL.
In this manuscript, the noise on the position of the border of the domain of the stripe 2
have been evaluated in terms of a model for the fluctuations on the number of eve molecules.
Despite it may appear as a limitation of our approach it has a useful consequence, as it
suggests the possible inferior values of the positional error of the segmentation process. In
our approach, the noise on the position of the peak of expression of the eve stripe 2 is
not considered and it would be interesting to incorporate it here. Similarly, one may also
investigate the role of the fluctuations on the numbers of the TF’s regulating the expression
of the stripe 2. Furthermore, the usual error of the experimental data is not included in our
model. Therefore, it is acceptable that our model’s predictions for the positional noise on
the stripe 2 borders is smaller than that observed experimentally (∼ 0.8% EL).
There is an interesting implication for the good agreement between the predicted spatial
variation of the borders position due to the intrinsic noise arising from the promoter and
the existing empirical data [15]. The intrinsic noise due to the promoter’s dynamics might
account for all of the observed spatial variability, and other extrinsic noise sources are being
damped or filtered by mechanisms that are to be determined [42, 43]. One must notice,
however, that our predictions for the noise are related with our extrapolation of mRNA
numbers that are not from the eve gene. It is natural to expect that the mean number of
mRNA’s may differ from gene to gene. Naturally, that would cause a change on the values
of the parameters of the model and the noise predictions. Nevertheless, the theoretical
machinery does not assume anything about the precise numbers of even-skipped molecules
and so the model will still be valid whenever such measurements become available.
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Appendix A
Digitalization
The experimental data were digitalized by using the program DigiteIt 1.5.
Optimization
All the fits obtained by optimization ran via least-squares method by using the Wolfram
Mathematica 7.0 program.
Ansatz of a two-phase transcriptional dynamics
Heaviside function. For those unfamiliar with the Heaviside function, we present at the
Figure S5 the time dependence of the switching parameters fi(t) and hi(t) as presented at
the Eq.(10) of our manuscript. Initially, the pair (f i(t), hi(t)) dominates the transcriptional
dynamics until a critical instant Ti. From that time instant the dynamics is guided by the
pair of rates (f˜i(t), h˜i(t)).
Parameters optimization. For optimization of the switching parameters purposes one
may work with asymptotic probabilities for the gene to be active and also represent these
probabilities in terms of a Heaviside function. We start showing the asymptotic probabilities
for the gene to be active at each time phase as
ai =
f i
ǫρ
a˜i =
f˜i
ǫρ
. (A1)
Note that we are using the constants ǫ and ρ instead of hi + f i or h˜i + f˜i. That turns the
optimization process simpler.
The optimization process is greatly simplified by the introduction of the Eq.(A1), which
can be written as:
qi(t) =
ai , 0 ≤ t ≤ Tia˜i , t > Ti (A2)
23
0 Ti
f
f
Time
f iHt
L
0 Ti
h

h
Time
h i
Ht
L
FIG. S5. Heaviside-like time-dependence in the rates hi and fi. Each phase of the dynamics
of the mRNA expression at 41.5% AP position is associated with an evolution toward seemingly
asymptotic level. This, in turn, is associated with a pair of transition rates: the regulatory effect
is represented by hi and f i in the first phase and by h˜i and f˜i in the second phase. Since the
first and second phases are respectively characterized by the formation and disappearance of the
stripe 2, this means that whereas the gene performs the transition off → on faster than on →
off during the first phase, the inverse occurs during the second phase. Mathematically, this means
that f i > f˜i and h˜i < hi.
and is shown at the Figure S6. The simplification is due to the fact that qi(t) only assumes
real values between 0 and 1 while the switching rates may assume an non-negative real value.
Coefficients for the Eq. (14)
ξi =
N2(1− χ)2ai(1− ai)
1 + ǫ
ηi =
[
〈ni〉0
2 − µi
2
]
+ [〈ni〉0 − µi] +
N2(1− χ)2
ǫ− 1
[Ai(0)(1−Ai(0))− ai(1− ai)]
+
{
2N(1 + χ)
ǫ− 2
+ 2 [N(1 − ai + χai)− 〈ni〉0]− 1
}
Vi − (2µi + 1)Ui − Ui
2
λi =
2Vi
2− ǫ
[N(1 + χ− ǫ) + µi(ǫ− 2) + aiǫ(1 − χ)]
ψi =
2N2(1− χ)
1− ǫ2
[Ai(0)(1−Ai(0))− ai(1− ai)] + 2 [µi −N(1 − ai + χai) + Vi]Vi
φi = −Vi.
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FIG. S6. Heaviside-like time-dependence in the rates qi. Heaviside-like time-dependence in rates h
and f also makes the asymptotic probabilities ai and a˜i vary suddenly over time. It is convenient
to work with the qi, given by qi = (ǫρ)
−1fi, because it has units of probability, that is, 0 ≤ qi ≤ 1,
which is useful to investigate the regulatory information and to run optimizations for parameters
of the model.
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