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Abstract
This work extends both classical results on Atiyah Lie algebroids and previous developments carried out by some
of the authors on Ehresmann connections on Atiyah Lie algebroids in their algebraic version. In this paper, we study
Cartan connections in a framework relying on two Atiyah Lie algebroids based on a H-principal fiber bundle P and its
associated G-principal fiber bundleQ :=P ×H G, where H ⊂ G defines the model for a Cartan geometry. Completion of a
known commutative and exact diagram relating these two Atiyah Lie algebroids allows to completely characterize Cartan
connections on P as a fresh standpoint. Furthermore, in the context of gravity and mixed anomalies, our construction
answers a long standing mathematical question about the correct geometrico-algebraic setting in which to combine inner
gauge transformations and infinitesimal diffeomorphisms.
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1 Introduction
Our general view on confirmed fundamental physical theories permits to distinguish two types of symmetries: on the one
hand “outer” symmetries stemming from transformations of spacetimeM , that is diffeomorphisms Diff(M ); on the other
hand “inner” symmetries stemming from the action of a gauge groupH . Gauge field theories, in which inner symmetries
play the essential role, can be formalized using at least three different mathematical frameworks: the usual geometry
of fiber bundles, noncommutative geometry, and transitive Lie algebroids. We refer to [3] for a review and comparisons
of the models that can be developed in these various approaches. These gauge theories rely on Ehresmann connections,
those behind Yang-Mills fields in physics. On the other hand, formulations of gravity and conformal theories are well
encompassed in the use of Cartan connections.
In this paper, we propose to explore a formulation of Cartan connections in the framework of Atiyah Lie algebroids,
which are special cases of transitive Lie algebroids.
On the mathematical side, this study is motivated by our previous papers [2; 6] on generalization of Ehresmann
connections on transitive Lie algebroids, to which we refer for details. In particular, in [6] we were able to completely
characterize Ehresmann connections on Atiyah Lie algebroids in their algebraic guise (using the language of modules of
sections and spaces of maps rather than manifolds and bundles)
0 ΓH(P ,h) ΓH(P ) Γ (TM ) 0 (1.1)
constructed on a H-principal fiber bundle P . Here, we do the same for Cartan connections, using a more involved
construction, the commutative diagram (3.11), which uses two Atiyah Lie algebroids: the first one is (1.1) and the second
one is based on the associated G-principal fiber bundle Q := P ×H G, where H ⊂ G defines the model for a Cartan
geometry [9]. This extension of the H-principal fiber bundle P to its associated G-principal fiber bundle Q is an essential
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procedure1 in our considerations: see e.g. [4, V.2.5.5] for the general construction of a λ-extension (here λ : H → G is the
inclusion map), see in addition [7, Appendix A] for its use in the context of Atiyah Lie algebroids, and [9, Appendix A.3] for
its use in the context of Cartan connections. One of our main results is Theorem 4.5 which identifies a Cartan connection
as an isomorphism ̟Lie : ΓH(P )→ ΓH(P ,g) satisfying a certain normalization condition (4.7).
As in [6], the notion of (infinitesimal) gauge transformations is studied in this framework. Here, we insist on the fact
that Lie derivative along any element X ∈ ΓH(P ) combines an inner gauge transformation and an infinitesimal diffeo-
morphism, so taking into account, in a single structure, the main symmetries revealed by present fundamental physical
theories.
On the physical side, this last point was a strong motivation for the present study. Indeed, it has been a long standing
issue in field theories to propose a coherent and powerful mathematical setting in which it is possible to represent the
combined action of infinitesimal gauge transformations v ∈ LieH (where H is the group of vertical automorphisms of
P ) and infinitesimal diffeomorphisms X ∈ Γ (TM ) (= LieDiff(M )) on fields. As a case study, this problem is addressed
in [5; 10–12], using reductive Cartan connections in the context of gravity and mixed anomalies. In [5] for instance, the
action of v can be directly implemented on fields, since v is defined at the level of the principal fiber bundle P . But the
action of X , defined at the level of the base manifold M , requires a lifting X 7→ ∇X ∈ LieAut(P ) to make it an object
acting of fields at the level of P . This can be summarized in the following diagram, which is nothing but (1.1) since
ΓH(P ,h) = LieH (Ad-H-equivariant maps P → h = LieH) and ΓH(P ) = LieAut(P ) (where Aut(P ) is the group of
bundle automorphisms of P ):
0 LieH LieAut(P ) Γ (TM ) 0 .
∇
According to Stora [10], in this construction, the “parallel transport” ∇, even if “physically appealing”, has still an obscure
mathematical status.2 We explicitly show that the framework we develop and study in the present paper answers the
questions raised in [10], and reiterated in [11] for instance.
Let us make the following remarks. As in [2; 6], we will consider Atiyah Lie algebroids in the language of modules
over C∞(M ): this is more suited because physics requires the use of sections (namely fields) of vector bundles. In this
paper, we shall be at first mainly concerned with the mathematical structures emerging from the general construction and
subsequently more detailed physical applications will be addressed in Sections 5.2 and 5.4.
The paper is organized as follows. In Section 2 we recall some usual constructions related to Cartan geometry and to
Atiyah Lie algebroids. One of the key ingredients for further technical developments is presented in Section 2.4.
Section 3 is devoted to the construction of the diagram (3.11), which is one of our main results. It is an exact com-
mutative diagram featuring the Atiyah Lie algebroids of P and Q, and whose maps are essential to characterize Cartan
connections on P . A part of this diagram can be found in [7, Appendix A], see Remark 3.6. In Section 3.5, the whole
construction is recast in a local trivialization of P in order to make contact with field theoretical constructions already
obtained in the literature.
Then, in Section 4 we introduce, on top of diagram (3.11), Ehresmann and Cartan connections, as well as metrics.
Theorem 4.5 is the first main result to mention in this section, since it permits to understand how Cartan connections fit
into the diagram (3.11), see diagram (4.10) as a new way of considering Cartan connections. Then, Proposition 4.12 is the
second main result to mention, since it identifies Lie derivative along X ∈ ΓH(P ) as a combined inner gauge transformation
and infinitesimal diffeomorphism.
Section 5 is devoted to some applications. Constructing Cartan connections in the framework of Lie algebroids is not
new. It has been explored for instance in [1], but from a different point of view. In particular the authors start from Lie
groupoids, which is a very different approach to ours. However, a comparison is proposed in Section 5.1. In Section 5.2 we
show that our construction provides a framework in which the above mentioned questions regarding gravity and mixed
anomalies, as raised e.g. in [5; 11], find a natural resolution as we easily reproduce particular results of [5]. Finally,
the last two subsections 5.3 and 5.4 mention without details two questions flowing naturally from our construction, since
they were addressed for Ehresmann connections in [2; 6]: the possible generalization of Cartan connections, and the
construction of a Lagrangian for field theories based on Cartan connections. These problems are out of the scope of the
present paper, and they will be the subject of further studies.
Even if Sections 2 and 3 contain some rather well-known results in classical differential geometry (bundle theory), full
details will be provided in order to have a self-contained work and to promote the module viewpoint.
1It is also referred to as an extension of the structural group or as an extension (or prolongation) of a principal bundle along a group homomorphism
in the mathematical literature.
2It is a long-standing issue about which one of us (S.L.) was asked about by Stora in summer 1991.
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2 General constructions
In this section we introduce some general constructions about Atiyah Lie algebroids (see [2; 6] for details) that will be
used in the context of Cartan geometry (see [9] for details).
2.1 General definitions
LetM be an n-dimensional Riemannian manifold (or Lorentzian manifold of signature (p,q)) and Γ (TM ) the set of vector
fields ofM . Let P = P (M ,H) be a H-principal bundle overM , with H ⊂ G acting by left multiplication on the group
G. We denote by LG and RG the left and the right actions of G on itself and by h and g the Lie algebras of H and G.
Let Q := P ×H G be the associated extension G-principal fiber bundle for the left action of H on G. We denote by
RP
h
(resp. RQ
g
) the right action of h ∈ H on P (resp. g ∈ G on Q). The fiber bundle Q is defined by the projection
ΠQ : P × G → Q induced by the right action αh(p, g) := (ph,h
−1g) of h ∈ H. We use the notation [p, g] := ΠQ(p, g),
and we have [ph,h−1g] = [p, g] for any h ∈ H, and RQ
g ′
[p, g] = [p, g g ′] for any g ′ ∈ G. The right action RQ
g ′
q = [p, g g ′]
is induced by the right action RP ×G
g ′
(p, g) := (p, g g ′) on P × G, so that RQ
g ′
◦ΠQ(p, g) = ΠQ ◦ R
P ×G
g ′
(p, g). Notice that
RP ×G
g ′
= IdP ×R
G
g ′
.
The natural inclusion ζ :P →Q, ζ(p) := [p, e] is compatible with the right actions of H on P and Q, since [p, e]h =
[p,h] = [ph, e]. This inclusion permits to identify P with ζ(P ) = {[p, e] | p ∈ P } ⊂Q.
Denote by ΓH(P ,h) the space of equivariant maps v : P → h satisfying (R
P
h
∗
v)(p) = v(ph) = Adh−1(v(p)) for any
p ∈ P and h ∈ H. In the same way, denote by ΓG(Q,g) the space of equivariant maps Q → g. We introduce the associated
vector bundles LP := P ×Ad h and L
Q := Q ×Ad g: then we have the well-known isomorphisms between sections of
associated bundles and equivariant maps Γ (LP )≃ ΓH(P ,h) and Γ (L
Q) ≃ ΓG(Q,g).
Let ΓH(P ) ⊂ Γ (TP ) be the subspace of right invariant vector fields on P : TpR
P
h
(X|p) = X|ph for any p ∈ P , h ∈ H
and X ∈ ΓH(P ). In the same way, let ΓG(Q) be the space of right invariant vector fields on Q: TqR
Q
g
(bX|q) = bX|qg for any
q ∈ Q, g ∈ G and bX ∈ ΓG(Q). These spaces define the (transitive) Atiyah Lie algebroids associated to P and Q, and they
give rise to the short exact sequence of Lie algebras and C∞(M )-modules
0 ΓH(P ,h) ΓH(P ) Γ (TM ) 0
ιP ρP
(2.1)
and
0 ΓG(Q,g) ΓG(Q) Γ (TM ) 0
ιQ ρQ
(2.2)
In this paper, we use the identification C∞(M ) ≃ C∞
H
(P ) ≃ C∞
G
(Q), where C∞
H
(P ) = { f ∈ C∞(P ) | f (ph) = f (p)} and
C∞
G
(Q) defined likewise. For an approach of Atiyah Lie algebroids in the standard language of bundles, see the classical
references [7; 8]. As already stated, we prefer to use the language of sections (mainly as equivariant maps on principal
fiber bundles) in order to be as close as possible to the field theoretical approach for the purpose of physical applications.
The brackets on ΓH(P ,h) and ΓG(Q,g) are induced pointwise by the brackets in h and g, and the brackets on ΓH(P )
and ΓG(Q) are induced by the brackets of vector fields. The map ιP is defined by
ιP (v)(p) := −v(p)
v
|p
=
d
d t
p · e−t v(p)|t=0
where, for any η ∈ h, ηv denotes the vertical vector field on P associated to the right action RP . The map ρP is the
projection of right invariant vector fields on P to vector fields onM . The maps ιQ and ρQ are defined in the same way.
We refer to [6] for more details and references.
The spaces ΓH(P ,h) and ΓG(Q,g) are the so-called kernels of these transitive Lie algebroids. Denote by ΓH(P ,g) the
space of H-equivariant maps P → g. Then the natural inclusion ih : h ,→ g induces a natural inclusion i : ΓH(P ,h) →
ΓH(P ,g) which is an injection and a morphism of Lie algebras and C
∞(M )-modules. Since this map is “just an inclusion”,
it will be often omitted in some expressions.
Proposition 2.1. There is a natural injective morphism of Lie algebras and C∞(M )-modules
j : ΓH(P ,h)→ ΓG(Q,g), j(v)([p, g]) := Adg−1 ◦ i ◦ v(p). (2.3)
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Proof. First, for any h ∈ H, we have j(v)([ph,h−1 g]) = Adg−1h ◦ i ◦ v(ph) = Adg−1 ◦Adh ◦ i ◦Adh−1(v(p)) = j(v)([p, g]) since
i and Adh−1 commute. So j(v) is well defined on Q.
Let us show that j(v) :Q → g is G-equivariant. For any q = [p, g] ∈Q and g ′ ∈ G,
j(v)(qg ′) = j(v)([p, g g ′]) = Ad(g g ′)−1 ◦ i ◦ v(p) = Adg ′−1 ◦Adg−1 ◦ i ◦ v(p) = Adg ′−1 ◦ j(v)([p, g]) = Adg ′−1 ◦ j(v)(q).
The maps Adg−1 and i are morphisms of Lie algebras and commute with multiplication by elements in C
∞(M ) ≃
C∞
H
(P ) ≃ C∞
G
(Q), so j is a morphism of C∞(M )-modules and Lie algebras.
If j(v)(q) = 0 for any q ∈Q, then Adg−1 ◦ i ◦ v(p) = 0 for any (p, g) ∈ P ×G, and so v(p) = 0 for any p ∈ P (since i is
injective), which proves the injectivity of j.
Since Q is the quotient of P × G by the action α, many structures and objects defined on Q can be obtained as
α-invariant structures and objects on P × G. For instance, for any v ∈ ΓH(P ,h), define
ˆ(v) : P × G→ g by ˆ(v)(p, g) := Adg−1 ◦ i ◦ v(p).
Then (α∗
h
ˆ(v))(p, g) = ˆ(v)(ph,h−1g) = Adg−1 ◦ Adh ◦ i ◦ v(ph) = Adg−1 ◦ i ◦ v(p) = ˆ(v)(p, g) so that ˆ(v) is α-invariant.
Moreover, (RP ×G
g ′
∗
ˆ(v))(p, g) = ˆ(v)(p, g g ′) = Adg ′−1 ◦Adg−1 ◦ i ◦ v(p) = Adg ′−1 ◦ ˆ(v)(p, g) so that ˆ(v) is R
P ×G-equivariant.
These two properties show that ˆ(v) defines a RQ -equivariant map Q → g, which is j(v) by direct inspection.
Here are some useful results about structures defined on Q via P × G.
Lemma 2.2. A vector field eX ⊕ ξ ∈ Γ (TP ⊕ TG) = Γ (T (P × G)) induces a well defined vector field on Q if and only if
T(p,g)ΠQ(eX |p ⊕ ξ|g) = T(ph,h−1g)ΠQ(eX |ph ⊕ ξ|h−1g) ∈ T|[p,g]Q (2.4)
for any p ∈ P , h ∈ H and g ∈ G.
Proof. The vector field eX ⊕ ξ induces the well defined vector field q 7→ bX |q := T(p,g)ΠQ(eX |p ⊕ ξ|g) ∈ TqQ which does not
depend on the representative (p, g) ∈ P × G of q = [p, g] ∈Q by (2.4).
Lemma 2.3. A form Òω on P × G induces a form ωQ on Q if and only if it is α-basic, which means that α∗
h
Òω = Òω for any
h ∈ H (H-invariance) and iηÒω = 0 for any η ∈ h (H-horizontality), where iη is the inner contraction by the fundamental
vector field (p, g) 7→ eX |p ⊕ ξ|g ∈ TpP ⊕ TgG = T(p,g)(P × G) associated to the action α:
eX |p ⊕ ξ|g := d
d t
(p · etη, e−tηg)|t=0 =
d
d t
p · etη|t=0 ⊕
d
d t
e−tηg |t=0 = η
v
|p
⊕−TeR
G
g
(η). (2.5)
Proof. Consider P × G as a H-principal fiber bundle over Q and apply [4, Sect. 6.3].
Lemma 2.4. Let v ∈ ΓG(Q,g), then, (p, g) 7→ 0|p ⊕−TeL
G
g
(v(q)) ∈ T(p,g)(P ×G) satisfies (2.4) and induces ιQ(v) ∈ ΓG(Q):
for any q = [p, g] ∈Q, one has
ιQ(v)|q = T(p,g)ΠQ

0|p ⊕−Te L
G
g
(v(q))

. (2.6)
Proof. One has −Te L
G
g
(v(q)) = d
dt
ge−t v(q)|t=0 so that
T(ph,h−1g)ΠQ

0|ph ⊕−Te L
G
h−1g
(v([ph,h−1 g]))

=
d
d t
ΠQ

ph,h−1ge−t v([ph,h
−1g])

|t=0
=
d
d t
ΠQ
 
p, ge−t v([p,g])

|t=0
= 0|p ⊕−Te L
G
g
(v(q)) .
By a direct computation, one has:
ιQ(v)|q =
d
d t
[p, g]e−t v(q)|t=0 =
d
d t
ΠQ
 
p, ge−t v(q)

|t=0
= T(p,g)ΠQ

0|p ⊕−Te L
G
g
(v(q))

.
Lemma 2.5. Let v ∈ ΓH(P ,h), then, for any q = [p, g] ∈Q, one has
ιQ ◦ j(v)|q = T(p,g)ΠQ
 
ιP (v)|p ⊕ 0|g

. (2.7)
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Proof. From Lemma 2.4, we have ιQ ◦ j(v)|q = T(p,g)ΠQ

0|p ⊕−TeL
G
g
( j(v)(q))

for q = [p, g]. Since −TeL
G
g
( j(v)(q)) =
−Te L
G
g
◦Adg−1 ◦ v(p) =
d
dt e
−t v(p)g |t=0, we get
T(p,g)ΠQ

0|p ⊕−TeL
G
g
( j(v)(q))

=
d
d t
ΠQ
 
p, e−t v(p)g

|t=0
=
d
d t
ΠQ
 
pe−t v(p), g

|t=0
= T(p,g)ΠQ
 
ιP (v)|p ⊕ 0|g

.
By comparing (2.6) and (2.7), we see that since v takes values in h and appears on the RHS of both the equations
either as a vector field along G or as a vector field along P .
2.2 Differential calculi
Differential calculi on transitive Lie algebroids have been described in [6, Sect. 3], to which we refer for more details. In the
following, we restrict ourselves to forms on ΓH(P ) with values in ΓH(P ,h) or ΓH(P ,g). In order to define the differential,
we use the natural representation (of Lie algebroids) of ΓH(P ) on ΓH(P ,h): for any X ∈ ΓH(P ) and v ∈ ΓH(P ,h),
X · v ∈ ΓH(P ,h) is the action of the vector field X on the map v. Using the right invariance of X and the H-equivariance
of v, this defines a H-equivariant map. In the same way, for vˆ ∈ ΓH(P ,g), X · vˆ ∈ ΓH(P ,g).
We denote by (Ω•
Lie
(P ,h),bdh) the graded space of forms on ΓH(P )with values in ΓH(P ,h) equipped with the differential
(bdhω)(X1, . . . ,Xp+1) = p+1∑
i=1
(−1)i+1Xi ·ω(X1, . . .
i
∨. . . . ,Xp+1)
+
∑
1≤i< j≤p+1
(−1)i+ jω([Xi ,X j],X1, . . .
i
∨. . . .
j
∨. . . . ,Xp+1) (2.8)
for any ω ∈ Ω
p
Lie
(P ,h). In the same way, we denote by (Ω•
Lie
(P ,g),bd) the graded space of forms with values in ΓH(P ,g)
equipped with a differential bd defined with the same formula. The spaces Ω•
Lie
(P ,h) and Ω•
Lie
(P ,g) are naturally graded
Lie algebras and C∞(M )-modules.
For any X ∈ ΓH(P ), it is natural to consider the inner operation iX on Ω
•
Lie
(P ,h) or Ω•
Lie
(P ,g), which consists in
saturating the first argument of a form with X. Then we can define the Lie derivatives along X as
LX := iX bdh + bdh iX on Ω•Lie(P ,h), LX := iX bd+ bd iX on Ω•Lie(P ,g). (2.9)
Lemma 2.6. For any X ∈ ΓH(P ), v, v
′ ∈ ΓH(P ,h), bw ∈ ΓH(P ,g), one has
[X, ιP (v)] = ιP (X · v), X · i(v) = i(X · v), ιP (v) · v
′ = [v, v′], ιP (v) · bw= [i(v), bw]. (2.10)
Proof. The first relation is proved in [6, Sect. 4.2] and the second relation is a direct consequence of the definition of i
from the injection ih. The third and fourth relations are proved with similar computations:
(ιP (v) · v
′)(p) =
d
d t
v′
 
p e−t v(p)

|t=0
=
d
d t
Adet v(p) (v
′(p))|t=0 = [v(p), v
′(p)],
(ιP (v) · bw)(p) = d
d t
bw  p e−t v(p)
|t=0
=
d
d t
Adet i(v(p))(bw(p))|t=0 = [i(v(p)), bw(p)].
2.3 Local trivializations
Trivialization of structures on Atiyah Lie algebroids are performed in different steps, see [2; 6] to which we refer for details.
A local trivialization of P relies on the choice of a local section s : U → P|U . In order to trivialize Q at the same time
and in a compatible way, we define the (canonically) associated local section of Q by
sˆ :U →Q|U , sˆ(x) := ΠQ(s(x), e) = [s(x), e].
Throughout the paper, we shall use a wavy arrow   to relate a (global) space or object on P or Q to its local version
over U . For instance, P|U   U × H with p  (x ,h) such that p = s(x)h, and Q|U   U × G with q   (x , g) such that
q = sˆ(x)g.
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The first easy step is to trivialize spaces ΓH(P ,m) of H-equivariant maps from P to a H-module m. Denote by ρ(h)m
the left action of H on m. Then one has ΓH(P|U ,m)  Γ (U ×m), where v  γ := s
∗v :U → m. The reconstruction map
Ψm : Γ (U ×m)
≃
−→ ΓH(P|U ,m) associates to γ :U → m the map Ψm(γ)(p) := ρ(h
−1)γ(x) for any p = s(x)h ∈ P|U and this
map satisfies the H-equivariance relation Ψm(γ)(ph) = ρ(h
−1)Ψm(γ)(p).
Using this procedure with ρ = Ad, we get ΓH(P|U ,h)  Γ (U ×h), ΓH(P|U ,g)  Γ (U ×g), and ΓG(Q|U ,g)  Γ (U ×g)
where for this last trivialization we used the pull-back by sˆ. We denote by Ψh, Ψg, and bΨg the corresponding reconstruction
maps.
The next step is the trivialization ΓH(P|U )   Γ (TU ⊕U × h). It is realized as follows. For any X ∈ ΓH(P ), define
X = ρP (X) ∈ Γ (TM ). Then, for p = s(x)h, X¯ |p := Ts(x)R
P
h
◦ Tx s(X |x ) defines a element in ΓH(P|U ) and ρP (X¯ ) = X by
construction. This implies that there is a unique v ∈ ΓH(P|U ,h) such that X = X¯ + ιP (v). Then X   X ⊕ γ where X is
restricted to U and γ := s∗v as before. Denote by S : Γ (TU ⊕U × h)
≃
−→ ΓH(P|U ) the reconstruction map defined by
S(X ⊕ γ)|p := Ts(x)R
P
h
◦ Tx s(X |x )− [Adh−1 ◦ γ(x)]
v
|s(x)h
for any p = s(x)h. Let us define ∇X |p := Ts(x)R
P
h
◦ Tx s(X |x ), then
S(X ⊕ γ) = ∇X + ιP ◦Ψh(γ). (2.11)
Notice that, with Y  Y ⊕η, one has [X,Y]  [X ,Y ]⊕ (X ·η− Y · γ+ [γ,η]) =: [X ⊕ γ,Y ⊕η] and S([X ⊕ γ,Y ⊕η]) =
[S(X ⊕ γ),S(Y ⊕η)]|U .
Using the same procedure with ρQ , sˆ, and R
Q , one has ΓG(Q|U )  Γ (TU ⊕U × g) with bX   X ⊕ bγ. We denote bybS : Γ (TU ⊕U × g) ≃−→ ΓG(Q|U ) the reconstruction map.
Finally, let us describe trivializations of forms. For any H-module m, define the graded space
Ω
•
Lie
(U ,h;m) := Ω•(U )⊗
∧•
h∗ ⊗m
where on the LHS the grading is the total grading of the RHS. We equip this space with the differential operators
d : Ω•(U )⊗
∧•
h∗ ⊗m→ Ω•+1(U )⊗
∧•
h∗ ⊗m, s′
m
: Ω•(U )⊗
∧•
h∗ ⊗m→ Ω•(U )⊗
∧•+1
h∗ ⊗m,
where d is the de Rham differential on Ω•(U ), and s′
m
is the Chevalley–Eilenberg differential on
∧•
h∗ ⊗m.
Then, one has
(Ω•
Lie
(P|U ,h),bdh)  (Ω•Lie(U ,h;h), d+ s′h), (Ω•Lie(P|U ,h),bd)  (Ω•Lie(U ,h;g), d+ s′g),
where a form ω ∈ Ω•
Lie
(P|U ,h) is trivialized as ωloc := Ψ
−1
h
◦ω ◦ S where S is applied to all the arguments of ω. In the
same way, for any ω ∈ Ω•
Lie
(P|U ,g), one has ω  ωloc := Ψ
−1
g
◦ω ◦ S. These trivializations are isomorphisms of graded
differential algebras, graded Lie algebras and C∞(U )-modules. For instance, bdhω  (d+s′h)ωloc for anyω ∈ Ω•Lie(P|U ,h).
We refer to [2; 6] for details about the change of trivializations when one changes the trivialization section s and/or
the open subset U .
2.4 Connections on P and transported connections on Q
Let us summarize some constructions and results from [6]. To any Ehresmann connection ∇P : Γ (TM ) → ΓH(P ), we
associate a unique map αP : ΓH(P ) → ΓH(P ,h) defined by the relation X = ∇
P
X
− ιP ◦ α
P (X) for any X ∈ ΓH(P ) and
where X := ρP (X). It satisfies the normalization condition α
P ◦ ιP = − Id (and accordingly α
P ◦ ∇P = 0). There
is a one-to-one correspondence between 1-forms αP ∈ Ω1
Lie
(P ,h) satisfying αP ◦ ιP = − Id and connections on P [6,
Prop. 3.9]. In other words, using ∇P , any X ∈ ΓH(P ) uniquely defines two global objects, namely X := ρP (X) ∈ Γ (TM )
and v := −αP (X) ∈ ΓH(P ,h), such that X=∇
P
X
+ ιP (v).
The following technical considerations will be used to simplify the presentation of subsequent results in Sect. 3.
Proposition 2.7. Let ωP ∈ Ω1(P )⊗ h be a connection 1-form on P . Then the 1-form defined on P × G by
Òω|(p,g)(eX |p ⊕ ξ|g) := Adg−1 ωP|p (eX |p)+ Tg LGg−1(ξ|g), (2.12)
for any (p, g) ∈ P × G and eX |p ⊕ ξ|g ∈ TpP ⊕ TgG, induces a “transported” connection 1-form ωQ on Q by
ωQ
|q
(bX |q) := Òω|(p,g)(eX |p ⊕ ξ|g), (2.13)
for any q = [p, g] ∈Q, bX |q ∈ TqQ, and eX |p ⊕ ξ|g ∈ TpP ⊕ TgG such that T(p,g)ΠQ(eX |p ⊕ ξ|g) = bX |q.
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Proof. First, let us prove that Òω is H-basic on P × G. The H-invariance results from the computation:
(α∗
h
Òω)|(p,g)(eX |p ⊕ ξ|g) = Òω|(ph,h−1g)  T(p,g)αh(eX |p ⊕ ξ|g) = Òω|(ph,h−1g)  TpRPh (eX |p)⊕ Tg LGh−1(ξ|g)
= Adg−1h

ωP
ph
◦ TpR
P
h
(eX |p)+ Th−1g LGg−1h ◦ Tg LGh−1(ξ|g)
= Adg−1h ◦Adh−1

ωP
|p
(eX |p)+ Tg LGg−1(ξ|g) = Òω|(p,g)(eX |p ⊕ ξ|g).
For the H-horizontality, let η ∈ h and let eX |p ⊕ ξ|g be defined by (2.5). Using (2.12) and ωP (ηv) = η, one has
Adg−1

ωP
|p
(eX |p)+ Tg LGg−1(ξ|g) = Adg−1(η)− Tg LGg−1 ◦ TeRGg (η) = 0.
Since Òω is H-basic on P × G, it defines ωQ ∈ Ω1(Q) ⊗ g by (2.13) (see Lemma 2.3). It remains to show that ωQ is a
connection. For any bX |[p,g] = T(p,g)ΠQ  eX |p ⊕ ξ|g one has
T[p,g]R
Q
g ′
 bX |[p,g]= T(p,g g ′)ΠQ ◦ T(p,g)RP ×Gg ′  eX |p ⊕ ξ|g= T(p,g g ′)ΠQ eX |p ⊕ TgRGg ′(ξ|g) .
This gives the right equivariance of ωQ :
RQ
g ′
∗
ωQ

|[p,g]
 bX |[p,g]=ωQ|[p,g]g ′ T[p,g]RQg ′(bX |[p,g]) = Òω|(p,g g ′) eX |p ⊕ TgRGg ′(ξ|g)
= Adg ′−1 g−1 ◦ω
P
|p
(eX |p) + Tg g ′ LGg ′−1 g−1 ◦ TgRGg ′(ξ|g)
= Adg ′−1

Adg−1 ◦ω
P
|p
(eX |p) + Tg LGg−1(ξ|g)
= Adg ′−1 ◦ω
Q
[p,g]
 bX |[p,g] .
For any η ∈ g, the induced vertical vector field ηv on Q is given by
ηv
|[p,g]
:=
d
d t
[p, g]etη |t=0 = T(p,g)ΠQ

d
d t
(p, getη)|t=0

= T(p,g)ΠQ

0|p ⊕ TeL
G
g
(η)

,
so that, by (2.13),
ωQ
|[p,g]

ηv
|[p,g]

= Òω(p,g) 0|p ⊕ TeLGg (η) = Tg LGg−1 ◦ TeLGg (η) = η,
which proves the normalization of ωQ on vertical vector fields.
Let us describe the result of Prop. 2.7 in terms of a local trivialization of P and Q. We use the notations of Sect. 2.3.
For any X |x ∈ TxM , let
AP (X )|x := (s
∗ωP )|x (X |x ) =ω
P
|s(x)
 
Tx s(X |x )

, AQ(X )|x := (sˆ
∗ωQ)|x (X |x ) =ω
Q
|sˆ(x)
 
Tx sˆ(X |x )

,
be the local trivializations of ωP and ωQ induced by s and sˆ.
Lemma 2.8. For p = s(x)h, q = [p, g], and X |x ∈ TxU , one has
T(p,g)ΠQ
 
Ts(x)R
P
h
◦ Tx s(X |x )⊕ 0|g

= Tsˆ(x)R
Q
hg
◦ Tx sˆ(X |x ), (2.14)
ωQ
|q

Tsˆ(x)R
Q
hg
◦ Tx sˆ(X |x )

= Ad(hg)−1 ◦ω
P
|s(x)
 
Tx s(X |x )

, (2.15)
and
AQ = AP that is sˆ∗ωQ = s∗ωP .
Notice that with h = g = e, (2.15) reduces to ωQ
|sˆ(x)
 
Tx sˆ(X |x )

= ωP
|s(x)
 
Tx s(X |x )

, which shows in particular that the
LHS belongs to h. This is obviously a consequence of the fact that the vertical component of Tx sˆ(X |x ) takes its values in h
only since sˆ can be considered as a local section of ζ(P ) ⊂Q.
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Proof. Let (t, x) 7→ φX
t
(x) such that X |x =
d
dtφ
X
t
(x)|t=0. One has
T(p,g)ΠQ
 
Ts(x)R
P
h
◦ Tx s(X |x )⊕ 0|g

=
d
d t
ΠQ
 
s(φX
t
(x))h, g

|t=0
=
d
d t
RQ
hg
◦ΠQ
 
s(φX
t
(x)), e

|t=0
= Tsˆ(x)R
Q
hg
◦ Tx sˆ(X |x ).
Then, by (2.13),
ωQ
|q

Tsˆ(x)R
Q
hg
◦ Tx sˆ(X |x )

= Òω|(p,g)  Ts(x)RPh ◦ Tx s(X |x )⊕ 0|g= Adg−1 ◦ωP|p  Ts(x)RPh ◦ Tx s(X |x )
= Adg−1 ◦Adh−1 ◦ω
P
|s(x)
 
Tx s(X |x )

.
With h= g = e in (2.14), one gets
Tsˆ(x)ΠQ
 
Tx s(X |x )⊕ 0|e

= Tx sˆ(X |x ),
from which we deduce
AQ(X )|x = Òω(s(x),e)  Tx s(X |x )⊕ 0|e=ωP|s(x)  Tx s(X |x )= AP (X )|x .
The connectionsωP andωQ define horizontal lifts∇P : Γ (TM )→ ΓH(P ) and∇
Q : Γ (TM )→ ΓG(Q) respectively. In
the following, we will need some explicit expressions in a local trivialization for these lifts. Using the previous notations,
one has the usual formula, for p = s(x)h, q = sˆ(x)g = [s(x), g], and X ∈ Γ (TU ),
∇P
X |p
= Ts(x)R
P
h
h
Tx s(X |x )−

ωP
|s(x)
 
Tx s(X |x )
v
|s(x)
i
, ∇Q
X |q
= Tsˆ(x)R
Q
g
h
Tx sˆ(X |x )−

ωQ
|sˆ(x)
 
Tx sˆ(X |x )
v
|sˆ(x)
i
,
where ηv is the vertical vector field associated to η ∈ h either on P or on Q.
Lemma 2.9. For any q = [p, g] ∈ Q and X ∈ Γ (TM ), one has
∇Q
X |q
= T(p,g)ΠQ
 
∇P
X |p
⊕ 0|g

Proof. Let us compute T(p,g)ΠQ on the two terms in ∇
P
X |p
, and let us use X |x =
d
dt
φX
t
(x)|t=0 in the local trivializations as
before, with p = s(x)h and q = sˆ(x)hg. For the first term, one has
T(p,g)ΠQ
 
Ts(x)R
P
h
◦ Tx s(X |x )⊕ 0|g

=
d
d t
ΠQ
 
s(φX
t
(x))h, g

|t=0
=
d
d t
RQ
hg
◦ΠQ
 
s(φX
t
(x)), e

|t=0
=
d
d t
RQ
hg
◦ sˆ(φX
t
(x))|t=0 = Tsˆ(x)R
Q
hg
◦ Tx sˆ(X |x ).
For the second term, one has, using (2.15) with h = g = e,
T(p,g)ΠQ

Ts(x)R
P
h

ωP
|s(x)
 
Tx s(X |x )
v
|s(x)

⊕ 0|g

=
d
d t
ΠQ

RP
h

s(x)exp

tωP
|s(x)
(Tx s(X |x ))

, g

|t=0
=
d
d t
ΠQ

s(x)exp

tωQ
|sˆ(x)
 
Tx sˆ(X |x )

,hg

|t=0
=
d
d t
sˆ(x)exp

tωQ
|sˆ(x)
 
Tx sˆ(X |x )

hg |t=0
= Tsˆ(x)R
Q
hg

ωQ
|sˆ(x)
 
Tx sˆ(X |x )
v
|sˆ(x)

.
Combining the two terms with the correct − sign, one gets the result.
By definition, one has ωP ◦∇P = 0 since the range of ∇P is in the set of horizontal vector fields. From Lemma 2.9,
one gets ωQ
|q
 
∇Q
X |q

= Òω|(p,g)  ∇PX |p ⊕ 0|g= Adg−1 ◦ωP|p  ∇PX |p= 0 as expected.
Corollary 2.10. Any bX ∈ ΓG(Q) can be written as bX = ∇QX + ιQ(v) for X = ρQ(bX) and a unique v ∈ ΓG(Q,g). Then the
global vector field eX ⊕ ξ on P × G defined by
(eX ⊕ ξ)|(p,g) :=∇PX |p ⊕ −Te LGg (v([p, g]))
satisfies
ΠQ∗(eX ⊕ ξ) = bX.
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Proof. See [6] for the decomposition bX=∇Q
X
+ ιQ(v). Then Lemmas 2.4 and 2.9 give the result.
This corollary permits to perform computations with differential structures on P × G using objects like Òω and eX ⊕ ξ
in place of computations on Q with objects like ωQ and bX.
If ω′P is another connection 1-form on P , then there exists α ∈ Ω1(P ) ⊗ h, RP -equivariant and H-horizontal, such
that ω′P =ωP +α. Then a direct computation shows that the connection 1-form ω′Q associated to ω′P is given by, with
q = [p, g] and bX |[p,g] = T(p,g)ΠQ  eX |p ⊕ ξ|g,
ω′Q
|q
 bX |q=ωQ|q  bX |q+Adg−1 ◦α|p  eX |p .
We can compare the lifts ∇P and ∇′P associated to the connections ωP and ω′P . From ω′P = ωP + α one gets
directly
∇′P
X |p
=∇P
X |p
− Ts(x)R
P
h

α|s(x)
 
Tx s(X |x )
v
|s(x)

Using the RP -equivariance of α, the last term is
Ts(x)R
P
h

α|s(x)
 
Tx s(X |x )
v
|s(x)

=
d
d t
s(x)etα|s(x)(Tx s(X |x ))h|t=0 =
d
d t
s(x)hetAdh−1 ◦α|s(x)(Txs(X |x ))|t=0
=
d
d t
petα|p(Ts(x)R
P
h
◦Tx s(X |x ))
|t=0 =

α|p
 
Ts(x)R
P
h
◦ Tx s(X |x )
v
|p
.
The map
p 7→ vX ,α(p) := α|p
 
Ts(x)R
P
h
◦ Tx s(X |x )

∈ h
is defined here on P|U but it can be shown that it is a well defined map on P which is H-equivariant: v
X ,α ∈ ΓH(P ,h). A
way to look at it is to notice that since α ∈ Ω1(P )⊗h is a RP -tensorial form, it defines a unique element bα ∈ Ω1(M ,LP ).
Then, as a RP -tensorial 0-form, vX ,α is related to bα(X ) ∈ Γ (LP ) by the isomorphism Γ (LP ) ≃ ΓH(P ,h). Finally, one gets
∇′P
X
=∇P
X
+ ιP (v
X ,α) (2.16)
Then the lifts associated to ωQ and ω′Q are related in the same way: using (2.15) with h = g = e and q = sˆ(x)g,
∇′Q
X |q
=∇Q
X |q
− Tsˆ(x)R
Q
g

α|s(x)
 
Tx s(X |x )
v
|sˆ(x)

.
The last term is
−Tsˆ(x)R
Q
g

α|s(x)
 
Tx s(X |x )
v
|sˆ(x)

= −Tsˆ(x)R
Q
g

vX ,α(s(x))
v
|sˆ(x)

=
d
d t
sˆ(x)e−t v
X ,α(s(x))g |t=0
=
d
d t
sˆ(x)e−tAdg−1 ◦v
X ,α(s(x))
|t=0 = ιQ ◦ j(v
X ,α)|q
where j is defined in (2.3), so that
∇′Q
X
=∇Q
X
+ ιQ ◦ j(v
X ,α) (2.17)
Finally, let us recall [6] that, using the notations of Sect. 2.3 and 2.4, one has
∇P
X
+ ιP (v)  X ⊕ (A
P (X ) + γ), ∇Q
X
+ ιQ(vˆ)  X ⊕ (A
Q(Y ) + bγ), (2.18)
where v  γ and vˆ  bγ.
3 The exact commutative diagram
One of the objectives of the forthcoming considerations in this section is to construct maps between the two transitive Lie
algebroids (2.1) and (2.2) which generalize j defined in (2.3).
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3.1 The short exact sequence induced by j
Proposition 3.1. There is an isomorphism of Lie algebras and C∞(M )-modules
ıˆ : ΓH(P ,g)
≃
−→ ΓG(Q,g), ıˆ(v)([p, g]) := Adg−1 ◦ v(p).
Proof. Given v ∈ ΓH(P ,g), one constructs the map ϑ :P × G→ g defined by ϑ(p, g) := Adg−1 ◦ v(p). Then
(α∗
h
ϑ)(p, g) = ϑ(ph,h−1g) = Adg−1h ◦ v(ph) = Adg−1h ◦Adh−1 ◦ v(p) = Adg−1 ◦ v(p) = ϑ(p, g),
and
(RP ×G
g ′
∗
ϑ)(p, g) = ϑ(p, g g ′) = Adg ′−1g−1 ◦ v(p) = Adg ′−1 ◦ ϑ(p, g).
So ϑ is α-invariant and RP ×G-equivariant and thus it defines a map ıˆ(v) ∈ ΓG(Q,g) by ıˆ(v)(q) := ϑ(p, g) for any q = [p, g].
If ıˆ(v)(q) = 0 for any q ∈ Q, then Adg−1 ◦ v(p) = 0 for any (p, g) ∈ P × G, and so v(p) = 0 for any p ∈ P , which
proves the injectivity of ıˆ. Given vˆ ∈ ΓG(Q,g), let v = vˆ ◦ ζ, i.e. v(p) := vˆ([p, e]) for any p ∈ P . Then v(ph) =
vˆ([p, e]h) = Adh−1 ◦ vˆ([p, e]) = Adh−1 ◦ v(p), so that v ∈ ΓH(P ,g). It is straightforward to check that ıˆ(v) = vˆ since
ıˆ(v)([p, g]) = Adg−1 ◦ v(p) = Adg−1 ◦ vˆ([p, e]) = vˆ([p, g]). This proves the surjectivity of ıˆ.
Let us show that ıˆ is a morphism of Lie algebras. Given v,w ∈ ΓH(P ,g), one has
[ˆı(v), ıˆ(w)]([p, g]) = [ˆı(v)([p, g]), ıˆ(w)([p, g])] = [Adg−1 ◦ v(p),Adg−1 ◦w(p)] = Adg−1 ◦ [v,w](p)
= ıˆ([v,w])([p, g]).
The map ıˆ is clearly a morphism of modules over the algebra C∞(M ) ≃ C∞
H
(P ) ≃ C∞
G
(Q).
The isomorphism ıˆ of Prop. 3.1 permits to define the injection
ι : ΓH(P ,h)→ ΓG(Q), ι := ιQ ◦ ıˆ. (3.1)
and is related to j : ΓH(P ,h)→ ΓG(Q,g) defined by (2.3) in the following way:
ΓH(P ,h) ΓH(P ,g) ΓG(Q,g)
i
j
ıˆ
≃ (3.2)
so that j(v)([p, g]) = ıˆ ◦ i(v)([p, g]).
For any ξ ∈ g, we denote by [ξ] ∈ g/h its (quotient) class. The vector space g/h is a H-module for Adh−1[ξ] := [Adh−1ξ].
We denote by ΓH(P ,g/h) the space of H-equivariant maps P → g/h.
Proposition 3.2. The map r : ΓH(P ,g) → ΓH(P ,g/h), defined by r(v)(p) := [v(p)] for any v ∈ ΓH(P ,g) and p ∈ P , is
such that the short exact sequence of C∞(M )-modules
0 ΓH(P ,h) ΓH(P ,g) ΓH(P ,g/h) 0
i r
(3.3)
is exact. In particular, r is surjective.
Proof. By definition, one has
r(v)(ph) = [v(ph)] = [Adh−1 ◦ v(p)] = Adh−1[v(p)] = Adh−1 ◦ r(v)(p),
so that r(v) ∈ ΓH(P ,g/h). Clearly this is a morphism of C
∞(M )-modules and one has ker r = ΓH(P ,h).
Let { fi} be a partition of unity associated to a good covering {Ui} ofM such thatP|Ui is trivial. For any u ∈ ΓH(P ,g/h),
let ui := fiu ∈ ΓH(P|Ui ,g/h). Using local sections si : Ui →P|Ui , let uloc,i := s
∗
i
ui :Ui → g/h. Then, for any i, since Ui is
connected and simply connected, we can find a map vloc,i : Ui → g such that [vloc,i(x)] = uloc,i(x) for any x ∈ Ui . Those
vloc,i define H-equivariant maps vi :P → g with supports in P|Ui such that r(vi) = ui . Then v :=
∑
i vi ∈ ΓH(P ,g) satisfies
r(v) = r(
∑
i vi) =
∑
i r(vi) =
∑
i fiu = u, which proves the surjectivity of r.
Prop. 3.2 induces the short exact sequence of C∞(M )-modules
0 ΓH(P ,h) ΓG(Q,g) ΓH(P ,g/h) 0
j br
(3.4)
where
br := r ◦ ıˆ−1. (3.5)
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3.2 The map J
The aim of this subsection is to define a map J : ΓH(P )→ ΓG(Q) which extends the map j : ΓH(P ,h)→ ΓG(Q,g).
Proposition 3.3. For any X ∈ ΓH(P ), the vector field X⊕ 0 ∈ Γ (TP ⊕ TG) satisfies (2.4) and is R
P ×G-invariant, so that it
defines J(X) ∈ ΓG(Q). The map
J : ΓH(P )→ ΓG(Q)
is a morphism of Lie algebras and C∞(M )-modules such that
J ◦ ιP = ιQ ◦ j, ρQ ◦ J = ρP . (3.6)
For any v ∈ ΓH(P ,h), vˆ ∈ ΓH(P ,g), and X ∈ ΓH(P ), one has
j(X · v) = J(X) · j(v), ıˆ(X · vˆ) = J(X) · ıˆ(vˆ). (3.7)
and J(X)|[p,e] = Tpζ(X|p) for any p ∈ P .
Proof. LetP ×R ∋ (p, t) 7→ φX(p, t) be the flow ofX, which satisfies the right equivariance propertyφX(ph, t) = φX(p, t)h
for any h ∈ H [6, Sect. 4.2]. The flow of X⊕ 0 is then P × G ×R ∋ (p, g, t) 7→ (φX(p, t), g) ∈ P × G. Then
T(ph,h−1g)ΠQ(X|ph ⊕ 0|h−1g) =
d
d t
ΠQ(φX(ph, t),h
−1g)|t=0 =
d
d t
ΠQ(φX(p, t), g)|t=0 = T(p,g)ΠQ(X|p ⊕ 0|g),
which proves (2.4). For any g ′ ∈ G, one has
T(p,g)R
P ×G
g ′
(X|p ⊕ 0|g) =
d
d t
RP ×G
g ′
(φX(p, t), g)|t=0 =
d
d t
 
φX(p, t), g g
′

|t=0
= X|p ⊕ 0|g g ′ ,
which proves the RP ×G-invariance of X ⊕ 0. Notice that the flow of J(X) is ([p, g], t) 7→ [φX(p, t), g] and this proves
J(X)|[p,e] = Tpζ(X|p).
Since ΓH(P )→ Γ (TP ⊕ TG), X 7→ X⊕ 0 is a morphism of Lie algebras and C
∞(M )-modules, so is J .
The flow of ιP (v) for v ∈ ΓH(P ,h) is (p, t) 7→ pe
−t v(p) so that the flow of ιP (v)⊕0 is (p, g, t) 7→ (pe
−t v(p), g). Then the
flow of J ◦ ιP (v) is ([p, g], t) 7→ [pe
−t v(p), g]. On the other hand, the flow of ιQ ◦ j(v) is ([p, g], t) 7→ [p, g]e
−t j(v)([p,g]) and
[p, g]e−t j(v)([p,g]) = [p, g]e−tAdg−1 ◦i◦v(p) = [p, e−t i◦v(p)g] = [pe−t v(p), g] since e−t i◦v(p) ∈ H ⊂ G. So, the flows of J ◦ ιP (v)
and ιQ ◦ j(v) coincide, which proves J ◦ ιP = ιQ ◦ j. By definition, one has ρQ ◦ J(X) = (ρP ⊕ 0)(X⊕ 0) = ρP (X), which
proves ρQ ◦ J = ρP .
We compute J(X) · j(v) at the level of P × G, where we lift j(v) as ˆ(v) and J(X) as X⊕ 0. Since this vector field acts
only on the variables along P , one gets ((X⊕ 0) · ˆ(v))(p, g) = Adg−1((X · v)(p)) = ˆ(X · v)(p, g), so that, projecting back
on Q, one has J(X) · j(v) = j(X · v).
Using the same method, lifting ıˆ(vˆ) as (p, g) 7→ Adg−1 ◦ vˆ(p), we get ıˆ(X · vˆ) = J(X) · ıˆ(vˆ).
Using results of Sect. 2.4, we can give another defining expression for J .
Proposition 3.4. Let ωP be a connection 1-form on P . Then, for any X ∈ ΓH(P ), let v ∈ ΓH(P ,h) be such that X =
∇P
X
+ ιP (v) with X = ρP (X). Then J : ΓH(P )→ ΓG(Q) is given by
J(X) =∇Q
X
+ ιQ ◦ j(v),
where the RHS is independent of the choice of the connection ωP . In particular, one has
J ◦∇P =∇Q . (3.8)
Proof. From Lemmas 2.5 and 2.9, we know that∇Q
X
+ιQ◦ j(v) ∈ ΓG(Q) comes from
 
∇P
X
+ιP (v)

⊕0 = X⊕0 ∈ Γ (TP ⊕TG):
this gives the proposed expression for J(X).
Let ω′P = ωP + α be another connection on P and X ∈ ΓH(P ). Then, one has X = ∇
P
X
+ ιP (v) = ∇
′P
X
+ ιP (v
′) for
v, v′ ∈ ΓH(P ,h). From (2.16), one gets v = v
′+ vX ,α. Then, using (2.17), ∇′Q
X
+ ιQ ◦ j(v
′) =∇Q
X
+ ιQ ◦ j(v
X ,α)+ ιQ ◦ j(v
′) =
∇Q
X
+ ιQ ◦ j(v), which shows that the RHS does not depend on the choice of ω
P . (3.8) is proved for X=∇P
X
.
This relation clearly shows how J extends j: the map j applies to the “inner” part v of X, while we need the associated
connection ∇Q to take care of the geometric part X .
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3.3 The map R
For any bX,ÒY ∈ ΓG(Q), we define the following equivalence relation: bX∼ ÒY if and only if there exists Z ∈ ΓH(P ) such thatbX−ÒY = J(Z). We denote by R : ΓG(Q)→ ΓG(Q)/∼ the quotient map for this equivalence relation. In the following, we
use Prop. 3.4.
Let bX = ∇Q
X
+ ιQ(v), ÒY = ∇QY + ιQ(w) and Z = ∇PZ + ιP (z), with v,w ∈ ΓG(Q,g) and z ∈ ΓH(P ,h). Then we have
∇Q
X
−∇Q
Y
+ ιQ(v − w) = ∇
Q
Z
+ ιQ ◦ j(z). Applying ρQ on this relation, we get X − Y = Z , so that the relation reduces to
v −w = j(z). With v˜ = ıˆ−1(v), w˜ = ıˆ−1(w) ∈ ΓH(P ,g), the equivalence relation bX ∼ ÒY reduces to the equivalence relation
v˜ ∼ w˜ in ΓH(P ,g) defining the map r : ΓH(P ,g)→ ΓH(P ,g/h) of Prop. 3.2.
This shows that
R(bX) = R(∇Q
X
+ ι(v˜)) = r(v˜), (3.9)
from which we deduce
ΓG(Q)/∼ ≃ ΓH(P ,g/h).
It is straightforward to check that R does not depend on the choice of the connection ωP .
From these results, we get the short exact sequence of C∞(M )-modules
0 ΓH(P ) ΓG(Q) ΓH(P ,g/h) 0
J R
(3.10)
3.4 The exact commutative diagram
Collecting all the maps defined so far, we get the following diagram:
0 0 0
0 ΓH(P ,h) ΓH(P ) Γ (TM ) 0
ΓH(P ,g)
0 ΓG(Q) Γ (TM ) 0
ΓG(Q,g)
0 ΓH(P ,g/h) ΓH(P ,g/h) 0
0 0
ιP
i
ρP
J
r
ι
ıˆ
≃
ρQ
R
ιQ
br
j
(3.11)
Proposition 3.5. The diagram of C∞(M )-modules (3.11) is exact and commutative.
Proof. The exactness of this diagram is a direct consequence of the exactness of the short exact sequences (2.1), (2.2),
(3.3), (3.4), and (3.10). The commutativity comes from (3.2), (3.1), (3.6), and (3.9).
Notice that in (3.11) the two top horizontal lines are short exact sequences of Lie algebras.
Remark 3.6. All the maps described in this diagram are constructed using sections of vector bundles, some of them being
identified as vector valued equivariant maps on principal fiber bundles. As mentioned in the introduction, the first two
rows of this diagram have been described in the language of fiber bundles, see diagram (5) p. 289 in [7], in a more general
situation of a bundle map F(Id,φ) : P (M ,H) → P ′(M ,H ′) where Id :M →M is the identity map, φ : H → H ′ is a
Lie groups morphism and F : P → P ′ satisfies F(ph) = F(p)φ(h) for any (p,h) ∈ P × H. It is straightforward to check
that our maps j and J are related respectively to the maps F+
∗
and F∗ in diagram (5), where here F = ζ is the bundle map
inclusion P →Q and φ : H ,→ G is the inclusion. The new results in (3.11) are then the identification of the last row to
get vertical short exact sequences and the (direct) rewriting of all the maps in the language of sections adapted to physical
applications.
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3.5 The diagram in a local trivialization
Let us use the notations of Sect. 2.3. We have ΓH(P ,h)  Γ (U × h), ΓH(P ,g)   Γ (U × g), ΓH(P ,g/h)   Γ (U × g/h),
and ΓG(Q,g)  Γ (U × g) by the associations v  γ := s
∗v for v ∈ ΓH(P ,h), vˆ   bγ := s∗ vˆ for vˆ ∈ ΓH(P ,g), v¯   γ¯ := s∗ v¯
for v¯ ∈ ΓH(P ,g/h), and vˆ  bγ := sˆ∗ vˆ for vˆ ∈ ΓG(Q,g).
Let us use the subscript loc to designate the local versions of the maps in (3.11). Then it is straightforward to establish
that
ρP ,loc(X ⊕ γ) = X , ρQ,loc(X ⊕ bγ) = X ,
ιP ,loc(γ) = 0⊕ γ, ιQ,loc(bγ) = 0⊕ bγ,
iloc(γ) = ih(γ), jloc(γ) = ih(γ),
ιloc(bγ) = ıˆ(bγ) = 0⊕ bγ, rloc(bγ) = brloc(bγ) = [bγ],
Jloc(X ⊕ γ) = X ⊕ ih(γ), Rloc(X ⊕ bγ) = [bγ].
Notice that all the maps in (3.11) reduce to very simple expressions in a local trivialization. This confirms the nat-
uralness of the construction of this diagram, which will be further reinforced in the forthcoming considerations about
connections.
4 Connections and metrics
In [2; 6], connections and generalized connections were considered in the framework of transitive Lie algebroids, in
particular on Atiyah Lie algebroids. An Ehresmann connection on P is in one-to-one correspondence with a splitting of
(2.1), ∇P : Γ (TM ) → ΓH(P ), to which we can associate a unique map α
P : ΓH(P ) → ΓH(P ,h). In [6], this map was
considered as a 1-form in the differential calculus Ω•
Lie
(P ,h) described in Sec. 2.2. In the following, we first characterized
Ehresmann connections, and then Cartan connections, within the diagram (3.11).
4.1 Ehresmann connections
Let ∇P : Γ (TM ) → ΓH(P ) be an Ehresmann connection on P and α
P : ΓH(P ) → ΓH(P ,h) its associated unique map
defined by X = ∇P
X
− ιP ◦ α
P (X) for any X ∈ ΓH(P ) where X := ρP (X), see Section 2.4. Let ∇
Q = J ◦∇P : Γ (TM )→
ΓG(Q) be the associated connection on Q (see (3.8)) and α
Q : ΓG(Q)→ ΓG(Q,h) such that bX =∇QX − ιQ ◦ αQ(bX) for anybX ∈ ΓG(Q).
Proposition 4.1. One has αQ ◦ J = j ◦αP and R= −br ◦ αQ .
Proof. For any X ∈ ΓH(P ) written as X =∇
P
X
− ιP ◦α
P (X), one has, from Prop. 3.4, J(X) =∇Q
X
− ιQ ◦ j ◦α
P (X). On the
other hand, since J(X) ∈ ΓG(Q), one has J(X) =∇
Q
X
− ιQ ◦α
Q ◦ J(X). By injectivity of ιQ , we get j ◦α
P (X) = αQ ◦ J(X).
For any bX ∈ ΓG(Q), using (3.9) and (3.5), one has R(bX) = R(∇QX − ιQ ◦ αQ(bX)) = R(∇QX − ι ◦ ıˆ−1 ◦ αQ(bX)) = −br ◦
αQ(bX).
We denote by ωP
Lie
∈ Ω1
Lie
(P ,h) the associated 1-form ωP
Lie
= −αP , so that ωP
Lie
◦ ιP = Id. In the same way, define
ωQ
Lie
= −αQ ∈ Ω1
Lie
(Q,g), which satisfies
ωQ
Lie
◦ J = j ◦ωP
Lie
, R = br ◦ωQ
Lie
(4.1)
by Prop. 4.1. Then, for any X ∈ ΓH(P ) and bX ∈ ΓG(Q), we have
X=∇P
X
+ ιP ◦ω
P
Lie
(X), bX=∇Q
X
+ ιQ ◦ω
Q
Lie
(bX).
Let ωP ∈ Ω1(P )⊗ h be the connection 1-form associated to ∇P . Then ωP
Lie
can also be directly defined by
ωP
Lie
(X)(p) := −ωP
|p
(X|p) for any X ∈ ΓH(P ) and p ∈ P . (4.2)
Notice that it is a departure from our convention in [2; 6] where there the present αP plays the role of the associated
1-form to ∇P . This new convention is used here to be compatible with a similar construction for Cartan connections
(Sect. 4.2 and in particular the chosen normalization to get Prop. 4.2).
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Then Prop. 4.1 implies the commutativity of the maps with solid lines in the following diagram.
ΓH(P ,h) ΓH(P ) Γ (TM )
ΓG(Q,g) ΓG(Q) Γ (TM )
ΓH(P ,g/h) ΓH(P ,g/h)
ιP
j
ωP
Lie
ρP
J
∇P
ιQ
br
ωQ
Lie
ρQ
R
∇Q
(4.3)
Let ωP ∈ Ω1(P )⊗ h be the connection 1-form defining ∇P . Using notations from Sect. 2.3 and 2.4, one has ∇P
X
=
S(X ⊕ AP (X )) for any X ∈ Γ (TU ). For any X ∈ ΓH(P|U ) with X   X ⊕ γ, one has, on the one hand, using (2.11),
X= S(X⊕γ) = ∇X +ιP ◦Ψh(γ) and on the other hand, X=∇
P
X
+ιP ◦ω
P
Lie
(X). Since∇P
X
−∇X = S(X⊕A
P (X ))−S(X⊕0) =
S(0⊕ AP (X )) = ιP ◦Ψh ◦ A
P (X ), one has ιP ◦ω
P
Lie
◦ S(X ⊕ γ) = −∇P
X
+ ∇X + ιP ◦Ψh(γ) = −ιP ◦ Ψh(A
P (X )− γ). Using
the same computation on Q, one finally gets
ωP
Lie
  −AP + θh, ω
Q
Lie
  −AQ + θg, (4.4)
where θh and θg are the Maurer-Cartan 1-forms on H and G respectively.
Let X = ∇P
X
+ ιP (v) and Y = ∇
P
Y
+ ιP (w) in ΓH(P ) with X ,Y ∈ Γ (TM ) and v,w ∈ ΓH(P ,h). Then, let Ω
P (X ,Y ) ∈
ΓH(P ,h) be the curvature 2-form of∇
P [6, Prop. 3.9] defined by ιP (Ω
P (X ,Y )) := [∇P
X
,∇P
Y
]−∇P
[X ,Y ]
, and let ΩP   ΩP
loc
be its local curvature 2-form. Then one has [X,Y] = [∇P
X
,∇P
Y
]+ [∇P
X
, ιP (w)]− [∇
P
Y
, ιP (v)]+ [ιP (v), ιP (w)] =∇
P
[X ,Y ]
+
ιP (Ω
P (X ,Y ) +∇P
X
· w−∇P
Y
· v + [v,w]), so that, using (2.18) with X  X ⊕ (AP (X ) + γ) and Y  Y ⊕ (AP (Y ) +η) (i.e.
v  γ and w  η), one has
[X,Y]  [X ,Y ]⊕ (AP ([X ,Y ]) +ΩP
loc
(X ,Y ) + X ·η+ [AP (X ),η]− Y · γ− [AP (Y ),γ] + [γ,η]), (4.5)
or equivalently ΩP (X ,Y ) +∇P
X
·w−∇P
Y
· v + [v,w]  ΩP
loc
(X ,Y ) + X ·η+ [AP (X ),η]− Y · γ− [AP (Y ),γ] + [γ,η].
4.2 Cartan connections
From now on, we suppose that P defines a Cartan geometry for the groups H ⊂ G.
Let ̟ ∈ Ω1(P )⊗ g be a Cartan connection on P . This 1-form satisfies:
RP
h
∗
̟ = Adh−1̟ for any h ∈ H,
̟(ξv) = ξ for any ξ ∈ h,
̟|p : TpP → g is an isomorphism.
We associate to̟ the map ̟Lie : ΓH(P )→ ΓH(P ,g) defined by (as a generalization of (4.2))
̟Lie(X)(p) := −̟|p(X|p) for any X ∈ ΓH(P ) and p ∈ P . (4.6)
The map p 7→̟Lie(X)(p) ∈ g is indeed H-equivariant: for any p ∈ P and h ∈ H,
̟Lie(X)(ph) = −̟|ph(X|ph) = −̟|ph(TpR
P
h
(X|p)) = −(R
P
h
∗
̟)|p(X|p) = −Adh−1̟|p(X|p) = Adh−1 ◦̟Lie(X)(p).
Proposition 4.2. ̟Lie : ΓH(P )→ ΓH(P ,g) is an isomorphism of C
∞(M )-modules and the following diagram
ΓH(P ,h) ΓH(P )
ΓH(P ,g)
ιP
i
̟Lie
≃ (4.7)
is commutative: ̟Lie ◦ ιP = i.
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Proof. Using the isomorphism̟|p, to any v ∈ ΓH(P ,g) we associate X ∈ Γ (TP ) by X|p := −̟
−1
|p
(v(p)). Let us check that
X ∈ ΓH(P ): one has ̟|ph(TpR
P
h
(X|p)) = (R
P
h
∗
̟|p)(X|p) = Adh−1̟|p(X|p) = −Adh−1 v(p) = −v(ph) = ̟|ph(X|ph) so that
X|ph = TpR
P
h
(X|p). By construction̟Lie(X) = v, which proves the surjectivity.
Suppose that X ∈ ΓH(P ) is such that ̟Lie(X) = 0. Then, for any p ∈ P , ̟|p(X|p) = 0, so that X|p = 0 since ̟|p is
injective. This proves the injectivity.
For any v ∈ ΓH(P ,h), one has ιP (v)|p = −[v(p)]
v
|p
so that ̟Lie(ιP (v))(p) = −̟|p(ιP (v)|p) = ̟|p

[v(p)]v
|p

= v(p).
Since i is just the inclusion map, we get̟Lie ◦ ιP = i.
Since r ◦̟Lie ◦ ιP = r ◦ i = 0, ιP (ΓH(P ,h)) is in the kernel of the map r ◦̟Lie. This induces a map e̟ Lie : Γ (TM )→
ΓH(P ,g/h) defined as follows: for any X ∈ Γ (TM ), consider any lift X ∈ ΓH(P ) such that ρP (X) = X (defined up to an
element in ιP (ΓH(P ,h))), then
e̟ Lie(X ) := r ◦̟Lie(X). (4.8)
Proposition 4.3. e̟ Lie : Γ (TM )→ ΓH(P ,g/h) is an isomorphism of C∞(M )-modules.
Proof. To show that e̟ Lie is an isomorphism, apply the five lemma to the commutative diagram
0 ΓH(P ,h) ΓH(P ) Γ (TM ) 0
0 ΓH(P ,h) ΓH(P ,g) ΓH(P ,g/h) 0
ιP ρP
̟Lie≃ e̟ Lie≃
i r
(4.9)
We have thus seen that a Cartan connection induces maps in the diagram (3.11) so that we get the following maps of
C∞(M )-modules (this diagram is not commutative everywhere):
ΓH(P ,h) ΓH(P ) Γ (TM )
ΓH(P ,g) ΓG(Q) Γ (TM )
ΓH(P ,g/h) ΓH(P ,g/h)
ιP
i
ρP
J
̟Lie
≃
ι
r
ρQ
R e̟ Lie
≃
(4.10)
Let us now show the opposite: that̟Lie as in (4.10), such that (4.7) commutes, defines a Cartan connection̟ on P .
Notice that ̟ must be defined on all vector fields on P while ̟Lie is only defined on right-invariant vector fields. The
trick is to use the following result.
From [6, Prop. 4.4], we know that for every open subset U ⊂ M which is an open set for a chart on M and which
trivializes P , there exists a family of generators {Xi} of right-invariant vector fields on P|U such that:
(i) ∀p ∈ P|U , {X
i
|p
} is a basis for TpP|U .
(ii) It generates ΓH(P|U ) as a C
∞(U )-module, and, for any X ∈ ΓH(P|U ), the decomposition X = fiX
i , with fi ∈
C∞
H
(P|U ) ≃ C
∞(U ), is unique.
(iii) It generates Γ (TP|U ) as a C
∞(P|U )-module, and, for any eX ∈ Γ (TP|U ), the decomposition eX = giXi , with gi ∈
C∞(P|U ), is unique.
(iv) Two such families {Xi} are related by linear combinations whose coefficients are in C∞
H
(P|U ).
We are going to define the Cartan connection ̟ on P|U for any open subset as before with its associated family of
generators {Xi}.
Decompose any eX ∈ Γ (TP|U ) as eX = giXi with gi ∈ C∞(P|U ) and define ̟ ∈ Ω1(P|U )⊗ g by̟(eX ) := −gi̟Lie(Xi).
This definition makes sense since the decomposition is unique and the RHS is independent of the choice of the family of
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generators: letY j = a j iX
i with a j i ∈ C
∞
H
(P|U ) be another family of generators, then eX = h jY j = giXi with h j ∈ C∞(P|U ),
so that h ja
j
i = gi , which implies gi̟Lie(X
i) = h ja
j
i̟Lie(X
i) = h j̟Lie(a
j
iX
i) = h j̟Lie(Y
j). It is important to notice that
̟Lie is C
∞
H
(P|U )-linear (functions a
j
i) but not C
∞(P|U )-linear (functions gi and h j).
Using a partition of unity associated to a covering {Ui} ofM such that theP|Ui are trivial, this defines̟ ∈ Ω
1(P )⊗g.
Proposition 4.4. With the above definition of̟ in terms of ̟Lie, one has:
(i) ̟(X) = −̟Lie(X) for any X ∈ ΓH(P ).
(ii) ̟(ξv) = ξ for any ξ ∈ h.
(iii) RP
h
∗
̟ = Adh−1̟ for any h ∈ H.
(iv) For any p ∈ P ,̟|p : TpP → g is an isomorphism.
Proof. (i): ForX ∈ ΓH(P|U ), in the decompositionX= giX
i the functions gi are in C
∞
H
(P|U ) so that̟(X) = −gi̟Lie(X
i) =
−̟Lie(giX
i) = −̟Lie(X) by C
∞
H
(P|U )-linearity of̟Lie.
(ii): Let ξ ∈ h. Fix a point p ∈ P|U and a smooth section s :U →P|U such that p = s(x0). Define v0 ∈ ΓH(P|U ,h) by
v0(s(x)h) := Adh−1ξ for any x ∈ U and h ∈ H, and let f ∈ C
∞(M ) be such that f = 1 in a neighborhood of x0 ∈ U and
f = 0 outside U . Then v := f v0 ∈ ΓH(P ,h) is such that v(p) = v0(s(x0)) = ξ. Then, using (i) and the commutativity of
(4.7), ̟|p([ξ]
v
|p
) =̟|p(ιP (v)|p) = −̟Lie(ιP (v))(p) = v(p) = ξ.
(iii): We compute this relation on P|U . Let eX ∈ Γ (TP|U ) with eX = giXi . Then, for any p ∈ P|U and h ∈ H,
Adh−1 ◦̟|p(eX |p) = −Adh−1(gi(p)̟Lie(Xi)(p)) = −gi(p)Adh−1(̟Lie(Xi)(p)) = −gi(p)̟Lie(Xi)(ph),
(RP
h
∗
̟)|p(eX |p) =̟|ph(TpRPh (eX |p)) =̟|ph(gi(p)TpRPh (Xi|p)) =̟|ph(gi(p)Xi|ph) = −gi(p)̟Lie(Xi)(ph).
(iv): The proof relies on a way to translate a “local” property on ̟Lie over P|U to a “pointwise” property on ̟ at
p ∈ P|U . Let us use the notations introduced in the proof of (ii).
Let ξ ∈ g and define vˆ0 ∈ ΓH(P|U ,g) by vˆ0(s(x)h) := Adh−1ξ for any x ∈ U and h ∈ H. Then vˆ := f vˆ0 ∈ ΓH(P ,g) is
such that vˆ(p) = ξ. Since ̟Lie is an isomorphism, one defines X := −̟
−1
Lie
(vˆ) and one gets̟|p(X|p) = −̟Lie(X)(p) = ξ,
so that̟|p : TpP → g is surjective. Since TpP and g have same dimensions, ̟|p is an isomorphism.
We have then proved the following important equivalence of structures.
Theorem 4.5. Cartan connections ̟ on P are in one-to-one correspondence with isomorphisms of C∞(M )-modules ̟Lie :
ΓH(P )→ ΓH(P ,g) such that (4.7) commutes.
Recall that the curvature of a Cartan connection̟ is Ω = d̟+ 1
2
[̟,̟] ∈ Ω2(P )⊗ g. Notice that̟Lie ∈ Ω
1
Lie
(P ,g).
Proposition 4.6. ΩLie := bd̟Lie − 12 [̟Lie,̟Lie] ∈ Ω2Lie(P ,g) satisfies:
(i) ΩLie is the restriction of −Ω to ΓH(P ) ⊂ Γ (TP ).
(ii) ΩLie vanishes on ιP (ΓH(P ,h)).
Proof. (i): For any X,Y ∈ ΓH(P ), one has
ΩLie(X,Y) = X ·̟Lie(Y)−Y ·̟Lie(X)−̟Lie([X,Y])− [̟Lie(X),̟Lie(Y)]
= −X ·̟(Y) +Y ·̟(X) +̟([X,Y])− [̟(X),̟(Y)]
= −Ω(X,Y)
(ii): let v ∈ ΓH(P ,h) and X ∈ ΓH(P ), then, using ̟Lie ◦ ιP = i and Lemma 2.6,
ΩLie(X, ιP (v)) = X ·̟Lie(ιP (v))− ιP (v) ·̟Lie(X)−̟Lie([X, ιP (v)])− [̟Lie(X),̟Lie(ιP (v))]
= X · i(v)− [i(v),̟Lie(X)]− i(X · v)− [̟Lie(X), i(v)] = 0.
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Using notations from Sect. 2.3, let A¯ := s∗̟ be the local trivialization of the Cartan connection 1-form. Then, using
(2.11) and p = s(x)h,
̟Lie ◦ S(X ⊕ γ)(p) = −̟|s(x)h

Ts(x)R
P
h
◦ Tx s(X |x )− [Adh−1 ◦ γ(x)]
v
|s(x)h

= −Adh−1
 
̟|s(x)(Tx s(X |x ))− γ(x)

= −Adh−1
 
A¯(X )|x − γ(x)

= −Ψg
 
A¯(X )− γ

(s(x)h).
This gives
̟Lie  −A¯+ ih ◦ θh, (4.11)
which generalizes (4.4), and the local trivializations of the isomorphisms ̟Lie : ΓH(P )
≃
−→ ΓH(P ,g) and e̟ Lie : Γ (TM ) ≃−→
ΓH(P ,g/h) are
Γ (TU ⊕U × h)→ Γ (U × g), X ⊕ γ 7→ −A¯(X ) + ih ◦ γ,
Γ (TU )→ Γ (U × g/h), X 7→ −[A¯(X )].
Furthermore, on extending standard result in the literature [9, Appendix A, § 3] to Atiyah Lie algebroids, we show that
specific Ehresmann connections on Q provide Cartan connections on P :
Proposition 4.7. Let ωQ ∈ Ω1(Q) ⊗ g be a connection 1-form on Q, let ∇Q : Γ (TM ) → ΓG(Q) be the corresponding
horizontal lift, and let ωQ
Lie
∈ Ω1
Lie
(Q,g) be its associated 1-form which all together define the short exact sequence
0 Γ (TM ) ΓG(Q) ΓG(Q,g) 0 .
∇Q ω
Q
Lie
(4.12)
Then ωQ defines a Cartan connection ̟ on P if and only if the map R ◦∇Q : Γ (TM )→ ΓH(P ,g/h) is an isomorphism of
C∞(M )-modules. In the correspondence given by Theorem 4.5, this Cartan connection ̟ is related to the isomorphism
̟Lie := ıˆ
−1 ◦ωQ
Lie
◦ J : ΓH(P )→ ΓH(P ,g), (4.13)
for which the diagram (4.7) commutes.
Moreover, the isomorphism R ◦∇Q implies
kerωQ
Lie
∩ J(ΓH(P )) = {0}. (4.14)
Proof. Let us first prove that if R ◦∇Q is an isomorphism then (4.14) holds true. Since kerωQ
Lie
= Im∇Q and Im J = kerR
by exactness of (3.10) and (4.12), (4.14) is equivalent to Im∇Q ∩kerR= {0}. Let bX ∈ Im∇Q ∩kerR ⊂ ΓG(Q): then, there
is a X ∈ Γ (TM ) such that bX = ∇Q
X
and R ◦ ∇Q
X
= 0. Since R ◦ ∇Q is an isomorphism, this implies X = 0, and so bX = 0,
which proves that Im∇Q ∩ kerR= {0}.
From now on, we use Theorem 4.5 to work directly with̟Lie defined by (4.13). The commutativity of (4.7) is proved
by a direct computation using the commutativity of (3.11): for any v ∈ ΓH(P ,h), one has
̟Lie ◦ ιP (v) = ıˆ
−1 ◦ωQ
Lie
◦ J ◦ ιP (v) = ıˆ
−1 ◦ωQ
Lie
◦ ιQ ◦ j(v) = ıˆ
−1 ◦ j(v) = i(v). (4.15)
Notice that the injectivity of ̟Lie is a direct consequence of (4.14): let X ∈ ΓH(P ) be such that ̟Lie(X) = 0, then
ωQ
Lie
◦ J(X) = 0, and so J(X) ∈ kerωQ
Lie
∩ J(ΓH(P )) = {0}, so that X = 0. On the contrary, the surjectivity of̟Lie is not so
straightforward.3
Let ωP
Lie
: ΓH(P ) → ΓH(P ,h) be a background (Ehresmann) connection on P , let ∇
P : Γ (TM ) → ΓH(P ) be its
associated lift. From Prop. 2.7, let ωQ
Lie
: ΓG(Q)→ ΓG(Q,g) be the transported connection and ∇
Q : Γ (TM )→ ΓG(Q) its
associated lift. Then there is ∆Q : ΓG(Q)→ ΓG(Q,g) such that
∆
Q = ωQ
Lie
−ωQ
Lie
(4.16)
with ∆Q ◦ ιQ = 0 owing to the normalization of the connection 1-forms. Hence, for any bX ∈ ΓG(Q) with X = ρQ(bX), one
has the two decompositions
bX= ∇Q
X
+ ιQ ◦ ω
Q
Lie
(bX) =∇Q
X
+ ιQ ◦ω
Q
Lie
(bX). (4.17)
3It seems to us that the condition (4.14) alone, which ought to parallel the condition given in [9, Appendix A, Prop. 3.1] on the Ehresmann connection
onQ, is not “strong enough” to deal with the module aspect of our construction to show this surjectivity even if̟Lie is injective between two isomorphic
modules.
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Inserting these two decompositions into (4.16), and using the normalization condition and the respective splittings, one
gets
∆
Q(bX) = ωQ
Lie
◦∇Q
X
= −ωQ
Lie
◦ ∇Q
X
i.e. ∆Q = ωQ
Lie
◦∇Q ◦ρQ = −ω
Q
Lie
◦ ∇Q ◦ρQ . (4.18)
Similarly to (4.9), let us consider the diagram
0 ΓH(P ,h) ΓH(P ) Γ (TM ) 0
0 ΓH(P ,h) ΓH(P ,g) ΓH(P ,g/h) 0
ιP ρP
̟Lie −R◦∇Q
i r
(4.19)
The non trivial left square commutes by (4.15). Let us show that the non trivial right square commutes also. AnyX ∈ ΓH(P )
can be decomposed as X = ∇P
X
+ ιP ◦ ω
P
Lie
(X). Then, using (4.15), one has ̟Lie(X) =̟Lie ◦ ∇
P
X
+ i ◦ ωP
Lie
(X) with
̟Lie ◦ ∇
P
X
= ıˆ−1 ◦ωQ
Lie
◦ J ◦ ∇P
X
= ıˆ−1 ◦ωQ
Lie
◦ ∇Q
X
= −ıˆ−1 ◦ ωQ
Lie
◦∇Q
X
where (4.13), (3.8) (for the background connections), and (4.18) have been used successively. Then using (3.3) and the
properties of (4.3) (for the background connections)
(r ◦̟Lie)(X) = r ◦̟Lie ◦ ∇
P
X
= −br ◦ ωQ
Lie
◦∇Q
X
= −R ◦∇Q
X
= −R ◦∇Q ◦ρQ(X).
Hence, the diagram (4.19) is commutative and exact. Using the five lemma in this diagram, there is a equivalence between
̟Lie and −R ◦∇
Q being isomorphisms. In particular, when ̟Lie is a Cartan connection, then e̟ Lie = −R ◦∇Q .
4.3 Cartan connections: the reductive case
Following [9], a Cartan geometry is said to be reductive if the Lie algebra g admits a decomposition g= h⊕ p where p is a
h-module. In that case, denote by πh : g→ h and πp : g→ p the corresponding projections. We identify the h-modules g/h
and p in a natural way, and the projections induce projections πh : ΓH(P ,g)→ ΓH(P ,h) and πp : ΓH(P ,g)→ ΓH(P ,p) ≃
ΓH(P ,g/h). The inclusion ip : p ,→ g induces an inclusion ı¯ : ΓH(P ,p) ,→ ΓH(P ,g). Notice that
πh ◦ i = Id, πp = r, πp ◦ ı¯ = Id . (4.20)
A Cartan connection ̟ splits as ̟ = ih ◦ω+ ip ◦ β where ω := πh ◦̟ and β := πp ◦̟. Its associated 1-form ̟Lie
splits also as ̟Lie = i ◦ωLie ⊕ ı¯ ◦ βLie where
ωLie := πh ◦̟Lie : ΓH(P )→ ΓH(P ,h), βLie := πp ◦̟Lie : ΓH(P )→ ΓH(P ,p).
Then ω is an Ehresmann connection 1-form on P and ωLie is its associated 1-form: we denote by ∇
ω : Γ (TM )→ ΓH(P )
its horizontal lift.
Proposition 4.8. One has ωLie ◦ ιP = Id, βLie ◦ ιP = 0 and, for any X ∈ ΓH(P ) with X = ρP (X), X = ∇
ω
X
+ ιP ◦ωLie(X)
and e̟ Lie(X ) = βLie(X) = βLie ◦∇ωX .
Proof. One has ωLie ◦ ιP = πh ◦̟Lie ◦ ιP = πh ◦ i = Id and βLie ◦ ιP = πp ◦̟Lie ◦ ιP = πp ◦ i = 0.
Let αω ∈ Ω1
Lie
(P ,h) such that X = ∇ω
X
− ιP ◦ α
ω(X) [6, Prop. 3.9]. Then, using ω ◦ ∇ω = 0, we have ωLie(X) =
−πh ◦̟(∇
ω
X
) +πh ◦̟ ◦ ιP ◦α
ω(X) = 0−ωLie ◦ ιP ◦α
ω(X) = −αω(X).
One has e̟ Lie(X ) = r ◦̟Lie(X) = r ◦ i ◦ωLie(X) + r ◦ ı¯ ◦ βLie(X) = βLie(X), and since βLie ◦ ιP = 0 one gets βLie(X) =
βLie ◦∇
ω
X
.
So, we get the following maps of C∞(M )-modules:
ΓH(P ,h) ΓH(P ) Γ (TM )
ΓH(P ,g) ΓG(Q) Γ (TM )
ΓH(P ,p) ΓH(P ,p)
ιP
i
ρP
J
̟Lie
≃
ωLie ∇ω
ιQ
r=πp
πh
ρQ
R e̟ Lie
≃
ı¯ βLie
(4.21)
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Notice that this diagram is not commutative everywhere.
Denote by A¯= A⊕ B = s∗̟ the local trivialization of ̟, where A takes its values in h and B in p. Then A= s∗ω and
B = s∗β are the local trivializations of the components of̟ (strictly speaking, s∗ω = πh ◦A and s
∗β = πp ◦B but we omit
the projections). Then, using (4.11), one gets
̟Lie  −(A+ B) + ih ◦ θh. ωLie  −A+ θh, βLie  −B, (4.22)
and the trivialization of the map ̟Lie is X ⊕ γ 7→ γ− A(X ) − B(X ), of the map ωLie is X ⊕ γ 7→ γ− A(X ), and of the map
βLie is X ⊕ γ 7→ −B(X ). In all these expressions, the inclusions of h and p in g are omitted.
4.4 Cartan connections and metrics
Let us recall the definition and the main results concerning the notion of metric on ΓH(P ) as given in [2, Sect. 2]. A metric
on ΓH(P ) is a C
∞(M )-linear symmetric map
bg : ΓH(P )⊗C∞(M ) ΓH(P )→ C∞(M ).
Such a metric defines a inner metric h := ι∗
P
bg : ΓH(P ,h) ⊗C∞(M ) ΓH(P ,h) → C∞(M ), with h(v,w) = bg(ιP (v), ιP (w)).
The metric is said to be inner non degenerate if h is non degenerated as a metric on the vector bundle LP . Given a metric
g onM , ρ∗
P
g defines a metric on ΓH(P ): (ρ
∗
P
g)(X,Y) = g(ρP (X),ρP (Y)).
We will use the following characterization of inner non degenerate metric on ΓH(P ):
Proposition 4.9 ([2, Prop. 2.7]). An inner non degenerate metric bg on ΓH(P ) is equivalent to a triple (g,h,∇P ) where g is
a metric onM , h is an inner non degenerate metric on ΓH(P ,h) and ∇
P : Γ (TM )→ ΓH(P ) is a connection, with
bg(X,Y) = g(X ,Y ) + h(v,w) for X =∇P
X
+ ιP (v),Y =∇
P
Y
+ ιP (w).
The connection ∇P is uniquely determined by the condition
bg(∇P
X
, ιP (v)) = 0 for any X ∈ Γ (TM ) and v ∈ ΓH(P ,h). (4.23)
Let bh : ΓH(P ,g)⊗C∞(M ) ΓH(P ,g)→ C∞(M ) be a fixed non degenerate metric. Then one has the orthogonal decom-
position ΓH(P ,g) = i(ΓH(P ,h))⊕ [i(ΓH(P ,h))]
⊥.
Proposition 4.10. A Cartan connection̟ defines a unique inner non degenerate metric bg :=̟∗
Lie
bh on ΓH(P ). Let (g,h,∇P )
be its associated triple with ωP
Lie
∈ Ω1
Lie
(P ,h) the 1-form associated to ∇P as in (4.3). Then h is the restriction of bh to
ΓH(P ,h)
i
,−→ ΓH(P ,g), so that h = i
∗bh, and the 1-form ωP
Lie
is uniquely defined by
h(ωP
Lie
(X), v) = bh(̟Lie(X), i(v)) for any X ∈ ΓH(P ), v ∈ ΓH(P ,h).
The map ph := i ◦ω
P
Lie
◦̟−1
Lie
: ΓH(P ,g)→ ΓH(P ,g) is independent of the choice of the Cartan connection ̟ and is the
orthogonal projection onto i(ΓH(P ,h)). So the map 1− ph is the orthogonal projection onto [i(ΓH(P ,h))]
⊥ and
Im(̟Lie − i ◦ω
P
Lie
) = [i(ΓH(P ,h))]
⊥. (4.24)
In the orthogonal decomposition ̟Lie =:̟
h
Lie
⊕̟⊥
Lie
along i(ΓH(P ,h))⊕ [i(ΓH(P ,h))]
⊥, one has̟
h
Lie
= i ◦ωP
Lie
.
Notice that, since Im(1− ph) = [i(ΓH(P ,h))]
⊥, one has
bh(i(v), ph(bw)) = bh(i(v), bw) for any v ∈ ΓH(P ,h), bw ∈ ΓH(P ,g).
Proof. By definition, for any X,Y ∈ ΓH(P ), it is straightforward to verify that bg(X,Y) := bh(̟Lie(X),̟Lie(Y)) defines a
metric on ΓH(P ). Then, for any v,w ∈ ΓH(P ,h), one has bg(ιP (v), ιP (w)) = bh(̟Lie ◦ ιP (v),̟Lie ◦ ιP (w)) = bh(i(v), i(w)),
which implies h= ι∗
P
bg = i∗bh, so that h is the restriction of bh to ΓH(P ,h). This also implies that bg is inner non degenerate
and so defines a triple (g,h,∇P ).
Following the proof of [2, Prop. 2.6] with the new convention (sign of ωP
Lie
), ωP
Lie
is uniquely defined by the relation
h(ωP
Lie
(X), v) = bg(X, ιP (v)) = bh(̟Lie(X), i(v)) for any X ∈ ΓH(P ) and v ∈ ΓH(P ,h), which can be written as bh(̟Lie(X)−
i ◦ωP
Lie
(X), i(v)) = 0, so that Im(̟Lie − i ◦ω
P
Lie
) ⊂ [i(ΓH(P ,h))]
⊥.
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Let̟′ be a second Cartan connection which defines the maps̟′
Lie
and ω′P
Lie
. Then there exit two maps α : Γ (TM )→
ΓH(P ,g) and β : ΓH(P ,g/h)→ ΓH(P ) such that
̟′
Lie
=̟Lie +α ◦ρP , ̟
′−1
Lie
=̟−1
Lie
+ β ◦ r.
Defining αh by the orthogonal decomposition α = i ◦αh ⊕α⊥, one has
ω′P
Lie
=ωP
Lie
+αh ◦ρP , ∇
′P =∇P − ιP ◦α
h,
from which we deduce that̟′
Lie
◦∇′P =̟Lie ◦∇
P +α⊥. Since ̟′
Lie
◦̟′−1
Lie
= Id, one gets the constrain
̟Lie ◦ β ◦ r +α ◦ρP ◦̟
−1
Lie
+ α ◦ρP ◦ β ◦ r = 0.
Once projected on h, this constrain reduces to
ωP
Lie
◦ β ◦ r +αh ◦ρP ◦̟
−1
Lie
+αh ◦ρP ◦ β ◦ r = 0,
and implies that
ω′P
Lie
◦̟′−1
Lie
= (ωP
Lie
+αh ◦ρP ) ◦ (̟
−1
Lie
+ β ◦ r) =ωP
Lie
◦̟−1
Lie
So the map ph = i ◦ω
P
Lie
◦̟−1
Lie
is independent of the choice of̟. Let us show that it is a projection:
ph ◦ ph = i ◦ω
P
Lie
◦̟−1
Lie
◦ i ◦ωP
Lie
◦̟−1
Lie
= i ◦ωP
Lie
◦ ιP ◦ω
P
Lie
◦̟−1
Lie
= i ◦ωP
Lie
◦̟−1
Lie
= ph.
By construction, Im ph ⊂ i(ΓH(P ,h)) and one has ph ◦ i = i ◦ω
P
Lie
◦̟−1
Lie
◦ i = i ◦ωP
Lie
◦ ιP = i, so that, for any v ∈ ΓH(P ,h),
i(v) = ph ◦ i(v) ∈ Im ph, from which we conclude that Im ph = i(ΓH(P ,h)). From the previous result we know that
Im(1−ph) = Im(̟Lie− i◦ω
P
Lie
)◦̟−1
Lie
⊂ [i(ΓH(P ,h))]
⊥. From the decompositions ΓH(P ,g) = i(ΓH(P ,h))⊕[i(ΓH (P ,h))]
⊥
and ΓH(P ,g) = Im ph ⊕ Im(1− ph), and since Im ph = i(ΓH(P ,h)), we get the equality Im(1− ph) = [i(ΓH(P ,h))]
⊥, and
so Im(̟Lie − i ◦ω
P
Lie
) = [i(ΓH(P ,h))]
⊥.
One has ph ◦̟Lie = i ◦ω
P
Lie
◦̟−1
Lie
◦̟Lie = i ◦ω
P
Lie
, which proves that i ◦ωP
Lie
is the orthogonal projection of ̟Lie on
i(ΓH(P ,h)).
Proposition 4.11. The map
Θ
bh :=ωP
Lie
◦̟−1
Lie
: ΓH(P ,g)→ ΓH(P ,h)
is independent of the choice of the Cartan connection̟ and defines an orthogonal splitting of the s.e.s. (3.3), with Θ
bh ◦ i = Id
and Θ
bh ◦̟⊥
Lie
= 0.
To Θ
bh we associate the map ∇¯bh : ΓH(P ,g/h)→ ΓH(P ,g) defined, for any v¯ ∈ ΓH(P ,g/h), by
∇¯
bh(v¯) := vˆ − i ◦Θbh(vˆ) for any vˆ ∈ ΓH(P ,g) such that r(vˆ) = v¯. (4.25)
This map defines a metric h¯ : ΓH(P ,g/h)⊗C∞(M ) ΓH(P ,g/h)→ C
∞(M ) by
h¯(v¯, w¯) := bh(∇¯bh(v¯), ∇¯bh(w¯)) for any v¯, w¯ ∈ ΓH(P ,g/h).
Then one has ∇¯
bh ◦ e̟ Lie =̟Lie ◦∇P , g = e̟ ∗Lieh¯, and Im ∇¯bh = [i(ΓH(P ,h))]⊥.
Proof. We have shown in the proof of Prop. 4.10 that Θ
bh, and then ∇¯bh and h¯, are independent of̟.
One has Θ
bh◦ i =ωP
Lie
◦̟−1
Lie
◦ i =ωP
Lie
◦ιP = Id and, from̟
⊥
Lie
=̟Lie− i◦ω
P
Lie
, Θ
bh◦̟⊥
Lie
=ωP
Lie
◦̟−1
Lie
◦(̟Lie− i◦ω
P
Lie
) =
ωP
Lie
−ωP
Lie
◦ ιP ◦ω
P
Lie
= 0.
Let us show that the map ∇¯
bh is well defined. If vˆ, vˆ′ ∈ ΓH(P ,g) are such that r(vˆ) = v¯ and r(vˆ′) = v¯, then there exists
v ∈ ΓH(P ,h) such that vˆ
′ = vˆ+ i(v). Then vˆ′− i ◦Θ
bh(vˆ′) = vˆ+ i(v)− i ◦Θbh(vˆ)− i ◦ωP
Lie
◦̟−1
Lie
◦ i(v) = vˆ− i ◦Θ
bh(vˆ)+ i(v)−
i ◦ωP
Lie
◦ ιP (v) = vˆ − i ◦Θ
bh(vˆ).
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Let X ∈ Γ (TM ) and X ∈ ΓH(P ) such that ρP (X) = X . Using X=∇
P
X
+ ιP ◦ω
P
Lie
(X) and (4.8), one has
∇¯
bh ◦ e̟ Lie(X ) = ∇¯bh ◦ r ◦̟Lie(X) =̟Lie(X)− i ◦Θbh ◦̟Lie(X) =̟Lie(X)− i ◦ωPLie(X)
=̟Lie(∇
P
X
) +̟Lie ◦ ιP ◦ω
P
Lie
(X)− i ◦ωP
Lie
(X) =̟Lie(∇
P
X
).
Now, from the various definitions, for any X ,Y ∈ Γ (TM ), one has
g(X ,Y ) = bg(∇P
X
,∇P
Y
) = bh(̟Lie(∇PX ),̟Lie(∇PY )) = bh(∇¯bh ◦ e̟ Lie(X ), ∇¯bh ◦ e̟ Lie(Y )) = h¯( e̟ Lie(X ), e̟ Lie(Y )).
Since ∇¯
bh ◦ r = 1− ph, r is surjective, and Im(1− ph) = [i(ΓH(P ,h))]⊥, we get Im ∇¯bh = [i(ΓH(P ,h))]⊥.
Hence, from the (non degenerate) metric bh and the Cartan connection ̟ we have defined (transported) a inner non
degenerate metric bg on ΓH(P ) with associated triple (g,h,∇P ), and maps ωPLie, Θbh, and ∇¯bh. All these constructions imply
the commutativity of the maps with solid lines in the following diagram and the splitting of its lower row is orthogonal forbh.
ΓH(P ,h) ΓH(P ) Γ (TM )
ΓH(P ,h) ΓH(P ,g) ΓH(P ,g/h)
ιP
ωP
Lie
ρP
̟Lie≃
∇P
e̟ Lie≃
i
Θ
bh
r
∇¯
bh (4.26)
Notice that the splitting of the lower row in (4.26) is given by canonical maps which do not depend on̟.
When the Cartan geometry is reductive, it is natural to ask for a compatibility condition between the metric bh and the
decomposition g = h⊕ p: we require that i ◦πh and ı¯ ◦πp are orthogonal projections in ΓH(P ,g), with i ◦πh + ı¯ ◦πp =
Id. This is equivalent to say that bh is defined with a metric on ΓH(P ,h) and a metric on ΓH(P ,p). So, by hypothesis
[i(ΓH(P ,h))]
⊥ = ΓH(P ,p), and, from (4.20) and (4.24), one gets 0 = πh ◦ (̟Lie − i ◦ ω
P
Lie
) = ωLie − ω
P
Lie
, to which
we conclude that the associated (Ehresmann) connection ∇P in the triple (g,h,∇P ) is the (Ehresmann) connection ∇ω
defined by the reductive decomposition of̟. This relates the metrics g and h¯ by g = (βLie ◦∇
ω)∗h¯ since e̟ Lie = βLie ◦∇ω.
This implies also that Θ
bh = πh, since ωPLie ◦̟−1Lie = ωLie ◦̟−1Lie = πh ◦̟Lie ◦̟−1Lie = πh. Then ph = i ◦ πh, so that
1− ph = 1− i ◦πh = ı¯ ◦πp, from which we get ∇¯
bh = ı¯ since r = πp.
4.5 Gauge transformations and diffeomorphisms
In [6, Sect. 3], infinitesimal (inner) gauge transformations of connections defined on transitive Lie algebroids where
identified as Lie derivatives along vector fields ιP (v) for v ∈ ΓH(P ,h) (see (2.9)). For Atiyah Lie algebroids (the present
situation), “finite” gauge transformations where also considered, since then the gauge group of the principal bundle acts
on connections, and its Lie algebra identifies with ΓH(P ,h). Let us recall the result in [6, Prop. 3.13]: for any connection
1-form ω on P with associated 1-form α ∈ Ω1
Lie
(P ,h) such that X = ∇ω − ιP ◦ α(X) for any X ∈ ΓH(P ), and for any
v ∈ ΓH(P ,h), one has
Lvα := LιP (v)α = −
 bdhv + [α, v] (4.27)
We are going to show that the Lie derivative along any element X ∈ ΓH(P ) combines an inner gauge transformation
and an infinitesimal diffeomorphism. Indeed, X   X ⊕ γ, where γ : U → h is the generator of an infinitesimal gauge
transformation, while X , as a vector field, is the generator of an infinitesimal diffeomorphism.
Notice that applying the Lie derivative along X ∈ Γ (TM ) on elements in Ω•
Lie
(P ,h) or Ω•
Lie
(P ,g) does not make sense.
We have to choose a lift X of X in ΓH(P ) for the Lie derivative to make sense. This necessarily “add” an inner part in the
game, i.e. an inner gauge transformation.
Let ω be a connection 1-form on P and ωLie ∈ Ω
1
Lie
(P ,h) its associated 1-form as in (4.3) (see also (4.21)), then
(4.27) becomes
LvωLie = bdhv + [v,ωLie].
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Proposition 4.12. For any X ∈ ΓH(P ), the 1-form LXωLie vanishes on ιP (ΓH(P ,h)).
With ωLie  −A+ θh and X  X ⊕ γ, one has
LXωLie  −LXA+ dγ+ [A,γ]︸ ︷︷ ︸
=:DAγ=δγA
, (4.28)
where the first term represents the action of the infinitesimal diffeomorphism X on −A and the last two terms the action of the
infinitesimal gauge transformation γ, identified to the covariant derivative of γ along the gauge field A.
Here DAγ= δγA := dγ+ [A,γ] is the usual infinitesimal (gauge) action of γ on the local connection 1-form A.
Proof. For any Y ∈ ΓH(P ), one has (LXωLie)(Y) = X · ωLie(Y) − ωLie([X,Y]). So, for any v ∈ ΓH(P ,h), one has
(LXωLie)(ιP (v)) = X ·ωLie ◦ ιP (v)−ωLie([X, ιP (v)]) = 0 thanks to ωLie ◦ ιP (v) = v and [X, ιP (v)] = ιP (X · v).
With Y  X ⊕η and ωLie(Y)  −A(Y ) +η, one has
X ·ωLie(Y)  X · (−A(Y ) +η) + [γ,−A(Y ) +η] = −X · A(Y ) + X ·η− [γ,A(Y )] + [γ,η],
−ωLie([X,Y])  A([X ,Y ])− (X ·η− Y · γ+ [γ,η])
so that
(LXωLie)(Y)  −(X · A(Y )− A([X ,Y ])) + Y · γ+ [A(Y ),γ] = −(LXA)(Y ) + (dγ+ [A,γ])(Y ),
where all contributions with η cancel as expected.
Now, let̟ be a Cartan 1-form on P and ̟Lie ∈ Ω
1
Lie
(P ,g) its associated 1-form as in (4.6).
Proposition 4.13. For any X ∈ ΓH(P ), the 1-form LX̟Lie vanishes on ιP (ΓH(P ,h)).
With̟Lie  −A¯+ ih ◦ θh and X  X ⊕ γ, one has
LX̟Lie  −LX A¯+ dih(γ) + [A¯, ih(γ)]︸ ︷︷ ︸
=:δγA¯
,
where δγA¯ describes the infinitesimal gauge transformation of γ on A¯ and LX A¯ the infinitesimal diffeomorphism X acting on A¯.
Proof. The proof is similar to the one for Prop. 4.12, using ̟Lie ◦ ιP = i and X · i(v) = i(X · v), see (2.10).
Corollary 4.14. If the Cartan geometry is reductive, then, with̟Lie  −(A+ B) + ih ◦ θh as in (4.22), one has
LX̟Lie  −LXA− LXB + dih(γ) + [A, ih(γ)]︸ ︷︷ ︸
=:δγA
− [ih(γ),B]︸ ︷︷ ︸
=:δγB
.
Here δγB := [ih(γ),B] is the infinitesimal (gauge) action of γ on the local 1-form B which transforms homogeneously
under (finite) gauge transformations.
Let ω be a fixed (background) connection 1-form on P , ∇ its horizontal lift and let ω  A.
Proposition 4.15. For any X = ∇X + ιP (v) ∈ ΓH(P ), any X ∈ Γ (TM ), and any v ∈ ΓH(P ,h) such that v  γ, one has
LX̟Lie  −LX A¯+ dih(A(X )) + [A¯, ih(A(X ))] +δγA¯,
so that, in the reductive case, one has
LX̟Lie  −LXA+ DAih(A(X ))− LX B − [ih(A(X )),B] +δγA−δγB. (4.29)
Proof. One has ∇X + ιP (v)  X ⊕ (A(X )+γ) so that, using Prop. 4.13 and Corollary 4.14 with γ replaced by A(X )+γ, one
gets the results.
We shall see below in Section 5.2 a direct application of this local description of the Lie derivative on an Atiyah Lie
algebroid.
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5 Applications
Let us now make some bridges with quite recent or earlier results disseminated in the literature.
5.1 Comparison with Crampin and Saunders’ approach
In [1], the authors have recast the notion of Cartan geometry in the language of Lie groupoids and Lie algebroids. To
define infinitesimal Cartan geometry, they introduce two Lie algebroids, which we denote respectively by AH and AG .
When these Lie algebroids come from Lie groupoids, they are realized as spaces of projectable vector fields of the fiber
bundle E := Q ×G G/H (using our notation) and the spaces of smooth sections of these Lie algebroids are isomorphic to
our ΓH(P ) and ΓG(Q) [1, Sect. 3.5]. But their infinitesimal construction does not always reduce to this case.
They define a Cartan connection (an infinitesimal Cartan connection) on AG as a splitting γ : TM → AG which fulfills
(in particular) the following condition [1, Sect. 6.4]:
∀x ∈M ,γx (TxM )∩ (AH )x = {0}. (5.1)
This condition must be compared to the well-known condition for an Ehresman connection on Q which reduces to a
Cartan connection on P (see [9, Sect. A.3]). This can also be compared with (4.14) established in the framework of Lie
algebroids as a particular outcome of Proposition 4.7.
Our approach and results focus on the following points, that are not addressed in detail in the approach developed in
[1]. Firstly, we focus our approach to Cartan connections in a “gauge field” interpretation of Atiyah Lie algebroids, as we
did in [2; 6]. Next, we build a new global view of the interrelations between all the “usual” structures involved in Cartan
geometry transcribed in the framework of Atiyah Lie algebroids, summarized in the diagram (3.11), in which Cartan
connections are naturally embedded and characterized, see Theorem 4.5. Finally, as already mentioned, our constructions
rely on sections of fiber bundles without introducing, as far as possible, any geometrical (pointwise) structures. This last
point can sometimes make it difficult to establish direct connections with [1].
On the other hand, the approach in [1] focuses on the following points, that are not addressed by the present paper.
Cartan geometries are defined at the level of Lie groupoids, even if a large part of the developments focuses on the
infinitesimal version at the level of Lie algebroids [1, Sect. 6.4]. Moreover, their Cartan geometries are a generalization
of the “ordinary” notion of Cartan geometry, as defined for instance in [9] (see [1, Sect. 7.1 & 7.2] for relations with the
usual approaches). Here, we definitively stay in the framework developed in [9].
Since [1] contains a lot of developments out of the scope of this paper (some of them may be addressed in forthcoming
papers), we encourage the reader to study these points directly in this book.
5.2 A mathematical framework for gravitational anomalies
In Section 4.5, we have shown that a Lie derivative along X ∈ ΓH(P ) represents an infinitesimal inner gauge transformation
combined with an infinitesimal diffeomorphism. Representing in a mathematically rigorous and natural way this combined
action on fields has been a challenge in theoretical physics for a while.
For instance, [5] is devoted to the study of gravitational anomalies of the Adler–Bardeen type. The authors use the
so-called BRST differential algebra of a gauge theory in which the infinitesimal local gauge parameter is turned into the
Faddeev–Popov ghost field: this structure is algebraic in nature. On the other hand, the action of the Lie algebra of
Diff(M ) (the space of smooth vector fields Γ (TM ) onM ) is geometric in nature. In order to find a BRST treatment that
encompasses both (pure) gauge transformations (inner/algebraic) and diffeomorphisms (outer/geometric), one has to
find a suitable global mathematical structure in which both makes sense and can be “embedded”.
To be more precise, working in a local trivialization of a gravitation theory written in terms of the reductive Cartan
geometry g = h ⊕ p = so(1,3) ⊕ R1,3, the study in [5] requires to define the combined action of an infinitesimal inner
gauge transformation and an infinitesimal diffeomorphism on (reductive) Cartan connections. Formulas are proposed for
the actions of X ∈ Γ (M ) and v ∈ ΓH(P ,h) using a background connection (we use here our notations).
Once these actions are given, the paper then raises the following question: what is the correct geometrico-algebraic
framework allowing to make sense of these relations? Let us quote here the reference 19 in [12]: ‘These are examples where
difficulties to write down WZCC signal an improper – incomplete – algebraic setup. The following examples also bring some
water to this mill. It is tempting to require as a principle that the Wess–Zumino algebraic consistency be fulfilled in further
constructions of that sort.’ In [11], Stora reiterates the fact that ‘the geometry involved is not widely known in physical
communities’.
The main problem is that it is not possible to make a vector field X acts on forms onP : one needs a lifting, which is an
extra structure on P . In fact, it is not the case that such a lifting is needed. Indeed, let us show that the present “algebraic
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setup”, allowing to work directly at the level of P , is the correct one to deal with this problem, and then to answer this
long standing question.
We focus on two sets of relations given in [5], that we reproduce here with the original notations but with bold symbols
to distinguish them from ours. These relations are written in a local trivialization ofP and below we refer to our notations
as given in Prop. 4.15. The first equations are (2a), (2b), (2c), and (2d) in [5]:
W (ξ)ω = −Lξω+ diξω+ [ω, iξω], W (ξ)e = −Lξe − (iξω)e,
W (Ω)ω = dΩ+ [ω,Ω], W (Ω)e = −Ωe.
(5.2)
They express the actions of ξ (our X ) and Ω (our γ) on the Cartan connection ω+ e (where ω is our A and e is our B),
using a fixed background connection ω (our ih ◦A) on P .
The second set of equations, (3a), (3b), and (3c) in [5], but with the correct signs on the RHS (deduced by us from
(2a), (2b), (2c), and (2d) in [5]), are:
[W (Ω),W (Ω′)] = −W ([Ω,Ω′]),
[W (ξ),W (Ω)] = −W (iξ(dΩ+ [ω,Ω])),
[W (ξ),W (ξ′)] = −W ([ξ,ξ′]) +W (iξiξ′R).
(5.3)
where R := dω+ 12 [ω, ω] is the curvature of ω. These relations express the Lie brackets between the ξ and the Ω induced
by the previous relations. As expected from (5.2) where there is, for instance, a minus sign in front of Lξ, this is an
antirepresentation (hence the minus sign in the RHS) of the Lie algebra generated by ξ and Ω. One could have changed
the sign of the action W (i.e. all the signs on the RHS of (5.2)) to get a representation: we have preferred to revise
equations (5.3) for the commutators.
In order to connect [5]with our results, one has to write in a local trivialization the action of X on̟Lie given by LX̟Lie
as an action of X and γ on A and B, as computed in (4.29). We have to take care of two things. Firstly, notice that LX is
a representation, while the convention in [5] is to take an antirepresentation: so W (Ω) and W (ξ) are to be compared to
the local trivializations of the action −LX when X  ξ⊕ (iξω+Ω). Secondly, this action has to be computed on A and B,
so that one has to consider the action on −̟Lie  A+ B− ih ◦ θh =ω+ e − ih ◦ θh and not on̟Lie (since −A= −ω is not
a connection 1-form), see (4.22).
Combining these two subtleties, we consider (−LX)(−̟Lie) = LX̟Lie in a local trivialization, which is nothing but
(4.29). So, in fine, as we can directly verify, the relations (5.2) defining the action W can be exactly compared to the RHS
of (4.29), where here the action of h on p is denoted by a (left) product while we used a bracket: [ih(γ),B] = γB is the
action of a matrix γ in so(1,3) on a vector (valued 1-form) B in R1,3 (see details in Sect. 5.4).
In the same way, the commutators in (5.3) can be deduced from the local trivialization of the commutator [X,Y] given
in (4.5) using [−LX,−LY] = −L−[X,Y].
Since (4.29) is the local trivialization of LX̟Lie (for the reductive case), one sees that equations (5.2) make sense
as a unique global expression, which does not depend on the choice of a background connection. This is achieved by
considering infinitesimal inner gauge transformations and infinitesimal diffeomorphisms as a single object X ∈ ΓH(P ),
which mixes, by construction, algebraic and geometric properties. Notice also that one can recover in a unique way the
infinitesimal diffeomorphism X = ρP (X) but not the infinitesimal inner gauge transformation.
A point raised in [5] concerns a change of variables for (Ω,ξ) using the background connection ω which produces the
splitting
0 ΓH(P ,h) ΓH(P ) Γ (TM ) 0 .
ιP
ω
ρP
∇
It is proposed in [5], equation (7), to considerΩ−iξ(ω−ω) in place ofΩ. Translated in our notations, in the decomposition
X = ∇X + ιP (v)   X ⊕ (A(X ) + γ), this corresponds to using the connection ∇ associated to ω in place of ∇, to get
X=∇X + ιP (v
′)  X ⊕ (A(X )+γ′), since then γ′ = γ− (A(X )−A(X )). This change of variables is further discussed in [12]
in terms of ‘“Field dependent” Lie algebras’ and is described as an unsatisfactory construction: this operation ‘is quite strange
since it mixes up parameters labeling the transformations with the field variables they act on’ [12, p. 180]. Indeed, it is clear
that this trivialization of X as (X ,γ′) depends on the (reductive) Cartan connection ̟ = ih ◦ω+ ip ◦ β (see Sect. 4.3) on
which X acts by LX. So, this change of variables is not a direction to explore further.
To conclude this section, let us emphasize once again that the Lie Algebroid framework discussed above naturally
solves the long standing technical puzzles mentioned in [5; 12], since it permits to define in a global way all the structures
involved. This avoids the introduction of a background connection and clarify the fact that it is only required to get a local
trivialization.
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5.3 Generalized Cartan connections
In [2; 6], a notion of generalized Ehresmann connections was introduced and studied starting from a characterization of
Ehresmann connections in the framework of Atiyah Lie algebroids.
In the same spirit, from Theorem 4.5, it is natural to introduce a notion of generalized Cartan connections as isomor-
phisms of C∞(M )-modules ̟Lie : ΓH(P ) → ΓH(P ,g) such that (4.7) no longer commutes, i.e. we do not assume the
normalization condition̟Lie ◦ ιP = i, see (4.7). This notion will not be studied in detail in this paper. The mathematical
study and the physical implications of such generalized Cartan connections will be addressed elsewhere.
5.4 Field theory and Lagrangian
It is possible to recast in this Atiyah Lie algebroid language the usual Palatini action (i.e. the Einstein-Hilbert action written
in terms of tetrads). Here we only sketch the picture.
Let us consider a Cartan connection̟Lie with a reductive underlying Lie algebra g= so(1,3)⊕R
1,3. Thus, the Cartan
connection looks like:
̟Lie = i ◦ωLie + ı¯ ◦ βLie.
Let us consider a metric h on the kernel ΓH(P ,h) which is ad-invariant. The construction will make use of structures
introduced in [2], for instance the combined integration along the kernel and the base manifoldM , hereafter denoted
∫
A
.
The connection̟Lie transforms as an ordinary connection under an infinitesimal gauge transformation v ∈ ΓH(P;h) as
δv̟Lie = bdv + [v,̟Lie],
and its curvature transforms homogeneously
δvΩLie = [v,ΩLie].
Since g is reductive, [h,p] ⊂ p, and both parts of̟Lie transform as
δvωLie = bdv + [v,ωLie] and δvβLie = [v,βLie].
Recall that v takes values in h, and β in p = R1,3, thus in the matrix representation of the Lie algebra g, the commutator
[v,βLie] reads:
[v,βLie] =

v 0
0 0

,

0 βLie
0 0

=

0 vβLie
0 0

and it will be written as a left multiplication “vβLie”. For the same reasons, one has
[v,βLie]
t = −β t
Lie
v.
A direct computation shows that the h-valued 2-form βLie ∧ β
t
Lie
transforms as:
δv(βLie ∧ β
t
Lie
) = [v,βLie ∧ β
t
Lie
].
Let ΩLie be the h-part of the curvature ΩLie, and set the p-part to be zero (torsionless condition). Then, the action
S(̟Lie) = S(βLie) =
∫
A
h(ΩLie,⋆(βLie ∧β
t
Lie
))
is the Palatini action written in the language of Atiyah Lie algebroids. It is invariant due to the ad-invariance of the metric
h together with the gauge transformations of the different parts.
This formulation is a bit artificial, in the sense that βLie ∧ β
t
Lie
and ΩLie have only geometric degrees of freedom as
forms: so the integrand has no non trivial “inner” degree of freedom to be integrated along the kernel. However, this
construction can directly be adapted to a possible generalized case, where ̟Lie would be, for instance, a “generalized
Cartan connection” (a mere isomorphism without assuming the normalized condition) as defined in see Sect. 5.3. In this
case,̟Lie would carry inner degrees of freedom, which could make a non usual contribution to the usual Palatini action.
This line of work will be investigated elsewhere.
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6 Conclusions
In this paper we have investigated a newmathematical framework for Cartan geometry, using Atiyah Lie algebroids in their
algebraic description. This led to characterize a Cartan connection as a normalized isomorphism in the commutative and
exact diagram (3.11) completed by the diagram (4.10). These two diagrams have been put in the context of the existing
mathematical literature [1; 7; 9] (see e.g. Sections 3.4 and 5.1), to show to what extent they are new. Within this approach,
we have moreover solved a long standing problem regarding the mathematical structures required to get the correct
formulation of combined infinitesimal inner gauge transformations and infinitesimal diffeomorphisms in gravitational
theories written in terms of Cartan connections [5; 11]. Further investigations may touch on a study of a generalized
notion of Cartan connections suggested by our construction, and on the exploration of generalized Palatini-like actions.
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