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Abstract
We explicitly give factorization formulas for higher depth determinants, which are defined via
derivatives of the spectral zeta function at non-positive integer points, of Laplacians on the n-sphere
in terms of the multiple gamma functions.
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1 Introduction
Let A be an operator having only real discrete spectra. Let S(A) be the set of all spectra and S+(A)
the set of all positive spectra of A including multiplicity. The aim of the present paper is, for a positive
integer r, to study the “higher depth determinants” of A defined by
Detr(A) := exp
(
− ∂
∂w
ζA(w)
∣∣∣
w=1−r
)
.
Here, ζA(w) is the spectral zeta function of A defined by
(1.1) ζA(w) :=
∑
λ∈S+(A)
1
λw
.
To guarantee the well-definedness, we assume that ζA(w) converges absolutely in some right half
plane, can be continued meromorphically to the region containing w = 1 − r and is, in particular,
holomorphic at the point. The higher depth determinant clearly gives a generalization of the usual
(zeta-) regularized determinant det (A) of A, det (A) := Det1(A). It is first introduced and studied
in [7] for the case where A is the Laplacian on a compact Riemann surface of genus greater than one
with negative constant curvature. In that paper, a generalization of the determinant expression of
the Selberg zeta function ([2, 14, 16]) is obtained. See [18] for their arithmetic analogues. The origin
of such higher depth functions goes back to Milnor’s gamma functions; in [9], to construct a function
satisfying the Kubert identity, which plays an important role in the study of Iwasawa theory, Milnor
studied the following “higher depth gamma function”:
Γr(z) := exp
( ∂
∂w
ζ(w, z)
∣∣∣
w=1−r
)
,
where ζ(w, z) :=
∑∞
m=0(m+ z)
−w is the Hurwitz zeta function. Notice that, from the Lerch formula
exp( ∂
∂w
ζ(w, z)
∣∣
w=0
) = Γ(z)√
2pi
where Γ(z) is the classical gamma function, we have Γ1(z) =
Γ(z)√
2pi
, and
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hence the Milnor gamma function in fact gives a generalization of the gamma function. From this,
one can easily see that the higher depth determinants are analogues of the Milnor gamma functions.
In the present paper, we study the higher depth determinants of Laplacians on the unit n-sphere
Sn := {(x1, . . . , xn+1) ∈ Rn+1 |x21 + · · · + x2n+1 = 1} with the standard metric. Let ∆n be the
Laplacian on Sn. It is well known that ζ∆n(w) converges absolutely for Re (w) >
n
2 and can be
continued meromorphically to the whole complex plane C with possible simple poles at w = n2 ,
n
2 −
1, . . . , n2 − ⌊n−12 ⌋, where ⌊x⌋ is the largest integer not exceeding x, and is holomorphic at non-positive
integer points. (These properties have been verified more generally. Namely, let ∆M be the Laplacian
on a compact Riemannian manifold M of dimension n. Then, the spectral zeta function ζ∆M (w)
satisfies the properties stated above. See, e.g., [13].) In particular, we can define the higher depth
determinant Detr(∆n).
Before stating our results, let us recall the case r = 1. In [17] (see also [5]), it is shown that the
determinant det (∆n) can be expressed as
det (∆n) = A
Bn
n e
Cn
n∏
l=1
Γl
(1
2
)Qn,l = αβnn eγn n−1∏
k=0
eτn,kζ
′(−k),(1.2)
where Γl(z) is the Barnes multiple gamma function ([1]), ζ(w) :=
∑∞
m=1m
−w is the Riemann zeta
function, and An, Bn, Cn, Qn,l, αn, βn, γn and τn,k are some computable rational numbers. Notice
that the second equation immediately follows from the fact that Γl(
1
2) can be expressed in terms of
ζ ′(−k) for k = 0, 1, . . . , l − 1 (see [17, Theorem 1.3] or, more explicitly, (3.4)).
The Laplacian treated in this paper is, as a generalization of ∆n, of the following form:
Ln(s) := ∆n + nˇ
2 − s2 = ∆n + n− 1
4n
Rn − s2,
where nˇ := n−12 , s ∈ R and Rn = n(n − 1) is the scalar curvature of Sn. This form of the Laplacian
is also studied in [3, 11]. Notice that ∆n = Ln(nˇ) and Yn = Ln(
1
2), where Yn := ∆n +
n(n−2)
4 is the
conformal Laplacian (or the Yamabe operator) on Sn. The following is our main result, which gives
factorization formulas for the higher depth determinants of Ln(s).
Theorem 1.1. Let s ∈ In := (−nˇ− 1, nˇ + 1). Put ξ±n (s) := 1 + nˇ± s. Then, there exists some even
polynomials fn,r(s) and βn,r(s, l) with rational number coefficients such that
(1.3) Detr
(
Ln(s)
)
=
(
nˇ2 − s2)(nˇ2−s2)r−1δ|s|<nˇ · efn,r(s) 2r+n−2∏
l=1
(
Γl
(
ξ+n (s)
)
Γl
(
ξ−n (s)
))βn,r(s,l)
,
where δ|s|<nˇ := 1 if |s| < nˇ and 0 otherwise. Moreover, fn,r(s) is identically 0 if n is odd.
Remark that S+(Ln(s)) = S(Ln(s)) if |s| < nˇ and S(Ln(s)) \ {nˇ2 − s2} otherwise (see Section 2).
As corollaries, letting s = nˇ and 12 (notice that these are in In for all n ∈ N), one can respectively
obtain the following expressions of the determinants of the Laplacian and the conformal Laplacian.
Corollary 1.2. It holds that
det
(
∆n
)
= efn,1(nˇ)
n−1∏
l=1
(
Γl(n)Γl(1)
)−1
·
(
Γn(n)Γn(1)
)−2
,(1.4)
det
(
Yn
)
=
(n(n− 2)
4
)δn≥3 · efn,1( 12 ) n−1∏
l=1
(
Γl
(n
2
+ 1
)
Γl
(n
2
))−1 · (Γn(n
2
+ 1
)
Γn
(n
2
))−2
,(1.5)
where δn≥3 := 1 if n ≥ 3 and 0 otherwise.
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Remark that these factorization formulas with r = 1 are essentially obtained in [12]. We also
remark that, from a calculation point of view, the formula (1.4) is more easily computable than (1.2)
because we have the ladder relation Γl(z + 1) = Γl(z)Γl−1(z)−1 for the multiple gamma functions. In
fact, using the ladder relation, from (1.4) and (1.5), one can respectively obtain explicit expressions
of det (∆n) and det (Yn) in terms of the derivatives of the Riemann zeta function similar to (1.2).
The organization of the paper is as follows. In Section 2, we first study the spectral zeta function
ζLn(s)(w) in detail and show that it is expressed as a linear combination of the “two-variable Hur-
witz zeta function” Hα1,α2(w1, w2) (Proposition 2.3). Section 3 is devoted to reviewing the multiple
gamma functions, which we need throughout the paper. In Section 4, we show that the higher depth
determinant Detr(Ln(s)) can be expressed as a product of I
d
n,r(s), which are defined by a derivative
of Hα1,α2(w1, w2), and then prove that these can be written in terms of the multiple gamma functions
(Proposition 4.1). Simplifying this expression, we obtain the main result (Theorem 4.4). Finally, in
Section 5, as corollaries, we study the case r = 1 precisely and derive explicit expressions of det (∆n)
and det (Yn) in terms of the derivatives of the Riemann zeta function (Corollary 5.1).
Throughout the present paper, we denote by C, R and Q the fields of all complex, all real and all
rational numbers, respectively. We also use the notation Z, N and N0 to denote the sets of all rational,
all positive and all non-negative integers, respectively.
2 Spectral zeta functions
Let λn,k be the k-th eigenvalue of the Laplacian ∆n and mn,k the multiplicity of λn,k. It is known
that λn,k and mn,k are given by λn,k = k(k + n − 1) and mn,k =
(
n+k
n
) − (n+k−2
n
)
, respectively.
Let s ∈ In := (−nˇ − 1, nˇ + 1) with nˇ := n−12 and Ln(s) := ∆n + nˇ2 − s2. Notice that, since
λn,k + nˇ
2− s2 = (k+ nˇ+ s)(k+ nˇ− s) > 0 for all k ≥ 1, we have S+(Ln(s)) = S(Ln(s)) if |s| < nˇ and
S(Ln(s)) \ {nˇ2 − s2} otherwise. Instead of ζLn(s)(w), we study the function ζ˜Ln(s)(w) defined by
ζ˜Ln(s)(w) :=
∞∑
k=1
mn,k(
λn,k + nˇ2 − s2
)w = ∞∑
k=0
(
n+k+1
n
)− (n+k−1
n
)
(k + ξ+n (s))w(k + ξ
−
n (s))w
,(2.1)
where ξ±n (s) := 1 + nˇ ± s. The series converges absolutely for Re (w) > n2 and defines a holomorphic
function in the region. From the definition (1.1) and the above observation, we have
(2.2) ζLn(s)(w) =
δ|s|<nˇ
(nˇ2 − s2)w + ζ˜Ln(s)(w),
where δ|s|<nˇ := 1 if |s| < nˇ and 0 otherwise. To study analytic properties of ζ˜Ln(s)(w), we employ the
following two-variable Hurwitz zeta function Hα1,α2(w1, w2) studied by Mizuno ([10]):
Hα1,α2(w1, w2) :=
∞∑
k=0
1
(k + α1)w1(k + α2)w2
.
This converges absolutely for Re (w1 + w2) > 1. Here, we let Re (α1) > 0 and Re (α2) > 0.
Lemma 2.1. Suppose |α2 − α1| < min{1, |α2|}. Then,
(2.3) Hα1,α2(w1, w2) =
∞∑
l=0
(
w1 + l − 1
l
)
(α2 − α1)lζ(w1 + w2 + l, α2).
This gives a meromorphic continuation of Hα1,α2(w1, w2) to the whole space C
2 with possible singu-
larities on w1 + w2 = 1− l for l ∈ Z≥0.
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Proof. The assumption |α2−α1| < |α2| implies that |α2−α1k+α2 | < 1 for all k ≥ 0. Hence, by the binomial
theorem, we have
Hα1,α2(w1, w2) =
∞∑
k=0
1
(k + α2)w1+w2
(
1− α2 − α1
k + α2
)−w1
=
∞∑
k=0
1
(k + α2)w1+w2
∞∑
l=0
(
w1 + l − 1
l
)(α2 − α1
k + α2
)l
=
∞∑
l=0
(
w1 + l − 1
l
)
(α2 − α1)lζ(w1 +w2 + l, α2).
This shows the expression (2.3). Moreover, by the assumption |α2 − α1| < 1 and the fact that
ζ(w1 + w2 + l, α2) is uniformly bounded with respect to the variable l, one sees that this gives a
meromorphic continuation of Hα1,α2(w1, w2) to C
2. The rest of the assertion is clear because ζ(w, z)
has a simple pole at w = 1.
Remark 2.2. In [10], the expression (2.3) is obtained by establishing a contour integral representation
of Hα1,α2(w1, w2). See also [8], where meromorphic continuations of more generally “multi-variable
Hurwitz zeta functions” are obtained by using the Mellin-Barnes integral.
We next write ζ˜Ln(s)(w) as a linear combination of Hα1,α2(w1, w2). Define
(2.4) Pn(z) :=
(
z + nˇ+ 1
n
)
−
(
z + nˇ− 1
n
)
.
Since Pn(z) =
1
n!((z − nˇ + 1)n − (z − nˇ − 1)n), where (w)n := w(w + 1) · · · (w + n − 1), using the
expansion (w)n =
∑n
m=0(−1)n+ms(n,m)wm, where s(n,m) is the Stirling number of the first kind, it
can be written as
(2.5) Pn(z) =
n−1∑
d=0
Tn,d(s)(z − s)d =
n−1∑
d=0
Tn,d(−s)(z + s)d.
Here Tn,d(s) is the polynomial of degree n− 1− d defined by
Tn,d(s) :=
1
n!
n∑
m=d+1
(
m
d
)
(−1)n+ms(n,m)
(
(s− nˇ+ 1)m−d − (s− nˇ− 1)m−d
)
.
The polynomial Tn,d(s) plays an important rule in our study and will be precisely investigated in
Subsection 4.3. Employing Tn,d(s), one obtains the following proposition.
Proposition 2.3. Suppose |s| < 13 . Then,
(2.6) ζ˜Ln(s)(w) =
n−1∑
d=0
Tn,d(s)Hξ+n (s),ξ−n (s)(w,w − d).
This gives a meromorphic continuation of ζ˜Ln(s)(w) to the whole plane C with possible simple poles at
w = n−m2 for m ∈ Z≥0 except for non-positive integer points.
Proof. Since
(
n+k+1
n
)−(n+k−1
n
)
= Pn(k+1+nˇ) =
∑n−1
d=0 Tn,d(s)(k+ξ
−
n (s))
d, from (2.1), one immediately
obtains the expression (2.6). Let α1 = ξ
+
n (s) and α2 = ξ
−
n (s). Then, the assumption |s| < 13 implies
that s ∈ In and |α2 − α1| < min{1, |α2|}. Hence, from Lemma 2.1, it can be written as
(2.7) H
ξ+n (s),ξ
−
n (s)
(w,w − d) =
∞∑
l=0
(
w + l − 1
l
)
(−2s)lζ(2w − d+ l, ξ−n (s)).
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This gives a meromorphic continuation of Hξ+n (s),ξ−n (s)(w,w − d) to C as a function of w with possible
simple poles at w = d+1−l2 for l ∈ Z≥0. Therefore, from the expression (2.6), ζ˜Ln(s)(w) also admits
a meromorphic continuation to C with possible simple poles at w = n−m2 for m ∈ Z≥0. We now
claim that it is holomorphic at non-positive integer points. To see this, it is enough to show that the
summand of the righthand-side of (2.7) with l = 2r+ d− 1 is holomorphic at w = 1− r for r ∈ N. In
fact, this can be seen from the asymptotic formulas(
w + 2r + d− 2
2r + d− 1
)
=
(−1)r−1(r − 1)!(r + d− 1)!
(2r + d− 1)! (w + r − 1) +O
(
(w + r − 1)2),
ζ
(
2w + 2r − 1, ξ−n (s)
)
=
1
2(w + r − 1) +O(1)
as w→ 1− r. This completes the proof of the proposition.
3 Multiple gamma functions
In this section, we review the multiple gamma functions.
3.1 Definitions
The Barnes multiple zeta function ([1]) is defined by
ζn(w, z) :=
∑
m1,...,mn≥0
1
(m1 + · · ·+mn + z)w (Re (w) > n).
This clearly gives a generalization of the Hurwitz zeta function: ζ1(w, z) = ζ(w, z). It is known
that ζn(w, z) admits a meromorphic continuation to the whole plane C with possible simple poles at
w = 1, 2, . . . , n. Using ζn(w, z), the multiple gamma function Γn,r(z) of depth r is defined by
Γn,r(z) := exp
( ∂
∂w
ζn(w, z)
∣∣∣
w=1−r
)
.
In particular, we put Γn(z) := Γn,1(z) and Γr(z) := Γ1,r(z). These are respectively called the Barnes
multiple gamma function ([1]) and the Milnor gamma function of depth r ([9], see also [6]). Note that,
from the Lerch formula exp( ∂
∂w
ζ(w, z)
∣∣
w=0
) = Γ(z)√
2pi
, we have Γ1,1(z) = Γ1(z) = Γ1(z) =
Γ(z)√
2pi
. The
Barnes multiple gamma function is a meromorphic function with poles at non-positive integer points.
On the other hand, the Milnor gamma function in general has branch points at these points.
3.2 Barnes multiple gamma functions
It is easy to see that ζn(w, z) can be written as a linear combination of the Hurwitz zeta functions:
(3.1) ζn(w, z) =
∞∑
m=0
(
m+ n− 1
n− 1
)
1
(m+ z)w
=
n−1∑
k=0
bn,k(z)ζ(w − k, z),
where, for 0 ≤ k ≤ n− 1, bn,k(z) is the polynomial defined by
(3.2)
(
m+ n− 1
n− 1
)
=
n−1∑
k=0
bn,k(z)(m+ z)
k.
More explicitly, it can be written as bn,k(z) =
(−1)n−1−k
(n−1)!
∑n−1
j=k
(
j
k
)
s(n, j+1)zj−k. The expression (3.1)
immediately yields the equation
Γn(z) = e
∑n−1
k=0 bn,k(z)ζ
′(−k,z).
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In particular, one obtains
Γn(1) = e
∑n−1
k=0 bn,k(1)ζ
′(−k),(3.3)
Γn
(1
2
)
= 2−
∑n−1
k=0 bn,k(
1
2
)
2−kBk+1
k+1 e
∑n−1
k=0 bn,k(
1
2
)(2−k−1)ζ′(−k),(3.4)
where Bk is the Bernoulli number defined by the generating function
tet
et−1 =
∑∞
k=0Bk
tk
k! . Notice that,
to obtain the second formula, we have used the equation ζ(w, 12) = (2
w − 1)ζ(w) and the formula
ζ(1−k) = −Bk
k
. Moreover, one can claim that the special values of Γn(z) at both positive integer and
half integer points are also expressed in terms of bn,k(z) and the derivatives of ζ(w) at non-positive
integer points. Actually, from the formula (3.3) and (3.4), this can be seen from the equation
(3.5) Γn(z +m) =
m∏
l=0
Γn−l(z)(−1)
l(ml ) (0 ≤ m ≤ n− 1),
which is obtained by induction on m from the ladder relation (the case m = 1)
(3.6) Γn(z + 1) = Γn(z)Γn−1(z)−1.
Here, we put Γ0(z) := z
−1.
3.3 Milnor gamma functions
It is shown in [6] that the Milnor gamma function can be written as a product of the Barnes multiple
gamma functions. In fact, it can be written as
(3.7) Γr(z) =
r∏
l=1
Γl(z)
cr,l(z),
where, for 1 ≤ l ≤ r, cr,l(z) is the polynomial in z defined by cr,l(z) :=
∑l−1
k=0
(
l−1
k
)
(−1)k(z−k−1)r−1.
In other words, it is defined by the generating function
(3.8) (T + z)r−1 =
r∑
j=1
cr,j(z)
(
T + j − 1
j − 1
)
.
For example, cr,r(z) = (r − 1)!, cr,r−1(z) = 12(2z − r)(r − 1)!, . . . , and cr,1(z) = zr−1.
4 Higher depth determinants
4.1 Main results
Let
D˜etr
(
Ln(s)
)
:= exp
(
− ∂
∂w
ζ˜Ln(s)(w)
∣∣∣
w=1−r
)
.
Then, from the equation (2.2), we have
(4.1) Detr
(
Ln(s)
)
=
(
nˇ2 − s2)(nˇ2−s2)r−1δ|s|<nˇ · D˜etr(Ln(s)).
Let |s| < 13 . Then, from Proposition 2.3, we have
(4.2) D˜etr
(
Ln(s)
)
=
n−1∏
d=0
Idn,r(s)
Tn,d(s),
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where
Idn,r(s) := exp
(
− ∂
∂w
Hξ+n (s),ξ−n (s)(w,w − d)
∣∣∣
w=1−r
)
.
Hence, our next task is to calculate the function Idn,r(s) explicitly. Let H(n) :=
∑n
j=1
1
j
andH(m,n) :=∑n
j=m
1
j
= H(n) − H(m − 1). We understand that H(n) = 0 if n ≤ 0 and H(m,n) = 0 if m > n,
respectively. The next proposition says that Idn,r(s) can be written as a product of the Milnor gamma
functions.
Proposition 4.1. It holds that
Idn,r(s) = exp
((−1)r+d(r − 1)!
2(r + d)r
H(r, r + d− 1)(2s)2r+d−1
)
(4.3)
×
2r+d−1∏
k=r
Γk
(
ξ+n (s)
)(−1)k+d(r+d−1k−r )(2s)2r+d−k−1 · 2r+d−1∏
k=r+d
Γk
(
ξ−n (s)
)−( r−12r+d−k−1)(2s)2r+d−k−1 .
Proof. The expression (2.7) can be written as
Hξ+n (s),ξ−n (s)(w,w − d)
=
(∑
l=0
+
r−1∑
l=1
+
2r+d−2∑
l=r
+
∑
l=2r+d−1
+
∞∑
l=2r+d
)(
w + l − 1
l
)
(−2s)lζ(2w − d+ l, ξ−n (s))
=: H1n,r,d(w, s) +H
2
n,r,d(w, s) +H
3
n,r,d(w, s) +H
4
n,r,d(w, s) +H
5
n,r,d(w, s).
Let H˜jn,r,d(s) := − ∂∂wHjn,r,d(w, s)
∣∣
w=1−r. For simplicity, we write H
j(w, s) = Hjn,r,d(w, s) and H˜
j(s) =
H˜
j
n,r,d(s). Then, since I
d
n,r(s) = exp(
∑5
j=1 H˜
j(s)), the expression (4.3) follows from the formulas
(4.17), (4.18), (4.19), (4.20) and (4.23) in the next subsection.
From the equations (4.2) and (4.3), we have
(4.4) D˜etr
(
Ln(s)
)
= efn,r(s)
2r+n−2∏
k=r
Γk
(
ξ+n (s)
)α+n,r(s,k)
Γk
(
ξ−n (s)
)α−n,r(s,k).
Here, fn,r(s) is the polynomial of degree 2r + n− 1 defined by
fn,r(s) :=
n−1∑
d=1
(−1)r+d(r − 1)!
2(r + d)r
H(r, r + d− 1)(2s)2r+d−1Tn,d(s)
and, for r ≤ k ≤ 2r + n− 2, α±n,r(s, k) are the polynomials in s respectively defined by
α+n,r(s, k) :=
n−1∑
d=max{0,k−2r+1}
(−1)k+d
(
r + d− 1
k − r
)
(2s)2r+d−k−1Tn,d(s),(4.5)
α−n,r(s, k) := −
min{n−1,k−r}∑
d=max{0,k−2r+1}
(
r − 1
2r + d− k − 1
)
(2s)2r+d−k−1Tn,d(s).(4.6)
Lemma 4.2. Let A±n,r(s,X) :=
∑2r+n−2
k=r α
±
n,r(s, k)X
k−1. Then,
(4.7) A+n,r(s,X) = A
−
n,r(−s,X) = −Pn(X − s)Xr−1(X − 2s)r−1.
In particular, α+n,r(s, k) = α
−
n,r(−s, k).
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This lemma will be proved in Subsection 4.3. Hereafter, we write An,r(s,X) := A
+
n,r(s,X) =
A−n,r(−s,X) and αn,r(s, k) := α+n,r(s, k) = α−n,r(−s, k). Moreover, from the formula (3.7), the expres-
sion (4.4) can be rewritten as
(4.8) D˜etr
(
Ln(s)
)
= efn,r(s)
2r+n−2∏
l=1
Γl
(
ξ+n (s)
)β+n,r(s,l)Γl(ξ−n (s))β−n,r(s,l),
where, for 1 ≤ l ≤ 2r + n− 2, β±n,r(s, l) are the polynomials in s defined by
β±n,r(s, l) :=
2r+n−2∑
k=max{r,l}
ck,l
(
ξ±n (s)
)
αn,r(±s, k).
Lemma 4.3. Let B±n,r(s, Y ) :=
∑2r+n−2
l=1 β
±
n,r(s, l)
(
Y+l−1
l−1
)
. Then,
B±n,r(s, Y ) = −Pn(Y + 1 + nˇ)
(
Y + ξ+n (s)
)r−1(
Y + ξ−n (s)
)r−1
.(4.9)
In particular, β+n,r(s, l) = β
−
n,r(s, l), which is an even polynomial.
This will be also proved in Subsection 4.3. We also write Bn,r(s, Y ) := B
+
n,r(s, Y ) = B
−
n,r(s, Y )
and βn,r(s, l) := β
+
n,r(s, l) = β
−
n,r(s, l). Now, from the expression (4.8) and Lemma 4.3, we have
(4.10) D˜etr
(
Ln(s)
)
= efn,r(s)
2r+n−2∏
l=1
(
Γl
(
ξ+n (s)
)
Γl
(
ξ−n (s)
))βn,r(s,l)
.
Since the Barnes multiple gamma function Γl(z) is a meromorphic function in C having poles at
z = −m for m ∈ Z≥0, the expression (4.10) gives an analytic continuation of D˜etr(Ln(s)) to the
region C \ ((−∞,−nˇ − 1] ∪ [nˇ+ 1,∞)). In particular, it is valid for all s ∈ In. Therefore, from (4.1),
one obtains the following result.
Theorem 4.4. Let s ∈ In = (−nˇ− 1, nˇ + 1). Then,
(4.11) Detr
(
Ln(s)
)
=
(
nˇ2 − s2)(nˇ2−s2)r−1δ|s|<nˇ · efn,r(s) 2r+n−2∏
l=1
(
Γl
(
ξ+n (s)
)
Γl
(
ξ−n (s)
))βn,r(s,l)
.
In particular, letting s = nˇ and s = 12 , it follows, respectively, that
Detr(∆n) = e
fn,r(nˇ)
2r+n−2∏
l=1
(
Γl(n)Γl(1)
)βn,r(nˇ,l)
,(4.12)
Detr(Yn) =
(n(n− 2)
4
)(n(n−2)
4
)r−1δn≥3 · efn,r( 12 )
2r+n−2∏
l=1
(
Γl
(n
2
+ 1
)
Γl
(n
2
))βn,r( 12 ,l)
,(4.13)
where δn≥3 := 1 if n ≥ 3 and 0 otherwise.
4.2 Calculations of H˜j(s)
In this subsection, to give a complete proof of Proposition 4.1, we explicitly calculate the functions
H˜j(s) for j = 1, 2, 3, 4, 5. We need the following lemma in the subsequent discussions.
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Lemma 4.5. Write w′ = w + r − 1. Then, as w → 1− r,
(
w + l − 1
l
)
=

(−1)l
(
r − 1
l
)(
1−H(r − l, r − 1)w′ +O(w′2)
)
(1 ≤ l < r),
(−1)r+1
r
(
l
r
)−1(
w′ −H(l − r + 1, r − 1)w′2 +O(w′3)
)
(r ≤ l < 2r − 1),
(−1)r+1
r
(
l
r
)−1(
w′ +H(r, l − r)w′2 +O(w′3)
)
(l ≥ 2r − 1).
(4.14)
We also use the following well-known formulas concerning the Hurwitz zeta function:
ζ(1− k, z) = −Bk(z)
k
(k ∈ N),(4.15)
ζ(s, z) =
1
s− 1 − ψ(z) +O(s− 1) (s→ 1).(4.16)
Here, Bk(z) is the Bernoulli polynomial defined by the generating function
tetz
et−1 =
∑∞
k=0Bk(z)
tk
k! and
ψ(z) := d
dz
log Γ(z) = Γ
′
Γ (z) is the digamma function.
4.2.1 H˜1(s)
By definition, we have H1(w, s) = ζ(2w − d, ξ−n (s)). Hence
(4.17) H˜1(s) = −2 logΓ2r+d−1
(
ξ−n (s)
)
.
4.2.2 H˜2(s) and H˜3(s)
From the formulas (4.14) and (4.15), it is not difficult to obtain
H˜2(s) = −
r−1∑
l=1
(
r − 1
l
)
H(r − l, r − 1)B2r+d−l−1(ξ−n (s))
2r + d− l − 1 (2s)
l(4.18)
− 2
2r+d−2∑
k=r+d
(
r − 1
2r + d− k − 1
)
(2s)2r+d−k−1 logΓk
(
ξ−n (s)
)
,
H˜3(s) =
(−1)r+1
r
2r+d−2∑
l=r
(
l
r
)−1 (−1)lB2r+d−l−1(ξ−n (s))
2r + d− l − 1 (2s)
l.(4.19)
4.2.3 H˜4(s)
By definition, we have H4(w, s) =
(
w+2r+d−2
2r+d−1
)
(−2s)2r+d−1ζ(2w + 2r − 1, ξ−n (s)). Hence, from the
formulas (4.14) with l = 2r + d− 1(≥ 2r − 1) and (4.16), we have
(4.20) H˜4(s) = −(−1)
r+d(r − 1)!
(r + d)r
(1
2
H(r, r + d− 1)− ψ(ξ−n (s)))(2s)2r+d−1.
4.2.4 H˜5(s)
From the formula (4.14), we have
(4.21) H˜5(s) = (−1)r(r − 1)!Rr
(
2s, ξ−n (s); 2r + d− 2
)
,
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where, for m ≥ r − 1, Rr(t, z;m) is the following series involving the Hurwitz zeta function:
Rr(t, z;m) :=
∞∑
l=2
ζ(l, z)
(l +m− r + 1)r (−t)
l+m.
To obtain an explicit expression of H˜5(s), we have to study the function Rr(t, z;m). Using the equation∑∞
l=2 ζ(l, z)t
l−1 = −ψ(z − t) + ψ(z) for |t| < |z| (see (5), p 159 in [15]), we have
∂j
∂tj
Rr(0, z;m) = 0 (0 ≤ j ≤ r − 1),
∂r
∂tr
Rr(t, z;m) = (−1)m+1tm−r+1
(
ψ(z) − ψ(z + t)).
These show that
(4.22) Rr(t, z;m) =
(−1)m+1ψ(z)
(m− r + 2)r t
m+1 + (−1)mΦm−r+1r (t, z),
where, for m ∈ N,
Φmr (t, z) :=
∫ t
0
∫ ξr
0
· · ·
∫ ξ2
0︸ ︷︷ ︸
r
ξm1 ψ(ξ1 + z)dξ1 · · · dξr.
Therefore, from the formulas (4.21), (4.22) and Theorem 4.6 below with t = 2s, z = ξ−n (s) and
m = 2r + d− 2, we obtain the following expression of H˜5(s):
H˜5(s) =
r−1∑
l=1
(
r − 1
l
)
H(r − l, r − 1)B2r+d−l−1(ξ−n (s))
2r + d− l − 1 (2s)
l(4.23)
+
2r+d−2∑
k=r+d
(
r − 1
2r + d− k − 1
)
(2s)2r+d−k−1 logΓk
(
ξ−n (s)
)
− (−1)
r+1
r
2r+d−2∑
l=r
(
l
r
)−1 (−1)lB2r+d−l−1(ξ−n (s))
2r + d− l − 1 (2s)
l
+
(−1)r+d(r − 1)!
(r + d)r
(
H(r, r + d− 1)− ψ(ξ−n (s)))(2s)2r+d−1
+
2r+d−1∑
k=r
(−1)k+d
(
r + d− 1
k − r
)
(2s)2r+d−k−1 logΓk
(
ξ+n (s)
)
.
Theorem 4.6. It holds that
(4.24) Φmr (t, z) =
m+r∑
k=r
(−1)k+r
(r − 1)!
(
m
k − r
)
tm+r−k logΓk(t+ z) + Pmr (t, z),
where Pmr (t, z) is the polynomial in t of degree m+ r defined by
Pmr (t, z) =
1
(m+ 1)r
H(r,m)tm+r +
(−1)m+r−1
r!
m+r−1∑
l=r
(
l
r
)−1 (−1)lBm+r−l(z)
m+ r − l t
l
+
(−1)m+1
(r − 1)!
r−1∑
l=1
(
r − 1
l
)
H(r − l, r − 1)Bm+r−l(z)
m+ r − l t
l
+
(−1)m+1
(r − 1)!
r−1∑
k=0
(
r − 1
k
)
tk logΓm+r−k(z).
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To prove the theorem, we need the following formulas.
Lemma 4.7. For r ≥ 2 and m ≥ r − 1,
Ir(k) :=
k−1∑
j=r−1
(j − 1)!
(j − r + 1)! = (r − 2)!
(
k − 1
k − r
)
(k ≥ r).(4.25)
Jr(k) :=
k−1∑
j=r−1
(j − 1)!
(j − r + 1)!H(j, k − 1) =
(r − 2)!
r − 1
(
k − 1
k − r
)
(k ≥ r).(4.26)
Kmr (l) :=
m+r∑
k=max{r,l}
(
m
k − r
)(
k
l
)
(−1)k
k
=

(−1)rm!(r − 1)!
(m+ r)!
(l = 0),
0 (1 ≤ l ≤ m),
(−1)m+r
l
(
r − 1
l − 1−m
)
(m+ 1 ≤ l ≤ m+ r).
(4.27)
Proof. Since Ir(k) = (r − 2)!
∑k−r
j=0
(
j+r−2
j
)
, the equation (4.25) is immediately obtained from the
formula
∑b
j=0
(
j+a
j
)
=
(
a+b+1
b
)
. We next show the equation (4.26). Consider the generating function∑∞
k=r Jr(k)x
k. Changing the order of the summations, we have
∞∑
k=r
Jr(k)x
k =
∞∑
j=r−1
(j − 1)!
(j − r + 1)!
∞∑
k=j+1
k−1∑
l=j
1
l
xk =
∞∑
j=r−1
(j − 1)!
(j − r + 1)!
∞∑
l=j
1
l
∞∑
k=l+1
xk
=
x
1− x
∞∑
l=r−1
Ir(l + 1)
xl
l
=
(r − 2)!x
1− x
∞∑
l=0
(
l + r − 1
l
)
xl+r−1
l + r − 1
=
(r − 2)!
r − 1 x
r(1− x)−r =
∞∑
k=r
(r − 2)!
r − 1
(
k − 1
k − r
)
xk.
Notice that the fifth equality follows from
∞∑
l=0
(
l + r − 1
l
)
xl+r−1
l + r − 1 =
∫ x
0
tr−2(1− t)−rdt = 1
r − 1x
r−1(1− x)−r+1.
Therefore, comparing the coefficient of xk, one obtains the desired formula. We finally show the
equation (4.27). When l = 0, the formula is obtained as
Kmr (0) =
m∑
k=0
(
m
k
)
(−1)k+r
k + r
= (−1)r
∫ 1
0
xr−1(1− x)mdx = (−1)rm!(r − 1)!
(m+ r)!
.
The other cases are easily proved by the fact
Kmr (l) =
(−1)r
l!
dl−1
dxl−1
(
xr−1(1− x)m
)∣∣∣
x=1
together with the Leibniz rule. This completes the proof of lemma.
We now give the proof of Theorem 4.6.
Proof of Theorem 4.6. We prove the formula (4.24) by induction on r. The case r = 1 has been
already proved in [7, Corollary 3.17]. Suppose that it holds for r − 1. Then, we have
Φmr (t, z) =
∫ t
0
Φmr−1(ξ, z)dξ(4.28)
=
m+r−1∑
j=r−1
(−1)j+r−1
(r − 2)!
(
m
j − r + 1
)∫ t
0
ξm+r−j−1 logΓj(ξ + z)dξ +
∫ t
0
Pmr−1(ξ, z)dξ.
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Here, from [7, Lemma 3.16] with n = 1, it holds that
∫ t
0
ξm logΓr(ξ + z)dξ =
m+1∑
l=1
(−1)l−1m!(r − 1)!
(m+ 1− l)!(r + l − 1)! t
m+1−l logΓr+l(t+ z) + Pr(t, z;m),(4.29)
where Pr(t, z;m) is the polynomial of degree 1 + r +m in t given by
Pr(t, z;m) =
m+1∑
l=1
(−1)lm!(r − 1)!H(r, r + l − 1)
(m+ 1− l)!(r + l)! t
m+1−lBr+l(t+ z)(4.30)
+
(−1)m+1
m+ 1
(
m+ r
m+ 1
)−1(
logΓm+r+1(z)− H(r,m+ r)
m+ r + 1
Bm+r+1(z)
)
.
Hence, using the formula (4.29) and replacing m with m+ r− j−1 and r with j, from (4.28), we have
Φmr (t, z) =
(−1)r−1
(r − 2)!
m+r−1∑
j=r−1
m+r−j∑
l=1
(−1)j+l−1m!(j − 1)!tm+r−j−l logΓj+l(t+ z)
(j − r + 1)!(m+ r − j − l)!(j + l − 1)!
+
(−1)r−1
(r − 2)!
m+r−1∑
j=r−1
(−1)jm!
(j − r + 1)!(m+ r − j − 1)!Pj(t, z;m+ r − j − 1) +
∫ t
0
Pmr−1(ξ, z)dξ.
Write this as, say, Φmr (t, z) = A1 +A2 +A3.
At first, writing j + l = k and using the formula (4.25), we have
A1 =
(−1)r−1
(r − 2)!
m+r∑
k=r
(−1)k−1m!Ir(k)
(m+ r − k)!(k − 1)! t
m+r−k logΓk(t+ z)(4.31)
=
m+r∑
k=r
(−1)k+r
(r − 1)!
(
m
k − r
)
tm+r−k logΓk(t+ z).
We next calculate A2. From (4.30), we have
A2 =
(−1)r−1
(r − 2)!
m+r−1∑
j=r−1
m+r−j∑
l=1
(−1)j+lm!(j − 1)!H(j, j + l − 1)
(j − r + 1)!(m+ r − j − l)!(j + l)! t
m+r−j−lBj+l(t+ z)
+
(−1)r−1
(r − 2)!
m+r−1∑
j=r−1
(−1)m+rm!(j − 1)!
(j − r + 1)!(m+ r − 1)!
(
logΓm+r(z)− H(j,m+ r − 1)
m+ r
Bm+r(z)
)
.
Writing j + l = k again in the first sum and using the formulas (4.25) and (4.26), we have
A2 =
(−1)r−1
(r − 2)!
m+r∑
k=r
(−1)km!Jr(k)
(m+ r − k)!k! t
m+r−kBk(t+ z)
+
(−1)r−1
(r − 2)!
(−1)m+rm!Ir(m+ r)
(m+ r − 1)! logΓm+r(z) +
(−1)r
(r − 2)!
(−1)m+rm!Jr(m+ r)
(m+ r)!
Bm+r(z)
=
1
r − 1
(−1)r−1
(r − 1)!
m+r∑
k=r
(
m
k − r
)
(−1)k
k
tm+r−kBk(t+ z)
+
(−1)m+1
(r − 1)! logΓm+r(z)−
1
r − 1
(−1)m+1
(r − 1)!
Bm+r(z)
m+ r
.
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Moreover, from the equation Bk(t+ z) =
∑k
l=0
(
k
l
)
tk−lBl(z), changing the order of the summations in
the first sum and using the formula (4.27), we have
A2 =
1
r − 1
(−1)r−1
(r − 1)!
m+r∑
l=0
Kmr (l)t
m+r−lBl(z)(4.32)
+
(−1)m+1
(r − 1)! logΓm+r(z)−
1
r − 1
(−1)m+1
(r − 1)!
Bm+r(z)
m+ r
= − 1
r − 1
1
(m+ 1)r
tm+r +
1
r − 1
(−1)m+1
(r − 1)!
r−1∑
l=1
(
r − 1
l
)
Bm+r−l(z)
m+ r − l t
l
+
(−1)m+1
(r − 1)! logΓm+r(z).
Finally, by the induction assumption, it is easy to see that
A3 =
1
(m+ 1)r
H(r − 1,m)tm+r + (−1)
m+r−1
r!
m+r−1∑
l=r
(
l
r
)−1 (−1)lBm+r−l(z)
m+ r − l t
l(4.33)
+
(−1)m+1
(r − 1)!
r−1∑
l=2
(
r − 1
l
)
H(r − l, r − 2)Bm+r−l(z)
m+ r − l t
l
+
(−1)m+1
(r − 1)!
r−1∑
k=1
(
r − 1
k
)
tk logΓm+r−k(z).
Therefore, from (4.32) and (4.33), one can see that A2 +A3 = P
m
r (t, z). Hence, together with (4.31),
we obtain the desired formula (4.24). This completes the proof of the theorem.
Remark 4.8. Note that not only the derivatives but also the special values of ζ˜Ln(s)(w) at non-positive
integer points can be calculated from the expression (2.6). In fact, let r ∈ N. Then, from (2.6), we
have ζ˜Ln(s)(1− r) =
∑n−1
d=0 Tn,d(s)
∑5
j=1H
j(1− r, s). Here, from (4.14), (4.15) and (4.16), one obtains
H1(1− r, s) = −B2r+d−1(ξ
−
n (s))
2r + d− 1 ,
H2(1− r, s) = −
r−1∑
l=1
(
r − 1
l
)
B2r+d−l−1(ξ−n (s))
2r + d− l − 1 (2s)
l,
H4(1− r, s) = (−1)
r+1
2r
(
2r + d− 1
r
)−1
(−2s)2r+d−1
and H3(1− r, s) = H5(1− r, s) = 0. This shows that
ζ˜Ln(s)(1− r) = −
n−1∑
d=0
Tn,d(s)
r−1∑
l=0
(
r − 1
l
)
B2r+d−l−1(ξ−n (s))
2r + d− l − 1 (2s)
l
+
(−1)r+1
2r
n−1∑
d=0
(
2r + d− 1
r
)−1
Tn,d(s)(−2s)2r+d−1.
In particular, ζ˜Ln(s)(1− r) ∈ Q[s]. Notice that, if n is odd, then ζ˜Ln(s)(1− r) = −(nˇ2−s2)r−1 because,
from the general theory of spectral zeta functions (see [13]), ζLn(s)(1− r) = 0 (for |s| < nˇ).
4.3 Key polynomials
In this subsection, we study individually the polynomials which appear in Subsection 4.1. In particular,
we give proofs of Lemma 4.2 and 4.3.
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4.3.1 Tn,d(s)
In what follows, we understand that Tn,d(s) = 0 if d < 0 or d ≥ n.
Lemma 4.9. (i) Tn,d(−s) = (−1)n+d+1Tn,d(s).
(ii) T ′n,d(s) = (d+ 1)Tn,d+1(s).
(iii) Tn,d(±s) =
∑n−1
l=d
(
l
d
)
(±2s)l−dTn,l(∓s).
Proof. Since Pn(−z) = (−1)n+1Pn(z), replacing z with −z in the first equation in (2.5), we have
Pn(z) =
n−1∑
d=0
(−1)n+d−1Tn,d(s)(z + s)d.
Hence, comparing this equation with the second one in (2.5), we obtain the first claim. The second
one is obtained by differentiating the first equation in (2.5). Furthermore, from (2.5) again, we have
n−1∑
d=0
Tn,d(±s)(z ∓ s)d =
n−1∑
l=0
Tn,l(∓s)(z ± s)d =
n−1∑
l=0
Tn,l(∓s)(z ∓ s± 2s)l
=
n−1∑
l=0
Tn,l(∓s)
l∑
d=0
(
l
d
)
(±2s)l−d(z ∓ s)d
=
n−1∑
d=0
[
n−1∑
l=d
(
l
d
)
(±2s)l−dTn,l(∓s)
]
(z ∓ s)d.
This shows the last claim.
From fact (ii) in Lemma 4.9, if we want to know about the polynomial Tn,d(s), then it is enough
to study only the case d = 0 because Tn,d(s) =
1
d!T
(d)
n,0(s).
Proposition 4.10. (i)
Tn,0(s) =
2
(n− 1)!
sΓ(s+ nˇ)
Γ(s− nˇ+ 1) =

2 (n = 1),
2s (n = 2),
2
(n− 1)!
n−3
2∏
j=0
(s2 − j2) (n ≥ 3 : odd),
2s
(n− 1)!
n−2
2∏
j=1
(
s2 − (2j − 1
2
)2)
(n ≥ 4 : even).
(4.34)
(ii)
(4.35)
∞∑
n=d+1
Tn,d(s)(2t)
n−1 =
2
d!
(2 arcsinh t)d
(
t+
√
1 + t2
)2s
.
Proof. The equation (4.34) is easily derived from the identity Tn,0(s) = Pn(s) using (2.4). We next
show the equation (4.35). We first let d = 0. Then, using the formulas (c.f., [4])
cos
(
x log
(
t+
√
1 + t2
))
= 1 +
∑
n≥3 : odd
(−1)n−12 1
(n− 1)!
n−3
2∏
j=0
(
x2 + (2j)2
)
tn−1,
sin
(
x log
(
t+
√
1 + t2
))
= xt+
∑
n≥4 : even
(−1)n−22 x
(n− 1)!
n−2
2∏
j=1
(
x2 + (2j − 1)2)tn−1,
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we have
2
(
t+
√
1 + t2
)2s
= 2exp
(
i
(−2si log (t+√1 + t2)))
= 2
(
cos(−2si log (t+√1 + t2))+ i sin(−2si log (t+√1 + t2)))
=
∞∑
n=1
Tn,0(s)(2t)
n−1.
Hence, one obtains the claim. Notice that, in the last equation, we have used the expression (4.34).
Now the formula (4.35) for d ≥ 1 can be obtained by differentiating this equation d times with respect
to the variable s together with the identity arcsinh t = log (t+
√
1 + t2).
d 0 1 2 3 4 5
n = 1 2
2 2s 2
3 s2 2s 1
4 − 112s+ 13s3 − 112 + s2 s 13
5 − 112s2 + 112s4 −16s+ 13s3 − 112 + 12s2 13s 112
6 3320s− 124s3 + 160s5 3320 − 18s2 + 112s4 −18s+ 16s3 − 124 + 16s2 112s 160
Table 1: The polynomial Tn,d(s) for n = 1, 2, 3, 4, 5, 6.
4.3.2 fn,r(s)
Let us recall the definition of the polynomial fn,r(s):
fn,r(s) :=
n−1∑
d=1
(−1)r+d(r − 1)!
2(r + d)r
H(r, r + d− 1)(2s)2r+d−1Tn,d(s).
Currently, we have not yet obtained any “closed” (or “simplified”) expression of fn,r(s), however, one
can see the following properties.
Lemma 4.11. fn,r(s) = fn,r(−s) = (−1)nfn,r(s). In particular, fn,r(s) is identically 0 if n is odd
and an even polynomial otherwise.
Proof. The first equation can be seen from the expression (4.11) together with the facts that both
Ln(s) and βn,r(s, l) are even and ξ
±
n (−s) = ξ∓n (s). The second fact follows from the definition of
fn,r(s) and identity (i) in Lemma 4.9.
Example 4.12. We here give the explicit expression of the polynomial fn,r(s) for n = 2, 4, 6 (we
again note that fn,r(s) = 0 if n is odd).
f2,r(s) =
(−1)r+1
r2
(
2r
r
)−1
(2s)2r,
f4,r(s) =
(−1)r+1
r2
(
2r
r
)−1
(2s)2r
(
− 1
24
+
3r + 1
12(2r + 1)(2r + 2)
(2s)2
)
,
f6,r(s) =
(−1)r+1
r2
(
2r
r
)−1
(2s)2r
×
(
3
640
− 3r + 1
96(2r + 1)(2r + 2)
(2s)2 +
15r2 + 25r + 6
480(2r + 1)(2r + 2)(2r + 3)(2r + 4)
(2s)4
)
.
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Example 4.13. Even if r = 1, fn,r(s) is complicated. For example,
f2,1(s) = 2s
2,
f4,1(s) =
1
36
s2(8s2 − 3),
f6,1(s) =
1
43200
s2(368s4 − 1200s2 + 405)),
f8,1(s) =
1
50803200
s2(8448s6 − 90160s4 + 217560s2 − 70875),
f10,1(s) =
1
73156608000
s2(144128s8 − 3548160s6 + 25425120s4 − 54247200s2 + 17364375).
4.3.3 αn,r(s, k)
We give a proof of Lemma 4.2.
Proof of Lemma 4.2. It is sufficient to show the equation (4.7). Changing the order of the summation
and using the equation (2.5), we have
A+n,r(s,X) = −Xr−1
n−1∑
d=0
(
r+d−1∑
k=0
(
r + d− 1
k
)
Xk(−2s)r+d−1−k
)
Tn,d(s)
= −Xr−1(X − 2s)r−1
n−1∑
d=0
Tn,d(s)
(
(X − s)− s)d
= −Pn(X − s)Xr−1(X − 2s)r−1.
Similarly one has
A−n,r(−s,X) = −Xr−1
n−1∑
d=0
(
r−1∑
k=0
(
r − 1
k
)
(−2s)kXr−1−k
)
Tn,d(−s)Xd
= −Xr−1(X − 2s)r−1
n−1∑
d=0
Tn,d(−s)
(
(X − s) + s)d
= −Pn(X − s)Xr−1(X − 2s)r−1.
This shows the claim.
The following expression is more convenient than (4.5) or (4.6).
Proposition 4.14.
(4.36) αn,r(s, k) = (−1)n+k+1
min{r−1,k−r}∑
j=0
(
r − 1
j
)
(2s)r−1−jTn,k−r−j(s).
Proof. From expressions (4.7) and (2.5), we have
An,r(s,X) = −Xr−1
n−1∑
d=0
Tn,d(s)(X − 2s)d+r−1
= −
n−1∑
d=0
Tn,d(s)
d+r−1∑
l=0
(
d+ r − 1
l
)
(−2s)d+r−1−lXr+l−1
= −
n+2r−2∑
k=r
(
n−1∑
d=max{k−2r+1,0}
(
d+ r − 1
k − r
)
(−2s)d+2r−1−kTn,d(s)
)
Xk−1.
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Hence, comparing the coefficient of Xk−1, we have
αn,r(s, k) = −
n−1∑
l=max{k−2r+1,0}
(
l + r − 1
k − r
)
(−2s)l+2r−1−kTn,l(s).
Here, using the equation
(
n
k
)
=
∑l
j=0
(
l
j
)(
n−l
k−j
)
, we have
αn,r(s, k) = −
r−1∑
j=0
(
r − 1
j
)
(−2s)r−1−j
n−1∑
l=max{k−2r+1,0}
(
l
k − r − j
)
(−2s)l−(k−r−j)Tn,l(s)
= −
min{r−1,k−r}∑
j=0
(
r − 1
j
)
(−2s)r−1−j
n−1∑
l=k−r−j
(
l
k − r − j
)
(−2s)l−(k−r−j)Tn,l(s).
Therefore, the desired claim follows from (i) and (iii) in Lemma 4.9.
Example 4.15. From the equation (4.36), we have
αn,1(s, k) = (−1)n+k+1Tn,k−1(s),
αn,2(s, k) = (−1)n+k+1
(
2sTn,k−2(s) + Tn,k−3(s)
)
,
αn,3(s, k) = (−1)n+k+1
(
(2s)2Tn,k−3(s) + 2(2s)Tn,k−4(s) + Tn,k−5(s)
)
.
4.3.4 βn,r(s, l)
Similar to the previous section, we first give a proof of Lemma 4.3.
Proof of Lemma 4.3. In this case, it is enough to show the equation (4.9). Changing the order of the
summations and using the generating function (3.8), we have
B±n,r(s, Y ) =
2r+n−2∑
k=r
αn,r(±s, k)
(
Y + ξ±n (s)
)k−1
= An,r
(±s, Y + ξ±n (s)).
Hence, the expression (4.9) follows from the formula (4.7).
From the generating function (4.9), one obtains the following expression of βn,r(s, l).
Proposition 4.16.
βn,r(s, l) =

−(nˇ2 − s2)r−1 (1 ≤ l ≤ n− 1),
−
2r−2∑
k=l−n
(−1)kckn(l − n)
×
∑
0≤p,q≤r−1
p+q=k
(
r − 1
p
)(
r − 1
q
)(
ξ+n (s)
)r−1−p(
ξ−n (s)
)r−1−q
(n ≤ l ≤ n+ 2r − 2).
(4.37)
Here, for 0 ≤ l ≤ k, ckn(l) is defined by the difference equation
(4.38) ckn(l) =

nck−1n (0)− (n− 1) (l = 0),
(n+ l)ck−1n (l)− (n+ l − 1)ck−1n (l − 1) (1 ≤ l ≤ k − 1),
−(n+ k − 1)ck−1n (k − 1) (l = k)
with the initial condition c0n(0) := 2. In particular,
βn,r(s, n) = −2(nˇ2 − s2)r−1,(4.39)
βn,r(s, n+ 2r − 2) = −2(n)2r−2.(4.40)
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Proof. Let T = t−1
t
. Let us calculate the sum
∑∞
Y=0Bn,r(s, Y )T
Y in two ways. First, from the
definition, using the binomial theorem, we have
∞∑
Y=0
Bn,r(s, Y )T
Y =
2r+n−2∑
l=1
βn,r(s, l)(1 − T )−l =
2r+n−2∑
l=1
βn,r(s, l)t
l.(4.41)
On the other hand, from the equation (4.9), we have
∞∑
Y=0
Bn,r(s, Y )T
Y = −
r−1∑
p=0
r−1∑
q=0
(
r − 1
p
)(
r − 1
q
)
ξp,qn,r(s)
∞∑
Y=0
Pn(Y + 1 + nˇ)Y
p+qT Y
= −
r−1∑
p=0
r−1∑
q=0
(
r − 1
p
)(
r − 1
q
)
ξp,qn,r(s)
(
T
d
dT
)p+q ∞∑
Y=0
Pn(Y + 1 + nˇ)T
Y ,
where, for simplicity, we put ξp,qn,r(s) := (ξ+n (s))
r−1−p(ξ−n (s))r−1−q. Here, since 1 − T = t−1, the inner
sum can be calculated as
∞∑
Y=0
Pn(Y + 1 + nˇ)T
Y =
1
T
(
(1− T )−(n+1) − 1)− T (1− T )−(n+1)
=
1
1− (1− T )
(
2(1 − T )−n − (1− T )−n+1 − 1
)
= 2
∞∑
l=0
tn−l −
∞∑
l=0
tn−1−l −
∞∑
l=0
t−l
=
n−1∑
l=1
tl + 2tn.
Hence, from the equation T d
dT
= t(t− 1) d
dt
, we have
(
T
d
dT
)k ∞∑
Y=0
Pn(Y + 1 + nˇ)T
Y =
(
t(t− 1) d
dt
)k(n−1∑
l=1
tl + 2tn
)
= (−1)k
(
n−1∑
l=1
tl +
k∑
l=0
ckn(l)t
n+l
)
.
Substituting this into the above expression with k = p+ q, we have
∞∑
Y=0
Bn,r(s, Y )T
Y = −
r−1∑
p=0
r−1∑
q=0
(
r − 1
p
)(
r − 1
q
)
ξp,qn,r(s)(−1)p+q
n−1∑
l=1
tl(4.42)
−
r−1∑
p=0
r−1∑
q=0
(
r − 1
p
)(
r − 1
q
)
ξp,qn,r(s)(−1)p+q
p+q∑
l=0
cp+qn (l)t
n+l
= −
n−1∑
l=1
(nˇ2 − s2)r−1tl
−
n+2r−2∑
l=n
(
2r−2∑
k=l−n
(−1)kckn(l − n)
∑
0≤p,q≤r−1
p+q=k
(
r − 1
p
)(
r − 1
q
)
ξp,qn,r(s)
)
tl.
Now, comparing the coefficient of tl in (4.41) and (4.42), one obtains the desired expression. In
particular, the formulas (4.39) and (4.40) are obtained from (4.37) together with facts ckn(0) = 1 + n
k
and ckn(k) = (−1)k2(n)k, respectively. This completes the proof.
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Example 4.17. From the equation (4.37), we have
βn,1(s, l) =
{
−1 (1 ≤ l ≤ n− 1),
−2 (l = n);(4.43)
βn,2(s, l) =

−(nˇ2 − s2) (1 ≤ l ≤ n− 1),
−2(nˇ2 − s2) (l = n),
n(n+ 1) (l = n+ 1),
−2n(n+ 1) (l = n+ 2);
(4.44)
βn,3(s, l) =

−(nˇ2 − s2)2 (1 ≤ l ≤ n− 1),
−2(nˇ2 − s2)2 (l = n),
−2n(n+ 1)s2 + 12n(n+ 1)(n2 + 1) (l = n+ 1),
4n(n+ 1)s2 − n(n+ 1)(2n2 + 5n+ 7) (l = n+ 2),
3n(n+ 1)(n + 2)(n + 3) (l = n+ 3),
−2n(n+ 1)(n + 2)(n + 3) (l = n+ 4).
(4.45)
Remark 4.18. Note that ckn(l) has the following closed expression:
(4.46) ckn(l) = 1 +
(
n+ l − 1
l
) l∑
j=0
(−1)j
(
l
j
)
n+ 2j − 1
n+ j − 1 (n+ j)
k.
In fact, it is easy to check that the righthand-side of (4.46) satisfies the same difference equation (4.38)
with the initial condition. (To see this, additionally, one has to show that ckn(l) = 0 for l > k.)
5 The case r = 1
In this section, as corollaries of Theorem 4.4, we give explicit expressions of the usual determinant
of the Laplacian ∆n and conformal Laplacian Yn in terms of the derivatives of the Riemann zeta
function.
Corollary 5.1. (i) It holds that
det
(
∆n
)
= efn,1(nˇ)
n−1∏
l=1
(
Γl(n)Γl(1)
)−1 · (Γn(n)Γn(1))−2(5.1)
=
4pi
2 (n = 1),
1
n− 1e
fn,1(nˇ)+
∑n−1
k=0 dn(k)ζ
′(−k) (n ≥ 2).(5.2)
Here, for 0 ≤ k ≤ n− 1, dn(k) is the rational number defined by the generating function
(5.3)
n−1∑
k=0
dn(k)z
k = −
(
z + n− 2
n− 1
)
n+ 2z − 1
z
+ (−1)n
(−z + n− 2
n− 1
)
n− 2z − 1
−z .
In particular, dn(k) = 0 if k and n have the same parity.
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(ii) It holds that
det
(
Yn
)
=
(n(n− 2)
4
)δn≥3 · efn,1( 12 ) n−1∏
l=1
(
Γl
(n
2
+ 1
)
Γl
(n
2
))−1 · (Γn(n
2
+ 1
)
Γn
(n
2
))−2
(5.4)
=

16 (n = 1),
e
1
2
−4ζ′(−1) (n = 2),
2
(−1)m+1(2m−3)!!
22(m−1)(2m)!! e
∑2m
k=0(2
−k−1)y2m+1(k)ζ′(−k) (n = 2m+ 1, m ≥ 1),
ef2m,1(
1
2
)+
∑2m−1
k=0 y2m(k)ζ
′(−k) (n = 2m, m ≥ 2).
(5.5)
Here, for 0 ≤ k ≤ n− 1, yn(k) is the rational number defined by the generating function
2m∑
k=0
y2m+1(k)z
k = (−1)m
(
2m− 2
m− 1
)−1(
z +m− 32
m− 1
)(−z +m− 32
m− 1
)
(5.6)
+ 4(−1)m+1
(
2m
m
)−1(
z +m− 12
m− 1
)(−z +m− 12
m− 1
)
if n = 2m+ 1, for m ≥ 1 and
2m−1∑
k=0
y2m(k)z
k =
(−1)m(2m− 2)
z
(
2m− 2
m− 1
)−1(
z +m− 2
m− 1
)(−z +m− 2
m− 1
)
(5.7)
+ 4
(−1)m+12m
z
(
2m
m
)−1(
z +m− 1
m− 1
)(−z +m− 1
m− 1
)
if n = 2m, for m ≥ 2. In particular, yn(k) = 0 if k and n have the same parity.
Remark 5.2. As we have seen in (1.2), it is well known that (the logarithm of) the determinant
det (∆n) can be essentially written as a linear combination of the derivatives of the Riemann zeta
function. However, there are few papers in which the coefficients are explicitly obtained. In this sense,
the expression (5.2) is meaningful because one can explicitly calculate the coefficients dn(k) from (5.3).
Proof of Corollary 5.1. The expressions (5.1) and (5.4) follow immediately from (4.12) and (4.13),
respectively, together with the formula (4.43). We first derive the expression (5.2). The case n = 1 is
clear:
det (∆1) = Γ1(1)
−4 =
(√
2pi
)4
= 4pi2.
Now suppose n ≥ 2. Then, using the ladder relation (3.6) and the formula (3.5), one can see that
det
(
∆n
)
=
1
n− 1e
fn,1(nˇ)
n∏
l=1
Γl(1)
pn(l),
where, for 1 ≤ l ≤ n, pn(l) is defined by
pn(l) :=
−1− (−1)
n−l
(
2
(
n− 2
l − 2
)
+
(
n− 2
l − 1
))
(1 ≤ l ≤ n− 1),
−4 (l = n).
Hence, from (3.3), changing the order of the products, we have
det
(
∆n
)
=
1
n− 1e
fn,1(nˇ)+
∑n−1
k=0 dn(k)ζ
′(−k),
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where dn(k) :=
∑n
l=k+1 bl,k(1)pn(l). Put Dn(z) :=
∑n
k=0 dn(k)z
k. It is enough to show that Dn(z)
coincides with the righthand-side of (5.3) (if true, the assertion dn(k) = 0 if k ≡ n (mod 2) automati-
cally follows from the fact Dn(z) = (−1)n−1Dn(−z)). From (3.2), we have
∑l−1
k=0 bl,k(1)z
k =
(
z+l−2
l−1
)
.
Hence, changing the order of the summations, we have Dn(z) =
∑n
l=1
(
z+l−2
l−1
)
pn(l). Therefore, one
obtains
Dn(z) = −
n−1∑
l=1
(
z + l − 2
l − 1
)
− 2(−1)n
n−1∑
l=1
(
z + l − 2
l − 1
)(
n− 2
l − 2
)
(−1)l
− (−1)n
n−1∑
l=1
(
z + l − 2
l − 1
)(
n− 2
l − 1
)
(−1)l − 4
(
z + n− 2
n− 1
)
= −n− 1
z
(
z + n− 2
n− 1
)
− 2(−1)n
(
−
(−z + n− 2
n− 1
)
− (−1)n
(
z + n− 2
n− 1
))
+ (−1)nn− 1−z
(−z + n− 2
n− 1
)
− 4
(
z + n− 2
n− 1
)
= −
(
z + n− 2
n− 1
)
n+ 2z − 1
z
+ (−1)n
(−z + n− 2
n− 1
)
n− 2z − 1
−z .
This shows the desired claim.
The expression (5.5) is similarly obtained. In fact, the case n = 1 and n = 2 are respectively
obtained as
det (Y1) =
(1
4
Γ1
(1
2
)4)−1
=
(1
4
( 1√
2
)4)−1
= 16,
det (Y2) = e
f2,1(
1
2
)
(
Γ2(1)
)−4
= e
1
2 (eζ
′(−1))−4 = e
1
2
−4ζ′(−1).
We notice that, from the definition, det (Y2) = det (∆2). Now assume n ≥ 3. Let us write n = 2m+1
if n is odd and n = 2m otherwise. Using (3.6) and (3.5) again, we have
det
(
Y2m+1
)
=
2m+1∏
l=1
Γl
(1
2
)q2m+1(l),
det
(
Y2m
)
= ef2m,1(
1
2
)
2m∏
l=1
Γl(1)
q2m(l),
where, for 1 ≤ l ≤ n, qn(l) is defined by
q2m+1(l) := (−1)l
((
m− 1
l −m
)
+ 4
(
m
l −m− 1
))
,
q2m(l) := (−1)l+1
((
m− 2
l −m
)
+ 4
(
m− 1
l −m− 1
))
.
We notice that, from Lemma 4.11, f2m+1,1(
1
2 ) = 0. Moreover, from (3.4) and (3.3), changing the order
of the products, we have
det
(
Y2m+1
)
= 2−
∑2m
k=0
2−kBk+1
k+1
y2m+1(k)e
∑2m
k=0(2
−k−1)y2m+1(k)ζ′(−k),
det
(
Y2m
)
= ef2m,1(
1
2
)+
∑2m−1
k=0 y2m(k)ζ
′(−k),
where, for 0 ≤ k ≤ 2m, y2m+1(k) :=
∑2m+1
l=k+1 bl,k(
1
2 )q2m+1(l) and, for 0 ≤ k ≤ 2m − 1, y2m(k) :=∑2m
l=k+1 bl,k(1)q2m(l), respectively. Let Yn(z) :=
∑n−1
k=0 yn(k)z
k. We claim that Y2m+1(z) (resp.
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Y2m(z)) is equal to the righthand-side of (5.6) (resp. (5.7)). We here prove only the case n = 2m+ 1
(the other case is similar). From (3.2), it holds that
∑l−1
k=0 bl,k(
1
2)z
k =
(z+l− 3
2
l−1
)
. Therefore, changing
the order of the summations, we have
Y2m+1(z) =
2m−1∑
l=m
(
z + l − 32
l − 1
)(
m− 1
l −m
)
(−1)l + 4
2m+1∑
l=m+1
(
z + l − 32
l − 1
)(
m
l −m− 1
)
(−1)l
= (−1)m
(
2m− 2
m− 1
)−1(
z +m− 32
m− 1
)(−z +m− 32
m− 1
)
+ 4(−1)m+1
(
2m
m
)−1(
z +m− 12
m
)(−z +m− 12
m
)
,
whence one obtains the claim. Finally, since y2m+1(z) = 0 if k is odd and Bk+1 = 0 if k is even for
k ≥ 2, we have
−
2m∑
k=0
2−kBk+1
k + 1
y2m+1(k) = −B1 · y2m+1(0) = −1
2
· Y2m+1(0) = (−1)
m+1(2m− 3)!!
22(m−1)(2m)!!
.
This completes the proofs.
Example 5.3. From (5.2), we have
det
(
∆1
)
= 4pi2 = 39.47841760 . . . ,
det
(
∆2
)
= e
1
2
−4ζ′(−1) = 3.195311486 . . . ,
det
(
∆3
)
=
1
2
e−2ζ
′(0)−2ζ′(−2) = 3.338851214 . . . ,
det
(
∆4
)
=
1
3
e
15
16
− 13
3
ζ′(−1)− 2
3
ζ′(−3) = 1.736943483 . . . ,
det
(
∆5
)
=
1
4
e−2ζ
′(0)− 23
6
ζ′(−2)− 1
6
ζ′(0) = 1.762919348 . . . ,
det
(
∆6
)
=
1
5
e
455
432
− 149
30
ζ′(−1)−2ζ′(−3)− 1
30
ζ′(−5) = 1.290018366 . . . .
We notice that it is shown in [11] that limm→∞ det (∆2m+1) = 0.
Example 5.4. From (5.5), we have
det
(
Y1
)
= 16,
det
(
Y2
)
= e
1
2
−4ζ′(−1) = 3.195311486 . . . ,
det
(
Y3
)
= 2
1
4 e−2ζ
′(−2) = 1.136114502 . . . ,
det
(
Y4
)
= e−
1
144
− 1
3
ζ′(−1)− 2
3
ζ′(−3) = 1.045620218 . . . ,
det
(
Y5
)
= 2−
1
64 e
1
16
ζ′(−2)+ 5
32
ζ′(−4) = 0.9885797293 . . . ,
det
(
Y6
)
= e
1
1350
+ 1
30
ζ′(−1)− 1
30
ζ′(−5) = 0.9952570855 . . . .
We also notice that it is shown in [11] that limn→∞ det (Yn) = 1.
References
[1] E.W. Barnes: On the theory of the multiple gamma functions, Trans. Cambridge Philos. Soc.,
19 (1904), 374–425.
Factorization formulas for higher depth determinants of the Laplacian on the n-sphere 23
[2] E. D’Hoker and D.H. Phong: On determinants of Laplacians on Riemann surfaces, Commun.
Math. Phys., 104 (1986), 537–545.
[3] J.S. Dowker: Effective action in spherical domains, Commun. Math. Phys., 162 (1994), 633–647.
[4] I.S. Gradshteyn and I.M. Ryzhik: Table of integrals, series, and products. Translated from the
Russian. Translation edited and with a preface by Alan Jeffrey and Daniel Zwillinger. Seventh
edition. Elsevier/Academic Press, Amsterdam, 2007.
[5] H. Kumagai: The determinant of the Laplacian on the n-sphere, Acta Arith., 91 (1999), 199–208.
[6] N. Kurokawa, H. Ochiai and M. Wakayama: Milnor’s multiple gamma functions, J. Ramanujan
Math. Soc., 21 (2002), 153–167.
[7] N. Kurokawa, M. Wakayama and Y. Yamasaki: Milnor-Selberg zeta functions and zeta regular-
izations, preprint, 2010.
[8] K. Matsumoto and L. Weng: Zeta-functions defined by two polynomials, Number Theoretic
Methods (Iizuka, 2001), Dev. Math., 8, Kluwer, Dordrecht, 2002, 233–262.
[9] J. Milnor: On polylogarithms, Hurwitz zeta functions, and the Kubert identities, Enseignement
Mathe´matique, 29 (1983), 281–322.
[10] Y. Mizuno: The spectral zeta function of the unit n-sphere and an integral treated by Ramanu-
jan, Kyushu J. Math., 60 (2006), 317–330.
[11] N.M. Møller: Dimensional asymptotics of determinants on Sn, and proof of Bar-Schopka’s con-
jecture, Math. Ann., 343 (2009), 35–51.
[12] J.R. Quine and J. Choi: Zeta regularized products and functional determinants on spheres,
Rocky Mountain J. Math., 26 (1996), 719–729.
[13] S. Rosenberg: The Laplacian on a Riemannian manifold. An introduction to analysis on mani-
folds, London Mathematical Society Student Texts, 31. Cambridge University Press, Cambridge,
1997.
[14] P. Sarnak: Determinants of Laplacians, Commun. Math. Phys., 110 (1987), 113–120.
[15] H.M. Srivastava and J. Choi: Series associated with the zeta and related functions, Kluwer
Academic Publishers, Dordrecht, 2001.
[16] A. Voros: Spectral functions, special functions and the Selberg zeta functions, Commun. Math.
Phys., 110 (1987), 439–465.
[17] I. Vardi: Determinants of Laplacians and multiple gamma functions, SIAM J. Math. Anal., 19
(1988), 593–507.
[18] M. Wakayama and Y. Yamasaki: Hecke’s zeros and higher depth determinants, preprint, 2009,
arXiv:0909.4925.
Yoshinori YAMASAKI
Graduate School of Science and Engineering, Ehime University.
Bunkyo-cho, Matsuyama 790-8577 JAPAN.
yamasaki@math.sci.ehime-u.ac.jp
Tel :+81-(0)89-927-9554
Fax :+81-(0)89-927-9560
