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Introduction
The Kodaira embedding theorem states that a compact complex manifold can be em-
bedded in complex projective space P
N
for some N if and only if the manifold admits a
positive line bundle. More recently, Siu, Demailly and Riemanschneider have considered
vanishing and embedding theorems for line bundles which are not strictly positive. More
precisely, Riemenschneider [10] generalized the Kodaira embedding theorem to semi-positive
line bundles for Kahler manifolds; Siu [13] generalized the Kodaira embedding theorem to
semi-positive line bundles for non-Kahler manifolds, sloving the Grauert{Riemenschneider
conjecture; Demailly [4] generalized the Kodaira embedding theorem to a line bundle whose
curvature may be somewhat negative. In this paper, we adapt techniques developed by
Elworthy{Rosenberg for vanishing theorems in Riemannian geometry to give a new exten-
sion of the Kodaira vanishing and embedding theorem.
Since the Kodaira vanishing theorem plays a key role in the proof of the Kodaira embed-
ding theorem, we rst prove the following generalization of the Kodaira vanishing theorem
(cf. Theorem 25). Note that the hypotheses on the Riemannian geometry of the Kahler
manifold are those which naturally occur in Cheeger{Gromov type compactness theorems.
Theorem: LetM =M(n; V; d; k
1
; k
2
) be the collection of pairs (M;F ) with M a compact
Kahler manifold of dimension n with Ricci curvature greater than k
1
, diameter less than d,
and volume greater than V , and F a Hermitian line bundle on M with curvature 
 bounded
by k
2
. Let (M;F ) 2 M and  =  (F 
 K

M
) be the lowest eigenvalue of the curvature

(F 
 K

M
). For  > 0, there exists a = a(M ; ) such that if  >  except on a set of
volume less then a, then H
q
(M;O(F )) = 0; 8q > 0.
In another words, if F is positive except on a set of small volume relative to the Riemannian
geometry of M , then we still get a vanishing theorem. In particular, if  > 0 everywhere,
then H
q
(M;O(F )) = 0; 8q > 0; this is the classical Kodaira vanishing theorem.
Via a general procedure for proving vanishing of cohomology given a Weitzenbock formula,
we obtain the following vanishing theorem (cf. Theorem 15):
Theorem: Let M be a compact Kahler manifold and F a Hermitian holomorphic line bundle
on M . Let 
1
 
2
     
n
be the eigenvalues of the curvature form of F . If there exists
an  > 0 satisfying
kmin(
1
+ 
2
+   + 
q
  
q+1
       
n
+ q!
1
  ; 0)k
n
2
< min(A
 1
; B
 1
)
then H
q
(M;O(F )) = 0. Here !
1
is the smallest eigenvalue of the Ricci tensor and A;B
are positive constants which depend only on the dimension of M , an upper bound for the
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diameter of M , and lower bounds for the volume of M and the Ricci curvature on M .
In constrast to the previous theorem, this result does not imply the Kodaira vanishing the-
orem, so it is a new type of vanishing theorem.
The rst vanishing theorem leads to our generalization (cf. Theorem 42) of the Kodaira
embedding theorem for Kahler manifolds. The proof involves a careful analysis of the Rie-
mannian geometry of a blow{up manifold.
Theorem: Let M =M(n;D
0
; V
0
; k
1
; k
2
; c
1
; c
2
) be the collection of pairs (M;F ) where
(1) M is a compact Kahler manifold of complex dimension n with Vol(M)  V
0
, Diam(M) 
D
0
, jRic(M)j  k
1
;
(2) On M there exists an open set U with volume at most
1
2
V
0
and a local coordinate
(U;') which satises (i) '(U) is a ball of radius 1 in C
n
; (ii) kg(
@
@z
i
;
@
@z
j
)k
C
2
 c
1
;
(iii) If v =
P
i
a
i
@
@z
i
2 T
1;0
x
M , then g(v; v)  c
2
P
i
ja
i
j
2
.
(3) F is a holomorphic Hermitian line bundle on M with curvature j
(F )j  k
2
.
Given  > 0, there exists c = c(M; ) > 0 such that if (M;F ) 2 M and 
(F ) >  except
on a set in M   U of volume less than c, then M is projective algebraic.
Again, the theorem states that if M admits a line bundle which is positive except on a small
set, them M is projective algebraic. It is not hard to see that if F is positive, then the
hypotheses of the theorem are satised, which gives the Kodaira embedding theorem for
Kahler manifolds. The proof involves showing that the Kahler manifold M is Moishezon.
Demailly [4] has also given an integral condition on the negative part of the curvature of a
line bundle for a manifold to be Moishezon. However, his techniques are complex geometric,
while our approch is based on a mixture of analysis and Riemannian geometry.
I would like to thank S. Rosenberg and S.-T. Yau for their help and encouragement.
1. Definitions, Notation and Basic Facts
Throughout this section, let M be a compact Kahler manifold of complex dimension n
and X a compact Riemannian manifold of dimensionm. Let B denote eitherM or X and E
a Riemannian (or Hermitian) vector bundle of rank r on B and D a compatible connection
on E.
(1) Frame Field and Coframe Field
fe
1
; : : : ; e
m
g is called a frame eld of X near P 2 X if e
1
; : : : ; e
m
are locally dened or-
thonormal vector elds on a neighborhood of P . fe
1
; : : : ; e
m
g is called a normal frame eld
of X near P if fe
1
; : : : ; e
m
g is a frame eld of X near P and r
e
i
e
j
(P ) = 0 for all i; j. The
dual frame eld fe
1
; : : : ; e
m
g of a (normal) frame eld fe
1
; : : : ; e
m
g of X near P is called a
(normal) coframe eld of X near P . Similarly, fV
1
; : : : ; V
n
g is called a frame eld of type
(1,0) on M near P if V
1
; : : : ; V
n
are vector elds near P of type (1,0) and hV
i
; V
j
i = 
ij
for
i; j. The frame eld fV
1
; : : : ; V
n
g is normal if (r
V
i
V
j
)(P ) = 0, for all i; j. The dual frame
f!
1
; : : : ; !
n
g of a (normal) frame eld fV
1
; : : : ; V
n
g of type (1,0) on M near P is called a
(normal) coframe eld of type (1,0) on M near P . fs
1
; : : : ; s
r
g is called a frame of E near
P if s
1
; : : : ; s
r
are orthonormal local sections of E near P .
(2) Hermitian Metric, Inner Product
A Hermitian metric on M is a Riemannian metric g invariant under the canonical complex
structure J on M . Let fV
1
; : : : ; V
n
g be a frame eld of type (1,0) on M with dual frame
fw
1
; : : : ; w
n
g. Write V
k
=
1
p
2
(X
k
  iY
k
) and !
k
=
1
p
2
(
k
+ i
k
) where Y
k
= JX
k
and 
k
=
J
k
for k = 1; : : : ; n. Then fX
1
; : : : ;X
n
; Y
1
; : : : ; Y
n
g is a frame eld on M (as a Riemannian
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manifold), and f
1
; : : : ; 
n
; 
1
; : : : ; 
n
g is the dual frame of fX
1
; : : : ;X
n
; Y
1
; : : : ; Y
n
g.
Any metric on B induces an inner product h; i
B
on 
p
T

x
B for all x 2 B. Given a metric
h ; i
E
, on the bundle E, we can dene an inner product on 
p
T

x
B 
E
x
by
h 
 s ;  
 ti = h; i
B
 hs; ti
E
;
where ;  2 
p
T

x
B and s; t 2 E
x
. An inner product on   (
p
T

B 
 E) is dened by
(; ) =
Z
B
h; idvol; for ;  2   (
p
T

B 
 E):
The pointwise norm of  is dened by jj
2
= h; i; the L
2
{norm of  is dened by kk
2
=
(; ). The Hodge -operator is dened by  ^  = h; idvol :
(3) d; d

;D;D

Associated to a connection D on E we dene d
D
:  (
p
T

B 
 E)  !  (
p+1
T

B 
 E) by
d
D
(
 s) = d
 s+ ( 1)
p
 ^Ds ;
where  2   (
p
T

B) and s 2   (E). We denote d
D
by d. Let d

be the adjoint of d and
D

the adjoint of D with respect to the inner product on  (
p
T

B 
 E). We dene the
Riemannian Laplacian on   (
p
T

B
E) by  = dd

+d

d. On a Hermitian holomorphic
vector bundle, d can be split into d
0
+ d
00
and D can be split into D
0
+ D
00
. Let 
0
=
d
0
(d
0
)

+(d
0
)

d
0
and 
00
= d
00
(d
00
)

+(d
00
)

d
00
. Let @ :  (
p;q
T

X 
E)  !  (
p;q+1
T

X 
E)
be dened by @(
 s) = @
 s; where s is a holomorphic section. Let @

be the adjoint of
@. We dene the complex Laplacian on   (
p;q
T

M 
 E) by = @@

+ @

@.
From the denition, we have D =
P
k
e
k

D
e
k
; d =
P
k
e
k
^D
e
k
; where fe
1
; : : : ; e
m
g is a
frame eld on X with dual frame fe
1
; : : : ; e
m
g. Let fV
1
; : : : ; V
n
g, f!
1
; : : : ; !
n
g be as before.
Then
D =
n
X
k=1
w
k

D
V
k
+ w
k

D
V
k
; d =
n
X
k=1
w
k
^D
V
k
+ w
k
^D
V
k
:
Remark: We will frequently use this procedure to obtain formulas for the complex case
from formulas for the real case. For example, an elementary computation shows that
d

=  
X
k
i(e
k
)D
e
k
;
where i is the interior product. In the complex case, we have
d

=  
X
k
i(V
k
)D
V
k
 
X
k
i(V
k
)D
V
k
:(1)
It is standard [3, x12, Chapter IV] that on manifolds
D

D =  
X
i
D
e
i
D
e
i
+D
D
e
i
e
i
;
and the proof carries over to the bundle case. In the complex case, we get
D

D =  
X
k
D
V
k
D
V
k
 
X
k
D
V
k
D
V
k
:(2)
(4) Eigenvalues of the Curvature Form of a Line Bundle
Let 
 be the curvature form of E, dened by 
 = @@ log jsj
2
; where s is a holomorphic
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section of E. There exists a coframe eld of type (1,0) f
1
;    ; 
n
g and real numbers

1
 
2
     
n
such that

 =
X
j

j

j
^ 
j
:
We call f
i
g the eigenvalues of the curvature form 
. We say that 
 is bounded by k if
j
i
j  k for all i. This is equivalent to j
(v; v)j  kg(v; v) for all v 2 T
1;0
M . We also write

 >  if 
i
>  for all i.
2. A Weitzenb

ock Formula for the Complex Laplacian on a Hermitian
holomorphic Vector Bundle
In this section, we are going to combine the Weitzenbock formula for the real Laplacian on
a Riemannian vector bundle with the Kodaira{Nakano identity to obtain a new Weitzenbock
formula for the complex Laplacian on a Hermitian holomorphic vector bundle. Let us rst
recall the Weitzenbock formula for the real Laplacian on a Riemannian bundle (cf. [7,
Appendix]).
Proposition 3. Let X be a Riemannian manifold of dimension m, E a Riemannian vector
bundle over X and D a compatible connection on E. Then
 = D

D  
X
j;k
e
j
^ i(e
k
)R
e
j
e
k
;
where fe
1
; : : : ; e
m
g is a frame eld on X with its dual frame fe
1
; : : : ; e
m
g and R
Y Z
=
D
Y
D
Z
 D
Z
D
Y
 D
[Y;Z]
is the curvature of the connection D.
For the rest of this section, let M be a compact Kahler manifold of complex dimension n,
E a Hermitian holomorphic vector bundle overM and D a compatible connection on E. We
can view M as a real Riemannain manifold of dimension 2n and E as a Riemannian vector
bundle over M . In the notation of x1, we have
 = D

D +
X
j;k

j
^ i(X
k
)R
X
k
X
j
+
X
j;k

j
^ i(Y
k
)R
Y
k
Y
j
+
X
j;k

j
^ i(Y
k
)R
Y
k
X
j
+
X
j;k

j
^ i(X
k
)R
X
k
Y
j
= D

D +
X
j;k
!
j
^ i(V
k
)R
V
k
V
j
+
X
j;k
!
j
^ i(V
k
)R
V
k
V
j
 
X
j;k
!
j
^ i(V
k
)R
V
k
V
j
 
X
j;k
!
j
^ i(V
k
)R
V
k
V
j
:
Since R
JXJY
= R
XY
, the last two terms vanish. Set
P =
X
j;k
!
j
^ i(V
k
)R
V
k
V
j
+
X
j;k
!
j
^ i(V
k
)R
V
k
V
j
:(4)
Hence  = D

D+P . We dene a linear mapping L :   (
p;q
T

M
E)  !   (
p+1;q+1
T

M

E) by L( 
 s) = ( ^ ) 
 s, where  is the Kahler form on M . Let L

be the adjoint of
L. The Kodaira-Nakano Identity [12, p. 16-17] is

00
= 
0
+ i[d
0
d
00
+ d
00
d
0
; L

](5)
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For D be the cannonical connection, i.e. d
00
= @, we have = 
00
; 
 = d
2
= d
0
d
00
+ d
00
d
0
and
 = 
0
+
00
: Thus (5) becomes
2 = + i[
; L

]:(6)
Combining the Weitzenbock formula  = D

D + P and (6), we have
Theorem 7 (Complex Weitzenbock formula). On a compact Kahler manifold, we have
2 = D

D +R;
where
R = i[
 ; L

] +
X
j;k
!
j
^ i(V
k
)R
V
k
V
j
+
X
j;k
!
j
^ i(V
k
)R
V
k
V
j
:
Remark: R, as a linear endomorphism of  (
p;q
T

X
E), involves two types of curvature,
one from the manifold X itself, and the other from the connection on the bundle E. We
will analyze this more carefully in x3. From the computation in x3 we will see that R is a
symmetric endomorphism when p = 0 and E is a line bundle.
3. Vanishing Theorem I for H
q
(M;O(F ))
Let us rst recall a general procedure for proving the vanishing of cohomology. Let X
be a compact Riemannian manifold and E a Riemannian vector bundle over X. Let D be
a compatible connection on E. Assume that
~
 is a naturally dened Laplacian having a
Weitzenbock formula
~
 = D

D +R
where R is a linear symmetric endomorphism of E.
Let a
 
= minf0; ag. Let (x) denote the lowest eigenvalue of R
x
on E
x
, the bre of E at x,
i.e.
(x) = inffhR
x
(s); si
E
x
: s 2 E
x
and hs; si
E
x
= 1g:
The main result we are going to use in this section is the following theorem of Rosenberg{
Yang [11]:
Proposition 8. If there exists a > 0 such that
k(  a)
 
k
n
2
< min(A
 1
; aB
 1
);
then the operator
~
 is strictly positive on E. Here A;B are positive constants which depend
only on the dimension of X, an upper bound for the diameter of X, and lower bounds for
the volume of X and the Ricci curvature on X.
For the rest of this section, let M be a compact Kahler manifold and F a Hermitian
holomorphic line bundle over M . Let E = 
(0;q)
T

M 
 F and D the canonical connection
on F . We extend D to be a connection on E by tensoring it with the Levi-Civita connection
r on M . Let
~
 = 2 . We have from Theorem 7 that
~
 = 2 = D

D + i[
; L

] + P;
where P is as in (4).
Since H
q
(M;O(F )) = Ker , the positivity of implies the vanishing of H
q
(M;O(F )).
In order to get a sucient condition for the vanishing of H
q
(M;O(F )) by Proposition 8, we
need to compute  for i[
; L

] + P . We separate the computation into two parts:
Part 1: Computation of hi[
; L

];i where  2   (E) =   (
0;q
T

M 
 F ). Write  = e,
with e a frame of F , and  a (0,q)-form on M . There exists a coframe eld f
1
;    ; 
n
g of
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type (1,0) on M such that 
 =
P
k

k
(x)
k
^
k
; where 
1
 
2
     
n
are the eigenvalues
of 
. The Kahler form on M is  = i
P
k

k
^
k
. Write  =
P
I
a
I

I
, where 
I
= 
i
1
^  ^
i
q
and I = (i
1
;    ; i
q
) ranges over all multi-indices of length q with i
1
< i
2
<    < i
q
. Then
we have
hi[
; L

] ; i =  ihL

(
 ^ ) ; i
=  ih
 ^  ;  ^ i
= h
X
I
a
I
X
k 62I

k
(x)
k
^ 
k
^ 
I
;
X
l;J
a
J

l
^ 
l
^ 
J
i
=  
X
I
(
X
k 62I

k
(x))ja
I
j
2
:
Part 2: Computation of hP;i. Since the rst term in P vanishes on   (
0;q
T

M 
 F ),
we have
P =
X
j;k

j
^ i(V
k
)R
V
k
V
j
;(9)
where fV
1
; : : : ; V
n
g is a frame eld of type (1,0) on M with dual frame f
1
; : : : ; 
n
g. Note
that R
XY
 = 2
(X;Y ) + e  R
0
XY
 ;8X;Y 2 T
p
M; where e is a frame of F ,  = e   2
  (
p;q
T

M 
 F ); and R
0
XY
is the curvature on the Riemannian manifold M , and 
 is the
curvature of the line bundle F . (This follows from the identity 


p;q
T

M
F
= 


p;q
T

M

 I+
I 
 

F
:) Thus (9) becomes
P = 2
X
j;k

j
^ i(V
k
)
(V
k
; V
j
) + e 
X
j;k

j
^ i(V
k
)R
0
V
k
V
j
 :(10)
Lemma 11.
e 
X
j;k

j
^ i(V
k
)R
0
V
k
V
j
 = 2
X
j;k

j
^ i(V
k
)

K

M
(V
k
; V
j
);
where K
M
is the canonical line bundle of M .
Proof: We may assume that fV
1
; : : : ; V
n
g and f
1
; : : : ; 
n
g are chosen such that 

K

M
=
P
j
!
j

j
^ 
j
. The Ricci curvature tensor and the curvature of the canonical line bundle are
related by Ric(V
i
; V
j
) = !
i

ij
: Since = on Kahler manifolds, we have
X
j;k

j
^ i(V
k
)R
0
V
k
V
j
=
X
k
R
0
V
k
V
k
on   (
0;q
T

M):(12)
From [16, p. 952-953] we know
X
k
R
0
V
k
V
k

j
=  Ric(V
k
; V
k
)
j
=  2
X
j;k

j
^ i(V
k
)

K

M
(V
k
; V
j
)
j
:(13)
From (12, 13) we get the result. QED
By Lemma 11, (10) becomes
P = 2
X
j;k

j
^ i(V
k
)
(V
k
; V
j
) + 2
X
j;k

j
^ i(V
k
)

K

M
(V
k
; V
j
):(14)
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For 

K

M
=
P
k
!
k

k
^ 
k
;
 =
P
k

k

k
^ 
k
;  =
P
I
b
I

I
; we have
hP ; i = 2h
X
j;k

j
^ i(W
k
)
(W
k
;W
j
) ; i+ 2h
X
j;k

j
^ i(V
k
)

K

M
(V
k
; V
j
) ; i
=
X
I
(
X
k2I

k
(x))ja
I
j
2
+
X
I
(
X
k2I
!
k
(x))jb
I
j
2
;
where fW
1
; : : : ;W
n
g is the dual frame of f
1
; : : : ; 
n
g. Thus
 = inf

fhi[
; L

] ; i+ hP ; i :  2   (
0;q
T

M 
 F ); h;i = 1g
= inff
X
I
(
X
k2I

k
 
X
k 62I

k
)ja
I
j
2
+
X
I
(
X
k2I
!
k
)jb
I
j
2
:
X
I
ja
I
j
2
= 1;
X
I
jb
I
j
2
= 1g
 
1
+ 
2
+   + 
q
  
q+1
       
n
+ q!
1
:
Applying Proposition 8, we get
Theorem 15. Let M be a compact Kahler manifold and F a Hermitian holomorphic line
bundle on M with curvature form 
. If there exists  > 0 satisfying
k(
1
+ 
2
+   + 
q
  
q+1
       
n
+ q!
1
  )
 
k
n
2
< min(A
 1
; B
 1
);
then H
q
(M;O(F )) = 0 for q > 0. Here !
1
is the smallest eigenvalue of the Ricci tensor,
and 
1
 
2
     
n
are the eigenvalues of 
, A;B are positive constants which depend
only on the dimension of M , an upper bound for the diameter of M , and lower bounds for
the volume of M and the Ricci curvature on M .
Notice that since the rst chern class c
1
(M)  0 if and only if !
1
 0, we have
Corollary 16. Let M be a compact Kahler manifold with c
1
(M) > 0 (as a (1,1) form). Let
F be a Hermitian holomorphic line bundle on M with curvature form 
. If there exists  > 0
satisfying
k(
1
+ 
2
+    + 
q
  
q+1
       
n
  )
 
k
n
2
< min(A
 1
; B
 1
)
then H
q
(M;O(F )) = 0, where 
i
; A;B are as in Theorem 15.
Corollary 17. LetM be a compact Kahler manifold, F a Hermitian holomorphic line bundle
on M with curvature 
. Let 
1
 
2
    
n
be the eigenvalues of 
. If 
1
+    + 
q
>

q+1
+    + 
n
, then for all k suciently large, we have H
q
(M;O(F
k
)) = 0.
Corollary 18. Let M be a compact Kahler manifold. If the Ricci curvature is positive, then
H
0;q
(M; C ) = 0 for all q > 0.
Corollary 18, which is a direct consequence of the Kodaira vanishing theorem, can be
generalized as in the following
Corollary 19. Let M be a compact Kahler manifold. Let ! be the smallest eigenvalue of
the Ricci curvature. If there exists  > 0 such that
k(!   )
 
k
n
2
 min(A
 1
; B
 1
);
then H
0;q
(M; C ) = 0 for all q > 0, where A;B are as in Theorem 15
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4. Vanishing Theorem II for H
0;q
(M;F )
Throughout this section, let M be a compact Kahler manifold and r the Levi-Civita
connection on M . Let F be a Hermitian holomorphic line bundle on M and D the canonical
connection on F . The Kodaira vanishing theorem says that if F 
 K

M
is positive, then
H
q
(M;O(F )) vanishes for q > 0. Here the positivity of a bundle means the positivity of the
lowest eigenvalue of the curvature of the bundle. We rst rewrite Kodaria's original proof
[6, x3.7] in a coordinate free manner, as we will generalize these techniques below.
Theorem 20. Let  =  (F 
K

M
) be the lowest eigenvalue of the curvature 
(F 
K

M
).
If  2   (
0;q
T

M 
 F ) has  = 0, then
R
M
 jj
2
dvol  0 , where q > 0.
Corollary 21 (Kodaira Vanishing Theorem). If F 
K

M
is positive, then
H
q
(M;O(F )) = 0 for all q > 0.
Note that this theorem immediately implies a generalization of the Kodaira vanishing the-
orem due to Shiman-Sommese [12, p. 34-36], namely that F 
K

M
semipositive everywhere
and positive somewhere implies H
q
(M;O(F )) = 0 for all q > 0.
Proof of Theorem 20: Assume  2   (
0;q
T

M 
 F ) and  = 0. Let  = hD
00
;i.
Since  is a (0,1) form on M , we have
R
M
d   = 0 by Stokes' theorem. Let fV
1
; : : : ; V
n
g be
a normal frame eld of type (1,0) on M with dual frame f
1
; : : : ; 
n
g. By (1) we have
d

 = @

 =  
X
k
i(V
k
)(r
V
k
) =  
X
k
(r
V
k
)(V
k
)
=  
X
k
V
k
 (V
k
) =  
X
k
V
k
 hD
V
k
 ; i
=  
X
k
hD
V
k
D
V
k
 ; i  
X
k
hD
V
k
 ; D
V
k
i:
Since
P
k
hD
V
k
 ; D
V
k
i  0, we have
Z
M
h
X
k
D
V
k
D
V
k
 ; idvol  0:(22)
Since D is the canonical connection, @ = d
00
=
P
j

j
^D
V
j
and @

=  
P
k
i(V
k
)D
V
k
. Then
the complex analogue of Proposition 3 gives =
P
k
D
V
k
D
V
k
 
P
j;k

j
^ i(V
k
)R
V
k
V
j
: Thus
from (22), we have
R
M
h
P
j;k

j
^ i(V
k
)R
V
k
V
j
 ; idvol  0 : Since  is of type (0,q), by
(14) we have
X
j;k

j
^ i(V
k
)R
V
k
V
j
 = 2
X
j;k

j
^ i(V
k
)(
 + 

K

M
)(V
k
; V
j
):(23)
Since both sides of the equation (23) are independent of the choice of frame eld, we may
assume that fV
1
; : : : ; V
n
g and f
1
; : : : ; 
n
g are chosen such that 
 + 

K

M
=
P
j

j

j
^ 
j
,
with 
1
 
2
     
n
the eigenvalues of 
 + 

K

M
. Write  = e  ,  =
P
I
a
I

I
as
usual. (23) becomes
X
j;k

j
^ i(V
k
)R
V
k
V
j
 = e 
X
k

k
^ i(V
k
)
k
(
X
I
a
I

I
)
= e 
X
I
(
X
k2I

k
)a
I

I
:
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Thus
0 
Z
M
h
X
j;k

j
^ i(V
k
)R
V
k
V
j
 ; i dvol
=
Z
M
h
X
I
(
X
k2I

k
)a
I

I
;
X
I
a
I

I
idvol

Z
M
X
I
ja
I
j
2
(
1
+   + 
q
) dvol
 q
Z
M
jj
2

1
dvol :
Since 
1
=  =  (
(F 
K

M
), we are done. QED
From the proof of Theorem 20, we easily get the following corollary:
Corollary 24. (cf. [12, p. 34-36]) Let 
1
 
2
     
n
be the eigenvalues of the
curvature 
(F 
K

M
). If 
1
+    + 
q
 0 everywhere and is strictly positive somewhere,
then H
q
(M;O(F )) = 0.
Now we sharpen Theorem 20 by proving a vanishing theorem when  is negative on a set
of small volume.
Theorem 25. Let M = M(n; V; d; k
1
; k
2
) be the collection of pairs (M;F ) with M a com-
pact Kahler manifold of dimension n with Ricci curvature greater than  k
1
where k
1
 0,
diameter less than d, and volume greater than V and F a Hermitian holomorphic line bundle
on M with curvature 
 bounded by k
2
. Let  =  (F 
K

M
) be the lowest eigenvalue of the
curvature 
(F 
K

M
). For  > 0, there exists a = a(M ; ) such that for any (M;F ) 2 M
if  >  except on a set of volume less then a, then H
q
(M;O(F )) = 0; 8q > 0.
It is easy to see that Theorem 25 generalizes the Kodaira vanishing theorem. The proof
of Theorem 25 depends on Li's L
1
estimates for eigenfunctions of the Laplacian [9] and
Elworthy{Rosenberg's estimates for regions of negative curvature [5]. We begin with a
preparatory lemma:
Lemma 26. Let M be a compact Kahler manifold of dimension n with Ricci curvature
greater than  k
1
, and F a Hermitian holomorphic line bundle on M with curvature bounded
by k
2
. If  2   (
0;q
T

M 
 F ) has  = 0, then
 jj  (qk
1
+ nk
2
) jj:
Proof: By (2) and the fact that  = D

D on C
1
(M), it is not hard to show that
 h ; i =  2hD ; Di+ hD

D ; i + h ; D

Di:(27)
From the Weitzenbock formula 2 = D

D + R on   (
p;q
T

M 
 F ) and the assumption
 = 0, we get D

D =  R. From the computation in x3, we see that hR ; i is real
for  2   (
0;q
T

M 
 F ). Hence hD

D ; i is real and hD

D ; i = h ; D

Di: By
(27) we have
 h ; i =  2hD ; Di+ 2hD

D ; i:(28)
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On the other hand,
 h ; i = jj
2
= 2jjjj   2jrjjj
2
:(29)
By (28), (29) and the rst Kato inequality (cf. [1] [2]): jrjjj
2
 jDj
2
, we have
jj jj  hD

D ; i = h R ; i   jj
2
;
where   
1
+ 
2
+   + 
q
  
q+1
       
n
+ q!
1
  qk
1
  nk
2
from the computations in
x3. QED
Proof of Theorem 25: Assume  2   (
0;q
T

M 
 F ) and  = 0. Applying Lemma 26
and the proof of Theorem 7 in [9], we get
kk
2
1
 C
1
kk
2
2
;
where C
1
= C
1
(M) > 0 is a constant depends only on n; d; V; k
1
; k
2
. Assume kk
2
2
= 1 and
let f denote jj. Thus we have kfk
2
1
 C
1
;
R
M
f
2
dvol = 1: From the proof of Proposition
1.2 in [5], we know that for  > 0, there exists a = a(C
1
;M ; ) = a(M ; ) such that if
 >  except on a set of volume less then a, then
Z
M
 f
2
dvol > 0;
which contradicts Theorem 20. Thus  = 0 and H
q
(M;O(F )) vanishes. QED
Remark: As in Corollary 24 we may replace  in Theorem 25 by 
1
+   + 
q
.
5. Moisezon Manifolds, Vanishing Theorems and the geometry of blow{up
manifolds
A Moisezon space is a compact complex space of complex dimension n and transcendence
degree n. In particular, any algebraic variety is a Moisezon space. Wells [15] gives a simple
criterion for a compact complex space to be Moisezon:
Lemma 30. Let f : X  ! P
N
be a meromorphic mapping, where X is an irreducible
complex space of dimension  N , f is a holomorphic mapping on X   S for S a subvariety
of X. If there is a point x
o
2 X   S such that
a) x
o
is not a singular point of X;
b) f has maximal rank at x
o
;
then X is a Moisezon space.
Let m
p
denote the sheaf of the holomorphic functions which vanish at p. Combining
Lemma 30 and the proof of the Kodaira embedding theorem in ([14, p. 234-239], we get the
following theorem:
Theorem 31. Let M be a compact complex manifold. If there is a holomorphic line bundle
F on M and a point p 2 M such that H
1
(M;O(F ) 
m

p
) = 0 for  = 1; 2 ; then M is a
Moisezon manifold.
From [15] we know that a Moisezon Kahler manifold is actually projective algebraic, so
we have the following
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Corollary 32. Let M be a compact Kahler manifold. If there exists a holomorphic line
bundle F on M and a point p 2M such that H
1
(M;O(F )
m

p
) = 0 for  = 1; 2 ; then M
can be embedded in a projective space.
Since m
p
is not a locally free sheaf, we cannot apply our generalization of the Kodaira
vanishing theorem. However we can apply it on the blow{up manifold,
~
M
p
, whose denition
we now recall. Let U be a neighborhood of the point p with coordinates z = (z
1
;    ; z
n
),
where z = 0 corresponds to p. Let (l
1
;    ; l
n
) be homogeneous coordinates for P
n 1
. Let
W = f(z; l) = (z
1
;    ; z
n
; [l
1
;    ; l
n
]) j z
i
l
j
= z
j
l
i
for i; j = 1;    ; ng: Let  : W !
U; (z; l) = z be the projection on the rst factor. We dene the blow{up
~
M
p
of M at
p to be the complex manifold
~
M
p
= (M   p) [

W . For S
def
= 
 1
(p) = f0g  P
n 1
,  is
a biholomorphic map from
~
M
p
  S onto M   p. Let L
p
be the holomorphic line bundle on
~
M
p
associated to the divisor S. From the proof of Kodaira embedding theorem in [14, p.
234-239] we get the following
Lemma 33. For any  2 Z
+
, if H
1
(
~
M
p
; 

F 
 L

p
) = 0, then H
1
(M;O(F )
m

p
) = 0.
By Lemma 33, the vanishing of H
1
(
~
M
p
; 

F
L

p
) for  = 1; 2 implies thatM is projective
algebraic. In order to apply our generalization of the Kodaira vanishing theorem, we need
to understand the geometry of
~
M
p
. We will devote the rest of this section to estimating
diameter, volume and curvature bounds of the manifold
~
M
p
in terms of those quantities on
the base manifold M .
Let g be a Kahler metric on M . Let ~g be a metric on
~
M
p
dened by
~g = A

g + @@(log jzj
2
 

);
where jzj
2
= jz
1
j
2
+   + jz
n
j
2
,  is a positive bump function which is 1 near p and 0 outside
U and A is some positive constant. Since 

g is positive denite where @@(log jzj
2


) may
be negative, we easily can choose A big enough so that ~g is positive denite. Since d~g = 0,
~g is a Kahler metric on
~
M
p
. In order to estimate the volume, diameter and Ricci curvature
of
~
M
p
, we need to estimate A.
Remark: For conveniencem from now on we just write g(v;w) for g(v;w).
Denition: A local holomorphic coordinate (U;') = (U; z
1
; : : : ; z
n
) on M is said to be of
class C(c
1
; c
2
) if
(1) '(U) is a ball of radius 1 in C
n
;
(2) kg
ij
k
C
2
 c
1
;
(3) g  c
2
g
'
:
Here g
'
is the Euclidean metric on U induced by ', so (3) means that if v =
P
i
a
i
@
@z
i
2 T
1;0
x
M ,
where x 2 U , then g(v; v)  c
2
P
i
ja
i
j
2
:
Note: For any coordinate (U;') there always exists c
1
; c
2
> 0 such that (U;') is of class
C(c
1
; c
2
).
In the construction of
~
M
p
, let (U;') be a xed chart centered at p of class C(c
1
; c
2
). Let
 be a xed cut{o function on R such that (x) = 0, if jxj 
3
4
; and (x) = 1, if jxj 
1
2
.
Let (z) = (jzj
2
), and U
0
= '
 1
(B(
1
2
)), where B(
1
2
) is the ball of radius
1
2
centered at the
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origin in C
n
. Then  is a cut{o function on M such that
(x) =
(
0 x =2 U
1 x 2 U
0
:
Denote
@
@z
i
by @
i
, and
@
@z
j
by @
j
. We have @
i
 = d  z
i
, @
i
 = d  z
i
, @
i
@
j
 = d
2
  z
i
z
j
, etc.,
so there exists a constant C(n) depending only on n such that
kk
C
4
 C(n):
Let
~
U = 
 1
(U) and
~
U
0
= 
 1
(U
0
). Given coordinates (U;') = (U; z
1
;    ; z
n
) on M cen-
tered at p, we can dene two dierent coordinates which will be useful in later computations
as follows:
Denition: The pull{back coordinates (
~
U  
~
U
0
; '
0
) = (
~
U  
~
U
0
; z
0
1
; : : : ; z
0
n
) are dened
by
(z
1
; : : : ; z
n
; [l
1
; : : : ; l
n
])
'
0
 ! (z
1
; : : : ; z
n
) i.e. z
0
i
= z
i
; for all i:
Denition: The new coordinates on
~
U
0
. Let
~
U
0
i
= f(z; l) 2
~
U
0
j l
i
6= 0 and j
l
j
l
i
j <
10; if j 6= ig. Then
~
fU
0
i
g cover
~
U
0
. Let (
~
U
0
i
; ~'
i
) = (
~
U
0
i
; ~z
1
; : : : ; ~z
n
) be the coordinates dened
by
~z
j
=
l
j
l
i
=
z
j
z
i
for j 6= i; ~z
i
= z
i
:
Remark: In the rest of this paper, we make the conventions that C(x; y; z;    ) denotes a
constant depending only on x; y; z;    , and that the value of C(x; y; z;    ) may change from
line to line in a proof.
Lemma 34. Let
~
M
p
be the blow{up manifold of M at p, (U;') a holomorphic coordinate
centered at p of class C(c
1
; c
2
). There exists a positive constant A(c
2
; n) such that
(1) ~g = A(c
2
; n)

g + @@(log jzj
2
 

) is a Kahler metric on
~
M
p
.
(2) On the annulus
~
U  
~
U
0
, we have ~g  

g  c
2
g
'
0
and ~g  2A

g:
(3) There exists C(c
1
; c
2
; n) > 0 such that with respect to the pull{back coordinate on
~
U  
~
U
0
, we have k~gk
C
2
 C(c
1
; c
2
; n).
Proof: We analyze the metric ~g on the three sets
~
U
0
;
~
M
p
 
~
U , and
~
U  
~
U
0
separately.
(1) On
~
U
0
, 

 = 1, so ~g = A

g + @@ log jzj
2
. Since @@ log jzj
2
= @@ log jlj
2
is the Fubini-
Study metric on P
n 1
, the metric ~g = A

g + @@ log jlj
2
, considered as a product metric on
U
0
 P
n 1
, is positive denite. Since the metric ~g on
~
U
0
can be thought of as the induced
metric from the product metric, it is positive denite for any A > 0.
(2) On
~
M
p
 
~
U , 

 = 0, so ~g = A

g. Since  is biholomorphic on
~
M
p
 
~
U and g is
positive denite on M , ~g is positive denite on
~
M
p
 
~
U for any A > 0.
(3) Only on the annulus
~
U  
~
U
0
do we need a restriction on A. Since  is biholomorphic
on
~
U  
~
U
0
, we have
~g = A

g + @@(log jzj
2
)  

+ log jzj
2
 

@@
+@ log jzj
2
^ 

@+ @ log jzj
2
^ 

@
def
= A

g + h:
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Denote
@
@z
0
i
by @
i
0
, where (
~
U  
~
U
0
; fz
0
1
;    ; z
0
n
g) is the pull{back coordinates. We have
j@
i
0
log jzj
2
j =





z
i
jzj
2





 4; j@
i
0
log jzj
2
j =





z
i
jzj
2





 4;
j@
i
0
@
j
0
log jzj
2
j =






ij
jzj
2
  z
i
z
j
jzj
4





 32;
j

@
i
j  C(n); j

@
i
j  C(n); j

@
i
@
j
j  C(n); etc.
Thus there exists a constant C(n) > 0 such that
jh
ij
j
C
2
def
= jh(@
i
0
; @
j
0
)j
C
2
 C(n):
For any vector ~v =
P
i
a
i
@
i
0
2 T
1;0
x
~
M
p
, where x 2
~
U  
~
U
0
,
jh(~v; ~v)j = j
X
i;j
a
i
a
j
h
ij
j  C(n)
X
i
ja
i
j
2
= C(n)g
'
0
(~v; ~v):
Since '
0
= '  , we have 

@
i
0
= @
i
for i = 1; : : : ; n, and 

~v =
P
i
a
i
@
i
. So on
~
U  
~
U
0
, we
have g
'
0
(~v; ~v) = g
'
(

~v; 

~v). Hence
~g(~v; ~v)  (A  1)g(

~v; 

~v)  C(n)g
'
0
(~v; ~v) + g(

~v; 

~v)
 ((A  1)c
2
 C(n))g
'
0
(~v; ~v) + g(

~v; 

~v)
For A = A(c
2
; n) 
C(n)
c
2
+ 1, ~g is positive denite and hence Kahler, which proves the rst
statement in Lemma 34. Moreover, we get ~g(~v; ~v)  g(

~v; 

~v)  c
2
g
'
0
(~v; ~v); and
~g(~v; ~v)  A

g(~v; ~v) + C(n)g
'
(

~v; 

~v)
 A

g(~v; ~v) +
C(n)
c
2
g(

~v; 

~v)
 2Ag(

~v; 

~v);
which proves the second statement. For the third statement, with respect to the pull{back
coordinates on
~
U  
~
U
0
, we have
~g
ij
= Ag
ij
+ h
ij
j~g
ij
j
C
2
 A(c
2
; n)c
1
+ C(n)  C(c
1
; c
2
; n):
QED
From now on, let A be chosen as in Lemma 34 so that we have a xed Kahler metric ~g
on
~
M
p
. We will compute an upper bound for the diameter of
~
M
p
with respect to ~g.
Proposition 35. Let M be a compact Hermitian manifold with Diam(M)  D
0
. Let
~
M
p
,
(U;') and A be as in the Lemma 34. There exists a constant C(n; c
1
; c
2
;D
0
) > 0 such that
Diam
~g
(
~
M
p
)  C(n; c
1
; c
2
;D
0
);
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Proof: An easy triangle inequality argument shows that
Diam(
~
M
p
)  2ADiam(M) + Diam(
~
U );
so we need to estimate Diam(
~
U). Let ~x, ~y be any two points in
~
U , and let x = (~x); y = (~y).
We have three cases:
(1) Assume x = y = p. Then ~x and ~y lie on the divisor S = f0g  P
n 1
. Since ~gj
S
is the
usual Fubini-Study metric on P
n 1
, Dist(~x; ~y)  Diam
FS
(P
n 1
), where Diam
FS
(P
n 1
) is the
diameter of P
n 1
with respect to the Fubini-Study metric.
(2) Assume x = p; y 6= p. Let
~y = (z
1
; : : : ; z
n
; [l
1
; : : : ; l
n
]) 2
~
U  U  P
n 1
~y
p
= (0; : : : ; 0; [l
1
; : : : ; l
n
]) 2 f0g  P
n 1
Let r(t) = (tz
1
; : : : ; tz
n
; [l
1
; : : : ; l
n
]) 2 U P
n 1
, for 0  t  1. It is easy to see that r(t) 2
~
U
and that r(t) is a smooth curve joining ~y to ~y
p
. We have
r
0
(t) = z
1
@
1
+   + z
n
@
n
= z
1
@
1
0
+   + z
n
@
n
0
:
We will estimate jr
0
(t)j on
~
U
0
and
~
U  
~
U
0
separately:
(A) On
~
U
0
, since ~g is the induced metric from the product metric, we have
jr
0
(t)j
2
= Ag(
X
i
z
i
@
i
;
X
j
z
j
@
j
) = A
X
i;j
z
i
z
j
g
ij
 An
2
c
1
:
(B) On the annulus
~
U  
~
U
0
, we have
jr
0
(t)j
2
= ~g(
X
i
z
i
@
i
0
;
X
j
z
j
@
j
0
) =
X
ij
z
i
z
j
~g
ij
 C(c
1
; c
2
; n);
where the last inequality follows from the third statement in Lemma 34. Hence by (A) and
(B) there exists a constant C(c
1
; c
2
; n) > 0 such that jr
0
(t)j  C(c
1
; c
2
; n): Thus Dist(~y; ~y
p
) 
R
1
0
jr
0
(t)jdt  C(c
1
; c
2
; n), and
Dist(~x; ~y)  Dist(~y; ~y
p
) + Dist(~x; ~y
p
)  C(c
1
; c
2
; n) + Diam
FS
(P
n 1
):
(3) Assume x 6= p; y 6= p. Dene ~x
p
analogously to ~y
p
. The triangle inequality reduces
this case to Cases (1) and (2). Combining (1),(2) and (3), we get the desired result. QED
Before we estimate the curvature of
~
M
p
, we prove a preparatory lemma.
Lemma 36. On any Riemannian n-manifold N , if (U;') is a local coordinate such that
there exist constants 
1
; 
2
satisfying (1) g  
1
g
'
, (2) kg
ij
k
C
2
 
2
, then the absolute value
of the sectional curvature on U is bounded by a constant C(
1
; 
2
; n) > 0.
Proof: Let P = spanfv;wg be any plane in T
x
N for x 2 U , where v =
P
i
a
i
@
i
and
w =
P
i
b
i
@
i
are orthornormal vectors. Since
1 = g(v; v)  
1
X
i
ja
i
j
2
; 1 = g(w;w)  
1
X
i
jb
i
j
2
;
we have
ja
i
j
2

1

1
; jb
i
j
2

1

1
; for i = 1; : : : ; n:
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Hence
jK(P )j = jhR(v;w)w; vij = j
X
i;j;k;l
a
i
b
j
a
k
b
l
R
ijkl
j 
C(n)

1
max
i;j;k;l
fjR
ijkl
jg:
Thus it suces to obtain an upper bound for jR
ijkl
j in terms of 
1
; 
2
and n. Since R
ijkl
can be expressed as a linear combination of products of g
ij
; @
k
g
ij
; @
k
@
l
g
ij
and g
ij
; @
k
g
ij
, it is
enough to bound kg
ij
k
C
1
in terms of 
1
; 
2
and n. By Cramer's rule, it suces to give a
lower bound of Det(g) in terms of 
1
; 
2
and n. Since g  
1
g
'
, i.e. g(v; v)  
1
jvj
E;'
for
all v 2 T
x
N , the minimum eigenvalue of the matrix (g
ij
) is at least 
1
. Hence Det(g)  
n
1
.
QED
Proposition 37. Let M be a compact Hermitian manifold with Ric(M)  k
1
. Let
~
M
p
,
(U;') and A be as in the Lemma 34. There exists a constant C(n; c
1
; c
2
; k
1
) such that
Ric
~g
(
~
M
p
)  C(n; c
1
; c
2
; k
1
):
Proof: As before we analyze the curvature on the three sets
~
M
p
 
~
U;
~
U  
~
U
0
and
~
U
0
separately.
(1) On
~
M
p
 
~
U , since the metric ~g is A times the pull{back metric of the metric g, the
Ricci curvature on
~
M
p
 
~
U is the same as the Ricci curvature on M , and hence is at least
k
1
.
(2) On
~
U  
~
U
0
, we take the pull{back coordinates. From Lemma 36 and (2), (3) in
Lemma 34, there exists a constant C(n; c
1
; c
2
) such that Ric
~g
(
~
U  
~
U
0
)  C(n; c
1
; c
2
).
(3) On
~
U
0
, we take the new coordinates on the open cover f
~
U
0
1
; : : : ;
~
U
0
n
g. By relabeling, it
suces to calculate the Ricci curvature on
~
U
0
1
. On P
n 1
, we have an open cover fV
1
; : : : ; V
n
g
where
V
i
= f[l
1
; : : : ; l
n
] j l
i
6= 0 and j
l
j
l
i
j < 10 if j 6= ig for i = 1; : : : ; n:(38)
On V
1
, we have the standard coordinates (
~
l) = (
~
l
2
;
~
l
3
; : : : ;
~
l
n
) where
~
l
j
=
l
j
l
1
for j = 2; 3; : : : ; n.
Since a point in
~
U
0
1
has two sets of coordinates related by
( ~z
1
;    ; ~z
n
) 2
~
U
0
1
 ! ( ~z
1
; ~z
1
~z
2
;    ; ~z
1
~z
n
; [1; ~z
2
;    ; ~z
n
]) 2 U  P
n 1
;
we can express @
~
k
def
=
@
@ ~z
k
as a tangent vector U  P
n 1
@
~
1
= @
1
+
n
X
j=2
l
j
l
1
@
j
; @
~
j
= z
1
@
j
+
@
@
~
l
j
; for j = 2; 3; : : : ; n:(39)
Thus ~g
kl
= ~g(@
~
k
; @
~
l
) is given by
~g
jk
= Az
2
1
g
jk
+ g
FS
jk
; for j 6= 1; k 6= 1;
~g
1j
= Az
1
g
1j
+A
n
X
k=2
z
k
g
jk
; for j 6= 1;
~g
11
= Ag
11
+ 2A
n
X
j=2
l
j
l
1
g
1j
+
n
X
j;k=2
l
j
l
k
l
2
1
g
jk
;
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where g
FS
jk
= g
FS
(
@
@
~
l
j
;
@
@
~
l
k
) denotes the Fubini-Study metric. Since jz
j
j 
1
2
; j
l
j
l
1
j  10; kg
ij
k
C
2

c
1
and kg
FS
jk
k
C
2
is a xed constant, it is easy to check that there exists a constant C(c
1
; c
2
; n) >
0 such that k~g
ij
k
C
2
 C(c
1
; c
2
; n): In the rest of the proof, we will show that there exists a
constant C(c
2
; n) > 0 such that ~g  C(c
2
; n)g
~'
1
: By Lemma 36, this will nish the proof.
We can write every tangent vector on
~
U
0
 U P
n 1
in the form ~v + ~w, where ~v 2 TU
0
and
~w 2 TP
n 1
. We have
~g(~v + ~w; ~v + ~w) = Ag(

~v; 

~v) + g
FS
( ~w; ~w):
Since V
1
is compact, there exists a xed constant C
FS
> 0 such that g
FS
 C
FS
g
f
~
lg
: Hence
we have
~g(~v + ~w; ~v + ~w)  Ac
2
g
'
(

~v; 

~v) + C
FS
g
f
~
lg
( ~w; ~w)
 min(Ac
2
; C
FS
)(g
'
(

~v; 

~v) + g
f
~
lg
( ~w; ~w)):
Let ~v + ~w =
P
j
a
j
@
~
j
. Then g
~'
1
(~v + ~w; ~v + ~w) =
P
j
ja
j
j
2
. By (39) we have
~v + ~w = a
1
@
1
+
n
X
j=2
(a
j
z
1
+ a
1
l
j
l
1
)@
j
+
n
X
j=2
a
j
@
@
~
l
j
:
Hence
g
'
(

~v; 

~v) = ja
1
j
2
+
n
X
j=2
j(a
j
z
1
+ a
1
l
j
l
1
)j
2
and g
f
~
lg
( ~w; ~w) =
n
X
j=2
ja
j
j
2
;
so g
'
(

~v; 

~v) + g
f
~
lg
( ~w; ~w)  g
~'
1
(~v + ~w; ~v + ~w): Thus ~g  min(Ac
2
; C
FS
)g
~'
1
: QED
6. Generalization of the Kodaria Embedding Theorem for K

ahler
Manifolds
We rst consider the curvature of the holomorphic line bundle L
p
associated to the divisor
S on
~
M
p
. Let  denote the projection  :
~
U  ! P
n 1
, (z; [l]) = [l] and let L
p
j
~
U
denote the
restriction of the line bundle L
p
to
~
U . Then L

p
j
~
U
= 

H, where H is the hyperplane section
bundle over P
n 1
. On the bundle H ! P
n 1
, we have a natural metric h
0
such that the
curvature form 

FS
is the Kahler form of the Fubini-Study metric on P
n 1
. We equip L

p
j
~
U
with the metric h
1
= 

h
0
. Since L

p
j
~
M
p
 
~
U
0
is trivial, we can equip it with a constant metric
h
2
with respect to some xed trivialization. We will x h
2
during the proof of Proposition 40.
With  chosen as before, we see that h = 

h
1
+ (1   

)h
2
denes a metric on L

p
.
Proposition 40. Let
~
M
p
, (U;'), ~g be as in Lemma 34. Then the curvature of L

p
with
respect to the Hermitian metric h above is bounded by a constant C(c
1
; c
2
; n) > 0.
Proof: As before we have three cases:
(1) On
~
M
p
 
~
U , h = h
2
is a constant metric, so 
(L

p
j
~
M
p
 
~
U
) is identically zero.
(2) On
~
U
0
, since h = h
1
= 

h
0
, we have 
(L

p
j
~
U
0
) = 



FS
. For any tangent vector
~v 2 T
1;0
~
U
0
,
j
(L

p
j
~
U
0
)(~v; ~v)j = j

FS
(

~v; 

~v)j = g
FS
(

~v; 

~v)  ~g(~v; ~v):
Hence 
(L

p
j
~
U
0
) is bounded by the constant 1.
(3) For
~
U  
~
U
0
, we will nd a nonwhere zero holomorphic section s of L

p
and compute
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(L

p
) =  @@ log h: On P
n 1
we choose the open cover fV
1
; : : : ; V
n
g as in (38). There exists
a nowhere vanishing holomorphic section f
k
of the hyperplane section bundle H over V
k
with
the transition functions
l
k
l
j
over V
j
\ V
k
. Since V
k
is compact, there exist positive constants

1
, 
2
such that for k = 1; : : : ; n, we have

1
 h
0
(f
k
; f
k
)  
2
;





@
@
~
l
i
h
0
(f
k
; f
k
)





 
2
; and






@
2
@
~
l
i
@
~
l
j
h
0
(f
k
; f
k
)






 
2
on V
k
;
where f
~
l
1
; : : : ; 1; : : : ;
~
l
n
g are the natural coordinates on V
k
. We have an open cover f
~
U
k
=

 1
V
k
g of
~
U as before. Since L

p
j
~
U
= 

H, e
k
def
= 

f
k
= f
k
  is a local frame of L

p
over
~
U
k
, and the transition functions of L

p
are given by
l
k
l
j
=
z
k
z
j
over
~
U
j
\
~
U
k
. We claim that jz
k
j
is bounded away from zero on (
~
U  
~
U
0
)
T
~
U
k
. In fact, since z
j
= z
k
l
j
l
k
, for all j, we have
jzj
2
= jz
1
j
2
+    + jz
k
j
2
= jz
k
j
2
(j
l
1
l
k
j
2
+   + j
l
n
l
k
j
2
)  jz
k
j
2
100n:
Since jzj 
1
2
on
~
U  
~
U
0
, we have jz
k
j
2

1
400n
= C(n); which proves the claim.
Since z
k
is never zero on (
~
U  
~
U
0
)\
~
U
k
, we have a global section s of L

p
on
~
U  
~
U
0
dened
by
s =
1
z
k
e
k
over (
~
U  
~
U
0
) \
~
U
k
:
Choose h
2
to be a xed constant metric such that h
2
(s; s) = 1. Thus on (
~
U  
~
U
0
) \
~
U
k
, we
have
h(s; s) = 

h
1
(s; s) + (1   

) = 


1
jz
k
j
2
h
0
(f
k
; f
k
)   + (1  

)(41)
It is enough to compute the upper bound of j
(L

p
)j on (
~
U  
~
U
0
)
T
~
U
1
only. We will use
the pull{back coordinate ((
~
U  
~
U
0
)
T
~
U
1
; '
0
1
) = ((
~
U  
~
U
0
)
T
~
U
1
; z
0
1
; : : : ; z
0
n
), where z
0
j
= z
j
for
j = 1; : : : ; n. Since ~g  c
2
g
'
0
1
it is enough to bound j
(L

p
)(@
i
0
; @
j
0
)j for all i; j in terms of
n; c
1
; c
2
. Since a point in (
~
U  
~
U
0
) \
~
U
1
has two sets of coordinates related by
(z
0
1
;    ; z
0
n
) 2 (
~
U  
~
U
0
) \
~
U
1
 ! (z
0
1
;    ; z
0
n
; [1;
z
0
2
z
0
1
;    ;
z
0
n
z
0
1
]) 2 U  P
n 1
;
we can compute @
i
0
as a vector in TU  TP
n 1
@
1
0
= @
1
+
n
X
j=2
( 
l
j
l
1
1
z
1
)
@
@
~
l
j
; @
k
0
= @
k
+
1
z
1
@
@
~
l
k
; for k = 2; : : : ; n;
where
~
l
j
=
l
j
l
1
for j = 2; : : : ; n. Let h = h(s; s) and h
1
= h
1
(s; s). Then (41) becomes
h = 

h
1
+ (1  

). An easy computation shows that on (
~
U  
~
U
0
)
T
~
U
1
, we have

(L

p
) =  @@ log h
=  
1
h
2
(@

 (h
1
  1) + 

 @h
1
) ^ (@

 (h
1
  1) + 

 @h
1
)
+
1
h
(@@

 (h
1
  1) + 

 @@h
1
+ @

 ^ @h
1
+ @

 ^ @h
1
) :
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Since jh
1
j  4
1
, we have h  minf4
1
; 1g and
1
h
is bounded from above. From
@
1
0
h
1
= @
1
0
 
1
jz
1
j
2
h
0
(f
1
; f
1
)  
!
=
z
1
jz
1
j
4
h
0
(f
1
; f
1
)   +
1
jz
1
j
2
n
X
j=2
( 
l
j
l
1
1
z
1
)
@
@
~
l
j
h
0
(f
1
; f
1
)
and the bounds jz
1
j  C(n), j
l
j
l
1
j < 10 for j = 2; : : : ; n, h
0
(f
1
; f
1
)  
2
, j
@
@
~
l
j
h
0
(f
1
; f
1
)j  
2
,
we see j@
1
0
h
1
j is bounded from above by a constant depending only on 
1
; 
2
; n. Similarly,
we can obtain bounds on @
1
0
h
1
; @
i
0
h
1
; @
i
0
h
1
; @
i
0
@
j
0
h
1
, etc. Since j@
i


j; j@
i


j; and j@
i
@
j


j
are bounded from above by a constant depending only on n, we get an upper bound for
j
(L

p
)(@
i
0
; @
j
0
)j for all i; j. QED
We can now prove a generalization of the Kodaria embedding theorem for Kahler mani-
folds.
Theorem 42. Let M =M(n;D
0
; V
0
; k
1
; k
2
; c
1
; c
2
) be the collection of pairs (M;F ) where
(1) M is a compact Kahler manifold of complex dimension n with Vol(M)  V
0
, Diam(M) 
D
0
, jRic(M)j  k
1
;
(2) On M there exists an open set U with volume less than
1
2
V
0
and a local coordinate
(U;') of class C(c
1
; c
2
);
(3) F is a Hermitian holomorphic line bundle over M with curvature j
(F )j  k
2
.
Given  > 0, there exists c = c(M; ) > 0 such that for any (M;F ) 2 M if 
(F ) > 
except on a set in M   U of volume less than c, then M is projective algebraic.
Proof: Let p 2 U have '(p) = 0. Let
~
M
p
be the blow{up manifold of M , constructed as
in x5 from the local coordinate (U;') centered at p. Let ~g be the Kahler metric constructed
in Lemma 34. From Propositions 35 and 37, we know that there exist constants
~
D
0
=
~
D
0
(n; c
1
; c
2
;D
0
) > 0;
~
k
1
=
~
k
1
(n; c
1
; c
2
; k
1
)
such that
Diam(
~
M
p
) 
~
D
0
; Ric(
~
M
p
) 
~
k
1
:
We have Vol(M   U) >
1
2
V
0
. Since ~g = A

g on
~
M
p
 
~
U , we have
Vol(
~
M
p
) > Vol(
~
M
p
 
~
U) = A
n
2
Vol(M   U) >
1
2
A
n
2
V
0
def
=
~
V
0
(n; c
1
; c
2
; V
0
):
From Corollary 32 and Lemma 33, we know that it suces to prove the vanishing of
H
1
(
~
M
p
; 

E 
L

p
) for  = 1; 2 and some holomorphic line bundle E. In order to apply our
generalization of the Kodaira vanishing theorem (Theorem 25) to the bundle 

E 
L

p
, we
need to compute the lowest eigenvalue of 
(

E
L

p

K

~
M
p
) and a bound for 
(

E
L

p
).
Since K

~
M
p
= 

(K

M
)
L
(n 1)
p
, we have 
(

E
L

p

K

~
M
p
) = 
(

(E
K

M
)
L
(n 1+)
p
):
Choosing E = F
k

K
M
, where k is an integer to be determined below, we need to compute
(a) the lowest eigenvalue of 
(

(F
k
)
L
(n 1+)
p
), and (b) a bound for 
(

(F
k

K
M
)
L

p
).
Denote the lowest eigenvalue of 
 by (
).
Case I:
~
U  
~
U
0
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On the annulus
~
U  
~
U
0
, by assumption we know 
(F ) >  on U . For any tangent vector ~v
to
~
U  
~
U
0
, we have



(F )(~v; ~v)  g(

~v; 

~v) 

2A
~g(~v; ~v)
by (2) in Lemma 34. By Proposition 40, we know j(
(L

p
))j is bounded by a constant
C(n; c
1
; c
2
) > 0. Since
(
(

(F
k
)
 L
(n 1+)
p
))  k(


(F )) + (n  1 + )(
(L

p
))

k
2A
  (n  1 + )C(n; c
1
; c
2
);
we can choose k = k(n; c
1
; c
2
; ) > 1 such that
(a) (
(

(F
k
)
 L
(n 1+)
p
)) 

2A
on
~
U  
~
U
0
:
We now x such a k. Still on the annulus
~
U  
~
U
0
, we have



(

(F
k

K
M
)
 L

p
)(~v; ~v)


  jk


(F )(~v; ~v) + 


(K
M
)(~v; ~v) + 
(L

p
)(~v; ~v)j
 jk
(F )(

~v; 

~v) + 
(K
M
)(

~v; 

~v) + 
(L

p
)(~v; ~v)j
 (kk
2
+ k
1
)g(

~v; 

~v) + C(n; c
1
; c
2
)~g(~v; ~v)
 (kk
2
+ k
1
+ C(n; c
1
; c
2
))~g(~v; ~v);
which says that
(b)



(

(F
k

K
M
)
 L

p
)


  kk
2
+ k
1
+ C(n; c
1
; c
2
) on
~
U  
~
U
0
:
Case II:
~
M
p
 
~
U
Let B be the set where 
(F )  . For any tangent vector ~v of type (1,0) to
~
M
p
 
~
U 
 1
(B),
we have

(

(F
k
)
 L
(n 1+)
p
)(~v; ~v) = k
(F )(

~v; 

~v)  kg(

~v; 

~v) 
k
A
~g(~v; ~v);
which says that
(a) (
(

(F
k
)
 L
(n 1+)
p
)) 

A
on
~
M
p
 
~
U   
 1
(B):
On the other hand, on all of
~
M
p
 
~
U ,



(

(F
k

K
M
)
 L

p
)(~v; ~v)


 = jk
(F )(

~v; 

~v) + 
(K
M
)(

~v; 

~v)j
 (kk
2
+ k
1
)g(

~v; 

~v) 
kk
2
+ k
1
A
~g(~v; ~v);
which says that
(b)



(

(F
k

K
M
)
 L

p
)


 
kk
2
+ k
1
A
on
~
M
p
 
~
U:
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Case III:
~
U
0
On
~
U
0
, we have 
(L

p
) = 



FS
. Any tangent vector to
~
U
0
can be written in form ~v + ~w,
where ~v 2 TU
0
and ~w 2 TP
n 1
. We have

(

(F
k
)
 L
(n 1+)
p
)(~v + ~w; ~v + ~w) = k
(F )(

~v; 

~v) + (n  1 + )

FS
(

~w; 

~w)
 kg(

~v; 

~v) + (n  1 + )g
FS
(

~w; 

~w)
 min(
k
A
; n  1 + )(Ag(

~v; 

~v) + g
FS
(

~w; 

~w))
 min(
k
A
; n  1 + )~g(~v + ~w; ~v + ~w);
which says that
(a) (
(

(F
k
)
 L
(n 1+)
p
))  min(
k
A
; n  1 + ) on
~
U
0
:
On the other hand,



(

(F
k

K
M
)
 L

p
)(~v + ~w; ~v + ~w)


  jk


(F )(~v; ~v) + 


(K
M
)(~v; ~v)j+ j



FS
( ~w; ~w)j
 (kk
2
+ k
1
)g(

~v; 

~v) + g
FS
(

~w; 

~w)
 max
 
kk
2
+ k
1
A
;n  1 + 
!
~g(~v + ~w; ~v + ~w);
which says that
(b)



(

(F
k

K
M
)
 L

p
)


  max
 
kk
2
+ k
1
A
;
!
on
~
U
0
:
Take ~ = min (=2A;n   1 + ) > 0 and
~
k
2
= kk
2
+ k
1
+ C(c
1
; c
2
; n) + : So far we have
shown that
(a) (
(

(F
k
)
 L
(n 1+)
p
)) > ~
except on a set 
 1
(B), and (since A > 1)
(b)



(

(F
k

K
M
)
 L

p
)


 
~
k
2
on
~
M
p
. By our generalization of the Kodaria vanishing theorem (Theorem 25), there exists
a constant c(n;
~
D
0
;
~
V
0
;
~
k
1
;
~
k
2
; ~) > 0 such that if
Vol(
 1
(B)) < c(n;
~
D
0
;
~
V
0
;
~
k
1
;
~
k
2
; ~)
then H
1
(
~
M
p
; 

(F
k

 K
M
) 
 L

p
)) = 0, for  = 1; 2, which implies that M is alge-
braic projective by Lemma 33 and Corollary 32. Since ~g = A

g on 
 1
(B), we have
Vol(
 1
(B)) = A
n
2
Vol(B). Let
c(M; ) = c(n;D
0
; V
0
; k
1
; k
2
; c
1
; c
2
; )
def
=
c(n;
~
D
0
;
~
V
0
;
~
k
1
;
~
k
2
; ~)
A
n
2
Therefore, if Vol(B) < c(M; ), M is projective algebraic. QED
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