Abstract-The construction of promising solutions for N P-hard combinatorial optimization problems (COPs) in meta-heuristics is usually based on three types of information, namely a priori information, a posteriori information learned from visited solutions during the search procedure, and online information collected in the solution construction process. Prior information reflects our domain knowledge about the COPs. Extensive domain knowledge can surely make the search effective, yet it is not always available. Posterior information could guide the meta-heuristics to globally explore promising search areas, but it lacks local guidance capability. On the contrary, online information can capture local structures, and its application can help exploit the search space. In this paper, we studied the effects of using this information on metaheuristic's algorithmic performances for the COPs. The study was illustrated by a set of heuristic algorithms developed for the quadratic assignment problem. We first proposed an improved scheme to extract online local information, then developed a unified framework under which all types of information can be combined readily. Finally, we studied the benefits of the three types of information to meta-heuristics. Conclusions were drawn from the comprehensive study, which can be used as principles to guide the design of effective meta-heuristic in the future.
I. Introduction
O NE OF THE key points in designing effective metaheuristics for N P-hard combinatorial optimization problems (COPs) is how to acquire useful information to build promising solutions. Acquired information in literatures usually falls into three categories, namely a priori information, a posteriori information learned from visited solutions, and online information collected during the solution construction process.
First of all, it is intuitive that if we have as much as possible extensive knowledge about the considered problem, we can develop an optimization algorithm as effective as possible [25] . The a priori information reflects our domain knowledge about the considered problem. Useful prior information, if any, can significantly improve the search effectiveness and efficiency 1 . For example, the location-assignment desirability has been successfully applied in ant systems for the quadratic assignment problem (QAP) [7] . In [62] , the prior information about the characteristics of the cardinality of the maximum clique problems has shown its significant usefulness to the effectiveness of the designed meta-heuristics. Moreover, it is claimed in [21] that the heuristic domain knowledge is very helpful for evolutionary algorithms to find good approximate solutions of the node covering problem. Unfortunately, the a priori information is not always available for N P-hard COPs: we usually do not have any knowledge about the characteristics of the global optimum solutions.
Second, most widely-used information in existing heuristics is the information extracted from the visited solutions during the search, i.e., the posterior information. First, in genetic algorithms (GAs) [19] , selection operation is used to harvest promising solutions from the visited solutions, while crossover and mutation operators attempt to create better-fit offspring. The posterior information takes effect implicitly through the use of selection, crossover and mutation. On the other hand, in tabu search (TS) [17] and its variants [10] , [24] , the visited solutions (or moves) are forbidden in further search in order to avoid cycling; while in particle swarm optimization (PSO) [16] , [26] , new offspring are created based on the location information of the current local best and global best solutions. The posterior information, i.e. the found best solutions, is applied directly. In some recently developed algorithms for the QAP, such as the self controlling tabu search algorithm [13] and the consultantguided search algorithm [23] , kinetic global information is collected, shared and propagated among individuals. In the probability model based evolutionary algorithms (PMBEAs), such as estimation of distribution algorithms (EDAs) [29] , ant colony optimization (ACO) [6] , [8] , cross entropy [53] , useful information is extracted and represented as a posterior probability distribution. The posterior probability distribution models the visited promising solutions during the search. It represents the global statistical information extracted from previous search.
To create a solution with discrete variables by the probability distribution, one needs to select proper elements for the components of the solution following an order of these components. The selection of elements depends on the order and the probability values of the variables. In the context of EDAs for the COPs, the order of the components implies the structure of variable dependencies. The dependency structure is often represented by a Bayesian network [29] . In EDAs, such as the univariate marginal distribution algorithm (UMDA) [43] , [45] and FDA [44] and others, the structure of the variable dependencies is fixed. While in most other EDAs [47] , [29] , the Bayesian network needs to be inferred from the promising solutions. As well known, the structure inferring is an N P-hard optimization problem itself, it is then not wise to introduce an auxiliary N P-hard problem for the aim of solving an N P-hard problem. Alternatively, some probability model based heuristics, such as ant colony optimization and guided mutation [62] , [64] , have been proposed while the structure of the variable dependencies is not learned, but is applied in a random manner when sampling solutions. These algorithms have shown their successes in solving a number of combinatorial optimization problems [9] , [64] .
Specifically, focusing on the solution construction procedure, a discrete solution x = [x 1 , · · · , x n ]
T is usually constructed starting from an empty solution. Following a fixed, learned or random dependency structure, i.e., a Bayesian network π, elements are sequentially selected, proportionally to its probability or conditional probability values specified by the probability distribution p. Suppose that a partial solutioñ x = [x π 1 , · · · , x π k ] (k = 0 means that we need to build a solution from scratch) has been created, the selection of an element for x π k+1 is proportional to conditional probability p(x π k+1 |x pa π k+1 ), where pa π k+1 is the parent variables of x π k+1 specified by the structure. Obviously, the selection of an element based on p(x π k+1 |x pa π k+1 ) has no awareness about the local structure of the search space.
In literature, apart from the probability information used in solution construction process, information on local structure has been applied. For example, in greedy adaptive randomized search procedure (GRASP), developed by Feo et al. [12] , [51] , the solution construction is based on some sort of local information. To select an element for the π k+1 -th variable, GRASP computes problem-specific greedy function values of the candidate elements (i.e., those elements that can make the solution feasible) and selects candidates according to these values. GRASP attempts to exploit the local structure of the search space. It can be seen that the the selection of a candidate element is based on the instantaneous computation of the greedy function during the construction process rather than learned from visited solutions as in the above PMBEAs. We therefore call this information as online local information. In contrast to the online information, the statistical information used in PMBEAs is referred to as offline global information. A different type of online local information could be captured through approximation of (local) fitness landscape [32] .
In this paper, we intend to study the effectiveness of the three kinds of information to find high quality solutions, and the possibility of combing these information to develop effective meta-heuristics. The study was illustrated by solving the well-known N P-hard QAP. We developed a unified multistart algorithmic framework, in which prior information, online local information and offline global information are incorporated. Various meta-heuristics with different incorporated information can be derived from the unified framework. This allows us to readily study the effects of these information to the performance of the meta-heuristics.
The rest of the paper is organized as follows. Firstly, a new greedy function for the QAP is defined for the online information collection in Section II. It improves the original greedy function developed by Li et al. [31] . Secondly, the guided mutation operator is briefly introduced in Section III that is able to cooperate different information. The underlying assumption of the guided mutation was also verified statistically in this section. Thirdly, a variant of ant system called Max-Min ant system (MMAS) [56] for the QAP, which is used to represent the offline global information, is briefly described in Section IV. The developed unified meta-heuristic framework is described in Section V. Finally, controlled experimental results are given in Section VI to study the effects of the new proposed greedy function, the guided mutation, and the online and offline information. The proposed heuristics are also compared with some other known metaheuristics for the QAP, including the robust tabu search (Ro-TS) [58] , the fast ant colony algorithm (FANT) [60] , a variant of iterated local search algorithm (ILS) [55] , the GRASP with path-relinking [46] (GPATH), and MMAS [56] . Section VII concludes the paper.
II. Online Local Information
In the literature, few algorithms have been developed based on online local information. Greedy adaptive randomized search procedure (GRASP), initially developed by Feo et al. [12] , [51] , is an excellent example of these algorithms particularly for a class of COPs, such as assignment problems, routing problems, and others. We follow the definition of these problems by Resende and Riberio [51] . That is, these problems can be defined by a finite set E = {1, 2, · · · , n}, a set of feasible solutions F ⊂ 2 |E| , and an objective function f : 2 |E| → R such that f (S) = e∈S c(e), ∀S ∈ 2 |E| , where c(e) is the cost associated with the inclusion of element e ∈ E in the solution S. The QAP is one of them.
As shown in Algorithm 1, GRASP constructs a solution step by step from scratch. To construct a solution S, a problemspecific greedy function g is firstly defined. The solution construction process starts (step one) from an empty solution S = . The candidate element set (denoted by C) is initialized to be all possible elements in E. In step three, the greedy function values of all candidate elements in C, i.e., g(c), c ∈ C, Algorithm 1 The Solution Construction Procedure of GRASP.
1: Set S := ; C := E. 2: while S is not complete do 3: Evaluate g(c) for all c ∈ C; 4: Build RCL from C based on g(c), c ∈ C; 5: Select element s from the RCL at random; 6: S := S ∪ s, C := C \ {s}; 7: end while 8: return solution S.
are calculated. A restricted set of candidate elements, called restricted candidate list (RCL), is then selected from C based on the values in step four. In step five, an element s is randomly selected from the RCL.
Step six updates the set of available elements, and the partial solution. The solution construction is proceed until a full solution is constructed. To improve the generated solution, local search is applied. It can be seen that local information (the benefits of selecting a certain elements measured by the greedy function) collected online (in step three) is used to construct a solution in GRASP. Basic GRASP iterates the construction process until satisfying solutions have been met.
In the following, GRASP developed for the QAP by Li et al. [31] is briefly introduced, following the proposed greedy function. Given two n × n matrices F = (f ij ) and D = (d kl ), and a set E = {1, 2, · · · , n}, the QAP can be stated as follows:
where is the set of all permutations of E, F = (f ij ) is the flow matrix where f ij is the flow of materials from facility i to facility j; and D = (d kl ) is the distance matrix with d kl denotes the distance from location k to location l. In a permutation π, π j = i means that facility i is assigned at location j. The objective of the QAP is to find the optimal assignment of all facilities to all locations.
The GRASP implementation proposed by Li et al. includes two stages [31] . In the first stage, GRASP selects two pairs of facility-location. To proceed, the n 2 − n distance entries in D are firstly sorted in an ascending order. We keep the smallest β(n 2 − n) , where x is the largest integer smaller or equal to x. Secondly, the n 2 − n flow entries in F are sorted in descending order, and the β(n 2 −n) largest are kept. Thirdly, the cost of the interactions f ij × d kl , 1 ≤ i, j, k, l ≤ n, i = j, k = l are sorted and the smallest αβ(n 2 − n) elements are reserved for the facility-location pair selection, where α and β are parameters of the GRASP. Note that the above list only need to be done once for the use in the rest GRASP iterations. Two facility-location pairs, say (j 1 , l 1 ), (j 2 , l 2 ), are randomly selected from the αβ(n 2 −n) candidate pairs. In stage two of the GRASP, the rest facilities are assigned to the rest locations sequentially.
Suppose that at an intermediate construction step, a set of r facility-location pairs = {(j 1 , l 1 ), (j 2 , l 2 ), · · · , (j r , l r )} has been assigned. The pairs in indicate a partial solution.
To select a new facility-location pair, the greedy function of assigning facility i to location k w.r.t. the already-made assignments is computed as follows [31] :
The RCL in the present step includes the α(n 2 − n − r) facility-location pairs with the smallest C ik values. The (r + 1)-th facility-location pair is then randomly selected from the RCL, say (j r+1 , l r+1 ). The already-made assignment set will be updated as = ∪ {(j r+1 , l r+1 )}. The above procedure will terminate until a full solution is constructed.
In the above construction procedure, the time complexity of the first stage is O(n 2 ). In stage two, at each step, the greedy function values of all the unassigned facility-location pairs need to be calculated and sorted. This would make the solution construction computationally time-consuming. However, it is doubtable whether the calculation is necessary or not. We here propose a new greedy function without requiring the intensive computing as follows. To generate a permutation π, we iteratively assign randomly selected unfilled-location with unassigned facility, until all locations are filled. The benefit of assigning a facility to a location is measured by a new greedy function described as follows. Suppose that at an intermediate construction step, the set of already-assigned facilities is A, and the set of already-filled locations is B. To select a facility for a randomly unassigned location k ∈ E \ B, we compute the greedy function of assigning a facility i / ∈ A to location k as follows:
If i ∈ A, then the cost ik is set to ∞. The same as general GRASP implementation, the facility to be assigned to location k can only come from the facilities with α(n − |B|) smallest values, i.e., the RCL for location k, RCL k is defined as
where k = min i/ ∈A ik and k = max i/ ∈A ik . In the above greedy solution construction procedure, only O(n) values need to be calculated in each construction step rather than O(n 2 ) as in the original one. Based on the new greedy function, a new GRASP can thus be proposed. We refer to the new GRASP as G new in this paper. GRASP also incorporates a local search algorithm which is used to improve the quality of the constructed solution to local optimum. A number of local search algorithms have been applied in literature, such as variable neighborhood search [20] , [61] , tabu search [18] , k-opt local search [31] , simulated annealing [61] , etc. In G new and all the proposed heuristics in this paper, the first-improvement 2-opt local search algorithm (called LS 2 ) is applied, its pseudo code is shown in Algorithm 2. It searches its neighborhood N 2 (s), and updates the current solution with the firstly-found better solution in the neighborhood. For the QAP, N 2 (s) is defined as the set of all solutions that can be obtained by swapping two elements in solution s.
The benefit of the new greedy function will be shown in Section VI by comparing G new and the old version GRASP Find a better solution t ∈ N 2 (s); 3: Let s := t; 4: end for 5: return s as a local optimum.
(called G old ) on a set of QAP instances within a given time limit.
Basic GRASP iterates the above solution construction process until satisfied solutions have been found. There are no cooperation among these constructed solutions. This could be a possible shortcoming to the effectiveness of GRASP. A number of GRASP variants have been proposed attempting to incorporate learning mechanisms in the solution construction. For examples, in reactive GRASP, the decision of the RCL is based on the found solutions [49] . Cost perturbation methods introduce noise into the greedy function, where the noise is based on the appearance of elements in the visited solutions [52] . Bias functions have been used to bias the selection of element from the RCL toward some particular candidates [3] . In the intelligent construction method, adaptive memory strategies and the proximate optimality principle (POP) were incorporated [14] . Many techniques, such as hashing [38] , filtering [11] , variable neighborhood search [20] , [52] , genetic algorithm [1] , tabu search [27] , and path-relinking [28] , and others, are also hybridized with GRASP. Among these GRASP variants, some of them (e.g., [3] , [49] ) made attempt to incorporate the search history to improve the search efficiency, but only in an implicit way.
III. Guided Mutation
To the best of our knowledge, there are two kinds of prior information for the QAPs adopted in literatures. In an ant systems to the QAP, called AS-QAP [37] , the desirability of facility-location assignments is computed according to the flow and distance matrices [37] . This prior (heuristic) information has been adopted in a substantially improved ACO, ANTS-QAP [36] . But most recent ACO variants [15] , [57] , [60] choose not to use this information, which implies that it is not as effective as we thought. On the other hand, the proximate optimality principle (POP) proposed by Grover [17] , has been implicitly applied in meta-heuristics for the QAP. The POP states that good solutions have similar structure. It is considered as the underlying assumption for most, if not all, heuristics. We have developed the so-called guided mutation operator to apply the principle in creating promising solutions. Evolutionary algorithms based on guided mutation have been successfully applied to the maximum clique problem (MCP) [62] and the QAP [63] . Its superiority over other mutation operators has been demonstrated in solving the MCP [62] . In this paper, we will only use the POP as a prior information.
Guided mutation generates a solution by the combination of posterior probability distribution and the location information of solutions found so far (the actual position of the solutions Algorithm 3 Guided Mutation For Constructing A Permutation.
1: Set U = I = E. Randomly pick up βn integers uniformly from U and let these integers constitute a set K ⊂ I. V := I \ K, i.e., the set of already-filled locations. 2: for each i ∈ K, σ i := π i and U := U \ {π i }. do 3: while U = do 4: Select randomly an s from V, then pick up a k ∈ U with probability p sk j∈U p ij .
5:
Set σ s := k, U := U\{k} and V := V \ {s}.
6:
end while 7: end for 8: return σ.
in the search space). For the QAP, guided mutation builds a permutation based on a probability matrix p and a found best solution π with parameter β. The probability matrix entry p ij indicates the probability of assigning an element i to location j. The construction of a permutation σ was shown in Algorithm 3 ( [62] ).
The success of the guided mutation to solve a certain COP depends on whether the COP holds the principle or not. In literature, there are no theoretical results on the verification of the assumption. We propose to use a fitness landscape analysis method to empirically investigate whether the POP holds to the QAP. In [40] , [41] , fitness landscape analysis, including autocorrelation analysis and the fitness distance analysis, has been conducted for several QAP instances for the classification of these problem instances. The autocorrelation analysis is applied to investigate the local properties of the fitness landscapes, while the global structures are investigated by employing a fitness distance correlation analysis. However, the fitness analysis in [41] cannot be employed to investigate the proximate optimality principle. A new fitness landscape analysis method was proposed recently [30] , [31] , but no comprehensive studies have been carried out. The fitness landscape analysis we employed in this paper is as follows.
To carry out the analysis, we first randomly generate a set of permutations, and apply the first-improvement 2-opt local search to result in 500 distinctive local optima = {π 1 , · · · , π 500 } with cost values H = {f 1 , · · · , f 500 } sorted in an ascending order. We perturb each local optimum π i , 1 ≤ i ≤ 500 to form a new permutation. In our experiments, we perturb π i by randomly exchanging 0.2n elements of π i . The newly-formed solution is then improved to a local optimum. We iterate the perturbation until 1000 distinct local optima The positive correlation indicates that the proximate optimality principle holds in these QAPs. Moreover, we can claim that statistically there is a reasonable higher chance to find an even better solutions around good solutions rather than around bad solutions. This implies that the guided mutation has the potential to generate promising solutions if we take the best solution found so far as the template solution.
Beside the guided mutation, the POP has also been applied in the iterated local search algorithm (ILS) [55] . ILS mutates a solution by randomly exchanging some items of the solution, rather than by sampling some items of the solution from a probability model as in the guided mutation. We will show the superiority of the guided mutation over ILS in Section VI.
IV. Offline Global Information
We used a variant of ant colony optimization (ACO), called Max-Min Ant System (MMAS) [56] , as an example to show the extraction of offline global information (please refer to [5] for an excellent review of ant systems for the QAP). A generic ACO heuristic comprises mainly three components: heuristic information assignment, pheromone trail update, and solution construction process. The heuristic information represents a priori problem-specific information, and the pheromone trail is the offline global information acquired by ants about the distribution of promising solutions in the evolution process. The pheromone trail will be updated along the evolution process. It is used in the solution construction process to simulate ant's foraging behavior.
In MMAS, the heuristic information is not used. Suppose at generation t, the best solution found so far is π with cost c π . The pheromone trail is denoted by G = (g ij ), where g ij indicates the probability of assigning facility i at location j. The pheromone trail g ij (t + 1) is updated as follows:
where
and 0 < ρ ≤ 1 is a coefficient representing the so-called pheromone evaporation phenomenon and ρ is called the evaporation coefficient. The pheromone evaporation is used to avoid the unlimited accumulation of the pheromone trails. Moreover, to avoid the premature convergence of the search, the range of possible pheromone trails on each solution component is limited, i.e. τ min ≤ g ij (t) ≤ τ max . At each generation, one has to make sure the pheromone trails fall into the range of limits, that is, if g ij (t) > τ max , set g ij (t) = τ max ; if g ij (t) < τ min , set g ij (t) = τ min . As suggested in [57] , τ max can be adaptively updated as
while τ min can be set as some constant factor lower than τ max . New offspring is sampled from the probability model G step by step: at construction step t, firstly a randomly location j is picked from those unassigned, the probability of facility i to be assigned at location j is given by
where S(j) is the set of facilities that can be placed at location j at the present construction step.
V. Unified Algorithmic Framework
In this section, we will present a unified algorithmic framework which can facilitate our study on the effectiveness of these information to solve the QAP. To begin with, we first present three approaches to combine the global and local information.
A. Information Combination
On one hand, the success of GRASP for combinatorial optimization is mainly because of the online local information collected through the use of greedy function (except the local search). To the best of our knowledge, online local information is ignored in almost all PMBEAs except in [54] where solution is constructed dynamically. On the other hand, the success of the PMBEAs is indebted to the use of offline global information. Both GRASP and PMBEAs have achieved great success in solving difficult COPs. However, GRASP lacks of learning mechanism, and PMBEAs do not use local information except for some rare cases where clustering was used in numerical optimization [35] . It is then worthwhile studying whether we can take the advantages of both information to produce effective algorithms or not.
Recalling the solution construction process in GRASP and MMAS, at a certain step, the filling of a location j depends on the online local information ij (Eq. 3) and offline global information g ij (6) respectively, for those unassigned facilities i ∈ S(j). However, the online local information and the offline global information are applied in different ways. When the online information is applied, we want to select a facility with relatively small ij value. On the contrary, the larger the g ij value, the higher the probability of selecting facility i. In order to combine the two kinds of information properly, at a certain construction step, we first change the probability value g ij to τ max − g ij for all i ∈ S(j) and normalize it
After the transformation, we see that the smaller value of q ij , the higher probability of selecting facility i. We also normalize ij , i ∈ S(j) values:
The normalization of ij , i ∈ S(j) is to make a balanced combination of online and global information since the normalized q ij and r ij are both in the range [0, 1], while the unnormalized g ij and ij will be in different ranges.
To combine online and global information, we propose the following three methods. Suppose that the values provided for the solution construction are represented by ψ ij , i ∈ S(j) at a construction step for assigning facility to location j, we summarize the three methods as follows.
(1) Crossover. That is, for each ψ ij , i ∈ S(j),
where rand() is a uniform random number in [0,1], δ is a parameter to balance the contribution of the online local information and offline global information. (2) Linear. For each ψ ij , i ∈ S(j), it is obtained by combining the two kinds of information in a linear way. That Randomly create a set of solution, set the best solution to be empty, global information to be null.
4:
Perform local search over initialized solutions.
5:
Construct new solutions combining available information. Perform local search over newly created solutions. 6: Update global information.
7:
if Improved strictly then 8: Update best solution.
9:
if Restart Criterion met then 11: Perform diversification.
12:
Goto line four. 13: end if 14: end if 15 : end while 16: return best solution.
where κ, γ are parameters. The control parameters, including δ,λ,κ and γ, in the three combination methods, are used to control the intensities of the online and offline information in calculating ψ. Note that in special case of the parameter settings, it can be degenerated to using only online or offline information (see Remark 2 of Section V-B).
B. The Algorithm
The pseudocode of the proposed meta-heuristics, called information combination based evolutionary algorithm (ICEA), is summarized in Algorithm 4.
In the pseudocode, the algorithm iterates until termination criterion has been met. For example, the algorithm could terminate if a maximal number of fitness evaluations or a time limit has been reached. The algorithm starts a new search if the restart criterion has been met. In our implementation, if in consecutive some iterations, there is no update on the best solution, we restart the search. The prior information is computed in line 1, the global information is updated in line 6 after local search over newly created solutions. Online information is computed during the solution construction procedure. Particularly for the QAP, the algorithm can be detailed as in Algorithm 5.
In ICEA, the population size is set to one as in MMAS [57] and fast any colony [60] . In step one of ICEA, the algorithmic parameters are set; the global best solution π * g is set to empty 
Let J be the set of facilities that has been assigned:
2 Calculate the online local information, i.e., ij , the greedy function value of placing facility i (i ∈ S(j) = E \ J) at location j according to (3). 3.2.3 Normalize ij , i ∈ S(j) as r ij (see (11) ), and g ij , i ∈ S(j) as q ij [see (10) ]. 3.2.4 Combine the local information and global information by using (12) or (13) or (14) to obtain ψ ij for i ∈ S(j). 3.2.5 Decide the restricted candidate list T , the set of potential facilities which can be assigned at location j; set θ = ψ j + α · (ψ j − ψ j ), where ψ j = min i ψ ij and ψ j = max i ψ ij , and T = {i : with infinite cost. In step two, the matrix G representing the global offline information is initialized where the probability of assigning a facility to a location is set equally for all the facility-location pairs. An initial solution is randomly generated and improved by local search to a local optimum π * . The probability matrix G is updated, and the current best solution is set to π * . In step three, first a set of locations is randomly selected. These locations are filled by facilities copied from the current best solution π * . The greedy function values will be calculated for these unassigned facilities. It will be combined with the probability model value G for producing new offspring. This step returns a new solution. The new solution is then improved by local search in step four. Then G and the current best solution π * are updated in step five. The algorithm iterates from steps three and five until the restart criterion has been met. The iterates from steps 2-5 are called a cycle. The algorithm restarts its search in step six if current search has been converged, and the global best solution π * g is updated by comparing with the current best solution π * . When the stop criterion has been met, the algorithm stops and returns the best solution found in all the cycles. The algorithm will terminate when the maximum number of fitness evaluations or a given time limit, have been reached.
Remark 2: In the described algorithmic framework, the backbone is GRASP. An element is selected randomly from RCL, which depends on the combined information. Alternatively, we can select an element proportionally to the combined information. That is, step 3.2.5 can be written as follows:
3.2.5 Select an element i for location j proportionally to
Note that g ij is applied rather than q ij as in the old step 3.2.5.
In the following, we do not experimentally study this variants, but leave it as an alternative for future study. Remark 3: According to different algorithmic parameter settings, ICEA has the following five variants. In case that δ = 1 (or λ = 1, or κ = 1, γ = 0), no global information is incorporated. The resultant algorithm is called "ILSOL" (Iterated Local Search with Online Local information). Note that the only difference of ILSOL and GRASP is that ILSOL uses guided mutation to create offspring. In case that δ = 0 (or λ = 0, or κ = 0, γ = 1), no local information is used. If we replace step 3.2.5 with the new step 3.2.5 in Remark 1, the resultant algorithm is similar to the MMAS, except that the guided mutation is applied. We call the resultant algorithm GANT (Guided mutation based ant system). Except ILSOL and GANT, three ICEA variants, called ICEA-CRO (the cross combination), ICEA-LIN (the linear combination) and ICEA-POW (the power-law combination), can be derived by setting different δ, λ, or κ and γ values. Moreover, if the guided mutation parameter β is set to zero, no prior information is combined. If we set δ = 1 (or λ = 1, or κ = 1, γ = 0), G new is recovered. If we set δ = 0 (or λ = 0, or κ = 0, γ = 1), MMAS is obtained. Table I shows the relationship among these variants and the information used.
Remark 3: The restart, or diversification, strategy is used to avoid the closed orbits and chaotic attractor phenomena as discussed in [58] . In some cases, the evolution trajectory endlessly repeat a sequence of states, which indicates that the algorithm is trapped in a closed orbit. Chaotic attractor indicates that the search trajectory is confined in a limited portion of the search space. To avoid the phenomena, a simple method is to restart the search procedure. In the proposed algorithms, if in executive 100 generations no better solution can be found, the algorithms will restart. The experimental comparison among the ICEA variants, and some other heuristics on some QAP instances will be given in the following section.
VI. Experimental Results
To study the proposed algorithms and compare them with some best-known algorithms, the proposed algorithms will be applied to solve a set of QAP instances with size up to 256 from QAPLIB [4] . As claimed in [59] , the type of a QAP instance has very significant influence to the performance of meta-heuristics. In this paper, the proposed algorithms have several parameters. The performances of these algorithms would depend on these parameters, and consequently the selection of these parameters may depend on the types of the QAP instances. We follow the QAP instances' classification in [59] to classify these instances as follows.
1) Unstructured, randomly generated instances. In these QAP instances, elements in the distance and flow matrices are randomly generated according to a uniform distribution. 2) Real-life instances. Instances of this class are from reallife applications of the QAP. 3) Grid-based distance matrix. Elements in the distance matrix are defined as the Manhattan distance between grid points. 4) Real-life like instances. Elements in the matrices of this class are generated from a distribution which is similar to the distribution found in real-life problem. In this section, instances from the above four classes were used to compare among different algorithms and the parameters were determined according to the classes. The comparison was divided into three stages. 1) Stage 1. G new was compared with G old , and a purely random start algorithm (called pRand). In pRand, solutions were independently and randomly generated, and were improved to local optima by LS 2 . The comparison was used to show the benefit of the proposed greedy function (Section VI-A). 2) Stage 2. ILSOL and GANT were compared with G new , MMAS with LS 2 , and a variant of the iterated local search (ILS) algorithm. Note that the only difference between ILSOL & G new , and GANT & MMAS, is that the prior information (guided mutation) is applied in the previous ones, but not in the later ones. Hence, the comparison can be used to show the benefit of the prior information to the performance of the heuristics (Section VI-B). The comparison with ILS was to answer whether or not the online and offline information does improve the search capability. 3) Stage 3. The ICEA variants, including ILSOL, GANT, ICEA-CRO, ICEA-LIN and ICEA-POW, were compared with each other in order to study the benefits of the global, local information, and their combination to effective search. They were also compared with some other known algorithms, including the robust tabu search (Ro-TS) [58] , FANT, the GRASP with path relinking [46] (GPATH), and the MMAS with tabu search (Section VI-C). The comparison was to investigate whether the information combination could result in effective metaheuristics. To fairly compare the considered algorithms, we have used the codes developed by the corresponding authors, and run them on our machines with the algorithmic parameters suggested in these papers.
A. The New Implementation of GRASP
The authors in [14] [55] claimed that GRASP outperforms pRand when both the algorithms terminate at a given number of solution evaluations. However, it is not clear which one perform better in terms of solution quality within a given time, since it is obvious that the time used for solution generation by pRand is shorter than GRASP. The comparison in this section is used to clear the open question. Moreover, we concern on the performance of G new , in which the new greedy function is adopted.
In Table II (1) the new GRASP is superior to all the others; (2) GRASP is only comparable with the pure random restart algorithm. It seems that the online information does not really contribute to the search. This observation seems contradict the claim in the beginning of this section that GRASP outperforms pRand. To explain this, we record the number of local search the algorithms carried out within the given time and plot the results in Fig. 2 . In the figure, the x-axis shows the QAP instances sorted in ascending order w.r.t. the number of local On the other hand, although the number of local optima that G new conducted is always smaller than those of pRand, the performance of G new is still better than that of pRand on average. Note that G new chooses the locations to be assigned randomly rather than being decided along with the construction step as in G old , we can then claim that the random order of locations does not necessarily deteriorate the search performance, and the online local information collected by the new greedy function can indeed benefit the search.
B. ILSOL and GANT
In the ICEA variants, ILSOL and GANT create new offspring by applying the guided mutation. The online local information and the offline global information are used, respectively. This section is to answer the following two questions. The first is whether the search can benefit from the guided mutation operator. The second is whether or not the incorporation of the guiding information as in ILSOL and GANT is better than random exchanging as used in ILS, as already proposed in section III.
To answer the questions, we compare the related algorithms, including ILSOL, G new , GANT, a variant of MMAS and a variant of ILS. In the ILS variant, the better acceptance criterion and the restart strategy are applied (please see [56] for details). That is, when a better solution is found during the search, the current best solution is updated and mutated for a new solution; when the algorithm cannot find a better solution in some executive generations, the algorithm will restart. The variant is called ILS b r following [56] . MMAS developed in [57] has two variants with different local search approaches, including the first-improvement 2-opt local search (MMAS LS ), and tabu search (MMAS TS ). In this section, MMAS LS was used. The reason that we used ILS The algorithmic parameters of these algorithms were set as follows.
1) The algorithmic parameters of ILSOL include the restricted candidate list parameter α and the guided mutation parameter β. They are set differently with respect to different QAP classes. For instances in the unstructured, randomly generated class, α = 0.1, β = 0.9 (i.e., 90% items of the current best solution are fixed). For most instances in the other three classes, α = 0.3, β = 0.9. For the QAP instances with smaller problem sizes including tai20a, tai20b, tai25b, chr25a, bur26a, β = 0.8. 2) For MMAS LS , τ max is set adaptively as in Eq. (8), τ min = 2τ max /n, the evaporation parameter ρ = 0.8. 3) For GANT, the guided mutation parameter β is set to be 0.9 for large-size QAP instances, and 0.8 for the QAP instances with size less than 26. The evaporation parameter ρ is 0.8. τ max and τ min are the same as in MMAS LS . 4) The parameter settings of ILS b r follow the settings in [56] . All the algorithms terminate when the given time limits as shown in Table II have been reached. Experimental results obtained by these algorithms are listed in Table III .
From the average values listed in the tables, we have the following observations. 1) ILSOL clearly outperforms G new in all the four classes. 2) GANT outperforms MMAS LS for the QAP instances in type I, and shows a slightly better performance for the QAP instances in other types. 3) Both ILSOL and GANT are superior to ILS b r for all the QAP instances. 4) The performance of ILSOL is slightly better than GANT for the QAP instances in type I and IV, is slightly worse in type III, and is the same as in type II. Since the only difference between ILSOL and G new (GANT and MMAS LS ) is that POP is applied in ILSOL and GANT, we can claim that the use of POP can indeed improve the search effectiveness according to observations 1 and 2. Moreover, since ILS b r uses random exchanging to mutate a solution, while ILSOL and GANT use collected information as guidance, we can claim that the incorporation of the guiding information indeed improve the performances of metaheuristics according to observation 3. Finally observation 4 indicates that the capabilities of the online and offline information are generally about the same. Specifically, it seems that the the local information (ILSOL) works better if the QAP instances have complex structures as in types I and IV.
C. ICEA: Study of Information Incorporation
It is shown in the last section that the incorporation of both online information and offline information does benefit the performance of the corresponding algorithms. In this section, we intended to study whether the combined information can be more useful for designing effective heuristics.
The proposed ICEA provides us a chance to study the effects of information incorporation. The ICEA variants, including ILSOL, GANT, ICEA-CRO, ICEA-LIN and ICEA-POW, use different probability information to produce new offspring. In this section, we compare them with each other, and with some known heuristics, including robust tabu search algorithm (Ro-TS) [58] , fast ant colony algorithm (FANT) [60] , GRASP with path-relinking algorithm (GPATH) [46] , Max-Min ant system with tabu search (MMAS TS ) [56] .
For the ICEA variants, different parameter settings were used. The parameter settings of ILSOL and GANT have been described in Section VI-B. For ICEA-POW, α = 0.6, ρ = 0.8; κ and γ = 1.0. For ICEA-CRO, the parameter settings are: α = 0.3, ρ = 0.8 and δ = 0.6. For ICEA-LIN, α = 0.5, ρ = 0.6 and λ = 0.5.
The comparison results are listed in Table IV . In the table, the given time limits are the same as in the above experiments. Figs. 3 and 4 show the evolution process of the algorithms taking four QAP instances from each class as examples. In the figures, the x-axis is the time steps, while the y-axis shows the objective function values. From the figures, it can be observed that the performances of the developed algorithms vary along with the different QAP classes. Detailed observations are as follows.
(1) On average, all the ICEA variants perform clearly better than Ro-TS for the QAP instances in types (II), (III), but worse for the QAP instances in type I in terms of solution quality within a given time limit. The linear combination variant ICEA-LIN performs better than Ro-TS for type IV instances. But the other variants, especially GANT, performs worse than Ro-TS in type IV. The performance of Ro-TS for the QAP instances from type I is the best among these algorithms except MMAS TS . (2) The ICEA variants clearly compare favorably against FANT and GPATH. Actually, on average, among the nine algorithms, GPATH performs the worst. FANT performs better than Ro-TS for the real-life instances (type II). (3) Among the nine algorithms, the tabu search variant of MMAS achieved the best performance. The performance of MMAS TS is significantly better than the ICEA variants for type I and III QAP instances, but similar to those of the ICEA variants for type IV instances. (4) Comparing the ICEA variants, we can see that for type I instances, ILSOL obtained the best average results, and the combined versions of ICEA are worse than ILSOL and GANT; for type III instances, ICEA-POW and ICEA-CRO perform better than ICEA-LIN and GANT but worse than ILSOL; for type IV instances, ICEA-POW and ICEA-LIN work better than the other three variants.
Observation (1) indicates that Ro-TS is superior to most of the ICEA variants in terms of solution quality within a given time limit for the QAP instances in type I. The observation is actually not surprising. As we already knew [42] , the QAP instances in type I are completely unstructured (high epistasis and high landscape ruggedness). Since the proposed algorithms are learning-based heuristics which are designed to exploit some kind of global / local structure through a learned distribution model of the promising solutions in the QAP search space, it can be expected that these algorithms would perform better on the structured problem instances like the QAP instances in type II, than in the QAP instances with complicated structures (type I). The observation that FANT performs better than Ro-TS for type II QAP instances [observation 2], and the better performance of the ICEA variants for the type II-IV QAP instance provide us more evidences to verify that learning-based meta-heuristics can indeed work well on well-structured (type II) and unstructured (but not completely unstructured, e.g., types III and IV) QAP instances.
Observation (2) indicates that the variants of ICEA are superior to FANT and GPATH in terms of solution quality on all the QAP instances. This again proves the effectiveness of the application of prior information (cf. Section VI-B). This also shows that the information combination has the potential to develop effective meta-heuristics.
Focusing on the comparison among the combined information variants of ICEA [observation (4) ], the better performance of ILSOL against GANT for the type I QAP instances indicates that the online local information is significantly useful in solving unstructured QAP instances. While the observation that combined information variants (ICEA-POW and ICEA-LIN) are superior to GANT and ILSOL in solving type III and IV instances indicates that the global information is useful in solving structured problem instances. This can be explained by noticing that the global properties of the structured QAP instances can be easily learned. For the unstructured instances, the learned global information can be misleading for the new offspring generation since the local optima obtained by LS 2 in the search space can be totally uncorrelated.
Observation (4) states that ILSOL is superior to GANT, and GANT is superior to the ICEA variant with combined information for type I QAP instances. This tells us that the combined information is not useful for completely unstructured QAP instances. It is probably because that the combined global information distracts the online information which can guide the search to a promising area. Moreover, we found that the crossover combination is not as effective as the linear and power-law combination for the QAP instances with complex structures (type I and type IV).
Comparing the results of MMAS LS listed in Table III  with those of the ICEA variants in Table IV , we can see that the ICEA variants obtained better results than MMAS LS for all the QAP instances [observation (3) ]. On the contrary, the MMAS with tabu search performs favorably over the ICEA variants. Hence, the performance difference between MMAS LS and MMAS TS must due to the use of the different local search algorithms. The use of tabu search can gain much better local solutions since it does not stop in local optima. Due to the better solutions, offspring sampled from the extracted posterior probability model could be more accurate since we have a better understanding of the fitness landscape of the QAP search space. Note that tabu search has been proven to be more effective on the QAP landscapes [42] . Moreover, even though the extracted probability model is not accurate, the application of tabu search on offspring solutions can still guarantee a fairly good local optima. That explains why MMAS TS can perform better than the others. In the future, it is worth studying the hybridization of tabu search in the proposed algorithmic framework.
D. Algorithmic Parameter Settings
As well known, to decide on an appropriate set of parameter values is always a difficult problem for meta-heuristics [33] . In our paper, we adjusted the parameters of the developed algorithms using a greedy method similar to the coordinate descent method [2] . The parameters are considered as discrete variables, that is, each parameter can only take from a set of predefined values. The average objective function value over ten runs for a set of parameters is considered as the objective function for parameter tuning. The search for appropriate parameter set is iterated as follows. At each iteration, the setting of a particular parameter is to choose the parameter value with the least objective function value. In the following iteration, this parameter is fixed. The iteration continues until all the parameters do not vary.
According to our experiences in adjusting the parameters of the ICEA variants, it seems that the guided mutation parameter β is the easiest to be set. The usual value for β is 0.9 for the QAP instances with size n ≥ 30. For small-size QAP instances, β can be set to 0.8. Note that the β value indicates the number of components to be statistically fixed during the search. This large value setting implies that the number of local minima in the QAP instances are extremely large even for the small-size QAP instances. The reason is that if there is less local minima, the large β value will cause the improvement of a perturbed solution to an already-visited local minima which will no doubt deteriorate the performance of the algorithm.
For ρ, the evaporation coefficient, it can be set between [0.6,0.8]. The large value indicates that we need to be careful about the forgetting of previous history and including of new knowledge. In many ant systems for the COPs, the ρ is set a similar value.
For α, the parameter that controls the restricted candidate list, its setting depends on what information combination method is used. If there is no global information as in ILSOL, the value is in the range of [0,0.3]. If the information combination method is used, its setting seems correlated to the other parameters, such as δ, or κ, γ, λ w.r.t. the information combination method. It is intuitive since the performance of the algorithm largely depends on the balance of the global and local information. It is these parameters that defines the compromise.
VII. Conclusion and Future Work
In this paper, the effects of different kinds of information to the performances of the heuristics were investigated. A unified framework, named ICEA, was proposed in which different kinds of information are incorporated to produce promising solutions. The incorporated information types are a priori information, online local information, and offline global information.
The developed ICEA was applied to the QAP as a case study. In the ICEA variants, the online local information collection method by GRASP (greedy randomized adaptive search procedure) was improved and adopted. The pheromone trail update method in MMAS was adopted as the offline global information collection method. The guided mutation, with the proximate optimality principle (the prior information) as the underlying assumption, was used to produce new offspring. In the ICEA variants, either only online local information (ILSOL), or offline global information (GANT), or the combination of online and offline information [ICEA-CRO, ICEA-LIN and ICEA-POW], was used. The prior information, i.e., the guided mutation, was used in all the ICEA variants.
In the experimental studies, firstly, we investigated the significance of the proposed new greedy function to the performance of the meta-heuristic. Secondly, the benefits of different types of information were compared. Finally, experiments were carried out to compare algorithms among the variants of ICEA and other known algorithms. From the experiment results, we have the following conclusions.
1) The new proposed greedy function is more effective than the old greedy function on collecting online local information.
2) The prior information (POP) has significant effect on generating promising offspring.
3) The online local information has more significant effect on designing efficient heuristics for completely unstructured QAP instances, while the offline global information extracted from the LS 2 local optima is more suitable for the QAP instances with relatively simple structure.
4) It is not wise to combine the global information with the online information in solving completely unstructured QAP instances in case a cheap local search algorithm like LS 2 is applied. However, the information combination can indeed result in effective meta-heuristics for structured QAP instances. 5) The linear and power-law information combination methods perform better than the crossover method on average. Since there are many other global information collection methods rather than MMAS, we will embed these methods into the ICEA framework for information combination in the future. Furthermore, the observation that MMAS with tabu search performs well implies that the global structure of completely unstructured QAP instances could be learned from the local optima obtained by expensive local search algorithm e.g., tabu search. Therefore, we will study the information combination by hybridizing other local search or even meta-heuristic methods, such as tabu search and guided local search [63] in ICEAs. Moreover, the effect of the information combination on the performance of probability model based evolutionary algorithms will be further investigated by applying the information combination method to other difficult COPs, such as traveling salesman problem, frequency assignment problem, routing problems [39] , etc.
To apply the information combination framework to a COP, we are expecting that the solution of the COP can be constructed gradually from partial solution. Moreover, we expect some sort of local information that can be extracted during the solution construction process, and global information as references from visited solutions. The global information may not be limited to the form of probabilistic model as presented in the paper. Other forms, such as crossover and mutation, can also be applied. With the local and global information, a proper method to combine them is required. From our study, we can say that the investigation of the information combination has the potential to achieve highly effective and efficient metaheuristics for COPs.
Finally, since a multi-start strategy is applied in the developed framework, the diversification scheme will have a critical effect on the algorithmic performance. In this paper, only a random diversification scheme is applied. In the future, we will work on developing a sophisticated diversification scheme, including a portfolio of complementary algorithms [48] . Moreover, the developed algorithm will be applied to some real application, such as the hybrid electric vehicle [22] , fuzzy controllers [50] , and others. 
