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ABSTRACT 
The Strategic Determinants of Working Capital 
(September 1979) 
Kenneth Pressley Nunn, Jr., B.A., Middlebury College 
M.S.B.A., University of Massachusetts, Ph.D., University of Massachusetts 
Directed by: Professor Ben Branch 
As corporations grow larger and more diversified, the effective 
management of working capital at the product-line level becomes increas¬ 
ingly important. Deciding what inventory and receivables levels are ap¬ 
propriate for a given environment is an ongoing challenge both for 
product-line managers and corporate planners. With approximately 38% of 
the assets of manufacturing corporations tied up in working capital, the 
importance of effective working capital management is obvious. Yet, 
product-line managers and corporate planners do not have any set of 
tested integrated relationships to guide their strategic working capital 
decisions. 
The major goal of this research has been to show the strategic re¬ 
lationships between working capital and its determinants, as well as the 
ongoing relationships between each component of working capital (i.e., 
accounts receivable, finished goods inventory, and raw material plus 
work-in-process inventory) and their respective determinants. Each re¬ 
sulting model was built using proprietary cross-sectional data from the 
Strategic Planning Institute's (SPI's) Profit Impact of Market Strategy 
(PIMS) data base. The PIMS data is product-line data, i.e., data at the 
appropriate level of aggregation. 
The determinants of working capital and of its components were 
chosen through the uti1ization of the following four steps: (1) a priori 
hypotheses; (2) correlation analysis; (3) an exploratory factor analytic 
approach; and (4) interactions and curvilinear relationships derived in 
testing preliminary models. The four final models containing the deter¬ 
minants compiled in steps 1 through 4 above were tested by applying the 
PI MS four-year-average data base in a cross-sectional regression context. 
The working capital and component models were tested and found to explain 
a substantial portion of the variation in their respective dependent 
variables and to provide strong support for the vast majority of rela¬ 
tionships hypothesized. In addition, the coefficients of each model were 
shown to be stable both across subsamples and across time periods. 
The study yields many insights that should prove useful in managing 
working capital. Several are listed below: 
1. The greater a business's level of media advertising, the lower its 
level of working capital. 
2. The higher a business's prices relative to the competition, the 
greater its investment in accounts receivable. 
3. The better a business's product image and company reputation relative 
to the competition, the lower its level of working capital. 
4. The more capital intensive a business, the greater its level of 
work!ng capital. 
A knowledge of such determinants of working capital and its components 
should prove helpful to product-line managers and corporate planners in 
deciding which policies to pursue, for example, in evaluating acquisi¬ 
tion candidates, making entry or exit decisions, forecasting long term 
needs, or judging the performance of existing management. 
vn i 
The final stage of the study involves examining the relationship 
between business's actual working capital and component levels (relative 
to their model's predicted values) and operating performance, as meas¬ 
ured by Return on Investment (ROI). Empirical testing supported the ex¬ 
istence of a strong inverse relationship between positive or negative 
deviations from the "normal" levels estimated by each model and ROI. 
These results indicate that the models have meaning from an operational 
point of view because failure to heed the signals given by the models 
generally leads to poor operating performance, i.e., to a lower ROI. 
In summary, the process of building and testing models for working 
capital and its components has led to insights which are supported em¬ 
pirically, and should be useful to both corporate planners and product 
line managers in their efforts to improve operating performance. 
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CHAPTER I 
INTRODUCTION 
Background 
During the 1970s the high rate of inflation and high cost of cor¬ 
porate funds have increased the importance of efficient asset management. 
An integral part of total assets is working capital, which is defined as 
the sum of the dollar value of three components: (1) accounts receiv¬ 
able, (2) finished goods inventory, and (3) raw material plus work-in- 
process inventory. According to recent Federal Trade Commission figures, 
U.S. manufacturing corporations have 38.4% of their total assets tied up 
in working capital (accounts receivable plus inventories) [35; p. 22]. 
Despite the magnitude of this investment, working capital management (in¬ 
terpreted here as the management of each component individually as well 
as the management of their sum) has taken a "back seat" up to now; thus, 
". . . while major theoretical advances have been made in recent years 
with respect to the longer-range financial decisions of the firm, re¬ 
search devoted to shorter-range or working capital decision-making would 
appear to be less productive" [32; p. 50]. 
A business's working capital can be viewed as having two parts: 
one which fluctuates in response to short-run influences; the other which 
tends to remain fairly stable or "permanent" in the asset structure. 
While limited contributions have been made in aggregate analysis, mar¬ 
ginal analysis, various programming techniques, and macro modeling, the 
focus of almost all research in the working capital area has been 
1 
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short-run dynamic or tactical in nature. In contrast, the approach taken 
in this study is a strategic orientation which focuses on relationships 
thought to influence the product line's ongoing or "permanent" working 
capital needs. Although a tactical approach is useful in determining 
such matters as the economic order quantities and the amount of credit to 
extend to a particular customer, it is of little value in helping upper- 
level management and corporate planners answer strategic questions such 
as: What is the "normal" level of working capital for a given level of 
business? Or: Under given market and industry conditions, what vari¬ 
ables determine this "normal" level? 
As corporations have grown larger and more diversified, answering 
such strategic questions has become an increasingly important part of the 
corporate planning process. While the discussion which follows focuses 
on "working capital," it is equally applicable to the components of work¬ 
ing capital: accounts receivable, finished goods inventory, and raw ma¬ 
terial plus work-in-process inventory; each of these components will be 
considered individually in the modeling process which is discussed in 
Chapter III. At this point, however, we shall consider some of the ways 
in which strategic questions arise. 
Forecasting working capital requirements. In a diversified company, the 
usual practice is for business plans to be prepared by each product div¬ 
ision or other operating unit. These plans are then reviewed by corpor¬ 
ate executives, often with the assistance of staff specialists. Among 
the key elements of each unit's plan are estimates of working capital 
requirements for future periods. Often these forecasts are simply 
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projections of local experience. But when market conditions are expected 
to change, or when a change in strategy is contemplated, how reliable is 
the past as a guide to the future? 
Allocating resources. A major purpose of reviewing divisional plans at 
the corporate level is to make effective allocations of capital, man¬ 
power, and other scarce resources among divisions. Often the working 
capital requests of the divisions add up to more than the corporate head¬ 
quarters is willing or able to provide. Since divisional managers can be 
expected to plead their own case, corporate management needs to be able 
to assess the relative needs of component businesses operating in diverse 
environments. 
Measurement of management performance. Closely related to the problem of 
forecasting working capital requirements is the need to evaluate the 
managerial performance implications of actual working capital levels. 
What is needed is some way of determining what level of working capital 
is reasonable or "normal" for different operating units functioning under 
given circumstances. Once determined, such a "normal" level could be 
compared with the actual level as one means of measuring the effective¬ 
ness of a manager's performance in the working capital area. 
Appraising new business proposals. Yet another common problem in strate¬ 
gic planning is that of estimating the working capital requirements of a 
prospective new business which is being considered either for internal 
development or acquisition. When the business is new to the company, ac¬ 
tual expedience, by definition, cannot be consulted. Even when entry is 
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proposed via acquisition, the current working capital needs of the exist¬ 
ing business may be of doubtful reliability as a guide to its future 
needs. 
These four types of strategic planning situations highlight the 
need for understanding the major determinants of working capital in or¬ 
der to facilitate accurate estimation of appropriate working capital 
levels for a chosen business, under given industry and market conditions. 
Until recently, however, the major analytical data bases available to as¬ 
sist research in this area were historical industry averages and, within 
a given company, the past operating records of its own individual busi¬ 
nesses. As a result of excessive aggregation, industry averages often 
obscure operating relationships relevant to a specific product line envi¬ 
ronment and ignore relationships involving product lines in other indus¬ 
tries. The past operating results of an individual product line or even 
all of a company's own product lines would generally provide a myopic base 
for strategic decisions because the operating results represent one or a 
relatively small and potentially biased number of very limited sets of 
experiences; thus would provide little generalizable guidance when the 
strategic position of the business changes. 
How can one explain variations in working capital from business to 
business in today's oligopolistic industries if dozens of factors are at 
work and only a handful of businesses compete in only one industry? One 
answer is to use a cross-sectional data base and to control for differ¬ 
ences in working capital across industries and within industries. 
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This study takes such an approach using the Profit Impact of Mar¬ 
ket Strategy ("PIMS") data base, a proprietary cross-sectional data base 
containing the experiences of a relatively large number of businesses for 
a relatively long time period. This approach is put into practice 
through the use of a Par Working Capital model in a cross-sectional mul¬ 
tiple regression context. Such a model is composed of determinants de¬ 
signed to explain why working capital varies from one business to the 
next, i.e., why some businesses have low working capital requirements and 
others very high ones. For example, a determinant such as relative prod¬ 
uct image helps explain why working capital requirements vary among 
competitors within an industry. Other determinants such as industry 
stability and industry exports help explain why working capital require¬ 
ments differ across industries. Still other determinants such as order 
backlog and wage rate growth reflect both differences among competitors 
within the same industry and differences across industries. 
In addition to providing estimates of the strategic working capital 
needs of individual business, the par modeling process leads to an im¬ 
proved understanding of relationships between working capital and its in¬ 
dividual determinants, thus serving as a first step in building a much 
needed theoretical base. 
Problem 
Will an exploration of the relationships between working capital 
and the determinants of working capital which utilize the PIMS data base 
lead to insights that make possible more efficient working capital 
managemer ? Will a study of the relationships between the individual 
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components of working capital and their respective determinants lead to 
insights which make possible more efficient management of the individual 
components? Once built, will use of the models make possible more effi¬ 
cient management of working capital and its components? Clearly these 
are important questions. In order to deal with them effectively, how¬ 
ever, it is important that certain key terms be carefully defined. In 
particular, the meaning must be explained of (1) the PIMS data base, 
(2) working capital and its components, and (3) determinants. 
The PIMS data base. The PIMS program of the Strategic Planning Institute 
is a multi-company activity designed to provide an improved and innova¬ 
tive factual base for the business planning efforts of its participants. 
Each member company contributes information about its experiences in 
several business areas, i.e., in the majority of cases PIMS members are 
not one-product companies; in fact a substantial percentage are multi¬ 
product members of Fortune's 500, with many of the remainder in Fortune's 
second 500. The unit of observation in the PIMS data base is the "busi¬ 
ness." Each "business" is a division, product line, or other profit cen¬ 
ter within its parent company; each sells a distinct set of products 
and/or services to an identifiable group of customers, operates in compe¬ 
tition with a well-defined set of competitors, and separates meaningfully 
its revenues, operating costs, investments, and strategic plans. Cur¬ 
rently the data base includes 1200-plus businesses represented for vary¬ 
ing number of years over the 1970-77 period. The information on each 
business is inputed by the participant company on a set of standardized 
forms designed to segment the required data items into simple elements 
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that can be readily assembled from financial or marketing records, or 
that can be estimated by someone familiar with the specific business. 
The five major data forms [22] are labeled as follows: 
Data Form 1 
Data Form 2 
Data Form 3 
Data Form 4 
Description of the Business: Products and Services, Cus 
tomers, Corporate Relationships 
Operating Results and Balance-Sheet Information 
Market and Competition 
SIC and Served-Market Data 
Data Form 5 Assumptions for Strategy Analysis 
A representative list [34] of the type of information inputed for each 
business is shown below. 
Characteristics of the business environment. 
- Long-run growth rate of the market 
- Short-run growth of the market 
- Availability and use of distributors 
- Export/import balance of the industry 
- Rate of inflation of selling price levels 
- Rate of inflation of cost elements 
- Number and size of intermediate customers 
- Number and size of end users 
- Purchase frequency and magnitude 
Competitive position of the business. 
- Share of the served market 
- Share relative to largest competitors 
- Product quality relative to competitors 
- Prices relative to competitors 
- Pay scales relative to competitors 
- Marketing efforts relative to competitors 
- Pattern of market segmentation 
- Rate of new product introductions 
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Structure of the production process 
- Capital intensity (degree of automation, etc.) 
- Degree of vertical integration 
- Capacity utilization 
- Productivity of capital equipment 
- Productivity of people 
- Inventory levels 
Discretionary budget allocations 
- R & D budgets 
- Advertising and- promotion budgets 
- Sales force expenditures 
Strategic moves 
- Patterns of change in the controllable elements above 
Operating results 
- Profitability results 
- Cash flow results 
- Growth results 
The data base is proprietary and its use is restricted to PIMS mem¬ 
ber companies, PIMS staff member researchers and those authorized by PIMS 
to do research on the data base. As the representative list above indi¬ 
cates, the data base is broad in scope, going far beyond the aggregated 
balance sheet and income statement type data found in corporate annual 
reports. The most disaggregated corporate data available to the public 
is found in the SEC's 10-K reports which are filed annually by the na¬ 
tion's public corporations. The 10-K reports require "line of business" 
information. This includes information on each line of business for each 
of the past five fiscal years: the approximate amount of percentage of 
(1) total sales and revenues; and (2) income or loss before income taxes 
and extraordinary items; and if the line of business for either of the 
last two fiscal years constituted a major factor in the company's busi¬ 
ness opertions [14]. 
The FTC [8] found that corporations were not reporting and do not 
report lines of business which correspond with product markets, but ra¬ 
ther use very broad lines of business (sometimes as broad as "Consumer 
Products") which minimized the usefulness of the 10-K data for product¬ 
line research. Additionally, since each firm defines its lines of busi¬ 
ness, there is no consistent basis for working out comparisons between 
firms, making it virtually impossible to use the data to compare lines of 
business across reporting firms. Furthermore, while the nature of the 
changes in definition of "line of business" must be generally described 
in the 10-K, a firm is free, each reporting year, to reclassify various 
products from one line of business to another, thereby rendering incom¬ 
parable its own product-line performance data. 
Both because of the lack of comparability within and between firms 
and because of the lack of other relevant data--such as advertising ex¬ 
penditures, research and development expenditures and the like--the FTC 
in the early 1970s determined to compile its own "line of business" re¬ 
porting program. The 1ine-of-business program which the Federal Trade 
Commission is now in the process of instituting represents a substantial 
improvement in terms of data quality over the so-called line of business 
program at the SEC. In addition to the sales and revenue and income or 
loss data by "product-line," the FTC Form L-B calls for disclosure of 
such additional items as material costs, labor costs, gross margins, me¬ 
dia advertising expenditures, other selling expenses, general administra¬ 
tive expenses, total assets, and various asset and capitalization data. 
All of this information is being collected by FTC-defined product cate¬ 
gories which will be generally comparable from firm to firm. The FTC 
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effort to collect data from a number of firms has been hampered by liti¬ 
gation initiated by some of the firms from whom data was requested. The 
FTC data, while extensive, is not currently available for research by 
nonaffiliated academics [8]. 
Since the 10-K data base has the major weaknesses mentioned above, 
the only data base that is at all comparable to that of PIMS is the FTC 
data. The FTC's data base is, however, restricted to financial data 
while the PIMS data base also includes information on the business envi¬ 
ronment, competitive position, structure of the production process, and 
strategic moves for each product line. Thus the PIMS data base is a much 
richer source of information at the product line level than the FTC data 
base. 
Working capital and its components. Working capital as used in this 
study is defined as the dollar value of net accounts receivable plus in¬ 
ventories, net of reserve for losses. The current liabi1ities--accounts 
payable, accrued wages payable, and accrued taxes payable--were not in¬ 
cluded in this study because as they exist presently in the PIMS data 
base, they are not suitable for research purposes. 
For the majority of businesses in the PIMS data base, balance sheet 
components, such as cash, marketable securities, and short-term debt, are 
managed at the aggregated corporate level and not at the disaggregated 
business level. Thus the definition of working capital used in this 
study does not include the components for which corporate level manage¬ 
ment is responsible but concentrates instead on the working capital com¬ 
ponents that are under the direct control of business level management. 
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The focus of this study is, therefore, on working capital management as 
it relates to the business level decisions of multi-business corpora¬ 
tions . 
Determinants. Accepting the importance of managing working capital and 
its components effectively, what determines the appropriate dollar levels 
in the associated balance sheet accounts for a given business? Fitting 
models whose variables explain a substantial portion of the variation in 
working capital and its components is one of the major goals of this 
study. Such a model should provide much needed strategic guidelines for 
business level management. 
Relevance of the Working Capital models to operating performance. Since 
this is a study of the strategic management of working capital, it is im¬ 
portant that once the models are developed that they be further explored 
so as to ascertain whether or not they can help managers improve the 
operating performance of their businesses. Accordingly, the relationship 
between each model built and operating performance—as measured by return 
on investment (ROI)--will be tested using two different ROI models. 
CHAPTER II 
LITERATURE REVIEW 
The major approaches to the study of working capital management can 
be divided into nine somewhat distinct groups [32]. The first three--ag- 
gregate guidelines, constraint set, and cost balancing--are partial equi¬ 
librium models; the next two approaches--probability models and portfolio 
theory--stress future uncertainty and historical interdependencies; while 
the last four approaches—mathematical programming, multiple goals, fi¬ 
nancial simulation, and econometric modeling--have a broader, more inte¬ 
grated focus. 
In explaining some of the major approaches, use of symbolic nota¬ 
tion will refer to the asset, liability, and equity components of the 
balance sheet. The following format and notation will be used to repre¬ 
sent the balance sheet of a typical firm of business: 
Assets Liabilities and equity 
Current assets, a. Current liabilities, £. 
J J 
Fixed assets, A. Long term liabilities, L. 
J J 
Equities, E. 
J 
The balance sheet equation shows total assets, £a. + £A., equaling total 
J J 
financial sources, JJa. + £L. + £E.. In general, "working capital" refers 
J J J 
to the firm's current assets £a., whereas "net working capital" is given 
J 
by Ja. - The subscript j on each balance sheet category is used to 
J J 
indicate that there may be several specific accounts within each cate¬ 
gory, while the summation signs refer to totals within categories. 
12 
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Aggregate Guidelines 
The aggregate guidelines approach involves the use of general prop¬ 
ositions or principles to guide management in formulating working capital 
policies. One variant [32; p. 51] of this approach centers on the use of 
short-temi borrowing and lending to balance the available sources with 
contemplated needs: 
b = (laj* + IAj - ly) - (lEj + XLj) (1) 
where £a.* here excludes short-term marketable securities, and ex- 
J j 
eludes short-term bank borrowing. If net asset requirements (represented 
by the first bracketed term) exceed long term sources of financing (rep¬ 
resented by the second bracketed term), then short-term bank borrowing is 
needed. If net asset requirements are less than long-term sources of 
financing, then excess funds should be invested in short-term market¬ 
able securities. An assumption of this approach is that a business firm 
would never hold short-term marketable securities while also incurring 
short-term debt. Applying this aggregate guideline approach in a mar¬ 
ginal context, we see that current asset holdings should be expanded to 
the point where marginal returns on increases in those assets would just 
equal the cost of capital required to finance such increases and that 
current liabilities should be used in place of long-term debt whenever 
their use would lower the average cost of capital to the firm. 
Walker [38; pp. 21-35] suggests several general propositions or 
guidelines as a first step in developing a theory of working capital: 
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Proposition one: 
Proposition two: 
Proposition three 
If the amount of working capital is varied relative 
to fixed capital, the amount of risk that a firm as¬ 
sumes is also varied and the opportunity for gain or 
loss is increased. 
The type of capital used to finance working capital 
directly affects the amount of risk that a firm as¬ 
sumes as well as the opportunity for gain or loss. 
The greater the disparity between the maturities of a 
firm's debt instruments and its flow of internally 
generated funds, the greater the risk, and vice 
versa. 
In summary. Walker [38; pp. 34-35] draws attention to risk as the funda¬ 
mental basis for a theory of working capital: 
. . .in most cases, the opportunity for gain or loss varies directly 
with the amount of risk that management assumes. The theory briefly 
stated is that the policies governing the amount and type of working 
capital are determined by the amount of risk that management is pre¬ 
pared to assume. To illustrate, by increasing the amount of working 
capital required and thus increase the efficiency of capital [assum¬ 
ing that working capital has a higher turnover vis a vis sales than 
does fixed capital], resulting in an increase in total profits. Fur¬ 
ther, by employing more risk capital, management can increase the 
rate that is earned on equity capital; and finally management can 
employ more debt capital provided it can accurately determine the 
firm's ability to repay its obligations and schedule its maturity 
dates accordingly. 
The strength of the aggregate guidelines approaches lies in their 
recognition of the joint characteristics of the working capital accounts, 
a recognition that makes aggregate analysis meaningful. Due to their 
generality, however, the aggregate guidelines approaches offer little 
help to financial managers in making and implementing specific working 
capital decisions. The generality of this approach is largely due to the 
assumption that if the optimal level of working capital itself is deter¬ 
mined, the individual working capital accounts are necessarily optimized 
also. An alternative assumption is that the optimal level of each work¬ 
ing capital account can be determined and then the individually optimized 
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sub-accounts can be assumed to determine the optimal level of working 
capital. Although this alternative assumption permits analysis of work¬ 
ing capital decisions at a more relevant level of aggregation (i.e., the 
sub-account or component level), it requires, nevertheless, that the in¬ 
dividual components of working capital be independent. This is an im¬ 
portant qualification to bear in mind since a decision to expand inven¬ 
tories is not necessarily independent of the decisions necessary to man¬ 
age receivables or cash. Nor is cash management always independent of 
receivables management. All contribute, in varying degrees, to the 
liquidity of the firm, and since liquidity affects earnings, they contri¬ 
bute to earnings as well. Thus the optimization of individual working 
capital accounts permits analysis at a more relevant level of aggrega¬ 
tion, but ignores the interrelationships between working capital accounts. 
Constraint Set 
In this approach, working capital is viewed as a constraint set for 
the larger problem of minimizing cost or maximizing the value of the 
firm. Depending on the particular model being specified, the constraint 
set may take the general form of f[£a.] or f[£a-££•]. 
J J J 
Vernon Smith [33] proposes to minimize total production cost sub¬ 
ject to money capital requirements, which includes both fixed assets and 
working capital. Working capital is defined as 
- I*, ■ «$ - piVi> 
where S is firm sales, is the number of units of resource i used in 
(2) 
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production, is the unit price of that resource, and a and EL are ap¬ 
propriate constants. 
Vickers [37] also applies a net working capital constraint in his 
synthesis of production, investment, and finance: 
laj - = q(Q) (3) 
where Q represents firm output. This constraint becomes part of the to¬ 
tal money capital constraint, which is employed in the function maximiz¬ 
ing the equity value of the firm. 
These two excellent theoreticians acknowledge the importance of 
working capital in financial decision making. The usefulness of their 
approaches is, however, limited in that net working capital is treated as 
a single entity rather than as a series of interrelated accounts on both 
sides of the balance sheet. 
Cost Balancing 
The cost balancing approach can be represented as a minimization 
problem of the following type: 
Minimize [c-j (a ^ ) + c2(aj) + ... + cn(aj)] (4) 
aj 
where the decision variable is a particular current asset, a^., and where 
c.(a.) are distinct types of costs associated with the dollar level of 
J 
that current asset. Typically, several cost components move in opposite 
directions as the level of a. is varied. A representative listing of the 
J 
three major types of costs associated with inventory investment is shown 
below: 
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Carrying costs 
1. Cost of capital tied up 
2. Storage costs 
3. Insurance 
4. Property taxes 
5. Depreciation and obsolescence 
Costs of running short 
1. Loss of sales 
2. Loss of customer goodwill 
3. Disruption of production schedules 
Shipping, receiving, and ordering costs 
1. Cost of placing order, including production setup costs 
2. Shipping and handling 
3. Quantity discounts lost 
The major types of costs shown above are used as inputs to a cost balanc¬ 
ing model. In the case of inventory in the "economic order quantity" 
model, for example, C-,(a.) represents the shipping, receiving, and order- 
1 J 
ing costs associated with accumulating inventory, 02^) comprises inven¬ 
tory carrying costs, and (aj) denotes the costs of running short. The 
cost function shown in equation (4) is minimized and the economic order 
quantity or cost balancing order quantity is determined. 
For accounts receivable, C-,(a.) might represent foregone profits as 
* vJ 
credit policy is relaxed and sales and receivables increase, while C2(aj) 
could represent bad debt expenses and the opportunity costs of higher in¬ 
vestments in receivables. In determining an appropriate cash balance, 
C-,(a.) would include order costs and brokerage fees for security invest- 
J 
ments, while C^ta^) would reflect the opportunity costs of higher invest¬ 
ment in cash balances. 
The major limitation of cost balancing approaches is that they usu¬ 
ally deal with only a single current asset, and do not consider interre¬ 
lationships with other current assets and with current liabilities. 
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Probability Models 
The three approaches for analyzing working capital presented above 
are deterministic. Probabilistic models generally deal with the same 
variables found above, except that certain of them are explicitly consid¬ 
ered to be subject to random influences. For example, Beranek [4] ex¬ 
tends some of his deterministic models for analyzing credit policy to in¬ 
clude random rates of sales and random collection patterns. The inclu¬ 
sion of risk in working capital models necessitates a different type of 
objective function; for example, expected cost is expressed as 
Ip.C.(a • ,£ •) where P. represents probability,while expected profit is ex- 
J J 
pressed as 4P.il. (a. ,£.) where n. represents profitability. In each case, 
i * < J J 1 
an expected value operation summarizes the uncertainty inherent in the 
cost and/or profit relationships. The forecaster could, for example, es¬ 
timate the probability that sales will be high, average, or low. These 
subjective probabilities could be used to plot a rough distribution of 
possible sales levels, perhaps in the form of a bar chart. This distri¬ 
bution would provide the decision maker with significantly more informa¬ 
tion than would a point estimate. Thus through an explicit recognition 
of risk, more intelligent working capital decisions are possible. 
Portfolio Theory 
The main application of portfolio theory in finance has been to 
delineate risk-return relationships for portfolios of securities and for 
individual securities within portfolios. The vehicle for this delinea¬ 
tion has been the Capital Asset Pricing Model (C.A.P.M.). 
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Cohn and Pringle [7] suggest that if the assumption of perfect 
financial markets was dropped and if market imperfections were introduced 
explicitly into the analysis of working capital, the C.A.P.M. would then 
be the appropriate vehicle for calculating the required rate of return on 
individual working capital accounts. The advantage of the C.A.P.M. ap¬ 
proach is that it allows consideration of projects with greatly different 
levels of risks. Required rates of return are determined separately for 
each project, based on its systematic risk. This approach is particu¬ 
larly worthwhile in analyzing projects comprised heavily of receivables 
and/or inventories because these working capital components are generally 
less risky than fixed assets and would therefore require a significantly 
lower return than a project of average risk for a given firm. 
The C.A.P.M. can be applied in analyzing individual working capital 
accounts except where there appear to be major violations of the perfect 
capital market assumptions. Thus if there are important imperfections, 
such as bankruptcy costs, rational investors would become concerned with 
both the systematic risk recognized by the C.A.P.M. and the unsystematic 
risk which is generally thought of as diversifiable. In general fewer 
imperfections would be expected in connection with a receivable's invest¬ 
ment than with an inventory and/or fixed asset investment, and in certain 
cases fewer imperfections would be involved with an inventory investment 
than with a fixed-asset investment. Receivables are a financial asset 
rather than a real asset and, in general, fewer imperfections are evident 
in financial markets than in product markets. In contrast to receiv¬ 
ables, inventories represent a real asset, just as fixed assets are real 
assets. Inventories are portable, however, and have other 
characteristics that give rise to fewer imperfections. Thus fewer viola¬ 
tions of perfect market assumptions are expected as one moves from less 
liquid to more liquid assets. The question is how should the imperfec¬ 
tions that do exist be integrated into the C.A.P.M.? One possible solu¬ 
tion is the employment of dual hurdle rates, i.e., one C.A.P.M. derived 
rate and one total risk derived rate, whereby a judgmental process de¬ 
cides which is more relevant for the specific current asset being ana¬ 
lyzed. To date rare use is made of the C.A.P.M. for working capital de¬ 
cisions because the imperfections mentioned above have not been inte¬ 
grated into the theoretical model and because the general applicability 
of the C.A.P.M. is still questioned by many academicians and practi¬ 
tioners . 
Mathematical Programming 
Mathematical programming can concentrate on working capital di¬ 
rectly and in a manner which deals simultaneously with a number of inter¬ 
relationships. Several authors have discussed and illustrated program¬ 
ming approaches. Beranek [4] presents a series of models dealing with 
accounts receivable and cash balances. Robichek, Teichroew, and Jones 
[25] were the first to construct a linear programming model for the 
short-term financing of the firm under certainty. Their model is shown 
below: 
Minimize [£c. (*,.)] 
A. k K 3 
J 
Subject to f-. (£ -) <_ £.*. 
• J * 
(5) 
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In this model the decision variables consist of different types of bor¬ 
rowing, namely £.; the objective function includes a number of relevant 
J 
costs, represented by CkUk); and constraints, f(£j.)> place limits, £.*, 
on certain types of indebtedness. Mao [19] presents a partial reformula¬ 
tion of the above model in terms of stock variables, and Pogue and Bus- 
sard [23] reformulate the Robichek, Teichroew, and Jones model to allow 
explicit consideration of the uncertainty associated with forecasted 
cash requirements. An important feature of each of these linear program¬ 
ming models is that it requires explicit consideration of interrelation¬ 
ships between working capital accounts. 
Multiple Goals 
Another method for analyzing working capital involves the use of 
multiple goals in the objective function. Even though the usual program¬ 
ming approach includes a single goal, i.e., cost or profit, it is also 
possible to formulate the decision making problem as 
Maximize u[b(a.,£.)» n(a-,£.-)], (6) 
b,n J J 33 
where the preference function, u, summaries management's feelings about 
the relative importance of liquidity, b(a.,£.)» and profitability, 
J vJ 
n(a.,£.) goals. The locus of feasible combinations of b and n will de- 
J J 
pend on the nature of the firm, its investment opportunities, and its 
possible sources of financing. If the shape of u is specified, it may be 
possible to deduce the shape of indifference contours and the nature of 
specific solutions in profitability-liquidity space. 
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Krouse [16] suggests a multiple goal approach involving hierarchi¬ 
cal optimization of a set of goals ranked in order of their relative im¬ 
portance to the firm. After the optimal level of the first goal is de¬ 
termined, a satisficing level for that goal is specified by management, 
and this level becomes a constraint for optimizing the second goal. The 
procedure is repeated with management able to see the trade-offs between 
various goals at each step. A second approach [20], on the other hand, 
views all the goals as "commensurable," which means that the goals are 
optimized simultaneously. Although such multiple goal approaches to 
working capital analysis may be difficult to implement in an operational 
sense, they probably come closer than many other alternatives to captur¬ 
ing the decision-making process actually employed by financial managers. 
Financial Simulation 
Financial simulation allows the analyst to incorporate both the un¬ 
certainty of the future and the many interrelationships between current 
assets, current liabilities, and other balance sheet accounts; and it 
also allows consideration of multiple goals, although the goals are nei¬ 
ther specified in the objective function nor incorporated in an optimiz¬ 
ing algorithm. The following example describes simulation applied to a 
single current asset or liability. Based on one thousand iterations of 
the financing requirements associated with normally distributed sales, a 
simulated frequency distribution of total interest cost, is 
generated for each of three financing strategies, i.e., for each of three 
different levels of current assets or current liabilities. Summary 
23 
measures from the simulated distributions of interest cost, such as mean 
or standard deviation, are then used to choose the desired strategy. 
Proposing a simulation approach, Lerner [17] explains how cash bud¬ 
geting can be extended to reflect the uncertainty inherent in future 
sales, the uncertainty in collecting accounts receivable, and the firm's 
flexibility in paying its accounts payable. By calculating both the mean 
and standard deviation of the distribution of forecasted cash balances, 
the decision-maker can simulate probable future outcomes. Similarly, Van 
Horne [36] proposes a probabilistic forecast of the cash flows of the 
firm as a way of making risk-return tradeoffs. He also suggests that 
different assumptions about sales, receivables, payables, and other re¬ 
lated variables could be evaluated in terms of their effect on forecasted 
cash flows. 
Warren and Shelton [39] present a model in which both current as¬ 
sets and current liabilities are directly related to firm sales. That 
is, £a.= f-,(S) and £&.= f?(X) represent two out of a total of twenty simul- 
taneous equations that are used to forecast future balance sheets of the 
/V * 
firm, including Ja. and Although these forecasts are in aggregate, 
it would be possible to place separate emphasis on the working capital 
accounts within a larger simulation system. Thus by simulating future 
financial statements over a range of different assumptions, it would be 
possible to reflect uncertainty in forecasting future patterns of working 
capital. Obviously, the precision of the forecasts would depend on the 
accuracy of the specified relations underlying the simulation system. 
Econometric Modeling 
Recently econometric models have been introduced in the analysis 
of individual working capital accounts at the macro level. Yardeni 
[40] presents a portfolio-balance model of corporate working capital in¬ 
volving highly aggregated quarterly data. The model's weakness is in 
its predicting actual asset stocks in an out-of-sample simulation. The 
model's strength, on the other hand, lies in its explicit recognition 
that a decision to hold funds in a particular form is simultaneously a 
decision not to hold these funds in an alternative form. This portfolio- 
balance approach also advanced by Brainard and Tobin [5] and Smith and 
Brainard [31] acknowledges the essential interdependencies between work¬ 
ing capital accounts through incorporation of adding up constraints. 
The major problem with the portfolio-balance approach as acknow¬ 
ledged by Smith and Brainard [31] is that: 
... it widens the already large gap between the number of parame¬ 
ters appearing in financial models and the number that can be reli¬ 
ably estimated from aggregate time series data. Indeed, it is un¬ 
doubtedly the inadequacy of time series data which had led to the 
simplifications we find objectionable, and to the tireless search 
for the right combination of explanatory variables that will 
yield correctly signed and statistical significant coefficients. 
It has seemed to us that an attractive alternative to the simplifi¬ 
cation of structure and deletion of variables is the use of 'a 
priori* information. In principle, this information couldcome from 
a variety of sources: theoretical calculation, cross-section 
studies, previous time series studies on different data, or even 
practical experience [31; p. 1299]. 
Thus a direct relationship exists between accurate, fully specified macro 
models and accurate information on the cross-sectional micro level. As a 
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result, precise estimation of priors could be aided greatly by accurate 
cross-sectional micro information. 
Such information is sought in a study by Nadiri [21] of the de¬ 
terminants of trade credit in the U.S. total manufacturing sector. In 
his model, trade credit is considered as a selling expense like advertis¬ 
ing outlays, and the opportunity or user cost of accounts receivable and 
accounts payable is specified. While Nadiri's study is macro in nature, 
his conclusion that user costs can be divided into three major elements-- 
(1) the carrying cost, (2) the depreciation cost, and (3) the lender's 
credit standard or the borrower's debt-repayment capacity--is potentially 
useful in the study of trade credit at the micro or product line level. 
With a more specific focus in mind, a study by Herbst [12] attempts 
to find the determinants of trade credit in the U.S. Lumber and Wood 
Products Industry. In a two-step approach, he first examines simple, 
"passive" models for accounts receivable and accounts payable that con¬ 
tain a "generating" variable, a trend variable, and dummy variables which 
reflect seasonal influences. These initial efforts are directed at de¬ 
termining how well trade credit can be explained by the simple models 
A/R=0 (sales, trend, season) and A/P=xf (purchases, trend, season). The 
second step investigates models augmented by incorporation of macroeco¬ 
nomic variables, i.e., monetary variables and industry variables that 
seem "a priori" to influence trade credit for the industry. Herbst 
reaches the following tentative conclusions: 
With receivables, it appears that the level is determined more or 
less automatically by sales, linear trend, and season of the year. 
In the case of payables, it seems that trend and season are unim¬ 
port.. nt and that the level of payables is determined instead by not 
only the level of purchases, but by capital requirements. Further, 
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the current obligation on bank term-loans plays an important role in 
determining the response of payables to the need for working capital 
[12; p. 392]. 
Herbst also finds that the direct influence of money supply and interest 
rates on accounts payable is not significant. The use of aggregate data 
for one industry is meant to shed light on relationships clouded by more 
aggregated data, but the extent to which counterbalancing effects between 
firms within the industry affect the results is not known and brings into 
question the applicable transfer of the results to individual firms with¬ 
in the industry. 
In a continuation of the same study, Herbst [13] tests the relative 
endogeneity of trade credit, i.e., he attempts to find out if trade cred¬ 
it is determined by industry factors, macroeconomic factors or a combina¬ 
tion of both. He regresses trade credit variables on industry and macro- 
economic factors (found through factor analysis). He concludes that for 
the U.S. lumber and wood products industry, trade credit appears to be 
more closely related to industry than to national macroeconomic influ¬ 
ences. These results are an important first step in determining the ap¬ 
propriate area of focus for future studies of trade credit. 
In his study, Schwartz [30] develops a model in which trade credit, 
extended for longer than one month, is made an explicit part of selling 
price by discounting the selling price back to the present from the end 
of the credit period. It is believed that firms extending credit are 
selling a monetary resource and the model is viewed, therefore, as a ve¬ 
hicle for analyzing the effects of monetary policy on trade credit and 
vice versa. The model's explicit recognition of trade credit as part of 
selling price has yet to be treated empirically, but, if found true, the 
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accepted recognition would seem to have direct relevance to working capi¬ 
tal management on the product-line level. 
In their study, Schiff and Leiber [26] describe various inadequa¬ 
cies of many decision models for both accounts receivable and inventory 
management: 
. . . Almost all of these models suffer from the following defects: 
they ignore the interrelationship between demand and both inventory 
policy and accounts receivable policy. In addition, they ignore the 
dynamic aspects of an accounts receivable policy as well as the in¬ 
terrelationship between inventory and accounts receivable policies. 
Inventory models are generally developed independently of receivable 
models and do not reflect the cost trade-offs and interaction between 
the two services [26; p. 133]. 
Based upon their model which recognizes the interrelationships between 
accounts receivable and inventory, Schiff and Lieber conclude that over 
time the fluctuations of the demand curve will cause changes in both in¬ 
ventory policy and credit terms. These changes are seen as smoothing the 
fluctuations in demand. The practical implication of this conclusion is 
that changes in credit terms should be considered when demand changes 
over time, i.e., seasonal changes in demand. These generalizations have 
yet to be tested empirically and are thus only a possible first step to¬ 
ward the integration of accounts receivable and inventory policies. 
For his research purposes Beedles [2] works with a three equation 
simultaneous model to test the hypothesis that firms have multiple objec¬ 
tives, i.e., objectives in addition to stock price maximization. In mak¬ 
ing a comparison between the results of ordinary least squares versus 
two-stage least squares, he finds support for his hypothesis. In his ex¬ 
position, Beedles notes the lack of attention that the modeling of cor¬ 
porations' structural equations has received relative to macro-modeling: 
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Since multiple equation structural models have rarely been used in 
empirical corporate finance research before, little agreement exists 
as to which variables are endogenous and which are exogenous. Fur¬ 
ther decisions concerning inclusion or exclusion of certain variables 
in a particular equation are not clear-cut [2; p. 1230]. 
Focusing on the lack of specification in the working capital area, 
Beedles points out that 
. . . [as] a practical matter, managers do not control a firm's in¬ 
vestment in working capital as such. Rather, they determine, for ex¬ 
ample, receivables collection policies, which in turn influence the 
level of working capital. Thus, a more thorough specification [of 
the total model] would include a working capital equation [2; 
p. 1223]. 
In structural modeling, then,accurate specification of working capital 
relationships would help clarify the endogenous-exogenous and inclusion- 
exclusion problems referred to above. 
Summary and Conclusion 
The following table lists the major weakness of each approach to 
working capital management reviewed above: 
Approach 
(1) Aggregate guidelines 
Major Weakness 
Too general for practical application to 
working capital management 
(2) Constraint set Working capital is treated as a single en¬ 
tity rather than as a series of interrelated 
accounts 
(3) Cost balancing Usually focuses on one current asset, with¬ 
out considering interrelationships with 
other current asset and current liability 
accounts 
(5) Portfolio theory 
(4) Probability models Are applied to the above three approaches 
and therefore share their respective weak¬ 
nesses 
Is difficult to implement due to working 
capital related imperfections which violate 
some C.A.P.M. assumptions 
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Approach 
(6) Mathematical programming 
(7) Multiple goals 
(8) Financial simulation 
(9) Econometric modeling 
Major Weakness 
Lacks realism due to focus on one goal in 
the objective function 
Appropriate specification of relation¬ 
ships involving working capital is diffi¬ 
cult due to the lack of definitive empir¬ 
ical research in this area 
Same weakness as (7) above 
Working capital relationships are studied 
at such a high level of aggregation that 
results cannot normally be generalized to 
the individual firm or product line level 
The weaknesses listed in the summary table point to the need for an 
approach that will: 
1. Reflect the interdependencies between working capital accounts 
2. Employ data at a relevant level of aggregation 
3. Allow the accurate specification of the major determinants of working 
capital as well as its components 
In addition to the weaknesses listed above, the predominant focus 
of research in the working capital management area has been on the fluc¬ 
tuating portion of working capital, the portion thought to respond to 
short-run influences. Apparently, the reasoning behind this tactical fo¬ 
cus is that working capital is composed of current assets which are gen¬ 
erally expended within one year, and therefore should be analyzed pri¬ 
marily with an eye toward management's need to adjust in the short run. 
This short-run or tactical approach has either ignored or taken as given 
a business's ongoing or "permanent" investment in working capital. The 
present study, however, concentrates its attention on this "permanent" 
investment by analyzing the longer term or strategic impact on working 
capital of variables taken from the following dimensions: 
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1. Characteristics of the business environment 
2. Competitive position of the business 
3. Structure of the production process 
4. Discretionary budget allocations 
5. Strategic moves 
6. Operating results 
This approach, using information in each of the areas listed above, will 
help, it is hoped, to create a much needed strategic framework for 
longer term decisions involving working capital, and perhaps lead to more 
relevant tactical approaches too. 
This study is designed to meet the needs advanced above by involv¬ 
ing itself in the testing of hypotheses related to the determinants of 
working capital and its components in a strategic context, and by putting 
to work a unique business-level data base in a cross-sectional regression 
context. 
CHAPTER III 
MODELS 
Introduction 
The survey of the literature presented in the previous chapter 
clearly demonstrates the need for more research in the working capital 
area. Accordingly, this study will deal with two major projects de¬ 
signed to help fill the current void. First, models for working capital 
and its individual components (accounts receivable, finished goods in¬ 
ventory, and raw material plus work-in-process inventory) will be built 
and tested. Second, once these models are built, the relationship be¬ 
tween each model and ROI (a measure of performance) will be examined. 
All of the empirical research will be based on analyses of the PIMS data 
base in a cross-sectional context. Table 3-1 below outlines the struc¬ 
ture of the modeling process. 
Table 3-1. The structure of the modeling process 
Model 
Working 
Capital 
Accounts 
Receivable 
Dependent Variable 
Working Capital/Revenue 
Accounts Receivable/ 
Revenue 
Independent Variable(s) 
Hypothesized Determinants 
Hypothesized Determinants 
Finished Goods 
Inventory 
Raw Material 
plus Work- 
in-Process 
Inventory 
Return on 
Investment 
Finished Goods Inventory/ 
Revenue 
Raw Material Plus Work- 
in-Process Inventory/ 
Revenue 
Return on Investment 
Hypothesized Determinants 
Hypothesized Determinants 
Hypothesized Deviations for 
Each Dependent Variable 
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The general theory underlying each of the models described above is 
that micro-economic processes (working capital determination being one 
example) obey certain "laws of nature" that can be discovered through 
theorizing and empirical testing. The "laws of nature" or "laws of the 
marketplace" theory has been consistently supported by cross-sectional 
study of business-strategic experience using the PIMS data base [28]. 
One major conclusion derived from this ongoing set of cross-sectional 
studies is given below: 
In making a strategic assessment of a business, it doesn't matter if 
the 'product' is chemical or electrical, edible or toxic, large or 
small, purple or yellow. What matters are the characteristics of 
the 'business'. . . . Two businesses making entirely different 
products, but having similar investment intensity, productivity, 
market positions, etc., will usually show similar operating results. 
And two businesses making the same products but differing in their 
investment intensity, etc., will generally show different operating 
results [29; pp. 6-7]. 
Thus cross-sectional approaches similar to the one taken in this study 
have been continuously validated in past research using the PIMS data 
base. 
In the sections which follow, each model will be discussed indi¬ 
vidually by focusing on two major aspects: 
1. The expected importance of the present research as an addition to 
currently employed asset management techniques, and 
2. The reasoning behind the specific hypothesis being tested. 
Working Capital 
Introduction. As of September 30, 1978, 38.4% of the assets managed by 
U.S. manufacturing corporations were invested in working capital (de¬ 
fined as :he sum of accounts receivable plus inventories)[35; p. 22]. 
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As a practical matter, however, product line managers do not control the 
firm's investment in working capital. Rather the credit manager con¬ 
trols, or at least strongly influences this level of accounts receivable 
by adjusting the three credit policy variables: credit standards, cred¬ 
it terms, and collection policy. Similarly the inventory manager at¬ 
tempts to determine the level of inventories by deciding both the point 
at which to reorder and the size of each order. In both instances, how¬ 
ever, customer reactions to the policies decided upon will also influ¬ 
ence the actual levels of receivables and inventories. Moreover other 
nonspecific policies such as the amount of seller effort through adver¬ 
tising, the relative price charged, as well as the seller's guarantee 
and return policy will all have some influence on these working capital 
variables. Working capital emerges as a by-product of all of these 
various forces. 
A relatively passive approach to managing working capital is neces¬ 
sitated by the dearth of practical models linking accounts receivable 
and inventores and incorporating their interrelated nature. The treat¬ 
ment of working capital as a passive residual derived by summing its in¬ 
dividually optimized components is appropriate only if it can be assumed 
that the components are independent. The assumption of independence, 
however, is clearly not valid because in many instances a decision 
involving inventories is intimately related to decisions involving 
receivables. For example, suppose the inventory manager chooses to in¬ 
crease the business's holdings of finished goods at the request of the 
sales department, while noting that the increase in inventory is justi¬ 
fied by the high cost of sales that would otherwise be lost due to 
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stockouts. In addition, suppose the credit manager chooses to lengthen 
the credit period, again at the request of the sales department, and 
justifies the move by contending that the added profits from additional 
sales are expected to exceed the added cost of receivables. The joint 
effect of inventory and receivables policy on customer service would not 
have been considered in an analysis of the separate components. In ef¬ 
fect the enhanced profits from the additional sales would have been 
counted twice, resulting in an increase in customer service whose addi¬ 
tional total cost could not be justified by the increased sales. This 
example has highlighted one of many situations in which the failure to 
recognize that inventory and accounts receivable decisions are interre¬ 
lated can lead to inefficient use of working capital. 
Thus if working capital is to be managed efficiently, i.e., ex¬ 
panded to the point where marginal returns on increases in working capi¬ 
tal would just equal the marginal cost of the additional investment, an 
accurate understanding of the various relevant interrelationships is 
needed. To that end, the Par Working Capital model built in this study 
incorporates the interrelationships between working capital components 
and therefore can be used to estimate the appropriate "normal" or par 
level of working capital for a business operating under given market and 
industry conditions. If a model of this type is applied to the situa¬ 
tion described in the previous example, the business's projected working 
capital level will be found to be in excess of its par level, signaling 
the need for corrective action. 
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The Par Working Capital model. The Par Working Capital model is used to 
test a number of hypotheses involving various factors such as brand 
loyalty, selling pressure, product demand, and supply which are thought 
to have an ongoing influence on the level of working capital. This 
strategic model was built in an effort to explain a substantial portion 
of the variation in working capital and is intended to help managers and 
planners determine the optimal level of working capital. The PIMS data 
base, used to test the model, describes the experience of a large number 
of businesses operating in diverse environments and the resulting model 
is, therefore, descriptive in nature and thus is not expected to predict 
the optimal level of working capital. Rather, the par model is an appro¬ 
priate vehicle for answering strategic questions such as, what is the 
"normal" or par level of working capital for a given level of sales? An¬ 
other question we might ask is, under given given market and industry 
conditions, what variables determine this "normal" level? A large num¬ 
ber of the firms represented in the PIMS data base are multi-product 
members of the Fortune 500 list, therefore their working capital manage¬ 
ment techniques are expected to be relatively sophisticated, and the 
"normal" level estimated by the par model is expected to be a reasonably 
close approximation of the optimal. 
The current research identified eight strategic factors thought to 
influence the level of working capital, and, consequently, relations 
were hypothesized for each: 
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1. Industry instability 
2. Media induced brand loyalty 
3. Reputation for service and quality 
4. Selling pressure 
5. Supply 
6. Product demand 
7. Wage rate growth 
8. Industry exports 
Table 3-2 describes the model in equation form and lists both the 
variable(s) used to test each hypothesis and the expected signs of each 
variable. 
Working capital hypotheses. A brief discussion follows of each strategic 
factor and the hypothesis(es) related to it. 
Industry instability. Businesses whose long-term industry sales 
instability has been high are expected to continue operating in an un¬ 
stable market environment. The uncertainty of their market environments 
is expected to cause these businesses to carry relatively low levels of 
accounts receivable and finished goods inventory, and, in turn, a rela¬ 
tively low level of working capital. 
Hypothesis 1: The greater the long-term variability of industry sales, 
the lower the level of working capital/revenue, but de¬ 
creasing at a decreasing rate. 
Media-induced brand loyalty. Media-induced customer loyalty to 
its brand name gives a business a competitive advantage by creating a 
captive market for its product(s). Businesses operating with this com¬ 
petitive advantage are less dependent on offering liberal credit terms 
or on having to make quick delivery to generate sales, and thus can be 
expected to carry lower levels of working capital than those businesses 
not having this advantage. 
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Table 3 -2. Summary of the Par Working Capital model 
Working capital model in equation form 
Y. * a + blXil + b2X 11 + b3X12 * b4Xi3 + b5Xi3 + b6X14 + b7Xi5 + b8Xi6 * b9Xi6 
+ b. 
10Xi7 + b11X i8 + b12Xi9 * b13X110 + b14Xi11 + b15Xill 
Variable Hypothesis 
Expected 
sign of 
coefficient 
in model Variable Name 
PIMS 
varfabT 
N.A. Y Working capital/Revenue 
xi T negative Industry instability # 80 
X 2 
i 1 positive Industry instability squared # 80 
h 2 negative Advertising media/Revenue #157 
h 3 negative Relative image #330 
X 2 
*3 3 positive Relative image squared #330 
X4 4 positive Sales force/Revenue #147 
X5 4 positive Gross margin channels # 38 
X6 4 positive Purchase frequency—immediate 
customers # 27 
X 2 4 positive Purchase frequency—immediate 
customers squared # 27 
X7 5 negative Purchases from components # 43 
X8 5 negative Suppliers 3 largest # 56 
X9 6 negative Order backlog # 63 
X10 7 positive Wage rate growth #338 
xn 8 positive Industry exports # 83 
X 2 
*11 8 negative Industry exports squared # 33 
1970-73 
Number of observations tested 568 
1974-77 
198 
See Appendix A for a technical discussion of the expected relationships. 
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Hypothesis 2: The greater media-induced brand loyalty, the lower the 
level of working capital needed to support a given level 
of sales. 
Reputation for service and quality. The better a business's repu¬ 
tation for service and quality, the stronger its bargaining position vis- 
a-vis customers. Businesses in strong bargaining positions obviously 
possess the independence granted by competitive advantage. This leads 
to the expectation that they will carry lower levels of working capi¬ 
tal than those businesses having weaker reputations for service and 
quality. 
Hypothesis 3: The better a business's product image and company repu¬ 
tation, the lower the level of working capital needed to 
support a given level of sales, but decreasing at a de¬ 
creasing rate. 
Selling pressure. A business's sales force or channels of distri¬ 
bution do not normally have operating responsibility for accounts receiv¬ 
able or inventory. Salesmen (either internal or external) tend, there¬ 
fore, to pressure the finance and production groups to extend relatively 
liberal credit terms to promote sales and to carry relatively high levels 
of inventory in order thereby to facilitate quicker delivery. 
Hypothesis 4: The greater the selling pressure exerted internally by 
salesmen or externally by a business's channels of dis¬ 
tribution, the greater the level of working capital needed 
to support a given level of sales. 
Supply. The dependability of the source(s) of supply affects the 
magnitude of raw material buffer stocks necessary to insure continuous 
production and thereby impacts working capital levels. Businesses with 
dependable source(s) of supply are expected to have lower working capi¬ 
tal levels because of their ability to economize on raw material buffer 
stocks. 
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Hypothesis 5: The more stable or dependable the source(s) of supply, 
the lower the level of working capital needed to support 
a given level of sales. 
Product demand. The greater the demand for a business's prod¬ 
uces), the stronger its bargaining position vis-a-vis customers. The 
stronger a business's bargaining position the less the need to offer 
liberal credit terms or to make quick delivery in order to generate 
sales, and therefore, the lower the level of working capital needed. 
Hypothesis 6: The greater the demand for a business's product(s), the 
lower the level of working capital needed to support a 
given level of sales. 
Wage rate growth. The growth in wage rates paid by a business in¬ 
fluences product cost which, in turn, affects work-in-process and fin¬ 
ished goods levels. To the extent that price increases tend to lag wage 
increases, working capital/revenue can be expected to increase. 
Hypothesis 7: The greater the growth of a business's wage rates, the 
greater the level of working capital needed to support a 
given level of sales. 
Industry exports. Businesses in industries which export a sub¬ 
stantial portion of their sales are also likely to be export-oriented. 
Businesses that depend upon exports for a substantial percentage of 
their sales can be expected to carry proportionately greater receivables 
due to complications in the billing process and also are likely to carry 
greater raw material and work-in-process transit inventories. These 
export-related effects can be expected to increase working capital 
levels. 
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Hypothesis 8: The greater the percentage of sales exported by a busi¬ 
ness's S.I.C. group, the higher the level of working 
capital/revenue, but increasing at a decreasing rate. 
Accounts Receivable 
Introduction. Accounts receivable represent the extension of open ac¬ 
count credit by the firm to its customers. Since most business sales 
are made on credit terms, the investment in receivables represents a 
major and continuing commitment of funds. As of September 30, 1978, 
U.S. manufacturing corporations had 17.9% of their assets tied up in re¬ 
ceivables [35; p. 22]. As used in this study, accounts receivable re¬ 
fers to gross accounts receivable less bad debt losses. 
The Par Accounts Receivable model (discussed later in this sec¬ 
tion) is used to test a number of hypotheses involving factors thought to 
have an ongoing influence on the level of accounts receivable/revenue. 
An understanding of such strategic factors as price, market share in¬ 
stability, brand loyalty, relative product image, and capacity utiliza¬ 
tion is very desirable because credit policy is shaped by a business's 
operating characteristics viewed in the context of its market and indus¬ 
try environment. Since strategic considerations are implemented through 
changes.in credit policy variables, the following segment will be de¬ 
voted to an explanation of these variables. 
Credit policy. Choosing the optimal credit policy involves taking ac¬ 
count of the tradeoff between the profits on sales that give rise to re¬ 
ceivables versus the direct costs that result from financing, bookkeep¬ 
ing, err Jit analysis, collections, and bad debt expenses. The policy 
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variables that are traditionally considered in this analysis include 
credit standards (quality of trade accounts accepted), credit terms 
(length of credit period, cash discount given, and any special terms 
given),- and the collection policy of the firm. Once a business's stra¬ 
tegic needs have been assessed, the various aspects to credit policy are 
implemented through the joint management of the relevant controllable 
variables. While this joint management largely determines a business's 
level of accounts receivable, exogenous factors such as customer reac¬ 
tions, monetary policy, and the state of the economy will also have an 
impact. 
Credit standards. Credit policy can have a significant influence on 
sales. Clearly if a business's competitors extend credit more liberally 
thanitdoes then its own conservative policy is likely to depress the 
marketing effort. Trade credit is one of many variables (price, product 
quality, service, etc.) that influence the demand for a firm's product. 
Consequently, the degree to which trade credit can promote demand de¬ 
pends upon what other factors are being employed. In general, the firm 
should set its quality standard for accounts accepted at the point that 
the profitability of sales generated equals the added costs of the re¬ 
ceivables. 
Credit terms. Credit terms involve both the length of the credit period 
and the discount given. The terms "2/10, net 30" mean that a 2 percent 
discount is given if the bill is paid before the tenth day after the 
date of invoice; payment is due by the thirtieth day and credit period 
is thirty days. Adjusting the length of credit period is another means 
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by which a firm may be able to affect product demand--hoping thereby to 
increase demand by extending the credit period or reduce financing 
costs by shortening the period. As before (see "Credit policy" section 
above), the tradeoff is between the profitability of additional sales 
and the required return on the additional investment in receiv¬ 
ables . 
Raising the discount can be expected to speed up the payment of re¬ 
ceivables, whereas reducing the discount will have the opposite effect. 
To the extent that the discount is regarded as a means of price cutting, 
demand may be affected. In addition, bad debt losses may be reduced if 
the discount leads to an increased rate of payment from marginal credit 
risks. The financial manager must determine whether the benefits from 
speeding up collections, increasing demand, and reducing bad debt 
losses would more than offset the coist of an increase in the discount. 
If it would, the present discount policy should be changed. Alterna¬ 
tively a slower collection policy may be indicated under other sets of 
circumstances. 
Another aspect of credit terms given to customers involves sea¬ 
sonal datings. During periods of slack sales firms will sometimes sell 
to customers while allowing some time to elapse before payment is due. 
These special terms granted are known as seasonal datings and may be em¬ 
ployed to stimulate demand from customers who cannot pay until later in 
the season. Because datings can be tailored to the cash flow of the cus¬ 
tomer, they can play an important role in selling the goods. Again, we 
should compare the profitability of additional sales with the required 
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return on the additional investment in receivables to determine whether 
datings are an appropriate means for stimulating demand. 
Collection policy. The overall collection policy of the firm is deter¬ 
mined by the combination of collection procedures it undertakes. These 
procedures include such things as letters sent, phone calls, personal 
calls and legal action. One of the principal variables is the amount 
expended on collection procedures. Within a range, the greater the re¬ 
lative amount expended, the lower the proportion of bad debt losses and 
the shorter the average collection period. Sales are likely to be af¬ 
fected adversely, however, if the collection efforts of the firm become 
too intense and thereby result in unduly irritated customers. The ap¬ 
propriate level of collection expenditure again involves a tradeoff-- 
this time between the level of expenditure and the value of possible 
lost sales on the one hand and the decrease in the cost of bad-debt 
losses and reduction in the investment in receivables on the other. 
Summary. Thus it is clear that the credit and collection policies of a 
business involve decisions regarding (1) the quality of account ac¬ 
cepted, (2) the credit period, (3) the cash discount given, (4) any 
special terms such as seasonal datings, and (5) the level of collection 
expenditures. In each case, the decision should take due account of 
what is to be gained by a change in policy as well as the cost of the 
change. Optimal credit policies, if achievable, would be those that 
resulted in the marginal gains equaling the marginal costs (assuming of 
course that second order conditions are also met). 
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As stressed earlier, credit policies are shaped by strategic fac¬ 
tors such as price, market share instability, brand loyalty, relative 
product image, capacity utilization, etc. Thus the strategic factors, 
whose influence has not been examined at the business level, should be 
understood before attempting to optimize credit policy. 
The Par Accounts Receivable model. The Par Accounts Receivable model is 
intended to help managers and planners determine the optimal level of 
accounts receivable. The current research identifies eleven strategic 
factors thought to influence credit policy. Relations are hypothesized 
for each: 
1. Price effects 
2. Market share instability 
3. Gross margin 
4. Selling pressure 
5. Brand loyalty 
6. Personalized customer relationships 
7. Product demand 
8. Industry instability 
9. Industry exports 
10. Process research and development 
11. Capacity utilization 
Table 3-3 describes the model in equation form and lists both the 
variable(s) used to test each hypothesis and the expected signs of each 
variable. 
Accounts receivable hypotheses. A brief discussion of each strategic 
factor and the hypothesis(es) related to it follows. 
Price effects. Businesses whose products are priced high relative 
to the competition or who forecast significant price increases, risk 
losing sales to lower priced competitors. Thus, by extending liberal 
credit terms and by maintaining a flexible collection policy, these 
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Table 3-3. Summary of the Par Accounts Receivable model 
Accounts receivable model in equation form 
Y . a + b^ ♦ b2X.2 ♦ b3X.3 ♦ b4Xi4 + b5X.5 ♦ b6X.6 ♦ b7X.^ ♦ b,X.7 + bgX.g 
+ b10Xi9 + bllXilO + b12Xil1 + b13Xil2 + b14Xi13 + b15Xi14 + b16Xil42 + b17Xil5 
+ b18Xi16 + b19Xil7 + ei 
Expected 
sign of 
coefficient PIMS 
Variable Hypothesis in model Variable Name variable # 
Y Accounts receivable/Revenue #176 
xi 
1 positive Relative price #290 
X2 1 
positive Percent change price short #445 
X3 
2 positive Your share instability #374 
X4 3 positi ve Gross margin/Revenue #157 
X5 3 positive Channels via retail # 35 
X6 3 
positive Industry concentration ratio # 81 
X 2 
*6 3 
positive Industry concentration ratio squared # 81 
X7 3 
positive Vertical integration backward # 39 
X8 
4 positive Sales force/Revenue #147 
X9 
5 negative Advertising + promotion/Revenue #152 
X10 
6 positive Standardization # 9 
X11 
6 positive Purchase frequency—immediate customers # 27 
X12 
Z negative Order backlog # 63 
X13 
7 negative Relative image #330 
X14 8 negative 
Industry instability # 80 
X 2 *14 8 positive 
Industry instability squared # 80 
X15 
9 positive Industry exports # 83 
X16 
10 negative Process research + development/Revenue #137 
X17 11 
positive Capacity utilization #236 
1970-73 1974-77 
Number of observations tested 571 204 
See Appendix A for a technical discussion of the expected relationships. 
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businesses may be able to decrease the risk of losing current or poten¬ 
tial customers. 
Hypothesis 1: The greater a business's selling price relative to the 
competition and/or the greater the forecasted increase in 
selling price, the greater the level of accounts receiv¬ 
able/revenue. 
Market share instability. A fluctuating market share implies that 
a business is not in a strong position vis-a-vis competitors and that 
its market position needs strengthening. A business can extend more 
liberal credit through less vigorous enforcement of the net period, i.e., 
without changing its stated credit terms. Thus by extending more liberal 
credit, a business can strengthen its market position without prompting 
quick retaliation by competitors. 
Hypothesis 2: The greater the actual or potential instability in a 
business's market share, the greater the level of ac¬ 
counts receivable/revenue. 
Gross margin. A business's gross margin is a measure of the pro¬ 
fitability of sales. Businesses with relatively high gross margins 
normally earn relatively high returns from marginal sales. These busi¬ 
nesses can therefore profitably afford to set lower credit standards and 
accept relatively poorer credit risks because their high marginal re¬ 
turns will generally offset the increased bad debt losses from the 
higher marginal credit costs. 
Hypothesis 3: The greater a business's gross margin, the greater the 
level of accounts receivable/revenue. 
Selling pressure. A business's sales force does not normally have 
operating responsibility for accounts receivable, hence salesmen 
may well view credit as something approximating a free good. Conse¬ 
quently salesmen may put pressure on the credit manager to reduce credit 
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standards and to avoid customer alienation by pursuing collections less 
vigorously, thereby generating a relatively high level of accounts re¬ 
ceivable. 
Hypothesis 4: The greater the percent that sales force expenses are of 
sales, the greater the level of accounts receivable/ 
revenue. 
Brand loyalty. Media-induced customer loyalty to its brand name 
gives a business a competitive advantage by creating a captive market 
for its product(s). Businesses operating with this competitive advan¬ 
tage are less dependent on offering liberal credit to generate sales, 
and can therefore maintain relatively high credit standards, collect 
past due accounts more vigorously, and operate with a lower level of 
accounts receivable; a business functioning under such favorable condi¬ 
tions does not have to fear a loss of sales as much as it would if the 
loyalty of customers to its product was less pronounced. 
Hypothesis 5: The greater the media-induced brand loyalty, the lower 
the level of accounts receivable/revenue. 
Personalized customer relationships. Businesses whose product 
sales are heavily dependent on strong personal relationships with cus¬ 
tomers can be expected to shape their credit terms around individual 
customer needs and to be flexible in their enforcement of the net period. 
Hypothesis 6: The more personalized a business's relationships with its 
customers, the greater will be the level of accounts re¬ 
ceivable/revenue. 
Product demand. The greater the demand for a business's prod¬ 
uces), the stronger its bargaining position vis-a-vis customers. Lib¬ 
eral credit should be granted only if its extension leads to profitable 
sales. Businesses in strong bargaining positions are expected to have 
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little to gain from relatively accommodating credit terms or from a 
flexible collection policy. 
Hypothesis 7: The stronger the bargaining position of the seller, the 
less the need to use accounts receivable as a selling 
tool. 
Industry instability. Businesses whose long-term industry sales 
variability has been substantial will expect to continue operating in an 
unstable market environment. These businesses are expected to be reluc¬ 
tant to extend liberal credit since operating in an unstable market en¬ 
vironment increases the likelihood of both bad debts and cash flow 
problems. 
Hypothesis 8: The greater the instability of long-term industry sales, 
the lower the level of accounts receivable/revenue, but 
decreasing at a decreasing rate. 
Industry exports. Businesses in industries which export a sub¬ 
stantial portion of their sales are likely to be export-oriented them¬ 
selves. Businesses that do a large amount of exporting tend to have a 
higher level of receivables. Due to the added complication of customs 
requirements, insurance coverage, and guarantees of payment, they gener¬ 
ally collect from foreign customers more slowly than from domestic cus¬ 
tomers . 
Hypothesis 9: The greater the percentage of sales exported by a busi¬ 
ness's S.I.C. group, the greater the level of accounts 
receivable needed to support a given level of sales. 
Process research and development. Relatively substantial expendi¬ 
tures on process research and development should often result in an im¬ 
provement in relative product quality. In addition,the business will gen¬ 
erally protect its process-related advances through patents. Having rel¬ 
atively high quality product(s) and process(es) which are protected by 
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patent, the business will be in a strong market position and thus will 
not need to use as liberal a credit policy to generate sales as might 
be necessary otherwise. 
Hypothesis 10: The greater the percentage that process research and de¬ 
velopment expenditures are of sales, the lower the level 
of accounts receivable/revenue. 
Capacity utilization. Businesses that want to utilize a rela¬ 
tively high proportion of their capacity need to sell relatively more of 
the finished product. Their need to sell greater quantities in order to 
attain higher capacity utilization is expected to lead to relatively ac¬ 
commodating credit terms and a flexible collection policy. 
Hypothesis 11: The greater the level of capacity utilization, the 
higher the level of accounts receivable/revenue. 
Inventory 
Introduction. As of September 30, 1978, U.S. manufacturing corporations 
had 20.5% of their assets tied up in inventory [35; p. 22]. This major 
and continuing commitment of funds is divided between three major forms: 
raw material, work-in-process, and finished goods. Raw material inven¬ 
tories represent stocks of the basic material inputs into a company's 
production process. As material and labor are added to these inputs, 
they are transformed into work-in-process inventories. When completed 
and stocked they become finished goods inventories. 
The functions of inventory. Regardless of their form (raw material, 
work-in-process, or finished goods), all inventories may be further de¬ 
scribed as performing one or more of the following functions: transit, 
cycle, buffer, anticipation, and decoupling. 
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The following description of the functions of inventory should 
prove useful in understanding how some of the strategic factors, ana¬ 
lyzed later in this section, affect inventory levels. 
1. Transit inventories. These are primarily pipeline inven¬ 
tories, arising because of the need to transport inventories from point 
A to point B in the production inventory system. Since this transit 
time is not instantaneous in most situations, significant quantities of 
transit inventories result. 
2. Cycle inventories. These exist because of management's at¬ 
tempt to produce items in lot sizes, either economic order quantities or 
other reasonable lot sizes, rather than at exactly the rate they are 
used. In order to accommodate such a plan, inventories will tend to ac¬ 
cumulate at certain points in the system. 
3. Buffer. Inventories in this classification arise mainly from 
decisions regarding risk. The higher the service level the lower will 
be the risk of running out of stock and the greater are the required 
quantities in buffer inventories. 
4. Anticipation inventories. These are the inventories that are 
built in anticipation of future demand. Anticipation inventory might 
take the form of a slack season inventory buildup designed to keep the 
work force stable while providing product to meet increased demand dur¬ 
ing the peak season. Inventory buildups to prepare for a vacation, to 
anticipate strikes, to anticipate price increases, and to provide initial 
inventories of new products and promotion items are also part of antici¬ 
pation inventory. 
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5. Decoupling. Decoupling inventories separate dependent produc¬ 
tion centers. The independent operation of these centers may be 
achieved over a limited period of time by the use of decoupling inven¬ 
tories. 
The approach to modeling inventory. In this study, models are built for 
both finished goods inventory and raw material plus work-in-process in¬ 
ventory. Raw material and work-in-process must be analyzed together in 
a single model because they are not reported separately in the PIMS data 
base. The use of a single model for raw material plus work-in-process, 
rather than two separate models, is not expected to detract greatly from 
the usefulness of the results because both inventory accounts are essen¬ 
tially production-oriented. The following general discussion of strate¬ 
gic factors and the analytical technique employed to determine optimal 
inventory levels is equally applicable to finished goods, work-in¬ 
process, and raw material inventory. Therefore "inventory," as used in 
this discussion, will stand for all three forms of inventory. 
The par inventory models discussed later in this section are used 
to test a number of hypotheses involving factors thought to have an on¬ 
going influence on the level of inventory needed to support a given 
amount of sales. An understanding of these strategic factors (standard¬ 
ization, capital intensity, competition, supply, etc.) is crucial be¬ 
cause inventory levels are influenced by a business's operating charac¬ 
teristics viewed in the context of its market and industry environment. 
Since strategic considerations are implemented through changes in 
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inventory levels, the following segment will be devoted to an explana¬ 
tion of how inventory levels are determined. 
Determining the optimal level of inventory. Theoretically, the optimal 
investment in inventory is that level which equates the marginal costs 
associated with inventory with the marginal benefits thereby derived. 
Some costs rise with larger inventories--included here would be ware¬ 
housing costs, interest on funds tied up in inventories, insurance, ob¬ 
solescence, depreciation, etc. Since these costs are, for the most 
part, associated with carrying inventories, they are designed as "carry¬ 
ing costs." Other costs decline if larger inventories are held-- 
included here would be the opportunity cost of lost profits resulting 
from sales forfeited because of running out of stock; costs of produc¬ 
tion interruptions caused by inadequate raw material inventories; loss 
of customer goodwill; cost of not being able to take possible purchase 
discounts; and ordering costs, including setup costs for production 
runs, because larger inventories permit fewer orders to be placed. These 
declining costs, taken as a group, are designated as "ordering costs." 
Thus the inventory level that minimizes the sum of carrying costs plus 
ordering costs is the optimal level for a business. 
The minimization technique described above can be expected to 
yield the optimal inventory level only if al1 carrying and ordering 
costs are included in the inventory total cost function. As stressed 
earlier, however, inventory levels are affected by such strategic fac¬ 
tors as standardization, capital intensity, competition, and supply 
whose influence has not been examined on the business level. The 
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inventory total cost function must include the carrying and ordering 
cost implications of such strategic factors before an attempt is made to 
optimize inventory levels. 
The Par Inventory models. The Par Finished Goods model and the Par Raw 
Material plus Work-in-Process model are intended to help managers and 
planners determine the optimal level of finished goods and raw material 
plus work-in-process inventory, respectively. Each model is described 
in the sections which follow. 
The Par Finished Goods model. The current research identified eight 
strategic factors thought to influence finished goods inventory levels. 
Relations were hypothesized for each: 
1. Standardization 
2. Capital intensity 
3. Selling pressure 
4. Brand loyalty 
5. Non-price competition 
6. Real sales growth 
7. Industry instability 
8. Development time for new products 
A brief discussion of each strategic factor and the hypothesis(es) re¬ 
lated to it, follows in the Hypotheses section. 
Table 3-4 describes the model in equation form and lists both the 
variable(s) used to test each hypothesis and the expected signs of each 
variable. 
Finished goods hypotheses. A brief discussion of each strategic factor 
and the hypothesis(es) related to it follows. 
Standardization. Non-standard or made-to-order products are nor¬ 
mally produced to the specifications of the individual customer. Thus 
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Table 3-4. Summary of the Par Finished Goods Inventory model 
• Finished goods inventory model in equation form 
Y - a + b1Xil + b2Xil’ 'Xi7 + b3Xi2 + b4Xi2 + b5X.3 + b6Xi3*X.g + b?X.4 + b8Xi5 
+ Vis2 + bl0Xi6 
+ bnX.7 + 1 312X18 + b13Xi9 + b14XilO + b15Xil02 + b16Xill 
+ b17Xni 
Variable Hypothesis 
Expected 
sign of 
coefficient 
in model Variable Name 
PIMS 
variable 
Y Finished goods inventory/Revenue #181 
xi 
1 negative Standardization # 9 
X
 * 
X
 
1 negative Standardization*Industry imports #9*#84 
X2 1 negative End user = Manufacturers 
# 14 
X 2 *2 1 
positive End user = Manufacturers squared # 14 
X3 
2 positive Gross book value/Revenue #201 
X3*XS 2 positive Gross book value/Revenue*Real 
sales growth #201*#367 
X4 3 positive Sales force/Revenue 
#147 
X5 3 positive 
Gross margin channels # 38 
X 2 
*5 3 
negative Gross margin channels squared # 38 
X6 
4 negative Advertising media/Revenue #157 
X7 5 
positive Suppliers integrated forward # 59 
X8 5 
positive Industry imports # 84 
Xg 6 negative Real sales growth #367 
X10 7 
negative Industry instability # 80 
X
 
o
 r
o
 
7 positive Industry instability squared # 80 
xn 0 negative Development time new 
# 12 
x 2 A11 8 positive 
Development time new squared # 12 
1970-73 1974-77 
Number of observations tested 571 204 
See Appendix A for a technical discussion of the expected relationships. 
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upon completion, the product can be shipped immediately to the customer 
for whom it was built. In addition, businesses in import-oriented in¬ 
dustries are expected to enjoy substantial economies in finished goods 
inventory if their products are made-to-order. 
Hypothesis 1: The less standardized a product, i.e., the more made-to- 
order the product, the lower the level of finished goods 
buffer inventories carried to support a given level of 
sales. 
Capital intensity. Businesses with capital intensive production 
processes have high fixed costs which act as an incentive for maintain¬ 
ing level production during periods of slack demand. Thus capital in¬ 
tensive businesses can be expected to carry additional amounts of fin¬ 
ished goods cycle inventories during slack periods in order to maintain 
economies in production. Even capital intensive businesses with a high 
rate of real sales growth are expected to maintain relatively high lev¬ 
els of finished goods inventory. 
Hypothesis 2: The more capital intensive the production process, the 
greater the level of finished goods inventory/revenue. 
Selling pressure. A business's sales force or channels of distri¬ 
bution do not normally have operating responsibility for finished goods 
inventory. In order to avoid running out of stock, losing customer 
goodwill and possibly forfeiting sales,salesmen tend to pressure the 
production group to carry relatively large finished goods buffer stocks. 
Hypothesis 3: The greater the extent to which sales pressure influences 
a business, the greater will be the level of finished 
goods inventory/revenue. 
Brand loyalty. Media-induced customer loyalty to its brand name 
gives a business a competitive advantage by creating a captive market 
for its product. Businesses operating with this competitive advantage 
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are therefore less dependent on employing quick delivery as a selling 
tool, and will lose relatively few sales from stockouts. Thus, these 
businesses can carry a lower level of finished goods buffer stocks. 
Hypothesis 4: The greater the degree of customer brand loyalty, the 
lower the level of finished goods inventory/revenue. 
Non-price competition. If a business is competing with suppliers 
who have integrated forward or with foreign firms who can normally un¬ 
dersell domestic firms, then competing on price is not likely to be sen¬ 
sible. A possible alternative method of promoting customer goodwill is 
a policy of quick and dependable delivery, a potent form of non-price 
competition. 
Hypothesis 5: The greater the competitive pressure in the form of sup¬ 
pliers integrated forward or in the form of imports, the 
greater the level of finished goods inventory/revenue. 
Real sales growth. The product(s) of a business whose real sales 
growth is rapid are generally in great demand. High demand products are 
normally shipped upon completion, thereby minimizing the investment in 
finished goods buffer inventories. 
Hypothesis 6: The greater a business's real sales growth, the lower the 
level of finished goods inventory/revenue. 
Industry instability. The long-term variability of industry sales 
can be used to estimate a business's future sales variability. Busi¬ 
nesses whose expected sales variability or instability is great can be 
expected to carry relatively low finished goods buffer stocks, thereby 
reducing the risk of being left with excess and/or obsolete finished 
goods inventory. 
Hypothesis 7: The greater the instability of product demand, the lower 
the level of finished goods inventory/revenue, but de¬ 
creasing at a decreasing rate. 
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Development time for new products. The time lag between the be¬ 
ginning of the development effort and new product introduction is nor¬ 
mally relatively short for high demand, growth businesses, and signifi¬ 
cantly longer for mature, slow-growing businesses. Thus businesses with 
relatively long new product development times can expect to have a sig¬ 
nificantly smaller proportion of their sales contributed by new prod¬ 
ucts. The smaller the proportion of sales contributed by new products 
production, the lower the level of finished goods inventory carried in 
anticipation of new product sales. 
Hypothesis 8: The longer the time lag between the beginning of the de¬ 
velopment effort for a new product and market introduc¬ 
tion, the lower the level of finished goods inventory/ 
revenue, but decreasing at a decreasing rate. 
The Par Raw Material plus Work-in-Process model. The current research 
identified nine strategic factors thought to influence raw material plus 
work-in-process inventory levels. Relations were hypothesized for each: 
1. Supply 
2. Standardization 
3. New product production 
4. Product line breadth 
5. Capacity utilization 
6. Competition 
7. Selling pressure 
8. Industry exports 
9. Direct costs 
A brief discussion of each strategic factor and the hypothesis(es) re¬ 
lated to it follows in the Hypotheses section. Table 3-5 describes the 
model in equation form and lists both the variable(s) used to test each 
hypothesis and the expected signs of each variable. 
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Table 3-5. Summary of the Par Raw Material Plus Work-in-Process Inventory model 
Raw material plus work-in-process inventory model in equation form 
Y * a + b-| Xil + b2Xi 2 
+ b3X-3 + 
b4Xi4 + b5Xi5 + b6Xi6 + b7Xi7 + b >8Xi72 + bgXi8 
+ b1QX 
+ e. 
i9 + b 'l 1X i 10 + b12Xill 
+ b13X.12 + b14X.13 + b15XiU + 
b16Xil5 + b17Xil6 
i 
Vari able Hypothesis 
Expected 
sign of 
coefficient 
in model Variable Name 
PIMS 
variable # 
Y 
• 
Raw material plus work-in-process 
inventory/Revenue #186 
xi 
1 negative Alternate sources of supply # 58 
X2 1 negative Purchases from components # 43 
X3 1 negative Suppliers 3 largest # 56 
X4 2 positive Standardization # 9 
x5 2 positive Purchase frequency—end users # 26 
X6 
3 positive Percent new products #302 
X7 
4 positive Breadth of product components # 73 
C\J X
 4 negative Breadth of product components 
squared # 73 
X8 
5 negative Capacity utilization #236 
X9 
6 negative Number of competitors # 69 
X10 
6 negative Number of immediate customers * 
50% sales #348 
xn 7 positive Sales force/Revenue 
#147 
X12 
7 positive Sales to components # 45 
X13 
7 negative Relative image #330 
X14 8 
positive Industry exports # 83 
X15 
9 positive Purchases/Revenue #102 
X16 
9 positive Manufacturing ♦ Depreciation/Revenue #122 
1970-73 1974-77 
Number of observations tested 571 204 
See Appendix A for a technical discussion of the expected relationships. 
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Raw material plus work-in-process hypotheses. A brief discussion of 
each strategic factor and the hypothesis(es) related to it follows. 
Supply. The dependability of the source(s) of supply influences 
raw material levels by determining the magnitude of the buffer stock 
carried to insure continuous production. Businesses with dependable 
source(s) of supply will have a low risk of production interruptions 
caused by inadequate raw material buffer inventories, and will, there¬ 
fore, be able to economize on the amount of these inventories held. 
Hypothesis 1: The more stable or dependable the source(s) of supply, 
the lower the level of raw material inventory/revenue. 
Standardization. Businesses producing non-standard products will 
have to procure more specialized and varied raw materials and perform a 
more complex set of production operations on them than those businesses 
producing standard products. The larger number of raw material buffer 
stocks and the added complexity of the production process leads to 
greater work-in-process decoupling inventories. 
Hypothesis 2: The less standardized or the more "made to order" the 
product, the greater the level of raw material plus 
work-in-process inventory needed to support a given 
level of sales. 
New product production. Production of new products leads to an 
investment in raw material and work-in-process inventory in advance of 
sales, i.e., during the introduction phase when channels of distribution 
are being stocked. The carrying of these anticipation inventories, 
needed to insure continuous production, increases the level of raw mate¬ 
rial plus work-in-process/revenue. 
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Hypothesis 3: The greater the degree of new product production, the 
greater the level of raw material plus work-in-process 
inventory/revenue. 
Product line breadth. Businesses which produce a wide range of 
products relative to their competitors can be expected to procure more 
varied raw materials. The larger the number of individual parts that 
must be kept in inventory, the larger the raw material buffer stock that 
must be carried to avoid production interruptions. 
Hypothesis 4: The greater the breadth of a business's product line, the 
greater the level of raw material/revenue, but increasing 
at an increasing rate. 
Capacity utilization. Capacity and output can be enlarged by add¬ 
ing employees or increasing overtime, and neither addition need affect 
the level of work-in-process inventory. Thus by augmenting capacity, a 
business can generate greater output and sales without increasing the 
level of work-in-process decoupling inventories carried. 
Hypothesis 5: The greater the degree of capacity utilized, the lower 
the level of work-in-process inventory/revenue. 
Competition. The more competitive the market served by a business, 
then the smaller the difference between price and marginal cost, the 
lower the risk-adjusted rate of return, and the smaller the cash flow. 
Thus with greater competition comes additional pressure to minimize the 
cost of carrying raw material plus work-in-process inventory. 
Hypothesis 6: The greater the competition in the market served by a 
business, the lower will be the level of raw material 
plus work-in-process inventory/revenue. 
Selling pressure. To maintain customer goodwill a business re¬ 
sponds to intense pressure by shipping its end product quickly and in 
adequate quantity; this pressure is transmitted via the business's sales 
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force, internal users, and by external sales channels. The greater the 
marketing pressure, the greater will be the level of raw material plus 
work-in-process buffer and decoupling stocks carried to insure product 
availability. 
Hypothesis 7: The greater the pressure to ship the end product quickly 
and in adequate quantity, the greater the level of raw 
material plus work-in-process inventory/revenue. 
Industry exports. Businesses in industries which export a sub¬ 
stantial portion of their sales are likely also to be export-oriented. 
Businesses that depend upon exports for a substantial portion of their 
sales are likely to maintain part of their production operations in 
foreign countries; this situation causes the length of the inventory 
pipeline to increase, and with it the level of raw material plus work- 
in-process transit inventories carried to maintain continuous produc¬ 
tion. 
Hypothesis 8: The greater the proportion of an industry's sales that is 
composed of exports, the greater will be the level of raw 
material plus work-in-process inventory/revenue. 
Direct costs. A business's direct costs, i.e., the cost of 
materials, labor, and overhead needed to manufacture the end product, 
have an impact on raw material plus work-in-process inventory because it 
is normally valued at cost. Thus the greater the purchases component of 
cost of goods sold, the greater the level of raw material carried; and 
the greater the manufacturing labor plus overhead component, the greater 
the level of work-in-process inventory carried. 
Hypothesis 9: Raw material plus work-in-process inventory/revenue 
varies directly with the proportion of total cost com¬ 
posed of purchases and manufacturing labor and overhead. 
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The Usefulness of the Par Models Developed 
The models hypothesized above, for working capital/revenue and 
each of its components, hopefully explain a substantial portion of the 
variation in each dependent variable respectively. The normal or par 
values for working capital/revenue and its components could be generated 
by plugging the business's actual values for the independent variables 
into each model. If all businesses in the world were used to generate 
the model coefficients, the normal or par values generated for each de¬ 
pendent variable could be considered representative of the norm or par, 
given the characteristics of the business being studied. The PIMS data 
base is clearly not this extensive, but since it does cover a large seg¬ 
ment of the domestic economy, it serves as a useful sampling of the be¬ 
havior of businesses at the product line level. Thus using each respec¬ 
tive model the calculated par values can appropriately be taken as an 
approximation of a business's normal steady-state level of working capi¬ 
tal/revenue and its components under a particular set of conditions. 
In all probability the theoretical par or theoretical normal value 
for working capital/revenue and for its components differs somewhat from 
that generated using the respective par models developed above. Con¬ 
sidering the stability tests employed to check the validity of the mod¬ 
els both during the 1970-73 time period and across the 1970-73 and 
1974-77 time periods, and the relatively extensive coverage of the PIMS 
data base, however, the deviation from theoretical par is probably not 
large. Thus deviations from par can be viewed as signals that a busi¬ 
ness's current situation does not correspond to the norm and the 
63 
situation therefore merits further analysis. Often such signals will be 
indications of nonoptimal policies. 
By way of clarification it should be noted that the par models are 
descriptive, not prescriptive models. Thus par is at best only an ap¬ 
proximation of the optimal value. The par estimate for each dependent 
variable takes into account the business's own resources and strategic 
position and makes possible a more effective evaluation of managers. 
Moreover, an accurate estimate of a business's par level for each depen¬ 
dent variable can be very helpful in making planning decisions such as 
whether to expand or contract the level of working capital or the level 
of one or more of its components. In addition, a knowledge of how the 
environment and policies of a business affect the level of working capi¬ 
tal and its components can be helpful in determining which policies to 
pursue. 
As suggested, if a business's par level is a reasonable estimate 
of the theoretical normal level for each respective dependent variable, 
then deviations (positive or negative) of the business's actual level 
from the business's par level indicate that the actual level of the re¬ 
spective dependent variable is higher or lower than normal. Levels of 
working capital which are higher or lower than normal can have a major 
impact on a business's operating performance. Similarly, deviations for 
the components of working capital may be worth examining. 
The Return on Investment Model 
One way of showing that the working capital and component models 
have meaning from an operational point of view is to demonstrate that 
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failure to heed the signals given by the models will depress operating 
performance. Managers view ROI as a useful measure of operating perfor¬ 
mance [24; pp. 28 ff.]. Hence the relationship between ROI and devia¬ 
tion from par is used to measure the operating relevance of the models. 
The relationship between ROI and deviation from par will be tested, 
individually, for working capital and each of its components. Use is 
made of two different models: 
1. An abbreviated ROI model which relates ROI to deviation from par and 
a control variable (investment intensity), and 
2. A full ROI model in which deviation from par is added to a thorough¬ 
ly tested, proprietary par ROI model, currently in use [11; p. 14]. 
An abbreviated ROI model. The denominator of ROI contains working capi¬ 
tal and the numerator is affected by working capital; therefore devia¬ 
tion from the par level for working capital/revenue or its respective 
components can be expected to have a significant impact on ROI. A re¬ 
cent study of ROI on the business level [11; p. 14] found in a multiple 
regression context that investment intensity (an index combining invest¬ 
ment/revenue and investment/value added) explain a substantial portion 
of the variation in ROI. Accordingly, in testing the impact of working 
capital/revenue deviations from par and working capital/revenue component 
deviations from par on ROI, investment intensity will be included as an 
independent variable. The 1 evel of working capital/revenue or of its 
components is reflected in the investment intensity variable. Thus by 
including both investment intensity and working capital/revenue devia¬ 
tions from par or component deviations from par in the ROI model, it is 
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hoped that the effect of the level will be separated from the effect of 
deviation from par. 
In order to permit the true relationship to reveal itself more ful¬ 
ly, each deviation from par variable will be split into two parts--the 
negative deviation and the positive deviation--as will the investment 
intensity variable (discussed above). The multiple regression equation 
will take the form shown below for working capital/revenue deviation from 
par and/or component deviations from par: 
ROI = a + b4*INV I NT(-) + b2*INV INT( + ) + b3*DEV(-) + b4*DEV(+) 
+ ei 
where INV INT (-) = negative values of normalized investment intensity 
INV INT (+) = positive values of normalized investment intensity 
DEV (-) = negative deviation from par 
DEV (+) = positive deviation from par 
The model was tested using data on 1140 businesses over the 1970-77 
period. The deviation from par for working capital/revenue, accounts re¬ 
ceivable/revenue, finished goods inventory/revenue, and raw material plus 
work-in-process inventory/revenue is expected to be negatively related to 
ROI in both the abbreviated model discussed above and in the full ROI 
model. To improve the flow of discussion, then, the full ROI model will 
be discussed next and followed by a formal statement of the hypothesis 
common to both models. 
The Full ROI model. The PIMS Par ROI model [11; p. 14] is a regression 
model containing thirty-plus independent variables which consistently ex¬ 
plain approximately 75% of the cross-sectional variation in ROI. The de¬ 
viation f.-om par for working capital and each of the component models 
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will be added individually to the PIMS Par ROI model to determine if 
their inclusion makes a substantial contribution to this already well- 
specified model. This test should be useful in determining the strength 
of the relationships represented by the deviation from par variables. 
The multiple regression equation will take the form shown below: 
i 
ROI. = a + l b. [each independent variable "i" in the PIMS Par 
1 b=l 1 
ROI model] + bi+1*DEV(-) + bi+2*DEV(+) + e. 
where DEV(-) = negative deviation from par 
DEV(+) = positive deviation from par 
A discussion of the independent variables in the PIMS Par ROI model ap¬ 
pears in "The Par ROI Report: Explanation and Commentary on Report" by 
Gale, Heany, and Swire (see [11] for full reference). The full ROI model 
was tested using data on 1119 businesses over the 1970-77 period. The 
formal statement of the hypothesis common to both ROI models tested, as 
well as the reasoning relating ROI to each deviation from par variable, 
is discussed below. 
Hypothesis* and reasoning. 
Hypothesis 1: The greater the positive or negative deviation from par of 
working capital/revenue or of its components, the lower 
the ROI.** 
*For the abbreviated model, no hypothesis is advanced for the rela¬ 
tionship between negative and positive values of investment intensity be¬ 
cause the study of this relationship is tangential to the study of work¬ 
ing capital and its determinants. Thorough testing on the product-line 
level [29] has consistently supported a strong negative relationship be¬ 
tween ROI and investment intensity. Thus while negative and positive 
values of investment intensity are incorporated in each model to control 
for the level of working capital/revenue or of its components, the dis¬ 
cussion w11 focus on working capital/revenue deviations from par and its 
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As discussed earlier, par working capital and par components levels 
are thought to be approximations of a business's optimal level under giv¬ 
en market and industry conditions. Analogously, deviations from par are 
expected to approximate deviations from the optimal, and to be associated 
with a lower ROI. For example, the greater the negative deviation from 
par working capital, the less is a business able to compete by extending 
adequate credit or by maintaining the stocks necessary to assure uninter¬ 
rupted production, and the lower the expected ROI. Alternatively, the 
greater the business's positive deviation from par, the greater will be 
the unnecessary credit extended, or the poorer the collection policy, or 
the more excessive the investment in buffer inventories, and the lower 
the expected ROI. The relationship between ROI and deviation from par is 
tested, therefore, to measure the impact of strategic working capital 
policy on operating performance. 
component deviations from par. 
**pre_tax net income, including special non-recurring costs, minus 
corporate overhead costs, as a percent of average investment including 
fixed and working capital at book value, but excluding corporate invest¬ 
ment not ^articular to this business. 
CHAPTER IV 
METHODOLOGY 
The models --par working capital, par accounts receivable, par fin¬ 
ished goods inventory, and par raw material plus work-in-process inven¬ 
tor-presented in the previous chapter were tested using the PIMS data 
base in a cross-sectional regression context. Since the data base con¬ 
tains over four hundred variables, several selection techniques (i.e., 
a priori theorizing, correlation analysis, and factor analysis) were em¬ 
ployed in choosing the final set of variables for each model. In addi¬ 
tion, the validity of each model was tested both across subsamples and 
across time periods, using analysis of covariance. The following sub¬ 
sections contain an expanded and detailed discussion of the process. 
The Sample 
The PIMS data base, described in some detail in Chapter I, was 
used in this study. The PIMS data base is a sample with data on over 
1,200 businesses (product lines) from over 200 major corporations for 
varying numbers of years in the 1970-77 period. Since data on each of 
the 1,200-plus businesses was not in most cases available for all of the 
eight years covered, the specific year or combination of years chosen 
determined the number of businesses for which data was available. 
Strengths. The PIMS data base is the most extensive available data base 
containing observations on the business unit or product-line level. De¬ 
pending on the time periods chosen, it contains from one hundred to 
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eight hundred diverse businesses in its four-year-average data base. 
Moreover the data base is easily accessible to PIMS researchers via ter¬ 
minal hookup to its home computer at First Data Systems, and can be ana¬ 
lyzed using a well-rounded, "canned" package of statistical tools de¬ 
signed specifically for the data base. These strengths combine to make 
the PIMS data base "the most comprehensive analysis system currently in 
use" [1; p. 610]. 
Weaknesses. The corporations which supply the data on some or all of 
their businesses are self-selected, thus the data base is not a random 
sample. Moreover there are many important corporations that do not sup¬ 
ply data to PIMS and indeed the PIMS member corporations do not neces¬ 
sarily supply data on all their businesses; and since the type of data 
required by PIMS is confidential, when it is not supplied by the corpora¬ 
tion, it is unavailable. 
Self-selection in sampling [6] can lead to problems of representa¬ 
tiveness. The potential lack of representativeness of the PIMS sample 
is recognized as a potential limitation on the generalizabi1ity of the 
results. It would appear, however, that the degree of systematic self¬ 
selection bias is reduced substantially by both the large size and the 
extensive diversity of the PIMS sample. Strictly speaking, results based 
on sample data are not generalizable beyond the members of the sample. 
Given the size and diversity of the PIMS sample, however, the likelihood 
is great that a large percentage of the businesses not represented in the 
PIMS sample compete in markets similar to those of the PIMS businesses, 
thus reducing the risk of inappropriate generalization. 
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As mentioned earlier, each business inputing data normally submits 
answers to approximately two hundred questions about its business. Many 
of the data items require estimates by the respondents who are usually 
members of the business's upper management. Since estimation is re¬ 
quired, instrumentation [6] is a potential problem if significant varia¬ 
tion in estimates was caused by differences between respondents. Under 
such circumstances, the estimates would vary due to the measuring instru¬ 
ment used, i.e., the respondent. This type of variation is assumed to 
affect the estimates in the PIMS sample, but since there is thought to be 
no reason for the variation to be biased in any particular direction, it 
is expected to be a random influence and therefore not to be a signifi¬ 
cant problem for this study. 
Time period. The principal subjects of the PIMS data here were: two- 
year averages, four-year averages, six-year averages, or a year's aver¬ 
age taken singly. Any periods of the above lengths could have been cho¬ 
sen between 1970 and 1977. Since this study was not concerned with tem¬ 
porary shorter term influences, but rather with ongoing relationships, 
the analysis of the one-year and two-year average data was not consid¬ 
ered. Although use of the six-year average data set was given some con¬ 
sideration, the four-year average data set was ultimately selected for 
two reasons: 
1. The four-year data base contained a significantly larger number of 
businesses than the six-year data base, and 
2. With eight total years of data, the data base could be split into 
two contiguous four-year samples (i.e., 1970-73 and 1974-77). By 
building and testing each model using one four-year sample, the 
stability of coefficients could be tested by running each model on 
the remaining four-year sample. Since the focal point of this study 
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was ongoing relationships, a test of the stability of regression co¬ 
efficients over time was crucial. 
The Variable Selection Process 
In selecting independent variables for the working capital and com¬ 
ponent models described in Chapter III, a substantial number of variables 
were assembled through a priori theorizing. Since very little previous 
empirical research exists in the area of strategic working capital man¬ 
agement at the product-line level, an exploratory approach was employed 
as a guide to the selection of model variables. The two exploratory 
techniques chosen were: (1) correlation and (2) factor analysis. 
Correlation analysis. The use of the four-year-average data base (SPI4) 
for the 1970-77 period provided a substantial number of potential inde¬ 
pendent variables from which to choose. From approximately 500 vari¬ 
ables, 166 were selected which seemed related in some way to one or more 
of the dependent variables. After exclusion of missing values, the re¬ 
maining sample contained 1684 observations on each of the 166 independ- 
dent variables. The pairwise correlations for this variable group were 
examined to determine how each independent variable related to each de¬ 
pendent variable and how the independent variables related to each other. 
Relationships between variables were discovered, which proved useful in 
variable selection. Note, however, that pairwise correlation analysis, 
while useful as a screening technique, ignores multivariate relation¬ 
ships. 
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Factor analysis. Factor analysis [3,9,10,27], a multivariate technique, 
was chosen as a supplement to pairwise correlation analysis as a guide 
in variable screening. Factor analysis is a technique that permits re¬ 
duction of the variable space under examination to a smaller number of 
factors. These factor patterns retain the maximum amount of information 
(explaining the maximum variance) contained in the original data matrix. 
The 166 selected variables avoided the working capital accounts and in¬ 
volved as little duplication as possible. 
The AQD [27] factor analysis program, principal factoring, was 
used to recover the initial factors. The 43 canonical factors recovered 
were rotated employing a varimax rotation to simplify the factor pat¬ 
tern, thus making interpretation easier. The 43 orthogonal factors so 
derived represent 43 independent patterns of the 166 variables. The 
similarity of each variable to the factors in the reduced space was mea¬ 
sured by its factor loading, which is simply the correlation of an ori¬ 
ginal variable with a factor. 
The next step was to use the forty-three factors in a regression 
context. Four regression models were built in which the dependent vari¬ 
ables were working capital/revenue, accounts receivable/revenue, finished 
goods inventory/revenue, and raw material and work-in-process inventory/ 
revenue, respectively; the independent variables were the forty-three 
orthogonal factors derived from the factor analysis. A regression was 
then run on each model. For each regression, the contribution of each 
p 
factor to R was examined and eight to ten key factors, i.e., those con¬ 
tributing more than 1 percent to explaining the variation of the depen¬ 
dent variable, were analyzed individually. For each model, variables 
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with high loadings on key factors (i.e., loadings >_ .5) were studied for 
possible insights into the processes influencing their respective depen¬ 
dent variable. Variables with high loadings on a given factor were 
screened and certain variables were chosen for possible inclusion in 
their respective model. To aid in interpretation each factor was given 
a name which seemed representative of its high loading variables. Ap¬ 
pendix B contains a list of key factors for each model, along with their 
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high loading variables and their respective contributions to R . 
Using factor analysis to view the original 166 variables in terms 
of key groups of variables (with each group making a different contribu¬ 
tion) reinforced earlier a priori theorizing, yielded insights into the 
processes influencing dependent variables, and added clarity to the ex¬ 
planatory part of the variable selection process. 
The Validation Process 
Employing the variables selected for each model, the 1970-73, four- 
year-average (SPI4) data base was divided into two randomly selected sub¬ 
samples: (1) the first subsample, containing 50% of the observations 
(i.e., businesses) and (2) the second subsample, containing the remaining 
50%. Each model was built from the data in the first subsample and 
analysis of covariance was used to test the stability of regression re¬ 
sults for each subsample and the combined subsamples. 
The initial step in the validation process was to compare individ¬ 
ual regression coefficients across the two subsamples. Individual coef¬ 
ficients were checked for differences in significance, changes in sign, 
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and disparities in magnitude. If a substantial change existed in the 
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level of significance, or if a sign changed from being significant in one 
direction to being significant in the opposite direction and/or if a sub¬ 
stantial change in magnitude occurred, then the logic of the related hy¬ 
pothesis was reexamined. This process concentrated on correcting speci¬ 
fication problems involving interactions between variables, curvilinear 
relationships, and missing variables. The data in the first subsample 
was used in building the necessary respecifications into the model. 
After rechecking and specifying new relationships as necessary, 
each model was validated using analysis of covariance [18; pp. 197-199]. 
The null hypothesis was that there is no significant difference between 
the set of regression coefficients generated employing each subsample. 
The null hypothesis was tested at a 5% level and supported for each mod¬ 
el. The stability of each model across subsamples implied that while 
each model was built using observations from each respective first sub¬ 
sample, the relationships suggested by each model generally carried 
through to the second subsample, i.e., they were not subsample specific. 
The next step in the validation process was to test the model built 
and validated on observations from the 1970-73 four-year-average data 
base, using observations from the 1974-77, four-year average data base. 
The models were tested for temporal stability applying analysis of co- 
variance. The null hypothesis that there is no significant difference 
between the set of coefficients generated using the total 1974-77 sample 
was supported for each model at the 5% level. Their stability across 
time periods implied that while the models were built employing observa¬ 
tions from each respective subsample, the relationships generally carried 
through to the second four-year time period, i.e., they were reasonably 
stable over time. 
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Testing 
As stated above, each model was tested using multiple regression 
analysis. In the PIMS research data base observations greater than +4 
or -4 standard deviations from the mean are given the value of +4 stan¬ 
dard deviations if positive and the value of -4 standard deviations if 
negative. Data on each independent variable in each model was normal¬ 
ized prior to estimating the regression. Each dependent variable, in 
contrast, was kept in its non-normalized form. Thus regression coeffi¬ 
cients were expressed in units of the dependent variable per standard 
deviation of the independent variable. 
The regression results for each model, including the correlation 
of each independent variable with the dependent variable, the sign and t 
ratio of each coefficient, and each independent variable's contribution 
2 
to R are shown in Chapter V. Each time a model was tested on a given 
sample, two regressions were run, an initial regression on all observa¬ 
tions in the sample, and a second regression on the observations that re¬ 
mained after dropping the extreme 2-1/2% observations in each tail of the 
distribution of residuals from the initial regression. This outlier de¬ 
letion technique was used in order to eliminate the influence of extreme 
residuals which could have masked otherwise significant relationships of 
general importance. All analysis of covariance tests were performed us¬ 
ing the results of initial regressions, i.e.. before outlier deletion. 
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The Restriction of Working Capital/Revenue Coefficients 
Since the sum of the components of working capital/revenue, i.e., 
accounts receivable/revenue, finished goods inventory/revenue, and raw 
material plus work-in-process inventory/revenue is by definition equal 
to working capital/revenue, prior information about the regression para¬ 
meters of the working capital/revenue model is available. In light of 
this prior information if an independent variable is common to the three 
component models and the working capital/revenue model, its parameter in 
the working capital/revenue model should equal the sum of its parameters 
in each of the component models. Utilization of this prior information 
would impose a restriction on the working capital/revenue model that 
would reduce its generality. Kmenta [15; pp. 432-433] shows that utili¬ 
zation of prior information about a regression parameter in the estima¬ 
tion procedure yields a restricted least squares estimator that has a 
smaller variance than the ordinary unrestricted least squares estimator. 
Thus incorporation of prior knowledge improves the efficiency of the 
least squares estimators. 
Unfortunately due to the large number of parameters utilized in 
each of the four models in this study, the iterative procedure necessary 
to minimize the joint sum of squared deviations of the four models could 
not be performed efficiently using the available computer capacity and 
statistical software. Therefore the prior information available has not 
been utilized in the estimation process. Rather the working capital/ 
revenue model has been estimated without incorporating the knowledge 
contributed by each of the component models. 
CHAPTER V 
RESULTS 
The methodological approach described in Chapter IV was utilized 
to test the hypotheses discussed in Chapter III. The resulting empiri¬ 
cal evidence supported the vast majority of relationships hypothesized-- 
strategic relationships between the par models and their respective de¬ 
terminants. In addition, the par working capital and par component mod¬ 
els were found to explain a substantial portion of the variation in each 
dependent variable (i.e., from a low of .203 to a high of .460). These 
positive test results were stable across subsamples as well as over time 
periods, implying that the relationships are strategic or ongoing, as hy¬ 
pothesized. Finally, the evidence points to the existence of a powerful 
relationship between strategic working capital decisions and operating 
performance, as measured by ROI. In the following sections, these re¬ 
sults and the major insights gained from testing them are described in 
detail. 
The Par Models 
The par models for working capital and for its components were 
used to test a number of hypotheses. These hypotheses, involving strate¬ 
gic factors such as selling pressure, capital intensity, relative price, 
industry exports, etc., were discussed individually in Chapter III. The 
test results contained in Tables 5-1 through 5-4 provide evidence which 
is supportive of the relationships hypothesized in almost every instance. 
Each strategic factor tested is underlined and accompanied by its 
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hypothesis number. In addition, the tables show each variable's name, 
its simple correlation with the dependent variable, its t-ratio in the 
equation, and its contribution to R (the amount by which the R would 
decline if the variable were deleted from the equation while all other 
variables were retained). 
While a brief discussionof the results of testing each model's in¬ 
dividual hypotheses can be found in Appendix C, the major insights gained 
from running these regressions are described below. 
Sales pressure. The evidence supports a positive relationship between 
the level of working capital/revenue (and of its components) and the in¬ 
fluence of the sales force within a business and the channels of distri¬ 
bution outside a business. Sales pressure was measured using sales 
force expense/revenue, gross margin to channels, and the purchase fre¬ 
quency of immediate customers. Working capital levels are increased when 
quick delivery and liberal credit are employed to stimulate sales; there¬ 
fore quick delivery and liberal credit should be considered explicitly in 
making working capital decisions. Since quick delivery and liberal cred¬ 
it are not "free goods," the sales force and channels of distribution 
should be held accountable for their influence on working capital levels. 
The positive benefits of increased sales should be measured against the 
costs of increasing those sales—particularly the costs of increasing 
working capital. 
Relative product image and company reputation. The findings suggest that 
a business's relative product image and company reputation as perceived 
by end users is negatively related to working capital/revenue, as well as 
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being negatively related to its componentsaccounts receivable/revenue 
and raw material plus work-in-process inventory/revenue. Thus the evi¬ 
dence supports the existence of a tradeoff between a business's relative 
image and the level of working capital needed. If a business has a poor 
relative image, it is more likely to compete by providing a readily 
available product and liberal credit terms, whereas if it has a favor¬ 
able relative image, it can compete with a lower level of working capi¬ 
tal and rely on its product image and company reputation to keep custom¬ 
ers satisfied. 
Capacity utilization. The results also point to a positive relationship 
between a business's level of capacity utilization and accounts receiv¬ 
able/revenue; on the other hand, a negative relationship exists between 
level of capacity utilization and raw material plus work-in-process in¬ 
ventory/revenue. Thus a business should take account of this tradeoff 
in determining the economic level of capacity to utilize. The greater 
the capacity utilized, the greater the credit extended as a means of at¬ 
tracting the necessary sales, but the lower the level of work-in-process 
inventory needed due to the economies of generating greater output from 
the same level of work-in-process inventory. 
Standardization. The extent to which a business's products are made to 
order was found to be positively related to raw material plus work-in- 
process inventory/revenue and negatively related to finished goods in¬ 
ventory/revenue. The more made to order or the less standardized the 
product, the more complex the material requirements and production pro¬ 
cess, increasing raw material plus work-in-process inventory/revenue. 
I 
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but the greater the possibility that the product can be shipped upon 
completion, decreasing finished goods inventory/revenue. Thus a busi¬ 
ness should take account of this tradeoff in such matters as making 
acquisition decisions, expanding into new product areas, and in setting 
inventory guidelines for established products. 
Stability and dependability of the sources of supply. The evidence in¬ 
dicates that an inverse relationship exists between the level of working 
capital/revenue and the stability and dependability of the source(s) of 
supply. In addition, an inverse relationship exists between the level of 
raw material plus work-in-process inventory/revenue and the stability and 
dependability of supply. Supply considerations like the extent to which 
(1) alternate sources are available, (2) material is purchased from com¬ 
ponents, or (3) material is purchased from a business's three largest 
suppliers, indicate the degree of stability and dependability of the 
source(s) of supply. The greater the stability or dependability of the 
source of supply, the lower the level of raw material buffer stocks 
needed to maintain continuous production. Thus the stability and depend¬ 
ability of the source(s) of supply should be considered explicitly in 
choosing the appropriate level of raw material inventory. 
Relative price. The findings point to a positive relationship between 
the level of accounts receivable/revenue and a business's relative 
price. 1 his relationship supports Schwartz's hypothesis in which trade 
credit is viewed as part of the selling price [30]. The greater a busi¬ 
ness's selling price relative to that of its competitors, the greater the 
need to use generous credit as a means of attracting new customers and 
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retaining current customers. Thus businesses which are contemplating 
raising prices relative to those charged by competitors should expect to 
use some of the funds generated by the price increase to finance a 
higher level of accounts receivable/revenue. 
Market share instability. Another positive relationship was found to 
exist between the level of accounts receivable/revenue and the degree of 
instability in a business's market share. The greater the instability 
of market share, the less certain a business can be that current cus¬ 
tomers will remain loyal or that potential customers will choose its 
products. Thus managers and corporate planners should recognize the 
link between market share instability and the level of accounts receiv¬ 
able/revenue in setting guidelines at the business level. 
Real sales growth. A negative relationship prevailed between the level 
of finished goods inventory/revenue and a business's real sales growth. 
The greater a business's real sales growth, the greater the demand for 
its products, the less the buildup of finished products in inventory, and 
the lower the level of finished goods inventory needed. Thus managers 
and corporate planners should consider the relationship between finished 
goods inventory/revenue and a business's real sales growth in setting 
operating guidelines and in calculating future funds needs. 
Industry imports. The evidence implies that the level of finished goods 
inventory/revenue is positively related to the level of imports in a 
business's Standard Industrial Classification group. Domestic businesses 
have a potential advantage over foreign businesses competing in their 
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served market--they should be able to ship more quickly, more depend¬ 
ably, and at lower cost due to geographic considerations alone. Thus 
the greater the competition from imports, the greater the need for do¬ 
mestic businesses to counter the competition with quick and dependable 
shipments, and the greater the level of finished goods buffer stocks 
needed. Recognition of the relationship between industry imports and 
finished goods inventory is necessary in setting operating guidelines 
at the business unit level. 
Competition. The findings indicate that the level of raw material plus 
work-in-process inventory/revenue is negatively related to the degree 
of competition in a business's served market, as measured by the number 
of competitors in the served market and the number of customers that con¬ 
tribute 50% of sales. The greater the degree of competition in a busi¬ 
ness's served market, the smaller the return on investment (risk con¬ 
stant), and the greater the need to economize on raw material and work- 
in-process buffer stocks in order to maintain a "normal" rate of return. 
This finding supports the public policy position: Competition promotes 
more efficient use of resources. 
Media-induced brand loyalty. Another negative relationship was found to 
exist between the level of working capital/revenue and the degree of 
media-induced brand loyalty, as measured by advertising expense/revenue 
and advertising plus promotion expense/revenue. Media-induced brand 
loyalty gives a business a competitive edge by creating a captive mar¬ 
ket, i.e., those customers who will buy only its brand. Thus the greater 
the media-induced brand loyalty, the less the need to use quick delivery 
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or liberal credit as selling tools and the lower the levels of both fin¬ 
ished goods inventory and accounts receivable. An awareness of this 
tradeoff should prove useful to managers and planners in analyzing the 
benefits of customer loyalty to their brand. 
Capital intensity. The evidence supports a positive relationship be¬ 
tween the level of finished goods inventory/revenue and capital inten¬ 
sity, as measured by a business's gross book value/revenue. The more 
capital intensive the production process, the greater the level of fin¬ 
ished goods inventory needed to insure an efficient balance between 
utilization of capital and product demand. An understanding of this 
strategic relationship should prove useful in analyzing finished goods 
levels both among competitors and across industries. 
Industry exports. Similarly, the results indicate that a positive rela¬ 
tionship exists between the level of working capital/revenue and the per¬ 
centage of sales exported by a business's Standard Industrial Classifica¬ 
tion group. The greater the level of industry exports, the greater the 
possibility that businesses in the industry maintain part of their pro¬ 
duction operations in foreign countries in order to reap cost savings. 
This overseas production lengthens the supply pipeline, thereby increas¬ 
ing raw material and work-in-process inventory levels. In addition, 
trade with foreign countries requires a longer billing process and there¬ 
fore a higher level of accounts receivable. These results suggest that 
businesses in export-oriented industries should expect to carry rela¬ 
tively high levels of working capital. 
88 
Industry instability. The level of working capital/revenue was found to 
be negatively related to the degree of industry sales instability. The 
greater the instability in an industry's sales over the long term, the 
less predictable is product demand, and the greater is the potential for 
cash flow problems. The uncertainty of product demand leads to lower 
levels of finished goods due to the risk of being left with excess and/ 
or obsolete stock. The greater potential for cash flow problems acts to 
discourage the business from extending liberal credit. 
The Variation Explained 
Each par working capital and par component model explains a sub¬ 
stantial portion of the variation in its dependent variable. The per¬ 
centage of the variation explained by each model is shown in Table 5-5. 
These results demonstrate that the par models may be useful in determin¬ 
ing the "normal" level for working capital and for its components. 
Table 5-5. Variation explained by each model 
Dependent Variable 
Working capital/Revenue 
Accounts receivable/Revenue 
Finished goods inventory/Revenue 
Raw material plus work-in-process inventory/Revenue 
Moreover, to the extent that the normal values can be taken as proxies 
for the optimal levels, use of such models could help managers im¬ 
prove their: (1) forecasts of the needed working capital or component 
levels, (2) allocation of corporate resources, (3) measurement of manage¬ 
ment performance, or (4) appraisal of policy proposals. 
Variation Explained 
1970-73 1974-77 
.278 .351 
.203 .368 
.228 .460 
.389 .339 
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The factors responsible for the unexplained variation in each par 
model cannot be known with certainty. It is thought, however, that each 
of the following, largely uncontrollable factors, contributes to some 
extent: 
1. Measurement error 
2. Excluded variables 
3. Differing costs of capital between firms 
4. Mistakes made by businesses 
These factors will be discussed in more detail in Chapter VI. 
Before proceeding to the next section, a technical clarification 
related to Tables 5-1 through 5-4 will be discussed. The results of 
testing each of the par models indicate that the sum of the incremental 
2 2 
contributions to R are not equal to the total R of the model. This 
2 
follows from the fact that a variable's incremental contribution to R 
reflects its multivariate relation with all of the other variables' ef¬ 
fects previously considered. In other words, a variable's incremental 
contribution is in fact the amount by which the equation's R would de¬ 
cline if that specific variable were deleted with the other variables 
retained. Therefore, given that the independent variables in the model 
are correlated to a small degree, dropping a variable changes the varia¬ 
tion explained by an amount which reflects not only the variable's uni¬ 
variate influence but also its effect in combination with other variables 
in the model. 
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Analysis of Covariance Tests 
For each of the preceding models, two analysis of covariance tests 
were run, one comparing the model coefficients across subsamples with 
those for the combined subsamples, and the other comparing the model co¬ 
efficients for the two separate time periods with those for the combined 
sample. None of these tests revealed significant differences either 
across subsamples or across time periods (at the 5% level) indicating 
that for each working capital model, i.e., working capital/revenue, ac¬ 
counts receivable/revenue, finished goods inventory/revenue and raw 
material plus work-in-process inventory/revenue, the stability of coef¬ 
ficients was supported across the two subsamples from the 1970-73 period 
and across the two time periods, i.e., across the 1970-73 sample and the 
1974-77 sample. These results are summarized in Table 5-6. 
The Return on Investment Models 
The abbreviated ROI model. The results of testing Hypothesis 1 (i.e., 
the greater the positive or negative deviation from par of working capi¬ 
tal/revenue or of its components, the lower the ROI), are shown in Table 
5-7. Both linear and curvilinear relationships were tested for each de¬ 
viation from par variable. The conclusions reached in testing the lin¬ 
ear relationships are consistent with those reached in testing the curvi¬ 
linear relationships. 
Insights and implications. The results of testing the abbreviated 
ROI model strongly support the hypothesis that the greater the positive 
or negative deviation from par of working capital/revenue or of its 
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Table 5-6. Analysis of covariance tests 
Working Capital/Revenue 
Test across subsamples (1970-73) 
F15,598 = 1-62 Critical = F.05,15,598 = 
Test across time periods (1970-73 and 1974-77) 
P15,823 = 1 ,36 Critical = F. 05,15,823 = 
N.S. 
N.S. 
Accounts Receivable/Revenue 
Test across subsanples (1970-73) 
F19,594 = lj3 rcritical = F.05,19,594 = 1-60 • • :i-s- 
Test across time periods (1970-73 and 1974-77) 
F19,819 = 1,31 Critical = F.05,19,594 = 1'38 *’* N*S* 
rinisned Soods Invertory/Rever.je 
Test across subsanples (1970-73) 
F17,596 = 1-24 Critical = F.05,17,596 = 
~est across ti~e periods (1970-73 and 1974-77) 
F17,836 = ]*48 critical = F.05,17,837 = 
N.S. 
N.S. 
Ra» Material ?~„s Work-in-Process Irventory/Revenue 
Test across subsamples (1970-73) 
F17,603 = -81 rcritical = F.05,17,603 = 1-67 ' ' 
Test across time periods (1970-73 and 1974-77) 
F17,836 = 1-48 Critical = F.05,17,837 
= 1.65 N.S. 
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Table 5-7. Regression Results: Abbreviated ROI Model 
Expected Sign of 
sign of coefficient 
Correlation coefficient in model 
with ROI in model and t ratio 
Regression 1 
Investment intensity 
negative -.413 -15.50 
Investment intensity 
positive -.307 - 3.73 
Working capital/revenue 
negative deviation -.176 + + 1.68 
Working capital/revenue 
positive deviation -.223 - - 2.74 
Regression 2 
Investment intensity 
negative -.403 -16.30 
Investment intensity 
positive -.307 
* 
- 4.64 
Accounts receivable/revenue 
negative deviation -.051 + + 3.42 
Accounts receivable/revenue 
positive deviation -.139 - - 1.73 
Regression 3 
Investment intensity 
negative -.403 -15.89 
Investment intensity 
positive -.307 _ - 4.48 
Finished goods/revenue 
negative deviation -.068 + + 1.52 
Finished goods/revenue 
positive deviation -.169 - - 2.28 
Regression 4 
Investment intensity 
negative -.413 -16.31 
Investment intensity 
positive -.307 — - 4.17 
Raw material plus work- 
in- process/revenue 
negative deviation -.024 + + 3.90 
Raw material plus work- 
in- process/revenue 
positive deviation -.148 - 3.22 
Contri- 
bution 
to R^ 
.149 
.009 
.002 
.005 
.166 
.014 
.007 
.002 
.157 
.012 
.001 
.003 
.164 
.011 
.009 
.006 
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components, the lower a business's ROI. Significant deviations from par 
should signal managers that based on their business's own resources and 
strategic position the actual level of working capital/revenue or of its 
components is abnormal, and therefore may merit adjustment. From an 
operational point of view, failure to heed the signals given by the par 
models will most likely lead to poor performance. 
The Full ROI model. The deviation from par variables were tested using 
the full ROI model, just as they were in the abbreviated ROI model dis¬ 
cussed above. The results reported in Table 5-8 were not altered in 
any appreciable way when curvilinear relations were fit. 
Insights and implications. Evidence derived from testing the full 
ROI model is not generally supportive of the hypothesis that the greater 
the positive or negative deviation from par of working capital or of its 
components, the lower the ROI. In addition, the inclusion of the re¬ 
spective deviation from par variables contributed little or nothing to 
the explanatory power of the full ROI model. Thus the influence of the 
deviation from par variables, while clearly evident in the bivariate ab¬ 
breviated ROI model, is suppressed in the full ROI model. This result 
is not surprising since the full ROI model is constructed using the 
well-specified and thoroughly-tested PIMS Par ROI model. In all likeli¬ 
hood, the deviation from par variables were dominated by some more power¬ 
ful variables or combination of variables already present in the PIMS Par 
ROI model. 
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Table 5-8. Regression Results: Full ROI 
Expected 
sign of 
Correlation coefficient 
with ROI in model 
Model 
Sign of 
coefficient 
in model 
and t ratio 
Contri 
bution 
to R^ 
Regression 1 
All independent variables 
in PIMS Par ROI model 
Working capital/revenue 
negative deviation -.176 + + .64 .000 
Working capital/revenue 
positive deviation -.223 - - .78 .000 
Regression 2 
All independent variables 
in PIMS Par ROI model 
Accounts receivable/revenue 
negative deviation -.051 + + .58 .000 
Accounts receivable/revenue 
positive deviation -.139 - + .50 .000 
Regression 3 
All independent variables 
in PIMS Par ROI model 
Finished goods/revenue 
negative deviation -.068 + + .13 .000 
Finished goods/revenue 
positive deviation -.169 - + .07 .000 
Regression 4 
All independent variables 
in PIMS Par ROI model 
Raw material plus work- 
in-process/revenue 
negative deviation -.024 + +2.26 .004 
Raw material plus work- 
in- process/revenue 
positive deviation -.148 -1 .10 .001 
CHAPTER VI 
SUMMARY AND CONCLUSIONS 
Summary 
Introduction. As corporations have grown larger and more diversified, 
the strategic management of their product-line working capital has taken 
on increasing importance. Deciding which inventory and receivables lev¬ 
els are appropriate for a given product-line environment is an ongoing 
challenge for corporate planners and product-line managers. Since a ma¬ 
jor portion of the investment in working capital for manufacturing cor¬ 
porations is ongoing or permanent in nature, it is crucial that managers 
take a strategic or longer-term approach in the analysis of their work¬ 
ing capital needs. Until recently, the major analytical data bases 
available for research in strategic working capital management were his¬ 
torical industry averages and the past operating records of the individ¬ 
ual product lines. The excessive aggregation of industry averages 
cloud operating relationships relevant to specific product-line environ¬ 
ments. At the opposite extreme, the past operating records of individ¬ 
ual product lines normally provide a myopic type of analytical base for 
planning and evaluation. Due to these weaknesses in the generally 
available data, empirical research has not, up to now, yielded any 
significant set of tested integrated relationships to guide product¬ 
line managers and corporate planners in their strategic working capital 
decisions. 
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The use of product-line data in a cross-sectional context. The current 
effort to provide product-line managers and corporate planners with a 
significant set of tested integrated relationships in the working capi¬ 
tal area has utilized the proprietary cross-sectional product-line data 
from the Strategic Planning Institute's (SPI) Profit Impact of Market 
Strategy (PIMS) data base. The data base is broad in scope, going far 
beyond the balance sheet and income statement type data found in either 
annual or 10K reports. Clearly, product-line data such as that in the 
SPI data base is the ideal type to use in studying strategic product¬ 
line relationships. 
Cross-sectional or "par" models were fitted to SPI data in order 
to determine how working capital and its components vary from one busi¬ 
ness to the next. Why, for example, do some businesses maintain high 
levels of accounts receivable while others operate with much lower lev¬ 
els? Some factors such as relative price, relative image, and share in¬ 
stability explain why accounts receivable levels vary among competitors 
within an industry. Other factors such as industry concentration and in¬ 
dustry instability explain why accounts receivable levels differ across 
industries. Still other factors—sales force/revenue, order backlog, 
and gross margin/revenue--reflect both differences among competitors and 
across industries. 
The modeling process. Models were built for working capital and for its 
components with the strategic focus maintained by employing four-year- 
average data for both the 1970-73 and 1974-77 periods. Thus any short¬ 
term influences on working capital and on its components--!'nfluences 
97 
which might have dominated the data for a shorter time period, thereby 
masking more important long-term strategic relationships—should be re¬ 
duced. 
The relationships hypothesized for each model were chosen in four 
steps: a priori hypotheses, correlation analysis, an exploratory factor 
analytical approach, and interactions and curvilinear relationships de¬ 
rived in testing preliminary models. The four final models containing 
the determinants compiled in steps 1 through 4 above were tested using 
the PIMS four-year-average data in a cross-sectional regression context. 
Each of the models was constructed from 50% of the 1970-73 observations, 
randomly selected. Analysis of covariance tests are used to test the 
coefficients of each model for stability across subsamples employing the 
remaining 50% of the 1970-73 observations, and for stability across time 
periods using the 1974-77 observations. 
The final stage of the study involved examining the relationship 
between business's actual working capital and its components (relative 
to their model's predicted values) and operating performance, as mea¬ 
sured by ROI. One useful way of showing that the models have value in 
an operational context is to show that failure to heed the signals given 
by the models generally leads to less favorable operating performance 
than would result from heeding such signals. Since many managers view 
ROI as the most useful measure of operating performance [24; pp. 28 ff], 
the relationship between ROI and deviation from par is utilized as a 
measure of the operating relevance of the par models. 
The relationship between ROI and deviation from par was tested, in¬ 
dividually, for working capital and each of its components, using two 
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different ROI models: 
1. An abbreviated ROI model which related ROI to deviation from par and 
a control variable, investment intensity, and 
2. A full ROI model in which deviation from par was added to a thor¬ 
oughly tested proprietary model, currently in use [11; p. 14] 
An inverse relationship between ROI and the positive or negative devia¬ 
tion from par was hypothesized for both ROI models tested. In the sec¬ 
tion which follows, the major conclusions drawn from constructing both 
the par models and the ROI models are discussed. 
Conclusions 
The findings and the major conclusions drawn from these results 
are presented in five parts: 
1. Hypothesis testing 
2. Variation explained 
3. Analysis of covariance 
4. The par models and operating performance 
5. Areas for further study 
Since the results of hypothesis testing and the conclusions drawn are 
pivotal in an empirical study of this nature, these will be discussed 
first. 
Hypothesis testing. As explained in detail in Chapter V and in Appendix 
C, the vast majority of relationships hypothesized for the Par Working 
Capital and par component models are supported by the evidence from the 
empirical tests performed on them. In the process of evaluating the 
test results, a number of strategic factors were found to be of major 
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importance as determinants of working capital either because of their 
strong impact in one model or their pervasive influence in several mod¬ 
els. 
Strategic factors explain how working capital or its components 
may vary among competitors within an industry, across industries, or re¬ 
flect both differences among competitors and differences across indus¬ 
tries. A knowledge of factors which explain variation within an indus¬ 
try is advantageous in analyzing a business's position relative to its 
competitors while a knowledge of factors explaining variation across 
industries is helpful in understanding a business's relative position in 
a portfolio of businesses operating in different industries. An under¬ 
standing of factors which explain both types of variation is of general 
usefulness to product-line managers and planners. The most influential 
strategic factors found in this study have been split into three groups 
according to the type of variation explained. 
Factors explaining variation within an industry. The evidence 
points to the existence of a tradeoff between a business's image for 
quality and service relative to the competition and the level of working 
capital needed. If a business has a poor relative image, it is more 
likdly to compete by providing both a readily available product and lib¬ 
eral credit terms; but if a business has a favorable relative image, it 
can get away with maintaining a lower level of working capital and rely 
on its relative product image and company reputation to keep its custom¬ 
ers satisfied. 
A second finding shows that a business's market share instability 
is positively related to its level of accounts receivable. The greater 
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the instability of market share, the less certain a business can be that 
current customers will remain loyal or that potential customers will 
choose the products of this business. Therefore such a business has an 
incentive to use a liberal credit policy and a flexible collection 
policy to encourage sales. 
In support of Schwartz's hypothesis [30] in which trade credit is 
viewed as part of the selling price, a third finding reveals that the 
level of accounts receivable increases with relative selling price. The 
greater a business's selling price relative to that of its competitors, 
the greater the need for a liberal credit policy as a means of remaining 
attractive to current customers and attracting new customers. 
Factors explaining variation across industries. The evidence 
points to the existence of a tradeoff between a business's degree of in¬ 
dustry sales instability and its level of working capital. The greater 
the instability of an industry's sales over the long term, the less 
predictable is product demand and the greater is the potential for cash 
flow problems. The uncertainty of product demand leads a business to 
maintain lower levels of finished goods inventories in order to reduce 
the risk of being left with excess or obsolete stock. The greater po¬ 
tential for cash flow problems acts to discourage a business from offer¬ 
ing liberal credit terms. 
Empirical support was also found for the existence of a positive 
relationship between the percentage of sales exported in a business's 
industry and the business's level of working capital. The greater the 
level of industry exports, the greater the possibility that businesses 
in the industry will maintain part of their production operations in 
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foreign countries in order thereby to reap some cost savings. Such 
overseas production lengthens the supply pipeline, thereby increasing 
raw material and work-in-process inventory levels. In addition, trade 
with foreign countries generally requires a longer billing process and 
therefore a higher level of accounts receivable. These results suggest 
that businesses in export-oriented industries should expect to carry 
relatively high levels of working capital. 
Similarly, a positive relationship was found between the percent¬ 
age of sales imported by a business's industry and the business's level 
of finished goods inventory. Domestic businesses have a potential ad¬ 
vantage over foreign businesses competing in their served market: they 
should be able to ship more quickly, more dependably, and at lower cost 
because of their closer proximity to their markets. Thus the greater 
the competition from imports, the greater the need for domestic busi¬ 
nesses to counter the competition with quick and dependable shipments, 
and therefore the greater the level of finished goods inventory required. 
The results also suggest the existence of an inverse relationship 
between the degree of competition in a business's served market and a 
business's level of raw material plus work-in-process inventory. The 
greater the degree of competition in a business's served market, the 
smaller the return on investment, risk constant, and the greater the 
need to economize on raw material and work-in-process buffer stocks in 
order to maintain a "normal" rate of return. These results suggest that 
the degree of competition in each served market should be analyzed be¬ 
fore establishing raw material and work-in-process guidelines for diverse 
businesses. 
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Factors explaining variation both among competitors and across in¬ 
dustries . A business's level of capacity utilization was found to be 
positively related to the level of accounts receivable and negatively 
related to the level of raw material plus work-in-process inventory. A 
business should take account of this tradeoff in determining the most 
profitable level of capacity to utilize. In general, the greater the 
percent of capacity utilized, the greater will be the amount of credit 
extended to attract customers. Alternatively, the greater the capacity 
utilized the lower will be the level of work-in-process inventory needed 
because generally there will be inventory economies derived from gener¬ 
ating greater output from the same amount of plant and equipment. 
The evidence supports a positive relationship between a business's 
capital intensity, as measured by gross book value/revenue, and the level 
of finished goods inventory. The more capital intensive the production 
process, the greater the level of finished goods inventory necessary to 
insure an efficient balance between utilization of capital and product 
demand. 
The empirical results suggest that the extent to which a business's 
products are made to order, versus their being standardized, is positive¬ 
ly related to raw material plus work-in-process inventory and negatively 
related to finished goods inventory. This occurs because the more made 
to order, or the less standardized the product, the more complex the 
materials requirements and production process, thereby increasing raw 
material plus work-in-process. Similarly, the more made to order the 
product, the greater the possibility of shipping immeidately upon 
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completion or quickly thereafter, thereby decreasing the need for fin¬ 
ished goods inventory. 
An inverse relationship was found to exist between the level of 
finished goods inventory and real sales growth. The greater a busi¬ 
ness's real sales growth, the greater the demand for its products, the 
less the buildup of finished products in inventory, and the lower the 
level of finished goods inventory needed. Managers and corporate 
planners should apply their understanding of this strategic relation¬ 
ship in setting operating guidelines and in calculating future funds 
requirements. 
Another inverse relationship was found to exist between the level 
of working capital and the degree of media-induced brand loyalty, as 
measured by an advertising expense/revenue and advertising plus promo¬ 
tion expense/revenue. By creating a captive market made up of those 
customers who will buy only its brand, media-induced brand loyalty gives 
a business a competitive edge. Thus the greater the media-induced brand 
loyalty, the less the need to use quick delivery or liberal credit terms 
as selling tools and the lower the levels of both finished goods inven¬ 
tory and accounts receivable. 
The evidence further suggests the existence of a positive relation¬ 
ship between the level of working capital and the influence of the sales 
force within a business and of the channels of distribution outside a 
business, as measured by sales force expenses/revenue, gross margin to 
channels, and purchase frequency of immediate customers. The greater 
the pressure from sel1ing groups to have readily available product(s), 
quick delivery, and liberal credit terms, the greater the level of both 
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inventory and accounts receivable. The powerful influence of selling 
pressure on working capital levels should be considered explicitly in 
determining a business's appropriate level of working capital and of its 
individual components. In addition, since product availability, quick 
delivery, and liberal credit terms are not "free goods," the sales 
force and channels of distribution should be held accountable for their 
influence on working capital levels. 
Finally, supply considerations, such as the extent to which alter¬ 
nate sources are available, material is purchased from components, or 
material is purchased from a business's three largest suppliers, are 
used to measure the degree of stability and dependability of the 
source(s) of supply. Test results indicate that the greater the stabil¬ 
ity or dependability of the source of supply, the lower the level of raw 
material buffer stocks needed to maintain continuous production. Thus 
the stability and dependability of the source(s) of supply should be 
considered in choosing the appropriate level of raw material inventory. 
Some practical implications of the findings. As we have seen, 
working capital levels tend to increase with the degree of selling pres¬ 
sure, capital intensity, percentage of industry sales imported or ex¬ 
ported, price effects, and market share instability. On the other hand, 
working capital levels tend to decrease with the degree of supply de¬ 
pendability, media-induced brand loyalty, real sales growth, degree of 
competition, industry sales instability, and reputation for service and 
quality. The high cost of corporate capital today makes the implica¬ 
tions of these relationships particularly relevant. It should be pos¬ 
sible to use these findings to derive practical guidelines that would 
105 
improve the efficiency with which working capital is allocated. In such 
matters as deciding whether or not to pursue various policies--evaluat- 
ing acquisition candidates, making entry or exit decisions, or judging 
the performance of existing management--a knowledge of the determinants 
of working capital and its components would be useful. Six specific 
examples of how such considerations might enter into these decisions are 
discussed below. 
1. The creation of consistent policies between the sales and pro¬ 
duction departments can lead to economies in the use of working capital. 
If sales managers are made to understand that selling pressure increases 
the level of working capital and, in addition, if they are held respon¬ 
sible for the working capital impact of the policies that they pursue, 
consistent goals can be established between the two departments and 
economies thereby realized. 
2. In contemplating a move into the rapidly growing international 
market, planners should be aware that increases in the amount exported 
or imported often lead to substantial increases in working capital re¬ 
quirements. Thus the probable increase in working capital over and 
above the business's usual domestic needs must be considered in making 
the decision to export or import. 
3. Similarly, planners should incorporate a knowledge of the 
trade-off between media-induced brand loyalty and working capital levels 
in their decisions involving the allocation of corporate resources to 
product lines. By recognizing that product lines whose customers show 
a high degree of brand loyalty need less working capital than product 
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lines with less consumer loyalty, planners can allocate corporate re¬ 
sources more effectively. 
4. Managers and planners should consider a business's degree of 
market share instability in forecasting working capital needs. Busi¬ 
nesses with unstable market shares can be expected to require a rela¬ 
tively large investment in accounts receivable, while managers with 
stable market shares should need relatively low levels of receivables. 
5. In analyzing potential acquisition candidates, both managers 
and planners should be aware that the candidate's reputation for quality 
and service can be expected to have a significant impact on its working 
capital needs. Thus candidates with relatively good reputations can be 
expected to require a substantially lower investment in working capital 
than candidates with relatively poor reputations for quality and ser¬ 
vice . 
6. Corporate managers should be aware, in assessing product-line 
performance, that capital-intensive businesses will often need substan¬ 
tially more working capital than their more labor-intensive counter¬ 
parts. In measuring the performance of capital intensive businesses, 
the probable need for relatively high levels of working capital should 
be recognized. 
Summary. By dividing the major strategic factors found, according 
to the type of variation explained by them, an important strength of the 
par modeling process is brought to light. Cross-sectional modeling 
makes possible the analysis of the characteristics of many diverse busi¬ 
nesses in terms of their common or unique variation. Traditionally 
businesses have been analyzed by dividing them into industry groups-- 
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oil, steel, etc.—and business type groups—consumer durables, capital 
goods, etc.--and noting the major differences between groups. While 
this type of analysis is helpful in determining what differences exist 
between groups, it does not focus on the crucial question: What fac¬ 
tors cause these differences? Hopefully, the major strategic factors 
discussed above help to provide an answer. 
Variation explained. In addition to providing strong support for the 
major strategic factors discussed above, each of the par models explains 
a substantial portion of the variation in each dependent variable, rang¬ 
ing from a low of .203 to a high of .460. Thus the par models may be 
useful in determining the "normal" level for working capital and for 
its components. 
As mentioned in Chapter V, while the factors responsible for the 
unexplained variation in each par model cannot be known with certainty, 
the following, largely uncontrollable factors, are thought to contribute 
to some extent: (1) measurement error; (2) excluded variables; (3) dif¬ 
fering costs of capital between firms and (4) mistakes made by busi¬ 
nesses. The likely influence of each of these factors is discussed be¬ 
low. 
Measurement error. In view of the fact that each business inputs 
over two hundred data items, some measurement errors are almost inevit¬ 
able. Moreover, the very nature of the information requested often in¬ 
troduces the 1 i kel i hood of measurement error, for example information on 
product quality, market share, relative direct costs, relative degree of 
vertical integration, etc. These errors are minimized by the Strategic 
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Planning Institute's ongoing efforts: 
1. To provide respondents with a clear understanding of the information 
being requested on a question-by-question basis, and 
2. To test the raw data inputed for inconsistencies, putting only the 
consistent data in the research data bases of the PIMS program 
These efforts should, to a large extent, reduce the possibility of er¬ 
rors of great magnitude. 
The most likely errors are expected to be those made by respon¬ 
dents in answering questions which require estimates. Since answers of 
this type can vary for equivalent facts with the respondent, variation 
in the estimates could be caused by differences between the respondent's 
interpretation of the question or the available information. While 
variation of this type is expected to increase the unexplained variation 
in each model, unless it follows a systematic pattern, no bias in model 
coefficients should result. 
Excluded variables. With over four hundred variables or forms of 
variables available in the PIMS data base, the author acknowledges that 
some variables may well have been overlooked--variables whose inclusion 
would have increased each model's explained variation. On the other 
hand, the addition of some variables, not currently available in the 
data base, but of direct relevance to strategic working capital deci¬ 
sions, could have a major impact on each model's level of explained var¬ 
iation. These additional variables are described in the Areas for Fur¬ 
ther Research section. 
Differing costs of capital between businesses. The investment in 
working capital is expected to provide a return in excess of the financ¬ 
ing costs of working capital. Businesses with similar strategic 
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characteristics and similar values for key determinants may, however, en¬ 
counter different costs of financing working capital and thus may choose 
different working capital strategies. Differing costs of capital are ex¬ 
pected, therefore, to be a source of unexplained variation. Since the 
differences in the cost of working capital across business are not 
thought to follow a systematic pattern, model coefficients are not ex¬ 
pected to be biased by this effect. 
Mistakes made by businesses. Since the par models are descriptive 
in nature, they reflect failure as well as success. For example, sup¬ 
pose one of two businesses with similar working capital characteristics 
stocks too much raw material because of an incorrect sales forecast, 
while the other stocks an appropriate amount. Despite their similari¬ 
ties, their differing raw material levels will lead to unexplained 
variations in raw material inventories. While this source of unexplained 
variation is expected to exist, the four-year averaging of the data, as 
well as the large number of businesses analyzed, are expected to minimize 
its significance. 
Analysis of covariance. Analysis of covariance was used to test whether 
or not the coefficients of the Par Working Capital model and of the par 
component models are stable across the two subsamples from the 1970-73 
time period and/or stable across the 1970-73 and 1974-77 time periods. 
No significant differences are found at the 5% level, either across sub¬ 
samples or across time periods. Thus model coefficients were not found 
to change appreciably either across subsamples or across time periods. 
The fawvable tests for stability over time are particularly encouraging 
/ 
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because they provide support for the ongoing or strategic nature of the 
relationships tested. The question of whether the par models tested can 
be used by managers and planners to improve operating performance is 
discussed in the following section. 
The par models and operating performance. While the substantial varia¬ 
tion explained by the par models suggests that the models can be useful 
in estimating a business's par or "normal" level for working capital or 
for its components, the crucial question is: Does the deviation of a 
business's actual level from its estimated par level have any impact on 
operating performance? The results of testing the full ROI model and 
the abbreviated ROI model shed light on this question. 
The ful1 ROI model. The empirical evidence does not generally 
support the hypothesis that the greater the positive or negative devia¬ 
tion from par, the lower a business's ROI. It is thought that the ef¬ 
fect of the deviation from par variables is dominated by some combina¬ 
tion of variables already present in the PIMS ROI model. This result is 
not surprising since the full ROI model is constructed using the well- 
specified and thoroughly tested PIMS ROI model--a model which contains 
many of the same variables used to explain working capital variability. 
The abbreviated ROI model. Strong support was found for the hypo¬ 
thesis that the greater the positive or negative deviation from par, the 
lower a business's ROI. Thus significant deviations from par should sig¬ 
nal managers that based on their business's own resources and strategic 
position, the actual level of working capital or of its components is 
abnormal and therefore may well merit adjustment. Therefore, from an 
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operational point of view, failure to heed the signals given by the par 
models may often lead to poor performance. 
Areas for further study. Further study is suggested in order to (1) im¬ 
prove the specification of each model and (2) monitor the stability of 
coefficients over time. Improved specification of the models would re¬ 
quire continuing examination of potential explanatory variables, includ¬ 
ing their properties in linear, curvilinear and interactive contexts. 
While this continuing investigation could be carried out with the cur¬ 
rently available PIMS variables, the inclusion of some new variables in 
the data base could yield important insights as well as substantially 
increasing the explanatory power of the models. Table 6-1 contains a 
list of the new variables thought to hold the most promise. 
The model coefficients were found to be stable over the two four- 
year time periods tested. Continued stability tests over time, as addi¬ 
tional years are added to the data base, would, however, be useful in 
checking the stability of model coefficients and in spotting possible 
changes in previously stable strategic relationships. 
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Table 6-1. Suggested new variables 
Accounts receivable 
1. Rigor with which past due accounts are collected 
2. Credit terms 
3. Age of uncollected accounts 
4. Bad debt expense 
5. Collection costs 
6. Does this business factor its accounts receivable? 
Inventory 
1. Relative speed of delivery to customers 
2. Estimated value of sales lost through stockouts 
3. Speed of delivery by suppliers 
4. Dependability of suppliers 
5. Availability of subcontractors 
6. Work-in-process inventory as an individual variable 
7. Raw material inventory as an individual variable 
8. In-transit inventory 
9. Shipping charges 
10. Warehousing expense 
General 
1. Rank the influence of the business's finance, marketing, production 
groups, and the corporate planning group on the level of working 
capital, accounts receivable, finished goods inventory, work-in- 
process inventory, and raw material inventory 
2. Accounts payable as an individual variable 
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Technical Discussion: The Par Working Capital Model 
Hypothesis 1: Industry instability 
X-] Industry instability* 
Variable #80 line #407 
Expected sign: negative, but decreasing at a decreasing rate 
at higher levels of instability 
Reasoning: The greater the long term variability of industry 
sales, the less predictable product demand, the 
greater the risk of being left with excess or obso¬ 
lete finished goods inventory. In addition, the 
greater the long term variability in industry sales, 
the more uncertain the market environment, the 
greater the potential for cash flow problems, and 
the less the incentive to establish a liberal credit 
policy. Thus the greater the long term variability 
in industry sales, the lower the level of both 
finished goods inventory/revenue and accounts re¬ 
ceivable/revenue and the lower the level of working 
capital/revenue. Working capital/revenue is ex¬ 
pected to decrease at a decreasing rate at higher 
levels of instability because economic capacity 
utilization dictates that some minimum level of 
finished goods inventory be maintained and because 
some minimum level of accounts receivable is needed 
to facilitate customer purchases. 
*The ten-year variability in sales for this business's S.I.C. 
group 
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Hypothesis 2: Media induced brand loyalty 
Advertising media expenses * revenue (average) 
Variable #157 lines #212 t #201 
Expected sign: negative 
Reasoning: The greater a business's level of media advertising, 
the greater the media induced brand loyalty, the 
larger the proportion of the business's sales that 
are "captive," the less the need to use accounts 
receivable/revenue as a selling tool, and the lower 
the level of working capital needed to support a 
given level of sales. 
Hypothesis 3: Reputation for service and quality 
Relative image* 
Variable #330 line #333 
Expected sign: negative, but decreasing at a decreasing rate 
for businesses with the best product images 
Reasoning: The better the end user's perception of a busi¬ 
ness's product image and company reputation, the 
stronger the business's competitive position, the 
greater the demand for its products and the less the 
need to use accounts receivable/revenue and finished 
goods inventory/revenue as selling tools in dealing 
with immediate customers or end users. Working 
capital/revenue is expected to decrease at a de¬ 
creasing rate as a business's reputation becomes 
"much better" than that of its leading competitors 
because economic capacity utilization dictates that 
some minimum level of finished goods inventory be 
maintained and because some minimum level of credit 
is needed to facilitate customer purchases. 
*Compared to its three largest competitors were end users' per¬ 
ceptions of this business's product image and company reputa¬ 
tion (for quality, dependability, etc.): 
1 = much worse 
2 = somewhat worse 
3 = about the same 
4 = somewhat better 
5 = much better 
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Hypothesis 4: Selling pressure 
Sales force t revenue (average) 
Variable #147 lines #210 t #201 
Expected sign: positive 
Reasoning: The greater the percent that sales force expenses 
are of sales, the greater the pressure on a busi¬ 
ness to meet individual customer needs, the greater 
the pressure to ship quickly and to provide liberal 
credit, and the greater the level of working capi¬ 
tal/revenue needed to support a given level of 
sales. 
Gross margin channels* 
Variable #38 line #137 
Expected sign: positive 
Reasoning: The greater the gross margin earned by distribution 
channels, the greater the incentive these distribu¬ 
tion channels have to be supplied quickly, the 
greater the pressure on the business to ship quickly 
and the greater the level of raw material plus work- 
in-process inventory/revenue and finished goods in¬ 
ventory. In addition, the greater the gross margin 
earned by distribution channels, the more important 
these channels are in the selling process, and the 
greater the business's incentive to meet their 
credit needs. Pressures to ship quickly and to 
provide ample credit combine to increase the level 
of working capital needed to support a given level 
of sales. 
*The approximate difference between the manufacturer's price 
and the selling price to end users, expressed as a percent 
of the selling price to end users. 
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Xg Purchase frequency--immediate customers* 
Variable #27 line #126 
Expected sign: positive, but increasing at an increasing rate 
as purchases become very infrequent 
Reasoning: The less frequent purchases by immediate customers, 
the more "tailor made" the product, the more "small 
batch" the production process, and the greater the 
level of raw material and work-in-process inventory 
needed to support a given level of sales. The more 
"tailor made" the product the greater the extent to 
which products can be shipped upon completion, and 
the lower the level of finished goods inventory 
needed to support a given level of sales. The less 
frequent the purchases by immediate customers, the 
less the use of distribution channels, the more per¬ 
sonalized the relationship between buyer and seller, 
and the greater the pressure from salesmen to extend 
liberal credit. On balance the increases in raw 
material, work-in-process, and accounts receivable 
will more than offset the decrease in finished goods 
inventory as purchases become less frequent and the 
level of working capital needed to support a given 
level of sales will increase. As purchases become 
very infrequent, economic capacity utilization dic¬ 
tates that a minimum level of finished goods inven¬ 
tory be maintained. As this minimum level is 
reached, finished goods inventory stops decreasing, 
no longer acting as a moderating force on working 
capital increases, and working capital/revenue be¬ 
gins increasing at an increasing rate. 
*The business's immediate customers (i.e., those from whom the 
business receives purchase orders) typically purchase its prod¬ 
ucts or services: 
1 = weekly or more frequently 
2 = between once a week and once a month 
3 = between once a month and once every six months 
4 = between once every six months and once a year 
5 = between once a year and once every five years 
6 = between once every five years and once every ten years 
7 = other 
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Hypothesis 5: Supply 
X-j Purchases from components* 
Variable #43 line #142 
Expected sign: negative 
Reasoning: The greater the percent of purchases of materials 
(the purchase component of cost of goods sold) 
from components of the same corporation, the greater 
the dependability of the source(s) of supply, the 
less the risk of not being supplied, the less the 
need for raw material/revenue buffer stocks, and on 
the balance the lower the level of working capital 
needed to support a given level of sales. 
*The percent of this business's purchases of materials that were 
obtained from other components of the same corporation 
Xg Suppliers 3 largest* 
Variable #56 line #155 
Expected sign: negative 
Reasoning: The greater the percent of purchases made from a 
business's three largest external vendors, the 
stronger the position of the purchaser in demanding 
a dependable supply from these vendors, the less the 
need to carry raw material/revenue buffer stocks, 
and on balance the lower the level of working capi¬ 
tal needed to support a given level of sales. 
*The percent of this business's external purchases of materials 
made from the business's three largest vendors. 
Hypothesis 6: Product demand 
Xg Order backlog* 
Variable #63 line #203 
Expected sign: negative 
Reasoning: The greater the percent order backlog, the greater 
the demand for a business's product(s), the less 
the need to use liberal credit and quick delivery 
as selling tools, the lower the level of accounts 
receivable/revenue and finished goods inventory/ 
revenue respectively, and the lower the level of 
working capital needed to support a given level of 
sales. 
*0rder backlog as a percent of annual sales volume. 
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Hypothesis 7: Wage rate growth 
X-jq Wage rate growth* 
Variable #338 line #314 
Expected sign: positive 
Reasoning: The greater the growth of a business's wage rate, 
the greater the costs allocated to work-in-process 
inventory, the greater the cost of finished goods 
inventory, and to the extent that price increases 
lag cost increases, the greater the level of work¬ 
ing capital/revenue. 
*A yearly estimate of the average level of hourly wage rates 
paid by a business relative to the level in 1973. Included 
are the cost of fringe benefits and pension plans. 
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Hypothesis 8: Industry exports 
X-j-j Industry exports* 
Variable #83 line #404 
Expected sign: positive, but increasing at a decreasing rate 
for businesses in industries with a high level 
of exports 
Reasoning: The greater the percentage of sales exported by a 
business's S.I.C. group, the greater the possibil¬ 
ity of that business maintaining part of its pro¬ 
duction operations in foreign countries in order 
to reap cost savings, the longer the pipeline car¬ 
rying raw material and work-in-process, and the 
greater the amount of raw material and work-in¬ 
process needed to support a given level of sales, 
tn addition, the greater the percentage of sales 
exported by a business's S.I.C. group, the longer 
the billing process due to customs requirements, 
guarantees of payment and insurance coverage, and 
the greater the level of accounts receivable 
needed to support a given level of sales. Thus 
the greater the industry exports, the greater the 
level of both raw material plus work-in-process 
inventory/revenue and accounts receivable/revenue, 
and the greater the level of working capital/ 
revenue. Working capital/revenue is expected to 
increase at a decreasing rate at high levels of 
industry exports as businesses reach the point at 
which the marginal return from export operations 
no longer justifies the marginal costs of addi¬ 
tional working capital. 
*The total exports of all establishments in the S.I.C. group 
to areas outside the U.S., expressed as a percentage of their 
total sales both within and outside the U.S. For non-U.S. 
businesses, enter the exports of establishments located with¬ 
in the country in which the business is based. 
124 
Technical Discussion: The Par Accounts Receivable Model 
Hypothesis 1: Price effects 
X-j Relative price average* 
Variable #290 line #319 
Expected sign: positive 
Reasoning: The greater a business's selling price relative to 
that of its three largest competitors, the greater 
the relative profitability of sales, ceteris pari¬ 
bus, and the greater the incentive to use generous 
credit as a means of attracting new customers and 
keeping current customers. 
*The average level of selling prices of this business's prod¬ 
ucts and services, relative to the selling price of the three 
largest competitors 
X2 Percent change price short* 
Variable #445 line #503 
Expected sign: positive 
Reasoning: The greater the expected increase in selling price 
within a business's served market, the greater the 
expected contribution to profit of future sales, and 
the greater the incentive to use generous credit to 
attract new customers and/or to dissuade current 
customers from cutting back on purchases after the 
price increase(s). 
*A forecast of most likely rate of change in the selling prices 
of products within the business's served market. 
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Hypothesis 2: Market share instability 
Your share instability* 
Variable #374 line #306 
Expected sign: positive 
Reasoning: The greater the instability of a business's market 
share, the less certain the business can be that 
current customers will remain loyal, or that poten¬ 
tial customers will choose the products of this 
business. Thus an incentive exists for using gen¬ 
erous credit extension as one means of keeping cur¬ 
rent customers loyal and of attracting potential 
purchasers. 
instability equals the average percentage difference from an 
exponential trend of a business's market share levels 
Hypothesis 3: Gross margin 
Gross margin/revenue (average)* 
Variable #157 lines [#205-(#206+#215)]/#201 
Expected sign: positive 
Reasoning: The greater a business's gross margin, the greater 
the marginal return for each additional dollar of 
sales. The greater the marginal return, the greater 
the amount of credit risk that can be accepted be¬ 
fore further credit extension becomes uneconomic, 
and the greater the level of accounts receivable. 
*Gross margin equals value added minus manufacturing and physi¬ 
cal distribution expenses and minus depreciation expense. 
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X5 Channels via retail* 
Variable #35 line #134 
Expected sign: positive 
Reasoning: The greater the proportion of a business's sales 
that are made to end users via company-owned distri¬ 
bution facilities, the lower the cost of distribu¬ 
tion, the higher the gross margin, the higher the 
marginal return for each additional dollar of sales, 
the greater the amount of credit risk that can be 
accepted before further credit extension becomes un¬ 
economic, and the greater the level of accounts re¬ 
ceivable. 
*The percent of sales of this business that are made to end 
users via company-owned retail or wholesale distribution fa¬ 
cilities . 
Xg Industry concentration ratio* 
Variable #81 line #402 
Expected sign: positive, but increasing at an increasing rate 
at higher levels of concentration 
Reasoning: The greater the concentration in a business's S.I.C. 
group, the higher and the more stable the prices of 
products sold, the greater the degree of non-price 
competition, the higher price is relative to mar¬ 
ginal cost, and the greater the incentive to use 
liberal credit as a means of keeping customers and/ 
or attracting new customers. Accounts receivable/ 
revenue is expected to increase at an increasing 
rate, as the concentration of the industry increases 
due to the increased incentive of industry members 
to maintain their oligopolistic advantage through 
price coordination. 
*The percentage of sales or shipments by establishments in this 
business's S.I.C. group accounted for by the sales or shipments 
of the four largest establishments in the S.I.C. group (in¬ 
clude this business if it is one of the four largest). 
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Vertical integration backward* 
Variable #29 line #138 
Expected sign: positive 
Reasoning: The greater the degree to which a busines is back¬ 
ward integrated, the lower its cost of raw materials 
and components, the higher its gross margin and the 
greater the incentive to use accounts receivable/ 
revenue to generate additional sales. 
*When measured relative to its three largest competitors in this 
business: 
1 = relatively less backward integration 
2 = relatively the same backward integration 
3 = relatively more backward integration 
Hypothesis 4: Selling pressure 
Xg Sales force/revenue (average)* 
Variable #147 lines #210 t #201 
Expected sign: positive 
Reasoning: The selling group within a business would be ex¬ 
pected to extend credit liberally to generate addi¬ 
tional sales. Thus the greater the percent that 
sales force expenses are of sales, the greater the 
influence of the selling group on accounts receiv¬ 
able/revenue policy and the greater the level of 
accounts receivable/revenue. 
Hypothesis 5: Brand loyalty 
Xg Advertising and promotion/revenue (average)* 
Variable #152 lines #211 v #201 
Expected sign; negative 
Reasoning: The greater the degree of media advertising and 
sales promotional efforts, the greater the brand 
loyalty induced, the larger the proportion of the 
business's sales that are captive, and the less the 
need to use accounts receivable/revenue as a selling 
tool. 
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Hypothesis 6: Personalized customer relationships 
Xiq Standardization* 
Variable #9 line #108 
Expected sign: positive 
Reasoning: The greater the degree to which products are made to 
order, the more personalized a business's relation¬ 
ship with its customers, the more tailored credit 
extension will be to individual customer needs, the 
less "heavy handed" the collection policy, and the 
greater the level of accounts receivable/revenue. 
*Are the products of this business: 
0 = more or less standardized 
1 = produced to order for individual customers 
Purchase frequency—immediate customers* 
Variable #27 line #126 
Expected sign: positive 
Reasoning: The more infrequent purchases by immediate cus¬ 
tomers, the less the use of distribution channels, 
the more personalized the relationship between the 
business and its customers, the more tailored credit 
extension will be to individual customer needs, the 
less "heavy handed" the collection policy, and the 
greater the level of accounts receivable/revenue. 
*The business's immediate customers (i.e., those from whom the 
business receives purchase orders) typically purchase its 
products or services: 
1 = weekly or more frequently 
2 = between once a week and once a month 
3 = between once a month and once every six months 
4 = between once every six months and once a year 
5 = between once a year and once every five years 
6 = between once every five years and once every ten years 
7 = other 
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Hypothesis 7: Product demand 
X-j2 Order backlog* 
Variable #63 line #203 
Expected sign: negative 
Reasoning: The greater the order backlog as a percent of sales, 
the greater the demand for a business's product, the 
stronger the business's bargaining position vis-a- 
vis buyers, the less the need to use accounts re¬ 
ceivable/revenue as a selling tool and the lower the 
level of accounts receivable/revenue. 
*The percent that order backlog is of annual sales 
X-|3 Relative image average* 
Variable #330 line #333 
Expected sign: negative 
Reasoning: The better the end user's perception of the product 
image and company reputation, the greater the degree 
of product differentiation and brand loyalty, the 
greater the demand for the business's product(s), 
the stronger the business's bargaining position vis- 
a-vis immediate customers and end users, the less 
the need to use accounts receivable/revenue as a 
selling tool, and the lower the level of accounts 
receivable/revenue. 
*Relative to the business's three largest competitors were end 
users' perceptions of product image and company reputation (for 
quality, dependability, etc.) for this business 
1 = much worse 
2 = somewhat worse 
3 = about the same 
4 = somewhat better 
5 = much better 
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Hypothesis 8: Industry instability 
X-J4 Industry instability* 
Variable #80 line #407 
Expectes sign: negative, but decreasing at a decreasing rate 
at higher levels of instability 
Reasoning: The greater the long term variability of industry 
sales, the more uncertain the market environment, 
the greater the potential for cash flow problems, 
and the less the incentive to establish a liberal 
credit policy. Accounts receivable/revenue will 
decrease at a decreasing rate at higher levels of 
instability due to offsetting pressures to provide 
some minimum level of credit to facilitate custom¬ 
er purchases. 
*The ten-year variability in sales for this business's S.I.C. 
group. 
Hypothesis 9: Industry exports 
X-j5 Industry exports* 
Variable #83 line #404 
Expected sign: positive 
Reasoning.: The greater the percentage of sales exported by a 
business's S.I.C. group, the longer the billing 
process due to customs requirements, guarantees of 
payment, and insurance coverage, the longer 
the collection period, and the greater the level 
of accounts receivable needed to support a given 
level of sales. 
*The total exports of all establishments in the S.I.C. group 
to areas outside the U.S., expressed as a percentage of their 
total sales both within and outside the U.S. For non-U.S. 
businesses, enter the exports of establishments located with¬ 
in the country in which the business is based. 
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Hypothesis 10: Process research and development 
Process research and development/revenue 
Variable #137 lines #208 t #201 
Expected sign: negative 
Reasoning: The greater the percentage that process research 
and development expenses are of sales, the greater 
the degree of patent protection, the stronger the 
market position, the more able the business is to 
substitute process research and development ex¬ 
penses for liberal credit and the lower the level 
of accounts receivable needed to support a given 
level of sales. 
Hypothesis 11: Capacity utilization 
X-J7 Capacity utilization* 
Variable #236 line #236 
Expected sign: positive 
Reasoning: The greater the percent of standard capacity** 
utilized, the higher the volume of output pro¬ 
duced, the greater the level of sales needed, the 
greater the use of accounts receivable as a sales 
tool, the greater the extent to which marginal 
customers will be granted credit and/or the more 
liberal credit terms generally, and the higher the 
level of accounts receivable needed to support a 
given level of sales. 
*Capacity utilization is the percent of standard capacity 
utilized on the average during the year, including produc¬ 
tion for inventory. 
**Standard capacity is the sales value in current dollars of 
the maximum output that this business can sustain with 
(1) facilities normally in operation and (2) current con¬ 
straints (e.g., technology, work rules, labor practices, 
etc.). 
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Technical Discussion: The Par Finished Goods Model 
Hypothesis 1: Standardization 
X-| Standardization* 
Variable #9 line #108 
Expected sign: negative 
Reasoning: The greater the degree to which the product is made 
to order, the less the need to maintain finished 
goods inventory/revenue buffer stocks because, when 
completed, "tailor made" products can be shipped 
immediately. 
*This is a categorical variable: 
0 = more or less standardization for all customers 
1 = produced to order for individual customers 
X2 End user = manufacturer* 
Variable #14 line #113 
Expected sign: negative, but decreasing at a decreasing rate 
Reasoning: The greater the percentage of a business's output 
that is used by manufacturers, the more intricate 
the production process, the greater the proportion 
of small batch production, the greater the degree 
to which the product is "tailor made," and the less 
the need to keep finished products in inventory. 
As the percentage of output that is used by manu¬ 
facturers increases, finished goods inventory de¬ 
creases at a decreasing rate as a minimum level of 
finished goods inventory is reached. This minimum 
level is largely dictated by the need to keep capa¬ 
city utilization at economic levels. 
*The percentage of output of this business for which manufac¬ 
turers are end users. 
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X-|*Xy Interaction between Standardization and Industry imports 
Variables #9, #84 lines #108, #405 
Expected sign: negative 
Reasoning: The less standardized, i.e., the more "tailor 
made," the product, the lower the level of finished 
goods inventory needed. Business in industries 
which import a relatively large proportion of total 
sales, and which product a "tailor made" product 
will need lower finished goods inventories because 
customized products can normally be shipped upon 
completion and because competition with imports does 
not involve maintaining large finished goods inven¬ 
tories to promote quick delivery (as it could with 
more standardized products). 
Hypothesis 2: Capital intensity 
Xg Gross book value* * Revenue (average) 
Variable #201 lines #223 . #201 
Expected sign: positive 
Reasoning: The more capital intensive the business, i.e., the 
greater the gross book value as a percent of sales, 
the more costly are drops in capacity utilization, 
and the greater is the incentive to maintain level 
production during slack periods, thereby building 
finished goods inventory/revenue. 
*The original value of buildings, land and manufacturing equip¬ 
ment, plus all transportation equipment owned. 
X^Xg Gross book value/Revenue*Real sales growth 
Variables #201, #367 lines #223 * #201, #201 r #312 
Expected sign: positive 
Reasoning: When a business is highly capital intensive, a 
rapid rate of real sales growth and the associated 
high product demand does not lead to lower finished 
goods inventory because economic capacity utiliza¬ 
tion dictates level production during slack periods, 
and a concurrent build-up of finished goods inven¬ 
tory. This build-up of finished goods inventory 
more than offsets the finished goods decreasing ef¬ 
fect of high product demand. 
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Hypothesis 3: Selling pressure 
Sales force * Revenue (average) 
Variable #147 lines #210 t #201 
Expected sign: positive 
Reasoning: The greater the percent that sales force 
are of sales, the greater the business's 
ment to individual customer service, the 
the pressure to ship quickly and dependably, and 
the greater the finished goods inventory/revenue 
buffer stock needed. 
expenses 
commit- 
greater 
Gross margin channels* 
Variable #38 line #137 
Expected sign: 
Reasoning: 
positive, but increasing at a decreasing rate 
at higher percent gross margins to channels 
The greater the gross margin earned by distribu¬ 
tion channels, the greater the incentive these dis¬ 
tribution channels have in being supplied quickly 
and in adequate quantity, the greater the pressure 
on the business to keep them supplied, and the 
greater the level of finished goods buffer stock 
held. Finished goods inventory will increase at a 
decreasing rate at higher percent gross margin to 
channels due to offsetting pressures to keep the 
carrying costs of finished goods inventory in bal¬ 
ance. 
*The approximate difference between the manufacturer's price 
and the selling price to end users, expressed as a percent of 
the selling price to end users. 
Hypothesis 4: Brand loyalty 
X6 Advertising media expenses * Revenue (average) 
Variable #157 lines #212 * #201 
Expected sign: negative 
Reasoning: The greater the level of media advertising, the 
greater the media induced brand loyalty, the less 
the need to use quick delivery as part of the mar¬ 
keting effort, and the lower the level of finished 
goods inventory/revenue buffer stocks. 
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Hypothesis 5: Non-price competition 
Xy Suppliers integrated forward* 
Variable #59 line #158 
Expected sign: positive 
Reasoning: The greater the competition in your served market 
from suppliers, the greater the need to compete us¬ 
ing non-price competition, the greater the use of 
quick and dependable deliveries as a competitive 
tool, and the greater the level of finished goods 
inventory/revenue buffer stocks needed. 
*This is a categorical variable: 
Are any of this business's three largest external vendors in¬ 
tegrated forward: 
0 = no 
1 = yes, but not in the market this business serves 
2 = yes, and into this served market 
Xg Industry imports 
Variable #84 line #405 
Expected sign: positive 
Reasoning: Domestic businesses have a potential advantage over 
foreign businesses competing in their served mar- 
ket--they should be able to ship more quickly and 
more dependably (at lower cost) due to geographical 
considerations alone. Thus the greater the compe¬ 
tition from imports, the greater the tendency for 
domestic businesses to counter the competition with 
quick and dependable shipments, and the greater the 
level of finished goods inventory/revenue buffer 
stocks needed. 
*The percent of S.I.C.-group sales within the li.S. accounted 
for by establishments located outside the U.S. For non-U.S. 
businesses, enter the imports into the country in which the 
business is based. 
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Hypothesis 6: Real sales growth 
Xg Real sales growth* 
Variable #367 lines #201 x #312 
Expected sign: negative 
Reasoning: The greater a business's real sales growth, the 
greater the demand for its products, the less 
likely it is that finished products will accumulate 
in inventory, and the lower the level of finished 
goods inventory/revenue needed to support a given 
level of sales. 
*Real sales growth equals net sales (+lease revenues) divided 
by an index of material prices for this business in which 
1973 = 100%. 
Hypothesis 7: Industry instability 
X-jq Industry instability* 
Variable #80 line #407 
Expected sign: negative, but decreasing at a decreasing rate 
at higher levels of instability 
Reasoning: The greater the long term variability of industry 
sales, the less predictable is product demand, the 
greater the risk of being left with excess and/or 
obsolete finished goods inventory and the lower the 
level of finished goods buffer stocks needed. At 
higher levels of instability, the level of finished 
goods inventory will decrease at a decreasing rate, 
as a minimum level of finished goods is reached, a 
level that is dictated by economic capacity utiliza¬ 
tion. 
*Measures the variability in sales for this business's S.I.C.- 
group for the last ten years 
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Hypothesis 8: Development time for new products 
X-|-j Development time new* 
Variable #12 line #111 
Expected sign: negative, but decreasing at a decreasing rate 
Reasoning: The longer the time lag between the beginning of 
the development effort for a new product and market 
introduction, the fewer new products, the lower the 
proportion of sales composed of new products, the 
less the need to fill the finished goods pipeline 
with inventory in anticipation of new product 
sales, and the lower the level of finished goods in¬ 
ventory. This is a curvilinear relationship in 
which as development time increases, finished goods 
inventory decreases at a decreasing rate due to the 
partially offsetting pressure to ship the end prod¬ 
uct quickly. 
*The typical time lag between the beginning of the development 
effort for a new product and market introduction is: 
1 = less than one year 
2 = one to two years 
3 = two to five years 
4 = more than five years 
5 = not applicable, little or no new product development oc¬ 
curs in this business 
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Technical Discussion: The Par Raw Material 
Plus Work-in-Process Model 
Hypothesis 1: Supply 
X-j Alternate sources of supply* 
Variable #58 line #157 
Expected sign: negative 
Reasoning: The more available are alternate sources of supply, 
the less the risk of not being supplied and the 
less the need for raw material buffer stocks. 
*This is a categorical variable: 
Does this business have good alternate sources of supply for 
purchases? 
1 = no 
2 = yes, but with difficulty 
3 = yes, with no difficulty 
%2 Purchases from components* 
Variable #43 line #142 
Expected sign: negative 
Reasoning: The greater the percent of purchases of materials 
(the purchase component of cost of goods sold) from 
components of the same corporation, the greater the 
dependability of the source(s) of supply, the less 
the risk of not being supplied and the less the 
need for raw material buffer stocks. 
*The percent of this business's purchases of raw materials that 
were obtained from other components of the same corporation 
Suppliers 3 largest* 
Variable #56 line #155 
Expected sign: negative 
Reasoning: The greater the percent of purchases made from a 
business's three largest external vendors, the 
stronger the position of the purchaser in demanding 
a dependable supply from these vendors, and the less 
the need to carry raw material buffer stocks. 
*The percent of this business's external purchases of materials 
made from the business's three largest vendors. 
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Hypothesis 2: Standardization 
Standardization* 
Variable #9 line #108 
Expected sign: positive 
Reasoning: The greater the degree to which a business's prod¬ 
uces) are "made to order," the greater the de¬ 
gree of small batch production, the more complex 
the material requirements, the more intricate the 
production process and the greater the level of raw 
material and work-in-process inventory needed to 
support a given level of sales. 
*This is a categorical variable: 
0 = more or less standardized for all customers 
1 = produced to order for individual customers 
Purchase frequency--end users 
Variable #26 line #125 
Expected sign: positive 
Reasoning: The less frequently a business's end users purchase 
its products, the less standardized the product, 
the more complex the material requirements, the 
more intricate the production operations and the 
greater the level of raw material and work-in¬ 
process inventories needed to support a given level 
of sales. 
*A business's end users typically purchase its products or ser¬ 
vices : 
1 = weekly or more frequently 
2 = between once a week and once a month 
3 = between once a month and once every six months 
4 = between once every six months and once a year 
5 = between once a year and once every five years 
6 = between once every five years and once every ten years 
7 = other 
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Hypothesis 3: New product production 
Percent new products average* 
Variable #302 line #323 
Expected sign: positive 
Reasoning: The greater the percent of sales accounted for by 
new products, the greater the initial new product 
inventory needed in anticipation of future sales 
and the greater the level of raw material plus 
work-in-process inventory/revenue. 
*The percent of total sales that was accounted for by products 
introduced by this business during the three preceding years 
Hypothesis 4: Product line breadth 
Breadth of product components* 
Variable #78 line #325 
Expected sign: positive, but increasing at a decreasing rate 
and finally becoming negative for broader 
product lines. 
Reasoning: As the breadth of a business's product line in¬ 
creases from narrower than that of competitors to 
being of more equal breadth, th6 business will be¬ 
come more competitive and while its raw material 
plus work-in-process inventory/revenue will in¬ 
crease due to increased raw material and work-in¬ 
process buffer stocks, its sales will increase at 
a faster rate and raw material plus work-in¬ 
process inventory/revenue will drop. In going 
from the same breadth as that of competitors to 
greater breadth that competitive advantages become 
more marginal, raw material plus work-in-process 
inventory increases at a faster rate than sales 
increases, and raw material plus work-in-process 
inventory/revenue increases. 
*Relative to the weighted average of the product lines of its 
three largest competitors, estimate the breadth of the prod¬ 
uct lines of this business: 
1 = narrower 
2 = same 
3 = broader 
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Hypothesis 5: Capacity utilization 
Xg Capacity utilization average* 
Variable #236 line #236 
Expected sign: negative 
Reasoning: As the percent of standard capacity** utilized in¬ 
creases, given that the increase involves equip¬ 
ment that was initially utilized to some degree, 
the level of work-in-process remains constant while 
the level of sales increases. 
*Capacity utilization is the percent of standard capacity uti¬ 
lized on the average during the year, including production 
for inventory. 
**Standard capacity is the sales value in current dollars of 
the maximum output that this business can sustain with 
(1) facilities normally in operation and (2) current con¬ 
straints (e.g., technology, work rules, labor practices, 
etc.). 
Hypothesis 6: Competition 
Xg Number of competitors* 
Variable #69 line #303 
Expected sign: negative 
Reasoning: The greater the number of competitors in a busi¬ 
ness's served market, the smaller the return on in¬ 
vestment (risk constant), and the greater the need 
to economize on raw material plus work-in-process 
inventory/revenue buffer stocks in order to main¬ 
tain a "normal" rate of return. 
*This is a categorical variable: 
How many businesses were competing in the served market of this 
business? 
1 = five or fewer 
2 = six to ten 
3 = eleven to twenty 
4 = twenty-one to fifty 
5 = fifty-one or higher 
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X-j0 # immediate customers = 50% sales 
Variable #348 lines (#122*#118)/100.0 
Expected sign: negative 
Reasoning: The greater the number of immediate customers neces¬ 
sary to generate 50% of annual sales, the more frag¬ 
mented the buying market, the greater the competi¬ 
tion between sellers, and the greater the need to 
economize on raw material plus work-in-process in¬ 
ventory/revenue buffer stocks in order to maintain 
a "normal" rate of return. 
Hypothesis 7: Selling pressure 
X-ji Sales force * revenue average* 
Variable #147 lines #210 v #201 
Expected sign: positive 
Reasoning: The greater the percent of sales force expenses, 
the greater the power of the sales group within 
the business and the more intense the pressure on 
inventory and production managers to avoid stock¬ 
outs that would cause disruptions in the shipping 
schedule, hence the greater will be the level of 
raw material plus work-in-process inventory/revenue 
buffer stocks. 
*Sales force expenses (including (1) compensation and expenses 
incurred by salesmen, (2) commissions paid to brokers or 
agents, and (3) cost of sales force administration) divided 
by yearly revenues. 
X-|2 Sales to components* 
Variable #45 line #144 
Expected sign: positive 
Reasoning: The greater the percent of a business's sales that 
were made to other components of the same corpora¬ 
tion, the greater the pressure on inventory and 
production managers to avoid stockouts. A stockout 
which causes an internal shipping disruption not 
only means poor performance for the business but 
could lead to a failure by other components of the 
corporation to meet their shipping goals, hence 
there is an added incentive to maintain greater raw 
material plus work-in-process inventory/revenue buf¬ 
fer stocks. 
*The percent of total sales of this business that were made to 
other components of the same corporation. 
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X-J3 Relative image* 
Variable #330 line #333 
Expected sign: negative 
Reasoning: The better the end user's perception of a busi¬ 
ness's product image and company reputation, the 
stronger the business's competitive position, the 
less the pressure to ship the end product quickly 
in order to generate sales, the less the pressure 
on inventory and production managers to avoid 
stockouts and the lower the level of raw material 
plus work-in-process inventory/revenue buffer stocks 
needed. 
*Compared to its three largest competitors were end users' per¬ 
ceptions of this business's product image and company reputa¬ 
tion (for quality, dependability, etc.): 
1 = much worse 
2 = somewhat worse 
3 = about the same 
4 = somewhat better 
5 = much better 
Hypothesis 8: Industry exports 
X-J4 Percent industry exports* 
Variable #83 line #404 
Expected sign: positive 
Reasoning: The greater the percent of sales within an industry 
composed of exports, the greater the possibility 
that businesses in that industry will maintain part 
of their production operations in foreign countries 
in order to gain labor cost savings, material cost 
savings, import tax savings, shipping cost savings 
or some combination of these savings. By placing 
part of the production process in a foreign country 
the length of the pipeline carrying raw material 
plus work-in-process inventory/revenue is increased 
and the level of raw material plus work-in-process 
inventory/revenue needed to support a given level of 
sales is increased also. 
*The percent of S.I.C.-group sales within and outside the U.S. 
accounted for by the exports of establishments located within 
the country in which the business is based. 
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Hypothesis 9: Direct costs 
X-j^ Purchases/Revenue 
Variable #102 line #204 
Expected sign: positive 
Reasoning: The greater are purchases, i.e., the purchases com¬ 
ponent of cost of goods sold, specifically the cost 
of raw materials, subassemblies, components, sup¬ 
plies, etc., the greater the level of raw material 
necessary to support a given level of sales. 
X-jg Manufacturing + Depreciation expenses/Revenue 
Variable #122 lines (#206+#215)/#201 
Expected sign: positive 
Reasoning: The greater the proportion that manufacturing and 
depreciation costs are of total cost, the greater 
level of work-in-process inventory needed to sup¬ 
port a given level of sales. 
APPENDIX B 
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Working Capital/Revenue 
Sign of 
Factor in 
Regression Factor # Factor Name and Highest Loading PIMS Variables 
Contribution 
to R2 
+ 19 Externally imposed constraints 
# 54 Government price controls 
# 64 Inventory accounting method 
# 68 Location of market served 
-.52 
.56 
.65 
.061 
14 Production method 
#90 % of sales made in small batches 
#91 % of sales made on assembly line 
.77 
-.76 
.041 
+ 5 Personal selling 
# 19 Number of Immediate customers .57 
13 
10 
29 
16 
# 29 Purchase amount—Immediate customers-.57 
#127 Gross margin/revenue .51 
#147 Sales force expense/revenue .74 
#162 Marketing expense/revenue .67 
#251 Sales/salesman -.74 
Absolute advertising and promotion expense 
#152 Advertising and promotion expense/ 
revenue .81 
#157 Advertising media expense/revenue .83 
#162 Marketing expense/revenue .54 
Profitability 
#127 Gross margin/revenue .57 
#167 Net income/revenue .82 
#263 Total cash flow/revenue .57 
End users and external channels of distribution 
# 2 Type of business 
# 13 End user * individual 
# 14 End user * manufacturer 
# 18 Number of end users 
# 20 Concentration on purchasers of end 
users 
# 26 Purchase frequency of end users 
# 34 Channels of distribution go direct¬ 
ly to end users 
# 37 Channels of distribution to re¬ 
tailers 
# 38 Gross margin earned on this busi¬ 
ness's products by channels of 
distribution 
Reputation for quality and service 
#286 % superior quality products minus 
% inferior quality products 
#290 Relative price of product(s) 
#326 Relative customer service 
#330 Relative image of product and com¬ 
pany 
End users = contractors 
# 17 End users * contractors 
Market share instability 
#335 Sum of market share changes 
#374 Your share instability 
#375 Total share instability 
In-house protection-vertical integration 
#102 Purchases/revenue 
#107 Value added/revenue 
#117 Manufacturing expense/revenue 
#122 Manufacturing plus depreciation 
expense/revenue 
#239 Sales/employee 
.048 
.055 
.027 
.71 
-.78 
.59 
-.64 
-.73 
-.56 
.72 
-.76 
-.67 
.020 
.66 
.55 
.68 
.76 
.78 
.020 
.74 
.72 
.78 
.013 
-.68 
.69 
.88 
.010 
.88 
-.63 
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Sign of 
Factor in 
Regression 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
Accounts Receivable/Revenue 
Contribution 
Factor # Factor Name and Highest Loading PIMS Variables to R^ 
19 Externally imposed constraints 
# 54 Government price controls .52 
.101 
# 64 Inventory accounting method .56 
# 68 Location of market served .65 
9 Customer purchase frequency 
# 26 Purchase frequency of end users 
# 27 Purchase frequency of immediate 
.52 
.039 
customers .69 
# 28 Amount purchased by end users 
# 36 Channels of distribution to 
.53 
. wholesalers .67 
5 Personal selling 
# 19 Number of immediate customers .57 
.037 
# 29 Purchase amount-immediate customers - .57 
#127 Gross margin/revenue .51 
#147 Sales force expense/revenue .74 
#162 Marketing expense/revenue .67 
#251 Sales/salesman .74 
8 Absolute advertising and promotion expense 
#152 Advertising and promotion 
.81 
.030 
expense/revenue 
#157 Advertising media expense/revenue .83 
#162 Marketing expense/revenue .54 
14 Production method 
#90 % of sales made in small batches .77 
.021 
#91 S of sales made on assembly line ■.76 
16 Market share instability 
#335 Sum of market share changes .74 
.020 
#374 Your share instability .72 
#375 Total share instability .78 
10 Reputation for quality and service 
#286 % superior quality products minus 
.66 
.019 
% inferior quality products 
#290 Relative price of product(s) 
#326 Relative customer service 
#330 Relative image of product and 
.55 
.68 
.76 company 
29 End users * contractors 
# 17 End users ■ contractors .78 
.019 
37 Purchases from large suppliers 
# 57 % sales to business by its 
.65 
.014 
3 biggest suppliers 
20 Backward integration 
# 39 Vertical integration of business- 
.75 
.011 
backward 
# 41 Vertical Integration of company- 
.82 backward 
#43 % of purchases from components 
.52 of same corporation 
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Sign of 
Factor in 
Regression 
+ 
+ 
+ 
+ 
Finished Goods Inventory/Revenue 
Factor # Factor Name and Highest Loading PIMS Variable 
Contribution 
to R* 
2 
5 
13 
29 
3 
9 
40 
18 
End users and external channels of distribution .048 
# 2 Type of business .71 
# 13 End user * individual -.78 
# 14 End user 3 manufacturer .59 
# 18 Number of end users -.64 
# 20 Concentration of purchases of 
end users -.73 
# 26 Purchase frequency of end users -.56 
# 34 Channels of distribution go 
direct to end users .72 
# 37 Channels of distribution to 
retailers -.76 
# 38 Gross margin earned on this busi¬ 
ness’s products by channels of 
distribution -.67 
Personal selling .047 
# 19 Number of immediate customers .57 
# 29 Purchase amount-immediate customers -.57 
#127 Gross margin/revenue .51 
#147 Sales force expense/revenue .74 
#162 Marketing expense/revenue .67 
#251 Sales/salesman -.74 
Profitability .020 
#127 Gross margin/revenue .57 
#167 Net income/revenue .82 
#263 Total cash flow/revenue 
End users 3 contractors .020 
# 17 End users 3 contractors .78 
Capital intensity 
.53 
.019 
# 92 % continuous process 
#201 Gross book value/revenue .86 
#206 Net book value/revenue .87 
#255 Gross book value/employee .82 
#345 Gross book value/standard capacity .81 
Customer purchase frequency 
.52 
.019 
# 26 Purchase frequency of end users 
# 27 Purchase frequency of immediate 
.69 customers 
# 28 Amount purchased by end users .53 
# 36 Channels of distribution to 
-.67 wholesalers 
Internal channels of distribution .019 
# 35 Internal channels of distribution 
.69 to retailers 
Relative marketing intensity 
.76 
.012 
#314 Relative sales force expense 
#318 Relative media advertising expense .74 
#322 Relative promotion expense 
Raw Material Plus Work-in-Process Inventory/Revenue 
149 
Sign of 
Factor in 
Regression Factor # Factor Name and Highest Loading PIMS Variable 
♦ 14 Production method 
#90 % of sales made in small batches .77 
. #91 % of sales made on assembly line -.76 
• 13 Profitability 
#127 Gross margin/revenue .57 
#167 Net income/revenue .82 
#263 Total cash flow/revenue .57 
• 3 Capital intensity 
# 92 % continuous process .53 
#201 Gross book value/revenue .86 
#206 Net book value/revenue .87 
#255 Gross book value/employee .32 
#345 Gross book value/standaro capacity .81 
• 8 Absolute advertising and promotion expense 
#152 Advertising and promotion 
expense/revenue .81 
#157 Advertising media expense/revenue .83 
#162 Marketing expense/revenue .54 
+ 6 In-house production-vertical integration 
#102 Purchases/revenue -.68 
#107 Value added/revenue .69 
#117 Manufacturing expense/revenue .88 
#122 Manufacturing plus depreciation 
expense/revenue .88 
#239 Sales/employee -.63 
+' 24 > Net exports 
#83 % of industry sales contributed 
by exports .69 
#334 % industry sales contributed by 
exports minus the % contributed 
by imports .87 
+ 19 Externally imposed constraints 
# 54 Government price controls -.52 
# 64 Inventory accounting method .56 
# 66 Location of market served .65 
+ 16 Market share instability 
#335 Sum of market share changes .74 
#374 Your share instability .72 
#375 Total share instability .78 
10 Reputation for quality and service 
#286 % superior quality products minus 
% inferior quality products .66 
#290 Relative price of product(s) .55 
#326 Relative customer service .68 
#330 Relative image of product and 
company .76 
T 32 Price-cost margin 
#341 Weighteo price growth minus 
weighted cost growth 
Contribution 
to R? 
.062 
.047 
.035 
.034 
.028 
.026 
.018 
.015 
.014 
.012 
APPENDIX C 
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Hypothesis 
Hypothesis 
Hypothesis 
Hypothesis 
Results of Testing Working Capital Hypotheses 
1: Industry instability 
Testing over both time periods provided strong support 
for the hypothesis that the greater the long term varia¬ 
bility of industry sales, the lower the level of working 
capital/revenue, with working capital/revenue decreasing 
at a decreasing rate at higher levels of industry sales 
variability. 
2: Media induced brand loyalty 
Testing over both time periods provided strong support 
for the hypothesis that the greater the degree media 
advertising the lower the level of working capital/ 
revenue. 
Reputation for service and quality 
Testing over both time periods provided strong support 
for the hypothesis that the better a business's product 
image and company reputation the lower the level of work¬ 
ing capital/revenue decreasing at a decreasing rate for 
businesses with best product images. 
Selling pressure 
Testing over both time periods provided strong support 
for the hypothesis that the greater the selling pressure 
exerted internally by salesmen or externally by a busi¬ 
ness's channels of distribution, the greater the level of 
working capital/revenue. While three of the four vari¬ 
ables used to test this hypothesis were found in both 
time periods to be significant and to have the expected 
sign, the purchase frequency-immediate customers vari¬ 
able did not have the expected sign during the 1974-77 
period. A brief discussion of the possible cause for 
this occurrence follows: 
Purchase frequency-immediate customers squared. The ex¬ 
pected sign of this variable was positive, yet the actual 
sign was significantly negative during the 1974-77 period. 
The level of interest rates was significantly higher in 
the 1974-77 period than in the 1970-73 period. The in¬ 
crease in the cost of capital during the 1974-77 period 
is, therefore, thought to have caused businesses to re¬ 
duce their willingness to use the extension of credit as 
a means of maintaining strong personal relationships with 
customers. The resulting lower level of accounts receiv¬ 
able/revenue is thought to be responsible for the in¬ 
crease of working capital/revenue at a decreasing rather 
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than an increasing rate as the purchase frequency of a 
business's customers declines. Since the coefficient of 
the squared term was appreciably less than that of its 
unsquared form, the squared term's impact rivals that of 
its level only for substantial deviations from the mean. 
Hypothesis 5: Supply 
Testing over both time periods provided strong support 
for the hypothesis that the more stable or dependable 
the sources of supply, the lower the level of working 
capital/revenue. 
Hypothesis 6: Product demand 
Testing provided strong support for the hypothesis that 
the greater the demand for a business's product(s), the 
lower the level of working capital/revenue, in the first 
time period, and moderate support in the second time 
period. 
Hypothesis 7: Wage rate growth 
Testing over both time periods provided strong support 
for the hypothesis that the greater the growth of a busi¬ 
ness's wage rates, the greater the level of working capi¬ 
tal/revenue. 
Hypothesis 8: Industry exports 
Testing provided strong support for the hypothesis that 
the greater the percentage of sales exported by a busi¬ 
ness's S.I.C. group, the greater the level of working 
capital/revenue, in the first time period, and moderate 
support in the second time period. While the linear form 
of the industry exports variable was found to be signifi¬ 
cant and to have the expected sign, the industry exports 
squared variable did not have the expected sign during 
the 1974-77 period. A brief discussion of the possible 
cause for this occurrence follows. 
Industry exports squared. The expected sign of this 
variable was negative, yet the actual sign was signifi¬ 
cantly positive during the 1974-77 period. From 1975-77, 
the U.S. experienced a large increase in the trade defi¬ 
cit of industrial supplies due at least in part to the 
increases in oil prices, as well as to significantly in¬ 
creased industrial production from some non-oil develop¬ 
ing countries (Brazil, Mexico, Taiwan, and Singapore). 
The increased competition from these non-oil developing 
countries is thought to have caused businesses which ex¬ 
port to increase their use of accounts receivable and 
finished goods as selling tools, in an effort to maintain 
their market position. The resulting higher levels of 
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working capital for businesses in export oriented indus¬ 
tries is thought to be responsible for the increase of 
working capital/revenue at an increasing rate, rather 
than at a decreasing rate, during the 1974-77 period. 
Since the coefficient of the squared term was appreciably 
less than that of its unsquared form, the squared term's 
impact rivals that of its level only for substantial de¬ 
viations from the mean. 
Results of Testing Accounts Receivable Hypotheses 
Hypothesis 1: Price effects 
Testing in both time periods provided strong support for 
the hypothesis that the greater a business's selling 
price relative to the competition, the greater the level 
of accounts receivable/revenue. Support for the hypothe¬ 
sis that the greater the forecasted increase in selling 
price the greater the level of accounts receivable was 
moderate in the first time period and strong in the sec¬ 
ond time period. 
Hypothesis 2: Market share instability 
Testing over both time periods provided strong support 
for the hypothesis that the greater the instability in a 
business's market share, the greater the level of ac¬ 
counts receivable/revenue. 
Hypothesis 3: Gross margin 
Testing over both time periods provided strong support 
for the hypothesis that the greater a business's gross 
margin, the greater the level of accounts receivable/ 
revenue. While four of the five variables used to test 
this hypothesis were found in both time periods to be 
significant and to have the expected sign, the industry 
concentration squared variable did not have the expected 
sign duhing the 1974-77 period. A brief discussion of 
the possible cause for this occurrence follows. 
Industry concentration ratio squared. The expected sign 
of this variable was positive, yet the actual sign, while 
not highly significant, was negative during the 1974-77 
period. The level of interest rates was significantly 
higher in the 1974-77 period than in the 1970-73 period. 
The increase in cost of capital is, therefore, thought to 
have caused businesses in concentrated industries to cut 
back on the use of liberal credit as a form of non-price 
competition. The resulting lower level of accounts 
receivable/revenue is thought to be responsible for ac¬ 
counts receivable increasing at a decreasing rather than 
at an increasing rate as the industry concentration ratio 
increases. Since the coefficient of the squared term was 
appreciably less than that of its unsquared term, the 
squared term's impact rivals that of its level only for 
substantial deviations from the mean. 
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Hypothesis 4: Selling pressure 
Testing over both time periods provided strong support 
for the hypothesis that the greater the influence of the 
selling group within a business the greater the level of 
accounts receivable/revenue. 
Hypothesis 5: Brand loyalty 
Testing over both time periods provided strong support 
for the hypothesis that the greater the use of media ad¬ 
vertising and other promotional efforts, the less the 
need to use accounts receivable/revenue as a selling tool 
and the lower the level of accounts receivable/revenue. 
Hypothesis 6: Personalized customer relationships 
Testing over both time periods provided moderate support 
for the hypothesis that the more personalized a busi¬ 
ness's relationship with its customers, the greater will 
be the level of accounts receivable/revenue. While the 
standardization variable used to test this hypothesis was 
found to have the expected sign in both time periods, the 
purchase frequency-immediate customers variable did not 
have the expected sign during the 1974-77 period. A 
brief discussion of the possible cause for this occur¬ 
rence follows. 
Purchase frequency-immediate customers. The expected 
sign of this variable was positive, yet the actual sign, 
while not highly significant, was negative. The level of 
interest rates was significantly higher in the 1974-77 
period than in the 1970-73 period. The increase in the 
cost of capital during the 1974-77 period is, therefore, 
thought to have caused businesses to rely less upon the 
extension of credit as a means of maintaining strong per¬ 
sonal relationships with customers. The resulting de¬ 
crease in the level of accounts receivable is thought to 
be responsible for the weak negative relationship between 
accounts receivable/revenue and purchase frequency- 
immediate customers during the 1974-77 period. 
Hypothesis 7: Product demand 
Testing over both time periods provided moderate support 
for the hypothesis that the stronger the bargaining posi¬ 
tion of the seller, the lower the level of accounts re¬ 
ceivable/revenue. 
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Hypothesis 8 
Hypothesis 9 
Hypothesis 10 
Hypothesis 11 
Industry instability 
Testing over both time periods provided strong support 
for the hypothesis that the greater the long term vari¬ 
ability of industry sales, the lower the level of ac¬ 
counts receivable/revenue, with accounts receivable/ 
revenue decreasing at a decreasing rate at higher 
levels of sales variability. 
Industry exports 
Testing over both time periods provided strong support 
for the hypothesis that the greater the percentage of 
sales exported by a business's S.I.C. group, the 
greater the level of accounts receivable/revenue. 
Process research and development 
Testing over both time periods provided strong support 
for the hypothesis that the greater the percentage that 
process research and development expenses are of a busi¬ 
ness's sales, the lower the level of accounts receivable/ 
revenue. 
Capacity utilization 
Testing over both time periods provided strong support 
for the hypothesis that the greater a business's capa¬ 
city utilization, the greater the level of accounts re¬ 
ceivable/revenue. 
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Results of Testing Finished Goods Inventory Hypotheses 
Hypothesis 1: Standardization 
Testing over both time periods provided strong support 
for the hypothesis that the more "tailor made" the prod¬ 
uct, the lower the level of finished goods inventory/ 
revenue. 
Hypothesis 2: Capital intensity 
Testing over both time periods provided strong support 
for the hypothesis that the more capital intensive the 
production process, the greater the level of finished 
goods inventory/revenue. 
Hypothesis 3: Selling pressure 
Testing over both time periods provided strong support 
fbr the hypothesis that the greater the extent to which 
sales considerations influence a business, the greater 
will be the level of finished goods inventory/revenue. 
While two of the three variables used to test this hypo¬ 
thesis were found in both time periods to be significant 
and to have the expected sign, the gross margin to chan¬ 
nels squared variable did not have the expected sign in 
the 1970-73 period. A brief discussion of the possible 
cause for this occurrence follows. 
Gross margin to channels squared. The expected sign of 
the variable was negative, yet the actual sign, while not 
highly significant, was positive during the 1970-73 pe¬ 
riod. The rate of inflation was significantly greater in 
the 1974-77 period than in the 1970-73 period. Given the 
lower relative rate of inflation in the 1970-73 period, 
it is felt that the gross margin earned by channels of 
distribution was higher in the 1970-73 period relative to 
the 1974-77 period. The relatively higher gross margin 
of channels of distribution is thought to have been re¬ 
sponsible for creasing additional pressures to ship quick¬ 
ly, which led to the increase in finished goods inventory/ 
revenue at a slightly increasing rate than at a decreasing 
rate. Since the coefficient of the squared term was ap¬ 
preciably less than that of its unsquared form, the 
squared term's impact rivals that of its level only for 
substantial deviations from the mean. 
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Hypothesis 4 
Hypothesis 5 
Hypothesis 6 
Hypothesis 7 
Hypothesis 8 
Brand loyalty 
Testing over both time periods provided strong support 
for the hypothesis that the greater the degree of custom¬ 
er brand loyalty, the lower the level of finished goods 
inventory/revenue. 
Non-price competition 
Support for the hypothesis that the greater the competi¬ 
tive pressure in the form of suppliers integrated forward, 
the greater the level of finished goods inventory/revenue 
was strong during the first time period and moderate dur¬ 
ing the second time period. 
Testing over both time periods provided strong support 
for the hypothesis that the greater the competitive 
pressure from imports, the greater the level of finished 
goods inventory/revenue. 
Real sales growth 
Testing over both time periods provided strong support 
for the hypothesis that the greater a business's real 
sales growth, the lower the level of finished goods in¬ 
ventory/revenue. 
Industry instability 
Testing over both time periods provided strong support 
for the hypothesis that the greater the long term vari¬ 
ability of industry sales, the lower the level of fin¬ 
ished goods inventory/revenue, and moderate support for 
finished goods inventory/revenue decreasing at a decreas¬ 
ing rate at higher levels of industry sales variability. 
Development time for new products 
Testing over both time periods provided strong support 
for the hypothesis that the longer the time period nec¬ 
essary to develop new products, the lower the level of 
finished goods inventory/revenue, and no support for 
finished goods inventory/revenue decreasing at a decreas¬ 
ing rate with increases in development time. 
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Results of 
Hypothesis 
Hypothesis 
Hypothesis 
Hypothesis 
Hypothesis 
Hypothesis 
Hypothesis 
Testing Raw Material Plus Work-in-Process Inventory Hypotheses 
1: Supply 
Testing over both time periods for the hypothesis that the 
less stable or dependable the source(s) of supply, the 
greater the level of raw material plus work-in-process in¬ 
ventory/revenue. 
2: Standardization 
Testing over both time periods provided strong support for 
the hypothesis that the less standardized or more "made to 
order" the product, the greater the level of raw material 
plus work-in-process inventory/revenue. 
3: New product production 
Testing over both time periods provided strong support for 
the hypothesis that the greater the degree of new product 
production, the greater the level of raw material plus 
work-in-process inventory/revenue. 
4: Product line breadth 
Testing over both time periods was not supportive of the 
hypothesis that the greater the breadth of a business's 
product line, the greater the level of raw material plus 
work-in-process inventory/revenue. 
5: Capacity utilization 
Testing over both time periods provided strong support for 
the hypothesis that the greater a business's capacity 
utilization, the lower the level of raw material plus 
work-in-process inventory/revenue. 
6: Competition 
Testing over both time periods was supportive of the hypo¬ 
thesis that the greater the competition in a business's 
served market the lower the level of raw material plus 
work-in-process inventory/revenue. 
7: Selling pressure 
Testing over both time periods provided strong support for 
the hypothesis that the greater the pressure to ship the 
end product quickly and in adequate quantity, the greater 
the level of raw material plus work-in-process inventory/ 
revenue. 
Hypothesis 8: Industry exports 
Testing over both time periods provided strong support for 
the hypothesis that the greater the percentage of sales 
exported by a business's S.I.C. group, the greater the 
level of raw material plus work-in-process inventory/ 
revenue. 
Hypothesis 9: Direct costs 
Testing over both time periods provided strong support 
for the hypothesis that the greater the proportion that 
purchases and manufacturing labor and overhead are of to¬ 
tal cost, the greater will be the level of raw material 
plus work-in-process inventory/revenue. 


