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ABSTRACT 
Abstract of thesis entitled: 
Use of a Single Reference Image in Visual Processing of Polyhedral Objects 
Submitted by HE Yong 
� 
For the degree of Master of Philosophy 
at The Chinese University of Hong Kong in July, 2003 
This world is a three-dimensional (3D) entity, but its image is only a two-dimensional 
(2D) projection of it. In classical vision, multiple images are needed for referencing 3D 
object or scene. This thesis is about a bold attempt: how a single image of a 3D object 
(or scene) can be used as reference to achieve the following 3D tasks: (1) Image Mosaic 
Construction, and (2) Robot Self-localization. 
Image mosaicing is about warping one image of a scene to the viewpoint of another 
image so that together in the same viewpoint the two images form a single image named 
mosaic that displays more about the imaged scene. Almost all existing works assume 
that either the scene is distant or planar, or that imaging is at a fixed center of projection, 
and in such cases a global mapping for the required image warping process exists. If the 
assumptions are not met, explicit 3D reconstruction of the imaged scene is often resorted 
to, which is generally a difficult and computationally expensive process. In this thesis 
we proposed a mechanism for constructing mosaic for scenes that consist of multiple 
planar surfaces, relaxing traditional restrictions on the imaging geometry and the scene 
nature. In addition, even surfaces that are visible in only one of the input images could 
i 
be included in the final mosaic, which is a seemingly impossible mission as 3D data 
about them seems impossible to estimate. We also propose a seam elimination 
mechanism that could produce a seamless mosaic with even the minimum number of 
correspondences available. 
Robot self-localization, in one way of defining it, is about how a robot to which a 
camera is mounted could localize itself in an environment by relating two items: the 
image of the surroundings it captures at its current position, and some reference data 
about the environment. Existing techniques all require the reference to be exact 3D 
structure of the environment. In this thesis, we show that if the environment is near-
polyhedral, a single 2D image is enough to be the reference of it if some specifically 
designed landmarks could be placed in the environment. 
This thesis shows that solutions to the two topics, though the topics themselves are 
seemingly unrelated, have an important element in common: a mechanism that allows 
correspondences across two images of a 3D scene to be inferred from a few initial ones 
over a few surfaces. 
Promising experimental results show for object or scene that belongs to the class of 
polyhedra or near-polyhedra - a 3D, widely occurring class of shapes in the humans' 
world - even reference in the form of a single image would be sufficient to relate the 
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Vision is one of the most important senses of humans and other biological organisms. 
Computer vision is about how vision can be implemented in machine for a number of 
important applications. This thesis aims at investigating two computer vision problems 
together, namely: (1) Image Mosaic Construction; (2) Robot Self-localization. 
Image Mosaicing is to construct, with any given image that displays the object only 
partially in a scene, a mosaic (an image which displays a wider field of view) that 
displays the object completely in the same scene. Robot Self-localization is to use the 
object as a landmark of an environment, and allow a camera-mounted robot to localize 
itself in the environment from the sight of the object. 
The problems share the same need of comparing a scene image that displays an object 
in an unknown scene with a reference model of the object. The problems are simpler to 
deal with if a 3D model of the object is available for its reference. Precise 3D model of 
object does not always come readily, however. There have been researches ([23]) that 
propose the use of not a 3D model but multiple views of the object for the object's 
reference. Multiple views, if fully corresponded across themselves, would in principle 
allow precise 3D information to be determined. It is therefore conceivable that they have 
as much identifying power as a 3D model. Yet multiple views of object with full 
correspondences across them could still take too much effort to obtain. 
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What makes this research challenging is that it assumes the availability of only a 
single 2D image (view) of the object for its reference. With only a single view for 
reference these two vision problems require to make a 2D-to-2D comparison between a 
scene view and a reference view. Also, using single view as reference, problem of robot 
self-localization are not much different from image mosaicing. Everything boils down to 
how dense correspondences could be established from the reference view to the scene 
view. In robot self-localization, the correspondences are for both (1) detecting the 
presence of the object in the scene view, as well as (2) estimating the camera motion 
between the scene view and the reference view, and in turn the position of the robot 
which carries the camera. In image mosaicing, the correspondences are for estimating 
the mapping that allows what is visible in the reference view but not in the scene view to 
be warped to the scene view, so that the scene view with the warped information can 
display a wider field of view. 
What makes the problems difficult then? It is that only a single 2D image is available 
for the reference of a 3D shape. Indeed a 2D image is far easier to obtain than a 3D 
model or multiple fully-corresponded images, but then the "depth" information is 
missing in a single image. Limited information about a 3D object a single image can 
provide, certain shape model has to be assumed about the object before the comparison 
between the reference view and the scene view can proceed. Imaginably, it would be 
best that the assumed shape model is as general as possible, or at least abundant in 
realistic circumstance. 
In [7, 12] it was introduced that if the object could be modeled as a planar object, there 
exists a direct and simple mapping between any two views of it. The mapping is 
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capturable by a 3 x 3 matrix named homography which is defined up to an overall scale. 
The mapping could be described this way: for any image point (jc^ , yr) in the reference 
view, its corresponding position (xs, y )^ in the scene view satisfies 
X ] [ V 
ys 兄 . 
1 J [ 1 
where 三 denotes equality up to a scale, and H is the homography associated with the 
object. It can be observed from the above equation that once H is known, the 
correspondence of any image point in the reference view can be pinpointed. It can also 
be observed that H requires only 4 initial correspondences between the views to 
determine. In other words, once 4 or more initial correspondences across the two views 
are available by whatever means (say by the epipolar constraint over some distinct 
image features in the two views), all correspondences over the object can be precisely 
predicted. In another important work [15], a mapping between two views that is induced 
by a quadric surface in 3D was introduced. 
However, most of the objects in reality do not consist of a single surface. Of particular 
interest and practicality is then the more general case that the object is not a shape 
primitive itself, but a composite of shape primitives. This thesis is to tackle such a case, 
when the object can be modeled as a composite of planar surfaces. Polyhedral structures 
are visible abundantly as the outside and inside of most buildings, corridors, office 
equipment, and other man-made tools. 
On image mosaicing, the vast majority of the previous works (e.g. [10, 18 and 19]) are 
about the special cases: either that the camera motion between the two views is a pure 
rotation, or that the scene or object pictured in the views is planar or very distant from 
3 
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the camera. In both cases, the mapping between the views is captured by a homography. 
There has been not much work on the more general case that the camera motion contains 
translation and that scene or object being pictured is non-planar and close to the camera, 
as there would then be motion parallax (i.e. occlusion and disocclusion across the 
images) to handle. In this thesis, a correspondence inference mechanism is devised to 
achieve the image mosaicing of polyhedral scene imaged under arbitrary camera motion 
and in a close range. The solution has two major advantages. First, it requires only a few 
correspondences over the entire scene, not correspondences over every surface patch, to 
work. Second, it conquers a seemingly impossible task - warping image data of 
surfaces that are visible in only one of the input images, to another viewpoint to 
construct a mosaic there. A simple yet effective method, achieving a seamless mosaic, is 
also proposed to raise the quality of the mosaic. 
On robot self-localization, there were the works [20, 1，and 22] which solve the 
problem by matching a 3D model of the environment or landmark to a scene view of it. 
Structure from Motion technique allows us to turn our thinking of referencing 3D world 
using only a single 2D view of it into reality. However the stereo matching is inevitably 
to become a prerequisite. After years of research, stereo matching for general case is still 
an open problem. In this thesis, we use our correspondence inference algorithm which 
exploits the posted landmarks and the concept of homography to establish 
correspondences fast and reliably, providing a good input to the motion estimation 
system. We also investigate into the relation between the correspondence distribution 
and the motion estimation result, making use of which we can also improve the mobile 
robot localization result. 
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Ideas and algorithms developed in this thesis would, on the practical side, allow 
autonomous agents that can recognize and that can locate themselves be made. Pictures 
of wide field of view or even panorama could be obtained from just standard camera. On 
the fundamental research side, this project would provide an active correspondence 
inference mechanism for matching images of polyhedral structures. In the last few years, 
a few important pieces of work have made fundamental progress toward such a 
mechanism for objects which are planar surfaces, and the results have flourished into 
various application fields of computer vision, but then the mechanism for object shapes 
more general than a single planar is still missing. This project would like to make an 
attempt for multi-surface shapes, in particular the polyhedral shapes. 
This thesis is divided into 5 chapters. Chapter 1 (which is the current chapter) gives 
the motivation of our research, a description of the problem we tackle, and the possible 
value in both practical and fundamental research aspects. Chapter 2 is about some 
preliminaries. In chapter 3 and 4, we investigate into the problems of image mosaicing 
and robot self-localization respectively, introducing the background of each problem, 
putting forward our mechanism, algorithm, solution, testing our idea with the 
experiments and also giving out respective summary. Chapter 5 gives out an overall 





The concept of homography is the foundation of the algorithms we developed in thesis. 
In this chapter, we will give a brief introduction of it. 
3D points Mo, Mi and M2 define a plane H Then for any point M/ on the same plane 
n will be described as: 
a 
M, = [ ( M i - M o ) ( M 2 - M 0 ) M � ] p (1) 
1 
where a and P are any scalar. 
We know that by projective engine, which maps the three-dimensional projective 
space 尸3 onto the two-dimensional projective plane P^ by perspective projection, the 
projected image points m, and m，, of M, on the two retinas respectively will be: 
— T ^ P I 們 ' • ] and 
匕 」 L � L � L 
Substitute term M/ by equation 1，then we have: 
-叫二 P��|TMi]_�MO]) f\M,]�Mo"p|�Mo]] [二 
1 1 1 1 — 1 1 f 
which can be rewritten as: 
三 � � �[ " ; i p 。 [ "；。 ] ] f 仍 i 2 [ 7 p � [ " | � ] ]历 i � [ " | � ] 1 � ( 2 ) 
Lv 匕 、 匕 " I L J j 匕 1 一 
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where co^o, 6:；Sand 0 ) �a r e any nonzero scalar, and mo, mi, m2 are the projections of 
the 3D points on image plane 1. 
We use symbol P^b to simplify equation 2: 
，'•]』《》 (3) 
L J [ l 
Similarly, the projections of the 3D points on the image plane 2 can be expressed as: 
「 ’ 1 「仅一 
"；'三 P (4) 
L 上 J [ i 
Combine Equation 3 with 4，and eliminate the term [a P 1] 丁，Therefore, the 
homography, which occurs on the 2D image planes due to plane 11 will be defined as: 
rm," 
1 - 1 
where H = 
、+...................丨”  
Figure 1: two cameras looking at a plane 
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That is, given 2 images of a planar surface H (or 2 images of a very distant scene, or 2 
images of a general scene that is pictured under only a pure rotation of camera), every 
pair of corresponding image positions (that are projected by the same point of ED in the 
two images, m=(M,v) and m’=(w，，v,)，are related by 
w',v',ir =H[w,v,lf (5) 
The 3x3 matrix H represents the mapping named homography induced by surface R 
to the two images [6]. In other words, once H is known, every position in one image 
could be warped to the image domain of the other image using Equation 5. It could be 
observed from Equation 5 that H could be estimated from as few as four point 
correspondences over the images. Notice that the epipoles embedded in the epipolar 
geometry (see appendix) of the image pair satisfy all possible homography mappings 
(induced by all possible surfaces in 3D). In other words, should the epipoles be known, 
the homography induced by any particular surface requires only 3 distinct 
correspondences to estimate. 
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CHAPTER THREE 
IMAGE MOSAICING FOR SINGLY VISIBLE SURFACES 
3.1 Background 
Image mosaicing is about stitching together a number of images, each with a partially 
different field of view about the same scene, to form a single image named mosaic that 
displays a larger field of view without loss of resolution. The technique could even be 
used to convert a video to a single panoramic or omni- picture of high resolution. It has 
important applications to cinerama-effect image display, real-image based virtual reality, 
robotics, and even image compression (as it reduces redundancy in the image data). 
In the simplest form, image mosaic construction is about stitching images two at a 
time, and about estimating a particular image-to-image mapping termed planar 
homography (or collineation) of every two such images. Planar homography is 
expressible in terms of a nonsingular 3x3 matrix (with an arbitrary scale in the 
expression), which could be estimated from just 4 point correspondences over the 
images. Once the mapping is estimated, using it one image (termed the additive image 
here) could be warped to the 2D projective space of the other image (termed the base 
image here), and the two images could be merged under the same image coordinate 
frame (that of the base image) to form a mosaic. All previous work on mosaicing (e.g., 
[18，10 and 29]) is rooted at the use of such a mapping (or other even more specific 
global mapping) in representing the imaged scene, although local re-alignment of the 
image-to-image registration in various forms have been proposed to adjust the global 9 
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mapping-based image registration so as to achieve better mosaic quality. However, it is 
only when the imaged scene is a single planar surface, or very distant from the cameras, 
or imaged under a pure rotation of the camera, could planar homography (or other more 
specific global mappings) be adequate to describe the image transformation. This 
greatly limits the usability of the mosaicing methods. 
There have been efforts ([16]) to reduce the parallax effect caused by violating the 
conditions for which the homography holds, by the use of interpolation techniques over 
the optical flow, but then in many cases optical flow could only be sparsely available. In 
another work [5], the authors have devised a scheme of constructing mosaic from 
images which picture a generic scene under a general camera motion. The motion 
parallax in the images is handled by the use of a third view and by modeling the scene as 
consisting of not one homography but a number of homographies. This thesis, however, 
has a different objective. It aims at exploiting the connectivity of the surfaces of the 
same polyhedral, rather than using a third view, to handle the motion parallax. 
This thesis describes a first solution to image mosaic construction for scenes that 
consist of multiple planar surfaces. No assumption is made upon the imaging distance 
or the camera motion. That is, the scenes could be pictured in close range, and the 
camera motion could contain translation (in addition to rotation). 
One might suggest the divide-and-conquer solution to the stated problem, i.e., the 
application of the planar homography-based method to every surface of the imaged 
scene. However, the solution requires not only every planar patch (that is to be included 
in the mosaic) must be visible in both input images, enough initial image-to-image 
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correspondences must also be available over every surface so as to allow the associated 
planar homography be estimatible. 
In contrast, our solution has two advantages. First, it requires only a few initial 
correspondences over the entire scene, not over every surface, to operate. Second, it 
could construct mosaic even for surfaces that are visible in only one of the input images 
(which we term singly visible surfaces; in this work we concentrate on singly visible 
surfaces that are visible only in the additive image, since surfaces that are visible in the 
base image are already in the mosaic frame and need not be warped). The latter, in 
particular, is a seemingly impossible task, since no image-to-image correspondence is 
physically available over singly visible surfaces, and thus at the outset no 3D 
information is possibly extractable about them, let alone the possibility of warping their 
image data across viewpoints. 
In this thesis we first describe a novel mechanism that allows feature correspondences 
be propagated across surfaces. More precisely, the mechanism allows feature 
correspondences (in the image space) over two neighboring surfaces, say Surfaces A and 
B, be used to establish feature correspondences (also in the image space) over Surface C 
which is the common neighbor of Surfaces A and B. 
We then show that by the use of the above mechanism, not only could 
correspondences be propagated from an initial few over a few dually visible surfaces {/} 
(dually visible surfaces are surfaces that are visible in both input images), first to those 
over {/}，s neighboring surfaces, then to those over those neighboring surfaces' 
neighboring surfaces, and finally to all dually visible surfaces of the imaged scene, even 
correspondences over singly visible surfaces could be inferred. The inferred 
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correspondences over the dually and singly visible surface then allow their image data 
be warped across viewpoints. 
While most of the existing methods in mosaic construction require substantial 
redundancy or high density of viewpoints in the input image data (since there has to be 
substantial overlap in what the input images display), our method could handle input 
images with much less redundancy or lower density of viewpoints. For one thing, our 
system could mosaic even surfaces that are visible in one image but not the other. 
To raise the quality of the mosaic, in this thesis we also describe a simple yet effective 
method that could ensure surface boundaries from the additive image, upon warping to 
the image frame of the base image, line up perfectly with the corresponding surface 
boundaries from the base image, producing a seamless mosaic. Having a closed-form 
expression, the method needs only to work with a small number of initial 
correspondences, requiring no nonlinear processing and thus no iterative computation. 
This chapter is presented in the following structure. In sub-section 2 we describe the 
correspondence inference mechanism and the mosaicing system we propose. In sub-
section 3 we describe how we could ensure perfect lining up, in the mosaic, of the 
surface boundaries that come from the two input images separately. In sub-section 4 we 
present experimental results on real images that illustrate the performance of the ideas. 
Lastly, in sub-section 5 we offer a summary of our study. 
12 
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3.2 Correspondence Inference Mechanism 
For images of a scene that could be approximated as consisting of a number of planar 
surfaces {Hi}, there exists a homography associated with every planar partition ITi. As 
long as such homographs are known, the corresponding surface patches could be warped 
across the images to the mosaic frame and construct the mosaic. The problem is, asking 
for initial correspondences over every surface patch enough for the associated 
homograph to be determined is too demanding a pre-requisite. In addition, surfaces that 
are only singly visible do not allow correspondences at all and thus are not mosaicable 
that way. 
As illustrated in Figure 2, suppose we have initial correspondences over two 
neighboring surfaces A and B, of the imaged scene, and suppose the correspondences 
are enough for the homographies associated with A and B be determined. The 
homographies could be used to pinpoint all other correspondences over surfaces A and B. 
In other words, surfaces A and B are fully matched across the images (they are shaded in 
Figure 2). In particular, the homographies could be used to predict correspondences 
over their boundaries that are shared with their common neighbor: surface C. For 
example, the homography for A could be used to pinpoint correspondence over point q 
(or any other point on the boundary), the homography for B could be used to pinpoint 
correspondence over point r (or any other point on the boundary), and either 
homography could be used to pinpoint correspondence over point p. Thus even without 
any initial correspondence at all over surface C at the very beginning, now we have three 
point correspondences over the surface. These three correspondences, in combination 
with knowledge about the epipole pair of the image pair, would just be enough to allow 
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the homography associated with surface C to be determined. With the homography all 
other correspondences over surface C could be predicted, and surface C is fully matched. 
The same mechanism of propagating correspondences from {A’B} to C could be applied 
to other common neighbors of {A’B}. Furthermore, the same mechanism could be 
carried forward to the surfaces that are the common neighbors of {B,C), {C’A}，and so 
on. The correspondences could even be propagated to singly visible surfaces, like 
surface D displayed in Figure 2. 
The above represents a mechanism that could propagate correspondences from some 
"seed" surface patches {5,} to the bi-neighbors {A .^} of {乂.} (a bi-neighbor here refers 
to a surface that is the neighbor of at least two matched surfaces), and then to the bi-
neighbors { M J of and then to the bi-neighbors of , 
and so on, until no more unmatched bi-neighbor of the previously matched surfaces is 
left. The mechanism was first used for object locating in [3 and 4], and more details 
about the capability of the correspondence propagation mechanism is available there. 
Notice that the bi-neighbors mentioned above refer to surface patches that are common 
neighbors, in 3D, of two fully matched surface patches. They need not be visible in both 
images. 
The propagation mechanism works toward piecewise-planar scene like homography 
toward planar scene: dense correspondence could be pinpointed from a few initial ones. 
While homography predicts correspondences over a surface, the mechanism propagates 
correspondences across surfaces. There is one difference, however. While homography 
could predict correspondences randomly (over the surface), the mechanism has to 
predict correspondences over surfaces of an object sequentially: from the initial 
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correspondences to the first layer of surfaces that contain these correspondences, to the 
second layer of surfaces that is the bi-neighbor of the surfaces in the first layer, and so 
on. 
The mechanism is not without limitation. It works under three conditions. First, there 
are adequate initial correspondences that allow the epipoles of the image pair be 
determined. Second, the above initial correspondences include at least six 
correspondences over two surfaces (with at least three correspondences over each of 
them) that share a common neighboring surface. If there are multiple objects in the 
imaged scene, the condition must be held for each of the objects (if they are to appear in 
the mosaic). Third, knowledge of surface partitioning over surface patches that need be 
warped to the mosaic frame, is present in the additive image (the surfaces in the base 
image will appear as they are in the final mosaic and need not be warped, so knowledge 
about their partitioning is not required). 
The first and second conditions are beyond control, although experiments show there 
is matching system like that described in [27] that often could extract enough initial 
correspondences to satisfy the conditions. 
As for the third condition, notice that the surface partitioning knowledge in the 
additive view needs not be exact. Over-partitioning, i.e., using more than one partitions 
to represent a single surface patch, would not affect the quality of mosaic, since what is 
required is not precise partitioning but any partitioning that capture the neighbor-
chaining relations of the surfaces. On this, region segmentation techniques (that partition 
scene based upon the homogeneity of intensity values) are applicable, even though they 
15 
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靈憂 
Figure 2: operation of the Correspondence Propagation Mechanism. Initial correspondences over 
surfaces A and B allow the homographies associated with them to be determined. Such 
homographies then allow points, say p, q, r (or any other points), over the boundary of their 
common neighbor - surface C - to be inferred, which in turn determine the homography associated 
with C. The same process could even determine the homography associated with singly visible 
surfaces like D. 
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tend to over-partition. In our system, we use structural features not region features. We 
apply a feature detector modified from that described in [11] to extract structural 
features like edges, lines, and junctions in the image, and compile a certain scene 
partitioning that allows the above-described correspondence propagation mechanism to 
proceed. Simple is our partitioning scheme, experimental results show it is already 
adequate for our purpose. 
3.3 Seamless Lining up of Surface Boundary 
Quality mosaicing requires the input images to be registered, in the sense that the 
proper mapping between the two images must be acquired so that based upon it one 
image could be warped to the image space of the other and the two could line up 
perfectly to form a seamless mosaic. The mapping is generally estimated from 
correspondences over the images. 
However, often the number of correspondences available for estimating the mapping is 
not dense enough to allow the mapping to be estimated very accurately, resulting in 
compromised quality of the mosaic. It is indeed the case in our problem, as the number 
of correspondences we have for each surface patch is often four (including the epipole 
pair) - the just enough number for determining a homography. 
For estimating homography more accurately, robust methods [17] have been proposed. 
But such nonlinear minimization methods are still often trapped in local minimum and 
our empirical experiences of the methods have been less than desirable. On zooming-in 
the resultant mosaic, we could clearly see that on places where the surface boundaries 
transferred from the two input images (the warped additive image and the base image) 
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should be lining up, the boundaries do not line up exactly. We have tried different 
parameter initializations, different time-steps in the nonlinear process, and different 
robust estimation methods, yet the improvement has not been dramatic. We believe the 
experience is shared by others who require to estimate homography from sparse 
correspondences, for mosaicing purpose or otherwise. 
We feel that the less-than-desired results of robust methods are not at all surprising. 
Image data contains noise and error from all kinds of sources: limited resolution, image 
distortion etc. Very over-determined image data are generally required to adequately 
reduce the disturbance of the errors. Yet in the case of having only sparse 
correspondences available, the estimation process has only barely over-determined data 
to work with. In our case the problem is even more severe, since for each surface patch 
we often have only just-determined data - four correspondences - to estimate the correct 
homography. Discouraging it is, the reality is that the number of available 
correspondences are often case- or scene- dependent, and beyond control. 
The good news is, the end-result that is desired in mosaic construction is not 
homography estimate, but the visual quality of the mosaic. In a way we do not concern 
much whether we have an accurate homography estimate or not, but whether the mosaic 
has pleasant visual quality. The visual quality is largely about whether the textured 
points, in particular the surface boundaries, of the input images upon transferal to the 
mosaic frame line up exactly or not; non-textured areas do not have much texture that 
allows the lining up error be observable. 
For polyhedral scene, the surface boundaries appear in the form of line segments. We 
therefore adopt the following mechanism in registering the input images. For each 
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surface patch we estimate homography from the line correspondences over the surface 
boundaries (plus other point correspondences including the epipole pair), and we adopt 
only the minimum number of correspondences - four - in estimating the homography. 
The mechanism ensures that the homography, correct or not, be attained that ensures 
boundaries transferred from the input images be lining up exactly in the mosaic. The 
lining up is exact simply because the associated homography is estimated from just-
determined data over the boundaries. Simple the mechanism is, it guarantees pleasant 
visual quality of the mosaic even with the minimum number of correspondences 
available over the input images. The mechanism also avoids the use of sophisticated 
robust estimation technique and iterative computations. 
The point-to-point and line-to-line mappings induced over two images by the same 
surface patch in 3D are related in the following way. 
Assume that image plane is a 2-D projective plane and the world in which the camera 
embedded is a 3-D projective space, things happened conforms to what projective 
geometry [14] tells us. 
Rewrite (5) as 
p ' = H x p 
in which p and p’ is the homogenous coordinate form of corresponding point (x y) and 
(X•’ y') in base view and input view respectively. Here we only consider the non-singular 
homography, and thus 丨 H | ：？^ 0. So 
p = (6) 
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Suppose the projective line representation is used to represent image line, i.e., a line 1 
(a 3 X 1 vector in projective coordinates) is understood as the locus of all projective 
points p (a 3 X 1 vector also in projective coordinates) in the image such that 
lTp = 0 (7) 
Substitute (6) into (7), we have 
r H - v = o 
We know that 
1 V = o 
This imply that 
i.e., 
r = H i T i 
The conclusion is, if H is the point-to-point mapping such that for all corresponding 
image point pair p and p，in the two images 
p ' = Hp 
it could be shown that for all corresponding line pair 1 and 1，in the two images, 
r - G i 
where G = Knowing H is the same as knowing G, and constraint for H is 
constraint for G, and vice versa. 
Our homography estimation then goes as the following. Suppose two neighboring 
surface patches, say surfaces A and B as illustrated in Figure 3’ are matched, in the sense 
that the homographies associated with them over the two images have been estimated 
from line correspondences (including ones over their boundaries). Suppose A and B 
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have a common neighboring surface C. Using the homographies associated with A and 
B respectively, two line correspondences over the boundary of C, like over lines h and h 
in Figure 3，could be inferred. A point correspondence over the boundary of C, like over 
P in Figure 3’ could also be inferred via the homography of either surface A or surface B. 
The two line correspondences and one point correspondence plus the epipole pair then 
constitute just-determined data for estimating the homography associated with surface C. 
Such a homography has the property that it guarantees respective image data over lines 
/! and k and point p be lining up exactly in the mosaic. 
變 • 
Figure 3: operation of the Seam Elimination Mechanism. Homographies associated with surfaces A 
and B are used to predict two line correspondences (over li and k) and a point correspondence (over 
P^ along the surface boundary of surface C, to line up the respective image data about C in the 
mosaic. 
3.4 Experimental Result 
We have coded the proposed system and experimented it with various sets of real 
image data. Below we present two sets of result to illustrate the performance of the 
system. 
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As to the estimation of fundamental matrix and epipoles, we used the "Image 
Matching" system [27] developed by the INRIA group. The accuracy of the epipoles is 
rather satisfactory. 
In all experiments we used a feature detector slightly modified from that proposed by 
Nevada and Babu [11], to detect edges and lines in each image. 
On line matching there already exist a number of line matchers in the literature (e.g., 
the one in [4]). We have developed in-house a line matcher that could also serve the 
purpose. It matches distinct image features hierarchically, from tri-junctions (co-
intersections of three lines), to bi-junctions (co-intersections of two lines), and finally to 
line segments, making full use of the knowledge of the epipolar geometry extracted 
earlier，and with each level's matching benefiting from the matching results of the 
previous levels. It is true that in every stage a lot of false ones are included. Fortunately, 
we have enough constrains to discard them, such as coplanarity of bi-junctions, order for 
intersections of lines with same pair of epipolar lines, etc. Also what are required in our 
system are only a few initial correspondences over two surfaces (three correspondences 
on each surface), and our experience has been that the simple line matching system 
described above is adequate for the purpose. 
In all the mosaics presented below, the luminance difference between the additive 
image and the base image is not adjusted. It is done on purpose so as to make more 
visible which parts of the final mosaic are original from the base image and which are 
warped from the additive image, and how good the surface boundaries are lining up in 
the mosaic. 
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Figure 4 shows the base view of a scene with a rectangular paper box placed next to a 
corner of a room. The scene is made of multiple surface patches, and demands multiple 
homographies to describe. Figure 5 shows the additive view of the same scene. Our 
line detecting and matching system could deliver adequate initial correspondences over 
the two lateral surfaces of the box for the associated homographies to be determined. 
But the wall on the right, that is visible only in the additive view not in the base view, 
could not possibly have any correspondence over it. Figure 6 shows the mosaic result 
that is acquired by using a single homography to describe the entire scene. It could be 
observed that the mosaic quality is less than adequate. Figure 7 shows how the mosaic 
quality could be dramatically improved by using multiple homographies to describe the 
imaged scenes and by adopting the correspondence propagation mechanism described in 
section 3.2 to extract those homographies one by one. The correspondence mechanism 
could even infer virtual correspondences over the singly visible wall and estimate the 
necessary warping that brings the wall to the mosaic. This is a remarkable result, since 
no physical image-to-image correspondence is possible over the wall and thus no 
physically estimatible warping is available to bring the wall from the additive view to 
the image space of the base view. Yet, without applying the seam elimination 
mechanism described in section 3.3’ there is still lining up error in the mosaic, as clearly 
detectable over the boundary of the singly visible wall. Figure 8 shows the mosaic result 
with the seam elimination mechanism adopted. Lining up error is hardly visible. 
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Figure 4: base view of a paper box scene. Made of multiple surface patches and pictured in close 




Figure 5: additive view of the paper box scene. Notice that the wall on the right is visible only in this 
view not in the base view. 
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Figure 6: mosaic of the paper box scene resulted from single homography processing 
Figure 7: mosaic of the paper box resulted from multiple-homography processing (with 
correspondences propagated across surface patches) but without the seam-elimination mechanism 
applied. 
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Figure 8: mosaic of the paper box resulted from multiple-homography processing plus the seam-
elimination mechanism. Even the wall on the right that is visible only in the additive view could be 
warped and form part of the mosaic. 
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Figure 9 shows the base view of another scene: that of an elevator lobby and main 
entrance to a floor. Again, made of multiple surface patches, the scene demands multiple 
homographies to describe. Figure 10 shows the additive view of the scene. Our line 
detecting and matching system could deliver adequate initial correspondences over the 
two walls (one on the left containing the elevators, the other a pure wall) for the 
associated homographies to be determined. But the surface that embeds the floor 
entrance door is only singly visible in the additive view, thus physical correspondences 
over it are simply impossible. Figure 11 shows the mosaic result that is acquired using 
(1) multiple homographies to describe the image scene, (2) the correspondence 
propagation mechanism to infer virtual correspondences over the singly visible door 
entrance surface, so that the necessary mapping for warping the surface to the base view 
is available, (3) the seam elimination mechanism to reduce lining up error in stitching 
the base and additive views. Figure 12 to Figure 14 show another set of experimental 
result. The mosaic quality is promising. 
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Figure 9: base view of an elevator lobby scene. Made of multiple surface patches and pictured in 
close range of the cameras, the scene is more accurately described by multiple homographies not a 
single one 
E l 
Figure 10: additive view of the elevator lobby scene. Notice that the surface patch that contains the 
door entrance and the wall on the right is visible only in this view not in the base view. 
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Figure 11: mosaic of the elevator lobby scene resulted from multiple-homography processing plus 
the seam-elimination mechanism. Even the surface patch on the right that is visible only in the 
additive view could be warped and form part of the mosaic. 
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Figure 12: base view of a corridor scene. Again, made of multiple surface patches and pictured in 
close range of the cameras, the scene is more accurately described by multiple homographies not a 
single one 
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J l ^^s^ i ^ ’�^^^ 
Figure 13: additive view of the corridor scene. Notice that the surface patch that contains the show 
window and the wall on the right is visible only in this view not in the base view. 
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Figure 14: mosaic of the corridor scene resulted from multiple-homography processing plus the 
seam-elimination mechanism. Even the surface patch on the right that is visible only in the additive 
view could be warped and form part of the mosaic. 
3 1 
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3.5 Summary of Image Mosaicing Work 
We have proposed a system that could construct mosaic for scene that is describable 
approximately as consisting of multiple planar surfaces. The system does not require the 
scene to be pictured at far distance. It does not require initial correspondences be 
available over each of the surfaces either, nor does it require all the imaged surfaces be 
visible in both input images. No system in the literature is known to be able to achieve 
the same task. 
The system is based upon the use of not one homography but multiple homographies 
to describe the imaged scene, as well as of a correspondence inference mechanism that 
could propagate correspondences across neighboring surface patches and even to 
surfaces that are visible in only one of the input images, thereby allowing the 
homographies associated with those surfaces to be estimatible. 
The homographies even estimatible could not be estimated very accurately because of 
the general sparseness of correspondences, and that leads to compromised quality of the 
mosaic. We have also proposed a seam elimination mechanism that could ensure 
seamless mosaicing with even the minimum number (but necessary number for 
homography determination) of correspondences available. 
Experimental results show that the system is effective in achieving the stated task. 
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CHAPTER FOUR 
MOBILE ROBOT SELF-LOCALIZATION FROM 
MONOCULAR VISION 
4.1 Background 
The mobile robot self-localization problem answers the question of "where am I?" and 
is the most fundamental capability a mobile robot should have. So far, all kinds of 
sensors, such as sonar device, laser device, ultrasonic device, odometry, GPS and CCD 
camera, are applied to achieve localization task and further more, navigation task. 
Shortness and strength the above sensors all have. For example, odometer has once been 
a popular choice in the robotics community. It is cheap and easy to use, however, 
bothered with slippage effect, which is a crucial defect for localization task. CCD 
camera became more and more popular in the past decade for it avoids major 
shortcomings of others. Vision solution is so versatile that it also can accomplish pattern 
recognition tasks like face recognition, gesture recognition and environment 
understanding, etc., which takes a great pace to the "intelligent robot". 
In the literature, a great number of vision solutions to the mobile robot localization 
problem have been proposed. [1，20, 25, 9 and 13] are among them. For example, Betke 
and Gurvits estimates the robot's position with respect to the map of the environment, 
given the positions of possible misidentified landmarks on a 2D map of the environment 
and noisy measurements of their bearings relative to each other. Talluri and Aggarwal 
establish reliable and accurate line correspondence between a stored 3D model and a 2D 
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image of it to implement self-localization task. Werman et al determine the pose of the 
mobile robot from a set of image measurement which are invariant to the camera 
internals but are location variant. Still, the landmarks' 3D position must be known. 
However, in principle matching a 2D reference image of the landmark or the 
environment with the scene view would already be sufficient for determining motion 
parameters. The tedious and difficult part of acquiring 3D model can be bypassed. Such 
work is lacking none the less. In this thesis, we suppose that a single camera is mounted 
on the mobile robot, that is, the only real-time input to the localization system is the 
snapshot of the landmark or environment. Relative to the traditional stereo vision 
technique, which needs two cameras separated by a baseline to work, we call this 
monocular vision method. 
Matching two images of the same landmark or scene, and further estimate the motion 
between the two camera positions as well as construct the 3D is known as Structure from 
Motion (or Structure and Motion) in computer vision community. [28，21 and 24] are 
related works on that topic. Given a calibrated camera (i.e. the focal length in pixel unit 
in X and y directions and the principle point are known to us), although the 3D world and 
the motion can be determined at the same time, most researchers show great interests 
only in the former achievement. We just make use of the latter one to enable the mobile 
robot to localize itself. Briefly saying, our idea is, once enough correspondences could 
be established between a certain image in the database (termed reference view) and the 
image taken by a single camera mounted on the mobile robot (termed current view), the 
epipolar geometry of the two views could be estimated, and so could the camera motion 
that separate the viewing position be deduced from the existing knowledge of Structure 
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from Motion. So long as the position and orientation of shooting the reference view is 
known relative to a certain world coordinate frame, the current pose relative to the world 
coordinate frame can be determined. Please note that knowledge about the 3D position 
of the reference image's viewpoint could be skipped if the 3D position of the current 
position relative to that of the viewpoint of the reference image is sufficient (which is the 
case in many applications), or if the camera coordinate frame of the reference image is 
already the reference (world) coordinate frame. 
Above illustrates that dense correspondences are required to be established between 
the reference view and the current view, not only for the purpose of identifying the 
landmark in the scene view but for having enough correspondences to estimate the 
camera motion robustly. However, noises or errors in the correspondences make the 
essential matrix, which encode the motion parameters, very unstable and thus affect the 
motion factorization results greatly. The whole system is useless if this breakthrough 
can't be made. 
When looking into the possible sources of the errors, we found it mainly comes from 
the stereo matching process, i.e. establishing the correspondences across the views. The 
correspondence is established by estimating which feature points on the two stereo 
images are projected by the same 3D point in space. The matching problem has been 
studied over several decades in computer vision and many researchers have worked at 
solving it. Traditionally, some additional constraints, such as ordering constraint, 
uniqueness constraint, disparity limit, disparity continuity constraint, operate along the 
epipolar constraint, which restricts the search range for a corresponding point in one 
image to the epipolar line in the other image, to make the problem solvable. However, 
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extensive research has shown that detecting the matching pairs across the stereo images 
is extremely changeling and often difficult, and the correspondence estimations are 
sometimes unreliable, due to the disturbance of the noise in the images and some other 
reasons induced by the complex environment and imperfect equipments. We have tried 
Zhang's software, image-matching [27], which is the best matching software we can 
found so far. Still, the matching results can not satisfy us. 
Besides the accuracy, matching speed is another crucial problem bothering us. Most 
matching algorithms use the cross-correlation, which is time-consuming technique, to 
measure the similarities of feature points. Often, several seconds are needed to match 
two images of a normal resolution, which is unbearable for a real time localization task. 
Disappointing the stereo matching technique of the state of the art is, we still attempt 
to improve the accuracy of the motion parameter estimation as much as possible. 
Again, the merit of homography enlighten us: making use of its excellent ability of 
correspondence inference, we can ease the stereo matching process, getting reliable 
matching points, and thus stabilize the motion parameter estimation. 
Another advantage of using homography to infer the correspondences is that the 
positions of the matching points are controllable. Then, another question rises: given 
other conditions fixed, do the point distributions affect the motion factorization? 
Answering this question can as well help us in improving the final result. 
In this thesis, we state two conjectures regarding the relationship between the 
correspondences distribution and the accuracy of the motion estimation. These two 
conjectures are proved to be true by our experiments and instruct our efforts of 
establishing correspondences over two views. 
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Error estimation shows that, the proposed correspondence-inference algorithm and the 
matching point distribution study can increase the accuracy level greatly and thus make 
the whole solution becomes a practically workable one. 
The structure of this chapter is organized as following: sub-section 2 formulates the 
problem and sub-section 3 describes our approach to the self-localization problem in 
details. In sub-section 4 we show experimental results to support our idea and 
conjectures. Lastly, we summarize the work and put forward the future work. 
4.2 Problem Definition 
Generally speaking, 6 parameters are needed to determine the pose of an object in 3D 
space, 3 (x，y and z) to determine the translation and 3 (9, 0 and \|/, which are the 
rotation angle about the major axis of the world coordinate frame), to determine the 
rotation. Having considered that most mobile robot will only move on a ground plane, 
we can simplify the degree of freedom from 6 to 3，i.e. x and z which are the coordinates 
on the X-Z (ground) plane and 0 which is the rotation angle about the vertical axis. Note 
that the algorithm illustrated in the section 4.3 can solve all 6 parameters. But we think x, 
z，0 are enough in mobile robot cases. Figure 15 shows the world and camera coordinate 
frames we used in this thesis. The subscript of w refers to the world coordinate frame. 
The subscript of r refers to the reference camera coordinate frame. The subscript of c 
refers to the current camera coordinate frame. 
The input to the system is the image taken by the single camera mounted on the 
mobile robot. Other than this, an image database is required for reference use. The image 
database is a "map" of the environment and constructed beforehand, by taking image 
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using the camera on the mobile robot while measuring the (x z 0) parameters of the 
mobile robot relative to a certain world coordinate frame. 
/ Zr ^ f ^ ^ ^ / x , Z ’ e / 
/ Ground plane Yr / 
Figure 15: world coordinate frame and cameras coordinate frame we used. 
The task can be stated in the following way: given an image taken under an unknown 
position and orientation as well as a pre-established image database, pairing this image 
with image in the database according to their similarity, and compute the pose 
(translation and orientation) of the mobile robot at the current position, with respect to 
the reference view or, in the case that the position that acquiring the reference view is 
known to a certain world coordinate frame, the world coordinate frame. 
4.3 Our Strategy of Localizing the Mobile Robot 
We use a flow chart to give an overview of our proposed idea. Please see Figure 16. 
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Figure 16: flow chart of our proposed localization strategy 
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4.3.1 Establishing Correspondences 
We use Harris corner detector [8] to extract the features both on reference view and 
current view, which are to be matched later. Note that the work on reference view can 
be done off-line. Harris considered the matrix below: 
丄 a x 又 [ d y j 
where I(x,y) is the grey level intensity. If at a certain point, the two eigenvalues of the 
matrix M are large, then a small motion in any direction will cause an important change 
of grey level, which indicates that the point is a corner. The corner response function is 
given by: 
R = detM-k(traceM)2 
where A; is a parameter set to 0.04 (suggested by Harris). Corners are defined as local 
maxima of the cornerness function. Smoothing the images containing the squared image 
derivative (i.e. (^Ildxj, (^l/dyf, ldx)i^Ijdy)) with a Gaussian filter can effectively 
reduce the image noise. Often, in practice a threshold is set to avoid extracting too much 
corners. The density of the corners can be controlled through adjusting the window 
width and sigma value of the smoothing function. This can help us a lot in avoiding 
wrong matching, which will be seen later. 
Localizing process starts from pairing the current view with the reference view in the 
database. In this stage, dense correspondences are required to be established between the 
reference view and the current view, both for the sake of identifying the landmark in the 
scene view and for having enough correspondences to subsequently estimate the camera 
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motion robustly. As we have said before, no algorithm can guarantee perfect matching 
under general cases. The current computation speed of stereo matching is not fit for real 
time processing neither. It seems that we need solve this problem from a novel view. 
To ease the stereo matching process, we design a distinguishable landmark, a 50cm x 
50cm black square on a white paper, and post these landmarks on the indoor vertical 
planes. Many works on mobile robot localization use landmark as an assistant. Taking a 
further consideration of acquiring more widely distributed correspondences, the 
landmarks should be used in pair, posted near the intersection of two planes. The reason 
of why more widely distributed correspondences are needed will be explained later. 
The four corners of the black square are most reliable to be detected. It is always 
among the features we extracted from the images. Then we use "tracing bug" technique 
[2] to identify the black squares. The behavior of the bug is defined like this: Given a 
feature point as its starting point, the bug proceed along the path that posses the high 
gradient values (in the image, this path appears to be the boundaries of the black square); 
If the bug can go back to its starting point while 3 other feature points is passed through, 
we consider that the path is the black square. Measures are taken to prevent the bug 
deviate from its right path. (Figure 17 illustrates how this little bug works). Finally, we 
can pinpoint the 8 comers of the two black squares in the current view and reference 
view respectively and then match them through their topological relations. Our camera 
and robot setting specified in section 3.2 can ensure the invariant of the 8 points' 
topology in different viewpoints. 
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Figure 17: using tracing bug to identify the landmarks in the view. 
We infer more correspondences fast and accurately, making full use of these 4 initial 
correspondences and the powerful mathematical tool---homography. From chapter 2，we 
know that once homography induced by a 3D plane is available, we could infer which 
position the 3D point should be projected to in the current view, given the point in the 
reference view projected by the same 3D point. 
In its essence, our correspondence-inference algorithm is a hypothesize-and-verify one: 
use the initial 4 correspondences to estimate the homography and for all feature points 
on reference view, hypothesize their positions on the current view through the 
homography. If there is a feature point on the current view found in the neighborhood of 
the hypothesized position, we regard them as a correspondence. Measures, like adjusting 
the parameters in the Harris corner detector, can be taken to prevent dense feature points 
in a small area on the current view, which will lead to wrong matching. Also, a small 
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distance threshold in pixel unit can be used to endure errors in the homography 
estimation and feature extraction. Figure 18 to figure 23 illustrate the steps of 
establishing correspondences. 
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Figure 19: matched landmark corners. Up: reference view. Down: current view. The same color and 
symbol represents a correspondence. 
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Figure 20: feature points detected by Harris corner detector (green cross). Up: reference view. 
Down: current view. Note that the blue dots in the current view are the warped feature points of 
reference view. The homography is estimated by the four feature points correspondences as shown 
in Figure 18. 
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Figure 21: a zoom of the current view in the Figure 19. The feature correspondences between the 
reference view and current view should locate closely in this figure. For example, a blue dot is very 
close to the green cross numbered 271，which indicates the feature point in the reference view that 
the blue dot warped from and the feature point in the current view numbered 271 is a feature 
correspondence. 
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Figure 22: final feature matching result. Up: reference view. Down: current view. Feature points are 
chosen as correspondences if their 2D distances in Figure 20 are within a given threshold, 3 pixels in 
our current implementation. 
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Figure 23: a zoom of the Figure 21. Up: reference view. Down: current view. You can see our 
matching accuracy clearly in this figure. 
For all the image pairs to be searched, we compute their matching scores, which is the 
number of effective warped points (which means that warped points are within the 
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image domain of the current view) divided by the number of matched points, when all 
reference feature points are warped to the image coordinate frame of the current view. 
We consider the one gaining the highest matching score as a stereo pair and thus identify 
the reference view from the image database. The correct correspondences are saved for 
future use. 
When a mobile robot is placed into an environment first time, it faces the "drop-off 
problem which may be a headache for the robot. To our self-localization system, it is not 
a difficult problem at all. But more time will be spent since searching every possible pair 
is performed. After this initialization, we could track the landmark pair [26] and rotate 
the camera around its vertical axis to make the landmark pair in the central of the view. 
That's saved the pairing time. 
Remember that we try our best to "place" the landmark pair in the central of the view, 
which can ensure that we can establish correspondences over two planes in the scene 
and they are widely distributed. 
4.3.2 Determining Position from Factorizing E-matrix 
Basic theory on Structure and Motion has been founded in the past decade. We note 
that motion between two views separated by a rotation and translation can be factorized 
from Essential matrix (E-matrix for short), which can be computed from point 
correspondences and camera intrinsic parameters. 
Suppose we have a stereo pair of cameras viewing a point M in the world which 
projects onto the two image planes at m^  and m^ (since we are dealing with 
homogenous coordinates, M is 4 x 1, and rn^  and rfij are each 3 x 1). If we assume the 
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cameras are calibrated, then m, and J^�are given in normalized coordinates, that is, 
each is given with respect to its camera's coordinate frame. The epipolar constraint says 
that the vector from the first camera's optical center to the first imaged point, the vector 
from the second optical center to the second imaged point, and the vector from one 
optical center to the other are all coplanar. In normalized coordinates, this constraint can 
expressed simply as 
m J ( t x R m i ) = 0 
where R and t capture the rotation and translation between the two cameras' 
coordinate frames. The multiplication by R is necessary to transform mj into the second 
camera's coordinate frame. By defining [t]x as the matrix representation of the cross-
product with the vector t: 
0 - t j “ 
[t]x= ？3 0 - t , 
- t ^ ?! 0 
we can rewrite the above equation as a linear equation: 
mJ([t lRm,) = 0 
So, 
m j E n i j = 0 
where £： = [r]^  尺 is called Essential matrix and has been studied extensively over the 
last two decades. 
Then, how is the case that cameras are Uncalibrated? In that case, the calibration 
matrix A, and A2 are needed to transform the normalized coordinates into pixel 
coordinates: 
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nil = Ajiiij 
= A2m2 
By substituting these equalities into equation, we have 
So, 
m^Fitii = 0 
where F = Aj^EA^^ is the relatively recently discovered Fundamental matrix 
From above, we can see that, the Fundamental matrix (F-matrix for short) and 
Essential matrix (E-matrix for short) codes all geometric information that is necessary 
for establishing correspondence between stereo images. The only difference between the 
two is that the former deals with uncalibrated cameras, while the latter deals with 
calibrated cameras. 
Now, let us illustrate how motion between two calibrated cameras can be determined 
using the above stated, step by step. 
F is a 3 X 3 matrix defined up to a scale. Because F-matrix is of rank 2，it has only 
seven degrees of freedom. Theoretically, we can use 7-point algorithm or 8-point 
algorithm plus rank-2 constraint to make estimation. Of course, more points are 
preferred to cut the disturbances in the input data. And optimization can be performed to 
get an optimal estimation. In the development of stereo vision, efforts have been made to 
have an insight into the F-matrix and handle the noisy input correspondences (for 
example [27]). We have tried some of them, handling inputs that containing large noises, 
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but the results are not desirable. The F-matrix is still so sensitive to the point 
correspondence error, which is a disaster to subsequent localization process. 
However, by the correspondence-inference algorithm presented in section 4.3.1, we 
can provide a high-quality input for the computation of F-matrix. 
If the camera is calibrated, that is to say, 
� � « f "o 
A = 0 a, VQ 
_ 0 0 1 
is known where a,, ocv is the focal length in pixel unit, uo vo is the coordinates of the 
principle point and r is the skew factor of the camera, the E-matrix and F-matrix can 
then be related by 
E = ATFA 
On the other side, essential matrix can be expressed as the product of translation vector 
t and rotation matrix R, 
E = [ t lR 
In other words, once E-matrix is known from F-matrix, which can be computed from 
point correspondences over reference view and current view, we can factorize it through 




(subject to: ||t| = 1) 
and 
mi i iRT[ t l_ET 
t 
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(subject to: R is a rotation matrix) 
Such a factorization will have 2 solutions {R and R,) for rotation matrix and 2 
solutions (T and -T) for translation vector and can only determine translation vector up 
to a scale. Therefore we still need to (1) select the right solution and (2) recover the 
norm of the translation vector. 
For all possible 4 combinations of the rotation matrix and translation vector (i.e. R and 
T, /?'and T, R and -T, R'and -T), we recover the 3D position of two landmarks. Select 
the combination with positive depths in both the reference view's camera coordinate 
frame and current view's camera coordinate frame. Then calculating the ratio of distance 
between the recovered 3D positions and true distance of them (can be measured). That 
ratio is the norm of the translation vector. 
Assume that (X Y Z) and (X' Y' Z') are 3D positions of the same point in the reference 
camera coordinate frame and current camera coordinate frame, (u v) and V �a r e pixel 
coordinate of that point in the reference image coordinate frame and current image 
coordinate frame. Two basic equations are: 
fx" 
V =m Y 




That is to say: 
n 
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V Y = 
f z 
^ ^ r 
f T r / 
Due to the camera's motion, 
「；T"! 「尺 11 尺 12 ^ n T x l k " 
X, = ^22 尺23 y + (y 
| _ Z � L尺 3 1 尺 3 2 尺 3 3 � L Z � L � 
i.e. 
‘Y' = R2rX + R22-y + R23-Z + ty 
From above equations, we can solve X，Y and Z from the following equation. Once X, 
Y and Z are available, X'，Y' and Z' can be solved easily. 
- 以 / 以 / 以 / 一 
-^11 -7^32-^12 -7^33-^13 f _}Lt 
J J J 厂 
X J 
1 0 - - Y = 0 
f [_Z� 0 
0 1 - 丄 
L / � L � 
Usually, we reconstruct all 8 landmark points to suppress the noise. Distance between 
two neighboring points in the same landmark should be equal (because of the landmark 
is a square shape). Median or mean value of those 8 distances can be used to recover the 
scale factor. 
The position of the robot that carries the camera can thus be estimated with respect to 
the coordinate frame of the reference frame. 
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4.3.3 Improvement on the Factorization Result 
As we have said in section 3.2, f-matrix is so prone to be wrongly estimated and thus 
make the factorization results deviate from their true value. Since existence of the noise 
in the correspondences is inevitable and all kinds of robust method seem to be helpless, 
we need to think something else out to tackle such an uncertainty. 
Under the same noise condition and same estimation technique, small changes on the 
manner of point distribution can cause a great improvement in the estimation result. 
We conjecture that: 
1. Points on two planes should be better than points only on one plane. 
2. Points widely distributed should be better than points densely distributed. 
That is intuitive to us. We give out above 2 conjectures without giving their 
mathematical proof. But the synthetic data experimental results support our conjectures. 
The improvements are so great in some cases. 
These two conjectures imply two conditions that a good estimation could be obtained: 
1. Points are distributed on more than one 3D plane; 
2. Points should distribute as widely as possible. 
By its nature, our correspondence inference algorithm can automatically fulfill the two 
conditions implied by these two conjectures: 
1. Two patterns are posted on two adjacent vertical planes; 
2. We can control the distribution of the feature points in the reference view, which is 
established offline. This is equal to control the feature point distribution in the current 
view. 
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Compared with other efforts of precisely locating the mobile robot, ours spend minor 
effort, but achieve great improvement. 
4.4 Experimental Result 
To prove the effectiveness of our algorithm and the correctness of our conjectures, we 
do experiments using both synthetic data and real image. The fundamental matrix is 
estimated by FMatrix, software imported from INRIA, France, run under UNIX 
environment. FMatrix takes two text files containing matched points in reference view 
and current view as input and output a text file containing fundamental matrix. 
In the experiment of using synthetic data, the generated scene consists of 2 vertical 
planes to mimic the corner of a room. 100 correspondences are randomly generated, 50 
on the left and 50 on the right respectively. The translation vector and rotation angle are 
also randomly generated in every trial. Image size is 512 by 512. But for compact data 
case, the correspondences will only centralize in area of 320 by 320. All points are 
corrupted by Gaussian noise with the sigma of 1 pixel. Figure 24 and 25 depicted our 
generated synthetic. 
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Figure 24: the synthesized scene. 
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Figure 25: the synthesized reference view (left) and current view (right). 
The experimental results in 10 trials are listed on table 1. Every row records estimated 
motion parameters of x, y, and theta, computed under different circumstances in a trial. 
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These circumstances include 100 points in both planes and widely distributed (Datal), 
50 points only on left plane (Data2) and points densely distributed (compact data 
distributed in an area of 320X320, termed Data3). 
X (mm) Z (mm) Theta (degree) 
True data 1.6175e+00r~ 1.2608e+003 -21.1646 
Datal “ 1.7576e+003~ 1.19706+003 -21.8472 
Data2 -287.6021~~ 770.6936 -9.6908 
Data3 68.6279 -474.3136 -12.1084 
True data “ 2.9118e+003— 2.9317e+003 -10.9022 
Datal 2.8293e+003~ 2.9806e+003 -10.4897 
Data2 -1.6534 2.6243e+003 — 5.0778 — 
Data3 3.2232e+o6F~ 1.34306+003 -13.1813 — 
True data 286.1605 — 2.1417e+003 -12.7817 
Datal 320.7333 2.1262e+003 -13.0203 
Data2 -743.0011 2.0745e+003 -6.8522 ~ 
Data3 -254.2123 1.57906+003 -9.5340 
True data 2.2932e+003~ 1.83036+003 -5.0999 
Datal 2.250 l e + 0 0 3 ~ 1.8652e+003 -4.8880 
Data2 -184.8141 2.6222e+003 9.5332 
Data3 2.3173e+Q03~ 970.7555 -5.8774 
True data 2.0Q76e+003 2.8276e+003 -10.0942 — 
Datal “ 1.8841e+003 2.9100e+003 -9.4828 
Data2 一 -364.9159 3.0999e+003 3.4139 
Data3 2.5646e+003~ 2.5535e+003 -12.9565 
True data 1.50286+003 580.5582 -19.0264 
Datal 1.3595e+003 690.6114 -18.3599 
Data2 “ -108.3358 — 254.1574 -9.6161 
Data3 “ -9.7162 — -66.7926 -10.0660 
True data 2.5826e+Q0F~ 1.6513e+003 — -25.7508 
Datal 2 . 6 1 9 6 e + 0 0 ^ 1.60476+003 — -25.9205 
Data2 -144.9798 ~ ~ 618.0665 -10.6546 
Data3 -23.1050 207.3336 -10.8757 
True data 2 .5029e+00r~ 1.1631e+003 -20.5258 
Datal 2.4465e+Q0r~ 944.5566 -20.1398 
Data2 -200.0138 — 827.9281 -5.0548 
Data3 一 2.3867e+Q03~ 592.1794 -19.6178 
True data 2 .6184e+00f~ 43.8654 -15.8777 
Datal “ 2 . 5 6 4 0 e + 0 0 ~ 47.6942 -15.6220 
Data2 “ -47.0734 — 208.2876 -0.5720 
Data3 “ 2.4692e+003 -628.5033 -15.0529 
True data L5430e+003— 777.5979 -17.7326 
Datal 1 .5810e+00r~ 741.4473 -17.8939 
Data2 -302.6948 — 644.1405 -6.8272 
Data3 4.4342 70.0537 -9.1049 
Table 1: estimated X, Z and theta in the experiments of synthetic data 
58 
MOBILE ROBOT SELF-LOCALIZATION FROM MONOCULAR VISION  
We also plot relative errors (error over true value，computed from Table 1) for data 1 2 
and 3 respectively. 
Relati\« error o丨 data 1 
4 r  
‘ R e l a t i v e error of X 
Relative error of Z 




^ 0, 4...-:.::: .j：二： , — 、.:-•-+ _[ —.〉. , —-
fp 
i 
^ -1 • 
-2 -
- 3 -
I I 1 1 1 1 1 I I 
1 2 3 4 5 6 7 8 9 10 
Experiment number 
Figure 26 : relative errors for data 1 
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Figure 27 : relative errors for data 2 
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Relative error of data 3 
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Figure 28 : relative errors for data 3 
From the table and figures, you can see that our conjectures are right and our 
algorithm is effective. The motion estimation results are greatly stabilized. 
In the experiment of using real image, we take images by off the shelf digital camera 
Fuji S602Z. Manual mode is used to fix the camera intrinsic parameters. The intrinsic 
parameters come from Camera Calibration Toolbox for Matlab, software imported from 
Caltech. Shooting a planar pattern from different directions is needed for calibration use. 
The more images the toolbox uses, the higher accuracy the calibration results have. 
This toolbox can also give the user the extrinsic parameters of the camera, i.e. the 
rotation and translation between every imaging position and the fixed planar pattern. 
Lack of ground truth in the real image experiments, we use those extrinsic parameters as 
the true value of the motion parameters. This is reasonable because of the high accuracy 
of the calibration toolbox. However, the error analyses in the real image case won't be 
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very meaningful. After all, the extrinsic parameters are not the ground truth. Also, we 
don't built a complete system and test it in the mobile robot platform. Based on the 
above two reasons, we only present one set of experimental result of real image. We 
would like to stress that, error analyses of the experiment with synthetic data can be used 
to prove the correctness of our algorithm, conjectures and conclusions. The purpose of 
the experiment of using real image is to demonstrate our idea's feasibility. There is still 
much work to be done before the whole system comes into use. 
Reference view and current view are as shown in Figure 22. The experimental result is 
listed in table 2. Among the 4 sets of data, true data is the calibration result served as 
ground truth; datal is the motion factorization result using points on 2 planes and widely 
distributed; data2 is the case that points only on left plane; dataS is the case that points 
densely distributed on left plane. The pattern size is 71mm x 71mm. 
X (mm) Z (mm) 
True data -208.2 34.9 
Datal -209.1 35.6 
Data2 -206.4 39.2 
Data3 -283.8 -111.9 
Table 2: motion estimated using different data sets in the experiments of real image 
We note that there are discrepancies between Dataset 2 of the synthetic result and the 
real image result; the later are close to the ground truth, which is in a way not consistent 
with the finding from the synthetic data result. We conjecture that it is because the 
planes we use in the real image experiments are not perfectly planar. Seemingly 
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coplanar points are in fact not coplanar. That has turned the dataset 2 to the multiple-
plane case, which generally has more accurate motion estimation result. 
4.5 Summary of Mobile Robot Self-localization Work 
Enduing the mobile robot with the ability of localizing and navigating itself in an 
unknown, complex and cluttered environment is a crucial task of building a human-like 
mobile robot. Sensors like sonar device, GPS, odometry and CCD camera are used to 
realize localization. One natural solution to this problem is to equip the mobile robot 
with two calibrated cameras, by virtue of the capability of 3D reconstruction of 
binocular vision. In this thesis, we propose that only a single camera (thus 2D 
information) together with a database storing the snapshot of the environment (also 2D 
information) is needed to achieve the localization goal. By posting landmarks in the 
scene and using our correspondence inference algorithm which exploit the virtue of 
homography, we can match two views fast and reliably. Our algorithm then estimates 
robot's position and orientation with respect to predefined world coordinate frame. We 
investigate into the uncertainty of pose factorization of the mobile robot and put forward 
our solution of acquiring accurate and stable results. Experiments with both synthetic 
data and real image are performed. The experimental results support what we have 
presented in this thesis. 
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CHAPTER FIVE 
CONCLUSION AND FUTURE WORK 
Explicit 3D structure is thought to be essential in computer vision applications that 
involve 3D scene or object. Examples of such applications include image mosaic 
construction and robot localization. An important finding of this thesis is, should the 
imaged object or scene be polyhedral or approximately polyhedral ~ a widely occurring 
class of 3D shapes ~ even a reference in the form of a single image would be enough to 
allow the above-stated tasks to be achieved. The tedious and difficult part of acquiring 
3D model can be bypassed. 
The two vision problems if examined from the perspective of matching one image to 
another image are not much different from each other. Everything boils down to how 
dense correspondences could be established from the reference view to the scene view. 
Potentially, the image mosaicing result could even enhance the localization ability of the 
robot, for it enlarges the field of view of the input images used in the mobile robot self-
localization task. These coherent characteristics allow us to study the two problems at 
the same time. 
Borrowing a correspondence inference process described in [4] for object recognition, 
this work has successfully come up with systems that conquer the image mosaic 
construction and robot self-localization problems respectively under the same 
framework. 
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On the mosaicing problem, we use the correspondence inference algorithm to stitch 
two pictures of a polyhedral scene or object that are taken under arbitrary camera motion 
and in a close range of the object. Only a few initial correspondences over two 
neighboring surfaces are needed, not correspondences over every surface. Warping 
singly visible surfaces from one viewpoint to another viewpoint - a seemingly 
impossible task -- becomes possible, and it helps raise the field of view of the final 
mosaic significantly. We have also outlined a simple yet very effective way of ensuring 
perfect lining up of surface boundaries that are warped and those surface boundaries are 
already existent in the mosaic viewpoint. 
The mosaicing system is not without limitation. The imaged scene has to be near-
polyhedral at least. Surface segmentations in the reference view as well as in the other 
view must be available by manual or automatic means. Yet the work already represents 
an important step in not requiring the imaged scene be distant or planar or the imaging 
be done at a fixed center of projection — conditions that are assumed by almost all 
existing mosaicing systems. 
On the robot self-localization problem, we came up with a system that, through the use 
of known concepts on Structure from Motion, allows a mobile robot mounted with a 
camera to localize itself using only a single image of the environment for reference. The 
mechanism that infers correspondences from a few initial ones play an important role 
again. It allows correspondences over a landmark be expanded to correspondences over 
a large area and more surfaces of the imaged scene, thereby boosting the accuracy of the 
localization. We also put forward two conjectures concerning the relationship between 
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point distribution and position localization. Experimental results confirm the validity of 
the conjectures. 
Of course, the ease and convenience of the above robot self-localization systems come 
with a price - the need of installing landmarks in the robot environment. 
An important conclusion of this work is, even with only two images of a scene 
available, should the imaged scene be a composite of certain shape primitives, a few 
initial correspondences over a few surface patches of the scene could be sufficient to 
infer correspondences over other surface patches and even correspondences over surface 
patches that are visible in only one of the input images. Such inferred correspondences 
could help relate the two images, and have important applications in tasks like image 
mosaicing and robot localization. 
This research is of a substantial scale and there is huge room for further work. The 
current image mosaicing system chooses the viewpoint of one of the input images as the 
mosaic viewpoint and warps all image data to that viewpoint. The possibility of 
choosing any arbitrary viewpoint as the mosaic viewpoint and warping all image data to 
there needs further investigation. 
Another challenge is to extend the correspondence inference mechanism for curved 
shapes. The emphasis will be on poly-quadric shapes - one class of multi-surface curved 
shapes that subsume polyhedra - for the reasons that not only are poly-quadric shapes 
widely occurring in man-made environments, the image-to-image mapping induced by a 
quadric surface is also understood. Admittedly, the extension will not be easy. For one 
thing, unlike the mapping (homography) induced by planar surface which gives unique 
solution for each correspondence, the mapping (Q-mapping) induced by quadric surface 
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gives two solutions due to the nonlinear nature of the assumed shape in 3D. That would 
demand one to look into the continuity of the visible points, and perhaps even the 
projective depth of the points, to overcome the difficult. Q-mapping also requires more 
initial correspondences to estimate than homography. Challenges are there, but then they 
are also what make a research meaningful. 
An even greater challenge is to provide, in the process of devising the correspondence 
mechanism for poly-quadric shapes, some insight on how a similar mechanism could be 




Epipolar geometry has been studied for many years. Olivier Faugeras is one of the 
famous researchers who have deep insight in this field. 
We now consider a binocular stereo system shown as Figure 26. Let C and C be the 
optical centers of the two image planes R and R\ respectively. The line CC, intersects 
plane R and R, at points e and e\ These two points are called epipoles of the stereo rig. 
By construction, any plane containing the line CC，，called an epipolar plane, intersects R 
and R’ alone a line going through the epipole e and e\ Two such lines are called 
corresponding epipolar lines and have an immense importance for stereo algorithms. 
:z A / 
z L i ^ ^ i y 
Figure 29: epipolar geometry 
We characterize the relationship between a point m in the first image plane and its in 
the second. According to epipolar geometry: 
in，T Fm = 0 
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where F is the 3x3 fundamental matrix, the epipolar line /’,„ is: 
K丨二 Fm 
And the matrix F is not of rank 3 because, if m coincides with epipole e, its epipolar 
line is undefined, and therefore: 
Fe=0 
Which define epipole is a non-space of the fundamental matrix F. 
Furthermore, consider a point m, on the epipolar line of m. This point also satisfies 
the equation: 
m'T Fm = 0 
which shows that the epipolar line in the first image plane of m' is represented by 
F^m': 
1 , 厂 F 、 ， 
In particularly we have: 
F^e'=0 
The epipolar constraint restricts the search range for a corresponding point in one 
image to the epipolar line in the other image, that is, the searching range is reduced from 
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