Next generation sequencing is an efficient method that allows for substantially more markers than previous technologies, providing opportunities for building high density genetic linkage maps, which facilitate the development of non-model species' genomic assemblies and the investigation of their genes.
. The latter type is particularly problematic as it usually behaves 48 like a genotyping error, which increases the frequency of inferred recombinations and results in 49 inflated linkage maps (Cartwright et al. 2007; Lincoln and Lander 1992; Cheema and Dicks 2009) . 50 Typically, genotyping errors resulting from low sequencing coverage are removed via filtering, such 51 as setting genotypes with an associated read depth below some threshold value to missing (Gardner et al. 2014; Mousavi et al. 2016) or using genotype quality scores to discard uncertain genotype calls the allele on the maternally derived chromosome of the paternal parent, X m 1 denote the allele on the 126 paternally derived chromosome of the maternal parent, and X m 0 denote the allele on the maternally 127 derived chromosome of the maternal parent. The ordered parental genotype pair (OPGP) is defined 128 as the unique combination of X p 1 , X p 0 , X m 1 and X m 0 . Across the four STs of BI, PI, MI and U, there are 129 sixteen distinct OPGPs (Table 1) . Specification of the OPGP for all loci is equivalent to determining 130 the parental haplotypes and consequently the allelic phase of the parents.
131 
where S = (S T ··1 , . . . , S T ··M ) T . In HMM theory, P(S ··j |S ··j−1 ) is known as the transmission probability,
provided that the OPGPs are known for all families.
155
For a single individual in a full-sib family, the four inheritance vectors, S f ij , that are possible in the 156 HMM are (0, 0), (0, 1), (1, 0) and (1, 1). Let r p j and r m j denote the paternal and maternal recombination 
To compute the likelihood of the full-sib family HMM, forward recursion is used. Define α f ij (S f ij )
as the forward probability which satisfies the relations
for j = 2, . . . , M. Under the assumption that the initial distribution is 2N independent Bernoulli 165 trials, π f i = 1/4 for all f , i. The likelihood of the HMM for individual i in family f is
As individuals within and between families are conditionally independent given the OPGPs of all 167 the parents, the likelihood for multiple full-sib families is
In situations where some loci are uninformative in the maternal or paternal parent across all families, 169 a slight adjustment to the parametrization of the model is required. If the paternal (maternal) 170 genotype at locus j is homozygous in every family or the paternal (maternal) genotypes at all loci 171 from locus 1 to j − 1 are homozygous in every family, then the recombination fraction r p j−1 (r m j−1 ) 172 cannot be estimated and therefore is excluded from the model. Under this parametrization, the 173 sex-specific recombination fraction r p j−1 (r m j−1 ) is now interpreted as the probability of a recombination in the paternal (maternal) parent between locus j and the previous locus which is segregating in the paternal (maternal) parent. When the sex-specific recombination fractions are assumed equal (r p j = r m j ), this adjustment to the parametrization is not required.
and alternate allele, B. We denote the number of reads for the reference allele observed for individual 
independent between loci given G ··j , then the extended HMM for sequencing data becomes
The transmission probabilities in model (7) are the same as in model (1). The emission probability is 186 ∑ G ··j P(Y ··j |G ··j )P(G ··j |S ··j ) conditional on the sequencing depth d f ij . data, Y f ij , is conditionally independent between individuals given the true genotypes, G f ij , then the 189 full-sib family HMM for sequencing data is
The only change to model (8) compared with model (2) is in the emission probabilities, which requires specifying the conditional probabilities P(Y f ij |G f ij ). Suppose that Y f ij arises from a random binomial sample of the alleles found in G f ij (Dodds et al. 2015) and suppose that sequencing errors occur independently between reads, then
See File S2 for derivation of these probabilities. Under these assumptions, the emission probabilities, (8) can be derived (Table S2 in File S1). Consequently, 192 the likelihood of the HMM for sequencing data equates to Eq (6) with the emission probability
Inferring OPGPs

195
The likelihoods for full-sib families derived in the previous sections assume that the OPGPs (or 196 parental phases) are known. In practice, this information is unknown, although the OPGPs can, in 197 some cases, be inferred from the grandparental genotype information. Nevertheless, if there is no 198 grandparental information, then inference of the OPGPs using progeny genotypes (assuming parents 199 are known and accurately genotyped) is required. 200 We initialize the value of z f j for each locus to a default value, that is, we initialize z f j = 1 if the 201 locus is BI, z f j = 5 if the locus is PI A , z f j = 7 if the locus is PI B , z f j = 9 if the locus is MI A , and 202 z f j = 11 if the locus is MI B . Inference of the OPGPs for family f can be achieved by relaxing the 203 constraint on r p j and r m j such that r p j , r m j ∈ [0, 1] and maximising the likelihood
where α f iM (S f iM ) is defined as in Eqs (3) and (4), and the emission probability is P
OPGP of locus j = 2, . . . , M can be inferred relative to the previous OPGPs based on whether the 207 maximum likelihood estimates of r p j−1 and/or r m j−1 are greater than or less than 0.5, where the OPGP 208 for the first locus is set to a baseline value depending on its ST (see File S2 for details). 
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With sequencing data, some genotype calls may result in apparent Mendelian errors, which occur 236 when a genotype call for a PI A or MI A locus is homozygous for the alternate allele, or a genotype 237 call for a PI B or MI B locus is homozygous for the reference allele. Genotype calls determined to be a 238 Mendelian error were set as heterozygous, since most of the standard linkage mapping packages 239 cannot handle data sets with these errors present. Mendelian errors were not corrected with GM as 240 they are accounted for in the HMM. In addition, some heterozygous genotype calls in the sequencing 241 data were supported by more than nine reads for one allele but only a single read for the other 242 allele. As these genotype calls are likely to be sequencing errors, they were set to missing for the 243 standard packages, but not for GM, as they provide information used to estimate the sequencing 244 error parameter ε.
Sequencing data were simulated using the following procedure. Inheritance vectors for progeny 247 were generated based on the true parental recombination values assuming no interference and 248 equal probability of the first locus being derived from either parent. These inheritance vectors were 249 converted to genotype calls for a pre-specified set of OPGPs. From these true genotype calls, the 250 simulated sequencing data sets were generated as follows:
251
• A sequencing depth at each locus in each individual was generated by simulating realizations 252 from a negative binomial distribution with mean µ d j and dispersion parameter of 2, that is
where δ = 2, µ d j corresponds to the mean sequencing depth for locus j and Γ(·) denotes the 254 gamma function.
255
• A sample of d f ij alleles are found by randomly sampling the alleles of the true genotype, G f ij , 256 with replacement, where a miscall of the sampled allele (e.g., a B allele called as A and vice 257 versa) occurred with probability ε.
258
Two sets of simulations were conducted. In the first set, the performance of the five software 259 packages is examined and compared under different read mean depths and sequencing error rates.
260
This set of simulations consisted of simulating a 1,000 single full-sib families (F = 1) with a hundred 261 offspring (N 1 = 100), twelve loci (M = 12) and a fixed recombination rate of 1% in both parents 262 (r p j = r m j = 0.01), where the segregation types and OPGPs of the loci are given in Table 3 . Different combinations of mean read depth, µ d j , and sequencing error, ε, were used, where the mean read depth was either low (µ d j = 2), moderate (µ d j = 10) or high (µ d j = 20), and the sequencing error rate 265 was either absent (ε = 0), small (ε = 0.002) or large (ε = 0.01). To remove errors associated with low 266 sequencing depth, the simulated data were filtered such that all genotype calls with an associated 267 read depth below some threshold were set to missing. The threshold used was eleven for the high 268 depth setting (µ d j = 20), six for the moderate depth setting (µ d j = 10), but wasn't applied for the low 269 depth setting (µ d j = 2) since an insufficient number of non-missing genotypes would remain. This 270 filtering step was also not performed for GM as it models under-called heterozygous genotypes. The second set of simulations investigates the optimal sequencing depth for a given sequencing 272 effort (defined as the number of individuals times the number of loci times the mean read depth).
271
273
The parameters used in this set corresponded with the previous set, with the exception that the 274 sequencing error rate was fixed at 0.2% (ε = 0.002), the number of individuals was varied and 275 the mean read depth was set such that an average sequencing effort of 10,000 was maintained.
276
Recombination fractions were estimated using GM assuming a known OPGP. 
301
To compare the performance of GM relative to the other packages, only variants called on chromo-302 some 11 were retained for further analysis, with additional filtering performed as follows. SNPs with 303 a minor allele frequency less than 0.05 or 20% or more missing genotypes were discarded. The ST of 304 each SNP was inferred based on the parental genotypes provided that the read depth for both parents 305 was greater than five, where SNPs were discarded if the ST could not be inferred. A segregation test was performed on each SNP using a chi-square test, where a P-value of 0.05 was used and the
Figure 1
Distribution of the map distance estimates for the first set of simulations across varying mean read depths (rows) and varying sequencing error rates (columns). The solid point represents the mean, the vertical solid line represents the interquartile range, the vertical dashed line represents the range between the 2.5 th and 97.5 th percentiles, the five horizontal solid lines represent, in ascending order, the 2.5 th percentile, lower quantile, median, upper quantile and 97.5 th percentile, and the horizontal black dotted line represents the true parameter value. Map distances are in centimorgans (cM) and were computed using the Haldane mapping function.
four existing software packages all gave very poor map distance estimates across all of the various 349 sequencing error rates, which was expected given the large number of errors in the data sets. Of these 350 methods, LM2ε performed the best although its map distance estimates were still approximately 351 four to five times larger than the true value ( Figure S10 in File S1). In addition, the recombination 352 fraction estimates for LM2ε at low depth were biased (see Figures S7-S9 in File S1), although for the 353 middle sections of the map, the bias was in both directions resulting in less inflation of the overall 354 map distance but a distortion of the distribution of the SNPs across the linkage map. In contrast,
355
GM was the only package which was able to give accurate estimates of the overall map distance and 356 recombination fractions across all the simulation scenarios.
357
The distribution of the sequencing error estimates obtained from GM are given in Figure 2 . For the 358 high and moderate depth simulations, the estimates were relatively accurate, while there was a small 359 bias for the low depth simulations. The variability of the estimates increased as the mean read depth 360 decreased, which is not surprising given that there is more variability in the data at low sequencing 361 depths.
362 Figure 3 gives the distribution of the computation time required for each package across all of the 363 first set of simulations. Of all the packages, LM2 was the fastest, regardless of whether the error 364 parameters were included, while CM, GM and OM was approximately three times, five and a half 365 times and forty five times slower than LM2 respectively. As JM is a non-scripting program, providing 366 a sensible measure of computation time is difficult. For these simulations, the time recorded was 367 only for the step to compute the map, which on average required four times more computational 368 time than LM2, but did not include the extensive user interaction time needed to import the data and 369 create the required nodes.
370
The percentage of data sets in which the vector of OPGPs was correctly inferred in the first set of 371 simulations is displayed in Table 4 . For the moderate and high depth simulations, all the packages For the second set of simulations, a plot of the sum of the mean square errors of the recombination 380 fraction estimates verses the sequencing depth is given in Figure 4 . This plot suggests that the 381 optimal sequencing depth was around three or four as the mean square error was lowest around 382 these depths.
383
Figure 3
Distribution of the log transformed computational time used on each data set across all nine simulation scenarios for the first set of simulations and for each software package. The solid point represents the mean, the vertical solid line represents the interquartile range, the vertical dashed line represents the range between the 2.5 th and 97.5 th percentiles, the five horizontal solid lines represent, in ascending order, the 2.5 th percentile, lower quantile, median, upper quantile and 97.5 th percentile.
Mānuka data 384
Heatmaps of the 2-point recombination fraction estimates for SNPs located on chromosome 11 are 385 given in Figure S11A in File S1 for SNPs segregating in the paternal parent and in Figure S1B in File S1 386 for SNPs segregating in the maternal parent. A number of SNPs appeared either to be incorrectly 387 ordered on the chromosome or located on the wrong chromosome and therefore were discarded from 388 the analysis (164 in total). The heatmaps of the remaining SNPs (see Figure S11C and Figure S11D in 389 File S1) suggests that the order of these SNPs was fairly accurate. For the remainder of this analysis, 390 we assume that this order is correct.
391
Linkage maps of chromosome 11 were computed for both the Low Depth and High Depth set of 392 SNPs using GM and the standard software packages. These linkage maps are given in Figure S12 in File S1 (all maps) and Figure 5 (maps that were less than 150 centimorgans (cM)), with the overall Figure 4 Sum of recombination fraction estimates mean square errors for fixed sequencing effort. Recombination fraction estimates were computed using GM, where the OPGP is known and the sequencing effort was fixed at 10,000 reads. The parameters used to generate the data sets corresponds to the first set of simulations, with the exception that the mean depth and number of individuals were set to maintain a sequencing effort of 10,000. The sum of the mean square errors was calculated using ∑ 11 j=1 MSE(r j ). The number of individuals range from 833 for a mean depth of 1 to 55 for a mean read depth of 15.15.
terms of phasing, all packages inferred the same phase under both SNP sets, apart from CM which 408 does not require the parental phase to compute the recombination fractions. Map distances were computed using the Haldane mapping function.
Figure 5
Subset of linkage maps for chromosome 11 of mānuka computed using the various software packages. Low Depth refers to the maps produced using SNPs with a mean read depth below 6, while High Depth refers to maps produced using SNPs with less than 20% missing data after setting genotypes with a read depth below 20 to missing. Map distances are in centimorgans and were computed using the Haldane mapping function.
Discussion
410
We have developed a new statistical method for constructing genetic maps from a set of ordered 411 loci on outcrossed full-sib families in diploid species that have been genotyped using multiplexing 412 sequencing methods. Our methodology uses a HMM approach to overcome the issues associated 413 with mapping in full-sib families and to account for errors resulting from low sequencing depth 414 and miscalled bases. In addition, our methodology is applicable to multi-family and sex-specific 415 situations and has been implemented in the software package GUSMap.
416
this issue is to sequence the parents multiple times to obtain higher sequencing depths, although this
