ABSTRACT Biomedical named entity recognition (BNER) is the basis of biomedical text mining and one of the core sub-tasks of information extraction. Previous BNER models based on conventional machine learning rely on time-consuming feature engineering. Though most neural network methods improve the problems with automatic learning, they cannot pay attention to the significant areas when capturing features. In this paper, we propose an attention-based BiLSTM-CRF model. First, this model adopts a bidirectional long short-term memory network (BiLSTM) to obtain more complete context information. At the same time, the attention mechanism is proposed to improve the vector representations in BiLSTM. We design different attention weight redistribution methods and fuse them. It effectively prevents the significant information loss when extracting features. Finally, combining BiLSTM with conditional random field (CRF) layer effectively solves the problems of the inability to handle the strong dependence of tags in the sequence. With the simple architecture, our model achieves a reasonable performance on the JNLPBA corpus. It obtains an F1-score of 73.50. Our model can enhance the ability of the neural network to extract significant information and does not rely on any feature engineering, with only general pre-training word vectors. It makes our model have high portability and extendibility.
I. INTRODUCTION
Named entity recognition (NER) is the basic task of information extraction and data mining. Its main research content is to identify entities (persons, organizations and so on) in massive texts. In recent years, with the exponential increase of biomedical texts, how to extract and mine structured valuable information from massive data has received more and more attention. The first and essential step in obtaining these information is identifying the entities in biomedical texts. Therefore, biomedical named entity recognition (BNER) has become one of the most important research points.
The biomedical entities include genes, proteins, diseases, drugs, chemicals and so on. But in biomedical texts, the entities' naming rules are not clear and a large number of phrases and abbreviations have difficulty to be identified. The above problems also make it more difficult to identify biomedical entities than in general field. Previous works
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for BNER usually employed conventional machine learning methods, such as conditional random field (CRF), hidden markov model (HMM), support vector machine (SVM), maximum entropy markov model (MEMM), etc. Li et al. [1] proposed a feature coupling generalization framework to generate lower dimensional features based on co-occurrence information and term frequency in unlabeled data. Then they combined them with CRF to obtain an F1-score of 89.05 on the BC2GM corpus. Torii et al. [2] developed a BNER system called BioTagger-GM, which integrated four machine learning models including MEMM, CRF and so on, and they confirmed the applicability in multiple corpora. The SkipChain CRF model was constructed by Liao and Wu [3] for BNER, which could fully obtain the dependence of the context information with a long sentence. It obtained F1-scores of 73.20 on the JNLPBA corpus. Tang et al. [4] evaluated three different types of word representation features (clustering-based representation, distributional representation and word embeddings). Then they sent these features into CRF. It obtained F1-scores of 71.39 and 80.96 on JNLPBA and BC2GM corpora respectively. CRF even became the best choice for BNER because it had shown good performance on different kinds of sequence labeling tasks [5] . However, these studies must rely on the feature engineering. They had to design much complicate features manually which not only required linguistic and domain insight but also was timeconsuming.
Driven by artificial intelligence and cognitive computing, deep learning has found an increasingly wide utilization in all fields [6] - [13] . Therefore, more and more NER studies adopt the neural networks to automatically learn the feature representations from text sequences. Because it can avoid the costly feature engineering. The commonly used neural network models include convolutional neural network (CNN), recurrent neural network (RNN), long short-term memory network (LSTM), etc. In general field, Huang et al. [14] proposed the combination of bidirectional LSTM (BiLSTM) and CRF model, which could use both backward and forward input features to achieve better results. Ma and Hovy [15] used a combination of CNNs and LSTM-CRF to identify entities. Chiu and Nichols [16] adopted BiLSTM-CNN model to obtain reasonable results on CoNLL-2003 corpus. Lample et al. [17] used BiLSTM-CRF model with characterlevel representation. These models have reached or surpassed results of the conventional methods based on feature engineering. In BNER, Yao et al. [18] first used neural networks to generate word embeddings on unlabeled biological texts, and then established a multi-layer neural network. Their system achieved F1-score of 71.01 on JNLPBA corpus and closed to the state-of-the-art performance. Li et al. [19] combined the twin word embeddings with sentence vector and adopted the BiLSTM to identify biomedical entities. Their model could achieve an F1-score of 88.61 on the BC2GM corpus. Zeng et al. [20] constructed the BiLSTM-CRF model to identify drug entities. They adopted CNN to obtain the character-level feature representations and combined them with word-level representations as the inputs. The BiLSTM-CRF model achieved F1-scores of 92.04 and 79.26 on DDI2011 and DDI2013 corpora respectively. Zhao et al. [21] proposed a multi-label CNN (MCNN) model to identify disease entities and chemical entities. They treated NER as a classification task and adopted the multi-label mechanism to obtain adjacent output tags. The MCNN obtained F1-scores of 85.17 and 87.83 on NCBI-Disease and CDR corpora respectively.
However, there are a large number of function words in the biomedical literature that can lead to information redundancy. They will obstruct the acquisition of significant information when the neural network models are trained to capture features. It may result in information loss if the BNER models cannot focus on the significant areas. Therefore, how to make the neural network models pay more attention to significant areas becomes an important factor to improve performance. Regarding the issue above, we adopt the attention mechanism to improve them. Bahdanau et al. [22] first proposed the attention mechanism in the field of machine translation. By adding the attention structure to the decoder model, this model can focus on the significant parts of the original sentences when decoding and it can reduce the loss of important information. Now the attention mechanism has been widely used in NLP. Many researchers have applied their continuous improvement to machine translation [23] , image description [24] , syntactic analysis [25] , and reading comprehension [26] , etc. In BNER, Pandey et al. [27] proposed an Encoder-Decoder model based on bidirectional RNN with attention mechanism and used to extract adverse drug reactions from a large number of electronic health records. Luo et al.. [28] adopted an attentionbased BiLSTM-CRF model for document-level BNER. They used the attention mechanisms between different sentences to optimize the tagging inconsistency problem. It achieved the best performances on CHEMDNER (F1-score:91.14) and CDR (F1-score:92.57) corpora.
This paper aims to improve the accuracy of identifying biomedical entities by enhancing the model's ability to capture significant information. We propose an attention-based BiLSTM-CRF model. First, it adopts a bidirectional LSTM network, which not only solves the problem of distance dependence in longer sentences, but also considers the bidirectional context information. Then, the attention mechanism is used to redistribute weights of the vector representations in hidden state. It makes our model pay more attention to significant areas of the text sequence when capturing features. In order to better calculate the attention weight distribution, we propose different methods of attention weight redistribution and effectively fuse them. Finally, the CRF layer we used can effectively improve the problem that the BiLSTM cannot handle the strong dependence of the tags in sequence labeling. Our model can effectively improve the accuracy of identifying biomedical entities without relying on any feature engineering.
The remainder of the paper is organized as follows. In Section 2, we review our method. Section 3 reports the experimental settings. Section 4 analyzes and discusses the experimental results in detail. Section 5 draws conclusions.
II. METHODS
The attention-based BiLSTM-CRF framework is shown in Figure 1 . First, the original data is searched by the pretrained vectors dictionary and converted into word embeddings. Then the BiLSTM layer is used to capture features in the word embedding sequence. Next, we use the fusion-based attention mechanism to redistribute the weight for the output of BiLSTM. Finally, we adopt the CRF layer to parse the tags corresponding to the text sequence. Our model's framework includes four parts: Input (Feature and Embedding), BiLSTM, Attention and CRF.
A. INPUT LAYER
In this paper, we represent the text sequence with only word vectors. So we input each word as the discrete feature to the embedding layer. Word embeddings are the expression that maps words to real low-dimensional vectors. It is used to express the vocabulary instead of the conventional one-hot method, because it can solve the one-hot method of dimensional disaster and the inability to express vocabulary relationships. Recently, with the development of deep learning in the NLP, word embeddings have also been more widely used. The use of word embeddings as direct input or extra feature expressions has significantly improved the performance of NLP related models. At present, the commonly used word embeddings training tools are Word2vec [29] , Glove [30] , etc. We use Stanford's publicly available Glove 100-dimensional embeddings (https://nlp.stanford.edu/projects/glove/) which are trained on 6 billion words from Wikipedia and web texts as the pre-trained embeddings for our model.
B. BILSTM LAYER
LSTM [31] , [32] is an improving architecture based on RNN. It introduces a memory unit and gate mechanism to realize the use of longer distance information in sentences and solves the problem of gradient disappearance or gradient explosion in RNN. The designed door structure can selectively save context information, so it is more suitable for sequence labeling problems such as NER. The memory unit of LSTM is shown in Figure 2 . The mathematical expressions of the LSTM model are as follows:
where σ represents the sigmod activation function. tanh represents the hyperbolic tangent function. x t represents the unit input. i t , f t , o t represent the input gate, the forget gate, and the output gate at time t. W and b represent the weights and bias of the input gate, the forget gate, and the output gate respectively. c t denotes the current state of the input. c t denotes the update state at time t. h t denotes the output at time t. However, LSTM only considers the forward information of the sentence and cannot obtain the backward information. In the task of BNER, the backward information also contains important features. In response to the above problems, we adopt the bidirectional LSTM (BiLSTM) proposed by Graves and Schmidhuber [33] in BNER, which is shown in Figure 3 . The BiLSTM model captures two different feature representations of the forward and backward for each sentence. Then it merges them to obtain the complete hidden layer feature representation. BiLSTM can effectively obtain the bidirectional context information and excavate more hidden features.
C. ATTENTION LAYER
This section includes two parts: attention mechanism and attention fusion. It mainly describes the attention weight calculation and fusion method proposed in this paper.
1) ATTENTION MECHANISM
Attention is the mechanism by which the brain's attention is focused on significant areas when simulating human observation of things. The core idea is to imitate the brain when humans are observing things. It focuses on a critical area of the observed things, while ignoring other non-critical areas. The attention mechanism in the neural network model can be understood as a weight redistribution mechanism. Combining the attention mechanism with our model can effectively highlight the role of keywords in text data. When the attention mechanism is not added, the model only obtains the global context information and cannot focus on the significant information acquisition. After the attention mechanism is adopted, the significant areas can be highlighted by increasing weights. The acquisition of significant information can effectively improve the performance of the BNER models. In this paper, the relevant attention mechanism calculation formulas are as follow:
where the weight calculation formula of the redistribution of each word is obtained by (8) . Where α i is the normalized processing result of e i , and e i represents the energy function which is used to quantify the importance of every word in the sentence and is obtained by formula (9) . Where W represents the weight parameter of the hidden state H i . In this paper, we propose different attention weight redistribution methods as follows. In formula(10), this is a attention weight redistribution method based on scoring mechanism. We regard the attention weight of each word's hidden state as the importance score, and then concatenate the score with the hidden state before outputting. The symbol ⊕ denotes concatenate operation.
In formula (11) , this is a attention weight redistribution method based on merge operation. Similar to formula (10), we still aim to guide hidden state by the attention weight. The final hidden state H i is obtained by merging hidden state H i and the attention weight α.
In formula (12) , this is a attention weight redistribution method based on dynamic scaling. We multiply the hidden state of each word by the attention weight score. It represents the importance of each word in the task. The attention weight calculation method changes the probability matrix of the BiLSTM output, which may improve the sequence labeling results of the CRF layer. Besides, the symbol * denotes element-wise multiplication.
2) ATTENTION FUSION
The final state H i denotes the output of the BiLSTM, where the size of the H i in different attention calculation methods are n * (d u + d α ), n * d u and n * d u respectively. n represents the number of words, and d u represents the number of the hidden units. Corresponding to the different attention output, we can get different probability matrices P by linear mapping. In order to maintain the stability of attention weight calculation and avoid multiple attention matrix to cause information redundancy, we calculate the similarity of two probability matrices separately in the stage of attention fusion. Then we merge the two matrices with the most similarity, and finally input them into the CRF layer. The relevant attention fusion formulas are as follow:
where dist represents the similarity of any two probability matrices, and P represents the probability matrix obtained by different attention weight redistribution methods. We perform the addition operation on the two most similar matrices to obtain the output of BiLSTM and serve them as the input to the CRF layer.
D. CRF LAYER
After the BiLSTM outputs the feature sequence, the sequence labeling result L can be obtained by the classification decision functions. However, in the task of BNER, the output sequence tags have strong restrictions and dependencies. For example, in the entity tagging scheme, ''B-protein'' cannot appear after ''I-protein''. The classification decision functions is not sufficient to label the biomedical sequences effectively. CRF [20] is an undirected graph model. It can obtain the global optimal labeling sequence by considering the relationship between adjacent tags. In this paper, the CRF layer is added after the output layer of BiLSTM, so that not only can the context information be combined, but also the dependencies between the output tags can be effectively considered. For sentences S = {s 1 , s 2 , · · · , s n } is fed into the training network, the probabilistic matrix P is the output after the fusion-based attention operation in BiLSTM, where the size of P is n * m. n represents the number of words, and m represents the number of class labels. p ij is the prediction that the i-th word is the j-th label probability in a sentence. For a prediction sequence L = {l 1 , l 2 , · · · , l n }, its probability can be expressed as:
A is a transfer matrix of size m+2. For example, the transition probability from the labels i to j can be expressed as A ij , where l 1 and l n represent labels for the start and end of the predicted sentence. Therefore, the probability of generating the all possible tags sequence L under the softmax is:
L represents the truth of tags sequence. The likelihood function of training the tags sequence is:
L S represents all the valid tags sequence that can be obtained by the likelihood function formula. In the prediction stage, the formula of the output tags sequence with the largest overall probability is:
III. EXPERIMENTAL SETTINGS
This section mainly describes the experimental settings of the model training. It includes optimizer, regularization, tagging scheme, hyperparameter, corpus and evaluation measures.
A. OPTIMIZER
We use the Adam [34] (Adaptive Moment Estimation) algorithm in training. Adam is different from the conventional gradient descent methods. The conventional gradient descent methods maintain a fixed learning rate to update all parameters, and the learning rate do not change during training. Adam obtains independent adaptive learning rates for different parameters by calculating the first moment estimation and second moment estimation of the gradient. It makes the parameters update more stable.
B. REGULARIZATION
Dropout was proposed by Srivastava et al. [35] in 2012 to prevent overfitting of neural network models during training. The main idea of dropout is to randomly disable some neurons with a certain probability, which can make the model have better generalization because it does not rely on some local features.
C. IOBES TAGGING SCHEME
The most common format labeling method in NER is BIO method. B (Beginning) indicates that the word is a named entity start, I (Inside) indicates that the word is in a named VOLUME 7, 2019 entity, and O (Outside) indicates that the word is outside the named entity. Because the naming rules of the biomedical entities are unclear and usually contain multiple words in a entity, we use the more detailed format tagging method IOBES to clearly code the vocabulary information in each entity. Adding the E (End) and S (Single) tagging methods respectively denotes the end of the entity and a single entity. Compared to BIO, IOBES can represent the more finegrained sequence structure, and previous studies have shown that IOBES performs better than BIO [36] - [38] . By the above method, an example is as follows:
• SENTENCE: IL-2 gene expression and NF-kappa B activation through CD28 requires reactive oxygen production by 5-lipoxygenase.
• Table 1 shows the settings of various hyper-parameter values.
The dimension based on the word embeddings is set to 100. The Adam is used as the optimizer and the dropout rate is set by 0.5. The learning rate is 0.001 and the gradient clipping value is 5. We set the batch size value is 20. 
E. CORPUS
We use the JNLPBA corpus as our experimental data set. This corpus contains five entity types include DNA, RNA, Cell Type, Cell Line and Protein. It consists 2000 MED-LINE abstracts are used as training sets and 404 MEDLINE abstracts are used as test sets. The details of the corpus are shown in Table 2 and Table 3 . 
F. EVALUATION MEASURES
We adopt three performance evaluation measures to show our model's performance, include Precision(P), Recall(R) and F-score(F1). In this paper, we use the entity-level evaluation measures with exact matches. The calculation formulas are: 
IV. RESULTS AND DISCUSSIONS
All experimental results are shown in the following tables. Table 4 shows the performance comparison between our model and the baseline models. Table 5 shows the performance comparison of the different word embedding dimensions including 50, 100, 200 and 300. Table 6 shows the performance comparison of the different LSTM units dimensions including 50, 100, 150 and 200. Table 7 shows the performance comparison of the different optimizer including SGD, Adam and AdaGrad. Table 8 shows the performance of using Dropout. Table 9 shows the performance comparison between our model and some previous models. Finally, we analyze the error cases in the test set.
A. COMPARISON WITH BASELINE MODELS
In the first set of experiment, we compare the performance of our model with baseline models. The experimental results are arranged according to the F1-score as shown in Table 4 . We adopt the BiLSTM-CRF [17] which is currently the most widely used in sequence labeling tasks as the baseline model. As can be seen from the table below, our single attention methods have different degrees of performance improvement comparing to the baseline model. However, our fusionbased attention method maximizes the performance of the model, with an F1-score of 73.50. It proves the effectiveness of our method. In summary, we compare our model with the single-attention BiLSTM-CRF models and the baseline model (BiLSTM-CRF). Our model have obtained obvious performance improvements.
B. COMPARISON OF EMBEDDING DIMENSIONS
The dimensions of word embedding also affect the performance of the model. We set four different dimensions of pretraining word embedding provided by Glove, including 50, 100, 200 and 300. From the results in table 5, When the word embedding dimension is equal to 100, the highest F1-score is 73.50. So we set the dimension of the pre-trained word embedding to 100.
C. COMPARISON OF LSTM UNITS DIMENSIONS
The dimensions of the hidden units in the LSTM can change the training parameters of the model, thereby affecting the overall performance and computational complexity. In order to get the best hyperparameters, we set up hidden units of different dimensions, including 50, 100, 150 and 200. From table 6, when the hidden unit dimension is 100, the model obtains the highest F1-Score of 73.50. That the hidden units is too few will result in insufficient ability of capturing feature. With the increase of the dimension, the increase of the training parameters leads to an increase of computational complexity. Therefore, we set the hidden unit dimension of LSTM to 100.
D. COMPARISON OF OPTIMIZATION METHODS
This paper adopts the Adam optimization method during model training. In order to prove the effectiveness of adam, we set up a comparison experiment including sgd and adagrad. The experimental results are shown in Table 7 . SGD is widely used in the optimization of neural networks and the main principle is to randomly draw a batch of fixed volumes from training samples. For example, the gradients and errors are calculated iteratively and the parameters are updated. The main principle of AdaGrad is to randomly sample a batch of fixed-capacity samples from a training sample, calculate the gradient and error, then update the learning rate and gradient parameters. The experimental results show that Adam converges faster when using the same parameters. SGD and AdaGrad do not achieve satisfactory results compared with Adam in our methods.
E. COMPARISON OF USING DROPOUT
In order to verify the effectiveness of the dropout, another set of comparative experiment is set up in this paper. The experimental results are shown in table 8. This experiment is set to compare the performance differences before and after using dropout. The experimental results show that our model overall performance improves significantly after using dropout. It indicates that the regularization method we use is effective.
F. COMPARISON WITH EXISTING MODELS
Finally, we compare the performance of our model with some previous models. The experimental results are arranged according to the F1-score as shown in Table 9 .
In these studies, POSBioTM-NER [39] incorporated various morphological information, part-of-speech and noun phrase as the input features. The SVM and CRF were merged to identify biomedical entities. Finkel et al. [40] made full use of local features and external resources to recognize the biomedical named entities. ABNER [41] and Gimli [44] were all the open source BNER systems based on CRF. Tsuruoka et al. [42] developed a biomedical sequence labeling system called GENIA Tagger based on the maximum entropy model and the tagging algorithm. It performed on the JNLPBA corpus with an F1-score of 71.37. In the study by Chang et al. [43] , the biomedical word embeddings were induced into the CRF model as extra feature inputs. After applying them, the performance of the model had been significantly improved. PowerBioNE is a BNER system developed by Zhou et al. [45] based on HMM, which adopted various evidential features and resolved the data sparseness problem by K-Nearest Neighbor (KNN) algorithm. NERBio [47] is the best system which is implemented as a rule-based method on JNLPBA corpus and it obtains an F1-score of 72.98. The skip-chain CRF proposed by Liao and Wu [3] is the best system which is implemented as a conventional machine learning method on the same corpus and it obtains an F1-score of 73.20. However, the F1-score of our model is 0.52 better than NERBio and 0.30 better than skip-chain CRF model. Our model without any feature engineering achieves better performances than these rulebased and conventional machine learning methods.
Compared with recent deep learning methods, Zhu et al. [46] first adopted the CNN structures to BNER, and it achieved the F1-score of 72.57 on the JNLPBA corpus. The performance of our model is similar to that of Wang et al. [48] and they proposed a multi-task method with higher model complexity. Lyu et al. [49] proposed a model of BiLSTM-RNN. The F1-score is 0.29 higher than our model, but the precision of the model is 0.33 lower than ours. Moreover, the method requires pre-training the biomedical texts to obtain the word embeddings. We have achieved similar performance on the pre-trained word embeddings provided in the general field. Lee et al. [50] proposed the BioBERT language model to train biomedical corpora on eight V100 GPUs for 20 days. It greatly enhances the best performance of biomedical NLP tasks. But the training process is time-consuming and complex, what's more, it requires high experimental environment and operating platform. If BioBERT adopts the general pre-training vectors like our model, it's Precision, Recall, and F1-Score are 69.57, 81.20, and 74.94, respectively. Although the F1-Score is 1.44 higher than our model, the Precision is 2 lower than ours. In summary, our method achieves reasonable performance under the premise of using public general pre-training word vectors and simple architecture. The model has high portability and extendibility without relying on domain knowledge, highperformance devices and large-scale computing.
G. ERROR ANALYSIS
In this section we analyze the error cases on the JNLPBA corpus test set and classify them into the following categories.
1) The boundary is not clear. For example, the conjunctions ''and'' and ''or'' are included in ''T-and B-lymphocyte'' and ''B or HeLa cells'', which is often difficult to determine whether the conjunction is part of an entity.
2) The corpus annotation inconsistency. For example, ''beta-2-microglobulin'' is labeled as ''O'' in ''Tumor and serum beta-2-microglobulin expression in women with breast cancer.'', but in ''To investigate whether the tumor expression of beta-2-microglobulin (beta 2-M) could serve as a marker of tumor biologic behavior.'' is labeled as ''S-protein''.
3) Entity nesting. For example, both ''tumor beta 2-M'' and ''beta 2-M'' can be considered as ''protein'', which also increases the difficulty of model learning features. 4) Entity contains multiple words. For example, ''IL-2 receptor alpha (IL-2R alpha) gene'' is a ''DNA'' that contains six words and brackets. In this case, it is difficult to judge the boundary of the entity.
The above analysis shows that the main reason for the error in entity labeling is the complexity and annotation inconsistency of the corpus itself. For this problem we should adopt dynamic word vectors or continue to enhance the ability of our model to capture features.
V. CONCLUSION
In this paper, we propose a fusion attention-based BiLSTM-CRF model to replace the early methods (dictionary-based and rule-based) and the conventional machine learning models in BNER. First, this paper adopts BiLSTM to obtain the bidirectional context information. Then, we propose different attention weight redistribution methods and fuse them. It improves the ability of BiLSTM to pay attention to more significant areas when capturing features. Finally, considering the strong dependencies between tags, the probability matrix from BiLSTM is input to the CRF layer to parse sequence tags. Our model has better flexibility and it does not rely on any complicate feature engineering. Besides, the attention mechanism can prevent the effective information loss to capture significant features more accurately. Our model produces reasonable performance in the JNLPBA corpus, with only general pre-training word vectors and simple architecture. In future work, we plan to adopt more abundant feature representations such as knowledge-based features, character-level features, part-of-speech features and so on. And we also plan to improve the attention mechanism calculation methods. 
