The generalized gradient-approximated ͑GGA͒ energy functionals used in density functional theory ͑DFT͒ provide accurate results for many different properties. However, one of their weaknesses lies in the fact that Van der Waals forces are not described. In spite of this, it is possible to obtain reliable long-range potential energy surfaces within DFT. In this paper, we use time-dependent density functional response theory to obtain the Van der Waals dispersion coefficients C 6 , C 7 , and C 8 ͑both isotropic and anisotropic͒. They are calculated from the multipole polarizabilities at imaginary frequencies of the two interacting molecules. Alternatively, one might use one of the recently-proposed Van der Waals energy functionals for well-separated systems, which provide fairly good approximations to our isotropic results. Results with the local density approximation ͑LDA͒, Becke-Perdew ͑BP͒ GGA and the Van Leeuwen-Baerends ͑LB94͒ exchange-correlation potentials are presented for the multipole polarizabilities and the dispersion coefficients of several rare gases, diatomics and the water molecule. The LB94 potential clearly performs best, due to its correct Coulombic asymptotic behavior, yielding results which are close to those obtained with many-body perturbation theory ͑MBPT͒. The LDA and BP results are systematically too high for the isotropic properties. This becomes progressively worse for the higher dispersion coefficients. The results for the relative anisotropies are quite satisfactory for all three potentials, however.
I. INTRODUCTION
Density functional methods 1, 2 have become very popular, because of the accuracy which can be obtained at low computational cost. There are however a few situations in which the present approximate functionals for the exchangecorrelation energy clearly fail. These functionals are too crude to describe the small Van der Waals interaction energies, and the region of the potential energy surface near the Van der Waals minimum is usually not very well described. 3, 4 Both the depth and the position of the well are generally not obtained with satisfactory accuracy. Second, the long-range part of the potential energy surface obtained with the local density approximation ͑LDA͒ and generalized gradient approximations ͑GGAs͒ does not behave as R Ϫ6 , as it should.
In order to overcome this problem, we proposed another way of constructing the long-range part of the potential energy surface within DFT, 5 by calculating the Van der Waals dispersion coefficient C 6 from frequency-dependent polarizabilities calculated with time-dependent density functional theory. 6 A somewhat different DFT approach has been introduced recently. Both Andersson et al. [7] [8] [9] [10] and Dobson and Dinte 11 have considered energy functionals which approximate the Van der Waals forces for two well-separated systems. Both these approaches and our own approach address the long-range behavior only. This means that a way to calculate Van der Waals minima reliably within DFT does not yet exist. We will not be concerned with this difficult, unsolved problem here, though it should certainly be possible to devise a scheme which connects the short-range and longrange potential energy surfaces. An outline of such a scheme has been given in Ref. 12 .
In this paper, we will extend our previous work by calculating not only the C 6 dispersion coefficients, but also the C 7 and C 8 coefficients. These coefficients, connected with the R Ϫ7 and R Ϫ8 behavior of the potential energy surface, determine the form of this surface closer to the Van der Waals minimum. In order to do this, the code used for calculating frequency-dependent dipole-dipole polarizabilities was extended to general multipole-multipole polarizabilities. To the best of our knowledge, the results in this paper are the first within DFT on molecular quadrupole polarizabilities and C 7 and C 8 dispersion coefficients. Atomic results for higher multipole polarizabilities and dispersion coefficients have been obtained by Bartolotti and co-workers. 13, 14 The calculations were performed with the Amsterdam density functional [15] [16] [17] program ͑ADF͒. Because of limitations on the maximum l-value of the basis and fit sets in ADF, we restrict ourselves to the calculation of the lowest order dispersion coefficients. We emphasize that there is no fundamental problem in going beyond C 8 coefficients.
Since our implementation of the linear response equations of time-dependent DFT has already been described, 5 we will concentrate in the theoretical section on the generalizations which are needed when general multipolemultipole polarizabilities are required. For the sake of completeness, the equations which link the dispersion energy to the frequency-dependent polarizabilities are also given in detail.
It is widely acknowledged that the quality of the most popular LDA and GGA exchange-correlation potentials is unsatisfactory in the outer region of a molecule. They show an exponential decay, where the exact exchange-correlation potential tends to zero as Ϫ1/r. This leads to large errors in the one-electron energy of the highest occupied Kohn-Sham orbital 18 ͑which should be equal to the ionization potential in magnitude͒ and to systematic overestimations in polarizabilities. 19, 20 We have shown previously 20 that this systematic overestimation is removed for the dipole polarizability, if one uses the Van Leeuwen-Baerends ͑LB94͒ potential, 18 which has the correct asymptotic Ϫ1/r behavior by construction.
As the higher multipole polarizabilities are even more sensitive to the outer region, one would expect the normal exchange-correlation potentials, such as the Vosko-WilkNusair ͑VWN͒ 21 parametrization of the LDA potential and the gradient-corrected Becke-Perdew ͑BP͒ 22,23 potential, to yield a larger overestimation here. We observed this trend for the atomic polarizabilities before. 20 For this reason the LB94 potential was included in our calculations, as well as the more common VWN ͑simply denoted by LDA in this work͒ and BP potentials.
II. THEORETICAL INTRODUCTION

A. Frequency-dependent linear response in DFT
We will use time-dependent DFT 6 for our calculations in this paper. Only recently, various applications of this theory in the field of quantum chemistry have appeared. 5, 20, [24] [25] [26] [27] For recent reviews on time-dependent DFT we refer to Gross et al. 12 for a general overview of the field and to Casida 28 for the perspective of a quantum chemist. The book by Mahan and Subbaswamy 29 is also a valuable source of information and contains many of the earlier references.
Our implementation of the linear response equations ͑we refer to Ref. 5 
The term for the change in the exchange-correlation potential is given by ␦v xc
The exchange-correlation kernel f xc (r,rЈ,) is the Fourier transform of the functional derivative of the exchangecorrelation potential with respect to the time-dependent density. The so-called adiabatic local density approximation ͑ALDA͒ provides the simplest approximation to this kernel. It was first employed by Zangwill and Soven. 30 It is obtained by taking the derivative of the time-independent LDA expression for v xc . The result is a function which is frequencyindependent and local in space:
where this function is evaluated at the converged SCF density 0 (r). In this equation, xc hom represents the exchangecorrelation energy density for the homogeneous electron gas, in the VWN 21 parametrization. The ALDA has been used in most of the time-dependent DFT calculations performed until now. In the low-frequency range, experience shows that it works quite well. We emphasize that we employ the ALDA for all potentials. This means that the potential which is used influences the results only through the response function and that finite-field calculations may differ from the results obtained here with the Becke-Perdew and LB94 potentials. In other words, we always take the VWN expression for xc in Eq. ͑6͒.
Using this scheme, the change in the electron density ␦ (lm) (r,) can be calculated by iteratively using Eqs. ͑2͒, ͑3͒ and ͑5͒ until self-consistency is obtained. After this has been done, the frequency-dependent polarizability ␣ m,m Ј l,lЈ () is directly available. For an external potential specified by the quantum numbers l and m, as given by Eq. ͑1͒, one has:
͑7͒
Here, the superindices l and lЈ determine the type of multipole-multipole polarizability considered (lϭlЈϭ1 representing the ordinary dipole-dipole polarizability͒, while the subindices m and mЈ determine the component of this polarizability tensor. The indices m and mЈ range from Ϫl to l and ϪlЈ to lЈ respectively. In the practical implementation the polarizability is calculated by taking the trace of the product of the multipole moment matrix and the first order density matrix, which is a transcription of Eq. ͑7͒. The tilde which has been attached to the polarizability tensor indicates that the multipole operators are based on real spherical harmonics Z L,M , where we adopt the convention that a negative sign for the angular momentum quantum number M refers to the sine combination of two spherical harmonics. Explicit expressions can be found in Stone's book on intermolecular forces. 31 Stone also gives conversion tables which can be used for converting our results into those obtained by using other conventions ͑based on Cartesian tensors͒.
B. Van der Waals dispersion coefficients
There is an interesting relation between the polarizability tensors at imaginary frequencies and Van der Waals dispersion coefficients. The equations presented here exploit this relationship in order to obtain the dispersion coefficients. The equations have been derived and extensively used by Wormer and co-workers. [32] [33] [34] [35] [36] [37] A detailed derivation of the equation for the dispersion energy 38 ͑which is given below͒ is also available from the authors.
One starts by considering molecules A and B with orientations in space determined by the sets of Euler angles A and B . Their position relative to each other is given by the vector R. For this system one can write the dispersion energy in terms of a complete set of scalar-coupled functions:
Here the coefficients C n L) are the Van der Waals dispersion coefficients which we want to calculate. For large separations (R ӷ 1), only the nϭ6 term remains, yielding the R Ϫ6 behavior. In this paper we will also be concerned with the terms nϭ7 and nϭ8. The quantity between brackets is a 3 j-symbol, while the matrices D are the Wigner rotation matrices. More details and further references can be found elsewhere. 32, 33 The dispersion coefficients are the only quantities in this equation which are unknown. They can be calculated from the multipole-multipole polarizabilities of the monomers, which appear in the so-called Casimir-Polder integrals. 39 The final expression is based upon a double spherical harmonics expansion of the 1/r 12 operator:
Here, the coefficients are given by:
where the quantity between curly brackets is the Wigner 9 j-symbol. We note that our expression contains a phase factor (Ϫ1) (L A ϩL B ϩL) , which was inadvertently 40 omitted in the review paper of Ref. 32 . However, in the calculations of this paper, we always have that L A ϩL B ϩL is even, which makes the difference in phase irrelevant.
As l A and l A Ј are combined to L A , the last quantity is limited in the following way ͑similarly for L B and L):
As the polarizabilities ␣ in these formulas are based on spherical harmonics Y L,M while the calculated ␣'s are based on real spherical harmonics Z L,M and include the Racah renormalization factor ͱ4/(2lϩ1), the following conversion has to be made:
the Kronecker delta and is the sign function. For the molecules considered here, the imaginary part of ␣ vanishes on symmetry grounds.
III. COMPUTATIONAL DETAILS
The calculations were performed similarly to our calculations on dipole polarizabilities, 5, 20 to which we refer for further details. We repeat the most important aspects of the calculations here, for ease of reference.
All calculations were performed with the Amsterdam density functional ͑ADF͒ package. [15] [16] [17] Because the properties we consider are very sensitive, the use of extensive basis and fit sets ͑used to make the evaluation of Coulomb potential cheaper͒ is required. The basis sets we use consist of a valence triple zeta Slater type basis with two polarization functions, augmented with two s, two p, two d and two f functions, all with diffuse exponents.
Because none of the atoms we consider in this paper possess d-electrons ͑a frozen core approximation is used, which includes the 3d-shell for Kr͒ and we do not consider polarizabilities higher than octupole-dipole or quadrupolequadrupole, g-functions are not essential in the basis set. The diffuse f -functions are indispensable on the other hand, as is also shown by our test calculations.
We assume that the major source of error in our calculations comes from the remaining incompleteness in the basis and fit sets. This incompleteness becomes more important for the higher multipole polarizabilities. Our test calculations show that the other possible sources of error ͑the use of a frozen core approximation, the numerical integration scheme͒ are smaller and can be neglected.
One more technical aspect of our calculations is worth mentioning. Because of the large basis sets with many diffuse functions which are used, problems with linear dependence in the basis sometimes occur. If this becomes a problem, the eigenvectors of the overlap matrix of the basis functions with the smallest eigenvalue are removed from the basis set. This is a standard method for solving this problem, and has been applied before by others 41, 42 in similar situations.
In our calculations on water it was absolutely necessary to use this method, while the removal of dependent basis functions also affected the C 8 4,0,0,0,4 results for the diatomicrare gas interactions. As the linear combinations of basis functions which are removed are close to being superfluous, the quality of the results is not expected to suffer much from this.
The criterion for the smallest eigenvalue in the overlap matrix was taken to be 10 Ϫ4 for the H 2 O, H 2 , N 2 and 10
Ϫ3
for Cl 2 , CO and HCl. This lead to the removal of 7 functions for H 2 O, and 4 functions for each of the diatomics. Considering the total number of basis functions ͑156 Slater type orbitals for H 2 O, and at least 100 for all diatomics͒ this reduction in the basis is not very severe. Some results were insufficiently stable with respect to the criterion for removal of basis functions. These have either been left out of the tables or given in parentheses.
All in all, we believe our results to be close to the basis set limits in general. This is supported by the fact that the LB94 results are close to those obtained with MBPT. There are a few exceptions in which the agreement is less satisfactory. These will be discussed in more detail.
IV. POLARIZABILITY RESULTS
In a previous paper, 20 atomic quadrupole polarizabilities for the rare gases were presented. Here, the quadrupolequadrupole polarizability tensors ␣ m,m Ј 2,2 for the diatomics H 2 , N 2 , CO, HCl and Cl 2 are given. We use the following definitions of the mean quadrupole-quadrupole polarizability (␣ 2, 2 ) and the relative first (␥ ⌬ 1,2 ) and the second (␥ ⌬ 2,2 ) anisotropy in the quadrupole-quadrupole polarizability:
In Tables I, II and III the mean quadrupole polarizability and the relative first and the second anisotropies are given. As the quadrupole polarizabilities depend upon the choice of the origin, one has to specify the geometry. We have performed all our calculations ͑also for the dispersion coefficients͒ with respect to the center of mass, which is the usual choice. For the anisotropies we present the relative numbers in order to emphasize that the quality of the polarizability anisotropies is not bad for the LDA and BP polarizability tensor components. In this way the clear overestimation, which is present in all calculations with the LDA and BP potentials, is divided out. The results of Ref. 43 were linearly interpolated because they were given at several bond distances, but not at the experimental ones used in this work and in our previous work. 20 In Table I , our results for the mean quadrupole polarizabilities of the diatomics are given. The LB94 potential gives the best results of the three potentials used in this work, although the values of H 2 , HCl and Cl 2 are a bit higher than the literature values. The LDA yields overestimations from 10 to 40%, while the BP result is slightly better with overestimations of 5 to 30%. These results confirm the trends which were observed in our earlier comparison of these three potentials. 20 The trends are more pronounced in the case of quadrupole polarizabilities than for dipole polarizabilities.
The results for the relative first and the second anisotropies ͑given in Tables II and III͒ We also performed quadrupole polarizability calculations on water. They results are shown in Table IV . Because of the lower symmetry of this molecule, its dipolequadrupole polarizability does not vanish and off-diagonal elements are allowed for the quadrupole-quadrupole tensor. ϭ1.38, in much better agreement with the other values. The other components are much more stable with respect to changes in the basis set or in the criterion for removal of basis functions and can be considered reliable. It is not completely clear, why this component is less stable than the other ones. The sole fact that it is small in magnitude, is not satisfactory as an explanation. 
A. Results for Van der Waals coefficients
The dispersion coefficients were calculated from Eq. ͑9͒, using a stand-alone program called ''disper,'' which was based upon a similar program by Dr. P.E.S. Wormer and co-workers. The program uses the output of polarizability calculations with the ADF program. The Casimir-Polder integrals, which appear in Eq. ͑9͒, are evaluated by GaussChebyshev quadrature 34 in 20 frequency points. Because the Casimir-Polder integrals are even functions of the frequency , the frequency-dependent polarizabilities are needed in ten frequencies only. Test calculations with a larger number of integration points have shown that the resulting changes are minimal.
All the calculations were done for LDA, BP and the LB94 potentials. Although the program disper is able to calculate the C n Van der Waals coefficients up to arbitrary n, only the results up to C 8 are given. Higher order dispersion coefficients would not be reliable due to the limitations in basis and fit sets. The results given in this section will be concentrated on the coefficients for which literature values exist.
First we will consider C 8 -coefficients for interactions between rare gases in Table V . The BP and LDA potentials overestimate this coefficient in all cases with respect to the ab initio values, while the Hartree Fock values are consistently too low. The LB94 potential gives good results, though the results involving Kr are somewhat too low. This is due to the underestimation of the quadrupole polarizability of Kr by the LB94 potential. 20 The average errors and average absolute errors with respect to the MBPT values have been included in the table. The first one gives an impression of the general quality of the results, while the second gives information about the nature of the error. Clearly, the LB94 results are superior to the BP results, which are in turn better than the LDA results. The error in the LDA and BP results is very systematic, while the errors in the LB94 results are of a more random nature.
After the rare gas-rare gas interactions, the interactions between diatomics and rare gases were considered. Because the number of independent components is greatly reduced in this case, a more compact notation for the dispersion coefficients is used in the literature, based on Legendre polynomials P L,M . In the Legendre convention one has coefficients C n L which are related to the coefficients C n L,0,0,0,L by:
.
͑14͒
The diatomic-rare gas interactions are completely determined by the C n L coefficients. All the results for the diatomicrare gas interactions are given in the Legendre convention. Some of the LDA dispersion coefficients presented here in Tables VI and Tables VIII, were calculated by us before. 5 In these cases very small differences occur, mainly due to the fact that we use somewhat larger basis sets in the present work. The present values have to be considered slightly more accurate for this reason.
First the isotropic dispersion coefficients will be discussed. The C 6 0 -coefficients are given in Table VI . For these coefficients accurate constrained dipole oscillator strength distribution ͑DOSD͒ results [44] [45] [46] are available. These are obtained by the use of available oscillator strength data and a system of quantum mechanical sum rule constraints and can be used as reference values, where these results are available.
In Table VI , we have given the average absolute error and average error of our results with respect to both the DOSD and the MBPT results. This has been done, because the DOSD results can be considered the benchmark, but the MBPT results are available for all the molecules. The previously noted general trend of an overestimation for LDA and BP potentials and results closer to the literature values for the LB94 potential can again be observed for these Van der Waals coefficients. Looking at the potentials individually, several trends can be noted.
For the LDA and BP potentials most values give the expected overestimation, but the overestimation is lower for the C 6 -coefficients involving Kr. This can be explained from the LDA and BP values for the dipole polarizability of Kr, which also show a smaller overestimation. The general overestimation of BP is smaller than the one of LDA ͑4.7% versus 9.8%͒.
With an average absolute error of 3.2%, the LB94 results approach the DOSD values best of the three exchangecorrelation potentials. The MBPT results are even better, with an average absolute error of 2.0%. The average errors show that the LDA and BP errors are clearly of a systematic nature, which is not true for the LB94 and MBPT results. The errors with respect to the MBPT results show that the picture does not change if the Cl 2 molecule is taken into account as well.
In Table VII more sensitive to the description of the outer region of the molecule. The errors are quite similar to those of the rare gases in Table V. Now we turn to the anisotropies in the dispersion coefficients. In Table VIII , the relative anisotropic dispersion coefficients ␥ 6 2 are shown. They are defined by:
In our earlier work 5 we used the symbol ⌫ for ␥ 6 2 . Similarly, we define
In Table VIII , the DOSD values can again be considered the reference. Unfortunately, they are only available for H 2 , N 2 and CO. The errors with respect to the DOSD values ͑5.9%, 4.2%, 4.1% and 11.1% for the LDA, BP and LB94 potentials and for the MBPT results respectively͒ show that, for the molecules considered here, our results are in better agreement with the DOSD results than the MBPT results are. The quality of the LDA, BP and LB94 results is very similar. This implies that reliable estimates for the relative anisotropies can be obtained at the LDA or BP level, because the overestimations affect the different polarizability tensor components in similar fashion. Table IX gives the results for the relative anisotropic dispersion coefficients ␥ 8 2 . We have calculated the average absolute errors with respect to the MBPT results. The DFT anisotropies are slightly higher than the MBPT anisotropy for Cl 2 . The average errors show that the LDA and BP values tend to be very similar to each other and slightly lower than those obtained with MBPT, while the LB94 values are slightly higher. In general the agreement between the DFT results and the MBPT results is very satisfactory in this table.
Though the results for the isotropic dispersion coefficients calculated at the MBPT level are of higher quality than our DFT results, the errors of Table VIII indicate that the MBPT results for the relative anisotropies need not necessarily be better than ours. As still higher level calculations are lacking, it remains unclear which of the columns in Table  IX gives the most reliable results. Table X contains the results for ␥ 8 4 . We have chosen not to include results for Cl 2 , as we were unable to obtain converged results. The changes resulting from the removal of one or a few basis functions were too large to allow for a reliable quantitative estimate of this coefficient. The other dispersion coefficients and other molecules were much more stable with respect to small changes in the basis. Once again, the agreement between the DFT results and the MBPT results is very good, considering the highly anisotropic character of this coefficient. The DFT values tend to be somewhat lower than the MBPT values. The average absolute errors are comparable for the three exchangecorrelation potentials.
Finally, we come to our results for the C 7 -coefficients. As these are zero for the centrosymmetric molecules, only results for HCl-rare gas and CO-rare gas interactions are presented in Table XI , where the coefficient C 7 1 is considered. Once again, the LDA values are too high. To lesser extent, this also holds for the BP values, though the BP coefficient for HCl-Kr is slightly lower than the MBPT value. The LB94 and MBPT results are in good agreement, though the MBPT values are slightly higher than the LB94 values for CO. Table XII is the last table on the diatomic-rare gas interactions. It contains the relative anisotropic coefficient ␥ 7 3 . Very good agreement between the LDA, BP, LB94 and MBPT results is obtained for the interactions involving HCl. This is not the case for those involving CO, where the DFT results are in very good mutual agreement, but in disagreement with the MBPT results. These results represent the largest differences we found between all the DFT and MBPT results in this paper. It is not a priori clear which results should be more trustworthy, and more advanced calculations are needed in order to draw definite conclusions. However, the fact that the DFT results are in very good mutual agreement ͑which might be expected only for the LDA and BP results͒, as well as the fact that the DFT results for CO are in better agreement with the DOSD results for ␥ 6 2 speak in favor of the DFT numbers.
Summing up the results for the anisotropic parts of the diatomic-rare gas interactions, one can say that the DFT and MBPT results are in very satisfactory agreement for the relative anisotropic dispersion coefficients ͑except for the case just mentioned͒.
The final results obtained for this work are the Van der Waals coefficients for the water-water interaction, presented in Table XIII Table IV . The instability of this polarizability component clearly influences these dispersion coefficients. We performed some test calculations which show that the other components are influenced far less. Consequently, both the good agreement between the LB94 and MBPT results for ␥ 8 2,0,0,0,2 and the bad agreement for ␥ 8 2,2,0,0,2 should be considered accidental. The test calculation with extra diffuse functions in the center of the molecule, to which we referred earlier, yielded values of 0.052 and 0.162 for the ␥ 8 2,0,0,0,2 and ␥ 8 2,2,0,0,2 components for the LB94 potential.
In general, the LB94 potential clearly gives the best agreement with the ab initio values, in this case also for the relative anisotropies. This agreement can be considered very satisfactory.
It holds for all dispersion coefficients that all the discrepancies in the results can be explained by looking at the differences in the polarizability results. The frequency dependence is not of decisive importance, because it is similar for all the used methods.
V. CONCLUDING REMARKS
We have presented calculations with three different exchange-correlation potentials within time-dependent DFT on molecular quadrupole polarizabilities and Van der Waals coefficients. These are the first such calculations within DFT. By comparing to ab initio literature values we have been able to analyze the strengths and weaknesses of these potentials. The LB94 results for the isotropic properties are superior to the LDA and Becke-Perdew results, which overestimate the isotropic coefficients. This is due to the fact that the LB94 potential exhibits the correct Coulombic asymptotic behavior, which the ordinary LDA and GGA potentials do not. For the relative anisotropies, the results obtained with the three potentials are of similar quality. The anisotropic DFT results are in good agreement with the MBPT values, and seem to be of competitive quality.
Our results indicate that it is possible to obtain reliable long-range potential energy surfaces within the framework of density functional theory. An important next step would be to link this long-range potential energy surface with the short-range part, in order to obtain a reliable description of Van der Waals minima. 
