One of the popular method for fitting a regression function is regularization: minimizing an objective function which enforces a roughness penalty in addition to coherence with the data. This is the case when formulating penalized likelihood regression for exponential families. Most of the smoothing methods employ quadratic penalties, leading to linear estimates, and are in general incapable of recovering discontinuities or other important attributes in the regression function. In contrast, nonlinear estimates are generally more accurate. In this paper, we focus on non-parametric penalized likelihood regression methods using splines and a variety of non-quadratic penalties, pointing out common basic principles. We present an asymptotic analysis of convergence rates that justifies the approach. We report on a simulation study including comparisons between our method and some existing ones. We illustrate our approach with an application to Poisson non-parametric regression modeling of frequency counts of reported acquired immune deficiency syndrome (AIDS) cases in the UK.
Introduction
In many statistical applications, non-parametric modeling can provide insight into the features of a dataset that are not obtainable by other means. One successful approach involves the use of (univariate or multivariate) spline spaces. As a class, these methods have inherited much from classical tools for parametric modeling. Smoothing splines, in particular, are appealing because they provide computationally efficient estimation and often do a good job of smoothing noisy data. Two shortcomings of smoothing splines, however, are the need to choose a global smoothness parameter and the inability of linear procedures (conditional on the choice of smoothness) to adapt to spatially heterogeneous functions. This has led to investigations of curvefitting using free-knot splines, that is, splines in which the number of knots and their locations are determined from the data (Eilers and Marx 1996; Denison et al. 1998; Lindstrom 1999; Zhou and Shen 2001 and DiMatteo et al. 2001, among others) . Such procedures are strongly connected to variable and model selection methods and may be seen as a particular case of non-quadratic regularization, which is the point of view adopted in this paper.
Our approach to smoothing and recovering eventual discontinuities or other important attributes in a regression function is based on methods for non-regular penalization in the context of generalized regression, which includes logistic regression, probit regression, and Poisson regression as special cases. For global smoothing, penalized likelihood regression with responses from exponential family distributions traces back to O'Sullivan et al. (1986) ; see also Green and Yandell (1985) and Eilers and Marx (1996) . The asymptotic convergence rates of the penalized likelihood regression estimates have been studied by Cox and O'Sullivan (1990) and Gu and Qiu (1994) . Other related more recent ideas for smoothing of non-normal data are discussed by Biller (2000), Klinger (2001 ), DiMatteo et al. (2001 , where smoothing is seen as a variable selection problem. However, there has not been much previous work about the design of appropriate penalty functions that ensure the preservation of eventual discontinuities. Exceptions are the papers by Ruppert and Carroll (2000) , Antoniadis and Fan (2001) and Fan and Li (2001) , although the issue of inference on eventual change points is not given much emphasis. In the present paper, we are concerned with noise reduction or smoothing of functions where there is evidence for smooth regions from the data and the problem is not to smooth where there is evidence for breaks or boundaries.
We represent the regression function as a linear combination of a large number of basis functions which also have the capability of catching some sharp changes in the regression relationship. Given the large number of basis functions that might be used, most of the inferential procedures from generalized linear models cannot be used directly and penalization procedures that are strongly connected to variable and model selection methods and which may be seen as a particular case of non-quadratic
