We present here our study of the adiabatic quantum dynamics of a random Ising chain across its quantum critical point. The model investigated is an Ising chain in a transverse field with disorder present both in the exchange coupling and in the transverse field. The transverse field term is proportional to a function Γ(t) which, as in the Kibble-Zurek mechanism, is linearly reduced to zero in time with a rate τ −1 , Γ(t) = −t/τ , starting at t = −∞ from the quantum disordered phase (Γ = ∞) and ending at t = 0 in the classical ferromagnetic phase (Γ = 0). We first analyze the distribution of the gaps, occurring at the critical point Γc = 1, which are relevant for breaking the adiabaticity of the dynamics. We then present extensive numerical simulations for the residual energy Eres and density of defects ρ k at the end of the annealing, as a function of the annealing inverse rate τ . Both the average Eres(τ ) and ρ k (τ ) are found to behave logarithmically for large τ , but with different exponents, [Eres(τ )/L]av ∼ 1/ ln ζ (τ ) with ζ ≈ 3.4, and [ρ k (τ )]av ∼ 1/ ln 2 (τ ). We propose a mechanism for 1/ ln 2 τ -behavior of [ρ k ]av based on the Landau-Zener tunneling theory and on a Fisher's type real-space renormalization group analysis of the relevant gaps. The model proposed shows therefore a paradigmatic example of how an adiabatic quantum computation can become very slow when disorder is at play, even in absence of any source of frustration.
I. INTRODUCTION
How effective is it to execute a given computational task by slowly varying in time the Hamiltonian of a quantum system? Is it possible to find the ground state of a classical system by slowly annealing away its quantum fluctuations? What is the density of defects left over after a passage through a continuous (quantum) phase transition? These seemingly different problems, rubricated under the names of Adiabatic quantum computation 1 , Quantum Annealing 2,3,4,5,6,7 and Kibble-Zurek topological defect formation in quantum phase transitions 8 , are ultimately related to the understanding of the failure of the adiabatic approximation in a many-body system passing through a quantum critical point.
Adiabatic quantum computation (AQC), alias Quantum Annealing (QA), is a possible alternative to the standard circuit-theory approach to Quantum Computation (QC) 9 . Indeed, as shown by Aharonov et al. 10, 11 , any quantum algorithm can be equivalently reformulated in terms of the adiabatic evolution of an appropriate timedependent Hamiltonian H(t) = [1 − f (t)]H in + f (t)H fin , f (t) being a generic function of time such that f (0) = 0 and f (t fin ) = 1. The initial Hamiltonian H in , for which we know the ground state, provides the input of the algorithm. The final Hamiltonian H fin is constructed appropriately so as to possess the solution of the computational task as its ground state. The knowledge of the equivalence of computational power between the two different QC schemes, however, does not provide a practical way of constructing H in and H fin for a given computational problem. Understanding what computational problems can be efficiently solved by AQC-QA is, in general, a very difficult problem. In order to solve the task one has to find a suitable path in Hamiltonian space in such a way that the resulting Schrödinger evolution efficiently drives the system from some simple initial quantum state |Ψ in to the sought final ground state 12, 13 . The accuracy of the computation, which relies on the possibility for the system to remain in the instantaneous ground state during the dynamics, is ultimately limited by the fact that at specific times the instantaneous Hamiltonian presents a gap between the ground and the first excited state which closes on increasing the size of the input.
On totally independent grounds, the study of topological defect formation goes back to the 80's, motivated by the effort to understand signatures of phase transitions which have occurred in the early universe 14, 15 by determining the density of defects left in the broken symmetry phase as a function of the rate of quench. By means of the so called Kibble-Zurek mechanism, a scaling law relates the density of defects to the rate of quench. The suggestion of Zurek to simulate transitions in the early universe by means of condensed matter system has stimulated an intense experimental activity 16, 17 aimed at verifying the Kibble-Zurek theory. The understanding of defect formation was later explored also in the case of a quantum phase transition 8, 18 , where the crossing of the critical point is done by varying a parameter in the Hamiltonian. These works have stimulated an intense activity where several different quantum systems undergoing a quantum phase transition were scrutinized. In the past couple of years there have been a number of results obtained in the area of adiabatic dynamics of many-body systems 19, 20 . Most of the works concentrated on the onedimensional Ising model. Soon after the appearance of Ref. 8, Dziarmaga 21 obtained analytically the scaling law for the density of defects by resorting to the exact solution of Pfeuty 22 . A detailed analysis a' la Landau-Zener was presented in Refs. 23, 24, 25 . The effect of an external noise on the adiabatic evolution and its consequences for the Kibble-Zurek mechanism has been discussed in 26 . Recently, quenches in Bose-Hubbard models were analyzed 27,28 as well. Observables which were analyzed to quantify the loss of adiabaticity in the critical region were typically the density of defects left behind in the broken symmetry phase, the fidelity of the evolved state with respect to the ground state, and, in few cases, also the residual block entropy 29, 30 . This brief overview of recent works accounts only for papers dealing with adiabatic dynamics, without touching the vast literature treating the case of sudden quenches.
In the present work we analyze the adiabatic dynamics in a one-dimensional quantum disordered Ising model in a random transverse field. The reasons for considering this problem are various. First of all it is an important ground test for the Kibble-Zurek mechanism. In addition, although in a very simplified manner, it may help in understanding more interesting problems that can be formulated in terms of interacting Ising spins, Traveling Salesman 31 and Satisfiability 32 problems being only two well-known examples. The simplicity of our test problem lies in the particularly simple geometry of the interactions, which forbids frustration. The only ingredient that our problem shares with more challenging computational tasks is the fact that the interactions are chosen to be random. This feature, the presence of disorder, makes the problem interesting and non-trivial for a physically inspired computational approach based on AQC-QA.
Of particular relevance for us is Ref. 33 where this model was analyzed first, and the anomalously slow dynamics characterized by an average density of kinks which vanishes only logarithmically with the annealing rate. Here we extend this work by presenting a detailed analysis of the statistics of both the residual energy and kink density. In a disordered chain, the formation of the kinks is no longer translational invariant and therefore it affects in a non-trivial way, as we will show below, the scaling of the residual energy.
The rest of the paper is organized as follows: In Sec. II we define the problem and the technique to solve the adiabatic dynamics of the random Ising chain, and next, in Sec. III, we introduce the quantities -residual energy and density of defects -that we calculate to quantify the departure from the adiabatic ground state. In Sec. IV we present our numerical results for both these quantities, together with an analysis of the large-annealing-time behavior of the density of defects, based on the LandauZener theory, explicitly showing the slow dynamics which the disorder entails. In the final section we present a critical assessment of our findings, and a concluding discussion.
II. THE MODEL
As discussed in the Introduction, our aim is to analyze the adiabatic dynamics of a one-dimensional random Ising model defined by the Hamiltonian
In the previous expression σ α i (α = x, z) are Pauli matrices for the i-th spin of the chain, J i are random couplings between neighboring spins, and h i are random transverse fields. The time-dependent function Γ(t) rescaling the transverse field term allows us to drive the system form a region of infinitely high transverse fields (Γ = ∞, where the ground state has all spins aligned along x, see below), to the case of a classical Ising model (Γ = 0). Specifically, we will take in the following Γ(t) to be a linear function of time characterized by an annealing rate τ
In one-dimension, and for nearest-neighbor couplings, there is no frustration associated to the random nature of the couplings J i : by appropriately performing spin rotations of π along the x-spin axis, we can always change the desired σ z i into −σ z i and invert accordingly the signs of the couplings in such a way that all J i 's turn out to be non-negative. We therefore assume that the J i are randomly distributed in the interval [0, 1], specifically with a flat distribution π[J] = θ(J)θ(1 − J), where θ is the Heaviside function. The same distribution is used for the random field π[h] = θ(h)θ(1 − h). This is different from the model considered in Ref. 33 , where the disorder was introduced in the exchange coupling only. We find the present choice quite convenient since, by duality arguments 34 , the critical point separating the large-Γ quantum paramagnetic phase from the low-Γ ferromagnetic region is known to be located at Γ c = 1.
At the initial time t in = −∞ the ground state of H(t in ), completely dominated by the transverse field term, is simply the state with all spins aligned along the +x spin direction:
On the other side of the transition point Γ c , the final Hamiltonian H(t fin ) = H cl describes a random ferromagnet whose ground states, which we aim to reach by adiabatically switching off Γ(t), are obviously the two trivial states |Ψ ↑ = i | ↑ i and |Ψ ↓ = i | ↓ i : as an optimization problem, H fin represents, therefore, a trivial problem.
Even if the ground states in the two limiting cases, Γ = ∞ and Γ = 0, are very easy to find, when it comes to dynamics, the evolution dictated by H(t) is no longer a trivial problem. The instantaneous spectrum of the Hamiltonian H(t) is gapless in the thermodynamic limit 34 . This implies that, during the adiabatic evolution, defects in the form of domain walls between differently aligned ferromagnetic ground states, of the type
are formed, and reflected in a whole structure of closing gaps will appear in the instantaneous spectrum.
A. Fermion representation and Bogoliubov-de Gennes equations
By means of the Jordan-Wigner transformation, the one-dimensional Ising model is reduced to a free fermion model. One first writes the spin operators in terms of hard-core bosons a i and a where we have assumed open boundary conditions (OBC) for the spin-chain. For the case of periodic boundary conditions (PBC) on the spins, σ L+1 = σ 1 , extra boundary terms appear in the fermionic Hamiltonian, of the form
is the total number of fermions. Notice that although N F is not conserved by the Hamiltonian (2), the parity of N F is conserved: (−1)
NF is a constant of motion with value 1 or −1.
Statics
The model in Eq. (2) can be diagonalized through a Bogoliubov rotation 35, 36 , by introducing the new fermionic
where the L-dimensional vectors u µ and v µ , for µ = 1, · · · , L, satisfy the Bogoliubov-de Gennes equations:
Here A and B are real L × L matrices whose non-zero elements are given by
(For the PBC spin-chain case, we have the additional matrix elements
NF ). While in the ordered case the solution of Eqs. (4) can be reduced, by switching to momentumspace, to independent 2 × 2 problems, in the general disordered case one has to diagonalize the 2L × 2L problem numerically 37, 38 . The spectrum of Eqs. (4) turns out to be given by ±ǫ µ , with ǫ µ ≥ 0, and in terms of the new fermion operators, H becomes:
The ground state of H is the Bogoliubov vacuum state
Dynamics
The Schrödinger dynamics associated to a timedependent H(t) can be solved by a time-dependent Bogoliubov theory 39 . The basic fact that makes the solution possible even in the time-dependent case is that the Heisenberg's equations of motion for the operators c i,H (t) are linear, because the Hamiltonian is quadratic:
(6) Here the matrices A and B have the same form given previously, except that now the time-dependence of Γ(t) is explicitly accounted for. If we denote by γ µ,in the Bogoliubov operators that diagonalize H(t in ) at the initial time, and u in µ , v in µ the corresponding initial eigenvectors, it is simple to verify that the Ansatz
does indeed solve the Heisenberg equations (6), provided the time-dependent coefficients u iµ (t) and v iµ (t), satisfy the following system of first-order differential equations (8) are the natural time-dependent generalizations of the static Bogoliubov-de Gennes Eqs. (4), and, once again, they have to be solved numerically in the general disordered case.
III. RESIDUAL ENERGY AND KINK DENSITY
How effectively the Schrödinger dynamics drives the system from the initial disordered quantum ground state |Ψ in towards the classical ground state |Ψ ↑ = i |↑ i (or the fully reversed one |Ψ ↓ = i |↓ i )?
A way of quantifying the degree of adiabaticity of the evolution is given by the residual energy, defined as
where E cl = − i J i is the classical ground state energy of H(t fin ) = H cl , and E fin = Ψ fin |H cl |Ψ fin is the average classical energy of the final time-evolved state |Ψ fin .
Obviously, E fin , and hence E res , depends on the parameters specifying the evolution: the smaller and closer to E cl the "slower" the evolution. An alternative way of quantifying the degree of adiabaticity of the evolution, is given in terms of the density of kinks ρ k in the final state, defined by
(for a PBC chain the sum goes up to L, instead of L − 1). When no disorder is present the two quantities coincide, apart from trivial constants. In the disordered case, however, this is not the case. A defect will form with higher probability at a link where the corresponding exchange coupling J i is small. Therefore the residual energy is not simply given by the kink density times the exchange coupling.
The calculation of quantities like E fin or ρ k is straightforward.
Quite generally, given an operatorÔ[c i , c † i ] expressed in terms of the c i 's and c † i 's, its expectation value over the final state |Ψ(t fin = 0) can be expressed, switching from the Schrödinger to the Heisenberg picture, as
Next, one uses the expressions (7) for the c i,H (0)'s and c † i,H (0) in terms of
, and v i,µ (0), and uses the fact that the γ µ,in annihilates by construction the initial state |Ψ(t in ) .
By applying this procedure to the calculation of E fin we get:
where u(0) and v(0) are L × L matrices with elements u i,µ (0) and v i,µ (0). Similarly, the density of defects ρ k can also be expressed as:
IV. RESULTS
Our results for the dynamics are obtained by integrating numerically the time-dependent Bogoliubov-de Gennes equations (8) . As initial point of the evolution it is enough to consider t in = −5τ , taking u in µ and v in µ from the diagonalization of H(t in ) according to Eq. (4): we checked that our results do not depend on the precise value of t in , as long as it is not too small. We considered systems up to L = 512 and annealing times up to τ = 1000. Ensemble averages are calculated over a suitably large number of disorder realizations (of the order of 1000). The analysis of the instantaneous spectrum and its statistics has been obtained by solving the static Bogoliubov-de Gennes eigenvalue equations (4) for systems up to L = 512.
A. Landau-Zener transitions and disorder
In order to get an initial understanding on the mechanisms that lead to breaking of adiabaticity in the present system, it is instructive to consider in more detail the time-evolution of a single realization of the disorder. To be specific, Fig. (1) shows the time-evolution of the residual energy E res (t) = Ψ(t)|H(t)|Ψ(t) − E gs (Γ(t)), where E gs (Γ(t)) is the instantaneous ground state energy corresponding to Γ(t), for a single L = 64 sample and for values of τ up to 5000. We also plot the instantaneous spectral gaps of the problem (thick solid lines) obtained by diagonalizing the Hamiltonian for any given value of the parameter Γ. As mentioned previously, the dynamics conserves the fermion parity, so that only excitations in the same fermion parity sector are accessible. If we order the single-particle eigenvalues as ǫ 1 ≤ ǫ 2 ≤ · · · ≤ ǫ L , then the lowest excited state accessible to the dynamics (i.e., conserving the fermionic parity) is associated with an excitation energy ∆ 1 = 2(ǫ 1 + ǫ 2 ), rather than ∆ = 2ǫ 1 . 
The next excited state is ∆ 2 = 2(ǫ 1 + ǫ 3 ), and so on. These are the instantaneous gaps shown in Fig. (1) .
An important feature which emerges from this example is that one cannot in general locate a single specific value of Γ where the minimum and most important gap is present. Certainly, typically the first occurrence of a small gap during the annealing trajectory is close to the critical point, Γ c = 1. Usually, this critical-point gap is also the smallest one that the systems encounters during its evolution. However, it can happen, as Fig. (1) shows, that the system safely goes through the criticalpoint small gap (see τ = 5000 results) but then looses adiabaticity due to a comparable gap encountered later on (here at Γ ∼ 0.5). Once adiabaticity is lost, the system will generally miss to follow the first excited state either, getting more and more excited as time goes by.
It seems clear that the analysis of the adiabatic dynamics of a disordered Ising chain requires a knowledge of the statistics of these low-lying gaps in the spectrum (in the pertinent parity sector). We concentrate our attention on the region close to the critical point, where the smallest gaps are found, for large L.
We start asking how these smallest gaps are distributed, for different realizations of the disorder. Let us denote by P (∆ 1 , L) the distribution of gaps ∆ 1 = 2(ǫ 1 + ǫ 2 ) (the lowest one relevant for the dynamics) for a chain of length L, assumed to be normalized:
For the smallest gap ∆ = 2ǫ 1 , Young and Rieger 37 have shown that the correct scaling variable which makes the critical point distribution universal, for different L, is − log (∆)/ √ L. By using a scaling variable of the same form, g = − log (∆ 1 )/ √ L, we see that the gaps ∆ 1 are also distributed in the same universal way, see Fig. (2) . This implies that at the critical point,
is, for large L, universal and normalized. As a consequence, gaps at the critical point have an extremely wide distribution, for large L, with typical gaps which are exponentially small 34, 37, 38 in the system size:
B. Density of kinks
Given the wide distribution of the instantaneous gaps, it is important to understand how this reflects itself in the distribution of various observables. We first consider the behavior of the density of defects ρ k defined in Eq.(10). The results for the probability distribution function of ρ k , P (ρ k ), are presented in Fig. (3) for τ = 10 and τ = 1000. The distribution P (ρ k ), for given τ , is found to be approximately log-normal:
with a standard deviation σ L decreasing as 1/ √ L. The data collapse of the results for different L, in terms of the variable (ln ρ k − ln ρ k )/σ L , shown in the inset, qualifies the accuracy of this statement. This √ L-reduction of the width of the log-normal distribution P (ρ k ) with increasing L is at variance with the result obtained for the distribution of the gaps at the critical point, whose width increases as √ L: here, on the contrary, the correct scaling variable appears to be (ln
This width reduction, for increasing L, implies that the average density of defects
L /2 implies that:
This fact is shown explicitly in Fig.(4) the system loses adiabaticity before reaching the critical point, well inside the Γ > Γ c Griffiths phase. As in the ordered case, the gaps exhibited by such a phase would induce a defect density decreasing as a power-law of the annealing time τ , with the crucial difference that the power-law exponent is not constant here, due to the Γ-dependence of z ′ . One should expect, presumably, a gradual crossover with a power-law exponent which becomes smaller and smaller, connecting in a gentle way with the large τ behavior of [ρ k ] av , which shows marked deviations from a power-law behavior. Dziarmaga, based on scaling arguments 33 showed that at large τ the density of kinks should decrease as the inverse square of the logarithm of τ . Our data for the largest systems agree very well with this prediction, as the best-fit (solid line in Fig. (4) ) shows.
A bound to [ρ k ] av (τ ) can also be constructed by a Landau-Zener argument -complemented by a knowl-edge of the distribution of the first gap P (∆ 1 , L) -, in a similar fashion to that presented by Zurek et al. 8 for the ordered Ising case. The derivation starts by considering the probability P ex (τ, L) of loosing adiabaticity for a system of size L, when turning off Γ with an annealing rate τ
, where we have denoted by P cr.point ex (τ, L) the probability of getting excited by Landau-Zener events at the critical point (indeed, we have seen that there is a chance of getting excited also by gaps well below the critical point). P cr.point ex (τ, L), in turn, can be constructed by knowing the distribution of the gaps ∆ 1 at the critical point, and the simple two-level Landau-Zener formula P LZ ex = e −π∆ 2 1 τ /(4 α) (α being the slope of the two approaching eigenvalues). Lumping all constants together, γ = π/(4 α), we write P LZ ex = e −γτ ∆ 2 1 and assume that the distribution of γ ∝ α −1 is not important in our estimate, while that of ∆ 1 is, so that:
where the second equality follows from switching to the
, from the normalization condition. When τ is finite, the LZ factor e −γτ e
−2 √
Lg provides a lower cut-off in the integral at a characteristic g c = log (γτ )/(2 √ L), and this cut-off is sharper and sharper as L increases: one can verify that, for large L, e
As a consequence, for large enough L we can rewrite:
i.e., P cr.point ex (τ, L) turns out to be a universal function of the scaling variable g c = log (γτ )/(2 √ L), for L large. This universal function Π(g c ) is shown in Fig.(5) , where we see that data for L ≥ 512 collapse into a single curve. The density of kinks for large τ , and large enough L, can be obtained by evaluating the typical lengthL ǫ (τ ) of a defect-free region upon annealing, ǫ being a small quantity of our choice, denoting the probability of getting excited. Since P
where Π −1 denotes the inverse function of Π. If we now identify the inverse of the defect-free region length, L −1 ǫ (τ ), with the density of kinks ρ k (τ ), we get the following lower bound for the latter: On the basis of this argument, we conclude that the density of kinks cannot decrease faster than 1/ log 2 (γτ ) for large τ , which agrees with the argument discussed by Dziarmaga 33 .
C. Residual energy
In the ordered case the residual energy per spin is simply proportional to the kink-density, E res /L = 2Jρ k , while here, evidently, kinks sitting at small J i 's are favored, on average, by the adiabatic evolution process. It is therefore of importance to analyze the scaling of the residual energy that, as we will show, differs quantitatively from that of the kink density. Since kinks will be formed on the weak links, one expects on general grounds that the residual energy would decay faster than the kinkdensity for large τ 's.
As in the case of the kink density, we first analyze the probability distribution for the residual energy per site, which we present in Fig.(6) . Once again the residual energies are approximately log-normal distributed and can be reduced to a universal form (see the insets) when properly rescaled, i.e., in terms of the variable
The average residual energy per site [E res /L] av as a function of the annealing time τ shows a crossover from a power-law decay, approximately τ −1 for fast quenches, to a much slower decay (see below) for slow evolutions. It is interesting to note that although for fast quenches the disorder is considered to play a minor role, nevertheless the exponent of the decay of the residual energy differs from that of the kink density. The analysis of the regimes of large τ 's is more delicate. The LZ argument given above tells us nothing about the behavior of the residual energy for large τ . We then proceed as follows. Assuming for the residual energy a logarithmic behavior similar to that found for ρ k
we can determine ζ from the data of Fig. (7 Fig. (7) 
, then the value of α which makes this ratio constant is:
Numerically, see Fig. (7) , we find α ≈ 1.7 ± 0.1, which implies ζ ≈ 3.4 ± 0.2.
V. DISCUSSION AND CONCLUSIONS
In this paper we have studied the adiabatic quantum dynamics of a one-dimensional disordered Ising model across its quantum critical point. Our main results can be summarized in the dependence of the average kink density (see however 33 ) and residual energies as a function of the annealing rate
Although the dynamics is dominated by a very wide distribution of gaps at the critical point, P * (− ln (∆ 1 )/ √ L) (see Fig. (2) ), we find that the distribution for both these quantities are log-normal but with a variance that decrease, like 1/ √ L, for increasing chain length L: typical and average values, therefore, coincide for large L. The wide distribution of gaps, on the other hand, with its characteristic ln (∆ 1 )/ √ L scaling, is responsible, within a Landau-Zener theory, for the extremely slow decay of the average density of kinks, [ρ k ] av ∼ 1/(ln τ )
2 . This discussion applies only for reasonably large sizes L. If L is small, the minimum gap ∆ 1 of a given instance can be sufficiently large that the adiabatic regime, predicted to occur beyond a characteristic τ c ∝ ∆ −2 1 , is actually seen: a fast decay of ρ k and E res /L is expected 41 for τ > τ c , in such a case.
It is interesting to compare these results with those of a classical thermal annealing, where, according to Huse and Fisher 42 , the residual energy also shows a logarithmic behavior
but with an exponent ζ CA which is bound by ζ CA ≤ 2.
If we look at this problem from the perspective of optimization algorithms, it seems that quantum annealing (QA) gives a quantitative improvement over classical annealing for the present system, as is indeed found in other cases 3, 5, 43, 44, 45, 46, 47, 48, 49 , but not always (Boolean Satisfiability problems seem to be a test case where QA performs worse than classical annealing, see Ref. 50) .
In this respect, however, several important issues remain to be clarified. First of all, AQC-QA has a large freedom in its construction: the choice of the possible source of quantum fluctuations 51 -generally speaking, one can take H(t) = H fin + λ Γ λ (t)H λ -, and the time-dependence of the various Γ λ (t), which need not be linear in time 12, 13 . Regarding the time dependence of the couplings, we simply note that an optimal choice of the "speed"Γ(t) with which the critical point is crossed can provide an improvement in the exponents 13 , but definitely not change a logarithm into a power-law. Regarding the possibility of adding extra kinetic terms to H(t), it is clear that terms like −Γ xy (t) i J i σ y i σ y i+1 (XYanisotropy) or similar short range interactions will not change the universality class of the infinite randomness quantum critical point of the present model 34 . Hence, a logarithmically-slow AQC-QA is expected also in more general circumstances, for the present one-dimensional model. We expect this to be a genuine consequence of the randomness present in the problem at hand, which makes the adiabatic quantum dynamics intrinsically slow and ineffective in reaching the simple classical ferromagnetic ground states 52, 53 .
This is perhaps to be expected in view of the results of Vidal 54 , who showed that problems where the entanglement entropy of a block is bound, can be computed classically with a comparable efficiency. Generically, in disordered one-dimensional system the entanglement entropy grows at most logarithmically with the system size at a critical point 55, 56, 57 , at this is not enough to substantially change the relative efficiency of quantum versus classical algorithms.
Therefore, the route to investigate seems to be following: search for models in more then one-dimension, where the entropy of entanglement grows stronger, which, at the same time, have "gentle" enough critical point gap distributions.
