Particle Swarm Optimization for Network-based Data Classification by Carneiro, Murillo G et al.
Particle Swarm Optimization for Network-based Data
Classification
Murillo G. Carneiroa,∗, Ran Chengb, Liang Zhaoc, Yaochu Jind
aFaculty of Computing, Federal University of Uberlaˆndia, Uberlaˆndia, MG, 38400-902,
Brazil
bSchool of Computer Science, University of Birmingham, Birmingham, B15 2TT, UK
cDepartment of Computing and Mathematics, University of Sa˜o Paulo, Ribeira˜o Preto, SP,
14040-901, Brazil
dDepartment of Computer Science, University of Surrey, Guildford, GU2 7XH, UK
Abstract
Complex networks provide a powerful tool for data representation due to its abil-
ity to describe the interplay of topological, functional, and dynamical properties
of the input data. A fundamental process in network-based (graph-based) data
analysis techniques is the network construction from original data usually in vec-
tor form. Here, a natural question is: How to construct an “optimal” network
regarding a given processing goal? This paper investigates structural optimiza-
tion in the context of network-based data classification tasks. To be specific, we
propose a bio-inspired optimization framework which is responsible for building
a network from vector-based data set while optimizing a quality function driven
by the classification accuracy. The classification process considers both topolog-
ical and physical features of the training and test data and employing PageRank
measure for classification according to the importance concept of a test instance
to each class. Results on artificial and real-world problems reveal that data net-
work generated using structural optimization provides better results in general
than those generated by classical network formation methods. Moreover, this
investigation suggests that other kinds of network-based machine learning and
data mining tasks, such as dimensionality reduction and data clustering, can be
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also benefited by the proposed structural optimization method.
Keywords: Complex Networks, Machine Learning, Network Structural
Optimization, Data Classification, Graph Optimization, Particle Swarm.
1. Introduction
Complex networks refer to large scale graphs with nontrivial connection
patterns. Such research subjects have triggered much interests from various
fields including mathematics, physics, biology, medicine, economy, sociology,
and engineering [1, 2, 3, 4, 5].5
Literature presents various complex network models, such as random, small-
world, and scale-free networks [6, 7, 8]. As a common point, most complex
network models have been built to satisfy certain network measures. For exam-
ple, in their seminar work [7], the authors proposed a scale-free network con-
struction method with growth mechanism and preferential attachment, where10
the degree distribution follows a power law. Network optimization has also
been studied, an example presented in [9] is the hub-and-spoke design of the
airline networks, which optimizes the efficiency by ensuring high location and,
at the same, providing short journeys for passengers. Another study related
to network structural optimization is presented in [10], where the authors in-15
troduce a quality function composed by two opposite measures: average degree
and average geodesic distance of a given network. As result, the authors found
four major models of networks: sparse exponential-like model, scale-free model,
highly dense model and star model.
In the last decades, we have witnessed increasing interests in network-based20
or graph-based machine learning due to its ability to reveal connection pattern
of data [11]. One of the fundamental questions in this research topic is the con-
struction of suitable networks from vector-based data sets. Different networks
built from the same data set may lead to quite different machine learning re-
sults. A natural question here is how to build a good or even an optimal network25
from a given data set with restrict to a specific learning task? This is certainly
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a hard and general problem and it also possesses board interests. This paper
endeavors to take a step in this direction. In summary, the main contribution
of this paper is to provide a method to find out the optimal network for a given
data set in the context of data classification.30
Several network construction methods have been developed so far. Given
the similarity matrix S of the original data set, one direct approach of building
a network is to establish links between pairs of nodes with weights according
to Sij . However, this approach frequently leads to the emergence of complete
networks which are quite similar to the original similarity matrix representation.35
In addition, there are two direct and general methods:
1. k-nearest neighbors network (kNN). In this case, each instance in the data
vector is represented by a node, where node vi is connected to node vj if
and only if vj is among the k most similar elements to vi. In this way,
the method results in a directed network. There are also some variations40
of kNN. For example, the Symmetric kNN (SkNN) [12], which generates
a symmetric adjacency matrix A′ from the original adjacent matrix A ob-
tained by kNN applying A′ij = max(Aij , A
T
ij). Another one is the Mutual
kNN (MkNN) [12] where the symmetric adjacency matrix A′ is obtained
by applying A′ij = min(Aij , A
T
ij). One problem with this kind of methods45
is that the best k value is previous unknown; another problem is that
rarely a unique value k can fit well to different details of the network.
2. -radius network. This method constructs an undirected network where
the edge set consists of pairs (vi, vj) such that Sij >= . The degree of
each node can vary a lot according to the distribution of the original data.50
However, again we have problem to determine a proper value for .
The k-nearest neighbors and the -radius techniques treat data items in a
uniform manner in dense and sparse regions. Several network formation tech-
niques have been proposed in literature by employing adaptive information.
Some examples are:55
• Network formation using combinations of the k-nearest neighbors and -
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radius techniques [13]. Here, the network formation technique activates
the k-nearest neighbors criteria at sparse regions and employs the -radius
criteria in dense regions.
• b-matching network [14]. As opposed to the kNN network, the b-matching60
network ensures that each node in the network has the same number of
edges and therefore produces a regular network.
• Linear neighborhood network [15]. The idea is to approximate the en-
tire network by a series of overlapped linear neighborhood patches, and
the edge weights in each patch are determined by a standard quadratic65
programming procedure.
• Network formation using clustering heuristics [16]. This method uses data
clustering heuristics to perform the network formation process. Specifi-
cally, it employs the single-link method, which is a clustering heuristic
capable of constructing connected and sparse networks, while maintaining70
the cluster structure of the original data set.
• AdaRadius. In [17], the authors proposed an adaptive network construc-
tion method based on minimum spanning tree and -radius, henceforth,
called AdaRadius. Firstly, the network skeleton is obtained through the
minimum spanning tree of the original data set. Then, the i value of75
each node is estimated as the length of its longest path in the minimum
spanning tree. Finally, the network is constructed using -radius method.
• k-Associated Optimal Graph (kAOG) method [18]. Most task-driven
network formation methods are developed for unsupervised learning and
semi-supervised learning, while kAOG method is designed for supervised80
learning (data classification) tasks. As kNN, the kAOG method creates a
directed link from vertex vi to vj according to kNN and a purity measure,
which expresses the level of mixture of a component in relation to other
components of distinct classes by using the label information of the train-
ing set. Basically, kAOG method merges the subsequent kNN networks85
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by increasing k, while increasing or keeping the purity of the network en-
countered so far, until the optimal network measured by purity is reached.
Basically, simple network construction methods, such as kNN and -radius,
considers only local data relationships and they are generally-purposed ones, i.e.,
the constructed networks can be applied to any machine learning or data mining90
tasks. On the other hand, sophisticated methods consider both local and global
relationship of the input data, but they are usually used for a specific purpose.
For example, network formation using clustering heuristics constructs networks
aiming at data clustering tasks; kAOG method is designed for data classifica-
tion tasks. In this manuscript, we propose a task driven network construction95
method. Here, we are particularly interested in investigating network structural
optimization for the data classification task due to the following reasons:
• Network-based Data Classification. Complex networks have been
widely applied to unsupervised and semi-supervised learning tasks, such
as data clustering, transductive learning and dimensionality reduction100
[19, 20, 21, 22, 23, 24, 25, 26, 27]. As there are many unlabeled data in-
stances in unsupervised and semi-supervised learning, there is large space
for labelling or other information propagation process. On the other hand,
in the supervised learning setting, there is only one or a very small number
of unlabeled instance, thus leaving no space for label propagation. Con-105
sequently, the literature contains few investigations about network-based
data classification [18, 13, 28, 29, 30, 31, 32].
• Topological Features. Let us consider Fig. 1(a), which shows a sim-
ple data set with very clear patterns of two classes: the circle data items
(blue colored) and the square data items (red colored). The triangle data110
items (black colored), which represent the test instances to be classified,
are clearly the continuation of the Grid pattern formed by the elements
of the circle class. However, traditional classification techniques usually
have trouble in detecting the test items as belonging to that class, as they
perform classification only based on the physical features of the data (e.g.115
5
(a) Two-class data set (b) k-NN (Nearest Neighbors)
(c) SVM (Support Vectors)
Figure 1: Analysis of the classification process of traditional techniques. (a) A toy two
class data set with clear patterns denoted by Blue/circle and Red/square data items, and
Black/triangle data items which needs to be classified; (b) k-nearest neighbors classifies a test
instance by verifying the label of its k nearest neighbors (circulated in the figure); (c) Support
Vector Machine takes into account the support vectors (circulated in the figure) to approximate
each class with a convex hull and to find the best separating hyperplane between the classes,
which is used as a decision boundary to classify test instances. Traditional classification
techniques usually label the triangle data items as belonging to the square class because they
are unable to identify the semantic pattern formation of the data, i.e., the clearly continuation
of the Grid pattern formed by the elements of the circle class.
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similarity, distribution or distance). Instead, such techniques will classify
the test instances to the square class, as showed in Figs. 1(b) and 1(c).
This is because many square class elements physically stay near the test
instances. By analyzing the decision process behind k-nearest neighbors
(k-NN) and Support Vector Machine (SVM) in the figures, one can see120
that traditional techniques really fail to identify semantic patterns formed
by the data. For example, k-NN classifies a test instance by verifying
the label of its k nearest neighbors (circulated in Fig. 1(b)), and SVM
takes into account the support vectors (circulated in Fig. 1(c)) to ap-
proximate each class with a convex hull and to find the best separating125
hyperplane between the classes. By contrast, by examining the pattern
formation among the data instances, complex networks are expected to
capture spatial, functional and topological structures of the data.
By the reasons presented above, this work proposes a framework to perform
structural optimization for network-based data classification. In contrast in130
setting a specific threshold value of connections by all nodes (or groups of nodes)
in related works, we propose that connections between nodes are iteratively
updated by a bio-inspired optimization framework. The framework is expected
to build up the network while conducting the optimization of a quality function.
In summary, the list of main contributions presented in this article includes:135
• The design of a bio-inspired framework able to generate optimized net-
works constructed from vector-based data sets. Despite any population-
based algorithm can be adopted in the framework, the social learning
particle swarm optimization (SL-PSO) [33] has been adopted in this ar-
ticle due to its robust performance against several state-of-the-art PSO140
variants on dozens of high dimensional benchmark functions.
• A range of machine learning tasks can be learned by the proposed frame-
work as the quality function is task-driven, i.e., the framework is able
to perform structural optimization for data classification, dimensionality
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reduction and outlier detection, just to name a few. In this article, we145
investigate the optimization of networks in the data classification task.
The quality function is driven by the importance-based classification [32],
which exploits topological and physical features of the networked data and
employs PageRank concepts to classify a test instance into the network
component (class) having more importance.150
• The design of two mapping heuristics able to provide efficient network rep-
resentation and manipulation for the bio-inspired framework. The map-
ping heuristics generates a particular adjacency list which defines for each
vertex its candidate vertices to link based on specific criteria.
• Experiments against widely used classification methods, such as the state-155
of-the-art Convolutional Neural Networks (CNN) and SVM, show that the
salient features of the network-based classification method are highlighted
by the optimized network.
• Results on artificial and real-world data sets reveal that the network pro-
vided by the framework provides statistically better results than those160
generated by other network formation methods, especially in higher com-
plexity of class configuration (such as the mixture among different classes).
The remainder of the paper is organized as follows. A relevant background
is provided in Sect. 2. The framework proposed for structural optimization is
detailed in Sect. 3. Computer simulations and discussions about the results165
obtained on artificial and real-world data sets are presented in Sect. 4. Section
5 provides a general discussion about the main contributions of this work.
2. Background
Here we present a brief description about the techniques related to this work.
Firstly, Sub-Sect. 2.1 formalizes network-based data classification. Then, Sub-170
Sect. 2.2 introduces the importance-based classification tecnique and Sub-Sect.
2.3 gives a quick overview about the SL-PSO algorithm.
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2.1. Network-based Data Classification
In the data classification problem considered here, the algorithms receive as
input a training data set denoted by Xtrain = {(x1, l1), . . . , (xn, ln)}, where n175
means the number of labeled instances. Each data item xi = (a1, . . . , ad) is a
vector of d attributes, i.e. features, and li ∈ L represents the target class or
the label associated to the ith data item. The goal in the training phase is to
induce a classifier x → l by using the training data Xtrain. In the test phase,
the induced classifier is used to predict the label of the new input instances, i.e.180
test instances, which are usually denoted by Xtest = {(xn+1, ?), . . . , (xn+u, ?)},
where “?” means the label to be predict.
In contrast to most classification techniques which rely only on the physical
features of the data (e.g., distance, similarity or distribution), network-based
learning is able to consider not only physical features but also structural and185
dynamical properties of the data from the network representation [11, 13, 31, 32].
To this end, we first transform the original vector-based training data set Xtrain
into a network G = {V, E}, where V denotes the set of nodes and E the set of
edges; each node vi ∈ V represents a labeled data item xi ∈ Xtrain, and eij ∈ E
represents a link between node vi and vj . The classification is conducted by190
examining spatial, functional and topological relationships of the networked
data in order to classify a test instance, which indicates that the underlying
network is the key to the predictive results. In this manuscript, the proposed
framework performs the structural optimization of G aiming at improving the
predictive performance.195
2.2. Importance-based classification
The importance-based classification is a recently proposed technique based
on complex network measures [32]. In contrast to traditional techniques that
perform classification only based on the physical features of the data, e.g. sim-
ilarity, distance, or distribution, the importance-based classification considers
both physical and topological features to classify a test instance into a network
component (class). The importance here is characterized by PageRank measure.
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Formally, the importance I of a test instance y with respect to the class C ∈ L
is given by:
I(C)y =
∑
vj∈ΛCy
Ij , (1)
where vj ∈ Xtrain denotes a labeled node, ΛCy is the set of nodes pertaining to
the class C where y is temporarily connected, and Ij means the importance of
node vj . Each node vj is quantified in terms of importance (Ij) by iterating the
following system:
I
(t+1)
j =
∑
i→j
β.
I
(t)
i
di
+ (1− β) 1
n
, (2)
which corresponds to the PageRank formulation [34].
The set of temporary links to y, denoted as ΛCy in Eq. 1, is obtained from
the following formulation:
ΛCy ∪ {vj | F(y, j) ≥ 0 and lj ∈ C} (3)
where Fy,j is a function that verifies if a link between y and j increases or de-
creases the efficiency of the component containing the node j. If it increases the
efficiency, then vertex j is added to the ΛCy set. The mathematical formulation
of Fy,j is given by:
Fy,j = Eα
vj∈α
.γ −Dy,j , (4)
where Dy,j refers to the distance between nodes y and j, Eα is the efficiency
of the component α, and γ is a parameter which fits the component efficiency
values obtained from the network formation method. Note that when γ = 1.0,
the technique takes the efficiency patterns as obtained by the network formation
methods. More specifically, the efficiency of a component Eα can be defined as
the average value of the local efficiency ξ of the nodes that belong to α, i.e.,
Eα = 1
Nα
∑
i∈α
ξ
(α)
i , ξ
(α)
i =
1
Ni
∑
i→j
Di,j (5)
where Nα denotes the number of nodes in the component α, Ni denotes the
number of links from i and Di,j is the Euclidean distance between nodes i and
j.200
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The illustrative example in Fig. 1(a) is a toy data set with two classes pre-
senting strong patterns. It serves as a tool for better motivating the study of
network-based techniques as it emphasizes particular situations in which tra-
ditional techniques have trouble in correctly classifying the unlabeled items.
As discussed in Fig. 1, since traditional machine learning techniques, such as205
k-NN and SVM, are not able to consider the pattern formation of the input
data, specifically, they can not classify the test instances correctly. By contrast,
by taking advantage of the topological structure of the data as presented in
Fig. 2(a), complex network-based techniques are expected to identify semantic
patterns formed by the data. In Fig. 2(b), we see that the importance-based210
classification assigns the circle label (blue color) to the unlabeled points.
(a) Network formed from Fig. 1(a) (b) Importance-based Classification
Figure 2: Analysis of the classification provided by the importance-based data classifica-
tion. (a) network formed from the data set is presented by Fig. 1(a); (b) by exploiting
topological, functional and spatial properties represented through the network connections,
the importance-based technique is able to detect semantic relationship among the data and
it consequently classifies the triangle data items as belonging to Blue/circle class.
2.3. Social learning particle swarm optimization
The social learning particle swarm optimization algorithm (SL-PSO) is a re-
cently proposed swarm intelligence paradigm for large scale optimization [33]. In
contrast to traditional particle swarm optimization (PSO) algorithms [35, 36],
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SL-PSO does not memorize the historical best positions – neither the global
best position gebst nor the personal best position pbest. Instead, in SL-PSO,
the swarm is sorted according the fitness values of the particles, and as a con-
sequence, each particle is made to learn from any better particles in the current
swarm as follows:
si,j(t+ 1) =
 si,j(t) + veli,j(t+ 1), if pi(t) ≤ Prob
L
i
si,j(t), otherwise
(6)
where t is the generation counter, si,j(t) is the j-th (j ∈ {1, 2, 3, ..., D} ) di-
mension in the position vector of particle i (i ∈ {1, 2, 3, ...,m}), with m and D
denoting the swarm size and number of decision variables, respectively; si,j(t) is
updated according to velocity veli,j(t+1) based on a learning probability Prob
L
i
for each particle i in the sorted swarm;  is a parameter known as the social
influence factor; F1(t), F2(t) and F3(t) are three coefficients randomly generated
within [0, 1]. In detail, veli,j(t+ 1) is generated as follows:
veli,j(t+ 1) = F1(t) · veli,j(t)
+ F2(t) · Ii,j(t) + F3(t) · ε · Si,j(t),
(7)
where veli,j(t+ 1) consists of three components: the inertia component F1(t) ·
veli,j(t), the imitation component Ii,j(t) and the social influence component
Si,j(t). The inertia component is similar to that in traditional PSO, while the
the imitation component and the social influence component are inspired from
the social learning theories as: Ii,j(t) = sk,j(t)− si,j(t),
Si,j(t) = s¯j(t)− si,j(t).
(8)
where sk,j(t) is the j-th dimension in the position vector of particle k, known as
a demonstrator, which has a better fitness value than particle i; s¯j(t) =
∑m
i=1
sj
i
m
is the mean position of the swarm in generation t.215
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3. Bio-inspired optimization framework
In this section, the bio-inspired optimization framework is described in de-
tails. Sub-Sects. 3.1, 3.2 and 3.3 present, respectively, an overview about our
framework; a complete description about the training and test phases; and a
discussion about the computational complexity of the technique.220
3.1. Overview
Figure 3: General framework for structural optimization in network-based learning. The
illustration emphasizes the two phases of the framework: optimization phase (also called
training phase) and test phase.
The optimization framework proposed in this paper is divided in two phases.
The first one is the optimization phase (or training). In this phase, SL-PSO algo-
rithm is used to construct the network from the training data Xtrain optimizing
a given quality function f under a given validation data set Xvalid. The second225
phase is the test phase, where the best solution in the training phase is equipped
by f to classify each new instance y ∈ Xtest. Here, the function f gives the
predictive accuracy by using a simplified version of the network-based classi-
fication technique proposed in [32]. The main steps of the general framework
for structural optimization are illustrated by Fig. 3. Initially, SL-PSO creates230
13
a population of particles, where each particle Pi ∈ P represents a network Gi.
Then, at each generation t, the particles are evaluated and updated (∆) accord-
ing to a quality function f . At the end, SL-PSO returns the particle with the
best fitness value, which contains the network to be adopted in the test phase
in order to classify every unknown instance in Xtest.235
3.2. Framework description
The optimization phase in the proposed framework mainly consists of the
following three modules.
3.2.1. Optimization framework
The optimization framework is driven by the SL-PSO algorithm, which is a240
recently proposed bio-inspired algorithm for large scale optimization. The main
steps of the algorithm are presented in Alg. 1. At each generation, SL-PSO
evaluates and updates the particles according to the better particles in such a
way that each particle learns from any other better ones. The algorithm stops
when the predefined maximum number of generations is reached. More details245
of SL-PSO can be referred to Section 2.3.
3.2.2. Network representation and mapping heuristics
In order to be manipulated by the bio-inspired and network-based tech-
niques, we designed an efficient computational representation for the networks.
Given a population of m particles P = {P1, . . . ,Pm}, each particle Pk ∈ P is
represented by:
Pk = {v1, . . . , vn}, (9)
where n denotes the number of instances (or nodes). Each node vi ∈ Pk denotes
a labeled instance xi ∈ Xtrain and its links are represented by:
vi = {e′i1, . . . , e′iq}, (10)
with q denoting the maximum number of links and e′ij the probability of a link
between two nodes. The values assumed by e′ij are continuous and vary between
14
1 begin
2 Generate a Mapping matrix (using MapLab or MapAll) to determine
the whole set of possible network configurations
3 Initialize each particle Pi ∈ P by randomly choosing a network
configuration from the whole set generated in the previous step
4 while condition is True do
5 Compute the fitness Fi for each particle Pi
6 Sort P according to the fitness values F
7 Update the best solution G∗
8 Update particles according to Eqs. (6)-(8)
9 end
10 return G∗;
11 end
Algorithm 1: SL-PSO algorithm
[0, 1] in order to be manipulated by SL-PSO. On the other hand, the topological
properties of the network are captured through connections, i.e. binary values,
denoted as eij , which are obtained as:
eij =
1, if e
′
ij ≥ 0.5,
0, otherwise.
(11)
To calculate the quality function of each particle Pk, we convert Pk into a
network Gk = {Vk, Ek}, where Vk = {1, . . . , n} denotes the vertices associated
to each data item and Ek the edges between such vertices, which is provided by250
our framework. Given that a network has n nodes, the complexity of the search
space is O(n2) since it is given by the total number of possible edges. For the
optimization framework, however, since n can be as large as hundreds or even
thousands, a search complexity of O(n2) is unfeasibly expensive. To address
this issue, we designed mapping heuristics that create a sub-dimensional space255
of size q based on the features of the given data set Xtrain, which reduces
the search complexity from O(n2) to O(n) (O(n · q), q  n), where q is the
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maximum number of possible edges. Two mapping heuristics are proposed
in this manuscript: MapLab and MapAll. The former aims to emphasize the
structure of classes through connections, which can be a very useful feature on260
data sets characterized by very strong patterns. The latter considers the mixture
among classes through the network structure, which is a promising feature when
dealing with data sets characterized by complex patterns and noise. The two
heuristics are detailed in the following.
• The MapLab mapping heuristic comprises these steps:265
a) Compute the similarity between each pair of data items;
b) For each node vi, select its q most similar nodes (measured by Euclidean
distance) that belong to the class li;
c) Create Mapn×q matrix, where:
Mapiz = vz. (12)
• The MapAll mapping heuristic comprises these steps:270
a) Compute the similarity between each pair of data items;
b) For each vertex vi, select its q most similar nodes (measured by Euclidean
distance);
c) Create Mapn×q matrix, where:
Mapiz =
vz, if li = lz,∅, otherwise. (13)
Despite that each mapping heuristic mantains the possible connections from275
each vertex, the existence of every connection is indicated by the probability of
links e′ which is manipulated in each particle of the optimization framework.
Fig. 4 presents an example illustrating the application of the mapping heuristics
in the conversion of the particles to networks. Let us consider a given node vj as
example. In the figure, step (i) shows the calculation of the possible edges from280
j, which also emphasizes the particular characteristics of MapLab and MapAll :
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MapLab considers only vertices that belong to the same class of j in order to
define the set of possible edges (Fig. 4(a)), and MapAll considers all vertices a
priori and then excludes those that do not belong to the same class of j (e.g.
vertex in position q4 in Fig. 4(b)); step (ii) presents the candidate solution in285
terms of a probability vector, which is manipulated by SL-PSO; step (iii) shows
the transformation of the probabilities in connections; and step (iv) presents
the resulting edges of vertex j.
3.2.3. Quality function
In the optimization phase, each particle Gi is evaluated by a quality function290
f under a validation data set. In the test phase, the best particle G∗ is equipped
by f to perform the classification of all test instances one by one. With respect to
f , we have used a simpler version of the importance-based classification proposed
in [32] which takes the efficiency patterns as obtained by the network formation
methods (γ = 1). Basically, it is a network-based classification technique which295
exploits topological and physical features of the data and employs PageRank
formulation to classify a test instance into the network component where it is
more important. More details about the importance-based classification can be
referred to Sub-Sect. 2.2.
3.3. Complexity analysis300
This subsection provides an analysis about the time complexity of the op-
timization framework. For simplicity, the computational analysis is performed
by each module presented in Sub-Sect. 3.2.
• Network optimization: SL-PSO is used to conduct the optimization pro-
cess in the proposed framework. The time complexity of the bio-inspired305
algorithm is about O(md) by considering d > m, where m and d denote
the number of particles and dimensions, respectively. Given that d = qn,
where n is the number of instances in Xtrain and q is the maximum num-
ber of possible edges, with q  n, the time complexity of SL-PSO in the
proposed framework lies on O(mn).310
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(a) MapLab
(b) MapAll
Figure 4: Illustrative example of the conversion from vector-based probability array (ma-
nipulated by SL-PSO) to network (which the structural properties are exploited) using both
mapping heuristics proposed in this manuscript: (a) MapLab considers only nearest neighbors
instances of the same label to create the Map matrix; (b) MapAll takes into account instances
of all classes to create the Map matrix.
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• Mapping matrix: The time complexity related to MapLab and MapAll
mapping heuristics lies on O(n2) as the euclidean distance is computed be-
tween each pair of instances before the nearest neighbor search. However,
this time complexity can be largely reduced by adopting any improve-
ment of the nearest neighbor methods, such as tree-based methods or the315
Lanczos-bisection method [37], in order to avoid the time-consuming pro-
cess of calculating the distances between all pairs of instances aforehand.
By adopting the Lanczos-bisection method, for example, the time com-
plexity of the mapping heuristic decays from O(n2) to O(nt), with a small
value for parameter t (1.06 ≤ t ≤ 1.33) being sufficient to achieve high320
quality networks [37].
• Quality function: The complexity order of the quality function f is O(V +
E), where V = n denotes the number of vertices and E is the number
of edges. As the networks built by the proposed framework are sparse
(q  n), we consider O(E) = O(V ) = O(n) and, consequently, the time325
complexity lies on O(n).
Based on the above analyses, a sequential algorithm for the proposed frame-
work holds a computational complexity of O(n1.33 + gmn), with g denoting the
number of generations used by the SL-PSO, m the number of particles and n the
bigger value between the number of nodes and edges. Notice that this compu-330
tation time can be also reduced by performing the quality function evaluations
via distributed computing.
4. Experimental results
This section provides computer simulations in order to evaluate the proposed
framework. It is divided in three subsections: SubSect. 4.1 presents details335
about the simulations; SubSect. 4.2 provides results on artificial data sets; and
SubSect. 4.3 discusses a range of experimental results performed on real-world
data sets.
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4.1. Experimental setup
In the following we give details about the environment of the experiments.340
To be specific, we describe the parameters of our framework, the categories of
techniques under comparison, the parameter selection and the statistical tests
adopted.
4.1.1. Simulations
Each simulation is executed by using a 10-fold stratified cross-validation345
process. In this process, the data set is split in 10 disjoint sets and, in each
run, 9 sets are used as training data and 1 set is used as the test data, resulting
in a total of 10 runs. The training data is also divided in each run: 75% as
sub-training (Xtrain) and 25% as validation (Xvalid). By doing so, we assure an
unbiased learning as the test data is outside of the learning process. By varying350
the random seed, the results of each run are averaged on 5 different runs for
the stochastic techniques. Note that the variation of the seed numbers does not
affect the partition of the data which remains the same in all 5 runs.
4.1.2. Bio-inspired framework (BIO)
Based on empirical tests over artificial data sets, the parameters of our frame-355
work are defined as follows: the swarm size m and the generation number gen
are set to 100 as recommended in [33]; the learning probability ProbLi is equal
to 1 for each particle Pi ∈ P, which means that a particle always learns from
any better particles in the swarm; and the social influence factor  = dm × 0.01,
in which d is the space dimensionality of network configurations given by q×n,360
with n denoting the number of training data items; and the maximum number of
possible links q is selected among {3, 4, 5} in order to make our framework faster
and also more efficient in terms of predictive power. Despite other values of q
can be adopted, we noticed that predictive results obtained with higher values
of q usually do not present statistical difference in relation to the smaller ones365
(even when increasing parameters like the swarm size and number of iterations).
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4.1.3. Comparison with other network construction methods and techniques
In addition to the bio-inspired framework proposed here, other three cat-
egories of techniques are also considered in the experiments: directed graphs,
undirected graphs and classifiers; more details about such techniques and their370
parameters are presented from SubSect. 4.3.2 to 4.3.4, respectively. Note that
every network constructed uses the same network-based classification technique
as BIO.
4.1.4. Parameter selection
As each data set is partitioned into three sets, training set, validation set375
and test set, the parameters of the techniques are selected by evaluating the
predictive performance over the validation set in each execution. To be specific,
we run a grid search method in each execution considering the training data and
then we select the parameter which provides the best result on the validation
set. Finally, the selected learning model is applied over the test set and the380
performance of the technique is then calculated. The process repeats until the
number of executions (ten) is reached. Note that for the stochastic techniques,
each execution is run for 5 times and the best average predictive performance
in the validation set is considered in order to choose the parameter.
4.1.5. Statistical test385
In order to analyze statistically the results obtained in the computer simula-
tions, a statistical test that compares two methods over multiple data sets has
been adopted, i.e., the Wilcoxon Signed Ranks test. The test is a non-parametric
alternative to the paired t-test when its assumptions, such as normal distribu-
tion, can not be assured. Basically, the Wilcoxon test indicates the differences390
in the performance of two techniques for each data set and compares the ranks
for the positive and negative differences. Such a test is recommended in [38]
and has been widely adopted in the literature of machine learning to evaluate
and compare between techniques over multiple data sets. In the statistical tests
performed in this manuscript, a confidence level of 95% (α = 0.05) has been395
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considered.
4.2. Experiments on artificial data sets
In this section, we present empirical analysis of the optimization framework
on artificial data sets characterized by distinct levels of mixture between the
classes, which emphasizes the benefits of obtaining the network through an400
optimization process in comparison to other network formation methods.
The artificial data sets are showed by Fig. 5, where it is possible to see
distinct levels of mixture between the classes. Each simulation is executed as
described in the previous section. In relation to the parameters, kAOG does
not require parameter selection, kNN is optimized over the set k ∈ {1, 2, . . . , 30}405
and BIO employs MapAll mapping heuristic and its parameters are defined as
m = 100, gen = 100 and q = 3.
(a) TwoMoons-10 (b) TwoMoons-25 (c) TwoMoons-50
(d) TwoMoons-75 (e) TwoMoons-90
Figure 5: Artificial data sets generated with distinct level of mixture between the classes. (a)
10%; (b) 25%; (c) 50%; (d) 75%; (e) 90%.
Table 1 presents the results obtained by using the two network formation
methods and the optimization framework over the five data sets with distinct
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level of mixture between the classes. From this table, it can be seen that the op-410
timization framework presents better performance than kNN and kAOG when
considering data sets with higher level of class mixtures. Despite kAOG per-
forms well in the first two data sets, its performance gets worse in the others,
indicating that parameter selection plays an important role in dealing with the
complexity of those data sets, as exemplified by kNN which has better perfor-415
mance, although outperformed by BIO.
Table 1: Results obtained by the proposed framework over the five data sets, presented in Fig.
5, characterized by distinct level of mixture between the classes. The optimization framework
is compared with two network formation methods widely used in literature, kNN and kAOG.
Data set kAOG kNN BIO
TwoMoons-10 100.0 ± 0.00 99.50 ± 0.15 99.80 ± 0.06
TwoMoons-25 88.00 ± 7.14 89.00 ± 6.24 89.80 ± 6.79
TwoMoons-50 74.50 ± 11.06 81.50 ± 9.23 80.70 ± 7.99
TwoMoons-75 71.50 ± 6.73 74.50 ± 8.50 77.20 ± 6.42
TwoMoons-90 67.80 ± 11.00 70.50 ± 12.54 72.20 ± 11.04
4.3. Experiments on real-world data sets
This section evaluates our bio-inspired framework over ten real-world data
sets. SubSect. 4.3.1 provides a detailed analysis about framework convergence
and performance using both mapping heuristics proposed in this work; SubSects.420
4.3.2 and 4.3.3 analyze the results of the optimization framework in comparison
with directed and undirected network formation methods, respectively. The
predictive performance of the framework is compared with very well-known
classification techniques in SubSect. 4.3.4. Finally, Sub-sect. 4.3.5 shows details
about the optimization process as well as an example of misclassification case425
for traditional techniques.
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The real-world data sets are presented in Table 2 with a brief description.
Such a selection was made to encompass diversity on data domains, features and
classes. A detailed description about the data sets can be found in [39, 40]. As
a data preparation, data sets where the predictive attributes are not on similar430
scale were standardized by taking zero mean and unitary standard deviation,
otherwise each instance is normalized by the l2 norm. The euclidean distance
was used in all simulations as the distance measurement.
Table 2: Brief description of the real-world data sets in terms of the number of instances
(#Inst.), number of attributes (#Attr.) and number of classes (#Classes).
Name #Inst. #Attr. #Classes
Glass 214 9 7
Hayes-roth 160 4 3
Iris 150 4 3
Leukemia 100 50 2
Red-Wine 1599 11 6
Seed 210 7 3
Sonar 208 60 2
Teaching 151 5 3
Vehicle 846 18 4
Vowel 990 13 11
4.3.1. Mapping heuristics and convergence analysis
In this subsection, the convergence of the optimization framework consider-435
ing the two mapping heuristics, MapLab and MapAll, are analyzed in detail.
Tables 3 and 4 show the results obtained by the bio-inspired framework
during the optimization (training) phase, using MapLab and MapAll heuristics,
respectively. In those tables, the average accuracy and the standard deviation
are presented for each data set by considering one, ten and one hundred genera-440
24
tions, respectively. In both tables, we see a considerable improvement in terms
of predictive performance in almost all data sets by considering the structural
optimization. The Iris data set is an exception as the maximum predictive per-
formance is reached at the first generation. In this case, there is no space for
the optimization process.445
Table 3: Convergence analysis using MapLab mapping heuristic in the optimization phase.
The results represent the average accuracy obtained through the quality function f for one,
ten and one hundred generations, respectively.
Data set 1gen 10gen 100gen
Glass 57.67 ± 3.63 66.15 ± 2.88 83.11 ± 1.88
Hayes-roth 68.97 ± 2.76 77.14 ± 2.81 84.70 ± 2.29
Iris 100.0 ± 0.00 - -
Leukemia 91.52 ± 1.82 93.86 ± 1.47 95.15 ± 1.37
Red-Wine 35.16 ± 2.43 45.86 ± 1.54 63.40 ± 1.26
Seed 99.79 ± 0.63 99.79 ± 0.63 99.79 ± 0.63
Sonar 74.85 ± 3.75 79.66 ± 3.87 85.96 ± 2.93
Teaching 76.52 ± 4.44 82.56 ± 3.92 91.44 ± 4.20
Vehicle 70.62 ± 0.96 73.42 ± 0.63 83.47 ± 0.66
Vowel 52.24 ± 3.49 57.39 ± 3.74 68.77 ± 5.25
We also provide detailed results about the convergence process. Fig. 6
shows the average accuracy obtained by the bio-inspired framework during the
optimization phase, using MapLab and MapAll heuristics, respectively. In this
figure, we see that a population of one hundred particles and one hundred gen-
erations are usually sufficient to assure a good convergence for the optimization450
framework. In addition, MapAll performance is slightly better than MapLab in
the optimization phase.
In spite of the results presented in the optimization phase, the predictive
accuracy of the structural optimization framework must be evaluated by the
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Table 4: Convergence analysis using MapAll mapping heuristic in the optimization phase.
The results represent the average accuracy obtained through the quality function f for one,
ten and one hundred generations, respectively.
Data set 1gen 10gen 100gen
Glass 72.12 ± 3.04 77.45 ± 3.38 82.22 ± 2.48
Hayes-roth 69.35 ± 3.47 77.41 ± 2.76 79.62 ± 2.91
Iris 100.0 ± 0.00 - -
Leukemia 95.07 ± 0.81 96.02 ± 1.04 96.11 ± 1.04
Red-Wine 56.30 ± 1.25 60.49 ± 1.14 71.91 ± 0.83
Seed 99.79 ± 0.63 99.79 ± 0.63 99.79 ± 0.63
Sonar 75.57 ± 3.88 81.62 ± 2.44 88.60 ± 1.94
Teaching 80.05 ± 4.49 86.89 ± 5.24 91.05 ± 5.13
Vehicle 72.77 ± 0.72 76.22 ± 1.24 85.70 ± 1.25
Vowel 55.86 ± 2.39 62.74 ± 2.04 72.34 ± 3.46
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Figure 6: Analysis of the convergence in the optimization phase of the proposed framework
using MapLab and MapAll mapping heuristics. Each subfigure shows the average accuracy
obtained through the quality function f as a function of number of generations. The results
show that one hundred particles and one hundred generations are usually sufficient to assure
the convergence of both heuristics. In terms of predictive performance, MapAll mapping
heuristic is slightly better.
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results in the test phase, where completely unknown data instances are presented455
to be classified by exploiting the optimized network. A comparison between the
results obtained in the test phase by the optimization framework using the
two heuristics is presented in Tab. 5, which reveals that MapAll performs
statistically better than MapLab. These results are interesting and give us more
evidences about the importance to consider the mixture among the classes when460
dealing with real-world data sets. In the next computer simulations provided in
this manuscript, BIO is equipped with MapAll mapping heuristic.
Table 5: Predictive accuracy obtained by the proposed framework when using MapLab and
MapAll mapping heuristics in the test phase.
Data set BIO (MapLab) BIO (MapAll)
Glass 60.82 ± 9.07 64.55 ± 7.13
Hayes-roth 55.34 ± 15.17 58.99 ± 11.81
Iris 98.67 ± 4.00 98.67 ± 4.00
Leukemia 84.22 ± 8.59 86.47 ± 9.69
Red-Wine 49.10 ± 3.24 53.89 ± 3.86
Seed 91.05 ± 8.50 90.86 ± 7.30
Sonar 60.88 ± 12.68 63.06 ± 11.85
Teaching 56.11 ± 16.13 55.52 ± 17.40
Vehicle 65.79 ± 3.22 67.80 ± 3.52
Vowel 58.36 ± 6.78 62.87 ± 6.99
4.3.2. Comparison with directed network formation methods
The well-known supervised network formation methods kNN and kAOG are
considered here. kNN has a unique parameter k ∈ {1, 2, . . . , 30}, which is asso-465
ciated with the number of nearest neighbors to consider when connecting a given
vertex. kAOG is a non-parametric network formation method, which builds up
the graph by optimizing the purity measure. This category also includes the
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RM method (abbreviation for Randomly Mapped graph), which is a baseline
that generates random configurations of networks by using our MapAll map-470
ping heuristic. While BIO optimizes the network iteratively, RM determine the
connections randomly, i.e., there is no iterative process. RM has two parame-
ters: the number of random networks R and the maximum number of possible
links q. We have selected R = 100 since the swarm size of our framework is
m = 100, and q = 3 as the increase of q usually changes the performance con-475
siderably because the number of network configurations increases. By contrast,
the performance variation of q in BIO is slighter than RM as the optimization
process is able to find good or even optimal network configurations. As RM is
a stochastic method, the results of each run are averaged on 5 different runs.
The average classification accuracy obtained by using each network forma-480
tion method is presented in Tab. 6. From the table, we see that the optimization
process conducted by the proposed framework is able to obtain a considerable
improvement in terms of predictive performance for some data sets, such as
“Sonar” and “Teaching”, compared to other network formation methods. The
results of the statistical test (Wilcoxon Signed Ranks), presented in the same485
table, reveal no statistical difference between kNN, kAOG and RM, all of which
are outperformed by the proposed bio-inspired optimization framework.
4.3.3. Comparison with undirected network formation methods
This subsection includes comparison against two widely used network for-
mation methods: SkNN and MkNN. This subsection compares the performance490
of BIO against two undirected network formation methods, the symmetric kNN
(SkNN) and the Mutual kNN (MkNN) networks. These methods are widely
used in unsupervised and semi-supervised learning like data clustering and la-
bel propagation. SkNN and MkNN have the same parameter and range of values
as the kNN network, i.e., k ∈ {1, 2, . . . , 30}.495
Table 7 presents the predictive performance obtained by each network for-
mation in terms of average classification accuracy. From the table, we can see
that the optimized network provided by the framework again is able to obtain
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Table 6: Predictive accuracy of the optimization framework in comparison with widely used
directed network formation methods (kNN and kAOG) and a random method (RM). The
last rows presents results of the Wilcoxon Signed Ranks statistical tests: (i) the symbols “>”
and “<” indicate a rejection of the null hypothesis, where the algorithm corresponding to
its column is respectively better or worse than the algorithm corresponding to its row; (ii)
and the symbol “∼” suggests that both the column algorithm and the row algorithm perform
equally well (a failure to reject the null hypothesis at the 95% confidence level, α = 0.05).
Data set BIO kNN kAOG RM
Glass 64.55 ± 7.13 61.28 ± 11.27 64.55 ± 11.34 63.07 ± 10.06
Hayes-roth 58.99 ± 11.81 54.24 ± 13.12 53.54 ± 13.43 56.79 ± 11.88
Iris 98.67 ± 4.00 98.67 ± 4.00 98.67 ± 4.00 95.33 ± 5.21
Leukemia 86.47 ± 9.69 83.85 ± 11.54 88.07 ± 7.29 80.05 ± 8.70
Red-Wine 53.89 ± 3.86 53.43 ± 3.93 50.98 ± 2.44 48.41 ± 3.07
Seed 90.86 ± 7.30 90.00 ± 9.15 85.71 ± 12.05 90.00 ± 9.39
Sonar 63.06 ± 11.85 57.33 ± 15.72 59.16 ± 14.06 52.29 ± 12.55
Teaching 55.52 ± 17.40 46.10 ± 11.07 47.98 ± 14.16 51.15 ± 17.89
Vehicle 67.80 ± 3.52 66.20 ± 3.16 66.42 ± 3.97 69.00 ± 4.57
Vowel 62.87 ± 6.99 56.87 ± 11.36 59.70 ± 10.85 60.40 ± 9.57
kNN > - - -
kAOG > ∼ - -
RM > ∼ ∼ -
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a considerable improvement in terms of predictive performance for some data
sets, such as “Hayes-roth”, “Sonar” and “Vowel”, compared to the widely used500
SkNN and MkNN. The statistical test results presented in the same table in-
dicate no statistical difference between SkNN and MkNN, both of which are
outperformed by BIO.
Table 7: Predictive accuracy of the optimization framework in comparison with widely used
undirected network formation methods (SkNN and MkNN). See label of Table 6 for a complete
explanation about the statistical tests.
Data set BIO SkNN MkNN
Glass 64.55 ± 7.13 53.76 ± 14.60 64.85 ± 10.49
Hayes-roth 58.99 ± 11.81 53.26 ± 12.71 50.96 ± 15.55
Iris 98.67 ± 4.00 98.00 ± 4.27 96.00 ± 6.11
Leukemia 86.47 ± 9.69 81.94 ± 10.92 86.07 ± 10.07
Red-Wine 53.89 ± 3.86 51.82 ± 5.89 52.80 ± 3.59
Seed 90.86 ± 7.30 88.09 ± 8.04 89.52 ± 9.94
Sonar 63.06 ± 11.85 50.45 ± 9.06 57.07 ± 12.50
Teaching 55.52 ± 17.40 53.37 ± 10.73 55.32 ± 12.92
Vehicle 67.80 ± 3.52 67.38 ± 3.51 69.02 ± 4.25
Vowel 62.87 ± 6.99 55.66 ± 7.98 55.56 ± 10.90
SkNN > - -
MkNN > ∼ -
4.3.4. Comparison with other classification techniques
This category of experiments includes traditional classification techniques,505
such as k-nearest neighbors, naive Bayes (NB) and Support Vector Machines
(SVM). It also includes Convolutional Neural Networks (CNN), which is a state-
of-the-art classification techniques. The k-NN classifier has a unique parameter
k ∈ {1, 2, . . . , 30} related to the number of nearest neighbors to consider in order
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to classify each test item. NB is a non-parametric classification technique, in510
which the likelihood of the features is assumed to be Gaussian in the experi-
ments here. As SVM has many parameters to be set, the parameter search space
is reduced by considering the radial basis function as kernel, and the stopping
criterion for the optimization method is defined as the Karush-Kuhn-Tucker vi-
olation to be less than 10−3; the kernel and cost parameters are optimized over515
the sets µ ∈ {24,23,. . . ,2−10} and C ∈ {212,211,. . . ,2−2}, respectively. In the
case of CNN, we reduce the parameter search space by fixing the network archi-
tecture as follows: input layer → convolutional layer 1 → convolutional layer 2
→ full layer→ output. The number of filters is and the kernel size are optimized
respectively over f ∈ {32, 64} and ks ∈ {1, 3} in both convolutional layers, and520
the number of neurons is fixed as 512 in the full layer. We also fixed 500 as
the number of epochs (empirically defined in order to avoid overfitting), Adam
as the training optimizer, ReLU as the activation function in the convolutional
layers and Softmax as the activation function to produce the probability distri-
bution. The learning rate, dropout and batch size are optimized respectively525
over the sets α ∈ {0.001, 0.01, 0.1}, d ∈ {0, 0.5}, and b ∈ {10, 50}. Other CNN
parameters were adopted as the default in the Tensorflow framework [41].
Table 8 presents the average classification accuracy obtained for each clas-
sification technique. In order to analyze the results, the Wilcoxon’s test is
performed to compare each pair of algorithms. The statistical test results, pre-530
sented in the same table, reveal no statistical difference between k-NN, NB and
SVM; it shows CNN outperformed k-NN and NB and has no statistical differ-
ence to SVM and BIO; and it also shows that k-NN and NB are outperformed
by BIO. Despite BIO is statistically equivalent to CNN and SVM, it has much
less parameters to be tuned. In addition, although BIO considers physical fea-535
tures of the data like the other techniques under comparison, it is also able to
take into account structural properties of the data. In that sense, these results
are very promising because they reveal that our network optimization frame-
work can make topological features even more salient, resulting in competitive
performance even against state-of-the-art classification techniques and even on540
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Table 8: Predictive accuracy of the optimization framework in comparison with very well-
known classification techniques (k-NN, NB, SVM and CNN). See label of Table 6 for a complete
explanation about the statistical tests.
Data set BIO k-NN NB SVM CNN
Glass 64.55 ± 7.13 61.86 ± 9.40 42.53 ± 12.23 61.59 ± 13.20 62.96 ± 10.73
Hayes-roth 58.99 ± 11.81 57.23 ± 9.93 45.94 ± 10.57 57.91 ± 12.67 69.79 ± 6.44
Iris 98.67 ± 4.00 97.33 ± 4.42 96.66 ± 4.47 95.33 ± 6.00 95.33 ± 6.70
Leukemia 86.47 ± 9.69 87.16 ± 10.58 89.07 ± 9.27 88.98 ± 10.45 87.83 ± 6.56
Red-Wine 53.89 ± 3.86 52.69 ± 6.55 51.30 ± 5.68 57.56 ± 6.42 56.74 ± 7.51
Seed 90.86 ± 7.30 89.52 ± 8.19 88.09 ± 10.91 89.52 ± 11.02 93.71 ± 7.13
Sonar 63.06 ± 11.85 51.14 ± 14.12 58.59 ± 21.37 54.94 ± 10.97 53.38 ± 1.23
Teaching 55.52 ± 17.40 51.41 ± 14.51 48.38 ± 9.74 49.54 ± 13.39 53.43 ± 17.33
Vehicle 67.80 ± 3.52 69.72 ± 5.17 49.20 ± 4.63 82.86 ± 1.59 81.24 ± 1.95
Vowel 62.87 ± 6.99 52.93 ± 9.33 56.36 ± 7.47 72.12 ± 11.55 69.19 ± 6.68
k-NN > - - - -
NB > ∼ - - -
SVM ∼ ∼ ∼ - -
CNN ∼ < < ∼ -
data sets strongly determined by physical features.
4.3.5. Network analysis
In the following we provide some analysis of the networks obtained by the
proposed framework. Fig. 7 shows a comparison between networks formed by
kNN, RM and the proposed framework. The networks are constructed over the545
“Teaching” data set considering the first run in the experiments. As the number
of features is bigger than three, we have used the Fruchterman-Reingold layout
[42] to generate the graphs. The kNN and RM networks are presented by Figs.
7(a) and 7(b), while the network provided by BIO is exhibited by Fig. 7(c). In
those networks, each data item is represented by a node and each color denotes550
a class. As already having been pointed out, the optimized network presents
the best performance in terms of predictive accuracy. In order to provide a
more detailed analysis, we extract information from a component composed
by the same nodes in the three networks. In addition, we draw the nodes in
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(a) kNN (k = 3) (b) RM
(c) BIO
Figure 7: Comparison between networks formed by different methods. (a) Network obtained
by kNN; (b) Network formed by RM; (c) Network provided by BIO. Information extracted
from a component composed by the same nodes in the three networks emphasizes a very
distinct organizational structure. For example, in kNN, RM and BIO networks, the most
important nodes in that component have score 0.047 (id. 33), 0.014 (id. 39) and 0.066 (id.
30), respectively.
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different sizes according to their importance, and an identification number (id.)555
is provided for each one of them. The most important nodes have scored 0.047
(id. 33), 0.014 (id. 39) and 0.066 (id. 30) in the networks provided by kNN,
RM and BIO, respectively. Such an analysis suggests that our framework is
promising to find a more efficient organizational structure for the networked
data.560
Now we move to the other analysis which is illustrated by the optimized
network presented by Fig. 8. The figure shows the network obtained for the
“Sonar” data set after the optimization process. Circle and square data items
represent the two classes of data. The dashed contour data items denote partic-
ular test instances wrongly classified by the techniques under comparison. By565
contrast, the proposed framework is able to assign the correct label for each one
of them, since the final classification is given by examining the topological and
physical structures of the data according to the optimized network.
Figure 8: An optimized network obtained for “Sonar” data set. Circle and square data items
comprehend the two classes of data. Test instances (dash contoured) denote misleading cases
when applying the classification techniques under comparison.
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5. Discussion and conclusions
The hypothesis investigated here suggests that networks constructed from570
original data sets by some optimization process present better performance than
those generated heuristically. Generally speaking, the results obtained in this
manuscript reveal the advantages of the structural optimization for network-
based classification. In comparison to well-known network formation methods,
the optimization framework generates networks leading to better classification575
results as revealed by the statistical tests. Such results also suggest that the
application of structural optimization in other network-based machine learning
tasks, such as outlier detection and dimensionality reduction, can bring consid-
erable gain in terms of predictive performance.
Other interesting points about this study is related to the use of complex580
networks for data classification. While most data classification techniques con-
siders only physical features of input data, network-based technique takes into
account also the topological features of the data. Therefore, new assumptions
can be raised from the network representation. For example, the high level
technique [13] assumes the classification can be performed by verifying pattern585
conformation via the constructed data network, which means a test instance
receives the label from the data network of which structure is kept unmodified
or is barely modified after its insertion. Other example is the importance-based
classification [32] which assumes the pattern formation of the data can be de-
tected by exploiting physical and topological properties of the network in such590
a way that a test instance is classified into the class where it has more impor-
tance. Therefore, this investigation suggests that complex network-based data
classification is promising for machine learning research.
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