Abstract. The problem of partitioning a polygonal region into a minimum number of trapezoids with two horizontal sides is discussed. A triangle with a horizontal side is considered to be a trapezoid with two horizontal sides one of which is degenerate. First, a method of achieving a minimum partition is presented. The number M* of the trapezoids in the minimum partition of a polygonal region P is shown to be M* = n + MS -/I -d -I, where n, u', and h are the number of vertices, windows (holes), and horizontal edges of P, respectively, and d is the cardinality of a maximum independent set of the straight-lines-in-the-plane graph associated with P. Next, this problem is shown to be polynomially equivalent to the problem of finding a maximum independent set of a straight-lines-in-the-plane graph, and consequently, it is shown to be NP-complete. However, for a polygonal region without windows, an O(n*)-time algorithm for partitioning it into a minimum number of trapezoids is presented. Finally, an O(n log n)-time approximation algorithm with the performance bound 3 is presented.
I. Introduction
The problem of partitioning a geometric figure into a minimum number of more fundamental ones arises in such applications as manipulation of VLSI artwork data, image processing, and architectural databases. Triangles, convex polygons, and rectangles have been chosen to be the fundamental figures. For a simple Partitioning a Polygonal Region into Trapezoids 291 polygon (i.e., a polygonal region without holes), there have been several polynomialtime algorithms for partitioning it into a minimum number of triangles, convex polygons, etc. [2, 3, 7, 131 . However, for a polygonal region with holes, in most cases, this problem has been shown to be NP-complete [ 11, 151. On the other hand, Lipski et al. [ 161 and Ohtsuki [ 171 have provided polynomial-time algorithms for partitioning a rectilinear polygonal region into a minimum number of rectangles.
In this paper we consider the problem of partitioning a polygonal region into a minimum number of trapezoids with two horizontal sides. A triangle with a horizontal side is considered to be a trapezoid with two horizontal sides one of which is degenerate. This problem is closely related to VLSI artwork data processing systems of electron-beam lithography for VLSI microfabrication. In such systems, the layout is stored as a set of polygonal regions for each layer. These regions are bounded by straight lines, which may have any slope. They may contain windows ("polygon holes"). Each polygonal region should be partitioned into fundamental figures. Trapezoids are used as fundamental figures in an electron-beam lithography system [ 181. The processing time is proportional to the number of trapezoids. Thus a minimum partition of a polygonal region is desired.
First, we describe the problem in graph-theoretic terms, and present a method of achieving a minimum partition of a polygonal region P into trapezoids. The number M* of the trapezoids in the minimum partition is shown to be M* = n + w -h -d -1, where n, w, and h are the number of vertices, windows, and horizontal edges of P, respectively, and d is the cardinality of a maximum independent set of the straight-lines-in-the-plane graph associated with P. Next, we show that this problem is polynomially equivalent to the problem of finding a maximum independent set of a straight-lines-in-the-plane graph. Thus, it is shown to be NP-complete.
Although it is NP-complete to partition a polygonal region into a minimum number of trapezoids, there may be a polynomial-time algorithm for a polygonal region with a fixed number of windows. In fact, we present an O(n2)-time algorithm for partitioning a polygonal region without windows into a minimum number of trapezoids. Also, we give an O(n*+'" )-time algorithm for a polygonal region with w windows.
Since the minimum partition problems are, in general, NP-hard (intractable), good heuristics are therefore of interest. However, very few results with good performance bounds have been available. We present, in the final section, analyses of performance bounds of heuristics for the minimum partition problem into trapezoids. We show that the performance bound of an O(n log n)-time approximation algorithm that uses only horizontal chords is 3 for polygonal regions (2 for polygonal regions without windows, respectively); that is, the algorithm produces at most three times (twice, respectively) as many trapezoids as an optimal algorithm does. We also show that another approximation algorithm with the performance bound (1 + 2/c) for polygonal regions (( 1 + l/c) for polygonal regions without windows) can be designed if we have a (1 -l/c) approximation algorithm for the maximum independent set problem on straight-lines-in-the-plane graphs, where c is some constant.
Preliminaries
In this section we present some definitions and results necessary for the discussions in the following sections.
Consider a set of pairwise nonintersecting simple polygons, I&, I+', , . . . , II',,,. If one polygon, say WO, contains all other polygons Wi, . . . , W, and no other (4 @I polygon contains any polygons, then we have the connected region specified by the interior region of WO, excluding the interior regions of W,, . . . , IV,. Such a connected region is called a polygonal region. An example is illustrated in Figure  1 . WO is called the external polygon, and JV, , . . . , W, are called internal polygons.
Internal polygons are often called windows or holes. Each polygon edge is oriented such that the interior lies to the right of the edge. For the polygonal region described above, the external polygon is clockwise oriented, whereas the internal polygons (windows) are counterclockwise oriented. We assume that no three consecutive vertices are collinear. We consider only polygonal regions of exactly one connected region. Given a polygonal region, we must add chords to partition it into trapezoids. In this paper, only trapezoids with two horizontal sides are considered. Partitions into trapezoids are shown in Figure 2 . Figure 2a shows a nonoptimal partition, and Figure 2b an optimal one, where an optimal partition means a partition into a minimum number of trapezoids. Definition 1. A chord of a polygonal region is a straight-line segment lying inside the region. Each of its endpoints must lie on a polygon edge. It may touch vertices on the way, but it must not intersect with any edges. A chord is primitive if it touches no vertices except at the endpoints.
Let s be a primitive chord of a polygonal region P. Then the region(s) obtained by added s to P is denoted by P + s. If both its endpoints lie on the external polygon of P or on the same window, then P is decomposed into two connected regions (see Figures 3a and 3b .) Thus, P + s consists of two distinct polygonal regions. If one endpoint lies on the external polygon and the other on a window, then the window is eliminated and connected to the external polygon (see Figure  3~ ). If two endpoints lie on two distinct windows, then these two windows are merged into one (see Figure 3d) .
Let s1 be a primitive chord of a polygonal region P and sz be a primitive chord of P + s1 (i.e., s2 is a primitive chord of some polygonal region in P + sl); then P + s1 + s2 is defined to be the polygonal region(s) obtained from P by adding s1 and then s2 to P. P + sI + s2 + ---+ s,,,, m h 3, is defined in a similar way. nonprimitive chord s, such as that shown in Figure 4 , which consists of primitive collinear chords sl, s2, . . .,s,,P+sisdefinedtobeP+si+s2+
---+s,,,. Since any connected planar graph with p nodes, q arcs, and f faces satisfies p-q+f=2(E 1 u er's formula [S]), we have the following lemma. LEMMA 1. Let (s,, s2, . . . , SD) be a sequence of chords drawn to partition a polygonal region P into trapezoids such that each si (i = 1,2, . . . , D) is a primitive chordofP+s,+ . . . + si-,. Then, the number M(P) of trapezoids is given by
where w(P) is the number of windows contained in P.
The index of a polygonal region plays an important role in this paper.
Definition 2. Let P be a polygonal region. Then, the index t(P) of P is defined by t(P) = n(P) + w(P) -h(P) -1, where n(P), w(P), and h(P) represent the number of vertices, windows, and horizontal edges of P, respectively. Similarly, the index t(a) of a set of polygonal regions+= (P,,P2,..., Pk) is defined by the sum of all indices of the polygonal regions in a'; that is, t(e) = i t(Pi). i=l The index of any trapezoid with two horizontal sides is 1. If + is a set of trapezoids with two horizontal sides, then the index t(a) represents the number of those trapezoids. In other words, if a sequence of chords (s, , s2, . . . , s,,J partitions a polygonal region P into trapezoids, then the index t(P + sI + s2 + . . . + s,) represents the number of those trapezoids. Definition 3. Let s be a chord of a polygonal region P. The effect of s in P is defined by effect@; P) = t(P) -t(P + s).
Generally, the effect of a chord Sk in P + s1 + . + . + Sk-1 is defined by effect(sk;P+sl+ . . . +sk-l)=t(Pfsl+
Let (S,) .s2, . . . , s,) be a chord sequence that partitions a polygonal region P into trapezoids. Then, we have t(P + SI + * * * + s,) = t(P) -! effect(sk;
Therefore, a sequence of chords that maximizes the sum of their effects partitions P into a minimum number of trapezoids. The following lemmas are concerned with the effect of a chord S. LEMMA 2. Let s be a primitive chord of a polygonal region P. Then, -3 I eflect(s; P) I I. Specifically, the following hold:
(a) e&ct(s; P) = 1 ifand only ifeither (i) or (ii) holds: (i) s is a horizontal chord between two vertices of P; (ii) s is a nonhorizontal chord between two vertices of P, and two of the edges adjacent to s are collinear with s.
(b) efict(s; P) = 0 ifand only ifone of (iii), (iv), and(v) holds:
(iii) s is a horizontal chord and exactly one of its endpoints is a vertex of P; (iv) s is a nonhorizontal chord between two vertices of P and exactly one of the edges adjacent to s is collinear with s; (v) s is a nonhorizontal chord between a vertex of an edge collinear with s in P and a point on a horizontal edge of P that is not a vertex of P. Let n(P + s), w(P + s), h(P + s), and 1 P + s 1 denote the number of vertices, windows, horizontal edges, and connected regions, respectively, of the resulting polygonal region(s) P + s obtained by adding s to P. Then n(P + s), w(P + s), h(P + s), and 1 P + s 1 can be expressed as follows, according to the location of two endpoints of s shown in For example, consider n(P + s). First cx vertices are newly produced by adding s to P, and then, by cutting along s, as in Figure 3 , each endpoint v of s is split into two vertices v' and V" unless there is an edge that is adjacent to s at v and collinear with s. (Note that if an edge e = (v, w) is collinear with s = (u, v), then three vertices II, v, and w are collinear, and one of v' and v" must be eliminated; see Figure 5 .) Thus, we have n(P + s) = n(P) + (Y + 2 -0. The others can be obtained similarly. Since t(P + s) = n(P + s) + w(P + s) -h(P + s) -1 P + s 1, we have
Thus, we obtain eq. (2.2) because t(P) = n(P) + w(P) -h(P) -1 and effect(s; P) = t(P) -t(P+ s). cl Figure 6 illustrates the effects of various chords. In Lemma 2 we require chords to be primitive. Generally, we have the following lemma by a similar argument.
LEMMA 3. Let s be any chord (not necessarily primitive) of a polygonal region P. Then, e@ct(s; P) is positive ifand only ifeither (i) or (ii) holds: (i) s is a horizontal chord between two vertices of P; (ii) s is a nonhorizontal chord between two vertices of P, and two of the edges adjacent to s are collinear with s. P) = -1: (g) effect(s7; P) = -1; (h) effect(s8; P) = -2; (i) effect&: P) = -3.
We say that a chord is efictive if its effect is positive. Chords s and s' in Figure  4 are examples of effective chords that are not primitive. LEMMA 4. Let s be any chord of a polygonal region P, and SEC(P) and SEC(P + s) be the sets of all effective chords of P and P + s, respectively. Then, the @lo wing holds :
1 SEC(P)( 2 ) SEC(P + s) 1 + effect@; P).
PROOF. This lemma can be proved in the same way as Lemma 2. 0
We now present a natural partition method, which is not only simple but also optimal for some polygonal regions.
Partition Method H For each vertex of a polygonal region, draw as many horizontal chords as possible within the region to the first edge encountered. THEOREM 1. Partition Method H is optimal for a polygonal region P with no effective chords. The number of trapezoids is given by the index of P; that is, t(P) = n(P) + w(P) -h(P) -1.
PROOF. Let (s,, s2, . . . , s,,,) be any chord sequence that partitions a polygonal region P into trapezoids. For each k (k = 1, 2, . . . , m), let SEC(P + s1 + . . . + sk) be the set of all effective chords of P + sI + . . . + Sk. Then, by Lemma 4, we have -effect(sk; P + s1 + -' . + Sk-,) > ) SEC(P + s1 + . . . + S/i) ( -1 SEC(P + SI + . . . + Sk-l) I.
Therefore, we have m t(P + Sl + . . . + sm) = t(p) -c effect(sk; P + sl + . . . + s,+l) k=l > t(P) + I SEC(P + SI + . . . + s,)) -( SEC(P) I.
Since we assumed that there is no effective chord in P, that is, ) SEC(P) 1 = 0, we obtain t(P + sI + . . . + s,) 2 t(P). Here, note that, if the sequence of chords is produced by the Partition Method H, then every chord has effect zero by Lemma 2. This is because it is a primitive horizontal chord, and exactly one endpoint is a vertex of P by the assumption that P has no effective chords. Thus, we have t(P + SI + . . . + s,) = t(P). cl We can implement Partition Method H to run in O(n log n) time by using the plane sweep method in computational geometry, where n is the number of vertices of a polygonal region.
Minimum Partition Problem
We have shown that the minimum number of trapezoids needed to partition a polygonal region P is given by the index of P, that is, t(P) = n(P) + w(P) -h(P) -1, if no effective chord (with positive effect) is available in P. Generally, we can use effective chords to decrease the number of trapezoids. To find the minimum number of trapezoids, we must find the maximum number of available effective chords that are pair-wise independent. The main objective here is to describe the problem (minimum partition problem) in a definite way. For this purpose we define a minimally effective chord and examine the relation between two such chords.
DeJinition 4. An effective chord s is minimally effective ifs is primitive, or ifs is nonprimitive and no primitive subchord contained in s is effective. For two minimally effective chords s1 and s2 of a polygonal region P, s1 is independent of s2 if sI is a minimally effective chord in P + ~2. (Clearly, in this case, s2 is also independent of sI . Thus, sI and s2 are often said to be independent.) A minimally effective chord is characterized by the following lemmas, which are easily observed. LEMMA 
A chord s of a polygonal region P is minimally effective ifand only if either (i) or (ii) holds:
(i) s is a primitive horizontal chord joining two vertices of P; (ii) s is a nonhorizontal chord joining two edges collinear with it. LEMMA 6. Let s be a minimally effective chord of a polygonal region P. Then, the effect of s in P is one, that is, efSect(s; P) = t(P) -t(P + s) = 1. minimally effective in P + ~ (3) (4) (5) . Therefore, the chords ~(2-5-7) and ~(3-5) are independent. On the other hand, the interior angle at vertex 2 is divided by chords ~(2-5-7) and ~(2-11) into three, any of which is not 180". The chord ~(2-5-7) becomes noneffective in P + ~(2-11). Therefore, the chord ~(2-5-7) is not independent of ~(2-1 I). Thus, we can easily observe the following: LEMMA 8. Two minimally effective chords are independent ifand only if either (i) or (ii) holds:
(i) they do not intersect at all; (ii) they touch each other, and one of the interior angles at their common point after drawing them is exactly 180".
LEMMA 9. Let sl, s2, . . . , sD be minimally effective chords of a polygonal region P which are pairwise independent. Then, t(P + S1 + S2 + . . * + SD) = t(P) -D.
PROOF. Immediate from Lemma 6 and Definition 4. 0
The maximum number of minimally effective chords that are pairwise independent is equal to the cardinality of a maximum independent set of a graph defined as follows.
Definition 5. An intersection graph of minimally eflective chords of a polygonal region P, denoted by G(P), is a graph whose node set V(G(P)) is the set of all minimally effective chords of P, and two nodes of V(G(P)) are joined by an arc if and only if they are not independent. For a set @ of polygonal regions, G(@) is defined similarly.
A subset N of the node set of a graph G is tailed independent if there is no arc of G joining any two nodes of N. A maximum independent set of a graph is an independent set of the maximum cardinality. Dashed lines in Figure 8 show the minimally effective chords of the polygonal region. The intersection graph of the minimally effective chords is shown in Figure 9 . Corresponding to Lemma 4, we have the following: LEMMA 10. Let P be a polygonal region and s be any chord of P. Let d(P) (d(P + s), respectively) be the cardinality of a maximum independent set of the Partitioning a Polygonal Region into Trapezoids 299 intersection graph G(P) (G(P + s), respectively) of minimally effective chords of P (P + s, respectively). Then, d(P) e d(P + s) + effect(s; P).
(3.1)
PROOF. By an argument similar to the one in the proof of Lemma 2. Cl Now, we can obtain an optimal partition method as follows:
Partition Method OPM Step 1. Find the set of minimally effective chords of a given polygonal region P.
Step 2. Find a maximum independent set Z*(P) of the intersection graph G(P) of minimally effective chords of P.
Step 3. Using the chords corresponding to the nodes in I*(P), partition P into several polygonal regtons PI, Pz, . . . , pk.
Step 4. Partition each Pi (i = 1, 2, . . . , k) into trapezoids by Partition Method H. THEOREM 2. Partition Method OPM partitions a polygonal region P into a minimum number of trapezoids. The number M*(P) of trapezoids in the minimum partition is given by M*(P) = t(P) -d(P); that is,
where n(P), w(P), and h(P) are the number of vertices, windows, and horizontal edges of P, respectively, t(P) is the index of P, and d(P) is the cardinality of a maximum independent set of the intersection graph G(P) of minimally effective chords of P.
PROOF. By Lemma 9 and Theorem 1, Partition Method OPM partitions the polygonal region Pinto t(P) -
Next, we show
Let @I, x?, . . . , s,,& be a sequence of minimum length among all the chord sequences that partition a polygonal region P into a minimum number of trapezoids. By Lemma 1, we have M*(P) = m(P) -w(P) + 1 if each Si (i = 1, 2, . . . , m(P)) is primitive in P + s1 + . . . + si-1 and M*(P) 2 m(P) -w(P) + 1 otherwise (i.e., if some si is nonprimitive in P + si + . . . + Si-I). Thus, m(P) 5 M*(P) + w(P) -1. We have already obtained M*(P) I t(P) above. Thus, we have m(P) 5 t(P) + w(P) -1, and m(P) is the well-defined number for every polygonal region P. We show (3.2) by induction on m(P). If m(P) = 0, then P is a trapezoid and (3.2) trivially holds. Assume that (3.2) is true for all polygonal regions P with m(P) < m (m 2 1). Let P be a polygonal region with m(P) = m. Let (s,, ~2, . . . , s,) be a chord sequence that partitions P into a minimum number of trapezoids. Set s = sl. We first consider the case in which P + s has exactly one polygonal region. Then, (s2, . . . , s,) is a chord sequence that partitions P + s into a minimum number of trapezoids. Since m(P + s) < m, we have by the inductive hypothesis
Thus, by Lemma 10, we have Even if P + s consists of k (k B 2) polygonal regions PI, . . . , Pk, we can apply the above argument to each Pi and obtain (3.3), where M*(P + s) is the sum of all M*(Pi). Thus, we obtain (3.2) for all polygonal regions P, and the theorem is proved. Cl
A maximum independent set of the intersection graph G(P) shown in Figure 9 is ( a, Q, a], where each chord is represented by its endpoints. Figure 10 illustrates the trapezoids produced by Partition Method OPM.
Steps 1, 3, and 4 in Partition Method OPM can be implemented to run in O(n') time [2a] . Thus, the efficiency of Partition Method OPM can be estimated by Step 2. An intersection graph of minimally effective chords of a polygonal region is a rather restricted graph. However, it is not easy to find a maximum independent set of the intersection graph as we see below.
Definition 6. An intersection graph of a class A of sets is a graph whose node set is the class A and two nodes are joined by an arc if and only if the corresponding two sets have an element in common. An intersection graph of a set of straight lines in the plane (chords of a circle, curves in the plane, respectively) is a straightlines-in-the-plane graph (circle graph, curves-in-the-plane graph, respectively). PROOF. We first show that the class of intersection graphs of minimally effective chords of polygonal regions is a subset of the class of straight-lines-in-the-plane graphs.
Let P be a polygonal region and L the set of minimally effective chords of P. We assume that L satisfies the following condition (X):
(X) Any chord in L is primitive, and no two chords in L have an endpoint in common.
Even if L does not satisfy condition (X), L can always be modified so that it does satisfy condition (X). Suppose that several minimally effective chords of a polygonal region have an endpoint in common. By Lemma 7, at most four minimally effective chords have an endpoint in common. An example is shown in Figure  1 Figure 12~ ). These transformations can be done in polynomial time. We can assume that each minimally effective chord of P corresponds to a straight line of L, and vice versa. Thus, the intersection graph G(P) of minimally effective chords of P coincides with G. 0 A straight-lines-in-the-plane graph is a curves-in-the-plane graph, and a circle graph is a straight-lines-in-the-plane graph [4, 121. The maximum independent set problem is solvable in polynomial time for circle graphs [6] , whereas it is NPcomplete for curves-in-the-plane graphs. This is because planar graphs are curvesin-the-plane graphs [4] , and the maximum independent set problem is NP-complete for planar graphs [5] . Recently, T. Kashiwabara (private communication) showed that the maximum independent set problem for straight-lines-in-the-plane graphs is NP-complete. He proved that the planar 3-satisfiability problem, which is known to be NP-complete [ 141, is polynomially transformable to the maximum independent set problem for straight-lines-in-the-plane graphs. The maximum independent set problem for straight-lines-in-the-plane graphs is polynomially transformable to the problem of minimum partition of polygonal regions into trapezoids, and vice versa (see the proof of Theorem 3). Thus, we have the following theorem: THEOREM 4. The problem of partitioning a polygonal region into a minimum number of trapezoids is NP-complete.
Exact Algorithms for Polygonal Regions with a Fixed Number of Windows
In the preceding section we showed that partitioning a polygonal region into a minimum number of trapezoids is an NP-complete problem. However, for a polygonal region with a fixed number of windows, a polynomial-time algorithm may be possible. In this section we first present an O(n')-time algorithm for partitioning a polygonal region without windows into a minimum number of trapezoids. Next, we describe a polynomial-time algorithm for a polygonal region with a fixed number of windows.
Our O(n2)-time algorithm is based on two results: One is an efficient algorithm for finding a maximum independent set of a circle graph, which is described in the Appendix, and the other is the following theorem. PROOF. We first show that the class of intersection graphs of minimally effective chords of polygonal regions without windows is a subset of the class of circle graphs.
Let P= VI, v2,. . .) v,, v1 be a polygonal region without windows. Let L be the set of minimally effective chords of P. By the same reasoning as used in the proof of Theorem 3, we can assume that L satisfies the condition (X): Any chord in L is primitive and no two chords in L have an endpoint in common. Thus, by Lemma 8, two minimally effective chords of P are independent if and only if they do not intersect at all. Since P is a polygon, for any chords, e = (Vi, vj) and e' = (v,, v,) in L (1 5 i < j zz n, 1 I p < q 5 n), e and e' intersect if and only if one of (v,,, v,) lies on the arc vi, vi+ 1, . . . , vjofPandtheotheronthearcvj,vj+i ,..., v,,v] ,..., Vi; that is, i < p < j < q or p < i < q < j ( Figure 13 ). Now consider a circle C and a sequence of points v I, v2), . . . , v,' , v I on C in clockwise order. For each minimally effective chord (vi, vj) of P, we draw the chord (vi, vi') (see Figure 14) . Then minimally effective chords (vi, vj) and (v,, vq) intersect if and only if the corresponding chords (vl , vj' ) and (vi, v;) of C intersect. Thus, the intersection graph of the chords of C coincides with the intersection graph G(P) of minimally effective chords of P. This implies that G(P) is a circle graph.
Conversely, suppose G is a circle graph and that, for a circle C, L is a set of chords of C realizing G. By an argument similar to the one in the proof of Theorem Step 2 can be implemented to run in O(n) (k 2 2) time for a polygonal region P without windows, then the Partition Method OPM requires only O(nk) time. Note that, even if the set L of minimally effective chords of P does not satisfy the condition (X) stated above, L can always be modified to satisfy the condition (X) in O(n') time. Since G(P) is a circle graph by Theorem 5 and there is an O(n3)-time algorithm for finding a maximum independent set of a circle graph [6] , an O(n3)-time bound for the Partition Method OPM can easily be obtained. However, we can obtain a better bound based on the following theorem: THEOREM 6. A maximum independent set of a circle graph composed of n chords of a circle can be found in O(n2) time.
Since a detailed description of an O(n')-time algorithm for finding a maximum independent set of a circle graph will digress a little from the main stream, we present it in the Appendix. By Theorems 5 and 6, we have the following main theorem in this section: THEOREM 7. Partition Method OPA4 can be implemented to run in O(n2) time for a polygonal region P without windows, where n is the number of vertices of P.
Next, we present an O(n2tW )-time algorithm for partitioning a polygonal region with w windows into a minimum number of trapezoids.
Let P be a polygonal region with w windows WI, W,, . . . , IV,.. We consider the external polygon of P to be a window I+',. For a minimally effective chord s, s is called a connector of P if it connects two distinct windows (Figures 3c and 3d) . If a minimally effective chord s connects two points on the same windows ( Figures  3a and 3b) , then it is called a proper chord of P. The following lemma characterizes the intersection graph of proper chords of P.
LEMMA 11. For a polygonal region P with w windows W, , W2, . . . , W, and the external polygon W,, let G( W;) (i = 0, 1, . . . , w) be the intersection graph of those minimally effective chords of P that are proper chords connecting two points on W;. Then each G( W;) is a circle graph and the intersection graph Go(P) of those minimally effective chords of P that are proper is the disjoint union of G( Wi)'s (i=O, l,..., w).
PROOF. For two proper chords s and s' such that s connects two points on some window and s' connects two points on another window, then s and s' are clearly independent. This implies that G,(P) is the disjoint union of G( Wi)'s (i=O, l,..., w). For Wi (i = 1, 2, . . . , w), let vi], viz, . . . , V;I be the sequence of vertices of W, in counterclockwise order. For two minimally effective chords s = (v;,, ~;k) and S' = (Vij,, Vik') (1 5 j < k, 1 5 j' < k') of P connecting vertices of W; and satisfying the condition (X), s and s' intersect if and only ifj <j ' < k < k' or j ' < j c k' < k (even if the chords s and s' lie outside Wi). Thus, by the same argument as in the proof of Theorem 5, we have that the intersection graph G( Wi) of those minimally effective chords of P that are proper chords connecting two points on W; is a circle graph. q By Lemma 11, we can obtain the following partition method for a polygonal region with w windows.
Partition Method B for a Polygonal Region with w Windows
Step 1. For a given polygonal region with w windows, find the set of minimally effective chords of P.
Step 2. Find a maximum independent set Z*(P) of the intersection graph G(P) of minimally effective chords of P as follows.
Step 2.1.
Step 2.2.
Step 2.3.
Find a maximum independent set lo of the intersection graph G,(P) of those minimally effective chords of P that are proper. For each connector Sj (j = 1, 2, . . . , m), find a maximum independent set Z*(P + s,) of the intersection graph G(P + Sj) of minimally effective chords of the polygonal region P + Sj and set Zj = Z*(P + s,) U IS,). Find a set Z*(P) of maximum cardinality among the sets lo, I,, . . . , I,.
Step 3. Using the minimally effective chords corresponding to the nodes in Z*(P), partition P into several polygonal regions PI, Pz, . . . , Pk. PROOF. Since every maximum independent set of the intersection graph G(P) either contains connector sj or not, a maximum independent set of G(P) is correctly obtained in Step 2. Thus, the correctness of Partition Method B follows from Theorem 2.
Steps 1, 3, and 4 in Partition Method B can be implemented to run in O(n2) time. Thus we consider only Step 2. Let m be the number of those minimally effective chords that are connectors of P. We show by induction on m and w that the time complexity T(n; m, w) required in Step 2 is estimated as follows:
T(n; m, w) = O(m"""("+')n2). Step 2.2 is divided into two parts: One is to find the minimally effective chords of P + Sj (j = 1, 2, . . . , p), which requires O(n) for each j if the minimally effective chords of P are used; the other is to find a maximum independent set Z*(P + s,) of G(P + Sj), which requires T(nj; mj, Wj) for eachj, where nj, mj, and Wj are the number of vertices, connectors, and windows of P + Sj, respectively. Thus Step 2. Finally, we give a heuristic method in Partition Method B for finding a maximum independent set of the intersection graph of minimally effective chords. Let P be a polygonal region with w windows IV,, WZ, . . . , W,. Consider the external polygon to be a window WO. Let F(P) be the plane graph obtained from P by drawing all minimally effective chords of P (Figure 15a) . A node of F(P) is a vertex of P or an intersection point of some minimally effective chords of P. Clearly, F(P) has O(n2) nodes. If F(P) has a region fadjacent to two distinct windows W'i and Wj of P, then we can merge two windows into one by drawing broken line s inside the region fconnecting a point on IV, and a point on Wj (see Figure 15b) . As far as finding a maximum independent set of G(P) is concerned, we can draw such lines, because the intersection graph is not changed. Thus, this may be applied to reducing the time complexity of Step 2 in Partition Method B because it will decrease the number of windows of P (see Theorem 8).
Approximation Algorithms
In the preceding section, we have presented an O(n2+")-time algorithm for partitioning a polygonal region with w windows into a minimum number of trapezoids, although, in general, this problem for polygonal regions with the unbounded number of windows is NP-complete. However, this algorithm requires too much time to be practical. Thus, heuristics with good performance bounds are of interest for practical applications.
In this section, we present an approximation method for this problem and an analysis of its performance bound. As a special case of this method, we can obtain an O(n log n)-time approximation algorithm with the absolute performance bound 3. Note that for an Approximation Algorithm C for a minimization (maximization, respectively) problem, the absolute performance bound R(C) of the algorithm C is defined by R(C) = sup1 1 C(I) I/ 1 OPT(I) 1) (R(C) = inf{ I C(I) I/ 1 OPT(I) I), respectively), where I is an instance of the problem, and OPT(Z) is an optimal solution for I while C(1) is an approximation solution for I obtained by the algorithm C. Our approximation method is based on an approximation method (AMIS) for the maximum independent set problem on intersection graphs of minimally effective chords of polygonal regions. If the absolute performance bound of the AMIS method is 1 -l/c (c 2 l), then the bound of our method is given by 1 + 2/c for polygonal regions (1 + l/c for polygonal regions with zero or one window). We present such an algorithm for 4-partite graphs later.
Partition Method A
Step 1. Find the set of minimally effective chords of a given polygonal region P.
Step 2. Find an independent set Z(P; A) of the intersection graph G(P) of the minimally effective chords by an approximation method AMIS with the absolute performance bound 1 -I/c.
Step 3. Using the chords corresponding to the nodes in I(P; A), partition P into several polygonal regions PI, P2, . . . , Pk. Let Z(P; A) be an independent set of G(P) obtained by the method AMIS and Z*(P) be a maximum independent set of G(P). Let M(P; A) be the Thus we have 1 Z*(P) 1 5 @(n(P) + 2w(P) -h(P) -2) -2 1 Z*(P) 1 < 2(n(P) + w(P) -h(P) -1 Z*(P)1 -1) = 2M*(P), (5.5) because it is easily seen that any window contains at least two nonhorizontal polygon edges and n(P) -h(P) -2w(P) L 0. The ratio is asymptotically 2. On the other hand, the polygonal region P shown in Figure 16b contains m windows. We can easily see that M(P; H) = 3m + 5 and M*(P) = m + 3. Thus we have
We have shown that if we have an approximation algorithm with its absolute performance bound bounded by some constant for the maximum independent set problem on the intersection graphs then we can design an approximation algorithm for the minimum partition problem of polygonal regions whose absolute performance bound is better than that of Partition Method H. Unfortunately, we know no polynomial-time approximation algorithm with the absolute performance bound bounded by some constant for the maximum independent set problem of general graphs [5] . It might be possible for straight-lines-in-the-plane graphs, although no proof is available. Thus, if we consider all possible straight-lines-in-the-plane graphs, then there may be little hope of obtaining a (1 -1 /c) approximation algorithm for the maximum independent set problem for some c > 1.
However, a polygonal region in current VLSI artwork data consists of k . 45" (k = 0, 1, 2, 3) lines. Thus, it is meaningful to consider polygonal regions bounded by k . 45" lines. We now assume that polygon edges are decomposed into four sets of o", 45", go", and 135" lines, respectively. Thus, the set of minimally effective chords is decomposed into four sets El, Ez, ES, and Ed of o", 45", go", and 135" lines, respectively. This implies that the intersection graph is a 4-partite graph since any two minimally effective chords s' and s" in the same set Ei are independent. The complexity of the maximum independent set problem for 4-partite graphs is not known, but a maximum independent set of a bipartite graph can be found in O(n512) by a maximum matching algorithm 191. This polynomial-time exact algorithm leads to the following approximation algorithm F for the maximum independent set problem on 4-partite graphs.
Approximation Algorithm Ffor 4-Partite Graphs Input. 4-partite graph G = (V,, V2, V,, V4, A), where each node set vi (i = 1, 2, 3, 4) is independent. Output. Independent set Z(F). Method. For each pair (6, I$), i < j, we construct the subgraph Gij induced by vi U 5. Since Gij is a bipartite graph, we can find a maximum independent set Z$. Let Z(F) be a maximum one among ZQ, 1 5 i <j I 4.
LEMMA 12. The absolute performance bound of the algorithm F for the maximum independent set problem on 4-partite graphs is i. The set of minimally effective chords of such a polygonal region P can be obtained in O(n log n) time by the plane sweep method. A maximum independent set of the intersection graph of those minimally effective chords of P that have only two kinds of slopes can be obtained in O(n 3'2 log n) time [lo] . Thus, Approximation Algorithm F only requires O(n 3/2 log n) time. Using Approximation Algorithm F and Theorem 9, we have the following theorem: THEOREM 11. There is an O(n 3'2 log n)-time approximation algorithm for the minimum partition problem ofpolygonal regions with k . 45" (k = 0, 1, 2, 3) lines into trapezoids whose absolute performance bound is 2 ($ for polygonal regions without windows).
Other examples of an application of Approximation Method A are as follows. Consider a polygonal region P whose windows (internal polygons) are all rectilinear. Then the intersection graph G(P) of minimally effective chords of P is divided into two subgraphs G, and G2: G, is the intersection graph of those minimally effective chords of P that connect two vertices on the external polygon, and G2 is the intersection graph of those minimally effective chords of P that connect a vertex on a window and a vertex on a window or the external polygon. Note that Gi is a circle graph and Gz is a bipartite graph. Thus we can obtain a maximum inde& pendent set I, of G, in O(n2) time by Theorem 6 and a maximum independent set 12 of G2 in O(n3j2 log n) time [lo] . Since a maximum independent set Z*(P) of G(P) satisfies 11 Z*(P) 1 I max] ] I, ] , ] I2 ] 1, we can obtain an O(n2)-time approximation algorithm with absolute performance bound 4. Thus, we have an O(n2)-time approximation algorithm with the absolute performance bound 2 for partitioning a polygonal region with rectilinear windows into trapezoids.
Also consider a rectilinear region P. An approximation algorithm with absolute performance bound 4 for the maximum independent set problem on bipartite graphs can be trivially obtained. Thus, we have an O(n log n)-time approximation algorithm with the absolute performance bound 2 for partitioning a rectilinear region into rectangles.
Finally, we give a remark on approximation algorithms. For a polygonal region P, let I Z*(P)1 = a(P)n(P), where a(P) is a parameter. Clearly, 0 I a(P) I f. If P does not contain so many minimally effective chords, then a(P) is very small. For example, current VLSI artwork data may satisfy a(P) 5 &. Thus, it is meaningful to analyze the performance bound of an approximation algorithm with a(P) as a parameter. By an analysis similar to the one described above, we can obtain an approximation algorithm with its performance bound 1 + (4a(P)/c(3 -4a(P))) for a polygonal region P if we have a (1 -l/c) approximation algorithm for the maximum independent set problem on intersection graphs of minimally effective chords of polygonal regions. The bound above is 1 + 2/c if a(P) = 1 and 1 + 1/5c if a(P) = $. Thus, Partition Method H (c = 1) will work well in practice.
Concluding Remarks
We have considered the problem of partitioning a polygonal region into a minimum number of trapezoids with two horizontal sides. The key idea is an index t(P) = n(P) + w(P) -h(P) -1 of a polygonal region P, where n(P), w(P), and h(P) are the number of vertices, windows, and horizontal edges of P, respectively. The approach based on such an index may not be specific to the decomposition problem into trapezoids. In fact, we have defined an index tr(P) = n(P) + 2w(P) -2 for the minimum number triangulation problem and obtained an O(n log n)-time algorithm with the absolute performance bound 4 for partitioning a polygonal region into triangles [I].
Appendix. An O(n2)-Time Algorithm for Finding a Maximum-Weight Zndependent Set of a Circle Graph We first present an O(n log n)-time algorithm for finding a maximum-weight independent set of an interval graph. Then, using this algorithm for an interval graph, we describe an O(n2)-time algorithm for finding a maximum-weight independent set of a circle graph. Here, interval graph is an intersection graph of a set 310 T. ASANO, T. ASANO, AND H. 1MAl of intervals and a maximum-weight independent set is an independent set of maximum weight with respect to a given weight function on the node set.
Consider an interval graph G, whose intervals are given by Zi = [x7, xt] (i = 1, 2 . * 3 n). Without loss of generality, we can assume that 2n numbers xi, XT are distinct and xi < x2 < *-* cx,. To each interval Zi, a positive weight w(i) is attached. For this interval graph G,, a maximum-weight independent set can be found using the algorithm below that uses a variant of the plane sweep method, where we consider a dummy interval ZO = [-to, -ml. For i = 1, 2, . . . , n, let Gi be the interval graph of intervals I,, 12, . . . , Zi. Then Si is a maximum-weight independent set of Gi that contains the interval Zi if and only if Si -(Zi) is a maximum-weight independent set of the interval graph of those intervals I,,, with xz < XT. Thus we can easily obtain the following observation by induction on k,
which will help us to analyze the algorithm below:
Let x be the kth number and J be a maximum-weight independent set of the interval graph of those intervals I,,, with x2 < x. Then, just before the kth iteration, U is the weight of J and, for each i with XT < x, W(i) is the weight of a maximumweight independent set Si of Gi that contains Zi. Furthermore, j indicates the rightmost interval contained in J; that is, x7 L x$ for any interval I,,, in J if J # 0, and j = 0, otherwise. p(i) indicates the rightmost interval contained in Si -(Ii); that is, XAi, = max(xJ 1 Zh E (Si U (lo)) -(Ii)). Let S' be a maximum-weight independent set of G,,, and let Zi be the interval having the maximum index among intervals S'. Then W(i) is the weight of the maximum-weight independent set of Gn, and S' -{Ii) is a maximum-weight independent set of G&i). Thus, S obtained by Procedure MWIS is actually the maximum-weight independent set of G,. This algorithm takes O(n log n) time in sorting 2n numbers XT, XT (i = 1, 2, . . . , n), and O(n) time in the other parts, hence we have the following: LEMMA Al. A maximum-weight independent set of an interval graph composed of n intervals can be found in O(n log n) time. Furthermore, if 2n endpoints of intervals are given in sorted order, it can be found in O(n) time.
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Gavril [6] has shown that a maximum-weight independent set of a circle graph can be found by solving n times the problem of finding a maximum-weight independent set of an interval graph consisting of at most n intervals. He has shown that the problem for interval graphs can be solved in O(n*) time, and that the total time complexity of his algorithm is O(n3). In solving n problems for those interval graphs, we need to sort only once, so that, by Lemma Al, we can obtain the following theorem, which is a little generalization of Theorem 6: THEOREM A 1. A maximum-weight independent set ofa circle graph composed of n chords qf a circle can be found in O(n*) time.
