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Abstract
In 1938, Morse and Hedlund proved that the subword complexity function of any
bi-infinite word is either bounded or at least linearly growing. In 1982, Ehrenfeucht
and Rozenberg proved that this gap property holds for the subword complexity func-
tion of any language. The aim of the present paper is to present a self-contained,
compact proof of the latter result.
1 Notation and definitions
The set of natural integers is denoted N. Throughout the paper, A denotes a finite set of
symbols, i.e., an alphabet, and α denotes the cardinality of A.
A word over A is a finite string of elements of A. The set of all words over A is denoted
A⋆. For every w ∈ A⋆, |w| denotes the length of w. For each n ∈ N, An denotes the set of
all n-length words over A. The empty word, denoted ε, is the unique word of length zero.
Word concatenation is denoted multiplicatively. Given x, y ∈ A⋆, we say that x is a prefix
of y if there exists w ∈ A⋆ such that y = xw, we say that x is a suffix of y if there exists
w ∈ A⋆ such that y = wx, and we say that x is a factor of y if there exist w, w′ ∈ A⋆ such
that y = wxw′.
A language over A is a subset of A⋆. Let L be a language over A. Given x ∈ A⋆, we say
that x is a factor of L if x is a factor of some word in L. For each n ∈ N, Fn(L) denotes
the set of all n-length factors of L. The complexity function of L is the function mapping
each n ∈ N to the cardinality of Fn(L). Let p denote the complexity function of L. Note
that p(0) = 1 unless L = ∅ because ε is a factor of every word.
Example 1. Let L = A⋆. For each n ∈ N, it is clear that Fn(L) = An, so p(n) = αn.
Example 2. Let L = {aibj : i, j ∈ N}. For each n ∈ N, it is clear that Fn(L) ={
a
n−k
b
k : k = 0, 1, 2, . . . , n
}
, so p(n) = n+ 1.
Example 3. Let L = {biabjabi : i, j ∈ N}. For each n ∈ N, Fn(L) is the set of those
n-length words over {a, b} in which a occurs at most twice, so p(n) = 1
2
n(n + 1) + 1.
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Example 4. Let L =
{
ba
2k
b : k ∈ N} and Xn = {an, ban−1, an−1b} for each n ∈ N \ {0}.
For each k ∈ N \ {0}, it is clear that F2k(L) = X2k ∪
{
ba
2k−2
b
}
and F2k+1(L) = X2k+1, so
p(2k) = 4 and p(2k + 1) = 3.
Exercise 1. Let L = {aa : a ∈ A}⋆: L is the closure of {aa : a ∈ A} ∪ {ε} under con-
catenation. Prove that p(2k + 1) = 2αk+1 − α and p(2k) = αk+1 + αk − α for every
k ∈ N.
Exercise 2. Prove that if L is a proper subset of A⋆ then there exist real numbers λ, β ≥ 1
such that β < α and p(n) ≤ λβn for every n ∈ N (hint: p(n + n′) ≤ p(n)p(n′) for all n,
n′ ∈ N).
2 The Morse-Hedlund complexity gap
The aim of this paper is to present a self-contained, compact proof of:
Theorem 1 (Ehrenfeucht and Rozenberg, 1982 [5]). Let p be the complexity function of
some language. Either p(n) is greater than n for every n ∈ N, or p is bounded.
For instance, it follows from Theorem 1 that no complexity function grows like
√
n.
Example 2 shows that the lower bound is tight. Exercise 2 shows that there is also a
“complexity gap” at the opposite extremity of the spectrum. In addition to proving Theo-
rem 1, Ehrenfeucht and Rozenberg described the class of those languages whose complexity
functions are bounded:
Theorem 2 (Ehrenfeucht and Rozenberg, 1982 [5]). Let L be a language over A. The
complexity function of L is bounded if, and only if, there exists a finite language X over A
such that L ⊆ {xynz : (x, y, z, n) ∈ X ×X ×X × N}.
Before presenting the proof of Theorem 1, let us state the various related results that
can be found in the literature. In order to do so, let us introduce a little more material.
A (right-)infinite word over A is a function from N to A. A bi-infinite word over A is a
function from the set of rational integers to A. Let u be an infinite or bi-infinite word over
A. Given x ∈ A⋆, we say that x is a factor of u if there exists i in the domain of u such that
x = u(i)u(i+ 1)u(i+ 2) · · ·u(i+ |x| − 1). The set of all factors of u is called the language
of u. The complexity function of u is defined as the complexity function of its language.
Example 5. Let u be the bi-infinite word over {a, b} given by: u(i) = b for every i ∈ N
and u(−i) = a for every i ∈ N \ {0}. Let L be as in Example 2. The language of u equals
L, so the complexity function of u maps n to n+ 1 for every n ∈ N.
We say that a function p : N→ N is FIATC (first increasing and then constant) if there
exists m ∈ N such that p(0) < p(1) < p(2) < · · · < p(m) and p(m + n) = p(m) for every
n ∈ N.
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Theorem 3 (Morse and Hedlund, 1938 [7, 4]). Let u be a bi-infinite word and let p denote
the complexity function of u.
• If u is not periodic then p is increasing.
• If u is periodic then p is FIATC and supn∈N p(n) is the least period of u.
On the one hand, FIATC functions are clearly bounded. On the other hand, observe
that any increasing function p : N → N satisfies p(n) ≥ n + p(0) for every n ∈ N. Hence,
Theorem 3 implies Theorem 1 in the case where p is the complexity function of a bi-infinite
word. Example 4 shows that bounded complexity functions are not necessarily FIATC;
unbounded complexity functions are not necessarily monotonically increasing:
Example 6. Let L = {a, b}⋆ ∪ {c, d, e}. It is clear that p(n) = 2n for every n ∈ N \ {1}
and that p(1) = 5. Remark that p is unbounded and p(2) = 4 < 5 = p(1).
Example 7. Let L =
{
a
k
b
k : k ∈ N}∪ {ba2kb : k ∈ N}∪{ab2ka : k ∈ N}. It is clear that
p(2k + 1) = 2k + 2 for every k ∈ N and that p(2k) = 2k + 3 for every k ∈ N \ {0, 1}.
Remark that p is unbounded and p(n) > p(n+ 1) for infinitely many n ∈ N.
Exercise 3. Let L be the set of all non-empty words w over {a, b} such that for every
integer k with 1 ≤ k < 2⌊log4|w|⌋, bakb is not a factor of w.
1. Prove that p is not polynomially bounded (hint: p(4k) ≥ 22k for every k ∈ N).
2. Prove that p(n) > p(n+ 1) for infinitely many n ∈ N (hint: p(4k − 1) > p(4k) for all
but finitely many k ∈ N).
The most famous variant of Theorems 1/2 and 3 is:
Theorem 4 ([4, 3, 6, 8, 2]). Let u be an infinite word and let p denote the complexity
function of u.
• If u is not eventually periodic then p is increasing.
• If u is eventually periodic then p is FIATC and the period of u is not greater than
supn∈N p(n).
A Sturmian word is nowadays usually defined as an infinite word whose complexity
function maps n to n + 1 for every n ∈ N [6, 8]. By Theorem 4, Sturmian words are
those non-eventually-periodic infinite words with minimum complexity. There is no trivial
example of Sturmian word.
Exercise 4. Let u be a Sturmian word and let u′ be the infinite word defined by: u′(i) =
u(i+ 1) for every i ∈ N. Prove that the language of u equals the language of u′.
To conclude the section, let us state the latest improvement of Theorem 1.
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Theorem 5 (Balogh and Bolloba´s, 2005 [1]). For each real number x, let
φ(x) =
⌈
x+ 1
2
⌉⌊
x+ 1
2
⌋
.
• Let p be the complexity function of some language and let m ∈ N. If p(m) ≤ m then
p(n+ p(m) +m) ≤ φ(p(m)) for every n ∈ N.
• For each k ∈ N, there exists a function pk : N → N such that pk is the complex-
ity function of some language over {a, b} and both sets {n ∈ N : pk(n) = k} and
{n ∈ N : pk(n) = φ(k)} are infinite.
The second part of Theorem 5 ensures that the function φ is optimal.
3 The proof of Theorem 1
Definition 1. We say that a word w ∈ A⋆ is a (right-)special factor of the language L if
there exist a, b ∈ A with a 6= b such that both wa and wb are factors of L.
Special factors are standard tools for studying complexity functions [2].
Lemma 1. The language L admits infinitely many special factors if, and only if, for each
n ∈ N, L admits at least one n-length special factor.
Proof. Simply remark that any suffix of any special factor of L is also a special factor
of L.
Definition 2. We say that the language L is (right-)extendable if for each w ∈ L, there
exists a ∈ A such that wa ∈ L.
Example 8. The language of any infinite or bi-infinite word is extendable.
Lemma 2.
1. If a language only admits finitely many special factors then its complexity function is
eventually constant.
2. If an extendable language admits infinitely many special factors then its complexity
function is increasing.
Proof. For each non-empty word w, let ρ(w) denote the (|w| − 1)-length prefix of w:
ρ(xa) = x for every x ∈ A⋆ and every a ∈ A. For every w ∈ A⋆, w is a special fac-
tor of L if, and only if, there exist u, v ∈ L such that u 6= v and ρ(u) = ρ(v) = w.
Assume that L only admits finitely many special factors. Let m be an upper bound
on the lengths of the special factors of L. For every integer n > m, ρ induces an injection
from Fn+1(L) into Fn(L), and thus we have p(n+1) ≤ p(n). Therefore, p is monotonically
decreasing on {n ∈ N : n > m}. It follows that p is eventually constant.
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Assume that L is extendable and admits infinitely many special factors. Let n ∈ N.
On the one hand, ρ induces a surjection from Fn+1(L) onto Fn(L) because L is extendable.
On the other hand, ρ is not injective on Fn+1(L) because, by Lemma 1, L admits at least
one n-length special factor. Hence, ρ induces a non-bijective surjection from Fn+1(L) onto
Fn(L). It follows p(n+ 1) > p(n). We have thus shown that p is increasing.
Note that the converse of Lemma 2.1 does not hold in general:
Example 9. Let L = {akb : k ∈ N}. The complexity function of L is eventually constant:
for every n ∈ N \ {0}, we have p(n) = 2 because Fn(L) = {an, an−1b}. However, L admits
infinitely many special factors: for every n ∈ N, an is a special factor of L.
Exercise 5. Prove that the complexity function of any extendable language is either
increasing or FIATC.
Exercise 6. Prove that if the language of an infinite word only admits finitely many special
factors then this infinite word is eventually periodic.
Exercise 7. Prove that if the language L only admits finitely many special factors then
there exists a finite language X over A such that L ⊆ {xyn : (x, y, n) ∈ X ×X × N}.
Exercise 8. For each n ∈ N, let s(n) denote the number of n-length special factors of L.
1. Prove that p(n + 1)− p(n) ≤ (α− 1)s(n) for every n ∈ N.
2. Prove that if L is extendable then p(n + 1)− p(n) ≥ s(n) for every n ∈ N.
Lemma 2 can be easily deduced from Exercise 8.
Definition 3. A language is called factorial if it equals its set of factors.
Proof of Theorem 1. For every k ∈ N and every w ∈ A⋆, let Ek(w) denote the set of all
x ∈ Ak such that wx is a factor of L. For every k ∈ N, let Lk denote the set of all w ∈ A⋆
such that Ek(w) 6= ∅. Put L∞ =
⋂
k∈N Lk.
Claim 1. For every k ∈ N ∪ {∞}, the language Lk is factorial.
Proof. Let k ∈ N. Let w be a factor of Lk. There exist v, v′ ∈ A⋆ such that vwv′ ∈ Lk.
For any x ∈ Ek(vwv′), the k-length prefix of v′x belongs to Ek(w). Therefore, w belongs
to Lk. We have thus shown that Lk is factorial for every k ∈ N.
Moreover, any intersection of factorial languages is also a factorial language. Therefore,
L∞ is factorial.
Claim 2. For every k ∈ N, Lk+1 is a subset of Lk.
Proof. Let w ∈ Lk+1. For any x ∈ Ek+1(w), the k-length prefix of x belongs to Ek(w).
Therefore, w belongs to Lk.
Claim 3. For every k ∈ N, Lk \ {ε} is a subset of Lk+1A.
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Proof. Let w ∈ Lk \ {ε}. Write w in the form w = w′a with w′ ∈ A⋆ and a ∈ A. For any
x ∈ Ek(w), ax belongs to Ek+1(w′). It follows that w′ belongs to Lk+1, and thus w belongs
to Lk+1A.
Claim 4. The language L∞ is extendable.
Proof. Let w ∈ L∞. For each k ∈ N, there exists ak ∈ A such that wak ∈ Lk: the first
letter of any element of Ek+1(w) is a suitable choice for ak. It follows that there exists
a ∈ A such that wa ∈ Lk for infinitely many k ∈ N. Since the sequence of sets (Lk)k∈N is
monotonically decreasing by Claim 2, wa belongs to L∞.
For each k ∈ N∪{∞}, let pk denote the complexity function of Lk. To prove Theorem 1,
it suffices to check that the following four assertions are equivalent:
(i). There exists m ∈ N such that p(m) ≤ m.
(ii). L∞ only admits finitely many special factors.
(iii). There exists j ∈ N such that Lj only admits finitely many special factors.
(iv). p is bounded.
(iv) =⇒ (i). Assume that p is bounded. Put m = supn∈N p(n). Clearly, m satisfies
p(m) ≤ m. Therefore, implication (iv) =⇒ (i) holds.
(iii) =⇒ (iv). For all k, n ∈ N, Fn+1(Lk) is a subset of Fn(Lk+1)A by Claim 3, and
thus inequality pk(n+ 1) ≤ αpk+1(n) holds. Hence, for every k ∈ N, pk+1 is bounded only
if pk is bounded. Now, assume that there exists j ∈ N such that Lj only admits finitely
many special factors. Then, pj is bounded by Lemma 2.1. It follows that the j complexity
functions pj−1, pj−2, pj−3, . . . , p0 are also bounded. Besides, p equals p0 because L0 equals
the set of all factors of L. We have thus proven that p is bounded. The proof of implication
(iii) =⇒ (iv) is complete.
(ii) =⇒ (iii). Assume that L∞ only admits finitely many special factors. Let n ∈ N be
such that L∞ does not admit any n-length special factor. On the one hand, it follows from
Claim 1 that Fn+1(Lk) = Lk ∩ An+1 for every k ∈ N ∪ {∞}, and thus
Fn+1(L∞) = L∞ ∩An+1 =
⋂
k∈N
(Lk ∩ An+1) =
⋂
k∈N
Fn+1(Lk) .
On the other hand, (Fn+1(Lk))k∈N is a sequence of finite sets, which is monotonically
decreasing by Claim 2, so there exists j ∈ N such that
Fn+1(Lj) =
⋂
k∈N
Fn+1(Lk) .
Hence, we have Fn+1(Lj) = Fn+1(L∞), and thus Lj does not admit any n-length special
factor. It then follows from Lemma 1 that Lj only admits finitely many special factors.
The proof of implication (ii) =⇒ (iii) is complete.
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(i) =⇒ (ii). Assume that there exists m ∈ N such that p(m) ≤ m. Since L∞ is a subset
of L0, we have p∞(m) ≤ p0(m) = p(m) ≤ m, so p∞ is not increasing. It then follows from
Claim 4 and Lemma 2 that L∞ only admits finitely many special factors. We have thus
proven implication (i) =⇒ (ii).
Exercise 9. Prove Theorem 2 (hint: use Exercise 7).
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