We explore Hilbert space reformulations of Riemann Hypothesis developed by Nyman, Beurling, Báez-Duarte, et. al. with a weighted Bergman space H = A 2 1 (D), i.e., Riemann hypothesis holds if and only if the Hilbert subspace H 0 spanned by a certain family of functions coincides with H. A condition that a function does not belong to H ⊥ 0 is given. Moreover, it is proved that the von-Neumann algebra generated by a certain monoid T N = {T k : k ∈ N} of operators is exactly B(H). As a result, Riemann hypothesis is true if and only if H 0 is T * k -invariant for all k ∈ N.
Introduction
A key of understanding the natural numbers N = {1, 2, 3, . . .} is to study the primes P = {2, 3, 5, 7, 11, . . .}. Riemann [25] studied the multiplicative structure of natural numbers by a complex-valued function ζ(s) = ∞ n=1 1 n s (Re(s) > 1), which can be extended to a meromorphic function on the whole complex plane. In classical statistical physics, the structure of a system is usually described by a partition function, whose logarithmic derivative tells the average of energy. Correspondingly, the logarithm derivative of Riemann ζ-function, i.e., 
Note that the modulus of x ρ is bounded by x Reρ . After some efforts, one can deduce that n≤x Λ(n) = x + O x δ+ε for any ε > 0, where δ = sup ρ Re(ρ). Riemann hypothesis (see [11, 15] for surveys), which is still open, says that all the non-trivial zeros of ζ(s) lie on the vertical line with real part 1/2. Or equivalently, the prime distribution should satisfy n≤x Λ(n) = x + O(x 1/2+ε ) for any ε > 0.
In 1896, Hadamard [17] and de la Vallée-Poussin [26] proved independently that ζ(s) is nonzero for Re(s) ≥ 1, which implies the prime number theorem n≤x Λ(n) ∼ x. Till now, people only have knowledge of the non-existence of zeros in the region that is "very close" to the left of the vertical line Re(s) = 1 (see [27] for example).
In quantum physics, observables are described by operators on Hilbert spaces instead of functions. Inspired by physical points of views, Hilbert-Pólya conjecture is regarded as a promising approach for studying Riemann hypothesis. This conjecture says that the imaginary parts of the zeros of ζ(s) are eigenvalues of a self-adjoint operator D. Since the spectrum of a self-adjoint (possibly unbounded and densely defined) operator on a Hilbert space is contained in R, then i(ρ − 1/2) ∈ R implies that Re(ρ) = 1/2, where ρ is any non-trivial zero of ζ(s).
Differential operators usually serve as infinitesimal operators associated to underlying structures. And they are always self-adjoint (after multiplying the imaginary unit i in some situations). So they are suitable candidates for Hilbert-Pólya conjecture. In [12] , Connes showed a beautiful construction with a differential operator D on L 2 w (C Q ), where C Q is the idélè class group of the rational numbers Q. For some technical reasons (to ensure that the eigenfunctions lie in the Hilbert space), Connes added a weight w to the Haar measure of C Q . Due to this weight, it is a pity that the differential operator D is not self-adjoint anymore. However, Connes showed a trace formula, whose global validity is also equivalent to generalized Riemann hypothesis.
In a sequence of papers [14, 16, 21, 22] , people studied the multiplicative differential operator x d dx defined on several Schwartz-type spaces on (0, +∞). In [16] , it is proved that the eigenvalues of x d dx coincides with the non-trivial zeros of ζ(s), and their corresponding multiplicities are same. However, it is a pity that the concept of self-adjoint operator on general topological vector spaces is not mature at present. Also see [7] [8] [9] for some of the constructions related to Hilbert-Pólya conjecture. Moreover, a discrete-type 'differential operator' induced by a convolution of the Möbius function was studied in [13] , which is also related to the Riemann ζ-function.
Another approach for studying Riemann hypothesis is to consider Hilbert space reformulations originated by Nyman [24] and developed by Beurling [10] 
Here {y} means the fractional part of a real number y. Their choice of β 0 is the constant function 1 on (0, 1]. Moreover, Beurling [10] also proved that ζ(s) is free from zero in the right half-plane Re(s) > 1/p (1 < p < ∞) if and only if span(F ) is dense in L p (0, 1].
In [1] , Baez-Duarte showed a stronger version. The uncountable family {ρ λ : x ∈ (0, 1]} was replaced by a countable family F = {ρ 1/k : k = 2, 3, 4, . . .}. Baez-Duarte's choice of H consists of functions in L 2 (0, 1] which are almost everywhere constant on each of the sub-intervals 1 n+1 , 1 n (n = 1, 2, 3, . . .). The function β 0 is still the constant function 1.
Applying a unitary equivalence of Hilbert spaces, Bagchi [2] gave a discrete version of reformulation, with H = l 2 (N, ν), β 0 = 1 and H 0 spanned by F = {r k : k = 2, 3, . . .}. Here ν is the probability measure on N induced by ν({n}) = 1 n(n+1) , and r k (n) = n k (n ∈ N). In fact, it is not hard to prove that β 0 can be replaced by any function such that (letting β 0 (0) = 0)
can be defined and is non-zero in the vertical strip 1/2 < Re(s) < 1. To approximate β 0 by combinations of functions r k (k = 2, 3, . . .), the best possible coefficients are related to the Möbius function µ. We refer to [3] [4] [5] [6] 29] for details.
Recently, Waleed Noor [28] showed another reformulation with H = H 2 (D), the hardy space on the open unit disk D = {z ∈ C : |z| < 1}. The Hilbert subspace H 0 is spanned by the family
. Waleed Noor made use of a weighted Bergman space as a bridge between l 2 (N, ν) and Hardy space. For a complex number z, we use both the expressions z = x + iy for some x, y ∈ R and z = re iθ for some r ≥ 0, 0 ≤ θ < 2π. The normalized area measure on D is denoted by dA, i.e., dA = π −1 dxdy = π −1 rdrdθ. And let dA 1 be the probability measure
on D. Then L 2 (D, dA 1 ) forms a Hilbert space with norm
We refer to [18] for details.
It can be verified that Ψ is an isometric isomorphism, and Ψr k = 1
These functions seem interesting, since they look like weighted logarithmic derivatives of partition functions that carry information on natural numbers k = 2, 3, 4, . . .. Moreover, one also has Ψ1 = 1
In the rest of this paper, we take H = A 2 1 (D), β(z) = 1 1−z and let H 0 be the Hilbert subspace spanned by F = {s k : k = 2, 3, . . .}. Now we restate a Hilbert space reformulation as below. 
For question (I), we hope to find as many functions as we can. For any acquired family E in question (II), the remaining problem becomes that whether functions in E can be approximated by finite combinations of the functions s k (k = 2, 3, . . .). In this paper, we obtain a few partial results to these questions.
For k = 2, 3, . . ., let
The proof of the Hilbert reformulation of Riemann hypothesis of Nyman and Beurling involved a monoid of operators {T λ : λ ∈ (0, 1]} (see [10] ). Waleed Noor [28] also showed that the Riemann hypothesis is true if and only if H 0 contains a cyclic vector for a certain monoid of operators {W n : n ∈ N}. Instead of considering a single operator (such as the differential operators for Hilbert-Pólya conjecture), the structure of the multiplicative monoid (N, ·) can also be studied by monoids of operators.
In [13] , Dong, Huang and the author considered the left regular action of N on l 2 (N). More concretely, for k ∈ N, let L k be the operator defined by
Then the multiplicative monoid of operators L N = {L k : k ∈ N} shares the same structure with N. In particular, certain operator algebras generated by L N can reflect properties of natural numbers. The following results are shown in [13] : (i) The maximal ideal space of the Banach algebra generated by L N in B(l 2 (N)) is homeomorphic to D P . (ii) The C * -algebra generated by L N in B(l 2 (N)) contains no projections of finite rank other than 0. (iii) The von Neumann algebra generated by L N in B(l 2 (N)) is exactly B(l 2 (N)). In particular, statement (i) reflects the fundamental theorem of arithmetic. And statement (ii) is equivalent to the existence of infinitely many primes. Now let us turn back to the Hilbert spaces H and H 0 . Note that H 0 = H if and only if H 0 is an invariant subspace of all operators in B(H). This fact inspires us to consider the following approach for Riemann Hypothesis: first, to find a family {T ω } ω∈Ω of bounded operators on H such that H 0 is T w -invariant for all ω ∈ Ω; second, to show that the weak-operator closed algebra generated by {T ω } ω∈Ω in B(H) is exactly B(H).
For k ∈ N, define the operators T k on H by
Then T 1 = I is the identity operator on H. It can be verified that T N := {T k : k ∈ N} forms an abelian monoid of bounded operators on H (see section 3) . Similar as in [10] and [28] , these operators satisfy the following property. 
In particular, we have T k (H 0 ) ⊆ H 0 .
The family T N seems not enough to generate B(H) as a weak-operator closed algebra. So we put their adjoints T * k together. A von-Neumann algebra is a unital * -algebra of bounded operators on a Hilbert space that is closed in the weak operator topology. Inspired by statement (iii) which is shown as previous, we prove the following theorem. As a corollary, we conclude the following. N) . A short discussion is held at the end of Section 3. In particular, the function β(z) = 1 1−z is a common eigenfunction of all the operators T * k (k ∈ N). We ask the following questions. Question 1: Can we determine the spectrum of T k and T * k for a given k with k ≥ 2? Question 2: Is β the only common eigenfunction of all the operators T * k (k ∈ N)? This paper is organized as follows. In Section 2, we prove Theorems 1.1 and 1.2. In Section 3, we study the properties of T k and T * k , and prove Lemma 1.3, Theorem 1.4 and Corollary 1.5. For a complex-valued function f and a non-negative valued function g, the notation f ≪ g means that |f | ≤ cg for some absolute constant c > 0. For basics in number theory, we refer to [19] and [23] . For basics in Bergman spaces, see [18] . For those in operator algebra and functional analysis, see [20] .
On Hilbert Space Reformulation
The Hardy space H 2 (D) consists of analytic functions on D such that
When f (z) = ∞ n=0 a n z n , one also has
Combining (1) and (3), it is not hard to obtain the following lemma.
Proof. Without loss of generality, we can assume that
n nz n−1 . It follows that
The lemma then follows. Now we prove Theorem 1.1.
Then F ′ k = f k . By Lemma 2.1, it is sufficient to prove that, for any given m ≥ 1,
Note that
Here δ k|n equals 1 when k|n and equals 0 otherwise. Also let δ m|k|n be 1 when m|k and k|n, and be 0 otherwise. And let δ m=n be 1 when m = n and be 0 otherwise. Let K be any natural number with K ≥ m. Note that
By the equality
one deduces that, for n ≤ K,
Let τ be the divisor function, i.e., τ (n) counts the number of different divisors of n. It satisfies that τ (n) ≪ n ε for any ε > 0. For n > K, we have
It follows that
The right-hand side of above formula tends to 0 as K → ∞. Hence 
Suppose that g ∈ B ∩ H ⊥ . Our aim to is show that g = 0.
Since g(z) 1−z ∈ H = A 2 1 (D), then g(z) 1−z ∈ L 2 (D, dA 1 ). We use ·, · to denote the inner product on either L 2 (D, dA 1 ) or H. Now
By Theorem 1.1, we have Span
It follows that f, g(z)
1−z = 0 for any f ∈ H. In particular,
a n z n . Then
n=0 n 1 −n 2 =n a n 1 |z| 2n 2 z n + ∞ n=1 n 2 −n 1 =n a n 1 |z| 2n 1 z n .
Note that z v , |z| r z s = 0 whenever v, r, s, ≥ 0 and s = v. Moreover, when v, r ≥ 0 and s ≥ 1, we also have z v , |z| r z s = 0. Hence
Moreover,
.
We have that 0 = n 1 −n 2 =v a n 1 (v + n 2 + 1)(v + n 2 + 2) = ∞ m=v a m (m + 1)(m + 2)
, (v ∈ N 0 ).
By induction, one can see that a m = 0 for all m ∈ N 0 , i.e., g = 0. So H ⊥ ∩ B = {0}. The proof is completed.
Operators and Operator Algebras
The space H = A 2 1 (D) has an orthogonal basis {z m : m ∈ N 0 }. Recalling (2), for k ∈ N, we have
The operator T 1 = I is the identity operator on H. For j, k ∈ N, we have
So T j T k = T jk for any j, k ∈ N. Let f (z) = ∞ n=0 a n z n be a function in H. Then
where we define κ(k; m) = ⌊(m + 1)/k⌋ − 1.
So
2|a n | 2 (n + 1)(n + 2) = f 2 2 .
It follows that T k = 1. Note that, for m, n ∈ N 0 ,
otherwise.
We conclude that the adjoint operator T * k is given by
Suppose that f (z) = ∞ n=0 a n z n . Then
km+2k−2 n=km+k−1 a n (n + 1)(n + 2) (m + 1)(m + 2)z m .
Note that N) is also a projection. Now we prove Lemma 1.3. Note that
The terms with 0 ≤ n ≤ k − 2 equal zero. For n ≥ k − 1, we let n = mkh + (c + 1)k + l − 1 for some h ∈ N 0 , 0 ≤ c ≤ m − 1 and 0 ≤ l ≤ k − 1. When c = m − 1, we have
When 0 ≤ c ≤ m − 2, we obtain
It follows that (s km − 1 m s k )(z) = k −1/2 (T k s m )(z). The lemma follows.
Proof. Let R be the von-Neumann algebra generated by L N in B(H). Denote by R ′ the commutant of R. That is to say, for S ∈ R ′ and T ∈ R, one always has ST = T S. Note that R = B(H) is equivalent to R ′ = CI. Let S ∈ R ′ . Suppose that Sz l = ∞ n=0 a l,n z n (l ∈ N 0 ), where a l,n ∈ C. It is sufficient to prove that S = a 0,0 I.
First, we shall verify that a l,N = 0 whenever N > l. Note that T * k z l = 0 for all k ≥ l + 2.
we obtain that km+2k−2 n=km+k−1 a l,n (n + 1)(n + 2) = 0, (k ≥ l + 2, m ∈ N 0 ).
In view of the fact gcd(N, N + 1) = 1, we can taking an element M from the non-empty set
It follows from (9) a l,n (n + 1)(n + 2) = 0.
Thus a l,N = 0 for N > l. In particular, one concludes that S1 = a 0,0 . Now we assume as inductive hypothesis that Sz l = a 0,0 z l for all l ≤ L − 1, where L ≥ 1. Our aim is to show that Sz L = a 0,0 z L . Recall that, for k ≥ 2,
In view of κ(k; L) < L, one deduces by inductive hypothesis that
For k ≤ L + 1, combining (8) one obtains that 
Now taking k = L + 1, we have κ(k; L) = 0. So a 0,0 (L + 1)(L + 2) = 2L n=L a L,n (n + 1)(n + 2) = a L,L (L + 1)(L + 2)
, which leads to a L,L = a 0,0 . It remains to prove that a L,0 = . . . = a L,L−1 = 0 under the inductive hypothesis Sz l = a 0,0 z l for l ≤ L − 1. When L + 2 is not a prime, write L + 2 = rt for some r, t ≥ 2. Note that
In view of t − 2 < L, we also have (T r S)z t−2 = a 0,0 T r z t−2 = r 1/2 a 0,0 (z rt−r−1 + . . . + z L ).
It follows from ST r = T r S that a L,0 = . . . = a L,L−1 = 0. When L + 2 is a prime, the number L is odd. Note that And 2 −1/2 (L + 2) −1/2 · (T * 2 T L+2 S)1 = 2 −1/2 (L + 2) −1/2 · a 0,0 (T * 2 T L+2 )1 = a 0,0 (L + 1) 4(L + 2) z (L−1)/2 + a 0,0 2 (z (L+1)/2 + . . . + z L ).
It follows from ST * 2 T L+2 = T * 2 T L+2 S that a L,0 = . . . = a L,L−1 = 0. By induction, we have shown that R ′ = CI. Then R = B(H) and the theorem follows.
Proof of Corollary 1.5. Suppose that Riemann Hypothesis is true. Then H 0 = H by Theorem 0. It follows that H 0 is invariant under T * k for all k ∈ N. Conversely, suppose that H 0 is T * kinvariant for all k ∈ N. By Lemma 1.3, the subspace H 0 is also invariant under T k (k ∈ N). Then H 0 is invariant under any operator in the von-Neumann algebra generated by T N . Combining Theorem 1.4, we conclude that H 0 = H. Then Riemann hypothesis follows from Theorem 0.
It follows from (6) that, for any given k ∈ N and m ∈ N 0 , the Hilbert subspace spanned by {(T * k ) l z m : l ∈ N 0 } has finite dimension. Furthermore, for any given n ∈ N 0 , Span{z m : m = 0, 1, 2, . . . , n} is a common invariant subspace of T * k (k ∈ N). So β is a common eigenfunction of T * k for all k ∈ N. Finally, let us suppose that f (z) = ∞ n=l a n z n with l ≥ 0 and a l = 0. Consider k ∈ N with k ≥ 2. It is immediate that T k f = 0. Since (T k f )(z) = ∞ n=kl+k−1 b n z n for some coefficients b n , one sees that (T k f )(z) = λf (z) for all λ = 0. Therefore, the operators T k (k ≥ 2) do not have common eigenfunctions.
