ABSTRACT The learner community evolution analysis is an important technique in the area of social network analysis and education management. Accurately expressing the complex characteristics of individual social behavior is the core problem associated with analyzing learner community evolution. In this paper, we propose an approach to learner community evolution analysis. First, we present a vector representation model of learner behavior. Then, we use the vector distance calculation method to construct a relational network of learners. Third, the time slice division and the Louvain community discovery algorithm are used to analyze the evolution of the learner community. The experimental results demonstrate that the proposed approach can effectively describe the vector features of learners' individuality and accurately detect factors influencing learner community evolution, such as class grouping, postgraduate entrance examination preparation, and job hunting.
I. INTRODUCTION
Community evolution is ubiquitous, not only in virtual web space but also in daily physical life. Traditionally, learner community evolution analysis has focused on online courses or online discussions [1] , with less analysis of learners' offline behavior. The rapid development of geo-spatial data acquisition and processing technology has enabled the accumulation of abundant off-line spatial behavior data for learners [2] . These large amounts of data on learner location and behavioral trajectory can be used to derive important values of spatial structure information and learner behavior information. In-depth analysis and mining of this information can reveal not only the daily behavior of learners and the common behavioral features of group members but also The associate editor coordinating the review of this manuscript and approving it for publication was Zhan Bu.
the social behavior among learners in the whole learning cycle, such as the university learning cycle or postgraduate learning cycle. Therefore, the study of learner social relations and dynamic community evolution theory based on large amounts of learner behavior trajectory data can reveal the development of study collaboration among learners in the whole learning cycle.
The key points of community evolution research [3] , [4] include network construction, community detection, time slice division, community structure evaluation and analysis, and event detection. The network is represented by a graph of static structure composed of nodes and edges in which a node represents a person or community and an edge represents relationships such as friendship or membership. The main research task has been community detection, that is, identifying meaningful group structures of the network [5] - [7] . The social network data are divided into time slices and integrated according to the time window. Next, the community structure of each time slice is calculated, and the relations among the community structures of adjacent time slices are analyzed. Finally, an event will be detected by the evolution of structural patterns. This simple and intuitive method is commonly used by sociologists, physicists, and computer researchers. However, there are several key challenges in this type of research when learners' offline behavior is used. For example, it is extremely challenging to accurately build social networks using learners' behavioral characteristics with a proper time window setting. In addition, the challenges of analyzing the association between community evolution process events and community structure change continuously over time.
The main contributions of this paper can be summarized as follows:
1) We present a new vector representation method for learner behavioral characteristics named Learner2Vec. This method applies the representation learning technique by taking as input large-scale university students' individual behavior trajectory data. 2) We build a network relationship between learners based on the vector distance formula. On this basis, we use time slice division and the Louvain community discovery algorithm to analyze the evolution of the learner community and identify the factors that influence changes in the learner community.
3) The experimental results show that the proposed method can describe the features of individual students behavior, construct the social network among individuals, and finally perform community evolution analysis. In addition, the method can identify other important factors, such as class placement, postgraduate entrance examination preparation and job hunting, which help reflect the changes in learner groups effectively. The rest of the paper is organized as follows. Section II summarizes related work. SectionIII describes the proposed Learner2Vec model for representing learner behavioral characteristics. SectionIV presents an analysis and measurement of learner community evolution. SectionV discusses the application of the method and the results for the case data, and sectionVI concludes the paper.
II. RELATED WORK
Along with the development of deep learning, representation learning has been widely used in various research areas, such as image recognition, natural language processing, and social network analysis. This section summarizes the study of representation learning in social network analysis and community discovery and evolution analysis.
A. REPRESENTATION LEARNING IN SOCIAL NETWORKS
Representation learning in social networks is performed by network embedding, which assigns nodes in a network to lowdimensional representations and effectively preserves the network structure. To transform networks from the original network space to the embedding space, different models can be adopted to incorporate different types of information or address different goals. The commonly used models include matrix factorization, random walk, deep neural networks and their variations [8] .
In the set of matrix factorization models, singular value decomposition (SVD) is commonly used in network embedding due to its optimality for low-rank approximation [9] . Nonnegative matrix factorization is often used because of its advantages as an additive model [10] . In a series of random walk models, to make an analogy with Word2Vector, random walk models are exploited to generate random paths over a network. By regarding a node as a word, we can regard a random path as a sentence, and the node neighborhood can be identified by its co-occurrence rate as in Word2Vector. Some representative methods include DeepWalk [11] and Node2Vec [12] . Some representative methods, such as SDAE [13] , SDNE [14] , and SiNE [15] , propose deep learning models for network embedding to address these challenges.
B. COMMUNITY DISCOVERY AND EVOLUTION ANALYSIS
Extant community research is divided into community discovery, community evolution analysis, community structure analysis, and so on [16] . Community research has a wide range of applications in service recommendation, future user mobility analysis, user demand change analysis, and discovery of network anomaly events. In the set of community discovery algorithms, the optimization-based methods and heuristic methods are used for medium and small scale networks, such as the spectral method [17] , GN [5] and Louvain method [18] . For large-scale networks, Raghavan et al. [19] proposed a community discovery algorithm based on tag propagation. Yang [20] proposed a community discovery algorithm based on a large group of community discovery algorithms. Wang et al. [21] proposed a new community discovery algorithm method based on spectral clustering. Community evolution analyzes changes in community structure over multiple continuous time scales and their influencing factors. Tang et al. [22] proposed a multimode network community structure with a time-varying algorithm that can determine the interactions between communities based on the interactions between different individuals. Yuguang et al. [23] proposed a persistent dynamic game method (PDG) to achieve dynamic network interaction prediction for a dynamic network of community structure evolution. Gao et al. [24] proposed a clustering dynamic network approach based on the community evolution algorithm of the leader node. Takaffoli et al. [25] proposed to identify the community structure of the dynamic network by means of incremental analysis.
III. LEARNER SPATIAL BEHAVIOR FEATURE REPRESENTATION
Abundant useful information that records the behavior of individuals and groups can be obtained from a large number of learner location and behavioral trajectory data. It is VOLUME 7, 2019 FIGURE 1. Learner behavior feature representation.
possible to determine not only the daily behavior of individuals and the behavior of group but also the social relations through deep mining. In this section, we present the Learnerto-Vector (Learner2Vec) representation method to model the learner behavioral trajectory. The whole idea of the method is as figure 1:
As shown in Figure 1 , the framework first extracts a learner spatial behavior trajectory sequence set from the raw data (see section III-A). The sequence set is then fed into a ContinuousBag-of-Words (CBOW) model with representation learning (see section III-B). Finally, the model output is the learner spatial behavior features as a low-dimensional vector.
A. LEARNER SPATIAL BEHAVIOR TRAJECTORY SEQUENCE EXTRACTION
In this section, we focus on learner spatial behavior trajectory, that is, the learner's daily physical life behavior trajectory data in the whole learning cycle. For example, the data in Figure 2 for the learner u1 show that he appears in different places at different times. Therefore, we first introduce necessary definitions to formulate the learner behavior trajectory sequence and then present the method to extract the learner trajectory sequence text.
Definition 1 (Learner Trajectory Information Sequence): 
Roi j (region of interest) represents a set of locations of the learner's interest region, Roi j = {loc 1 , loc 2 , loc 3 , · · · loc m }, loc i refers to the location of the learner's interest. For the location information recorded by loc i multiple locations may represent the same interest area Roi j of the learner. If the sequence of similarity is calculated directly from the learner's spatiotemporal trajectory Iot i very long sequences will be produced, which will reduce the probability of similar user discovery. Therefore, regional analysis of interest is performed in different locations loc i . The method proposed in this paper is that the different positions loc i caused by the displacement of the learner in a short time interval are considered to be the same interest region Iot i by analyzing the Iot i set of each learner. The discovery procedure for the interest region Roi j is described as follows:
First, build a learner location collection. Set the threshold for the time interval θ . For the spatial trajectory information Iot i and Iot i+1 at different points of the same learner: m represents the number of locations after the merge Second,Construct frequent item sets for location sequences. Set the minimum support degree min sup according to the set of all learner locations D and use FP-growth to mine frequent item sets to obtain the frequent item set L Third, Find the association rules in the location collection. Set the minimum confidence min conf generate the association rules, and obtain the association rule.
where A and B are the elements in the frequent item set L Forth, Construct the region of interest SROI . The frequent item sets that satisfy min conf are arranged in descending order of confidence, and frequent places are merged. For example, if A ⇒ B, C ⇒ B, A, B and C will be mapped into an Roi tag, and the label of A, B and C will be aligned and updated to the new Roi tag.
Definition 3: Learner trajectory sequence set:
T S i is the trajectory sequence of learner u, which can be represented as a 3-tuple T S i =< uid, Roi p , t q >. uid is the unique identifier of each learner, Roi p is the region of interest of learner u at t q , and the t q is the time when learner u accesses Roi p . The SIOT (u) of the learner is converted into STS(u) according to the discovery steps of the region of interest Roi j , as shown in Figure 3 :
Recent progress in neural network language models [26] , [27] indicates that latent representation methods can effectively capture the sequential semantic relationships among words. Our analysis of the learner trajectory sequence set shows that the distribution of learner frequency also follows a power law distribution, similar to the word frequency distribution. This motivates us to utilize the well-known Word2vec method to model the learner sequences. Therefore, we first present the Learner2Vec representation method to model the learner spatial behavior. The novelty of Learner2Vec is that it is able to use vectors to depict the behavior of learners, analogous to word vectors in natural language processing.
We next introduce the basic Word2vec framework to capture the learner sequential transition. Given a region of interest (see Definition 2) and its current learner u 1 (T S 1 (u 1 ) =< uid 1 , Roi i , t 1 >), the context C(u 1 ) is the regions that the VOLUME 7, 2019 learner has visited before T S 1 (u 1 ) =< uid 1 , Roi i , t 1 > within a predefined time period. We define C(u 1 ) = {u i , 0 < (T S 1 (u 1 ), T S 1 (u i )) < τ } where (T S 1 (u 1 ), T S 1 (u i )) is the time interval between visiting T S 1 (u 1 ) and T S 1 (u i ) The goal of learner sequential modeling is to estimate the probability of visiting a learner given its contextual learners.
Definition 4: The learner sequence text US is a learner sequence that expresses learners' access to the same region of interest in a time interval less than the threshold of T :
where u i and u j are adjacent learners and TS(u i ) → Roi p represents the region of interest visited by learner u i at time t q . TS(u j ) → t q indicates the time when learner u j visits region of interest Roi p .
The steps for conversion from STS to US are given according to definitions 3 and 4:
• Step 1: Construction of the region of interest sequence:
This step applies the idea of transposition based on the STS of all learners to achieve the construction of the region of interest access sequence.
• Step 2: Sort: Learner are sorted based on the time of the region of interest.
• Step 3: Breakdown: The ordered sequence is punctuated based on a given threshold. Then, one or more learner sequence texts based on one region of interest are obtained.
• Step 4: Text set: Consolidate all learner behavior statements, and build a learner behavior text collection. Figure 4 shows the conversion diagram: We represent each learner u with a vector w(u) ∈ D in D dimension latent space. We adopt the CBOW architecture [26] , which predicts an item given its contexts. The probability of Pr(u|C(u)) is defined with a softmax function:
where (C(u)) = u c ∈C(u) w(u c ) is the sum of the vectors of contextual learners and Z (C(u)) = u i ∈U e (w(u i )· (C(u))) is the normalization term.
IV. ANALYSIS AND MEASUREMENT OF LEARNER COMMUNITY EVOLUTION
Once we learn the latent representations of learners W (U ), the representations can be used to find the relationships among learners. Therefore, in this section, we first show learner social network construction based on W (U ) and then detect the community and analyze the learner community evolution.
A. SOCIAL NETWORK CONSTRUCTION
A social graph is a social structure that may include nodes that connect via edges or ties to show some type of interdependency or relationship between the nodes. For example, the nodes may represent people, organizations, or other entities. The edges between the nodes may indicate friends, coworkers, co-students, visions, similarity, etc. Therefore, in this section, we present a method for constructing the learner's network. Definition 5: Learner network flow (GS) indicates the sequence of networks in each time slice:
where G t denotes a network in timestamp t; V (G t ) denotes the set of nodes in G t ; E(G t ) denotes the set of edges in G t . The determination of E(G t ) is based on the cosine similarity distance formula between the nodes:
where Sim(u i , u j ) represents the value of the cosine similarity of the behavior vector between node u i and u j .
Sim(u i
where − → u i represents the vector of learner u i based on the Word2vec training model and represents the threshold.
B. COMMUNITY DETECTION
The main technical route of dynamic community research is based on time slice division algorithm design, community structure discovery and evaluation and community evolution analysis. The main steps are as follows. Initially, social network data are divided into time slices, and data are integrated according to a certain time window. The community structure of each time slice is then calculated, and the relationships between community structures in adjacent time slices can be analyzed. Finally, we obtain the community changes and find the evolution of structural patterns and evolution of abnormal points. This method is simple and intuitive and is often used by sociologists, physicists and computer researchers. We use it in this paper to analyze the evolution of spatial learner communities in network relations.
1) TIME WINDOW SETTING
The main body of the learner space behavior network is human with randomness and complexity, whose space behavior is influenced by time, physical environment, network environment, individual habits, social environment, group behavior and other influencing aspects. Thus, time slice division is performed to separate successive learner actions into several time windows of data. The choice of time points in the time window will greatly affect the quality of community structure discovery and analysis. Therefore, we use the empirical method of statistical and data analysis to study the time window problem and divide the time windows according to the learner space behavior of the period.
2) TIME-CHIP COMMUNITY DISCOVERY AND EVALUATION METHODS
In this paper, the Louvain algorithm [18] is used to discover the community structure of the learner behavior network. The Louvain algorithm is a community discovery algorithm based on multilevel optimization that is fast and accurate and one of the best-performing algorithms. The degree of modularity proposed by Newman and Girvan [5] is used in this algorithm to evaluate community differentiation. The better the community structure, the higher the modularity value. Modularity [5] : Given a community division C = {C 1 , C 2 , · · · C k } the modularity is defined as follows:
where V represents the set of all nodes in the entire network, V k represents the set of nodes in the k −th community C k , and Cut(V i , V j ) = p∈V i ,q∈V j w pq represents the sum of weights of all edges between community C i and community C j . The Louvain algorithm is implemented according to the evaluation index of the module. The specific steps are described as follows:
Step 1: Each point is initially considered as a community, and each vertex is traversed in order. The change in modularity Q in the community is considered when moving vertex i to its neighbor vertex j for each vertex i. Q is calculated as follows:
where Modu(C) t2 represents the degree of modularity after moving vertex i to the community of its neighbor vertex j. if Q > 0 vertex i should be moved to the community that results in the maximum change in Q; otherwise, vertex i remains stationary. This process is repeated no movement of any vertex increases the module size.
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Step 2: Each community obtained in step 1 is considered as a new vertex. Then, a new iteration is performed until the modularity no longer changes.
C. LEARNER COMMUNITY EVOLUTION ANALYSIS
The basic idea of community evolution is to analyze the community structure under different time snapshots and its process of change. The process of change is analyzed in combination with learner relationship trends and the factors that influence community evolution. The evolution of the community is divided into the following seven cases: appearance, disappearance, growth, shrinkage, merger, keep and division [22] , as shown in Figure 5 . There are a variety of community similarity calculation methods, such as methods based on Jaccard coefficients [28] . In this paper, the Jaccard coefficient is used to calculate the similarity between communities in different time slices, and the evolutionary forms of communities with relatively high similarity and the possible events forming the evolution are analyzed.
Method of community evolution: The effectiveness of community zoning cannot be assessed directly on the basis of the results of community division. Therefore, with the introduction of other clear categories, the BCubed accuracy and recall rate are used to access the effect of community division. The BCubed benchmark estimates the accuracy and recall rate for each object in the community partition for a given dataset.
Assume 
The accuracy and recall are defined as follows:
V. APPLICATION AND RESULTS

A. EXPERIMENTAL DATASET
The dataset used in this paper is student card data for university students. The data accurately record the student card behavior of students in different places of the campus. The dataset contains a total of 104,591 records for a class of students for 6 semesters from 2012 to 2015 (sophomore, junior, senior).
B. ANALYSIS OF LEARNER COMMUNITY EVOLUTION
We first project the behavior data for different semesters and use the method indicated by the space learner to vectorize the student card behavior data in this paper. Then, we construct the student network through learner similarity. We construct six student networks through experiments and discover the network community in each time slice based on the Louvain algorithm. Then, we analyze the changes in community structure in adjacent times as shown in Figures As shown in Figure 6 , the community formed by nodes 2, 8, 27, 32 and 10 absorbs 26 new members during the evolution from the first community to the second community, i.e., the community grows. The community formed by nodes 4, 5, 9, 11, 14, 15, 17, 18 , and 26 disappears in the evolution process, and its members are scattered into other different communities. The community formed by nodes 3, 6, 16, 22, 25 , and 26 shrinks during the evolutionary process, and node 3 enters another community.
As shown in Figure 7 , the community of nodes 6, 11, 34, and 14 is split during the evolution of the fifth semester to the sixth semester. The community of nodes 4 and 9 and the community of nodes 20 and 30 do not change in the evolution process, i.e., they retain the original community structure.
Based on the evolution of these six communities, we can conclude the following:
• Nodes 4 and 9 (female, male), 11 and 14 (female, female), 12 and 19, 23 and 30 (both male), 10 and 8 (male, male) and others are related closely and stably, indicating friends or couples. Subjective factors affect the evolution of the community, and the stability of relationships can ensure the stability of small communities [15] ;
• Node 17 had special circumstances beginning in the fourth semester. Social relations are weakened, and he no longer appears in any community;
• The number of both communities and small communities increased in the fifth and sixth semesters. There are a lack of subjective and objective factors to ensure community stability. The postgraduate entrance examination, internships, graduation and other objective factors that affect community evolution lead to community division, as shown in Figure 8 .
C. EXPERIMENTAL COMPARISON OF EVOLUTIONARY ANALYSIS
In this paper, we construct the learner relationship network to find the community structure based on three methods, i.e., the R&E formula in the feature method [29] , the longest common subsequence based on editing distance (LCS) [30] , and the method based on learner spatial behavior representation (Learner2Vec). Then, we compare the relationships between events, the real community structure under different events, and the three methods of construction of the network structure for the community discovery structure based on measurements of precision and recall. We analyzed the accuracy and recall rates in the six semesters for the three events formed by the community label and observed the following: The social network based on the representation of learner space behavior (Learner2Vec) performed better than the method based on the feature method (R&E) and the method based on the editing distance method (LCS) for each semester based on the precision and recall rate. These results show that the learning method proposed in this paper can describe the actual network structure more accurately.
We conclude that the method proposed in this paper can effectively reflect the situation of the semester of an event through the community tag structure based on three events. The precision and recall rates corresponding to each occurrence of the event term will be a peak. Therefore, the representation method and network construction method based on the learner space behavior of representation learning can provide a basis for monitoring events in the community evolution process
VI. CONCLUSION
This paper first presents a vector representation model based on the individual behavior of learners and then uses the vector distance calculation method to construct a relationship network among different learners. On this basis, the evolution of the learner community is analyzed by time slice division and the Louvain community discovery algorithm. The main factors that influence the changes in the learner community are identified, and the community evolution is analyzed. This paper carries out experiments on individual behavior data of university students. The experimental results show that the proposed method can describe the vector characteristics of individual students and find the main factors that influence community change. 
