For decision problems Π(B) defined over Boolean circuits using gates from a restricted set B only, we have Π(B) ≤ 
Introduction
Let Π denote some decision problem defined over Boolean circuits such that membership in Π is invariant under the substitution of equivalent circuits. Denote by Π(B) its restriction to circuits using gates from a finite set B only. It is easily observed that then Π(B) ≤ [7, 20] ). If we consider formulae instead, this reduction does not necessarily hold; the size of the smallest formula over the Boolean connectives from B ′ computing some function from B might be of exponential size.
Building on works of [8, 9, 22] , we show that a weaker form of this property holds for decision problems defined over formulae, namely that Π(B) ≤ 
, as in the circuit setting. These results provide a (partial) account for the polytomous complexity classifications of problems parametrized by the set of available Boolean connectives: the complexity of the satisfiability problem was, for instance, shown to be NP-complete if x y can be composed from the available Boolean connectives, and solvable in logspace in all other cases [13] . Further results include a variety of problems in propositional logic [5, 19] , modal logics [1] , temporal logics [2] [3] [4] 16] , their hybrid variants [14, 15] , and nonmonotonic logics [6, 11, 23] .
We point out that the results obtained herein are completely general in that they do not rely on properties of the considered ✩ Work supported by DFG grant VO 630/6-2 and performed while employed at the Gottfried Wilhelm Leibniz Universität Hannover.
Email address: michael.thomas@twt-gmbh.de (or thomas@thi.uni-hanover. de) problems except invariance of membership under substitution of logically equivalent formulae (i.e., if (ϕ, x) is an instance of Π with ϕ being a Boolean formula and if ϕ ′ is a Boolean formula logically equivalent to ϕ, then (ϕ, x) ∈ Π iff (ϕ ′ , x) ∈ Π). This generality comes at the price of a fairly powerful reduction. However, in practice, most problems exhibit additional structure that allow to further restrict the notion of reductions considered.
Preliminaries
Propositional Logic. Let L be the set of propositional formulae, i.e., the set of formulae defined via
where a is a proposition and c is an n-ary connective. We associate an n-ary connective c with the n-ary Boolean function f c : {0, 1} n → {0, 1} defined by f (a 1 , . . . , a n ) := 1 if and only if the formula c(x 1 , . . . , x n ) becomes true when assigning a i to c i , 1 ≤ i ≤ n. Let ϕ [α/β] denote ϕ with all occurrences of the subformula α replaced by some formula β. For a finite set B of Boolean connectives, let L(B) denote the set of B-formulae, i.e., the set L restricted to formulae using connectives from B only. The depth of a formula is the maximum nesting depth of Boolean connectives; the size of a formula is equal to the number of symbols used to represent it.
Clones and Post's Lattice.
A clone is a set of Boolean functions that is closed under superposition, i.e., B contains all projections (the functions f (x 1 , . . . , x n ) = x k for all 1 ≤ k ≤ n) and is closed under arbitrary composition [17] Figure 1 . To introduce the clones, we define the following properties. Say that a set A ⊆ {0, 1} n is c-separating, c ∈ {0, 1}, if there exists an i ∈ {1, . . . , n} such that (a 1 , . . . , a n ) ∈ A implies a i = c. Let f be an n-ary Boolean function and define the dual of f to be the Boolean function dual( f )(x 1 , . . . , x n ) := ¬ f (¬x 1 , . . . , ¬x n ). We say that
-f is essentially unary if f depends on at most one variable.
The above properties canonically extend to sets B of Boolean functions by requiring that all f ∈ B satisfy the given property. The list of all clones is given in Table 1 . 
Reductions. Let

Previous Results and Auxiliary Lemmas
The following lemma due to Spira is well-known and will be useful if the given set of Boolean functions is functionally complete.
Lemma 3.1 ([22]) Let ϕ be a propositional formula. Then there exists an equivalent {∧, ∨, ¬}-formula ψ such that the depth of ψ is O(log |ϕ|) and the size of ψ is |ϕ|
O (1) .
Lemma 3.2 Let ϕ be a propositional formula over Boolean connectives from [B] ⊆ M and let g(x, y, z) := x ∨ (y ∧ z). Then there exists an equivalent (B ∪ {g, 0, 1})-formula ψ such that the depth of ψ is O(log |ϕ|) and the size of ψ is |ϕ| O(1) .
Proof. We proceed analogous to a construction of Bonet and Buss from [8] . Let ϕ be the given formula over connectives from a set B and let m be the number of occurrences of propositions in ϕ. We claim that there exists an equivalent (B∪{g, 0, 1})-formula of depth O(log m) and polynomial size.
If m ≤ 1 then ϕ is equivalent to x or a constant and can be implemented in depth 1. Hence assume that m > 1 and that the claim holds for all smaller m. Then there exists a subformula ψ that contains ≥ m k occurrences of propositions, where k is a bound on the arity of the functions in B (see also [9] ). Define Proof. Analogous to Lemma 3.2 using
Results
Throughout this section, let B and B
′ be for finite sets of Boolean connectives and Σ be an alphabet. We will first formalize the notion of problems defined over propositional formulae and invariance under the substitution of equivalent B-formulae.
. Further, say that a decision problem Π(B) defined over propositional formulae is invariant under the substitution of equivalent formulae if (ϕ, x) ∈ Π if and only if (ψ, x) ∈ Π for all formulae ψ equivalent to ϕ.
Lemma 4.2 Fix B and let Π(B) be a decision problem defined over propositional formulae that is invariant under the substitution of equivalent formulae. Then the following holds for all B
Proof. First suppose that [B] ⊆ E and let Π(B) be as in the statement of the lemma Then any B-formula ϕ over propositions x 1 , x 2 , . . . is equivalent to a formula ϕ ′ := c ∧ i∈I x i , where c ∈ {0, 1}. This representation is computable in logarithmic space, as c = 0 iff ϕ is not satisfied by the assignment setting all propositions to 1 (i.e., ϕ(1, . . . , 1) = 0), and i ∈ I iff ϕ(1, . . . , 1) = 1 and ϕ is not satisfied by the assignment setting all propositions but x i to 1. By inserting parentheses, ϕ ′ can be transformed into a formula of logarithmic depth such that replacing all occurring constants and connectives with their B ′ -representations yields an equivalent Henceforth, let C ⊇ AC 0 be such that given ϕ the formula ψ in the Lemmas 3.1, 3.2 and 3.3 can be computed in C. (A direct implementation of these restructurings requires O(log 2 n) space, hence NC 2 ⊆ C suffices; Cook and Gupta showed that Spira's construction can actually be performed in alternating O(log n · log log n)-time [12] ). 
Lemma 4.3 Fix B and let Π(B) be a decision problem defined over propositional formulae that is invariant under the substitution of equivalent formulae. Then the following holds for all B
′ satisfying B ⊆ [B ′ ]: 1. If S 00 ⊆ [B] ⊆ M, then Π(B) ≤ C m Π(B ′ ∪ {∧}). 2. If S 10 ⊆ [B] ⊆ M, then Π(B) ≤ C m Π(B ′ ∪ {∨}).
Proof. Suppose that S
Lemma 4.4 Fix B and let Π(B) be a decision problem defined over propositional formulae that is invariant under the substitution of equivalent formulae. Then the following holds for all B
Proof. Suppose that S 02 ⊆ [B] and let Π(B) be as in the statement of the lemma. Let (ϕ, x) be the given instance with ϕ ∈ L(B). By Lemma 3.1, there exists a {∧, ∨, ¬}-formula ϕ ′ of logarithmic depth and polynomial size such that ϕ ≡ ϕ ′ . Observe that ϕ ′ can be constructed from ϕ by a procedure similar to that used in the proof of = BF, then we may replace 1 with t ∨ ¬t and 0 with t ∧ ¬t, where t is an arbitrary fresh proposition. Either way, we obtain a formula ϕ ′′ ∈ L(B ′ ∪C) of polynomial size such that ϕ ′′ ≡ ϕ and C is either {∨}, {∧}, or the empty set. The mapping from (ϕ,
We are now ready to state our main theorem. 
Proof. Consider the lattice in Fig. 1 . It holds that either (a)
. The first claim corresponds to the cases (a)-(c) and (g). The second and third claim correspond to case (d) and (f) resp. (e) and (f).
In It is straightforward to extend Corollary 4.8 to those clones not containing both constants.
Concluding Remarks
The results presented in this note provide insight into why complexity classifications of problems in Post's lattice yield only a finite number of complexity degrees.
These results are completely general in the sense that we did not place any restrictions on the considered decision problems Π (unless, of course, that membership in Π is invariant under substitution of equivalent formulae). However, typically instances of natural decision problems exhibit additional structure; by exploiting this structure one may further reduce the computational power of the reduction ≤ . This holds for the propositional implication problem [5] , among others.
It is worth noting that, on the other hand, there exist natural problems that do not satisfy the conditions imposed on Π above. Amongst those is the problem BFMIN, which asks to determine, given a Boolean formula and an integer k, whether there exists an equivalent formula of size ≤ k. This problem has recently been shown to be Σ p 2 -complete for the Boolean standard base B = {∧, ∨, ¬} using Turing reductions [10] . However, considering its restriction to B-formulae, we obtain BFMIN(B) ≤ C m BFMIN(B ′ ): Let ϕ L(B) be some Boolean formula of arity n. Then (ϕ, c(n)) ∈ BFMIN(B ∪ {ϕ}) for some constant c (depending on n only), while (ϕ, k) BFMIN(B) for all k ∈ N.
