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1. Introduction
Let X , Y be metric spaces. An embedding f : X → Y is called quasisymmetric, if there is a homeomorphism η of [0,+∞)
onto itself such that
| f (x) − f (a)|
| f (x) − f (b)|  η
( |x− a|
|x− b|
)
(1)
for all triples a, b, x of distinct points in X . In this case we also say that f is η-quasisymmetric.
We say that the metric spaces X and Y are quasisymmetric equivalent, written as X ∼qs Y , if there is a surjective qua-
sisymmetric map f : X → Y . The term makes sense because the inverse of such a quasisymmetric map is quasisymmetric.
Note that X ∼qs Y and Y ∼qs Z implies X ∼qs Z (see [4]).
A systematic study of quasisymmetric embeddings was started by Tukia and Väisälä [12]. Assouad [1] proved that every
snowﬂaked space of a doubling metric space is bilipschitzly embeddable in some Euclidean space. A lot of invariants for
quasisymmetric maps can be found in [4], from which we know that uniform perfectness is invariant under quasisymmetric
maps. For dimension distortion by quasisymmetric maps see [2,5,7,13] and references therein.
Now we recall the deﬁnition of self-similar sets. Let n 2 be an integer. Let f1, . . . , fn be similarity maps on Rd satisfying∣∣ f i(x) − f i(y)∣∣= ci|x− y| (2)
for any x, y ∈Rd , where c1, . . . , cn ∈ (0,1) are constants. Then there is a unique nonempty compact set E such that
E =
n⋃
i=1
f i(E). (3)
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A self-similar set E({ f i, ci}ni=1) satisﬁes the strong separation condition (SSC) if
f i(E) ∩ f j(E) = ∅ (4)
for any pair i, j of distinct integers in {1,2, . . . ,n}. Clearly, a self-similar set with the SSC condition is totally discon-
nected.
It is trivial that the self-similar sets E({ f i, ci}ni=1) and E({gi, ci}ni=1) are Lipschitzly equivalent, if both of them satisfy
the SSC condition. But a general study on Lipschitz equivalence of self-similar sets with different data is diﬃcult. Falconer
and Marsh [3] obtained some necessary conditions for E({ f i, ci}ni=1) and E({gi, ri}mi=1) to be Lipschitzly equivalent. Rao,
Ruan, and Xi [10] proved that the (1,3,5)-set and the (1,4,5)-set are Lipschitzly equivalent, where the (1,3,5)-set and the
(1,4,5)-set are self-similar sets in [0,1] deﬁned respectively by
E = 1
5
E ∪
(
2
5
+ 1
5
E
)
∪
(
4
5
+ 1
5
E
)
and
F = 1
5
F ∪
(
3
5
+ 1
5
F
)
∪
(
4
5
+ 1
5
F
)
.
This implies that a self-similar set with the SSC condition may be Lipschitzly equivalent to one without this condition. For
further studies on Lipschitz equivalence of self-similar sets we refer to [8,9,14].
In this paper we study the quasisymmetric equivalence of self-similar sets. We shall prove that self-similar sets with the
SSC condition are all quasisymmetrically equivalent. The main result is the following theorem.
Theorem 1. The self-similar sets satisfying the strong separation condition are all quasisymmetrically equivalent.
It is not true that the attractors of C1 bilipschitz IFSs with the SSC condition are quasisymmetrically equivalent. In
fact, one can construct such a C1 bilipschitz IFS for which the attractor is not uniformly perfect (see [11]) and so is not
quasisymmetrically equivalent to the ternary Cantor set.
We note also that the equivalence in Theorem 1 can be power quasisymmetric because a self-similar set which is not a
singleton is uniformly perfect.
2. The proof of Theorem 1
The proof of Theorem 1 is based on the following Lemma 2.1 which says that two symbolic spaces are quasisymmetrically
equivalent, and Lemma 2.2 which says the coding map for a self-similar set with the SSC condition is a quasisymmetric
homeomorphism.
2.1. Symbolic spaces
Let n  2 be an integer. Let Ωn be the set of one-side inﬁnite sequences of digits 1,2, . . . ,n. The k-th term of a point
x ∈ Ωn is denoted by xk . For x, y ∈ Ωn denote by s(x, y) the smallest integer s such that xs 
= ys . With the metric
|x− y| := 2−s(x,y), (5)
Ωn is called a symbolic space. It is clear that the space Ωn is compact and totally disconnected. As a preliminary, in this
section we prove that symbolic spaces are all quasisymmetrically equivalent.
Lemma 2.1. Ωn ∼qs Ωm for any integers m,n 2.
Proof. It is enough to show that Ωn ∼qs Ω2 for any integer n > 2. To this end, we will construct a bijective map f : Ωn → Ω2
and then prove that f is quasisymmetric.
Write n = 2k(n) + r(n), where k(n)  1 and 0  r(n) < 2k(n) are integers. Let i1 · · · ik(n) denote a sequence of digits 1,2
of length k(n). Such a sequence is also called a word of letters 1,2 of length k(n). The number of such words is 2k(n) . We
arrange these 2k(n) words in lexicographic order and replace each word i1 · · · ik(n) of the last r(n) words by i1 · · · ik(n)1 and
i1 · · · ik(n)2. Then we obtain n words, in which the ﬁrst 2k(n) − r(n) ones are of length k(n) and the last 2r(n) ones are of
length k(n) + 1. Write these n words by w(1),w(2), . . . ,w(n), respectively. Then Ω2 can be regarded as the set of inﬁnite
sequences of these n words. Deﬁne a map f : Ωn → Ω2 by
f x = f (x1 · · · x j · · ·) = w(x1) · · ·w(x j) · · · .
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k(n)s(x, y) − k(n) s( f x, f y) k(n)s(x, y) + s(x, y). (6)
We are going to prove that f is quasisymmetric. Let x, y, z be a triple of distinct points in Ωn . Then
|x− y|
|x− z| = 2
−s(x,y)+s(x,z)
and
| f x− f y|
| f x− f z| = 2
−s( f x, f y)+s( f x, f z).
If s(x, z) s(x, y) then
−s( f x, f y) + s( f x, f z) 2k(n) + k(n)(−s(x, y) + s(x, z)),
and so
| f x− f y|
| f x− f z|  4
k(n)
( |x− y|
|x− z|
)k(n)
.
If s(x, z) > s(x, y) then
−s( f x, f y) + s( f x, f z) 2k(n) + 2k(n)(−s(x, y) + s(x, z)),
and so
| f x− f y|
| f x− f z|  4
k(n)
( |x− y|
|x− z|
)2k(n)
.
It follows that the map f is η-quasisymmetric with
η(t) =
{
4k(n)tk(n), if t ∈ [0,1],
4k(n)t2k(n), if t ∈ (1,+∞).
This completes the proof of this lemma. 
2.2. The coding map
Let n 2 be an integer. Let E := E({ f i, ci}ni=1) be a self-similar set with the SSC condition. Let π : Ωn → E be the coding
map. It is well known that the map π is a homeomorphism. We shall prove that π is actually a quasisymmetric map.
We now recall the deﬁnition of the coding map. Let k 1 be an integer. Let
Wk =
{
i1 · · · ik: i j ∈ {1, . . . ,n}, 1 j  k
}
be the set of words of letters 1, . . . ,n of length k. For each σ = σ1 · · ·σk ∈ Wk denote by fσ the composition fσ1 ◦ · · · ◦ fσk
and by cσ the product cσ1 · · · cσk . Then fσ is a similarity map with | fσ (x) − fσ (y)| = cσ |x− y| for any x, y ∈ Rd . With the
above notations, it follows from (3) that
E =
⋃
σ∈Wk
fσ (E).
Moreover, the union is disjointed since the SSC condition is assumed. If σ ∈ Ωn is an inﬁnite sequence then { fσ |k (E)}
is a nested sequence of compact sets with | fσ |k (E)| = cσ |k |E| → 0 as k → ∞, and so
⋂∞
k=1 fσ |k (E) is a singleton, where
σ |k = σ1 · · ·σk is the word formed by the ﬁrst k terms of σ . Denote by xσ the unique point in ⋂∞k=1 fσ |k (E). The coding
map mentioned above is deﬁned by
π : Ωn → E, π(σ ) = xσ .
Under the SSC condition the coding map π is obviously a bijection.
Lemma 2.2. Let E := E({ f i, ci}ni=1) be a self-similar set satisfying the SSC condition. Then the coding map π : Ωn → E is quasisym-
metric.
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π
([i1 · · · ik])= f i1···ik (E) (7)
for any i1 · · · ik ∈ Wk , where [i1 · · · ik] is the set of points σ in Ωn with preﬁx σ |k = i1 · · · ik .
Let
d = min
1i< jn
dist
(
f i(E), f j(E)
)
.
Since the SSC condition is assumed, one has d > 0. Moreover,
dist
(
f i1···ik i(E), f i1···ik j(E)
)
 ci1···ikd (8)
for any i1 · · · ik ∈ Wk and 1 i < j  n.
To show π is quasisymmetric, let σ ,τ ,υ be a triple of distinct points in Ωn . Then
|σ − τ |
|σ − υ| = 2
−s(σ ,τ )+s(σ ,υ).
In view of (7), one has xσ , xτ ∈ fσ |(s(σ ,τ )−1) (E), which, combined with (8), yields
cσ |(s(σ ,τ )−1)d |xσ − xτ | cσ |(s(σ ,τ )−1) |E|. (9)
Similarly,
cσ |(s(σ ,υ)−1)d |xσ − xυ | cσ |(s(σ ,υ)−1) |E|. (10)
It follows that
|π(σ ) − π(τ )|
|π(σ ) − π(υ)| =
|xσ − xτ |
|xσ − xυ | 
cσ |(s(σ ,τ )−1) |E|
cσ |(s(σ ,υ)−1)d
.
If s(σ , τ ) s(σ ,υ) then
|π(σ ) − π(τ )|
|π(σ ) − π(υ)| 
|E|
d
cs(σ ,τ )−s(σ ,υ)max 
|E|
d
( |σ − τ |
|σ − υ|
)− log2 cmax
.
If s(σ , τ ) < s(σ ,υ) then
|π(σ ) − π(τ )|
|π(σ ) − π(υ)| 
|E|
d
cs(σ ,τ )−s(σ ,υ)min 
|E|
d
( |σ − τ |
|σ − υ|
)− log2 cmin
,
where cmax = max{c1, . . . , cn} and cmin = min{c1, . . . , cn}. This shows that the coding map π is η-quasisymmetric with
η(t) =
{ |E|
d t
− log2 cmax , if t ∈ [0,1],
|E|
d t
− log2 cmin , if t ∈ (1,+∞).
This completes the proof of this lemma. 
2.3. The proof of Theorem 1
Let m,n  2 be integers. Let E({ f i, ci}ni=1) and E({gi, ri}mi=1) be self-similar sets with the SSC condition. Let Ωn and Ωm
be symbolic spaces. Then, by Lemma 2.1 and Lemma 2.2, one has
E
({ f i, ci}ni=1)∼qs Ωn ∼qs Ωm ∼qs E({gi, ri}mi=1).
Therefore, E({ f i, ci}ni=1) ∼qs E({gi, ri}mi=1). This proves Theorem 1.
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