This report describes the significant processing steps that were used to take the raw recorded digitized signals from the bistatic synthetic aperture RADAR (SAR) hardware built for the NCNS Bistatic SAR project to a final bistatic SAR image. In general, the process steps herein are applicable to bistatic SAR signals that include the direct-path signal and the reflected signal. The steps include preprocessing steps, data extraction to for a phase history, and finally, image format. Various plots and values will be shown at most steps to illustrate the processing for a bistatic COSMO SkyMed
INTRODUCTION
This report describes the significant processing steps that were used to take the raw recorded digitized signals from the bistatic synthetic aperture RADAR (SAR) hardware described in [1] to a final bistatic SAR image. Various plots and values will be shown at most steps to illustrate the processing for a bistatic COSMO-SkyMed collection gathered on June 10, 2013 on Kirtland Air Force Base, New Mexico. The processing presented here was used to form imagery collected over Kirtland Air Force Base, New Mexico and Nevada National Security Site, Nevada. There were nine bistatic SAR collections processed using these steps.
HIGH-LEVEL PROCESSING DESCRIPTION
The signal processing steps are broken into two distinct parts. The preprocessing software (Block 1) in Figure 1 takes the continuously recorded direct-path channel data and reflected-path channel data along with the two line element (TLE) file and a configuration ASCII file called 'MainInfo.txt' and produces standard wide-band and narrow band files. This report primarily documents this step. The output narrow-band and wide-band files in this case have the extension phs for the wide-band file and au4 for the narrow-band file. These files are then used as inputs to IFP4 which forms the bistatic SAR image using standard polar-format image processing [2] . IFP4 is a general spot-light polar-format image formation algorithm that can be used to form both monostatic and bistatic SAR imagery. The IFP4 algorithm is well documented and therefore the details will not be discussed here.
DETAILED PROCESSING DESCRIPTION
The details of the pre-processing step represented by Block 1of Figure 1 will be discussed here. Figure 2 shows in more detail the primary steps involved in this block. Each step of the preprocessing algorithm will be described in detail. Various plots and values will be shown at most steps to illustrate the processing for a specific collect experiment. The experiment chosen to show these values is the COSMO-SkyMed collect that occurred June 10, 2013, of the Tijeras Arroyo Golf Course near Albuquerque, New Mexico. 
Required Inputs
The inputs to the procedure are the two files collected from the bistatic hardware recorder (direct-path channel and the reflected path channel), the TLE file, and a configuration file with the name 'MainInfo.txt'.
Both the direct-path and the reflected path file have headers with important information about the collect. The specific entries in the headers used in this algorithm are the time-stamp associated with the first digitized sample, the system sample rate (1.6 GHz for the collects described here), and the GPS location of the direct-path and reflected-path antenna's.
The third input is the configuration file with the name 'MainInfo.txt'. The format of the file is shown in Figure 3 . It is assumed this file resides in the same directory as the other files. The parameters of this file are used in various parts of the algorithm.
The last input is the TLE file. The TLE file is a standardized file associated with a particular satellite giving the required variables to determine its location as a function of time. The TLE files are ASCII coded file with two lines. The TLE used in this example is shown in Figure 4 . It is for the Italian commercial X-Band SAR called COSMO-SkyMed. The position location of the COSMO-SkyMed vs. time was calculated using the TLE, the time of interest, and the MATLAB software described in [3] . The recorder is typically started prior to the illumination time and stopped after the collect is over. The first step, therefore, is to determine a suitable interval of time to process the collected data. This step scans the entire direct-path signal recording interval and logs the power as a function of time. The start and stop times are determined by locating the time where the maximum power occurs. The start time is determined by moving backward from this point and stopping at the location where the power reaches a threshold (specified in the MainInfo.txt file). The end time is calculated by moving forward from the maximum power location until the same threshold is reached.
The power curve for the example collect is shown in Figure 5 . The threshold in this case is 0.2 (specified in the MainInfo.txt file). The red line shows the threshold and the corresponding location of the start and stop times. In this case, approximately 3 seconds of the collect were processed. 
Block 2: Estimate the transmitted chirp parameters from the direct-path data
Successful image formation requires accurate knowledge of the transmitted chirp. It is assumed this information is not provided and therefore an algorithm was developed to estimate the transmitted chirp from the data recorded in the direct-path channel. The algorithm assumes the transmitted chirp characteristics are constant and do not change over the coherent dwell period.
The algorithm takes a small section of data (approximately 15 pulses) from the direct-path data channel where the peak power is detected. From this data, the routine estimates the following parameters which fully characterize the chirp: Chirp start frequency, chirp-rate, chirp bandwidth, chirp duration, and an accurate estimate of the collect pulse repetition frequency (PRF). The steps in the chirp parameter estimation algorithm are described below:
 The hardware converts the received data with center frequency of 9.6 GHz down to a signal with a center frequency of 400 MHz before it digitizes the data. No information is lost in this process but does allow the signal to be digitized at a much lower rate. This data however, is still not yet in the format required to process it for image formation. An additional frequency conversion is necessary which converts the 400 MHz signal down to DC or 0 Hz. This process is called "basebanding" and is done using a series of Fourier transform operations. Once this is done, the base-banded chirp can now be modeled as a complex exponential.
 Estimate . This is done by detecting the chirp start and end times for each pulse in the c  extracted data and measuring the average time between these points. The algorithm assumes the magnitude of the data is in one of two states: 1) A high-level when a chirp is present and 2) a low level when only noise is present. A threshold for distinguishing the two levels is calculated using a k-means clustering algorithm.
 Determine the PRF from the location of the measured transitions from noise to chirp from the previous step.
 Determine the chirp bandwidth (BW) by Fourier transforming each detected pulse individually. Sum the magnitude of each Fourier transformed pulse to produce and average frequency content measurement of the signal. Estimate the frequency content (or the bandwidth) by calculating a threshold by again using the k-means clustering algorithm. The threshold is then used to measure the frequency locations where the signal frequency starts and ends. The distance between these locations produces the bandwidth measurement.
 There are two possibilities of transmitted chirps. An 'up-chirp' or a 'down-chirp'. An upchirp starts at a low frequency and proceeds to a high frequency. A 'down-chirp' will do the opposite. It starts at a high frequency and moves to a lower frequency. This step determines if the chirp is an up-chirp or a down-chirp. It does this by comparing the frequency content of the first-half of the chirp to the last-half of the chirp.
 Get a rough estimate of the chirp rate by dividing the estimated bandwidth by the estimated chirp duration.
 Determine a more accurate value for the chirp-rate by doing a brute-force search about the calculated chirp-rate above. The procedure compresses the extracted data with a chirp signal that has the chirp-rate of interest. The compressed signal that has the largest compressed peak is selected and retained.
Block 3: Sync-up data
The purpose of this block is to produce an exact time (or sample number) when the first pulse after the received power level exceeds the threshold arrives. This pulse serves as a benchmark for the rest of the collect and is assumed to be the first pulse of the coherent-data period.
The algorithm determines this time by reading a section of data starting at the time the directpath power exceeds the threshold (see section 3.2). This data is down-converted and compressed with a chirp with the estimated transmitted chirp parameters. The location of the first-peak in the compressed data gives an accurate arrival time of the first pulse.
Block 4: Analyze all direct-path pulses
Before processing the reflected-path data, two additional critical timing items need to be estimated for each pulse. Precise knowledge of when the direct-path pulse arrives, and the phase associated with each direct-path pulse. This block estimates these values by compressing each direct-path pulse in the direct-path channel. Figure 6 shows a typical received pulse in the direct-path channel. This data is then downconverted to base band producing a complex signal of the form shown in Equation 1. The data is then compressed or convolved with a copy of the conjugate of the transmitted chirp (The chirp values are estimated in Block 2). Theoretically the result of this convolution will be a shifted and scaled complex 'sinc' function. A sinc function is mathematically defined as:
which produces a peak at x = 0. The location and the phase at the peak of the sinc function are the two measured values required for each received direct-path pulse. Figure 7 shows the resulting data after compression. In this case, the resulting spike or sinc function is easily seen and the location of the peak of the spike relative to the start of the read location is the first critical measurement needed. The second is the phase at the peak location. This value is retrieved by simply measuring the phase at the peak of the sinc function as shown in the blowup in Figure 8 .
. Distance peak is from start gives precise information about when direct-path signal arrives
Phase at peak provides needed chirp phase
Block 5: Process all corresponding reflected-path pulses
This block process all the reflected path pulses and calculates the necessary phase stabilization coefficients required to phase compensate each pulse. The basic steps involved for each pulse are:
Read the raw data
The first step simply reads the entire 'pulse' return or PRI. An example of the raw data for one of the pulses is shown in Figure 9 . 
Compress the pulse
The raw data is now compressed. This step is the same process that is done on the direct-path data and is described in Section 3.5. In this case, the raw data contains the returns from a patch of ground containing many scatterers. The result of the compression will not be a single spike as was seen from the compression of the direct-path signal but will contain many overlapping sinc functions. Figure 10 shows the result of compressing the data of Figure 9 . The large spike seen in the figure corresponds to either direct-path energy leaking into the signal via the antenna back-lobe or returns coming from directly around the reflected-path antenna. 
Extract the desired data from the compressed pulse
The correct samples to extract from the compressed pulse are always calculated relative to where the direct-path sinc was measured as described in Section 3.5. The relative distance from this location is a function of the patch size, location of the transmitter, location of the receiver, and the scene-center-point. Figure 11 shows a graphical view of how the size and location of the data to extract is calculated. The extracted data is used as the phase-history data for this particular pulse. The sample corresponding to the return from the center of the patch is calculated using the geometry of Figure 12 and is given as a time delay relative to the arrival of the direct path. This time delay is shown in Equation 3 .
Equation 3
Large spike corresponds to directpath energy leaking into reflectedpath signal or returns coming from scatters very close to antenna location
The amount of data to extract about the scene-center point is proportional to the desired reconstructed scene size and the geometry of the collect.
The extracted data is then Fourier transformed and placed in a raw data phase history file *.phs fie). The Fourier transform is necessary because the IFP4 algorithm assumes the raw data is in the Fourier domain -requiring the transform to go from range-compressed to frequency domain. 
Calculate the phase compensation values
This step calculates all the phase compensation values to motion compensate or 'mocomp' each pulse properly so the IFP4 algorithm forms the image correctly. As detailed in the documentation of IFP4, there are three constant phase values used to do this task. These are referred to the C0, C1, and C2 coefficients. IFP4 uses these coefficients to apply a phase function to a particular pulse using the following relationship:
Equation 4
where represents the phase function and n is the sample number of the extracted pulse. β
The value for C0 is determined using the following equation:
Equation 5 where represents the measured direct-path phase associated with this particular pulse φ m (described in 3.5), is the delay between the arrival of the direct-path and the return from the τ p mocomp point or the patch center as described in 3.6.3, and f 0 is the radar center frequency. S 1 represents a sub-pixel shift amount. This number is needed because the calculated start and end time of the compressed signal rarely falls on an integer pixel value. Instead, the closest pixel value corresponding to these times are used. This introduces an error in the process and is corrected by additions to the C0 and C1 coefficients. More will be said about this in the description of C1 below.
C1 is needed solely to correct for the fact we usually extract data from the compressed pulse on an integer pixel value rather than the calculated time or corresponding pixel value. The form of C1 is:
where N is the number of extracted samples in the pulse and
is a number ranging from -0.5 <= <= 0.5, and is the sample rate in units of samples/sec.
Extracting the data on the closest pixel location rather than on the correct sub-pixel location essentially introduces a shift into the compressed signal. A shift can be removed by applying a phase ramp in the frequency domain which is what Equation 6 implements.
Unfortunately, this phase ramp will change the constant phase at the center of the pulse (at sample N/2). In order to preserve the desired constant phase (in C0), we must remove the effect of C1 which is why we see the term in Equation 5. -π * S 1 C2 was set to zero for these collects. This term would apply a quadratic phase to the pulse and may be needed where the transmitter has a combination of high velocity and a significant squint during the collect. All collects with this system as the date of this report have not needed this correction. The correct C2 compensation will be included in later versions.
The critical coefficients C0, C1, C2 (described above) along with some other collect information such as the transmitter and receiver locations, collect center frequency, bandwidth, and timing information are written out in the *.au4 file.
RESULTING IMAGE AND ADDITIONAL COMMENTS
The output image for the example described in this report is shown in Figure 13 . The desired patch size for the processing was set to 10000 meters. This is a variable in the 'MainInfo.txt' file as shown in Figure 3 . Setting the patch size to be this large puts the bistatic receiver at the top of the reconstructed scene. Another way to think of this is that the patch size represented by the two red lines of Figure 11 is so large that the bright return on the left of the figure is included in the reconstruction.
The final image was constructed using 10902 pulses and had a size of 8600 meters in azimuth and 10000 meters in range. The azimuth and range resolutions were 1.48 meters and 0.84 meters respectively. In bistatic reconstructions where the receiver is stationary, the azimuth resolutions is typically about half of the range resolution.
Note that this image appears 'distorted' in that the roads are curved. This is because the image was formed using the IFP4 algorithm which is based on the polar-format algorithm. The distortions in the image can be corrected using a post-processing warping algorithm. Another option is to use a back-projection algorithm that reconstructs the image on a predetermined grid on the earth leaving no image distortions and is automatically orthorectified assuming the grid incorporates the correct height of the earth. 
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