Abstruct-Oblique projection operators are used to project measurements onto a low-rank subspace along a direction that is oblique to the subspace. They may be used to enhance signals while nulling interferences. In this paper, we give several basic results for oblique projections, including formulas for constructing oblique projections with desired range and null space. We analyze the algebra and geometry of oblique projections in order to understand their properties. We then show how oblique projections can be used to separate signals from structured noise (such as impulse noise), damped or undamped interfering sinusoids (such as power line interference), and narrow-band noise. In some of the problems we address, the oblique projection provides an alternative way to implement an already known solution. Expressing these solutions as oblique projections brings geometrical insight to the study of the solution. The geometry of oblique projections enables us to compute performance in terms of angles between signal and noise subspaces. As a special case of removing impulse noise, we can use oblique projections to interpolate missing data samples. In array processing, oblique projections can be used to simultaneously steer beams and nulls. In communications, oblique projections can be used to remove intersymbol interference.
I. INTRODUCTION
RTHOGONAL projection operators arise naturally in 0 the optimal solutions of many problems in detection, estimation, and time series analysis. In the current literature, orthogonal projections have been applied to least squares parameter estimation [7] , sensor array processing [3] , block adaptive signal processing [5] , synthetic seismography [ 181, robotics [23] , and many other estimation problems [19] . In this paper, we explore several properties and applications of oblique projections. Oblique (nonorthogonal) projections have received relatively little attention in the literature of signal processing.
Kayalar and Weinert [9] promoted oblique projections for efficient local processing in sensor arrays and credited Murray [17] and Lorch [ l l ] with the earliest work on oblique projections. Greville [6] has presented work on oblique projections in the study of dual subspaces. Related work in the context of error correction codes and burst errors has been published by Marshall [12] -[15], Wolf [25] , Kumaresan [lo] , and Scharf et al. [22] . We have presented earlier work Manuscript received December 17, 1991; revised July 15, 1993. This work was supported by the Office of Naval Research, Mathematics Division, Statistics and Probability Branch, under Contract N00014-89-Jl070. The associate editor coordinating the review of this paper and approving it for publication was Dr. David Rossi.
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using oblique projections for signal and parameter estimation [I] . Our results are based on the use of linear subspaces to model finite sequences of real or complex numbers. Such "subspace signal processing" techniques share the common goal of mitigating the effects of noise. Usually, they are used in the context of some kind of an estimation or detection problem, as in the SVD modification of linear prediction discovered by Tufts and Kumaresan [24] , where the coefficients of a whitening filter for a given signal are to be estimated. Their method takes advantage of the fact that linear combinations of complex exponential signals will lie in a subspace whose rank is equal to the number of different complex exponentials present. It follows that any components of the received data that lie outside this low-rank subspace are due to noise. This is a typical example of subspace signal processing where the signal of interest is assumed to lie in a low-rank linear subspace.
However, noise comes in many varieties: from the background hiss of an analog magnetic audio tape to the sharp crackle of lightning strikes on a telephone wire. Previous techniques of noise suppression using orthogonal projections have been directed to the hiss variety of noise. These techniques model the desired signal as a vector that lies in a low-rank subspace and the noise as a random vector that may fall anywhere in the observation space. The next level in noise modeling is to allow correlated noise by applying a shaped probability density to the noise vector. We go a step further and allow total dependence of some noise samples by assuming that a significant component of the noise lies in a linear subspace. We call noise components that lie in a linear subspace "structured noise." When a structured noise component is included in a model for received data, oblique projections arise naturally in the solution to recover the signal.
The linear model is quite versatile in terms of the types of signals which obey it. The linear model includes the entire family of ARMA impulse responses such as complex exponentials, sinusoids, damped sinusoids, real exponentials, and sums of any of these. Impulsive noise (large amplitude noise that affects only a few data samples) is another form of structured noise and may be caused by lightning or medium defects. In general, this structured noise model is well suited to any noise that is composed of relatively few well-defined modes such as pure sinusoids, damped sinusoids, or impulses.
At the end of Section I1 we show how narrowband noise may also be approximated by a linear model. 1053-587)3/94$04.00 0 1994 IEEE Oblique projections can also be used to interpolate missing data samples and to preprocess communication signals to remove intersymbol interference. Interpolation is similar to removing impulse errors, since a missing data sample may be filled with any value and considered to be affected by an impulse error. We develop this idea in Section VI.
Typographic Conventions: We represent a scalar by any symbol in an italic font, such as n. All vectors are column vectors and are represented by a boldface symbol, such as x.
All matrices are represented by symbols in a bold font and are usually uppercase, such as H. The subspace spanned by the columns of a matrix is represented with angle brackets around the symbol for the matrix, such as (H). We use the symbol (H)I to denote the orthogonal complement of (H). The symbols RN and C N denote, respectively, real and complex Euclidean spaces of dimension N .
A superscript T is used to indicate the transpose of a matrix or vector, such as HT. For complex matrices, we must distinguish between the ordinary transpose and the complex conjugate (Hermitian) transpose. We use superscript H for Hermitian transpose and T for transpose. A circumflex over any variable represents an estimate of that variable, such as x for an estimate of x.
THE LINEAR MODEL
In the linear model, a signal is characterized as a weighted sum (linear combination) of modes. The set of weights determines a specific signal out of the class of signals that obey the model. The convenience and power of a linear algebraic framework apply naturally to vector-valued signals such as those obtained from a sensor array, but scalar-valued discrete-time signals can be placed in the same framework by considering finite-length (windowed) observations as vectors.
We arrange the signal modes as columns of a matrix H E C n X m and the mode weights as elements of a vector @ E c". the physical system is a linear map, the structured noise obeys a linear model. In the measurement space, the resulting noise is low-rank and exhibits a structure dependent on the physical system. Thus we use the terms low-rank noise and structured noise interchangeably. This noise model is embodied in the following generalization of the linear statistical model, illustrated in Fig. 1 . The signal parameter @ is passed through the linear system H to produce the signal x. Noise added in the communication channel is modeled in two parts: the unstructured noise g and the structured noise b that results from an underlying process -cj5 passing through the linear system S.
The received data y is the sum y = x + b + g x = He;
The additional term b accounts for structured, or low-rank, noise that lies in the rank-t subspace (S). It can be any signal that obeys a linear model and interferes with the signal of primary interest.
We assume that the matrices H and S both have full column rank. It will also be necessary to assume that their columns are linearly independent so that the composite matrix [HS] also has full column rank. This implies
m + t < n (4)
The product of the mode matrix and the weight vector is the signal x E C", which is defined as where m and t are the ranks of H and S, and n is the dimension of the measurement space. The intersection of two
This linear model for the signal places x in a finite-dimensional linear subspace known as the signal subspace and spanned by the mode matrix H. 
Here, E C" is an n vector of random noise. The noise is usually treated as a full-rank process in the measurement space. However, in many situations it is more advantageous (or more realistic) to model part of the noise as a process occurring in a space of lower dimension that is then mapped into the measurement space by some physical system. When linear subspaces (H) and (S) is the linear subspace consisting of all vectors that are contained in both (H) and (S 
MATHEMATICS OF OBLIQUE PROJECTIONS
In this section, we give construction formulas for oblique projections and establish a connection between the singular values of an oblique projection and the principal angles between its range and null space. Orthogonal projections are represented as P, usually with a subscript indicating the range. Oblique projections are represented as E, usually with a double subscript refemng first to the range and second to the null space.
Projection Operators: By the term projection, we mean a matrix that is idempotent (equal to its own square):
The eigenvalues of a projection are equal to 0 or 1. However, a matrix whose eigenvalues are 0 or 1 is not necessarily a projection.
Orthogonal Projections: An orthogonal projection has a null space that is orthogonal to its range. A necessary and sufficient condition for a projection to be orthogonal is Hermitian symmetry:
For an orthogonal projection PH whose range is (H) and whose null space is (A) = (H)*, we have
Oblique Projections: Projection matrices that are not orthogonal are referred to as oblique projections. Oblique projections are idempotent but not symmetric. For an oblique projection EHS whose range is (H) and whose null space is (S), we have
Construction of Projections:
We now give equations that size n x t having full column rank. Assume further that (H) k> x <H> allow projection matrices to be built from subspace spans for desired ranges and null spaces. Several different equations for the same purpose are given in [9] , and although they produce the same oblique projections, they are not the same as our equations.
Assume that H is a complex matrix of size n x m having full column rank and, likewise, that S is a complex matrix of and (S) are disjoint, which requires m + t 5 n.
<A>
The well-known formula to build an orthogonal projection PH = H ( H~H ) -' H~. (13) We call this the projector onto (H). The orthogonal projection whose range is (H)I is given by P ; = I -P H . Let us now examine the matrix (H S) that is composed from the columns of H and of s. Assume m + t < n so that the column rank of (H S) is less than n. The orthogonal projection onto the linear subspace (H S) is Alternative Construction: Equation (1 6) for the oblique projection whose range is (H) and whose null space contains (S) may be simplified to either of the following:
P H~= ( H s ) ( S H H HHH HHS S H S ) -' ( S H ) .

HH
We may decompose this orthogonal projection as follows:
PHS = EHS + ESH EHS = H(HHP$H)-'HHPi, EHS = P H ( I -S(SHP&S)-'SHP&).
(17)
HHH HHS -' HH
The first of these expressions shows that the first operator applied, namely P i , is a null-steering operator that nulls everything in the interference space (S). It is straightforward to verify that EHS is idempotent with range (H) and a null space that includes (S). To complete the null space, define A to span the perp space to (H S). Then These equations determine the ranges for EHS and ESH to be (H) and (S), respectively, and the null spaces for EHS and ESH to include (S) and (H), respectively. Now note that P&s = (ENS + ESH)(EHS + ESH) = E&s + E:H.
The crossterms vanish because the range of EHS is in the null space of ESH and vice versa. However, PLS = PHS = EHS + ESH and (EHs) = (H) is disjoint from (EsH) = (S); therefore, EgS = EHS and E i H = ESH. We have established that EHS and ESH are oblique projections with respective ranges (H) and (S) and respective null spaces containing (S) and (H). The geometrical picture is given in Fig. 2(a) .
EHSA = H(HHP;H)-lHHP&A
and we see that (A) is also in the null space of EHS. Since we have accounted for all available dimensions, we have determined that the range of EHS is equal to (H), and the null space is equal to (S A).
The second expression for EHS in (17) may be verified in a similar manner to be a projection with the same range and null space as the first expression. Therefore they are equal. In fact, (16) and (17) are three different representations for the oblique projection EHS whose range is (H) and whose null space is (S A).
Other useful identities follow from the expressions for EHS:
The first and second of these identities are useful for estimating signals and parameters in structured interference, and the third is useful for detecting signals in interference. These topics are taken up in Sections IV and V. We remark in passing that tr EHS = m and tr ESH = t.
Singular Values of Projections:
It is well known that the singular values of an orthogonal projection matrix are, like its eigenvalues, 0 or 1. This is true because for a symmetric matrix the singular values are equal to the absolute values of the eigenvalues. Since the 2-norm of a matrix is equal to its largest singular value, orthogonal projections have unit 2-norm and will never make a vector longer by projection: llPxll2 5 IIxllp. For an oblique projection, this is not the case. We will show in the subsection on principal angles that the singular values of an oblique projection can be 0, 1, or any value greater than 1. It follows that oblique projections have a 2-norm greater than unity and that IIEx112 may be greater than IIxll~.
A Three-way Resolution of Euclidean Space: Given a subspace (H) and a subspace ( S ) , define a new subspace (A) as the portion of Euclidean space orthogonal to both (H) and (S). The definition for the ith principal angle a; is [7] (H) and US an orthogonal span for (S). Then, the ith principal angle between (H) and (S) is given by (23) a, = arccosA, where A, is the ith singular value of the product U g U s .
We extend these results as follows. For an oblique projection EHS formed from subspace spans (H) and (S) according to (16) or (17), the singular values of the projection matrix are trigonometric functions of the principal angles between the two subspaces (H) and (S). Let The matrix in (26) is equal to E H s E~, , as can be easily verified by using the span U H in the first form of (17) for EHS. It therefore follows that (l/sina,) is a singular value of EHS, and the proof is complete. Since the principal angles ai range from 0 to 7r/2, the sines of ai range from 0 to 1, and the corresponding singular values of EHS range from 1 to infinity. Being low rank, an oblique projection also has some singular values of 0 that do not correspond to any principal angle. We have thus shown that the singular values of an oblique projection can be 0, 1, or any value greater than 1.
IV. ESTIMATION
Recall the structured noise model introduced in Section 11:
= arccos(ufv;) (21) y = x + b + g x = He; b = S$; -H ER"'", S E Rnxt. (27) subject to
where U; and v; are the U and v that achieve the maximum indicated in the expression for a;. Note that the definition is recursive in that the vectors U and v for the ith principal angle are constrained to be orthogonal to all previous uj and vj, respectively. Golub and Van Loan [7] also show that the principal angles may be computed with the singular value decomposition as follows. Let U H be an orthogonal span for
The goal in this section is to estimate the signal component x or the parameter e based on the received data y. 
E] = [H S]#y = ([H SIT[H S])-l[H SITy
Now apply the inversion formula for 2 x 2 block matrices [8] 
where EHS is the oblique projection defined in Section 111. Therefore, the operator that solves this least squares parameter estimation problem is H#EHsy or (P$H)#y, and the operator that solves the signal estimation problem is
P H E H~Y or E H~Y .
The oblique projection EHS serves as a preprocessor for each solution. to the interesting observation that the least squares solution operator EHS entirely removes the structured noise since, according to the model, the structured noise lies in the null space of EHS. At the same time, the signal x = He is undisturbed by EHS since it lies in the range.
Although these properties are highly desirable, there is a tradeoff involved. The unstructured noise g is not dealt with as effectively by the oblique projection EHS as it would be by the orthogonal projection PH. In fact, although some components of the full-rank noise g will be reduced or removed, certain components may actually be amplified as shown in Fig. 3 . This possibility implies that the oblique projection operator is best used when the structured noise dominates the fullrank background noise. This claim is supported by a later observation about the solution in Case 2).
Just how bad is the effect of an oblique projection on the background noise? Recall that y is distributed as y : The upper bound is the worst-case MSE sustained when all m of the principal angles are equal. The lower bound is the variance sustained by an orthogonal projection PH that is not required to null the interference space (S). It is clear from these formulas that singular values ai > 1 corresponding to small angles CY; increase the variance over the variance ma; that would be achieved with a rank-m orthogonal projection onto (H). This is the price paid for the "superdirectivity" required of an oblique projector that projects onto (H) along a direction that is parallel to a subspace (S) that must be nulled.
It should come as no surprise that the performance worsens when structured noise is close to signal by some measure, such as the sine of an angle between the subspaces.
Case 2: We now retum to the model equation (27) 
The noise covariance R,, is assumed to be positive definite. The unknown parameter @ is to be estimated. The ML estimator of @ is also the minimum variance unbiased (MVUB) estimator of S. It is given by -6 = ( H~R ; ; H ) -~H~R ; ;~. The matrix E is an oblique projection since it is idempotent (E2 = E) but not necessarily symmetric. The range of E is the signal subspace H as in the least squares case. The geometry of its null space is not so easily characterized, although the following special case gives some insight and shows an additional connection to the least squares solution. If both noise processes are white (R+d = ( T~I and R,, = o:I), then the oblique projection E can be written as
E = H(HT(I + T s s T ) -~H ) -' H~( I + T s~~1 -l (40)
where When T is 0, there is no structured noise, and E in (40) simplifies to PH, which is the orthogonal projection onto the signal subspace. On the other hand, when T is large, the structured noise is the dominant interference. From (13, it follows that lim E = EHS.
r+m
In other words, when 4 and are white noise, the MVUB estimator converges t o the least squares estimator as the structured noise becomes dominant.
In summary, the MVUB estimator is an oblique projection whose range is (H) and whose null space moves from ( H ) I toward (S) as the structured noise power increases from zero toward infinity. This supports the earlier claim that the oblique projection EHS obtained in the least squares problem is best suited to situations in which the structured noise dominates the unstructured noise. 
and the orthogonal projection PI = u1uB.
Then, by applying Zoltowski's work, we find that
This means that when the original overdetermined system of equations is projected onto (U,), the exact solution to the projected system is the TLS solution to the original system. We have y z H@ + S a =+ P l y = P1Hg + Pis$ * y = Hij+ s4. -
The estimated signal is x = Hg.
(50)
Let EAS be the oblique projection with range (H) and null space containing (S) as given in Section 111. Application of
The last form of the projected equation above suggests an ordinary TLS problem of the Golub and Van Loan variety. Now, we claim-that when we solve the projected TLS problem above, we have also solved the unprojected TLS problem. Any set of parameters and perturbations that gives equality before projection must give equality after projection. Conversely, for every set of parameters and perturbatio?s that gives equality in the projected equation, there exists a @ that will give equality in the unprojected equation (i.e., the component in (H)' is already equal, and e can be chosen so that the component in EBS to both sides of (49) gives another way to write the signal estimate:
Therefore, the TLS solutio? x can be obtained with an oblique projection of P l y onto (H) along (S).
The complete system for realizing the above equations is shown in Fig. 4 . Inputs are the models H and S and the observation y. The signal estimate is output x. The H and S outputs of the system can be interpreted as updated versions of the signal and noise subspace models, based on the observation y. Recall that we began the TLS problem with the basic assumption that there may be errors in H and S; therefore, these outputs can be viewed as an attempt to correct those errors and bring the model into agreement with the observations. Partially Fixed Subspace Models: We now extend this technique to deal with the case where only part of the model is subject to error. As a basis for the development, assume that the structured noise matrix S is still uncertain, but the signal matrix H is known to be without error. In this case, AH must be zero.
The key to solving the TLS problem for this case is the following observation: The perturbations 6 and the columns of As must be orthogonal to (H). This is so because if they were not, each could be resolved into a component in (H) and a component in ( H ) l . The component in (H) could be absorbed into the He term with a suitable change to e, and the sum of squared perturbations would be reduced in so doing. Since the solution must give the minimum sum of squared perturbations, the (H) components must be zero. If we define PI as
then the following relationships hold:
S = PIS
The oblique projection E f i~ is defined in Section 111. It is easy to see that the matrix P I defined above is an orthogonal projection. The main difference between this problem and the problem where H was also subject to error is in how P1 is determined.
There is a more general problem wherein there may be some columns of H known exactly and some subject to error. The same is true for S. This problem is not really much different from the last. The solution process is to project the equation onto the subspace perpendicular to the kmwn parts of the model, solve the projected TLS problem for P I , and add back the projection onto the known parts to arrive at the projection P1 for which the above relations hold.
V. DETECTION
is one of testing
The problem of detecting a subspace signal He in interference S d and noise -
BEHRENS AND SCHARF: SIGNAL PROCESSING APPLICATIONS OF PROJECTION OPERATORS
In [21], the generalized likelihood ratio detector is shown to be depending on whether or not 7 ; is known. These detector statistics, which are quadratic forms in the oblique projector EHS, have fascinating invariances which are discussed in [21] . Their distributions are, respectively, x2 and F , meaning that their performance may be computed as in [21] . The computation of likelihood simply involves the preprocessing of y to produce Pky, followed by the formation of quadratic form in the projections PPIH and (I -PPkH). Of course, Pky is a null-steering operator. These results generalize the results on invariant detectors derived in [20].
VI. APPLICATIONS
In this section, we present several examples that illustrate the use of oblique projections for solving a variety of signal processing problems.
Decoding Block Codes: The problem of decoding a linear block code is equivalent to the problem of estimating parameters in the linear statistical model. In this section, we exploit this equivalence to derive a procedure for decoding linear block codes on the real or complex field. We develop a decoding procedure based on a noise model that includes large impulsive errors in a few positions of the codeword as well as minor errors in all positions. The resulting decoder can be represented as an oblique projection operator determined by a finite search algorithm. Earlier versions of this work are published in [22] and [16]. Wolf [25] has noted the effectiveness of error control coding against impulsive errors in the complex field and has made the important observation that the error correction capacity of such codes is nearly twice what finite-field coding theory would lead one to expect. Marshall [ 131 has addressed the construction and implementation of complex number codes for impulse error correction, with attention given to the dynamic range of the elements in the codeword. Recent work in signal restoration has also been applied to complex number codes by Marshall [14] .
Practical decoding algorithms for impulse errors in complex number codes must consider that the codeword may also be subject to minor errors such as roundoff and/or background channel noise in every element. Wolf [25] and Kumaresan [ 101 have presented decoding strategies that account for such minor errors while protecting against major impulsive errors. The decoder we develop here shows significant immunity to minor errors in correcting multiple impulse errors. In addition, some protection is provided against the minor errors themselves.
One way to specify or represent any particular linear block code is by its encoder matrix, which we will call H. therefore, the dimension of S is n x t, where t < n -m.
There is also background noise v; therefore, the received data is y = He + S4 +E; see Fig. 5 . Under certain conditions, the estimate x is exactly equal to x in the absence of background noise. There are two conditions. First, the subspaces (H) and (S) must be disjoint. Second, the smallest (least width) matrix S that achieves the maximum above must be unique. This uniqueness can be guaranteed only for appropriate codes (such as BCH and Reed-Solomon) and with t < y. However, if q5 arises from a continuous probability distribution, then the c%cumstances which lead to nonuniqueness occur with probability zero for t up to n-m-1.
Uniqueness implies that the:earch will produce the correct S, It is clear that x will obey the signal model since the range of EHS is (H), which is the signal subspace. It is also clear that x will be invariant to the values we supplied to fill the missing data samples since any values in those positions lie in (S) and, consequently, in the null space of EHS.
We should point out that we have built a projection EHS whose null space includes (A) = (H S ) l . This is because we wanted X to lie in the signal subspace (H) in spite of the background noise E. If we were concemed only with interpolation of missing data and not with making a signal estimate consistent with our model and removing background noise, we could have used an oblique projection with range 
where H is the n x ( m + n ) matrix
and we have assumed that the IS1 is causal and limited in duration to m + 1 < n symbols:
To and whose null space S is some collection of the remaining columns of H:
Since the dimensionality of the null space is limited to n -1 at most, we cannot take all m + n -1 remaining columns of H.
However, we can at least make sure that the first element of y ; , namely, $(i), has all IS1 removed by choosing as S the first m columns of H since these are the only columns that contribute to the first element of y;. Then, conceptually, at each sample point in time, we project yi obliquely onto ho and discard all but the first element $(i). This is equivalent to filtering the sequence {y(i)} with an FIR filter whose coefficients are the first row of Eho$. The resulting filter is, in fact, a zero-forcing equalizer. Beyond that, however, the oblique projection approach allows one to alter the selection of the null space, allowing independent control of which zeros one wishes to force. By choosing no columns of H as a null space, a matched filter for ho is built. If the first m columns of H are chosen as a null space, a zero-forcing equalizer is built, or one may build anything in between, trading off remaining IS1 (bias) against amplification of background noise (variance). The oblique projection approach also provides the analytical tools to evaluate the tradeoff since the singular values of the oblique projection tell what the noise variance will be.
VII. CONCLUSION
We have presented a collection of estimation theoretic results based on the use of oblique projection operators. The results give an effective way to deal with structured noise when both the signal and a component of the noise are assumed to lie in low-rank linear subspaces.
The singular values of an oblique projection operator are critically important in determining the effect of that operator on unstructured background noise. Unlike an orthogonal projection operator, an oblique projection may have singular values larger than unity. If any of those singular values are too large, the benefit gained from elimination of the structured noise may be outweighed by amplification of the background noise. We have quantified this tradeoff in terms of estimator variance. We have also derived a geometric interpretation of the singular values of an oblique projection, giving a relationship that connects them directly to the principal angles between the range and the null space.
When a Gaussian density function is placed on the parameter vector of the structured noise term in the model, the solution still involves an oblique projection whose range is the signal subspace. The null space in this case is not perfectly aligned with the structured noise but tends toward the structured noise subspace when the structured noise dominates the background noise. On the other hand, as the relative structured noise power decreases, the oblique projection tends toward the orthogonal projection onto the signal subspace.
We have applied oblique projections to problems of estimating and detecting and of decoding symbols in impulse noise, interpolating missing data, and controlling ISI. The results on IS1 suggest that there is a theory of filtering to be developed around the idea of first "vector filtering" with oblique projections of the form EHS and then tuming this vector filter into an FIR filter by operating with a vector cT to produce yt = cTEHsyt. A similar idea has apparently occurred to Duysal and Lindquist [4] .
Finally, there remains the question of rank reduction to control the performance of x = E~s y .
The error covariance of this estimator is E H~E~, , which is a matrix whose eigenvalues depend on &, where the CY, are angles between subspaces. When the angles are small, it may be appropriate to reduce the rank of EHS to discard these large eigenvalues.
The resulting oblique projection allows some interference to leak through, and it slightly distorts the signal. The question remains to determine just how these two effects should be controlled while reducing rank. 
