This paper investigates the problem of making inference about the coefficients in the linear projection of an outcome variable y on covariates (x, z) when data are available from two independent random samples; the first sample contains information on only the variables (y, z), while the second sample contains information on only the covariates. In this context, the validity of existing inference procedures depends crucially on the assumptions imposed on the joint distribution of (y, z, x). This paper introduces a novel characterization of the identified set of the coefficients of interest when no assumption (except for the existence of second moments) on this joint distribution is imposed. One finding is that inference is necessarily nonstandard because the function characterizing the identified set is a nondifferentiable (yet directionally differentiable) function of the data. The paper then introduces an estimator and a confidence interval based on the directional differential of the function characterizing the identified set. Monte Carlo experiments explore the numerical performance of the proposed estimator and confidence interval.
Introduction
Least squares (or linear) projection coefficients are employed to approximate conditional expectations while guarding against misspecification and the curse of dimensionality (see Goldberger, 1991 , or Hayashi, 2001 , for a textbook exposition). Economists who use survey data for making inference about these coefficients often face the situation when no single sample includes all the variables of interest but there are two independent samples and each variable is included in at least one. 1 Complications arise because the coefficients of interest depend on moments of variables that are not jointly observed. The prominent method adopted to sidestep these complications is to impose additional assumptions on the distribution of the variables of interest. These include either restricting the dependence between the variables observed in different samples or requiring the presence of an instrumental variable observed in all samples (see e.g., the survey by Ridder and Moffitt, 2007) . These assumptions are not testable. If there is doubt about their validity, then it is worth analyzing the sensitivity of inference to a failure of them. Little is known, however, about making inference when no assumption on the joint distribution of the variables of interest is imposed, except that the coefficients of interest are not point identified.
Motivated by the previous situation, we study the problem of making inference on the coefficients α and β in the linear projection y = x α + z β + u of an outcome variable y on covariates (z, x) when data are available from two independent random samples; the first sample gives information on only (y, z), while the second sample gives information on only the covariates. The disturbance term u is assumed to be uncorrelated with the covariates, and no assumption on the joint distribution of (y, x, z), except for the existence of second moments, is imposed. We show that the collection of values of the coefficients of interest compatible with knowledge of the distributions of (y, z) and of (z, x) (that is, the identified set) can be written as the intersection of two sets. We then derive a function characterizing the boundary of the identified set and use this function to construct an estimator and a confidence interval for the coefficients of interest.
The construction of the estimator and the confidence interval requires some elaboration be-cause the function characterizing the identified set involves the composition of max and min operations. It is well-known (see e.g., Hirano and Porter, 2012 ) that this type of operations render analog estimators systematically biased and invalidate the use of standard tools for inference (e.g., normal or nonparametric bootstrap approximation of sampling distributions). To overcome these difficulties, we construct an estimator which corrects the precision of the analog estimator of the identifed set. The correction is similar to the nonparametric bootstrap bias correction but it is based on a version of the bootstrap that is different from the nonparametric one. This version is introduced to overcome the inconsistency of the nonparametric bootstrap in our context. The confidence interval is constructed by inverting a test statistic. Both the estimator and the confidence interval are based on an approximation to the directional differential of the function characterizing the identified set. The theoretical properties of the estimator and the confidence interval are discussed. Monte Carlo experiments illustrate the implementation and evaluate the numerical properties of the proposed procedures.
Related Literature
The problem of making inference on least squares projection coefficients from two independent samples has been studied in several strands of literature under different concerns and methodologies. A first strand of literature focuses on matching-based estimation of linear regression coefficients (see e.g., Rassler, 2002; D'Orazio, DiZio and Scanu, 2006) . Complications arising from the lack of observations on (y, x) are sidestepped by imputing the values of the covariates in the first sample (or the values of the outcome variable in the second sample; see e.g., Rodgers, 1984; Rubin, 1986; Moriarity and Scheuren, 2003) . The imputation procedures are valid under the assumption that the outcome variable and the covariates observed on only one sample are independent conditional on the covariates observed on both samples. This conditional independence assumption often find little justification in practice. Our approach is thus
useful to see what is lost when this conditional independence assumption is not valid.
A second strand of literature studies estimation and inference when instrumental variables are available (see e.g., Klevmarken, 1982; Angrist and Krueger, 1992: Arellano and Meghir, 1992; Inoue and Solon, 2010; Ichimura and Martinez-Sanchis, 2010) . Complications arising from the lack of observations on (y, x) are overcome by assuming that some of the variables common to both samples are instrumental variables. Although this assumption does deliver point identification, it is often the case that instrumental variables are not available. Our results are useful for this particular case.
The last strand of related literature focuses on nonparametric identification of the conditional expectation of the outcome variable given the covariates when the common covariates are discrete (e.g., Vitale, 1979; Cross and Manski, 2002; Molinari and Peski, 2006) . In this strand of literature, identification analysis is carried out without imposing additional assumptions delivering point identification. Our work is in the same spirit, but it applies to a different setting.
First, our focus is on identification and inference and not just identification. Second, we study least squares linear projections rather than conditional expectations. Third, we do not restrict the common variables to be discrete. Bontemps, Magnac and Maurin (2009) study identification of least squares projections from two independent samples. We consider the same setup but our characterization of the identified set is different. As we discuss below, our characterization does make use of the marginal distributions of (y, z, x) while their characterization does not.
To close this review of the literature, we mention the differences between our problem and other problems studied in the literature on sample combination. The assumption that the two samples are independent distinguishes our problem from the one with common observational units (e.g., Devereux and Triphati, 2009; Komarova, Nekipelov and Yakovlev, 2012; Poirer and Ziebarth, 2014) . The fact that the two samples do not deliver point identification distinguishes this paper from either the case when the two samples jointly deliver point identification (see e.g., Chen, Hong and Tamer, 2005; Hirukawa and Prokhorov, 2014) or the case when one sample alone delivers point identification and a second sample is used for efficiency gains (see e.g., Hellerstein and Imbens, 1999) . Fan, Sherman and Shum (2014) consider the related problem of combining samples to identify distributional treatment effects.
Organization of the Paper and Notation
The outline of the paper is as follows. In the next section, we define the coefficients of interest, describe the data, and discuss potential applications. In Section 3, we characterize the identified set and discuss what additional assumptions can shrink the identified set to a singleton. Section 4 introduces an estimator and a confidence interval for the coefficients of interest. In Section 5, we explore via Monte Carlo exercises the numerical performance of the proposed estimator and confidence interval. Section 6 concludes. Three appendices collect the proofs.
We consider a collection of observational units (i.e., individuals, households, etc.) to be studied at a given period in time and index an observational unit in this collection by i. For each i, we define the random vector (y i , x i , z i ) on a probability space with probability measure P o . We suppress the subscript i in the notation whenever this can be done without causing confusion. The outcome variable y is univariate and the covariates (x , z ) are random vectors of dimension d x and d z , respectively. We use E to denote the expectation associated to P o . We let s o xy := E(xy) denote the value of the expectation of the product of x and y. Similarly, we
and the unit sphere in R d by S d .
The Setup
We begin by describing the parameter of interest.
Assumption P (Parameter of Interest).
Knowledge is sought about the coefficients
where the joint distribution F o yxz of (y, x , z ) is such that:
ii) The variance of (y, x , z ) is finite and positive semidefinite.
An equivalent way of writing (P.i) is θ o := arg min
, which shows that θ o can be interpreted as the coefficients in the least squares projection of the conditional expectation of y given (x , z ) under quadratic loss. Since (P.i) does not restrict the conditional expectation of y given (x, z) to be a linear function, it is weaker than the mean-independence
The difference between (P.i) and the mean-independence restriction is often overlooked. In our context however, this distinction is of importance because lack of correlation and mean-independence deliver different identification results. (P.ii) ensures enough variation to define θ o .
If a sample with replications of the triplet (y, x , z ) was available, inference on θ o would be straightforward. Here we focus on the case when replications of this triplet are unavailable. We assume instead that data are available from two samples: (y, x, z) . A similar notation is adopted for x, z → G o xz (x, z). Data are available from two independent samples. The first sample {y i , z i } n A i=1 contains independent and identically distributed (iid) replications of (y, z ) generated from G o yz for a group of n A observational units.
The second sample {x j , z j } n j=n A +1 contains iid replications of (x , z ) generated from G o xz for a group of different n B = n − n A observational units.
Potential Applications
To illustrate the applicability of our setup, we now discuss potential applications fitting it.
The first application comes from the work by Bostic, Gabriel, and Painter (2009 The common alternative is to have access to two independent samples. A first sample gathers information on purchases and consumers demographic characteristics z i . A second sample contains information on ads exposure and the same consumers demographic characteristics.
Identification
In this section, we first define the identified set and describe the identification problem. We then introduce a characterization of this set. This characterization is the main result of the paper. We also discuss how additional assumptions can shrink the identified set to a singleton.
The Identification Problem
For identification purposes, assume that y, z → G o yz (y, z) and
denote the joint distribution function of x k and y. From (P.i), write the partitioned population normal equations as:
All the expectations in (1) are known except for s o xy . Solving the identification problem involves to exploit the restrictions imposed by Assumptions P and D on s o xy to ultimately recover θ o .
To study how Assumptions P and D restrict θ o , define
From (1), work out θ o and write it as the composition "•" of two linear functions:
where the first linear function is F 1y , .., F dxy → g(F 1y , .., F dxy ) := x 1 ydF 1y , .., x dx ydF dxy and the second linear function is
Let Λ denote the set of values of the expectation of the product between y and x such that the variance of (y, x , z ) is positive semidefinite. Define the set Θ M of values of θ o compatible with this variance restriction by:
Let F denote the set of joint distributions for the pairs (y, x 1 ), .., (y, x dx ) compatible with
with the marginal distributions by:
Intersecting Θ M and Θ F one has:
Definition 1 (Identified Set). The identified set Θ I of θ o delivered by Assumptions P and D
The identification problem is to derive a characterization of Θ I suggesting an estimation procedure. To our knowledge, a solution to this problem is not readily available in the literature. A partial solution has been proposed by Bontemps, Magnac and Maurin (2009) , who characterize a set different from Θ I . The set in Bontemps, Magnac and Maurin (2009) relates only to α o and it is defined only by the restriction that the variance of (y, x , z ) is positive semidefinite. By contrast, Θ I is defined also by the restriction that the marginals of the joint distribution of (y, x , z ) must be equal to the distributions characterizing the available data.
Solving the Identification Problem
To proceed, we obtain a first characterization of Θ I in terms of support functions. 
(ii) The set Θ F is characterized by:
(iii) The identified set Θ I is characterized by:
where q → s I (q) is the support function of Θ I .
Lemma 1 characterizes Θ I as the collection of vectors θ whose linear combination with the vector of directions q is smaller or equal than the minimum of the value functions in sup λ∈Λ q h(λ) and sup (F 1y ,..,F dxy )∈F q h • g(F 1y , .., F dxy ). We next study the solution to these optimization problems, first for the case when x is univariate and then for the multivariate case.
The Univariate Case
Assuming that x is univariate simplifies the exposition. The restriction on the variance of (y, x , z ) holds if and only if the determinant of this variance is nonnegative. In the next lemma,
we use this observation to show that Λ is an interval. We further characterize the endpoints of this interval, and use this characterization to solve the optimization problem characterizing Θ M .
Lemma 2 
Then, the support function characterizing Θ M is:
To characterize Θ F , recall that s F (q) = sup Fxy∈F q h • g(F xy ). This programming problem is a variant of the Kantorovich optimal transportation problem sup Fxy∈F g(F xy ). The difference is in the transformation q h(·) applied to the total cost function g(F xy ). By exploiting existing closed-form solutions for the Kantorovich optimal transportation problem (see e.g., Rachev and Ruschendorf, 1998) , we obtain the following result:
Lemma 3 (Operational Characterization of Θ F when d x = 1). Let Assumptions (P) and (D)
hold with d x = 1. Define v oq and e oq as in Lemma 2. Let y, z → G o y|z (y|z) denote the conditional distribution of y given z and let τ, z → Q o x|z (τ |z) denote the conditional quantile function of x given z. Define the moments:
where the expectation is with respect to G o yz . Then, the support function characterizing Θ F is:
By intersecting the support functions in Lemma 2 and Lemma 3 according to Lemma 1, one has the following result:
Proposition 1 (Operational Characterization of the Identified Set when d x = 1). Let Assumptions (P) and (D) hold with d x = 1. Define v oq , e oq , λ o tr for t ∈ {M, F } and r ∈ {l, u} as in Lemmas 2 and 3. Then, the support function characterizing Θ I is
The Multivariate Case
We now derive a characterization of the identified set when x may be multivariate. Extending the characterization of s M to the multivariate case requires some elaboration because Λ is not longer an interval but an ellipsoid. The following Lemma uses the projection of y on z and of x on z to obtain this extension. 
We now turn our attention to s F . The strategy exploited to characterize this function when x is univariate carries over the multivariate case. In particular, the linearity of the objective function F 1y , .., F dxy → h • g(F 1y , .., F dxy ) allows us to extend Lemma 3 by applying the method of proof there to each of the components of h • g(F 1y , .., F dxy ):
Lemma 5 (Operational Characterization of Θ F ). Let Assumptions (P) and (D) hold. Define v oq and e oq as in Lemma 2 with the corresponding change in dimension to accommodate the case
Let e oq,k denote the k-th element of e oq . Define y, z → G o y|z (y|z) as in Lemma 3 and let τ → Q o k|z (τ |z) denote the conditional quantile function of x k given z. Define the moments:
Then, the support function characterizing Θ F is
By combining Lemmas 4 and 5, one obtains the main result of the paper:
Theorem 1 (Operational Characterization of the Identified Set). Let Assumptions (P) and (D) hold. Then, Θ I is characterized by the support function:
where v oq , e oq , λ o F kl , λ o F ku , C o and D o are defined as in Lemmas 4 and 5.
Obtaining Point Identification
We have emphasized that the maintained assumptions deliver set identification of θ o . In a particular application, the identified set may be too wide to provide the desired information about θ o . We now review the force of additional assumptions to achieve point identification.
For the sake of exposition, we focus on the case when x is univariate. 
This is because the mean-independence restriction implies that any measurable function of z, such as z 2 k , is uncorrelated with the disturbance term u. In such a case, any of these functions can be used as an instrument to point identify θ o . Finally, if y is conditionally independent of x given z, then θ o is also point identified. Under this conditional independence assumption, E(yx) is equal to E[E(y|z)E(x|z)].
Point identification follows after evaluating
λ → h(λ) at λ = E[E(y|z)E(x|z)].
Estimation and Inference
To reflect sampling variability, we now drop the assumption that the distributions of the two samples are known. We estimate these distributions and employ Theorem 1 to construct an estimator and a confidence interval for the components of θ o .
Estimand
We begin by describing the object to be estimated. Motivated by the applications discussed in Section 2, we are interested in a component θ ko of θ o rather than in θ o itself. We then estimate the one-dimensional projection of the identified set on the k-axis. Since the identified set is convex (see Lemma 1), this one-dimensional projection is an interval. The endpoints can be characterized using the support function in Theorem 1. For a given direction q, define
Let q l denote the k-negative canonical direction (i.e., q l is a vector taking value −1 in position k and zero elsewhere) and let q u = −q l denote the k-positive canonical direction. For any possible
, use s I (q) in Theorem 1 to define the bounding functions
where η b = η q b to save on notation. Since q → s I (q) gives the signed distance of supporting hyperplanes of the identified set from the origin (see footnote 2), one has that
is the one-dimensional projection of the identified set on the k-axis.
Estimator
A natural idea to estimate [θ k ] would be to employ the sample analog principle. This approach however may systematically under(over)-estimate the true value of the endpoints of
. This is due to the presence of the min and max operators in the bounding functions defining the endpoints of [θ k ]. With the aim of improving over the sample analog estimator, we introduce a bias-corrected estimator. This estimator has three steps. In the first step, we estimate y, z → G o y|z (y|z) and τ, z → Q o x|z (τ |z) by nonparametric methods. In the second step, we estimate v oq , e oq , λ o F r for r ∈ {l, u}, D o and C o by their sample analogs. We denote these estimates byv q ,ê q ,λ F r , etc. In the third step, a bias-correction term is subtracted to the sample analog estimator of the endpoints
where κ l and κ u are constants between zero and one, andb l andb u are estimates of the bias of the sample analog estimator (to be described below). The constants κ l and κ u are included to control the amount of bias-correction and to avoid highly variable estimates. When κ l = 0 and κ u = 0, no bias-adjustment is attempted and [θ k ] κ is just the sample analog estimator. When κ l = 1 and κ u = 1, a full bias-adjustment is attempted.
was differentiable, we could use the nonparametric bootstrap to consistently estimate the bias and correct for it.
ferentiable. This is due to the composition of min and max functions.
. This allows us to approximate the bias of the sample analog estimator using the following algorithm:
Step 1 -Draw S pairs of bootstrap samples, say {y is , z is }
by resampling with replacement from the samples
Step 2 Step 3 -The estimate of the bias of the sample analog estimator iŝ
Aξ bs .
The next Theorem establishes the consistency of (b l ,b u ).
Theorem 2 (Consistent Bias Estimation). Let Assumptions P and D hold. Let Q and G denote the parameter spaces for
Equip these spaces with norms · Q and · G . Let assume that there are nonparametric estimatorsQ k andĜ of τ, z → Q o k|z (τ |z) and y, z → G o y|z (y|z), respectively. Let further assume: (C.1) G o y|z ∈ G;Ĝ ∈ G with probability tending to one; and, for any number
k|z ∈ Q;Q k ∈ Q with probability tending to one; and, for any
3) For all z and k, the density x → g o k|z (x k |z) associated with x → G o k|z (x|z) is bounded and bounded away from zero.
(C.4) There are functions y i , z i → ϕ kl (y i , z i ) and y i , z i → ϕ ku (y i , z i ) such that:
] denote the bias of the sample analog estimator
Algorithm 1 approximates the bias of the sample analog estimator by the Monte Carlo mean variance. This implication does not preclude modifying procedures to mitigate the imprecision problem, but suggests that one should assess carefully the properties of the modified procedure.
In the next section, we evaluate this bias-variance trade-off via Monte Carlo exercises. Second, it implies that standard notions of asymptotic efficiency (i.e., variance bounds associated to minimum variance unbiased estimators) will not lead to useful comparisons between different estimators. Given this situation, we rely again on Monte Carlo exercises to evaluate [θ k ] κ .
Confidence Interval
Consider now the problem of inference. To communicate sampling variability, one may wish to construct a confidence interval for θ ko . Fulfilling this wish is a delicate issue because the nondifferentiability of the bounding functions precludes the constructions of confidence intervals based on asymptotically normal approximations, bootstrapping or subsampling the sample analog of the endpoints of [θ k ]. To deal with the issues raised by nondifferentiability, we consider the confidence interval C n := {θ k ∈ R : T n (θ k ) ≤q 1−τ }, where
andq 1−τ is a simulated critical value computed according to:
Step-by-Step Calculation ofq 1−τ ).
Step 1. Forξ s calculated as in Algorithm 1, calculateT * ns := max ξ ls , 0 2 + min ξ us , 0 2 .
Step 2. Fix τ ∈ (0, 1). Setq 1−τ equal to the 1 − τ empirical quantile of {T * ns } S s=1 .
The following Theorem establishes the validity of C n :
Theorem 3 (Locally Uniform Asymptotic Confidence Interval). Let Assumptions P, D and
set of H containing η o . Consider the n 1/2 -contingent cone at η o with respect to K:
and n −1/2 -local perturbation neighborhood of P o :
Theorem 3 guarantees that C n asymptotically covers θ ko with the pre-specified level 1 − τ for any value of the nuisance parameters associated with a probability function in P o and any value of θ ko in the one-dimensional projection [θ k ]. This includes the case when θ ko is either point-
is near a point of nondifferentiability of the bounding functions. 4
Monte Carlo Experiments
In this section, we employ simulated data to evaluate the performance of the procedures described in the previous section. The experiments show that: (i) When the correlation between z and x is low, the two samples may be informative about β o ; (ii) When inference does not take the restrictions on the marginal distributions into consideration, the estimated intervals do not take the best advantage of the data, resulting in estimates wider than necessary.
Design of Experiments
For computational simplicity, we let x i to be univariate. For
we generate y i according to
where u i is a standard normal random variable independent of the covariates. The joint distribution of (x i , z i ) is bivariate normal with mean zero and unit variance. The design variable is the correlation ρ xz between z i and x i . In order to create two independent samples, we split the n draws of (y, x, z) into two samples of size n A and n B , respectively. In the first sample, we drop the realized values of x. In the second sample, we drop the realized values of y. We choose n A = n B ∈ {250, 500, 1000}. The number of replications is 250. 5
Performance Measures for Post-Simulation Analysis
To evaluate the finite-sample properties of different interval estimators, we now describe a performance measure. To the best of our knowledge, there is no widely accepted loss function to evaluate interval estimators. Given this state of affairs, we decide to use as loss function the mean squared error uniformly integrated over an interval (MSEI). To describe this function, let θ ks , for s ∈ {l, u}, denote any estimator of the endpoints of [θ k ]. For the interval estimator
, the MSEI is defined as: Magnac and Maurin (2008) show that M SEI([θ k ]) has the following decomposition:
whereθ ks := E(θ ks ) for s ∈ {l, u} andθ k := (θ kl +θ ku )/2. The first term (denoted Dec) can be interpreted as the square of the familiar bias term. The second term (AL) can be interpreted as the specific ambiguity due to set identification instead of point identification. The third term (ASE) can be interpreted as the usual variance term. As pointed out by Magnac and Maurin (2008) , the latter decomposition is an adaptation of the usual decomposition of the mean squared error to the case when identification is partial. 6
Comparison of Estimators
We calculate five estimators. These estimators are obtained after replacing y, z → G o y|z (y|z) and τ, z → Q o x|z (τ |z) by series of cubic splines estimators. We choose the number of knots K n and L n according to the rule
A . Implementing the bias-corrected estimator requires to choose a tuning parameter for estimating the directional derivative. In the simulations, we set this parameter to log(n A ) (see our discussion in Appendix B). 7
6 An alternative to the MSEI is a loss function weighting coverage and length of the interval estimators. We are not aware, however, of the use of this type of loss functions in the context of set identifying models. For the sake of completeness, we report the Monte Carlo coverage and average length as well.
7 All the experiments were carried out in the program R using the libraries "splines" (to generate cubic spline basis) and "quantreg" (to estimate τ, z → Q o x|z (τ |z)). This table presents different measures describing the finite sample performance of different estimators of the coefficients. All details about this experiments are in Section 5.1. We set the correlation between covariates equal to ρzx = .2 and the number of knots in the estimation of the conditional quantile and distributions functions according to Kn = Ln = n .3
B . The label "Obs." indicates the number of observations in each sample. "M" is the sample analog estimator based on the positive definite restriction of the variance of (y, x, z). "F" is the sample analog estimator based on the restrictions on the marginal distributions of (y, x, z). "I" is the sample analog estimator based on both the positive definite restriction and the restrictions on the marginal distributions of (y, x, z). "κ = .5" is the bias-corrected estimator described in Section 4.2. with bias-adjustment term equal to one half. "κ = 1" is the bias-corrected estimator described in Section 4.2. with bias-adjustment term equal to one. 'Dec' stands for decentering of the mid-point of the interval, 'AL' is the adjusted length of the interval, 'ASE' is the variance of the estimators of the bounds, and 'RMSEI' is the square root of the mean squared error uniformly integrated defined in Section 5.2. The number of Monte Carlo replications is 250. 
Comparison of Confidence Intervals
We now consider the estimation of confidence intervals. We implement the confidence interval in Algorithm 2 for a 1 − τ = .95 nominal confidence level. We call this confidence interval Delta. We use different values of ρ xz to evaluate the uniform properties of confidence intervals.
In the experiment with ρ xz = 0, the data generating process delivers point-identification of β 2o .
In the other two experiments, the data generating process delivers only set-identification.
Implementing the Delta confidence interval is computationally intensive. It is worth then to explore the properties of computationally less intensive alternatives. We construct percentile Tables 2 presents the actual coverage probability and the average length of the Nonparametric and Delta confidence intervals. The percentile nonparametric bootstrap confidence interval is unnecessarely conservative, in particular, for the coefficient that may be point-identified (i.e., compare the average length reported in Table 2 for the Nonparametric and Delta Confidence intervals on β 2 ). For medium-large sample sizes (e.g., 500 -1000 observations in each sample), the Delta confidence interval resolves this issue. 
Summary and Conclusions
Applied researchers interested in making inference about least squares projection coefficients are often confronted to the situation when the relevant variables are measured in two or more independent samples, neither of which contains information on all the variables of interest.
When no additional assumptions are invoked, the literature has shown that the coefficients of interest are not point-identified (see e.g., Ridder and Moffit, 2007) . This paper characterizes the identified set for the coefficients of interest and introduces a bias-corrected estimator and a confidence interval. The proposed estimator and confidence interval exploit the fact that the function characterizing the identified set is directionally differentiable.
There are at least two topics which deserve further research. The first topic relates to the choice of the smoothing parameters for the estimators of the identified set. The second topic concerns theoretical comparison of alternative estimation procedures for intervals with nondifferentiable endpoints.
Appendix A: Proofs of the Results in Section 3
Proof of Lemma 2. The support function of Θ M is equal to:
Since the objective function in the programming problem in the latter display is linear, we have:
A solution to these programming problems must occur at the boundary of the feasible set Λ. We now characterize the boundary points of Λ. For any random vector a and random variable b, let ρ ab denote the correlation between the elements of a and b. Consider the determinant of the correlation of (y, z , x) : 1 + ρ zy ρ zx ρ yx + ρ xy ρ zy ρ zx − ρ yx ρ yx − ρ zx ρ zx − ρ zy ρ zy .
The variance of (y, z , x) is positive semidefinite if and only if the latter determinant is nonnegative. Viewed as a function of ρ yx , one can rewrite this determinant and its sign restriction as the quadratic inequality:
where A := −1, B := 2ρ zy ρ zx and C := 1 − ρ zx ρ zx − ρ zy ρ zy . Since A is negative, the solution to this quadratic inequality is the interval defined by the two real roots of the quadratic equation Aρ yx ρ xy + Bρ yx + C = 0:
Replacing A, B and C by their definitions and rearranging terms,
Under Assumption P.ii, ρ − yx and ρ + yx are finite. Plugging the ρ − yx ρ + yx in E(yx) = E(y)E(x) + [V(y)V(x)] 1/2 ρ yx , one has that Λ is an interval with finite endpoints λ o M l and λ o M u . To conclude, plug these endpoints back in the support function and notice that e oq 1(
Before proving Lemma 3, we re-state, in a notation suitable for our purposes, an existing result characterizing bounds on the expectation of the product of two random variables with given marginals. 
and that E c(y, x k ) exists and is finite. Then,
The value function in the optimization problems above correspond to the function F → E c(y, x k ) evaluated at the Hoeffding-Frechet distributions. With Lemma A1 at hand, we proceed with the proof of Lemma 3 in the text.
Proof of Lemma 3. Using the notation in the Lemma, one can write the support function of Θ F as: The result in the Theorem follows after evaluating F yx|z → yx dF yz|z (y, z|s)dG o z (s) at G l yx|z and G u yx|z . Consider first the evaluation at G l yx|z :
Let Q o y|z (τ, z) and Q o x|z (υ, z) denote, respectively, the conditional τ -quantile of y given z and the conditional υ-quantile of x given z. By using the substitutions y = Q o y|z (τ, z) and
Since d max{0, τ + υ − 1} is different from zero only at τ + υ − 1 = 0, one has:
By the change-of-variable τ = G o y|z (y|z) :
where the expectation is with respect to the joint distribution of (y, z). By a similar reasoning, the evaluation at
. To conclude, plug the expression for λ o F l and λ o F u back in the expression of the support function and note that e oq 1(e oq ≤ 0)λ o F l + e oq 1(e oq > 0)λ o F u = max{e oq λ o F l , e oq λ o F u }.
Proof of Proposition 1. This result follows after replacing s M (q) and s F (q) in Lemma 1, Equation (2), by their characterizations in Lemmas 2 and 3.
Proof of Lemma 4. The support function of Θ M is:
The aim is to find a closed form expression for the value function in the programming problem in the latter display. We begin by characterizing the set Λ in a way that is suitable to our purpose. If the variance of (y, x , z ) is positive definite so is the variance of (w A , z , w B ). We then write the variance of (w A , z , w B ) in terms of the unknown expectation λ = E(yx). By construction z and w A are uncorrelated (i.e., E(zw A ) = 0), as well as z and w B (i.e., E(zw B ) = 0). If z includes a constant, w A and w B have zero mean (i.e., E(w A ) = 0 and E(w B ) = 0). Hence, the covariance between w A and w B is
where the first equality follows because the residuals w A and w B have zero mean, the second equality follows after replacing w A and w B by their definitions, the fourth one after rearraging terms and the last line is a definition. The variance of (w A , z , w B ) can be written as:
where 0 dz is a d z -dimensional column vector of zeros, 0 dx×dz is a d x × d z matrix of zeros and I dx is an d x × d x identity matrix. Let Ω denote the variance of (z, w B ). If the matrix M is positive definite, so is the Schur complement S of Ω in M :
where the first equality follows from the fact that z and w B are uncorrelated and w B has variance one and the last equality from the definition of the Euclidian norm. Since S is a scalar, the positive definite condition is equivalent to λ ≤ 1. Use this inequality to define the ball:
λ is at the boundary ofΛ when ||λ|| = 1. Λ is an ellipsoid because it is linear transformation of
Since the objective functionλ → e oq C 1/2 oλ is linear, a solution to the programming problem has to ocurr at the boundary ofΛ, that is, when ||λ|| = 1. Hence, the programing problem is solved atλ * = (e oq C o e oq ) −1/2 C 1/2 o e oq . To conclude, replaceλ =λ * in e oq A 1/2λ .
Proof of Lemma 5. Let g ky (F ky ) denote the k-element of g(F 1y , .., F ky , .., F dxy ). Using the notation in the Proposition, we can write the support function as:
where the third equality follows because F 1y , .., F dxy → g(F 1y , .., F dxy ) is linear. The rest of the proof parallels that of Lemma 2 and is not repeated here.
Proof of Theorem 1. This result follows after replacing s M (q) and s F (q) in Lemma 1, Equation (2), by their characterizations in Lemmas 4 and 5.
Appendix B: Proofs of the Results in Section 4
We begin by calculating the directional differential of the bounding functions using the following chain rule. Lemma B.1 (Chain Rule for Hadamard Directional Differentiable Functions - Shapiro, 1990 , Proposition 3.6). Let h → φ(h) be Hadamard directional differentiable at h o , and let φ → Φ(φ) be Hadamard directional differentiable at φ o := φ(h o ). Letφ(h o , d) andΦ(φ o , r) denote the Hadamard directional differential of h → φ(h) and φ → Φ(φ), respectively. Then, the composite mapping h → g(h) := Φ • φ(h) is Hadamard directional differentiable at h o and the chain rulė
To employ the chain rule, set h o = η lo and g(h) = m l (η l ). Re-write η l → m l (η l ) as the composition of two functions. The first function is
For a given vector φ := (φ M , φ F ) ∈ R 2 , the second function is
With this notation at hand, m l (η l ) = Φ • φ(η l ). From Fang and Santos (2014) , on can deduce that the Hadamard directional differential of φ → Φ(φ) at
with t * := arg min t∈{M,F } φ o t . For ι denoting a conformable vector of ones, the Hadamard directional differential of η l → φ M (η l ) at η o l in the direction d is:
Using the chain rule above, the Hadamard directional differential of
where d 1 , d kl and d ku are the 1st, 2 + k-th and 2 + k + 1-th elements in d, respectively, and s * k := arg max t∈{l,u} e q,k λ F kt . The chain rule in Lemma B.1 then implies that the Hadamard directional differential of η l → m l (η l ) at η o l in the direction d is:
Using a similar reasoning, one can obtain the Hadamard directional differential of η u → m u (η u ). We write a more explicit expression in the following Lemma:
For a positive sequence δ n diverging to infinity and δ n / √ n converging to zero, we estimate the directional differentials by:
The next proposition establishes the consistency ofm l andm u . Lemma B.3 (Consistent Estimator of the Directional Differential). Let Assumptions P and D hold. Let further assume that δ n ↑ ∞, n −1/2 δ n ↓ 0, and the conditions C.1-C.4 in Theorem 2 (Asymptotic Properties of the Nuisance Parameter Estimator) hold. Then,
Proof. Fix an arbitrary d. Under δ n ↑ ∞ and n −1/2 δ n ↓ 0, for any
Since η o b ∈ R, η o b is Borel measurable and separable. Under C.1-C.4,η b − η o b = o Po (1) (see Lemma C.3 below). Hence, the Extended Continous Mapping Theorem (see e.g., van der Vaart and Wellner, 1996, Theorem 1.11.1) implies
for any d. Since the result in the latter display holds jointly for b ∈ {l, u}, they can be combined to obtain Lemma B.3.
To establish theoretical properties of the bias-corrected estimator, we verify the conditions of a result in Fang and Santos (2014) . For the sake of completeness, we begin by re-stating this result in a notation suitable for our purposes: 
and there is an estimatorĥ n of this nuisance parameter such that, for some sequence of positive numbers r n ↑ ∞, the random element
) can be continuously extended to D. FS Condition 3.1. Letĥ n denote the bootstraped version of the estimatorĥ n . Let {X l } n l=1 denote the data and let {W l } n l=1 denote random weights.
where BL 1 (D) is the set of Lipchitz functionals from D to R whose level and Lipchitz constant are bounded by one. FS Condition 3.2. (i) The sequence r n (ĥ n −ĥ n ) is asymptotically measurable.
(ii) b r n (ĥ n −ĥ n ) is a measurable function of {W l } n l=1 outer almost surely in {X l } n l=1 for any continuous and bounded function b : D → R. FS Condition 3.3. There is an estimatorf ofḟ such that for every compact set K ⊆ D o , K δ := {a ∈ D : inf b∈K ||a − b|| D<δ }, and every > 0:
Then,
To prove Theorem 2, we now verify the conditions of Lemma B.4.
Proof of Theorem 2. Our case corresponds to
To verify FS Condition 2.1(i), let equip D and E with the sup-norm. Then, D and E are complete normed vector spaces (i.e., Banach spaces; see Rudin, 1986, Chapter 5.1). To verify FS Condition 2.1(ii), we refer to our discussion of Lemma B.2 (Hadamard Directional Differential). To verify FS Condition 2.2, we first notice that, by construction, the nuisance parameter h o = η o b lives in some compact set. To verify FS Condition 2.2 (i), without loss of generality one can set K 2+2dx equal to that compact set. The estimator isĥ n =η b . Under the conditions of Lemma C.3 (Asymptotic Properties of the Nuisance Parameter Estimator), we can set r n = n 1/2 A and G o equal to a multivariate normal random vector. To verify FS Condition 2.2 (ii), it suffices to note that a multivariate normal random vector G o is tight (because any random vector G o is tight: for every constant > 0 there exists a constant κ such that P o ( G o > κ) < ) and its support belongs to D o .
To 
) is continuous (see e.g., Shapiro, 1990) . Since D o is closed, then the continuity of d →ṁ b (η o l , d) and Theorem 4.1 in Dugundji (1951) imply thatṁ b admits a continuous extension to D.
To verify FS Condition 3.1 (i), we refer to our discussion at the end of Appendix C about the validity of the non-parametric bootstrap to approximate the sampling distribution of the estimator of the nuisance parametersη b . To verify FS Condition 3.1 (ii), it suffices to prove the consistency of the law of n In our case FS Condition 3.2 is satisfied by construction becauseĥ n =η b andĥ n =η b correspond to empirical and bootstraped empirical processes, respectively.
To verify FS Condition 3.3.
) is L-continuous, by a result in Fang and Santos (2014, Lemma A.6) , showing that, Hence, Lemma B.4 (Consistency of the Delta Bootstrap) implies that:
where the second equality follows becausem b is a consistent estimator ofṁ b (see Lemma B.3 Uniform Consistent Estimator of Directional Differential), and the last equality follows from the Delta Method Theorem in Fang and Santos (2014, Theorem 2.1).
To establish theoretical properties of the confidence interval C n , we verify the conditions of a result in a companion paper (Pacini, 2016) . For the sake of completeness, we begin by re-stating this result in a notation suitable for our purposes:
Lemma B.5 (Locally Uniform Confidence Interval -Pacini, 2016, Theorem 1). Let η o := h(P o ) be an unknown nuisance parameter defined by a known bijective function h : P → H taking values in a space H ⊂ H. The unknown parameter of interest θ o ∈ Θ ⊂ R satisfies the inequalities 
and Gateaux directional differentiable at η o :
is finite for all d ∈ H. Pa Condition 3. There is a function η, d →m b (η, d) (that may depend on n) satisfying:
) is L-continuous for any η:
for some positive constant L m b . Pa Condition 4. There is an estimatorη n :
and, for P n ∈ P o , η n = h(P n ) and Z ηo denoting a tight random element taking values in H,
where the distribution of Z ηo can depend on η o but not on η n . Pa Condition 5. There is an approximationẐ n of Z ηo satisfying
Consider the confidence interval C n constructed according to:
Step 1. For a large S, simulate 1, .., s, .., S realizations ofẐ n . Denote a given realization bŷ Z ns .
Step 2. CalculateT ns := max m l (η n ,Ẑ ns ), 0 2 + min m u (η n ,Ẑ ns ), 0 2 .
Step 3. Fix τ ∈ (0, 1). Setq 1−α equal to the 1 − α empirical quantile of {T ns } S s=1 .
Step 4. Create a grid in Θ. Let θ c denote a point in this grid.
Step 5. Calculate T n (θ c ) for each θ c in the grid. Accept θ c if T n (θ c ) <q 1−α otherwise discard θ c . Take the smallest and largest accepted values as the endpoints of C n . If Pa Condition 6. The limiting distribution of the test statistic T n (θ) is continuous and strictly increasing at its 1 − α quantile q 1−α . Pa Condition 7. For some
Proof of Theorem 3. For sum
Rewrite the lower bounding function as
We have already verified that η o belongs to a Banach space (see Proof of Theorem 2). Since η o is a point in an Euclidean space, η o also belongs to a separable space. Since the max and sum functions are L-continuous, and L-continuity is preserved under composition of L-continuous functions, η 1 , η 2 → g 1l (η 1 , η 2 ) and r 1l , η 3 → g 2l (r 1l , η 3 ) are L-continuous (Pa 2.i). To verify Pa 2.ii, we refer to our discussion of Lemma B.2 (Hadamard Directional Differential) . 
Appendix C: Estimation of Nuisance Parameters
This appendix describes estimators for the nuisance parameters and establishes some of its asymptotic properties. These asymptotic properties in turn are useful to establish the properties of the inference procedures described in the text.
We begin by describing the estimators of components of the support functions. The estimators are:d
y i z i and y, z →Ĝ(y|z) and τ, z →Q k (τ |z) are non-parametric estimators for the conditional distribution y, z → G o y|z (y|z) and the conditional quantile function τ, z → Q o k|z (τ |z), respectively.
Let defineη := (η q l ,η qu ) witĥ
The components ofη are either sample analogs of unconditional moments (e.g.,v q l ) or sample analogs of unconditional moments with unknown functions estimated non-parametrically (e.g., e q l ,kλF kl ). If there were no unknown functions estimated nonparametrically, convergence in probability forη and convergence in distribution for (η − η o ) √ n A could be established using is randomly sampled from a distribution P whose support is a proper subset of R d . Let denote A for a finite dimensional parameter set and Ψ for an infinite dimensional parameter set. Let equip these sets with norms || · || A and || · || Ψ , respectively. For some positive integers p and k, assume that there exists a measurable vector-
as the true unknown finite and infinite dimensional parameters. Define the sample analog M n (γ, ψ) := n −1 n l=1 m(X l , γ, ψ) and assume there is a nonparametric estimatorψ of ψ o . Define the estimatorγ := arg min γ ||M n (γ,ψ)||. Suppose further that:
CLK Condition (1.5'). For all sequences of positive numbers {δ n } with δ n = o(1), Central Limit Theorem -Chen, Linton and Van Keilegom, 2003, Theorem 2) . Assume that the conditions of the Law of Large Numbers in Lemma C.1 are satisfied. For some sequence {δ n } of positive numbers converging to zero, define the shrinking sets A δn := {γ ∈ A :
and for all (γ, ψ) ∈ A δn × Ψ δn with a sequence δ n of positive numbers converging to zero:
CLK Condition 2.4.ψ ∈ Ψ with probability tending one; and ||ψ − ψ o || Ψ = o P (n −1/4 ). CLK Condition 2.5'. For all sequences {δ n } of positive numbers converging to zero
Then, √ n γ − γ o converges in distribution to a random vector with multivariate normal distribution.
We next verify the conditions of these two Lemmas to obtain the following properties forη: Lemma C.3 (Asymptotic Properties of the Nuisance Parameter Estimatorη). Let Assumptions P and D hold. Set the infinite dimensional parameter space Ψ equal to the product of the spaces of functions ψ k mapping the support of (y, z) into the support of (x k , x k ) according to:
is any conditional quantile function for the random variable x k conditional on z and y, z → G(y|z) is any conditional distribution function for the random variable y conditional on z. Denote by Q and G the parameter spaces for τ, z → Q k (τ |z), for all k = 1, .., d x , and y, z → G(y|z), respectively. Equip these spaces with norms · Q and · G . Let further assume that C.1-C.4 hold. Then,η − η o = o Po (1) and n
1/2
A (η − η o ) converges in distribution to a random vector with a multivariate normal distribution.
Proof. To verify the conditions for the Law of Large Numbers in Lemma C.1 and the Central Limit Theorem in Lemma C.2, we interpret the data {X l } n l=1 as the two independent samples {y i , z i } n A i=1 and {z j , x j } n j=n A +1 described in Assumption D, and we assume that there is some number 0 < κ < 1 such that, for n B = n − n A , as n A , n B → ∞, n A /n → κ and n B /n → 1 − κ.
where µ y = E(y i ) and similarly for µ x and µ z . Set the finite dimensional parameter space A equal to some compact subset K of the Euclidean space R p . In our case, the function
The estimatorγ := arg min γ ||M n (γ,ψ)|| in our case corresponds to: γ = (μ y ,μ x ,μ z ,ŝ yy ,ŝ xx ,ŝ zz ,ŝ yz ,ŝ xz ,ê q,1λF 1l , ..,ê q,dxλF dxu ).
To verify CLK Condition (1.1), it suffices to note that in our case ||M n (γ,ψ)|| and inf γ ||M n (γ,ψ)|| are both equal to zero because there are no over-identifying restrictions (i.e., p = k). To verify CLK Condition (1.2), notice that M (γ, ψ o ) delivers point identification of the finite dimensional parameter γ o by assumption. To verify CLK Condition (1.3), notice that ψ → M (γ, ψ) in our case is a linear bounded operator for all γ, and then continuous at ψ = ψ o . We now verify CLK Condition (1.4). Because we have assumed thatĜ converges in probability to G o y|z uniformly over y, z (see C.1) and thatQ k converges in probability to Q o k|z uniformly over τ, z (see C.2), it follows thatψ k (y, z) = Q k 1 −Ĝ(y|z)|z ,Q k Ĝ (y|z)|z converges in probability to C.2 implies that the first term in the right-hand-side of the latter display is o P (1). Consider now the second term in the right-hand-side. For someG ∈ G δn , use the Inverse Function Theorem to obtain the following mean value expansion:
Applying the Cauchy-Schwarz Inequality:
Under the assumption that the density x → g o k|z (x|z) is bounded away from zero and bounded for all z (see C.3), we have that To verify CLK Condition 2.5', notice that γ → m A (y i , z i , γ), γ → m B (z j , x j , γ) and γ → m AB (z l , γ) are Holder continuous, and γ, ψ → m C (y i , z i , γ, ψ) is uniformly Lipchitz and twice continuously differentiable (because it is linear). Hence, a result in Chen, Linton and van Keilegom (2003, Theorem 3) , implies that CLK Condition 2.5' (and 1.5') are satisfied.
Verifying CLK Condition (2.6')(i) is standard, so we omit it here. To verify CLK Condition (2.6')(ii), start from Γ 2 (γ o , ψ o )[ψ − ψ o ]. Using the asymptotic linear representation in C.4,
. . .
Hence, to verify CLK Condition (2.6')(ii) it suffices to set φ(X l ) = (−e oq l )ϕ 1l (y i , z i ), .., (−e oqu )ϕ dzu (y i , z i ) . We next provide conditions under which the non-parametric bootstrap can consistently estimate the asymptotic distribution of (η − η o )n 1/2 A . To obtain such conditions, we rely again on a Theorem by Chen, Linton and Van Keilegom (2003, Theorem B) , which is re-stated below for convenience:
Lemma C.4 (Consistency of the Non-Parametric Bootstrap -Chen, Linton, Van Keilegom, 2003, Theorem B) . Letψ be the same estimator asψ but based on bootstrap data. Here, and subsequently, superscript denotes a moment computed under the bootstrap distribution conditional on the original data. Define the bootstrap estimatorγ := M * n (θ ,ψ ) − M n (γ,ψ) . Suppose that {X l } n l=1 is i.i.d.; γ ∈ int(A); that CLK Conditions (2.1), (2.4), (2.5') and (2.6) hold with 'in probability' replaced by 'almost sure'; that CLK Conditions (2.2) holds with ψ o replaced by ψ ∈ Ψ δn while CLK Condition (2.3) holds with ψ o replaced by ψ ∈ Ψ δn ; and that γ, ψ → Γ 1 (γ, ψ) is continuous in ψ at γ = γ o , ψ = ψ o . Suppose: (2.4B) With P -probability tending to one,ψ ∈ Ψ, and ψ −ψ Ψ = o P (n −1/4 ). √ n converges in probability to (γ −γ) √ n in P -probability.
CLK Conditions (2.4B)-(2.6'B) can be verified under the same assumptions implying CLK Conditions (2.4) and (2.6'), by using the corresponding asymptotic linear approximation forψ − ψ . This observation establishes the consistency of the non-parametric bootstrap to approximate the distribution of the random vector G o . Following the results in Chen, Linton and Van Keilegom (2003, Theorem 2), we could derive a closed-form expression for the variance of G o . Such an expression however is unnecessary to prove the validity of the inference procedures in the text.
