We establish the existence/nonexistence and multiplicity of nontrivial nonnegative solutions for the following 0-Dirichlet problem with mean curvature operator in the Minkowski space
Introduction
The aim of this paper is to study the existence/nonexistence and multiplicity of nontrivial nonnegative solutions of the following problem by bifurcation and topological The study of spacelike submanifolds of codimension one in the flat Minkowski space L N +1 with prescribed mean extrinsic curvature can lead to the type of problems (1.1), where L N +1 = (x, t) : x ∈ R N , t ∈ R endowed with the Lorentzian metric
where (x, t) is the canonical coordinate in R N +1 (see [2] ). This kind of problems are originated from differential geometry and classical relativity.
There are a large amount of papers in the literature on the existence and on qualitative properties of solutions for this type of problems; see [1, 10, 20] for zero or constant curvature, [3, 4, 5, 6, 9, 15] for variable curvature. In particular, Bartnik and Simon [2] proved the existence of one strictly spacelike solution when λ = 1 and f is bounded. Recently, using Leray-Schauder degree argument and critical point theory, the authors of [7] obtained some existence results for positive radial solutions of problem (1.1) with λ = 1 and Ω = B R (0) := x ∈ R N : |x| < R for some constant R > 0. In [8] , they also established some nonexistence, existence and multiplicity results for positive radial solutions of problem (1.1) with λf (x, s) = λµ(|x|)s q , where q > 1, µ : [0, +∞) → R is continuous and strictly positive on (0, +∞). Recently, the authors of [11] and [16] studied the nonexistence, existence and multiplicity of positive radial solutions of problem (1.1) on the unit ball via bifurcation analysis method (see [17] ). However, the techniques used to deal with problem (1.1) on ball or annular cannot be used to trick problem (1.1) on general domain. Although still mainly by bifurcation method, here we shall present some new ideas to deal with problem (1.1) on general domain.
By a solution u of problem (1.1) we understand that it is a function which belongs to C 2 (Ω) ∩ C 1 Ω with |∇u| < 1 in Ω such that problem (1.1) is satisfied. Of course, it is also a strictly spacelike solution (see [2] ). For any u ∈ C
1 Ω with u = 0 on ∂Ω and fixed y ∈ ∂Ω, we can see that u(x) = It follows that u ∞ ≤ ∇u ∞ d, where · ∞ denotes the usual sup-norm on Ω. Moreover, if u is a solution of problem (1.1), one has that |u| < d in Ω. So we have that
, we know that ∇u ∞ < 1. Now, we state the following hypothesis on the nonlinearity f :
uniformly for x ∈ Ω.
Let λ 1 denote the first eigenvalue of
It is well known that λ 1 is simple, isolated and the associated eigenfunction has one sign in Ω. Let X = u ∈ C 1 (Ω) : u = 0 on ∂Ω with the norm u = ∇u ∞ . From the fact of u ∞ ≤ ∇u ∞ d, it is easy to verify that the norm u is equivalent to the usual norm max Ω |u| + max Ω |∇u|.
The following theorem is the first main result of this paper.
Theorem 1.1. Let (H f ) hold with f 0 = 1. Then there is an unbounded component C of the set of nontrivial nonnegative solutions of problem (1.1) bifurcating from
From now on, following [18] , we add the point ∞ to our space R × X so that (+∞, 1) is an element of C . It follows from Theorem 1.1 that problem (1.1) possesses at least one nontrivial nonnegative solution for any λ ∈ (λ 1 , +∞), see (a) of Figure 1 . The condition of f 0 = 1 shows that f is linear at 0 and f (x, 0) = 0 for any x ∈ Ω. As for sublinear case at 0, i.e., f 0 = +∞, we have the following theorem. Theorem 1.2. Assume that (H f ) holds with f 0 = +∞. Then there is an unbounded component C of the set of nontrivial nonnegative solutions of problem (1.1) emanating from (0, 0) such that C ⊆ ((R + × X) ∪ {(0, 0)}) and joins to (+∞, 1). Theorem 1.2 gives that problem (1.1) has at least one nontrivial nonnegative solution for any λ ∈ (0, +∞), see (b) of Figure 1 . Clearly, one has f 0 = +∞ if f is bounded. So if f is bounded and λ = 1, problem (1.1) has at least one nontrivial nonnegative solution. If f is bounded and λ = 1, Bartnik and Simon [2, Theorem 3.6] also proved the existence of one solution without providing sign information for it. In addition, we even don't know whether the solution obtained by them is nontrivial. So Theorem 1.2 improves the corresponding results of [2] .
Moreover, Theorem 1.2 improves the corresponding results of [7] even in the case of λ = 1 and Ω = B R (0). We note that the nonlinearity f is continuous in [0, R] × [0, α) in [7] so that f can have a singularity at α, which is different from our hypothesis on f . We have pointed out in [11] that the singularity of f at α does not come into play when R < α. In fact, when R = α = 1, we can easily see that u ∞ < 1 for any solution u with u < 1. So the singularity of f at α does not come into play again because the second variable cannot reach 1 at all.
The third main result of this paper is the following theorem, which involves the superlinear growth of f at 0. From Theorem 1.1-1.4, we can easily get the following corollary.
, then there exist µ 1 > 0 and µ 2 with µ 1 ≤ µ 2 such that problem (1.1) has no nontrivial nonnegative solution for all λ ∈ (0, µ 1 ); has at least one nontrivial nonnegative solution for all λ ∈ (µ 2 , +∞).
(b) If f 0 = +∞, then problem (1.1) has at least one nontrivial nonnegative solution for all λ ∈ (0, +∞).
(c) If f 0 = 0, then there exist µ 3 > 0, µ 4 and µ 5 with µ 3 ≤ µ 4 ≤ µ 5 such that problem (1.1) hasn't nontrivial nonnegative solution for all λ ∈ (0, µ 3 ); has at least one nontrivial nonnegative solution for all λ ∈ [µ 4 , µ 5 ]; has at least two nontrivial nonnegative solutions for all λ ∈ [µ 5 , +∞).
To the best of our knowledge, there is not any result involving the strong maximum principle for problem (1.1). Of course, if strong maximum principle was valid, then the nontrivial nonnegative solutions obtained in Corollary 1.2 are positive.
When Ω = B R (0) and f (x, s) = µ(|x|)s q with q > 1 and µ : R + → R being continuous, strictly positive on (0, +∞), it has been shown that µ 3 = µ 4 = µ 5 in [8] . We conjecture this relation is still valid for problem (1.1) under the conditions of Theorem 1.3. In addition, Corollary 1.2 improves the corresponding results of [16] even in the case of Ω being a ball.
The rest of this paper is arranged as follows. In Section 2, we prove Theorem 1.1. Section 3 is devoted to the proofs of Theorems 1.2-1.4. In the last Section, we amend a minor fault in [2, Proposition 1.1].
2 Proof of Theorem 1.1
For any t ∈ (0, 1], we first consider the following auxiliary problem
By Theorem 3.6 of [2], we know that there exists a unique strictly spacelike solution
We also consider the following auxiliary problem
By an argument similar to that of Theorem 8.3 of [14] , we can easily show that there is a unique weak solution u to problem (2.
(Ω) is continuous and linear. Moreover, from Theorem 8.34 of [14] 
1 Ω is completely continuous and linear. For any g ∈ C Ω , define
Then we can show that:
Proof. We first show the continuity of G. For any g n , g ∈ C Ω and t n , t ∈ [0, 1] with g n → g in C Ω and t n → t in [0, 1] as n → +∞, it suffices to show that
If t > 0, without loss of generality, we can assume that t n > t/2 for any n ∈ N. By Theorem 3.6 of [2] , u n √ t n := v n , u √ t := v ∈ C 2 Ω and v n ≤ 1 − θ < 1 for any n ∈ N and some positive constant θ which only depends on g and Ω. Theorem 13.7 of [14] gives an a priori estimate for v n C 1,α (Ω) for some α ∈ (0, 1). So, up to a subsequence, there
we have that w is the maximum point of
: w = 0 on ∂Ω and |∇w| ≤ 1 a.e. in Ω}. Further, Proposition 1.1 of [2] implies that w is also the unique maximum point of I in C (Ω). So we have that w = v and v n → v in X as n → +∞. It follows that u n → u in X as n → +∞.
If t = 0 and there exists a subsequence t n i of t n such that t n i = 0, then
So next we can assume that t = 0 and t n > 0 for any n ∈ N. From Theorem 3.6 of [2] we know that problem (2.2) has only trivial solution v = 0 when t = 0. Then reasoning as the above, we can show that v n → 0 in X as n → +∞.
Note that u n satisfies
The fact of v n ≤ 1 − θ < 1 guarantees that the above problem is a priori uniformly elliptic. So Theorem 13.7 of [14] implies an a priori estimate for v n C 1,α (Ω) . Further, by the argument of [14, Theorem 11.4], we can see that u n C 2,α (Ω) ≤ C for some positive constant C. So, up to a subsequence, there exists w ∈ C 2 Ω such that u n → w in C 2 Ω as n → +∞. Letting n → +∞ in (2.4), we obtain that
Hence, one has that w = Φ(g) = G(0, g) = u. Furthermore, we obtain that u n → u in X as n → +∞. Now we show the compactness of G. We first prove that G satisfies: (a) G(t, ·) is compact for any t ∈ [0, 1]; (b) for any ε > 0 and g ∈ C Ω , there exists δ > 0 such that
Clearly, G(t, ·) is compact for any t ∈ [0, 1]. So we only need to show (b). Suppose, by contradiction, that there exist ε 0 > 0, g 0 ∈ Ω such that for any n ∈ N, existing t n , t n ∈ [0, 1] with |t n − t n | < 1/n such that
Clearly, up to a subsequence, we have t n → t 0 ∈ [0, 1] as n → +∞. It implies that t n → t 0 ∈ [0, 1] as n → +∞. Letting n → +∞ in (2.5), in view of the continuity of G, we have that
which is a contradiction. For any (t n , g n ) ∈ [0, 1] × C Ω with g n is bounded for any n ∈ N, it is enough to show that {G (t n , g n )} possesses a convergent subsequence. Without loss of generality, we assume that t n → t 0 ∈ [0, 1]. From (a), we know that {G (t 1 , g n )} has a convergent subsequence. So there exists a subsequence g (1) n of {g n } such that the diameter of
We claim that G t n , g (n) n is convergent. From (b), for any ε > 0 and g ∈ C Ω , there exists δ = δ (ε, t 0 ) > 0 such that G (t, g) − G (t 0 , g) < ε/3 when |t − t 0 | < δ with any t ∈ [0, 1]. Clearly, there exists an N > 3/ε such that |t n − t 0 | < δ for any n > N . Hence, when m > n > N , we have that
is the Cauchy sequence. Consequently, G t n , g
Next we show that G t
, for any ε > 0 and g ∈ C Ω , there exists δ > 0 such that G (t, g) − G (t 0 , g) < ε/3 when |t − t 0 | < δ with any t ∈ [0, 1]. Obviously, there exists an N 0 > 0 such that |t n − t 0 | < δ, t (n) n − t 0 < δ and
Therefore, we obtain that G t
For any fixed λ, consider the following problem 
We first show the Leray-Schauder degree deg (I −
Otherwise, there exists a sequence {u n } such that u n = Ψ λ √ tu n / √ t and u n → 0 as n → +∞. Let w n := u n / u n , then by an argument similar to that of Lemma 2.1, we can show that for some convenient subsequence w n → w as n → +∞ and w verifies problem (1.2) with w = 1. This implies that λ is an eigenvalue of problem (1.2), which is a contradiction.
Now from the invariance of the degree under homotopies and Lemma 2.1 we obtain that
Since Φ is compact and linear, by Theorem 8.10 of [13] , we have that
Therefore, we obtain that
This completes the proof. Now we can give the proof of Theorem 1.1.
uniformly for x ∈ Ω. Let us consider
as a bifurcation problem from the trivial solution axis. Define
for any (λ, u) ∈ R × X. Then, by some simple calculations, we have that
It follows that if (µ, 0) is a bifurcation point of problem (2.7), µ is an eigenvalue of problem (1.2). For any s ∈ [0, 1], we consider the following problem
Then problem (2.8) is equivalent to
In view of Lemma 2.1, F λ : [0, 1] × X → X is completely continuous. In particular,
Then ξ is nondecreasing with respect to w and Further it follows from (2.9) that
uniformly in x ∈ Ω. By (2.10) and an argument similar to that of Lemma 2.2, we can show that the LeraySchauder degree deg (I − F λ (s, ·), B r (0), 0) is well defined for λ ∈ (0, λ 1 + δ) \ {λ 1 }. From the invariance of the degree under homotopies we obtain that
So by Lemma 2.2, we have that
By the global bifurcation Theorem of [19] , there exists a continuum C of nontrivial solution of problem (1.1) bifurcating from (λ 1 , 0) which is either unbounded or C ∩ (R \ {λ 1 } × {0}) = ∅. Since (0,0) is the only solution of problem (1.1) for λ = 0 and 0 is not an eigenvalue of problem (1.2), so C ∩ ({0} × X) = ∅. By Lemma 1.2 of [2], we have u ≥ 0 for any (λ, u) ∈ C .
We claim that C ∩ (R \ {λ 1 } × {0}) = ∅. Otherwise, there exists a nontrivial solution sequence (λ n , u n ) ∈ C \ {(λ 1 , 0)} such that λ n → µ and u n → 0 as n → +∞. Let w n := u n / u n , by (2.10) and an argument similar to that of Lemma 2.1, we can show that w n → w as n → +∞ and w verifies problem (1.2) with w = 1. It follows that µ = λ 1 , a contradiction. Therefore, C is unbounded. The fact of u < 1 for any fixed (λ, u) ∈ C implies that the projection of C on R + is unbounded.
Finally, we show the asymptotic behavior of u λ as λ → +∞ for (λ, u λ ) ∈ C \{(λ 1 , 0)}. Otherwise, there exist a constant δ > 0 and (λ n , u n ) ∈ C \ {(λ 1 , 0)} with λ n → +∞ as n → +∞ such that u n 2 ≤ 1 − δ 2 for any n ∈ N. Define
and consider the following problem
We claim that (λ n , u n ) satisfies problem (2.11). For any x 0 ∈ Ω, if u n (x 0 ) > 0, the claim is obvious. If u n (x 0 ) = 0, in view of f (x 0 , 0) = 0, then we have
which again verifies the claim. The assumption (H f ) implies that there exists a positive positive ρ > 0 such that a(x) ≥ ρ for any x ∈ Ω. Let ϕ 1 be a positive eigenfunction associated to λ 1 . Up to a sub-domain, we multiply the first equation of problem (2.11) by ϕ 1 , and obtain after integrations by parts that
It follows that λ n ≤ λ 1 / (δρ), which is a contradiction.
Proofs of Theorems 1.2-1.4
In this section, on the basis of Theorem 1.1, we prove Theorem 1.2.
Proof of Theorem 1.2. For any n ∈ N, define
, +∞ .
Clearly, we can see that lim n→+∞ f n (x, s) = f (x, s) and f n 0 = n. Now, we can apply Theorem 1.1 to the following problem
Then there exists a sequence unbounded continua C n of the set of nontrivial nonnegative solutions of problem (3.1) emanating from (λ 1 /n, 0) such that
Taking z * = (0, 0), clearly z * ∈ lim inf n→+∞ C n . The compactness of Ψ implies that ∪ +∞ n=1 C n ∩ B R is pre-compact. Lemma 2.5 of [12] implies that C = lim sup n→+∞ C n is unbounded and connected such that z * ∈ C and (+∞, 1) ∈ C . For any (λ, u) ∈ C , the definition of superior limit (see [21] ) shows that there exists a sequence (λ n , u n ) ∈ C n such that (λ n , u n ) → (λ, u) as n → +∞. Clearly, one has that
Letting n → +∞, we get that u = Ψ (λf (x, u)) .
It follows that u is a solution of problem (1.1). Thus, u is a solution of problem (1.1) for any (λ, u) ∈ C . Clearly, u is nonnegative for any (λ, u) ∈ C because u n ≥ 0 in Ω. Next we show that u is nontrivial for any (λ, u) ∈ C \ {(0, 0)}. It is sufficient to show that C ∩ ((0, +∞) × {0}) = ∅. Suppose on the contrary that there exists µ > 0 such that (µ, 0) ∈ C . There exists N 0 such that µ > λ 1 /n for any n > N 0 . It follows that (µ, 0) ∈ C n for any n > N 0 . So (µ, 0) ∈ C , an absurd.
To prove Theorem 1.3, we need to show a topological lemma. For this aim, let X be a normal space with norm · . We recall the definition of -chain. If a and b are points, then by an -chain of points joining a and b is meant a finite sequence of points:
such that the distance between any two successive points in this sequence is less than . A set of points M is said to be well-chained provided that for every > 0, any two points a and b can be joined by an -chain of points all lying in the set M .
From now on, we add ∞ to our space X and x = +∞ means that there exists a sequence x n ∈ X such that x n → x and x n → +∞ as n → +∞. So, if C is a connected subset of X and there exists a sequence x n ∈ C such that x n → x as n → +∞ with x = +∞, then x is an element of C. We use ρ(x, y) := x − y to denote the distance of x and y in X . By the distance ρ(A, B) between the two sets A and B is meant the greatest lower bound of the aggregate {ρ(x, y)} for x ∈ A and y ∈ B. 
we can choose R large enough such that L R = ∅. It follows from the closeness of L and condition (a) that L R is compact. We first show that L R is connected. Suppose, by contradiction, that L R is not connected. Then there exist two compact disjoint sets A and B such that L R = A ∪ B. So by (6.3) of [21] ρ(A, B) = 4d for some positive constant d. This implies that
From (7.2) of [21] there exists an integer N such that for all n > N ,
. By the definition of superior limit there exists an integer k > N such that
and y is the successor of x, then since y ∈ V d (B) we have ρ(x, y) > d > k . By the arbitrary of R, we get that L \ {∞} is connected.
Further, we shall show that L is connected. Clearly, there exists x * ∈ L\{∞} = ∅. Let A * denote the component of L containing x * . We claim that z * ∈ A * . If ρ (A * , {z * }) = 4d for some positive constant d, by virtue of the definition of superior limit, there exists an integer k such that
Then reasoning as the above, we can deduce a contradiction. So ρ (A * , {z * }) = 0. It follows that there exists a sequence {x n } of A * such that x n → z * as n → +∞, that is to say z * ∈ A * . In the same manner, we also have z * ∈ A * . Therefore, L is connected.
Proof of Theorem 1.3. For any n ∈ N, define
Then consider the following problem
We can easily see that lim n→+∞ f n (x, s) = f (x, s) and
Theorem 1.1 implies that there exists a sequence unbounded continua C n of nontrivial nonnegative solutions set of problem (3.2) in R + × X emanating from (λ 1 n, 0) for any n ∈ N and joining to (+∞, 1) := z * . Taking z * = (+∞, 0), clearly z * ∈ lim inf n→+∞ C n with z * R×X = +∞. Let
For any fixed n ∈ N, we claim that C n ∩ S 1 = ∅. Otherwise, there exists a sequence (λ m , u m ) ∈ C n such that (λ m , u m ) → (+∞, u * ) ∈ S 1 with u * ∈ (0, 1). Then applying the argument as in the proof of Theorem 1.1, we obtain that λ m ≤ c n for some positive constant c n which is dependent only on λ 1 , f and u * . This contradiction verifies our claim. It follows that ∪
C n , one has that C ∩ S 1 = ∅. Therefore, we have lim sup n→+∞ C n ∩ {∞} = {z * , z * }. Let C = lim sup n→+∞ C n . Then we show that C \ {∞} = ∅. It is sufficient to show that the projection of C on R is nonempty. From the argument of Theorem 1.1, we have known that C n has unbounded projection on R for any fixed n ∈ N. By Proposition 2.3 of [12] , for each fixed > 0 there exists an m such that for every n > m,
where Proj (C ) denotes the projection of C on R. It implies that that (nλ 1 + , +∞) ⊆ Proj (C ). So the projection of C is nonempty on R.
The compactness of Ψ implies that ∪ +∞ n=1 C n ∩B R is pre-compact. Lemma 3.1 implies that C is connected. By an argument similar to that of Theorem 1.2, we can show that C ∩ ([0, +∞) × {0}) = ∅ and u is the nontrivial nonnegative solution of problem (1.1) for any (λ, u) ∈ C .
Proof of Theorem 1.4. Let λ > 0 and u be a nontrivial nonnegative solution of problem (1.1). Define
Similarly as in the argument of Theorem 1.1, (λ, u) satisfies problem (3.3). We multiply the first equation of problem (3.3) by u, and obtain after integrations by parts that
It follows that λ ≥ λ 1 / .
Erratum to a unique result
Consider problem (1.1) with λ = 1, i.e, the following problem .2) is unique if f (x, t) is non-decreasing in t. In fact, the monotonicity of f is not sufficient to get the uniqueness. In their arguments, they obtained f (x, t) dtdx.
The monotonicity of f implies that s 0
f (x, τ ) dτ is convex. Thus (4.4) holds if and only if u ≡ w. In other words, if u ≡ w, we cannot get (4.4) at all. Not mention to say getting u ≡ w from (4.4). Of course, if u ≡ w, we can get (4.4). Further, we can get u ≡ w from (4.4). But we cannot take the desired conclusion as a condition.
Moreover, we have the following counterexample.
Example 4.1. Taking f (x, s) = δs(1 − s) with some constant δ > λ 1 , then −f (x, s) is non-decreasing with respect to s ∈ [0, 1]. Clearly, u ≡ 0 is the trivial solution of problem (1.1). Besides the trivial solution, it follows from Theorem 1.1 that problem (1.1) has at least one nontrivial nonnegative solution.
Anyway, the monotonicity of f is not sufficient to get the uniqueness. While, if f (x, s) is independent to s, the uniqueness is right. Obviously, we have that
So we have that Similarly, we also cannot obtain the uniqueness of classical solution only under the monotonicity of f . While, if f (x, s) is independent to s, the solution obtained in Theorem 3.6 of [2] or this paper is unique. For example, if f (x, s) ≡ 1, in view of Theorem 1.2, problem (1.1) has a unique nontrivial nonnegative for any λ ∈ (0, +∞).
