We derive the (g − 2)(g − 3)/2 linearly independent relations among the products of pairs in a basis of holomorphic abelian differentials in the case of compact non-hyperelliptic Riemann surfaces of genus g ≥ 4. By the Kodaira-Spencer map this leads to the modular invariant metric on the moduli space induced by the Siegel metric.
Let Σ be a compact non-hyperelliptic Riemann surface of genus g ≥ 4 and {ω 1 , . . . , ω g } a basis of H 0 (Σ, K), with K the canonical line bundle of Σ. We denote byM g the corresponding locus in the moduli space M g of compact Riemann surfaces. Each element of H 0 (Σ, K 2 ) can be written as a linear combination of the M := g(g + 1)/2 elements in S := {ω i ω j |i ≤ j = 1, . . . , g} .
Since N := H 0 (Σ, K 2 ) = 3g − 3, there are M − N = (g − 2)(g − 3)/2 independent linear relations among the quadratic differentials ω i ω j . In this paper we explicitly express such relations.
Let p 1 , . . . , p g and q 1 , . . . , q 2g−2 be two sets of arbitrary points on Σ. Choose a local trivialization of the canonical line bundle and set a ij,r := det ω(p 1 , p 2 , . . . , p i−1 , q r , p i+1 , . . . , p g ) det ω(p 1 , p 2 , . . . , p j−1 , q r , p j+1 , . . . , p g ) ,
where det ω(x 1 , . . . , x g ) := det ω i (x j ). Let us define the matrix 
Let ∆ i 2g−2 be the minor associated to A(k, l) i 2g−2 and D mn , 1 ≤ m, n ≤ g, be the minor of the matrix ω i (p j ) associated to the element in the position (m, n). Let us denote by A ij,r (k, l), 1 ≤ i, j ≤ g, 1 ≤ r ≤ 2g − 2, 3 ≤ k < l ≤ g, the matrix obtained from A(k, l) by replacing the column t (a 11,r , . . . , a kl,r ) with the column
Corollary. For each r, 1 ≤ r ≤ 2g − 2, the following relations
/2 linearly independent conditions on S which do not depend on the points q j , 1 ≤ j ≤ 2g − 2.
In particular, these relations hold for the standard basis of the holomorphic abelian differentials.
Theorem 2. Fix a local trivialization of K and let p 1 , . . . , p g be a set of points in Σ such that
i = 1, . . . , g, determines a basis of H 0 (Σ, K) which does not depend on the choice of the basis {ω 1 , . . . , ω g } and, up to normalization, of the trivialization.
Note that the σ i satisfy the following properties
Petri basis. Let us assume that the points p 1 , . . . , p g are in "general position" and denote by η i the holomorphic 1-differential vanishing at p 1 , . . . ,p i , . . . , p g . By Riemann-Roch theorem the set {η 1 , . . . , η g } is a basis of 1-differentials. Moreover, we assume that the effective divisor (η 1 ) + (η 2 ) − g i=3 p i consists of 3g − 3 distinct points. The quadratic differentials
Let us introduce the set
Proposition.
Proof. Set D := g i=3 p i and let us consider the effective divisors
Let us first prove that σ i is the unique 1-differential, up to normalization, vanishing at
, the space of meromorphic functions f on Σ such that (f ) + D is an effective divisor. Suppose that there exists σ
there exist at least 3 linearly independent 1-differentials vanishing at D and, in particular, there exists a linear combination of such differentials vanishing at p 1 , . . . , p g . This implies that det η(p 1 , . . . , p g ) = 0 for an arbitrary basis {η} of H 0 (Σ, K), contradicting the
Evaluating this relation at the point p j , 3 ≤ j ≤ g yields
so that
Since D, D 1 and D 2 consist of pairwise distinct points, t i vanishes at D i , i = 1, 2 and then, by the former remarks, t 1 /σ 1 = t 2 /σ 2 = ζ ∈ C. By (2),
and, by linear independence of
Let W (P ) be the Wronskian W (v 1 , . . . , v N )(P ) of the basis {v j } at a generic point P ∈ Σ andŴ kl (P ) the Wronskian W (v 1 , . . . , v k−1 , v l , v k+1 , . . . , v N )(P ) at P .
Lemma. The (g − 2)(g − 3)/2 linearly independent relations
Proof. Consider the (N + 1) × (N + 1) matrix obtained by adding to the matrix associated to W (P ) the column (v 1 (z), . . . , v N (z)) t and the row (v l (P ), . . . ,
Expanding v l over the basis {v j }, we get
Then the determinant of this matrix vanishes, which is the content of the Lemma.
Remarks.
The ratioŴ
does not depend on P .
Since for
it follows that setting z = p i in (3) we obtain W il (P ) = 0 , for i = 1, . . . , g and l = N + 1, . . . , M . (3) can be replaced by the corresponding determinant det v j (x i ), where x 1 , . . . , x 3g−3 are arbitrary points on Σ.
The Wronskians in the expansion
Proof of Theorem 1. Assume that det ω(p 1 , . . . , p g ) = 0. Let us define
Fix k, l with 3 ≤ k < l ≤ g and consider the matrix
By (4), this matrix has diag (1, . . . , 1) in the g × g upper left corner, 0 in the g × (2g − 2) upper right corner and
corner. On the other hand, by the lemma and the last remark the determinant of this matrix vanishes. Since such relations hold for (p 1 , . . . , p g ) in a dense subset in Σ g , they hold ∀(p 1 , . . . , p g ) ∈ Σ g and the theorem follows.
Proof of the Corollary. Divide the relations of Theorem 1 by ∆ i 2g−2 and note that
Independence of the points q j , 1 ≤ j ≤ 2g − 2, follows by noting that the coefficients of ω i ω j in the relations are functions of q j with no zeroes or poles.
We express the v k in the matrix form
LetŴ k,ij (P ) be the Wronskian W (v 1 , . . . , v k−1 , ω i ω j , v k+1 , . . . , v N )(P ) at P and set
Theorem 3. The following relations
1 ≤ i, j ≤ g, ∀z ∈ Σ, hold. Furthermore, if the basis ω 1 , . . . , ω g depends only on the marking of the Riemann surface, then the coefficients (ij|lm) depend only on the Riemann period matrix.
Proof. Eq. (5) is equivalent to the relations
i, j = 1, . . . , M , ∀z ∈ Σ, which follow by the lemma.
The induced measure. Let {α 1 , . . . , α g , β 1 , . . . , β g } be a symplectic basis of the first homology group H 1 (Σ, Z) and let {ω 1 , . . . , ω g } be the dual basis of H 0 (Σ, K), i.e. the basis satisfying the following condition
Let τ be the Riemann period matrix of Σ, defined by
where ( Note that the basis {σ i } defined in Eq. (1) does not depend on the choice of the basis of H 0 (Σ, K) and therefore is modular invariant. It can be proved that τ ∈ H g , where By Eq.(6) we have
i, j = 1, . . . , g. 
