Abstract. Let X be a standard 2-dimensional Brownian motion. There exists a.s.
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Main results.
Let Ω be the set of all paths ω : [0, ∞) → C ∪ {δ} which are continuous on [0, R) and equal to δ otherwise. The lifetime R may be infinite. The "coffin" state δ is outside C. Let X be the canonical process on Ω i.e., X t (ω) = ω(t) for all t and ω. Let F = σ{X s , s ≥ 0} and let P x denote a measure on (Ω, F) which makes X a standard Brownian motion starting from x.
The set of all complex numbers, the imaginary unit and the real and imaginary parts of x will be denoted C, i, x and x, respectively. 
X((s, t)) ∩ X([0, s) ∪ (t, 1]) = ∅.

Corollary 2.1. Theorems 2.2 and 2.3 hold for the 3-dimensional Brownian motion.
The Sierpiński carpet, a 2-dimensional analogue of the Cantor set is defined as (Mandelbrot (1982) Suppose that X has the distribution P 0 and Z(t) = X(t) − tX (1) for t ∈ [0, 1]. Then the process Z is the Brownian motion conditioned to return to its starting point at time 1. Mandelbrot (1982) calls it a "Brownian loop".
Corollary 2.3. The trace Z([0, 1]) of the Brownian loop is not homeomorphic to the Sierpiński carpet a.s.
Here is an outline of the main proofs. Some details are changed for the sake of brevity and clarity.
(i) Consider an h-process X in a half-plane D, converging to a point x ∈ ∂D (i.e. X is a Brownian motion conditioned to hit ∂D at x). Let B k = B k (y k , r k ) be a ball with y k ∈ ∂D, |y k − x| = 2 (ii) Let X be the 2-dimensional Brownian motion starting from 0. One would like to know the chance of an "approximate" cut point. An "approximate" cut point is a point X(T ) such that X([0, T )) ∩ X((T + , S]) = ∅, where is small and T and S are random times.
Let L denote a horizontal line below 0 and let T be the hitting time of L by X. The trace X([0, T )) has the property described in (i) i.e. its complement D 1 contains not only the half-plane D 2 below L but a sufficiently large family of balls {A k } analogous to B k 's and centered at points of L close to X(T ) as well. If X(T + ) happens to be in D 2 then X(T + + · ) has some chance of traveling far below L before hitting ∂D 1 . Lemmas 4.5-4.7 give estimates of the expected maximum of the vertical displacement of X(T + + · ) before it hits ∂D 1 . These estimates indicate that the distribution of this maximum displacement has a heavy tail. In other words, an "approximate" cut points with relatively large (X(S) − X(T )) are quite likely. At this point, it is crucial that D 1 contains not only D 2 but the balls {A k } as well.
(iii) An idea of Davis (1983) forms the basis of the main part of the proof of Theorem 2.1.
. Let T 1 be the hitting time of L 1 and let S 1 be the hitting time of X([0, T 1 )) by X(T 1 + + · ). Define inductively T k to be the hitting time of the first line L j which lies below X([0, S k−1 )) and let S k be the hitting time of X([0, T k )) by X(T k + + · ). The vertical components of X(T k ) form a process which resembles a renewal process. The estimates mentioned in (ii) are used to show that (X(T k+1 ) − X(T k )) are likely to take large values even if → 0. This means that even for small , it is likely that for some k the parts X([0, T k )) and X((T k + , S k )) of the path are large and, by definition, disjoint. It is easy to see that the "approximate" cut points X(T k ) converge to the "true" cut points as → 0.
(iv) Statements similar to Theorems 2.2 and 2.3 are usually proved using the 0-1 law which in the present case may suggest that: "If a cut point may exist then it must exist in every neighborhood of the starting point". Unfortunately, the events under consideration do not belong to the germ σ-field F 0+ and, consequently, the 0-1 law cannot be applied. Instead, an elementary argument based on scaling and the strong Markov property is supplied. It is shown that the events that a cut point occurs in the annulus {x : 2
} for k ≥ 1 are sufficiently independent and have probabilities bounded away from 0 so at least one of them must happen.
3. Preliminaries. The Doob's theory of h-processes (i.e. conditioned Brownian motion) will be the main tool used in the proofs. The monograph of Doob (1984) contains a detailed review of this theory and will be quoted repeatedly below. The readers are advised to consult this book for the definitions of harmonic functions, the Martin boundary, h-processes, time-reversal, Harnack inequality etc.
The set of all natural numbers (except 0) will be denoted N. For a set A ⊂ C, the interior of A and the translation of A by x will be denoted Int A and A + x
The space Ω and the canonical process X, introduced in Section 2, will be used most of the time as the underlying structure. 
Proof. The result follows immediately from the scaling properties of Brownian motion and the definition of an h-process (Doob (1984) 2 VII 2 and 2X1).
A domain D ⊂ C will be called Lipschitz if every point x ∈ ∂D has a neighborhood U such that ∂D ∩ U is a graph of a Lipschitz function (in some coordinate system, depending on x). Dahlberg (1977) 
Lemma 3.2. (Boundary Harnack principle;
for all x, y ∈ D 1 and all positive harmonic functions h 1 and
The Martin topology and the minimal Martin boundary may be identified with the Euclidean topology and boundary in bounded Lipschitz domains (Hunt and Wheeden (1970) ). 
(ii) and (iii) These parts of the lemma follow immediately from (i) and the interpretation of the h-process Y as a mixture of g z -processes where {g z } is the family of all minimal harmonic functions in D \ B (see Doob (1984) p. 691).
Proofs.
Lemma 4.1. Denote D = {z ∈ C : z > 0} and for a ∈ (0, 1/8) and k ∈ N let
There exists a constant c 1 < ∞ (which does not depend on k, K or a) such that for every positive harmonic function h in D 1 which vanishes on {z ∈ ∂D 1 : |z| < 1} and all x ∈ B k ∩ D 1 one has
Proof. Let D 2 = {z ∈ D : 3/4 < |z| < 1} and S = {z ∈ D : |z| = 7/8}. The functions h and z → z are positive and harmonic in D 2 so the boundary Harnack principle implies that there exists c 2 
for y ∈ S. This inequality holds also for y ∈ ∂D 1 , |y| < 1, since h vanishes for such y. Use the averaging property of harmonic functions to see that
Suppose that h is positive harmonic in D 3 and vanishes on {z ∈ ∂D 3 : |z| ≤ 1}.
for all x ∈ D 3 , |x| > 1, and some constant c 3 < ∞ (which does not depend on
Proof. Apply the boundary Harnack principle to positive harmonic functions h and
, so (4.1) holds on the whole boundary of {z ∈ D 3 : |z| > 7/8} and, consequently, inside this region. In particular, (4.1) holds for x ∈ D 3 , |x| > 1.
Note that max
. This fact, formula (4.1), Lemma 4.1 and formula (2.1) from Section 2X2 of Doob (1984) imply that
Proof. Lemma 4.2 and the scaling property imply that
. The result follows by integration with respect to µ. 
is a sequence of all elements of J. To prove the lemma, it is enough to prove that
for every choice of K and j. Thus, fix some K and j.
See Lemma 3.3 for the results on conditioned h-processes which will be used below.
The distribution P Let Q denote the distribution P conditioned by {T (B j n ) < ∞}. By the strong Markov property of the h 1 -process, the process
Repeat the same argument for
and then proceed by induction to see that for all
The initial distribution of this process is supported by B j m and g m is a positive harmonic measure in D 6 which vanishes on ∂D 6 \ B j m+1 . The above remains true for m = 0 if one defines j 0 = 0, B j 0 = {x} and T (B j 0 ) = 0. Now Lemma 4.3 will be applied to {X(t), t ∈ [T (B j m ), T (B j m+1 ))} under Q 1 . Substitute min(j m , j m+1 ) and k + 1 for k and j in the statement of Lemma 4.3 to obtain
Apply the boundary Harnack principle in D 7 to the functions h 1 and
i and c 2 < ∞ is the same constant as in Lemma 4.1; it does not depend on k, by scaling. Now apply the boundary Harnack principle in D 8 to the functions h 1 and y → y to obtain
By (4.3), (4.4) and formula 2X2 (2.1) of Doob (1984) ,
Use the strong Markov property at
This and (4.2) imply that
Now choose a > 0 so that the last expression is less than 1/2. Recall the definition of Q 1 to see that the last inequality may be rewritten as
and this completes the proof.
Lemma 4.5. Fix some k ∈ N and K ⊂ N and let
By the boundary Harnack principle applied in D 10 , one has (4.5)
i. Note that c 5 c 6 > 0 and these constants do not depend on k, by scaling. Observe that, for x ∈ S 2 ,
This and (4.5) imply that
for x ∈ S 2 . This inequality holds also for x ∈ D 9 , |x| < 2
, by the strong Markov property applied at T (S 2 ). Denote D 12 = {z ∈ C : z < 0} and
This, the strong Markov property applied at T (M (k − 1)) and (4.6) imply for
Lemma 4.6. Let
for all x ∈ {z ∈ C : | − 2 
for 1 ≤ k ≤ m − 1; the inequality is valid for k = 0 for similar reasons.
By Lemma 4.5,
The Harnack principle applied in {z ∈ C : |x − z| < 2 −m } shows that for some constant c 8 
. 
where
For sufficiently small a > 0 and all
and, consequently,
The constant c 9 = c 9 (a) < ∞ does not depend on d or m.
Proof. Fix some d ≤ −1 and let
is a mixture of h x -processes in D 19 (see Doob (1984) 2X8). Thus, it will suffice to prove the lemma for each h x -process separately.
Fix an x ∈ ∂D 19 and let 3 ≤ j 1 < j 2 . . . be the sequence of all integers greater than 2 such that {T (B j k + x) = ∞}.
Choose an a > 0 so that Lemma 4.4 holds for some p > 0. Lemma 4.4 says that no matter which balls B 3 + x, B 4 + x, . . . , B k−1 + x were hit by X, the conditional P 0 h x -probability of {T (B k + x) = ∞} is at least p. Thus, for each n ∈ N, the distribution of j n+1 − j n is stochastically smaller than the geometric distribution with the parameter p and, consequently, the expectations of j n+1 − j n , n ∈ N, are uniformly bounded, say,
for n ∈ N and also n = 0 (here j 0 = 2). Let
Lemma 4.6 implies that
Proof of Theorem 2.1. Fix > 0 and choose a > 0 so that Lemma 4.4 holds with some p > 0 and
where the union is taken over n such that
,
X(t).
Define by induction
, |X(2
). The constant γ > 0 does not depend on m, by scaling. Apply the strong Markov property at T (W (−1 − k2 −m )) and use Lemma 4.7 to see that
Choose some α > 1 and q < ∞ so that β
The constant c 10 does not depend on k and it is easy to see that c 10 → 0 as m → ∞. Observe that the constants c 9 and γ and, consequently, α and β, may be chosen independently of m. Thus, for sufficiently large m there exists n 1 = n 1 (m) such that
and, therefore,
One has 2 −m
and, by (4.9),
This and (4.10) imply that
The event appearing in the above expression implies that j n 1 < 2 m and, conse-
Recall that, by definition,
These facts, together with the strong Markov property applied at S k imply that
The events F k are disjoint. Thus, by the left hand side of (4.8),
Note that c 11 does not depend on m, at least for m large enough so that n 1 (m) is well-defined. The event
k=1 F k implies the following event
The events H(m) are decreasing as m → ∞ and they all have P 0 -probabilities greater or equal to c 11 , so the same may be said about their intersection.
Let s m and d m be some random numbers (if they exist) which satisfy the definition of H(m). By compactness, a subsequence of {d m } converges to a point d ∞ ∈ [−2, −1]. This and the continuity of Brownian paths imply that
would lie in a cone with the vertex X(t) and opening not greater than π + < 2π. It follows easily from Theorem 1 of Evans (1985) that this event has probability 0. Thus P 0 (H(∞) and X(t) = X(s) for all s ∈ [0, T (W (d ∞ − 1))], s = t) ≥ c 11 > 0 and this essentially completes the proof.
In order to translate this result into the statement given in Theorem 1, one may use standard techniques, such as scaling and the strong Markov property.
Proof of Theorem 2.2.
A statement somewhat stronger than Theorem 2.2 will be proved, in preparation for the proof of Theorem 2.3.
Let D 1 = {z ∈ C : |z| < 1}. The distribution of the process
will be called Q. By the time-reversal, the process Y is an h-process in D 1 with h(x) = − log |x| and with the initial distribution uniform on ∂D 1 (see Doob (1984) 
Fix some a ∈ (0, 1) and denote
If A 1 holds then let
and if
If A 1 does not hold then let M 1 = a/16. Now define some more objects inductively, for k ≥ 1. If V k = ∞ then do not define any new objects with the subscript k + 1. Otherwise, let
If A k+1 holds then let
and if V k+1 < ∞ then let
does not depend on k. It follows easily from Theorem 2.1 that this conditional probability is strictly less than 1, equal to, say, p < 1. The random times T k are stopping times with respect to the filtration generated by Y . Apply the strong Markov property at these stopping times to see that
The event (A k and V k = ∞) implies that there exist t and x ∈ D 1 such that |x| < a (4.11)
where ρ = T (∂D 1 ). With Q-probability 1, simultaneously for all rational a ∈ (0, 1), such pairs (t, x) exist. The continuity of Brownian paths shows that for small a > 0, t is arbitrarily close to ρ. In terms of the original process X, this says that P 0 -a.s., for every > 0 there exists t ∈ (0, ) such that X 
First it will be proved that for every y ∈ D 1 , y = 0,
where h(z) = − log |z| for z ∈ D 1 . Fix some y ∈ D 1 , y = 0, and find m such that |x m | < |y|/2. Let µ be the uniform probability distribution on S = {z ∈ C : |z| = |y|}.
, by symmetry. It follows that P
The Harnack inequality applied in {z ∈ C : |y|/2 < |z| < 2|y|} implies that
where c 1 > 0 may be chosen independently of y, x and m. Then
Apply the strong Markov property at the hitting times of S n 's to see that
Let n → ∞ to obtain (4.12).
Suppose that X has the distribution P µ h and Z is an independent, standard 2-dimensional Brownian motion, starting from 0. Denote T Z = inf{t > 0 : |Z(t)| = 1}. It has been shown in the proof of Theorem 2.2 (see 4.11) that a.s. there exist sequences {x n } and {t n } such that
Fix a "typical" path of Z, such that there exist sequences {x n } and {t n } satisfying the above conditions. Choose some a ∈ (0, 1) and recall the definitions of S n and S n from the beginning of the proof.
The next part of the proof is very similar to the proof of Theorem 2.2. Let
Let n 1 be defined simultaneously with T 1 by |X(T 1 )| = |x n 1 |.
|X(t)|/2.
If A 1 does not hold then let M 1 = |x n 1 |/8. Make the following inductive definitions for k ≥ 1, unless A k and {V k = ∞} hold.
If A k+1 does not hold then let M k+1 = |x n k+1 |/8. Theorem 2.1 and (4.12) imply that
where p does not depend on k, by scaling. This implies, as in the proof of Theorem 2.2, that P µ h (∃k ∈ N : A k and V k = ∞) = 1. It is elementary to check that the event (A k and V k = ∞) implies that there exist s and t such that |Z(s)| < a,
By the time-reversal applied to X, as in the proof of Theorem 2.2, one obtains the following result.
Let Y 1 and Y 2 be independent standard Brownian motions,
Then with probability 1, for every rational a > 0 there exist s > 0 and t > 0 such that
The same holds if T 
By continuity of Brownian paths and their point non-recurrence, the times s and t are arbitrarily close to 0, for small a > 0. This completes the proof.
Proof of Corollary 2.1. The corollary follows immediately from Theorems 2.2 and 2.3 and the fact that the orthogonal projection of the 3-dimensional Brownian motion on a plane is a 2-dimensional Brownian motion.
Proof of Corollary 2.2.
It is elementary to check that the Sierpiński carpet has no cut points (see Mandelbrot (1982 This means that with probability 1, the set Z([0, 1]) becomes disconnected after removing certain two points. The Sierpiński carpet does not have this property.
Remarks. i) The above results raise many questions. a) Is the set of all cut points uncountable? What is the Hausdorff dimension of this set? The Associate Editor suggested that the methods of Orey and Taylor (1974) are likely to give the affirmative answer to the first question. b) Are there any cut points which are not two-sided cone points at the same time? The common sense suggests that such points exist, since by relaxing, in a sense, the condition one makes it more likely for a point to exist. Supplying a rigorous proof, however, does not seem trivial. c) One cannot extend Theorem 2.1 to = 0 because this would mean that the 1-dimensional Brownian motion X(t) had a point of decrease, which is impossible (Dvoretzky et al. (1961) ). One may ask, however ( Taylor (1986 
(t) and X([0, s)∪(t, 1])∩X((s, t)) = ∅?
This is related to the question whether the "self-avoiding Brownian motion" is self-avoiding i.e., whether it is homeomorphic to a circle. Mandelbrot (1982) defines a "self-avoiding Brownian motion" as the boundary of the unbounded connected component of the complement of the Brownian loop.
ii) The existence of cut points is closely related to the problem of non-intersection of two independent Brownian motions X and Y starting at a close distance, say |X(0) − Y (0)| = . One may be interested in the rate with which the probability of {X ([0, 1] ) ∩ Y ([0, 1]) = ∅} goes to 0 as → 0. Greg Lawler has many results in this area, see e.g. Lawler (1985 Lawler ( , 1986 .
