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AMtraet--The purpose of this work is to extend earlier esults concerning a discrete maximum principle 
for collocation methods to higher order piecewise polynomial approximations. The techniques of this 
paper use a different set of basis elements for the piecewise polynomial space than that employed in the 
earlier work for the cubic and quartic cases. 
1. INTRODUCTION 
In an earlier paper [I] we derived sufficient conditions for the placement of the collocation points 
in order that the resulting collocation method would satisfy a discrete maximum principle. These 
results for collocation methods in one dimension using C t piecewise cubic and quartic approxima- 
tions established that the standard choice of collocation points, the affine images of the 
Gauss-Legendre points, satisfied the sufficient conditions. Unfortunately the techniques used for 
cubics and quartics become quite cumbersome as the order of the approximation increases. 
Therefore, to consider the case of higher order approximations we will choose, a priori, the 
Gauss-Legendre collocation points and we will use a different representation for the basis elements 
of the piecewise polynomial space. 
First, let us define the discrete maximum principle. Consider the two point boundary value 
problem, 
u"(x)  =f(x) ,  a < x < b, 
u(a)  = c, u(b)  = d. (1) 
Let M be a finite dimensional space of C ~ piecewise polynomials. The collocation approximation 
U(x)  • M satisfies 
U"(2~) =f(2~), 1 ~< i ~< L, 
U(a)  = c, U(b)  = d, (2) 
for a given set of collocation points, {2~}~. 1. If U"(2i)>/0 for i 1 . . . . .  L implies 
max U(2I) ~< max{c, d}, 
lagi~L 
the collocation method is said to satisfy a discrete maximum principle (DMP). 
2. DERIVAT ION OF  SUFF IC IENT CONDIT IONS 
Let I ffi [a, b] and let {x~}ff.0 be a partition of I into N equally spaced subintervals with 
h = (b - a ) /N  and 1~ = [x,._ l, x~]. Choose M to be 
a , -x  t )~/~(I) O a' b a ' 
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where /1~/~(I)= {v e CI(I)I v eP'(I~), 1 <<.i<<.N, v (a )= v (b)=0} and P'( It)  represents the set of 
polynomials of degree ~< r on L. Note the dimension of )l~r~(I) is N(r  - 1). The collocation points 
on each subinterval are the affine images of the r - 1 Gauss-Legendre points on [ -  1, 1], i.e. 
~,j x,_ 2 + x, h{j, = - -  l - - - f  l< . i~N, l< . j< . r -1  
where {¢j};2- ~ are the Gauss-Legendre points. Corresponding to each collocation point 2 U, we define 
a basis function ¢0., of 21;/~(I) such that 
(i) ~(2km) = O, i # k; 
{10 i f j=m,  
(ii) ~b~(;t~,) = i f j  # m. 
If it can be shown that gU(Akm) ~< 0 for 1 ~< i, k <~ N and 1 <~j, m ~< r - 1 then the DMP easily 
follows since 
'-1 (b-2,'~ d(2ij-a~ 
U(R")= ~=,r~=,f(2k")Okm(2") + C \-l~-'--"a-a ] + \b--a] 
<.C \ b _a j + d \b _a ] <<'max{c'd}' 
Note for SuE 2~r~(I) condition (i) implies 
~kl(x -- a ), 
$~(x)  = (k2(x b), 
for some constants kt and k2. From (ii) we have 
x~[a, xi_ i], (3) 
x e[x,, b], 
,, '(11 (x - 2,.) 
~/,j(x)=,j,g,j=27j~)=t,Ax),  ~[x , _ , ,  x,l, 
m#j 
(4) 
where l#(x) is a Lagrange interpolating term. Integrating (4) we have 
0~(x)= l•(t)dt +A,  xE[x~_l ,x,] ,  (5) 
I - - I  
for some constant A. Integrating (5) we may express ¢~(x) in the form 
f fx d/U (x)  = -- l~ (s) ds dt + A (x - xi) + B (x i - b), x ~. [x,_ 1, &], (6) i - I  
for some constant B. Since ~u(x)~ C'[xl_ 1, x,], we evaluate ~k U and ~kb at xi_ 1 and x~ using (3), (5), 
and (6) to obtain 
- lo(s ) ds dt + A (xl - I  - xt) + B(x~ - b) = k l (x i -  I -- a), (7) 
i - I  i - I  
A = k,, (8) 
and 
B(x,  - b)  = k2(x, - b) 
f :' Iu(s) ds + A =k2. 
i - I  
(9) 
(lO) 
Sufficient conditions for a discrete maximum principle 
Solving this system of equations for k~(=A) yields 
f f '  ; '  ( I x '  lv( )( - lv(s )dsdt+ t )d t  x , -b )  
kl = i - I  i - - I  \ l lX i - - I  
b-a  
f:, (fx ) -- (xi - s)lv(s) ds + Iv(t) dt (xi - b) i - I  i - I  
b-a  
- (b - s)lv(s) ds 
i - I  
b-a  
- (b - 2o)lv(s) ds - (2 0. - s)lij(s) ds 
__ i - I  i - I  
b-a  
~X i 
- (b - 2v) l v(~)  ds  
i--I 
b-a  
- (b - 2v)W jh  
2(b - a) 
~<0, 
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where we first changed the order of  integration and then used the orthogonality property of  the 
Gauss-Legendre polynomial of  degree r - 1, i.e. 
fx :' (s - ds = O, 2u) lv(s) i - I  
the definition of  the Gaussian weight wj, i.e. 
fx " ds = wjh lvCs) 2 i - - I  
and the fact that Gaussian weights are positive. Thus ~0o(x ) = k~(x - a) <~ 0 for x ~ [a, xi_ 1]. Using 
this result for k l (=A)  and the fact that k2 = B one can now easily solve for k2 using (10), 
f f  k2 = lv(s ) ds + kl 
i - I  
= wj h _ (b - 2v)W ~ h 
2 2(b - a) 
_ - (a  - 2v)wjh I> 0 
2(3 - a) 
and so ~Ov(x)=k2(x -b)~O for xe[x~b]. It remains to show $v(2~.) ~< 0 for rn = 1 . . . .  , r -  1. 
Evaluating (6) and using the above results for A and B we have 
O~j (2tin) = - l v (s) ds dt - [(b - 2,7) (2,. - xi) + (a - 2v) (x, - b)] 2(b - a)" (11) 
lm i - -  I 
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h 
Consider the first term on the right hand side of (11), 
- tu(s) ds dt = - lu(s ) dt ds - lo.(s ) dt ds 
ira i . I  i -- I ira b~ q 
= -- (X i -- ~,im)lq(S) ds - (x i -  s)Iu(s) ds 
i - I  ira 
Y f; = -- (xi - 2 U) , - (s -- 2~)t/j(s) ds, i--I 
where we once again use the orthogonality property of the Gauss-Legendre polynomial, and the 
definition of %. Substituting this result into (11) and simplifying yields 
ff ~. wjh(b -- 2,j)(2~,, - a) (12) - ~,0(2~) = (s  - 2~) lo (s )  ds  -t 2(b - a) i--I 
Use the linear transformation from/~ = [x~_ ~, xj] into [ -  1, 1], [i.e. O,(s) = (2/h)[(s - x~_ ~) - 1] to 
rewrite (12) as 
wjh[ (N- i )h  +h( l -  ~j)] [ ( i -  l)h +h( l+  ~k)l 
(x - Cm)l j(x)dx + 2Nh , (13) 
where 
r-1 (X - -~m)  
tj(x) = m=,H G:  era)" 
ra#j 
Note the second term is positive so if this term dominates the first term, ~O~j(Aim) ~< O. The minimum 
value of the second term with respect o the variable i is attained at the end values of i, i = I, or 
i = N. At i = 1, the limiting value of the term as h~0 is (1 + ~m)wjh2/4. Similarly at i = N, the 
limiting value is (1 - ~j)wih2/4. Thus the sufficient conditions for the collocation method to satisfy 
a discrete maximum principle are that for 1 ~<j, m ~< r - 1 
I. J _ l (x - -~ , . ) l j (x )dx  +( I  + ~,.)wj ~> 0 
and 
r 
e,. 
II. (x - ~m)lj(x) dx  + (1 - ~j)wj I> O. 
-1 
These conditions are easily checked since the Gauss-Legendre points {~j}~Z~ and corresponding 
weights {%}rjT.~ may be found in Stroud and Secrest [2]. Also note the points {~j}~7.~ are symmetric 
with respect o the origin and this fact may be used to reduce the number of inequalities which 
must be verified. Based on numerical experiments we conjecture that the above inequalities (I) and 
(II) hold for all values of r. 
In closing, let us note that while the establishment of a discrete maximum principle for 
collocation methods is of interest from a theoretical point of view, the result is also of practical 
value. For example, in [3] the author has described a Schwarz alternating collocation procedure 
for Poisson's equation on an L-shaped region. The proof of convergence for the algorithm uses 
a discrete maximum principle result. 
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