The Vehicle routing problem (VRP) is a challenging research area in the logistics and transportation fields mainly due to its many different and difficult variants. One of these variations is the Dynamic Vehicle Routing Problem (DVRP), in which a problem varies as time passes. Recently, researchers have focused on solving DVRP using meta-heuristic techniques. This paper presents a diversified Genetic Algorithm (GA)-based approach for DVRP. The effectiveness of the proposed approach is evaluated using a set of DVRP benchmarks. As compared to the published results, the proposed approach performs better in minimizing the travel costs.
Introduction
The Vehicle routing problem (VRP) is a class of widely studied problems in the literature. VRP is related to practical problems, especially in the logistics and transportation systems. In VRP, a fleet of vehicles with limited capacity is used to serve a set of customers. The objective is to serve all the customers by minimizing the total travelled distance by all vehicles [1] . It is a nondeterministic polynomial hard (NP-hard) combinatorial optimization problem, that has been solved using metaheuristic techniques, such as Ant colony optimization (ACS), Tabu search (TS), and the Genetic algorithm (GA) [2, 3] .
The Dynamic vehicle routing problem (DVRP) is an extension of the traditional VRP, in which all the customers are not known in advance, but are revealed as the system progresses. Thus, system routes must be changed to consider the new customers [4] . Consequently, DVRP is applicable to many real world problem scenarios such as feeder systems, courier service problems (e.g. Federal Express), goods distribution, and medical emergency systems that operate on a dynamic basis where the vehicles leave their depots without knowing about all the customers in advance [5, 6] . For this reason, the recent focus is being shifted from the static VRP, where much research in the use of meta-heuristics has already been done, to DVRP.
In terms of solution approach, DVRP is more complicated than the static VRP because of its dynamism. It is not appropriate to solve DVRP using an exact technique mainly due to the required time to find a reasonably good quality solution. Thus, approximation techniques have become the first priority to use when solving them. Meta-heuristic techniques have been applied to solve DVRP, such as ACS [5] , TS [7] , and GA [7] .
The DVRP variant employed in this paper was originally proposed by Kilby et al. [4] , then Montemanni et al. [5] applied ACS to this DVRP, and thereby provided the first benchmark results based on meta-heuristics for this variant. Later, Hanshar and Ombuki-Berman [7] applied a GA and, a simple TS to this DVRP variant, and in doing so presented the majority of the currently bestknown solutions for this DVRP model [4, 5] .
This paper aims at expanding the use of metaheuristics, specifically GA, to this DVRP model [4, 5, 7] . This paper has two main contributions. First, to propose a GA-based DVRP solution technique that has the guiding principle of increasing the variability of the genetic population. Secondly, to further evaluate the proposed GA-based algorithm as applied to DVRP.
The remainder of this paper is structured as follows. Section 2 provides the DVRP model and problem description. Section 3 presents the details of the implemented GA algorithm. Section 4 provides the experimental results and discussion. Finally, Section 5 presents the conclusions and future work.
DVRP Model and Problem Description
In static VRP, each customer (i) needs a quantity of q i goods, and also has a service time (s i ), which represents the required time to serve each customer. Also, each vehicle (a) in a vehicle fleet (v) has a specific capacity (Q a ) [5] .
A static VRP can be modelled as a complete weighted digraph G = (V, A); where V = {v 0 , v 1 , . . . , v n } is a set of nodes representing the depot (0) and the customers (1, . . . , n), and A = {(i, j) | i, j ∈ V} is a set of arcs where each arc is associated with a cost (time and/or distance) [5, 7] . The quantity of goods, q i , requested by each customer, i (i > 0), is associated with its corresponding vertex (1, . . . , n). Labels Q 1 , . . . , Q v , which correspond to vehicles' capacities are finally associated with the starting locations of the vehicles, i.e. node 0 (the depot) [5] . Let Vehicles Routes = {VR 1 , . . . , VR m } then be a partition of V into m vehicle routes that serve all customers. The cost/distance travelled for a given vehicle route VR i = {v 0 , v 1 , . . . , v k+1 } where v j ∈ V and the depot v k+1 = v 0 is given by: The aim of static VRP is to minimize the overall solution using m vehicles subject to the following constraints:  Each vehicle starts from the depot and returns back to it.  Each customer is served exactly by one and only one vehicle.  Each vehicle serves customer demands less than or equal to its capacity Q.
The main difference between static and dynamic VRP is that new customers arrive when the working day has already started, thus dynamically changing the optimization problem. So DVRP can consequently be modelled as a sequence of static VRP-like instances. In particular, each static VRP will contain all the customers known at that time, but not yet served [5, 7] . This paper investigates the DVRP model that was proposed by Kilby et al. [4] and adopted by Montemanni et al. [5] . This model is based on the idea of decomposing the working day into n ts time slices with equal length where T is the length of the working day. It postpones the processing of each new customer that arrives during a time slice, to the end of it [4, 5] . Each time slice represents a partial static VRP, where all the customers must be served, without any vehicle returning to the depot. While solving DVRP, the system uses two times. The first time is the cut-off time (T co ), a parameter defined by the user. Customers received after T co are postponed to the following working day. The second time is the advanced commitment time (T ac ) concept. In practice, an customer has to be committed to a driver at least T ac seconds prior to the planned time of departure from the last location visited before that of the customer itself [4, 5] . After each time slice, the solution is chosen and the customers with a processing time starting within the next Tac seconds must be committed to their respected vehicles as per those instructions [4, 5] .
GA-based System for DVRP
Genetic Algorithm (GA) is a meta-heuristic algorithm that has become a popular technique for solving various combinatorial optimization problems, in particular NPhard problems. GA was firstly introduced by Holland in 1992 [8] . The GA system consists of two main components: the Event scheduler and the Genetic optimization algorithm [7] . The following sections discuss more details about the GA applied in this paper.
Genetic Representation
To solve a problem by GA, it must be represented in a chromosome for which it is possible to apply genetic operations such as crossover and/or mutation. So this is a critical issue in GA system. Regarding DVRP, at any time there may be exist customers that have been served, others that have not yet been served, and a remaining set that are pending to be inserted into the system. Hence, the chromosome presentation used in this paper consists of two types of nodes: a node with a positive integer number, representing a single customer (who has yet to be committed to a vehicle) and a node with a negative integer number, representing a vehicle that has a group of customers that already has been committed to it. This follows the approach of Hansher and Ombuki-Berman [7] . 
Initial Population
Each time slice requires an initial population for the GA. 
Chromosome Decoding
The chromosome representation encodes the existing vehicles' routes and the new customers' customers. Committed customers in existing routes are placed in vehicles and each vehicle is assigned a negative number. When the routing algorithm encounters a negative integer, it looks this integer up in a list of committed vehicles which maps the negative integer to a committed vehicle [7] . Chromosome decoding creates new vehicles under two conditions: 1. The chromosome starts by a positive value and/or 2. The current vehicle will violate its capacity constraint if a new customer is added to it. To give an example of chromosome decoding, the chromosome shown in Figure 1 Figure 1 has enough capacity, customers 6 and 9 are added to its schedule. Again, a negative integer is encountered, and also, assuming that the vehicle Veh 2 , is represented by -2, and has enough capacity, customers 5, 8 and 4 are added to its schedule, but further assume that, customer 7 does not because it violates the capacity constraints of Veh 2 . Then a new vehicle, Veh B , would be created, and it would accept customer 7 as its only customer.
Fitness Evaluation
For DVRP, the objective function is to minimize the distances that are traversed by the vehicles. Each chromosome is evaluated by considering the customers' customer in its presentation. Note that chromosomes that contain vehicles of overloaded capacity, have new vehicles added to them, as required, in the chromosome decoding stage. Thus, the fitness function is defined as:
where VR i is the set of routes.
Selection
Tournament selection [9] is used with a modification so that the not the fittest individual has more chance to be selected. Hence, a tournament set of size two is randomly drawn from the population P. A defined parameter (ρ), which is the selection pressure, is used to control how biased the selective is towards the fitter chromosomes. The constant ρ allows some less fit solutions to be selected. The steps involved in normal tournament selection, are as follows [7] :
Step 1: Select randomly a set of two from the population to fill the tournament set.
Step 2: Create a random number r ∈ [0, 1].
Step 3: If r < ρ, select the fittest individual from the tournament to be used in reproduction.
Else choose one of the two chromosomes randomly. While in the modified tournament selection, in step 3, if r ≥ ρ, the not fittest chromosome is chosen, however to increase the diversity.
Crossover
Best Cost Route Crossover (BCRC) was developed by Hanshar and Ombuki-Berman [7] and is used with some modifications. The steps involved in normal BCRC, are as follows:
Step 1: Choose the parents from tournament selection (p 1 , p 2 ).
Step 2: Select randomly a route from each parent (v 1 , v 2 respectively); these routes must contain uncommitted customers.
Step 3: Remove v 1 and v 2 customers from p 2 and p 1 respectively.
Step 4: The customers that have been removed are reinserted at the location which minimizes the overall cost of the entire tour. If no insertion location for a particular customer in an existing route is found, a new route is created [7] . However in the modified BCRC, in step 4, a random number r ∈ [0, 1] is generated, then:
If r < crossover threshold, insert v 1 and v 2 customers into p 2 and p 1 respectively in the best location regarding the vehicle capacities.
Else insert the v 1 and v 2 customers into p 2 and p 1 respectively in the best location regardless of the vehicle capacities.
In doing so, the cost to insert customer (a) between two consecutive customers (b, c) is calculated as:
while D is the Euclidean distance between two customers. Note that the crossover threshold is adaptively changed, as outlined in section 3.8.
Mutation
Two different mutations are used in finding a DVRP solution using GA. a) Reverse [9] , which generates two cut-points along the length of the chromosome, and then reverses the material between these two cut-points, and b) Swap (Interchange) [9] , which selects two customers and swaps between them. Here swap is used with a modification to generate more variations.
Step 1:
Create two different random integers r ∈ [0, chromosome size], and get the difference.
Step 2: By this difference, swap randomly two customers.
Elitism
An elitist strategy [7, 9] is used, in which a set of the best solutions are carried over to the next generation. This strategy allows elite solutions to propagate from generation to generation and ensures that the best solution does not deteriorate over time [7] .
Local Optimal Condition (LOC)
When the GA system gets the same best chromosome in ten consecutive generations, it is considered to be stuck in a local optimal. If the system detects this LOC, it decreases the crossover threshold by 90%. If the crossover threshold becomes less than 0.1, it resets it to a default value.
Experimental Results and Discussion
In this section, the GA described in section 3 is used to solve well-known benchmark problems [4] . These problems were derived from the publicly available VRP benchmark data from three separate VRP sources, namely Christophides and Beasley [10] 
In this paper, the algorithm has been coded in Microsoft C++, on a PC running Windows 7 with 4GB memory and a 2.8GHz Intel Core i7 CPU.
GA and DVRP Parameters
The GA system was run with 30 seconds as the time slice processing time. For the time-based runs, for consistency with previous research, the maximum number of generations was set to 800. However, if the time step did not complete the 800 generations before 30 seconds, the optimization halted, reported the best solution found and began the next time step. The population size = 50, tournament selection pressure (ρ) = 0.80, crossover rate = 0.9, initial crossover threshold = 1.0, mutation rate = 0.1, and elitism = 2%. For the DVRP model, n ts = 25, T co = 0.5 of a working day, and T ac = 0.01 of a working day [7] .
Comparison of Proposed GA-based DVRP
A comparison of the solution quality, in terms of minimizing the travel distances/costs has been conducted among the proposed GA-based DVRP system and Montemanni et al.'s ACS [5] , Hanshar and OmbukiBerman's TS and GA [7] . Table 1 gives the best and average distances of the proposed GA-based DVRP system over 25 runs. Table 1 shows that the proposed GA-based DVRP that found 18 out of 21 new best solutions in comparison to the Montemanni et al.'s ACS [5] , Hanshar and Ombuki-Berman's TS and GA [7] .
In this paper, an evaluation technique based on Elsayed et al [13] is used. Elsayed et al. [13] judges a system quality is by assigning a score to system for a given test problem, so they assign a score of '1.0' if a system obtains the best solution, otherwise it receives a fractional score (between 0.0 and 1.0).
For a system i and test problem j, and a total number of test problems J, F ij is defined as the actual fitness, and BF j = min i (F ij ), WF j = max i (F ij ) are the overall best and worst fitness value for a test problem j, respectively. The score of a system i for test problem j is then:
where ≥ 1 and > 1. A value > 1 will differentiate between the worst solutions, by having a small positive value for . A higher value of p will put a higher emphasis on good solutions. In this study, a = 1.1 and p = 2, as per Elsayed et al. [13] . In a similar way, scores for averages are calculated. In that case, the final score for a systems i can be calculated as follows from Elsayed et al. [13] :
where, is the final score of system i for test problem j, is the score based on the best solutions, is the score based on the average values, and is a constant ∈ [0, 1]. A higher value of (1 or close to 1), will put a higher emphasis on the best solutions, which is appropriate when the study is interested in only the best fitness value, while a lower value of (0 or close to 0) will put a higher emphasis on the average solutions, Table 1 : Numerical results for the proposed GA-based DVRP system in comparison to ACS [1] , TS, and GA [7] . Bolded entries indicate the best solution. Best solutions and averages are taken over 25 runs, while ACS [1] was over 5 runs, TS and GA [7] were over 10 runs. which is appropriate when the study is interested in a number of good alternative solutions [13] . In this study, = (0, 0.5, and 1.0) are assessed in customer to make different balances between the best and the average results. The overall score ( ) for each system i can then be calculated using the following equation:
7 Table 2 shows the comparison based on Elsayed et al. [13] . 
Conclusion and Future Work
This paper presents a GA based algorithm for DVRP. This algorithm uses some improvements in tournament selection, BCRC crossover, and swap mutation. Also, this algorithm uses LOC detection, which then decreases the crossover threshold so as to try to jump to a globally optimal solution. The proposed system is tested using the problem instances reported in the literature by Kelby et al. [4] , and Montemanni et al. [5] . The proposed GA-based algorithm is compared against the previous algorithms of ACS [5] , TS, and GA [7] . The experimental results shows that the proposed GA-based DVRP solution is able to find high quality solutions when compared to the aforementioned techniques, and introduces new best solutions for the DVRP.
There are various possible directions for future research, for example, more complex dynamic scenarios can be considered, such as introducing a customer timewindow variable to the DVRP, as well as the consideration of more sophisticated objective functions and fitness evaluation criteria.
