In this paper we study the necessary and sufficient condition under which an orbitally normalizable vector field of saddle or saddle-node type in C 2 is analytically conjugate to its formal normal form (i.e., normalizable).
Introduction
In this paper we consider the analytic system (1.1)ẋ = x + f (x, y) = x + o(|(x, y)|) y = −λy + g(x, y) = −λy + o(|(x, y)|), λ ≥ 0 in C 2 with a saddle point or saddle-node at the origin. If the origin of (1.1) is orbitally normalizable or integrable (i.e. orbitally linearizable), we wish to understand what conditions guarantee that the origin is in fact normalizable or linearizable. That is, we are concerned with the "time" element of the dynamics as well as the "orbital" element. However, we will ignore the effects of a purely uniform dilation of time, so that the form (1.1) does not represent a restriction on the possible eigenvalues of the vector field. If we choose a 1-form ω which is dual to the vector field above then it is known that, when dω does not vanish at the origin, a multiplicative factor can be absorbed into the 1-form by a change of variables. In the case of vector fields the situation is more complex. In fact, to recover a vector field by duality we need, not only ω, but a two form Ω such that i V Ω = ω. Changes of variable which simplify ω will also change the dualizing form Ω, and it is not hard to show that there are obstructions to normalizing the vector field which do not appear in the case of 1-forms.
In the simplest case, where the saddle comes from a real center with eigenvalues ±i, then the classical theorem of Poincaré states that the center is in fact linearizable if and only if the period function is locally a constant. Our aim in this paper is to generalize this result to all orbitally normalizable systems of the form (1.1). That is, we assume the system can be conjugated with a system in normal form up to some non-constant multiple, and seek conditions which guarantee that this multiple can be chosen to be unity.
In fact, the results we give here are not restricted to orbitally normalizable vector fields, but apply to the comparison of any two vector fields which differ by multiplication by a nonzero function, except that in the case where λ is irrational, we require that the critical point be integrable. However, since the applications to normalizability are probably the more interesting, we emphasize these in some detail.
In Section 2 we give the definitions of normalizability etc. which we shall use in this paper, and then in Section 3 we give formal normal forms for vector fields with respect to formal conjugacy. These are expressed as the classical orbital normal forms for vector fields together with a multiplicative factor which represents the resonant terms which cannot be absorbed by a change of variables. In the case when λ is a positive rational, the classification of vector fields up to conjugacy has be given by Voronin. Our aim here is much more specific, however.
In Section 4, we return to the problem of characterizing the analytic conjugacy of two orbitally equivalent vector fields. We first show that two vector fields V 1 and V 2 = hV 1 are analytically conjugate (we say that they can be "synchronized") if and only if
for some analytic function g. This result looks classical, but we have only found references to it in the unpublished thesis of Natali Pazii [P] , and in the recent preprint [T1] in the formal case. Let ω be a 1-form dual to V 1 (and hence V 2 ), and dt 1 and dt 2 be the time-forms for V 1 and V 2 . By definition, the dt i are meromorphic 1-forms (defined up to a multiple of ω) such that i Vi dt i = 1. The condition (1.2) can then be expressed in terms of the relative exactness of the difference of the two time forms η = dt 2 − dt 1 with respect to ω. That is, we want
with k and h analytic. In fact, η may be initially meromorphic, but we can always arrange η to be holomorphic by a suitable change of coordinates applied to the V i (see Corollary 4.2). In Section 5 we show that the relative exactness of a differential form η with respect to ω is characterized in terms of the vanishing of the integrals of η along all asymptotic cycles contained in the leaves of ω. This is a result of general interest. When λ is rational, the results are particular cases of the work by Berthier and Loray [BL], in the case of a resonant saddle, and by Teyssier [T1] in the saddle-node case. The case for integrable critical points with irrational λ has been covered in a more general context by Berthier and Cerveau [BC], but their results require some diophantine condition on λ. We give the result here for general λ in the planar case. We call this property synchronicity in analogy to the term isochronicity, used when comparing a center of a vector field with the linear center, and say that dt 1 is synchronous to dt 2 .
We thus prove the following theorem.
Main Theorem.
(1) Let V 1 and V 2 = hV 1 be two analytic vector fields of the form (1.1) which differ by multiplication by a nonzero function h, and let η be the difference of their time forms. If we furthermore assume that if λ is irrational then V 1 (or V 2 ) has a local nontrivial first integral (i.e. is orbitally linearizable, the following are equivalent: (a) V 1 and V 2 are analytically conjugate; (b) η is relatively exact with respect to some form ω, dual to the V i ; (c) the integral of the form η vanishes along every asymptotic cycle of the vector fields V i (that is, the two vector fields are synchronous).
(2) In particular any integrable (resp. orbitally normalizable) system (1.1) is linearizable (resp. normalizable) if and only its time form is synchronous to the time form of its formal normal form.
When λ = 1, this is just the classical theorem of Poincaré mentioned above. It is the authors hope that the study of time dependence for integrable and normalizable systems will enrich the understanding of the analytic behavior of these critical points just as the study of isochronous centers has enriched the study of centers for planar vector fields.
Preliminaries
We recall some standard definitions on conjugacy and orbital equivalence for germs of vector fields.
Definition 2.1.
i) Two germs of vector fields are formally (resp. analytically) conjugate if one can be transformed to the other by a formal (resp. analytic) change of coordinates. ii) Two germs of vector fields are formally (resp. analytically) orbitally equivalent if one is formally (resp. analytically) conjugate to a formal (resp. analytic) multiple of the other.
Definition 2.2. i) A normal form of a germ of a vector field is a vector field containing no non-resonant monomials.
ii) A germ of a vector field is normalizable if it is analytically conjugate to a normal form.
iii) A vector field is orbitally normalizable if it is analytically orbitally equivalent to a normal form.
The case of a germ of vector field formally conjugate (resp. formally orbitally equivalent) to the linear normal form for rational values of λ is special, as the notions of formal conjugacy (resp. formal orbital equivalence) and analytic conjugacy (resp. orbital equivalence) are equivalent [B] .
In more detail, we have the following definitions.
Definitions 2.3.
(i) The system (1.1) is integrable at the origin if and only if it is orbitally linearizable, i.e. there exists an analytic change of coordinates
bringing the system (1.1) to the system
If h(X, Y ) = 1, then the system is linearizable at the origin. (ii) For λ = p q ∈ Q + the system is orbitally normalizable at the origin if there exists an analytic change of coordinates of the form (2.1) transforming (1.1) to the semi-normal form
where k 1 , k 2 and h are analytic functions such that h(0, 0) = 1, U = X p Y q and k 1 (0) = k 2 (0) = 1. If h(X, Y ) = 1, then the system is normalizable at the origin.
(iii) For λ = 0 the system is orbitally normalizable at the origin if there exists an analytic change of coordinates of the form (2.1) transforming (1.1) to the semi-normal form
where k 1 , k 2 and h are analytic functions such that k 1 (0) = 1 and h(0, 0) = 1. If h(X, Y ) = 1, then the system is normalizable at the origin.
Remarks 2.4.
(1) The case (iii) above is nothing more than case (ii) taking p = 0 and q = 1. We separate it for ease of comparison. We continue this policy throughout the paper.
(2) For λ = 0 the system (1.1) is integrable if and only if the holonomy of any separatrix is linearizable. This follows from the theorems of Mattei-Moussu [MM].
(3) For λ = 0 (resp λ = 0) the system (1.1) is orbitally normalizable if and only if the holonomy of any separatrix (resp. of the strong separatrix) is embedable i.e. given by the time-one flow of a vector field in a neighborhood of the origin in C composed with a rotation (see for instance [MR, CMR]).
Formal normal forms for orbital equivalence and conjugacy of vector fields
In this section we give reduced formal normal forms for a critical point of saddle or saddle-node type. The following normal forms for formal (orbital) equivalence are well-known.
Proposition 3.1.
Let (1.1) be a critical point of saddle or saddle-node type.
(i) If λ = 0 is irrational, then (1.1) is formally conjugate to the linear vector field
(ii) If λ = p/q = 0 is rational, p, q ∈ Z relatively prime, then (1.1) is either formally orbitally equivalent to the linear form (3.1) (in fact, it is analytically orbitally equivalent to (3.1) in this case) or formally orbitally equivalent to a vector field of the form
(iii) If λ = 0 and the origin is an isolated singular point, then (1.1) is formally orbitally equivalent to a vector field of the form
A formally integrable system is formally linearizable. However, this is no longer true in the analytic category. In fact, in [CMR] we give a sharp condition on irrational λ to ensure that any integrable system of the form (1.1) is linearizable. The condition is that λ is not a Cremer number. That is, the denominators q n in its continuous fraction expansion satisfy lim sup n→∞ 1 q n log q n+1 < +∞.
The condition of being non Cremer is weaker than the Brjuno condition, which guarantees linearizability of all (1.1) for an irrational Brjuno number λ.
We now study the normal forms under formal conjugacy i.e. the equivalence relation induced by formal changes of coordinates without multiplication by a function (i.e. a generalized "time scaling").
Proposition 3.2. Let (1.1) be a saddle or saddle-node type vector field.
then one of the following cases is satisfied for (1.1): (iia) If (1.1) is integrable then it is analytically conjugate to a vector field of the form
is not integrable then it is formally conjugate to a vector field of the form
for some a 1 , . . . , a k ∈ C. If (1.1) is not integrable but is normalizable, then it is analytically conjugate to (3.7) (iii) If λ = 0 and the origin is an isolated singular point of (1.1), then (1.1) is formally conjugate to a vector field of the form
for some a 1 , . . . , a k ∈ C. If λ = 0 and (1.1) is normalizable, then it is analytically conjugate to (3.8)
Only forms (iib) and (iii) need a proof, the others being well-known. To prove these we need to study the changes of coordinates which preserve the orbital normal forms. For completeness, we give formulas for (i) and (iia) also.
Let T r,s denote the transformation (X, Y ) = (rx, sy) and let h(x, y) be a nonzero analytic function.
Changes of coordinates which preserve the orbital form of this system are compositions of T r(u),s(u) , with r and s analytic functions of u, and transformations of the form
with g(x, y) analytic, where u = x p y q when λ = p/q and 0 otherwise. (iib) Consider the system
where u = x p y q . Changes of coordinate, preserving the orbital normal form of (3.11) are compositions of T r,s , with r pk s qk = 1, and transformations of the form (3.12) X = x(1 − pku k g(x, y)) −a/(pk) e g = xm(x, y),
where g(x, y) is an analytic function. (iii) Consider the system
Changes of coordinate, preserving the orbital normal form of (3.13) are compositions of T r,s , with s k = 1, and transformations of the form
where g(x, y) is an analytic function. (iv) Denoting V the vector fields given by (3.9), (3.11) and (3.13) respectively and V 0 = V /h the vector field of the orbital normal form, the transformations (3.10), (3.12) and (3.14) are given by the g(x, y)-time flow of the orbital normal form vector field V 0 . They have the effect of changing the vector field hV 0 to the vector field r(X, Y )V , where V is just the vector field V 0 under the direct substitution x = X and y = Y and r(X, Y ) is obtained from h(x, y)(1 + V 0 (g)) under the substitutions (3.10), (3.12) and (3.14) above.
Proof. The statement (iv) of the proposition can be proved by direct, but tedious calculation. A conceptual proof is given in Proposition 4.1 below, but note that the transformation given there is the inverse of the one given here. For the rest of the proposition, we prove only (iib), as the proof of (i)/(iia) and (iii) are very similar. A change of coordinates which preserves the orbital normal form must preserve the invariant coordinate axes, and so must be of the form O(x, y) ).
The new system has the form
where U = X p Y q . The system (3.11) has the first integral
We claim that the first integral must be preserved, that is
for some constant C. Indeed, F (X(x, y), Y (x, y)) is also a first integral of (3.11), so the quotient F (X(x, y), Y (x, y))/F (x, y) is also a first integral of (3.11). It has the form
(3.20) K = m pk(a−1) n qka = r pk(a−1) s qka + O(x, y).
Therefore taking the logarithm of (3.19), we obtain a meromorphic first integral of (3.11). However, (3.11) being non integrable (because of the presence of resonant term), any meromorphic first integral is trivial (i.e. constant). Let (3.21) pk g(x, y) = 1 u k − 1 U k = 1 u k m pk n qk − 1 m pk n qk , then from above, log(K) + pk g is a constant function, and hence g(x, y) is analytic. The value of the quotient in (3.19) is then C = r pk(a−1) s qka e pk g0 , with g 0 = g(0, 0). Rearranging (3.21) gives (3.22) m pk n qk = (1 − pku k g(x, y)) −1 .
Hence n = m − p q (1 − pku k g(x, y)) − 1 qk . Putting this relation in (3.19) we obtain (3.23) m −pk (1 − pku k g) −a e pk g = r pk(a−1) s qka e pk g0 .
Evaluating this equation at the origin, we see that r pka s qka = 1. This gives m/r = (1 − pku k g) − a pk e g−g0 , and n/s = (1 − pku k g) a−1 qk e − p q (g−g0) . After composing with T e g 0 ,e −pg 0 /q , we obtain our result.
Proof of Proposition 3.2.
Once again, we present the proofs for only (iib), as the cases (i), (iia) and (iii) follow along similar lines. >From Proposition 3.3 (iv) the system (3.11) is transformed to
where r(x, y) is given by
We therefore need to solve
for some choice of P (U ) = k i=0 a i U i with a 0 = 1. Formally, it is clear that if the right hand side of (3.27) contains no term in u i for i = 0, . . . , k, then there is a unique solution. However, we know that U = u(1 − pku k g(u)) −1/k , and so
Then, in order to have a formal solution the coefficients a i of P (U ) must be chosen as a 0 = 1 and (3.30)
To prove the final statement of (iib) we can assume that h = h(u), so that (3.27) becomes (3.31) V 0 (g(u)) = 1 h(u) k i=0 a i U k − 1, with U = u(1 − pku k g(u)) −1/k . To show that (3.31) has an analytic solution reduces to finding an analytic solution to the differential equation
for some analytic function R. But this follows directly from the standard existence and uniqueness results for differential equations.
In the case (iia) we have U = u and V 0 = x ∂ ∂x − p q y ∂ ∂y . The corresponding equation to (3.27), which brings (3.9) with λ = p/q to the form (3.6) can always be solved analytically. This demonstrates the remark made after Definition 2.2. If λ is not rational (case(i)), then there can arise obstructions due to small divisors.
Results in the same spirit can be found in [VG] , although their reduced normal form is not exactly the same as ours.
Corollary 3.4. There are exactly k obstructions to the existence of a formal change of variables transforming the system (3.11) to the form
They are given by the nonvanishing of the coefficients a 1 , . . . , a k in (3.7). A similar statement holds for system (3.13).
Linearizability, normalizability and relative exactness.
In this section we find conditions for an orbitally normalizable saddle or saddle-node to be normalizable, i.e. conjugate to one of the formal normal forms of Proposition 3.2, in terms of the relative exactness of a time-form which we will give below. However, since it is no extra work, we shall deal with the general case of deciding when two vector fields with the same orbits, V 1 and V 2 = hV 1 are analytically conjugate.
Proposition 4.1. Let V be an analytic vector field in the neighbourhood of the origin, and ψ t (x, y) represent its flow, with ψ 0 (x, y) = (x, y), then the local diffeomorphism α : (x, y) → ψ g(x,y) (x, y) pulls back the vector field V to the vector field (1 + V (g)) −1 V .
Proof. The Proposition is proved in the formal case in [T1] , and is also in the 1999 Ph.D. thesis of Natali Pazii. Let α t represent the map (4.1) α t : (x, y) → ψ tg(x,y) (x, y).
If we let α * t represent the pull-back induced by α t then we have (4.2) d dt α * Differentiating this expression with respect to t, we get (4.5)
This gives, using (4.4),
from which we can deduce that (4.7) d dt
and hence m = (1 + tV (g)) −1 . Putting t = 1 completes the theorem. Proof. If λ = 0, we can write 1/h = 1 + h 1 (y) + xm(x, y), for some analytic function h 1 and m. From Proposition 4.1, we only need to show that there is some function g with (4.11) V 0 (g) = h 1 (y) + xm and then pull back via α defined in Proposition 4.1. However, it is easy to see that we can find such an g of the form g 1 (y). The case when λ = 0 is similar.
Definitions 4.3.
Let V be an analytic vector field in the neighbourhood of a point p, and ω a reduced 1-form dual to V (ie i V ω = 0).
(1) The time form dt associated to V is any meromorphic 1-form such that i V dt = 1. Thus, time forms are only defined up to addition of meromorphic multiples of ω.
(2) In the case when V has an orbitally normalized saddle, we let dt norm be the time form of the formal normal vector field associated to V . More precisely,
where P (u) and P (y) are defined as in the proof of Proposition 3.2.
(3) We say that a 1-form η is relatively exact with respect to ω if there exist analytic functions g and m such that Note that, if we start with a meromorphic form η and apply the transformation of Corollary 4.2 to the vector fields, we can always assume that η is holomorphic.
Theorem 4.4.
(1) Let V 1 and V 2 =hV 1 be two vector fields, and take η to be the difference of their time forms (4.14) η = dt 2 − dt 1 , then V 1 and V 2 are analytically conjugate if and only if η is relatively exact with respect to some 1-form ω dual to V 1 (or V 2 ).
(2) Let V be a vector field of the form (1.1) which is orbitally normalizable, and take η to be the difference between its time form and the time form of its normalized system,
then V is analytically conjugate to its normal form if and only if η is relatively exact with respect to some 1-form ω dual to V .
Proof.
(1) From Proposition 4.1 it is sufficient to show that there exists some g such that V 1 (g) = 1/h − 1. If V 1 is of the form Q 1 ∂ x + Q 2 ∂ y , then taking ω = Q 1 dy − Q 2 dx we see that this is equivalent to
where η is defined as above. The claim now follows from Lemma 4.5 below, whose proof is easy.
(2) To apply (1) we take V 1 = hV 0 and V 2 = P (u)V 0 , so thath(x, y) = P (u)/h(x, y). Thus (1) shows that (4.16)
is equivalent to the existence of some g satisfying V 1 (g) = h/P − 1, which is exactly the condition required for analytic conjugacy of V 1 with its normal form V 2 .
Lemma 4.5.
Let ω be a one-form in C 2 having isolated singularities. A holomorphic one-form η is relatively exact with respect to the form ω if and only if there exists a holomorphic function g satisfying (4.16).
Relative exactness and asymptotic cycles
In this final section we shall show that the notion of relative exactness of a 1-form η with respect to a differential form ω is equivalent to the vanishing of the integral of η along certain asymptotic cycles defined on the leaves of the foliation ω = 0.
Definition 5.1. Let [α n , β n ] ⊂ R be a sequence of intervals and let γ n : [α n , β n ] → C 2 be a sequence of curves, all coinciding on the intersection of their domains.
(i) We say that the sequence γ = (γ n ), n ∈ N, is an asymptotic cycle if (5.1) lim γ(α n ) = lim γ(β n ).
(ii) We define γ η = lim n→∞ γn η.
Theorem 5.2. Let ω be a 1-form dual to a vector field of the form (1.1). If λ is irrational, we assume that the vector field is integrable. Then any analytic 1-form η is relatively exact with respect to ω if and only if
for any asymptotic cycle γ belonging to a leaf of the foliation defined by ω = 0.
The claim of the theorem has been proven in the saddle resonant case by Berthier and Cerveau [BC] (integrable case) and Berthier and Loray [BL] (nonintegrable case) and in the saddle-node case by Teyssier [T1] . The only remaining case is the case of an integrable non resonant saddle. We shall give this proof below.
Definition 5.3. Given two vector fields V 1 and V 2 = hV 1 with time forms dt 1 and dt 2 , we say that the two time forms are synchronous if the integral of their difference is zero along every asymptotic cycle γ belonging to a leaf of the foliation defined by ω = 0, where ω is some 1-form dual to V 1 (or V 2 ). We say that a time form is isochronous if it is synchronous to the time form of a linear system.
Theorem 5.4.
(1) Let V 1 and V 2 = hV 1 be two analytic vector fields in the form (1.1), and assume that if λ is irrational then the V i are integrable. Then the two vector fields are analytically conjugate if and only if their time forms are synchronous.
(2) Let V be an orbitally normalizable vector field in the form (3.9), (3.11) or (3.13) . Then V is normalizable if and only if its time form is synchronous with dt norm given by (4.12). In particular, an integrable system of the form (1.1) is isochronous if and only if it is synchronous to the linear form dX/X, for some variable X which vanishes on the separatrix tangent to the x-axis of (1.1).
Proof. These results follow directly from Theorem 4.4 and Theorem 5.2 once we show that we can replace the η's in Theorem 4.4 with analytic functions. However, this is clear from Corollary 4.2 and the fact that the η's are the difference of two such time forms. The last statement follows from the fact that, transforming to a normalized system (4.8) we have X = xW (x, y), for some non vanishing function W , and dX/X = dx/x + dW/W , so the relative exactness with respect to X is equivalent to the relative exactness with respect to x. Unfortunately, there does not seem to be an equivalent "coordinate free" description of normalizability.
Proof of Theorem 5.2. As stated above, we only need to prove this for an integrable non-resonant saddle. The direct implication is obvious. We prove only the converse. In this case one can get a formal solution of (4.16) as in the rational case (without using the isochronicity condition). However, as shown in [BC] and [CMR], Theorem A, the formal solution does not converge in general. This is why we adopt an approach different from the approach in the rational case. We have to define a holomorphic function g satisfying (4.16) in a neighborhood of the origin. By linear scaling we can assume that the polydisc Ω = {(x, y) ∈ C 2 : |x| ≤ 1, |y| ≤ 1} belongs to the domain of convergence of the form η. Put g(1, 1) = 0. Let γ c be the curve lying in the leaf of the foliation ω λ = 0, passing through the point (1, c), given by
This defines the function g on a dense set of the torus T = {(x, y) ∈ C 2 : |x| = 1, |y| = 1}. Next, by the hypothesis (5.2), the function g can be extended without ambiguity by continuity to the torus T . Denote by D = {y ∈ C : |y| < 1}, the unitary disc,D its closure and S its boundary. Note that g satisfies the condition
for c on the circle S. We next want to extend g to a continuous function on the disc {1} ×D,
with u holomorphic in D. Moreover, we want condition (5.5) to hold for all points c ∈D. Initially, the function u is continuous complex valued defined on the circle S. Applying separately the existence theorem for solutions of Dirichlet's problem for the real and imaginary part of u, we extend u to a continuous function onD, harmonic in D. Let g be given by (5.6), c ∈D. We claim that (5.5) holds for this extended function g. Indeed, consider the function (5.7)
The function ψ is a harmonic function in D, as the last term in (5.7) is a holomorphic function in c. Moreover, ψ(c) vanishes for c ∈ S. Now by the uniqueness of solutions of Dirichlet's problem it follows that ψ is identically zero onD. This proves that(5.5) holds onD. We claim next that u is in fact holomorphic in D. In order to prove it, introduce the differential operators
where c and c are the real and imaginary part of c. As the last term in the definition of ψ is holomorphic, it follows, from the vanishing of ψ, that (5.9)∂(u(ce 2πiλ )) =∂(u(c)). Now, since λ is irrational, the numbers ce 2πikλ , k ∈ N , are dense on the circle of radius |c|, so (5.9) shows that the function∂(u(c)) depends only on |c|. Say∂(u(c)) = φ(|c|). However, since u is harmonic, then ∂(φ(|c|)) = 0. This can only happen, if φ is a constant. We have so far proven that u(c) = v(c) + kc, where v is a holomorphic function and k ∈ C. To show that k = 0, we integrate relation(5.7) along |c| = 1. As ψ vanishes in D and moreover v and the last term in (5.7) are holomorphic, we get 2πik(e −2πiλ − 1) = 0, so k = 0 and we have shown that u is holomorphic on D.
We now extend g to a complement of the y-axis. Given any (x, y), denote L (x,y) the leaf of the linear foliation ω = 0 passing through (x, y). For (x, y), x = 0, belonging to a neighborhood of the origin, the leaf L (x,y) cuts the disc {1} × D infinitely many times. Let γ (x,y) be a curve in the leaf L (x,y) starting at a point (1, c), c = x λ y ∈ D, and connecting it to (x, y). The leaf also cuts the disc {1} × D at points (1, ce 2πiλk ) with k ∈ Z. We put (5.10)
g(x, y) = g(1, c) + γ (x,y) η.
We claim that g is well defined and does not depend on the choice of γ (x,y) . Indeed, letγ (x,y) be another choice of γ (x,y) starting at (1,c) ∈ D withc = c exp(2πikλ). Note that the path obtained by taking γ (x,y) followed by (γ (x,y) ) −1 is homotopic to the path γ c : [0, 2kπ] → L (x,y) , given by γ c (θ) = (e iθ , ce −iλθ ), for some k ∈ Z. This follows from the simple connectedness of the leaf L (x,y) . By induction (5.5) gives (5.11) g(1, ce 2πikλ ) = g(1, c) + η and hence the function g is well defined on a neighborhood of the origin from which the y-axis has been deleted. Moreover, g is holomorphic, as the initial value g(1, c) depends holomorphically on c = x λ y and g is extended by integration of the holomorphic form η.
In order to extend holomorphically g to the y-axis, note that a point (x, y) close to the y-axis can be linked to a point in the disc {1} × D by a path γ belonging to the leaf L (x,y) whose length is uniformly bounded. This can be seen by taking the path obtained by following first (5.13) γ 1 (θ) = (xe −iθ , ye iλθ ), for θ varying from 0 to arg(x) < 2π and then following (5.14) γ 2 (r) = (r, yx λ r λ ), for r varying from |x| to 1. The form η is bounded in the fixed neighborhood of the origin which we have chosen. As g is also holomorphic (hence bounded) on {1} × D, it now follows from the definition (5.10) of g that it is bounded on a fixed neighborhood of the origin from which the y-axis has been deleted. By the removable singularity theorem, we can now extend g holomorphically to a full neighborhood of the origin. Relation (4.16) follows from the definition of g. Indeed, it suffices to verify this relation locally in the complement of the origin, where ω is different from zero. By a local change of coordinates (z, w) = (z(x, y), w(x, y)), it can be assumed that ω = dw. Taking a section z = k transverse to the leaves of the foliation and noting that g is obtained by integrating η along the leaves w = const, it follows that the dz coordinates of dg and η coincide. Hence η − dg is collinear to ω. Now (4.16) is proved and the proof of the Theorem is completed.
Open Question. Can the proof of Theorem 5.2 be extended to cover 1-forms ω dual to non-integrable vector fields of the form (1.1) when λ is irrational?
