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Abstract
Given a connected graph G = (V,E), a set S ⊆ V is a k-metric generator for G if for
any two different vertices u, v ∈ V , there exist at least k vertices w1, ..., wk ∈ S such that
dG(u,wi) 6= dG(v,wi) for every i ∈ {1, ..., k}. A metric generator of minimum cardinality
is called a k-metric basis and its cardinality the k-metric dimension of G. We study some
problems regarding the complexity of some k-metric dimension problems. For instance, we
show that the problem of computing the k-metric dimension of graphs is NP -Complete.
However, the problem is solved in linear time for the particular case of trees.
Keywords: k-metric dimension; k-metric dimensional graph; metric dimension; NP -complete
problem; Graph algorithms.
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1 Introduction
Let R≥0 denote the set of nonnegative real numbers. A metric space is a pair (X, d), where X is
a set of points and d : X × X → R≥0 satisfies d(x, y) = 0 if and only if x = y, d(x, y) = d(y, x)
for all x, y ∈ X and d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X . A generator of a metric space
(X, d) is a set S of points in the space with the property that every point of the space is uniquely
determined by the distances from the elements of S. A point v ∈ X is said to distinguish two
points x and y of X if d(v, x) 6= d(v, y). Hence, S is a generator if and only if any pair of points
of X is distinguished by some element of S.
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Let N denote the set of nonnegative integers. Given a connected graph G = (V,E), we
consider the function dG : V × V → N, where dG(x, y) is the length of a shortest path between u
and v. Clearly, (V, dG) is a metric space. The diameter of a graph is understood in this metric.
A vertex set S ⊆ V is said to be a metric generator for G if it is a generator of the metric
space (V, dG). A minimum metric generator is called a metric basis, and its cardinality the metric
dimension of G, denoted by dim(G). Motivated by some problems regarding unique location of
intruders in a network, the concept of metric dimension of a graph was introduced by Slater in [16],
where the metric generators were called locating sets. The concept of metric dimension of a graph
was also introduced by Harary and Melter in [7], where metric generators were called resolving
sets. Applications of this invariant to the navigation of robots in networks are discussed in [10]
and applications to chemistry in [8, 9]. This graph parameter was studied further in a number of
other papers including, for instance [1, 3, 4, 11, 12, 17]. Several variations of metric generators
including resolving dominating sets [2], locating dominating sets [14], independent resolving sets
[5], local metric sets [13], strong resolving sets [15], etc. have been introduced and studied.
From now on we consider an extension of the concept of metric generators introduced in [6]
by the authors of this paper. Given a simple and connected graph G = (V,E), a set S ⊆ V is
said to be a k-metric generator for G if and only if any pair of vertices of G is distinguished by at
least k elements of S, i.e., for any pair of different vertices u, v ∈ V , there exist at least k vertices
w1, w2, ..., wk ∈ S such that
dG(u, wi) 6= dG(v, wi), for every i ∈ {1, ..., k}. (1)
A k-metric generator of minimum cardinality in G is called a k-metric basis and its cardinality the
k-metric dimension of G, which is denoted by dimk(G), [6]. Note that every k-metric generator S
satisfies that |S| ≥ k and, if k > 1, then S is also a (k − 1)-metric generator. Moreover, 1-metric
generators are the standard metric generators (resolving sets or locating sets as defined in [7]
or [16], respectively). Notice that if k = 1, then the problem of checking if a set S is a metric
generator reduces to check condition (1) only for those vertices u, v ∈ V − S, as every vertex in
S is distinguished at least by itself. Also, if k = 2, then condition (1) must be checked only for
those pairs having at most one vertex in S, since two vertices of S are distinguished at least by
themselves. Nevertheless, if k ≥ 3, then condition (1) must be checked for every pair of different
vertices of the graph.
In this article we show the NP-Hardness of the problem of computing the k-metric dimension
of graphs. To do so, we first prove that the decision problem regarding whether dimk(G) ≤ r
for some graph G and some integer r ≥ k + 1 is NP -complete. The particular case of trees is
separately addressed, based on the fact that for trees, the problem mentioned above becomes
polynomial. We say that a connected graph G is k-metric dimensional if k is the largest integer
such that there exists a k-metric basis for G. We also show that the problem of finding the integer
k such that a graph G is k-metric dimensional can be solved in polynomial time. The reader is
referred to [6] for combinatorial results on the k-metric dimension, including tight bounds and
some closed formulae. The article is organized as follows. In Section 2 we analyze the problem
of computing the largest integer k such that there exists a k-metric basis. In Section 3 we show
that the decision problem regarding whether the k-metric dimension of a graph does not exceed a
positive integer is NP -complete, which gives also the NP-Hardness of computing dimk(G) for any
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graph G. The procedure of such proof is done by using some similar techniques like those ones
already presented in [10] while studying the computational complexity problems related to the
standard metric dimension of graphs. Finally, in Section 4 we give an algorithm for determining
the value of k such that a tree is k-metric dimensional and present two algorithms for computing
the k-metric dimension and obtaining a k-metric basis of any tree. We also show that all algorithms
presented in this section run in linear time.
Throughout the paper, we use the notation S1,n−1, Cn and Pn for star graph, cycle graphs
and path graphs of order n, respectively. For a vertex v of a graph G, NG(v) denote the set of
neighbors or open neighborhood of v in G. The closed neighborhood, denoted by NG[v], equals
NG(v) ∪ {v}. If there is no ambiguity, we simple write N(v) or N [v]. We also refer to the degree
of v as δ(v) = |N(v)|. The minimum and maximum degrees of G are denoted by δ(G) and ∆(G),
respectively.
In this work the remain definitions are given the first time that the concept is found in the
text.
2 k-metric dimensional graphs.
Notice that if a graph G is a k-metric dimensional graph, then for every positive integer k′ ≤ k, G
has at least a k′-metric basis. Since for every pair of vertices x, y of a graph G we have that they
are distinguished at least by themselves, it follows that the whole vertex set V (G) is a 2-metric
generator for G and, as a consequence it follows that every graph G is k-metric dimensional for
some k ≥ 2. On the other hand, for any connected graph G of order n > 2 there exists at least
one vertex v ∈ V (G) such that δ(v) ≥ 2. Since v does not distinguish any pair x, y ∈ NG(v), there
is no n-metric dimensional graph of order n > 2.
Remark 1. Let G be a k-metric dimensional graph of order n. If n ≥ 3 then, 2 ≤ k ≤ n − 1.
Moreover, G is n-metric dimensional if and only if G ∼= K2.
Next we present a characterization of k-metric dimensional graphs already known from [6].
To this end, we need some additional terminology. Given two vertices x, y ∈ V (G), we say that
the set of distinctive vertices of x, y is
DG(x, y) = {z ∈ V (G) : dG(x, z) 6= dG(y, z)}.
Theorem 2. [6] A graph G is k-metric dimensional if and only if k = min
x,y∈V (G)
|DG(x, y)|.
Now we consider the problem of finding the integer k such that a graph G of order n is
k-metric dimensional.
k-DIMENSIONAL GRAPH PROBLEM
INSTANCE: A connected graph G of order n ≥ 3
PROBLEM: Find the integer k, 2 ≤ k ≤ n− 1, such that G is k-metric dimensional
Remark 3. Let G be a connected graph of order n ≥ 3. The time complexity of computing the
value k for which G is k-metric dimensional is O(n3).
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Proof. We can initially compute the distance matrix DistMG, by using the well-known Floyd-
Warshall algorithm, whose time complexity is O(n3). The distance matrix DistMG is symmetric
of order n× n whose rows and columns are labeled by vertices, with entries between 0 and n− 1.
Now observe that z ∈ DG(x, y) if and only if DistMG(x, z) 6= DistMG(y, z).
Given the matrix DistMG, the process of computing how many vertices belong to DG(x, y) for
each of the
(
n
2
)
pairs x, y ∈ V (G) can be checked in linear time. Therefore, the overall running
time of such a process is bounded by the cubic time of the Floyd-Warshall algorithm.
3 The k-metric dimension problem
Since the problem of computing the value k′ for which a given graph is k′-metric dimensional is
polynomial, we can study the problem of deciding whether the k-metric dimension, k ≤ k′, of G
is less than or equal to r, for some r ≥ k + 1, i.e., the following decision problem.
k-METRIC DIMENSION PROBLEM
INSTANCE: A k′-metric dimensional graph G of order n ≥ 3 and integers k, r
such that 1 ≤ k ≤ k′ and k + 1 ≤ r ≤ n.
QUESTION: Is dimk(G) ≤ r?
Next we prove that k-METRIC DIMENSION PROBLEM is NP -complete. The proof that
the k-METRIC DIMENSION PROBLEM is NP -complete for k = 1 was given by Khuller et al.
[10]. As a kind of generalization of the technique used in [10] for k = 1, we also use a reduction
from 3-SAT in order to analyze the NP-completeness of the k-METRIC DIMENSION PROBLEM.
Our problem is clearly in NP , since verifying that a given subset S ⊆ V (G) with k + 1 ≤
|S| ≤ r is a k-metric generator for a graph G, can be done in polynomial time by using some
similar procedure like that described in the proof of Remark 3. In order to present the reduction
from 3-SAT, we need some terminology and notation. From now on, we assume x1, ..., xn are the
variables; Q1, ..., Qs are the clauses; and x1, x1, x2, x2, ..., xn, xn are the literals, where xi represents
a positive literal of the variable while xi represents a negative literal.
We consider an arbitrary input to 3-SAT, that is, a boolean formula F with n variables and
s clauses. In this reduction, without loss of generality, we assume that the formula F has n ≥ 4
variables. Let X = {x1, x2, ..., xn} be the set of variables and let Q = {Q1, Q2, ..., Qs} be the set
of clauses. Now we construct a graph GF in the following way.
• For every xi ∈ X , we take an even cycle C
i of order 4
⌈
k
2
⌉
+ 2 and we denote by Fi (the
false node) and by Ti (the true node) two diametral vertices of C
i. Then we denote by
f 1i , f
2
i , ..., f
2⌈k
2
⌉
i the half vertices of C
i closest to Fi and we denote by t
1
i , t
2
i , ..., t
2⌈ k
2
⌉
i the half
vertices of C i closest to Ti (see Figure 1).
• For every clause Qj ∈ Q, we take a star graph S1,4 with central vertex uj and leaves
u1j , u
2
j , u
3
j , u
4
j . If k ≥ 3, then we subdivide the edge uju
2
j until we obtain a shortest uj − u
2
j
4
Ti
t1i t
2
i t
⌈k/2⌉
i f
⌈k/2⌉
i
f 2i f
1
i
Fi
t
⌈k/2⌉+1
i t
⌈k/2⌉+2
i t
2⌈k/2⌉
i f
2⌈k/2⌉
i f
⌈k/2⌉+2
i f
⌈k/2⌉+1
i
Figure 1: The cycle C i associated to the variable xi.
path of order
⌈
k
2
⌉
+ 1, as well as, we subdivide the edge uju
3
j until we obtain a shortest
uj − u
3
j path of order
⌊
k
2
⌋
+ 1 (see Figure 2). We denote by P (u2j , u
3
j) the shortest u
2
j − u
3
j
path of length k obtained after subdivision.
u2j u
3
j
u1j u
4
juj
Figure 2: The subgraph associated to the clause Qj.
• If a variable xi occurs as a positive literal in a clause Qj, then we add the edges Tiu
1
j , Fiu
1
j
and Fiu
4
j (see Figure 3).
• If a variable xi occurs as a negative literal in a clause Qj, then we add the edges Tiu
1
j , Fiu
1
j
and Tiu
4
j (see Figure 3).
• Finally, for every l ∈ {1, ..., n} such that xl and xl do not occur in a clause Qj we add the
the edges Tlu
1
j , Tlu
4
j , Flu
1
j and Flu
4
j .
Notice that the graph GF obtained from the procedure above has order n
(
4
⌈
k
2
⌉
+ 2
)
+ s(k + 3).
Also, it is straightforward to observe that given the formula F , the graph GF can be constructed
in polynomial time. Next we prove that F is satisfiable if and only if dimk(GF ) = k(n + s). To
do so, we first notice some properties of GF .
Remark 4. Let xi ∈ X. Then there exist two different vertices a, b ∈ V (C
i) such that they are
distinguished only by vertices of the cycle C i and, as consequence, for any k-metric basis S of GF ,
we have that |S ∩ V (C i)| ≥ k.
Proof. To observe that it is only necessary to take the two vertices of C i adjacent to Ti or adjacent
to Fi.
Remark 5. Let Qj ∈ Q. Then there exist two different vertices x, y in the shortest u
2
j − u
3
j
path such that they are distinguished only by vertices of the itself shortest u2j − u
3
j path and, as
consequence, for any k-metric basis S of GF , we have that |S ∩ V (P (u
2
j , u
3
j))| ≥ k.
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Figure 3: The subgraph associated to the clause Qj = (x1 ∨ x2 ∨ x3) (taking k = 4).
Proof. To observe that it is only necessary to take the two vertices of P (u2j , u
3
j) adjacent to uj.
Proposition 6. Let F be an arbitrary input to 3-SAT problem. Then the graph GF associated to
F satisfies that dimk(GF ) ≥ k(n + s).
Proof. As a consequence of Remarks 4 and 5 we obtain that for every variable xi ∈ X and for
every clause Qj ∈ Q the set of vertices of GF associated to each variable or clause, contains at
least k vertices of every k-metric basis for GF . Thus, the result follows.
Theorem 7. k-METRIC DIMENSION PROBLEM is NP -complete.
Proof. Let F be an arbitrary input to 3-SAT problem having more than three variables and let GF
be the graph associated to F . We shall show that F is satisfiable if and only if dimk(GF ) = k(n+s).
We first assume that F is satisfiable. From Proposition 6 we have that dimk(GF ) ≥ k(n+ s).
Now, based on a satisfying assignment of F , we shall give a set S of vertices of GF , of cardinality
|S| = k(n+ s), which is k-metric generator.
Suppose we have a satisfying assignment for F . For every clause Qj ∈ Q we add to S all the
vertices of the set V (P (u2j , u
3
j)) − {uj}. For a variable xi ∈ X we consider the following. If the
value of xi is true, then we add to S the vertices t
1
i , t
2
i , ..., t
2⌈ k
2
⌉
i . On the contrary, if the value of
xi is false, then we add to S the vertices f
1
i , f
2
i , ..., f
2⌈k
2
⌉
i .
We shall show that S is a k-metric generator for GF . Let a, b be two different vertices of GF .
We consider the following cases.
Case 1. a, b ∈ V (C i) for some i ∈ {1, ..., n}. Hence, there exists at most one vertex y ∈ S ∩V (C i)
such that d(a, y) = d(b, y). If d(a, w) 6= d(b, w) for every vertex w ∈ S ∩ V (C i), then since
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|S ∩ V (C i)| = k, we have that |DG(a, b) ∩ S| = k. On the other hand, if there exist one vertex
y ∈ S ∩ V (C i) such that d(a, y) = d(b, y), then d(a, Ti) 6= d(b, Ti) and d(a, Fi) 6= d(b, Fi). Thus,
for every w ∈ S − V (C i) it follows that d(a, w) 6= d(b, w) and a, b are distinguished by more than
k vertices of S.
Case 2. a, b ∈ V (P (u2j , u
3
j)). Hence, there exists at most one vertex y
′ ∈ S ∩ V (P (u2j , u
3
j)) such
that d(a, y′) = d(b, y′). But, in this case, d(a, uj) 6= d(b, uj) and so for every w ∈ S−V (P (u
2
j , u
3
j))
it follows that d(a, w) 6= d(b, w) and a, b are distinguished by at least k vertices of S.
Case 3. a = u1j and b = u
4
j . Since the clause Qj is satisfied, there exists i ∈ {1, ..., n}, i.e, a
variable xi occurring in the clause Qj such that either
• a ∼ Ti, b 6∼ Ti and S ∩ V (C
i) =
{
t1i , t
2
i , ..., t
2⌈k
2
⌉
i
}
, i.e, a variable xi occurring as a positive
literal in Qj and has the value true in the assignment, or
• a ∼ Fi, b 6∼ Fi and S∩V (C
i) =
{
f 1i , f
2
i , ..., f
2⌈k
2
⌉
i
}
, i.e, a variable xi occurring as a negative
literal in Qj and has the value false in the assignment.
Thus, in any case we have that for every w ∈ S ∩ V (C i) it follows d(a, w) < d(b, w) and a, b are
distinguished by at least k vertices of S.
Case 4. a ∈ V (C i) and b ∈ V (C l) for some i, l ∈ {1, ..., n}, i 6= l. In this case, if there is a vertex
z ∈ S ∩ V (C i) such that d(a, z) = d(b, z), then for every vertex w ∈ S ∩ V (C l) it follows that
d(a, w) 6= d(b, w). So a, b are resolved by at least k vertices of S.
Case 5. a ∈ V (C i) and b ∈ V (P (u2j , u
3
j)). It is similar to the case above.
Case 6. a ∈ {u1j , u
4
j} and b /∈ {u
1
j , u
4
j}. If b ∈ V (C
i), for some i ∈ {1, . . . , n}, then all elements of
S ∩V (P (u2j , u
3
j) distinguish a, b. Now, let w be one of the two vertices adjacent to uj in P (u
2
j , u
3
j).
If b ∈ V (P (u2j , u
3
j)) − {w}, then all elements of S ∩ V (C
i) distinguish a, b. On the other hand,
since n ≥ 4, if b = w, then there exists a variable xl not occurring in the clause Qj . Thus, the
vertex a is adjacent to Tl and to Fl and, as a consequence, the vertices of S ∩ V (C
l) distinguish
a, b.
As a consequence of the cases above, we have that S is a k-metric generator for GF . Therefore,
dimk(GF ) = k(n+ s).
Next we prove that, if dimk(GF ) = k(n+ s), then F is satisfiable. To this end, we show that
there exists a k-metric basis S of GF such that we can set an assignment of the variables, so that
F is satisfiable. We take S in the same way as the k-metric generator for GF described above.
Since S is a k-metric generator for GF of cardinality k(n + s), it is also a k-metric basis. Note
that for any cycle Ci either S ∩ V (Ci) =
{
t1i , t
2
i , ..., t
2⌈k
2
⌉
i
}
or S ∩ V (Ci) =
{
f 1i , f
2
i , ..., f
2⌈k
2
⌉
i
}
.
In this sense, we set an assignment of the variables as follows. Given a variable xi ∈ X , if
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S ∩
{
t1i , t
2
i , ..., t
2⌈k
2
⌉
i
}
= ∅, then we set xi to be false. Otherwise we set xi to be true. We claim
that this assignment satisfies F .
Consider any clause Qj ∈ Q and let xj1 , xj2, xj3 the variables occurring in Qj . Recall that
for each clause Qh, we have that S ∩ V (P (u
2
h, u
3
h)) = V (P (u
2
h, u
3
h))− {uh}. Besides any vertex of
V (Cl) associated to a variable xl, l 6= j1, j2, j3, nor any vertex of S ∩ V (P (u
2
h, u
3
h)) associated to a
clause Qh, distinguishes the vertices u
1
j and u
4
j . Thus u
1
j and u
4
j must be distinguished by at least
k vertices belonging to V (Cj1) ∪ V (Cj2) ∪ V (Cj3) associated to the variables xj1 , xj2, xj3.
Now, according to the way in which we have added the edges between the vertices Tj1, Tj2 ,
Tj3 , Fj1 , Fj2, Fj3 and u
1
j , u
4
j , we have that u
1
j and u
4
j are distinguished by at least k vertices of S
if and only if one of the following statements holds.
• There exists l ∈ {1, 2, 3} for which the variable xjl occurs as a negative literal in the clause
Qj and S ∩
{
t1j , t
2
j , ..., t
2⌈ k
2
⌉
j
}
= ∅ (in such a case xjl is set to be false).
• There exists l ∈ {1, 2, 3} for which the variable xjl occurs as a positive literal in the clause
Qj and S ∩
{
t1j , t
2
j , ..., t
2⌈ k
2
⌉
j
}
6= ∅ (in such a case xjl is set to be true).
As a consequence of two cases above, we have that if at least k vertices of S distinguish u1j , u
4
j , then
the setting of xjl , l ∈ {1, 2, 3}, is such that it satisfies the clause Qj . Therefore F is satisfiable.
As a consequence of the theorem above we have the following result.
Corollary 8. The problem of finding the k-metric dimension of graphs is NP -hard.
4 The particular case of trees
In order to continue presenting our results, we need to introduce some definitions. A vertex of
degree at least three in a tree T is called a major vertex of T . Any leaf u of T is said to be a
terminal vertex of a major vertex v of T , if dT (u, v) < dT (u, w) for every other major vertex w
of T . The terminal degree ter(v) of a major vertex v is the number of terminal vertices of v. A
major vertex v of T is an exterior major vertex of T if it has positive terminal degree. Let M(T )
be the set of exterior major vertices of T having terminal degree greater than one.
Given w ∈ M(T ) and a terminal vertex uj of w, we denote by P (uj, w) the shortest path
that starts at uj and ends at w. Let l(uj, w) be the length of P (uj, w). Now, given w ∈ M(T )
and two terminal vertices uj, ur of w we denote by P (uj, w, ur) the shortest path from uj to ur
containing w, and by ς(uj, ur) the length of P (uj, w, ur). Notice that, by the definition of exterior
major vertex, P (uj, w, ur) is obtained by concatenating the paths P (uj, w) and P (ur, w), where
w is the only vertex of degree greater than two lying on these paths.
Finally, given w ∈M(T ) and the set of terminal vertices U = {u1, u2, . . . , uk} of w, for j 6= r
we define
ς(w) = min
uj ,ur∈U
{ς(uj, ur)}
8
and
l(w) = min
uj∈U
{l(uj, w)}.
From the local parameters above we define the following global parameter
ς(T ) = min
w∈M(T )
{ς(w)}.
An example of a tree T which helps to better understand the notation above is given in
Figure 4. In such a case we have that M(T ) = {6, 12, 26}, {1, 4} is the set of terminal vertices
of 6, {9, 11} is the set of terminal vertices of 12 and {15, 20, 23} is the set of terminal vertices
of 26. For instance, for the vertex 26 we have that l(26) = min{l(15, 26), l(20, 26), l(23, 26)} =
min{5, 3, 3} = 3 and ς(26) = min{ς(15, 20), ς(15, 23), ς(20, 23)} = min{8, 8, 6} = 6. Analogously,
we deduce that l(6) = 2, ς(6) = 5, l(12) = 1 and ς(12) = 3. Therefore, we conclude that
ς(T ) = min{ς(6), ς(12), ς(26)} = min{5, 3, 6} = 3.
1
2
3
4
5
6
7
8
9
10 11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
Figure 4: A tree T where ς(T ) = 3. Note that vertices are labeled through a post-order traversal.
4.1 On k-metric dimensional trees different from paths
In this section we focus on finding the positive integer k for which a tree is k-metric dimensional.
We now show a result presented in [6] that allow us to consider only those trees that are not paths.
Theorem 9. [6] A graph G of order n ≥ 3 is (n − 1)-metric dimensional if and only if G is a
path or G is an odd cycle.
The following theorem presented in [6] is the base of the algorithm presented in this subsection.
Theorem 10. [6] If T is a k-metric dimensional tree different from a path, then k = ς(T ).
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Now we consider the problem of finding the integer k such that a tree T of order n is k-metric
dimensional.
k-DIMENSIONAL TREE PROBLEM
INSTANCE: A tree T different from a path of order n
PROBLEM: Find the integer k, 2 ≤ k ≤ n− 1, such that T is k-metric dimensional
Algorithm 1:
Input: A tree T different from a path rooted in a major vertex v.
Output: The value k for which T is k-metric dimensional.
1. For any vertex u ∈ V (T ) visited by post-order traversal as shown in Figure 4, assign a pair
(au, bu) in the following way:
(a) If u does not have any child (u is a leaf), then au = 1 and bu =∞.
(b) If u has only one child (u has degree 2), then au = au′ + 1 and b = bu′ , where the pair
(au′, bu′) was assigned to the child vertex of u. Note that au′ can be ∞. Thus, in such
case, au =∞.
(c) If u has at least two children (u is a major vertex), then au = ∞ and bu = min{au1 +
au2 , bmin}, where au1 and au2 are the two minimum values among all possible pairs
(aui, bui) assigned to the children of u, and bmin is the minimum value among all the
bui ’s.
2. The value k for which T is k-metric dimensional equals bv (the second element of the pair
assigned to the root v).
Figure 5 shows an example of a run of Algorithm 1 for the tree shown in Figure 4.
(1,∞)
(2,∞)
(3,∞)
(1,∞)
(2,∞)
(∞, 5)
(1,∞)
(2,∞)
(1,∞)
(2,∞) (1,∞)
(∞, 3)
(∞, 3)
(∞, 3)
(1,∞)
(2,∞)
(3,∞)
(4,∞)
(5,∞)
(1,∞)
(2,∞)
(3,∞)
(1,∞)
(2,∞)
(3,∞)
(∞, 6)
(1,∞)
(2,∞)
(∞, 3)
Figure 5: Algorithm 1 yields that this tree is 3-metric dimensional.
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Remark 11. Let T be a tree different from a path of order n. Algorithm 1 computes the integer
k, 2 ≤ k ≤ n− 1, such that T is k-metric dimensional.
Proof. Let v be the major vertex taken as the root of the tree T different from a path, and let
(av, bv) be the pair stored in v by Algorithm 1. We show that bv = ς(T ). Since v is a major vertex,
it has at least three children. Let t ≥ 3 be the number of children of v and let S1, . . . , St be the
subtrees whose roots are the children v1, . . . , vt of v, respectively. We differentiate two cases:
1. There exist at least two subtrees that are paths. In this case v ∈ M(T ). Let S1, . . . , St′
be the subtrees that are paths, where 2 ≤ t′ ≤ t. In this case, after running Algorithm 1,
each root vi of Si, 1 ≤ i ≤ t
′, stores the pair (avi ,∞), where avi is the number of vertices
of Si. Note that ς(v) = av1 + av2 , where av1 and av2 are the two minimum values among
all avi ’s belonging to the pairs (avi , bvi) stored by the children of v such that 1 ≤ i ≤ t
′. If
t′ = t, then v is the only exterior major vertex of T , and Algorithm 1 stores in v the pair
(av, bv) = (∞, ς(v)) = (∞, ς(T )). Assume now that t
′ < t. Thus, there exists at least one
subtree that is not path. Let St′+1, . . . , St be the subtrees that are not paths. For each root
vi of Si, t
′ + 1 ≤ i ≤ t, if vi is a major vertex, then we take the vertex v
′
i = vi. Otherwise,
v′i is the first descendant of vi that is a major vertex. In this case, Algorithm 1 recursively
stores in v′i the pair (∞, bv′i), where bv′i = minv′∈M(T )∩V (Si)
{ς(v′)}. In both cases, bvi = bv′i , where
(∞, bvi) is the pair stored in vi by Algorithm 1. Therefore, by Algorithm 1, the root v stores
the pair (av, bv) = (∞,min{ς(v), bmin}) = (∞, ς(T )), where bmin = min
t′+1≤i≤t
{bi}.
2. There exists at most one subtree that is a path. In this case v /∈ M(T ). Let S1, . . . , S
′
t be
the subtrees that are not paths, where 1 ≤ t′ ≤ t. For each root vi of Si, 1 ≤ i ≤ t
′, if vi is
a major vertex, then we take the vertex v′i = vi. Otherwise, v
′
i is the first descendant of vi
that is a major vertex. In this case, Algorithm 1 recursively stores in v′i the pair (∞, bv′i),
where bv′i = minv′∈M(T )∩V (Si)
{ς(v′)}. In both cases, bvi = bv′i , where (∞, bvi) is the pair stored in
vi by Algorithm 1. Note in this case, at least one of two minimum values among all avi of
pairs (avi , bvi) stored by the children of v is infinity. Therefore, by Algorithm 1, v stores the
pair (av, bv) = (∞, bmin) = (∞, ς(T )), where bmin = min
1≤i≤t′
{bvi}.
In any case, bv = ς(T ), and the result follows.
Corollary 12. The positive integer k for which a tree different from a path is k-metric dimensional
can be computed in linear time with respect to the order of the tree.
4.2 On the k-metric bases and the k-metric dimension of trees different
from paths
Based on the fact that any tree different from a path is ς(T )-metric dimensional, in this section we
propose an algorithm to compute the k-metric dimension and other one to determine a k-metric
basis of any k ≤ ς(T ). We first present a result with the value of the k-metric dimension of paths,
already presented in [6]. Further on, we center our attention to those trees different from paths.
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Proposition 13. [6] Let k ≥ 3 be an integer. For any path graph Pn of order n ≥ k + 1,
dimk(Pn) = k + 1.
We observe that, for instance, if Pn is a path of order n and the two leaves of Pn belong to a
set S ⊆ V (Pn) of cardinality k + 1, then S is a k-metric basis of Pn.
We now present a function for any exterior major vertex w ∈M(T ), shown in [6], that allow
us to compute the k-metric dimension of any k ≤ ς(T ). Notice that this function uses the concepts
already defined at the beginning of the Section 4. Given an integer k ≤ ς(T ),
Ik(wi) =


(ter(wi)− 1) (k − l(wi)) + l(wi), if l(wi) ≤ ⌊
k
2
⌋,
(ter(wi)− 1) ⌈
k
2
⌉+ ⌊k
2
⌋, otherwise.
The following theorem presented in [6] is the base of the two algorithms presented in this
subsection.
Theorem 14. [6] If T is a tree which is not a path, then for any k ∈ {1, . . . , ς(T )},
dimk(T ) =
∑
w∈M(T )
Ik(w).
Now we consider the problem of computing the k-metric dimension of a tree T of order n,
different from a path, for any k ≤ ς(T ).
k-DIMENSION TREE PROBLEM
INSTANCE: A tree T of order n
PROBLEM: Compute the k-metric dimension of T , for any k ≤ ς(T )
Algorithm 2:
Input: A tree T different from a path rooted in a major vertex v.
Output: The k-metric dimension of T for any k ≤ ς(T ).
1. For any vertex u ∈ V (T ) visited by post-order traversal as shown in Figure 4, assign a pair
(au, bu) in the following way:
(a) If u does not have any child (u is a leaf), then au = 1 and bu =∞.
(b) If u has only one child (u has degree 2), then au = au′ + 1 and bu = bu′ , where the pair
(au′, bu′) was assigned to the child vertex of u. Note that au′ can be ∞, in which case
au =∞.
(c) If u has at least two children (u is a major vertex), then au = ∞. Let amin be the
minimum value among all aui’s in the pairs (aui, bui) assigned to the children of u, let
cu be the number of labels aui different from∞, and let su be the sum of all bui 6=∞. If
cu ≤ 1, then bu = su. If cu ≥ 2 and amin ≤ ⌊
r
2
⌋, then bu = amin+(cu−1)(r−amin)+su.
If cu ≥ 2 and amin > ⌊
r
2
⌋, then bu =
⌊r
2
⌋
+ (cu − 1)
⌈r
2
⌉
+ su.
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(1,∞)
(2,∞)
(3,∞)
(1,∞)
(2,∞)
(∞, 3)
(1,∞)
(2,∞)
(1,∞)
(2,∞) (1,∞)
(∞, 3)
(∞, 3)
(∞, 6)
(1,∞)
(2,∞)
(3,∞)
(4,∞)
(5,∞)
(1,∞)
(2,∞)
(3,∞)
(1,∞)
(2,∞)
(3,∞)
(∞, 5)
(1,∞)
(2,∞)
(∞, 11)
Figure 6: Algorithm 2 yields that 3-metric dimension of this tree is 11.
2. The k-metric dimension of T is bv.
Figure 6 shows an example of a run of Algorithm 1 for the tree shown in Figure 4.
Remark 15. Let T be a tree different from a path. Algorithm 2 computes the k-metric dimension
of T for any k ≤ ς(T ).
Proof. Let v be the major vertex taken as a root of the tree T different from a path and let (a, b)
be the pair stored in v once Algorithm 2 has been executed. We shall show that bv =
∑
v′∈M(T )
Ik(v
′).
Since v is a major vertex, it has at least three children. Let t ≥ 3 be the number of children of
v and let S1, . . . , St be the subtrees whose roots are the children v1, . . . , vt of v, respectively. We
differentiate two cases:
1. There exist at least two subtrees that are paths. In this case v ∈ M(T ). Let S1, . . . , St′
be the subtrees that are paths, where 2 ≤ t′ ≤ t. In this case, once executed Algorithm 2,
each root vi of Si, 1 ≤ i ≤ t
′, stores the pair (avi ,∞), where avi is the number of vertices
of S ′i. Note that in this case ter(v) = cv = t
′ ≥ 2 and l(v) = amin. If amin ≤ ⌊
k
2
⌋, then
Ik(v) = amin+(cv−1)(k−amin). Otherwise, Ik(v) = ⌊
k
2
⌋+(cv−1)⌈
k
2
⌉. If t′ = t, then v is the
only exterior major vertex and sv = 0. As a consequence, Algorithm 2 has assigned to v the
pair (av, bv) = (∞, Ik(v)). Assume that t
′ < t. Thus, there exists at least one subtree that is
not path. Let St′+1, . . . , St be the subtrees that are not paths. We consider the root vi of Si,
t′ + 1 ≤ i ≤ t. If vi is a major vertex, then we take the vertex v
′
i = vi. Otherwise, v
′
i is the
first descendant of vi that is a major vertex. In this case, Algorithm 2 recursively assigns to
v′i the pair (∞, bv′i), where bv′i =
∑
v′∈M(T )∩V (Si)
Ik(v
′). In both cases, bvi = bv′i , where (∞, bvi)
is the pair assigned to vi by Algorithm 2. Hence, sv =
∑
v′∈M(T )−{v}
Ik(v
′). Therefore, the
13
execution of Algorithm 2 assigns to v the pair (av, bv) =

∞, Ik(v) + ∑
v′∈M(T )−{v}
Ik(v
′)

 =

∞, ∑
v′∈M(T )
Ik(v
′)

.
2. There exists at most one subtree that is a path. In this case v /∈ M(T ) and cv ≤ 1. Let
S1, . . . , S
′
t be the subtrees that are not paths, where 1 ≤ t
′ ≤ t. For each root vi of Si,
1 ≤ i ≤ t′, if vi is a major vertex, then we take the vertex v
′
i = vi. Otherwise, v
′
i is the first
descendant of vi that is a major vertex. In this case, Algorithm 2 recursively assigns to v
′
i
the pair (∞, bv′
i
), where bv′
i
=
∑
v′∈M(T )∩V (Si)
Ik(v
′). In both cases, bvi = bv′i , where (∞, bvi) is
the pair stored in vi by an execution of Algorithm 2. Hence, sv =
∑
v′∈M(T )
Ik(v
′). Note in
this case, at most one of all the avi ’s belonging to the pairs (avi , bvi) assigned to the children
of v is different from infinity. As a consequence, cv ≤ 1. Therefore, Algorithm 2 assigns to
v the pair (av, bv) =

∞, ∑
v′∈M(T )
Ik(v
′)

.
In any case, bv =
∑
v′∈M(T )
Ik(v
′), and the result follows.
Corollary 16. The k-metric dimension of any tree different from a path, for any k ≤ ς(T ), can
be computed in linear time with respect to the order of T .
Now we consider the problem of finding a k-metric basis of a tree different from a path for
any k ≤ ς(T ). To this end, we present an algorithm quite similar to Algorithm 2, which is based
on the k-metric basis of T proposed in the proof of Theorem 14.
k-METRIC BASIS TREE PROBLEM
INSTANCE: A tree T of order n different from a path
PROBLEM: Find a k-metric basis of T , for any k ≤ ς(T )
Algorithm 3:
Input: A tree T different from a path rooted in a major vertex v.
Output: A k-metric basis of T for any k ≤ ς(T ).
1. For any vertex u ∈ V (T ) visited by post-order traversal as shown in Figure 4, assign a pair
(au, bu) in the following way:
(a) If u does not have any child (u is a leaf), then a = {u} and b = ∅.
(b) If u has only one child (u has degree 2), then bu = bu′ , where the pair (au′, bu′) was
assigned to the child vertex of u. If au′ = ∅, then au = ∅. If au′ 6= ∅, then au = au′∪{u}.
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(c) If u has at least two children (u is a major vertex), then au = ∅. Let amin be a
set of minimum cardinality among all aui belonging to the pairs (aui , bui) assigned
to the children of u, let cu be the number of aui which are different from an empty
set, and let du be the union of all bui. If cu ≤ 1, then bu = du. If cu ≥ 2 and
|amin| ≤ ⌊
k
2
⌋, then we remove elements of each aui 6= amin until its cardinality is
k − |amin|. If cu ≥ 2 and |amin| > ⌊
k
2
⌋, then we remove elements of each aui 6= amin
until its cardinality is ⌈k
2
⌉, and we remove elements of amin until its cardinality is ⌊
k
2
⌋.
Then bu = amin ∪

 ⋃
aui 6=amin
aui

 ∪ du.
2. A k-metric basis of T is stored in bv.
Remark 17. Let T be a tree different from a path. Algorithm 3 finds an k-metric basis of T for
any k ≤ ς(T ).
Proof. Given an exterior major vertex w ∈M(T ) such that u1, u2, . . . , ut are its terminal vertices
and l(w) = l(umin, w), we define the vertex set Bk(w) in the following way. If l(v) ≤ ⌊
k
2
⌋, then
|Bk(w) ∩ (V (P (uj, w))− {w})| = k − l(v), for any j 6= min, and V (P (umin, w))− {w} ⊂ Bk(w).
Otherwise, |Bk(w)∩ (V (P (uj, w))−{w})| = ⌈
k
2
⌉, for any j 6= min, and |Bk(w)∩ (V (P (umin, w))−
{w})| = ⌊k
2
⌋. It was shown in [6], that
⋃
w∈M(T )Bk(w) is a k-metric basis of T . Let v be the major
vertex taken as a root of the tree T different from a path, and let (av, bv) be the pair assigned to v
once executed Algorithm 3. We show that the vertex set bv =
⋃
w∈M(T )Bk(w). Since v is a major
vertex, it has at least three children. Let t ≥ 3 be the number of children of v and let S1, . . . , St be
the subtrees whose roots are the children v1, . . . , vt of v, respectively. We differentiate two cases:
1. There exist at least two subtrees that are paths. In this case v ∈ M(T ). Let S1, . . . , St′
be the subtrees that are paths, where 2 ≤ t′ ≤ t. Hence, Algorithm 3 assigns to each
root vi of Si, 1 ≤ i ≤ t
′, the pair (avi , ∅), where avi = V (Si). Note that in that situation
ter(v) = cv = t
′ ≥ 2 and l(v) = |amin|. If t
′ = t, then v is the only exterior major vertex
and dv = ∅. As a consequence, Algorithm 3 assigns to v the pair (∅, Bk(v)). Assume now
that t′ < t. Thus, there exists at least one subtree that is not a path. Let St′+1, . . . , St
be the subtrees that are not paths. For each root vi of Si, t
′ + 1 ≤ i ≤ t, if vi is a major
vertex, then we take the vertex v′i = vi. Otherwise, v
′
i is the first descendant of vi that
is a major vertex. Hence, Algorithm 3 recursively stores in v′i the pair (∞, bv′i), where
bv′i =
⋃
v′∈M(T )∩V (Si)
Bk(v
′). In both cases, bvi = bv′i , where (∞, bvi) is the pair stored in vi by
Algorithm 3. Hence, dv =
⋃
v′∈M(T )−{v}
Bk(v
′). Therefore, Algorithm 3 assigns to v the pair
(av, bv) =

∅, Bk(v) ∪ ⋃
v′∈M(T )−{v}
Bk(v
′)

 =

∅, ⋃
v′∈M(T )
Bk(v
′)

.
2. There exists at most one subtree that is a path. In this case v /∈ M(T ) and cv ≤ 1. Let
S1, . . . , S
′
t be the subtrees that are not paths, where 1 ≤ t
′ ≤ t. For each root vi of Si,
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1 ≤ i ≤ t′, if vi is a major vertex, then we take the vertex v
′
i = vi. Otherwise, v
′
i is the
first descendant of vi that is a major vertex. Hence, Algorithm 3 has recursively assigned
to v′i the pair (∞, bv′i), where bv′i =
⋃
v′∈M(T )∩V (Si)
Bk(v
′). Again, bvi = bv′i , where (∞, bvi)
is the pair stored in vi by Algorithm 3. Thus, dv =
⋃
v′∈M(T )
Bk(v
′). Note in such case, at
most one of all possible avi ’s belonging to the pairs (avi , bvi) assigned to the children of v is
different from infinity. As a consequence, cv ≤ 1. Therefore, Algorithm 3 assigns to v the
pair (av, bv) =

∅, ⋃
v′∈M(T )
Bk(v
′)

.
In any case, bv =
⋃
v′∈M(T )
Bk(v
′), and the result follows.
Corollary 18. A k-metric basis of any tree different from a path, for any k ≤ ς(T ), can be
computed in linear time with respect to the order of T .
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