Recently, a general method for analyzing the statistical accuracy of the EM algorithm has been developed and applied to some simple latent variable models [Balakrishnan et al. 2016] . In that method, the basin of attraction for valid initialization is required to be a ball around the truth. Using Stein's Lemma, we extend these results in the case of estimating the centers of a two-component Gaussian mixture in d dimensions. In particular, we significantly expand the basin of attraction to be the intersection of a half space and a ball around the origin. If the signal-to-noise ratio is at least a constant multiple of √ d log d, we show that a random initialization strategy is feasible.
1. Introduction. The expectation-maximization (EM) algorithm has had a long and rich history since the seminal paper of Dempster et al. [7] . Indeed, even earlier analogs had been used in incomplete-data problems [4] . Modern applications are commonly seen in latent variable models or when the data is missing or corrupted. Although the EM algorithm is known to have desirable monotonicity and convergence properties [12] , such features may fail when the likelihood function is multi-modal.
The purpose of this paper is to extend a result from [3] , where guaranteed rates of convergence of the EM iterates are given for various simple models. These results all rely on initializing the algorithm in a ball around the unknown parameter of interest. We consider the case of estimating the centers of a two-component Gaussian mixture and enlarge the basin of attraction to the intersection of a half space and a large ball around the origin. In accordance with other work [6] , we also show that if the degree of separation of the centers scales with the dimension, the basin of attraction is large enough to ensure that random initialization from an appropriately scaled multivariate normal distribution is practical.
In Section 2, we briefly review the EM algorithm and derive the exact form of the operator for our Gaussian mixture example. Section 3 contains our main results. We devise a suitable region for which the population EM operator is stable and contractive toward the true parameter value. We then find bounds on the error of the sample EM operator over the specified region. Together, these facts allow us to derive a bound (with high probability) on the error of the sample iterates when the initializer is in the region. Finally, Section 4 introduces a random initialization strategy that is shown to give a large probability to the region for which our error bound applies. The more technical proofs are relegated to the Appendix (Section 5).
EM iterates.
We will consider the problem of estimating the centers of a twocomponent spherical Gaussian mixture
Notice that we require the two component means to sum to zero. Realize that the corresponding model with arbitrary means can be transformed into this form by subtracting the population mean (or approximately transformed by subtracting the sample mean).
The log likelihood of a mixture model is typically difficult to maximize because of the summation inside the logarithm. Expressed in terms of a single observation, it takes the form log p θ (y) = log
However, the likelihood can be expressed as the marginal likelihood of a joint distribution that includes both the observed data and latent variables corresponding to the component labels. The log likelihood of this joint density can be expressed as a sum of logarithms.
where the marginal density p θ (z) is multi-Bernoulli.
The EM algorithm is a common tool for optimizing the log likelihood when latent variables are present. It proceeds by iteratively maximizing the expected joint log likelihood given the data and current parameter values.
In the case of mixture models, the objective function simplifies to
where both the weights and the components' parameters are encoded in θ . Because each Z k is an indicator variable, the expectation is a probability. By Bayes theorem,
These expectations sum to one.
For the simple Gaussian mixture that we will analyze, the expectation of
where ω denotes the [horizontally stretched] logistic function
Likewise, the expectation of Z 2 is ω(− θ,y σ 2 ), which is also 1 − ω( θ,y σ 2 ). Using this identity, we can express the EM algorithm's objective function as
The gradient with respect to the first argument is
The critical value 2yω( θ,y σ 2 )) − y is the maximizer.
With an iid sample of size n, the overall objective function Q n is simply the sum of the single-observation objective functions. This leads to the updatê
where the operator mapping from one iteration to the next is M n (θ) := 2 n y i ω(
Its population counterpart will be denoted M .
2 ) The population objective function Q is the expectation of Q Y . The true parameter value θ * (or −θ * ) maximizes Q and is a fixed point of M [8] .
Throughout the remainder of this paper, φ θ denotes the density of N (θ, σ 2 I d ), and f is the symmetric mixture
We will use X, Y , and Z to represent generic random variables distributed according to φ θ * , f , and N (0, 1) respectively. We define the "signal-to-noise ratio" s := θ * /σ. We will continue to use ω to denote the [horizontally stretched] logistic function (2.1) and sometimes we use the shorthand
Additionally, we will make repeated use of the following tail bound for the standard normal variable.
for t ≥ 0. It is one half times the Chernoff bound and can be deduced from Formula 7.1.13 in [1] via inequality (7) from [5] .
3. Iteration error bounds. Two regions of R d will be crucial to our analysis. Define the half-space H a and ball B r by
where we require a ∈ (0, 1) and r ≥ 1. Specifically, we will analyze the behavior of the EM iterations that take place in the intersection of these regions D a,r := H a ∩B r .
(In two-dimensions, this intersection is "D"-shaped.) Some of the results below are stated for general a, but for simplicity, the main analysis considers specifically a = 1/2.
Our essential population result is that M is contractive toward θ * in D 1/2,r as long as r is in a valid range.
The proof is in Section 5.4, followed by a comparison to the general framework introduced in [3] . We show that γ(s, r) := 76r 4 e −(1/16)(s/r) 2 .
Next, we establish that M is stable in regions of the form D a,r for valid (a, r). In fact, we will need it to be stable with an additional margin that will be used to ensure stability of the sample operator M n with high probability.
Lemma 1. Assume θ ∈ D a,r , and let κ 1 be any number in (a, 1).
Lemma 2. Assume θ ∈ D a,r , and let κ 2 be any number in (0, 1). If
, then
Lemma 1 tells us that M stays in H a , while Lemma 2 tells us that M stays in B r . If (a, r) satisfies the conditions of both Lemmas, then M is stable in D a,r . Note that we need s to be large enough to ensure the existence of valid ranges for r.
Let S a,r be the least upper bound on the norm of the difference between the sample and population operators in the region D a,r .
S a,r := sup
Lemma 3. Suppose κ 1 and κ 2 are as in Lemmata 1 and 2 and a and r simultaneously satisfy the conditions stated therein. If
where the lower bound on M (θ), θ was proved in Lemma 1. Finally, observe that
where the upper bound on M (θ) was proved in Lemma 2.
with probability at least 1 − δ.
Proof. The proof is almost identical to Corollary 2 in [3] . It uses a standard discretization and Hoeffding moment generating function argument to bound S a,r . The only difference here is that we control the supremum over D a,r instead of a Euclidean ball.
Combining the conditions of Lemmas 3 and 4, and specializing to the a = 1/2 case, we define
One can verify that if n ≥ N δ , then the bound in Lemma 4 is no greater than the bound in Lemma 3. Thus if n ≥ N δ , then S 1/2,r satisfies both bounds with probability at least 1 − δ.
Theorem 2. Ifθ 0 ∈ D 1/2,r , c 1 ≤ r ≤ c 2 s/ log(es), and n ≥ N δ , then the EM iterates {θ t } ∞ t=0 satisfy the bound
Proof. By Lemma 3, the empirical EM iterates {θ t } ∞ t=0 all belong to D 1/2,r with probability at least 1 − δ. Note that the prescribed constants c 1 and c 2 depend on κ 1 and κ 2 . We will show that
with probability at least 1 − δ. To this end, suppose the previous bound holds. Then
which confirms the inductive step. The t = 1 case uses the same reasoning.
The theorem then follows from the fact that t k=0 γ k ≤ 1/(1 − γ) and the bound on S 1/2,r from Lemma 4.
Remark. The fact that c 1 ≤ r ≤ c 2 s/ √ log s was determined from the conditions in Lemmata 1 and 2 and Theorem 1. To reiterate we need
to hold simultaneously. We also require that a belong to (0, 1), κ 1 belong to (a, 1), and κ 2 belong to (0, 1). As a concrete example, with a = 1/2 and κ 1 = κ 2 = 3/4, all conditions are satisfied if 6 ≤ r ≤ s/(8 log(es)).
4. Initialization strategy. Theorem 2 describes the behavior of the EM iterates if the initialization is in a desirable region of the form D 1/2,r . Realize, however, that by symmetry it is just as good to initialize in the corresponding region for −θ * . Thus, we definẽ See Figure 1 . Estimatesθ and −θ correspond to the same mixture distribution in this model. We should interpret the results from Section 3 in terms of distributions and thus not distinguish between estimating θ * and estimating −θ * . Our error bounds in the previous section are conditional on the initializer being in the specified region, but we have yet to discuss how to generate such an initializer. As a first thought, note that initializing EM with the method of moments estimator has been shown to perform well in simulations [10] . Furthermore, tensor methods have recently been devised for finding the method of moments estimator for Gaussian mixtures [2] . It would be interesting to analyze the behavior of that strategy with respect to D a,r . However, here we instead opt for a random initialization strategy for which we can derive a straight-forward lower bound on the probability of starting inD a,r .
For the remainder of this section,D a,r will be considered a random event. For the first result, we will pretend that θ * is known and can thus be used in the initialization.
where Φ is the standard Normal cdf.
Proof. The probability of the intersection ofH a and B r has a simple bound in terms of the complement of B r .
where Z is standard Normal.
For the complement of B r ,
Proposition 3 is for initializing with a known θ * 2 . In practice, this quantity can be estimated from the data bŷ
In fact,T can be shown to concentrate around θ 2 with high probability, as we will show. This gives an intuitive rationale to instead sampleθ 0 from a N (0, (
where is a positive number).
where
Proof. First, note that
r ∩ E). On E, θ * 2 ≤T + + σ 2 /2 and hence (4.3)
Since s ≥ 1, σ 2 /2 ≤ θ * 2 /2 and hence on E,T + + σ 2 /2 ≤ 2 θ * 2 . Thus the event (4.4)
The final result follows by integrating the indicator variables of (4.3) and (4.4) with respect to the the joint distribution ofθ 0 andT and then finally integrating with respect to the distribution ofT .
Remark. By the Chernoff tail bound for a χ
. Thus, the condition r > √ 2d is necessary for (4.2) to be positive. By Theorem 2, s > cr √ log r for the bound (3.1) to hold. Thus if the signal to noise ratio is at least a constant multiple of √ d log d, there is some q > 0 that lower bounds the probability that a given initializerθ 0 is inD 1/2,r and hence for which (3.1) holds. By drawing m such initializers independently, the probability is at least 1 − (1 − q) m that one or more are inD 1/2,r .
PE can be bounded using Chebychev or Cantelli concentration inequalities, becausê T has variance 2σ 2 (d+2 θ * 2 )/n. However, Proposition 5 establishes a concentration inequality that decays exponentially with n.
Proposition 5. If s ≥ 1 and < 5dσ θ , then
5. Appendix.
5.1.
Stein's lemma for mixtures. Let W ∼ λ j φ θ j be a mixture of spherical Gaussians and X j ∼ φ θ j have the component distributions. A mixture version of Stein's lemma (Lemma 2 in [11] ) holds when W is multiplied by a differentiable function g.
In our present case, M (θ) is a particularly simple version of this because Y is a symmetric mixture, and ω is within a constant of an odd function: ω(−t) = 1 − ω(t). Let X and X have the component distributions φ θ * and φ −θ * .
5.2. Expectation of a sigmoid. First, we are interested in the behavior of quantities of the form Eψ(αZ + β) as α and β change. Observe that if ψ is any increasing function, then clearly Eψ(αZ + β) is increasing in β regardless of the distribution of Z. We will next consider how the expectation changes in α in special cases.
Throughout the remainder of this section, assume ψ is within a constant of an odd function and that it is twice differentiable, increasing, and concave on R + . Sigmoids, for instance, typically meet these criteria.
Lemma 5. Let Z ∼ N (0, 1). The function α → Eψ(αZ + β) is non-increasing for α ≥ 0.
Proof. We will interchange an integral and derivative (justified below), then appeal to Stein's lemma. Also, note that ψ is an odd function. Let φ denote the standard normal density.
Because ψ is concave on R + , it's second derivative is negative. The other factor is non-negative on R + , so the overall integral is negative.
We still need to justify the interchange. First, use the fundamental theorem of calculus to expand ψ(αz + β) inside an integral over R + . Because φ is non-negative, Tonelli's theorem justifies the change of order of integration. Then take a derivative of both sides.
Tonelli's theorem justifies the interchange for the integral over R − as well. Use the fact that the derivative of the sum is the sum of the derivatives to put everything back together.
Remark. By symmetry, of course, α → Eψ(αZ + β) is non-decreasing for α ≤ 0, which tells us that Eψ(αZ + β) ≤ ψ(β).
Remark. This result actually holds for any Normal random variable. Indeed, because any Normal X can be expressed as αZ + β, we see that Eψ(X) is increasing in the variance of X. Proof. We know that the minimizing [non-negative] value of β is 0. According to our derivation in Lemma 5, when β = 0 the derivative of α → Eψ(αZ + β) is zero everywhere. That is, the expectation is the same at every α; evaluating at α = 0 gives the desired result.
We will also need lower bounds on the expectation of ω. First, we establish a more general fact for sigmoids.
Lemma 6. If ρ is a positive non-decreasing function and Z ∼ N (0, 1), then for any q ≥ 0,
Proof. By Markov's inequality
Using the Gaussian tail bound (2.3), Recall that we defined s to be the signal-to-noise ratio θ * /σ.
Proof. First, realize that we can write X as a transformation of a d-dimensional standard normal: σZ d + θ * . The inner product of Z d with any unit vector has a onedimensional standard normal. We can also use the assumptions that θ ≤ r θ * and θ, θ * ≥ a θ * 2 along with the monotonicity properties of Eω(αZ + β) derived above.
Eω(
Let's specialize Lemma 6 to a particular claim for ω.
= sup
where t 0 ≤ β is a solution to the quadratic equation 2t 0 = (β −t 0 ) 2 /4α 2 . Notice that when this equation is satisfied, the last step of the derivation follows by canceling the denominator with the right-hand factor of the numerator. A solution to this quadratic is
The first expression shows that this t 0 is less than β. The second clarifies the relationships we'll need between α and β and shows that t 0 is also non-negative.
Applying this bound to (5.2), we have
The last step comes from upper bounding the denominator by 5. (Recall that we require a ∈ [0, 1] and r ≥ 1.)
Lemma 8. Let ρ be any bounded and twice-differentiable Lipschitz function, and let X 0 ∼ N (µ 0 , σ 0 ) and
Proof. This is a variant of Theorem 2 in [9] , which presents the result in d dimensions and with much weaker regularity conditions.
Proof. Note that ω (t) ≤ 2e −2|t| . Thus
where the last line follows from completing the square. Next, integrate both sides of the inequality over R, making the change of variables u = z + 2σ and u = z − 2σ on each region of integration. This leads to the upper bound
Next, use the fact that P(Z > t) ≤ 1 2 e −t 2 /2 for all t ≥ 0. Since |µ| ≤ 2σ 2 , we have that 2σ ± µ/σ ≥ 0. Plugging in t = 2σ ± µ/σ and performing some algebra proves the result.
Lemma 10. |ω | ≤ 2ω and |ω | ≤ 4ω .
Proof. Using the relationship ω = 2ω(1 − ω), one can easily derive the identities
The fact that 0 ≤ ω ≤ 1 implies |1 − 2ω| and |1 − 6ω + 6ω 2 | are both less than one.
Stability of population iterates in
Proof of Lemma 1. First, recall the expression for M (θ) derived in Section 5.1.
We used non-negativity of ω and our assumption about θ, θ * , then we invoked Lemma 7.
The assumed upper bound for r implies that
Proof of Lemma 2. Again, recall the expression for M (θ) derived in Section 5.1. We will use the facts that ω ≥ 0 and Eω( θ,X σ 2 ) ≥ ω(0) = 1/2 (see Corollary 1) when we use the triangle inequality. We will also use the identity ω = 2ω(1 − ω).
where the last step follows from Jensen's inequality.
We need to show that the quadratic factor of (5.4) is bounded by κ 2 r. According to the quadratic theorem, this is true when
The other solutions are less than 1/2 and thus impossible.) Because square root is subadditive, it is sufficient to show that
Consider upper bounds for r of the form r ≤ as
where g is any function greater than √ 1 − κ 2 for κ 2 ∈ (0, 1]. Invoking Lemma 7 and substituting this form of upper bound for r,
Comparing this to (5.5), we find that r needs to be at least
If g(κ 2 ) is too close to √ 1 − κ 2 near κ 2 = 1, then the upper bound is too small; but the looser it is, the larger the lower bound is. The result in this lemma takes g(κ 2 ) := 1 − κ 2 /4. For the upper bound, note that
Contractivity and Discussion.
Proof of Theorem 1. First, observe that θ * = M (θ * ), as pointed out in Section 2. As in Section 5.1, we can use ω(t) = 1 − ω(−t) and let X ∼ N (θ * , σ 2 I d ) to obtain a more manageable expression.
where ∆ω θ (X) denotes the difference ω(
Using Lemma 8, we can express the expectation in the first term of (5.6) as
We can bound the sizes of the coefficients of ω and ω as follows.
Because |ω | ≤ 2ω (see Lemma 10) and ω ≥ 0, we get
Lemma 8 applied to the second term of (5.6) works the same way, except with ω and ω in place of ω and ω . Use |ω | ≤ 2ω again, along with |ω | ≤ 4ω (also from Lemma 10) to find that
Lemma 9 can be applied to this integral if we can verify the condition |µ λ | ≤ 2σ 2 λ for all 0 ≤ λ ≤ 1. Indeed, we've assumed θ, θ * ≥ θ * 2 /2 which implies (using Cauchy-Schwarz) θ * ≤ 2 θ , so
The last step comes from substituting the following lower bound for µ λ /σ λ , derived using θ, θ * ≥ θ * 2 /2 and θ ≤ r θ * .
We can also invoke Lemma 9 to bound the expectation in the third term of (5.6).
Finally, returning to (5.6), we can use the triangle inequality to bound the norm
.) The second-tolast step follows from the inequality xe −x ≤ e −x/2 ; the last step follows from r ≥ 1.
If s > 4r log(76r 4 ) r √ log r, we see that γ(s, r) is less than one.
In their equation (29), [3] define a "first order stability" condition of the form
They point out in their Theorem 1 that if this stability condition holds and if Q(·|θ * ) is λ-strongly concave over a Euclidean ball, then M is contractive on that ball.
As they state, the Q(·|θ * ) for this problem is 1-strongly concave everywhere; in fact, the defining condition holds with equality. Checking for first order stability with λ = 1 by substituting the gradient derived in (2.2) we find
Because M (θ * ) = θ * in our case, Theorem 1 is equivalent to first order stability D 1/2,r when (s, r) are such that γ < 1.
Theorem 1 from [3] still holds with the Euclidean ball replaced by any set with the necessary stability and strong concavity, in our case D 1/2,r . Thus the framework can be applied, but Theorem 1 also get us directly to the destination.
Another difference is that we need to take additional steps to show that the iterations stay in the region D 1/2,r , whereas in the Euclidean ball that was automatic. Our proof of stability was accomplished by Lemmas 1 and 2. In general, this suggests an alternative strategy for establishing contractivity, at least when M has a closed form: identify regions for which M (θ) − M (θ * ) can be controlled.
Concentration ofT .
Proof of Proposition 5. Our strategy is to bound the moment generating function. We will show that for 2σ 2 t(1 + 2t θ 2 ) < 1, By the standard Chernoff method for bounded the tail of iid sums, we have
t<n/(8σ θ ) e −t +9d θ 2 σ 2 t 2 .
The optimal choice of t is n /(18dσ 2 θ 2 ), producing a final bound of 2 exp{−n 2 /(36dσ 2 θ 2 )}, provided < 5dσ θ .
