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ABSTRACT
As part of a larger program to study mixed-oxide fuel subject to high burnup, some UO 2 samples were exposed and analyzed. This report discusses results from the analysis of a UO sample 2 that was burned in a boiling-water reactor (BWR) to approximately 57 GWd/t. The sample enrichment was high (a U content of 4.94%) relative to the surrounding UO fuel. The isotopic 235 2 content of the discharged sample was determined experimentally (both actinides and fission products), and the measured concentrations are compared with calculated values using both the Oak Ridge National Laboratory SCALE system and the HELIOS code system that is marketed by Scandpower. Because the sample enrichment differed from that of the surrounding fuel, this test was a rather stringent test of the simulation models. These results are discussed, as are the general issues surrounding the simulation of fuel burnup in a BWR.
INTRODUCTION
The ARIANE (Actinide Research In A Nuclear Element) program, managed by Belgonucleaire, has as its primary purpose to understand the isotopic composition of mixed-oxide (MOX) fuel discharged from light-water reactors (LWRs). However, some UO fuel samples are also 2 being studied as part of the ARIANE program. Fuel samples were irradiated in both boiling-water reactor (BWR) and pressurized-water-reactor (PWR) assemblies, and radiochemical analyses were performed on the samples following discharge. At Oak Ridge National Laboratory (ORNL), the burnup of these samples was simulated using both the ORNL SCALE system and the HELIOS code 1 2 developed by Scandpower. The work being reported here involves a BWR. The SCALE approach (using the SAS2H sequence) is a point-depletion calculation with neutron spectra and cross sections vs burnup determined via a one-dimensional (1-D) transport model. HELIOS, on the other hand, is a two-dimensional (2-D) lattice code.
In the ARIANE program to date, preliminary experimental measurement data have been obtained for two MOX samples and one UO sample from a BWR. In this report we document 2 preliminary results for the UO sample. We will present comparisons between isotopic concentration 2 predictions obtained with the ORNL and Scandpower computer codes and experimental measurements performed by a Belgian radiochemical laboratory. Under the terms of agreement among the ARIANE participants, the actual measured values cannot be released to the public at this time. All measurement data that are discussed here are preliminary. However, significant adjustments are not anticipated.
The UO sample, contained in a BWR assembly (that was composed mostly of UO fuel), was 2 2 exposed to a burnup of approximately 57 GWd/t. Measured concentrations have been reported for actinides from U to Cm, as well as for 26 fission products between Ru and Eu. Comparisons   234  246  106  155 between the calculated and measured concentrations give a good indication of the ability to predict the isotopic composition of UO fuel burned in a BWR. Because the BWR assembly was composed 2 primarily of UO fuel, the results from the UO sample can be considered indicative of the assembly 2 2 in general. The MOX fuel samples, present in the same assembly as the UO pins, represent a much 2 more unique situation, and the results are being subjected to a more detailed analysis. They will be reported at a later date.
DESCRIPTION OF FUEL ASSEMBLY AND SAMPLE BURNUP
The UO sample described here was burned in a BWR at Dodewaard, Gelderland, in the 2 Netherlands. This particular BWR was rated at 183 MWt. The core contained 164 assemblies. Each assembly contained a 6 × 6 lattice of a design described as GE/RDM. Figure 1 is a schematic view of the arrangement of the fuel elements in the assembly that contained the experimental samples. Three assembly pin locations were reserved for the experimental samples: one for the UO and two 2 for the MOX. The one UO sample is referred to as DU1; the two MOX samples are known as DM1 2 and DM2. In Fig. 1 , a cruciform control blade is indicated towards the top left of the assembly. The modeling approaches described do not include the control blades because information on the control blades is not currently available. This information will be supplied by Belgonucleaire. The assembly also contained a Zircaloy flow box that was included in the simulation, as was that part of the surrounding moderator associated with the assembly. experimental-sample rods, and the UO experimental-sample rod. Note also that (1) the uranium 2 enrichment varies between the standard UO rods, and (2) the radial dimensions of the experimental-2 sample rods are different from those of the standard rods. The DU1 sample was located at about three-quarters of the assembly height from the bottom of the assembly. The moderator density used in the simulations corresponded to the time-averaged density at this height. It would be possible to use a more detailed history of moderator density. Such data (which are proprietary) are available. However, in a practical situation, a simulation model would be used to analyze spent reactor fuel, where scant information may be available on moderator density history. We are endeavoring here to indicate how well one can model under such circumstances. The UO rod containing the UO sample was surrounded by other fuel rods that were 2 2 also composed of UO fuel. This arrangement makes the modeling of this sample an acceptable 2 candidate for the SAS2H sequence from the SCALE system, which is designed to give volumeaveraged results. In the model constructed for this exercise, the assembly is assumed to have similar fuel, clad, and moderator composition in the axial direction, and the model is, in effect, infinite in the axial direction. However, in this exercise it is just the behavior of the assembly at the axial location of the DU1 sample that is being simulated. An instrument-tube hole, located towards the center of the assembly, contains just moderator and Zircaloy (identified as an empty hole in Fig. 1 ). Because the assembly has an even number of elements on a side, this hole is not at the exact center. A typical approach with SAS2H is to model such a hole as being at the geometric center of the assembly, and this approach was used in this instance. The model prepared for SAS2H consisted of several zones. The innermost region was the central instrument-tube hole composed of water, Zircaloy, and water zones in that order. The water inside the Zircaloy was assumed to be of the appropriate density for the temperature at the sample location (573 K). It was not considered to be boiling, so no void fraction was assumed. The water outside the Zircaloy in this central region was assigned a void fraction, as was all of the water inside the Zircaloy box containing the assembly. The average void fraction (at the sample location) for the five reactor cycles was, in order, 0.534, 0.525, 0.544, 0.473, and 0.422. The innermost region described above was surrounded by the fuel zone. A zone of gadolinium oxide surrounded the fuel zone to account for the gadolinium oxide that is in five of the fuel pins. The gadolinium oxide zone was surrounded by a Zircaloy zone to represent the Zircaloy box surrounding the assembly. The outermost zone represented the channel moderator. It was composed of water at a temperature of 573 K, but with no void fraction. The dimensions of the zones in the SAS2H model are shown in Table 2 . 
Pellet
• Material
• Approximate density (% TD)
• Approximate diameter (mm)
• Pu/(U + Pu) (wt %)
• Gd/U (wt %)
• Isotopic compositions (wt %) The fuel in the fuel mixture zone (zone 4) of Table 2 is assumed to be UO similar in although with some variations in enrichment. However, when exercising SAS2H, only one fuel mix can be specified. Therefore, neither the variations in UO fuel enrichment nor the MOX fuel are 2 included as part of the SAS2H modeling discussed here. The pin-cell dimensions used for the SAS2H path-A simulations were those given in Table 1 for the UO sample. Table 2 , of course, gives the 2 dimensions of the zones used in the SAS2H path-B simulation. One can see that a water hole was specified at the center as was discussed earlier surrounded by a fuel zone. The gadolinium was modeled as follows: The specifications quoted gadolinium as being present at 2.7 wt % of the uranium in the rods containing uranium and gadolinium. This value equates to 0.2475 g of Gd per cm of rod. Five such rods are in the assembly, and these rods were modeled by having one zone of Gd O surrounding the fuel-mixture zone. This zone was chosen, for convenience, to be 1 cm in 2 3 2 area, and the Gd O density was specified to correspond with the linear density of gadolinium 2 3 resulting from five rods.
In modeling the burnup of the DU1 sample with HELIOS, a more detailed and sample-specific rendition of the assembly was employed. In the HELIOS model, each fuel pin was a distinct area for which atom densities were calculated separately. The material in each of these areas could be specified separately. Thus fuel pins, fuel-pin clad, moderator, the surrounding Zircaloy box, and the channel moderator were all specified as separate entities with their own materials, densities and temperatures. The HELIOS model assumed that the oxide fuel filled all the space inside the Zircaloy clad. In the SAS2H model, by contrast, the gap between fuel pellet and clad was specified. In both cases the appropriate effective densities were employed. This difference should not be significant and, because fuel may swell during irradiation, it is doubtful that specifying a gap is important.
The UO sample was exposed to five reactor cycles and burned for a total burnup of roughly 2 57 GWd/t. The power history of the reactor is available in considerable detail. However, for the purposes of the preliminary studies reported here, each one of the five cycles was simulated using a constant power that was equal to the cycle average. The data on the reactor cycles, as used in the simulations, are shown in Table 3 (these values are approximate). More details that are proprietary are available on the reactor power history. However, there are a number of reasons why they were not of great importance to this study. The variability in reactor power level was not very great during any one cycle. Experience with SAS2H indicates that the incorporation of such short-term variation would not noticeably affect the end result (other than in the case of short-lived nuclides). Furthermore, reflecting on a theme mentioned earlier, the practical application of SAS2H will be with spent fuel in situations where detailed data on burnup may not be available. Void-fraction data were also supplied by the reactor operators with the same level of detail as that of the power history. The moderator density was determined from the void fraction, and, to be consistent with the level of detail used with the power history, an average moderator density was used for each one of the five cycles. The reactor power-history data supplied by the reactor operators were estimates deemed appropriate for the location of the UO test sample. No uncertainties were quoted for these 2 estimates. The sample composition differed significantly from the rest of the assembly; therefore, sample-specific estimates of burnup were thought to be inaccurate. As an alternative to the operator estimates of burnup, we have used the Nd concentration in the samples. The concentration of Nd 148 148 in spent fuel is an accepted method for determining burnup. In the case of the DU1 UO sample, 3 , 4 2 the burnup predicted from the Nd concentration is 4% higher than that estimated by the operator 148 (in the case of the DM1 MOX sample, the former is 12% higher than the latter). So, power levels for DU1 were adjusted upwards by 4% over those estimated by the operators (cycle times remained the same). The approximate values of power in Table 3 believe that some U was also present. Assuming just U and U to be present in the fresh fuel, half-life (see Fig. 3 ). The relative amounts of these isotopes that are predicted to be in the discharged fuel are plotted in Fig. 4 . Referring again to Fig. 2 however, quite small relative to the contributions that come via the higher plutonium isotopes. In summary, the predictions for all nuclides shown in Fig. 2 the C/E ratios for these nuclides are likely to improve when the residues are analyzed. To date, the residues have not been analyzed. With this level of predictability, it seems that it is possible to make reliable estimates about the radiological properties of spent UO fuel from a BWR.
COMPARISON OF CALCULATED ACTINIDE CONCENTRATIONS WITH MEASURED VALUES
SENSITIVITY TO BURNUP AND MODERATOR DENSITY
Simulations such as these depend on the values of many input parameters that are estimated with varying degrees of accuracy. Therefore, discussions of the success of a code as a simulation tool must consider how uncertainties in input data contribute to inaccuracies in simulation results. The possibility of uncertainty in the estimates of burnup has been discussed earlier. For this reason, we have examined the sensitivity of some of the results to variations in burnup. BWR simulations must deal with variability of the moderator density because of axial variations in the void fractionanother important source of modeling uncertainty in this work. Therefore, the sensitivity of the results to moderator density was also investigated.
As was explained, the most reliable estimate of the sample burnup was obtained from the Nd concentration. The sensitivity to burnup was investigated by examining the U and Pu 148 235 239
concentrations as burnup was varied between 90% and 110% of the value derived from Nd. The 148 results of that study are shown in Fig. 6 . In the case of U, the concentration is quite sensitive to 235 burnup; but this is not the case for Pu. These sensitivity studies were carried out with SAS2H, and 239 it seems certain that SAS2H is prone to overpredicting the Pu concentrations; however, a 2% 239 increase in burnup would indicate agreement between computation and experiment in the case of U.
235
The reactor operator estimate of burnup was 4% lower than the estimate from the Nd 148 concentration. This lower reactor operator estimate of burnup was used to carry out both a separate SAS2H and a separate HELIOS simulation. The results of these two simulations for the actinides are shown in Fig. 7 . Both SAS2H and HELIOS show poorer agreement for U than in the case of 235 the Nd-based burnup (Fig. 2) . The values for the curium isotopes are generally lower. With the 148
Nd-based burnup, the HELIOS predictions for the curium isotopes were quite good, which may 148 indicate that this method is indeed a better estimate of burnup than that quoted by the reactor operator. It is noteworthy that there are such marked differences between the simulations where the differences in burnup are only 4%. It seems clear from both sets of simulations, however, that SAS2H tends to overpredict the concentrations for Am, Am, Cm, and Cm for the DU1 sample. Because the DU1 sample was atypical of the surrounding fuel, however, this was a less than ideal case for SAS2H. Sensitivity to moderator density was investigated by varying the density between 90% and 110% of the estimated density used in the simulations. Figure 8 shows the C/E ratio for U and 235 Pu as a function of varying density. For both U and Pu, the calculated value varies by about 239 235 239
1% for each 1% variation in moderator density. Given the factors that affect the determination of moderator density, a 5% uncertainty would be quite possible. The contribution from uncertainties in the input data should be kept in mind when judging the goodness of a particular simulation or when comparing the results of different simulations. Calculated parameters have been shown to be sensitive to the likely uncertainties in burnup and moderator density. The uncertainty in moderator density is derived from the uncertainty in void fraction. However, uncertainty in moderator temperature will also contribute to uncertainty in moderator density. A fractional density of 1.0 corresponds to the value used in the simulations.
OBSERVATIONS
An alternative SAS2H model would involve the placing of the Gd O /UO inside the fuel that 2 3 2 was being studied. This approach has sometimes been adopted in BWR calculations. To this end, a model equal to one-fifth of the assembly was constructed with one Gd O /UO pin forming the Pu concentrations (C/E ratios of 1.20 and 1.08, respectively) and was therefore not felt to be 239 appropriate for DU1. Because this work involves a small sample at one location in the reactor core, a possible complication is the accuracy with which one can estimate the burnup at that location. (The HELIOS calculations, in fact, predict that the burnup of the UO sample is 37% and 21% higher than for UO 2 2 fuel in two neighboring rods.) Even though the overall assembly burnup may be well estimated, its spatial variability may not. The Nd concentration was used to estimate sample burnup because it 148 was believed that estimates of sample burnup provided by the reactor operators were subject to some uncertainty and, perhaps more importantly, that uncertainty had not been quantified. Of course, in many practical applications, one is required to estimate spent fuel isotopic composition for some posited value of burnup. Thus, although it is necessary to know the burnup with accuracy in the verification exercise discussed here, in many practical applications the issue of accurate burnup determination might not arise.
As an alternative to the Nd concentration, the total neodymium concentration can be used cross sections with accuracy (and, of course, the fissioning energy of Pu is also well known).
239
Assuming one knows the burnup accurately, the most likely difficulty in predicting the final concentrations of U and Pu is that one does not have accurate predictions for the production of difficult to predict.
SUMMARY AND CONCLUSIONS
The goal of this work was to investigate the capability of two computer simulation codes to predict spent nuclear fuel composition following high burnup. Using the computer codes, nuclide concentrations in a UO sample burned in a BWR were estimated. These estimated nuclide 2 concentrations were then compared with laboratory-measured values. Both actinide and fissionproduct nuclides were investigated. Those fission products that are not cross-section dependent, as expected, are well predicted. Among the 16 actinide nuclide concentrations investigated, five of the SAS2H-calculated concentrations agreed with the measured values to within 5% and seven of the HELIOS-calculated concentrations did so. Nine predictions were within 10% in the case of SAS2H and 12 were within 10% in the case of HELIOS.
The SAS2H sequence from the SCALE code system is 1-D and is designed to give volumeaveraged values. The HELIOS code is 2-D, and thus can calculate values that are specific to a given azimuthal and radial location. The burnup of the UO sample in the Dodewaard BWR lends itself 2 reasonably well to analysis by SAS2H. However, because there is a significant variation in enrichment from pin to pin, the configuration is less than ideal. HELIOS should be well capable of such analysis. Overall, the predictability of both codes is reasonable when applied to this particular case. HELIOS, as expected, seems to be more suited for this analysis than does SAS2H. However, a comparison of HELIOS and SAS2H results indicates that the spatial approximations necessary for preparation of the SAS2H model do not greatly impact calculated-to-experimental ratios.
The fuel burnup in this study was quite high. It might be typical of UO fuel with an 2 enrichment equivalent to that of the sample but would not be typical for the UO fuel in the majority 2 of the assembly. Unfortunately, experimental measurements were not available for lower burnups. It is of interest to know if the predictability of models such as these varies as a function of burnup.
