In this paper, we study the Reconstruction Conjecture for finite simple graphs. Let Γ and Γ be finite simple graphs with at least three vertices such that there exists a bijective map f :
Introduction and preliminaries
A finite simple graph Γ is said to be reconstructible, if any simple graph Γ with the following property ( * ) is isomorphic to Γ. Problem (Reconstruction Conjecture). Every finite simple graph with at least three vertices will be reconstructible? Some classes of reconstructible graphs are known (see [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] and [13] ) as follows: Let Γ be a finite simple graph with at least three vertices.
(i) If Γ is a regular graph, then it is reconstructible.
(ii) If Γ is a tree, then it is reconstructible. (iii) If Γ is not connected, then it is reconstructible.
(iv) If Γ has at most 11 vertices, then it is reconstructible.
(v) If Γ is a maximal planar graph, then it is reconstructible.
(vi) If Γ is a finite graph that is the 1-skeleton of some simplicial flag complex that is a homology manifold of dimension n ≥ 1, then it is reconstructible. Also it is known that if all 2-connected graphs are reconstructible, then every finite simple graph is reconstructible [14] .
Let Γ and Γ be finite simple graphs with at least three vertices satisfying the property ( * ):
( * ) There exists a bijective map f : V (Γ) → V (Γ ) such that for any v ∈ V (Γ), there exists an isomorphism φ v : Γ − v → Γ − f (v). Then we define the directed graph
with two kinds of arrows (called the associated directed graph) as follows: Figure 1 ).
Definition of arrows in Γ The purpose of this paper is to consider when are the two graphs Γ and Γ isomorphic by investigating the associated directed graph Γ, and we study the problem of when are finite simple graphs reconstructible.
We give some examples of Γ in Section 2 and we investigate some properties of Γ in Section 3.
Proposition 1. For any v ∈ V ( Γ), the number of normal-arrows arising from v and the number of dashed-arrows arising from v coincide in Γ.
We first show the following theorem in Section 3.
Theorem 2. For any vertex v ∈ V (Γ) = V ( Γ), the following two statements are equivalent:
(i) There are no normal-arrows arising from v (and no dashed-arrows arising from v) in the associated directed graph Γ.
By Theorem 2, if for some vertex v ∈ V ( Γ), (i) there are no normal-arrows arising from v (and no dashed-arrows arising from v) in the associated directed graph V ( Γ), then Γ ∼ = Γ . Now we consider the otherwise case. Suppose that for any vertex v ∈ V ( Γ) the statement (i) above does not hold. Then there exist a normal-arrow and a dashedarrow arising from each vertex v ∈ V ( Γ) by Proposition 1. Since the directed graph Γ is finite, for some positive number k ∈ N and some vertices v 1 , . . . , v 2k ∈ V ( Γ), there exist arrows v 2i−1 −→ v 2i and v 2i v 2i+1 in Γ for any i = 1, . . . , k, where v 2k+1 := v 1 (see Figure 2 ). Here the vertices v 1 , . . . , v 2k need not be different all together. 
By Theorem 3, we obtain the following. Theorem 4. Let Γ and Γ be finite simple graphs with at least three vertices satisfying the property ( * ). Then for the associated directed graph Γ, (I) there exists a vertex v ∈ V ( Γ) with no normal-arrow arising from v in Γ (then Γ ∼ = Γ by Theorem 2), or
In the case that (II) holds, we investigate structures of Γ and Γ in Section 5. As a preparation, we define a finite simple graph A = A(n; B, C).
Definition 5. For a number n ∈ N at least 3 and subsets B and C of the set {1, . . . , n− 1}, we define the finite simple graph A = A(n; B, C) as follows:
(1) The graph A has n vertices denoted by V (A) = {a 1 , a 2 , . . . , a n }.
We give some examples of A(n; B, C) in Figure 3 . Then we have the following by the definition of A(n; B, C). Lemma 6. Let n ∈ N be a number at least 3 and let B and C be subsets of the set {1, . . . , n − 1}. Let A := A(n; B, C) and A := A(n; C, B), where V (A) = {a 1 , a n , . . . , a n } and V (A ) = {b 1 , b 2 , . . . , b n } are the numbering of vertices as in the definition of A = A(n; B, C) and A = A(n; C, B). Let a i := b n−i+1 for i = 1, . . . , n. (Hence V (A ) = {a 1 , a 2 , . . . , a n }.) Then the two graphs A and A satisfy the following:
(1) There exists the isomorphism Ψ : A − {a 1 , a 2 } → A − {a n−1 , a n } such that Ψ(a i ) = a i−2 for any i = 3, . . . , n. (2) There exists the isomorphism Ψ : A − {a 1 , a 2 } → A − {a n−1 , a n } such that Ψ (a i ) = a i−2 for any i = 3, . . . , n. (3) There exists the isomorphism φ 1 : A − a 1 → A − a 1 such that φ 1 (a i ) = a n−i+2 for any i = 2, . . . , n. (4) There exists the isomorphism φ 2 : A − a n → A − a n such that φ 2 (a i ) = a n−i for any i = 1, . . . , n − 1.
Definition 7. Let A := A(n; B, C) where n is a number at least 3 and B and C are subsets of the set {1, . . . , n − 1}. Then we define the numbers β(A) and γ(A) as follows;
For a vertex v of a graph Γ, we denote deg Γ v as the degree of the vertex v in the graph Γ. If Γ and Γ are finite simple graphs with at least three vertices satisfying the property ( * ), then it is well known that deg
In Sections 5 and 6, we give some remarks and examples of A = A(n; B, C) and A = A(n; C, B). We obtain the following in Section 5.
Lemma 8. Let A = A(n; B, C), A = A(n; C, B), V (A) = {a 1 , a n , . . . , a n } and V (A ) = {a 1 , a 2 , . . . , a n } as in Lemma 6. Then the following two statements are equivalent:
Then we show the following main results in Section 5.
Theorem 9. Let Γ and Γ be finite simple graphs with at least three vertices satisfying the property ( * ). If in the associated directed graph Γ,
then the graphs Γ and Γ have the following structure (F):
(F) (1) There exists a full-subgraph A of Γ with V (A) = {a 1 , a 2 , . . . , a n−1 , a n } where n ≥ 3. (2) There exists a full-subgraph A of Γ with V (A ) = {a 1 , a 2 , . . . , a n−1 , a n } where |V (A)| = |V (A )| = n. (3) a 1 = v 1 , a n = v 2 , a 1 = v 1 and a n = v 2 , where v 1 := f (v 1 ) and v 2 := f (v 2 ). (4) A = A(n; B, C) and A = A(n; C, B) for some subsets B and C of the set {1, . . . , n − 1}. (5) 1 ∈ C and β(A) = γ(A) hold. (6) If n is odd or if there exist dashed-arrows v 1 v 2 and v 2 v 1 in Γ, then the sequence a 1 , . . . , a n is a Hamilton-path of A, the sequence a 1 , . . . , a n is a Hamilton-path of A and 1 ∈ B. (7) There exists an isomorphism Ψ : Γ − {a 1 , a 2 } → Γ − {a n−1 , a n } such that Ψ(a i ) = a i−2 for any i = 3, . . . , n. (8) There exists an isomorphism Ψ : Γ − {a 1 , a 2 } → Γ − {a n−1 , a n } such that Ψ (a i ) = a i−2 for any i = 3, . . . , n.
(Here X and X are the moving-parts by Ψ and Ψ respectively.)
(Here Y and Y are the fixedparts by Ψ and Ψ respectively.) (14) φ v 1 (a i ) = a n−i+2 for any i = 2, . . . , n.
(15) φ v 2 (a i ) = a n−i for any i = 1, . . . , n − 1.
We give an example of Γ and Γ with the structure (F) in Figure 4 . In this example, Figure 4 . An example of graphs Γ and Γ with the structure (F)
We obtain the following theorem from Theorems 2, 4 and 9.
Theorem 10. Let Γ and Γ be finite simple graphs with at least three vertices satisfying the property ( * ). If for any
can not extend to an isomorphism φ v : Γ → Γ , then Γ and Γ have the structure (F).
Here we have corollaries.
Corollary 11. Let Γ and Γ be finite simple graphs with at least three vertices satisfying the property ( * ). If Γ and Γ do not have the structure (F), then Γ ∼ = Γ . Particularly if we can not find A = A(n; B, C) and A = A(n; C, B) in Γ and Γ as full-subgraphs respectively as in the structure (F), then Γ ∼ = Γ .
Corollary 12. Let Γ be a finite simple graph with at least three vertices. If Γ does not have a structure as (1), (4), (5), (6), (7) and (9) in (F), then Γ is reconstructible.
Then by (I ) and Theorem 2, for any
can not extend to an isomorphism φ v : Γ → Γ . Also by (II) and Theorem 9, Γ and Γ have the structure (F). If in this specific case it can be shown that Γ ∼ = Γ , then the Reconstruction Conjecture is correct by Theorem 4.
In Section 6, we introduce some examples and remarks on A = A(n; B, C) and A = A(n; C, B).
Examples on the associated directed graphs
We give some examples of the associated directed graphs.
Example 2.1. Let Γ and Γ be the graphs as Figure 5 (I-1). We define the map Here we note that for each vertex v ∈ V ( Γ), the normal-arrows and the dashed-arrows arising from v in Γ are determined by the isomorphism
In this example, there are no normal-arrows arising from v 2 (and no dashed-arrows arising from v 2 ). Then there exists the isomorphism
Example 2.2. Let Γ and Γ be the graphs as Figure 6 (II-1). We define the map Figure 6 (II-2). Then the associated directed graph Γ = Γ(Γ, Γ , f, {φ v } v∈V (Γ) ) becomes as Figure 6 (II-3).
In this example, there are no normal-arrows (and no dashed-arrows) arising from v 3 and this implies that there exists the isomorphism
Example 2.3. Let Γ and Γ be the graphs as Figure 7 (III-1) that are the same graphs in Example 2.2. We define the map f : Figure 7 (III-2). Then the associated directed graph Γ = Γ(Γ, Γ , f, {φ v } v∈V (Γ) ) becomes as Figure 7 (III-3).
In this example, for any vertex v ∈ V ( Γ), there exists a normal-arrow (and a dashedarrow) arising from v in Γ. Also there are arrows
On the associated directed graphs
Let Γ and Γ be finite simple graphs with at least three vertices satisfying the property ( * ) and let Γ be the associated directed graph. We investigate some properties of Γ. The following lemma is obtained immediately from the definition of Γ. (
, if there exists a normal-arrow v 1 −→ v 2 in Γ then the two vertices v 1 and v 2 do not span an edge in the graph Γ.
We show a proposition.
, the number of normal-arrows arising from v and the number of dashed-arrows arising from v coincide in Γ.
Let v be a fixed vertex of Γ and let v :
Thus, the number of normal-arrows arising from v and the number of dashed-arrows arising from v coincide in Γ.
We show the following theorem. This is the first motivation for considering the associated directed graph Γ. (i) There are no normal-arrows arising from v (and no dashed-arrows arising from v) in the associated directed graph Γ.
Proof.
Let v := f (v). We suppose that (i) holds. Then by Proposition 3.2, there are no dashed-arrows arising from v,
We suppose that (ii) holds. Then for any
. By the definition of Γ, the statement (i) holds.
Cycles with alternate normal-arrows and dashed-arrows in Γ
We suppose that there does not exist a vertex v ∈ V ( Γ) with no normal-arrows arising from v in the associated directed graph Γ. Then by the argument in Section 1, there exist a positive number k ∈ N and a sequence v 1 , . Figure 2 ), because Γ is finite.
In this section, we show the following theorem. 
Proof. By the assumption, there exist the following edges in Γ .
(
We consider a sequence {b i } in V (Γ ) as
Here b i = b j if i = j. Since Γ is finite, this sequence must terminate. Let n 0 be the final number and let A 0 := {b i | i = 1, . . . , n 0 }.
Then
] ∈ E(Γ ) for any i = 1, . . . , n 0 − 1 by the above argument. We also consider a sequence c 1 , . . . , c 2k in V (Γ ) as
. Then by definition, Ψ 0 is the isomorphism as
Here just the vertices c 1 , c 2 , . . . , c 2k can not be mapped by Ψ 0 and also just the vertices b 1 , b 2 , . . . , b 2k can not be mapped by Ψ −1 0 .
We define the vertex sets A , X and Y of Γ as
Here
For each i = 1, . . . , n 0 , b i can not be mapped by (Ψ 0 ) t for some enough large number
for any integer t and s. Hence for any j = 1, . . . , 2k, c j = (Ψ 0 ) t (b i ) for some i ∈ {1, . . . , 2k} and t ≥ 0 (where i = g −1 (j) and t = t i ).
We also show that A ⊂ A 0 . Let a ∈ A . By the definition of A , a = (Ψ 0 ) −t (c j ) for some t ≥ 0 and j ∈ {1, . . . , 2k}. Then c j = (Ψ 0 ) s (b i ) for some i ∈ {1, . . . , 2k} and s ≥ 0 (where i = g −1 (j) and s = t i ). Hence
Then A = A 0 = {b 1 , . . . , b n 0 } that are coincide. We note that {c 1 , . . . , c 2k } ⊂ A by the definition of A . Hence for any j = 1, . . . , 2k, there exists a number i ∈ {1, . . . , n 0 } such that c j = b i . Here n 0 − 2k + 1 ≤ i ≤ n 0 , because c j = b i can not be mapped by Ψ 0 . Now we show that b n 0 −2k+1 = c 2k and b n 0 −2k+2 = c 2k−1 . Figure 8 ).
Then A 2k = A 0 by the definitions of A 0 = A , Ψ 0 and {c 1 , . . . , c 2k }.
Here we note that [b n 0 −2k , b n 0 −2k+1 ] ∈ E(Γ ) and b n 0 −2k+1 = c j 0 for some j 0 ∈ {1, . . . , 2k} by the above argument. Then we show that j 0 = 2k. Indeed from considering the above sequence
). Then we show that j 1 = 2k−1. Indeed from considering the above sequence A 2 , A 3 , . . . , A 2k−2 , A 2k−1 , A 2k = A 0 , vertices c 1 , . . . , c 2k−2 can not be mapped by ϕ :
(Here in fact, by iterating this argument, we can obtain that b n 0 −j+1 = c j for any j = 1, . . . , 2k.) 
5.
In the case that v 1 −→ v 2 and v 2 −→ v 1 are in Γ
We suppose that there exist normal-arrows v 1 −→ v 2 and v 2 −→ v 1 in Γ for some vertices v 1 , v 2 ∈ V ( Γ).
We consider the isomorphism
Let A, X and Y be the full-subgraphs of Γ as
Here X is the moving-part and Y is the fixed-part by Ψ. If X is non-empty then the graph-automorphism group G of X ∪ Y generated by Ψ is
Also we consider the isomorphism
Let A , X and Y be the full-subgraphs of Γ as
Here 
We show that φ v 1 (X) = X . Let x 0 ∈ V (X). We consider
By the same argument, we can also show that X ∼ = X and Y ∼ = Y by φ v 2 .
We consider a sequence {a i } in V (Γ) as
Here a i = a j if i = j. Since Γ is finite, this sequence must terminate. Let n be the final number and let A 0 := {a 1 , a 2 , . . . , a n }.
We also define a sequence {a i | i = 1, . . . , n} in V (Γ ) as a i := φ v 1 (a n−i+2 ) for any i = 2, . . . , n and a 1 := v 1 . Let A 0 := {a 1 , a 2 , . . . , a n }.
Then by the argument in the proof of Theorem 4.1 (where k = 1 and n 0 = n), a n = v 2 , a n = v 2 and we obtain that
φ v 1 (a i ) = a n−i+2 for any i = 2, . . . , n, (5) φ v 2 (A − a n ) = A − a n where a n = v 2 and a n = v 2 , and (6) φ v 2 (a i ) = a n−i for any i = 1, . . . , n − 1 (see Figure 9 ). Here each vertices a i , a i+1 do not have to span an edge in Γ.
, a n−1 = φ v 2 (v 1 ) and a n = v 2 .
a n } is an isomorphism such that Ψ(a i ) = a i−2 for any i = 3, . . . , n,
a n } is an isomorphism such that Ψ (a i ) = a i−2 for any i = 3, . . . , n, (9) Ψ| A−{a 1 ,a 2 } : A−{a 1 , a 2 } → A−{a n−1 , a n } is an isomorphism such that Ψ(a i ) = a i−2 for any i = 3, . . . , n, and (10) Ψ | A −{a 1 ,a 2 } : A − {a 1 , a 2 } → A − {a n−1 , a n } is an isomorphism such that Ψ (a i ) = a i−2 for any i = 3, . . . , n. Thus, we can denote A = A(n; B, C) and A = A(n; C, B) for some subsets B and C of the set {1, . . . , n − 1}. Here V (A) = {a 1 , a n , . . . , a n } is the numbering of vertices in the definition of A = A(n; B, C). Also if V (A ) = {b 1 , b 2 , . . . , b n } is the numbering of vertices in the definition of A = A(n; C, B), then a i = b n−i+1 for any i = 1, . . . , n and V (A ) = {a 1 , a 2 , . . . , a n }.
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. Thus we obtain the following.
Lemma 5.2. We can denote A = A(n; B, C) and A = A(n; C, B) for some subsets B and C of the set {1, . . . , n − 1}. Here 1 ∈ C, because [a n , a n−1 ] ∈ E(A ).
Then we show some lemmas.
Lemma 5.3. The following statements are equivalent:
(1) The sequence a 1 , . . . , a n is a Hamilton-path of A.
(2) The sequence a 1 , . . . , a n is a Hamilton-path of A .
(3) There exist dashed-arrows v 1 v 2 and v 2 v 1 in Γ.
Proof. (1)⇐⇒(2): For A = A(n; B, C) and A = A(n; C, B), the sequence a 1 , . . . , a n is a Hamilton-path of A if and only if [a 1 , a 2 ] and [a 2 , a 3 ] are in E(A); that is, 1 ∈ B and 1 ∈ C. This is equivalent that the sequence b 1 , . . . , b n is a Hamilton-path of A = A(n; C, B) where a i = b n−i+1 for i = 1, . . . , n. Hence (1) and (2) v 1 is in Γ if and only if [a n , a n−1 ] ∈ E(A). Thus, if (1) and (2) hold then we obtain (3) holds. Suppose that (3) holds. Then [a 1 , a 2 ] ∈ E(A) by the above. Hence 1 ∈ B in A = A(n; B, C). Also 1 ∈ C by the assumption, because a normal-arrow v 2 −→ v 1 is in Γ and [a n , a n−1 ] = [b 1 , b 2 ] ∈ E(A ). Thus (1) and (2) hold.
Lemma 5.4. If n is odd, then the sequence a 1 , . . . , a n is a Hamilton-path of A, the sequence a 1 , . . . , a n is a Hamilton-path of A and there exist dashed-arrows v 1 v 2 and v 2 v 1 in Γ.
Proof. Suppose that n is odd. By the assumption, a normal- We investigate some properties of A(n; B, C) and A(n; C, B) in general case. Then we have the following.
Lemma 5.7. Let A = A(n; B, C), A = A(n; C, B), V (A) = {a 1 , a n , . . . , a n } and V (A ) = {a 1 , a 2 , . . . , a n } where V (A) = {a 1 , a n , . . . , a n } and V (A ) = {b 1 , b 2 , . . . , b n } are the numbering of vertices as in the definition of A = A(n; B, C) and A = A(n; C, B). Let a i := b n−i+1 for i = 1, . . . , n. (Hence V (A ) = {a 1 , a 2 , . . . , a n }.) Then the following two statements are equivalent:
Proof. Let b ∈ {1, . . . , n − 1}. In the case that n is even, n − b is odd if and only if b is odd. Also in the case that n is odd, n − b is odd if and only if b is even.
Here n − b is odd if and only if for each j = 1, 2, A j (b) is symmetric and there exists the automorphism τ : A j (b) → A j (b) as τ (a i ) = a n−i+1 for any i = 1, . . . , n. Also n − b is even if and only if for each j = 1, 2, A j (b)−a 1 and A j (b)−a n are symmetric and there exist the automorphisms τ :
− a n such that τ (a i ) = a n−i+2 for any i = 2, . . . , n and τ (a i ) = a n−i for any i = 1, . . . , n − 1 (see Figure 3 ).
Here if n − b is even then We also note that From the above argument, we obtain the following theorem.
Theorem 5.8. Let Γ and Γ be finite simple graphs with at least three vertices satisfying the property ( * ). If in the associated directed graph Γ,
(F) (1) There exists a full-subgraph A of Γ with V (A) = {a 1 , a 2 , . . . , a n−1 , a n } where n ≥ 3. (2) There exists a full-subgraph A of Γ with V (A ) = {a 1 , a 2 , . . . , a n−1 , a n } where |V (A)| = |V (A )| = n. (3) a 1 = v 1 , a n = v 2 , a 1 = v 1 and a n = v 2 , where v 1 := f (v 1 ) and v 2 := f (v 2 ). v 1 in Γ, then the sequence a 1 , . . . , a n is a Hamilton-path of A, the sequence a 1 , . . . , a n is a Hamilton-path of A and 1 ∈ B. (7) There exists an isomorphism Ψ : Γ − {a 1 , a 2 } → Γ − {a n−1 , a n } such that Ψ(a i ) = a i−2 for any i = 3, . . . , n. (8) There exists an isomorphism Ψ : Γ − {a 1 , a 2 } → Γ − {a n−1 , a n } such that Ψ (a i ) = a i−2 for any i = 3, . . . , n.
By Theorems 3.3, 4.2 and 5.8, we can obtain the following theorem.
Theorem 5.9. Let Γ and Γ be finite simple graphs with at least three vertices satisfying the property ( * ). If for any v ∈ V (Γ), the isomorphism φ v : Γ − v → Γ − f (v) can not extend to an isomorphism φ v : Γ → Γ , then Γ and Γ have the structure (F).
Examples and remarks on A = A(n; B, C) and A = A(n; C, B)
We give some examples and remarks on A = A(n; B, C) and A = A(n; C, B). Let A = A(n; B, C) and A = A(n; C, B) for a number n ∈ N at least 3 and subsets B and C of the set {1, . . . , n − 1}. Here V (A) = {a 1 , a n , . . . , a n } is the numbering of vertices in the definition of A = A(n; B, C). Also if V (A ) = {b 1 , b 2 , . . . , b n } is the numbering of vertices in the definition of A = A(n; C, B), then a i := b n−i+1 for any i = 1, . . . , n and V (A ) = {a 1 , a 2 , . . . , a n }.
We first show a proposition.
Then B 0 = C 0 if and only if the following all statements hold.
(1) A − a 1 = A − v 1 is symmetric and there exists the automorphism τ 0 : A − a 1 → A − a 1 such that τ 0 (a i ) = a n−i+2 for any i = 2, . . . , n.
(2) A − a n = A − v 2 is symmetric and there exists the automorphism τ 1 : A − a n → A − a n such that τ 1 (a i ) = a n−i for any i = 1, . . . , n − 1. Figure 10 . Example 6.2
Then there do not exist dashed-arrows v 1 v 2 and v 2 v 1 in Γ, since the sequence a 1 , a 2 , . . . , a 8 is not a Hamilton-path of A. Example 6.3. We consider A = A(8; {1, 3}, {1, 5}) and A = A(8; {1, 5}, {1, 3}) (see Figure 11 ). Here n = 8 is even. Then A and A are isomorphic as in Figure 11 . Figure 11 . Example 6.3
In this example, since A ∼ = A , we can construct a bijective map f : Example 6.5. We consider A = A(7; {1, 2, 3}, {1, 4}) and A = A(7; {1, 4}, {1, 2, 3}) (see Figure 13 ). Here n = 7 is odd and there are an even number and an odd number both in B − C = {2, 3}. Then A and A are isomorphic as in Figure 13 . Figure 14 . Example 6.6
Then A and A are not isomorphic. Indeed, there is a triangle a 3 , a 7 , a 8 in A such that deg A a 3 = 4, deg A a 7 = 4 and deg A a 8 = 2. On the other hand, there is not such a triangle in A. In the graph A, a 8 is the unique vertex with degree 2 and a 5 and a 7 are the vertices connecting to a 8 with degree 4. Here a 5 and a 7 do not span an edge in A.
It is known that every simple graph Γ with at least 3 vertices and at most 11 vertices is reconstructible [11] . Hence the two graphs A = A(8; {1, 3, 4}, {1, 5}) and A = A(8; {1, 5}, {1, 3, 4}) can not satisfy the property ( * ). By Example 6.6, in general, there is a possibility that A = A(n; B, C) and A = A(n; C, B) (still if they satisfy β(A) = γ(A) and still if there is a bijective map g : V (A) → V (A ) such that deg A v = deg A g(v) for any v ∈ V (A)) can not become finite simple graphs satisfying the property ( * ).
Here the following problem arises.
Problem. The full-subgraphs A = A(n; B, C) and A = A(n; C, B) of Γ and Γ respectively in Theorem 5.8 will be isomorphic?
