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RE´SUME´
Le sujet de ce me´moire s’inte´resse aux me´thodes qui permettraient de faire du MIMO 1
sur la bande de fre´quences millime´triques des 57-64 GHz qui sera utilise´e dans les prochaines
normes WIFI et dans les futures ge´ne´rations de normes 5G pour le mobile. On traite ce sujet
car la technologie MIMO telle qu’on la connaˆıt depuis les anne´es 2000 avec la norme WIFI
802.11n ne permet pas d’eˆtre utilise´e sur la bande des 57-64 GHz dans les meˆmes conditions.
En effet, pour be´ne´ficier des avantages du MIMO on doit auparavant effectuer certains
traitements sur les signaux. Ce traitement qui est le plus souvent une de´composition en va-
leurs singulie`res consiste a` pre´-traiter les signaux qui seront envoye´s a` travers les diffe´rentes
antennes a` l’e´mission et a` faire un post-traitement des signaux rec¸us par les diffe´rentes an-
tennes de re´ception.
Les normes WIFI fonctionnent actuellement sur deux bandes de fre´quences : 2.4 GHz
et 5.8 GHz. Elles effectuent ce traitement nume´riquement via des DSP 2 programme´s pour
traiter les signaux avant qu’ils soient envoye´s et apre`s avoir e´te´ rec¸us. Cependant, comme
tous syste`mes nume´riques programmables, les DSP comme les FPGA 3 sont limite´s en vitesse
de part leur fre´quence de fonctionnement. Or la largeur de bande offerte a` 60 GHz est pre`s
de 70 (et 45) fois supe´rieure a` celle offerte a` 2.4 GHz (et a` 5.8 GHz). Ce qui ne´cessite autant
de puissance de calcul supple´mentaire. Actuellement aucun DSP ou FPGA a` faible couˆt
pouvant eˆtre embarque´ dans un pe´riphe´rique WIFI grand public a` 60 GHz n’existe pour faire
le traitement MIMO.
On montre qu’en utilisant des re´seaux d’antennes planaires avec certaines configurations
spatiales, on est capable sans effectuer de traitement complexe du signal, d’obtenir des ca-
naux suffisamment inde´pendants pour transmettre plusieurs flux de donne´es inde´pendants.
Lorsque les re´seaux d’antennes sont suffisamment e´loigne´s, on arrive a` atteindre les meˆmes
performances que celles du syste`me MIMO e´quivalent utilisant la de´composition en valeurs
singulie`res. De plus, l’ajout d’une technique de traitement du signal au re´cepteur appele´
LMMSE 4 permet de diminuer les contraintes spatiales et d’ame´liorer les performances sous
certaines conditions.
Les mesures de la re´ponse fre´quentielle du canal pour un syste`me MIMO utilisant des
re´seaux d’antennes planaires permettent de valider les hypothe`ses e´mises et de manie`re indi-
recte certains re´sultats obtenues par simulation.
1. Multiple-Input Multiple-Output
2. Digital Signal Processor
3. Field Programmable Gate Array
4. Linear Minimum Mean Square Error
vABSTRACT
The topic of this report is about new methods to figure out the difficulties to use MIMO
systems on the 57-64 GHz millimeter wave band which will be used in the future telecommu-
nication standards like the next generations of WIFI and mobile standards. We interest to
this subject because contrary to the MIMO system used in the current standards, with the
millimeter waves the way to use the MIMO is different because of a technical and physical
constraints.
Indeed, to take advantage of the MIMO much signal processing is required. This process-
ing involves most of the time a linear mathematical transformation by using a decomposition
in singular values called SVD 5. Thank to this linear transformation we can apply a pre-
processing to the signals to transmit through several antennas and a post-processing to the
received signals from several antennas.
Nowadays, the current WIFI standards use either the 2.4 GHz band or the 5.8 Ghz band.
The signal processing at these frequencies is done digitally by the software load in the DSP
which is responsible amongst other things to compute the SVD. As it is a software which
handles the computation, it is necessarily limited by the speed of the DSP. However, the
offered bandwidth on the 60 GHz band is about 70 (and 45) times superior to the offered
bandwidth at 2.4 Ghz (and 5.8 GHz). That requires a very powerful DSP. But currently,
there is no low cost DSP or FPGA that can be embedded in a commercial WIFI device at
60 GHz in order to handle the signal processing.
We show that the use of the patch array antennas with certain spatial configurations allows
to get pseudo orthogonal channels without using complex signal processing. When the patch
array antennas are adequately spaced, we figure out to reach the same performance than
the equivalent MIMO system with singular value decomposition. Moreover, the addition
of a signal processing to the receiver called LMMSE allows to reduce the required spacial
constraints and to improve the performance under certain conditions.
The frequency response measurements of the MIMO channel using patch arrays antennas
confirm the assumptions and indirectly certain results obtained by simulation.
5. Singular Value Decomposition
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1CHAPITRE 1
INTRODUCTION
Le domaine des te´le´communications sans-fil est en pleine explosion depuis le de´but des
anne´es 2000. Depuis les syste`mes n’ont cesse´ d’eˆtre perfectionne´s pour toujours augmen-
ter leurs performances, graˆce a` l’augmentation des fre´quences de porteuse qui a permis la
miniaturisation des syste`mes et ainsi l’inte´gration de plus en plus de technologie dans des
syste`mes de plus en plus petits. Toujours dans cette optique, on essaie aujourd’hui de passer
au domaine des ondes millime´triques dont le spectre est encore tre`s peu utilise´ et promet
des largeurs de bande pour les usages a` haut de´bit du future. On gagne ainsi un facteur 10
sur la taille des syste`mes par rapport aux syste`mes WIFI actuels. Cependant l’utilisation de
largeurs de bande de l’ordre du GHz pose de nombreux de´fis pour le traitement du signal,
et en partie pour l’utilisation de la technologie MIMO utilise´e pour augmenter l’efficacite´
des syste`mes. Les me´thodes conventionnelles utilise´es jusqu’a` maintenant pour effectuer le
traitement nume´rique au moyen d’unite´s de calcul embarque´es ne sont pas envisageables a`
l’e´tat de l’art actuel. Ce document se propose d’e´tudier et d’e´valuer d’autres me´thodes pour
pouvoir inte´grer cette technologie sur la future bande utilise´e par le WIFI (802.11ad) [4].
1.1 Objectifs de recherche
L’objectif est de pouvoir e´viter ou bien diminuer le travail de pre´ et de post traitement des
signaux qui demandent chacun un DSP ultra rapide. Pour y parvenir on se propose dans un
premier temps d’e´tudier une me´thode faisant intervenir les proprie´te´s physiques des re´seaux
d’antennes planaires (patchs) ainsi que les distances de se´paration des antennes et leur orien-
tation. Le but e´tant d’e´valuer si certains parame`tres ont une influence sur le canal MIMO
physique permettant de se rapprocher des conditions ne´cessaires pour faire du MIMO, en
particulier l’orthogonalite´ des canaux. En modifiant le canal MIMO physique on cherche a` ce
que les signaux e´mis par chaque antenne d’e´mission (Tx) ne soient rec¸us que par une unique
antenne de re´ception (Rx).
Dans un second temps, on va chercher a` analyser l’impact de l’ajout d’une technique d’esti-
mation line´aire sur la me´thode pre´ce´dente. C’est un traitement moins lourd que la de´compo-
sition en valeurs singulie`res qui devrait permettre de limiter les erreurs dues aux impre´cisions
de la me´thode mate´rielle pour rendre les canaux orthogonaux. L’estimateur LMMSE uti-
lise conjointement les signaux issus des diffe´rentes antennes de re´ception pour estimer les
2signaux envoye´s par les antennes d’e´mission, en utilisant un algorithme line´aire base´ sur la
minimisation de l’erreur quadratique moyenne.
1.2 Hypothe`ses e´mises
1. Canal en ligne de vue (LOS)
La technique que l’on souhaite e´tudier pour adapter le canal a` l’utilisation d’un sys-
te`me MIMO requiert d’avoir un canal LOS seulement. Autrement dit, il ne doit pas
y avoir de multi-trajets et l’unique trajet doit eˆtre LOS. Cette hypothe`se de de´part
est indispensable pour pouvoir adapter le canal MIMO de manie`re a` avoir des canaux
orthogonaux, en jouant sur les parame`tres physiques comme les distances de se´para-
tion, ou encore l’orientation des antennes. Seule l’unicite´ du trajet permet d’exploiter
cette me´thode. Cette hypothe`se n’est pas valable sur les bandes 2.4 GHz et 5.8 GHz en
raison des nombreuses re´flexions spe´culaires sur les objets en environnement inte´rieur.
Les ondes incidentes sont re´fle´chies dans une unique direction. Les ondes re´fle´chies ne
sont donc que tre`s peu atte´nue´es compare´es aux ondes incidentes qui leur ont donne´
naissance. C’est pour cette raison que l’on observe une multitude de multi-trajets
en environnement inte´rieur qui fournit beaucoup de surfaces sur lesquelles les ondes
peuvent eˆtre re´fle´chies.
Cependant, a` 60 GHz les ondes se comportent diffe´remment lorsqu’elles rencontrent
une surface. La diminution de la longueur d’onde fait que l’on se rapproche de ce qui
est observe´ en lumie`re visible. A` savoir un phe´nome`ne de diffusion des ondes inci-
dentes. L’e´nergie issue de ces ondes est partage´e entre toutes les ondes diffuse´es d’ou`
une tre`s forte atte´nuation des ondes issues d’une ou de plusieurs diffusions. De ce fait,
les multi-trajets existent et sont innombrables ; cependant leur e´nergie est ne´gligeable
et seuls certains d’entre eux arrivent au re´cepteur. C’est pour cette raison que l’on fait
l’hypothe`se que l’influence des multi-trajets est ne´gligeable et que par conse´quent on
peut utiliser un mode`le en ligne de vue qui ne les prend pas en conside´ration.
2. Canal de´terministe
En conside´rant un canal en ligne de vue seulement, celui-ci ne de´pend que d’un unique
trajet et donc de ses variations. Dans un canal stochastique les variations proviennent
principalement du fait qu’il n’y a pas force´ment de trajet direct mais qu’il y a en
revanche une multitude de multi-trajets dus aux phe´nome`nes de re´flexion, de diffusion
et de diffraction sur les innombrables surfaces pre´sentent dans un environnement inte´-
rieur. Comme on fait l’hypothe`se que le canal est LOS, on peut ne´gliger l’influence des
multi trajets compare´e au trajet dominant. Alors on peut aise´ment ne´gliger les varia-
3tions du canal issues des multi-trajets et donc conside´rer un canal invariant seulement
fonction des parame`tres fixes du syste`me.
1.3 Me´thodes expe´rimentales utilise´es
Nous avons tout d’abord utiliser des me´thodes analytiques et par simulation de Monte-
Carlo pour analyser la performance du syste`me propose´ avec des mode`les d’antennes et de
canaux. Pour une re´alisation pratique, il est difficile de faire les mesures sur un syste`me
complet (e´metteur et re´cepteur avec antennes) tant les e´le´ments sont difficiles a` concevoir
et que par conse´quent chaque e´le´ment de la chaˆıne de transmission et re´ception doit eˆtre
teste´ individuellement pour identifier et corriger les proble`mes avant de pouvoir les assembler
et de pouvoir mesurer le syste`me au complet. Les e´le´ments de la chaˆıne e´tant en cours de
conception et de fabrication durant ce me´moire, on a duˆ se contenter de mesures indirectes
pour construire et valider le mode`le.
1. Qualification des re´seaux d’antennes
Dans un premier temps il a fallu mesurer les re´seaux d’antennes seuls pour construire
un mode`le plus re´aliste de simulation. Les mesures ont e´te´ effectue´es en chambre ane´-
cho¨ıque pour obtenir les diagrammes de rayonnement avec les gains et les directivite´s
dans les deux plans.
2. Qualification du canal
Dans un second temps lorsque le mode`le a e´te´ comple´te´, il a fallu le valider. Comme
le syste`me de transmission complet n’e´tait pas fonctionnel pour faire des mesures
directes, on a utilise´ une mesure indirecte ne prenant pas en compte toute la chaˆıne
de transmission mais seulement le canal vu par les re´seaux d’antennes. Un VNA ainsi
que des amplificateurs a` 60 GHz ont e´te´ utilise´s au lieu des e´metteurs et re´cepteurs.
L’analyse spectrale faite par le VNA nous permet d’avoir la re´ponse impulsionnelle du
canal apre`s une transforme´e de Fourier inverse. Cette me´thode indirecte n’est valable
que si l’hypothe`se de canal de´terministe et fixe durant la mesure est ve´rifie´e.
1.4 Principales conclusions
— Les techniques misent en œuvre pour e´viter le lourd processus de traitement du si-
gnal a` l’e´metteur et au re´cepteur permettent la re´ception simultane´e de plusieurs flux
d’informations inde´pendantes sans traitement spe´cifique a` l’e´metteur et au re´cepteur.
— Au niveau des performances on a pu se rapprocher de celles obtenues avec la technique
de de´composition en valeurs singulie`res sous certaines conditions seulement.
4— C’est la directivite´ des antennes associe´e a` une distance de se´paration minimale qui
permet d’accroˆıtre l’inde´pendance des canaux en faisant en sorte que les signaux in-
terfe´rents soit fortement atte´nue´s.
Applications e´ventuelles L’application de cette technique pourrait eˆtre ge´ne´ralise´e a` tous
les syste`mes de communication ope´rant dans le domaine des micro-ondes de manie`re a` soit
garantir la fiabilite´ du lien dans les situations ou` un des canaux est mauvais soit a` augmenter
la capacite´ dans les situations ou` plusieurs canaux sont bons.
1.5 Plan du me´moire
Ce me´moire est divise´ en quatre grandes parties qui correspondent aux e´tapes principales
du travail de recherche. Dans une premie`re partie intitule´e revue de litte´rature, nous allons
pre´senter tous les concepts de base utiles a` la bonne compre´hension de ce me´moire. Le but
e´tant d’introduire brie`vement les concepts qui seront utilise´s dans les parties suivantes de
ce me´moire. Ces concepts sont re´unis autour de plusieurs grands domaines. Les radios fre´-
quences et en particulier le domaine du spectre radio qui nous inte´resse a` savoir les ondes
millime´triques, le domaine des canaux de transmission et enfin celui du traitement du signal
applique´ aux syste`mes MIMO.
La seconde partie de ce me´moire intitule´e mode´lisation explique en de´tail comment les mo-
de`les ont e´te´ construits. Les simplifications utilise´es ainsi que la validation de celle-ci. Les
avantages et les limites des mode`les sont pre´sente´s. Ces mode`les de canaux MIMO a` 60 GHz
sont ensuite utilise´s pour faire des simulations faisant varier plusieurs parame`tres. L’e´tude de
ces simulations permettant de mettre en lumie`re l’impact de chaque parame`tre est pre´sente´e
dans la troisie`me partie.
La quatrie`me partie a pour but de tenter de valider les re´sultats de simulation par l’expe´ri-
mentation. Dans cette partie le mode`le ope´ratoire des diffe´rents sce´narios d’expe´riences est
explique´. Puis les re´sultats issus de ces expe´riences sont analyse´s et pre´sente´s.
Finalement, la conclusion de ce me´moire fait la synthe`se des techniques utilise´es pour faire
du MIMO a` 60 GHz. Les avantages et les limites de chaque technique sont pre´sente´s ainsi
qu’une ouverture sur des travaux futurs pour ame´liorer les techniques propose´es.
5CHAPITRE 2
REVUE DE LITTE´RATURE
Ce chapitre introduit d’une part les concepts de base utilise´s dans ce me´moire, et d’autre
part il pre´sente un e´tat de l’art des techniques utilise´es pour faire du MIMO en ondes milli-
me´triques.
2.1 Radio Fre´quence
2.1.1 Bilan de liaison
Le bilan de liaison permet de repre´senter la chaine de transmission comple`te entre le
signal en bande de base a` l’e´mission et celui en re´ception comme pre´sente´ dans la figure
2.1. Il est donc ne´cessaire de connaˆıtre les gains et les pertes imputables a` chaque e´le´ment
mate´riel (comme les amplificateurs, les antennes, etc.) et immate´riel (comme les pertes en
espace libre)[5].
Antenne Tx
Gt=3dB
Amplificateur
faible bruit
G1=5dB
Oscillateur Fc=2.4GHz
P=14dBm
Antenne Rx
Gr=3dB
Amplificateur
faible bruit
G2=1.5dB
Filtre
passe bande
L4=2dB
Oscillateur Fc=2.4GHz
Filtre
passe bande
L2=2dB
Amplificateur
G3=30dB
modulateur démodulateur
Mixer
L1=1dB
Mixer
L3=1dB
Figure 2.1 Exemple de chaˆıne de transmission.
Pertes dues aux e´le´ments mate´riels
Les pertes dans la chaˆıne mate´rielle sont tre`s nombreuses, elles sont dues aux diffe´rents
e´le´ments qui composent l’e´metteur et le re´cepteur. C’est une caracte´ristique propre a` chaque
e´le´ment qui est de´termine´e lors de sa qualification. Par exemple pour les antennes, les pertes
par re´flexion sont mesure´es a` l’aide d’un analyseur de re´seau en extrayant le parame`tre S11.
6Pertes dues au canal
Les pertes dues au canal de´pendent principalement de l’environnement de transmission
que l’on nomme couramment le canal de transmission. On peut distinguer deux cate´gories
principales de pertes.
1. L’e´loignement entre l’e´metteur et le re´cepteur.
Cette atte´nuation provient du fait que les ondes e´lectromagne´tiques ”perdent” de leur
e´nergie au fur et a` mesure que l’onde se propage dans toutes les directions de l’espace
a` partir de son point d’e´mission. Par conse´quent dans un environnement ide´al isotrope
l’e´nergie rec¸ue au point de re´ception est proportionnelle a` la surface de la sphe`re sur
laquelle toute l’e´nergie est re´partie (cf. figure 2.2). La formule de Friis [5] pre´sente´e
a` l’e´quation 2.1 permet de calculer l’atte´nuation de parcours en espace libre. Elle ne
fournit qu’une approximation grossie`re de l’atte´nuation puisqu’elle se base sur des
mode`les ide´aux, a` savoir un environnement isotrope et sans obstacle.
Pr
Pt
= GrGt
(
λ
4pir
)2
(2.1)
Avec :
Pr : La puissance rec¸ue (W)
Pt : La puissance transmise (W)
λ : La fre´quence de la porteuse (Hz)
Gt : Le gain de l’antenne de transmission
Gr : Le gain de l’antenne de re´ception
r : La distance en ligne de vue se´parant l’e´metteur du re´cepteur (m)
Antenne
r
Aire=4πr2
Figure 2.2 Re´partition de l’e´nergie transmise
La formule de Friis est principalement utilise´e lorsque le trajet dominant est en ligne
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Figure 2.3 Application formule de Friis
de vue. En particulier pour e´valuer la porte´e maximale d’un syste`me point a` point
ou bien pour calculer la puissance d’e´mission minimale pour que le rapport signal sur
bruit (SNR 1) au re´cepteur soit suffisant pour re´cupe´rer l’information transmise.
2. L’absorption des mole´cules pre´sentent dans l’atmosphe`re.
Des e´tudes [6] ont de´montre´ que les gaz qui composent notre atmosphe`re absorbent
certaines fre´quences du spectre e´lectromagne´tique. Ce phe´nome`ne d’absorption est duˆ
au fait que les mole´cules re´sonnent a` des fre´quences particulie`res appele´es fre´quences
de re´sonance. C’est cette proprie´te´ me´canique qui est a` l’origine de l’absorption des
ondes e´lectromagne´tiques.
Parmi les mole´cules tre`s absorbantes on retrouve les mole´cules d’eau pre´sentent sous
forme de vapeur, les mole´cules de dioxyge`ne ainsi que certaines autres mole´cules pre´-
sentent dans l’atmosphe`re comme pre´sente´ dans le document issu de la FCC 2 en
annexe A. Ce document pre´sente l’absorption (en dB/km) de diffe´rentes mole´cules en
fonction de la fre´quence.
Par ailleurs la concentration de ces e´le´ments variant en fonction de l’altitude, on ob-
serve aussi des absorptions diffe´rentes en fonction de l’altitude.
2.1.2 Ondes millime´triques
De´finition Les ondes millime´triques appartiennent a` la dernie`re zone du spectre radio avant
les Te´rahertz comme on peut le voir sur la figure 2.4. On parle aussi de la bande EHF 3 pour
les ondes millime´triques.
Toutes ces appellations font re´fe´rence au domaine spectral radio qui s’e´tend par convention
de 30 a` 300 GHz soit une longueur d’onde comprise entre 1mm et 10 mm.
1. Signal to Noise Ratio
2. Federal Communication Commission
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Figure 2.4 Spectre e´lectromagne´tique
Les ondes millime´triques appartiennent au domaine des micro-ondes qui commence de`s 1
GHz (soit une longueur d’onde de 30 cm). Le spectre des ondes millime´triques est lui aussi
subdivise´ en bande pour les applications techniques comme on peut le voir sur le tableau
2.1. Ces bandes sont utilise´es pour les spe´cifications techniques du mate´riel radio comme les
caˆbles et les connecteurs.
Tableau 2.1 Tableau des bandes pour les applications techniques
Bande Fre´quences en GHz longueur d’onde en mm
Ka 26,5 - 40 7.5 - 11.3
Q 33 - 50 6 - 9.1
U 40 - 60 5 - 7.5
V 50 - 75 4 - 6
E 50 - 90 3.3 - 6
W 75 - 110 2.7 - 4
D 110 - 170 1.8 - 2.7
G 140 - 220 1.4 - 2.1
Caracte´ristique Les ondes millime´triques ont des caracte´ristiques qui leur confe`rent des
proprie´te´s inte´ressantes pour de nombreuses applications.
— Les faibles longueurs d’ondes permettent une miniaturisation de tous les e´le´ments ra-
dios permettant ainsi l’inte´gration de nombreux e´le´ments ne´cessaires a` la re´ception
ou a` la transmission sur un meˆme substrat. Les antennes peuvent elles aussi y eˆtre
inte´gre´es sous forme d’antennes planaires dont les dimensions sont en demi-longueur
d’onde. On peut ainsi inte´grer plusieurs patchs sur de tre`s petites surfaces et former
9un re´seau de patchs.
— Une forte atte´nuation du signal due au parcours. Cette atte´nuation est de −68dB a`
1 me`tre a` 60 GHz d’apre`s la formule de Friis (cf. Eq.2.1) en conside´rant des antennes
de re´fe´rence isotropiques de gain nul. Ensuite le signal perd 6dB a` chaque fois que la
distance double. La porte´e est donc re´duite.
— Une forte atte´nuation due a` l’absorption des mole´cules pre´sentes dans l’atmosphe`re
sur certaines bandes du spectre comme le montre la figure de l’annexe B. On observe
les plus fortes atte´nuations a` 60 GHz, 120 GHz et 180 GHz. Ceci restreint ces bandes a`
des applications de courtes porte´es. Alors que les bandes proches de 30 GHz, 90 GHz,
140 GHz et 230 GHz sont pour des applications de plus longues porte´es.
— Des largeurs de bandes disponibles de plusieurs gigahertz (cf. figure 2.2) permettent
d’atteindre de tre`s hauts de´bits, de l’ordre du Gbit/s voir de la dizaine de Gbit/s. Ce
qui re´serve ces fre´quences a` des usages ne´cessitant de tre`s large bande passante comme
la vide´o haute de´finition.
— Un phe´nome`ne de diffusion beaucoup plus important lors de la rencontre d’un obstacle.
En effet, de´pendamment de la nature de l’obstacle, une partie de l’e´nergie est absorbe´e,
une autre est transmise, et le reste est soit re´fle´chie soit diffuse´e de´pendamment de
la rugosite´ du mate´riau composant l’obstacle et de la longueur d’onde (cf. figure 2.5).
Pour eˆtre diffuse´e, il faut que l’ordre de grandeur des rugosite´s soit le meˆme que celui
de la longueur d’onde λ. Lorsque λ est beaucoup plus grande, l’onde incidente est
re´fle´chie. C’est le phe´nome`ne dominant pour les ondes centime´triques et plus.
Par conse´quent, les ondes millime´triques vont certes cre´er par diffusion plus de multi-
trajets, mais en contrepartie l’e´nergie de ces multi-trajets est beaucoup plus faible
compare´e a` celle issue des re´flexions spe´culaires. Ceci est duˆ au fait que l’e´nergie des
ondes diffuse´es se re´partie sur une demi-sphe`re alors que l’e´nergie des ondes re´fle´chies
est concentre´e dans une direction (cf. figure 2.5).
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Figure 2.5 Les types de re´flexions
Applications Les ondes millime´triques restent aujourd’hui assez peu exploite´es par l’in-
dustrie mais font l’objet d’intenses recherches dans le domaine des te´le´communications . En
revanche, elles sont utilise´es depuis plusieurs anne´es dans le domaine de la de´tection et plus
re´cemment de l’imagerie. Elles ont un e´norme potentiel de part leurs caracte´ristiques, mais la
contre partie, c’est que la conception et la fabrication de syste`mes les utilisant sont complexes.
Les te´le´communications en ondes millime´triques Les dernie`res ge´ne´rations de
technologies sans-fil cellulaire LTE 4 et re´seaux locaux WIFI 802.11ac viennent a` peine d’eˆtre
adopte´es que l’on parle de´ja` des futures ge´ne´rations. Les grands acteurs des te´le´communica-
tions se me`nent une guerre technologique pour imposer leurs mode`les. Et on peut de´ja` dire
que le spectre des ondes millime´triques sera au cœur de la 5e`me ge´ne´ration pour le cellulaire
[7] et de la prochaine norme WIFI (802.11ad) [4] .
Ce fort inte´reˆt pour ce domaine du spectre fre´quentiel provient de l’ouverture de bandes de
plusieurs gigahertz de largeur de bande par la FCC(cf. tableau 2.2).
Tableau 2.2 Tableau des bandes de fre´quences autorise´es par la FCC
Bandes Largeur de bande Sous licence Restrictions
38.6 - 40.0 GHz 1.4 GHz oui
57 - 64 GHz 7 GHz non Jusqu’a` 1.7km
71 - 76 GHz 5 GHz oui
81 - 86 GHz 5 GHz oui
92 - 95 GHz 3 GHz oui
4. Long Term Evolution
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— La bande 38.6 - 40.0 GHz, sous licence, offre 1.4 GHz de largeur de bande. Elle est
adapte´e aux communications de moyennes distances (quelques centaines de me`tres)
de type point a` multi-points et est actuellement a` l’e´tude [8][9] pour comple´menter la
norme actuelle en te´le´communication mobile (LTE) qui fonctionne a` des fre´quences de
quelques gigahertz avec une largeur de bande de 20 MHz au maximum. Cette e´volution
permettra de passer de 300Mbit/s pour le LTE a` quelques Gbits/s.
— La bande 57 - 64 GHz, sans licence, offre 7 GHz de largeur de bande. Elle est adap-
te´e aux communications courtes porte´es (une dizaine de me`tres). Cette bande sera
d’ailleurs utilise´e par la prochaine norme WIFI (802.11ad) [4] qui permettra d’at-
teindre des de´bits de plusieurs Gbits/s qui e´taient jusqu’a` pre´sent re´serve´s aux com-
munications filaires. Cette technologie va sans doute re´volutionner les applications
multime´dia qui sont tre`s gourmandes en largeur de bande. Une des applications les
plus attendues sera de pouvoir transmettre du contenu vide´o haute re´solution sans-fil
et ainsi se passer des caˆbles entre les e´crans et les pe´riphe´riques multime´dia.
— Les bandes 71 - 76 GHz, 81 - 86 GHz et 92 - 95 GHz, sous licence, offrent entre 3 et
5 GHz de largeur de bande. Elles sont adapte´es aux transmissions tre`s hauts de´bits
de type point a` point sur de longues distances (plusieurs kilome`tres) [10, 11, 12]. Elles
peuvent eˆtre tre`s utiles dans les environnements ou` il est difficile de de´ployer de la
fibre optique. Par exemple pour relier de hauts baˆtiments il peut eˆtre plus simple et
surtout moins one´reux d’utiliser une liaison point a` point avec des antennes directives
sur les toits plutoˆt que de faire installer de la fibre dans un environnement urbain.
2.1.3 Les re´seaux d’antennes [1, 2]
De´finition Un re´seau d’antennes est un type d’antenne qui est en re´alite´ compose´ de plu-
sieurs antennes. Le but e´tant de faire interfe´rer les antennes entre elles afin d’obtenir la
caracte´ristique souhaite´e de l’antenne re´sultante. Cette technologie permet d’augmenter le
gain de l’antenne re´sultante dans certaines directions.
Proprie´te´s Chaque antenne prise inde´pendamment rayonne diffe´remment en fonction de
l’angle d’e´mission dans le plan H et dans le plan E. Cette caracte´ristique intrinse`que de
l’antenne se mesure en chambre ane´cho¨ıque et permet d’obtenir le diagramme de rayonnement
de l’antenne dans les deux plans qui donne l’amplitude et la phase du signal transmis selon
la direction d’e´mission.
Dans le cas des re´seaux d’antennes, il y a un couplage entre les antennes duˆ au re´seau
d’alimentation. Ce qui a pour conse´quence de modifier le diagramme de rayonnement de
l’antenne re´sultante, c’est-a`-dire du re´seau d’antennes. Le couplage provient du phe´nome`ne
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d’ondes constructives et destructives qui apparaˆıt suivant certaines directions. Quand les
ondes transmises par les diffe´rentes antennes se rencontrent on observe suivant l’amplitude et
la phase de ces ondes soit un phe´nome`ne d’ondes constructives lorsque les diffe´rentes ondes
sont en phase, soit un phe´nome`ne d’ondes destructives lorsque celles-ci sont en opposition de
phase. Il en re´sulte que suivant certaines directions le signal e´mis sera plus fort et suivants
d’autres il sera plus faible. La puissance totale transmise est la meˆme, seulement elle n’est
pas re´partie uniforme´ment dans toutes les directions comme c’est le cas pour les antennes
isotropes.
Figure 2.6 Diagramme de rayonnement 3D : a` gauche 1 patch ; a` droite un re´seau de 4 patchs
Les re´seaux de patchs Lorsque l’on utilise des antennes patchs (cf. figure 2.7) dans un
re´seau on parle alors de re´seau de patchs. Les patchs sont des antennes a` 2 dimensions
qui ont la particularite´ d’eˆtre simples a` fabriquer, puisqu’elles sont base´es sur les technologies
micro rubans qui consistent a` imprimer sur un substrat die´lectrique des e´le´ments me´talliques.
Elles se composent donc d’un plan de masse colle´ au substrat sur lequel sont imprime´s les
e´le´ments me´talliques rayonnants comme on peut le voir sur la figure 2.8. L’e´le´ment me´tallique
rayonnant e´tant couramment une forme simple comme un disque, un rectangle ou un carre´
dont la longueur est en demi-longueur d’onde.
La propagation des lignes de champs s’effectue a` la fois dans l’air et le die´lectrique, leur
re´partition de´pend principalement
— De la largeur (W ) des lignes me´talliques
— Des caracte´ristiques du substrat : sa constante die´lectrique (r) et son e´paisseur (h)
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Figure 2.7 Photographie d’un re´seau de 8 patchs fonctionnant a` 60 GHz fabrique´ a` l’E´cole
Polytechnique de Montre´al
Patch 
1
Patch 
2
Patch 
3
Patch 
4
Élément
rayonnant
Substrat
Plan de masse
Ligne
microruban
E2E1 E3 E4
Figure 2.8 Structure d’un re´seau de patchs
Conception des patchs Plus la fre´quence utilise´e est importante et plus on cherche a`
minimiser le rayonnement des lignes en espace libre en augmentant la constante die´lectrique
afin de concentrer l’e´nergie e´lectromagne´tique dans le die´lectrique. C’est pour cette raison
qu’en onde millime´triques on utilise des substrats comme l’alumine ou la ce´ramique qui ont
des constantes die´lectriques infe´rieures a` 10 et des e´paisseurs de l’ordre de la centaine de µm
(cf. [13]). On e´vite ainsi les pertes dans les lignes microrubans des circuits qui ont un impact
plus important a` tre`s haute fre´quence puisque les puissances deviennent de plus en plus faibles
en partie a` cause de la difficulte´ de construire des oscillateurs puissants. En contrepartie on
limite la puissance rayonne´e des patchs, on augmente les pertes par effet Joule, et on limite
la bande passante des patchs. Par conse´quent il est important, de bien choisir le mate´riau et
l’e´paisseur du substrat pour obtenir le meilleur compromis pour les e´le´ments rayonnants et
non rayonnants.
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Avantages et limitations des patchs Voici une e´nume´ration non exhaustive des
avantages et des limitations des antennes patchs aussi appele´es antennes microruban par
rapport aux antennes micro-ondes classiques :
Quelques avantages :
— Faible poids
— Encombrement re´duit a` mesure que la fre´quence augmente
— Facilite´ a` faire des re´seaux d’antennes a` mesure que la fre´quence augmente
— Faible couˆt et production en masse facile
— Inte´gration du syste`me d’adaptation directement a` l’antenne
— Utilisation avec les circuits hybrides et les MMIC 5 [14]
Quelques limitation :
— Bande passante e´troite
— Gain limite´
— Ne supporte que de faibles puissances
— Rayonnement sur un demi-plan
— Perte de rayonnement a` cause des ondes de surface dans le substrat
2.2 Canaux de transmission
De´finition Le canal de transmission repre´sente le milieu dans lequel se propage l’informa-
tion sous forme d’une onde e´lectromagne´tique entre un e´metteur (Tx) et un re´cepteur (Rx).
Ce milieu est compose´ initialement de mole´cules, celles qui composent l’atmosphe`re si on
travail sur terre ou bien le vide si on travail dans l’espace. Bien suˆr, il s’agit la` d’un cas sim-
pliste. Viennent ensuite s’ajouter tous les objets qui vont avoir un impact sur la transmission.
Chaque objet de´pendamment du mate´riau qui le compose et de sa forme va influencer toutes
ondes incidentes le frappant. Le canal de transmission doit prendre en compte tous ces phe´-
nome`nes qui modifient le signal transmis par l’e´metteur jusqu’a` ce qu’il arrive au re´cepteur.
Pour concevoir un syste`me de communication, on va chercher a` faire des mode`les permettant
de repre´senter la re´alite´ le plus fide`lement possible sous forme mathe´matique.
2.2.1 Mode`les de´terministes
Les mode`les de´terministes permettent la connaissance parfaite des parame`tres d’atte´nua-
tion et de retard de tous les trajets d’un canal de communication sans-fil. Ce type de mode`le
est utilisable dans les environnements pauvres c’est-a`-dire lorsqu’il y a tre`s peu de phe´nome`nes
de re´flexion, diffusion, et diffraction. Lorsque les environnements deviennent trop riches il est
5. Microwave Monolithic Integrated Circuit
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Figure 2.9 canal de transmission multi-trajets
impossible de connaˆıtre a` chaque instant les parame`tres de chaque trajet. On utilise alors
des mode`les statistiques pour mode´liser ces canaux. Dans ce me´moire nous nous inte´ressons
seulement aux canaux de´terministes.
Formulation mathe´matique [1, 2] Pour simplifier la formulation mathe´matique, on uti-
lise un mode`le a` entre´es sorties. Plus concre`tement, conside´rons la variable x(t) fonction du
temps t comme e´tant le signal transmis par l’e´metteur Tx a` l’instant t et y(t) comme e´tant le
signal rec¸u par le re´cepteur Rx a` l’instant t. Le canal est la fonction mathe´matique nomme´e
commune´ment h(τ, t) qui permet de passer de x(t) a` y(t). Cette fonction h peut elle meˆme
de´pendre du temps t si le comportement du canal varie dans le temps. On parle alors de
canal non stationnaire. Elle va aussi de´pendre de τ qui repre´sente le retard dont est affecte´ le
signal lorsqu’il existe en plusieurs exemplaires a` cause de multiples re´flexions qui vont induire
des trajets parcourus plus ou moins longs d’ou` la notion de retard. La relation mathe´matique
qui lie le signal rec¸u y(t) avec le signal e´mis x(t) et le canal de transmission h(τ, t) est la
convolution de x(t) avec h(τ, t) comme on peut le voir dans l’e´quation 2.2
y(t) =
∫ ∞
−∞
h(τ, t)x(t− τ)dτ (2.2)
L’e´quation 2.3 repre´sente la re´ponse impulsionnelle h(t, τ) du canal. Elle caracte´rise le canal
comme e´tant la somme de fonctions de Dirac δ(τ) retarde´es de τi(t) et atte´nue´es de ai(t) avec
i l’index du trajet entre l’e´metteur et le re´cepteur.
h(τ, t) =
∑
i
ai(t)δ(τ − τi(t)) (2.3)
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La fonction de Dirac est de´crite dans l’e´quation 2.4
δ(τ) =
{
0 si τ 6= 0
1 si τ = 0
(2.4)
Pour simplifier encore la formulation on passe ensuite l’e´quation 2.2 dans le domaine discret
qui est mieux adapte´ aux transmissions nume´riques. L’e´quation 2.5 en donne la formulation
mathe´matique.
y[m] =
∑
l
hl[m]x[m− l] (2.5)
l correspond au ”tap”. On peut conside´rer un ”tap” comme e´tant un intervalle de temps fixe
d’une dure´e de 1/W seconde dans lequel vient s’ajouter les signaux issus de diffe´rents trajets
ayant un retard compris entre
[
l
W
, l+1
W
]
. m repre´sente le temps e´chantillonne´ tel que t = m
W
.
L’e´quation 2.6 donne l’expression permettant de calculer hl[m].
hl[m] =
∑
i
abi(m/W )sinc[l − τi(m/W )W ] (2.6)
abi repre´sente l’atte´nuation du trajet i en bande de base. Comme le montre l’e´quation 2.7 il
de´pend de ai(t), de la fre´quence de la porteuse fc et du retard τi du trajet i.
abi(t) = ai(t) exp
−j2pifcτi(t) (2.7)
Le signal y[m] est la somme des signaux rec¸us a` l’instant m. Il se compose (cf. figure 2.9) :
— Des trajets qui arrivent dans le tap l = 0. On retrouve principalement dans ce tap
les trajets les plus courts. C’est-a`-dire ceux dont le de´lai ne de´passe pas 1
W
. Ils corres-
pondent au signal envoye´ x[m].
— Des trajets qui arrivent dans le tap l = 1. On retrouve principalement dans ce tap
les trajets ayant un retard compris entre [ 1
W
, 2
W
] c’est-a` dire 1 symbole de retard. Par
conse´quent ces trajets correspondent au signal envoye´ x[m− 1] qui a e´te´ retarde´ de la
dure´e d’un symbole.
— Des trajets qui arrivent dans les taps suivants. Le nombre de taps de´pend du trajet
ayant le plus grand retard. L’e´quation 2.8 donne la formule permettant de connaˆıtre
le nombre de taps L ne´cessaire pour mode´liser un canal.
l ∈ J0, LK avec L = ⌈max
i
( τi
W
)⌉
− 1 (2.8)
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Cas particulier des canaux en ligne de vue (LOS)
m
l
h0 h0
31 2 31 2 4 5
x[m]
Tx Rx
1/W 1/W
Figure 2.10 canal de transmission en ligne de vue
De´finition Un canal en ligne de vue a la particularite´ d’eˆtre de´pourvu de multi-trajets
comme le montre la figure 2.10. Seul le trajet direct entre l’e´metteur et le re´cepteur existe.
En re´alite´ on conside`re un canal comme e´tant LOS lorsque le trajet direct est dominant,
en d’autres termes, lorsque l’on peut ne´gliger l’effet des multi-trajets indirects. Quantitati-
vement, on peut conside´rer un canal e´tant LOS lorsque l’atte´nuation des multi-trajets est
infe´rieure d’au moins 20dB a` l’atte´nuation du trajet direct.
L’e´quation 2.9 donne la condition pour conside´rer un canal comme LOS avec i = 0 le trajet
direct et i > 0 les trajets indirects :
∀i > 0 et ∀t, 20 log10
(
a0(t)
ai(t)
)
> 20dB (2.9)
Formulation mathe´matique [1, 2] Dans cette situation particulie`re, ou` seul un trajet
domine et les autres e´tant ne´gligeables, on peut simplifier le mode`le. En effet, puisque les
signaux arrivent en un seul exemplaire, il n’y pas plus de phe´nome`ne d’e´talement temporel
du signal. Il n’est donc plus ne´cessaire de conside´rer le retard qui n’a de sens que lorsqu’il
existe plusieurs exemplaires d’un meˆme signal. On va donc reprendre le mode`le multi-trajets
large bande mais en ne conside´rant que le tap l = 0. Comme il n’y a qu’un seul trajet, i est
toujours e´gal a` 0. On e´vite ainsi l’ope´ration de convolution. En bande passante l’e´quation 2.2
devient l’e´quation 2.10.
y(t) = h(t)x(t) avec
h(t) = a0(t)δ(t− τ0(t))
(2.10)
En bande de base discre`te l’e´quation 2.5 devient l’e´quation 2.11.
y[m] = h[m]x[m] avec
h[m] = ab0(m/W )sinc[τ0(m/W )W ] et
ab0(t) = a0(t) exp
−j2pifcτ0(t)
(2.11)
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Avec ce type de canal, le traitement du signal rec¸u est conside´rablement simplifie´ puisqu’il
n’est plus ne´cessaire de corriger l’effet des retards dus aux multi-trajets. Seul l’effet du canal
h0 est a` corriger. Pour une modulation nume´rique de type MPSK il suffit de corriger l’erreur
de phase cause´e par le canal.
Capacite´ du canal
De´finition La capacite´ de Shannon est une notion de the´orie de l’information de´cou-
verte par Claude Shannon. Elle permet de calculer le de´bit the´orique maximum sur un canal
bruite´ donne´ qui garantit qu’il est possible de trouver un codage permettant d’obtenir une
probabilite´ d’erreur aussi petite qu’on veut. Cette capacite´ s’exprime en bit/s/Hz. On peut
re´sumer en disant qu’il s’agit du de´bit the´orique maximum que peut supporter le canal tout
en garantissant que l’information sera re´cupe´rable sans erreur.
Formulation mathe´matique [1, 2] Soit un canal invariant dans le temps avec un
bruit additif Gaussien complexe w ∼ CN (0, N0) de moyenne nulle et de variance N0 (cf.
figure 2.11). On de´finit P comme e´tant la puissance moyenne des symboles. La capacite´ de
Shannon de ce canal est pre´sente´e a` l’e´quation 2.12. Elle de´pend uniquement du rapport
entre la puissance rec¸ue P |h|2 et la densite´ spectrale de puissance du bruit N0. On la nomme
CSISO car il s’agit d’un canal avec une seule antenne Tx et une seule antenne Rx. Ce canal
peut transmettre au maximum CSISO ×W bits/s de´pendamment de la largeur de bande W
utilise´e pour transmettre l’information.
CSISO = log2
(
1 +
P |h|2
N0
)
[bit/s/Hz] (2.12)
hx y
w ~ CN(0,N0)
Figure 2.11 Repre´sentation d’un canal avec bruit blanc additif Gaussien sous forme d’un
syste`me a` entre´es sorties
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Avantage et limites Voici une liste non exhaustive des avantages et des limites de ce
mode`le de´terministe.
Quelques avantages
— Mode´lisation de tous les canaux de´terministes
— Les effets des multi-trajets sont mode´lise´s
— Les phe´nome`nes d’e´vanouissement et de masquage sont mode´lise´s
— Offre une bonne fide´lite´ lorsque les parame`tres varient peu dans le temps
Quelques limites
— N’est applicable que dans des environnements avec peu de re´flexions
— Ne permet pas de mode´liser correctement les canaux ou` les parame`tres varient trop
rapidement (variation a` l’inte´rieur d’une pe´riode symbole 1
W
)
— Complexite´ croissante lorsque le nombre de trajets augmente et que les de´lais s’e´talent
dans le temps
2.3 Traitement du signal
De´finition Le traitement du signal en te´le´communication intervient en amont de la chaˆıne
RF pour l’e´metteur et en aval pour le re´cepteur. C’est un ensemble d’ope´rations a` appli-
quer au signal dans le but de pouvoir re´cupe´rer correctement l’information transmise. On le
trouve ge´ne´ralement a` la re´ception mais peut aussi eˆtre utilise´ lors de la transmission afin
de conditionner les signaux en fonction du canal ainsi que pour faciliter la re´cupe´ration de
l’information a` la re´ception. De nombreuses techniques de traitement du signal existent pour
ame´liorer les performances globales des syste`mes de communication. Elles ont longtemps uti-
lise´es la seule dimension temporelle, mais celles qui vont eˆtre particulie`rement e´tudie´es dans
ce me´moire sont base´es sur l’utilisation d’un syste`me a` plusieurs entre´es sorties qui permet
d’ajouter la dimension spatiale en plus de la dimension temporelle. Concre`tement cela revient
a` utiliser plusieurs antennes a` l’e´mission et a` la re´ception. D’ou` son nom MIMO pour multiple
input and multiple output.
2.3.1 La technologie MIMO
Les premie`res techniques a` utiliser plusieurs antennes ne se faisaient qu’a` l’e´mission ou
a` la re´ception. Pour cette raison, on qualifie ces techniques de syste`mes SIMO lorsque qu’il
y a plusieurs antennes a` la re´ception seulement et MISO lorsqu’il y a seulement plusieurs
antennes a` l’e´mission. Ces syste`mes sont pre´sente´s dans la figure 2.12.
Les premie`res technologies exploitaient le MISO et le SIMO pour estimer l’angle d’arrive´e
du signal. On a aussi utilise´ ces deux syste`mes pour augmenter la diversite´ du signal. Cette
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Figure 2.12 Repre´sentation sche´matique des diffe´rents syste`mes utilisant plusieurs antennes
technique consiste a` re´cupe´rer le meˆme signal mais issu de diffe´rents canaux inde´pendants.
On peux alors reconstruire l’information transmise meˆme si certains canaux sont mauvais. Ce
n’est que plus tard qu’on a commence´ a` s’inte´resser aux syste`mes MIMO, avec la publication
en 1999 d’un article [15] de I. Emre Telatar de´crivant la capacite´ des syste`mes MIMO dans
un canal Gaussien, pour augmenter la capacite´ des syste`mes sans-fil qui e´tait jusqu’a` ce
moment limite´e par la largeur de bande du canal. Tre`s rapidement apre`s cette publication sont
apparus les premiers syste`mes de communication commerciaux utilisant cette technologie.
C’est l’arrive´e de la norme WIFI 802.11n au de´but des anne´es 2000 qui va eˆtre le coup d’envoi
de l’utilisation a` grande e´chelle de cette technologie dans les syste`mes de communications
nume´riques. Depuis, cette technologie a e´te´ reprise dans la nouvelle norme WIFI 802.11ac
ainsi que dans la dernie`re ge´ne´ration de technologie de te´le´phonie mobile appele´e LTE.
De´finition En te´le´communications le MIMO permet d’utiliser a` la fois la dimension tem-
porelle et la dimension spatiale. Cette nouvelle dimension permet de recevoir les signaux
en plusieurs exemplaires puisque chaque antenne de re´ception va recevoir le signal e´mis par
chaque antenne d’e´mission mais a` travers des canaux diffe´rents. L’inte´reˆt de ces copies est
qu’elles proviennent de canaux spatialement diffe´rents que l’on peut conside´rer comme inde´-
pendants sous certaines conditions, comme la distance de se´paration des antennes qui joue
un roˆle important. Du point de vue mathe´matique cela signifie que ces canaux ne sont pas
corre´le´s entre eux.
Le signal provenant de l’e´metteur est plus ou moins de´forme´ par l’effet des canaux. Il est alors
pertinent d’utiliser ces diffe´rents exemplaires pour reconstruire le signal graˆce a` diffe´rentes
me´thodes dont le but est de combiner les diffe´rents exemplaires de manie`re a` maximiser le
SNR qui est responsable de l’augmentation de la capacite´. Une pre´sentation de quelques unes
de ces me´thodes de traitement du signal MIMO est donne´e dans une prochaine partie.
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Formulation mathe´matique d’un canal MIMO de´terministe [1, 2, 16] Comme
pour les canaux de´terministes SISO, on a besoin de connaˆıtre les diffe´rents trajets qui sont
caracte´rise´s par leur atte´nuation et leur retard. Seulement au lieu de faire cela pour un
seul couple (antenne Rx, antenne Tx), il va falloir le faire pour toutes les combinaisons de
couple d’antenne Rx et Tx. Pour simplifier la repre´sentation de l’ensemble de ces couples,
les canaux MIMO (cf. figure 2.13) sont repre´sente´s par une matrice souvent appele´e H (de
dimensions n × m), ou` les lignes repre´sentent les antennes de re´ception et les colonnes les
antennes d’e´mission. Par conse´quent le canal entre la ie`me antenne de re´ception (Rxi) et la
j e`me antenne de transmission (Txj) est repre´sente´ par la variable hij qui se trouve a` la i
e`me
ligne et j e`me colonne de la matrice H comme pre´sente´ dans l’e´quation 2.13. Les signaux a`
transmettre via les antennes Txj sont donne´s dans le vecteur x et les signaux rec¸us par les
antennes Rxi dans le vecteur y. La relation liant y et x est pre´sente´e a` l’e´quation 2.14.
h11
Tx2
Tx1
Rx2
Rx1
h22
h12 h21
T
X
R
X
Figure 2.13 Repre´sentation sche´matique d’un canal MIMO (2× 2)
H[n×m] =

h(1,1) · · · h(1,m)
...
. . .
...
h(n,1) · · · h(n,m)
 =

h1,1 · · · h1,m
...
. . .
...
hn,1 · · · hn,m
 (2.13)
y[n×1] = H[n×m]x[m×1] (2.14)
Canal a` large bande Pour un canal de´terministe a` large bande, caracte´rise´ par des
multi-trajets impliquant un e´talement du retard supe´rieur au temps symbole ( 1
W
), on utilise
la formulation mathe´matique de l’e´quation 2.15. l repre´sente le tap, m le temps e´chantillonne´
et hl se trouve a` l’e´quation 2.6
Hl[m] =

hl(1,1)[m] · · · hl(1,m)[m]
...
. . .
...
hl(n,1)[m] · · · hl(n,m)[m]
 (2.15)
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Canal a` bande e´troite Lorsque le canal est a` bande e´troite (e´talement du retard
infe´rieur a` 1
W
), la formulation mathe´matique du canal MIMO se simplifie comme pre´sente´
dans l’e´quation 2.16. h se trouve a` l’e´quation 2.11. Comme il n’y a plus qu’un seul tap pour
l = 0, l’indice l devient inutile. A` noter que pour un canal invariant dans le temps, l’indice
m devient aussi inutile.
H[m] =

h1,1[m] · · · h1,m[m]
...
. . .
...
hn,1[m] · · · hn,m[m]
 (2.16)
2.3.2 Me´thode de traitement du signal MIMO
Le traitement du signal en MIMO est ne´cessaire pour pouvoir re´soudre correctement les
diffe´rents trajets possibles entre les diffe´rentes antennes. On se sert a` cette fin de la dimen-
sion spatiale qui permet l’utilisation d’antennes multiples. En effet, l’utilisation de plusieurs
antennes permet d’une part de transmettre diffe´rents signaux et d’autre part de recevoir ces
signaux en plusieurs exemplaires issus des diffe´rentes antennes de re´ception. L’emplacement
spatial des antennes est responsable de la corre´lation entre les canaux qu’on souhaite le moins
corre´le´s possible afin d’obtenir de l’information supple´mentaire pour re´cupe´rer les symboles
transmis.
Toutes les me´thodes de traitement des signaux sont base´es sur la connaissance des diffe´rents
canaux. Il faut de`s lors diffe´rencier deux grandes cate´gories de me´thode de traitement des
signaux. Celles ou` les canaux sont connus a` l’e´metteur comme au re´cepteur, et celles ou` seul
le re´cepteur en a connaissance. Si ni le re´cepteur ni l’e´metteur n’ont connaissance du canal,
il devient alors impossible de re´cupe´rer correctement les signaux transmis a` cause du fait que
pour chaque signal tous les autres sont des interfe´rents.
SVD La de´composition en valeurs singulie`res est une technique de traitement du signal qui
ne peut eˆtre utilise´e que si le canal est connu a` l’e´metteur ainsi qu’au re´cepteur. Elle consiste
a` faire un travail conjoint a` l’e´metteur et au re´cepteur de projection des signaux dans les
directions des vecteurs propres du canal. Autrement dit cela revient a` diagonaliser la matrice
du canal de manie`re a` ce que les canaux de transmission soient orthogonaux entre eux. Par
conse´quent, chaque canal devient inde´pendant vis-a`-vis des autres, et il devient alors possible
de re´soudre sans difficulte´ les signaux transmis via ces canaux.
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Formulation mathe´matique [1, 2, 16] Toute matrice H peut s’e´crire par de´compo-
sition SVD sous forme de 3 matrices dont une diagonale (si H est inversible) comme montre´
dans l’e´quation 2.17.
H = UΛV ∗ =
[
u1 · · · um
]

λ1,1 0 · · · 0
0 λ1,2
...
...
. . . 0
0 · · · 0 λmin(n,m)


v∗1
...
v∗n
 (2.17)
avec U ∈ Cm×m , V ∈ Cn×n et Λ ∈ Rn×m
ou` :
— V ∗ et U sont les matrices unitaires de pre´ et post traitement permettant d’effectuer
le changement de base graˆce aux vecteurs propres uj et vi.
— U∗ et V ∗ sont respectivement les matrices adjointes de U et V tel que U∗U = UU∗ = Im
et V ∗V = V V ∗ = In avec Ii la matrice identite´ de taille i.
— Les vecteurs propres vi permettent de passer de l’ancienne base Borig a` la nouvelle
base orthogonale Bortho. Les vecteurs propres uj font l’ope´ration inverse.
— Λ est la nouvelle matrice du canal qui est de´sormais diagonale si H est inversible
(det(H) 6= 0).
— Les termes diagonaux λi avec i ∈ [1,min(n,m)] sont des re´els positifs classe´s en ordre
croissant et λ2i repre´sente la puissance de chaque canal. Par conse´quent, la qualite´ des
canaux est classe´e du meilleure au pire.
Le nombre de canaux orthogonaux est e´gal au nombre de termes diagonaux non nuls. Ce
nombre ne peut pas de´passer min(n,m).
V V* U U*
Nouveau canal
Ancien canal
xm
x1
xm
x1
ym
y1
ym
y1
λmin(n,m)
λ1 w1
wmin(n,m)
~
~
~
~
Figure 2.14 Syste`me MIMO avec SVD
24
Utilisation Un syste`me MIMO utilisant la me´thode SVD est pre´sente´ a` la figure 2.14.
Il s’agit de faire en sorte que le nouveau canal soit la matrice diagonale Λ. D’apre`s l’e´quation
2.17 on peut re´e´crire l’e´quation 2.14 pour obtenir l’e´quation 2.18
y = Hx = UΛV ∗x (2.18)
Pour obtenir des canaux orthogonaux on projette les symboles a` transmettre dans la direction
des vecteurs propres de V . On peut alors re´e´crire le vecteur x comme e´tant la projection du
vecteur x˜ dans la direction des vecteurs propres de V . x˜ est donc le signal a` transmettre dans
la base orthogonale Bortho et x correspond au meˆme signal mais dans la base des antennes
Borig.
De meˆme, on de´finit y˜ comme e´tant le signal rec¸u dans la base orthogonale Bortho. Il est
obtenu en projetant le signal rec¸u y dans la base Borig suivant la direction des vecteurs de la
base Bortho (multiplication par U∗). L’e´quation 2.19 donne l’expression mathe´matique de ces
changements de base.
Le premier changement de base repre´sente le pre´-traitement a` effectuer a` l’e´metteur avant
d’envoyer les signaux de la nouvelle base alors que le second changement de base repre´-
sente le post-traitement a` effectuer au re´cepteur afin de re´cupe´rer le signal rec¸u dans la base
orthogonale.
x = V x˜ et y˜ = U∗y (2.19)
avec x et y ∈ Borig
et x˜ et y˜ ∈ Borth
En inte´grant les changements de base de l’e´quation 2.19 dans l’e´quation 2.18 on obtient
l’e´quation 2.20 qui montre que le signal rec¸u y˜ dans la base Bortho est bien issu du signal x˜
dans la base Bortho a` travers le canal MIMO diagonal Λ.
y˜ = U∗UΛV ∗V x˜ = Λx˜ (2.20)
Capacite´ La capacite´ d’un tel syste`me est donne´e a` l’e´quation 2.21.
C =
min(n,m)∑
i
log2
(
1 +
P ∗i λ
2
i
N0
)
(2.21)
Elle de´pend des valeurs de λ2i qui correspondent a` la puissance des diffe´rents canaux ortho-
gonaux, ainsi que de la puissance P ∗i des signaux transmis dans ces canaux. Le rang de la
matrice λ qui correspond aussi au nombre de valeurs λi non nulles, va de´terminer le nombre
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de signaux inde´pendants (ou degre´s de liberte´) qui peuvent eˆtre transmis en meˆme temps.
La puissance totale P des syste`mes e´tant limite´e, il faut adopter une strate´gie d’attribution
de la puissance des diffe´rents signaux a` envoyer permettant de maximiser la capacite´. D’apre`s
[1] la capacite´ est maximale lorsque la puissance disponible est re´partie selon la technique du
”waterfiling” qui permet de donner la priorite´ aux canaux de meilleur qualite´. L’expression
mathe´matique donnant la puissance optimale P ∗i est donne´e a` l’e´quation 2.22.
Le principe consiste a` remplir des cuves plus ou moins profondes jusqu’a` un certain niveau
de´fini par µ de´termine´ par P la puissance totale de transmission permise dans le syste`me.
La profondeur des cuves est proportionnelle a` N0
λ2i
. Plus le canal est bon (λ2i grand) et plus
la cuve est profonde, elle contient donc plus d’eau et donc par analogie la puissance P ∗i du
signal a` envoyer dans ce canal est plus importante (cf. figure 2.15).
P ∗i =
(
µ− N0
λ2i
)
tel que
min(n,m)∑
i
P ∗i = P (2.22)
P1* P2* P3* P4*
N0
λ1
2
N0
λ3
2
N0
λ2
2
N0
λ4
2
μ 
Canal 1
Canal 2
Canal 3
Canal 4
N0
λi
2 
Canal i
Figure 2.15 Allocation de puissance optimale selon la technique du ”waterfiling”
ZF Le ZF est une me´thode de traitement en re´ception qui intervient lorsque le canal n’est
pas connu au transmetteur, mais que celui-ci est parfaitement connu au re´cepteur. Ce qui
n’est possible que si le canal ne varie pas trop rapidement au cours du temps. Autrement
dit, lorsque le canal est a` e´vanouissement lent. Les canaux de´terministes sont aussi adapte´s
a` cette me´thode.
Formulation mathe´matique [1, 2, 16] La me´connaissance du canal au transmetteur
implique qu’il est impossible d’aligner correctement les signaux a` transmettre de manie`re a`
26
ce qu’ils soient transmis sur des canaux orthogonaux. Il en re´sulte que les signaux rec¸us sont
compose´s d’une combinaison line´aire des diffe´rents signaux transmis (e´quation 2.23) ou` les
vecteurs colonnes hi repre´sentent la i
e`me colonne de H (e´quation 2.24)
y =

y1
...
yn
 =

h1,1x1 + h1,2x2 + · · ·+ h1,mxm
...
hn,1x1 + hn,2x2 + · · ·+ hn,mxm
 = [ h1x1 + h2x2 + · · ·+ hmxm ]
(2.23)
avec [h1 h2 . . .hm] = H (2.24)
Pour obtenir le signal e´mis par l’antenne Txk, on peut repre´senter le signal rec¸u comme e´tant
la somme du signal d’inte´reˆt xk, des interfe´rences provenant des signaux e´mis par les autres
antennes xi (pour i 6= k) et du bruit w comme le montre l’e´quation 2.25
y = hkxk︸ ︷︷ ︸
signal d’inte´reˆt
+
∑
i 6=k
hixi︸ ︷︷ ︸
interfe´rences
+ w︸︷︷︸
bruit
= hkxk + w˜ (2.25)
Pour recevoir correctement les diffe´rents signaux e´mis xk il faut supprimer tous les autres
signaux interfe´rents (xi pour i 6= k).
Q
xm
x1
yn
y1
ym
y1~
~
w1
wn
H
Canal
Projection
Émetteur sans 
connaissance 
de H
(QH)H
xm
x1^
^
Filtrage adapté
Récepteur ZF
Figure 2.16 Syste`me MIMO avec re´cepteur ZF
Utilisation La me´thode ZF consiste a` projeter les signaux rec¸us dans des directions
orthogonales aux signaux interfe´rents pour annuler au mieux leurs effets. S’en suit un re´-
alignement du signal d’inte´reˆt afin de corriger sa phase et son amplitude.
C’est une me´thode ite´rative qui doit eˆtre re´pe´te´e pour tous les signaux transmis. Par conse´-
quent, lorsque l’on souhaite re´cupe´rer tous les signaux transmis il faut pour chacun d’entre
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eux annuler les interfe´rences provoque´es par les autres signaux transmis. Autrement dit il
faut projeter le signal rec¸u y selon une direction orthogonale a` tous les signaux interfe´rents
mais non orthogonale au signal d’inte´reˆt. On utilise pour cela la matrice Q dont les lignes
correspondent aux vecteurs lignes Qi avec i l’index de la ligne de Q (voir e´quation 2.26).
Q[m×n] =

Q1
...
Qm
 (2.26)
Pour correctement annuler les interfe´rences ces vecteurs doivent respecter les proprie´te´s d’or-
thogonalite´ pre´sente´es a` l’e´quation 2.27. L’existence d’une matrice Q re´pondant a` ces exi-
gences de´pend du rang de la matrice H et du nombre d’antenne Tx. S’il n’existe pas de
matrice Q re´pondant a` ces exigences, les interfe´rences ne peuvent pas comple`tement eˆtre
annule´es.
∃ Q | ∀i 6= j Qihj = 0⇔ rang(H) ≥ m (2.27)
On peut alors projeter le signal rec¸u y (e´quation 2.25) selon les directions des vecteurs
Qk. On obtient alors y˜k.
y˜k = Qkhkxk +
∑
i 6=k
Qkhixi +Qkw (2.28)
Enfin l’estimation xˆk de xk est calcule´e en re´-alignant le signal d’inte´reˆt graˆce au conjugue´
du produit scalaire de Qkhk note´ (Qkhk)
∗
xˆk = (Qkhk)
∗Qkhkxk +
∑
i 6=k
(Qkhk)
∗Qkhixi + (Qkhk)∗w˜ (2.29)
Si l’e´quation 2.27 est ve´rifie´e (rang(H) ≥ m) les interfe´rences disparaissent. L’e´quation 2.28
devient 2.30 et 2.29 devient 2.31.
y˜k = Qkhkxk + w˜ avec w˜ = Qkw (2.30)
xˆk = (Qkhk)
∗Qkhkxk + (Qkhk)∗w˜ (2.31)
L’annulation conjointe des interfe´rences ainsi que le re´-alignement des signaux d’inte´reˆt peut
eˆtre ge´ne´ralise´s en une seule multiplication matricielle si l’e´quation 2.27 est ve´rifie´e pour
tous les i, j et que l’on choisit Q = H† la pseudo matrice inverse de H dont l’expression
mathe´matique est donne´e a` l’e´quation 2.32. Celle-ci existe tant que l’inverse (HHH)−1 existe
28
c’est-a`-dire si rang(H) ≥ m.
H†[m×n] = (H
HH)−1HH (2.32)
On peut de´montrer que les e´quations 2.31 pour chaque k peuvent eˆtre regroupe´es et se
simplifient alors en une simple ope´ration matricielle faisant intervenir la matrice pseudo-
inverse H† comme le montre l’e´quation 2.33.
xˆ = H†y = H†Hx+H†w = x+H†w (2.33)
Capacite´ La formulation ge´ne´rale de la capacite´ avec la me´thode ZF est donne´e a`
l’e´quation 2.34
CZF =
m∑
k=1
E
[
log2
(
1 +
Pk‖Qkhk‖
N0 +
∑
i 6=k Pi‖Qkhi‖
)]
(2.34)
Si l’e´quation 2.27 est ve´rifie´e (rang(H) ≥ m) la puissance des signaux interfe´rents ne vient
plus de´te´riorer la capacite´ qui devient (e´quation 2.35) :
CZF =
m∑
k=1
E
[
log2
(
1 +
Pk‖Qkhk‖
N0
)]
(2.35)
Lorsque la puissance d’e´mission est e´galement re´partie entre les antennes (∀k Pk = Pm) et que
le SNR = P
N0
est grand on obtient alors l’e´quation 2.36
CZF ≈ m log2
(
SNR
m
)
+
m∑
k=1
E [log2 (‖Qkhk‖)] (2.36)
On observe un degre´ de liberte´ de m qui permet a` haut SNR de multiplier la capacite´ par le
nombre d’antennes d’e´mission m.
Avantages et limites de la me´thode ZF
— A` fort SNR on approche la capacite´ the´orique maximale d’un canal MIMO
— Me´thode simple qui ne fait intervenir qu’une multiplication matricielle et le calcul de
la matrice H†
— A` faible SNR le syste`me n’est pas optimal, on est loin de la capacite´ the´orique maxi-
male d’un canal MIMO.
LMMSE La me´thode LMMSE est une ame´lioration de la me´thode ZF. C’est un filtre
line´aire qui permet de maximiser le SINR 6 quelque soit le SNR et pas seulement a` fort SNR
6. Signal to Interference plus Noise Ratio
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comme c’est le cas avec la me´thode ZF.
Hypothe`ses On conside`re le mode`le line´aire d’un canal MIMO avec bruit blanc additif
Gaussien y = Hx+w tel que :
— La moyenne du signal transmis et du bruit soient nulles. E[x] = E[w] = 0
— La variance du signal transmis soit strictement positive. E[xx∗] = Rx > 0
— La variance du bruit soit strictement positive. E[ww∗] = Rw > 0
— La covariance du signal transmis et du bruit soient nulles. E[xw∗] = Rxw = 0
Formulation mathe´matique [1, 2, 16] La me´thode LMMSE consiste a` minimiser
l’erreur moyenne quadratique entre les signaux transmis x et leur estimation xˆ. Pour ce faire
on de´finit xˆ tel que pre´sente´ a` l’e´quation 2.37
xˆ = Ky (2.37)
ou` K est la matrice de dimension m× n solution de l’e´quation 2.38 permettant de minimiser
l’erreur quadratique moyenne E [x˜x˜∗] sachant que x˜ = x− xˆ repre´sente l’erreur.
E [x˜y∗] = E [(x−Ky)y∗] = Rxy −KRy = 0 (2.38)
La solution K est pre´sente´e a` l’e´quation 2.39
K = RxyR
−1
y avec (2.39)
Rxy = E[xy
∗] = E[x(Hx+ w)∗] = RxH∗
Ry = E]yy
∗] = E[(Hx+w)(Hx+w)∗ = HRxH∗ +Rw
Rx repre´sente la puissance des signaux transmis (e´quation 2.40), Ry la puissance du bruit
(e´quation 2.41) et I la matrice identite´
Rx = [P1 . . . Pm]I (2.40)
Rw = N0I (2.41)
L’estimateur de l’e´quation 2.37 peut alors s’e´crire (e´quation 2.42) :
xˆ = RxH
∗[HRxH∗ +Rw]−1y
= [R−1x +H
∗R−1w H]
−1H∗R−1w y (2.42)
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et l’erreur quadratique moyenne minimale est (e´quation 2.43) :
minE [x˜x˜∗] =
[
R−1x +H
∗R−1w H
]−1
(2.43)
Si la puissance d’e´mission est e´galement re´partie entre les antennes et Rx =
P
m
I, l’e´quation
2.42 devient alors (e´quation 2.44) :
xˆ =
(
H∗H +
mN0
P
I
)−1
H∗y
=
(
H∗H +
m
SNR
I
)−1
H∗y (2.44)
A` fort SNR on retrouve le re´sultat de la me´thode ZF(e´quation 2.33).
Capacite´ La formulation ge´ne´rale de la capacite´ avec la me´thode LMMSE est donne´e
a` l’e´quation 2.45
C =
m∑
k=1
E
[
log2(1 + hk
∗K−1w˜khk)
]
(2.45)
Kw˜k est la matrice de covariance des interfe´rences et du bruit note´s w˜ (e´quation 2.25) lorsque
le signal d’inte´reˆt est celui de l’antenne Txk.
Kw˜k = N0I +
∑
i 6=k
Pihihi
∗ (2.46)
Avantages et limites
— A` faible SNR on atteint la capacite´ the´orique maximale du canal MIMO contrairement
a` la me´thode ZF
— Me´thode simple qui ne fait intervenir qu’une multiplication matricielle ainsi que la
connaissance de la matrice H et des statistiques du deuxie`me moment des variables
ale´atoires.
— A` fort SNR on approche la capacite´ the´orique maximale du canal MIMO.
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2.3.3 Le MIMO en ondes millime´triques
L’utilisation de syste`mes MIMO en ondes millime´triques est diffe´rente a` bien des e´gards
de ce qui se fait a` des fre´quences moindres. Plusieurs e´le´ments sont en cause. A` commencer
par les caracte´ristiques des canaux en ondes millime´triques qui sont domine´s par le trajet en
LOS avec soit aucun [17], soit seulement quelques multi-trajets de premier ordre, c’est-a`-dire
n’ayant subit qu’une seule re´flexion [18, 17, 19]. Cette diffe´rence implique qu’on a a` faire a`
des canaux de´terministes d’une part. D’autre part, le fait que les canaux soit tre`s pauvres en
multi trajets a` plusieurs conse´quences. A` savoir :
Faible diversite´ En effet, pour profiter d’une grande diversite´ spatiale il faut que de
nombreux multi trajets arrivent dans toutes les directions angulaires aux re´cepteurs afin de
pouvoir eˆtre re´solus inde´pendamment. Il est donc pre´fe´rable d’e´mettre et de recevoir dans la
direction du trajet LOS afin de profiter du gain des antennes dans cette direction.
En revanche cette caracte´ristique tend a` simplifier le multiplexage spatial lorsque des antennes
directives sont utilise´es et que les antennes sont suffisamment espace´es pour ne recevoir que
les signaux transmis par une seule antenne Tx. Dans ce cas on obtient des canaux qui tendent
naturellement a` eˆtre orthogonaux.
Faible e´talement temporel L’e´talement temporel de´pend de la diffe´rence de de´lai
entre le trajet le plus court et les autres. Comme le nombre de multi trajets est tre`s faible et
que la puissance diminue beaucoup a` chaque re´flexion, l’e´talement temporel est naturellement
tre`s limite´ surtout lorsque les antennes sont tre`s directives. On peut alors utiliser un mode`le
de canal a` bande e´troite qui ne prend en conside´ration qu’un seul tap. Cette caracte´ristique
limite l’interfe´rence entre symboles au niveau temporel, mais pas celle au niveau spatial entre
les antennes.
E´tat de l’art des techniques utilise´es Les faibles puissances d’e´mission additionne´es
aux fortes pertes de parcours et a` la forte absorption due aux mole´cules pre´sentes dans
l’atmosphe`re conduisent a` l’utilisation d’antennes directrices a` fort gain pour limiter l’effet
des pertes et concentrer la puissance dans la direction du trajet LOS. Les re´seaux d’antennes
patchs sont tre`s utilise´s a` ces fre´quences du fait de la faible longueur d’onde qui permet de
les inte´grer sur un seul et meˆme circuit graˆce a` la technologie MMIC [14] par exemple. Le
traitement du signal MIMO ne´cessaire pour obtenir un gain de degre´s de liberte´ et donc de
capacite´ doit permettre de re´cupe´rer correctement les signaux issus du multiplexage spatial
a` l’e´mission.
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Techniques nume´riques Certains [17, 18] essaient de faire du waterfilling apre`s avoir
utilise´ la me´thode SVD qui ne´cessite un DSP a` l’e´mission comme a` la re´ception pour pou-
voir transmettre sur des canaux orthogonaux, et re´partir la puissance selon la qualite´ des
canaux. Mais les convertisseurs analogique-nume´rique ne permettent pas d’obtenir a` la fois
une fre´quence d’e´chantillonnage suffisante et une quantification assez pre´cise pour effectuer
correctement le traitement nume´rique [20]. C’est pourquoi d’autres techniques nume´riques
ne´cessitant moins de ressources ont e´te´ teste´es.
On note l’utilisation d’un syste`me avec orientation du faisceau a` l’e´mission et re´ception
LMMSE pour annuler les interfe´rents [17]. Cette technique consiste a` ne faire aucun condi-
tionnement des signaux a` l’e´mission. Ce qui e´vite d’avoir a` connaˆıtre le canal a` l’e´metteur. Les
signaux sont en revanche envoye´s que dans une seule direction graˆce a` un re´seau d’antennes.
On conside`re que les re´seaux a` l’e´mission et a` la re´ception sont aligne´s ainsi que leur faisceau,
un re´cepteur LMMSE fait alors l’annulation d’interfe´rences pour re´cupe´rer les signaux issus
de chaque antenne Tx.
Ces techniques ne permettent ni de re´soudre les proble`mes de mauvais conditionnement de
la matrice H, ni ceux lie´s aux matrices H non inversibles qui sont intrinse`quement lie´es au
canal physique.
Techniques relatives aux parame`tres mate´riels Les techniques base´es sur les pa-
rame`tres mate´riels ont pour but d’obtenir un canal physique H diagonal sans avoir a` utiliser
de technique nume´rique. Certaines techniques [21, 22] consistent a` se´parer les antennes a`
l’e´mission et a` la re´ception d’une distance D de manie`re a` ce qu’elle satisfasse le crite`re de
Rayleigh (e´quation 2.47). Avec R la distance e´metteur re´cepteur et N le nombre d’antennes
Tx.
D =
√
Rλ
N
(2.47)
De cette manie`re en transmettant 2 signaux inde´pendants module´s en BPSK (1 seule dimen-
sion), chaque antenne de re´ception rec¸oit le signal de l’antenne d’e´mission qui lui fait face en
phase ainsi que le signal de l’autre antenne mais en quadrature de phase comme le montre la
figure 2.17. De cette manie`re les deux signaux sont rec¸us par les deux antennes de re´ception
mais restent orthogonaux graˆce au de´phasage de pi
2
cause´ par les canaux croise´s de la matrice
H (e´quation 2.48). Il suffit alors de combiner chaque signal rec¸u avec la version de´phase´e de
pi
2
de l’autre signal pour annuler le signal interfe´rent et combiner les 2 signaux d’inte´reˆt qui
sont alors en phase.
H =
[
1 ej
pi
2
ej
pi
2 1
]
=
[
1 j
j 1
]
(2.48)
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Figure 2.17 Syste`me MIMO 2× 2 avec modulation BPSK et crite`re de Rayleigh
Cette me´thode permet a` la fois d’avoir un gain de diversite´ et un gain de degre´s de liberte´.
Mais en contrepartie les symboles transmis ne peuvent utiliser qu’une seule dimension, l’autre
e´tant utilise´e pour garantir l’orthogonalite´ des signaux rec¸us. D’autre part, cette me´thode est
tre`s sensible a` la distance de se´paration D des antennes Tx et Rx. Si D s’e´carte du crite`re
de Rayleigh l’orthogonalite´ des signaux a` la re´ception est perdue. Il devient alors difficile de
re´cupe´rer correctement les signaux transmis.
D’autres me´thodes moins contraignantes [19] tentent d’annuler les termes non diagonaux de
la matrice H en jouant sur la configuration des re´seaux d’antennes qui permet de modifier les
faisceaux et leur direction de manie`re a` minimiser l’impact des canaux croise´s et a` maximiser
la puissance dans les canaux paralle`les. Ces me´thodes ont l’avantage d’eˆtre beaucoup moins
de´pendantes du type de modulation et d’eˆtre moins sensibles aux variations des parame`tres.
Avantages et limites Un re´sume´ des avantages et des limites des techniques utilise´es pour
faire du MIMO a` 60 GHz
SVD avec ”waterfilling” .
— Optimale lorsque la matrice H est inversible et bien conditionne´e
— Sensible a` la bonne connaissance de H a` l’e´metteur et au re´cepteur
— Ne´cessite des capacite´s de calcul importantes a` l’e´metteur comme au re´cepteur
— Ne´cessite des convertisseurs analogique-nume´rique rapides et pre´cis pour re´pondre aux
de´bits que permettent les largeurs de bande de plusieurs GHz
— Ne permet pas d’agir sur le mauvais conditionnement de H
LMMSE au re´cepteur
— Offre une bonne alternative a` la me´thode SVD lorsque la matrice H est inversible.
— Sensible a` la bonne connaissance de H au re´cepteur seulement.
— Ne´cessite des capacite´s de calcul et des convertisseurs analogique-nume´rique moins
performants qu’avec la me´thode SVD et seulement au re´cepteur
— Ne permet pas d’agir sur le mauvais conditionnement de H
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Crite`re de Rayleigh
— Permet d’annuler les interfe´rents en garantissant l’orthogonalite´ des signaux a` la re´-
ception
— Tre`s sensible aux variations de la distance de se´paration D qui de´pend de la distance
e´metteur re´cepteur.
— Ne peut eˆtre utilise´e qu’avec des modulations utilisant qu’une seule dimension comme
BPSK
— Ne fonctionne correctement qu’avec des syste`mes MIMO 2× 2
Optimisation de la configurations des re´seaux
— Permet de minimiser les interfe´rents (les termes non diagonaux de H)
— Moins sensible aux variations des parame`tres.
— Aucune contrainte sur le type de modulation nume´rique ainsi que sur la configuration
MIMO n× n
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CHAPITRE 3
MODE´LISATION
Objectifs Dans cette partie, nous allons nous concentrer sur l’e´laboration des diffe´rents
mode`les mathe´matiques qui vont permettre par la suite d’effectuer une e´tude parame´trique
ainsi que les simulations ne´cessaires a` l’e´tude de diffe´rentes me´thodes pour faire du multi-
plexage spatial a` 60 GHz et plus ge´ne´ralement en ondes millime´triques.
Le premier objectif est de combiner dans un seul et meˆme mode`le la technologie des re´seaux
de patchs avec un syste`me MIMO Nr×Nt ou` les diffe´rentes antennes vont eˆtre constitue´es de
re´seaux de patchs. De cette manie`re l’ensemble des parame`tres concernant les diffe´rentes an-
tennes ainsi que la configuration de chacun des re´seaux vont eˆtre accessibles et modifiables.
Le second objectif est de pouvoir inte´grer les mesures expe´rimentales des diagrammes de
rayonnement des re´seaux de patchs (fonctionnant a` 60 GHz) de´veloppe´s a` l’INRS 1 dans le
mode`le, afin de pouvoir mode´liser plus fide`lement le syste`me de communication MIMO a` 60
GHz qui est actuellement en de´veloppement.
Hypothe`ses Tel que discute´ dans l’introduction, l’hypothe`se principale sur laquelle va re-
poser le mode`le est de conside´rer le canal a` 60 GHz (et de manie`re plus ge´ne´rale les canaux en
ondes millime´triques) comme e´tant soit en ligne de vue (LOS), soit avec quelques re´flexions
de premier ordre. Les arguments qui ont permis de faire ces hypothe`ses ont e´te´ pre´sente´s dans
la revue de litte´rature et ont fait l’objet de plusieurs articles [17, 18, 17, 19]. La directivite´
importante des re´seaux de patchs permet d’affiner l’hypothe`se en ne´gligeant les re´flexions
de premier ordre qui vont eˆtre fortement atte´nue´es de part l’angle d’arrive´e (et d’e´mission)
moins favorable que celui du trajet LOS.
La seconde hypothe`se de´coule de la premie`re. Comme on conside`re un canal ou` les multi-
trajets peuvent eˆtre ne´glige´s, le caracte`re ale´atoire du canal qui re´sulte de la richesse de ces
multi-trajets peut lui aussi eˆtre ne´glige´, puisque le canal va n’eˆtre fonction que des caracte´-
ristiques de phase et d’amplitude du trajet LOS.
Me´thodologie La construction d’un mode`le de canal MIMO LOS a` 60 GHz se de´compose
en plusieurs parties inde´pendantes.
1. Institut National de la Recherche Scientifique
36
Les re´seaux de patchs Pour concevoir le mode`le on va commencer par mode´liser les
antennes qui vont eˆtre utilise´es dans le syste`me MIMO. Il s’agit de re´seaux de plusieurs
patchs conside´re´s isotropes dans le demi espace de´limite´ par le plan du substrat ou` se trouve
les e´le´ments rayonnants. Dans un premier temps on va conside´rer que l’ensemble des patchs
d’un re´seau est aligne´ suivant une droite directrice. On peut alors parler de re´seau de patchs
line´aire a` une seule dimension.
Le mode`le MIMO 2D Dans un second temps, on va mode´liser un canal MIMO Nr×Nt
LOS dans lequel on va inte´grer le mode`le parame´trique des re´seaux de patchs. On se contente
dans un premier temps d’un mode`le a` 2 dimensions qui permet la rotation des antennes selon
un axe seulement. Pour limiter le nombre de variables du mode`le, on va conside´rer un plan
dans lequel les antennes Tx sont aligne´es suivant une droite faisant un certain angle avec le
segment de droite reliant l’antenne Tx1 (l’origine du repe`re) avec l’antenne Rx1. Ce segment
repre´sente l’axe des abscisses du repe`re carte´sien. De meˆme, les antennes Rx sont aligne´es
suivant une droite faisant un certain angle avec ce segment. Les patchs de chaque antenne
Rx et Tx appartiennent donc a` une de ces deux droites. Par conse´quent, les diagrammes de
rayonnement de chaque re´seaux d’antennes Rx et Tx sont oriente´s dans la meˆme direction.
Le mode`le MIMO 3D Le second mode`le est une e´volution du premier de manie`re a`
ajouter la 3e`me dimension. Cette ge´ne´ralisation va permettre d’une part d’utiliser des re´seaux
de patchs a` 2 dimensions et d’autre part de de´finir le positionnement et l’orientation de
chaque antenne de manie`re inde´pendante, graˆce a` 4 parame`tres :
— Sa position dans l’espace
— Sa rotation suivant l’axe des abscisses (~x)
— Sa rotation suivant l’axe des ordonne´es (~y)
— Sa rotation suivant l’axe des cotes (~z).
3.1 Mode´lisation des re´seaux d’antennes planaires
On conside`re que chaque patch est isotrope dans le demi espace de´limite´ par le plan
du substrat de l’antenne. Tous les patchs d’un re´seau sont aligne´s suivant une droite qui
appartient au plan principal dans lequel on travaille.
Soit ∆ la distance inter patchs a` l’inte´rieur des re´seaux. De meˆme, on de´finit L comme e´tant
la longueur du re´seau de patchs, ainsi que k comme e´tant le nombre de patchs dans le re´seau.
On obtient alors la relation suivante liant ces variables :
L = (k − 1)∆ (3.1)
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Figure 3.1 Mode`le d’un re´seau de patchs
On de´finit le premier patch comme e´tant la re´fe´rence pour de´finir l’angle φ1 entre la droite
portant les patchs du re´seau et le trajet direct entre le premier patch et la source note´e S
(figure 3.1). On note φi l’angle entre la source S et le i
ie`me patch, et di la distance entre la
source S et le iie`me patch. Toutes les variables di et φi peuvent eˆtre calcule´es a` partir de la
seule connaissance de d1 et φ1. Par conse´quent, le mode`le d’un re´seau de patchs ne de´pend
que de ces deux variables ainsi que de ∆ et k.
La mode´lisation des re´seaux de patchs consiste a` de´terminer l’amplitude et la phase a` chaque
patch en fonction de l’angle d’arrive´e φ1 du signal et de la distance d1 entre la source de ce
signal S et le premier patch. Les re´seaux de patchs e´tant syme´triques a` l’e´mission comme a`
la re´ception, on a le meˆme mode`le dans le cas de l’e´mission d’un signal dans une direction φi
donne´e.
On va mode´liser le re´seau de patchs comme e´tant un vecteur colonne e comportant k valeurs.
Chaque valeur complexe donne l’atte´nuation et le de´phasage dus a` la distance supple´mentaire
a` parcourir par rapport au premier patch (le patch de re´fe´rence). La premie`re valeur du
vecteur sera toujours e´gale a` 1 puisqu’il s’agit du patch de re´fe´rence. Pour simplifier les
notations du mode`le, toutes les distances sont normalise´es par rapport a` la longueur d’onde
λc (e´quation 3.2).
distance =
distance (en me`tre)
λc
(3.2)
Calcul des distances di Le calcul de toutes les distances di ne´cessaires a` l’obtention des
parame`tres de phase et d’amplitude de chaque patch se fait graˆce a` la forme ge´ne´ralise´e du
the´ore`me de Pythagore que l’on nomme formule d’Al-Kashi. L’expression mathe´matique est
donne´e a` l’e´quation 3.3 et la repre´sentation graphique a` la figure 3.2.
a2 = b2 + c2 − 2bc cos(B̂AC) (3.3)
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Figure 3.2 Sche´ma pour la formule d’Al-Kashi
A` partir de cette formule, on peut calculer di en fonction des variables ∆, d1 et φi (e´quation
3.4)
di =
√
d21 + ((i− 1)∆)2 − 2d1(i− 1)∆ cos(φ1) (3.4)
Calcul de l’atte´nuation et de la phase L’atte´nuation (en puissance) en espace libre est
donne´e par la formule de Friis (e´quation 2.1). Comme on prend pour re´fe´rence le premier
patch, l’atte´nuation est fonction de la diffe´rence de distance entre le iie`me patch et le premier.
On note ai l’atte´nuation du i
ie`me patch par rapport au premier (e´quation 3.5).
ai =
1
4pi(di − d1) (3.5)
La phase ωi du i
ie`me patch par rapport au premier est aussi fonction de la diffe´rence de
distance di − d1 (e´quation 3.6).
ωi = e
−j2pi(di−d1) (3.6)
On peut alors mode´liser le re´seau de patchs comme e´tant un vecteur colonne ou` la iie`me
valeur correspond a` l’amplitude et a` la phase du signal arrivant au iie`me patch par rapport au
premier patch. On note e ce vecteur qui repre´sente la signature spatiale du re´seau de patchs
(e´quation 3.7).
e =

1
1
4pi(d2−d1)e
−j2pi(d2−d1)
...
1
4pi(dk−d1)e
−j2pi(dk−d1)
 (3.7)
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En remplac¸ant di par la formule trouve´e a` l’e´quation 3.4, on obtient l’e´quation 3.8.
e =

1
1√
d21+∆
2−2d1∆ cos(φ1)−d1
e
−j2pi
(√
d21+∆
2−2d1∆ cos(φ1)−d1
)
...
1√
d21+((k−1)∆)2−2d1(k−1)∆ cos(φ1)−d1
e
−j2pi
(√
d21+((k−1)∆)2−2d1(k−1)∆ cos(φ1)−d1
)
 (3.8)
Simplification onde plane La formulation de la signature spatiale du re´seau de patchs
est assez lourde. Elle peut eˆtre simplifie´e sous certaines conditions. Lorsque la distance inter
patchs est tre`s petite compare´e a` la distance entre la source S et le premier patch, les angles
αi a` la source S deviennent tre`s petits (figure 3.3). Ce qui se traduit mathe´matiquement par
la limite pre´sente´e a` l’e´quation 3.9.
lim
x→0
cos(x) = 1 (3.9)
On peut alors e´crire que (e´quation 3.10) :
d1  ∆⇒ cos(αi) ≈ 1 (3.10)
Cette simplification du cosinus, permet de conside´rer que les distances d′i ≈ d1 (voir figure
3.3). On peut alors utiliser la perpendiculaire au segment d1 au niveau du premier patch
pour couper les segments di en deux segments de longueur d
′
i et δi. δi repre´sente finalement la
distance supple´mentaire que parcours le signal direct pour arriver au iie`me patch par rapport
au signal direct entre la source S et le premier patch (e´quation 3.11) lorsque la condition de
l’e´quation 3.10 est ve´rifie´e.
δi = di − d′i
≈ di − d1 si d1  ∆ (3.11)
Par conse´quent, lorsque les angles αi deviennent tre`s petits, on peut conside´rer que les signaux
(issus de S) qui arrivent aux diffe´rents patchs sont quasi paralle`les comme le montre la figure
3.3 qui donne une repre´sentation du mode`le simplifie´. On peut alors re´crire δi comme e´tant
fonction de ∆ et φ1 seulement (e´quation 3.12)
δi ≈ (i− 1)∆ cos(φ1) (3.12)
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Figure 3.3 Mode`le simplifie´ d’un re´seau de patchs
On va aussi pouvoir ne´gliger l’atte´nuation due a` la diffe´rence de trajet (de l’ordre d’au plus
quelques λc) compare´ a` l’atte´nuation due a` la distance d1 entre la source et le re´cepteur. On
peut alors re´crire l’e´quation 3.8 qui devient apre`s simplification l’e´quation 3.13 et ne de´pend
plus que de 2 variables : ∆ et φ1.
e(∆, φ1) =

1
e−j2piδ2
...
e−j2piδk
 =

1
e−j2pi∆ cos(φ1)
...
e−j2pi(k−1)∆ cos(φ1)
 (3.13)
Erreur due a` la simplification On va s’inte´resser a` l’erreur qu’engendre cette sim-
plification afin de quantifier les contraintes qui vont permettre de borner l’erreur a` la valeur
maximale de´sire´e. De cette manie`re, on pourra garantir que l’erreur n’exce`de pas cette va-
leur et que par conse´quent elle peut eˆtre ne´glige´e. On appelle i l’erreur sur le calcul de δi,
c’est-a`-dire sur le trajet supple´mentaire parcouru au iie`me patch comme on peut le voir sur la
figure 3.4. Sa formulation est donne´e a` l’e´quation 3.14
i =
√
d21 + ((i− 1)∆)2 − 2d1(i− 1)∆ cos(φ1)− d1 (3.14)
Comme on souhaite borner l’erreur maximale, on va chercher a` borner l’erreur k sur le k
ie`me
patch, puisqu’il est e´vident que le maximum de l’erreur intervient sur le patch le plus e´loigne´
du patch de re´fe´rence. On va d’abord chercher a` calculer la valeur maximale de k (e´quation
3.15) lorsque d1 et L sont fixe´es.
k =
√
d21 + L
2 − 2d1L cos(φ1)− d1 avec L = (k − 1)∆ (3.15)
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Figure 3.4 Mode`le simplifie´ d’un re´seau de patchs
Comme il s’agit de trouver l’angle φ1 qui maximise l’erreur, on va de´river k par rapport a`
φ1 (e´quation 3.16) et trouver les valeurs de φ1 qui annulent la de´rive´e.
dk
dφ1
=
d1L sin(φ1)√
d21 + L
2 − 2d1L cos(φ1)
= 0⇔ φ1 =
{
−pi
2
;
pi
2
}
(3.16)
On obtient que l’erreur est maximale pour φ1 = ±pi2 . Le fait qu’on ait deux valeurs s’explique
par la syme´trie par rapport a` la droite d1. On obtient donc la meˆme erreur pour les deux
solutions.
kmax = k
(
±pi
2
)
=
√
d21 + L
2 − d1 (3.17)
On peut alors e´crire que kmax repre´sente l’erreur (en λc) et que cette erreur est fonction du
rapport L
2
d21
(e´quation 3.18)
kmax
(
L2
d21
)
=
(√
1 +
L2
d21
− 1
)
d1 (3.18)
On veut pouvoir borner cette erreur a` une valeur qui puisse nous permettre de conside´rer son
impact comme ne´gligeable dans les calculs. Comme la phase est tre`s sensible a` une erreur sur
les distances, et qu’une erreur de λc
2
sur la distance cre´e un signal oppose´ en phase a` celui
qui e´tait attendu, on souhaite pouvoir borner l’erreur sur la distance de manie`re a` avoir une
erreur de phase infe´rieure a` pi
10
soit une erreur sur la distance infe´rieure a` λc
20
(e´quation 3.19).
kmax
(
L2
d21
)
<
λc
20
ou kmax
(
L2
d21
)
2pi <
pi
10
(3.19)
La figure 3.5 repre´sente l’erreur de phase absolue maximale pour une distance d1 de 1 m et 10
m en fonction du rapport L
d1
. On s’aperc¸oit que l’erreur est infe´rieure a` pi
20
lorsque le rapport
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L
d1
est de l’ordre de 10−2 et devient infe´rieure a` pi
1000
lorsque le rapport est de l’ordre de 10−3.
E´videment plus d1 augmente et plus le rapport doit eˆtre petit pour satisfaire les conditions.
Cependant a` 60 GHz on a rarement des communications au dela` de 10m a` cause de l’atte´-
nuation due aux mole´cules pre´sentes dans l’atmosphe`re. On doit donc s’assurer d’avoir un
rapport L
d1
d’au plus 10−2 pour pouvoir utiliser le mode`le.
Figure 3.5 Erreur maximale absolue de la phase
Pour l’atte´nuation, l’erreur maximale de´pend uniquement de la distance L qui va introduire
une atte´nuation supple´mentaire a` celle due a` la distance d1. On va calculer l’erreur relative
maximale de l’atte´nuation en amplitude relativement a` celle induite par la distance d1 au
premier patch. On utilise la formule de Friis (e´quation 2.1) pour calculer l’atte´nuation en
puissance due au parcours en espace libre. On prend Gt = Gr = 1 puisqu’on conside`re des
patchs isotropes et on prend la racine de l’atte´nuation en puissance pour obtenir l’atte´nua-
tion en amplitude. On obtient alors l’erreur relative maximale de l’atte´nuation en amplitude
Eratt max a` l’e´quation 3.20. Elle ne de´pend la encore que du rapport
L
d1
Eratt max
(
L
d1
)
=
L
d1
1 + L
d1
(3.20)
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La figure 3.6 repre´sente le pourcentage d’erreur que repre´sente la distance parcourue supple´-
mentaire pour arriver au dernier patch par rapport a` celle pour atteindre le premier patch
en fonction du rapport L
d1
. On s’aperc¸oit que l’erreur repre´sente 1% de l’atte´nuation due a` la
distance d1 lorsque le rapport vaut 10
−2, ce qui est ne´gligeable devant l’atte´nuation due au
trajet source re´cepteur d1. Il faut donc s’assurer que le rapport
L
d1
soit au plus de 10−2 pour
que l’erreur soit borne´e a` 1% de l’atte´nuation due a` la distance d1.
Figure 3.6 Erreur relative maximale de l’atte´nuation en amplitude
En conclusion, on va donc pouvoir utiliser le mode`le simplifie´, qui fait l’hypothe`se que les
rayons issus de la source peuvent eˆtre conside´re´s comme paralle`les lorsqu’ils arrivent aux
diffe´rents patchs du re´seaux, dans la plupart des cas pratiques. On vient de voir que l’erreur
d’atte´nuation et de phase qu’engendre cette hypothe`se peut eˆtre ne´glige´e a` condition que la
distance d1 soit au moins 100 fois supe´rieure a` la distance L entre le premier et le dernier
patch du re´seau. Cette condition n’est cependant valide que lorsque la distance e´metteur
re´cepteur d1 n’exce`de pas 10 me`tres. Ce qui repre´sente la limite courante a` 60 GHz.
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Calcul du diagramme de rayonnement Avec le mode`le simplifie´ du re´seau de patchs on
va pouvoir de´terminer le diagramme de rayonnement re´sultant du couplage entre les patchs
conside´re´s comme isotropes dans le demi espace de´limite´ par la partie rayonnante du substrat.
On va utiliser la signature spatiale e (e´quation 3.13) pour de´terminer le gain du signal rec¸u
en fonction de son angle d’arrive´e φ. Pour cela on projette la signature spatiale d’un signal
arrivant avec un angle quelconque φ sur la signature spatiale de re´fe´rence qui est obtenue
pour un angle de pi
2
(e´quation 3.21). On appelle eH le conjugue´ transpose´ du vecteur e.
e
(pi
2
)H
e(φ) = 1 + e−j2pi∆(cos(φ)−cos(
pi
2
)) + · · ·+ e−j2pi(k−1)∆(cos(φ)−cos(pi2 ))
=
k−1∑
i=0
(
e−j2pi∆ cos(φ)
)i
(3.21)
On obtient alors la somme vectorielle des signaux de´phase´s issus des diffe´rents patchs.
On reconnaˆıt que cette somme peut s’e´crire sous forme d’une suite ge´ome´trique de raison
e−j2pi∆ cos(φ). Le gain est alors donne´ par la valeur absolue de cette somme vectorielle qui est
fonction de l’angle d’arrive´e φ comme le montre l’e´quation 3.22.
Cette formule permet d’obtenir le gain normalise´ d’un re´seau de patchs par rapport au gain
d’un unique patch isotropique.
f(φ) =
∣∣∣∣e(pi2)H e(φ)
∣∣∣∣ = ∣∣∣∣1− e−j2pik∆ cos(φ)1− e−j2pi∆ cos(φ)
∣∣∣∣ (3.22)
Pour montrer l’impact du couplage de plusieurs patchs isotropiques on a trace´ a` la figure 3.7
le gain d’un patch isotropique ainsi que le gain normalise´ d’un re´seau de 2 patchs isotropiques.
On observe bien que le gain du patch isotropique est constant et vaut 1 quelque soit l’angle
d’arrive´e compris entre [0, pi] (puisqu’on est dans un demi espace). En revanche, pour le
re´seau de deux patchs, le gain normalise´ (par rapport a` celui d’un patch isotropique) atteint
un maximum de 2 lorsque l’angle d’arrive´e vaut pi
2
, et diminue progressivement lorsque l’angle
d’arrive´e s’e´loigne de pi
2
de manie`re a` conserver la meˆme e´nergie totale rayonne´e.
Le couplage de 2 patchs a permis de concentrer l’e´nergie dans certaines directions, ce qui
a permis de gagner un maximum de +3dB (par rapport au patch isotropique de re´fe´rence)
dans la direction perpendiculaire au plan du substrat . E´videmment en contre partie les autres
directions sont atte´nue´es.
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Figure 3.7 Diagramme de rayonnement. Gauche : 1 patch. Droite : re´seau de 2 patchs
Conclusions L’utilisation d’un mode`le simplifie´ permet d’une part de conside´rer que les
trajets directs entre une source suffisamment e´loigne´e et les diffe´rents patchs sont paralle`les
entre eux. D’autre part, il permet de ne´gliger l’atte´nuation due au trajet supple´mentaire que
doivent parcourir les signaux pour arriver aux diffe´rents patchs compare´e au trajet a` parcou-
rir pour arriver au premier patch.
Ce mode`le est utilisable tant que les erreurs d’amplitude et de phase qu’il ajoute reste ne´gli-
geables. Ce que l’on peut garantir si le rapport L
d1
reste infe´rieur a` 10−2.
A` partir de ce mode`le on peut calculer le diagramme de rayonnement des re´seaux de patchs
(a` 1 dimension) en fonction du nombre de patchs dans le re´seau et de la distance inter patchs.
3.2 Mode´lisation du syste`me MIMO a` 2 dimensions
Dans cette section on va mode´liser un canal MIMO fonctionnant sur la bande 57-64 GHz.
Les antennes utilise´es dans le mode`le sont des re´seaux de patchs (1 dimension) dont le mode`le
a e´te´ pre´sente´ dans la section 3.1. On part du mode`le de´terministe d’un canal SISO LOS que
l’on va appliquer a` toutes les combinaisons d’antennes (Tx, Rx) de manie`re a` construire la
matrice H qui permet de repre´senter le canal MIMO (section 2.2).
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Objectifs L’objectif de ce mode`le est de pouvoir faire l’e´tude parame´trique comple`te du
syste`me afin de de´terminer l’influence des parame`tres lie´s a` la configuration des re´seaux d’an-
tennes ainsi que ceux lie´s au positionnement des diffe´rents re´seaux sur les termes diagonaux
et non diagonaux de la matrice H du canal ainsi que son conditionnement.
Cette e´tude doit permettre d’isoler les parame`tres permettant d’une part de minimiser les
valeurs des termes non diagonaux de la matrice H tout en maximisant les termes diagonaux
et d’autre part d’ame´liorer le conditionnement de H.
Figure 3.8 Mode`le MIMO LOS 2× 2 a` deux dimensions
Mode´lisation mathe´matique On conside`re le syste`me MIMO 2× 2 pre´sente´ a` la figure
3.8 qui est un cas particulier ou` il y a seulement 2 antennes Tx et 2 antennes Rx. Ce cas
permet de simplifier la visualisation des diffe´rentes variables du syste`me MIMO a` deux dimen-
sions. Cependant le mode`le reste ge´ne´rique puisque l’on peut mode´liser des canaux MIMO
comportant Nt antennes Tx et Nr antennes Rx.
Les variables Les variables utilisent des indices ge´ne´riques pour identifier d’une part
si les variables portent sur l’e´metteur ou le re´cepteur et d’autre part pour identifier l’antenne
d’e´mission et de re´ception auxquelles elles s’appliquent. On utilise l’indice t et r pour spe´cifier
qu’il s’agit d’une variable s’appliquant a` l’e´mission et a` la re´ception respectivement. Lorsque
les variables s’appliquent au lien entre la jie`me antenne et la iie`meantenne on utilise les indices
ij tel que i identifie l’antenne Rx et j l’antenne Tx (par exemple hij correspond au canal entre
l’antenne Txj et l’antenne Rxi). Toutes les distances utilise´es dans le mode`le sont normalise´es
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par rapport a` λc.
Listes des variables relatives au syste`me MIMO Nt ×Nr :
— dij : la distance entre Txj et Rxi
— hij : le canal entre Txj et Rxi
— θtij : L’angle d’arrive´e (de´fini sur [0, pi]) a` l’e´mission entre Txj et Rxi
— θrij : L’angle d’arrive´e (de´fini sur [0, pi]) a` la re´ception entre Txj et Rxi
— Dt et Dr : La distance de se´paration des antennes Tx et Rx respectivement
— Nt et Nr : Le nombre d’antennes Tx et Rx respectivement
Listes des variables relatives a` la configuration des re´seaux de patchs Txj et Rxi :
— nt et nr : le nombre de patchs dans les antennes Tx et Rx respectivement
— ∆t et ∆r : La distance de se´paration des patchs des antennes Tx et Rx respectivement
Calcul de la ge´ome´trie comple`te du syste`me La ge´ome´trie comple`te du syste`me
est de´finie a` partir de 5 variables Nt, Nr, θt11 ,θr11 et d11. L’ensemble des autres variables
relatives au syste`me MIMO Nt×Nr vont eˆtre calcule´es graˆce aux formules de trigonome´trie.
En utilisant le the´ore`me d’Al-Kashi (e´quation 3.3) on va pouvoir de´terminer les valeurs des
variables manquantes. Il faut utiliser un processus ite´ratif pour re´cupe´rer les valeurs de toutes
les variables propres a` la ge´ome´trie du syste`me.
1. On initialise i = 1 et j = 2
2. La premie`re e´tape consiste a` calculer dij (e´quation 3.23) ce qui permet ensuite de
calculer φtij(e´quation 3.24) et enfin φrij(e´quation 3.25).
∀i 6= j : dij =
√
d2ii + (|j − i|Dt)2 + signe(i− j)2dii|j − i|Dt cos(φtii) (3.23)
avec
signe(x) =

−1 si x < 0,
0 si x = 0,
1 si x > 0.
φtij = cos
−1
(
signe(i− j)(|j − i|Dt)
2 + d2ij − d2ii
2|j − i|Dtdij
)
(3.24)
φrij = φrii − φtii + φtij (3.25)
3. On va effectuer l’ope´ration pre´ce´dente en incre´mentant j de 1 a` chaque fois de manie`re
a` atteindre j = Nt
4. Lorsque j = Nt, on incre´mente i de 1 et s’il n’exce`de pas Nr, on calcule dii (e´quation
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3.23) puis φrii (e´quation 3.27) et enfin φtii(e´quation 3.28).
dii =
√
d21i + ((i− 1)Dr)2 + 2d1i(i− 1)Dr cos(φr1i) (3.26)
φrii = cos
−1
(
((i− 1)Dr)2 + d2ii − d21i
2(i− 1)Drdii
)
(3.27)
φtii = φt1i − φr1i + φrii (3.28)
5. Si i n’exce`de pas Nr, on reprend a` l’ope´ration 2 sinon on sort de la boucle car toutes
les valeurs des variables ont e´te´ calcule´es.
On a maintenant la ge´ome´trie comple`te du syste`me MIMO avec toutes les distance dij que
l’on met sous forme d’une matrice d, tous les angles d’arrive´e au re´cepteur φrij que l’on met
sous forme d’une matrice φr et tous les angles d’arrive´e a` l’e´metteur φtij que l’on met sous
forme d’une matrice φt (e´quation 3.29).
d =

d1,1 · · · d1,Nt
...
. . .
...
dNr,1 · · · dNr,Nt
φr =

φr1,1 · · · φr1,Nt
...
. . .
...
φrNr,1 · · · φrNr,Nt
φt =

φt1,1 · · · φt1,Nt
...
. . .
...
φtNr,1 · · · φtNr,Nt
 (3.29)
Passage du re´seau de patchs a` l’antenne e´quivalente Avec la matrice d et les
matrices φr et φt donnant respectivement les distances et les angles d’arrive´e a` la re´ception
et a` l’e´mission pour les liens RxiTxj, on peut aise´ment obtenir l’atte´nuation et la phase du
signal pour chaque couple d’antenne (Rxi , Txj).
Comme chaque antenne Tx et Rx est en re´alite´ un re´seau de nt et nr patchs respectivement,
les distances et les angles ne sont applicables que pour un seul des patchs qui est appele´
le patch de re´fe´rence (figure 3.9). Comme vu dans la section 3.1, c’est le premier patch qui
est la re´fe´rence. On peut obtenir la phase du signal arrivant aux autres patchs graˆce a` la
signature spatiale du re´seau (e´quation 3.13) qui donne la phase du signal arrivant a` chaque
patch relativement au patch de re´fe´rence. De cette manie`re seul la distance et l’angle d’arrive´e
entre le premier patch de chaque re´seau suffit a` caracte´riser comple`tement les canaux entre
chaque couple d’antennes (Rxi , Txj).
Les re´seaux de patchs a` 60 GHz qui sont actuellement de´veloppe´s a` L’INRS ne permettent
pas d’avoir un acce`s inde´pendant a` chaque patch. Cette contrainte vient du fait qu’il est
tre`s complique´ de mettre un modulateur/de´-modulateur et un amplificateur faible bruit pour
chaque patch. A` la place on a un modulateur/de´-modulateur et un amplificateur faible bruit
pour l’ensemble des patchs qui sont couple´s de manie`re a` ce que les signaux a` transmettre
arrivent en phase sur tous les patchs.
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Figure 3.9 Mode`lisation d’un canal LOS utilisant des re´seaux de patchs comme antennes
On va conside´rer les antennes e´quivalentes aux re´seaux de patchs. Ces antennes ont le meˆme
diagramme de rayonnement que les re´seaux de patchs. La formulation mathe´matique des
antennes e´quivalentes utilise la signature spatiale des re´seaux de patchs donne´e a` l’e´quation
3.13. Tous les patchs e´tant couple´s entre eux de manie`re a` ce que le signal transmis soit en
phase a` l’ensemble des patchs, on obtient la signature spatiale de l’antenne e´quivalente eeq
(e´quation 3.30) en sommant vectoriellement les valeurs du vecteur e et en normalisant par le
gain
√
n qui sera re´inte´grer dans le calcul de l’atte´nuation.
Le gain des antennes e´quivalentes de´pend du nombre de patchs dans les re´seaux. Il correspond
au maximum du gain qui est obtenu lorsque l’angle d’arrive´e φ1 vaut
pi
2
.
eeq(n,∆, φ1) =
1√
n
n∑
i=1
e−j2pi(i−1)∆ cos(φ1) (3.30)
=
1√
n
1− e−j2pin∆ cos(φ1)
1− e−j2pi∆ cos(φ1)
avec :
— n : le nombre de patchs dans le re´seau
— ∆ : la distance inter patchs
— φ1 : l’angle d’arrive´e au premier patch. Soit φtij et φrij sur la figure 3.9.
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Formulation mathe´matique du canal MIMO On va conside´rer la superposition de
Nr ×Nt canaux SISO LOS note´s hij avec i l’indice de l’antenne e´quivalente a` la re´ception et
j l’indice de l’antenne e´quivalente a` la transmission.
La phase ωij de chaque canal SISO
2 hij est de´finie comme e´tant le produit de la signature
spatiale de l’antenne e´quivalente Rxi avec le conjugue´ de la signature spatiale de l’antenne
e´quivalente Txj auquel il faut ajouter la phase due a` la distance dij entre les deux antennes
e´quivalentes (e´quation 3.31).
ωij(nt, nr,∆t,∆r) = e
−j2pidijEij(nt, nr,∆t,∆r) (3.31)
avec :
Eij(nt, nr,∆t,∆r) = eeq(nt,∆t, φtij)
∗eeq(nr,∆r, φrij)
=
1√
ntnr
1− ej2pint∆t cos(φtij)
1− ej2pi∆t cos(φtij)
1− e−j2pinr∆r cos(φrij)
1− e−j2pi∆r cos(φrij)
L’atte´nuation aij est calcule´e a` partir de la formule de Friis (e´quation 2.1). Elle prend en
compte les pertes de parcours dues a` la distance dij ainsi que le gain des antennes e´quivalentes
Tx et Rx qui vaut respectivement
√
nt et
√
nr.
aij(nt, nr) =
√
nrnt
1
4pidij
(3.32)
On obtient alors la formulation mathe´matique des canaux hij a` l’e´quation 3.33
hij(nt, nr,∆t,∆r) = aij(nt, nr)ωij(nt, nr,∆t,∆r) (3.33)
Les canaux hij e´tant inde´pendants les uns des autres, on peut assembler la matrice du canal
tel que pre´sente´ a` l’e´quation 3.34
H =

h1,1 · · · h1,Nt
...
. . .
...
hNr,1 · · · hNr,Nt
 (3.34)
2. Single-Input Single-Output
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3.2.1 Inte´gration du diagramme de rayonnement mesure´ des re´seaux de patchs
Dans cette partie on va adapter le mode`le de manie`re a` pouvoir y inte´grer les diagrammes
de rayonnement mesure´s des re´seaux de patchs a` 60 GHz de´veloppe´s a` l’INRS. Les mesures
obtenues en chambre ane´cho¨ıque donnent le gain en puissance de l’antenne e´quivalente en
fonction de l’angle d’arrive´e.
On de´finit les variables issues de la mesure du gain et du diagramme de rayonnement normalise´
des antennes :
— Gt : le gain maximum mesure´ de l’antenne Tx.
— gt(φ) : le gain normalise´ (par Gt) en fonction de l’angle d’arrive´e φ a` l’antenne Tx
— Gr : le gain maximum mesure´ de l’antenne Rx.
— gr(φ) : le gain normalise´ (par Gr) en fonction de l’angle d’arrive´e φ a` l’antenne Rx
On peut alors re´crire l’atte´nuation (e´quation 3.32) de manie`re a` prendre en compte les gains
maximums mesure´s (e´quation 3.35).
aij(Gt, Gr) =
√
GtGr
1
4pidij
(3.35)
De meˆme il faut re´crire la phase (e´quation 3.31) de manie`re a` ne garder que le de´phasage
induit par les re´seaux d’antennes en normalisant Eij par |Eij|. On inte`gre ensuite a` l’e´quation
les gains normalise´s mesure´s gt et gr des re´seaux d’antennes Tx et Rx (e´quation 3.36).
ωij(nt, nr,∆t,∆r) = e
−j2pidijgt(φtij)gr(φrij)
Eij(nt, nr,∆t,∆r)
|Eij(nt, nr,∆t,∆r)| (3.36)
La formulation du canal hij inte´grant les mesures des re´seaux d’antennes est donne´e a` l’e´qua-
tion 3.37.
hij(nt, nr,∆t,∆r) = aij(Gt, Gr)ωij(nt, nr,∆t,∆r) (3.37)
3.3 Mode´lisation du syste`me MIMO a` 3 dimensions
On va ge´ne´raliser le mode`le pre´ce´dent pour construire le mode`le complet a` 3 dimensions.
Ce mode`le permet l’utilisation de re´seaux de patchs a` deux dimensions permettant toutes
les configurations de re´seaux. D’autre part, chacun des re´seaux Rx et Tx peut ensuite eˆtre
positionne´ n’importe ou` dans l’espace et dirige´ dans n’importe quelle direction. Ce mode`le va
donc permettre de pouvoir e´tudier toutes les configurations possibles sans faire d’approxima-
tion. En contrepartie, son utilisation est beaucoup plus lourde et complexe du fait que tous
les parame`tres de la configuration sont inde´pendants et doivent eˆtre de´finis.
52
Pour construire ce mode`le on ne peut pas s’appuyer sur la meˆme me´thode ge´ome´trique que
celle utilise´e pour le mode`le en 2 dimensions. A` la place on va utiliser un syste`me multi bases
et les techniques de changement de bases pour pouvoir exprimer les coordonne´es des patchs
de l’ensemble des re´seaux dans la base de re´fe´rence. De cette manie`re on pourra extraire
toutes les distances ne´cessaires a` la formulation mathe´matique du canal.
Mode´lisation des re´seaux de patchs a` 2 dimensions On va commencer par de´finir
une base orthonorme´e directe propre a` chaque re´seau de patchs Tx et Rx que l’on nomme
respectivement BTxj et BRxi , avec i l’index sur les re´seaux Rx et j l’index sur les re´seaux Tx
(e´quation 3.38). A` chaque base, on va aussi associer un repe`re que l’on nomme respectivement
Txj et Rxi (e´quation 3.39). Leur origine correspond au premier patch du re´seau et leurs
directions a` celles des vecteurs de la base orthonorme´e directe (figure 3.10).
Figure 3.10 Sche´ma d’un syste`me MIMO a` 3 dimensions
BRxi = (−−→xRxi ,−−→yRxi ,−−→zRxi) et BTxj = (−−→xTxj ,−−→yTxj ,−−→zTxj) (3.38)
Rxi = (ORxi ,
−−→xRxi ,−−→yRxi ,−−→zRxi) et Txj = (OTxj−−→xTxj ,−−→yTxj ,−−→zTxj) (3.39)
Le configuration de chaque re´seaux de patchs (figure 3.11) va eˆtre de´finie dans leur repe`re
respectif a` l’aide des matrices Mtj |BTxj et Mri|BRxi ou` les colonnes correspondent aux coor-
donne´es des patchs dans leur repe`re respectif. On de´finit la base de re´fe´rence Bref = BTx1 et
le repe`re de re´fe´rence ref = Tx1.
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Figure 3.11 Sche´ma d’un re´seau de patchs a` 2 dimensions
Localisation et orientation des re´seaux de patchs La localisation dans l’espace des
repe`res associe´s a` chaque re´seau d’antennes Tx et Rx est donne´e par :
— Les coordonne´es carte´siennes de l’origine (xO, yO, zO) de chaque repe`re Txj et Rxi
dans le repe`re de re´fe´rence.
— Le triplet rotation (θx, θy, θz) qui donne l’orientation de la base associe´e a` chaque
re´seau d’antennes Tx et Rx par rapport a` la base Bref .
Figure 3.12 Sche´ma des diffe´rentes rotations
La figure 3.12 repre´sente les diffe´rentes rotations avec :
— θx : la rotation suivant l’axe xref
— θy : la rotation suivant l’axe yref
— θz : la rotation suivant l’axe zref
La localisation comple`te de chaque repe`re associe´ a` un re´seau d’antennes est donne´e dans le
repe`re de re´fe´rence graˆce a` 2 vecteurs (e´quation 3.40).
Txj|ref = (dtj ,θtj )
Rxi|ref = (dri ,θri) (3.40)
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avec :
dtj =

xOTxj
yOTxj
zOTxj
dri =
xORxiyORxi
zORxi
 et θtj =
θxTxiθyTxi
θzTxi
θri =
θxRxiθyRxi
θzRxi

Calcul de la ge´ome´trie comple`te du syste`me Le calcul de la ge´ome´trie comple`te
du syste`me consiste a` de´terminer pour chaque couple (Rxi,Txj) de re´seaux d’antennes, les
distances entre toutes les combinaisons possibles de leurs patchs. On va commencer par
exprimer les coordonne´es de tous les patchs dans le repe`re de re´fe´rence. On va pour cela
de´finir la matrice de passage de Bref a` BRxi note´e PBRxiBref et la matrice de passage de Bref a`
BTxj note´e P
BTxj
Bref (e´quation 3.41) qui permettent d’obtenir les coordonne´es exprime´es dans
la base Bref a` partir de celles exprime´es dans les bases BRxi et BTxj .
P
BRxi
Bref = Rx(θxRxi )Ry(θyRxi )Rz(θzRxi )
P
BTxj
Bref = Rx(θxTxj )Ry(θyTxj )Rz(θzTxj ) (3.41)
Comme les bases sont toutes orthonorme´es directes, les seules transformations possibles sont
les rotations selon les 3 axes. On donne a` l’e´quation 3.42 les matrices de rotations dont sont
issues les matrices de passage.
Rx(θx) =
1 0 00 cos(θx) − sin(θx)
0 sin(θx) cos(θx)

Ry(θy) =
 cos(θy) 0 sin(θy)0 1 0
− sin(θy) 0 cos(θy)

Rz(θz) =
cos(θz) − sin(θz) 0sin(θz) cos(θz) 0
0 0 1
 (3.42)
On peut alors obtenir les coordonne´es exprime´es dans la base Bref des paths de chaque re´seau
en faisant le produit matriciel de la matrice de passage avec la matrice des coordonne´es des
patchs du re´seau exprime´es dans la base propre au re´seau (e´quation 3.43).
Mtj |Bref = P
BTxj
Bref Mtj |BTxj
Mri|Bref = P
BRxi
Bref Mri|BRxi (3.43)
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On obtient alors les coordonne´es des patchs dans la base Bref que l’on peut e´crire sous forme
de vecteurs colonnes que l’on nomme dtj,l et dri,k (e´quation 3.44) avec
— i l’indice qui identifie le re´seau Rx
— k l’indice qui identifie le patch du re´seau Rx
— j l’indice qui identifie le re´seau Tx
— l l’indice qui identifie le patch du re´seau Tx
Le vecteur dtj,l permet de passer de la position du premier patch du j
ie`me re´seau Tx au lie`me
patch du meˆme re´seau. De meˆme, le vecteur dri,k permet de passer de la position du premier
patch du iie`me re´seau Rx au kie`me patch du meˆme re´seau
Mtj |Bref = [dtj,1 , . . . ,dtj,ntj ]
Mri|Bref = [drj,1 , . . . ,dri,nri ] (3.44)
On peut alors obtenir les vecteurs d(i,k)(j,l) qui permettent de passer de la position du l
ie`me
patch du jie`me re´seau Tx au kie`me patch du iie`me re´seau Rx en faisant la somme vectorielle
pre´sente´e a` l’e´quation 3.45 et sur la figure 3.13.
Figure 3.13 Somme vectorielle dans un syste`me MIMO a` 3 dimensions
d(i,k)(j,l) = −dtj,l − dtj + dri + dri,k (3.45)
Il ne reste plus qu’a` prendre la norme de ces vecteurs pour obtenir les distances d(i,k)(j,l) entre
les diffe´rents patchs (e´quation 3.46).
d(i,k)(j,l) = ‖d(i,k)(j,l)‖ (3.46)
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Formulation mathe´matique du canal MIMO On va utiliser les distances calcule´es
pre´ce´demment (e´quation 3.46) pour construire les canaux hij
On va commencer par calculer l’atte´nuation due au parcours en espace libre (e´quation 3.47)
a` partir de la formule de Friis (e´quation 2.1). Les gains a` cette e´tape valent 1, puisque l’on
conside`re des patchs isotropiques.
a(i,k)(j,l) =
1
4pid(i,k)(j,l)
(3.47)
La phase est e´value´e directement a` partir des distances d(i,k)(j,l) (e´quation 3.48)
p(i,k)(j,l) = e
−j2pid(i,k)(j,l) (3.48)
Pour les meˆmes raisons qu’a` la section 3.2, on va sommer l’atte´nuation et la phase des signaux
issus des patchs des re´seau Txj et Rxi pour obtenir la formulation mathe´matique des canaux
hij (e´quation 3.49).
hij =
nri∑
k=1
ntj∑
l=1
a(i,k)(j,l)p(i,k)(j,l) (3.49)
Les canaux hij e´tant inde´pendants les uns des autres, on peut assembler la matrice H du
canal (e´quation 3.50).
H =

h1,1 · · · h1,Nt
...
. . .
...
hNr,1 · · · hNr,Nt
 (3.50)
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CHAPITRE 4
ETUDE PARAMETRIQUE ET SIMULATIONS
Objectifs Dans cette partie, on va exploiter les mode`les de´finis au Chapitre 3 pour analyser
l’influence de certains parame`tres du syste`me comme le nombre de patchs dans les re´seaux
ou l’espacement entre les diffe´rents re´seaux, sur les e´le´ments diagonaux et non diagonaux
de la matrice du canal, ainsi que sur son conditionnement. Cette e´tude parame´trique doit
permettre d’identifier les parame`tres qui permettent d’agir sur l’orthogonalite´ de la matrice
H du canal afin de se rapprocher d’une matrice diagonale comme on le faisait avec la me´thode
de traitement du signal utilisant la technique SVD. D’autre part, on veut aussi trouver les
parame`tres du syste`me permettant d’agir sur le conditionnement de la matrice H qui est
directement lie´ a` la capacite´ the´orique du syste`me.
Dans un second temps, on va utiliser les parame`tres pertinents identifie´s graˆce a` l’e´tude
parame´trique pour re´aliser plusieurs se´ries de simulations visant a` obtenir des re´sultats plus
objectifs des performance du syste`me en fonction de l’e´volution de ces parame`tres.
Finalement, on va e´valuer l’impact de l’ajout de certaines techniques de traitement nume´rique
du signal en reprenant les meˆmes simulations sur les syste`mes utilise´s pre´ce´demment auxquels
sera ajoute´ un traitement nume´rique au re´cepteur seulement.
Hypothe`ses Les hypothe`ses sont les meˆmes que celles pre´sente´es au Chapitre 3, auxquelles
viennent s’ajouter les parame`tres et les contraintes de chaque simulation qui seront de´crits
individuellement pour chaque simulation pre´sente´e. Afin de pouvoir mettre en exergue les
re´sultats des diffe´rentes simulations, seul un parame`tre bien identifie´ ne variera a` la fois.
Tous les autres e´tant fixe´s a` des valeurs de re´fe´rence qui resteront les meˆmes pour toutes les
simulations ; pour ne pas biaiser l’interpre´tation des re´sultats.
Me´thodologie La me´thodologie mise en œuvre doit permettre l’identification et l’e´valua-
tion des parame`tres et des techniques de traitement nume´rique du signal permettant d’obtenir
une matrice du canal H quasi orthogonale et bien conditionne´e. Ce sont les conditions ne´-
cessaires pour pouvoir exploiter le MIMO et be´ne´ficier de ses avantages. A` savoir, un gain de
degre´ de liberte´ qui se traduit par une augmentation de la capacite´ du syste`me ou bien un
gain de diversite´ qui va se traduire par une augmentation de la fiabilite´ du syste`me.
Pour atteindre ces objectifs, on va conside´rer plusieurs grandes e´tapes successives qui vont
permettre de partir du cas le plus ge´ne´ral qui ne fait intervenir que les mode`les mathe´matiques
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du syste`me pour finir avec le mode`le inte´grant les diffe´rentes mesures des re´seaux de patchs.
On a choisi cette me´thodologie pour pouvoir identifier et analyser l’impact des parame`tres
pertinents avant meˆme d’avoir les premiers prototypes d’antennes et leurs mesures.
E´tude parame´trique Dans cette e´tude, nous allons nous inte´resser aux diffe´rents pa-
rame`tres physiques du syste`me comme la configuration des re´seaux de patchs, les distances
de se´paration entre les antennes ainsi que leur orientation. On va utiliser le mode`le mathe´-
matique du syste`me MIMO a` 2 dimensions pre´sente´ a` la section 3.2 pour e´tudier l’impact de
chaque parame`tre pris inde´pendamment sur le reste du syste`me. Pour cette raison, seul un
parame`tre sera e´tudie´ a` la fois, le reste des parame`tres e´tant fixe´s a` des valeurs de re´fe´rence.
L’e´valuation de l’impact de chaque variable sur le syste`me sera e´value´e en analysant le poids
des e´le´ments diagonaux et non diagonaux de la matrice du canal, puis en regardant le rapport
de ces deux poids. Le poids est de´fini comme e´tant la moyenne du module des e´le´ments e´leve´s
au carre´.
D’autre part, pour qualifier la qualite´ des canaux on observera le conditionnement de la ma-
trice H. Puis les re´sultats seront interpre´te´s avec l’analyse de la capacite´ the´orique maximale
(cf. section 2.2), de la se´paration angulaire des re´seaux de patchs et de la re´solution angulaire
des re´seaux de patchs [1].
Simulation de Monte-Carlo Pour valider les observations faites dans l’analyse para-
me´trique sur l’impact des diffe´rentes variables sur le syste`me, on va effectuer des simulations
de Monte-Carlo pour simuler la transmission d’une grande quantite´ d’informations a` tra-
vers les canaux qui ont e´te´ mode´lise´s graˆce au mode`le mathe´matique du syste`me MIMO a` 2
dimensions lors de l’e´tude parame´trique. On va utiliser Monte-Carlo pour prendre en conside´-
ration le bruit additif gaussien qui vient s’additionner aux signaux rec¸us a` chaque antenne de
re´ception. Ce bruit n’e´tant pas de´terministe, il doit eˆtre mode´lise´ par des variables ale´atoires
gaussiennes inde´pendantes. Chacune de ces variables ale´atoires sera ensuite additionne´e a`
un seul signal rec¸u a` une antenne. De plus, il faut aussi conside´rer les interfe´rences issues
des signaux e´mis par les autres re´seaux antennes d’e´mission qui sont conside´re´es comme des
variables ale´atoires uniformes puisque les symboles de la modulation sont e´quiprobables (cf.
figure 4.1).
En conside´rant un tre`s grand nombre de symboles a` transmettre a` travers un canal sta-
tionnaire dont on a choisi les parame`tres, on peut obtenir le taux d’erreur binaire de la
transmission avec une erreur borne´e par une borne supe´rieure qui de´pend de la variance des
signaux rec¸us et du nombre de symboles (e´chantillons) envoye´s Nech.
En utilisant le meˆme protocole et les meˆmes parame`tres utilise´s lors de l’e´tude parame´-
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hi1x1~ U(Ω)
yi
w ~ CN(0,σw
2)
hi2
hij
x2~ U(Ω)
xj~ U(Ω)
Figure 4.1 Repre´sentation du signal rec¸u yi dans un syste`me MIMO sous forme d’une somme
de variables ale´atoires
trique, on va ainsi pouvoir obtenir l’e´volution du taux d’erreur binaire BER en fonction de
chaque parame`tre. Bien e´videmment le processus va eˆtre tre`s long puisqu’il faut simuler la
transmission d’au moins 106 e´chantillons pour pouvoir e´tudier des taux d’erreur par symbole
pouvant descendre jusqu’a` 10−6. On fixera la puissance du bruit additif gaussien (sa variance)
de manie`re a` observer un BER non nul sur la plus grande plage de variation du parame`tre
possible.
Pour obtenir un sce´nario, c’est-a`-dire l’e´volution du BER en fonction de la variation d’un
parame`tre, il est ne´cessaire de faire une simulation comple`te pour chaque changement du
parame`tre entre une valeur minimale et une valeur maximale en conside´rant un pas suffisam-
ment fin pour avoir une re´solution permettant d’observer les variations pertinentes du BER.
Pour certaines distances, des variations de l’ordre du dixie`me de millime`tre peuvent impli-
quer de grandes variations du BER a` cause des changements rapides de phase, puisqu’on est
dans l’ordre de grandeur de la longueur d’onde. Par conse´quent, lorsqu’un sce´nario demande
trop de points (pour le parame`tre a` faire varier) afin de pouvoir observer a` la fois l’effet
macroscopique et microscopique, on de´coupera l’e´tude du parame`tre en deux sce´narios. Un
sce´nario macroscopique qui e´tudiera l’e´volution du BER sur une large plage de variation du
parame`tre mais avec un pas grossier. Et un sce´nario microscopique qui fera la meˆme chose
sur une plage tre`s re´duite mais avec un pas tre`s fin.
L’ensemble des simulations va eˆtre effectue´ dans un premier temps en utilisant le mode`le
mathe´matique des re´seaux de patchs (cf. section 3.1). Les sce´narios les plus inte´ressants seront
ensuite repris en utilisant cette fois ci les mesures des prototypes (cf. section 3.2.1), et seront
compare´s aux sce´narios analogues utilisant le mode`le mathe´matique.
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4.1 E´tude parame´trique
L’e´tude parame´trique peut se scinder en deux grandes parties : L’e´tude des parame`tres
propres a` la configuration des re´seaux de patchs et celle des parame`tres propres au syste`me
MIMO a` un niveau macroscopique.
4.1.1 E´tude du nombre de patchs dans les re´seaux
Pour simplifier l’e´tude on ne va s’inte´resser qu’aux re´seaux de patchs a` une dimension,
c’est-a`-dire que les patchs sont tous aligne´s suivant une droite (cf. figure 3.4). L’analyse
pourra ensuite eˆtre extrapole´e aux re´seaux de patchs a` deux dimensions. Ce choix de limiter
l’analyse aux re´seaux a` une dimension vient aussi du fait que les prototypes de re´seaux de
patchs de´veloppe´s a` l’INRS doivent respecter la contrainte de tenir sur un substrat d’environ
2.54 cm2 qui contiendra aussi tout le re´cepteur (six-ports, amplificateur faible bruit, etc.).
Cette contrainte permet d’inte´grer jusqu’a` huit patchs aligne´s.
On va utiliser la forme simplifie´e de la signature spatiale e d’un re´seau de patchs pre´sente´e
a` l’e´quation 3.13.
e(∆, φ1) =

1
e−j2piδ2
...
e−j2piδk
 =

1
e−j2pi∆ cos(φ1)
...
e−j2pi(k−1)∆ cos(φ1)

Pour calculer le diagramme de rayonnement obtenu lorsque les signaux issus des k patchs
sont somme´s avec leur phase originale, cela revient a` calculer le produit scalaire hermitien de
e(φ) avec e(pi
2
) et de prendre la valeur absolue du re´sultat (cf. e´quation 3.22).
f(φ) =
∣∣∣∣e(pi2)H e(φ)
∣∣∣∣ = ∣∣∣∣1− e−j2pik∆ cos(φ)1− e−j2pi∆ cos(φ)
∣∣∣∣
Hypothe`ses On va fixer la distance entre les patchs ∆ et faire varier l’angle d’arrive´e φ pour
pouvoir obtenir le diagramme de rayonnement normalise´ en gain. On va ensuite comparer les
diagrammes obtenus pour un re´seau a` 2, 4, 8 et 16 patchs distance´s de λc
2
— Patchs isotropiques dans le demi-espace de´limite´ par le plan du substrat
— Les signaux des patchs sont somme´s sans ajouter de de´phasage
— Nombre de patchs k = {2, 4, 8, 16}
— Distance inter-patch ∆ = 1
2
λc
— Angle d’arrive´e φ ∈ [0, pi] avec un pas de pi
1000
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Figure 4.2 Diagrammes de rayonnement normalise´s fonction du nombre de patchs
Observations Le nombre de patchs dans un re´seau permet d’une part d’augmenter la
directivite´ puisqu’on observe sur la figure 4.2 un lobe principal dont l’ouverture a` 3 dB
diminue avec l’augmentation du nombre de patchs (cf. tableau 4.1).
On de´finit l’ouverture a` 3 dB comme e´tant l’angle maximum du lobe principal qui garantit
au moins la moitie´ du gain maximum (qui est atteint lorsque l’angle d’arrive´e φ = 90◦).
L’ouverture a` 3 dB est repre´sente´e par les lignes rouges sur la figure 4.2.
D’autre part, le gain maximum qui est observe´ sur le lobe principal double a` chaque fois
que l’on double le nombre de patchs dans le re´seau. Cette augmentation du gain dans la
direction orthogonale au plan du substrat s’accompagne d’une augmentation du nombre de
lobes secondaires dont le gain est au moins infe´rieur de moitie´ a` celui du lobe principal.
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Tableau 4.1 Tableau des diagrammes de rayonnement en fonction du nombre de patchs k
# patchs
Gain du lobe
principal
Ouverture
a` 3 dB
Gain normalise´ du
1er lobe secondaire
# lobes se-
condaires
2 3 dB 84◦ 0
4 6 dB 36◦ -5.65 dB 2
8 9 dB 17◦ -6.40 dB 6
16 12 dB 9◦ -6.60 dB 14
Analyse L’augmentation du gain est directement lie´e a` l’augmentation de la directivite´ car
les re´seaux d’antennes patchs sont des e´le´ments dits passifs. Par conse´quent, ils ne peuvent
apporter plus d’e´nergie qu’ils n’en rec¸oivent. C’est donc l’augmentation de la directivite´ dans
la direction orthogonale au plan du substrat, au de´pend des autres directions qui permet
d’augmenter le gain maximal dans la direction orthogonale, au de´pend des autres directions
qui voient leur gain diminuer de manie`re a` ce que l’e´nergie totale transmise reste la meˆme
que celle transmise par une antenne isotropique.
Ce phe´nome`ne vient du fait que chaque patch est se´pare´ d’une distance ∆ de son homo-
logue le plus proche. Ce qui vient introduire un de´phasage e−j2pi∆ cos(φ) entre les signaux rec¸us
aux diffe´rents patchs. Ces signaux restent cependant tre`s corre´le´s du fait de la tre`s faible
distance ∆. Ils sont seulement de´cale´s dans le temps de ∆ cos(φ)
fc
secondes. Comme les signaux
issus des diffe´rents patchs sont somme´s vectoriellement sans que leur phase soit corrige´e, on
va avoir des signaux dits constructifs et destructifs de´pendamment de leur angle d’arrive´e φ.
Si la distance entre la source du signal et le re´seau de patchs est tre`s grande devant ∆, on
peut conside´rer que les signaux issus d’une meˆme source arrivent paralle`lement aux patchs du
re´seau. Par conse´quent, le gain est maximum lorsque les signaux sont en phase, c’est-a`-dire
lorsque l’angle d’arrive´e φ = pi
2
.
Les lobes On identifie deux types de lobes : les lobes principaux et les lobes secondaires.
C’est le phe´nome`ne des signaux constructifs et destructifs qui est la cause directe de la
formation des diffe´rents lobes dont le nombre est proportionnel au nombre de patchs k. Le
lobe principal est celui qui a le gain maximum du re´seau de patchs. Il est donc centre´ sur
l’angle d’arrive´e φ = pi
2
. Si on reprend l’e´quation 3.22
f(φ) =
∣∣∣∣1− e−j2pik∆ cos(φ)1− e−j2pi∆ cos(φ)
∣∣∣∣
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et que l’on pose Ω = cos(φ), et que l’on simplifie. On obtient alors l’e´quation 4.1.
f(Ω) =
∣∣∣∣ sin(pik∆Ω)k sin(pi∆Ω)
∣∣∣∣ (4.1)
On ve´rifie bien que lorsque φ = pi
2
(Ω = 0), le gain vaut 1 comme le montre le calcul de limite
de l’e´quation 4.2
lim
Ω→0
f(Ω) =
∣∣∣∣ sin(pik∆Ω)k sin(pi∆Ω)
∣∣∣∣ = ∣∣∣∣pik∆ cos(0)pik∆ cos(0)
∣∣∣∣ = 1 (4.2)
Seulement, toute la puissance n’est pas contenue dans le lobe principal, c’est pourquoi on
observe des lobes secondaires qui apparaissent a` chaque fois que la fonction f(Ω) s’annule
plus de deux fois. Les deux premie`res annulations correspondent au lobe principal, et chaque
annulation supple´mentaire correspond a` la formation d’un lobe secondaire qui est pourvu
d’un maximum local toujours infe´rieur a` celui du lobe principal.
Pour calculer les angles d’arrive´e pour lesquels le gain s’annule, on re´sout f(Ω) = 0
sachant que Ω ∈ [−1, 1] (cf. E´quation 4.3)
sin(pik∆Ω) = 0 ⇔ pik∆Ω = npi avec n ∈ Q∗ (4.3)
⇔ Ω = n
k∆
avec |n| ≤ k∆ car Ω ∈ [−1, 1]
Le nombre de solutions est toujours pair et vaut 2bk∆c. Les solutions sont syme´triques par
rapport a` Ω = 0. La position du lobe principal est comprise entre Ω ∈ [− 1
k∆
, 1
k∆
] et sa largeur
(distance entre les deux annulations de gain) vaut 2
k∆
.
Pour obtenir les maxima locaux de chaque lobe secondaire, il faut re´soudre l’e´quation 4.4
f ′(Ω) =
df(Ω)
dΩ
=
k cos(kpi∆Ω) sin(pi∆Ω)− sin(kpi∆Ω) cos(pi∆Ω)
sin2(pi∆Ω)
= 0 (4.4)
En utilisant la formule de Moivre (cf. e´quation 4.5)
(cos(x) + i sin(x))k = cos(kx) + i sin(kx) =
k∑
p=0
(
k
p
)
cosk−p(x)ip sinp(x) (4.5)
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On obtient par identification cos(kx) et sin(kx) (cf. e´quations 4.6 et 4.7)
cos(kx) =
b k
2
c∑
p=0
(
k
2p
)
(−1)p cosk−2p(x) sin2p(x) (4.6)
sin(kx) =
d k
2
e−1∑
p=0
(
k
2p+ 1
)
(−1)p cosk−(2p+1)(x) sin2p+1(x) (4.7)
En posant X = cos(pi∆Ω) et en substituant les e´quations 4.6 et 4.7 dans le nume´rateur de
l’e´quation 4.4, on obtient l’e´quation 4.8 qui est un polynoˆme de Tchebychev de degre´ k.
k
b k
2
c∑
p=0
(
k
2p
)
(−1)pXk−2p(1−X2)p+ 12 −
d k
2
e−1∑
p=0
(
k
2p+ 1
)
(−1)pXk−2p(1−X2)p+ 12 = 0 (4.8)
La re´solution alge´brique de cette e´quation de´pend de k qui est l’ordre de l’e´quation. On devra
donc utiliser des me´thodes nume´riques pour re´soudre cette e´quation lorsque k ≥ 3.
Limites de l’e´tude Cette e´tude permet seulement d’observer sur un cas d’e´tude simple,
l’impact de l’augmentation du nombre de patchs dans un re´seau sur le diagramme de rayonne-
ment du re´seau de patchs. Le mode`le utilise´ ne permet en aucun cas de mode´liser fide`lement
les prototypes pour plusieurs raisons :
— L’utilisation de patchs isotropiques ide´aux est une approximation car il est impossible
de concevoir des patchs ide´aux.
— On ne prend pas en conside´ration les diffe´rentes pertes intrinse`ques a` la conception
des re´seaux. Entre autres, les pertes dues aux mauvaises adaptations d’impe´dance, les
pertes par effet Joule, etc.
Par conse´quent, les observations qualitatives peuvent eˆtre utilise´es pour la conception de
re´seaux de patchs a` fort gain avec une bonne directivite´ mais l’analyse quantitative ne peut
pas eˆtre utilise´e pour obtenir les caracte´ristiques exactes du diagramme de rayonnement. Il
faudra effectuer des simulations nume´riques par e´le´ments finis, ou bien effectuer des mesures
directes sur les prototypes.
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4.1.2 E´tude de la distance de se´paration des patchs dans les re´seaux
On va s’inte´resser a` l’espacement entre les patchs d’un re´seau, qui est responsable du
de´phasage entre les signaux rec¸us, issus des diffe´rents patchs. Le but e´tant de de´terminer
l’influence de ce parame`tre sur les lobes du diagramme de rayonnement,
Hypothe`ses On va fixer le nombre de patchs k et faire varier l’angle d’arrive´e φ pour obte-
nir le diagramme de rayonnement normalise´ en gain. On va ensuite comparer les diagrammes
obtenus pour un re´seau de 8 patchs distance´s de 1
16
λc,
1
8
λc,
1
4
λc,
1
2
λc, 1λc et 2λc.
— Patchs isotropiques dans le demi-espace de´limite´ par le plan du substrat
— Les signaux des patchs sont somme´s sans ajouter de de´phasages
— Nombre de patchs k = 8
— Distance inter-patch ∆ = { 1
16
, 1
8
, 1
4
, 1
2
, 1, 2}λc
— Angle d’arrive´e φ ∈ [0, pi] avec un pas de pi
1000
Figure 4.3 Diagrammes de rayonnement normalise´s pour k = 8 fonction de ∆
Observations A` nombre de patchs constant, la distance inter-patch n’agit pas sur le gain
maximum du re´seau. En revanche, elle agit sur la largeur du lobe principal en pi
2
ainsi que
sur le nombre de lobes principaux et secondaires, comme on peut le voir sur la figure 4.3.
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Tableau 4.2 Tableau des diagrammes de rayonnement en fonction de la distance ∆
∆
k∆ Ouverture a` 3 dB du
lobe principal en pi/2
# lobes principaux # lobes secondaires
1/16 1/2 180◦ 1 (pi/2) 0
1/8 1 75◦ 1 (pi/2) 0
1/4 2 35◦ 1 (pi/2) 2
1/2 4 17◦ 1 (pi/2) 6
1 8 9◦ 3 (0, pi/2 et pi) 12
2 16 4◦ 5 (0, pi/3, pi/2, 2pi/3 et pi) 24
Pour re´sumer (cf. tableau 4.2) :
— Pour ∆ ≤ 1
2
on observe un seul lobe principal dont la largeur de´croˆıt lorsque ∆ aug-
mente puisque la longueur totale du re´seau augmente. Le nombre de lobes secondaires
lui augmente avec l’augmentation de ∆.
— Pour ∆ > 1
2
on observe l’augmentation du nombre de lobes principaux qui s’accom-
pagne toujours de la diminution de la largeur des lobes lorsque ∆ augmente. Le nombre
de lobes secondaires continue d’augmenter avec ∆.
Analyse Le nombre de lobes principaux s’explique de par la pe´riodicite´ de l’e´quation 4.1
qui repre´sente le gain en fonction de l’angle d’arrive´e. On conside`re qu’il y a un lobe principal
a` chaque fois que f(Ω) atteint son maximum e´gale a` 1. La fonction sinus e´tant 2pi pe´riodique
et Ω ∈ [−1, 1], il en re´sulte que :
— si ∆ ≤ 1
2
: le maximum de la fonction f(Ω) n’est atteint qu’une seule fois pour Ω = 0⇒
Il n’y a qu’un seul lobe principal.
— si ∆ > 1
2
: le maximum de la fonction f(Ω) est atteint plus d’une fois. Pour Ω = n
∆
avec n ∈ Q⇒ Il y a plus d’un lobe principal.
Limites de l’e´tude Identique a` l’e´tude pre´ce´dente.
Conclusion Pour faire du MIMO on va chercher d’une part a` maximiser le gain dans
une unique direction pour que l’antenne de re´ception correspondante rec¸oive le maximum
de puissance. D’autre part, on veut minimiser le gain dans toutes les autres directions pour
minimiser les interfe´rences dues aux autres antennes. Par conse´quent, il faut choisir une valeur
de ∆ pour n’avoir qu’un seul lobe principal avec l’ouverture la plus faible possible.
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4.1.3 E´tude de l’ajout d’un de´phasage Ω0 entre les patchs d’un re´seau
On va s’inte´resser a` l’ajout d’un de´phasage entre les signaux issus des diffe´rents patchs
avant de les sommer. Le but e´tant de de´terminer l’influence de ce parame`tre de phase sur les
lobes du diagramme de rayonnement.
Hypothe`ses On fixe le nombre de patchs k ainsi que la distance ∆ de manie`re a` avoir
un gain maximum et un nombre de lobes constants. On construit ensuite les diagrammes de
rayonnement normalise´s en gain pour diffe´rentes valeurs de de´phasage Ω0 = cos(φ0).
— Patchs isotropiques dans le demi-espace de´limite´ par le plan du substrat
— Les signaux des patchs sont de´phase´s de Ω0 avant d’eˆtre somme´s avec Ω0 =
n
k∆
pour
n ∈ {−3,−2,−1, 1, 2, 3}.
— Nombre de patchs k = 8.
— Distance inter patchs ∆ = 1
2
λc, pour n’avoir qu’un seul lobe principal.
— Angle d’arrive´e φ ∈ [0, pi] avec un pas de pi
1000
.
On utilise l’e´quation 4.9 pour calculer le diagramme de rayonnement obtenu pour diffe´-
rentes valeurs de Ω0.
f(Ω,Ω0) =
∣∣∣∣ sin(pik∆(Ω− Ω0))k sin(pi∆(Ω− Ω0))
∣∣∣∣ avec Ω = cos(φ) et Ω0 = cos(φ0) (4.9)
Figure 4.4 Diagrammes de rayonnement normalise´s pour k = 8 et ∆ = 1
2
en fonction de Ω0
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Observations On observe que la modification du de´phasage Ω0 entre les signaux issus
des patchs permet d’orienter ce lobe dans une direction particulie`re qui correspond a` l’angle
cos−1(Ω0), comme on peut le voir sur la figure 4.4. L’ouverture a` 3 dB du lobe principal
s’e´largit au fur et a` mesure que l’on s’e´loigne de Ω0 = 0 comme le montre le tableau 4.3 qui
re´sume les proprie´te´s des diagrammes de rayonnement.
Tableau 4.3 Tableau des diagrammes de rayonnement en fonction du de´phasage Ω0
Ω0
Ouverture a` 3 dB
du lobe principal
Direction du
lobe principal
# lobes
secondaires
-3/4 28◦ 138.6◦ 6
-1/2 20◦ 120◦ 6
-1/4 18◦ 104.5◦ 6
0 17◦ 90◦ 6
1/4 18◦ 75.5◦ 6
1/2 20◦ 60◦ 6
1/4 28◦ 41.4◦ 6
Analyse Le fait d’ajouter un de´phasage Ω0 entre les signaux rec¸us aux diffe´rents patchs
permet d’aligner la phase des signaux arrivant avec l’angle d’arrive´e φ = φ0, de manie`re a`
ce qu’ils soient tous en phase. Cela se traduit par l’orientation du lobe principal suivant la
direction du cosinus directionnel Ω0.
On obtient aussi de l’information supple´mentaire puisqu’on est capable de re´soudre plu-
sieurs trajets de´pendamment de leur angle d’arrive´e. La re´solution avec laquelle on peut
re´soudre les trajets arrivant selon diffe´rents angles de´pend du nombre de signatures spatiales
inde´pendantes. Comme e est un vecteur de k e´le´ments, on peut avoir au plus k vecteurs
inde´pendants qui forment une base orthogonale. Sachant que :
R 7→ U4 avec U = {eiφ, φ ∈ [0, 2pi]} (4.10)
Ω → e(Ω) avec Ω = cos(φ)⇒ Ω ∈ [−1, 1] (4.11)
et que e(Ω) est une fonction pe´riodique de pe´riode e´gale a` 2, alors on a eΩ = eΩ+2n avec n ∈
Q. Si on choisit Ω0 = nk∆ avec n ∈ Q (des multiples de la largeur du lobe principal), on
obtient la base orthogonale Bortho (cf. e´quation 4.12) qui ve´rifie la proprie´te´ d’orthogonalite´
det(Bortho) 6= 0.
Bortho =
{
e
(
0
k∆
)
, e
(
1
k∆
)
, ..., e
(
k − 1
k∆
)}
(4.12)
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Si on trace les diagrammes de rayonnement obtenus pour ces signatures spatiales, on
obtient qu’elles s’annulent pour tous les multiples de n
k∆
avec n ∈ Q, excepte´ pour la valeur
de Ω0 ou` le gain est maximal (direction du lobe principal). Ceci est illustre´ dans la figure 4.5
qui repre´sente les diagrammes de rayonnement en coordonne´es carte´siennes pour certaines
valeurs de Ω0. Les diagrammes de rayonnement d’une base comple`te d’un re´seau de 8 et 16
patchs sont pre´sente´s en annexe C et D.
Cette proprie´te´ permet de recevoir et d’envoyer des signaux dans n’importe quelle di-
rection en ayant acce`s qu’aux signaux de k directions diffe´rentes, pourvu que ces directions
soient distantes de n
k∆
avec n ∈ Q. Ce qui garantie leur orthogonalite´. Bien entendu, il faut
que ∆ ≤ 0.5 pour que la pe´riodicite´ de 2 soit garantie.
Figure 4.5 Diagrammes de rayonnement normalise´s pour k = 8 et ∆ = 1
2
en fonction de Ω0
Conclusion Cette technique d’orientation du lobe (”Beamforming”) permet, lorsque le lobe
est suffisamment e´troit, de maximiser la re´ception des signaux issus de l’antenne Tx de´sire´e,
tout en minimisant ceux issus des autres antennes Tx (conside´re´s comme des interfe´rences).
Avec des lobes suffisamment e´troits et bien oriente´s dans un syste`me MIMO, on peut obtenir
des canaux quasi orthogonaux sans avoir a` utiliser la technique de traitement des signaux
SVD qui permet de diagonaliser la matrice du canal H.
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4.1.4 E´tude de la distance de se´paration entre les antennes
Apre`s s’eˆtre inte´resse´ a` l’influence des parame`tres de configuration des re´seaux de patchs,
on s’inte´resse maintenant aux parame`tres des syste`mes a` plusieurs antennes. A` commencer
par la distance de se´paration entre les re´seaux de patchs que l’on va assimiler a` leurs antennes
e´quivalentes pour simplifier l’e´tude.
Protocole On fixe l’ensemble des parame`tres du syste`me et on calcule la matrice H pour
diffe´rentes valeurs de D. L’influence de la distance D est ensuite e´tudie´e a` partir de l’analyse
du conditionnement de la matrice H ainsi que de la capacite´ the´orique maximale du syste`me
que l’on compare avec celle du syste`me MIMO avec SVD e´quivalent et avec celle du syste`me
SISO e´quivalent (seul les antennes Tx1 et Rx1 sont utilise´es).
Hypothe`ses On fixe comme suit la configuration des re´seaux de patchs utilise´s au Tx et
au Rx. On prend nt = nr = 8 patchs par re´seau espace´s de ∆t = ∆r = 0.5λc. De cette
manie`re on s’assure de n’avoir qu’un seul lobe principal de largeur 2
n∆
et de gain maximum√
n a` toutes les antennes Tx et Rx.
Pour e´tudier uniquement l’influence des parame`tres Dt et Dr, on utilise une configuration
comple`tement syme´trique ou` tous les autres parame`tres sont fixe´s a` des valeurs de re´fe´rence
pour garder une homoge´ne´ite´ entre les diffe´rentes e´tudes. La syme´trie du syste`me implique
que nt = nr = n, Nt = Nr = N , φt11 = φr11 = φ11 et Dt = Dr = D.
— Patchs isotropiques dans le demi-espace de´limite´ par le plan du substrat
— Les signaux des patchs sont somme´s sans ajouter de de´phasages
— Nombre de patchs n = 8
— Distance inter-patch ∆ = 1
2
λc
— Distance Tx Rx d11 = 5 m
— Angle d’arrive´e φ11 =
pi
2
— Variable : D ∈ [0.01, 4] avec un pas de λc
4
Observations Lorsque l’on augmente la distance D se´parant les antennes, on observe sur
la figure 4.7 (courbe bleue) que la moyenne du module des termes diagonaux e´leve´ au carre´
(cf. equation 4.13) ne varie pas. C’est pre´visible puisque les distances dii ont e´te´ fixe´es et ne
varient pas. De plus comme le syste`me est syme´trique on a |h11|2 = |h22|2.
1
N
N∑
i=1
|hii|2 (4.13)
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Figure 4.6 Sche´ma du syste`me MIMO 2× 2 syme´trique
En revanche, celle des termes non diagonaux (cf. equation 4.14) qui repre´sente la puissance
moyenne de l’interfe´rence (issue des antennes dites croise´es) varie. On remarque d’une part
les deux asymptotes verticales qui tendent vers 0 pour D = 1.29 m et D = 2.89 m (cf. figure
4.7 courbe rouge). Elles permettent d’obtenir un SIR 1 (cf. e´quation 4.15) de plus de 100
dB dans les deux cas (cf. figure 4.7 droite). De plus, comme le syste`me est syme´trique on a
|h12|2 = |h21|2.
1
N
N∑
i=1
∑
j 6=i
|hij|2 (4.14)
D’autre part, on observe aussi que malgre´ ces deux asymptotes verticales, la tendance
ge´ne´rale du SIR est croissante avec des minimums locaux entre les asymptotes. Par conse´-
quent, il est possible de trouver une borne infe´rieure pour le SIR de`s lors qu’on s’assure que
la distance D est supe´rieure a` une certaine valeur.
SIR =
1
N
N∑
i=1
|hii|2∑
j 6=i |hij|2
(4.15)
Comme le canal est de´terministe, on peut calculer la capacite´ the´orique maximale du
syste`me. L’e´quation 4.16 qui donne la capacite´ du syste`me MIMO e´tudie´ en fonction des
termes de la matrice H, de la puissance transmise Pj au transmetteur Txj et de la densite´
1. Signal to Interference Ratio
72
Figure 4.7 E´volution des e´le´ments |hij|2 de la matrice H en fonction de D
spectrale de puissance du bruit N0.
CMIMO =
N∑
i=1
log2
(
1 +
Pi|hii|2
N0 +
∑
j 6=i Pj|hij|2
)
(4.16)
On compare la capacite´ obtenue avec celle qu’on aurait obtenue avec le syste`me MIMO avec
SVD e´quivalent. Si on reprend l’e´quation 2.21, on obtient l’e´quation 4.17
CSV D =
N∑
i
log2
(
1 +
P ∗i λ
2
i
N0
)
(4.17)
avec
P ∗i = Pi ⇒ sans waterfilling
P ∗i =
(
µ− N0
λ2i
)
tel que
min(Nr,Nt)∑
i=1
P ∗i =
Nt∑
i=1
Pi ⇒ avec waterfilling
On compare aussi la capacite´ avec celle du syste`me SISO e´quivalent qui revient a` n’utiliser
que l’antenne Tx1 et Rx1. En utilisant l’e´quation 2.12, on obtient l’expression de la capacite´
SISO e´quivalente a` l’e´quation 4.18.
CSISO = log2
(
1 +
P1|h11|2
N0
)
(4.18)
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On fixe Pi = 1 dBm ∀i et N0 a` une valeur arbitraire (de -79.0 dBm) puisqu’on souhaite
seulement comparer les diffe´rentes capacite´s entre elles. La figure 4.8 donne les diffe´rentes
capacite´s the´oriques maximales en fonction de la distance D.
Figure 4.8 E´volution de la capacite´ en fonction de D
Sur la figure de gauche on remarque 3 intervalles caracte´ristiques de la capacite´ CMIMO :
— Pour D < 0.62 m, la capacite´ CMIMO est infe´rieure a` celle obtenue avec le syste`me
SISO e´quivalent. Il n’y a donc aucun inte´reˆt a` utiliser le syste`me MIMO si on est dans
cette partie de la courbe.
— Pour 0.62 m ≤ D < 1.03 m, la capacite´ CMIMO de´passe celle du syste`me SISO e´qui-
valent mais reste infe´rieure a` celle du syste`me MIMO avec SVD e´quivalent. C’est une
zone transitoire, ou` faire du MIMO sans SVD commence a` devenir inte´ressant, sans
toutefois atteindre les performances du syste`me utilisant la SVD.
— Pour D ≥ 1.03 m, la capacite´ CMIMO a une borne infe´rieure qui correspond a` 98%
de la la capacite´ CSV D avec un minimum local de 0.98 CSV D pour D ≈ 1.92 m et de
0.997 CSV D pour D ≈ 3.9 m.
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On remarque aussi que :
— La capacite´ CSISO reste constante puisque dii et φ11 ne varient pas.
— Les capacite´s CSV D avec et sans waterfilling tendent vers une valeur de 10.08 bits/s/Hz
lorsque D augmente. En revanche, pour D < 1 m, ces capacite´s fluctuent beaucoup
autour de la valeur de 10.08 bits/s/Hz avec des maximums et des minimums locaux
atteignant respectivement jusqu’a` +20% et −30% de cette valeur.
— Les capacite´s CSV D avec et sans waterfilling sont quasi confondus, excepte´es pour
D < 1 m, comme on peut le voir sur la figure 4.8 de droite qui est une version
agrandie de la figure de gauche autour de l’intervalle D ∈ [0, 1] m. Il en re´sulte une tre`s
le´ge`re ame´lioration de la capacite´ CSV D avec waterfilling ou` les minimums locaux de la
capacite´ CSV D sans waterfilling sont atte´nue´s. Ce qui permet d’avoir des fluctuations
borne´es a` −20% compare´es au −30% sans waterfilling.
Analyse L’augmentation de la capacite´ the´orique maximale observe´e sur le figure 4.8 est
directement lie´e a` l’ame´lioration du SIR observe´ sur la figure 4.7 et peut eˆtre explique´e
en observant la se´paration angulaire aux antennes Rx. Avec 4.19, on obtient la se´paration
angulaire au re´cepteur Rxi entre l’antenne de re´fe´rence Txi et l’antenne interfe´rente Txj. Ce
calcul permet d’obtenir une premie`re e´valuation du conditionnement de la matrice H.
|f(Ωr)| =
∣∣∣e (φrii)H e(φrij)∣∣∣ avec Ωr = cos(φrij)− cos(φrii) (4.19)
En observant la figure 4.9, on obtient bien les meˆmes re´sultats pour l’antenne Rx1 et Rx2
du fait de la syme´trie du syste`me. Les re´sultats sont repris et compare´s avec le SIR et la
capacite´ CMIMO dans le tableau 4.4.
Tableau 4.4 Tableau des re´sultats de l’e´tude de l’influence de la distance D
D(m) Ωr φr (
◦) |f(Ωr)| SIR(dB) CMIMO (bits/s/Hz)
0.01 2.10−3 89.9◦ 1 0.00 1.96
1.03 0.20 78.4◦ 0.23 25.8 9.86
1.30 0.25 75.5◦ 0 >100 10.09
1.93 0.36 68.9◦ 0.23 26.2 9.88
2.89 0.5 60.0◦ 0 >100 10.09
3.93 0.62 51.7◦ 0.15 34.9 10.06
75
Figure 4.9 Se´paration angulaire aux re´cepteurs (Rx)
Syste`me MIMO Il y a une corre´lation directe entre la se´paration angulaire et les va-
riations observe´es du SIR et de la capacite´ CMIMO.
— Lorsque |f(Ωr)| = 1 on a la pire se´paration angulaire due aux termes non-diagonaux
importants et donc un mauvais conditionnement de la matrice H qui se traduit par
un SIR et une capacite´ CMIMO minimums.
— Lorsque |f(Ωr)| ≈ 0 c’est le contraire (les termes non-diagonaux s’annulent). On se
trouve aux distances D ou` le SIR et la capacite´ CMIMO sont a` leur maximum.
Comme le nombre d’annulations de |f(Ωr)| de´pend du nombre de patchs n par antenne, on
observe des maximums locaux entre chaque annulation. Ces maximums locaux correspondent
aux lobes secondaires du diagramme de rayonnement des re´seaux de patchs. Si on observe les
distances D pour lesquels apparaissent ces maximums locaux, on s’aperc¸oit que ces distances
correspondent aux minimums locaux du SIR et de la capacite´ CMIMO.
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Figure 4.10 E´volution du rapport entre la capacite´ CMIMO et CSV D en fonction de D
Pour maximiser le SIR et la capacite´ CMIMO il faut donc faire en sorte que l’angle
d’arrive´e des signaux interfe´rents correspondent aux annulations du gain sur le diagramme
de rayonnement de l’antenne Rx, tout en maintenant l’angle d’arrive´e du signal d’inte´reˆt sur
le gain maximum (φr =
pi
2
).
Cependant, si on analyse la figure 4.10 qui donne le rapport entre la capacite´ CMIMO et
CSV D en fonction de la distance D, on s’aperc¸oit que :
— Pour D > 1.03 m on atteint au moins 98% de la capacite´ CSV D. Cela revient a` dire
qu’il faut que l’angle d’arrive´e du signal interfe´rent soit infe´rieure a` 78.4◦ afin d’avoir
une se´paration angulaire |f(Ωr)| ≤ 0.23.
Lorsque la se´paration angulaire est suffisante, le module des termes non diagonaux
de la matrice H deviennent ne´gligeables devant celui des termes diagonaux. Ce qui
revient a` avoir une matrice H diagonale.
— Pour D ≤ 1.03, la capacite´ chute tre`s rapidement et se de´te´riore au point d’eˆtre
infe´rieure a` celle du syste`me SISO e´quivalent. Ce comportement s’explique par le
fait que sans traitement du signal supple´mentaire, il est impossible de tirer parti des
signaux interfe´rents. Ils viennent alors de´te´riorer le SIR ce qui entraˆıne la chute de la
capacite´.
Quand le bruit devient ne´gligeable face aux signaux interfe´rents, la capacite´ CMIMO
devient infe´rieure a` la capacite´ du syste`me CSISO e´quivalent.
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Syste`me MIMO avec SVD Il y a une corre´lation directe entre la se´paration angulaire
et les variations observe´es de la capacite´ CSV D (cf. figure 4.9 et 4.8).
— Pour D > 1.03 m, le syste`me MIMO avec SVD ne peut pas profiter de la puissance
des signaux interfe´rents pour ame´liorer le SIR aux re´cepteurs a` cause de la se´paration
angulaire qui vient fortement atte´nuer les signaux interfe´rents. Ce qui explique que
l’on obtienne la meˆme capacite´ CSV D et CMIMO, constante a` 10.09 bits/s/Hz.
— Pour D ≤ 1.03 m, c’est le contraire. Ce qui se traduit par des oscillations de la capacite´
autour de 10.09 bits/s/Hz. On peut parler d’un re´gime transitoire pseudo pe´riodique
amorti. L’amortissement est duˆ a` l’affaiblissement de la puissance des termes non dia-
gonaux de la matrice H (conse´quence de l’augmentation de la se´paration angulaire).
Alors que le caracte`re pseudo ale´atoire provient du conditionnement de la matrice H
qui varie en fonction de D. On a pseudo pe´riodiquement des distances D qui maxi-
misent la capacite´ et d’autres qui la minimisent.
Figure 4.11 E´volution du conditionnement de la matrice Λ et de la capacite´ normalise´e CSV D
fonction de D
La figure 4.11, nous donne :
— L’e´volution du rapport des termes diagonaux e´leve´ au carre´ de la matrice Λ en fonction
de D :
(
λ2
λ1
)2
— L’e´volution du rapport de la capacite´ et de sa valeur maximale : CSVD
max(CSVD)
On remarque qu’il y a une corre´lation directe entre l’e´volution de
(
λ2
λ1
)2
et celle de CSVD
max(CSVD)
.
On peut expliquer cette corre´lation par le fait que
(
λ2
λ1
)2
donne une information sur le condi-
tionnement de la matrice Λ. En effet quand :
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—
(
λ2
λ1
)2
→ 1 : Les deux canaux orthogonaux sont syme´triques. Ils transmettent la meˆme
puissance. Par conse´quent, on peut utiliser de manie`re optimale le multiplexage spatial
et ainsi obtenir le maximum de capacite´.
—
(
λ2
λ1
)2
→ 0 : Seul un canal orthogonal sur les deux transmet de la puissance. Par
conse´quent, on ne peut pas profiter pleinement du multiplexage spatial. Pour compen-
ser la perte de capacite´ induite par le mauvais canal, on peut utiliser la technique du
waterfilling.
Le waterfilling permet de re´attribuer la puissance transmise du mauvais canal vers le bon
afin d’augmenter le SIR et donc la capacite´.
La figure 4.12 montre une ame´lioration de la capacite´ graˆce au waterfilling pour les mi-
nimums locaux de CSV D seulement. Le gain obtenu est tre`s marginal surtout qu’il diminue
avec D. On a au mieux un gain de 12% et celui-ci chute a` moins de 2% lorsque D > 0.3 m.
Il n’est pas tre`s inte´ressant d’utiliser cette technique d’allocation de puissance au trans-
metteur. Surtout qu’elle demande de pouvoir re´partir efficacement la puissance entre les
antennes Tx ce qui pose plusieurs proble`mes a` 60 GHz :
— Il est difficile de ge´ne´rer de fortes puissances sur les porteuses a` 60 GHz.
— Les pertes sont importantes sur la chaˆıne de transmission et ajouter un syste`me de
re´partition dynamique de la puissance ne va qu’accroˆıtre ces pertes. Ce qui risque
d’eˆtre contre productif si les pertes supple´mentaires deviennent supe´rieures aux gains
de puissance dont doivent be´ne´ficier les bons canaux.
Figure 4.12 E´volution du rapport entre la capacite´ CSV D et CSV Davec waterfilling en fonction
de D
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4.1.5 E´tude de la distance d11 entre les antennes Tx1 et Rx1
Cette e´tude vient comple´ter celle de la distance D, on s’inte´resse maintenant a` l’impact
de la distance Tx1Rx1 sur les observations faites pre´ce´demment, puisque jusqu’alors on avait
fixer ce parame`tre pour pouvoir observer D seul.
Protocole On utilise exactement le meˆme protocole que pre´ce´demment avec pour variable
d11 au lieu de D. On fixe D = 1.30 m pour se placer sur la premie`re annulation de la se´paration
angulaire au re´cepteur |f(Ωr)| = 0 (lorsque d11 = 5 m).
Certaines figures seront place´es en annexe pour e´viter les redondances dans les re´sultats.
Hypothe`ses Identiques aux hypothe`ses pre´ce´dentes a` l’exception de (cf. figure 4.13) :
— Distance D = 1.30 m
— Variable : d11 ∈ [3, 8] m avec un pas de λc4
Figure 4.13 Sche´ma du syste`me MIMO 2× 2 syme´trique
Observations Lorsque l’on augmente la distance d11 se´parant l’antenne Tx1 et Rx1, on
observe sur la figure 4.14 que :
— La moyenne du module des termes diagonaux e´leve´ au carre´ (courbe bleue) est stricte-
ment de´croissante. Ce sont les pertes de parcours qui augmentent avec d11 qui explique
cette de´croissance.
— Pour les termes non diagonaux (courbe rouge) qui repre´sente la puissance moyenne
de l’interfe´rence, on remarque les deux asymptotes verticales qui tendent vers 0 pour
d11 = 2.25 m et d11 = 5.04 m. Elles permettent d’obtenir un SIR de plus de 100 dB
dans les deux cas (cf. figure 4.14 droite).
— Plus d11 augmente et plus les courbes bleu et rouge convergent vers une meˆme valeur.
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— Malgre´ les deux asymptotes verticales, la tendance ge´ne´rale du SIR est de´croissante
avec un minimum local entre les asymptotes. Par conse´quent, il est possible de trouver
une borne infe´rieure pour le SIR de`s lors que l’on s’assure que la distance d11 est
infe´rieure a` une certaine valeur. Par exemple ∀d11 < 9.22 m SIR > 10 dB.
Figure 4.14 E´volution des e´le´ments |hij|2 de la matrice H en fonction de d11
Sur la figure 4.15 on peut remarquer 2 intervalles caracte´ristiques de la capacite´ CMIMO :
— Pour d11 ≤ 6.73 m, la capacite´ CMIMO est quasiment confondue avec CSV D sauf autour
de d11 ≈ 3.31 m ou` CMIMO vaut 0.98 CSV D.
— Pour d11 > 6.73 m, la capacite´ CMIMO s’e´loigne progressivement de CSV D pour conver-
ger vers la capacite´ CSISO e´quivalente. Faire du MIMO sans SVD perd rapidement de
son inte´reˆt lorsque d11 augmente.
On remarque aussi que :
— Les capacite´s CSISO et CMIMO sont strictement de´croissantes a` cause des pertes de
parcours.
— Les capacite´s CSV D avec et sans waterfilling sont a` tendance de´croissante a` cause des
pertes de parcours, mais elles oscillent de plus en plus a` partir de d11 supe´rieure a` 6
m.
— Les capacite´s CSV D avec et sans waterfilling sont quasi confondues pour d11 < 12 m.
Au dela`, on note une tre`s le´ge`re ame´lioration de la capacite´ CSV D avec waterfilling
qui permet d’atte´nuer les minimums locaux de la capacite´ CSV D.
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Figure 4.15 E´volution de la capacite´ en fonction de d11
Analyse Comme pour l’analyse pre´ce´dente les variations de la capacite´ the´orique maximale
observe´es sur le figure 4.15 sont lie´es a` l’ame´lioration du SIR observe´e sur la figure 4.14. Ce
qui diffe`re cependant, c’est l’augmentation des pertes de parcours induites par l’augmentation
de la distance d11. Ce qui se traduit par une tendance de´croissante du SIR ainsi que de toutes
les capacite´s.
Les autres variations observe´es s’expliquent a` nouveau par la se´paration angulaire aux
antennes Rx (cf. figure 4.16 et tableau 4.5). A` la diffe´rence que l’augmentation de d11 fait
qu’on se rapproche de Ωr = 0, alors que l’augmentation de D nous en e´loignait. Lorsque D
est constant et φ11 =
pi
2
l’augmentation de d11 a pour effet de faire tendre les angles d’arrive´e
φij → pi2 (cf. e´quation 4.20) et donc Ωr = cos(φrij)− cos(φrii)→ 0.
lim
d11→∞
tan−1
(
d11
D
)
=
pi
2
(4.20)
L’augmentation de la distance d11 a un effet antagoniste a` celle de la distance D.
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Figure 4.16 Se´paration angulaire aux re´cepteurs (Rx)
En observant la figure 4.16, on obtient bien les meˆmes re´sultats pour l’antenne Rx1 et
Rx2 du fait de la syme´trie du syste`me. Les re´sultats sont repris et compare´s avec le SIR et
la capacite´ CMIMO dans le tableau 4.5.
Tableau 4.5 Tableau des re´sultats de l’e´tude de l’influence de la distance d11
d11(m) Ωr φr (
◦) |f(Ωr)| SIR(dB) CMIMO (bits/s/Hz)
2.0 0.55 57.0◦ 0.09 43.6 15.27
2.3 0.5 60◦ 0 >100 14.50
3.4 0.36 68.9◦ 0.23 26.2 11.83
5.0 0.25 75.5◦ 0 >100 10.09
6.73 0.20 78.4◦ 0.23 21.5 8.12
15 0.09 85.0◦ 0.82 3.5 2.50
L’analyse concernant les capacite´s CSV D avec et sans waterfilling e´tant identique a` celle
de l’e´tude du parame`tre D (cf. section 4.1.4), elle ne sera pas de´veloppe´e a` nouveau. Les
figures sont en revanche disponibles a` l’annexe E.
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Conclusion L’e´tude parame´trique du syste`me MIMO bien que re´duite a` un syste`me MIMO
2× 2 syme´trique pour permettre d’analyser le plus simplement possible l’influence de chaque
parame`tre, a permis de de´gager le comportement ge´ne´rale du syste`me MIMO lorsque chacun
de ces parame`tres varie inde´pendamment des autres.
On a ainsi de´couvert que si l’on souhaite que le syste`me MIMO puisse fonctionner sans
SVD, il faut que la se´paration angulaire entre l’angle d’arrive´e du signal d’inte´reˆt et ceux des
signaux interfe´rents soit suffisante. On a vu que pour y parvenir il faut d’une part utiliser des
re´seaux de patchs a` forte directivite´. Pour cela on joue sur le nombre de patchs par re´seau et
sur la distance les se´parant afin d’avoir un seul lobe principal e´troit qui concentre le plus de
puissance. De plus, il faut que l’espacement entre les antennes Tx d’une part et Rx d’autre
part, soit suffisant pour faire en sorte que l’angle d’arrive´e des signaux interfe´rents soit dans
une plage avec un faible gain sur le diagramme de rayonnement de l’antenne Rx alors que
celui du signal d’inte´reˆt doit co¨ıncider avec une valeur de gain e´leve´e.
Cependant, l’augmentation de la distance e´metteur re´cepteur d11 vient progressivement
diminuer la se´paration angulaire ainsi qu’augmenter les pertes de parcours. Ce qui a pour
conse´quence de de´te´riorer le SINR et donc la capacite´ the´orique maximale. Il faut donc
prendre en conside´ration la porte´e maximale de´sire´e du syste`me (d11max) pour fixer correcte-
ment la distance D afin de garantir une se´paration angulaire suffisante ∀d11 < d11max .
En ce qui concerne les pertes de parcours, seule l’augmentation du gain des re´seaux de
patchs permet de les atte´nuer. On peut pour cela augmenter la distance de se´paration des
patchs ∆ sans toutefois de´passer 1
2
λc ou bien augmenter le nombre de patchs par re´seau.
Ce qui aura aussi pour effet d’augmenter la directivite´ et donc d’ame´liorer la se´paration
angulaire.
4.2 Simulation de Monte-Carlo
Dans cette partie qui vient comple´ter l’e´tude parame´trique, on utilise les parame`tres
pertinents identifie´s pre´ce´demment (cf. section 4.1), pour effectuer des simulations de Monte-
Carlo visant a` simuler la transmission de Nech = 10
6 symboles a` travers un canal MIMO 2×2
pour obtenir le BER en fonction des parame`tres e´tudie´s. Dans un premier temps, on utilise le
meˆme mode`le mathe´matique et les meˆmes hypothe`ses que ceux de l’e´tude parame´trique, puis
on remplace le mode`le mathe´matique des re´seaux de patchs par les mesures du diagramme
de rayonnement d’un prototype de re´seau de patchs a` 61 GHz.
Dans un second temps on e´tudie l’impact de l’ajout de certaines techniques de traitement
du signal au re´cepteur sur les performances du syste`me. Puis on compare les re´sultats avec
ceux obtenus avec un syste`me MIMO e´quivalent avec et sans SVD.
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4.2.1 Prototype de re´seau de patchs a` 60 GHz
Un re´seau d’antennes micro-rubans appele´ aussi re´seau d’antennes planaires (patchs) de´-
veloppe´ a` l’INRS et fabrique´ au CREER 2 a` l’E´cole Polytechnique de Montre´al est illustre´ a`
la figure 4.17.
Figure 4.17 Photographie du prototype de re´seau de 8 patchs fonctionnant a` 60 GHz
Ce re´seau de 8 patchs est fabrique´ sur une plaque de 2.54 cm2, le substrat utilise´ est de
la ce´ramique avec une permittivite´ relative de 9.9 et une e´paisseur de 127µm. La conception
et les simulations ont e´te´ faites sur ADS 3 version 05.2011.
Le re´seau est constitue´ de 8 patchs rectangulaires se´pare´ d’une distance d = λc
2
= 2.5
mm. L’alimentation des patchs se fait a` travers 7 diviseurs de puissance a` larges bandes. Au
dessus de chaque patch a e´te´ inse´re´ un e´le´ment parasite semblable a` un triangle isoce`le dont
la base est de meˆme dimension que le patch. Chacun de ces e´le´ments agit comme un e´le´ment
re´sonnant qui vient modifier l’impe´dance du patch afin d’ame´liorer l’adaptation d’impe´dance.
Il permet aussi d’ame´liorer le gain du re´seau.
La figure 4.18 donne le S11 (perte par re´flexion) mesure´ et simule´ du re´seau de patchs. Les
mesures ont e´te´ faites a` l’aide d’un VNA e´quipe´ de sondes picome´triques et calibre´ a` l’aide
d’un kit de calibration ”on-wafer”. Chaque sortie du VNA est relie´e a` un module d’extension
permettant de travailler dans la bande 60–90 GHz, on sort ensuite de ces modules en guide
d’onde rectangulaire (WR-12) pour atteindre les sondes. On observe que les deux courbes
sont assez semblables et que le re´seau de patchs a une largeur de bande d’environ 3 GHz a`
-10 dB.
La figure 4.19 donne le diagramme de rayonnement mesure´ et simule´ du re´seau de patchs
2. Centre for Research in Radiofrequency Electronics
3. Advanced Design System
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Figure 4.18 Pertes par re´flexion (S11) mesure´es et simule´es du re´seau de patchs
a` 61 GHz. Les deux courbes sont quasi confondues pour le lobe principal. Pour les lobes
secondaires l’erreur est plus importante. Les simulations donnent une ouverture a` 3 dB du
lobe principal de 14.8◦ pour un gain et une directivite´ maximums de 13.45 dBi et 15 dBi
respectivement.
Figure 4.19 Diagramme de rayonnement mesure´ et simule´ du re´seau d’antennes a` 61 GHz
Pour comparaison, la figure 4.20 donne sur un meˆme graphe le diagramme de rayonnement
normalise´ issu des mesures et celui calcule´ a` l’aide du mode`le mathe´matique (cf. section 3.1).
On retrouve une forme tre`s semblable pour le lobe principal et les premiers lobes secondaires.
Au dela` les erreurs sont plus importantes. Le plus important est de retrouver les minimums
et les maximums locaux pour les meˆmes angles d’arrive´e et avec des gains comparables ou
suffisamment faibles pour les minimums.
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Figure 4.20 Diagramme de rayonnement mesure´ du re´seau d’antennes a` 61 GHz versus celui
calcule´ avec le mode`le mathe´matique simplifie´
Le tableau 4.6 compare les caracte´ristiques des extremums locaux entre le diagramme de
rayonnement mesure´ du prototype de re´seau de 8 patchs a` 61 GHz avec celui calcule´ a` partir
du mode`le mathe´matique simplifie´. On remarque que :
— L’erreur absolue sur l’angle (angle calcule´ − angle mesure´
180
) n’exce`de pas 3%, ce qui est rai-
sonnable. Il faut prendre en conside´ration que le diagramme de rayonnement mesure´
en chambre ane´cho¨ıque a` une re´solution d’un degre´ seulement, ce qui peut induire une
erreur pouvant aller jusqu’a` 0.5 degre´.
— L’erreur de gain sur les minimums locaux est tre`s importante. Elle l’est d’autant plus
qu’on s’e´loigne du lobe principal. La pre´cision et les erreurs lors de la fabrication
peuvent aussi en eˆtre la cause ainsi que les effets de couplage entre antennes qui ne
sont pas conside´re´s dans le mode`le the´orique. D’autre part, on obtient pour tous les
minimum locaux, une atte´nuation au moins e´gale a` -23.08 dB par rapport au lobe
principal, ce qui est acceptable.
— L’erreur de gain sur les maximums locaux est faible (≤ 1.14 dB). L’atte´nuation est
d’au moins -12.24 dB par rapport au lobe principal.
— La mesure du diagramme de rayonnement ne fait pas apparaˆıtre le second lobe se-
condaire autour de 40 degre´s. Par conse´quent, on n’observe ni 6e`me minimum ni 5e`me
maximum.
En conclusion, le mode`le mathe´matique simplifie´ donne une assez bonne approximation
du diagramme de rayonnement du re´seau de 8 patchs a` 61 GHz pour nos besoins d’analyse du
syste`me. Les erreurs observe´es proviennent aussi du fait que le mode`le conside`re chaque patch
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Tableau 4.6 Tableau de comparaison des extremums du diagramme de rayonnement mesure´
et de celui calcule´ avec le mode`le mathe´matique simplifie´
Description
angle
calcule´
angle
mesure´
erreur
sur
l’angle
gain
calcule´
(dB)
gain
mesure´
(dB)
erreur sur
le gain
(dB)
1er minimum -90◦ -85 ◦ -2.78 % < -100 -44.3 <-50
2e`me minimum -48.6◦ -48◦ -0.33 % -74.48 -24.95 -49.53
3e`me minimum -30.06◦ -31◦ 0.52 % -53.93 -33.74 -20.19
4e`me minimum -14.4◦ -17◦ 1.44 % -45.35 -32.11 -13..24
5e`me minimum 14.4◦ 16◦ -0.89 % -45.35 -23.08 -22.27
6e`me minimum 30.06◦ - - -53.93 - -
7e`me minimum 48.6◦ 45◦ 2.11 % -74.48 -32.38 -42.1
8e`me minimum 90◦ 89◦ 0.56 % < -100 -40.29 <-50
lobe principal 0◦ -1◦ 0.56% 0 0 0
1er maximum -60.84◦ -56◦ -2.68 % -17.89 -18.1 0.21
2e`me maximum -38.16◦ -38◦ -0.09 % -16.43 -17.57 1.14
3e`me maximum -21.06◦ -25◦ 2.19 % -12.8 -12.24 -0.56
4e`me maximum 21.06◦ 26◦ -2.74 % -12.8 -12.6 -0.2
5e`me maximum 38.16◦ - - -16.43 - -
6e`me maximum 60.84◦ 57◦ 2.13 % -17.89 -18.59 0.7
comme isotropiques, ce qui est une approximation puisqu’il n’existe pas de patchs ide´aux.
4.2.2 Protocole
On fixe l’ensemble des parame`tres du syste`me et on calcule la matrice H pour diffe´-
rentes valeurs du parame`tre conside´re´. On effectue ensuite une simulation de Monte-Carlo
qui consiste a` transmettre Nech = 10
6 symboles QPSK 4 par antenne Tx a` travers chaque
nouvelle matrice du canal H.
Les symboles QPSK sont e´quiprobables, de meˆme amplitude et normalise´s en puissance.
Un bruit blanc additif Gaussien (AWGN 5) de moyenne nulle et de variance N0 est ensuite
ajoute´ au signal rec¸u a` chaque antenne Rx. On utilise des variables ale´atoires gaussiennes in-
de´pendantes pour mode´liser le bruit aux re´cepteurs et des variables ale´atoires inde´pendantes
et identiquement distribue´es pour ge´ne´rer les symboles a` transmettre. On fixe le nombre de
symboles a` transmettre par antenne Tx (nombre d’e´chantillons) Nech = 10
6 pour observer
suffisamment d’erreurs pour un BER pouvant descendre jusqu’a` 10−5. Le choix de cette va-
4. Quadrature Phase-Shift Keying
5. Additive White Gaussian Noise
88
leur vient du fait qu’au dela` les simulations deviennent trop longues et risquent de provoquer
des de´passements de me´moire.
Les symboles y1 et y2 rec¸us aux antennes Rx1 et Rx2 sont repre´sente´s par l’e´quation 4.21.
Y[Nr×1] =
[
y1[1×Nech]
y2[1×Nech]
]
= H[Nr×Nt]X[Nt×Nech] + W[Nr×Nech] (4.21)
avec x1 et x2 les symboles transmis aux antennes Tx1 et Tx2 respectivement
X[Nt×Nech] =
[
x1[1×Nech]
x2[1×Nech]
]
avec x ∈ 1√
2
{±1± j} | P (X = x) = 1
4
(4.22)
et w1 et w2 le bruit rec¸u aux antennes Rx1 et Rx2 respectivement
W[Nr×Nech] =
[
w1[1×Nech]
w2[1×Nech]
]
avec w ∼ CN (0, N0) (4.23)
L’influence du parame`tre est ensuite e´tudie´e a` partir de l’analyse du BER que l’on compare
avec celui du syste`me MIMO avec SVD e´quivalent ainsi qu’avec celui d’un syste`me MIMO
avec LMMSE e´quivalent.
Certaines ope´rations de traitement du signal sont ne´cessaires avant de pouvoir de´tecter
les signaux transmis X a` partir des signaux rec¸us Y.
Pour le syste`me MIMO de base, il faut corriger l’effet du canal et en particulier le de´phasage
qu’il provoque pour de´tecter les symboles QPSK transmis. En effet, le QPSK utilise unique-
ment des changements de phase pour moduler l’information. La correction de l’amplitude
n’est donc pas ne´cessaire a` la de´tection.
Soit C la matrice de correction de phase. Comme on ne s’inte´resse qu’aux signaux d’in-
te´reˆt, on ne corrige que la phase introduite par les canaux h11 et h22. La formulation de la
matrice C est pre´sente´e a` l’e´quation 4.24.
C[2×2] =
[
c1 0
0 c2
]
=
[
e−j2pid11 0
0 e−j2pid22
]
(4.24)
On conside`re que les coefficients c1 et c2 sont parfaitement connus au re´cepteur pour ne pas
introduire de biais dus aux erreurs d’estimation du canal.
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Les signaux Y utilise´s pour de´tecter les signaux transmis et calculer le BER sont :
— Pour un syste`me MIMO de base.
YMIMO = C
∗Y = C∗HX + C∗W (4.25)
— Pour un syste`me MIMO avec SVD les corrections se font directement a` travers les
changements de bases (cf. e´quation 2.20).
YSV D = U
∗Y = ΛX + U∗W (4.26)
— Pour un syste`me MIMO avec LMMSE les corrections se font au re´cepteur seulement
(cf. e´quation 2.42).
YLMMSE = (H
∗H +N0I)
−1 H∗Y (4.27)
Ensuite, pour calculer le BER on compare simplement le signe de la partie re´elle et de la
partie imaginaire des symboles rec¸us avec ceux des symboles transmis. La fonction eb(x, y)
qui donne l’erreur binaire entre un symbole QPSK transmit x et un symbole rec¸u y est donne´e
a` l’e´quation 4.28).
eb(x, y) =

0 si s(<(y)) = s(<(x)) & s(=(y)) = s(=(x)),
1 si s(<(y)) = s(<(x))⊕ s(=(y)) = s(=(x)),
2 si s(<(y)) 6= s(<(x)) & s(=(y)) 6= s(=(x)).
(4.28)
avec
s(x) =
{
1 si x > 0,
−1 si x ≤ 0. (4.29)
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4.2.3 E´tude de la distance de se´paration entre les antennes
On va reprendre le sce´nario utilise´ a` la section 4.1.4 pour comple´ter l’analyse parame´trique
en simulant la transmission de 106 symboles QPSK a` travers le canal MIMO.
Hypothe`ses Parame`tres du syste`me MIMO :
— Nombre d’antenne Tx Nt = 2 et Rx Nr = 2
— Distance Tx Rx d11 = 5 m
— Angle d’arrive´e φ11 = φt11 = φr11 =
pi
2
Parame`tres de simulation :
— Variable : D = Dr = Dt ∈ [0.01, 4] avec un pas de λc4
— Puissance de transmission par antenne Tx P = 1 mW (normalise´)
— Densite´ spectrale de puissance du bruit N0 fixe´e de manie`re a` garantir un BER> 10
−6
— Largeur de bande B = 1 GHz
Pour le mode`le mathe´matique des re´seaux de patchs, on utilise les meˆmes parame`tres que
ceux du prototype de´veloppe´ a` l’INRS. Il re´side quelques diffe´rences au niveau des caracte´-
ristiques qui sont pre´sente´es dans le tableau 4.7.
Tableau 4.7 Tableau de comparaison des caracte´ristiques du re´seau de patchs issu du mode`le
mathe´matique avec celui issu du prototype
caracte´ristiques
mode`le mathe´matique du
re´seau de patchs
Prototype de re´seau de
patchs
Nombre de patchs n 8 8
Distance inter-patch ∆ 1
2
λc
1
2
λc
De´phasage inter-patch sommation en phase sommation en phase
Diagramme de rayonne-
ment d’un seul patch
isotropique (ide´al) pseudo isotropique
Gain en amplitude 8 dBi 13.45 dBi
Ouverture du lobe princi-
pal a` 3 dB
12.8◦ 14.2◦
Re´solution du diagramme
de rayonnement
quasi infinie (car calcule´) 1◦(car mesure´)
Le diagramme de rayonnement mesure´ du prototype de re´seau de patchs a` une re´solution
de un degre´. Pour obtenir la valeur du gain et de la phase pour un angle qui n’a pas e´te´
mesure´, on utilise une interpolation line´aire du premier ordre entre les deux mesures les plus
proches.
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Figure 4.21 BER du syste`me simule´ avec le mode`le mathe´matique des re´seaux de patchs
Figure 4.22 BER du syste`me simule´ avec le prototype de re´seau de patchs
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Observations La figure 4.21 pre´sente le BER simule´ a` l’aide du mode`le mathe´matique
alors que la figure 4.22 donne celui simule´ avec le prototype de re´seau de patchs. Chaque
courbe repre´sente le BER moyen (entre les deux canaux). Pour le MIMO et le MIMO avec
LMMSE, les BER des deux canaux sont confondus alors que ce n’est pas le cas pour le sys-
te`me MIMO avec SVD a` cause du pre´-conditionnement des signaux au Tx (cf. figure F.1,
annexe F).
Comme lors de l’e´tude parame´trique, on observe deux zones :
Pour D ≤ 1 m :
— leBERMIMO est toujours supe´rieur aux autres BER (BERSV D etBERMIMO LMMSE).
Il fluctue tre`s peu mais de´croˆıt lorsque D augmente.
— Le BERSV D et le BERMIMO LMMSE fluctuent autour de la valeur 10
−4 selon un
re´gime transitoire pseudo pe´riodique amorti.
L’ajout de l’estimateur LMMSE au syste`me MIMO permet d’ame´liorer le BER sauf
pour certaines valeurs de D ou` il n’y a aucune ame´lioration.
— Plus D augmente et moins l’ame´lioration est importante. On obtient le meˆme compor-
tement pour leBERSV D qui reste cependant tre`s le´ge`rement supe´rieur auBERMIMO LMMSE
surtout pour D = [0.4, 1] m.
Pour D > 1 m : les trois BER sont confondus et constants autour de 10−4. Ce seuil de 10−4
correspond a` un syste`me AWGN pour la distance d11 et les autres parame`tres conside´re´s. On
remarque une tre`s le´ge`re variation autour de D = 2 m.
La figure 4.23 pre´sente la capacite´ simule´e a` l’aide du mode`le mathe´matique alors que la
figure 4.24 donne celle simule´e avec le prototype de re´seau de patchs. Chaque courbe repre´-
sente la capacite´ cumule´e (des deux canaux). Seul CSV D a des capacite´s parfois diffe´rentes
pour les deux canaux a` cause du pre´-conditionnement des signaux au Tx (cf. figure F.2 annexe
F).
On retrouve les meˆmes observations que pre´ce´demment (cf section 4.1.4). L’ajout de l’es-
timateur LMMSE ne permet pas de de´passer CSV D mais seulement de s’en approcher, voir
de l’atteindre pour certaines valeurs de D.
Le mode`le mathe´matique du re´seau de patchs est assez fide`le au prototype puisque les
re´sultats du BER (cf. figures 4.21 et 4.21) et de la capacite´ (cf. figures 4.23 et 4.24) sont tre`s
semblables. A` noter, que pour les re´sultats avec le prototype, les courbes convergent moins
rapidement (a` partir de D > 1.2 m).
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Figure 4.23 E´volution de la capacite´ du syste`me simule´ avec le mode`le mathe´matique des
re´seaux de patchs en fonction de D
Figure 4.24 E´volution de la capacite´ du syste`me simule´ avec le prototype de re´seau de patchs
en fonction de D
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Analyse Les diffe´rences observe´es entre les re´sultats issus du mode`le mathe´matique du re´-
seau de patchs et ceux issus du prototype peuvent eˆtre explique´es en regardant les diffe´rences
de se´paration angulaire.
— Figure 4.9 pour la se´paration angulaire du mode`le mathe´matique.
— Figure 4.25 pour la se´paration angulaire du prototype.
Figure 4.25 Se´paration angulaire aux re´cepteurs (Rx)
Un comparatif est pre´sente´ au tableau 4.8.
Tableau 4.8 Tableau de comparaison des se´parations angulaires pour le mode`le mathe´matique
et le prototype
Mode`le mathe´matique Prototype
D(m) Ωr |f(Ωr)| CMIMO
(bits/s/Hz)
D(m) Ωr |f(Ωr)| CMIMO
(bits/s/Hz)
0.01 2.10−3 1 1.96 0.01 2.0 10−3 1 1.91
1.03 0.20 0.23 9.86 1.18 0.23 0.25 7.86
1.30 0.25 0 10.09 1.53 0.29 2.50 10−2 7.95
1.93 0.36 0.23 9.88 2.33 0.42 0.25 7.85
2.89 0.5 0 10.09 3.00 0.52 2.06 10−2 7.95
3.93 0.62 0.15 10.06 3.91 0.62 0.13 7.95
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On s’aperc¸oit que le premier minimum local intervient a` D = 1.30 m pour le mode`le
mathe´matique alors qu’il intervient a` D = 1.53 m lorsqu’on utilise les mesures du prototype
du re´seau d’antennes. Ce qui explique pourquoi le BER et la capacite´ convergent moins vite.
De meˆme, le premier maximum local intervient a` D = 1.93 m pour le mode`le mathe´matique
et a` D = 2.33 m lorsqu’on utilise les mesures du prototype.
La figure G.1 en annexe G pre´sente l’erreur relative entre les capacite´s issues du mode`le
mathe´matique et celles issues du prototype.
Ces diffe´rences de se´paration angulaire sont dues au fait que le diagramme de rayonnement
obtenu via le mode`le mathe´matique n’est pas exactement le meˆme que celui du prototype
mesure´. Entre autre, la largeur a` 3 dB du lobe principal du prototype mesure´ est plus grande
que celle issue du mode`le mathe´matique, d’ou` la convergence moins rapide avec le prototype.
Syste`me MIMO Pour comple´ter l’analyse de l’e´tude parame´trique, on peut dire que
c’est l’ame´lioration de la se´paration angulaire qui est responsable de la diminution duBERMIMO
(cf, figures 4.21 et 4.22) car elle vient diminuer la puissance des signaux interfe´rents et donc
augmenter le SINR qui est directement responsable de la diminution du BER. Pour cette
raison, les distances D caracte´ristiques pour lesquelles interviennent les changements sont les
meˆmes pour le BER et pour la capacite´.
Syste`me MIMO avec LMMSE L’ajout de l’estimateur LMMSE au syste`me MIMO
permet de be´ne´ficier d’un gain de performance lorsque D < 1 m. L’estimateur va eˆtre ca-
pable, sous certaines conditions de conditionnement de la matrice H d’utiliser la puissance
des signaux interfe´rents pour ame´liorer le SINR au meˆme titre que le syste`me avec SVD. L’es-
timateur ne permet en revanche pas d’atteindre les performances du syste`me avec SVD, sauf
pour certaines valeurs de D. La figure 4.26 illustre ce comportement en montrant l’e´volution
du rapport des capacite´s, qu’elle oppose a` l’e´volution du de´phasage des signaux interfe´rents
ωij (cf. e´quation 4.30) et le tableau 4.9 en donne les variations en fonction de ωij.
ωij = 2pi(dij − dii) (modulo 2pi) ∀i 6= j (4.30)
— ω12 = ω21 = ±pi2 ⇔ CMIMO LMMSE = CSV D. Gain de capacite´ maximum. Le bon
conditionnement de la matrice H affecte de la meˆme manie`re le syste`me avec SVD
que celui avec LMMSE. Le pre´-conditionnement des signaux transmis au Tx fait par
le syste`me avec SVD n’apporte dans ce cas aucun gain compare´ a` la simple estimation
LMMSE au Rx.
— ω12 = ω21 = kpi avec k ∈ Q ⇔ CMIMO LMMSE < CSV D. Gain de capacite´ minimum.
Le mauvais conditionnement de la matrice H est mieux compense´ par le syste`me avec
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SVD que par celui avec LMMSE. Cette diffe´rence vient du fait qu’avec LMMSE on
n’est pas capable de pre´-conditionner les signaux a` transmettre au Tx, comme le fait
le syste`me avec SVD pour optimiser l’utilisation des signaux interfe´rents.
Plus D s’approche de 1 m, et plus les capacite´s CMIMO LMMSE et CSV D convergent vers
une meˆme valeur. La se´paration angulaire e´tant suffisante pour rendre les signaux interfe´rents
ne´gligeables, les syste`mes avec SVD ou LMMSE ne tirent plus parti de leur puissance. Ils
offrent alors les meˆmes performances que le syste`me MIMO sans traitement.
Figure 4.26 Comparaison de la capacite´ CMIMO LMMSE avec CSV D en fonction de D
Tableau 4.9 Variations de la capacite´ et du rapport des capacite´s en fonction de ωij
Description −pi ... −pi
2
... 0 ... pi
2
... pi
Capacite´ min ↗ max ↘ min ↗ max ↘ min
CMIMO LMMSE/CSV D min <1 1 <1 min <1 1 <1 min
CMIMO LMMSE/CMIMO min >1 max >1 min >1 max >1 min
Conclusion Le mode`le mathe´matique du re´seau de patchs permet d’obtenir une tre`s bonne
approximation des performances du syste`me MIMO qui sont inde´niablement ame´liorer par
l’ajout d’un estimateur LMMSE au Rx quand la se´paration angulaire est mauvaise.
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CHAPITRE 5
MESURES ET VALIDATIONS
Objectifs Dans cette partie, on met en place un protocole expe´rimental pour essayer de
valider d’une part les hypothe`ses de de´part et d’autre part, pour confirmer certains re´sultats
obtenus par simulation au Chapitre 4.
Proble´matique A` l’e´tat actuel du projet, nous n’avons pas d’e´metteur-transmetteur com-
plet fonctionnant a` 60 GHz, mais seulement un seul prototype de re´seaux de 8 patchs (60
GHz) ainsi qu’un cornet commercial (60 GHz). Sans e´metteur-transmetteur complet (oscil-
lateur 60 GHz, modulateur/de´modulateur, amplificateur, etc.) il est impossible d’e´mettre
ou de recevoir quoi que ce soit. Par conse´quent, on ne peut pas mesurer directement les
performances du syste`me.
D’autre part, nous ne posse´dons pas 4 antennes capables de rayonner sur la bande des
57-64 GHz. Pour avoir un syste`me MIMO 2 × 2 il faut en effet au minimum 2 antennes Tx
et 2 antennes Rx.
5.1 Protocole expe´rimental
A` de´faut d’avoir tous les composants ne´cessaires a` la re´alisation d’un syste`me de trans-
mission MIMO a` 60 GHz pour mesurer les performances du syste`me, on utilise une me´thode
de mesure indirecte pour caracte´riser comple`tement le canal MIMO. Pour y parvenir on
cherche a` obtenir la re´ponse impulsionnelle comple`te (amplitude et phase) de chaque canal
du syste`me MIMO.
Graˆce aux VNA a` notre disposition, on est capable d’obtenir les parame`tres S de n’importe
quel dipoˆle ou quadripoˆle dans le cas d’un VNA a` deux entre´es et deux sorties. C’est le VNA
qui joue simultane´ment le roˆle de l’e´metteur et du re´cepteur sur la plage de fre´quence de´sire´e.
Il suffit alors d’y brancher les antennes pour mesurer les parame`tres S du syste`me ainsi forme´.
Comme on ne posse`de que deux antennes, il est inutile d’utiliser un VNA 2× 2 ports. Ce
qui nous inte´resse c’est le parame`tre S21 qui correspond a` la re´ponse fre´quentielle des signaux
transmis du port 1 au port 2. En choisissant correctement les parame`tres de mesures, c’est-
a`-dire l’intervalle de fre´quence a` balayer ∆f , ainsi que le nombre de points nf (re´solution
du balayage fre´quentielle δf ), on est capable d’obtenir la re´ponse impulsionnelle du canal en
calculant la transforme´e de Fourrier inverse de la re´ponse fre´quentielle mesure´e. Celle-ci aura
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une re´solution temporelle δt =
1
∆f
et une dure´e ∆t =
1
δf
. Par conse´quent, pour avoir une
re´ponse impulsionnelle pertinente, il faut que celle-ci soit :
— De dure´e ∆t e´gale a` plusieurs fois le temps symbole Ts =
1
B
(avec une largeur de
bande B = 1 GHz) pour eˆtre capable de de´tecter le trajet LOS ainsi que les e´ventuels
multi-trajets. On ne pourra pas de´tecter de trajets ayant un de´lai supe´rieur a` ∆t.
— De re´solution δt infe´rieure a` Ts afin d’eˆtre capable de re´soudre d’e´ventuels multi-trajets
arrivant a` l’inte´rieur d’un meˆme temps symbole. On ne pourra pas re´soudre deux tra-
jets ayant une diffe´rence de de´lai infe´rieure a` δt.
De plus, il faut que la sensibilite´ S du VNA (cf. e´quation 5.1) soit la plus faible possible
pour de´tecter les signaux dont l’amplitude a e´te´ tre`s fortement atte´nue´e. En choisissant
une faible largeur de bande pour le filtre de la fre´quence interme´diaire du re´cepteur (IF 1
bandwidth), on diminue la puissance du bruit PN au re´cepteur (cf. e´quation 5.2).
S = PN (dBW ) +NF (dB) (5.1)
PN = 10 log10(kBTBIF ) (dBW ) avec : (5.2)
— Constante de Boltzmann : kB = 1.38 10
−23 (J.K−1)
— Largeur de bande du filtre IF : BIF (Hz)
— Tempe´rature absolue a` l’entre´e du re´cepteur : T (◦ K)
— Facteur de bruit au re´cepteur (NF 2) : NF
5.1.1 Hypothe`ses
— Pour que les mesures des canaux fonctionnent, on fait l’hypothe`se qu’ils sont invariants
dans le temps durant toute la pe´riode de mesure qui correspond au balayage fre´quentiel
effectue´ par le VNA.
— Le calibrage du VNA reste valide durant l’ensemble des mesures.
— Les canaux sont inde´pendants entre eux, ce qui permet d’utiliser le principe de super-
position pour construire la matrice H. On peut mesurer inde´pendamment la re´ponse
fre´quentielle de chaque canal hij en translatant le re´seau de patchs de D.
— Les canaux h12 = h21 et h11 = h22 du fait de l’utilisation d’une configuration MIMO
syme´trique. De ce fait, seule deux mesures sont ne´cessaires pour mesurer le canal
MIMO, ce qui re´duit le proble`me de stationnarite´ des canaux durant les mesures.
1. Intermediate Frequency
2. Noise Factor
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5.1.2 1e`re e´tape : La calibration du VNA
Pour que la mesure du canal (S12 et S21) soit la plus pre´cise possible, il faut corriger l’effet
de tous les e´le´ments se trouvant entre le VNA et les antennes (caˆbles, connecteurs, guides
d’ondes, etc.) afin de limiter les erreurs syste´matiques.
La calibration du VNA permet d’obtenir :
— S12 ≈ 0 dB avec phase nulle
— S21 ≈ 0 dB avec phase nulle
— S11 < −40 dB avec phase nulle
— S22 < −40 dB avec phase nulle
lorsque l’on relie les deux guides d’ondes finaux ou` seront connecte´s les antennes (cf. figure
5.1). De cette manie`re, on s’assure que les parame`tres S que l’on mesure ont bien pour
entre´e/sortie le connecteur des antennes. Ce qui correspond a` la re´ponse fre´quentielle du
canal H (incluant les antennes) note´e Hf .
Module 
d’extension
60-90 GHz 
VNA
10 MHz - 20 GHz
Module 
d’extension
60-90 GHz 
Calibration
 
S12≈ 0 dB S21≈0 dB
S11< -40 dB S22< -40 dB
Câble semi-rigide faible perte (bande K)
Guide d’onde rectangulaire (WR-12)
Connecteur K
Connecteur WR-12
Figure 5.1 Calibration du VNA
On utilise le kit de calibration standard WR-12 (cf. annexe H), de type TRL 3 qui permet
la calibration en 6 e´tapes :
1. On configure les parame`tres du VNA (fre´quences de de´part et de fin, nombre de points,
largeur de bande IF, etc.).
2. On mesure les re´flexions sur le port 1 en y connectant un e´talon de type court-circuit
(”short”).
3. On mesure les re´flexions sur le port 2 en y connectant un e´talon de type court-circuit
(”short”).
3. Thru, Reflect, Line
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4. On mesure la transmission entre les ports 1 et 2 en y connectant un e´talon de type
”through” de longueur e´lectrique connue.
5. On mesure la transmission entre les ports 1 et 2 en y connectant un e´talon de type
”through” de longueur e´lectrique e´gale a` 1
4
λc.
6. On applique et on sauvegarde la calibration qui reste valide pour la journe´e au maxi-
mum.
Les re´sultats obtenus apre`s calibration sont donne´s a` l’annexe I.
5.1.3 2e e´tape : Mise en place du banc de mesures
Port 1 Port 2
x
yz
d11
d11
dh
dh
00
D
90° 
90° 
VNA
S21
S12
Cornet 
de 
réference
Prototype 
de réseau 
de 8 patchs
Figure 5.2 Repre´sentation sche´matique du banc de mesures
1. Graduer le banc de mesures comme pre´sente´ a` la figure 5.2.
2. Placer et fixer le support (avec le module d’extension) du cornet de re´fe´rence a` l’origine
du repe`re.
3. Placer et fixer le support (avec le module d’extension) du prototype de re´seau de 8
patchs a` la meˆme ordonne´e que celle du cornet de re´fe´rence et a` une distance d11 de
celui-ci (axe des abscisses). La hauteur dh des antennes est la meˆme durant toutes les
mesures (axe des cotes).
4. Fixer fermement les antennes a` leur support de manie`re a` ce qu’elles soient aligne´es
et a` la meˆme hauteur dh. On utilise pour cela un niveau a` bulle e´quipe´ d’un laser.
5. On de´gage au maximum l’espace environnant et on place des absorbants sur la table
et autour des antennes pour e´viter les re´flexions.
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6. Re´gler le VNA de manie`re a` pouvoir observer le signal transmis (S12 et S21) en ampli-
tude (dB). On corrige l’orientation des antennes pour avoir un angle d’arrive´e φ11 =
pi
2
.
On sait que la puissance transmise va eˆtre maximale lorsque les angles d’arrive´e vau-
dront pi
2
car le gain des antennes sera alors maximum. On doit donc trouver le maximum
de S12 (ou S21) pour orienter correctement les antennes.
7. On corrige les axes qui portent les supports des deux antennes, afin de pouvoir trans-
later les antennes sans changer leur orientation.
5.1.4 3e e´tape : Mesures et traitement des donne´es
1. On commence par effectuer une premie`re mesure pour D = 0 m, afin d’obtenir les
canaux directs h11 et h22. La mesure dure une vingtaine de minutes. C’est le temps
ne´cessaire pour balayer l’intervalle de fre´quence parame´tre´.
2. Lorsque le balayage est termine´, on sauvegarde chaque parame`tre S sous forme d’un
nombre complexe. On obtient un fichier .s2p contenant une ligne pour chaque fre´quence
balaye´e, avec la valeur de la fre´quence suivie des quatre parame`tres S sous forme
complexe. Les valeurs e´tant se´pare´es par des tabulations.
3. On translate uniquement le re´seau de patchs pour obtenir la distance D de´sire´e, puis
on relance la mesure.
4. Lorsque le balayage est termine´, on sauvegarde les parame`tres S dans un fichier .s2p.
5. On effectue la transforme´e de Fourier inverse de chaque re´ponse fre´quentielle hfij [n]
(avec n ∈ J0, nf − 1K) pour obtenir leur re´ponse impulsionnelle hij[n].
6. On re´cupe`re la valeur du canal correspondant a` l’arrive´e du signal LOS pour obtenir
le canal LOS hij (cf. e´quation 5.3). Il s’agit du maximum de l’amplitude de la re´ponse
impulsionnelle des canaux hii.
|hij| = max
n
(|hij[n]|)⇒ hij = hij[nmax] (5.3)
avec nmax la valeur de n pour laquelle on obtient le maximum de |hij[n]|. Elle corres-
pond au de´lai de propagation du signal LOS lorsqu’elle est multiplie´e par δt.
7. On obtient la matrice du canal H graˆce au principe de superposition (et a` la syme´trie
du syste`me) qui permet de la reconstruire (cf. e´quation 5.4) a` partir de la toute pre-
mie`re mesure pour D = 0 qui donne h11 et h22 et de la mesure pour la valeur de D
de´sire´e qui donne alors h12 et h21. La syme´trie du syste`me permet de ne faire qu’une
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mesure en ne translatant qu’une seule antenne, ce qui minimise les erreurs.
H =
[
h11 h12
h21 h22
]
=
[
h11 h21
h21 h11
]
(5.4)
8. On re´pe`te les e´tapes 3 a` 7 autant de fois que ne´cessaire pour obtenir les matrices H
pour l’ensemble des valeurs de D de´sire´es.
5.2 Mesures
Plusieurs sce´narios de mesures vont eˆtre examine´s pour valider les hypothe`ses de de´part
d’une part, et pour ve´rifier les re´sultats obtenus par simulations (cf. Chapitre 4) d’autre part.
La configuration ge´ne´rale du syste`me est fixe´ et reste la meˆme pour tous les sce´narios de
mesures.
Figure 5.3 Photographie du banc de mesures
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Configuration ge´ne´rale (cf. figure 5.3) :
— Balayage fre´quentiel : 60 – 64 GHz (car le re´seau de patchs est adapte´ pour cette
gamme de fre´quences, S11 < −10 dB cf. figure 4.18). ∆f = 4 GHz
— Nombre de points nf = 1601
— Re´solution fre´quentielle δf =
4 109
1601
≈ 2.50 MHz
— IF Bandwidth BIF = 10 Hz
— Mode`le de VNA : Agilent E8362B (10 Mhz - 20 Ghz)
— Puissance e´mise par le VNA : -17dBW
— Extension en ondes millime´triques pour VNA : V12VNA2-T/R (60 - 90 GHz)
— Antenne 1 : cornet de re´fe´rence : cca12609020R, CERNEX Inc USA (cf. figure 5.4)
— Antenne 2 : prototype de re´seau de 8 patchs avec chapeaux (cf. figure 5.4)
— Hauteur du trajet LOS par rapport a` la table dh = 13 cm
— Support principal : table en bois a` 74 cm du sol
— Distance Tx-Rx d11 = 54 cm
— Absorbants sur la table et en arrie`re des antennes pour e´viter les re´flexions sur les
e´le´ments me´talliques
Figure 5.4 Photographie des antennes utilise´es
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5.2.1 Validation des hypothe`ses
Dans un premier temps on cherche le seuil de bruit relatif au syste`me de mesure. Ce
seuil est sans unite´ et est exprime´ en de´cibel puisqu’il est relatif a` la calibration du VNA.
Le sce´nario 0 pre´sente´ a` la figure 5.5 montre comment ce seuil est mesure´. On place d’e´pais
absorbants d’ondes millime´triques devant chaque antenne de manie`re a` absorber toutes ondes
millime´triques qui pourraient constituer un signal. Ainsi, on observe seulement le bruit de
mesure aux antennes. La position des antennes n’a aucune importance pour cette mesure, il
faut seulement faire en sorte d’absorber tous les signaux aux antennes.
x
yz
d11
dh
00 90° 
Cornet 
de 
réference
Prototype 
de réseau 
de 8 patchs
dh
90° 
Absorbant
x
yz
d11
dh
00 90° 
Cornet 
de 
réference
Prototype 
de réseau 
de 8 patchs
dh
90° 
Trajet LOSTrajet LOS
Scénario 0 Scénario 1
Figure 5.5 Sche´ma des sce´narios de mesures
La figure 5.6 donne la re´ponse impulsionnelle (en amplitude) mesure´e par le VNA. On
observe une amplitude relative d’au plus -105 dB, ce qui constitue le seuil de bruit, et donc la
sensibilite´ maximale du VNA puisque tout signal ayant une amplitude infe´rieure a` -105 dB
sera conside´re´ comme du bruit.
Figure 5.6 Mesure du seuil de bruit du VNA
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Figure 5.7 Sche´ma des sce´narios de mesures
Maintenant que l’on connaˆıt la sensibilite´ du VNA on cherche a` valider l’hypothe`se de
de´part qui consistait a` ne conside´rer que le trajet LOS dans nos mode`les de canal de trans-
mission a` 60 GHz. On utilise plusieurs sce´narios (cf. figure 5.5, 5.7 et tableau 5.1) :
— Sce´nario 1 : Les deux antennes sont aligne´es de manie`re a` utiliser le gain maximum du
lobe principal sur le trajet LOS. On mesure la re´ponse impulsionnelle en amplitude
du canal qui est pre´sente´e a` la figure 5.8 (courbe bleue). Le signal dominant arrive a`
t = 3.5 ns avec une amplitude de -43.2 dB. Il s’agit de celui issu du trajet LOS.
— Sce´nario 2 : Cette fois-ci, on place un morceau d’absorbant sur le trajet LOS de
manie`re a` l’empeˆcher. On mesure la re´ponse impulsionnelle en amplitude du canal (cf.
figure 5.8 courbe rouge). Le signal dominant arrive a` t = 3.5 ns avec une amplitude
de -90.0 dB, soit atte´nue´ de pre`s de 47 dB par rapport au sce´nario 1 avec LOS. Soit
l’absorbant n’est pas assez e´pais pour absorber comple`tement les signaux issus du
trajet LOS. Soit ce sont des trajets NLOS 4 avec un de´lai τ infe´rieur a` la re´solution
temporelle (τ ∈ [3.5 − δt , 3.5 + δt] ns) qui sont responsables du maximum a` t = 3.5
ns.
— Sce´nario 3 : Dans ce dernier, on reprend le sce´nario 2 en remplac¸ant l’absorbant place´
sur la table par une plaque me´tallique de 2 mm qui fait office de re´flecteur. On prend
aussi un absorbant de plus petite dimension pour favoriser le trajets NLOS. On mesure
la re´ponse impulsionnelle en amplitude du canal (cf. figure 5.8 courbe noire). Le signal
dominant arrive toujours a` t = 3.5 ns avec une amplitude de -70.8 dB, soit atte´nue´ de
pre`s de 28 dB par rapport au sce´nario 1 avec LOS. En forc¸ant les trajets NLOS, on a
un gain d’amplitude du signal dominant de pre`s de 20 dB par rapport au sce´nario 2.
Avec ce sce´nario, on de´montre la pre´sence de trajets NLOS. Cependant, ceux-la` e´tant
atte´nue´s de pre`s de 28 dB par rapport au trajet LOS (sce´nario 1), on peut aise´ment
ne´gliger leurs impacts lorsque le signal LOS est dominant.
4. Non Line of Sight
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Figure 5.8 Meures des re´ponses impulsionnelles des sce´narios 1 a` 3
D’autre part, quelque soit le sce´nario (cf. tableau 5.1) on remarque que :
— Il n’y a aucun autre pic d’amplitude significatif autre que celui du signal dominant.
Ce qui permet d’exclure la pre´sence de multi-trajets d’amplitude comparable qui arri-
veraient apre`s celui-ci (t > 3.5+δt ns). En revanche, on est incapable de dire si durant
l’intervalle de temps [3.5 , 3.5 + δt] on a rec¸u des signaux issus de trajets diffe´rents a`
cause de la re´solution temporelle δt.
— Meˆme lorsque le signal issu du trajet LOS est tre`s atte´nue´, on observe qu’il reste
dominant (au moins 10 dB au dessus des autres). On peut donc continuer a` transmettre
de l’information a` condition que l’amplitude du signal rec¸u au Tx soit suffisante pour
satisfaire les conditions sur le SINR pour de´tecter l’information transmise.
Tableau 5.1 Caracte´ristiques des sce´narios 1 a` 3
Sce´nario La (cm) la (cm) ha (ns) Amplitude max Td a` 10 dB (ns) Bc (GHz)
1 - - - -43.2 dB 0.80 1,25
2 25 12 - -70.8 dB 0.88 1.14
3 12 12 6 -89.9 dB 1.09 0.92
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Pour ve´rifier l’hypothe`se de stationnarite´ du canal, on effectue deux mesures avec le
sce´nario 1 a` une minute d’intervalle. Les re´sultats sont donne´es a` la figure 5.9. L’erreur
entre les deux mesures reste infe´rieure a` 1 dB lorsque t < 8 ns. On peut conside´rer que sur
l’intervalle de temps qui nous inte´resse (proche du signal dominant), le canal est stationnaire.
Figure 5.9 Meures des re´ponses impulsionnelles et erreur associe´e
5.2.2 Confirmation des simulations
Cette partie vise a` essayer de retrouver les re´sultats obtenus par calcul ou par simula-
tion dans les sections 4.1.4 et 4.2.3. La repre´sentation sche´matique du banc de mesures est
pre´sente´e a` la figure 5.2.
Hypothe`ses On reprend les meˆmes que lors de l’e´tude parame´trique. Cependant, les va-
leurs de certains parame`tres ne peuvent pas eˆtre respecte´es a` cause des contraintes mate´-
rielles :
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— Distance d11 = 54 cm. On est limite´ par la longueur des caˆbles (bande K) reliant le
VNA aux modules d’extension. Il faut aussi conside´rer les pertes, dont celles dues aux
caˆbles afin que le VNA puisse de´tecter les signaux fortement atte´nue´s par la directivite´
des antennes.
— Variable : D ∈ [2, 38] cm avec un pas de 2 cm. L’intervalle est choisi de manie`re a` ce que
la distance D soit strictement infe´rieure a` d11 et de manie`re a` avoir un pas suffisamment
grand pour permettre la translation manuelle du support du prototype de re´seau de
patchs. La pre´cision de la translation e´tant au mieux de l’ordre du centime`tre. De plus,
comme chaque mesure dure une vingtaine de minutes (le temps d’effectuer le balayage
fre´quentiel) on est oblige´ de limiter le nombre de mesures.
— Une des antennes est un cornet (60 GHz) au lieu d’un prototype de re´seau de 8 patchs.
Le diagramme de rayonnement mesure´ du cornet est donne´ en annexe J.
Re´sultats Les re´sultats obtenus via les mesures ne sont normalise´s ni par la puissance de
transmission, ni par le gain des antennes comme c’e´tait le cas lors de l’e´tude parame´trique et
lors des simulations. On normalise les termes mesure´s h¯ij (de la matrice H) en conside´rant
que l’amplitude des canaux mesure´s h¯ii doit eˆtre la meˆme que celle des canaux calcule´s h˜ii.
On utilise ces termes pour effectuer la normalisation car ils sont constants quelque soit D et
servent donc de re´fe´rence. L’e´quation 5.5 donne l’expression de la normalisation
hij =
∣∣∣∣∣ h˜iih¯ii
∣∣∣∣∣ h¯ij (5.5)
De plus, il y a un le´ger de´calage entre les valeurs mesure´es et celles calcule´es, duˆ a` une
erreur syste´matique d’environ 2 cm, sur la distance D. Cette erreur provient suˆrement d’une
erreur de positionnement de l’origine servant a` mesurer la distance D lors de la mise en place
du banc de mesures. Pour corriger cette erreur, on soustrait 2 cm a` toutes les valeurs de D
mesure´es.
La figure 5.10 pre´sente l’e´volution des termes |hij|2 de la matrice du canal H, ainsi que
celle du SIR en fonction de D. Les re´sultats mesure´s sont compare´s sur la meˆme figure avec
ceux issus du mode`le mathe´matique qui inte`gre les diagrammes de rayonnement mesure´s du
prototype de re´seau de patchs (cf. figure 4.20) et du cornet (cf. annexe J).
On remarque que les termes non diagonaux issus des mesures et ceux issus des calculs sont
quasi confondus jusqu’a` D = 14 cm. Ensuite les deux courbes gardent une allure semblable,
mais sont de´cale´es d’environ 20 dB. En conse´quence de quoi, le SIR mesure´ est beaucoup
plus faible que celui attendu lorsque D ≥ 15 cm.
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Les valeurs mesure´es sont tre`s faibles, mais elles restent toujours supe´rieures au seuil
du bruit du VNA. On mesure donc bien le signal et pas le bruit. Cette diffe´rence pourrait
s’expliquer par le fait que les antennes atte´nuent moins que pre´vu les signaux qui arrivent
loin du lobe principal (φ = pi
2
). C’est-a`-dire sur les lobes secondaires dans le cas du prototype
de re´seau de patchs.
Il y a aussi un de´calage de quelques centime`tres entre l’extremum local mesure´ et celui
calcule´. La faible re´solution des courbes issues des mesures ne permet pas de savoir exactement
ou` se trouve l’extremum, ce qui introduit une erreur. De meˆme, pour les re´sultats calcule´s,
la faible re´solution des diagrammes de rayonnement mesure´s (entre 0.5 et 1 degre´) risque
d’introduire une erreur sur les extremums.
Figure 5.10 E´volution des termes de la matrice du canal en fonction de D
La figure 5.11 pre´sente l’e´volution des capacite´s en fonction de D. La capacite´ CMIMO
issue des mesures est tre`s proche de celle issue des calculs. On retrouve l’e´cart observe´ sur le
SIR pour D ∈ [14 , 32] cm. Ensuite, les deux courbes sont a` nouveau quasi confondues alors
que le SIR continue d’augmenter et que la diffe´rence entre celui issu des mesures et celui issu
des calculs reste de l’ordre de 20 dB. Ce plafonnement de la capacite´ s’explique par le fait que
la puissance des interfe´rences diminue jusqu’a` devenir ne´gligeable devant le bruit thermique.
On commence a` observer ce phe´nome`ne lorsque SIR > 35 dB.
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Figure 5.11 E´volution des capacite´ en fonction de D
Pour les capacite´ CSV D et CLMMSE, les courbes issues des mesures et des calculs sont
quasi confondues pour D ≥ 14 cm. En revanche, sur la partie transitoire (D < 14 cm), on
n’observe aucune oscillation sur les courbes issues des mesures. Celles-ci semblent suivre l’en-
veloppe infe´rieure des oscillations des courbes issues des calculs. Cette absence d’oscillation
peut s’expliquer :
— Par la re´solution insuffisante de la courbe issue des mesures. Cependant, les valeurs
de D pour lesquelles les mesures ont e´te´ faites ne correspondent pas a` des minimums
locaux sur la courbe issue des calculs. On aurait donc duˆ observer des pics de capacite´
sans pour autant voir correctement les oscillations.
— Par l’absence de variation de la diffe´rence de phase entre les signaux d’inte´reˆt et
les signaux interfe´rant (cf. e´quation 4.30). Le canal mesure´ se comporte comme si
∀D ω12 = ω21 = kpi avec k ∈ Q.
Conclusion La me´thode de mesure indirecte des performances des syste`mes MIMO e´tu-
die´es a certes ses limites, mais elle permet de valider plusieurs des hypothe`ses de de´part,
graˆce a` l’analyse des re´ponses impulsionnelles.
D’autres part, meˆme si on ne peut pas mesurer directement les performances, on est
capable a` partir des mesures de la matrice du canal H de retrouver l’allure ge´ne´rale des
courbes de performances issues des calculs.
111
CHAPITRE 6
CONCLUSION
6.1 Synthe`se des travaux
Les travaux pre´sente´s dans ce me´moire pour e´valuer la faisabilite´ d’inte´gration d’un sys-
te`me MIMO dans un syste`me de transmission sans-fil fonctionnant sur les ondes millime´-
triques et plus particulie`rement a` 60 GHz ont permis de mettre en avant des alternatives
a` la technique conventionnelle qui ne´cessite un traitement du signal a` l’e´metteur comme au
re´cepteur pour rendre les canaux MIMO orthogonaux a` l’aide de la SVD. Ces alternatives
ont pour but de simplifier les ope´rations de traitement du signal qui deviennent difficiles a`
effectuer nume´riquement a` mesure que la largeur de bande augmente.
A` l’aide des mode`les mathe´matiques du canal MIMO base´s sur l’hypothe`se de canaux
LOS, on a pu montrer que la directivite´ des re´seaux de patchs qui de´pend du nombre de
patchs et de la distance les se´parant permet lorsque les re´seaux Rx (et Tx) sont suffisamment
e´loigne´s d’atteindre les performances du syste`me MIMO avec SVD e´quivalent. Cependant
l’e´loignement minimum pour obtenir ce re´sultat croit avec l’augmentation de la distance
Tx-Rx. Il devient rapidement assez difficile de respecter cette contrainte si on conside`re un
syste`me de transmission inte´rieur, de type point d’acce`s sans-fil. Utiliser le multiplexage
spatial perd alors tout son inte´reˆt.
Cette contrainte n’existe pas vraiment pour les syste`mes MIMO avec SVD qui peuvent
utiliser la puissance des signaux interfe´rant pour ame´liorer les performances du syste`me.
Toutefois cette ame´lioration de´pend du conditionnement de la matrice du canal qui oscille
de manie`re pseudo pe´riodique lorsque le de´phasage entre le signal d’inte´reˆt et les signaux
interfe´rant varie.
On a vu qu’en ajoutant a` notre syste`me MIMO un estimateur LMMSE au re´cepteur, on
obtient le meˆme comportement avec des performances infe´rieures a` celles du syste`me MIMO
avec SVD lorsque le de´phasage entre le signal d’inte´reˆt et les signaux interfe´rant est diffe´rent
de ±90◦. Avec l’estimateur LMMSE, on peut profiter du multiplexage spatial en ayant une
distance minimale entre les re´seaux Rx (et Tx) beaucoup plus faible.
D’autre part, on a valide´ le mode`le mathe´matique des re´seaux de patchs qui donne une
bonne estimation du diagramme de rayonnement mesure´ du prototype de re´seau de patch sur
lequel on a travaille´. Les performances obtenues avec le diagramme de rayonnement calcule´
sont comparables a` celle obtenues avec celui mesure´. On a aussi valide´ en partie le mode`le
112
de canal MIMO a` 60 GHz, en comparant ses re´sultats de performances avec ceux obtenus a`
l’aide d’une me´thode de mesure indirecte qui a permis d’obtenir la re´ponse impulsionnelle des
canaux a` partir de la mesure de la re´ponse fre´quentielle effectue´e par un VNA. Ces mesures
ont aussi permis de ve´rifier l’hypothe`se de de´part comme quoi le canal pouvait eˆtre conside´re´
comme LOS et de´terministe.
6.2 Limitations de la solution propose´e
L’e´tude est faite sur un syste`me MIMO syme´trique pour simplifier l’analyse des para-
me`tres. Cependant de`s que le syste`me n’est plus parfaitement aligne´, il devient tre`s rapide-
ment impossible de transmettre a` cause de la directivite´ des antennes qui ne´cessite que le
lobe principal soit oriente´ dans la direction de l’antenne d’inte´reˆt. Sinon le signal s’atte´nue a`
mesure qu’on s’e´loigne du lobe principal et devient trop faible pour eˆtre de´tecte´.
On ne prend pas non plus en conside´ration les re´flexions du premier ordre que l’on peut
ne´gliger en pre´sence du trajet LOS. Cependant, si le trajet LOS est fortement atte´nue´, certains
trajets NLOS peuvent devenir dominants et eˆtre utilise´s a` condition que le lobe principal des
antennes soit correctement oriente´ pour ne pas atte´nuer les signaux issus de ces trajets.
6.3 Ame´liorations futures
Figure 6.1 Sche´ma du syste`me MIMO avec beamforming
Pour re´pondre aux limitations, on pourrait ajouter une technique d’orientation du lobe
principal (”beamforming”) [23] au niveau des re´seaux de patchs Rx et Tx. Le syste`me pourrait
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alors s’adapter a` la configuration spatiale des antennes en orientant correctement les lobes
principaux vers les antennes d’inte´reˆt.
Pour illustrer simplement l’utilite´ du beamforming, on a repris le sce´nario pre´sente´ a` la
section 4.1.4 qui consiste a` analyser l’influence de la distance D sur les performances des
diffe´rents syste`mes MIMO, et on y a ajoute´ un beamforming syme´trique aux antennes Rx et
Tx, comme pre´sente´ a` la figure 6.1. Soit φ0 l’angle vers lequel on oriente les lobes principaux.
Figure 6.2 E´volution des capacite´s avec et sans beamforming en fonction de D
Pour chaque valeur de D on cherche l’angle optimal φ0 qui permet de maximiser la
capacite´ des diffe´rents syste`mes MIMO. On utilise un pas de 1◦. Les capacite´s maximales
obtenues avec beamforming sont compare´es avec celles obtenues sans a` la figure 6.2. On ob-
serve une ame´lioration notable des capacite´s CMIMO et CLMMSE lorsque D < 1 m, avec un
gain relatif pouvant atteindre 100%. Pour la capacite´ CSV D, l’ame´lioration reste tre`s limi-
te´e puisque le gain relatif ne de´passe pas 10%. Les capacite´s restent ordonne´es telles que
CSV D ≥ CLMMSE > CMIMO mais les e´carts se resserrent.
La figure 6.3 pre´sente les angles φ0 optimaux en fonction de D. On remarque qu’une
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amplitude de moins de 10 degre´s est ne´cessaire pour optimiser les capacite´s.
Figure 6.3 E´volution de l’angle φ0 optimal en fonction de D
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ANNEXE A
Atte´nuation spe´cifique aux gaz atmosphe´riques (source : [3])
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ANNEXE B
Atte´nuation spe´cifique aux gaz atmosphe´riques en ondes millime´triques
(source : [3])
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ANNEXE C
Diagrammes de rayonnement normalise´s pour k = 8 et ∆ = 1
2
d’une base
orthogonale en repre´sentation angulaire
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ANNEXE D
Diagrammes de rayonnement normalise´s pour k = 16 et ∆ = 1
2
d’une base
orthogonale en repre´sentation angulaire
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ANNEXE E
Analyse de l’influence de la distance d11
Figure E.1 E´volution du rapport entre la capacite´ CMIMO et CSV D en fonction de d11
Figure E.2 E´volution du rapport entre la capacite´ CSV D avec waterfilling et CSV D en fonction
de d11
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Figure E.3 E´volution du conditionnement de la matrice Λ et de la capacite´ normalise´e CSV D
fonction de d11
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ANNEXE F
Analyse du MIMO avec SVD et du MIMO avec LMMSE lorsque D varie
Figure F.1 E´volution du BER du syste`me simule´ avec le mode`le mathe´matique des re´seaux
de patchs en fonction de D
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Figure F.2 E´volution de la capacite´ du syste`me simule´ avec le mode`le mathe´matique des
re´seaux de patchs en fonction de D
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ANNEXE G
Erreur entre la simulation avec le mode`le mathe´matique et celle avec le
prototype
Figure G.1 Erreur relative entre la simulation avec le mode`le mathe´matique et celle avec le
prototype en fonction de D
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ANNEXE H
Kit de calibration standard WR-12
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ANNEXE I
Parame`tres S (amplitude en dB) apre`s calibration
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ANNEXE J
Diagramme de rayonnement mesure´ du cornet a` 60 GHz
