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Abstract. We study the stochastic nonlinear Schro¨dinger equations with
linear multiplicative noise, particularly in the defocusing mass-critical and
energy-critical cases. For general initial data, we prove the global existence
and uniqueness of solutions in both cases. When the quadratic variation of
noise is globally bounded, we also obtain the rescaled scattering behavior
of solutions in the spaces L2, H1 as well as the pseudo-conformal space.
Moreover, the Stroock-Varadhan type theorem for the topological support
of solutions are also obtained in the Strichartz and local smoothing spaces.
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1 Introduction
This work is devoted to stochastic nonlinear Schro¨dinger equations with linear
multiplicative noise in the defocusing mass-critical and energy-critical cases, it is
a continuation of a series of work [4, 5, 26]. Precisely, we consider
idX = ∆Xdt+ λF (X)dt− iµXdt+ i
N∑
k=1
XGkdβk(t),
X(0) = X0.
(1.1)
Here, the nonlinearity F (X) = |X|α−1X , α > 1, λ = −1 (resp. λ = 1) corre-
sponds to the defocusing (resp. focusing) case, βk are standard real-valued Brow-
nian motions on a probability space (Ω,F ,P) with normal filtration (Ft)t≥0, and
Gk(t, x) = gk(t)φk(x), where gk are real-valued predictable processes satisfying
gk ∈ L
2
loc(R
+;R) P-a.s., and φk ∈ C
∞(Rd;C), d ≥ 1. For simplicity, we assume
N < ∞, but the arguments in this paper extend also to the case where N = ∞
under appropriate summable conditions on Gk.
Moreover, the term µ is of the form
µ(t, x) =
1
2
N∑
k=1
|Gk(t, x)|
2.
In particular, in the conservative case where ReGk = 0, 1 ≤ k ≤ N , −iµXdt +
i
∑N
k=1XGkdβk(t) is indeed the Stratonovitch differential, and, via Itoˆ’s formula,
the mass is pathwisely conserved |X(t)|22 = |X0|
2
2, t ∈ [0, T ]. Hence, for the
normalized initial state |X0|2 = 1, the quantum system evolves on the unit bass
of L2 and verifies the conservation of probability. See, e.g., [1, 2] for applications
in molecular aggregates with thermal fluctuations.
The non-conservative case (i.e., ReGk 6= 0 for some 1 ≤ k ≤ N) plays an
important role in the application to open quantum systems [8], one of the main
features is that t 7→ |X(t)|22 is a continuous martingale. This fact implies the
mean norm square conservation E|X(t)|22, t ∈ [0, T ], and enables one to define
the “physical” probability law
P̂
T
X0
(dω) := (EP[|X0|
2
2])
−1|X(T, ω)|22 P(dω)
of the events occurring in [0, T ]. We refer to [8] for more details. For more
physical applications, e.g. nonlinear optics, Bose-Einstein condensation and the
Gross-Pitaevskii equation, we refer to [40].
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For stochastic nonlinear Schro¨dinger equations, most results in literature cen-
ter around the subcritical case. The first global well-posedness results were proved
by de Bouard and Debussche [16, 17], by using the theory of radonifying opera-
tors. Later, the compact manifold case was studied by Brzez´niak and Millet [10],
where more general stochastic Strichartz estimates were proved. See also [11, 12].
Recently, the global well-posedness of (1.1) for the full subcritical exponents was
proved in [4, 5], the new method introduced is the rescaling approach, which can
be viewed as Doss-Dussman type transformations in Hilbert spaces. We also refer
to [27] for the global well-posedness in the full mass-subcritical case with quite
general multiplicative noise. See also [5, 7, 14, 46].
The critical case is much more subtle and, to the best of our knowledge, quite
few results are known for stochastic nonlinear Schro¨dinger equations. See, e.g.,
[4, 5, 16, 17, 27] for the local well-posedenss results. The main difference between
the subcritical and critical cases is, that the maximal existing time of solutions
depends only on the L2- or H1-norm of initial data in the subcritical case, while
on the whole profile in the critical case. Hence, the standard energy method
works well for the global well-posedness in the subscritical case, however, it fails
in the critical case.
In contrast, the critical case in the deterministic case has been extensively
studied in literature. In the defocusing mass- and energy-critical cases, it was
conjectured that deterministic solutions exist globally and even scatter at infinity.
This conjecture was first proved, via the energy induction method, by Bourgain
in the seminal work [9] for the energy-critical case with radial initial data in
dimensions three and four. Later, for general initial data and dimensions, it was
proved by the I-team [15], Ryckman and Visan [37] and Visan [45], based on
the energy induction method and interaction Morawetz estimates. See also the
concentration compactness method introduced in [28]. Recently, this conjecture
in the mass-critical case was proved by Dodson [18, 19, 20] for general initial data,
where the key ingredients are long-time Strichartz estimates. See also [30, 41].
However, it is quite hard to obtain these estimates in the stochastic case.
Actually, the presence of noise in (1.1) destroys the symmetries of equation and
the conservation laws (e.g. of the mass and the Hamiltonian), the corresponding
Itoˆ formulas consist of several stochastic integrals, with which it is very difficult
to obtain sharp estimates as in the deterministic case. Moreover, even a Banach
space X is compactly embedded into another one Y , one does not generally have
the compact embedding of Lp(Ω;X ) into Lp(Ω;Y ), p ≥ 1.
Hence, the global existence of stochastic solutions in the mass- and energy-
critical cases with general initial data has been an open problem. See the recent
progress [21, 22] for the global well-posedness in the conservative mass-critical
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case for dimension d = 1. (See also Remark 2.7 below.)
In this paper, we prove the global well-posedness of (1.1) in the mass-critical
case for all dimensions d ≥ 1. Moreover, in the energy-critical case, we prove the
global well-posedness for dimensions 3 ≤ d ≤ 6, and we are also able to prove
conditional global well-posedness results for high dimensions d > 6, assuming an
a-priori bound of the energy.
Thus, together with the previous work [4, 5] and the a-priori bound of the
energy in the energy-critical case with d > 6, the global existence and uniqueness
of solutions to (1.1) are obtained for the full subcritical and critical exponents
of the nonlinearity in the defocusing case. We would like also to mention that,
these results also apply to the non-conservative case, which is important in the
physical context [8].
The proof presented below is different from that in [21, 22] and is based
on a new application of the rescaling approach. It is also based on the work
[15, 18, 19, 20, 37, 45] mentioned above and on the stability results for nonlinear
Schro¨dinger equations with lower order perturbations (see Theorems 4.1, 4.4 and
4.6 below), which are also of independent interest.
Another main interest of this paper lies in the large time behavior of global
solutions to (1.1). As mentioned above, in the defocusing case deterministic global
solutions scatter at infinity, namely, behave asymptotically like linear solutions.
However, the situation becomes quite difficult in the stochastic case because of
rapid fluctuations of noise at large time. Very recently, in [26], the rescaled
scattering behavior of global solutions to (1.1) is proved for the energy-subscritical
exponents α ∈ [max{2, 1 + 4
d
}, 1 + 4
d−2
), 3 ≤ d ≤ 6, and it is also proved that the
non-conservative noise has the effect to improve scattering with high probability,
even in the regime where deterministic solutions fail to scatter. The energy-
critical case is also studied there, however, relying on the a-priori assumption of
global existence of solutions, which is another motivation for the present work.
When the quadratic variation of noise is globally bounded, on the basis of [26],
we prove the rescaled scattering behavior of global solutions to (1.1) in the spaces
L2, H1 as well as the pseudo-conformal space, respectively. These results are new
in the L2 case and also improve those of [26] in the H1 and pseudo-conformal
spaces.
At last, we give a characterization of the support of the law of global solu-
tions to (1.1), in both mass-critical and energy-critical cases. We prove that the
law of stochastic solutions is supported on the closure of all deterministic con-
trolled trajectories in the Strichartz and local smoothing spaces (see Theorem
2.10 below).
We would like to mention that, for each deterministic controlled trajectory,
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the global well-posedness can be proved by stability results as in [42, 43]. So, if
the support theorem is a-priori assumed to hold, the related stochastic trajecto-
ries should also exist globally. This, actually, gives an intuitive point of view for
the global well-posedness of stochastic solutions at the beginning of this work.
Notation. For z ∈ C, we set F (z) := |z|α−1z with α = 1 + 4
d
or α = 1 + 4
d−2
in the mass-critical or energy-critical case, respectively. We denote by Fz and
Fz the usual complex derivatives Fz =
1
2
(∂F
∂x
− i∂F
∂y
), Fz =
1
2
(∂F
∂x
+ i∂F
∂y
). For any
x = (x1, · · · , xd) ∈ R
d and multi-index α = (α1, · · · , αd), we use the notations
|α| =
∑d
j=1 αj, 〈x〉 = (1 + |x|
2)1/2, ∂j =
∂
∂xj
, ∂αx = ∂
α1
x1 · · ·∂
αd
xd
, 〈∇〉 = (I −∆)1/2.
Let S denote the space of rapid decreasing functions and S ′ be the dual
space of S . For any f ∈ S , F (f) is the Fourier transform of f , i.e. F (f)(ξ) =∫
e−ix·ξf(x)dx. Given 1 ≤ p ≤ ∞, s ≥ 0, Lp = Lp(Rd) is the space of p-integrable
complex functions with the norm | · |Lp, W
s,p = 〈D〉−s Lp(Rd) is the usual Sobolev
space with the norm ‖·‖W s,p. In particular, we write | · |2 = | · |L2, | · |H1 = ‖·‖W 1,2.
For any Banach space X and any interval I ⊆ R+, Lp(I;X ) is the space of
p-integrable X -valued functions with the norm ‖ · ‖Lp(0,T ;X ), and C(I;X ) is the
space of continuous X -valued functions with the super norm in t. Moreover, for
two Banach spaces X ,Y , the norm of X ∩Y is ‖·‖X+‖·‖Y , and X+Y is equipped
with norm ‖u‖X+Y = inf{‖u1‖X + ‖u2‖Y : u = u1 + u2, u1 ∈ X , u2 ∈ Y}.
A pair (p, q) is called a Strichartz pair, if 2
q
= d(1
2
− 1
p
), (p, q) ∈ [2,∞]× [2,∞]
and (d, p, q) 6= (2,∞, 2). For any interval I ⊆ R+, define the Strichartz spaces by
S0(I) :=
⋂
(p,q):Strichartz pair
Lq(I;Lp), N0(I) :=
⋃
(p,q):Strichartz pair
Lq
′
(I;Lp
′
).
Similarly, let S1(I) = {u ∈ S ′ : ‖u‖S0(I) + ‖∇u‖S0(I) < ∞}, and N
1(I) = {u ∈
S ′ : ‖u‖N0(I) + ‖∇u‖N0(I) < ∞}. In particular, the Strichartz spaces V (I) =
L2+
4
d (I;L2+
4
d ), W (I) = L
2(d+2)
d−2 (I;L
2d(d+2)
d2+4 ) and W(I) = L
2(d+2)
d−2 (I;W
1, 2d(d+2)
d2+4 ) will
be frequently used in the mass and energy critical spaces.
We use the exotic Strichartz spaces X0(I), X(I) and Y(I) with the norms
‖u‖X0(I) = ‖u‖
L
d(d+2)
2(d−2) (I;L
2d2(d+2)
(d+4)(d−2)2 )
, ‖u‖X(I) := ‖ 〈∇〉
4
d+2 u‖
L
d(d+2)
2(d−2) (I;L
2d2(d+2)
d3−4d+16 )
,
‖u‖Y(I) :=‖| 〈∇〉
4
d+2 u‖
L
d
2 (I;L
2d2(d+2)
d3+4d2+4d−16 )
,
which are the inhomogeneous versions of exotic Strichartz spaces in [29].
We also use the local smoothing spaces defined by, for α, β ∈ R,
L2(I;Hαβ ) = {u ∈ S
′ :
∫
I
∫
〈x〉2β | 〈∇〉α u(t, x)|2dxdt <∞}.
5
Throughout this paper, we use C(· · · ) for various constants that may change
from line to line.
2 Formulations of main results
Let us start with the definition of solutions to (1.1).
Definition 2.1 Fix T > 0. An L2-(resp., H1-)solution to (1.1) is an L2-(resp.,
H1-)valued continuous (Ft)-adapted process X = X(t), t ∈ [0, T ], such that
|X|α ∈ L1([0, T ], H−1) and it satisfies P-a.s.,
X(t) =X0 −
∫ t
0
(i∆X(s) + µX(s) + λiF (X(s)))ds
+
N∑
k=1
∫ t
0
X(s)Gk(s)dβk(s), ∀t ∈ [0, T ], (2.1)
as an Itoˆ equation in H−2 (resp. H−1).
We assume the asymptotically flat condition as in [4, 5, 26].
(H0) For each 1 ≤ k ≤ N , Gk(t, x) = gk(t)φk(x), gk are real-valued predictable
processes, gk ∈ L
∞(Ω× [0, T ]), 0 < T <∞, and φk ∈ C
∞(Rd,C) satisfying
that for any muti-index γ, γ 6= 0,
lim sup
|x|→∞
|x|2|∂γxφk(x)| = 0. (2.2)
Remark 2.2 The condition (2.2) is slightly stronger than (1.3) in [26], mainly
for the convenience to perform pseudo-differential calculus. Moreover, one can
weaken the smoothness condition to that φk ∈ C
n for n large enough.
We have the local well-posedness results in the mass- and energy-critical cases.
Theorem 2.3 (Local well-posedness)
Consider (1.1) in the mass-(resp., energy-)critical case, i.e., α = 1 + 4/d,
d ≥ 1 (resp., α = 1 + 4/(d− 2), d ≥ 3). Assume (H0). Then, for each X0 ∈ L
2
(resp. X0 ∈ H
1), there exits a unique L2-(resp., H1-)solution X to (1.1) on
[0, τ ∗), where the maximal existing time τ ∗ is an {Ft}-stopping time, such that
P-a.s. for any t ∈ (0, τ ∗) and any Strichartz pair (ρ, γ),
X|[0,t] ∈ C([0, t];L
2) ∩ Lγ(0, t;Lρ) (2.3)
(resp., X|[0,t] ∈ C([0, t];H
1) ∩ Lγ(0, t;W 1,ρ)). (2.4)
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Moreover, X exists globally P-a.s. if for any 0 < T <∞,
‖X(ω)‖
L2+
4
d (0,τ∗∧T ;L2+
4
d )
<∞, P− a.s. (2.5)
(resp., ‖X(ω)‖
L
2(d+2)
d−2 (0,τ∗∧T ;L
2(d+2)
d−2 )
<∞, P− a.s.). (2.6)
The proofs are similar to those of [4, Proposition 5.1] and [5, Theorem 2.1],
and the last assertion concerning the global existence follows from the blow-up
alternative results as in [4, 5].
The main result of this paper is formulated below, concerning the global
existence and uniqueness of solutions to (1.1) in the critical cases.
Theorem 2.4 (Global Well-Posedness)
(i) Consider (1.1) in the defocusing mass-critical case, i.e., λ = −1, α =
1 + 4/d, d ≥ 1. Assume (H0). Then, for each X0 ∈ L
2 and 0 < T < ∞, there
exists a unique L2-solution to (1.1) on [0, T ], satisfying that for any p ≥ 1,
E‖X‖pC([0,T ];L2) ≤ C(p, T ) <∞, (2.7)
and for any Strichartz pair (γ, ρ),
X ∈ Lγ(0, T ;Lρ) ∩ L2(0, T ;H
1
2
−1), P− a.s.. (2.8)
(ii) Consider (1.1) in the defocusing energy-critical case, i.e., λ = −1, α =
1 + 4/(d − 2), d ≥ 3. Assume (H0). In the high dimensional case where d > 6,
assume additionally that for each 0 < t < T ,
ET := sup
0≤t<τ∗∧T
|X(t)|H1 ≤ C(T ) <∞, P− a.s.. (2.9)
Then, for each X0 ∈ H
1 and 0 < T < ∞, there exists a unique H1-solution
to (1.1) on [0, T ], satisfying that for any p ≥ 1,
E‖X‖pC([0,T ];H1) + E‖X‖
p
L
2d
d−2 (0,T ;L
2d
d−2 )
≤ C(p, T ) <∞, (2.10)
and for any Strichartz pair (γ, ρ),
X ∈ Lγ(0, T ;W 1,ρ) ∩ L2(0, T ;H
3
2
−1), P− a.s.. (2.11)
Remark 2.5 We also have the stability results in both mass- and energy-critical
cases, see Theorems 4.1, 4.4 and 4.6 below.
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Remark 2.6 It is possible to obtain the pathwise bound (2.9) by using the Itoˆ
formula of Hamiltonian (5.32) below. The formula (5.32) can be derived directly
by a formal computation, however, the rigorous proof in the high dimensional case
where d > 6 is technically unclear. See also Remark 5.5 below.
Remark 2.7 We would like to mention that, the global well-posedness of stochas-
tic nonlinear Schro¨dinger equations has been recently proved in [21, 22] for the
mass-critical case for dimension d = 1 in the conservative case, under a dif-
ferent spatial decay assumption on the noise. The results in [21, 22] also hold
in the case where one has a uniform pathwise control of mass (see [21, Remark
1.7]). In Theorem 2.4 above, we prove the global well-posedenss of (1.1) in the
mass-critical case for all dimensions d ≥ 1. In addition, Theorem 2.4 also ap-
plies to the non-conservative case, which is important in the physical context [8].
Furthermore, Theorem 2.4 proves the global well-posedness (resp. conditional
global well-posedness) in the energy-critical case for dimensions 3 ≤ d ≤ 6 (resp.
d > 6), which is not discussed in [21, 22]. Below we also prove scattering and the
Stroock-Varadhan type support theorem for (1.1), see Theorems 2.10 and 2.13.
We can also enhance the estimates (2.8) and (2.11) to the whole time regime,
provided that gk ∈ L
2(R+), 1 ≤ k ≤ N , a.s.. Namely, we have
Theorem 2.8 Consider the situations in Theorem 2.4 (i) (resp. (ii)). Assume
additionally that gk ∈ L
2(R+), 1 ≤ k ≤ N , a.s.. Then, for each X0 ∈ L
2 (resp.
X0 ∈ H
1), the solution X to (1.1) satisfies that for any Strichartz pair (ρ, γ),
X ∈ Lγ(R+;Lρ) ∩ L2(R+;H
3
2
−1), P− a.s. (2.12)
(resp. X ∈ Lγ(R+;W 1,ρ) ∩ L2(R+;H
3
2
−1) P− a.s..). (2.13)
Next, we study the scattering behaviour of global solutions to (1.1) at infinity.
Besides in L2 and H1, we also work with the pseudo-conformal space, i.e.,
Σ := {f ∈ H1 : | · |f(·) ∈ L2}, in which we assume that the time functions gk in
(H0) have appropriate integrability and decay speed at infinity as in [26].
(H1) For each 1 ≤ k ≤ N ,
lim sup
|x|→∞
|x|3|∂γxφk(x)| = 0, 1 ≤ |γ| ≤ 3, (2.14)
esssupΩ
∫∞
0
(1 + t4)g2k(t)dt <∞, 1 ≤ k ≤ N , and for P-a.e. ω ∈ Ω,
lim
tր1
(1− t)−3
∫ ∞
t
1−t
g2k(ω, s)ds ln ln
(∫ ∞
t
1−t
g2k(ω, s)ds
)−1 12 = 0. (2.15)
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Remark 2.9 As mentioned in [26, Remark 1.4], the L∞(Ω) condition on
∫∞
0
(1+
t4)g2k(t)dt can be weakened by some suitable exponential integrability.
In order to formulate the scattering results, we shall use the rescaling function
ϕ∗(t) = −
N∑
k=1
∫ ∞
t
Gk(s)dβk(s) +
1
2
N∑
k=1
∫ ∞
t
(
|Gk(s)|
2 +G2k(s)
)
ds, (2.16)
Note that, ϕ∗ ∈ C(R
+;W 1,∞) if gk ∈ L
2(R+), 1 ≤ k ≤ N , a.s.. Then, letting
z∗(t) := e
−ϕ∗(t)X(t), (2.17)
we have
i∂tz∗ = e
−ϕ∗(t)∆(eϕ∗(t)z∗)− e
(α−1)Reϕ∗(t)F (z∗), (2.18)
with z∗(0) = X0. Here,
e−ϕ∗(t)∆(eϕ∗(t)z∗) = (∆ + b∗(t) · ∇+ c∗(t))z∗ (2.19)
with the coefficients of lower order perturbations
b∗(t) =− 2
N∑
k=1
∫ ∞
t
∇Gk(s)dβk(s) + 2
∫ ∞
t
∇µ̂(s)ds, (2.20)
c∗(t) =
N∑
j=1
(
N∑
k=1
∫ ∞
t
∂jGk(s)dβk(s)−
∫ ∞
t
∂jµ̂(s)ds
)2
−
N∑
k=1
∫ ∞
t
∆Gk(s)dβk(s) +
∫ ∞
t
∆µ̂(s)ds, (2.21)
and
µ̂(s, x) =
1
2
N∑
k=1
(|Gk(s, x)|
2 +Gk(s, x)
2) =
N∑
k=1
(ReGk)Gk(s, x). (2.22)
It is also convenient to use the notations U∗(t, s) (resp. U(t, s)), s, t ≥ 0,
for the evolution operators corresponding to the random equation (2.18) (resp.
(2.29) with σ = 0) in the homogeneous case F ≡ 0.
We are now ready to state the scattering result.
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Theorem 2.10 (Scattering)
(i) Consider the defocusing mass-critical case, i.e., λ = −1, α = 1 + 4/d,
d ≥ 1. Assume (H0) and that gk ∈ L
2(R+), 1 ≤ k ≤ N , a.s.. Then, for each
X0 ∈ L
2, the global L2-solution X to (1.1) scatters at infinity, i.e., P-a.s. there
exist v+, u+ ∈ L
2 such that
eit∆e−ϕ∗(t)X(t)→ v+, in L
2, as t→∞, (2.23)
and
U∗(0, t)e
−ϕ∗(t)X(t)→ u+, in L
2, as t→∞. (2.24)
(ii) Consider the defocusing energy-critical case, i.e., λ = −1, α = 1+4/(d−
2), d ≥ 3. Assume (H0) and that gk ∈ L
2(R+), 1 ≤ k ≤ N , a.s.. In the high
dimensional case where d > 6, assume additionally that
E∞ := sup
0≤t<∞
|X(t)|H1 ≤ C <∞, a.s.. (2.25)
Then, for each X0 ∈ H
1, the global H1-solution satisfies the asymptotics (2.23)
and (2.24) with H1 replacing L2.
(iii) Consider the situations as in the defocusing energy-critical case in (ii),
d ≥ 3. Then, for each X0 ∈ Σ, the asymptotic (2.23) holds with Σ replacing L
2.
Remark 2.11 Unlike in the deterministic case, the scattering behavior of stochas-
tic solutions to (1.1) is closely related to the rescaling function e−ϕ∗, which, ac-
tually, encodes the information of noise in (1.1). We would like also to mention
that, the rescaling function here is different from that in the proof of global well-
posedness in Theorem 2.4 (see (2.28) below).
Remark 2.12 As in the H1 case in Theorem 2.4 (ii), it is possible to obtain the
global pathwise bound (2.25) from the Hamiltonian (5.32) below, by using similar
arguments as in the proof of [26, (1.7)]. However, the rigorous derivation of
(5.32) is technically unclear.
Next, we characterize the topological support of the law of global solutions to
(1.1), in both mass-critical and energy-critical cases.
Support theorem for diffusions was initiated in the seminal papers [38, 39] and
has been extensively studied in literature. We refer to [24] and [25] for stochastic
nonlinear Schro¨dinger equations with additive noise and with fractional noise,
respectively. See also [35, 36] and references therein.
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Let H denote the Cameron-Martin space associated with the Brownian mo-
tions β = (β1, · · · , βN), i.e., H = {h ∈ H
1(0, T ;RN) : h(0) = 0}. For any
h = (h1, · · · , hN) ∈ H , let X(β + h) be the solution to (1.1) with the driven
process β + h replacing the Brownian motion β. Moreover, let S(h) denote the
solution to the controlled equation below
idS(h) = ∆S(h)dt+ λF (S(h))dt− iµ̂S(h)dt+ iS(h)Gkh˙kdt, (2.26)
S(h)(0) = X0,
where µ̂ is as in (2.22), and h˙k is the derivative of hk. We also use the notation
supp(P ◦X−1) for the topological support of law of solutions to (1.1).
Theorem 2.13 (Support Theorem)
(i) Consider the defocusing mass-critical case, i.e., λ = −1, α = 1 + 4/d,
d ≥ 1. Assume (H0) and that gk are deterministic and continuous, 1 ≤ k ≤ N .
Let X be the global L2-solution to (1.1) corresponding to X(0) = X0 ∈ L
2.
Then, the support supp(P ◦X−1) in the spaces S0(0, T ) and L2(0, T ;H
1
2
−1) is
the closure of the set {S(h), h ∈ H }.
(ii) Consider the defocusing energy-critical case, i.e., λ = −1, α = 1+4/(d−
2), 3 ≤ d ≤ 6. Assume (H0) and that gk are deterministic and continuous,
1 ≤ k ≤ N . Let X be the global H1-solution to (1.1) with X(0) = X0 ∈ H
1.
Then, the support supp(P ◦X−1) in the spaces S1(0, T ) and L2(0, T ;H
3
2
−1) is
the closure of the set {S(h), h ∈ H }.
Remark 2.14 Theorem 2.13 applies in particular to the stochastic nonlinear
Schro¨dinger equations in [4, 5], where gk ≡ 1, 1 ≤ k ≤ N .
Remark 2.15 We also expect the support theorem to hold in high dimensions
d > 6 in the energy-critical case, yet the present stability result Theorem 4.6 can
not help us, due to the smallness condition on the time function g in (4.46) below.
Remark 2.16 Equation (2.26) can be viewed as a subcritical (linear) pertur-
bation of the nonlinear Schro¨dinger equation (2.33) below. This observation
helps to obtain the global well-posedness of (2.26) by using the stability results
in [29, 42, 43]. So, if the support theorem is assumed a-priori to hold, then, intu-
itively, the stochastic solution X itself should also exist globally. This viewpoint,
actually, offers an intuition for the global well-posedness of (1.1) in critical cases.
The proof of Theorem 2.4 is mainly based on a new application of rescaling
approach and the theory of stability.
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In order to prove the global existence of solutions to (1.1), in view of Theo-
rem 2.3, we only need to obtain the global bounds of the L2+
4
d (0, τ ∗;L2+
4
d )- and
L
2(d+2)
d−2 (0, τ ∗;L
2(d+2)
d−2 )-norms of solutions in the critical cases. Such estimates were
obtained in the deterministic case by using the energy induction method or the
concentration-compact method, combined with the conservation laws (e.g., of the
mass and Hamiltonian) and interaction Morawetz estimates. However, the pres-
ence of Brownian motions in (1.1) destroys the conservation laws, the related Itoˆ
formulas actually consist of several stochastic integrals (see (5.4), (5.32) below),
which make it quite hard to obtain estimates as in the deterministic case.
Proceeding differently, we perform a series of rescaling transformations on
a random partition (depending on the growth of noise) of any bounded time
interval. On each small time piece, we compare the resulting random equation
with the standard nonlinear Schro¨dinger equation with the same initial data, by
using the stability results (see Theorems 4.1, 4.4 and 4.6 below) and the work
of [15, 37, 45] and [18, 19, 20] in the deterministic defocusing mass- and energy-
critical cases, respectively (see Theorems 5.1 and 5.3 below). Then, by virtue of
the global pathwise bounds of mass and energy in the defocusing case, we are
able to put together all finitely many bounds in the previous step to obtain the
desirable global bounds.
For the reader’s convenience, let us explain more precisely the procedure above
on a random time interval [σ, σ+ τ ], where σ and σ+ τ are (Ft)-stopping times.
We use the rescaling transformation
vσ(t) := e
−ϕσ(t)X(σ + t), t ∈ [0, τ ], (2.27)
where
ϕσ(t, x) :=
∫ σ+t
σ
Gk(s, x)dβk(s)−
∫ σ+t
σ
µ̂(s, x)ds (2.28)
with µ̂ as in (2.22).
The rescaling transformation can be regarded as a Doss-Sussman type trans-
formation in Hilbert space. See, e.g., [3] for the applications of rescaling approach
to general stochastic partial differential equations with coercive structure. See [7]
for the application to optimal bilinear control problems, see also [6, 46] for other
quite general stochastic dispersive equations.
The nice feature is that it reveals the structure of stochastic equation (1.1)
by reducing to the random equation with lower order perturbations below
i∂tvσ =e
−ϕσ∆(eϕσvσ)− e
(α−1)ReϕσF (vσ), (2.29)
v(0) =X(σ),
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where
e−ϕσ(eϕσvσ) = (∆ + bσ(t) · ∇+ cσ(t))vσ, (2.30)
and the coefficients
bσ(t) =2∇ϕσ(t) = 2
N∑
k=1
∫ σ+t
σ
∇Gk(s)dβk(s)− 2
∫ σ+t
σ
∇µ̂(s)ds, (2.31)
cσ(t) =∆ϕσ +
N∑
j=1
(∂jϕσ)
2
=
N∑
j=1
(
N∑
k=1
∫ σ+t
σ
∂jGk(s)dβk(s)−
∫ σ+t
σ
∂jµ̂(s)ds
)2
+
N∑
k=1
∫ σ+t
σ
∆Gk(s)dβk(s)−
∫ σ+t
σ
∆µ̂(s)ds. (2.32)
The result below connects equations (1.1) and (2.29), which generalizes the
case where σ ≡ 0 in [4]-[7]. The proof is postponed to the Appendix.
Theorem 2.17 Consider the situations in Theorem 2.3. Let X be the L2-(resp.
H1-)solution to (1.1) on [0, τ ∗) with X(0) = X0 ∈ L
2, where τ ∗ is the maximal
existing time. Let vσ be as in (2.27), where σ is any (Ft)-stopping time satisfying
0 ≤ σ < τ ∗. Then, vσ satisfies (2.29) on [0, τ
∗−σ) in the space H−2 (resp, H−1)
almost surely.
The key obervation here is, that the amplitude of lower order perturbations
depends only on the trajectories of noises {βk(t), σ ≤ t ≤ σ + τ}. This fact
inspires us to view Equation (2.29), if the random interval is short enough, as a
small perturbation of the nonlinear Schro¨dinger equation
i∂tu˜ =∆u˜− F (u˜), (2.33)
u˜(0) =vσ(0) = X(σ).
Now, it becomes clear that a stability-type result will fulfill the comparison
procedure above. It should be mentioned that, because of the lower order per-
turbations, we need to prove stability results for the equation of similar form as
in (2.29). For this reason, we reformulate (2.33) as follows
i∂tu˜ = e
−ϕσ∆(eϕσ u˜)− e(α−1)ReϕσF (u˜) + e (2.34)
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with the error term
e = −(bσ(t) · ∇+ cσ(t))u˜− (1− e
(α−1)Reϕσ)F (u˜), (2.35)
where the coefficients bσ, cσ are as in (2.31) and (2.32), respectively.
The proof of stability results in Theorems 4.1, 4.4 and 4.6 below is mainly
inspired by the work [29, 42, 43]. However, it relies heavily on Strichartz estimates
for the Laplacian with lower order perturbations (see Theorem 3.3). Moreover,
another important role here is played by the local smoothing spaces, which enable
us to control the lower order perturbations arising from the operator e−ϕσ∆(eϕ·),
for which the pseudo-differential calculus is performed.
Finally, the proof of scattering in Theorem 2.10 is based on the very recent
work [26], and the proof of the Stroock-Varadhan type support theorem (i.e.,
Theorem 2.13) is inspired by the work [35]. In both cases, we shall construct
appropriate rescaling transformations, related to the structure of our problems.
See, e.g., (2.16), and (7.6), (7.18) below. We also emphasize that, again the key
ingredients are the stability results in Theorems 4.1, 4.4 and 4.6 for the Laplacian
with lower order perturbations.
The remainder of this paper is structured as follows. In Section 3, we present
the preliminaries used in this paper, including the pseudo-differential operators,
the Strichartz and local smoothing estimates and the exotic Strichartz spaces.
Then, we prove the stability results in both mass- and energy-critical cases in
Section 4. Sections 5, 6 and 7 are mainly devoted to the proof of Theorems 2.4,
2.10 and 2.13, respectively. Finally, some technical proofs are postponed to the
Appendix, i.e. Section 8.
3 Preliminaries
This section collects some preliminaries used in this paper.
3.1 Pseudo-differential operators
We recall some basic facts of pseudo-differential operators. For more details see
[31, 44, 46] and references therein.
We say that a ∈ C∞(Rd×Rd) is a symbol of class Sm, if for any multi-indices
α, β ∈ Nd, |∂αξ ∂
β
xa(x, ξ)| ≤ Cα,β 〈ξ〉
m−|α|. The semi-norms |a|
(l)
Sm are defined by
|a|
(l)
Sm = max
|α+β|≤l
sup
R2d
{|∂αξ ∂
β
xa(x, ξ)| 〈ξ〉
−(m−|α|)}, l ∈ N.
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Let Ψa denote the pseudo-differential operator related to the symbol a(x, ξ), i.e.,
Ψav(x) = (2π)
−d
∫
eix·ξa(x, ξ)F (v)(ξ)dξ, v ∈ S .
In this case, we write Ψa ∈ S
m when no confusion arises.
Lemma 3.1 Let ai ∈ S
mi, i = 1, 2. Then, Ψa1 ◦Ψa2 = Ψa ∈ S
m1+m2 with
a(x, ξ) = (2π)−d
∫∫
e−iy·ηa1(x, ξ + η)a2(x+ y, ξ)dydη.
Note that, the commutator i[Ψa,Ψb] := i(ΨaΨb − ΨbΨa) is an operator with
symbol in Sm1+m2−1, and the principle symbol is the Poisson bracket
Hab := {a, b} =
d∑
j=1
∂ξja∂xjb− ∂ξjb∂xja.
One can also expand the composition of two pseudo-differential operators into
any finite order and estimate the remainder. See Lemmas 3.1 and 3.2 in [46].
Lemma 3.2 Let a ∈ S0, p ∈ (1,∞). Then, for some C > 0 and l ∈ N,
‖Ψa‖L(Lp) ≤ C|a|
(l)
S0. (3.1)
3.2 Strichartz and local smoothing estimates
We first present the Strichartz and local smoothing estimates below.
Theorem 3.3 Let I = [t0, T ] ⊆ R
+. Consider the equation
i∂tu = e
−Φ∆(eΦu) + f. (3.2)
Here, the function Φ = Φ(t, x) is continuous on t for each x ∈ Rd, d ≥ 1, and
satisfies that for each multi-index γ,
sup
t∈I
|∂γxΦ(t, x)| ≤ C(γ) sup
t∈I
g(t) 〈x〉−2 (3.3)
for some positive and continuous function g. Then, for any u(t0) ∈ L
2 and
f ∈ N0(I) + L2(I;H
− 1
2
1 ), the solution u to (3.2) satisfies
‖u‖
S0(I)∩L2(I;H
1
2
−1)
≤ CT (|u(t0)|2 + ‖f‖
N0(I)+L2(I;H
−
1
2
1 )
). (3.4)
Moreover, if in addition u(t0) ∈ H
1, d ≥ 3, f ∈ N1(I) + L2(I;H
1
2
1 ), then
‖u‖
S1(I)∩L2(I;H
3
2
−1)
≤CT
(
|u(t0)|H1 + ‖f‖
N1(I)+L2(I;H
1
2
1 )
). (3.5)
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Below, we use the notation CT for the constant in Strichartz estimates above
throughout the paper. We may assume CT ≥ 1 without lose of generality.
Remark 3.4 Estimates (3.4) and (3.5) are the so called local-in-time estimates,
in that the constant CT depends on time. Quantitative estimates and L
p(Ω)-
integrability of CT have been obtained in [46] for quite general stochastic dispersive
equations, including stochastic Schro¨dinger equations with variable coefficients as
well as the stochastic Airy equation. See also [34] for more general situations
where Hamiltonian flows associated to Schro¨dinger operators are trapped.
Proof. Estimate (3.4) can be proved similarly as in [46, Theorem 2.11].
See also Remark 2.14 in [46]. Actually, the asymptotically flat condition (3.3)
guarantees that the lower order perturbations arising in the operator e−Φ∆(eΦ·)
can be controlled, via the G˚arding inequality, by the Poisson bracket i[Ψh,∆] for
some appropriate symbol h ∈ S0 (see the proof of [46, Theorem 4.1]). We refer to
[46] for more details. See also [4, Lemma 4.1] and [5, Lemma 2.7] for the special
case where Φ is as in (2.28) with σ ≡ 0.
Regarding (3.5), Applying the operator 〈∇〉 to both sides of (3.2) we get
i∂t(〈∇〉u) = e
−Φ∆(eΦ(〈∇〉u)) + [〈∇〉 , b · ∇+ c]u+ 〈∇〉 f, (3.6)
where the coefficients b = ∇Φ, c = ∆Φ +
∑d
j=1(∂jΦ)
2. We regard (3.6) as the
equation for the unknown 〈∇〉 u. Then, (3.4) yields
‖u‖
S1(I)∩L2(I;H
3
2
−1)
≤ CT
(
|u(t0)|H1 + ‖[〈∇〉 , b · ∇+ c]u‖
L2(I;H
−
1
2
1 )
+ ‖f‖
N1(I)+L2(I;H
1
2
1 )
)
. (3.7)
Note that, for the commutator [〈∇〉 , b · ∇+ c],
〈x〉 〈∇〉−
1
2 [〈∇〉 , b · ∇+ c] = Ψp 〈x〉
−1 〈∇〉
1
2 ,
where Ψp := 〈x〉 〈∇〉
− 1
2 [〈∇〉 , b · ∇+ c] 〈∇〉−
1
2 〈x〉 is a pseudo-differential operator
of order 0 with semi-norms depending on supt∈I g(t). By Lemma 3.2 and (3.4),
‖[〈∇〉 , b · ∇+ c]u‖
L2(I;H
−
1
2
1 )
≤C sup
t∈I
g(t)‖u‖
L2(I;H
1
2
−1)
≤CCT sup
t∈I
g(t)‖f‖
N0(I)+L2(I;H
−
1
2
1 )
. (3.8)
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Since when d ≥ 3, 〈x〉2 is a weight of Muckenhoupt class A2 (see, e.g., [23, Lemma
2.3 (iv)]), by virtue of the boundedness of multiplier m(ξ) = 〈ξ〉−1 in the weighted
space L2(〈x〉2 dx) (see, e.g., [32, 33]), we have the embedding H
1
2
1 →֒ H
− 1
2
1 and so
L2(I;H
1
2
1 ) →֒ L
2(I;H
− 1
2
1 ).
Therefore, taking into account N1(I) →֒ N0(I) and plugging (3.8) into (3.7)
we obtain (3.5). The proof is complete. 
It is known that global-in-time Strichartz and local smoothing estimates (i.e.,
the constant CT is independent of T ) hold for the free Schro¨dinger group {e
−it∆}.
See, e.g., [13, 29, 34] and references therein. This is also true for the operator
−ie−Φ∆(eΦ·) when g satisfies some smallness condition, which is crucial in the
study of scattering in Section 6 below. Precisely, we have
Theorem 3.5 Consider the situations as in Theorem 3.3. Assume (H0). As-
sume additionally that for some T∗ > 0, supt≥T∗ g(t) ≤ ε with ε sufficiently small.
Then, the estimates (3.4) and (3.5) also hold with some constant C indepen-
dent of t0 and T , and u(t0) can be replaced by the final datum u(T ).
Remark 3.6 Similar estimates were proved in [26, Corollary 5.3], with L2(I;H
1
2
−1)
and L2(I;H
− 1
2
1 ) replaced by the local smoothing spaces LS(I) and LS
′(I) intro-
duced in [34], respectively. We refer to [34] for more general situations.
Proof. Below we mainly consider the L2 case. The proof is quite similar to
that of [26, Corollary 5.3 (i)].
Actually, we have from Equation (3.2) that
i∂tu = ∆u+ (b · ∇+ c)u+ f,
where b, c are as in the proof of Theorem 3.3.
We assume T∗ < T without lose of generality. First, on the time regime
[t0, T∗], using (3.4) we have
‖u‖
S0(t0,T∗)∩L2(t0,T∗;H
1
2
−1)
≤ CT∗|u(t0)|2 + CT∗‖f‖
N0(t0,T∗)+L2(t0,T∗;H
−
1
2
1 )
(3.9)
Moreover, on the regime [T∗, T ], using the global-in-time Stichartz and local
smoothing estimates of the free Schro¨dinger group {e−it∆} we get
‖u‖
S0(T∗,T )∩L2(T∗,T ;H
1
2
−1)
≤C|u(T∗)|2 + C‖(b · ∇ + c)u‖
L2(T∗,T ;H
−
1
2
1 )
+ C‖f‖
N0(T∗,T )+L2(T∗,T ;H
−
1
2
1 )
(3.10)
≤C|u(t0)|2 + C‖(b · ∇+ c)u‖
L2(T∗,T ;H
−
1
2
1 )
+ (CT∗ + C)‖f‖
N0(T∗,T )+L2(T∗,T ;H
−
1
2
1 )
,
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where C is independent of t0 and T , and in the last step we also used (3.9) to
bound |u(T∗)|2. Note that, similarly to (3.8),
‖(b · ∇ + c)u‖
L2(T∗,T ;H
−
1
2
1 )
≤ C sup
t∈I
g(t)‖u‖
L2(T∗,T ;H
1
2
−1)
≤ Cε‖u‖
L2(T∗,T ;H
1
2
−1)
.
Plugging this into (3.10) we obtain that for ε small enough,
‖u‖
S0(T∗,T )∩L2(T∗,T ;H
1
2
−1)
≤ C|u(t0)|2 + C‖f‖
N0(T∗,T )+L2(T∗,T ;H
−
1
2
1 )
, (3.11)
Now, combining (3.9) and (3.11) together we obtain (3.4) with the constant uni-
formly bounded on the whole time regime R+.
The H1 case can be proved similarly. Moreover, one can use similar arguments
as in the proof of [26, Corollary 5.3 (iii)] to replace u(t0) in (3.4) and (3.5) with
the final datum u(T ). The proof is complete. 
In the end of this subsection, we collect some estimates in the Strichartz space
V (I), W (I) and W(I), where I is any interval in R+. These estimates will be
frequently used throughout this paper. Precisely, we have
‖|u|
4
dv‖
L
2+4
d+4 (I×Rd)
≤ ‖u‖
4
d
V (I)‖v‖V (I), (3.12)
‖|u|
4
d−2 v‖
L2(I;L
2d
d+2 )
≤ ‖u‖
4
d−2
L
2(d+2)
d−2 (I;L
2(d+2)
d−2 )
‖v‖W (I) ≤ ‖u‖
4
d−2
W(I)‖v‖W (I), (3.13)
and if 3 ≤ d ≤ 6,
‖|u|
6−d
d−2 v∇w‖
L2(I;L
2d
d+2 )
≤ ‖u‖
6−d
d−2
W(I)‖v‖W‖w‖W(I). (3.14)
Estimates (3.12)-(3.14) can be proved by using the Ho¨lder inequality and the
Sobolev embedding
W(I) →֒ L
2(d+2)
d−2 (I;L
2(d+2)
d−2 ). (3.15)
3.3 Exotic Strichartz estimates
The exotic Strichartz spaces are introduced primarily to treat the non-Lipschitzness
of the derivatives of nonlinearity, particularly for dimensions larger than six. Ac-
tually, for the nonlinearity F (u) = |u|
4
d−2u, u ∈ C, we have (see [43, (1.3), (1.4)])
|Fz(u)|+ |Fz(u)| ≤ C|u|
4
d−2 , (3.16)
|Fz(u)− Fz(v)|+ |Fz(u)− Fz(v)| ≤
{
C|u− v|
4
d−2 , if d > 6;
C|u− v|(|u|
6−d
d−2 + |v|
6−d
d−2 ), if 3 ≤ d ≤ 6.
(3.17)
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The space X(0, τ) allows to take 4
d+2
-derivatives of the nonlinearity, instead of
taking the full derivative.
Below We recall some important estimates in the exotic Strichartz spaces when
d ≥ 3, which are mainly proved in [29] in the homogenous case. The arguments
there apply also the inhomogenous case considered in this paper.
Lemma 3.7 For any compact time interval I ⊆ R+,
‖u‖X0(I) ≤ C‖u‖X(I) ≤ C‖u‖S1(I). (3.18)
‖u‖X(I) ≤ C‖u‖
1
d+2
L
2(d+2)
(d−2) (I×Rd)
‖u‖
d+1
d+2
S1(I) ≤ C‖u‖
1
d+2
W(I)‖u‖
d+1
d+2
S1(I). (3.19)
and for some 0 < c ≤ 1,
‖u‖
L
2(d+2)
(d−2) (I×Rd)
≤ ‖u‖cX‖u‖
1−c
S1(I). (3.20)
The proof is similar to that of [29, Lemma 3.11].
Lemma 3.8 Let I = [t0, T ] be any compact interval in R
+. We have
‖e−i(·−t0)∆u0‖X(I) ≤C|u0|H1, (3.21)∥∥∥∥ ∫ ·
t0
e−i(·−t0)∆f(s)ds
∥∥∥∥
X(I)
≤C‖f‖
Y(I)+L2(I;H
1
2
1 )+N
1(I)
. (3.22)
Proof. Estimate (3.21) follows from (3.18) and the homogenous Strichartz
estimates. For (3.22), similar arguments as in the proof of [29, Lemma 3.10] yield∥∥∥∥ ∫ ·
t0
e−i(·−t0)∆f(s)ds
∥∥∥∥
X(I)
≤ C‖f‖Y(I).
Moreover, using (3.18) and Strichartz estimates we have∥∥∥∥ ∫ ·
t0
e−i(·−t0)∆f(s)ds
∥∥∥∥
X(I)
≤ C
∥∥∥∥ ∫ ·
t0
e−i(·−t0)∆f(s)ds
∥∥∥∥
S1(I)
≤ C‖f‖
L2(I;H
1
2
1 )+N
1(I)
.
Combining the estimates above together we prove (3.22). 
Lemma 3.9 For any compact time interval I ⊆ R+,
‖F (u)‖Y(I) ≤C‖u‖
d+2
d−2
X(I). (3.23)
Moreover,
‖Fz(u+ v)w‖Y(I) ≤C(‖u‖
8
d2−4
X(I) ‖u‖
4d
d2−4
S1(I) + ‖v‖
8
d2−4
X(I) ‖v‖
4d
d2−4
S1(I))‖w‖X(I), (3.24)
and similar estimate also holds for ‖Fz(u+ v)w‖Y(I).
The proof is similar to that of [29, Lemma 3.12].
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4 Stability
This section is devoted to the stability results in the mass and energy critical
cases, which are crucial in the proof of global well-posedness in the next section.
To begin with, let us start with the easier mass-critical case.
4.1 Mass-critical case
The main result of this subsection is formulated below.
Theorem 4.1 (Mass-Critical Stability Result). Fix I = [t0, T ] ⊆ R
+. Let v be
the solution to
i∂tv = e
−Φ∆(eΦv)− e
4
d
ReΦF (v), (4.1)
where Φ satisfies (3.3), d ≥ 1, and v˜ solve the perturbed equation
i∂tv˜ = e
−Φ∆(eΦv˜)− e
4
d
ReΦF (v˜) + e (4.2)
for some function e. Assume that
‖v˜‖C(I;L2) ≤M, |v(t0)− v˜(t0)|2 ≤M
′, ‖v˜‖V (I) ≤ L (4.3)
for some positive constants M,M ′ and L. Assume also the smallness conditions
‖U(·, t0)(v(t0)− v˜(t0))‖V (I) ≤ ε, ‖e‖
L2(I;H
−
1
2
1 )+N
0(I)
≤ ε (4.4)
for some 0 < ε ≤ ε∗, where ε∗ = ε∗(CT , DT ,M,M
′, L) > 0 is a small constant,
CT is the Strichartz constant in Theorem 3.3, DT = ‖e
4
d
ReΦ‖C(I;L∞). Then,
‖v − v˜‖V (I) ≤ C(CT , DT ,M,M
′, L)ε, (4.5)
‖v − v˜‖
S0(I)∩L2(I;H
1
2
−1)
≤ C(CT , DT ,M,M
′, L)M ′, (4.6)
‖v‖
S0(I)∩L2(I;H
1
2
−1)
≤ C(CT , DT ,M,M
′, L). (4.7)
We can take ε∗(CT , DT ,M,M
′, L) (resp. C(CT , DT ,M,M
′, L)) to be decreasing
(resp. nondecreasing) with respect to each argument.
Theorem 4.1 states that, if the difference between two initial data and the error
term are small enough in appropriate spaces, the two corresponding solutions will
also stay very close to each other in the mass-critical space V (t0, T ).
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Remark 4.2 Theorem 4.1 also holds if Φ is replaced by ϕ∗ as in (2.16). In this
case, since the Strichartz constants are independent of time and ϕ∗ ∈ L
∞(R+;L∞),
the constants in (4.5)-(4.7) are independent of time, i.e., depend only M ′, M and
L. This fact will be important in the study of scattering in Section 6 later.
In order to prove Theorem 4.1, we first prove the short-time perturbation
result below.
Proposition 4.3 (Mass-Critical Short-time Perturbation). Let I = [t0, T ] ⊆ R
+
and v, v˜ be the solutions to Equations (4.1) and (4.2), respectively. Assume that,
‖v˜‖C(I;L2) ≤M, |v(t0)− v˜(t0)|2 ≤ M
′ (4.8)
for some positive constants M,M ′. Assume also the smallness conditions
‖v˜‖V (I) ≤ δ, ‖U(·, 0)(v(t0)− v˜(t0))‖V (I) ≤ ε, ‖e‖
L2(I;H
−
1
2
1 )+N
0(I)
≤ ε (4.9)
for some 0 < ε ≤ δ where δ = δ(CT , DT ,M,M
′) > 0 is a small constant, and
CT , DT are as in Theorem 4.1. Then, we have
‖v − v˜‖V (I) ≤ C(CT , DT )ε, (4.10)
‖v − v˜‖
S0(I)∩L2(I;H
1
2
−1)
≤ C(CT , DT )M
′, (4.11)
‖v‖
S0(I)∩L2(I;H
1
2
−1)
≤ C(CT , DT )(M +M
′), (4.12)
‖e
4
d
ReΦ(F (v)− F (v˜))‖N0(I) ≤ C(CT , DT )ε. (4.13)
Proof. The proof is similar to that of [43, Lemma 3.4], however, based on
Theorem 3.3, i.e., the Strichartz estimates for the Laplacian with lower order
perturbations.
Let z := v − v˜. In view of the equations (4.1) and (4.2), we have
i∂tz =e
−Φ∆(eΦz)− e
4
d
ReΦ(F (z + v˜)− F (v˜))− e, (4.14)
z(t0) =v(t0)− v˜(t0),
or equivalently,
z(t) = U(t, t0)z(t0) +
∫ t
t0
U(t, s)(ie
4
d
ReΦ(F (z + v˜)− F (v˜)) + ie)ds. (4.15)
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Set S(I) := ‖e
4
d
ReΦ(F (z + v˜)− F (v˜)‖N0(I). By (3.12) and (4.9),
S(I) ≤‖e
4
d
ReΦ(F (z + v˜)− F (v˜)‖
L
2(d+2)
d+4 (I×Rd)
≤CDT (‖v˜‖
4
d
V (I)‖z‖V (I) + ‖z‖
1+ 4
d
V (I))
≤CDT (δ
4
d‖z‖V (I) + ‖z‖
1+ 4
d
V (I)). (4.16)
Moreover, applying Theorem 4.1 to (4.14) and using (4.9) we have
‖z‖V (I) ≤CT (‖U(·, t0)z(t0)‖V (I) + S(I) + ‖e‖
N0(I)+L2(I;H
−
1
2
1 )
)
≤CT (2ε+ S(I)). (4.17)
Then, pugging (4.16) into (4.17) we obtain
‖z‖V (I) ≤ CT (2ε+ CDT δ
4
d‖z‖V (I) + CDT‖z‖
1+ 4
d
V (I)).
Thus, in view of Lemma 6.1 in [7], for δ = δ(CT , DT ) small enough such that
CCTDT δ
4
d ≤ 1
2
and 4CT δ < (1−
1
α
)(2αCCTDT )
− 1
α−1 with α = 1 + 4
d
, we obtain
‖z‖V (I) ≤ (d+ 4)CTε, (4.18)
which along with (4.16) implies (4.10) and (4.13).
Now, applying Theorem 3.3 to (4.14) again and using (4.8), (4.13) we have
‖z‖
S0(I)∩L2(I;H
1
2
−1)
≤CT (|z(t0)|2 + S(I) + ‖e‖
N0(I)+L2(I;H
−
1
2
1 )
)
≤CT (M
′ + C(CT , DT )ε+ ε)
≤2CTM
′, (4.19)
if δ = δ(CT , DT ,M
′) is such that (C(CT , DT ) + 1)δ ≤M
′. Thus, (4.11) follows.
Similarly, by Equation (4.2) and conditions (4.8) and (4.9), taking a even
smaller δ = δ(CT , DT ,M,M
′) such that DT δ
1+ 4
d + δ ≤M , we have
‖v˜‖
S0(I)∩L2(I;H
1
2
−1)
≤CT (|v˜(t0)|2 +DT‖v˜‖
1+ 4
d
V (I) + ‖e‖N0(I)+L2(I;H−
1
2
1 )
)
≤CT (M +DT δ
1+ 4
d + δ)
≤2CTM, (4.20)
which along with (4.19) implies that
‖v‖
S0(I)∩L2(I;H
1
2
−1)
≤ ‖z‖S0(I) + ‖v˜‖S0(I) ≤ 2CT (M
′ +M), (4.21)
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thereby yielding (4.12). The proof is complete. 
Proof of Theorem 4.1. First fix δ = δ(CT , DT ,M, 2CTM
′), where δ is as in
Proposition 4.3. We divide [t0, T ] into finitely many small pieces Ij = [tj, tj+1],
0 ≤ j ≤ l, such that tl+1 = T , ‖v˜‖V (tj ,tj+1) = δ, 0 ≤ j ≤ l−1, and ‖v˜‖V (tl,tl+1) ≤ δ.
Then, l ≤ (L/δ)2+
4
d <∞.
Let C(0) = C(CT , DT ), C(j + 1) = max{C(0)C
2
T (
∑j
k=0C(j) + 2), C(0)(1 +
2CT )}, 0 ≤ j ≤ l − 1, where C(CT , DT ) is the constant in (4.10)-(4.13). Choose
ε∗ = ε∗(CT , DT ,M,M
′, L) sufficiently small such that
(
l∑
k=0
C(k) + 1)ε∗ ≤M
′, C2T (
l∑
k=0
C(k) + 2)ε∗ ≤ δ. (4.22)
Below we use inductive arguments to prove for any 0 ≤ j ≤ l,
‖v − v˜‖V (Ij) ≤ C(j)ε, (4.23)
‖v − v˜‖
S0(Ij)∩L2(Ij ;H
1
2
−1)
≤ C(j)M ′, (4.24)
‖v‖
S0(Ij)∩L2(Ij ;H
1
2
−1)
≤ C(j)(M +M ′), (4.25)
‖e
4
d
ReΦ(F (v)− F (v˜))‖N0(Ij) ≤ C(j)ε. (4.26)
Proposition 4.3 yields that the estimates above hold for j = 0. Suppose that
(4.23)-(4.26) are also valid for each 0 ≤ k ≤ j < l. We shall apply Proposition
4.3 to show that they also hold for the case where j + 1 replaces j.
For this purpose, by Theorem 3.3, (4.3) and the inductive assumptions
|v(tj+1 − v˜(tj+1)|2 ≤CT (|v(t0)− v˜(t0)|2 + S(t0, tj+1) + ‖e‖
L2(t0,tj+1;H
−
1
2
1 )+N
0(t0,tj+1)
≤CT (M
′ +
j∑
k=0
C(k)ε+ ε) ≤ 2CTM
′,
where S(t0, tj+1) is as in the proof of Proposition 4.3, the last step is due to (4.22).
Moreover, by Theorem 3.3,
‖U(·, tj+1)(v(tj+1)− v˜(tj+1))‖V (Ij+1) ≤CT |v(tj+1)− v˜(tj+1)|2
≤CT‖v − v˜‖C([tj ,tj+1];L2).
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Then, applying Theorem 3.3 to (4.14) again we have
‖U(·, tj+1)(v(tj+1)− v˜(tj+1))‖V (Ij+1)
≤CT‖U(·, t0)(v(t0)− v˜(t0))‖C([0,tj+1]) + C
2
T‖e
4
d
ReΦ(F (v)− F (v˜))‖N0([0,tj+1])
+ C2T‖e‖
N0(t0,tj+1)+L2(t0,tj+1;H
−
1
2
1 )
≤CT ε+ C
2
T (
j∑
k=0
C(k)ε+ ε) ≤ δ,
where the last step is again due to (4.22).
Thus, the conditions (4.4) and (4.4) of Proposition 4.3 are satisfied with
2CTM
′ and C2T (
∑j
k=0C(k) + 2)ε replacing M
′ and ε, respectively. Proposition
4.3 yields that estimates (4.23)-(4.26) are valid with j + 1 replacing j.
Therefore, inductive arguments yield that (4.23)-(4.26) are valid for all 0 ≤
j ≤ l, thereby proving Theorem 4.1. The proof is complete. 
4.2 Energy-critical case
The main results of this subsection are Theorems 4.4 and 4.6 below. The delicate
problem here is that the derivatives of the nonlinearity in (1.1) are Lipschitz when
3 ≤ d ≤ 6, however, they are only Ho¨lder continuous in high dimensions when
d > 6. In the latter case, more delicate arguments involving the exotic Strichartz
spaces as well as local smoothing spaces will be used.
To begin with, we start with the easier case when 3 ≤ d ≤ 6.
4.2.1 The case when 3 ≤ d ≤ 6
In this case, the stability result is quite similar to the previous mass-critical case.
Theorem 4.4 (Energy-critical Stability Result when 3 ≤ d ≤ 6). Consider any
bounded compact interval I = [t0, T ] ⊆ R
+. Let w be the solution to
i∂tw = e
−Φ∆(eΦw)− e
4
d−2
ReΦF (w) (4.27)
with Φ satisfying (3.3), 3 ≤ d ≤ 6, and w˜ solve the perturbed equation
i∂tw˜ = e
−Φ∆(eΦw˜)− e
4
d−2
ReΦF (w˜) + e (4.28)
for some function e. Assume that
‖w˜‖C(I;H1) ≤ E, |w(t0)− w˜(t0)|H1 ≤ E
′, ‖w˜‖W(I) ≤ L (4.29)
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for some positive constants E,E ′ and L. Assume also the smallness conditions
‖U(·, t0)(w(t0)− w˜(t0)‖W(I) ≤ ε, ‖e‖
N1(I)+L2(I;H
1
2
1 )
≤ ε (4.30)
for some 0 < ε ≤ ε∗, where ε∗ = ε∗(CT , D
′
T , E, E
′, L) > 0 is a small constant, CT
is the Strichartz constant in Theorem 3.3 and D′T = ‖e
4
d−2
ReΦ‖C(I;W 1,∞). Then,
‖w − w˜‖W(I) ≤ C(CT , D
′
T , E, E
′, L)ε, (4.31)
‖w − w˜‖
S1(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T , E, E
′, L)E ′, (4.32)
‖w‖
S1(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T , E, E
′, L). (4.33)
The constants ε∗(CT , D
′
T , E, E
′, L) and C(CT , D
′
T , E, E
′, L) can be taken to be
decreasing and nondecreasing with respect to each argument, respectively.
As in the mass-critical case, Theorem 4.4 follows from the short-time pertur-
bation result below.
Proposition 4.5 (Energy-Critical Short-time Perturbation when 3 ≤ d ≤ 6).
Let I = [t0, T ], w, w˜ be as in Theorem 4.4, 3 ≤ d ≤ 6. Assume that
‖w˜‖C(I;H1) ≤ E, |w(t0)− w˜(t0)|H1 ≤ E
′ (4.34)
for some positive constants E,E ′. Assume also the smallness conditions
‖w˜‖W(I) ≤ δ, ‖U(·, t0)(w(t0)− w˜(t0))‖W(I) ≤ ε, ‖e‖
N1(I)+L2(I;H
1
2
1 )
≤ ε (4.35)
for some 0 < ε ≤ δ, where δ = δ(CT , D
′
T , E, E
′) > 0 is a small constant, and
CT , D
′
T are as in Theorem 4.4. Then, we have
‖w − w˜‖W(I) ≤ C(CT , D
′
T )ε, (4.36)
‖w − w˜‖
S1(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T )E
′, (4.37)
‖w‖
S1(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T )(E + E
′), (4.38)
‖e
4
d−2
ReΦ(F (w)− F (w˜))‖N1(I) ≤ C(CT , D
′
T )ε. (4.39)
Proof. Set z := w− w˜ and S(I) := ‖e
4
d−2
ReΦ(F (w˜+ z)−F (w˜))‖N1(I). Then,
S(I) ≤ D′T (‖F (z + w˜)− F (w˜)‖
L2(I;L
2d
d+2 )
+ ‖∇(F (z + w˜)− F (w˜))‖
L2(I;L
2d
d+2 )
).
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By (3.13), (3.16) and (4.35),
‖F (z + w˜)− F (w˜)‖
L2(I;L
2d
d+2 )
≤C(‖z‖
4
d−2
W(I) + ‖w˜‖
4
d−2
W(I))‖z‖W(I)
≤Cδ
4
d−2‖z‖W(I) + C‖z‖
d+2
d−2
W(I).
Moreover, since by (3.17) we have (see, e.g., [26, (3.20)])
|∇(F (z + w˜)− F (w˜))| ≤ C(|∇w˜||z|
4
d−2 + |w˜|
4
d−2 |∇z| + |z|
4
d−2 |∇z|+ |∇w˜||w˜|
6−d
d−2 |z|).
Taking into account (3.13), (3.14) and (4.35) we get
‖∇(F (z + w˜)− F (w˜))‖
L2(I;L
2d
d+2 )
≤C(‖w˜‖W(I)‖z‖
4
d−2
W(I) + ‖w˜‖
4
d−2
W(I)‖z‖W(I) + ‖z‖
d+2
d−2
W(I))
≤C(δ‖z‖
4
d−2
W(I) + δ
4
d−2‖z‖W(I) + ‖z‖
d+2
d−2
W(I)).
Thus, combining the estimates above together we obtain
S(I) ≤ CD′T (δ
4
d−2‖z‖W(I) + δ‖z‖
4
d−2
W(I) + ‖z‖
d+2
d−2
W(I)).
Since 1 ≤ 4
d−2
≤ d+2
d−2
when 3 ≤ d ≤ 6, ‖z‖
4
d−2
W(I) ≤ ‖z‖W(I) + ‖z‖
d+2
d−2
W(I), we come to
S(I) ≤ 2CD′T (δ‖z‖W(I) + ‖z‖
d+2
d−2
W(I)). (4.40)
Moreover, similarly to (4.15), we have
z(t) = U(t, 0)z(t0) +
∫ t
t0
U(t, s)(ie
4
d−2
ReΦ(F (z + w˜)− F (w˜)) + ie)ds (4.41)
Applying Theorem 3.3 and using (4.35) we have
‖z‖W(I) ≤ CT (‖U(·, t0)z(t0)‖W(I) + S(I) + ‖e‖
L2(I;H
1
2
1 )+N
1(I)
) ≤ CT (2ε+ S(I)).
Thus, plugging (4.40) into the estimate above we obtain
‖z‖W(I) ≤2CT (ε+ CD
′
T δ‖z‖W(I) + CD
′
T‖z‖
d+2
d−2
W(I)).
Taking δ = δ(CT , D
′
T ) very small such that 2CCTD
′
T δ ≤
1
2
we come to
‖z‖W(I) ≤4CTε+ 4CCTD
′
T‖z‖
d+2
d−2
W(I).
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Then, by virtue of [7, Lemma A.1], taking δ = δ(CT , D
′
T ) smaller such that
4CT δ < (1−
1
α
)(4αCCTD
′
T )
− 1
α−1 with α = 1 + 4
d−2
we obtain
‖z‖W(I) ≤
4α
α− 1
CT ε, (4.42)
which together with (4.40) implies (4.36) and (4.39).
For (4.37), applying Theorem 3.3 to (4.41) and using (4.35), (4.39) we have
‖z‖
S1(I)∩L2(I;H
3
2
−1)
≤CT (|z(t0)|H1 + S(I) + ‖e‖
N1(I)+L2(I;H
1
2
1 )
)
≤CT (E
′ + C(CT , D
′
T )ε+ ε), (4.43)
which implies (4.37), provided δ is smaller such that C(CT , D
′
T )δ + δ ≤ E
′.
Similarly, by (4.28),
‖w˜‖
S1(I)∩L2(I;H
3
2
−1)
≤CT (|w˜(t0)|H1 + ‖e
4
d−2
ReΦF (w˜)‖N1(I) + ‖e‖
N1(I)+L2(I;H
1
2
1 )
)
≤CT (|w˜(t0)|H1 +D
′
T‖w˜‖
d+2
d−2
W(I) + ‖e‖N1(I)+L2(I;H
1
2
1 )
)
≤CT (E +D
′
T δ
d+2
d−2 + ε)
≤2CTE, (4.44)
if we take δ even smaller such that D′T δ
d+2
d−2 + δ ≤ E.
Therefore, we obtain (4.38) from (4.37) and (4.44) and so finish the proof. 
Once Proposition 4.5 obtained, we can use the partition arguments as in the
proof of Theorem 4.1 to prove Theorem 4.4. The details are omitted for simplicity.
4.2.2 The case when d > 6
Theorem 4.6 (Energy-Critical Stability Result when d > 6). Consider any
bound compact interval I = [t0, T ] ⊆ R
+. Let w, w˜ solve the equations (4.27)
and (4.28), respectively, and Φ satisfy (3.3), d > 6. Assume that,
‖w˜‖C(I;H1) ≤ E, ‖w˜‖
W(I)∩L2(I;H
3
2
−1)
≤ L (4.45)
for some positive constants E and L. Assume also the smallness conditions
‖g‖C(I;R+) ≤ ε, |w(t0)− w˜(t0)|H1 ≤ ε, ‖e‖
N1(I)+L2(I;H
1
2
1 )
≤ ε (4.46)
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for some 0 < ε ≤ ε∗, where g is the time function as in (3.3), ε∗ = ε∗(CT , D
′
T , E, L) >
0 is a small constant, and CT , D
′
T are as in Theorem 4.4. Then, for some
c = c(CT , D
′
T , E, L) > 0,
‖w − w˜‖
L
2(d+2)
d−2 (I×Rd)
≤ C(CT , D
′
T , E, L)ε
c, (4.47)
‖w − w˜‖
S1(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T , E, L)ε
c, (4.48)
‖w‖
S1(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T , E, L). (4.49)
We can take the constants ε∗(CT , D
′
T , E, L) and C(CT , D
′
T , E, L) to be decreasing
and nondecreasing with respect to each argument, respectively.
Remark 4.7 Unlike in the case where 3 ≤ d ≤ 6, the smallness condition on g
is imposed in (4.46) mainly to control the lower order perturbations (see (4.70)
below). One may remove this restriction on g, if the estimate (3.22) still holds
with L2(I;H
1
2
1 ) replaced by L
2(0, τ ;H
− 1
2
+ 4
d+2
1 ), which, however, is unclear.
We first prove the short-time perturbation result below.
Proposition 4.8 (Energy-Critical Short-time Perturbations when d > 6). Let
I = [t0, T ], w, w˜ and g be as in Theorem 4.6, d > 6. Assume that
‖w˜‖C(I;H1) ≤ E (4.50)
for some positive constant E. Assume also the smallness conditions
‖w˜‖
W(I)∩L2(I;H
3
2
−1)
≤ δ, (4.51)
‖g‖C([t0,T ];R+) ≤ ε, |w(t0)− w˜(t0)|H1 ≤ ε, ‖e‖
L2(I;H
1
2
1 )+N
1(I)
≤ ε (4.52)
for some 0 < ε ≤ δ, where δ = δ(CT , D
′
T , E) > 0 is a small constant and CT , D
′
T
are as in Theorem 4.6. Then, we have
‖w − w˜‖X(I) ≤ C(CT , D
′
T , E)ε, (4.53)
‖w − w˜‖
S1(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T , E)ε
4
d−2 , (4.54)
‖w‖
S1(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T , E), (4.55)
‖F (w)− F (w˜)‖Y(I) ≤ C(CT , D
′
T , E)ε, (4.56)
‖F (w)− F (w˜)‖N1(I) ≤ C(CT , D
′
T , E)ε
4
d−2 . (4.57)
where X(I), Y(I) are exotic Strichartz spaces as in Section 1.
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Remark 4.9 The exotic Strichartz space X(I) and Y(I) are used to deal with
the non-Lipschitzness of the derivatives of nonlinearity when d > 6. Moreover,
the local smoothing spaces are introduced primarily to treat the lower order per-
turbations of the Laplacian arising in the operator e−Φ∆(eΦ·).
In order to prove Proposition 4.8, we first prove Lemma 4.10 below .
Lemma 4.10 Consider the situations in Proposition 4.8. We have that for δ =
δ(CT , D
′
T , E) small enough,
‖w˜‖
S1(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T , E), (4.58)
‖w‖
W(I)∩L2(I;H
3
2
−1)
≤ C(CT , D
′
T , E)δ, (4.59)
‖w‖X(I) ≤ C(CT , D
′
T , E)δ
1
d+2 . (4.60)
Remark 4.11 Unlike in [29] (and also [42]), it is more delicate here to derive
the smallness bound (4.60) of w in the exotic Strichartz space X(I), because of the
lower order perturbations in Equation (4.27). Below we first prove the smallness
bound (4.59) of w in the local smoothing space L2(I;H
3
2
−1), with which we are able
to control the lower order perturbations and then obtain the estimate (4.60).
Proof. We first prove (4.58). Applying Theorem 3.3 to (4.28) and using
(3.13), (4.50) and (4.51) we have
‖w˜‖S1(I) ≤CT (|w˜(t0)|H1 + ‖e
4
d−2
ReΦF (w˜)‖
L2(I;W
1, 2d
d+2 )
+ ‖e‖
N1(I)+L2(I;H
1
2
1 )
)
≤CT (E + CD
′
T‖w˜‖
d+2
d−2
W(I) + ε)
≤CT (E + CD
′
T δ
d+2
d−2 + ε), (4.61)
which yields (4.58) if δ = δ(D′T , E) is small enough such that CD
′
T δ
d+2
d−2 + δ ≤ E.
In order to prove (4.59), again applying Theorem 3.3 to (4.28) and using the
Ho¨lder inequality (3.13) and (4.51) we have
‖U(·, t0)w˜(t0)‖
W(I)∩L2(I;H
3
2
−1)
≤‖w˜‖
W(I)∩L2(I;H
3
2
−1)
+ CCTD
′
T‖w˜‖
d+2
d−2
W(I)
+ CT‖e‖
N1(I)+L2(I;H
1
2
−1)
≤δ + CCTD
′
T δ
d+2
d−2 + CTε.
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Moreover, by the homogeneous Strichartz estimates and (4.52),
‖U(·, t0)(w(t0)− w˜(t0))‖
W(I)∩L2(I;H
3
2
−1)
≤ C|w(t0)− w˜(t0)|H1 ≤ Cε.
Thus, we obtain
‖U(·, t0)w(t0)‖
W(I)∩L2(I;H
3
2
−1)
≤ C1(CT , D
′
T )δ. (4.62)
Arguing as above and using (4.62) we deduce from Equation (4.27) that
‖w‖
W(I)∩L2(I;H
3
2
−1)
≤‖U(·, t0)w(t0)‖
W(I)∩L2(I;H
3
2
−1)
+ CCTD
′
T‖w‖
d+2
d−2
W(I)
≤C1(CT , D
′
T )δ + CCTD
′
T‖w‖
d+2
d−2
W(I).
Then, in view of [7, Lemma A.1], taking δ = δ(CT , D
′
T ) smaller such that
C1(CT , D
′
T )δ < (1−
1
α
)(αCCTD
′
T )
− 1
α−1 , we obtain (4.59).
It remains to prove (4.60). For this purpose, we see from (4.28) that
i∂tw˜ = ∆w˜ + (b · ∇+ c)w˜ − e
4
d−2
ReψF (w˜) + e,
where b = 2∇Φ and c = ∆Φ +
∑d
j=1(∂jΦ)
2. This yields that
‖e−i(·−t0)∆w˜(t0)‖X(I) ≤ ‖w˜‖X(I) +
∥∥∥∥ ∫ ·
0
e−i(·−s)∆(b · ∇+ c)w˜ds
∥∥∥∥
X(I)
+
∥∥∥∥ ∫ ·
0
e−i(·−s)∆e
4
d−2
ReΦF (w)ds
∥∥∥∥
X(I)
+
∥∥∥∥ ∫ ·
0
e−i(·−s)∆e(s)ds
∥∥∥∥
X(I)
=: K0 +K1 +K2 +K3. (4.63)
Note that, by (3.19),
K0 ≤ C‖w˜‖
1
d+2
W(I)‖w˜‖
d+1
d+2
S1(I). (4.64)
Moreover, (3.22) yields that
K1 ≤ C‖(b · ∇+ c)w˜‖
L2(I;H
1
2
1 )
.
We see that, ‖(b ·∇+c)w˜‖
H
1
2
1
= |Ψq 〈x〉
−1 〈∇〉
3
2 w˜|2, where Ψq := 〈x〉 〈∇〉
1
2 (b ·∇+
c) 〈∇〉−
3
2 〈x〉 ∈ S0. Then, using Lemma 3.2 and (4.52) we have for some l ≥ 1,
‖(b · ∇+ c)w˜‖
H
1
2
1
≤ C sup
t∈I
|(ib(t) · ξ + c(t))|
(l)
S1| 〈x〉
−1 〈∇〉
3
2 w˜|2 ≤ Cδ‖w˜‖
H
3
2
−1
.
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This yields that
K1 ≤ C‖(b · ∇+ c)w˜‖
L2(I;H
1
2
1 )
≤ Cδ‖w˜‖
L2(I;H
3
2
−1)
. (4.65)
We also deduce from (3.22) that
K2 ≤ C‖e
4
d−2
ReΦF (w˜)‖Y(I).
The product rule for fractional derivatives (see, e.g., [44, Chapter 2.1]) implies
‖e
4
d−2
ReΦF (w˜)‖Y(I) ≤C‖ 〈∇〉
4
d+2 e
4
d−2
ReΦ‖C(I;L∞)‖F (w˜)‖
L
d
2 (I;L
2d2(d+2)
d3+4d2+4d−16 )
+ C‖e
4
d−2
ReΦ‖C(I;L∞)‖ 〈∇〉
4
d+2 F (w˜)‖
L
d
2 (I;L
2d2(d+2)
d3+4d2+4d−16 )
≤C‖e
4
d−2
ReΦ‖C(I;W 1,∞)‖F (w˜)‖Y(I),
which along with (3.19), (3.23) implies that
K2 ≤ CD
′
T‖w˜‖
d+2
d−2
X(I) ≤ CD
′
T‖w˜‖
1
d−2
W(I)‖w˜‖
d+1
d−2
S1(I). (4.66)
Regarding K3, by (3.22),
K3 ≤ C‖e‖
N1(I)+L2(I;H
1
2
1 )
. (4.67)
Thus, plugging (4.64)-(4.67) into (4.63) and using (4.51), (4.52) and (4.58) yield
‖e−i(·−t0)∆w˜(t0)‖X(I) ≤C‖w˜‖
1
d+2
W(I)‖w˜‖
d+1
d+2
S1(I) + Cδ‖w˜‖L2(I;H
3
2
−1)
+ CD′T‖w˜‖
1
d−2
W(I)‖w˜‖
d+1
d−2
S1(I) + C‖e‖N1(I)+L2(I;H
1
2
1 )
≤C2(CT , D
′
T , E)δ
1
d+2 . (4.68)
Moreover, by (3.21) and (4.52),
‖e−i(·−t0)∆(w(t0)− w˜(t0))‖X(I) ≤ C|w(t0)− w˜(t0)|H1 ≤ Cε.
Thus, we obtain
‖e−i(·−t0)∆w(t0)‖X(I) ≤ C3(CT , D
′
T , E)δ
1
d+2 .
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Now, similarly as above, we deduce from Equation (4.27) that
‖w‖X(I) ≤‖e
−i(·−t0)∆w(t0)‖X(I) +
∥∥∥∥ ∫ ·
0
e−i(·−s)∆(b · ∇+ c)w(s)ds
∥∥∥∥
X(I)
+
∥∥∥∥ ∫ ·
0
e−i(·−s)∆e
4
d−2
ReΦF (w(s))ds
∥∥∥∥
X(I)
≤C3(CT , D
′
T , E)δ
1
d+2 + Cδ‖w‖
L2(I;H
3
2
−1)
+ CD′T‖w‖
d+2
d−2
X(I) + Cε
≤C4(CT , D
′
T , E)δ
1
d+2 + CD′T‖w‖
d+2
d−2
X(I),
where the last step is due to (4.59).
Therefore, taking δ = δ(CT , D
′
T , E) even smaller such that C4(CT , D
′
T , E)δ
1
d+2 <
(1− 1
α
)(αCD′T )
− 1
α−1 and using [7, Lemma A.1] we obtain (4.60). 
Proof of Proposition 4.8. We first estimate ‖w − w˜‖X(I).
For this purpose, we note that z := w − w˜ satisfies the equation
i∂tz =e
−Φ∆(eΦz)− e
4
d−2
ReΦ(F (z + w˜)− F (w˜))− e
=∆z + (b · ∇+ c)z − e
4
d−2
ReΦ(F (z + w˜)− F (w˜))− e. (4.69)
This yields that
‖z‖X(I) ≤‖e
−i(·−t0)∆z(t0)‖X(I) +
∥∥∥∥ ∫ ·
t0
e−i(·−s)∆(b · ∇+ c)zds
∥∥∥∥
X(I)
+
∥∥∥∥ ∫ ·
t0
e−i(·−s)∆e
4
d−2
ReΦ(F (z + w˜)− F (w˜))ds
∥∥∥∥
X(I)
+
∥∥∥∥ ∫ ·
t0
e−i(·−s)∆e(s)ds
∥∥∥∥
X(I)
=:J0 + J1 + J2 + J3.
First, Theorem 3.5, (3.18) and (4.52) yield that
J0 ≤ C‖e
−i(·−t0)∆z(t0)‖S1(I) ≤ C|z(t0)|H1 ≤ Cε.
Moreover, similarly to (4.65), using (4.51), (4.52) and (4.59) we have
J1 ≤ C‖(b · ∇+ c)z‖
L2(I;H
1
2
1 )
≤ Cε‖z‖
L2(I;H
3
2
−1)
≤ C1(CT , D
′
T , E)ε. (4.70)
We also use (3.22) and (3.24) to get that
J2 ≤C‖e
4
d−2
ReΦ(F (z + w˜)− F (w˜))‖Y(I)
≤CD′T‖(F (z + w˜)− F (w˜))‖Y(I)
≤CD′T (‖w˜‖
8
d2−4
X(I) ‖w˜‖
4d
d2−4
S1(I) + ‖z‖
8
d2−4
X(I) ‖z‖
4d
d2−4
S1(I))‖z‖X(I). (4.71)
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Note that, by (3.19) and (4.51),
‖w˜‖X(I) ≤ C‖w˜‖
1
d+2
W(I)‖w˜‖
d+1
d−2
S1(I) ≤ Cδ
1
d+2‖w˜‖
d+1
d−2
S1(I). (4.72)
Plugging (4.72) into (4.71) and using (4.58) we obtain
J2 ≤C2(CT , D
′
T , E)δ
8
(d−2)(d+2)2 ‖z‖X(I) + CD
′
T‖z‖
4d
d2−4
S1(I)‖z‖
1+ 8
d2−4
X(I) .
Regarding J3, similarly to (4.67), by (3.22),
J3 ≤ C‖e‖
N1(I)+L2(I;H
1
2
1 )
≤ Cε.
Thus, combining the estimates of Ji above, i = 0, 1, 2, 3, we obtain that for
δ = δ(CT , D
′
T , E) small enough such that C2(CT , D
′
T , E)δ
8
(d−2)(d+2)2 ≤ 1
2
,
‖z‖X(I) ≤ 2(C1(CT , D
′
T , E) + 2C)ε+ 2CD
′
T‖z‖
4d
d2−4
S1(I)‖z‖
1+ 8
d2−4
X(I) . (4.73)
Below we estimate ‖z‖S1(I) and ‖z‖
L2(I;H
3
2
−1)
. Arguing as in the proof of (4.61),
applying Theorem 3.3 to (4.69) and using (3.13) and (4.52) we have
‖z‖
S1(I)∩L2(I;H
3
2
−1)
≤CT‖z(t0)‖H1 + CT‖e
4
d−2
ReΦ(F (z + w˜)− F (w˜))‖N1(I)
+ CT‖e‖
N1(I)+L2(I;H
1
2
1 )
≤2CTε+ CTD
′
T‖(F (z + w˜)− F (w˜))‖N1(I). (4.74)
Note that, by Ho¨lder’s inequality (3.13), (4.51) and (4.59),
‖F (z + w˜)− F (w˜)‖N0(I) ≤C(‖w˜‖
4
d−2
W(I) + ‖z‖
4
d−2
W(I))‖z‖S1(I)
≤C3(CT , D
′
T , E)δ
4
d−2‖z‖S1(I). (4.75)
Moreover, arguing as in the proof of [29, (3.67)] and using (4.51), (4.60) we have
‖∇(F (z + w˜)− F (w˜))‖N0(I) ≤C(‖∇w˜‖S0(I)‖z‖
4
d−2
X0(I) + ‖z + w˜‖
4
d−2
X0(I)‖∇z‖S0(I))
≤C4(CT , D
′
T , E)(‖z‖
4
d−2
X(I) + δ
4
d2−4‖z‖S1(I)). (4.76)
Thus, plugging (4.75), (4.76) into (4.74) we get
‖z‖
S1(I)∩L2(I;H
3
2
−1)
≤2CTε+ C5(CT , D
′
T , E)(‖z‖
4
d−2
X(I) + (δ
4
d−2 + δ
4
d2−4 )‖z‖S1(I)).
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Taking δ = δ(CT , D
′
T , E) small such that C5(CT , D
′
T , E)(δ
4
d−2 + δ
4
d2−4 ) ≤ 1
2
yields
‖z‖
S1(I)∩L2(I;H
3
2
−1)
≤ 4CTε+ 2C5(CT , D
′
T , E)‖z‖
4
d−2
X(I). (4.77)
Now, plugging (4.77) into (4.73) we get that if c1 :=
8
d2−4
, c2 :=
24d−16
(d−2)2(d+2)
> 0,
‖z‖X(I) ≤ C6(CT , D
′
T , E)ε+ C6(CT , D
′
T , E)ε
4d
d2−4 (‖z‖1+c1
X(I) + ‖z‖
1+c2
X(I) ). (4.78)
Since 0 < c1 < c2, ‖z‖
1+c1
X(I) ≤ ‖z‖X(I) + ‖z‖
1+c2
X(I) , we have
‖z‖X(I) ≤ C6(CT , D
′
T , E)(ε+ ε
4d
d2−4‖z‖X(I) + 2‖z‖
1+c2
X(I) ).
Then, taking δ very small such that C6(CT , D
′
T , E)δ
4d
d2−4 ≤ 1
2
, we come to
‖z‖X(I) ≤ 2C6(CT , D
′
T , E)ε+ 4C6(CT , D
′
T , E)‖z‖
1+c2
X(I) .
Thus, taking δ even smaller such that 2C6δ < (1 −
1
α
)(4αC6)
− 1
α−1 , we apply [7,
Lemma A.1] to obtain (4.53), which along with (4.77) implies (4.54).
Finally, (4.55) follows from (4.54) and (4.58), (4.56) can be proved by (4.53)
and similar estimates as in (4.71), and (4.57) follow from (4.53), (4.54) and (4.76).
Therefore, the proof is complete. 
Proof of Theorem 4.6. Let δ = δ(CT , D
′
T , E) be as in Proposition 4.8.
As in the proof of Theorem 4.1, since ‖w˜‖W(I) ≤ L < ∞, we can divide I
into subintervals I ′j = [t
′
j , t
′
j+1], such that 0 ≤ j ≤ l
′ ≤ (2L
δ
)
2(d+2)
d−2 < ∞, and
‖w˜‖W(I′j) ≤
δ
2
for each 0 ≤ j ≤ l′. Similarly, since ‖w˜‖
L2(I;H
3
2
−1)
≤ L <∞, we have
another finite partition I ′′j = [t
′′
j , t
′′
j+1], so that 0 ≤ j ≤ l
′′ ≤ (2L
δ
)2 and on each
I ′′j , ‖w˜‖
L2(I′′j ;H
3
2
−1)
≤ δ
2
. Thus, let {tj} = {t
′
j} ∪ {t
′′
j}, we obtain a partition {Ij =
[tj , tj+1]}
l
j=0, satisfying that l ≤ (
2L
δ
)
2(d+2)
d−2 + (2L
δ
)2 and ‖w˜‖
W(Ij)∩L2(Ij ;H
3
2
−1)
≤ δ.
Let C(0) := C(CT , D
′
T , E), C(j + 1) = C(0)(2CT + CTD
′
T
∑j
k=0C(k)), 0 ≤
j ≤ l, where C(CT , D
′
T , E) is as in Proposition 4.8. Choose ε∗(CT , D
′
T , E, L)
sufficiently small such that
(2CT + CTD
′
T
l∑
k=0
C(k))ε
( 4
d−2
)l+1
∗ ≤ δ. (4.79)
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We claim that on each Ij , 0 ≤ j ≤ l, estimates (4.53)-(4.57) hold with I,
C(CT , D
′
T , E), ε replaced by Ij , C(j) and ε
( 4
d−2
)j+1 , respectively.
Actually, Proposition 4.8 implies that the claim is true for j = 0. Suppose
that it is valid for each 0 ≤ k ≤ j < l. Then, on the next interval Ij+1, applying
Theorem 3.3 to (4.69) and using the inductive assumptions and (4.79) we have
|w(tj+1)− w˜(tj+1)|H1 ≤CT |w(t0)− w˜(t0)|H1 + CT‖e
4
d−2
ReΦ(F (w)− F (w˜))‖N1(t0,tj+1)
+ CT‖e‖
L2(t0,T ;H
1
2
1 )+N
1(t0,T )
≤2CTε+ CTD
′
T
j∑
k=0
C(k)ε(
4
d−2
)k+1 ≤ δ.
Thus, Proposition 4.8 yields that the claim holds on Ij+1.
Therefore, using the inductive arguments we prove the claim on any Ij , 0 ≤
j ≤ l. This yields (4.48), (4.49) and that for some c = c(CT , D
′
T , E, L) > 0,
‖w − w˜‖X(I) ≤ C
′(CT , D
′
T , E)ε
c.
Finally, taking into account (3.20) and (4.48), we obtain for some 0 < c′ ≤ 1,
‖w − w˜‖
L
2(d+2)
d−2 (I)
≤ ‖w − w˜‖c
′
X(I)‖w − w˜‖
1−c′
S1(I) ≤ C
′′(CT , D
′
T , E)ε
c,
thereby yielding (4.47). The proof is complete. 
5 Global well-posedness
This section is mainly devoted to the global well-posedness of (1.1) in the mass
and energy critical cases.
5.1 Mass-critical case
We first recall the global well-posedness and scattering results in the deterministic
defocusing mass-critical case, based on the work of Dodson [18, 19, 20] 1.
Theorem 5.1 ([18, 19, 20]) For any u0 ∈ L
2, there exists a unique global L2-
solution u to the equation
i∂tu =∆u− |u|
4
du, (5.1)
u(0) =u0
1[18, 19, 20] study the equation i∂tu = −∆u+ |u|
4
d u, which can be easily transformed into
(5.1) by reversing the time. Hence, the results in [18, 19, 20] also hold for (5.1).
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with d ≥ 1. Moreover,
‖u‖
V (R)∩L2(R;H
1
2
−1)
≤ B0(|u0|2) <∞, (5.2)
where B0(|u0|2) depends continuously on u0 in L
2, and u scatters at infinity, i.e.,
there exist u± ∈ L
2 such that
|eit∆u(t)− u±|2 → 0, as t→ ±∞. (5.3)
We remark that the bound of ‖u‖
L2(R;H
1
2
−1)
in (5.2) follows standardly from
Strichartz estimates and the bound of ‖u‖V (R), and the continuity of B0(|u0|2) on
u0 is a consequence of the mass-critical stability result Lemma 3.6 of [43].
We also need the following boundedness of X in the space L2.
Lemma 5.2 Assume the conditions of Theorem 2.4 (i) to hold. Then, for each
X0 ∈ L
2, we have P-a.s.
|X(t)|22 = |X0|
2
2 + 2
N∑
k=1
∫ t
0
∫
ReGk(s)|X(s)|
2dxdβk(s), 0 ≤ t < τ
∗, (5.4)
where τ ∗ is the maximal existing time as in Theorem 2.3. Moreover, for any
0 < T <∞, p ≥ 1,
E‖X‖pC([0,τ∗∧T );L2) ≤ C(p, T ) <∞. (5.5)
In particular,
MT := sup
0≤t<τ∗∧T
|X(t)|2 ≤ C(T ) <∞, a.s.. (5.6)
Proof. The Itoˆ formula (5.4) was obtained in [26, (6.1)]. The proof of (5.5)
is similar to that of [5, Lemma 3.6], based on the Burkholder-Davis-Gundy in-
equality and the Gronwall inequality. We omit the details here for simplicity. 
Proof of Theorem 2.4 (i). (Mass-Critical Case). Let X be the unique L2-
solution to (1.1) on the maximal time interval [0, τ ∗). In order to prove the global
existence of X , we only need to prove the global bound (2.5) for any 0 < T <∞.
For this purpose, we proceed as follows: we first consider a small (random)
time interval I1, determined by the smallness condition (4.4) of Theorem 4.1,
and we apply the rescaling transformation and the stability result Theorem 4.1
to obtain the bound of V (I1)-norm of the resulting random solution and so of
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the stochastic solution X . Then, we construct consecutively small (random)
subintervals Ij, 2 ≤ j ≤ l, on which we obtain the bound of ‖X‖V (Ij) by using
Theorem 2.17 as well as Theorem 4.1. At last, by virtue of the global L2 bound
in Lemma 5.2, we are able to show that the total number l is finite almost surely,
thus we obtain the desirable global bound (2.5).
Let us start with the first step.
Step 1. Set g(t) :=
∑N
k=1 |
∫ t
0
gk(s)dβk(s)| +
∫ t
0
g2k(s)ds, 0 ≤ t ≤ T . Let
τ1 := inf{0 < t < T ∧ τ
∗ : g(t) ≥ ε1(t)} ∧ (T ∧ τ
∗) with
ε1(t) =
ε∗(Ct, Dt, |X0|2)
D0(|X0|2)
, (5.7)
where ε∗(Ct, Dt, |X0|2) := ε∗(Ct, Dt, |X0|2, 0, B0(|X0|2) is as in Theorem 4.1, and
D0(|X0|2) = C0(B0(|X0|2) + (B0(|X0|2))
1+ 4
d ) with C0 specified in (5.12) below.
Let ϕ be as in (2.28) with σ ≡ 0. By Theorem 2.17, v1 := e
−ϕX satisfies
the random equation (2.29) with α = 1 + 4
d
. In order to obtain the bound of
‖v1‖V (0,τ1), we compare v1 with the solution v˜1 to (2.33) (or, equivalently, (2.34))
with α = 1 + 4
d
and with the same initial datum, i.e., v˜1(0) = v1(0) = X0.
Then, Theorem 5.1 implies that v˜1 exists globally and satisfies that
‖v˜1‖
V (0,τ1)∩L2(0,τ1;H
1
2
−1)
≤ B0(|v˜1(0)|2) = B0(|X0|2) <∞. (5.8)
Moreover, in order to estimate the error term (2.35), i.e.,
e1 := −(b · ∇+ c)v˜1 − (1− e
4
d
Reϕ)F (v˜),
where b, c are as in (2.31) and (2.32) with σ ≡ 0, respectively, we note that
‖e1‖
N0(0,τ1)+L2(0,τ1;H
−
1
2
1 )
≤‖(b · ∇+ c)v˜1‖
L2(0,τ1;H
−
1
2
1 )
+ ‖(1− e
4
d
Reϕ)F (v˜1)‖
L
2(d+2)
d+4 ((0,τ1)×Rd)
. (5.9)
To estimate the first term on the right-hand side above, we see that, by (2.2),
〈x〉 〈∇〉−
1
2 (b · ∇+ c)v˜1 = Ψp 〈x〉
−1 〈∇〉
1
2 v˜1,
where Ψp := 〈x〉 〈∇〉
− 1
2 (b · ∇ + c) 〈∇〉−
1
2 〈x〉 is a pseudo-differential operator of
zero order. Then, using Lemma 3.2 we get for some m ≥ 1,
‖(b · ∇+ c)v˜1‖
L2(0,τ1;H
−
1
2
1 )
≤C sup
0≤t≤τ1
|p(t)|
(m)
S0 ‖v˜1‖L2(0,τ1;H
1
2
−1)
≤C ′ sup
0≤t≤τ1
g(t)‖v˜1‖
L2(0,τ1;H
1
2
−1)
. (5.10)
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Moreover, using (3.12) and the inequality |1− ex| ≤ e|x| for |x| ≤ 1, we have
‖(1− e
4
d
Reϕ)F (v˜1)‖
L
2(d+2)
d−2 ((0,τ1)×Rd)
≤ C ′′ sup
0≤t≤τ1
g(t)‖v˜1‖
1+ 4
d
V (0,τ1)
. (5.11)
Hence, plugging (5.10) and (5.11) into (5.9) and using (5.2) we arrive at
‖e1‖
L2(0,τ1;H
−
1
2
1 )+N
0(0,τ1)
≤C sup
0≤t≤τ1
g(t)(‖v˜1‖
L2(0,τ1;H
1
2
−1)
+ ‖v˜1‖
1+ 4
d
V (0,τ1)
)
≤C(B0(|X0|2) + (B0(|X0|2))
1+ 4
d )ε1(τ1)
≤ε∗(Cτ1, Dτ1 , |X0|2), (5.12)
where C0 := max{C
′, C ′′}.
Thus, in view of Theorem 4.1, we obtain
‖v1‖V (0,τ1) ≤ C(Cτ1 , Dτ1 , |X0|2, 0, B0(|X0|2)) =: C(Cτ1 , Dτ1, |X0|2), (5.13)
which implies that
‖X‖V (0,τ1) ≤ ‖e
ϕ‖C([0,τ1];L∞)C(Cτ1, Dτ1 , |X0|2). (5.14)
Thus, (5.13) implies (2.5) if τ1 = T ∧τ
∗. Otherwise, we come to the next step.
Step 2. Set σ0 := 0, σ1 := τ1. For j ≥ 1, we define random times inductively:
τj+1 := inf{t ∈ (0, (T ∧ τ
∗)− σj) : gσj(t) ≥ εj+1(t)} ∧ (T ∧ τ
∗ − σj),
σj :=
j∑
k=1
τk(≤ T ∧ τ
∗), l := inf{j ≥ 1 : σj = T ∧ τ
∗}.
Here, Let gσj (t) :=
∑N
k=1 |
∫ σj+t
σj
gk(s)dβk(s)|+
∫ σj+t
σj
g2k(s)ds and
εj+1(t) :=
ε∗(Cσj+t, Dσj+t, |X(σj)|2)
D0(|X(σj)|2)
(5.15)
with ε∗(Cσj+t, Dσj+t, |X(σj)|2) := ε∗(Cσj+t, Dσj+t, |X(σj)|2, 0, B0(|X(σj)|2)) as in
Theorem 4.1, and D0(|X(σj)|2) is defined similarly to D0(|X0|2). We see that
τj+1 (resp. σj) are Gj(t) := F (σj + t) (resp. F (t))-stopping times, 0 ≤ t ≤ T .
We use the inductive arguments to obtain the bound of ‖X‖V (0,σj) for any
1 ≤ j ≤ l. Suppose that for each 1 ≤ k ≤ j < l,
‖X‖V (0,σk) ≤
k−1∑
i=0
‖eϕσi‖C([0,τi+1];L∞)C(Cσi+1 , Dσi+1, |X(σj)|2), (5.16)
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where ϕσi is as in (2.28) with σi replacing σ, and C(Cσi+1 , Dσi+1, |X(σj)|2) :=
C(Cσi+1 , Dσi+1, |X(σj)|2, 0, B0(|X(σj)|2)) is as in Theorem 4.1. Below we show
that (5.16) also holds when k is replaced by j + 1.
For this purpose, we apply Theorem 2.17 to obtain that
vj+1(t) := e
−ϕσj (t)X(σj + t), 0 ≤ t < (T ∧ τ
∗)− σj . (5.17)
satisfies the equation
i∂tvj+1 = e
−ϕσj∆(eϕσj vj+1)− e
4
d
ReϕσjF (vj+1), (5.18)
vj+1(0) = X(σj).
Similarly to Step 1, we compare (5.18) with the equation
i∂tv˜j+1 = ∆v˜j+1 − F (v˜j+1), (5.19)
or equivalently,
i∂tv˜j+1 = e
−ϕσj∆(eϕσj v˜j+1)− e
4
d
ReϕσjF (v˜j+1) + ej+1, (5.20)
with v˜j+1(0) = X(σj) and
ej+1 := −(bσj (t) · ∇+ cσj (t))v˜j+1 − (1− e
4
d
Reϕσj (t))F (v˜j+1). (5.21)
where bσj and cσj are as in (2.31) and (2.32) with σj replacing σ, respectively.
Again, Theorem 5.1 yields that v˜j+1 exists globally and
‖v˜j+1‖V (0,τj+1) ≤ B0(|v˜j+1(0)|2) = B0(|X(σj)|2). (5.22)
This implies that, similarly to (5.12),
‖ej+1‖
N0(0,τj+1)+L2(0,τj+1;H
−
1
2
1 )
≤C sup
0≤t≤τj+1
gσj (t)(‖v˜j+1‖
L2(0,τj+1;H
1
2
−1)
+ ‖v˜j+1‖
1+ 4
d
V (0,τj+1)
)
≤C(B0(|Xσj |2) + (B0(|Xσj |2))
1+ 4
d )εj+1(τj+1)
≤ε∗(Cσj+1, Dσj+1 , |Xσj |2). (5.23)
Thus, by virtue of Theorem 4.1, we obtain
‖vj+1‖V (0,τj+1) ≤ C(Cσj+1, Dσj+1 , |X(σj)|2), (5.24)
and so
‖X‖V (σj ,σj+1) ≤ ‖e
ϕσj ‖C([0,τj+1];L∞)C(Cσj+1 , Dσj+1 , |X(σj)|2). (5.25)
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This along with the inductive assumptions yields (5.16) with j + 1 replacing k.
Thus, using the inductive arguments we conclude that (5.16) holds for all
1 ≤ j ≤ l. This yields that
‖X‖V (0,σl) ≤
l−1∑
k=0
‖eϕσk‖C([0,T ];L∞)C(CT , DT ,MT ), (5.26)
where C(CT , DT ,MT ) := C(CT , DT ,MT , 0, sup0≤x≤MT B0(x)) is as in Theorem
4.1, and MT is as in Lemma 5.2.
Step 3. We claim that
P(l <∞) = 1. (5.27)
To this end, we use the contradiction argument. Suppose that (5.27) is not
true. We consider ω ∈ {l =∞}. For simplicity, we omit the argument ω below.
On one hand, by the definition of τj+1,
gσj (τj+1) =
ε∗(Cσj+1 , Dσj+1 , |X(σj)|2)
D0(|X(σj)|2)
≥
ε∗(CT , DT ,MT )
D0(MT )
> 0,
where ε∗(CT , DT ,MT ) := ε∗(CT , DT ,MT , 0, sup0≤x≤MT B0(x)), and D0(MT ) :=
C0 sup0≤x≤MT ((B0(x)) + (B0(x))
1+ 4
d ).
On the other hand, Since the processes t 7→
∫ t
0
gkdβk(s) and t 7→
∫ t
0
g2kds are
(1
2
− κ)-Ho¨lder continuous for any κ < 1
2
and 1 ≤ k ≤ N , we have for some
positive C(T ) (depending on ω)
gσj (τj+1) ≤ C(T )(τj+1)
1
2
−κ, ∀j ≥ 1.
Thus, we conclude that
τj+1 ≥
(
ε∗(CT , DT ,MT )
C(T )D0(MT )
) 2
1−2κ
> 0, ∀j ≥ 1.
Thus, for ω ∈ {l =∞},
σl(ω) =
∞∑
j=1
τj(ω) =∞,
which contracts the fact that σl(ω) ≤ (T ∧ τ
∗)(ω) ≤ T < ∞. This yields (5.27),
as claimed.
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Now, since {l < ∞} ⊆ {σl = T ∧ τ
∗}, combining (5.26) and (5.27) together
we conclude that
‖X‖V (0,τ∗∧T ) ≤
l−1∑
k=0
‖eϕσk‖C([0,T ];L∞)C(CT , DT ,MT ) <∞, a.s.. (5.28)
This yields (2.5) and so the global well-posedness of (1.1).
Finally, the estimate (2.7) follows from (5.5), and the estimate (2.8) can be
proved standardly by (5.28) and Strichartz estimates.
Therefore, the proof of Theorem 2.4 (i) is complete. 
5.2 Energy-critical case
We start with the global well-posedness and scattering results in the deterministic
defocusing energy-critical case, mainly based on the work of I-team [15], Ryckman
and Visan [37] and Visan [45] 2
Theorem 5.3 ([15, 37, 45]) For every u0 ∈ H
1, there exists a unique global
H1-solution u to the equation
i∂tu =∆u− |u|
4
d−2u, (5.29)
u(0) =u0
with d ≥ 3. Moreover,
‖u‖
S1(R)∩L2(R;H
3
2
−1)
≤ B1(|u0|H1) <∞, (5.30)
where B1(|u0|H1) depends continuously on u0 in H
1, and u scatters at infinity,
i.e., there exist u± ∈ H
1 such that
|eit∆u(t)− u±|H1 → 0, as t→ ±∞. (5.31)
As is the mass-critical case, the bound of ‖u‖
L2(R;H
3
2
−1)
follows standardly from
Strichartz estimates and the bound of ‖u‖S1(R+), and the continuous dependence
on u0 follows from the energy-critical stability result Lemma 3.8 of [43].
We also need the global energy estimates below.
2As in the mass-critical case, although the equation studied in [15, 37, 45] is i∂tu = −∆u+
|u|
4
d−2u, the results there are also valid for (5.29) by reversing the time.
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Lemma 5.4 Assume the conditions of Theorem 2.4 (ii) to hold, 3 ≤ d ≤ 6.
Define the Hamiltonian of X by H(X) := 1
2
|∇X|22 −
λ
α+1
|X|α+1Lα+1. Then, for each
X0 ∈ H
1, we have P-a.s., for any t ∈ (0, τ ∗),
H(X(t)) = H(X0)−
∫ t
0
Re
∫
∇X∇(µX)dxds+
1
2
N∑
k=1
∫ t
0
|∇(GkX)|
2dxds
−
λ(α− 1)
2
N∑
k=1
∫ t
0
∫
(ReGk)
2|X|α+1dxds (5.32)
+
N∑
k=1
∫ t
0
Re
∫
∇X∇(GkX)dxdβk(s)− λ
N∑
k=1
∫ t
0
∫
ReGk|X|
α+1dxdβk(s).
Moreover, in the defocusing case where λ = −1, for any 0 < T <∞, p ≥ 1,
E‖X‖pC([0;τ∗∧T );H1) + E‖X‖
p
L
2d
d−2 (0,τ∗∧T ;L
2d
d−2 )
≤ C(p, T ) <∞, (5.33)
where τ ∗ is the maximal existing time as in Theorem 2.3. In particular,
ET := sup
0≤t≤τ∗∧T
|X(t)|H1 ≤ C(T ) <∞, a.s.. (5.34)
The proof is postponed to the Appendix.
Remark 5.5 Similar formula was proved in [5] in the energy-subcritical case
(i.e., α ∈ (1, 1 + 4
d−2
), d ≥ 3), where an approximating procedure was used to
derive the Itoˆ formula of corresponding potential energy |X|α+1Lα+1. The arguments
there apply also to the energy-critical case where 3 ≤ d ≤ 6, except that we need
to apply the stability result Theorem 4.4 instead in the approximating procedure.
Remark 5.6 In the high dimensional case where d > 6, the Itoˆ formula (5.32)
also can be obtained by a formal computation, however, the rigorous derivation
is technically unclear. Actually, one can not use the Stability result Theorem 4.6
to derive (5.32) as in the case 3 ≤ d ≤ 6. The main reason is that in (4.46) the
time function g is imposed to satisfy a small constant, which is even smaller than
that of the difference of two solutions (4.47). Hence, the approximating procedure
as in the case 3 ≤ d ≤ 6 in Appendix does not work.
We are now ready to prove Theorem 2.4 (ii).
Proof of Theorem 2.4 (ii). (Energy-Critical Case). The arguments below
are similar to those in the mass-critical case, however, based on the more delicate
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stability results Theorems 4.4 and 4.6. Below we mainly treat the case d > 6, the
case 3 ≤ d ≤ 6 is easier and can be proved similarly by using Theorem 4.4.
Let X be the unique H1-solution to (1.1) with α = 1 + 4
d−2
on the maximal
time interval [0, τ ∗). In view of Theorem 2.3, we only need to prove (2.6) for any
0 < T <∞.
For this purpose, we define g as in Step 1 in the proof of Theorem 2.4 (i) and
let τ1 := inf{t ∈ (0, T ∧ τ
∗) : g(t) ≥ ε1(t)} ∧ (T ∧ τ
∗) with
ε1(t) :=
ε∗(Ct, Dt, |X0|H1)
D1(|X0|H1)
, (5.35)
where ε∗(Ct, D
′
t, |X0|H1) := ε∗(Ct, D
′
t,
√
2H(X0), B1(|X0|H1)) is as in Theorem
4.6, and D1(|X0|H1) = 1 + C1(B1(|X0|H1) + (B1(|X0|H1))
1+ 4
d−2 ) with C1 as in
(5.38) below.
We can take g as the time function in Theorem 4.6. Hence, sup0≤t≤τ1 g(t) ≤
ε∗(Cτ1 , Dτ1 , |X0|H1), and so the smallness condition on g in (4.46) is satisfied on
[0, τ1].
Let ϕ be as in (2.28) with σ ≡ 0. By Theorem 2.17, w1 := e
−ϕX satisfies
(2.29) with σ ≡ 0 and α = 1 + 4
d−2
.
Moreover, let w˜1 be the solution to (2.33) with α = 1 +
4
d−2
and w˜(0) =
w1(0) = X0. Then, Theorem 5.1 implies that
‖w˜1‖
W(0,τ1)∩L2(0,τ1;H
3
2
−1)
≤ B1(|w˜1(0)|H1) = B1(|X0|H1) <∞, (5.36)
and by the conservation law of Hamiltonian (i.e., H(w˜(t))) = H(w˜(0))),
‖w˜‖C([0,t];H1) ≤
√
2 sup
0≤s≤t
H(w˜(s)) =
√
2H(X0), t ∈ [0, τ1]. (5.37)
For the error term
e1 := −(b · ∇+ c)w˜1 − (1− e
4
d−2
Reϕ)F (w˜1),
where b, c are as in (2.31) and (2.32) with σ ≡ 0, respectively, using (3.13) and
similar arguments as in the proof of (5.10) we have
‖e1‖
N1(0,τ1)+L2(0,τ1;H
1
2
1 )
≤‖(b · ∇+ c)w˜1‖
L2(0,τ1;H
1
2
1 )
+ ‖(1− e
4
d−2
Reϕ)F (w˜1)‖
L2(0,τ1;W
1, 2d
d+2 )
≤C sup
0≤t≤τ1
g(t)(‖w˜1‖
L2(0,τ1;H
3
2
−1)
+ ‖w˜1‖
d+2
d−2
W(0,τ1)
)
≤C1(B1(|X0|H1) + (B1(|X0|H1))
1+ 4
d−2 )ε1(τ1)
≤ε∗(Cτ1 , D
′
τ1
, |X0|H1). (5.38)
Then, applying Theorem 4.6 we obtain
‖w1‖W(0,τ1) ≤ C(Cτ1 , D
′
τ1 ,
√
2H(X0), B1(|X0|H1)) =: C(Cτ1, D
′
τ1 , |X0|H1), (5.39)
which implies that
‖X‖W(0,τ1) ≤ ‖e
ϕ‖C([0,τ1];W 1,∞)C(Cτ1 , D
′
τ1 , |X0|H1). (5.40)
Thus, (2.6) follows from (5.40) if τ1 ≥ τ
∗. Otherwise, we turn to the next step.
Let τj , σj , gσj and l be as in Step 2 in the proof of Theorem 2.4 (i), but with
εj+1(t) =
ε∗(Cσj+t, D
′
σj+t
, |X(σj)|H1)
D1(|X(σj)|H1)
,
whereD1(|X(σj)|H1) is defined similarly toD1(|X0|H1), ε∗(Cσj+t, D
′
σj+t
, |X(σj)|H1) :=
ε∗(Cσj+t, D
′
σj+t
,
√
2|X(σj)|H1, B1(|X(σj)|H1)) is as in Theorem 4.6.
We use the inductive arguments to prove that for any 1 ≤ j ≤ l,
‖X‖W(0,σj) ≤
j−1∑
k=0
‖eϕσk‖C([0,τk+1];W 1,∞)C(Cσk+1 , D
′
σk+1
, |X(σk)|H1) <∞, (5.41)
where ϕσk are as in Theorem 2.17 with σk replacing σ, and C(Cσk+1 , D
′
σk+1
, |X(σk)|H1)
:= C(Cσk+1, D
′
σk+1
,
√
2H(X(σk)), B1(|X(σk)|H1)) are as in Theorem 4.6.
We see from (5.40) that (5.41) holds for j = 1. Suppose that (5.41) holds for
each 1 ≤ k ≤ j < l.
In order to prove (5.41) with j + 1 replacing j, we consider the rescaling
transformation wj+1(t) := e
−ϕσj (t)X(σj + t), 0 ≤ t < (T ∧ τ
∗) − σj , and apply
Theorem 2.17 to obtain
i∂twj+1 = e
−ϕσj∆(eϕσjwj+1)− e
4
d−2
ReϕσjF (wj+1), (5.42)
wj+1(0) = X(σj).
Then, we compare (5.42) with the equation
i∂tw˜j+1 = ∆w˜j+1 − F (w˜j+1), (5.43)
or equivalently,
i∂tw˜j+1 = e
−ϕσj∆(eϕσj w˜j+1)− e
4
d−2
ReϕσjF (w˜j+1) + ej+1, (5.44)
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with w˜j+1(0) = wj+1(0) = X(σj) and the error term
ej+1 = −(bσj · ∇+ cσj )w˜j+1 − (1− e
4
d−2
Reϕσj )F (w˜j+1).
Theorem 5.3 yields that w˜j+1 exists globally and satisfies
‖w˜j+1‖W(0,τj+1) ≤ B1(|w˜j+1(0)|H1) = B1(|X(σj)|H1), (5.45)
and similarly to (5.37),
‖w˜j+1‖C([0,τj+1];H1) ≤
√
2 sup
0≤s≤τj+1
H(w˜j+1(s)) =
√
2H(X(σj)). (5.46)
Note that, we can take gσj the time function in Theorem 4.6. Then, by the
definition of τj+1, sup0≤t≤τj+1 gσj(t) ≤ ε∗(Cσj+1 , D
′
σj+1
, |X(σj+1)|H1), and so the
smallness condition on gσj in Theorem 4.6 is satisfied on [0, τj+1].
Moreover, similarly to (5.38),
‖ej+1‖
L2(0,τj+1;H
1
2
1 )+N
1(0,τj+1)
≤C1 sup
0≤t≤τj+1
gσj (t)(‖w˜j+1‖
L2(0,τj+1;H
3
2
1 )
+ ‖w˜j+1‖
d+2
d−2
W(0,τj+1)
)
≤C1(B1(|X(σj)|H1) + (B1(|X(σj)|H1))
d+2
d−2 )εj+1(τj+1)
≤ε∗(Cσj+1 , D
′
σj+1
, |X(σj)|H1). (5.47)
Thus, by virtue of Theorem 4.6, we obtain
‖wj+1‖W(0,τj+1) ≤ C(Cσj+1, D
′
σj+1
, |X(σj)|H1), (5.48)
and so
‖X‖W(σj ,σj+1) ≤ ‖e
ϕσj ‖C([0,τj+1];W 1,∞)C(Cσj+1 , D
′
σj+1
, |X(σj)|H1) <∞,
thereby yielding (5.41) with j + 1 replacing j.
Therefore, the inductive arguments yield (5.41) for all 1 ≤ j ≤ l and so
‖X‖W(0,σl) ≤
l−1∑
k=0
‖eϕσk‖C([0,τk+1];W 1,∞)C(Cσj+1, D
′
σj+1
, |X(σj)|H1)
≤
l−1∑
k=0
‖eϕσk‖C([0,τk+1];W 1,∞)C(CT , D
′
T , C
′ET , sup
0≤x≤ET
B1(x)), (5.49)
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where ET is as in (2.9), and we also used the inequality sup0≤t<τ∗
√
2H(X(t)) ≤
C ′ET in the last step, implied by the Sobolev embedding.
Since by (2.9), ET <∞, a.s., and for any 0 ≤ j ≤ l − 1,
gσj(τj+1) =
ε∗(Cσj+1, D
′
σj+1
, |X(σj)|H1)
D1(|X(σj)|H1)
≥
ε∗(CT , D
′
T , C
′ET , sup
0≤x≤ET
B1(x))
sup
0≤x≤ET
D1(x)
> 0,
we can use similar arguments as in Step 3 in the proof of Theorem 2.4 (i) to
deduce that l <∞, a.s., which together with (5.49) yields the global bound (2.6),
thereby implying the global existence of X to (1.1).
Finally, the estimate (2.10) follows from Lemma 5.4, and (2.11) follows from
(5.49) and Strichartz estimates. The proof of Theorem 2.4 is complete. 
6 Scattering
In this section we prove the scattering behavior of global solutions to (1.1).
The idea here is based on the very recent work [26]. More precisely, we use
a new rescaling transformation (2.17), i.e., z∗ = e
−ϕ∗X with ϕ∗ as in (2.16), and
compare the resulting random equation (2.18) with (2.33) but after some large
time T , i.e.,
i∂tu =∆u− |u|
α−1u, (6.1)
u(T ) =z∗(T ).
Let us start with the mass-critical case.
6.1 Mass-critical case
First we enhance the bounds (5.5) and (5.6) to the whole time regime, under the
condition that gk ∈ L
2(R+), a.s..
Lemma 6.1 Consider the situations in Theorem 2.10 (i). Then, for any p ≥ 1,
E sup
0≤t<∞
|X(t)|p2 ≤ C(p) <∞. (6.2)
In particular, we have the global pathwise bound
M∞ := sup
0≤t<∞
|X(t)|2 ≤ C <∞, a.s.. (6.3)
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Proof. Estimate (6.2) can be proved by using the Itoˆ formula (5.4) and similar
arguments as in the proof of [26, (1.7)]. We omit the details here for simplicity. 
Below we also have the important uniform boundedness (independent of T ).
Lemma 6.2 For z∗(T ) ∈ L
2, there exists a unique global L2-solution u (depend-
ing on T ) to (6.1) with α = 1 + 4
d
, d ≥ 1, which scatters at infinity and satisfies
‖u‖
S0(T,∞)∩L2(T,∞;H
1
2
−1)
≤ C <∞, a.s., (6.4)
where C is independent of T .
Proof. For each z∗(T ) ∈ L
2 fixed, the global well-posedness and scattering
follow from Theorem 5.1.
Regarding (6.4), applying the global-in-time Strichartz estimates in Theorem
3.5 to (2.34) and using the Ho¨lder inequality (3.12) we have that for any t > T ,
‖u‖
L2(T,t;H
1
2
−1)
+ ‖u‖S0(T,t) ≤ C|u(T )|2 + C‖u‖
1+ 4
d
V (T,t)
with C independent of T and t. using (5.2) and that u(T ) = z∗(T ), we get
‖u‖
L2(T,t;H
1
2
−1)
+ ‖u‖S0(T,t) ≤ C|z∗(T )|2 + C(B0(|z∗(T )|2))
1+ 4
d .
Since gk ∈ L
2(R+), a.s., we have ϕ∗ ∈ C(R
+;L∞), and so |z∗(T )|2 ≤ C|X(T )|2
with C independent of T . In view of the global bound (6.3), we obtain
‖u‖
L2(T,t;H
1
2
−1)
+ ‖u‖S0(T,t) ≤ CM∞ + C sup
0≤x≤M∞
(B0(x))
1+ 4
d <∞
with C,M∞ independent of T and t. Thus, letting t→∞, we obtain (6.4). 
The following result is crucial for the scattering in the mass-critical case.
Lemma 6.3 Consider the situations in Theorem 2.10 (i). Let u be the solution
to (6.1) with u(T ) = z∗(T ). Then, P-a.s. as T →∞,
‖z∗ − u‖
S0(T,∞)∩L2(T,∞;H
1
2
−1)
→ 0. (6.5)
Proof. We use the idea of comparison as in the proof of Theorem 2.4 (i).
Precisely, we compare the solution z∗ to (2.18) with the solution u to (6.1).
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For this purpose, we rewrite (6.1) with α = 1 + 4
d
as follows
i∂tu = e
−ϕ∗∆(eϕ∗u)− e
4
d
Reϕ∗F (u) + e,
with the error term
e = −(b∗ · ∇+ c∗)u− (1− e
4
d
Reϕ∗)F (u).
Since gk ∈ L
2(R+), a.s., 1 ≤ k ≤ N , for any multi-index γ, as T →∞,
sup
t≥T
|∂γxϕ∗(t, x)| ≤ C 〈x〉
−2 sup
t≥T
N∑
k=1
(∣∣∣∣ ∫ ∞
t
gkdβk
∣∣∣∣+ ∫ ∞
t
g2kds
)
→ 0. (6.6)
Hence, for T large enough, Theorem 3.5 yields that global-in-time Strichartz and
local smoothing estimates hold for the operator e−ϕ∗∆(eϕ∗ ·).
Note that, for any t ≥ T ,
‖e‖
N0(T,t)+L2(T,t;H
−
1
2
1 )
≤‖(b∗ · ∇+ c∗)u‖
L2(T,t;H
−
1
2
1 )
+ ‖(e
4
d
Reϕ∗ − 1)F (u)‖
L
2d+4
d+4 ((T,t)×Rd)
. (6.7)
Since gk ∈ L
2(R+, a.s., we have
ε1(T ) := sup
t≥T
N∑
k=1
(∣∣∣∣ ∫ ∞
t
gkdβk
∣∣∣∣ + ∫ ∞
t
g2kds
)
→ 0, as T →∞, a.s.. (6.8)
Then, estimating as in (5.10), we get
‖(b∗ · ∇+ c∗)u‖
L2(T,t;H
−
1
2
1 )
≤ Cε1(T )‖u‖
L2(T,t;H
1
2
−1)
, (6.9)
where C is independent of T and t.
Moreover, using again gk ∈ L
2(R+), a.s., we deduce that
ε2(T ) := sup
t≥T
‖ϕ∗(t)‖W 1,∞ → 0, as T →∞, a.s.. (6.10)
Then, using the inequality |ex − 1| ≤ e|x| for |x| ≤ 1 and (3.12), we get
‖(e
4
d
Reϕ∗ − 1)F (u)‖N0(T,t) ≤ Cε2(T )‖u‖
1+ 4
d
V (T,t). (6.11)
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Plugging (6.9) and (6.11) into (6.7) and using (6.4) we obtain that,
‖e‖
N0(T,t)+L2(T,t;H
−
1
2
1 )
≤ Cε(T )(‖u‖
L2(T,t;H
1
2
−1)
+ ‖u‖
1+ 4
d
V (T,t)) ≤ Cε(T ), (6.12)
where ε(T ) := max{ε1(T ), ε2(T )}, and C is independent of T, t, due to (6.4).
Thus, in view of Remark 4.2 and (6.4), we obtain that for T large enough,
‖z∗ − u‖
S0(T,t)∩L2(T,t;H
1
2
−1)
≤ Cε(T ), (6.13)
where C is independent of T and t. (Note that, since |z∗(T )−u(T )|2 = 0, we can
choose M ′ = ε(T ) when applying the stability result.)
Therefore, letting t→∞ in (6.13) and using (6.8), (6.10) we obtain (6.5). 
Proof of Theorem 2.10 (i) (Mass-Critical Case). Let u be as in Lemma
6.2. We have P-a.s. for any t1, t2 ≥ T ,
|eit1∆z∗(t1)− e
it2∆z∗(t2)|2 ≤|e
it1∆(z∗ − u)(t1)− e
it2∆(z∗ − u)(t2)|2
+ |eit1∆u(t1)− e
it2∆u(t2)|2.
By lemma 6.2, the scattering of u yields
|eit1∆u(t1)− e
it2∆u(t2)|2 → 0, as t1, t2 →∞.
Hence, taking into account (6.5) we obtain
lim sup
t1,t2→∞
|eit1∆z∗(t1)− e
it2∆z∗(t2)|2 ≤ lim sup
t1,t2→∞
|eit1∆(z∗ − u)(t1)− e
it2∆(z∗ − u)(t2)|2
≤2‖z∗ − u‖C([T,∞);L2) → 0, as T →∞, a.s..
This implies that {eit∆z∗(t)} is a Cauchy sequence in L
2, thereby yielding (2.23).
Next we prove (2.24). Recall that U∗(t, s), s, t ≥ 0, are the evolution operators
related to the operators e−ϕ∗∆(eϕ∗ ·), t ≥ 0. Then, by Equation (2.18),
z∗(t) = U∗(t, 0)X0 + i
∫ t
0
U∗(t, s)e
4
d
Reϕ∗F (z∗)ds, t ≥ 0.
Since U∗(0, t)U∗(t, s) = U∗(0, s) for s ≥ 0, applying U∗(0, t) to both sides we get
U∗(0, t)z∗(t) = X0 + i
∫ t
0
U∗(0, s)e
4
d
Reϕ∗F (z∗)ds,
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which implies that for any 0 < t1 < t2 <∞,
U∗(0, t2)z∗(t2)− U∗(0, t1)z∗(t1) =i
∫ t2
t1
U∗(0, s)e
4
d
Reϕ∗F (z∗)ds
=U∗(0, t2)
(
i
∫ t2
t1
U∗(t2, s)e
4
d
Reϕ∗F (z∗)ds
)
=:U∗(0, t2)w(t2), (6.14)
Thus, applying homogeneous Strichartz estimates in Theorem 3.5 leads to
|U∗(0, t2)z∗(t2)− U∗(0, t1)z∗(t1)|2 ≤ ‖U∗(·, t2)w(t2)‖C([0,t2];L2) ≤ C|w(t2)|2,
(6.15)
where C is independent of t1, t2. Moreover, since w(·) satisfies (2.29) with the
initial datum w(t1) = 0, applying Theorem 3.5 again and using (3.12) we obtain
|w(t2)|2 ≤ ‖w‖C([t1,t2];L2) ≤ C‖e
4
d
Reϕ∗F (z∗)‖
L
2d+4
d+4 ((t1,t2)×Rd)
≤ C‖z∗‖
1+ 4
d
V (t1,t2)
,
(6.16)
where C is independent of t1, t2, due to the global-in-time Strichartz estimates
and that e
4
d
Reϕ∗ ∈ C(R+;L∞), a.s..
Moreover, taking into account (6.4) and (6.5) we have
‖z∗‖V (T,∞) ≤ ‖u‖V (T,∞) + ‖z∗ − u‖V (T,∞) <∞, a.s.. (6.17)
Thus, plugging (6.16) into (6.15) and using the global bound (6.17) we obtain
|U∗(0, t2)z∗(t2)− U∗(0, t1)z∗(t1)|2 ≤ C‖z∗‖
1+ 4
d
V (t1,t2)
→ 0, as t1, t2 →∞, a.s..
This implies that {U∗(0, t)z∗(t)} is a Cauchy sequence in L
2, and so (2.24) follows.
The proof of Theorem 2.10 (i) is complete.
6.2 Energy-critical and pseudo-conformal cases
As in the mass-critical case, we have the global bound of solutions X and u below.
Lemma 6.4 ([26]) Consider the situations in Theorem 2.10 (ii) with 3 ≤ d ≤ 6.
Then, for any p ≥ 1,
E sup
0≤t<∞
|X(t)|pH1 + |X(t)|
p
L
2d
d−2
≤ C(p) <∞. (6.18)
In particular,
E∞ := sup
0≤t<∞
|X(t)|H1 ≤ C <∞, a.s.. (6.19)
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Lemma 6.5 For z∗(T ) ∈ H
1, there exists a unique global H1-solution u (de-
pending on T ) to (6.1) with α = 1 + 4
d−2
, d ≥ 3, which scatters at infinity and
satisfies
‖u‖
S1(T,∞)∩L2(T,∞;H
3
2
−1)
≤ C <∞, a.s., (6.20)
where C is independent of T .
Proof. The proof is analogous to that of Lemma 6.2. First, the global well-
posedness and scattering in the space H1 follows from Theorem 5.3.
In order to prove (6.20), applying Theorem 3.5 to (6.1) and using (3.13) and
(5.30) we obtain that for any t > T ,
‖u‖
L2(T,t;H
3
2
−1)
+ ‖u‖S1(T,t) ≤C|u(T )|H1 + C‖u‖
d+2
d−2
W(T,t)
≤C|z∗(T )|H1 + C(B1(‖z∗(T )‖H1))
d+2
d−2 ,
where C is independent of T and t. Since |z∗(T )|H1 ≤ ‖e
ϕ∗‖C(R+;W 1,∞)|X(T )|H1,
using (6.19) and letting t→∞ we prove (6.20). 
We have the crucial asymptotics of difference between the solutions z∗ and u.
Lemma 6.6 Consider the situations in Theorem 2.10 (ii). Let u be the solution
to (6.1) with α = 1 + 4
d−2
, u(T ) = z∗(T ), d ≥ 3. Then,
‖z∗ − u‖
S1(T,∞)∩L2(T,∞;H
3
2
−1)
→ 0, as T →∞, a.s.. (6.21)
Proof. The case 3 ≤ d ≤ 6 was proved in the recent work [26] under weaker
condition on φk. Below we mainly consider the high dimensional case d > 6.
We shall apply Theorem 4.6 to compare the solutions z∗ and u. For this
purpose, we reformulate Equation (6.1) as follows
i∂tu = e
−ϕ∗∆(eϕ∗u)− e
4
d−2
Reϕ∗F (u) + e,
with the error term
e = −(b∗ · ∇+ c∗)u− (1− e
4
d−2
Reϕ∗)F (u).
We see that, (6.6) implies that for T large enough,
sup
t≥T
g(t) := sup
t≥T
N∑
k=1
(∣∣∣∣ ∫ ∞
t
gkdβk
∣∣∣∣ + ∫ ∞
t
g2kds
)
≤ ε,
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so the smallness condition on g in Theorem 4.6 is satisfied on [T, t] for any t > T .
Regarding the error term, similarly to (6.12),
‖e‖
N1(T,t)+L2(T,t;H
3
2
−1)
≤ Cε(T )(‖u‖
L2(T,t;H
3
2
−1)
+ ‖u‖
d+2
d−2
W(T,t)) ≤ Cε(T )→ 0, as T →∞.
where C is independent of T and t due to (6.20), and ε(T ) is as in (6.12).
Thus, by virtue of Theorem 4.6 we deduce that there exist c, C > 0, indepen-
dent of T and t, such that
‖z∗ − u‖
S1(T,t)∩L2(T,t;H
3
2
−1)
≤ C(ε(T ))c.
Therefore, letting t→∞ and then taking T →∞ we obtain (6.21). 
Now, we are ready to prove Theorem 2.10 (ii).
Proof of Theorem 2.10 (ii). In the case where 3 ≤ d ≤ 6, because of
the global well-posedness of (1.1) and the estimate (2.11) in Theorem 2.4 (ii),
Assumption (H0′) in [26] in the energy-critical case is satisfied. Thus, the asymp-
totics (2.23) and (2.24) with H1 replacing L2 follow from Theorem 1.4 in the
recent work [26].
Below we consider the case where d > 6. The proof is similar to that of
mass-critical case, thanks to Lemmas 6.4, 6.5 and 6.6.
Actually, let u be as in Lemma 6.6. We have for any t1, t2 ≥ T ,
|eit1∆z∗(t1)− e
it2∆z∗(t2)|H1 ≤ |e
it1∆u(t1)− e
it2∆u(t2)|H1 + 2‖z∗ − u‖C([T,∞);H1).
Then, we first use the scattering of u in Lemma 6.5 to pass to the limits t1, t2 →
∞, and then we use Lemma 6.6 to take the limit T →∞. It follows that
lim sup
t1,t2→∞
|eit1∆z∗(t1)− e
it2∆z∗(t2)|H1 ≤ 2‖z∗ − u‖C([T,∞);H1) → 0, as T →∞, a.s..
This yields that {eit∆z∗(t)} is a Cauchy sequence in H
1, thereby implying (2.23)
with H1 replacing L2.
Moreover, applying Theorem 3.5 to (6.14) with 4
d−2
replacing 4
d
we get
|U∗(0, t2)z∗(t2)− U∗(0, t1)z∗(t1)|H1 ≤ C‖e
4
d−2
Reϕ∗F (z∗)‖N1(t1,t2) ≤ C‖z∗‖
d+2
d−2
W(t1,t2)
,
where C is independent of t1 and t2.
Then, taking into account the global pathwise bound of z∗ implied by (6.20)
and (6.21), we pass to the limits t1, t2 →∞ to obtain that right-hand side above
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tends to 0 almost surely. This yields that {U∗(0, t)z∗(t)} is a Cauchy sequence in
H1, thereby implying (2.24) with H1 replacing L2.
Therefore, the proof of Theorem 2.10 (ii) is complete. 
Proof of Theorem 2.10 (iii). In view of the global well-posedness of (1.1),
we see that Assumption (H0′) in [26] in the energy-critical case is satisfied. Thus,
the asymptotic (2.23) with Σ replacing L2 follows from Theorem 1.3 in the recent
work [26]. 
Remark 6.7 In (H0′) of [26], the assumption on the boundedness of ‖|·|X‖Lγ(0,T ;Lρ)
is redundant, which can be deduced from Theorem 1.2 and Lemma 2.1 of [26].
We close this section with the proof of Theorem 2.8.
Proof of Theorem 2.8. In the mass-critical case, the global bound (2.12)
follows from (2.8) and Lemma 6.2. In the energy-critical case, the global bound
(2.13) is a consequence of (2.11) and Lemma 6.5. 
7 Support theorem
In this section we prove Theorem 2.13 concerning the support theorem for (1.1).
We combine the idea of [35] with the stability results in Section 4.
Recall that, for any h = (h1, · · · , hN) ∈ H (i.e., the Cameron-Martin space),
X(β+h) denotes the solution to (1.1) with the driving processes βk+hk replacing
the Brownian motions βk, 1 ≤ k ≤ N , S(h) denotes the controlled solution to
(2.26). The global existence and uniqueness of X(β+h) and S(h) can be proved
similarly as in Section 5.
In view of Proposition 2.2 in [35], we only need to prove that, for any ε > 0,
lim
n→∞
P(‖S(βn)−X(β)‖X (0,T ) ≥ ε) = 0, (7.1)
lim
n→∞
P(‖X(βn − β + h)− S(h)‖X (0,T ) ≥ ε) = 0, (7.2)
where X (0, T ) = S0(0, T ) ∩ L2(0, T ;H
1
2
−1) or X (0, T ) = S
1(0, T ) ∩ L2(0, T ;H
3
2
−1)
in the mass-critical or energy-critical case, respectively, and βn are the adapted
linear interpolation of Brownian motions in [35], defined by
βn(t) = β(tn) + 2
n(t− t˜n)(βt˜n − βtn),
t˜n =
k
2n
and tn =
k−1
2n
∨ 0 if k
2n
≤ t < k+1
2n
.
For this purpose, we first prove the asymptotic result below.
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Lemma 7.1 Assume gk are deterministic and continuous, 1 ≤ k ≤ N . Then,
E
(
sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
gk(s)β˙
n
k (s)ds−
∫ t
0
gk(s)dβk(s)
∣∣∣∣2
)
→ 0, as n→∞. (7.3)
The proof is quite technical and is postponed to the Appendix.
Proof of Theorem 2.10. We mainly prove Theorem 2.13 in the energy-
critical case when 3 ≤ d ≤ 6. The mass-critical case can be proved similarly,
based on the stability result Theorem 4.1.
It order to obtain (7.1) and (7.2), it is equivalent to prove that for any subse-
quence {nj}, there exists some subsequence {njk} of {nj} such that as k →∞,
lim
k→∞
‖S(βnjk )−X(β)‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
= 0, a.s., (7.4)
lim
k→∞
‖X(βnjk − β + h)− S(h)‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
= 0, a.s.. (7.5)
Below, for simplicity, we still denote the subsequence {nj} by {n}.
Proof of (7.4). For this purpose, for each h ∈ H1(0, T ;RN), we set
ψ(β + h)(t) :=
N∑
k=1
∫ t
0
Gk(s, x)dβk(s) +
N∑
k=1
∫ t
0
Gk(s, x)h˙k(s)ds−
∫ t
0
µ̂(s, x)ds,
and ψ(h) is defined similarly. Using
zn := e
−ψ(βn)S(βn), (7.6)
we have
i∂tzn =e
−ψ(βn)∆(eψ(β
n)zn)− e
4
d−2
Reψ(βn)F (zn), (7.7)
zn(0) =X0.
Similarly, z˜ := e−ψ(β)X(β) satisfies the random equation
i∂tz˜ =e
−ψ(β)∆(eψ(β)z˜)dt− e
4
d−2
Reψ(β)F (z˜), (7.8)
z˜(0) =X0,
or equivalently,
i∂tz˜ =e
−ψ(βn)∆(eψ(β
n)z˜)dt− e
4
d−2
Reψ(βn)F (z˜) + en
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with the error term
en =((b(ψ(β))− b(ψ(β
n))) · ∇ + (c(ψ(β))− c(ψ(βn))))z˜
− (e
4
d−2
Reψ(β) − e
4
d−2
Reψ(βn))F (z˜), (7.9)
where b(ψ(β)) = 2∇ψ(β), c(ψ(β)) = ∆ψ(β) +
∑d
j=1(∂jψ(β))
2, and b(ψ(βn)),
c(ψ(βn)) are defined similarly.
Note that, the global well-posedness and the bound of S1(0, T )∩L2(0, T ;H
3
2
−1)-
norm of z˜ can be proved similarly as in Section 5 by using the energy-critical
stability result Theorem 1.4 of [42]. Similar assertions also hold for zn, n ≥ 1.
Let
gn(t) :=
N∑
k=1
∫ t
0
gk(s)β˙
n
k (s)ds+
∫ t
0
g2k(s)ds,
and define g(t) similarly with dβk(s) replacing β˙
n
k (s)ds. Set
εn(t) :=
N∑
k=1
∣∣∣∣ ∫ t
0
gkβ˙
n
k (s)ds−
∫ t
0
gkdβk(s)
∣∣∣∣.
Lemma 7.1 implies that for some subsequence of {n} (still dented by {n}),
P-a.s., as n→∞,
sup
0≤t≤T
‖ψ(βn)− ψ(β)‖W 1,∞ ≤ C sup
0≤t≤T
|gn(t)− g(t)| ≤ C sup
0≤t≤T
εn(t)→ 0. (7.10)
In particular, for some positive constant C uniformly bounded of n,
sup
0≤t≤T
‖ψ(βn)‖W 1,∞ ≤ C, sup
n≥1
sup
0≤t≤T
|gn(t)| ≤ C. (7.11)
This along with Assumption (H0) yields that for any multi-index γ,
sup
n≥1
sup
0≤t≤T
|∂γxψ(β
n)| ≤ C 〈x〉−2 sup
n≥1
sup
0≤t≤T
gn(t) ≤ C 〈x〉−2 . (7.12)
Then, Theorem 3.3 yields that Strichartz and local smoothing estimates hold
for the operator e−ψ(β
n)∆(eψ(β
n)·), and the corresponding Strichartz constants CT
are uniformly bounded for all n.
Estimating as in (5.38) and using the global bounds of the L2(0, T ;H
3
2
−1)- and
S1(0, T )-norms of z˜, we obtain
‖en‖
N1(0,T )+L2(0,T ;H
1
2
1 )
≤ C(T ) sup
0≤t≤T
εn(t)(‖z˜‖
L2(0,T ;H
3
2
−1)
+ ‖z˜‖
1+ 4
d−2
W(0,T )) ≤ C
′(T )εn(t).
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We note that C ′(T ) is independent of n, due to the uniform bound (7.11). This
along with (7.10) yields that
‖en‖
N1(0,T )+L2(0,T ;H
1
2
1 )
→ 0, as n→∞, a.s.. (7.13)
Then, by virtue of Theorem 4.4, we obtain that P-a.s. as n→∞,
‖zn − z‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
≤ C(T ) sup
0≤t≤T
εn(t)→ 0. (7.14)
In particular, this yields the uniform bound
sup
n≥1
‖zn‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
≤ C(T ) <∞, a.s..
We claim that (7.14) implies (7.4). Actually, we have
‖S(βn)−X(β)‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
=‖eψ(β
n)zn − e
ψ(β)z˜‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
(7.15)
≤‖eψ(β
n)(zn − z˜)‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
+ ‖(eψ(β
n) − eψ(β))z˜‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
.
In order to pass to the limit n→∞, using (7.11) and the inequality |ex − ey| ≤
C|ey||x− y| for |x|, |y| ≤ 1
2
, we have, as n→∞,
‖eψ(β
n)(zn − z˜)‖S1(0,T ) + ‖(e
ψ(βn) − eψ(β))z˜‖S1(0,T )
≤C(T )(‖(zn − z˜)‖S1(0,T ) + ‖ψ(β
n)− ψ(β)‖C([0,T ];W 1,∞))
≤C(T )
(
‖(zn − z˜)‖S1(0,T ) + sup
0≤t≤T
εn(t)
)
→ 0, (7.16)
where in the last step we used (7.10) and (7.14).
Regarding the L2(0, T ;H
3
2
−1)-norm in (7.15), we deduce from (7.12) that e
ψ(βn) ∈
S0, and so Ψp := 〈x〉
−1 〈∇〉
3
2 eψ(β
n) 〈∇〉−
3
2 〈x〉 is a pseudo-differential operator of
order zero. This along with Lemma 3.2 yields
‖eψ(β
n)(zn − z˜)‖
L2(0,T ;H
3
2
−1)
=‖Ψp 〈x〉
−1 〈∇〉
3
2 (zn − z˜)‖L2(0,T ;L2)
≤C‖(zn − z˜)‖
L2(0,T ;H
3
2
−1)
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Moreover, using Assumption (H0) and the inequality |ex − ey| ≤ C|ey||x− y| for
|x|, |y| ≤ 1
2
we have that for any multi-index γ,
∂γx |(e
ψ(βn) − eψ(β))(t, x)| ≤ C(T ) 〈x〉−2 εn(t)
where C(T ) is independent of n. Then, estimating as above we get
‖(eψ(β
n) − eψ(β))z˜‖
L2(0,T ;H
3
2
−1)
≤ C(T ) sup
0≤t≤T
εn(t)‖z˜‖
L2(0,T ;H
3
2
−1)
≤ C(T ) sup
0≤t≤T
εn(t).
Combing the estimates above together we conclude that, P-a.s. as n→∞,
‖eψ(β
n)(zn − z˜)‖
L2(0,T ;H
3
2
−1)
+ ‖(eψ(β
n) − eψ(β))z˜‖
L2(0,T ;H
3
2
−1)
≤C(‖(zn − z˜)‖
L2(0,T ;H
3
2
−1)
+ sup
0≤t≤T
εn(t))→ 0. (7.17)
Therefore, plugging (7.16) and (7.17) into (7.15) we prove (7.4), as claimed.
Proof of (7.5). The proof is similar as above. Now we use a new transfor-
mation
yn = e
−ψ(βn−β+h)X(βn − β + h) (7.18)
to obtain
i∂tyn = e
−ψ(βn−β+h)∆(eψ(β
n−β+h)yn)− e
4
d−2
Reψ(βn−β+h)F (yn) (7.19)
with yn(0) = X0. Arguing as above, we have the Strichartz and local smooth-
ing estimates for the operator e−ψ(β
n−β+h)∆(eψ(β
n−β+h)·), the related Strichartz
constants CT are uniformly bounded of n.
Moreover, letting y˜ := e−ψ(h)S(h) we have
i∂ty˜ =e
−ψ(h)∆(e−ψ(h)y˜)− e
4
d−2
Reψ(h)F (y˜)
=e−ψ(β
n−β+h)∆(eψ(β
n−β+h)y˜)− e
4
d−2
Reψ(β−βn+h)F (y˜) + e′n (7.20)
with y˜(0) = X0 and the error term
e′n =((b(ψ(h))− b(ψ(β
n − β + h))) · ∇+ (c(ψ(h))− c(ψ(βn − β + h))))y˜
− (e
4
d−2
Reψ(h) − e
4
d−2
Reψ(βn−β+h))F (y˜), (7.21)
where b(ψ(h)) = 2∇ψ(h), c(ψ(h)) = ∆ψ(h) +
∑d
j=1(∂jψ(h))
2, and b(ψ(βn − β +
h)), c(ψ(βn − β + h)) are defined similarly.
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Similarly to (7.10), for some subsequence of {n} (still denoted by {n}), for
any multi-index γ,
sup
0≤t≤T
|∂γx(ψ(β
n − β + h)(t)− ψ(h)(t))| ≤ C 〈x〉−2 sup
0≤t≤T
εn(t),
and
sup
0≤t≤T
‖ψ(βn − β + h)(t)− ψ(h)(t)‖W 1,∞ ≤ C sup
0≤t≤T
εn(t).
Then, similarly to (7.21), we have that
‖e′n‖
N1(0,T )+L2(0,T ;H
1
2
1 )
→ 0, as n→∞, a.s..
which along with Theorem 4.4 implies that P-a.s. as n→∞,
‖yn − y˜‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
→ 0. (7.22)
In particular,
sup
n≥1
‖yn‖
S1(0,T )∩L2(0,T ;H
3
2
−1)
≤ C(T ) <∞, a.s..
Thus, estimating as those below (7.14) and using (7.22) we obtain (7.5).
Therefore, the proof of Theorem 2.13 is complete. 
8 Appendix
Proof of Theorem 2.17. The case where σ ≡ 0 can be proved similarly as in
[4, Lemma 6.1] and [5, Lemma 2.4] in the L2 and H1 space, respectively. For the
general case, we prove the L2 case below, the H1 case can be proved similarly.
Set ϕ(t) := ϕ0(t) =
∫ t
0
Gkdβk(s) −
∫ t
0
µ̂ds and v(t) := v0(t) = e
−ϕ(t)X(t),
t ∈ [0, τ ∗). For any 0 ≤ t < τ ∗ − σ, we have
X(t) = eϕ(t)v(t), X(σ + t) = eϕσ(t)vσ(t), (8.1)
and
ϕ(σ + t)− ϕ(σ) = ϕσ(t). (8.2)
It follows that
vσ(t) = e
−ϕσ(t)X(σ + t) = e−(ϕ(σ+t)−ϕ(σ))X(σ + t) = eϕ(σ)v(σ + t). (8.3)
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Then, similar arguments as in the proof of [4, Lemma 6.1] show that, v satisfies
pathwisely the equation (2.29) on [0, τ ∗) in the space H−2, with 0 replacing σ.
Hence, P-a.s. for any t ∈ [0, τ ∗ − σ),
iv(σ + t) = iv(σ) +
∫ σ+t
σ
e−ϕ(s)∆(eϕ(s)v(s))ds−
∫ σ+t
σ
e(α−1)Reϕ(s)F (v(s))ds,
where the equation is taken in H−2. Plugging this into (8.3) yields that
ivσ(t) =ie
ϕ(σ)v(σ) +
∫ σ+t
σ
eϕ(σ)−ϕ(s)∆(eϕ(s)v(s))ds
−
∫ σ+t
σ
eϕ(σ)e(α−1)Reϕ(s)F (v(s))ds
=iX(σ) +
∫ t
0
eϕ(σ)−ϕ(σ+s)∆(eϕ(σ+s)v(σ + s))ds
−
∫ t
0
eϕ(σ)e(α−1)Reϕ(σ+s)F (v(σ + s))ds. (8.4)
Note that, by (8.1) and (8.2),
eϕ(σ)−ϕ(σ+s)∆(eϕ(σ+s)v(σ + s)) = e−ϕσ(s)∆(X(σ + s)) = e−ϕσ(s)∆(eϕσ(s)vσ(s)).
Moreover,
eϕ(σ)e(α−1)Reϕ(σ+s)F (v(σ + s)) =eϕ(σ)−ϕ(σ+s)F (X(σ + s))
=e−ϕσ(s)F (eϕσ(s)vσ(s))
=e(α−1)Reϕσ(s)F (vσ(s)).
Thus, plugging the two identities above into (8.4), we obtain that P-a.s. for
any 0 ≤ t < τ ∗ − σ,
ivσ(t) = iX(σ) +
∫ t
0
e−ϕσ(s)∆(eϕσ(s)vσ(s))ds−
∫ t
0
e(α−1)Reϕσ(s)F (vσ(s))ds
as an equation in H−2, which implies (2.29), thereby finishing the proof. 
Proof of Lemma 5.4. Below, we mainly prove the Itoˆ formula (5.32). The
estimate (5.33) can be obtained from (5.32) by using similar arguments as in
the proof of [7, (2.4)], involving the Burkholder-Davis-Gundy inequality and the
Gronwall inequality.
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In order to prove (5.32), we use the stability result to pass to the limit in the
approximating procedure as in the proof of (2.4) in [5].
More precisely, we consider the solution Xm to (1.1), with the nonlinearity
Θm(|X|
4/(d−2)X) replacing |X|4/(d−2)X , where Θmf := F
−1(θ( |·|
m
)) ∗ f , θ ∈ C∞c
is real-valed, nonnegative, and θ(x) = 1 for |x| ≤ 1, θ(x) = 0 for |x| ≥ 2.
Since the operators {Θm} are uniformly bounded in L
p for any 1 < p < ∞
(see [5, (3.2)]), arguing as in the proof of [5, Theorem 3.1], we deduce that Xm,
m ≥ 1, exist on the common time regime [0, τ ∗), and
sup
m≥1
‖Xm‖
S1(0,t)∩L2(0,t;H
3
2
−1)
≤ C(t) <∞, t ∈ (0, τ ∗), a.s..
Moreover, similar arguments as in the proof of [5, (3.9)] yield that
H(Xm(t))
=H(X0)−
∫ t
0
Re
∫
∇Xm∇(µXm)dxds+
1
2
N∑
k=1
∫ t
0
|∇(GkXm)|
2dxds
−
λ(α− 1)
2
N∑
k=1
∫ t
0
∫
(ReGk)
2|Xm|
α+1dxds
− λ
∫ t
0
Re
∫
i∇((Θm − 1)F (Xm))∇Xmdxds
+
N∑
k=1
∫ t
0
Re
∫
∇Xm∇(GkXm)dxdβk(s)− λ
N∑
k=1
∫ t
0
∫
ReGk|Xm|
α+1dxdβk(s).
Then, in order to pass to the limit m → ∞, we only need to show that, for
wm := e
−ϕXm and w := e
−ϕX with ϕ as in (2.28) with σ ≡ 0,
wm → w, in S
1(0, t), as m→∞, t ∈ (0, τ ∗), a.s.. (8.5)
For this purpose, we use the stability result in Section 4 to replace the sub-
critical arguments in [5]. Note that, wm satisfies
i∂twm = e
−ϕ∆(eϕwm)− e
−ϕΘm(F (e
ϕzm)) (8.6)
with wm(0) = X0. Moreover, w satisfies (4.27) with ϕ replacing ψ, i.e.,
i∂tw = e
−ϕ∆(eϕw)− e−ϕΘm(F (e
ϕz)) + em (8.7)
with the error
em = e
−ϕ(Θm(F (e
ϕw))− F (eϕw)).
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Since for p ∈ (1,∞), Θmf → f in L
p (see [5, (3.3)]), we have for t ∈ (0, τ ∗),
‖em‖
Lq2(0,t;W
1, 2d
d+2 )
≤ C(t)‖Θm(F (e
ϕw))− F (eϕw)‖
L2(0,t;W
1, 2d
d+2 )
→ 0, m→∞,
where C(t) is independent of m.
Therefore, we deduce that the asymptotic (8.5) holds by using the stability
result similar to Theorem 4.4 with the nonlinearity e−ϕΘm(F (e
ϕwm)) replacing
e
4
d−2
ReΦF (w), which can be proved similarly as in the proof of Theorem 4.4. Then,
we use (8.5) to pass to the limit m→∞ in the Itoˆ formula of H(Xm) to obtain
(5.32). The proof is complete. 
Proof of Lemma 7.1. Note that, for each 1 ≤ k ≤ N fixed,∣∣∣∣ ∫ t
0
gk(s)β˙
n
k (s)ds−
∫ t
0
gk(s)dβk(s)
∣∣∣∣ ≤∣∣∣∣ ∫ t[2nt]
2n
gk(s)dβk(s)
∣∣∣∣+ ∣∣∣∣ ∫ t[2nt]
2n
gk(s)β˙
n
k (s)ds
∣∣∣∣
+
∣∣∣∣ ∫ [2
nt]
2n
0
gk(s)β˙
n
k (s)ds−
∫ [2nt]
2n
0
gk(s)dβk(s)
∣∣∣∣
=:J ′n,1(t) + J
′
n,2(t) + J
′
n,3(t). (8.8)
Below we estimate J ′n,1, J
′
n,2, J
′
n,3 respectively.
First we prove that
E sup
0≤t≤T
(J ′n,1(t))
2 → 0, as n→∞. (8.9)
To this end, we set Mk(t) :=
∫ t
0
gk(s)dβk(s). Since gk ∈ C(0, T ), using the
Burkholder-Davis-Gundy inequality we have that for any p ≥ 1,
E|Mk(t)−Mk(s)|
2p ≤ C(p)|t− s|p.
Then, in view of Kolmogorov’s continuity criterion (see, e.g., [35, Proposition
2.1]), we get that for any λ > 0, γ < 2p
2p−1
,
P
(
sup
t6=s
|Mk(t)−Mk(s)|
|t− s|γ
> λ
)
≤ Cλ−2p.
In particular, taking p = 3 and γ = 1
4
, we arrive at
P( sup
0≤t≤T
∣∣∣∣Mk(t)−Mk( [2nt]2n )
∣∣∣∣ > λ) ≤ Cλ−62− 32n.
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This yields that
E sup
0≤t≤T
(J ′n,1(t))
2 =2
∫ ∞
0
λP
(
sup
0≤t≤T
|Mk(t)−Mk(
[2nt]
2n
)| > λ
)
dλ
≤
2
n
+ 2
∫ ∞
1
n
λ−52−
3
2
n =
2
n
+
1
2
n42−
3
2
n → 0, as n→∞,
which implies (8.9), as claimed.
Similarly, since gk ∈ C(0, T ), 0 ≤ t−
[2nt]
2n
≤ 1
2n
,
J ′n,2(t) =
∣∣∣∣2n ∫ t[2nt]
2n
gk(s)ds
(
βk(
[2n]t
2n
)− βk(
[2n]t− 1
2n
)
) ∣∣∣∣
≤C
∣∣∣∣βk( [2n]t2n )− βk( [2n]t− 12n )
∣∣∣∣.
Arguing as above we have
E sup
0≤t≤T
(J ′n,2(t))
2 → 0, as n→ 0. (8.10)
It remains to prove that
E sup
0≤t≤T
(J ′n,3(t))
2 → 0, as n→ 0. (8.11)
For this purpose, since∫ j
2n
j−1
2n
gk(s)β˙
n
k (s)ds =
∫ j−1
2n
j−2
2n
(∫ j
2n
j−1
2n
gk(r)2
ndr
)
dβk(s),
we have
J ′n,3(t) =
∣∣∣∣ [2
nt]∑
j=1
∫ j−1
2n
j−2
2n
(∫ j
2n
j−1
2n
gk(r)2
ndr
)
dβk(s)−
[2nt]∑
j=1
∫ j
2n
j−1
2n
gk(s)dβk(s)
∣∣∣∣
=
∣∣∣∣ [2
nt]−1∑
j=1
∫ j
2n
j−1
2n
((∫ j+1
2n
j
2n
gk(r)2
ndr
)
− gk(s)
)
dβk(s)−
∫ [2nt]
2n
[2nt]−1
2n
gk(s)dβk(s)
∣∣∣∣.
Let Mn(t) :=
∑[2nt]−1
j=1
∫ j
2n
j−1
2n
((
∫ j+1
2n
j
2n
gk(r)2
ndr)− gk(s))dβk(s). We get
J ′n,3(t) ≤ |Mt(t)|+
∣∣∣∣ ∫ [2
nt]
2n
[2nt]−1
2n
gk(s)dβk(s)
∣∣∣∣. (8.12)
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Estimating as in the proof of (8.9) we see that
E sup
0≤t≤T
∣∣∣∣ ∫ [2
nt]
2n
[2nt]−1
2n
gk(s)dβj(s)
∣∣∣∣2 → 0, as n→∞. (8.13)
Moreover, since gk(s) is deterministic, using the independence of increments of
Brownian motions we have that for each n ≥ 1, t 7→ Mn(t) is a right-continuous
martingale. Then, using the maximal inequality and the Burkholder-Davis-
Gundy inequality we get
E sup
0≤t≤T
|Mn(t)|
2 ≤4E|Mn(T )|
2
≤C
[2nT ]−1∑
j=1
∫ j
2n
j−1
2n
((∫ j+1
2n
j
2n
gk(r)2
ndr
)
− gk(s)
)2
ds. (8.14)
For any ε > 0, by the uniform continuity of gk on [0, T ], we have that for n large
enough, |gk(r1) − gk(r2)| ≤ ε for any |r1 − r2| ≤ 2
1−n. Then, by the mean-value
theorem for integrals, we get that for any 1 ≤ j ≤ [2nT ]− 1,∣∣∣∣
(∫ j+1
2n
j
2n
gk(r)2
ndr
)
− gk(s)
∣∣∣∣ ≤ |gk(sn,j)− gk(s)| ≤ ε,
where sn,j ∈ (
j
2n
, j+1
2n
). Thus the right hand-side of (8.14) is bounded by
C
[2nT ]−1∑
j=1
∫ j
2n
j−1
2n
ε2ds ≤ CTε2.
This implies that
E sup
0≤t≤T
|Mn(t)|
2 → 0, as n→∞. (8.15)
Thus, we obtain (8.11) from (8.13) and (8.15).
Therefore, collecting (8.8), (8.9), (8.10) and (8.11) together we prove (7.3). 
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