Abstract: Streamflow forecasting is essential for the proper management of water resources, especially when severe droughts cause water resource scarcity. Streamflow forecasting using physically based or conceptual hydrologic models is a common approach. However, these models rely on the predicted climate data, which are at times unrealistic and depart significantly from actual observed data, resulting in an unreliable forecast. Because the sea surface temperature (SST) in the Niño 3.4 region has a potential teleconnection with streamflow in the El Niño Southern Oscillation (ENSO)-affected regions, the streamflow forecasting ability of a model can be enhanced by using SST in datadriven models. In fact, conceptual models cannot incorporate SST data as input. Therefore, in this study, an adaptive neuro-fuzzy inference system (ANFIS) was used to infuse SST data (from the equatorial Pacific) with predicted precipitation and temperature for streamflow forecasting with one-to-three months' lead time. For the forecasted climate data, two methods were used: (1) ENSO-conditioned weather sequences, and (2) climate data from the Climate Forecast System version 2 (CFSv2) model. The forecasted streamflow, after systematic error correction, was postvalidated with observed streamflow from 1982 to 1988. The streamflow forecasting at one-month lead time was found to be better than that of the three-month lead time. The root-mean square error and percentage bias for one-month lead time forecast using CFSv2 were 3.8 m 3 =s and 7%, whereas these statics using ENSO-conditioned weather-sequence data were 4.4 m 3 =s and 10.5%, respectively. This research concludes that the climate model approach is a better choice for moderately sized watersheds for streamflow forecast with a one-month lead time. Conversely, the weather-generator approach is more suitable for streamflow forecasting with a three-month lead time, especially for low-flow conditions.
Introduction
Uncertainty in water availability caused by interannual climate variability has led water managers to look for advanced techniques that use climate forecasts for proper management of water resources. Streamflow forecasts are crucial for water resource managers for the optimal allocation of water resources for multiple purposes (e.g., irrigation, water supply, hydropower generation, and downstream requirements), especially when severe drought intensifies water-resource scarcity. Suitable methods of forecasting streamflows, especially for low flows, are needed in order to properly harness the limited water resources at watershed scales. For example, for long-term planning of water resources, longer lead-time forecasts, preferably at monthly and seasonal scales, are needed. Several approaches have been introduced for long-range hydrologic forecasting.
Traditionally, regression methods (Hsieh et al. 2003) or hydrologic time-series (Krstanovic and Singh 1991) models have been used for streamflow forecasting. For the application of time-series models, continuous data might be needed. Recently, streamflow forecasts, considering interannual climate variability resulting from a number of ocean-atmosphere phenomena that operate at seasonal to decadal time scales, have been introduced. For example, streamflow was forecasted for Spain's Iberian River using sea surface temperature (SST) anomalies at the seasonal scale (Gįmiz-Fortis et al. 2010) . Similarly, Columbia River discharge was forecasted at annual scales using various oceanic-atmospheric indices such as Pacific Decadal Oscillation (PDO) (Hamlet and Lettenmaier 1999) , North Atlantic Oscillation (NAO) (Araghinejad et al. 2006) , and Atlantic Multidecadal Oscillation (AMO) (Rogers and Coleman 2003; Kalra and Ahmad 2009 ). Gutierrez and Dracup (2001) studied the relationship between the El Niño Southern Oscillation (ENSO) and Columbia River discharge using systematic crosscorrelations and concluded that several climate indices can be fused for predicting streamflow. Similarly, Wang and Eltahir (1999) studied the ENSO effect on river flows in the Nile and found that ENSO information is the most prominent predictor for long-range forecasting.
The majority of these streamflow-forecasting studies were carried out at seasonal and annual scales. Also, these studies ruled out the possibility of forecasting streamflow on a monthly scale using climate indices. In this regard, fusion of SST with the precipitation and temperature seems to be beneficial for monthly streamflow forecasting. This hypothesis is justified by an earlier experiment by Eldaw et al. (2003) , who used SST of the current year with the precipitation of the previous year for quantitative long-range forecasting in the Blue Nile River. Using the previous year's precipitation is not a plausible approach, especially when climate variability has the potential to cause significant variations in precipitation from year to year.
One of the approaches might be a climate model-based approach, which is operational at the National Weather Service (NWS) (Wood and Lettenmaier 2006) . For example, Wood et al. (2002) used the predicted climate data from the Global Spectral Model (GSM) developed at the National Centers for Environmental Prediction (NCEP) for long-range hydrologic forecasting. Yet, predicted climate data from climate models are at times very unrealistic and significantly depart from the actual observed data Yuan et al. 2011) , thus degrading the overall quality of the resulting forecast. Therefore, fusion of forecasted SST with predicted climate data could be beneficial for improved streamflow forecasting. However, the conceptual model that has been conventionally applied for streamflow forecasting-for example the widely used variable infiltration capacity (VIC) model (Liang et al. 1996 )-cannot incorporate SST as input. More importantly, the conventional hydrologic models have met several challenges and are not fully capable of addressing flat-terrain coastal hydrology (Sheridan 2002) . In fact, SST is a dominant component for driving coastal watershed hydrology (Keener et al. 2010) . In contrast to a conceptual model, data-driven models such as the adaptive neuro-fuzzy inference system (ANFIS) are capable of also incorporating SST into its input vectors. Additional forcing of SST with precipitation can substitute for the poor quality of precipitation and can improve streamflow forecast (Sharma et al. 2014a) . Therefore, this research explores the adaptive neuro-fuzzy inference system (ANFIS) model (Jang 1993) for the fusion of SST and predicted climate data derived from two different approaches: (1) the Climate Forecast System version 2 (CFSv2) (Saha et al. 2006 ) model, and (2) the conditioned weather generated data (Clark et al. 2004; Baigorria and Jones 2010) .
The major objective of this study is to evaluate the performance of the climate model and the weather-generator approach for monthly streamflow forecasting with lead times of one month and three months. In particular, the specific research objective is to evaluate the low-flow forecasting skill of the CFSv2 model and ENSO-conditioned weather sequences for one-month and threemonth lead times using the ANFIS model.
ANFIS is a combination of artificial neural network (ANN) and fuzzy logic and is better at capturing inherent non-linear processes than the two independent models (i.e., ANN and fuzzy logic). The theory behind the ANFIS model structure is briefly discussed in the following section.
Theoretical Consideration

ANFIS Model
Intelligent computational techniques such as ANN and fuzzy logic approaches are efficient for hydrologic analysis (Mukerji et al. 2009; Pramanik and Panda 2009) and water-quality modeling (Sharma et al. 2014b; Yan et al. 2010) . The concept of combining two models evolved to eliminate the shortcomings of each model,. Therefore, a network-based fuzzy-logic approach (ANFIS model), which incorporates ANN and the fuzzy-logic approach, has been widely used in recent years.
ANFIS is a feed-forward network that uses the neuralnetwork technique and fuzzy logic to establish a relationship between input vector and output vector. The ANFIS model has been extensively applied for hydrological (Mukerji et al. 2009; Sharma et al. 2015) and water-quality modeling (Yan et al. 2010) . The details of the model structure have been given in Jang (1993) . Fig. 1 shows an example of first-order Sugeno fuzzy inference system (FIS) for two inputs and one output. ANFIS architecture consists of five layers with two rules and two membership functions (MFs) for each input (Fig. 1) .
ANFIS Model Development
For two fuzzy if-then rules, the Sugeno-fuzzy models can be expressed as follows:
S 1 ∶S 2 and T 1 ∶T 2 are the MFs for inputs X and Y, respectively, and a 1 , b 1 , r 1 , and a 2 , b 2 , r 2 are the parameters for output functions. After a series of operation in each layer, the final output is computed as the synopsis of all received signals, which can be represented as
A hybrid approach was applied to derive unknown parameters by using training datasets to train adaptive networks. 
Estimation of Parameters
Based on a simple architecture of ANFIS (Fig. 1) , the ANFIS model can be further extended to several other inputs. The relationship between streamflow and input variables can be expressed as SF ¼ f½SST; TðtÞ; PCPðtÞ; PCPðt − 1Þ; PCPðt − 2Þ;
where SF, T, PCP, WS, ET, and t denote streamflow, temperature, precipitation, wind speed, evapotranspiration, and time step (monthly), respectively. Readers can refer to Sharma et al. (2015) for details about the development of the ANFIS model.
Material and Methods
Study Area
This study was carried out in the Chickasaw Creek watershed of Mobile County in southern Alabama (Fig. 2) . The watershed is characterized by mixed land use categories such as forested, agricultural, industrial, and high-density residential. The watershed is 647.5 × km 2 (250 sq mi) in size. The creek starts in the vicinity of the city of Citronelle and discharges to the Mobile River.
The NCDC climate station nearest the watershed (Mobile Regional Airport-015478) has 60 years of observed precipitation and temperature data. The USGS gage 02471001, located near Kushala, has recorded streamflow data for the last 63 years since 1952. The average discharge is 7.64 m 3 =s (270 cuft=s) and 7Q10 low flow is 0.76 m 3 =s (27 cuft=s), taken from the Alabama Department of Environmental Management (ADEM 1997) report prepared for the Chickasaw Creek watershed. Generally, the maximum flow occurs in April and low flows occur in October.
CFSv2 Model
The climate forecast system (CFS) is a combined oceanic, land, and atmospheric modeling approach for dynamic seasonal prediction system developed at the Environmental Modeling Center at NCEP. The model represents interactions among the oceans, land, and atmosphere and came into effect at NCEP in 2004 (Saha et al. 2006) . CFSv2 is considered a significantly improved model over the previous operational coupled model at NCEP. The model incorporates a number of physical process such as cloud-aerosol radiation, oceanic and sea ice processes, land surface and atmosphere, and land-data assimilation system (Saha et al. 2010) .
CFSv2 became operational at NCEP in March 2011. CFSv2 is a coupled model of different submodels such as the NCEP global forecast system, the geophysical fluid dynamics laboratory modular ocean model, two-layer sea ice model, and the four-layer NOAH land surface model (Yuan et al. 2011 ). The CPC seasonal outlook for climatic and hydrologic forecasting is based on the CFSv2 model calibration and bias correction after the retrospective forecast of CFSv2 over a period from 1982 to 2010. The prediction skill of CFSv2 for precipitation and surface air temperature was evaluated by Yuan et al. (2011) . The study suggested that CFSv2 had significantly better results for surface air temperature and precipitation prediction compared to CFSv1, and is comparable to the European Center for Medium Range Weather Forecast (ECMWF).
The CFSv2 model run starts four times at the interval of six hours of a day, and each run extends up to nine months. Similarly, the monthly mean precipitation and temperature forecast is initiated at an interval of five days (i.e., six times a month). Each time it is associated with four runs; that is, every run at a six-hour interval, resulting in 24 ensembles of monthly precipitation and temperature.
Weather-Generator Approach
Weather generators are statistical methods for generating synthetic daily weather data (Wilks and Wilby 1999; Schoof 2008; Baigorria and Jones 2010) representing possible future climatic conditions. The weather-generator approach typically uses a random number from the respective probability-distribution function and rescales as per the statistical characteristics of the data from the corresponding station (Richardson and Wright 1984) . To generate synthetic climate data, there are several weather-generator approaches (Richardson 1981; Young 1994; Rajagopalan and Lall 1999) . In fact, most of these weather-generator approaches have an underprediction issue, while generating the precipitation, and may not fully address the interannual variability of precipitation (Schoof 2008) . Therefore, the geospatial temporal weather generator (GiST) (Baigorria and Jones 2010) was used to generate the conditioned weather sequences for different ENSO phases. In other words, daily realizations of rainfall and precipitation data were generated for the respective ENSO phases. This is true only for the weather-generator approach, which is described in the following section.
The weather-generated data were conditioned according to the ENSO pattern that was encountered since 1950. For example, precipitation in 1983 (El Niño period) was generated using all the precipitation that was recorded during the historical El Niño period. Likewise, the precipitation in 1985 (La Niña period) was generated using all data from the historical La Niña period. This ENSOconditioned weather-generation approach is consistent with the approach described by Clark et al. (2004) and generated relatively better precipitation data for those respective periods. This was evaluated through the correlation of observed and generated data. However, a neutral period is relatively unpredictable because of the high variability of precipitation during neutral conditions (not shown). The precipitation in the neutral period is not consistent with the precipitation experienced in previous neutral periods. This is because anticipated neutral conditions depend on the initial condition. That is, a neutral condition preceded by an El Niño condition is different than that of a neutral condition preceded by a La Niña condition. Therefore, climate prediction during 1990-1995, which was mostly dominated by a neutral period, except an El Niño event starting from mid-1991 and ending in mid-1992, was not at the expected level. Because every neutral condition is different in characteristic, it is concluded that neutral conditions should not be conditioned; rather, it is appropriate to use all the historical data sets irrespective of the ENSO phases. It is important to mention that the climate-model predictions for precipitation and temperature for the neutral period are also not as good as those of the La Niña and El Niño periods.
Input Data and Preprocessing
The meteorological data-processing (Metadapt) tool (Tetra Tech 2007) was used to preprocess the input data to derive other climate data such as cloud cover, solar radiation, and potential evapotranspiration (PET). PET and solar radiation were calculated using the Hamon method (Haith and Shoenaker 1987) . The Hamon method uses maximum and minimum temperature to compute potential evapotranspiration (ET). Likewise, it uses latitude, longitude, and cloud cover to compute solar radiation.
Input Data Selection
To determine the most sensitive inputs, different inputs such as wind speed, cloud cover, solar radiation, and ET (at one-month lead time), apart from precipitation and temperature, were experimented in a multilinear regression (MLR) model. Solar radiation is estimated using cloud cover and is crucial for stream temperature and snow simulation. Because snowfall in coastal regions of Alabama is rare, both cloud cover and solar radiation were not significant at 5% significance level. ET at one-month lead time was a sensitive input because higher ET in the immediate preceding month will cause less surface runoff for the forthcoming month. Wind speed at onemonth lead time is probably not needed if the precipitation at onemonth lead time is included. However, the model suffered because of inadequate representation of spatial variability of the precipitation; that is, a single precipitation station used for simulation was 20 miles away from the watershed outlet, and also the missing data were replaced using the data from nearby stations (COOP-ID 01583, 01084). This could be the reason that the MLR model depicted wind speed (one-month lead time) as the significant model input (p value <0.05).
Besides, for input data selection, the correlation of streamflow with each input was evaluated, and those that depicted the best correlation were considered for possible model inputs (Table 1) . Because the watershed is 357 km 2 in size, the precipitation from the immediate previous month is equally vital for simulating streamflow, particularly due to delayed groundwater contribution as base flows. For this, precipitation at different lead times was experimented as model inputs in the MLR model. The precipitation that occurred prior to three months had no impact on the model (zero correlation), and therefore monthly precipitation occurring within the immediate past three months [PCPðt − 1Þ; PCPðt − 2Þ; PCPðt − 3Þ] was included in the model. Here, PCP and t stand for precipitation and monthly time step, respectively.
The correlation of SST with streamflow for all lengths of record was low (Table 1 ). This is due to the different ENSO characteristics in different seasons. For example, SST is strongly correlated with streamflow in winter season (r ¼ 0.48) when only ENSO events are considered. This correlation is 0.14 for the spring season but −0.17 for the fall season. ENSO essentially shows opposite characteristics in August-October (ASO) as compared to JanuaryMarch (JFM) and April-June (AMJ). This indicates that SST is correlated with streamflow most of the season throughout the year, but the strength and characteristics of the correlation vary from season to season.
Model Training, Validation, and Testing
The ANFIS model simulation was implemented using the MATLAB platform. Initial parameters were estimated using the fuzzy subtractive clustering method. The model parameters (clustering radius, membership function) were optimized through repeated trial and error procedure sought by maximizing Nash-Sutcliffe efficiency (NSE) for the given datasets. The ANFIS model was trained with sufficient epochs to the extent that it is not overtrained. Each model training was optimized with its minimum validation error (maximum validation performance) to avoid overtraining the model. The streamflow simulation was started from January 1, 1952 and the model was initiated to forecast streamflow for seven years from January 1, 1982. The NSE for training and validation of the model (1976) (1977) (1978) (1979) (1980) (1981) was 0.61 and 0.8, respectively. The streamflow forecast was postvalidated for a period from January 1, 1982 to December 31, 1988. Because the majority of the meteorological data (such as wind speed and cloud cover ) were not available after 1996, the model simulation was simply terminated on December 31, 1995. The streamflow forecast from 1989 to 1995 was used for bias correction.
Bias Correction
The quantile mapping method of bias correction was implemented in this study to remove the systematic error and to enhance forecasting skill (Hashino et al. 2006) . From the comparison of observed streamflow to the forecasted streamflow for the 14-year period (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) , some error was found systematically associated with the forecast (under prediction of the flow). The regional, temporal, and spatial discrepancy between predicted and observed precipitation and temperature was reflected in streamflow. To resolve this issue, the mean predicted streamflow was rescaled with the observed streamflow between 1989 and 1995, and the forecasting error associated with the climate model and the weather generator data during this period was adjusted for another time period ( [1982] [1983] [1984] [1985] [1986] [1987] [1988] . Although there are many bias-correction methods discussed in the literature for correcting systematic discrepancy, the quantile mapping method has been extensively used for bias correction in streamflow forecasting (Wood et al. 2002) . In the quantile mapping method, bias is generally removed using the cumulative distribution function (CDF) of the observed and analogous historical simulation of streamflow. The predicted and observed streamflow data for the same span of the length of the record were used to develop a quantile map. At first, the CDF of the predicted streamflow to be corrected (1982) (1983) (1984) (1985) (1986) (1987) (1988) was computed. Similarly, the CDF of observed and predicted streamflow over a same length of the record (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) was determined. Then, the bias error was transformed through the cumulative distribution function using the unitary method. Alternatively, one can calculate the difference for each individual quantile in the forecasted streamflow data (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) , and can adjust that difference to the same quantile in the data between 1982 and 1988. There are mainly two reasons to select the period 1982-1988 as a period of forecast, and use of data from 1988 to 1996 for bias correction: (1) the CFSv2 forecast starts from 1982; (2) the period from 1982 to 1988 covers El Niño, La Niña, and neutral periods, and the authors wanted to evaluate the performance of the model in different ENSO phases. Alternatively, bias correction from 1982 to 1988 can be applied to the period from 1988 to 1996.
Bias correction eliminated the systematic error associated with the forecast and improved the model performance in terms of mass balance error (MBE). There are two commonly used approaches for bias correction: (1) first, execute a bias correction for climate data and then apply bias corrected data in model for streamflow forecast called preprocessing; (2) alternatively, apply climate data in an ANFIS model without bias correction, and perform a bias correction for the streamflow after realizing the systematic error that is called post processing. Finally, to be consistent with the ensemble streamflow prediction (ESP) operation at NWS, the second approach was implemented although analysis suggested that results were essentially same irrespective of the approaches the authors used.
The limitation of the quantile mapping approach is that the error will be adjusted for the future as per the climatic condition (wet periods or dry periods) that was encountered during the historical simulation. For example, an extremely wet hydrologic condition in the past will lead to the extreme wet condition for the future because the transformation process will tend to replicate the extremity of the historical simulation to the future output because of the mapping of extremely observed value. Therefore, identification of an 
Result and Discussion
The CFSv2 reanalysis and reforecast data spanning from 1982 to 2009 were plotted against the observed data at the local station, the Mobile Regional Airport (COOP ID 015478) as shown in Fig. 3 . The predicted precipitation shows better correlation with observed precipitation in the winter season (r ¼ 0.44) compared to AprilJune (r ¼ 0.22), July-September (r ¼ 0.38), and OctoberDecember (r ¼ 0.35). Temperature shows a good agreement with the observed temperature (r ¼ 0.96), which is consistent with previous studies (Yuan et al. 2013) . Similarly, the temporal correlation of generated precipitation and temperature (from the weathergenerator approach) with observed data is shown in Fig. 4 . The ensemble of retrospective SST forecast from the CFSv2 model at one-month and three-month lead times was compared with observed SST data derived from extended reconstructed sea surface temperature (ERSST.v3b) analysis. The CFSv2 forecast skill for SST at one-month lead time, after bias correction, was relatively better (r ¼ 0.77) than that of the three-month lead time (r ¼ 0.49). Fig. 5 shows the streamflow forecast at one-month lead time using the CFSv2 model data starting from 1982 and ending in 1988. The forecast is satisfactory for both high and low flows. The statistical parameter to measure the performance of forecast (Table 2 ) indicates that the model was satisfactorily forecasting at one-month lead time. The statistical parameters measuring the performance of the model were root-mean square error (RMSE), R-square, P bias , and CO. Where, P bias represents percentage bias of the average observed and forecasted streamflow and CO refers ratio of standard deviation of the forecasted and observed streamflow. Details of these statistical measures are available in Wood and Schaake (2008) . The RMSE for monthly forecast using CFSv2 (3.8 m 3 =s) is relatively less than the monthly forecast (4.4 m 3 =s) using weather-generated data. Fig. 6 shows the average monthly streamflow forecast at one-month lead time using the ENSOconditioned weather-generated data. The streamflow forecast at one-month lead time using the CFSv2 data was relatively better than the weather-generator approach ( Table 2 ). The percentage bias for one-month lead forecast using CFSv2 and weather-generator approach was 7% and 10.5%, respectively. Similarly, the forecast skill of both approaches was tested using correlation statistics (Table 2 ) and it was found that forecast using CFSv2 was relatively better (γ ¼ 0.77) than the weather-generator approach (γ ¼ 0.75).
In fact, that overall CFSv2 forecast for precipitation at onemonth lead time was better than the weather-generated precipitation data. This assessment was based on the correlation of observed precipitation with the forecasted precipitation (r ¼ 0.35 for CFSv2 and r ¼ 0.22 for weather-generated precipitation). In addition, the observed and forecasted streamflow were compared using various statistics including mean, median (50th percentile), minimum, and maximum flow for the forecast period (1982) (1983) (1984) (1985) (1986) (1987) (1988) . For example, the observed mean (7.8 m 3 =s) and median (6.3 m 3 =s) flow were comparable to forecasted mean (9 m 3 =s) and median (7 m 3 =s) streamflow by using CFSv2 data. Similarly, the maximum and minimum observed streamflow were comparable to predicted streamflow by both approaches during this period (Table 3) . Overall, CFSv2 data are better than weather-generated data except for a few events. For example, the average monthly precipitation predicted by the CFSv2 model for March 1983 deviated slightly from the observed precipitation. Likewise, the weather generator underpredicted precipitation for March 1983, and therefore the overall forecast was slightly degraded in terms of the NSE in that particular month. If this one-month precipitation is ignored, the performance of the weather-generator approach is comparable to the CFSv2 forecast (NSE ¼ 0.54). This indicates that the climate model precipitation downscaled at local station can furnish a promising result for monthly forecast at one-month lead time compared to the weather-generated data. Nevertheless, the weather generator can be considered an alternative approach. However, both approaches have some limitations; for example, CFSv2 underpredicted the major peak flow encountered in March 1983, whereas the weather generator overpredicted during this period (Table 3) . During lowflow periods, both models performed well for one-month lead forecast as indicated by 25th percentile low flows (Table 3) . It is not surprising that some unusual precipitation events deviated from the observed data when data from the climate model were used at the local station. Because of the uncertainty associated with the deterministic forecast, the probabilistic streamflow forecast is more common (Fig. 7) . Fig. 7 shows the probability of streamflow occurring below that range using 24 ensembles of CFSv2 monthly average precipitation and temperature. That is, the 98th percentile flows suggest that there is a 98% chance of the streamflow remaining below the corresponding streamflow magnitude. Attempts were made to forecast surface runoff (SR) and base flow (BF) separately. However, it is not recommended for a separate model to forecast SR and BF because users need to run two separate models each time using 24 ensemble families of CFSv2 forecasts for a probabilistic streamflow forecast, which is tedious and cumbersome. Essentially, the overall forecasting skill of the model did not improve simply because SR and BF were forecasted separately.
The streamflow forecast at a three-month lead time using weather-generated data is shown in Fig. 8 . The one-month leadtime forecast was better than the three-month lead-time forecast for both approaches ( Table 2 ). The correlation of observed precipitation data with weather-generated precipitation data (r ¼ 0.23) was better than that of the CFSv2 data (r ¼ 0.11) for three-month lead time. Because the forecasting skill of the CFSv2 model for precipitation beyond one-month lead time significantly decreased (not shown), ENSO-conditioned weather-generated data can be a better choice for streamflow forecasting with longer lead time (more than one month). The operational streamflow forecast implemented for the Chickasaw Creek watershed suffered from the quality of precipitation forecasted by both approaches for the three-month leadtime forecast. That is, the three-month lead forecast was not as good as the one-month lead forecast (Table 2) . It can be clearly inferred that the model demonstrates its better skill for low flow prediction than high flow for a three-month lead time. There are two important points to mention regarding this conclusion: (1) for the three-month lead time, weather-generator data were used, which were relatively better for low flow, but had an issue of underprediction for the high flow (Schoof 2008) ; and (2) as discussed earlier, the authors were actually interested in a monthly low-flow forecast rather than a monthly high-flow forecast. In fact, low flow is the most crucial condition when serious hydrologic droughts cause water-resource scarcity. The forecasting skill of the model for the 50th percentile low flow was evaluated with a few more statistics such as hit rate and false-alarm ratio (Martina et al. 2006) . The hit rate (0.87) and false-alarm ratio (0.30) suggest that the model is satisfactorily forecasting low flows. Because the weather-generator data are synthetically generated data for that year, it is essentially possible to estimate low flows at three-month lead times assuming that the Fig. 7 . Probabilistic streamflow forecast at one-month lead time using CFSv2 data Fig. 6 . Streamflow forecast at one-month lead time using weather-generated climate data
