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RESUMO 
Desenvolveu-se um pacote de programas para identificação de 
processos biológicos utilizando um microcomputador. 
Adotou-se a função de transferência amostrada linear inva- 
riante no tempo para representar o processo. O sistema completo 
está composto por 6 módulos principais: (1) o módulo de auxílio 
(help), (2) o módulo de tratamento de amostras, (3) o módulo de 
gerenciamento dos métodos de identificação, (4) o módulo de tes- 
tes, (5) o módulo de simulação e (6) o módulo gerador da base de 
dados. Foi utilizada no desenvolvimento a técnica NSD. O módulo 3 
corresponde ao pacote de programas para identificação que está 
composto por 6 métodos. A característica modular do sistema per- 
mite que outros métodos sejam incorporados ao pacote. Os métodos 
de identificação implementados são: (1) minimos quadrados sim- 
ples, (2) mínimos quadrados recursivos, (3) mínimos quadrados ge- 
neralizados, (4) variáveis instrumentais, (5) máxima verossimi- 
lhança e (6) o método da correlação. O programa identifica vários 
modelos os quais sao depois processados pelo módulo de testes, 




A program package to process identification was de- 
veloped. 
The invariant sampled transfer function was used to 
represent the process. The full software system is compose of six 
main modules: (1) the module for user help, (2) the module for 
the sampled measurements, (3) the management module for the iden- 
tification methods, (4) the test module, (5) the simulation modu- 
le and (6) the data base creator module. The NSD technique was 
used in order to develop the software. The module 3 is the pro- 
gram pakcage for identification whit six methods. The system has 
a modular feature and new modules can be includes. The identifi- 
cation methods are: (1) least squares, (2) recursive least squa- 
res (3) generalized least squares (4) instrumental variables (5) 
the maximun likelihood methods and (6) the correlation method. 
The system can identify several kinds of models and the corres- 
ponding performance index whit the scope to indicate the appro- 




¢ Para encontrar uma expressão matematica que descreva a 
dinâmica de um processo, duas abordagems podem ser consideradas, 
sendo a primeira a dedução matemática e a segunda a utilização 
das técnicas de identificaçao de processos. 
A dedução matemática de uma expressão que descreva a di- 
nâmica de um processo, con iste em manipular as leis básicas que
~ regem e estao envolvidas no processo. Esta abordagem ë eficiente 
quando: (1) as leis básicas do processo são perfeitamente conhe- 
cidas, (2) o nümero destas ê relativamente pequeno, (3) a matemá- 
tica aplicada fornece ferramentas para o tratamento e (4) existe 
pessoal treinado para executar a tarefa. Um exemplo simples desta 
abordagem ê a dedução da função de transferência de um motor de 
corrente continua a partir das leis do eletromagnetismo. A expe- 
riência mostra que ê suficiente um número reduzido de leis funda- 
mentais para gerar sistemas de equações diferenciais que requisi- 
tam elevado esforço na solução ou ê simplesmente impraticável en- 
contrar a solução.
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A utilização das técnicas de identificação é outra manei- 
ra de estabelecer uma expressão matemática da dinâmica do proces- 
so. De forma geral a idéia básica da identificação ê que o pro- 
cesso real pode ser representado por um modelo« que ê encontrado 
a partir da observação e análise dos sinais de excitação e res- 
posta do processo. A identificação viabiliza a obtenção da repre- 
sentação matemática de processos dinâmicos complexos como os bio- 
lógicos [46, 47, 561. Neste trabalho se propôs construir uma fer- 
ramenta computacional para identificação de processos. A repre- 
sentação matemática de processos ê um forte apoio ao projeto e 
desenvolvimento de instrumentos, na elaboração de programas para 
computador digital para simulação de processos com finalidades de 
pesquisas ou didáticas e mesmo para monitoração do processo iden- 
tificado. 
1.1 ASPECTOS GERAIS SOBRE A IDENTIFICAÇÃO DE PROCESSOS. 
Antes de executar um procedimento de identificaçao devem 
ser considerados, entre outros, os seguintes aspectos: (1) fina- 
lidada do modelo, (2) tipo de excitação, (3) o método e (4) o ti- 
po de processamento, se "on line" ou "off-line". A figura l foi 
utilizada por Isermann [35] para esquematizar o procedimento de 
identificação.
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Fig. 1.1 Procedimento geral para a identifiçâe de processos. 
Fonte: R. Isermann, ”Practica1 flspect of Process 
Identification" Uøl. 16, pp. 575-587, Sept 1980.
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A escolha do tipo do modelo depende basicamente de sua 
finalidade, sendo que os conhecimentos "a priori" sobre o proces- 
so contribuem para inferir sobre a linearidade, retardos, e a 
tempo-variância do mesmo. Os modelos podem ser classificados em 
dois tipos: (1) os paramêtricos tais como as equaçõs diferen- 
ciais, equações de diferenças, equações de estado, as funções de 
transferência e outras; (2) os não paramêtricos tais como a res- 
posta impulsiva, a densidade espectral de potência, integrais de 
Volterra, resposta em frequência e outras. 
Uma classe de modelos importante ê o conjunto que representa 
os sistemas lineares, uma vez que se dispõe de um grande número 
de técnicas de tratamento, tanto do ponto de vista da identifica- 
çao como da análise e controle de sistemas. 
A parte identificãvel de um processo ê aquela que ê con- 
trolãvel e observãvel, portanto ë fundamental que o sinal de en- 
trada seja capaz de excitar o processo em toda a faixa em que ele 
responde, isto ë, o sinal de entrada deve excitar todos os modos 
do processo. Em situações reais a identificação ê realizada em 
torno do ponto de operação. Entre os sinais utilizados por aten- 
der aos requisitos de excitação podem ser citados o ruído branco, 
ruído colorido, impulso, sequências binärias pseudo aleatórias e 
outras. 
Normalmente o sinal de operação do processo ê de faixa es- 
treita e durante o procedimento de identificação um dos sinais 
acima citados é adicionado para excitar convenientemente o pro- 
cesso; ao mesmo tempo, a operação normal do processo ê afetada, 
razão pela qual toma-se cuidados para não comprometer a integri-
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dade do processo ou mesmo sua operação. 
Existem várias classes de métodos de identificaão que 
podem ser aplicados sobre o conjunto de medições do processo. En- 
tre estes podem ser citadas as técnicas de resposta ao degrau, 
análise espectral e de Fourier, as técnicas de correlação, as de 
estimação de parâmetros e outras. 
Neste trabalho se utilizou as técnicas de estimação de 
parâmetros e as de correlação. 
Considerando que o processamento das mediçoes é executado 
através de um computador, dois modos podem ser diferenciados, a 
identificação "off line" e a identificação "on line". 
Para identificaçao off line as mediçoes da excitaçao e 
resposta são primeiro armazenadas em fitas de papel, magnéticas, 
discos, ou outras memórias secundárias. Depois as medições sao 
transferidas e processadas pelo computador seja na forma de lotes 
("batch processing") ou recursivamente. 
Para identificação "on line", isto é, a identificação é 
feita durante a operação do processo, o processamento das medi- 
çoes pode ser feito imedia|amente depois de cada instante de 
amostragem. Diz-se então que o processamento é em tempo real. A 
abordagem em tempo real nao necessita do armazenamento de dados 
e os algoritmos de identificação devem sur implementados na for- 
ma recursiva. A seleçao do modo de processamento é fundamentada 
principalmente nos objetivos do modelo e disponibilidade computa- 
cional. Para este trabalho adotou-se a identificação "off line".
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A razão principal para adotar a identificação "off line" é que 0 
pacote trata a identificaçõo de forma geral. Normalmente a iden- 
tificação em tempo real é executada sobre processos específicos 
usando uma certa técnica definida previamente como eficaz para 
aquele processo. É possível modificar os métodos para operação em 
tempo real. 
A identificaçao de sistemas desenvolveu-se rapidamente na 
década de 60, sendo que no inicio dos anos 70 foram abordados ca- 
sos não lineares e identificação em tempo real [2, 6, 7, 13, 
30, 511. O interesse pela identificação de sistemas utilizando 
microcomputadores se intensificou com o aumento da disponibili- 
dade e aplicação de microprocessadores no controle de processos 
[1, 18, 20, 26, 521. No trabalho de Isermann [35] foram sinteti- 
zados aspectos práticos relacionados ã identificação fornecendo 
desde as diretrizes básicas para comparar métodos até um resumo 
das principais características de vários métodos clássicos. Tam- 
bém são tratados aspectos sobre a escolha do modelo, do sinal de 
excitação, amostragem dos sinais, tratamento das medições e ou- 
tros; o trabalho de Isermann pode ser considerado um manual do 
procedimento de identificação onde também se tem um levantamento 
dos pacotes de identificação existentes até 1976 e apresentados 
no 49 IFAC-Symposium on Identification and System Parameters Es- 
timation em Tbilisi, onde foi dedicada uma mesa redonda para os 
pacotes de programas apresentados, a maioria desenvolvidos em 
universidades e institutos de pesquisa.
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Ao mesmo tempo o desenvolvimento de microcomputadores ge- 
rou preocupação com relação ao desenvolvimento de software, e co- 
mo resposta surgiu a engenharia de software apresentando nestes 
ultimos anos, técnicas de software, as quais são discutidas nos 
trabalhos de Pressman [55], Mitchell [57], Knut[58], Farines [67] 
Neuhold [70] e outros. Estas técnicas de software se referem ã 
estruturação de programas, aplicação de técnicas de análise, es- 
pecificação, desenvolvimento, documentação e interação do softwa- 
re com o usuãrio. 
No 39 IFAC Symposium on Computer Aided Design in Control 
and EnginÇering, realizado em Copenhagen em agosto de 85 foi 
apresentado o SIRENA + [12, 14] que é um pacote para identifica- 
ção, simulação e projeto de controladores, desenvolvido pelo La- 
boratoire d'Automatique de Grenoble. 
O trabalho correspondente a esta dissertção foi apresen- 
tado parcialmente no III Simposium de Engenharia Biomédica reali- 
zado em Madrid, Espanha em outubro de 1987 [8]. 
1.2. OBJETIVO DO TRABALHO. 
O objetivo deste trabalho é elaborar um pacote de progra- 
mas para identificação de processos, usando microcomputador. Os 
processos a identificar são aqueles de uma entrada e uma saída 
representãveis por uma função de transferência linear invariante 
no tempo.
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Entre as razões para a implementação deste software es- 
tão: a necessidade de possuir uma ferramenta computacional para 
identificaçao de processos e auxílio no ensino de8 identificação 
de sistemas. Como ferramenta facilita a obtenção de modelos para 
monitoração, aplicações de controle, e simulação envolvendo os 
mais variados fins. Do ponto de vista didático os distintos as- 
pectos relacionados aos métodos e ã identificação poderão ser 
abordados sem manipular com o número elevado de operações que 
normalmente envolvem os métodos de identificação, isto possibili- 
ta uma melhora na eficiência e tempo de aprendizado.
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CAPITULO 2
~ Consideraçoes do projeto. 
Podem ser diferenciadas duas partes bem definidas na rea- 
lização deste trabalho: uma relacionada com a identificação pro- 
priamente dita e outra relativa ã análise e desenvolvimento dos 
programas. 
2.1 OS MÉTODOS IMPLEMENTADOS. 
Os métodos de identificação implementados neste trabalho 
são os dos mínimos quadrados simples (MQS), mínimos quadrados re- 
cursivos (MQR), minimos quadrados generalizados (MQG), método das 
variáveis instrumentais (MVI), método da máxima verossimilhança 
(MMV) e o método da correlação (MCO).
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O método dos mínimos quadrados simples [2, 3, 6, 7, 17, 
19, 51] que está bem documentado na literatura, tem as amostras 
tratadas em lotes ("batch"), requer inversão de matrizes, tem 
elevado consumo de memória, dispensa o uso de valores iniciais 
para os parâmetros e é extremamente sensível ao ruído. Embora os 
parâmetros identificados sejam tendenciosos, este método é uma 
boa ferramenta para calcular os parâmetros iniciais para outros 
métodos. 
O método dos mínimos quadrados recursivos [3,l2, 14, 15, 
17, 19, 39,] processa as amostras recursivamente, sendo esta a 
principal diferença estrutural com os mínimos quadrados simples. 
A recursividade atribui ao método velocidade e baixo consumo de 
memõria,~ tem convergência acentuada, sâo requeridos parâmetros 
iniciais, mas na falta estes podem ser nulos. O problema da in- 
versão de matrizes é eliminado usando o Lema da inversão de ma- 
trizes [17, 64, 651. Este método é ainda sensível ao ruído produ- 
zindo um desvio nos parâmetros identificados. Pela sua velocidade 
e poder de convergência, este método é bastante utilizado na 
identificação em tempo real. 
O método dos mínimos quadrados generalizados [2, 3] rea- 
liza uma pré-filtragem dos sinais de entrada e saída com a fina- 
lidade de eliminar a correlação dos resíduos e assim obter parâ- 
metros sem o desvio característico dos mínimos quadrados simples. 
A principal dificuldade é encontrar o filtro, e entre os procedi- 
mentos mais aceitos para sua determinação estão os propostos por 
Clarke [66] e Steiglitz & Mc Bride [25]; em ambos os casos as 
amostras são processadas em lotes. Uma versão recursiva foi pro- 
posta por Hasting & Sage [60]. O tempo computacional é elevado e 
ainda existe a possibilidade de desvio nos parâmetros.
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O método das variáveis instrumentais [2, 3, 12, 14, 21, 
44, 61, 62] é estruturalmente, uma extensao dos mínimos quadra- 
dos, existindo grande analogia entre suas equações. Para eliminar 
o efeito dos resíduos correlacionados sobre a estimativa, o méto- 
do utiliza uma matriz de variáveis instrumentais que pode ser se- 
lecionada. Young [22], Wong & Polak [21] mostraram que existem 
variáveis instrumentais ótimas com as quais os parâmetros estima- 
dos sao consistentes. O método tem boa imunidade ao ruído, o tem- 
po computacional é considerado entre pequeno e médio, sua conver- 
un 4- gencia depende dos parametros iniciais os quais devem ser calcu- 
lados por outro método, por exemplo, os minimos quadrados recur- 
sivos. As mediçoes podem ser processadas recursivamente ou em lo- 
tes dependendo da forma de implementação do algoritmo. 
o método da máxima verossimilhança [2, 5, 16, 24, 29, 40, 
41, 42, 45, 53] identifica os parâmetros do processo e do gerador
~ de ruido. As equações envolvidas formam um sistem nao linear a 
múltiplas variáveis sendo necessário um método numérico [71] para 
otimizar o critério de ajuste de parâmetros. O método consome 
bastante tempo computacional e necessita que os parâmetros ini- 
ciais estejam suficientemente prõximos dos verdadeiros para asse- 
gurar a convergência, caso contrário, os valores dos parâmetros 
sao encaminhados para algum extremo local. A estrutura do método 
requer que as amostras sejam processadas em lotes ("batch"). A 
principal vantagem do método tem boa imunidade ao ruído. 
O método da correlação [3, 4, 9, 19, 38, 68] utiliza as 
-› ~ az funçoes de intercorrelaçao para calcular os parametros e eliminar 
o ruído da resposta do processo. A estimativa é obtida com a mes- 
ma sistemática dos mínimos quadrados. A estrutura do método per- 
mite que as matrizes de correlação sejam atualizadas recursiva-
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mente e que os parâmetros sejam calculados apenas quando são re- 
queridos. 
2.2 COMPARAÇÃO DOS MÉTODOS. 
Para comparar os métodos de identificação paramêtrica im- 
plementados devem ser considerados três aspectos: o desempenho, o 
aspecto computacional e os dados "a priori". Para executar a com- 
paração podem ser utilizadas as seguintes ferramentas: a simula- 
cao, a comparação analítica e a comparação com os dados medidos 
do processo. 
Vários trabalhos foram dedicados ã comparação entre méto- 
dos de identificação, Isermann [3], Pinto [63], Cheruy & Menendez 
[27], Cuenod & Sage [28], Saridis [19], Sinha et al [20], e ou- 
tros. 
As tabelas 2.1, 2.2 e 2.3 têm carater geral. Foram ex- 
traídas dos trabalhos acima citados e utilizadas para auxiliar na 
definição da estrutura do pacote. A tabela 2.1 ê bem definida 
mas as tabelas 2.2 e 2.3 são qualitativas.
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Nunero de funçoes de oorrelacao. 
onssnuoçíoz 
Na tabela para o processo indicado, o metodo estima 
parahetros sem desvio no caso particular en que o 
gerador de ruido G possui a funcao de transferencia. 
correspondente. 
*V Gerador processo 
u + + u "“Õ G 'f-- 
v=ruído branco 1 u=e×citaoao
9 
9=resposta 
Fonte: R. Isernann, ”Practical hspect of Process Identification”. 
flutonatica Uol. 16, pp. 575-587, Sept 1980.
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Bom desempenho para uma grande 
variedade de tipos de ruido. 
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. . . . , Rapida e com facil verificacao. 
Fonte: R. lsermann, ”Practical às 
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Fonte: Saridis, G. N. et all, ”Conparision of Six On-line 
Identification âigorithns”. âutonatica, 10, 69-79, 
1974.
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2.3 DESCRIÇÃO DO PROBLEMA PROPOSTO. 
Considere um conjunto de pares (u,y) de medidas de um 
processo P onde u, y representam as amostras dos sinais de exci- 
tação e resposta do processo, respectivamente. Considere tambêm o 
modelo descrito pela funçao de transferencia F(z), amostrada, li- 
near e invariante no tempo descrita pela equação 2.1 
B(z) -d 
F(2) = -------- -_ 2 (2.1) 
1 + A(z) 
-1 -2 -3 -n 
com A(z) = a z + a z + a z + ... + a z (2.2) 
1 2 3 n 
-1 -2 -3 -n 
B(z) = b z + b z + a z + ... + a z (2.3) 
1 2 3 n 
e onde, d ê o retardo puro de tempo, n ê a ordem e os valores a, 
b sub-indexados são os parâmetros do modelo.
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Para achar a função de transferência F(z) projetou-se um 
pacote de programas para microcomputador Apple II plus compativel 
(Craft II+) na linguagem BASIC Appelsoft que, processando ("off 
line") as amostras u da excitação e y da resposta de um processo 
P, identifiquem os parâmetros, o retardo d e a ordem n do modelo 
F(z) descrito pela equação 2.1, correspondente ao processo P. 
Os seguintes método clássicos de identificação foram 
implementados: 
1 - Mínimos Quadrados Simples (MQS) 
2 - Mínimos Quadrados Recursivos (MOR) 
3 - Mínimos Quadrados Generalizados (MQG) 
4 - Método das Variáveis Instrumentais (MVI) 
5 - Método da Máxima Verossimilhança (MMV) 
6 - Método da Correlação (MCO) 
Embora a identificaçao esteja limitada a processos mono 
variáveis que possam ser representados pelo modelo linear da 
equação 2.1, um grande número de processos são abrangidos. Em 
compensação é possivel o uso do grande número de técnicas da teo- 
ria de sistemas lineares sobre o processo.
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2.4 Dssca1çÃo DA soLuçÃo A1›o'rAnA. 
Uma análise do problema permitiu determinar os seguintes 
aspectos fundamentais que foram usados como critérios orientado- 
res do projeto: (1) O alcance (expansão) do sistema, (2) As ati- 
vidades que o sistema deve executar, (3) A interação com o usuã- 
rio e (4) Processamento "off line". 
Foram previstas futuras expansões do sistema em duas di- 
reções: (l) inclusão/modificação de métodos e (2) incorporação da 
identificação de processos multivariãveis de vârias entradas e 
uma saída. Este aspecto ê importante para definir a dimensão, es- 
trutura de dados e os arquivos da base de dados. 
Por ser mais flexível e permitir maior interação foi ado- 
tado o estilo conversacional para o pacote de programas e orien- 
tou-se sua estrutura para simplificar as ações do usuãrio. Estas 
ações se resumem a diretrizes simples e gerais relativas ao pro- 
cessamento. Cada ação do usuãrio ê testada e depositada na base 
de dados para evitar requisições posteriores da mesma e/ou ações 
derivadas, porém as diretrizes necessárias podem oportunamente 
ser modificadas pelo usuãrio. ,
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A solução do problema usando computador requer um softwa- 
re que realize seis grandes atividades, para o funcionamento com- 
pleto do sistema, conforme ilustrado na figura 2.1. Devem ser de- 
senvolvidas pelo software: (l) Informações de apoio ao usuãrio, 
(2) Entrada e tratamento das medições do processo, (3) Identifi- 
cação dos parãmetros do modelo, (4) Teste dos modelos identifica- 
dos, (5) Simulação e (6) geração da base de dados. Do ponto de 
vista de identificação de processos são apenas necessárias as 
atividades (3) e (4). 
Cada atividade é considerada como uma unidade (mõdulo) de 
grande porte, a qual para desempenhar sua funçao requer a execu- 
são de um certo número de tarefas. Uma representaçao da estrutura 
hierárquica com um resumo da função de cada unidade é descrito a 
seguir: 
A unidade l tem como função controlar um arquivo de texto 
que é o manual do program, além de informações básicas relativas 
â identificação de processos (figura 2.2). 
A unidade 2 manipula as medições de entrada e saída do 
processo a identificar. Supõe-se que as amostras podem estar acu- 
muladas em diversos meios tais como tabelas, discos, fitas magné- 
ticas, etc. e em diversos formatos, ou ser lidas através de um 
conversor analõgico/digital. A função da unidade de tratamento de 
dados é transpor as amostras do processo para a base de dados do 
sistema (figura 2.3). 
A unidade 3 gerencia os métodos de identificaÇã0z OS 
quais são tratados como módulos independentes. Os resultados das 





1 2 3 4 5 6 
XNFORHRÇEES ENTRQDÊ DRS IDEHTIFICâ§fl0 TESTE DOS GERRÇÃÚ 
DE flPÚ!0 00 QHUSTRRS DO DE HÚDELOS SIflULfl¶¡b DR BRSE DE 
USURRIO PROCESSÚ PflRflflETROS IDEHIIFICQDUS DâDOS 
Fiq 2.1 Estrutura hierírquica das atividades do sistema conpleto.
1 
xnronnnçõzs 






Fi; 2.2 Estrutura hicrííquica da unidade 1
22 
A unidade 4 analisa os vários modelos que resultam da 
aplicação dos diferentes métodos de identificação. Quando o usuá- 
rio especifica os intervalos da ordem e atraso possíveis para o 
processo em identificação, está sendo limitada uma região de 
pesquisa; todos os modelos existentes na região limitada são for- 
necidos pelo sistema. A unidade 4 usando índices (critêrios) e 
simulação calcula os índices de desempenho dos modelos identifi- 
cados com a finalidade de determinar o modelo com parâmetros, or- 
dem e atraso que mais se aproxima do processo identificado.(figu- 
ra 2.5). 
A unidade 5 gera um conjunto de amostras para treinamento 
dos novos usuários, sendo portanto de propósitos didáticos. O 
conjunto de amostras ê gerado por simulação utilizando uma função 
de transferência para o processo e um filtro para coloração do 
ruído. Para excitar a planta (processo) têm-se sequências biná- 
rias pseudo aleatórias (SBPA) de ordem 2 até ll, ruído randõmico 
e o degrau; outras excitações podem ser criadas por combinação 
destes sinais. O gerador de ruído ê excitado por uma sequência 
gaussiana com mêdia e variáncia selecionada pelo usuário (figura 
2.6) ' 
A unidade 6 cria e/ou modifica a base de dados e 'de- 
faults' para o programa a partir de informações simples dadas pe- 
lo usuário, tais como as suspeitas dos valores máximos e mínimos 
da ordem e o atraso, dos mêtodos que se pretendem utilizar e o 
tamanho do conjunto de amostras. O dimensão da base de dados ê 
função dos intervalos da ordem e atraso, isto ê, o usuãrio dimen- 
siona a base segundo suas necessidades ou disponibilidades de me-
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mõria do disco onde será localizada a base de dados. Depois que 
são definidos os intervalos e confirmadas as informações do usuã- 
rio a unidade 6 estabelece uma base de dados cuja dimensão ê fixa 
e satizfaz as necessidades do usuãrio. A modificação da base de 
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CÀPITULO 3 
Material e métodos. 
O projeto detalhado do software foi realizado utilizan- 
do-se a técnica gráfica NSD proposta por Nassi & Shneiderman [69] 
que é conhecida também como "diagramas de Chapin" e ainda como 
“diagramas de caixas". A codificação foi realizada em BASIC Ap- 
plesoft de um microcomputador Apple II plus compativel (Craft 
II+). A técnica NSD é uma ferramenta gráfica análoga aos diagra- 
ma de fluxo. A principal diferença é a forma como estes diagra- 
mas permitem ao projetista estabelecer o controle de fluxo para 
os programas. Nos diagramas de fluxo, a linha (seta) que repre- 
senta o fluxo do programa pode ser direcionada livremente pelo 
projetista, o que conduz a programas não estruturados. Na técnica 
NSD o fluxo do programa está implícito, obrigando o projetista a 
elaborar construçoes estruturadas. Com a prática este tipo de so- 
lução passa a ser natural para 0 projetista. A técnica NSD foi 
adotada porque é um procedimento metõdico muito superior aos dia- 
gramas de fluxo, além de ser de fácil interpretação durante a co- 
dificação.
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3.1 DIAGRAMAS DE NASSI E SHNEIDERMAN. 
Estes diagramas tem as seguintes caracteristicas: (1) o 
alcance (extensão) do sistema ê bem definido e claramente visua- 
lizadoa pela área de um retângulo, (2) a transferência arbitrária 
do controle de fluxo ê impossivel, (3) o ambiente dos dados lo- 
cais e/ou globais pode ser determinado facilmente e (4) a recur- 
sividade ê fácil de ser representada. 
À primeira vista, os diagramas NSD podem parecer ilegi- 
veis mas na realidade não são mais complexos que os diagramas de 
fluxo. Os diagramas NSD estão baseados em três regras fundamen- 
tais: 
Regra 1. A estrutura do sistema ê desenvolvida do topo 
para a base (técnica de análise de projeto co- 
nhecida como “top down") por explosões suces- 
sivas das atividades do sistema até finalizar 
as sub-atividades. 
. Regra 2. As sub-atividades são controladas por mecanis- 
mos de fluxo. 
Regra 3. Para estruturar o sistema podem ser utilizados 
os conceitos mostrados nas figuras 3.1, 3.2 e 
3.3.
r------""""""* 
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A patir dos diagramas NSD ê simples a codificação do sÇs- 
8tema em qualquer linguagem de computador, especialmente quando se 
trata de uma linguagem estruturada. Os diagramas NSD correspon- 
dentes ao projeto desenvolvido nesta dissertação encontram-se no 
apêndice D. 
3.2 MÉTODOS DE IDENTIFICAÇÃO. 
Os métodos implementados foram adotados por serem clássi- 
cos na identificação de sistemas e existir na bibliografia boa 
informação sobre os fundamentos e o comportamento dos mesmos. Pa- 
ra expor os métodos implementados, considere (figura 3.4) um pro- 
cesso P de uma entrada e uma saida, o modelo M descrito pela fun- 
ção de transferência F(z) amostrada, uma excitação u e a respec- 
tiva resposta y. Sejam u(k) e y(k) respectivamente, as medições 
da exitação e resposta no k-êsimo instante de amostragem. Consi- 
dere que F(z) pode ser expresso como em (3.1). 
B(z) -d 
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-1 -2 -n 
com A(z) = a z + a z + ... + a z (3_z) 
1 2 n 
-1 -2 -n 
B(z) = b z + b z + ... + b z (3.3) 
1 2 n 
onde os coeficientes indexados a, b são os parâmetros, n é a or- 
demi e d o retardo do modelo. O variável z representa o operador 
deslocamento e seu exponente negativo indica o nümero de periodos 
de amostragem de atraso que executa o operador z. Representa-se 
com z o operador deslocamento o qual deve ser disferenciado da 
variável z obtida atravéz da transformada Z das funções amostra- 
das. 
A exposição dos métodos clássicos a seguir, tem unicamen- 
te a finalidade de padronizar a notação. Deduções e detalhes se 
encontram nas referências bibliográficas. 
O método dos minimos quadrados simples (MQS) considera o 
modelo ilustrado na figura 3.5, as medições sao processadas em 
lotes. 
O vetor Q de parâmetros estimados pelo método MQS para um 
lote de m amostras é
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z -1 z 9=f[F F] F Y ‹3.4›
t 
Onde Q = [a a a | b b ... b ] (3.S) 
1 2 11 1 2 Il
t z= ly‹1› y‹2› y‹m› 1 ‹3.õ› 
2:
\ /-y(0) O 0 u(0) 0 ... 0 
-yu) -y‹o› o u‹1-d) u‹o› o 
-y(k-1) "Y(k-2) ... -y(k-n) u(k-d-1) u(k-d-2) ... u(k-d-n)
n 
\-y(m-1) -y(m-2) -y(m-n) u(m-d-1) u(m-d-2) u(m-d-n) / 
(3.7) 
param<n+d, ng 1, d)0 
O vetor Q ê de dimensão 2n x 1, 1 ê m x 1 e a matriz E 
ê m x 2n; n ê a ordem e d o atraso do modelo em períodos de 
amostragem; u(k) e y(k) são respectivamente, as medições do sinal 
de excitação e da resposta no k-êsimo instante de amostragem. 
O número mãximo de medidas estã determinado pela memõria 
disponível no disco e da distribuição desta entre os arquivos de
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amostras e arquivos de resultados. A eliminação de um arquivo de 
resultados libera memõria do disco a que pode ser remanejada para 
os arquivos de medidas. 
Para assegurar a convergência o número de medidas deve 
ser tal que o produto da matriz E pela sua transposta seja inver- 
sivel, sendo necessário pelo menos n+d+1 medidas. 
Quando a saída do processo é afetada pelo ruído, como 
ilustrado na figura 3.4, a estimativa sofre um desvio, que é 
quantificado pelo seguinte valor esperado, 
, t 1 t 
Elgl -1,21; g 1) El ggl ‹a.e›
t 
onde, g_= [ e(1) ... e(k) ... e(m) ] (3.9) 
O método dos mínimos quadrados recursivos (MQR) processa 
as amostras recursivamente, sendo esta a principal diferença com 
o método dos mínimos quadrados simples. 
A recursividade fornece ao método velocidade: baixo con- 
sumo de memória, elimina a inversão de matrizes mediante a utili- 
zação do lema fundamental da inversão, Graupe [l7], Friedman 
[64], Lee [65]. Adicionalmente o método possui adaptatividade o 
que permite identificar processos de parâmetros variantes com o 
tempo devendo-se para tanto, fazer um ajuste no fator de pondera- 
ção q (chamado também de fator de esquecimento). 
O vetor Q de parametros estimados pelo método dos mínimos 
quadrados recursivos calculados no k-êsimo instante é,
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Q, =.Q + 9 2 .£ l ylk) - 2, Q 1 ‹3.1o) x x-1 x x k k-1 
_ t 
Ofldez E =£ 'E 2 Í 1 -E 2 21 ‹3.11› k k-1 x-1 x x x-1 x 
E =.q .E ‹3.12› k × 
_; = [ -y(k-1) ... -y(k-n) | u‹k-1-d) ... u‹x-n-d) 1 
o k 
‹3.13) 
_Q = [ a ... a | b ... b 1 ‹3.14) k 1,k n,k 1.x 1,k 
A matriz _§ inicial pode ser igual ã matriz identidade 
multiplicada por uma constante (fator de convergência) suficien- 
temente grande para assegurar a convergência do mêtodo. O vetor 
de parâmetros pode ser inicialmente o vetor nulo. O fator de es- 
quecimento q ê um fator de ponderação das amostras. Quando q=l 
todas as amostras têm igual peso. Quando q<1 as amostras mais re- 
centes têm maior peso. 
O mêtodo dos mínimos quadrados generalizados (MQG) consi- 
dera o modelo ilustrado na figura 3.6. A diferença fundamental
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com os anteriores reside na prê-filtragem dos sinais de excitação 
e resposta. 
O polinõmio D(z) ê o filtro, supostamente conhecido, in- 
corporado para eliminar a correlação dos resíduos e(k). Eliminada 
a correlação dos resíduos, a identificação ê realizada por mini- 
mos quadrados simples ou recursivos. Em aplicações reais, rara- 
mente se conhece o filtro D(z) que também deve ser identificado. 
Assume-se que o polinomio D(z) ê 
_]_ _2 _n 
D(z) = d 2 + d z + ... + d z (3,15) 
1 2 n 
Clarke [66] propos o seguinte procedimento para calcular 
o filtro D(z): 
Passo 1. Achar a estimativa dos mínimos quadrados de 
y(k) = - a y(k-1) - ... - a y(k-n) + b u(k-d-1) + ... 
1 n 1 
+ b Mk-d-n) + v(k) ‹3.1õ› 
Il 
onde v(k) representa os residuos correlacionados. 
Passo 2. Determinar os coeficientes indexados d fazendo a auto- 
regressão
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v(k) = - d v(k-1) - ... - d v(k-n) + e(k) (3.l7) 
1 n 
onde e(k) representa um ruído aleatõrio não correlacio- 
nado. A auto-regressão pode ser realizada por minimos 
quadrados. 
Passo 3. Filtrar os sinais de excitação e resposta do processo 
para obter respectivamente u'(k), y'(k). 
u'(k) = - d u(k-1) - ... - d u(k-n) (3.18) 
1 n 
y'(k) = d u(k-1) - ... - d u(k-n) (3.19) 
1 n 
Passo 4. Realizar a estimativa dos parâmetros do modelo usando os 
sinais filtrados u'(k), y'(k) e repetir o processo. 
O método das variáveis instrumentais (MVI) é uma extensão 
do método dos mínimos quadrados. Para eliminar o efeito dos resí- 
duos correlacionados sobre a estimativa, o método utiliza uma ma- 
triz instrumental 5. 
O vetor de parãmetros_Q, estimado pelo método das variâ- 
veis instrumentais é 
t -1t 
Q_= l 5,,§ 1 E .Z ‹3.20)
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onde zvê a matriz definida na expressão 3.7, X ê o vetor descrito 




El g_ 2 ] ê inversivel. 
Qualquer matriz com os valores esperados descritos acima 
ê uma matriz instrumental. 
A equação (3.20) ê anâloga ã equação 3.4 obtida para os 
mínimos quadrados simples. As equações do método MVI recursivo 
também guardam analogia com as correspondentes ao método dos mí- 
nimos quadrados recursivos. 
0 vetor de parâmetros estimado pelo método MVI recursivo
ê
t 
9_ = 9 + qig _; l y(k› - ší 9 1 ‹3.21› k x-1 x k k k-1 
onde q ê um fator de ponderação, gv ê um vetor instrumental, y(k) 
ê a k-êsima leitura da resposta do processo, É ê o vetor de medi- 
das definido em 3.13 e a matriz Q ê 
t -1 t 
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Fig 3.6 liodelo generalizado con filtro M2) para o 
netodo dos mínimos quadrados çenenlindos. 
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com Q =[<; É (3.23) k k 
H. = /;¬ E k k 
mk = [-y(k-1-n) ... -y(k-2n) I u(k-n-l) ... u(k-n-d) ] 
(3.24) 
A convergência do método das variáveis instrumentais de- 
pende fortemente dos parâmetros iniciais, por esta razão a iden- 
tificação é iniciada com o método MQR e depois comutada para o 
método MVI. 
Para o método da máxima verossimilhança (MMV) se conside- 
rou o modelo ilustrado na figura 3.7, de onde se pode obter a 
equaçao correspondente ao erro como 
-d 
e(z) C(z) = y(2) [1 + A(z) 1- u(z) z B(z) 
(3.25) 
-1 -2 -n 
C(z) = c z + c z + ... + c z (3.26) 
1 2 n
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onde A(z), B(z) e C(z) são respectivamente, os polinõmios descri- 
tos por 3.2, 3.3 e 3.26; e(k), u(k), e y(k) são respectivamente, 
um distúrbio gaussiano com desvio padrão s, as medições da exci- 
tação e da resposta do processo no k-ësimo instante de amostra- 
gem. Os coeficientes dos polinõmios A(z), B(z), C(z), o distúrbio 
e(k) e seu desvio padrão s são considerados desconhecidos. 
O vínculo entre a função amostrada e(k) e a função e(z) ê 
a transformada Z, Isermann [1]. 
O valor de e(k) é estimado como 
e(k) = Y(k) ' Y (K) (3.27)m 
onde y (k) ê a saida do modelo expresso porm
t 
y (k) = X O m k k (3.28)
t 
com ä = [-y(k-1) ... -y(k-n)|u(k-d-1) ... u(k-d-n)|e(k-1)...
k 
... e(k-n) 1 (3.29) 
Os parâmetros são estimados maximizando a expressão do 
logaritmo da função verossimilhança L.
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1 2 k=m 2 
l09[ L(S,Q) 1 = --- S Í: e(k) + m log(s) + 
2 k=1
1 
+ --- m lOg( 2 ii ) (3.30)
2 
onde m é o número de pares de medidas e Q o vetor de parâmetros. 
A maximização da função (3.30) com relação a s e aos pa- 
4- rametros é realizada separadamente Astrom [5], primeiro minimi- 
zando o termo da somatória 
k=m 2 
J‹9› = Z e‹k› (3.31) 
1<=1 
e depois o valor do desvio padrão s que maximiza 3.30 é calculado 
usando a expressão 
2 2 
S = --- Min {J‹9›} ‹3.32› m O 
A equação 3.31 é linear nos coeficientes de A(z) e B(z) 
mas não é linear nos coeficientes de C(z). A minimização analíti- 
ca da função a múltiplas variáveis 3.31 não é fácil sendo mais 
adequado a utilização de um método numérico. No apêndice A está 
exposto o método numérico de Gauss-Newton utilizado para minimi- 
zar a equação 3.31.
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O método da correlação (MCO) utiliza as funções de corre- 
laçao para identificar os parâmetros do processo. 
-d 
[ 1 + A(z) ] y(k) = z B(z) u(k) + e(k) (3.33) 
Multiplicando a equação anterior pelo sinal de excitação 
u(k-t) e depois tomando o valor esperado resulta a equação 
-d 
[ 1 + a(z) ] R (t) = z B(z) R (t) + R (t) 
uy uu ue 
(3.34) 
onde Ruy(t) ê a função de intercorrelação entre os sinais de 
entrada e saída, Ruu(t) é a função de autocorrelação do sinal de 
~ ~ entrada, Rue(t) ê a funçao de intercorrelaçao entre o sinal de 
entrada e o sinal correspondente ã perturbação e(k), t é o deslo- 
camento entre os sinais correlacionados, d ê o atraso do modelo, 
A(z), B(z) sao os polinomios definidos em 3.2 e 3.3 respectiva 
mente. 
~ ~ ._ , Se na equaçao 3.34 o sinal de excitaçao u(k) nao e corre- 
lacionado com o sinal e(k) então Rue(t) é zero levando a 
-a 
[ 1 + A(z) 1 R (t) = z B(z) R (t) (3.35) 
uy uu
de onde se obtêm 
tema linear de p+r+l equações semelhantes a 3.36, que ê matrl- 
R (t) 
uy 
Variando o deslocamento t desde -p até r, gera-se um si - 
= -a R (t-1) -...- a R (t-n) + b R (t-d- 
1 uy n uy 1 uu 
fl uu 










= [ R (-p) ... R (0) ... R (r) ] (3.38) 
UY UY UY 
= [ a ... a I b ... b ] (3.39) 
1 n 1 n 
R (-p-1) R (-p-n) R (-p-d-1) R (-p-d-n) 
uy uy uu uu 
R (0) ... R (-n) R (-d-1) ... R (-d-n) 
uy uy uu uu 
R (r-1) ... R (r-n) R (r-d-1) ... R (r-d-n) 




A estimativa Q é obtida utilizando-se a mesma sistemática 
dos mínimos quadrados simples, isto é, o vetor Q de parametros 
estimados pelo método da correlação é 
t -1 t 
Q = Í § § 1 §_ E (3.41) 
A matriz § e o vetor 5 podem ser atualizados calculan- 
do-se as funçoes de correlação recursivamente através de 
R (t,k) = R (t,k-1) + [u(k-t) u(k) - R (t,k-1)]/(k-1) 
uu uu uu 
(3.42) 
R (t,k) = R (t,k-1) + [u(k-t) Y(k) - R (t,k-1)]/(k-1) 
uy uy uy 
(3.43) 
No caso de calcular primeiro todos os pontos das funçoes 
de correlação, o método da correlação pode ser abordado utilizan- 
do a sistemática dos mínimos quadrados recursivos. Utilizando es- 
Íe procedimento tem-se a disposição os pontos de correlação os 
quais correspondem aos coeficientes do modelo linear não paramé- 
trico conhecido como a sequência ponderada. Adicionalmente, o má- 
ximo de Ruy(t) acontece próximo a d (atraso(do processo) possi- 
bilitando uma estimativa rápida para o atraso.
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Godfrey [38] discutiu o método da correlação considerando 
como modelo a sequência ponderada; Cardoso [4], na sua disserta- 
~ ø _ çao, fez um estudo completo do metodo da correlaçao abordando os 
modelos paramêtricos e não paramëtricos. 
3.3 A BASE DE DADOS. 
A base de dados ê um conjunto de arquivos de dados que 
resultaram da necessidade de simplificar as estruturas e procedi- 
mentos do programa. Para que uma base de dados produza efeitos 
simplificadores a informação contida deve estar devidamente orga- 
nizada e associada para facilitar o acesso, análise e apresenta- 
ção dos dados. 
Existem quatro estruturas básicas fundamentais de dados 
com as quais são elaboradas outras organizações por complexas que 
sejam, estas estruturas são: (1) o item escalar, a mais simples 
das estruturas que ê acessado especificando simplesmente o local 
de armazenamento, (2) o vetor, que ê uma organização sequencial 
de ítens escalares indexados, (3) arranjos dimensionais, que são 
uma organização de vetores e (4) a lista encadeada a qual ë com- 
posta de nós. Cada nó ê uma organização não sequencial de ítens 
escalares, vetores ou arranjos dimensionais, acessados por um ou 
mais ponteiros. 
A base de dados implementada neste trabalho (figura 3.8), 
está composta por estruturas fundamentais de dados, portanto nao 
pode ser qualificada de complexa.
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Fiq 3.8 Us arquivos da base de dados e o tipo de infomaçío contida.
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Para desenvolver a base de dados três aspectos foram con- 
siderados: (1) o entendimento global do sistema, isto ê, os ob- 
jetivos e o alcance do sistema, (2) a organização lógica, isto ê 
acomodação, modificação e associacão dos dados, e (3) a abrangên- 
cia física, isto ê, a influência do hardware sobre a organização 
e as caracteristicas de manipulação. 
Pensou-se em manter uma base de dados de dimensão perma- 
nente de forma a satisfazer a maior parte das necessidades do 
usuário, porém observou-se que a memória ocupada pela base de da- 
dos assim definida ê grande e pouco eficiente no sentido de que a 
relação da memória total ocupada pela base de dados com a memória 
útil em cada aplicação ê pequena. Considerando-se a inclusão de 
novos métodos e a expansão do sistema para identificação de pro- 
cessos de múltiplas entradas, aparece uma severa demanda de memó- 
ria para uma base de dados tipo permanente. 
Elevou-se a eficiência de utilização da memória da base 
de dados restringindo a base de dados ã parte potencialmente útil 
ãs demandas do usuãrio em cada aplicação, em outras palavras, a 
base de da|os ê gerada por software de maneira a atender única- 
mente às necessidades do usuãrio. 
Para modificar (redefinir) a base de dados foi elaborada 
a unidade de formatação da base de dados, que manipula totalmente 
a geração, dimensionamento ou eliminação de arquivos. Para execu- 
tar a formatação da base de dados são requisitados do usuário as 
seguintes informações: (1) número de amostras, (2) intervalos de 
pesquisa do atraso e ordem do modelo e (3) os métodos que se pre- 
tendem utilizar durante a identificação. 
No apendice B está a descrição detalhada dos arquivos que 
formam a base de dados e as regras de acesso.
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CAPITULO 4 
Testes, resultados e discusão. 
Para avaliar os métodos de identificação implementados 
foram simulados três processos lineares invariantes no tempo. 
4.1 PROCESSOS SIMULADOS. 
Os processos simulados são considerados sensíveis ao 
ruído e tem sido utilizados com a mesma finalidade por outros au 
tores como Isermann [3], Hastings-James & Sage [60], Pinto [68] e 
outros 
Os processos sao: 
1 - Processo oscilante de segunda ordem.
-1 -2 
1,0 z + 0,5 z 
F(2) = ---------------------- -- , T amostragem = 25 
-1 -2 
1 - 1,5 Z + 0,7 2 
(4.l) 
2 - Processo com fase não mínima de segunda ordem. 
-1 -2 
_ 0,102 Z + 0,173 Z 
F(Z) = ---------------------- -- , T amostragem = 25 
-1 -2 
1 - 1,425 z + 0,496 z 
(4.2) 
3 - Processo passa baixa de terceira ordem com atraso 
-1 -2 -3 
0,065 z + 0,048 z - 0,008 z -d 
F(Z) = -------------------------------- -- z 
-1 -1 -3 
1 - 1,500 z + 0,705 z - 0,100 z 
(4.3) 
onde o atraso d = 1, e o período de amostragem T = 4s.
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4.2 GERADORES DE RUÍDO. 
A saída y(k) do processo a ser identificado foi contami- 
nada por um ruído correlacionado discreto r(k) o qual é gerado 
por um filtro G(z) que ë excitado por um ruído com distribuição 
normal de média zero e variância 1 (Fig. 4.1). Os filtros adota- 
dos foram os utilizados por Isermann [3] e Pinto [68]. 
Para os processos 1 e 2 o filtro gerador de ruído utili- 
zado foi: 
-1 
o,o114 g z 
G(2) = ----------------------- -_ (4.4) 
-1 -2 
1 - 1,027 z + 0,264 z 
e para o processo 3 o seguinte: 
-1 
0,0117 g z 
G(z) = ----------------------- -- (4.5) 
-1 -2 
1 - 0,527 z + 0,0695 z 
O valor g ê utilizado para variar a relação ruído sinal. 





rs = ------- -- ‹4.õ› 
A K 
Onde s elevado ao quadrado ë a variância do ruido r(k), 
K ê o ganho estático do processo e A ê a amplitude da excitação 
- ,_ do processo. Foi adotada como sinal de excitaçao a sequencia bi- 
nária pseudo aleatõria (SBPA E ll) com níveis +1 e -1. A variân- 
cia do ruído r(k) na saída do gerador utilizado para os proces- 
sos l e 2 ê dada pela expressão: 
2 2 
s = 0,00041106 g (4,7) 
e para o processo 3 ê: 
dem: 
2 2 
s = 0,000l8l66 g (4.8) 
Considerando-se o seguinte filtro digital de segunda or- 
-1 -2 
C + C Z + C Z 
0 1 2 
G(z) = --------------------- -- (4.9) 
-1 -2 
d + d z + d z 
0 1 2
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pode-se calcular a variância do ruído r(k) na saída do filtro 
através da expressão 4.10 fornecida por Pinto [68]; desta mesma 
equação foram obtidas as expresões 4.7 e 4.8 que corresponden às 
variãncias dos ruídos nas saídas dos filtros das equações 4.4 e 
4.5 respectivamente. 
2 2 
d [(d + d ) k - d k ] + k [d + d + d d ] 
2 0 0 2 0 1 1 2 1 2 O 2 
5 = ----------------------------------------------- __ 
2 2 
d (d - d )[(d + d ) - d 1 
0 0 2 0 2 1 
(4.10) 
2 2 2 
onde k = c + c + c (4.11) 
0 0 1 2 
k = 2 ( c + c ) c (4_12) 
1 0 2 1 
k = 2 c c (4,13) 
2 O 2 
4.3 CRITÉRIOS DE TESTE. 
Foram implementados três critérios de teste os quais 
ajudam a decidir na escolha dos parâmetros, ordem e atraso do mo- 
delo.
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O critério J é calculado usando a expresao 
k=M 2 
J = 22 I e(k) 1 ‹4.14› k=o 
onde e(k) é a diferença existente entre a saída do processo e a 
saída do modelo no k-êsimo instante de amostragem, assim J é _a 
soma dos quadrados dos erros para k variando desde 0 até M. 
O critério AIC (Akaike's Information Criterion) é calcu- 
lado usando-se a expressão 
AIC = - log(L) + 4N (4_15) 
._ onde L e a função verossimilhança e N o número de parametros do 
modelo. 
O critério T é calculado usando a expressao 
‹J1 - az) 
T = 0z5 ------- -- ( M - 2N › ‹4.1õ› J2 
onde J1 e J2 são os valores do critério J para os modelos de or- 
dem N e N+1 respectivamente , e M o número de amostras considera- 
das. Astrom [2] indica que para um processo monovariãvel e gran- 
des valores de M a variável randómica T é F(2,M-2N) distribuída. 
O critério T indica se a redução do critério J é signi- 
ficativa quando a ordem do modelo é incrementada de N para N+1,
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para isto assume-se um nivel de risco e através das tabelas da 
distribuição F encontra-se o t respectivo. Se T(t a probabilidade 
de J2 é menor que a de J1 e portanto N é a ordem estimada. Em ou- 
tras palavras, t é o valor minimo de T para que a redução de J1 
para J2 seja ainda significativa. O valor T é especialmente útil 
nos casos em que os valores do critério J sofrem pequenas varia- 
çoes con o incremento da ordem. 
4.4 RESULTADOS E ANÁLISE. 
A tabela 4.1 mostra as relações ruído sinal dos conjun- 
tos de amostras utilizados. Foram primeiro especificadas as rela- 
ções ruido sinal e então teoricamente calculado os valores de g 
para o ajuste do coeficiente do numerador da função de transfe- 
rencia correspondente a cada gerador de ruido de forma que, quan- 
do excitados por um ruido gaussiano de média 0 e variância 1 re- 
produza a relaçao ruido sinal especificada na saida do processo 
F(z) durante a simulação. 
Os valores da relação ruído sinal da tabela 4.1 foram 
obtidos considerando-se 500 pontos de amostragem. verificou-se 
que para os processos 2 e 3 os valores obtidos para a relacão 
ruido sinal estao dentro do especificado. 
A partir das amostras, e utilizando-se os métodos im- 
plementados foram obtidos os resultados mostrados nas tabelas 
3.2, a 3.4 utilizando 150 pontos de amostragem. Os métodos MQR,
MQG e MVI 
58 
reciclaram novamente o conjunto de amostras. Para 
calcular os critérios de teste foram considerados 500 pontos. 
Observando os parametros identificados e os resultados 
dos testes correspondentes aos processos 1 e 2 pode-se estabele- 
cer 5% como a relação ruído sinal limite para que se possa iden- 
tificar os parametros de um modelo com precisão razoável. 
Para 





discutir os resultados da tabela 4.4 obtidos para o 
necessário considerar que este admite múltiplas re- 
Isermann [3] tem pesquisado com profundidade a 
deste processo e conclui que as múltiplas repre- 
causadas pela suave inclinação na direçao do mínimo 
apresentadas na superficie paramétrica multidimen- 
sional correspondente ao processo 3 e que esta característica da 
superficie pode ser causado pela relativa proximidade entre um 
zero e um polo do processo; assim as múltiplas representações po- 
dem ser interpretadas como um estacionamento dos parâmetros nas 
as proximidades do mínimo. O local de estaciomamento dos parame- 
tros depende da estratégia de cada método e da interferência pro- 
vocada pelo ruído. Isermann [3] também obteve representaçoes múl- 
tiplas mesmo considerando 130.000 pontos de amostragem processa- 
dos num computador CDC 6600. A função de transferência 4.3 escri- 
ta como segue evidencia a proximidade entre um polo e um zero no 
processo 3. 
(2-0.8790) ‹ -o 14oo F(z› = o,oõ5o .................. __ _ _Í__L____Í_ 
(2-0.675o)(z-0.5600) (z-0,2640)
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Na tabela 4.4 para a relação ruído sinal 0.52% os valo- 
res dos critêrios J e AIC mostram notada discrepancia. Uma reava- 
liação mostrou que estes resultados são corretos. Então, conside- 
rando a existência de múltiplas representações, pesquisou-se a 
ordem e o atraso do modelo concluindo que neste caso o modelo que 
melhor de ajusta ao processo ê de ordem 2 e atraso 0 confirmando 
a proximidade entre um polo e um zero no processo 3. Como crité- 
rio adicional para a escolha do novo modelo utilizou-se o valor 
do ganho estático calculado somando-se os coeficientes do numera- 
dor e dividindo o resultado pela soma dos coeficientes do denomi- 
nador, assim o ganho estático para o processo 3 descrito pela 
equação 4.3 é unitário. A tabela 4.5 mostra os resultados obtidos 
para o método das variáveis instrumentais. As figuras 4.2 até 4.5 
mostram os sinais de excitação e resposta do processo 3 e do mo- 
delo adotado. A listagem emitida pelo computador correspondente 
aos testes e identificaçao do processo 3 com relação ruído sinal 
0,52% utilizando os outros métodos esta no apêndice C.





























































Excitaçãb Processo Saída --› o F(z) 
u(z) 9(z) 
Fiq 4.1 Contaminação da safda do processo 
con ruído colorido.
TRBELÊ 4.2 TESTES E PâRÊflETROS OBTIDOS PQRÊ O PROCESSO 1 
POLINÕHIO h(z) POLIHÔHIO B(1) CRITÉRIOS PRRR O TESTE 
fio 7 
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TRBELÊ 4.4 TESTES E PâR¡flETROS OBTIDOS P484 0 PROCESSO 3 
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2.22459 9.21373 E-03 
2.28234 0.01661 
1.32099 1.95853 E-03 








0.73361 -9.10413 E-03 
2.05507 5.04783 E-03 
0 92595 9.63966 E-03 57 38637 0.13016 
89,55633 -0.30289 
1.60450 0.01042 
0.46241 5.79657 E-03 
50.11530 -0.00681 
2.23646 4.94244 E- 
2.16256 -3.56099 E-03 
1.18766 -6.53859 E- 
0.32908 °2.39543 E-03 
63.70009 -0.11183
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-2 .705 .S48 
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Fig 4.2 Sinais de excitação e resposta obtidos por 
simulação..Acima nas tabelas, as informaçoes 
do processo e do gerador de ruído
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SRGFICOS Dê EXITÂCGO E RESPÚSTÊ DO PRUCEGSU DES- 
DE O INSTQNTE DE QNOSTRÊGEN O GTE' SC 
Fig 4.3 Respogta ao degrau para o processo 3
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GRGFICOS Dê EXITÊCQÚ E REEFOSTÊ DO PROCESSO DES~ 
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Fig 4.4 Resposta ao degrau do modelo identificado 
a partir das amostras geradas pelo proces- 
so 3. Acima na tabela, os valores dos pa- 
râmetros, ordem e atraso do modelo.
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Fig 4.5 Resposta ao degrau do modelo identificado 





Foi desenvolvido um pacote de programas relativo a méto- 
dos de identificação os quais junto aos mõdulos de testes, simu- 
lação e geração da base de dados vêm constituir um sistema de 
software para identificação de processos. 
O desempenho dos 6 métodos foi verificado utilizando-se 
3 processos largamente utilizados por outros autores com a mesma 
finalidade. Embora os resultados de 3 exemplos não provem defini- 
tivamente os algoritmos e desempenho correspondentes aos métodos 
de identificação, os resultadoss permitem concluir que bons re- 
sultados são obtidos a baixos níveis de ruido, mais exatamente, 
até o limite estipulado em 5% para a relação ruido sinal. 
Obteve-se um sistema modular com programas estruturados 
o que deverá facilitar a manutenção, revisão ou expansão do sis- 
tema. Todos os módulos comunicam-se através da base de dados. Pa- 
ra incluir um novo módulo basta fazer seu interfaceamento com a 
base de dados.
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O número reduzido de dados e comandos, o estilo conver- 
sacional, menú para seleção de opções, a acumulação dos dados do 
usuãrio na base de dados, a geração interna de escalas paras edi- 
ção de gráficos, e comandos para a edição no video ou impressora 
dos resultados acumulados na base de dados fazem que o sistema 
seja simples de operar. 
O dimensionamento da base de dados ë realizado pelo sis- 
tema utilizando-se as informações fornecidas pelo usuãrio. O mõ- 
dulo gerador da base de dados utiliza estas informações para 
criar arquivos com as dimensões apropriadas ou mesmo eliminar ar- 
quivos quando o usuãrio solicita a reforma da base. Antes da 
criação (ou reforma) da base de dados o sistema informa ao usuã- 
rio a porcentagem de memõria que representa a base de dados em re 
lação ã memória disponivel no disco permitindo que o usuãrio ad- 
ministre a memória disponivel. Uma vez criada a base de dados fi- 
ca estabelecida sua dimensão e sô pode ser modificada quando o 
usuãrio solicita uma reforma. 
O sistema identifica os parâmetros de todos os modelos 
solicitados pelo usuãrio e também fornece indices de desempenho 
(critérios) para cada modelo permitindo que o usuãrio selecione o 
modelo mais próximo do processo. 
O sistema foi desenvolvido num microcomputador Apple II 
plus compativel de 48Kb com dois drives (disquettes 5 1/4 pole- 
gadas) utilizando a linguagem BASIC Applesoft padrão. Na prática, 
o sistema tem boa portabilidade quando se considera que atualmen-
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te ê fãcil encontrar nos laboratórios um microcomputador Apple na 
configuração descrita. 
O sistema foi primeiro desenvolvido utilizando os dia- 
gramas NSD e a seguir codificados na linguagem computacional. De 
modo mais geral, a existência dos diagramas NSD para o sistema 
desenvolvido abalizam a sua portabilidade pois, os diagramas NSD 
não dependem da linguagem computacional nem do tipo de computa- 
dor além da relativa facilidade de codificação dos diagramas em 
linguagems computacionais, especialmente linguagens estruturadas. 
Como continuaçao do trabalho propõe-se a implementação 
de métodos para identificar processos a múltiplas entradas e uma 
saída, uma vez que a atual base de dados já prevê esta situação. 
Para melhorar os resultados frente a relação ruído sinal 
recomenda-se (1) implementar o sistema em FORTRAN ou PASCAL, ou 
(2) adaptar as operações aritmêticas do APPLESOFT para trabalhar 
em dupla precisão, (3) utilizar um computador com processador de 
16 bits. A primeira sugestão deve diminuir sensivelmente o tempo 
de processamento, porém o mais adequado ê a utilização de um mi- 
crocomputador de 16 bits. 
Outro trabalho a realizar seria um estudo comparativo 
entre os mêtodos implementados e pesquisa de novos critérios de 
teste.
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Do ponto de vista de desenvolvimento de software, a pro- 
posta ê elaborar um sistema computarizado que além de gerar os 
diagramas NSD diretamente no computador, seja capaz de gerar o 
cõdigo do programa (tese na ãrea de computação). Isto ê possível 
porque observou-se que a técnica NSD ê sistemática. O resultado 
sería uma ferramenta automática para desenvolvimento de progra- 
mas.
APÊNDICE A 
MTODO NUHÊRICO DE GAUSS-NEWTON. 
Este método numérico de G auss-Newton é orientado para a 
minimização de funções multivariãveis. Fo' t'l 
zar a função J(0) corres d 
1 u 1 izado para minimi- 
_ pon ente ao método da máxima verossimi- 
lhança. 
Para minimizar J(Q) com relação aos parâmetros usa-se um 
algoritmo recursivo do tipo 
1 1- 9 
= 9_ - 5 Grad( J(9_) 1| (a-1) 1 '-1 ° 1 o 
i-1 
onde §_é uma matriz de ganho de dimensão 3nx3n. Para o método de 
Gauss-Newton a matriz 5 é dada por
k=m t 
E = E Grad[ e(k) ] [Grad[ e(k) ] ] (a.2) 
i k=l 
e o gradiente de J(Q_) por 
k=m 
Grad[ J(Q) ] = 2e(k) Grad[ e(k) ] (a.3) 
k=1 
onde e(k) ë a funcão do erro definida em 3.27 e o vetor 
ae‹1‹› Dem èeuo 3e‹1<› 
Grad[ e(k) ] = [ ----- ... ----- I ----- ... ----- I Ba Ba Bb Ãb 
1 n 1 n 
I 
geuz) kem fz ----- ... ----- 1 (a.4) Be Õc 
1 n 
As derivadas de e(k) são calculadas utilizando as expre- 





















































As outras derivadas sao todas nulas. 





ARQUIVOS DA BASE DE DADOS. 
Os arquivos da base de dados estam divididos en tres ti- 
pos: (1) de amostras do processo, (2) de dados de controle do 
programa e (3) os arquivos de parâmetros e testes. A figura 3.8 
ilustra graficamente a disposição dos arquivos na base de dados. 
B.1 ARQUIVOS DE AMOSTRAS DO PROCESSO, 
A cada sinal amostrado foi atribuido um arquivo e cada 
amostra ê um elemento de um vetor acumulado no arquivo. A figura 
e.1 ilustra a organização dos arquivos de amostras. A dimensão 
deste arquivo ê M2, valor estabelecido pelo usuãrio durante a 
formatação da base de dados.
`1 
lnfornaçío NúÂero do reçistro 
Amostra k o O 
flnostra l 4 1 1 
hnostra k 0 HZ HZ
i 
Fio B.: Orçonizoçio dos dados nun arquivo do amostras do processo
BO2 
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ARQUIVOS DE PARÂMETROS E RESULTADOS DOS TESTES. 
A estrutura de dados destes arquivos consiste de uma lis- 
ta ligada, onde cada nô ê constituido pela informação referente a 
um modelo e seus testes. A figura B.2 ilustra a organização des- 
tes arquivos. A lei que governa o apontador de registros ê: 
onde, 
ordem 1 
Ri = [Rg(N2) - Rg(N1-1)](D-Dl) + Rg(N-1) - Rg(N1-1) - 1 
(b.1) 
Rg(N) = [ ‹N+1›N P / 21 + N x ‹b.2› 
Rg(N) ê o número dos registros ocupados pelos modelos de 
até N (fixando o atraso). 
N1 ê o valor mínimo da ordem previsto pelo usuãrio. 
N2 ê o valor máximo da ordem previsto pelo usuãrio. 
D1 ê o valor minimo do atraso previsto pelo usuãrio. 
D2 ê o valor máximo de atraso previsto pelo usuãrio. 
K ê o número de registro para critérios de teste. 
P ê o número de polinômíos do modelo. 
N ë a ordem do modelo requisitado. 
D ê o atraso do modelo requisitado.
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O número total de registros ocupados por um arquivo de 
parâmetros e testes ê Ro o qual se calcula pela expressao 
Ro = [Rg(N2) - Rg(N1-1)]( D2 -D1 +1 ) (b.3) 
Para que um método possua um arquivo próprio para acumu- 
lar seus resultados o usuãrio deve fazer a requisição durante a 
formatação da base de dados, caso contrário os parâmetros e re- 
sultados dos testes sao acumulados temporariamente no arquivo 
"default" denominado COMUM. 
B.3 ARQUIVO FORMATO. 
Este arquivo está formado por items escalares e vetores 
que correspondem a "defaults" e dados de controle do programa, 
uma parte dos dados são gerados pelo sistema e outra fornecida 
pelo usuãrio (Fig. B.3). A organizaçao do arquivo está descrito 
em detalhe na tabela B.1.
fl!RflS0 
D1 ill . 1
ÓX3 IU!Z 
Ii* e atraso Di e atraso D2
lL 
F""""""""`_T 
flodelo orden H 
e atraso D 
Resultados e teste 
flodelo orden Ii nodelo orden Ni 
Resultados e testes Resultados e testes 
¡~
l2l flodelo ordem Ni ... Hodelo orden N2 
p 
e atraso Di e atraso D2 
Resultados e testes Resultados e testes 
le 
IODELO ORDÊI N I flTRñ80 D: 
INFORHÊCÊO àCUHULflDfl REGIS TRO
L
1 
Polinönio hi parametro 
Parinetro 
?o1in3nio B: parametro 
parametro 














O indica nodelo nao identificado) 
J : 'loss funoti 
rio de flkaike 





















Fio 3.2 orçanizaçao de um arquivo de parametros e testes 
N 4 1 
N 4 1 
H 4 2 
N 4 3
lnronnnçio ncunuLnoâ REGISTRO N. 




O ate' 29 
Dados 
da base de dados. 
para instalapío da unidade fornatadora 
30 ate' 49 
Dados da unidade de simulação: 
Processo 
Gerador de ruído 
Exitaçao do gerador 
Exitação do processo 
50 oie' 139 
Fig 8.3 Organização dos dados no arquivo FORHRIO













. ados : 
iuronnncno ncunuinon 
' mismo n.- ' vmnims uiiuznons 





















lorcentual para comutacio 
fltraso do vetor instrumental 
Peso para o vetor instrumental 











Humero de metodos existentes 









polinomios do modelo 
existíncia do arquivo HOS 
existencia do arquivo HOR 
existencia do arquivo HQG 
existencia do arquivo HUI 
existencia do arquivo HCO 
e×mënm ao arquivo nnv 
Flaq arquivo metodo novo 













































C1, CL. R1 
Cl, R8 
CF, CR 





























xnrommção ocunuma '}‹¡o1srno›|.- 
1' mlausxsunuzms 















































































Parâmetros (nunerador) : 
1 1 5 
Graficos : Ualor vertical naxino detetaâo 
Ualor vertical nfnlno deletado 
Relacao Ruido(rns)/sinal(rns) 
Uarianoia do ruído gerado 
. ~› fledia do ruído gerado 
Exo1taiao , _ 
do qer dor : Uariancia do ruido gaussxano 
xcita ¡h 
fledia do ruído oaussiano 
ão progesso: flnplitude de RRHDOH 












































P' ' " 
Tobola 3.1 Oroanizayío do arquivo FORnh!0. tcontinuoyio) 
lNFORflflCfl0 QCUHULQDQ 
. 
REGISTRO N.- T UflR1flUE!S UÍlLl2flDâS 












do SBPfl I2 
do SBPQ O3 
do SBPh I4 
do $BPfl IS 
do SBPA O6 
do SBPÊ I7 
do SB?fl I8 
do SBPâ O9 
do SBPG 010 














LISTAGEM DOS RESULTADOS DOS TESTES E IDENTIFICAÇÃO 
DO PROCESSO 3 PARA O CASO DA RELAÇÃO RUIDO SINAL 0,52%
FARQNETROS IDENTIFICADOS POR NININOS QUAD. SIMPLES 
-_.-._......_.____...___-_-..._-.-_._-.-_--._.-__..._-.-._...-.- 
F.T. QNOSTRADQ = B(Z)/[1+ê(Z)J 
GRAU 
ATRASO ORDEM DE Z 






























































z 1 ~1 
2 ~1 
_.: 




















































RESULTGDOS DOS TESTES DOS MODELOS MOS 
MODEL CRITÉRIOS DE TESTE 



































. O 1 4C2.'~`;"-?7 1 
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TEESULTÊDOS DOS TESTES DOS MODELOS MOR
I 
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'F' _.. __? 
-4 


























-___._.-...._.-..›«-......- _»-__›_-__...-___.-.__.-...._...__._-...._ -~._._..._-.. 
F.T. ANDSTRADA 




























Z'-. 2'-`/451591 . 12180721 1368 












= B(Z)/[1#A(Z)J & FILTRO C(Z) 










































RESULTQDOS DOS TESTES DOS MODELOS NQG 































1S.0O7758 275314.87 «203.7432 
OvERFLDw 









530.73221 981OÓ29.4 ... 
OvERFLOw
__.-_..-__ _-._..¢__. _..-.-«-._.--...__-_-.._-.z-›.__._.-.-.._-..._-___.-.._..--..._-__ 































F.T. QNOSTRADA = Bíl)/[1+A(Z)] 
POLINUNIO A(Z) POLINONIO B(Z) 










-3 -.122117334 5.42587OS5E~O3 
.-,___ _-.__-._._...._.-...._..__› .._.-._.._._.-_._._......~........ 
-1 -ó.778ó8737 .Oó89317912 
-2 9.92539475 ~.3273ó3ó19 
-3 -5.57276676 -.1532ó1013 





~2 .495B9ó369 .O12490007ó 
-1 -1.39071815 .D4ó4753397 
*Ê .552809922 3.5084759óE~O3 
-3 -.O238132ó41 -4.8958232E-O3 
-1 -.ó324380ó1 .1C3777213 
-2 .71Ó257403 .12592355ó 
~3 ~1.17100921 .07427b5507 
-4 .4791934ó9 .O217900542 
-1 ~.800435Ó39 .21534527 
~ 1 -2 _ 038770612* ~. 107426033 
-2 1.0ó783572 -.10194ó117 
-1 -2.20437255 ~.O3ôó390018 
«Ê 1.ó41825ó1 ~7.2751555E~C3 
~3 ~.405578034 8.14685853E-G3 
-1 ~2.215221ó8 .O2278S9913 
~2 2.49ó20214 .O3398óG513 
"É -1.54Ó07538 .O18713128ó 
-4 . 2.'-'-7¿aó'fr`.'7;`72.`Í~ -3. é›(:‹':›á›ó.`;`~l'-?EZ~-‹I›ÍÍ¿ 
~1 ~.7312ó1505 .1284ó3857 
-1 ~1.75733ó57 -_o4¿95¿o55ó 
~2 .8133ó347 -.Q30¿31Q333 
"1 -2.1925ó33ó .O4?87152 
~2 2.0343781 .O4372548S1 
-E ~.728378314 .Ú16269BO33 
~ -2.25339832 9.39GS4572E-O3 
*; Ê.22772211 3.415818Ç5E~O3 
- ~.~‹ - 1 . 248611 1 1 -8. 45(›6409E-OZ 
- .335óó2171 -1.01921B7E~O4 -b 
~I~J›-4»
RESULTADOS DOS TESTES DOS MODELOS HCO 
...__ 








































































__.. ...___-..._-_..____-_-.__-.._›...-... _....._.___-_._...-...____..-._._.-_-___...-__ 
PAKAMETRQS 1oaNT1r1cADos Poa vAR1AvE1s 1NsTRumENTA1s 
F.T. AMQSTRADA = s‹z›/c1+A‹z›J 
GRAU ------------------------------ -- 
ATRASO ORDEM DE z PoL1Nom1o A‹z› PoLxmoN1o B‹z› 
O 1 -1 -.94962021 .O684071375 
2 -1 ~1.4277873 .0653173402 
~2 .539514405 .O523489593 
3 -1 ~1.51824032 .O652567924 
-2 .734285319 .O467972866 
-3 ~.112840148 7.52415129E-O3 
4 -1 ~2.78293232 .O648976647 
-2 2.90267204 -.O357499852 
-3 -1.37600952 ~.0354110864 
~4 .257756309 4.74831428E-03 
1 1 *1 ~.90461085? .O889660441 
2 ~1 -1.34139906 .0570961762 
-2 . 479436638 . 0182547074 
3 -1 -.905206294 .0861962142 
~2 -.O995677157 .0446980302 
-3 . 196860836 7. 0*7466381E-C›Í`- 
4 ~1 .1210C2925 .152936978 
-2 . 0103847212 . 202282844 
-3 -1.25713745 .114749579 
-4 .630280002 .0291204173 
2 1 -1 ~.878624822 .O5673777?4 
2 - 1 -1. 78598106 - . 0224134812 
. 858624622 -. 0253270033 
- 
1. -2. 15325467 ~-‹. 031549187 
-2 1.'50*726074 -. 0174162107 
-3 . 326454726 -3 . (199 1 207E - 03 
4 -Y 1 --2. 2245'-7287 9. 21373271E-03 
-2 2.2823-411'5` .0166137553 
-3 ~--1 . 320*-?'5`701 1 . 9'58f53611E--03 
~4 - . 35725853 -4. 4750802E-03 
1 - 1 - . '-725'-753332 9. 63°}`66736E~03 
2 - 1 -¬ 1 . 6476646'-7 -› . O1 69392'-753 
--2 . 733614984 -9. 1C›4138E-03 
3 --1 05507 1 82 5. 047837835- 03 
- 2 1 . 6045004 . 010422761 1 
-.46241787 5. 796574815-lÍ>3 
-1 - -2. 236464 77 4. °›`4244567E-*03 
-~ 2. 16256747 ~3. 56C›9"1`7E~-03 
-É -1. 18766189 -6. 53859795-'33 





RESULTÊDOS DOS TESTES DOS MODELOS NVI 
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RESULTQDOS DOS TESTES DOS MODELOS NMV 




































































Dncnmms nsn PARA o slsrznà Dzszuvonvxoo
PROGRRflh PRlI€lPhL 
01 = O 
HHILE 01 () 7 D0: 
Editar no video o seguinte nenu: 
::> lDENIlFl€ñCâ0 DE PROCESSOS HOHOUflRlnUElS 
(1) Explicacoes 
(2) Hedicoes entrada/saida 
(3) fletodos de identificacao de parametros 
(4) Testar os modelos identificados 
(5) Sinular un processo 




IF 01 : 
1 1 2 , 3 4 5 ELSE 
i 1 2 3 4 5 
I v r r 1 r rz si 
Opcao inexistente 
(IO 
'I 1 o 4* u 1
3. REÍODOS Pfllh IDEIIIFICQR PkRhflE¶H0$. 
02 : O 
HHILE 02 () 8 D0: 
Editar no video o seguinte nenu: 
::) HETODOS PARA lDEH!lFi¢flR PflRhnETROS 
(1) Explicacoes 
(2) Hininos quadrados simples 
(3) Hininos quadrados recursivos 
(4) flininos quadrados qeneralizados 
(5) Correlacao 
(6) variaveis instrumentais 
(7) Haxina verossinilhanca 
(8) Retornar 
Pedir (opcao) 02 - 
I AI 
1 2 ' 3 * 4 i 5 * 6 
'iroiz " 
ELSE 











U I I J I 3 Í
4. TE$TñR OS HOOELOS XOENTICQDOS. 
!
\ 
Retirar do arquivo FORHÊIO os dados correspondentes aos registros de O a 11, 115, 
e de 30 a 38. 
“ Y 
01:! 
HHILE 0i()6 D0: 
editar no video o sequinte nenu: 
::) TESTE DOS MODELOS IOENTIFICOOOS. 
(1) Explicacoes 
(2) Intervalo: para execucao dos testes 
(3) Paranetros existentes no arquivo 405 
(4) Executar os testes 
(5) Editar resultados dos testes 
(6) Retornar 
















4.4 4.5 Opcao inexistente 
.i I J
02
S; Simulacao de um processo 
Retirar do arquivo FORHRTO os dados indicados na tabela 5.1 
O2 = 0 
NHILE 02 () 8 D0: i 










$lflULnCnO DE Ufl PROCESSO. 
Explicacoes 
funcao de transferencia amostrada Fiz) correspondente ao processo 
Excitacao Uiz) para o processo F(z) 
Funoao de transferencia amostrada 6(z) correspondente ao gerador de ruido 
Excitacao Niz) para o gerador 6(z) 
Executar a simulacao 
Graficos do ultimo processo simulado 
Retornar 
ni il 
Pedir (opcao) O2 
IF O2 : 
1 2 3 4 5 i 6 7 ELSE 
5.1 5.2 5.3 5.4 5.5 5.s 5.7
i 
ll 9 r 9 r z v r r I 
Opcao 
inexistente 
Depositar no arquivo FORhhTO os dados indicados na tabela 5.2 
ui o i r ir u i -1 r I
Tabela 5.1 Dados lidos do arquivo FORNhT0 pela atividade 5 
IIFORflflCfl0 
I I 
REGISTRO N. URRIQUEIS UTlLl2flDfl$ 
lntervalos: fledicoes i 
Sinulocoo de 






































































































Tabela 5.1 Dados lidos do arquivo FORHQTO pela atividade 5 (continuacao) 
monnmo nsensrno u.- ' uamuus unuzms 
rador 
X: ruido : Urden 
Paranetros (denoninador): 












_ , _ 6 
do gerador : Uarxancma do ruxdo gauss¡ano 
_ hedia do ruido qaussiano Excltacao 


































































Tabela 5.1 Dados lidos do arquivo FORflh!0 poa atividade 5 (oontinuacao) 
luronnmo âcunumoa 















do SBPA I2 
do SBPA I3 
do SBPR O4 
do SBPA IS 
do $BPh I6 
do SBPQ I7 
do SBPh I8 
do SBPA I9 
do SBPfi I10 
















6. 0ERâR OU REFORflâR 0 3hSE DE DñDOS. 
lnioilizar variaveis: 
3F=Q. flaq para controle do proqrama 
RD=82$0. numero de reqistros disponiveis no disoo 
Nflzd, numero de metodos implementados 
HR:4, numero de reoistros reservados por modelo para criterios de teste 
H@=3. numero de polinomios do modelo: ñ(z). Btz). ¢(z) 
N$(Q)='€QflUfl'. nome do arquivo default para aoumulaoao de parametros e testes 
N$(i):'nQS', nome do arquivo de parametros e testes p/o metodo Iinimos Quad. Simples 
N$(2):'nQR'. nome arq. parametros e testes p/o met. Iinimos Quadrados Reoursivos 
N$(3):'flQ3'. nome arq. parametros e testes p/o met. Iinimos Quadrados Generalizados 
NS‹4›:'nt0'. nome arq. parametros e testes para o Ietodo da Cbrrelaoao 
N$(5):'flUI'. nome arq. parametros e testes para o Ietodo das Uariaveis Instrumentais 
Ns(6):'nUU'. nome arq. parametros e testes para o Ietodo da Iaxima Uerossimilhanoa 
Q2 = I 
HHILE 02 () 4 D0: 
(1) Explioaooes 
(2) Criar a base 
(4) Retornar 
Editar no video o sequinte menu: 
::› €RlhR E/OU REFORHAR ñ BASE DE DhDOS 
de dados no formato default 
(3) Reformar a base de dados existente 
Pedir (opcao) Q2 
II 















Nao existe opcao 
H B 
6.4 Destruir arquivos 
6.5 Criar arquivos
1
3.2 HEIODO DOS HINIHOS OUÊDRODOS SIHPLES (NOS) 
Retirar do arquivo FORMATO os dados correspondentes aos registros de O a 11 e 
de 30 a 38. i 
O3 = O 
HHILE 03 (> 5 D0: 
Editar no video o seguinte menu: 
::› HETODO DOS HIHIHOS OUADRRDOS SIMPLES 
(1) Explicacoes 
(2) intervalos de identificacao 
(3) Executar o netodo 





IF 03 : 
1 | 2 I 3 I 4 | ELSE 















Depositar no arquivo FORHOIO os dados correspondentes aos registros de O a ii.
3.3 HETOOO DOS HINIHOS OUODROOOS RECURSIUOS 
1 09 
Retirar do arquivo f0RflfiT0 os dados correspondentes aos registros de O a 11, 20. 21 
e de 30 a 38. 
O3 = O 
HHILE O3 (> 6 DO: 








HETODO DOS HIHIHOS OUQDRRDOS RECURSIUOS 
Explicacoes 
intervalos de identificacao 
Paranetros iniciais 
Executar o netodo 






Pedir (opcao) O3 
IF O3 
1 Í2 |s Í4 Is Íuss 






















Retirar do arquivo FURHRTO os dados correspondentes aos reqistros de 0 a 11. 20. 21
3 
Q de 30 I 39.
` 
03 = O 
I 11 










Editar no video o seguinte nenu: 
HETODO DOS HIHIHOS OUGDRQDOS GEHERRLIZADOS 
Explicacoes 
intervalos de identificacao 
Paranetros iniciais 
Executar o netodo 







1* R) (A) 
-À 
Ç” 'V1 Q-0 (Í, "71
1 
-__* 
5 O 0 5 vw 
Depositar no arquivo FORHRTO os dados correspondentes aos registros de 0 a 11, 
26 e 21 
3.4.1 
I 
3.3.2 3.3.3 3.4.2 3.3.5 Opcao inexistente
10
3.5 HETODO DO CORRELhChO. 
Retirar do arquivo FORMATO os dados correspondentes aos registros de O a 15. 26. 
21 e de 30 a 38. 
O3 = O 





Editar no video o seguinte 
HETODO D9 CORRELGCRO 
(1) Explicacoes 
(2) Intervalos de identi 
(3) Paranetros iniciais 
(4) Executar o netodo 










Pedir (opcao) O3 
'Ê 
IF 03 : 
1 i 2 I 3 
1 › li 














Depositar no arquivo FORHRTO os 
e 21. 
dados correspondentes aos registros de O a 15, 28,
1112 
3.6 HETODO DIS UflRIfiUEiS llSTRUflENIfllS. 
Retirar do arquivo FORflflT0 os dados correspondentes aos registros de B a 11, 
20 a 24 e de 30 a 38. 
03 = 0 
HHILE 03 () 7 D0' 
Editar no video o seçuinte menu: 
::) flETODU DRS UflR1flUElS IHSIRUHEHTRIS 
(1) Explicacoes 
(2) intervalos de identificacao 
(3) Especificar o vetor instrumental 
(4) Paranetros iniciais 
(5) Executar o netodo 














1 2 3 1 4 5 6 ELSE 
› › › à f › úÊ 
3.6.1 3.6.2 3.6.3 3.3.3 i 3.6.4 3.3.5 Í 0P0a0 
` 
J inexistente 
mz J n s ä a a a 11 
Depositar no arquivo FÚHHRTU os dados correspondentes aos registros de O a 11, e 
de 20 a 24.
3.7 HETODO D0 flâ×lflh UEROSSIHILHQNCG. 
113 
Retirar do arquivo FGRHRTO os dados correspondentes aos registros de O a 11. 25. 
26 e de 30 a 38. 
H a 
03 = 





Editar no video o sequinte nenu: 
:=> NETODO Dn HAXIHR UEROSSIHILHAHCR 
(1) Explicacoes 
(2) lntervalos de identificacao 
(3) Paranetros iniciais 
(4) Executar o netodo 





Pe dir (oPcao) 03 
ii ii 
IF 
1 I 2 I 3 i 4 | 5 I ELSE 

























video o cabecalho para enisao dos valores dos testes. 






Fazer 0$:fl0$ e carregar do arquivo 0$ o modelo de ordem N e atraso D 
1:1 
HHILE l:‹N D0: condicoes iniciais para a sinulacao
H 
Fazer Y(l) igual ao (fll+l+D-1)-esino registro do arquivo SAlDâS e 
U(l) igual ao (fll+l+i)-esino registro do arquivo ENTRADRS. 
l=l*i
iI 





















4.5 RESULTRDÚS DOS TESTES. 
Carregar a matriz fl(l,J,X) com os testes acumulados no arquivo 08. 
Q2:O 
NHILÉ 02()4 D0: 
Editar no video o seguinte menu: 
::› RESULTADOS DOS TESTES: 
(1) Classificacao corrente e status 
(2) (lassificacao pelo criterio J 
(3) Classificacao pelo criterio 01€ 
(4) Retornar 
Pedir (opcao) 02 
IF 02:
1 1 1 
Editar os testes 
na ordem corrente 
Classificar e 
editar os 





testes na ordem 
crescente do 
criterio hit.
5.2 FUNCOO DE !flNSFERENClfl flfl0STRflDR f(1) Phflfl 0 PROCESSO. 
Fazer: ×(l):n(l). Y(l):B(I), N:NP. D=DP. OG=O. 
C1$:'DhOOS D§¿FUN€nO DE TRONSFEREHCIO OHOSIRODA F(z):' 
€2$:'F(z)= z B(z)/l1¢R(z)1' 
, 
¢3$:'n(z) POLINOHIO B(z)' 
€4s:'FUNtaO DE !RnNSFERENCIâ AHOSIRRDO F(z) FORA SIflULn€aO DO PROCESSO' 
OBS.- ns variaveis (18, ..., 645 sao para tornar o cabecalho. a 
5.2 Dados da funcao de transfencia. 
fazer ñ(i)=×(l), B(l)=Y(l), HP=N, DP=D 

















* ‹12› aanaon 
a ‹1e› afiroaaaa 
Escrever o seguinte nenu: 
\ 




















Posicionar o cursor en S(B,O3)
t
›
5.4 FUI€fl0 DI TONSFERENClfl flfl0STRâDfl G(z) DO GERkDOR DE RUIDO R(k). 
Fator: X(I)=D(I), Y(l)=€(l). N=N6. D=0. DG=1. 
¢1$:'DñDUS Di FUNCQO DE TRhNSFEREN€lñ flfl0STRâDh 6(z):' 
C2$='G(z)=C(z)/I10D(z))' 
C3S:'D(z) POLINOHIO €(z)' 
C4$:'FUNCh0 DE !RfiNSFERENClfl 
089.- às variaveis Ciâ, ..., 
hHOSTRflDà 6(z) Pflkâ GERAR 0 RUIDO R(k) 
(45 sao para formar o cabecalho. 
5.2.1 Dados da funcao de transfencia. 
fazer D(i)=X(l), ((l)=Y(l), NG=N. 





Escrever o seguinte nenu: 
::) DQDOS 30 RUIDO GQUSSIRNÚ 
(1) HEDIÊ ......flH 
(2) URRIQHCIH ......UH 
(3) RETORHRR 
H(z) 
Pedir (opcao) 03 
nos 




Posicionar o cursor UN:-1 
1» 
Í J 




5.6 EXE€UTflR O SIHULOCOO 
1:0 
HHILE I:<lP DO: 
Fazer P(I)=O, O(l)=O 
12141 
Fazer 3:0. Y=O 
HHILE K:(D DO: 
É i 
úrquivar Y no R-esino registro do arquivo SOIOOS 
R=K¢1 
5.6.1 Iniciar a natriz S(l.J) 
Fazer R=O, UG=O, UP=O, S9=O, SR=O. 
HHILE R:(HZ-D-1 D0: 
É Ã 
flrquivar 9 no (Krb)-esino registro do arquivo SRIDRS 
flrguivar U no R-esino registro do arquivo EHIRfiDOS 
Editar no video: 
INSTANTE DE hflOSTRflGEH 
EXClTâ€flO DO PROCESSO 
RESPOSTO DO PROCESSO 
RELOCOO SlNâL RUIDO 
Determinar os valores verticais, extremo inferior : UP e superior ' UG 
Se U(UP entao UP=U 
Se 9‹UP entao UP=Y 
Se U)UG entao UG=U 
Se U>UG entao UG=Y 
5.6.2 Gerar a excitacao U 
5.6.3 Gerar a excitaoao H 
5.6.4 Gerar as respostas Y e R 
_Q 
U!*CZX
5.7 GRGFICOS DO ULTIHO PROCESSO SIHULQDO. 
Retirar do arquivo FORHQTO os dados correspondentes aos registros 113 e 114. 
Fazer FU=(US-UI)/7.68, FH=5, KI:-5, FLñG=O 
ll i 
Q1 = O 
HHILE 01 () 5 D0: 
Editar no video o seguinte nenu: 
=:) GRflFl€0S D0 PROCESSO SIHULRDU 
(1) Explicacoes 
(2) Definir a resolucao grafica 
(3) Editar o grafico no video 




















5.7.1 Pedir 5.7.2 Editar o 
\ 
5.7.2 
esolucao * Editaruir a grafico no Construir a "! 
vertical, teia grafica video 
1 
tela grafica 
horizontal FLRG = 1 FLñG = 1 




Editar o grafico na 
o grafico » impressora 
d a u . u
9
6.2 ¢RlñR 0 BASE DE 90009 IO f0RflâI0 DEFOULT 
























K = NK 
Limite inferior do intervalo de medidas 
Extremo inicial do intervalo de medicoes 
Extremo final do intervalo de medicoes 
Limite superior do intervalo de medidas 
Limite inferior do intervalo da ordem 
Extremo inicial do intervalo da ordem 
Extremo final do intervalo da ordem 
Limite superior do intervalo da ordem 
Limite inferior do intervalo do atraso 
Extremo inicial do intervalo do atraso 
Extremo final do intervalo do atraso 
Limite superior do intervalo do atraso 
Limite inferior do intervalo de pontos de correlacao 
Extremo inicial do intervalo de pontos de correlacao 
Extremo final do intervalo de pontos de correlacao 
Limite superior do intervalo de pontos de correlacao 
Fator de reciclamento do intervalo de medidas 
Fator de convergencia 
Porcetagem de medicoes para comutacao do metodo BOB para HU] 
fltraso do vetor instrumental 
Fator de peso do vetor instrumental 
Numero de iteracoes para o metodo maxima verossimilhanca 
Precisao (epsilon) especificada para finalizar o metodo da maxima veross 
Numero de metodos implementados 
Fazer: 
DL : D1 
DH : D2 
NL : Ni HH : HZ BF = 1 (flag de controle do programa) 
NH = R2 CH 2 C2 fl(i)=1, i=1,2,3,...,l 
Depositar no arquivo FORHfiTÚ as variaveis indicadas na tabela 6.___. 





HHILE i=( R 
âbrir arquivo com o nome contido no string N$(i) 
i=i+1
6.3 REFORHÊR h 308€ DE DhD0$ EXISÍENTE.
2 
Ler do arquivo FORHQTO os extremos dos intervalos e quantidades afins: 
hi, nl, HF, HZ. Ni, NI. NF, R2, Di. Dl, DF, D2. C1. Cl, CF, C2, R, n(l) 
onde l = 1. 2. ..., R. 
Fazer B(l)=fl(l) para 1:1, 2. ..., R 
fi M 
6.3.1 âtribuir arquivos aos metodos. 
6.3.2 Pedir os novos extremos dos intervalos.
›
6.4 DESÍRUIR GRQUIUGS. 
ñnunciar video o andamento do processamento. 
IF H2:HH 
THEN ELSE 










NZIHH BHD D1:DL RND D2=DH 
ELSE 
Fazer fl(0)=1. B(8)=1. 1:0 
HHILE I:(Nfl D0: 
Fazer h(l):0, B(I)=1 




E ZERQR 0S ñRQUIUOS. 
IF fl2:flN NND BF:0 
:usa Í ELSE n 
R0 : NN 
Criar e zerar os R0 registros dos arquivos ENTRRDRS e SñlDflS. 
“C H 
IF fl2:flN QND C2:CH RND BF:0 
THEN T ELSE
À 
R0 : CN 








Fazer n(0)=1, B(6):1. I 
HHILE l=(Nfl D0: 
=1 
III 






Criar arquivo con o none contido no string N$(l) 
e zerar todos os reguistros. 
l=l+1 
1:1 
HHILE l=‹ NH 
H 1 i if 
ill 
IF fl(I)(>i UR B(I)()B 
THEN ELSE
H 
Criar arquivo con 
registros. 
o none contido no string N$(l) e zerar os
3.2.2 IITERUhL0$ DE IDEIfIFI€h¢h0 
04 = O 
UHILE 04 () 5 D0 0O 1 
*_ 



















LIH. HIM. INICIO FINhL LIH. HQX. 
D1 DI DF D2 
Hi HI NF Ni 
Hi HI HF HZ 
Pedir (opcao) 04
l 
lr 04 z 
1 ¬ z = s
1 
* 4 I ELSE 
I zé 1 i a 
3-2-2.1 r 3-2-2-2 ¬ 3.2.2-3 3.2.2.4 Orcao inexistente 
1 ó v â 1 z 
I I I
4
ÚIÚIÚ LRBYVUIUII Ú IILIUUU III I IUU 'VÍ\Ú|\flÍÚÍ ÚI ID§ÚO 
D : Dl 












Fazer R2]-1, 62H41, J;l 
NHILE J=(N D0:
3 
fazer S=J-1, H:N4J, R=fl1¢N, F(l,J)=0, F(l,H):0, F(6.J)=O 
3 
uniis xz‹nr-n-1 noz 
Fazer: 0:3-R 8:!-S Yh=Y(âD) Uh=U(fl) 







rzzzrz r‹J.i›=r‹i,J›. r‹u,1›=r‹¡,u›. r‹J,e›=r‹e,J›, r‹n.e›=r‹s.u›
` 
" 
'x=nx‹n, n‹1›=ø, u‹e›=ø 
i uuxis ×=‹nr-n-1 no-u
H 
Fazer: fl=K-R, B=R+D+1, hD=fl4D, 9B=Y(B), Ufi=U(fl), Yk=9(RD) 
H(l):H(I)-9h*YB, H(6):H(G)‹Un×UB 
1=I‹i 
3.2.3.2 Calcular o determinante D! e a matriz inversa de F
H 






3.2.3.3.i 2erar o vetor de parametros ?(i). Fazer P(i)=F(i,J)§H(J) 
Escrever no video que a matriz F e' singular 3.3.5 Editar parametros
l 
ñrquivar parametros no disco 
N : N 0 1 
= D 41 
" *I 
I ill
3.3.2 IITERUâL0$ DE lDENTIFl¢âCfl0 
04 = O 
NHILE 04 <) 6 D0: 
Editar no video o seguinte nenu: 
INTERURLOS DE IDENTIFICQCRO 
UP 










nrnnso ni nl 
onnsn 
' 'ni nx 
nzninns na ni 
zxriicncozs 
ràion na nsciciânzuio ...... 
nsionunn 
OOUOI 
PEDIR (GPCRU) 04 
IF : 04 
1 * 2 3 ~ 4 I 5 i ELSE
I 
' i Í I I' I M 
3.2.2.1 3.2.2.2 3.2.2.3 3.2.2.4 I 3.2.2.5 Opcao inexis- 
= tente. 
il Ir s s ii




Fazer: CI$:'PàRAflEIROS lIiClflIS Phkfl 0 HEIODO' (Para edicao na impressora) 
CU$:'PhR. lNl€lhlS/HOD.' (para edicao no video) 







Editar no video 
os parametros 
do nodelo de 











delo de orden N 
e atraso D. 
IE N:-2 
ELSE i THEN I 
~ 1 
3.3.3.3 
fludar os para- 
netros iniciais. 
Editar no video os 
extremos de inter- 
valo da ordem: 
Orden ninina = Ni 
Orden naxina = HZ 
FnerNhH,bvd 
Pedir H 
I i H 
Ti
7
3.3.4 EXECUTAR 0 HEÍOD0 HIIIHOS 0UhDRhD0$ RECURSIUOS 
D=Dl 






Carregar na memoria os parametros iniciais do arquivo COMUM. 
Editar o cabecalho e os parametros iniciais no video. 
2erar o vetor de parametros medios H(i). 
Zerar o vetor de variancias U(i) dos parametros. 
L=1 
HHILE L=<FR D0: 
' F 
Fazer 0:0, 9:0, E=O, DT:1 
1:1 
HHILE l:(NH D0: 
J=1 












3.3.4.2 Depositar o vetor de parametros P(I) no arquivo de parametros HUB 
N:H¢1 




3.3.5 EDICRO DE PflRhHETROS EXISTEITES NO 0300100 hüí 
Fazer: €l$:'PflRhhE!ROS lDEHTlFl¢hDOS POR' (para edicao na inpressora) 
CU$:'PARRHEIROS/HODELO' (para edicao no video) 








Editar no vide 
os paranetros 
do nodelo de 






Editar na in- 
pressora os pa- 
ranetros do no- 
ãelo de orden N 






Editar na in- 
pressora os pa- \ 
netros dos node- 
los tais que: 
HI:(N:(NF 
DI:(D:(DF 
í i i ao 
Editar no video os 
extrenos de inter- * 
valo da orden: 
Urden ninina : Ni 





3.4.2 SYECUTGR 0 HEIODO IGG 
D2!! 
UHILE D=(DF D0: 
H: 
DHILE H=(If D0: 
'r 
fazer fll:3§N 
Ler os parametros iniciais 
Zerar o vetor de parametros 
Zerar o vetor de variancias 
L=1 
HHILE L:‹FR 
do erquivo COHUH. 
medios fl(l). 
U(l) dos parametros 
RHILE l:(Ifl 
















3.3.4.2 Depositar P(I) no 
N:N‹1 
disco 
ie ezz ii 
D=D41
3.5.2 EXECUIflB 0 HETUDO D0 ¢0RRELflCñ0 















Depositar no arquivo FGRHQIO os valores R1 e RF 






Fazer RU=O, R?:O, R=fl1, J=1 
NNILE R:(flF-D-T ' 
Ler U(XtI), U(K), Y(K+l) 
Fazer U=U(k), U=U(R+I), Y=Y(R4l), 
RY=RY+(U*9-BY)/J, RU=RU4(U§U-RU)/J 
X=R+1. J=J+1 
\ É I 
Depositar RU e R! nos l~esimos registros dos arquivos CORRUU e 
CORRUY respectivamente. 
l=l+1 
l I I 
Fechar todos os aruuivos.
\
I Q I 
3.3.4 Executar o metodo dos Hinimos Ouadrados Recursivos, utilizando os arquivos de 
correlacao CORRUU e CORRUY como arquivos das medidas da exitacao e resposta respec- 
tivamente.
3.6.2 lITEROhLOS DE lDENTlFl¢hCâ0 
04 = 0 
¡MIL! 04 () 7 D0'I
Q 
Editar no video o seçuinte nenu: 
INIERURLUS DE lDENTlFlCflCfl0 
INTERURLU Llfl. RIR. INICIU Fllhl Llfl. flâX älfii3 
Dl PF D2 
ll NF li 
HI HF M2 
(1) QTRÊSO D1 
(2) Oflbífl Hi 
(3) flEDlDñ$ Hi 
(4) E!PLl€RCOES 
(5) fflTOR DE RE€lCLhhEHIO ............ FR 
(6) X DE DÊDOS P/ €0flUIflR MOR-HUI .... TP 
(6) REIORNQR 
PEDIR (0P€00) 04 
I I 
3 f iv 
F5 ., ., . 
IF 04: 
i 











f } 1 
3.2.2.1 3.2.2.2 3.2.2.3 
\ 





O Í I I I 'I Í 
inexistente
2
3.6.4 EXECUTRR 0 flETOD0 Dk$ UflRlñUElS lNSTRUflEIThlS. 
D=Dl 
uma o=‹or noz 
8:!! 
NHILE N:(NF D0: 
Fazer HN:2×n 
Ler do arquivo C0ñUfl os paranetros iniciais 
Escrever o cabecalho no video. 
3.3.3.i.i Escrever os parametros P(i) no vi 
Zerar o vetor h(l) de parametros nedios. 
deo. 
Zerar o vetor Utl) das variancias dos parametros. 
Zerar o vetor de nedidas 9(l). 
Zerar o vetor instrumental H(l). 
Inicializar a natriz X(l,J) tal que X(l,J): 1/T se 1=J e ×(I.J):0 se l()J
ë 
Faler L=1, TC=1. TR=lNT(flBS[TP*FR*(flF-HI)/1 
NHILE L:(FR 
001) 
Fazer E=0. DI=1 
Ler a Hi-esina leitura da entrada: U 
Ler a(fll#D)-esina leitura da saida: Y 
3.6.4.1 Processo HUI. 
L=L+1
# 
3.3.4.2 Depositar Ptl) no disco. 
H=N+1 
D=D›1 
\ k . Q
3.7.2 INIERUñLOS DE lDEII|Fl€0€â0 
04 : O 
mm.: 04 ‹› 6 noz
` 
Editar no video o seguinte nenu: 
E 
IHTERURLOS DE lDENTlFl€fl€h0 
äã0 INTERUQLO Llfl. HIH. INICIO FINRL LIH. HRX. 
(1) ñTRA$O D1 DI DE D2 
(2) ORDER R1 NI NF Hi 
(3) HEDIDÊS R1 ll RF M2 
(4) EXPLICÊCOES 
(5) HUHERO DE lIERâ€0ES ... .. ..... NI 
(6) FflTOR DE CONUERGENCIR ............ EP 
(7) REIORNÊR 
PEDIR (07090) 04 
Q I 
IF 04: 
uz e ez 1 ›¬ 
= f ¬ 
1 ~ 2 1 3 4 






5 z E 11 
.2.2.1 
É 
3.2.2.2 3.2.2.3z 3.2.2.4) 3.7.2.1 3.7.2.2 , 0P¢ã0 
JI Í Í t 3 
inexistente
]J35 
3.7.4 EXE¢UTflB 0 HETOD0 IHU 
` ozm 
HHILE D:(D F D0: 
N=Nl 
HHILE N:(NF D0: 
Ler os parametros iniciais do arquivo COHUH 
Zerar X(l) o gradiente do erro E(R). 
Fazer DN=2*H. H=3lN, SN=6*N, €R=2×EP. L=1 






3.7.4.1 Zerar H(l,J), D(I,J), 6(l), Y(I). 
3.7.4.2 flplicar metodo nunerico P/ nininizar U e 
fazer LX=1. 
L=N!. TT=1. 













4.4.1 SlflULâ¢â0 D0 HODELO. 
I 
' T 
Fazer R=N¢1. R×=d. J2=0. HE=d. 
NHILE R=‹ HF-D-1 D0: 
Fazer Y(N)=0. 8:84! 
Fazer Y? ¡que! eo (Rob)-esine leitura de seide do processo (erq. ShlDh$>. e 
U<I) louel eo X-essine leitura de exoiteoeo do processo (erq. EN!RflDh$›. 
l=1 
HHILE l=<N D0: 
Y(H)=Y(H)-P(I)!Y(fl-1)fP(¡¢N)¡U(N-I) 
l=!+1 P(l› = vetor de perenetros. 
I 1 
Seide do nodeio: 9ñ=9(H)
_ 
Seide do processo: Y? iquel eo (R+D)-esino registro do erqivo $hlbâS. 
Erro 1 E=Y?-Yfl 
Criterio J: J2=J2*ElE 
H ea 
IF J2)1E+d0 
meu É us: t 
R=flF 1:1 
0 nodelo neo HH!LE I=<N D0: 
Fazer U(I-1):U(I). 9(l-1):!‹1) s I = led 
e' estevel.
I I I 
R=R41
6.3.1 ÊTRIBUIR 03001003 008 HETODOS. 
03: 
HHLLE 03()Nflfi1 D0: 
Escrever no video o seluinte nenu: 





Esc:»:er no video À I-esina Escrever no vxdeo a opcao I do menu- 
opcao do nenu: 
(I) RESULTQDOS H$(l) EH QROUIUU (I) RESULTQDOS H$(l) NU QRQUIUO CÚHUH 
PROPRl0 
Escrever no video a opcao (Rfl+1) do nenu: 
(Nfl+1) COHTINURR 














6.3.2 PEDIR OS M0005 EXTREHOS DOS lITERUflL0$. 
1138 
6.3.2.1 Calcular o numero de registros oourados R0 e e ooupaoao porcentual do disco. 
6.3.2.2 Editar no video o cabeoalho 0 a tabela dos extremos dos intervalos. 
04=0 
HHILE 04)(S D0: 
'H 
Pedir (opcao) 04 
1r 04;
` `1|z›â3|4‹uss 
I I* V 6 'r
i 




6 k o o 1
3.2.2.1 lN!ERUhLO DO OTROSO 
D1 : -D2 
OHILE D1)Dl OR DF(DI OR OF)D2 DO 
Pedir DI.DF 
Fazer Dl=lNI(DI) e DF = lfl!(DF) 
3.2.2.2 IITERURLO Di ORDEM 
Ii : -M2 
NHILE Ni)Nl OR NI)NF OR NF)H2 OO: 
Pedir fll,flF 
I 
Faler Hl=lIT(NI). NF=INT(NF) 
3.2.2.3 IITERUOLO DOS IEOIDOS 
LG = 1.35*I2*D2+3 : conprinento ninino do intervalo. Lá : O 
NHILE Hl<O OR flF(Hl OR n2>NF OR L6(Lfi DO: 
O comprimento do intervalo e' Lã 
Pedir HI, HF 
fazer Hl=lN!(fll). HF:lN!(nF), Lh:nF-HI 
3.2.2.5 FOTOR DE RECICLOHENIO 








3.3.3.1 Eblfhl PhRhHEIRO$ Illfilâlâ I0 UIDEO
O 
NNILE D1)D OR D2(D D0: 
I I 






Informar no video: 3 Informar no video que: 
'€0flâNDOS: O Pflkfi Shih 'hTRhS0 HINIHO : D1 
° Carregar na memoria os parametros do 
modelo de ordem N e atraso D exis- 
tentes no arquivo 06.
\ 
d 1 ou 
-1 PRRG IHPRIHIR 0 HODELO GTRRSO HQXIHO : D2' 
-2 PRRQ HUDRR PARRHETROS ' 
3.3.3.1.1 Escrever no video o vetor de parametros P(i).
I 
Fazer DX = D
3.3.3.2 Ebllfll là lflPRESSORâ OS PâRâflETRO$ D0 RODELO DE ORDER I E GTRGSU D 
fazer D=DX. I:IX. C$=tlt 
Escrever o oabecalno na impressora. 
Escrever a orden I e o atraso D na impressora. 
3.3.3.2.1 Escrever na impressora o vetor de parametros Pii). 
fazer ¢$=€U$ 
Escrever o cabecalho no video. 
3.3.3.1.1 Escrever no video o vetor de parametros P(i). 
3.3.3.3 HUDQR 08 PflRhflETROS IHlClkIS. 
fazer D=DX. N:NX 
Escrever o cabecalho no video 
3.3.3.1.1 Escrever no video o vetor de parametros P(i). 
J!! 
HHILE J=N D0: 
Posicionar o cursor no parametro P(J) da tabela no video 
Pedir P(J) 
3.3.3.1.1 Escrever no video o vetor de parametros P(i). 
J = J 0 1 
J=1 
NNILE JZI D0: » 
Posicionar o cursor no parametro P(J#n) da tabela no video 
Pedir P(J) 
3.3.3.i.i Escrever no video o vetor de paraetros P(i). 
J = J + 1 
Escrever o cabecalho no video. 
3.3.3.1.1 Escrever no video o vetor de parametros P(i). 
Depositar os parametros P(l) no arquivo 06.





Fazer Y(N)=U, Y(0)=-9 
Ler o R-esino valor U da entrada do processo. 
Ler o (R¢D)-esino valor Y da resposta do processo. 
l=1 












3.3.4.1.1 fltualizar a natriz ×(l,J). 










Depositar P(i) no arquivo COHUH. 
Editar no video os parametros nedios fl(i). 
F ar 
Depositar o vetor de paranetros nedios H(i) no arquivo HQR I
1413 

























htualizar os parametros nedios: 
h(I)=h(l)ä(£-1)/E¢P(I)/EV 




3.3.3.1.1 Escrever no video o vetor de parametros P(lí
3.3.5.1 EDlThR Ii lflPRE$$0Rfl OS HUDELOS fl(l.D): Dl=(D=(DF E Il:(R=(IF 
¡a1er D=Dl. Ç$=CI$ 
Escrever o cabecalho na impressora. 
›¶HlLE D:(DF D0: 
Escrever o atraso D. 
Fazer Rzfll 
HHILE U:‹NF D0: 
Escrever a ordem I. 
Ler no arquivo 0 os paranetros corespondentes ao nodelo orden I e atraso D 




ni u 1: 
fazer D=D-1. N:fl-1, ¢$=CU$ 
Escrever o cabecalho no video. 
3.3.3.1.1 Escrever no video os parametros P(I).






fazer Y(2*N):ER. Y(l):U› Y(B)=-Y 
Ler o R-esino valor da exitaoao U do processo. 
Ler o (R+D)-esino valor da resposta 9 do processo. 
121 \ 








x i A. 
3.3.4.i.1 ñtualizar a matriz X(l,J) 











3.6.2.1 POR€ENTfl6£H DE DRDOS PROCESSÊDOS POR HUB âRTE$ Dfi 
¢0flUThCh0 P/ 0 HETODO DQS URRIQUEIS !USTRUHElTflI$.
4 
HHILE Q4:6 OR TP)100 OR TP(0 D0: 
Pedir a porcentaçen TP para a conutacao 
Fazer TP=lNI(TP§100)/100 
04=0 
3.6.3.2 QTRÊSO PRRÊ 0 UEIOR INSTRUHEHTQL. 
NHILE flBS(DU))10 OR 04:2 D0: 
Pedir o atraso DU do vetor instrumental 
Fazer DU=lNT(DU) 
04:0 
3.6.3.3 FRIUR DE PESO FP PflRñ 0 UETUR INSIRUHENTÊL N(l). 
NHILE 0423 OR FP(°10 0R FP)10 GR FP=0 D0: 
Pedir o fator de peso fP 
Fazer 04=0
1‹|7 
3.6.4.1 PRUCESSU HUI. 
R=fll+1
\ 




3.6.4.1.1 Gerar o vetor instrumental N(l) e comutacao do metodo HGB para RUI. 
OBS. 1 ho implementar esta rotina prestar atencao nas condicoes envolvidas 
na comutacao do metodo HOR para HUI. às condicoes dependem do tipo de 
vetor instrumental escolhido para implementar na rotina. 
OBS. 2 flntes da comutacao o vetor Nil) e' identico ao vetor Y(l) da mesma 
iteracao, assim o processo e' HQR. 
I I 








Ler a R-esima medida de entrada: U 










3.6.4.1.2 fltualizar a matriz X(l,J) 
\ 
i 
3.6.4.1.3 fltualizar o vetor de parametros P(l) 
!C:lC+1 
1 , _ 
R=K+1 i 
\ ¡ l 
039.- Para utilizar um vetor instrumental particularmente deseáado, deve implementarse 
unicamente o procedimento 3.6.4.1.l
3.7.4.1 ZERRR Hà¶Rl2ES E UETORES 
1:1 
NHlLE l=‹N D0: 
J=1 




Fazer 6(I)=0 Y(l)=0. 1:14! 
.LL ' . 
1:1 
NHILE ¡:(3 D0: 
J=1 





iolefial lullllaáfl I \IUlLll' V I LIÃÓLÉ YÍ$I'ÕKlI'§e 
1149 
8:1 
UHILE R=‹fll¢DN D0: iniciar o metodo 
3.7.4.2.1 Calcular o erro £(X) 
3.7.4.2.2 Calcular as derivadas parciais de E(l) en relacao ao vetor de parametros 







3.?.4.2.1 Calcular o erro E(K). 
THEI 
IF E(¡)) 1 E410 
ELSE 
R=flF 3.7.4.2.1 Calculo do erro E(X) 
3.7.4.2.2 Calcular as derivadas de E(R) 
3.7.4.2.3 ñtualizar X(l). 9(I) 
3.7.4.2.4 ñtualizar D(l,J) - 
3.7.4.2.5 Calcular o eradiente 6(l) 
3.7.4.2.6 Calcular o Hessian N(l,J) 
X=K+1 
























ânunciar no video: ñtualizar os parametros e calcular 
'A L~ESlnfi IIERACQU 
FOI REPROUADn' P(l)=P(ll;H (l,J)*6(J) 
E 
(Hessian sinqularâ CR=hBS{N (l,J0§6(J) 
CR=2×EP 
o valor de Cg:
\
Í
6.3.2.1 CQLCULU Di 0CUPhCh0 DO DISCO. 
Calcular o nunero R0 de registros ocupados no disco: 
IO = ( 0.5¡HP¡( IHI(IH41)-IL*(Il-1) ) 6 IXl(lH-IL*1) 1 G (DR DL41)§X ) O 2*(HH*CH) 
Calcular a ooupaoao porcentual do disco: 
OC: INT! 10000*R0/RD]/100 
6.3.2.2 Tabela do Henu 
$ELECñ0 DOS INTERUQLÚS DE lDENllFlChCh0 
EXTREHOS DUS INTERURLOS 














flnunoiar no video: flnunciar no video: 
CQPQCIDADE D0 DlSCO EXEDlDfl EH (OC-160)% 0¢U2:C00 GTUAL : 06% 
6.3.2.3 Pedir e analizar os exizznos do intervalo de nedicoes. 
Calcular o nunero de reoistros livres RL: RL=lBl((RD-R0+2*HH)/2) 
HHILE RL(flH OR R0>RD OR Q4=1 D0: 
z Indicar (na tabela) do video: Extreno ninino : 25 
Extremo naxino : RL 
Pedir o valor de HH 
Ã 6.3.2.1 Calcular R0 e 06% para o disco.
1 
6.3.2.2 Editar no video a tabela. » 
\ 
0420 \
6.3.2.4 PPEDIR E ñIflLl$ñR 0 EXIREHO FlIhL CH DO lIlEROhL0 DE CORRELO€fl0. 
Calcular o numero de reeistros livres: ll=lNT¡(RD-ROOZICH)/21 
üNlLE ¢H‹25 08 Cfllnfl OR R0>RD OR 04=2 D0: 
IF RL(HH 
THEN ELSE 
Indicar (na tabela) no video: Indicar no video que: 
Extremo minimo = 25 Extremo minimo = 25 
Extremo maximo = RL Extremo maximo : HH 
Pedir o valor de CH 
6.3.2.1 Calcular R0 e 06% 
6.3.2.2 Editar a tabela no video. 
04:0 
6.3.2.5 PEDIR E flNâLlSflR OS EXTREHOS D0 XNTERUQLO DÊ URDEH I. 
HHILE Hl(1 OR lL>NN OR R0)RD OR 04:3 D0: 
Indicar na tabela do video: Extremo minimo = 1 
Extremo maximo = (aberto) 
Pedir os extremos NL e NH 
6.3.2.1 Calcular R0 e 06% para o disco. 
6.3.2.2 Editar a tabela no video. 
04=0 
6.3.2.6 PEDIR E QIÊLISQR OS EXIREHÚS DO INTERUQLO DO QIRQSO D. 
HBILE R0)RD OR DL(0 OR DL)DH DR 04:0 D0: 
Indicar na tabela do video que: Extremo minimo = O 
Extremo maximo : (aberto) 
Pedir os extremos DL e DH do intervalo. 
6.3.2.1 Calcular R0 e 02 para o disco. 
6.3.2.2 Editar a tabela no video. 
0420
3.3.34.: Escrever no video o vetor de pumetres Ni) 
152 
l=1 
Il|¡lI.E l=‹|| D0: 
Escrever no video Ni) e Kiel). 
3.3.3.2.1 Escrever na inpressore c vetor de rerenetros Ni) 
1::
_ eme ¡=‹e voz 
Escrever no video Ni) e Hiei).
$.3.4.1.l OTUQLIZOR I 007112 X(I.JD 
1!i3
Í 
fuzor 0:1. E-E0! 
IHILE l:(lI D0: 
- 1 
Zorar os vetores Ztl) o F(¡). 
J=1 
















IHILÍ I:(II D0: 
J=1 









IllLE l:(II D0: 
2ERfll 0 UETOR 2(l) 
J=l 


























Zeta: os voto- ' 

















3.3.3.1.1 Escrever no video o vetor de parametros P(l).
155 
3.¡.O.¶.1 GEROCQO DO UEIOR IISTRUHEIIIL Itl) E COHUYRCID D0 HETUDU IDR Pkflfl HUI. 
$=l*D~DU-I 
IF I€(ÍR 01 S-I(0 










Ler a S-esina medida 
da saida 9 e depositar 
izo Í 
IHILE l=(N-1 D0: inicializar 0(l). 
o valor na variavel
w 
iostrunental: fl(O):9 
ü 5 , 
Ler a (S-l)-esina nedida de saida Y 
e depositar o valor na variavel 
instrunental: 9(l)=-9 
l=l¢1 
fazer N(I):0. 1:1 






U (I) = I'I(S-1) .za °U($-I) 3 u(l-3 ... u(I°I) 1 
onde: pts-i) e' a (s-i)-esina nedida da saida do processo. 
ut!-i) e' a (E-i)-esina medida da entrada do processo. 
S;R0D-D0-I 
D0 e' o atraso para o vetor instrunental
S.$.l.1.2 0TUflLI2|R I IQYRIZ X(l.J) DO flE10§0 RUI. 
I \ 
fazer 0:1. E=E01 
1:1 
¡MIL! l=‹II D0: 
Im 
\ 
Zefa: os vetores 2(l) o F(l). 
~ 4:: 



























I L ` l=l+1 
I» I
APÊNDICE E 
EXEMPLO: NIVEL DE TESTOSTERONA DO PLASMA EM HOMEM 
A testosterona é um hormonio relacionado com a 
função sexual do homem, contribuindo para a libido e o desenvol- 
vimento dos caracteres sexuais secundários masculinos, tais como 
a distribuição dos pêlos, a textura da pele e a qualidade da 
voz. Este hormônio é secretado pelas glândulas testiculares, 
produzido pelas células intersticiais0de Leyding e regulado por 
um sistema de controle com realimentação [34, 37] cujo diagrama 
em blocos aproximado é mostrado na figura E1 [63]. 
LH é o hormônio luteinizante, também conhecido por 
ICSH ou hormônio estimulante das células intersticiais, que es- 
timula a produção de testosterona pelo testículo, o qual por sua 
vez mantém ativo o desenvolvimento dos õrganos sexuais acessó- 
rios tais como o conduto deferente, a prôstata e as vesículas 
seminais [36, 371. Uma variação do LH provoca uma variação no 
nível de testosterona. 
Na figura 1 os blocos indicados como 'desapareci- 
mento do LB' e "desaparecimento da testosterona' referem-se a
57
O 
situitaria 'desaparecimento'I --5 ' t I ' 
t 





fator de honfinio LH 
liberaçao de LH z. 
concentraçao 
oønomtnçu Q- 
_-b de testosterona 4. L" no mm" 
no sançue 
'desaparecimento' testosterona slínñul as 
4 s 4_. 
da testosterona testioulares 
Fio. E1 Processo fisiolosioo reiaoionado con 
a liberagio de testosterona.
159 
todos os mecanismos de metabolização e eliminação natural do LH 
e da testosterona do sangue, respectivamente. A testosterona ê 
eliminada pelo rim sob a forma de um metabolito com pequena ati- 
vidade andrõgina [43]. 
O processo "desaparecimento da testosterona" tem 
propriedades lineares, Reisman [63]. A partir de dados experi- 
mentais, Gay & Bogdanove [32], Gay et al [33], Yamamoto et al 
[31] e utilizando o método dos mínimos quadrados recursivos fo- 
ram obtidos os resultados das tabelas E1 e E2. Destas 5 funcoes 
de transferência a de ordem 1 ê a que mais se aproxima do pro- 
cesso. As funções de ordem 2 e 3 representam processos inestã- 
veis, e os modelos de ordem 4 e 5 apresentam menor aproximação. 
As respostas obtidas por simulação para as funções de transfe- 
rência de ordem 1 e 5 estão nas figuras E3 e E4, e a superposi-
~ çao da resposta do processo e a do modelo de ordem 1 está na fi- 
gura E5. 
As amostras foram obtidas por amostragem manual 
(periodo de amostragem de 1 minuto) da curva de resposta mostra- 
da na figura E2.
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Fio- E3 Sinais de exitaoao e resposta para o blooo 'desaoareoinento' da testosterona. Os pontos 



























































RESULTADOS DOS TESTES DOS MODELOS NQR 
.-._._.__-__...-_.._ ___.. 
MODEL CRITERIOS DE TESTE 
__.._._.-..._ __..._-. .._.-....._..--_.._.._ ._ .._‹-..`.... ...__ _. 
D N J 
O()O<)O U|‹ã(.z~I|*-JH 
AIC T 
.19422499 -ó16.7781 ... 
OVERFLOW 
OVERFLOW 
3B.3B7252 10071.958 ... 
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RESOLUCAO VERTICAL 2. 12 UNIDÊDES/DIVISAO 
RESULUCAD HORIZONTAL; 60 UNIDADES/DIVISAO 
'Fíg. E3.- Excítação e resposta para o modelo 
de ordem 1 e atraso 0. 
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== 
Rcsotucâo vearlcât :.15 UNIDADES/orvxsâo 
Resotucêo Hofixzomvâtzóo UNIDADES/Dxvxsêo 
r Fig. 84.- .flxcitacão e resposta para o modeloá 
de ordem 5 e atraso Of 
OBS.- As unidades são Qg/100m1 para a curva de resposta 




. . . . ‹ o . -¢ 
. ¢ ~ Q . Q z .- 
. › . - . . ‹ -- 
. . . . . . ‹ .- 
‹ ¢ ¢ | . . . ¡ - Q c o . . ~ . › . ~ . . . Q ¢ . . ¢ « . . - n - z n z . . 
. o z 
. . . . . . . - . . . . . . . ~ . . . - . . . . ¢ . 
. . - . . . . . . . . . 
› . . › . z . ~ . ‹ . ‹ . . . . . . . ~ . . . › . . . . 
. . . . - › ¢ ‹ . . . . . - 
. » ¢ . . . . . . ~ . ‹ . - . . . ¢ ~ ¢ . . ‹ ¢ . ‹ - - . . . . . 
. . . . - . . . - . - 
. › ~ . . . . . . . . ‹ . . › . . . . . . ~ . . . . - . . - . . . 
- ~ - . . . . . . . - 
. . . . . . . . . ¢ . . . . ~ . . - . - . . . . . . . . . 
¢ › ~ . - . . . z . . . . ~ - 
- . . . . . . . . . . . - ¢ - ¢ . ¢ - . . ‹ ‹ . . ¢ ¢ . . ‹ - . . Q - ¢ . . . . . . . 0 






. . . . . . . - . . . . . . . - . › . - . - - . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . › ¢ - . . . . . - . . . - - . . . . . . ¢ -- 
. › . . . . . . . . . . . - . . ¢ - . . . . . . . . . . . . . . - - - . . - - . - -. 





. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . _ .
|
l 
RESOLUCAO VERTICGL 3.12 UNIDADES/DIVISAO 
RESOLUCAO HORIZONTALZÓO UNIDÊDES/DIVISAO 
Fig. E5.- 
(b) 
Comparaçâo das respostas do processo 'e 
do modelo de ordem 1 e atraso 0. (a) 32 
perposicão das respostas. (b) Resposta 
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