Abstract. Let L be finite CW complex. By [L] we denote extension type of L. The following generalization of Michael's selection theorem is proved:
Introduction
The following Michael's selection theorem is well-known (see [1] for details): Theorem 1.1. Let X be a paracompact space, A ⊆ X a closed subspace of X with dim X (X − A) ≤ n + 1, Y a complete metric space, F an equi-LC n C n collection and F : X → Y lower semi-continuous map. Then every selection for F | A can be extended to a selection for F . Theorem 1.1 deals with usual Lebesgue dimension and concerns the notion of absoulute extensor in dimension n. The purpose of the present paper is to obtain a natural generalization of Michael's theorem in the case of extension dimension. [L] collections. All spaces are polish, all complexes are countable finitely-dominated CW complexes. For more details related to extension dimension see [2] .
Preliminaries

In this part we introduce notions of extension types of complexes, extension dimension, absolute extensors modulo a complex, [L]-homotopy and equi-LC
For spaces X and L, the notation L ∈ AE(X) means, that every map f : A → L, defined on a closed subspace A of X, admits an extension f over X.
Let L and K be complexes. We say (see [2] ) that L ≤ K if for each space X from L ∈ AE(X) follows K ∈ AE(X). Equivalence classes of complexes with respect to this relation are called extension types. By [L] we denote extension type of L. We will widely use the following proposition:
Proposition 2.1. ([2]). Let X be a polish space such that ed(X) ≤ [L] and Y ∈ AE([L])
. Then L ∈ AE(X ′ ) for any X ′ ⊆ X.
Follow [2] give definition of [L]-homotopy and u-[L]-homotopy:
If, in addition, we are given U ∈ cov(Y ) and H can be choosen so that the collection
Let us observe (see [2] ) that AE([L])-spaces have the following important property:
, any closed subspace A ⊆ X and any two V-close maps f, g : A → Y from existance of extensionf of f over X follows existanceḡ which is U-close tof and extends g over X.
Then for each ε > 0 there exists δ = δ(ε) > 0 such that for any space X with ed(X) ≤ [L], any closed subspace A ⊆ X and any two δ-close maps f, g : A → Y from existance of extensionf of f over X follows existanceḡ which is ε-close tof and extends g over X.
From just mentioned fact one can easely obtain the following:
The last proposition allows us to introduce in the natural way the notion of equi-LC [L] collection.
Selection theorem
Let us recall that a many-valued map F : X → Y is said to be lower semi-continuous (shortly l.s.c.) if F (x) is closed subset of Y for any x ∈ X and for any open U ⊆ Y the set
We are ready now to formulate our main result.
Remark 3.1. Important difference between the further proof of Theorem 3.1 and consideration of [1] consists in the fact that we cannot apply technique of [1] involving maps into nerves of covering. We have to directly extend maps over open subspaces of X and hence we need to use Proposition 2.1. Therefore proof presented in this text cannot be directly generalized on the case when X is paracompact space.
Further, we have no characterization of absolute extensors modulo [L] in terms of maps of spheres. It makes Proposition 2.4 and in turn compactness of Y essential for our consideration.
It is also necessary to point out, that in [2] [L]-dimensional analogies of n-dimensional spheres were introduced, namely, a compact spaces [L]-soft mappings onto n-dimensional sphere (see [2] for necessary definition). Additionaly, these spaces are proved to be [L]-universal for compact spaces. This fact, it would seem, allows to introduce the notion of equi-LC
[L] families using characterization in terms of mappings of S n [L] which were closer to original definition in [1] , and generalize the theorem on the case of non-compact Y .
Unfortunately, as it already has been mentioned above, our proof involve extansions of maps over open subspaces of X which are noncompact. Therefore we cannot use universality of S n [L] . Simillar [1] , we accomplish the proof of this theorem consequently reducing it to other assertion. Using arguments of [1] , one can easely observe, that Theorem 3.1 is equivalent to the following Proof. Consider a sequence ε n = 1 2 n , n ≥ 0. Using Main Lemma construct corresponding sequences of {δ n < ε n }, where δ n = δ n (ε n ) and {f n } such that f n is ε n -close to f n−1 , n ≥ 1 and δ n close to F for every n. Then f n is uniformly Cauchy. Since Y is metrizable compactum (actually we assume that Y is Hilbert cube), there exists continuous f = lim n→∞ f n . Obviously, f is selection of F .
Covers of special type
Let us introduce notations and definitions which are necessary to prove Main Lemma. Definition 4.1. Let U ∈ cov(X). Then V ∈ cov(X) is said to be a canonical refinment for U if V satisfies the following conditions:
Observe, that canonical refinment exists for any U ∈ cov(X) (see [3] for details).
For any ε > 0 let
Definition 4.2. Let U ∈ cov(X). Then we say that V ∈ cov(X) is a canonical refinment for U with respect to F and ε (notation: V = V(U, F, ε), if it satisfies the following conditionsf:
1. V is star-refinment of U.
For any
It is easy to see, that for any U ∈ cov(X) and ε > 0 there exists a canonical refinment with respect to F and ε.
Let U = {U α : α ∈ A} be a star-finite irreducible cover of X having oder ≤ n + 1.
Let
Further, for each k = 1 . . . n + 1 and
Notice that generally speaking, G : α ∈ A} are closed, pairwise disjoint and non-empty subsets of X.
We will use these consideration as well as introduced notations in all the remaining text.
Technical lemmas
The following two lemmas we need to complete the proof are analogies of lemmas containing in Appendix of [1] . . Check that pair (ε, δ) satisfies requirments of lemma.
Let O = {O y = O δ (y) : y ∈ B} (since B is compact, we may choose finite refinment of O, but it is not essential for further consideration). Let V y = f −1 (O y ) and V = {V y : y ∈ B}. Consider U ∈ cov(X), which is canonical refinement of V in the sense of Definition 4.1. Let U = {U α : α ∈ A}. Using property 1 of canonical refinement, for each α ∈ A find y α such that St U U α ⊆ V yα . Notice that generally speaking, y α and y β may coincide for α = β. Finally, consider related to U sets F k and G B k , introduced in Section 4. We are ready now to construct map g. Using induction by k = 1 . . . n + 1 construct a sequence of map
Observe, that g 1 is defined correctly and continuous on F 1 (see properties G1-G4 on the page 5). By our choice of {y α }, g 1 satisfies conditions 1g-4g.
Assuming that g k has been already constructed, let us construct g k+1 . To accomplish this it is enough (see G3 on the page 5) to define g k+1 on each non-emty
Since U α U β = ∅ for α, β ∈ B (recall that we consider G B k+1 = ∅) by our choice of y α we have dist(y α , y β ) < δ. Therefore, by property 4g we conclude that diam Z ′ < 2δ + 2(δ k /3) < δ k . Hence by our choice of {δ k }, map g k has an extensionḡ k :
≡ḡ k . Observe, that g k+1 is continuous (see property G2 on the page 5). Check that g k+1 satisfies conditions 1g-4g. Indeed, 1g and 2g are met by construction. Further, we have diam g k+1 (G B k+1 ) < δ k+1 /3, therefore, since y α ∈ g k+1 (U α ) for every α ∈ A, condition 4g is also met. Finally, our choice of δ and {δ k } coupled with property 3g for g k and just checked property 4g for g k+1 (as well as the choice of y α ) yields the property 3g for g k+1 .
Since F n+1 = X (see property F3 on the page 5) we complete the proof letting g ≡ g n+1 . 
Proof. a. Since Y is AE-compactum, for µ > 0 pick ξ = ξ(µ) such that pair (µ, ξ) satisfies conditions of Corollary 2.3 for space Y . Further, for ξ > 0 choose ν such that pair (ξ, ν) meets conditions of Lemma 5.1. Check that pair (µ, ν) satisfies condition a.
Consider f : A → O ν (B). By our choice of ν there exists g : A → B such that dist(f, g) < ξ. Since B ∈ AE(X) there exists extension g : X → B. Therefore, by our choice of ξ, there existsf :
The last fact implies that
Further, let λ = min(µ,
). For λ find ξ > 0 as in Corollary 2.3, applied to space Y . We may assume that ξ < δ. For ξ > 0 pick ν = ν(ξ) > 0 as in Lemma 5.1.
Check, that δ and ν satisfy our requirments.
By the choice of ν there exists g : A → B, which is ξ-close to f and hence δ-close to f . This fact implies, that diam g(A) < 3δ = δ ′ , which, in turn, implies by the choice of δ ′ , that g has an extensionḡ : X → B such that diamḡ(X) < ε.
Since g and f are ξ-close, by our choice of ξ we may now conclude that f has an extensionf : X → Y such thatf is λ-close toḡ. Finally, by the choice of λ, diamf(X) < ε andf (X) ⊆ O µ (B).
Proof of Main Lemma
Proof. Let we are given a δ > 0 and V ∈ cov(X). We say, that cover U = {U α : α ∈ A} and sequences {U k ∈ cov(X) : k = 1 . . . n + 1}, {x(k, α) : α ∈ A, k = 1 . . . n + 1} form canonical system with respect to F and δ, if the following conditions are satisfied (we use notation of Definitions 4.1, 4.2):
1.
Note, that canonical system exists for each V ∈ cov(X). Note also, that some of {x(k, α)} may coincide.
Finally, observe, that since {F (x) : x ∈ X} is LC [L] collection, we may assume without loss of generality that δ and ν which Lemmas 5.1, 5.2 provide us with for every F (x) do not depend on x.
a. Fix µ > 0. Construct sequence {δ k } n+1 k=1 such that δ n+1 = µ and for each k pair (δ k+1 /2, δ k ) satisfies conditions of Lemma 5.2.a for any F (x). Let δ = δ 1 /2. In addition, we may assume that δ k < δ k+1 for every k.
Consider also a cover V = {U x : x ∈ X}, where
α ∈ A, k = 1 . . . n + 1} be canonical system for δ and V.
For each α ∈ A pick y α ∈ F (x (1, α) ). Finally, consider sets {F k } and {G B k }, constructed with respect to U (see Section 4). Now we construct map g. Using induction by k = 1 . . . n + 1 construct a sequence of maps
Observe, that g 1 is defined correctly and continuous on F 1 (see properties G1-G4 on the page 5). By properties 1-4 of canonical system and by the choice of {y α }, g 1 satisfies requirements i-iv.
Assuming that g k has been already constructed, let us construct g k+1 .
To accomplish this it is enough (see G3 on the page 5) to define g k+1 on each non-empty
′ is closed and non-empty subset of Z. The idea is to define g k+1 on G By properties 4 and 5 of canonical system we have:
( * ) and
Since {U 
Hence (see property G4 on the page 5) , α(B) ))). The last fact and our choice of sequence {δ l } allow us to extend g k to g k+1 over Z such that
Observe, that g k+1 is correctly defined and continuous on F k+1 by the properties G2 and G4 on the page 5. Let us check that g k+1 satisfies conditions i-iv.
Indeed, conditions i and ii are met by construction. Further, since G B k+1 ⊆ Z, condition iv follows from ( * * * ). Finally, since G B k+1 ⊆ U x(k+1,α(B)) , from property 2 of Definition 4.2 applied to
) < δ k+1 /2 + δ < δ k+1 < µ, which shows that property iii is also met.
Since F n+1 = X (see property F3 on the page 5) we complete the proof letting g ≡ g n+1 .
b
such that δ n+1 = ε, ν n+1 = µ and for each k we have δ k = δ(δ k+1 /6), ν k = ν(δ k+1 /6, ν k+1 /2) in the sense of Lemma 5.2.b applied to F (x) (for any x ∈ X). Let δ = δ 1 /12 and ν = ν 1 /2. In addition, we may assume that δ k < δ k+1 /2 and ν k < ν k+1 for every k.
Suppose that we are given a map f :
α ∈ A, k = 1 . . . n + 1} be canonical system for ν and V.
Since dist(f, F ) < δ, for each α ∈ A we can pick y α ∈ F (x(1, α)) such that dist(y α , f (x(1, α))) < δ.
Finally, consider sets {F k } and {G B k }, constructed with respect to U (see Section 4). Now we construct map g. As in part a, using induction by k = 1 . . . n + 1 construct a sequence of maps {g k } n+1 k=1 such that:
Observe, that g 1 is defined correctly and continuous on F 1 (see properties G1-G4 on the page 5). By properties 1-4 of canonical system and by the choice of {y α }, g 1 satisfies requirements i-v.
As before in the proof of a, to accomplish this it is enough (see G3 on the page 5) to define g k+1 on each non-empty G B k+1 for each B ⊆ A such that |B| = k + 1.
Fix B such that |B| = k + 1. Consider Z = G B k+1 . Let Z ′ = Z F k . Obviously, Z ′ is closed and non-empty subset of Z. Again, the idea is to define g k+1 on G B k+1 extending g k from Z ′ over Z. Using the same arguments as in proof of a, one can show, that
Indeed, since α∈B U α ⊇ G B k+1 = ∅, we have α∈B U x(1,α) = ∅. Therefore dist(f (x(1, α)), f (x(1, β))) < 2δ for any α, β ∈ B. Further, by construction we have dist(y α , f (x(1, α))) < δ for any α ∈ B. These inequalities coupled with property v and the fact that Z ′ ⊆ α∈B U α yield diam g k (Z ′ ) < 2δ + 2δ + 2(δ k /3) = 4δ + 2(δ k /3) < δ k . Property ( ′′ ) is checked. From properties ( ′ ) and ( ′′ ) we can conclude according to our choice of sequences {δ i } and {ν i } that g k can be extended over Z to g k+1 : Z → Y such that diam g k+1 (Z) < δ k+1 /6 ( ′′′ )
Using the same arguments as in proof of a one can show that g k+1 is continuous map satisfying properties i-iv.
Let us check that property v is also met. Since Z ′ U α = ∅, for each α ∈ B, from property ( ′′′ ) and property v applied to map g k we have:
and condition v is checked.
Finally, let g ≡ g n+1 . Obviously, g is µ-close to F . Check, that g is ε-close to f . Property v of g n+1 = g implies that g n+1 (U α ) ⊆ O δ n+1 /3 (y α ) = O ε/3 (y α ). Since U α ⊆ U x(1,α) ⊆ f −1 (O δ f (x(1, α))), we have f (U α ) ⊆ O δ f (x (1, α) ).
These inclusions coupled with inequality dist(f (x(1, α)), y α ) < δ imply that dist(g| Uα , f | Uα ) < 2δ + ε/3 < ε for each α and consequently g is ε-close to f .
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