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Quasi–minimal surfaces of pseudo–Riemannian space forms
with positive relative nullity
Burcu Bektas¸ Demirci and Nurettin Cenk Turgay
Abstract. In this paper, we consider surfaces in 4–dimensional
pseudo–Riemannian space–forms with index 2. First, we obtain
some of geometrical properties of such surfaces considering their
relative null space. Then, we get classifications of quasi–minimal
surfaces with positive relative nullity.
1. Introduction
A submanifolds of a pseudo–Riemannian manifold is said to be quasi–
minimal if its mean curvature is light–like at every point. Since quasi–
minimal submanifolds does not exist in Riemannian manifolds, they
have taken attention of many geometers so far (See, for example, [4–
6, 9]). When the ambient space is a Lorentzian space–time, quasi–
minimal submanifolds are also called marginally trapped in physics lit-
erature because they are closely related with the concept of trapped
surfaces, introduced by Roger Penrose in [8].
On the other hand, studying submanifolds by considering their rel-
ative null space was initiated by M. Dajczer and D. Gromoll in [7]
where they obtained necessary and sufficent conditions for a spherical
submanifold to have positive relative nullity. Recently, the complete
classification of marginally trapped surfaces with positive relative nul-
lity in Lorentzian space–forms was given by B.-Y.Chen and J. Van
der Veken in [2]. Further, they proved that there exists no quasi–
minimal surface with positive relative nullity when the ambient space
is a Robertson–Walker space–time with non–constant sectional curva-
tures, [1].
In [3], B.-Y.Chen mentioned some results concerning marginally trapped
surfaces in Lorentzian space forms and in Lorentzian complex space
forms and he also put forward some open problems about classification
of such surfaces in a 4–dimensional pseudo–Riemannian space forms
with index 2.
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The main purpose of this paper is studying quasi–minimal surfaces
of a 4–dimensional pseudo–Riemannian space forms with index 2 from
in terms of their relative null spaces. In particular, we obtain the
complete local classification of quasi–minimal surfaces in the pseudo–
Euclidean space E42 and a pseudo–sphere S
4
2, respectively. In Sect. 2,
after we describe the notation that we will use, we give basic facts on
quasi–minimal surfaces of a pseudo–Riemannian space forms. In Sect.
3, we present our main results.
2. Preliminaries
Let Ens be the pseudo–Euclidean n–space defined by E
n
s = (R
n, gˆ),
where gˆ is the canonical metric tensor of index s given by
gˆ = 〈·, ·〉 = −
s∑
i=1
dxi ⊗ dxi +
n∑
j=s+1
dxj ⊗ dxj
for a Cartesian coordinate system (x1, x2, . . . , xn) of R
n. A non–zero
vector v is said to be space–like, light–like or time–like if 〈v, v〉 > 0,
〈v, v〉 = 0 or 〈v, v〉 < 0, respectively.
We put
S
n
s ={x ∈ E
n+1
s | 〈x,x〉 = 1},
H
n
s ={x ∈ E
n+1
s+1 | 〈x,x〉 = −1}.
Then, Sns and H
n
s are pseudo–Riemannian manifolds of constant sec-
tional curvature 1 and −1 known as a pseudo–sphere and a pseudo–
hyperbolic space, respectively. For a non–zero real number c > 0, we
also denote a n–dimensional pseudo–Riemannian space form with index
s and constant sectional curvature c by Rns (c). It is known that
Rns (c) =


E
n
s if c = 0,
S
n
s if c = 1,
H
n
s if c = −1.
Let ∇˜ and g˜ stand for the Levi–Civita connection and the metric tensor
of Rns (c), respectively.
2.1. Pseudo–Riemannian Submanifolds of Rns (c). Consider an iso-
metric immersion f : (Ω, gˇ) →֒ Rns (c) from an m–dimensional pseudo–
Riemannian manifold (Ω, gˇ) and put M = f(Ω) with the metric g =
f ∗(gˇ). If ∇ denote the Levi–Civita connection of M , then for any
vector fields X, Y ∈ TM and ξ ∈ NfΩ, the Gauss and Weingarten
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formulas are given, respectively, by
∇˜XY = ∇XY + αf(X, Y ),(2.1)
∇˜Xξ = −A
f
ξ (X) +∇
⊥
Xξ,(2.2)
where NfΩ stand for the normal bundle of f , αf is the second fun-
damental form, Afξ is the shape operator along the normal direction ξ
and ∇⊥ is the normal connection of f . Also, Afξ and αf are related by
g(AfξX, Y ) = g˜(αf (X, Y ), ξ).(2.3)
The mean curvature vector H of f is defined by H = 1
m
trace αf . Note
that M is called quasi–minimal if the mean curvature vector H is a
light–like at each point of M .
On the other hand, the curvature tensor R of M , the normal curva-
ture tensor R⊥ of f and αf satisfy
R(X, Y )Z = c(X ∧ Y )Z + Af
αf (Y,Z)
X − Af
αf (X,Z)
Y,(2.4a)
(∇¯Xαf )(Y, Z) = (∇¯Y αf)(X,Z),(2.4b)
R⊥(X, Y )ξ = αf (X,A
f
ξY )− αf(A
f
ξX, Y ),(2.4c)
which are called Gauss, Codazzi and Ricci equations, respectively,
where X ∧ Y and ∇¯αf are defined respectively by
(X ∧ Y )Z = g(Y, Z)X − g(X,Z)Y,
(∇¯Xαf )(Y, Z) = ∇
⊥
Xαf(Y, Z)− αf (∇XY, Z)− αf (Y,∇XZ).
The relative null space of M at a point p is defined by
Np = {Xp ∈ TpM | αf(Xp, Yp) = 0 for all Yp ∈ TpM }.
If the dimension of the relative null space Np is non-zero for all p ∈ M ,
then M is said to have positive relative nullity in Rns (c), [2].
2.2. Immersions into S42. Let f : (Ω, gˇ) →֒ S
4
2 be an isometric im-
mersion and i : S42 ⊂ E
5
2 be the inclusion. Call fˆ = i ◦ f . We denote
the Levi–Civita connection of E52 by ∇ˆ. Then, we have
N fˆΩ = i∗
(
NfΩ
)
⊕ span {fˆ}
and shape operators of f and fˆ satisfy Afη = A
fˆ
i∗η
whenever η ∈ NfΩ
andAfˆ
fˆ
= −I, where I is the identity. Moreover, the second fundamental
forms of f and fˆ are related by
αfˆ (X, Y ) = i∗ (αf (X, Y ))− g(X, Y )fˆ
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whenever X, Y ∈ TM . Therefore, we have
(2.5) ∇ˆXY = i∗
(
∇˜XY
)
− g(X, Y )fˆ .
3. Surfaces with positive relative nullity in R42(c)
In this section, we obtain complete local classification of quasi–
minimal surface with positive relative nullity in a 4–dimensional pseudo–
Riemannian space forms. Throughout this section, a surfaceM ofR42(c)
is defined by M = f(Ω) and we put g = f ∗(gˇ) where f : (Ω, gˇ) →֒
(R42(c), g˜) is an isometric immersion and c ∈ {−1, 0, 1}.
Lemma 3.1. Let M be a quasi–minimal surface with positive relative
nullity in a pseudo–Riemannian space form R42(c). Then, at each point
p ∈M , there exists an orthonormal basis {e1, e2} for the tangent space
of M and a pseudo–orthonormal basis {e3, e4} for the normal space of
M such that
g(e1, e1) = −g(e2, e2) = ε, g(e1, e2) = 0,
g˜(e3, e3) = g˜(e4, e4) = 0, g˜(e3, e4) = −1,
αf (e1, e1) = αf(e1, e2) = 0, αf(e2, e2) = e3.
(3.1)
Proof. Assume thatM is a quasi–minimal surface with positive relative
nullity in R42(c). If dimNp = 2 for a p ∈ M , then αf vanishes at p
which implies Hp = 0. However, this is a contradiction because M is
quasi–minimal. Therefore, we have
dimNp = 1 for all p ∈M.
On the other hand, if Np is degenerated, i.e., Np = span {Xp} for
a light–like vector Xp ∈ TpM , then we have αf(Xp, Yp) = 0 for any
Yp ∈ TpM . If Yp is chosen to be a unique light–like tangent vector at
p such that gp(Xp, Yp) = −1, then we obtain Hp = −αf (Xp, Yp) = 0
which yields another contradiction. Consequently, there exists a tan-
gent vector field e1 ∈ Np with g(e1, e1) = ε ∈ {−1, 1}. Let e2 be a unit
vector field orthogonal to e1, which implies g(e2, e2) = −ε, g(e1, e2) =
0. Since e1 ∈ Np, we have αf(e1, e1) = αf (e1, e2) = 0 and dimNp = 1
implies αf(e2, e2) 6= 0. Now, we define a light–like vector field e3 by
e3 = −2εH
and choose e4 as the unique light–like vector field normal to M such
that g˜(e3, e4) = −1. Then, we obtain αf(e2, e2) = e3. Hence, we have
obtained all of conditions appearing in (3.1). 
Let us assume that {e1, e2} is an orthonormal frame and {e3, e4} is
a pseudo–orthonormal frame on the quasi–minimal surface M in R42(c)
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which satisfy the equation (3.1). With respect to chosen frame field
{e1, e2, e3, e4}, we have
∇eie1 = −εω12(ei)e2, ∇eie2 = −εω12(ei)e1(3.2)
∇⊥eie3 = φ(ei)e3, ∇
⊥
ei
e4 = −φ(ei)e4.(3.3)
From now on, we denote φ(e1) = ω and φ(e2) = γ.
Proposition 3.2. Let M be a quasi–minimal surface of a pseudo–
Riemannian space forms R42(c) with positive relative nullity. Then,
there exists a local coordinate system (s, t) defined on a neighborhood
of p ∈M such that the induced metric tensor g of M takes the form
(3.4) g = ε(ds⊗ ds− φ2dt⊗ dt), ε = ±1.
Moreover, the vector fields e1 =
∂
∂s
and e2 =
1
φ
∂
∂t
satisfy
∇˜e1e1 = 0, ∇˜e1e2 = 0(3.5a)
∇˜e2e1 = −ωe2, ∇˜e2e2 = −ωe1 + e3,(3.5b)
∇˜e1e3 = ωe3, ∇˜e2e3 = γe3,(3.5c)
where the functions φ, ω and γ are defined by one of following forms:
i. For c = 0,
(3.6)


φ(s, t) = A(t)(s+m(t))
ω(s, t) = −
1
s+m(t)
γ(s, t) =
γ0(t)
s+m(t)
−
m′(t)
(A(t)(s +m(t)))2
ii. For εc = 1,

φ(s, t) = A(t) cos (s+m(t))
ω(s, t) = tan (s+m(t))
γ(s, t) = sec (s+m(t))
(
γ0(t) + tan (s+m(t))
m′(t)
A(t)
)(3.7)
iii. For εc = −1,

φ(s, t) = A(t) cosh (s+m(t))
ω(s, t) = − tanh (s+m(t))
γ(s, t) = sech (s+m(t))
(
γ0(t)− tanh (s+m(t))
m′(t)
A(t)
)(3.8)
for some smooth functions m and γ0, where A is an arbitrarily chosen
positive, smooth, non–vanishing function.
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Proof. Suppose thatM is a quasi–minimal surface of a pseudo–Riemannian
space forms R42(c) with positive relative nullity. From Lemma 3.1, we
choose a frame field {e1, e2, e3, e4} which satisfy the conditions given
by (3.1). Considering this, we obtain Afe3 = 0. Calculating the Codazzi
equation (2.4b) for X = Z = e1, Y = e2 and X = Z = e2, Y = e1,
we get ω12(e1) = 0 and εω12(e2) = ω, respectively. Combining these
equations with (3.2) and (3.3), we get the equations in (3.5).
On the other hand, equations (3.5a) and (3.5b) gives [e1, e2] = ωe2
which implies [e1, φe2] = 0 for a non–vanishing function φ satisfying
(3.9) e1(φ) = −φω.
Therefore, there exists a local coordinate system (s, t) such that e1 =
∂
∂s
and φe2 =
∂
∂t
defined on a neighborhood of any point p ∈ M .
Consequently, the induced metric tensor g of M takes the form given
in (3.4) and the equation (3.9) turns into
(3.10) φs = −φω.
From the Gauss equation (2.4a) and the Ricci equation (2.4c), we ob-
tain
(3.11) ωs = ω
2 + εc and γs = ωγ +
ωt
φ
.
By solving equations appearing in (3.10) and (3.11) for c = 0, εc = 1
and εc = −1, we get (3.6), (3.7) and (3.8), respectively, for some
smooth functions γ0, m and A. Note that if A˜ is another smooth,
positive, non–vanishing function, then the local coordinate system (s˜, t˜)
defined by s˜ = s, t˜ =
∫ t
c
A
A˜
dt satisfies all conditions of the lemma for
A = A˜. Hence, the function A appearing in (3.6), (3.7) and (3.8) can
be chosen arbitrarily. 
3.1. Quasi–Minimal Surfaces in E42. In this subsection, we get the
following local classification theorem for a quasi–minimal surface with
positive relative nullity in E42.
Theorem 3.3. A quasi–minimal surface in E42 has positive relative
nullity if and only if it is congruent to one of the followings:
(i) A surface given by
f(s, t) =
(
b(t)s+
∫ t
t0
m(ξ)b′(ξ)dξ, s sinh t+
∫ t
t0
m(ξ) cosh ξdξ,
s cosh t+
∫ t
t0
m(ξ) sinh ξdξ, b(t)s+
∫ t
t0
m(ξ)b′(ξ)dξ
)
,
(3.12)
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(ii) A surface given by
f(s, t) =
(
b(t)s+
∫ t
t0
m(ξ)b′(ξ)dξ, s cosh t+
∫ t
t0
m(ξ) sinh ξdξ,
s sinh t +
∫ t
t0
m(ξ) cosh ξdξ, b(t)s+
∫ t
t0
m(ξ)b′(ξ)dξ
)
,
(3.13)
where m(t) is a smooth function and the function b(t) is a solution of
b′′(t)− b(t) = F (t) for a non–vanishing smooth function F (t).
Proof. Let M be a quasi–minimal surface of E42 with positive relative
nullity and consider a local coordinate system (s, t) satisfying the con-
ditions given in Proposition 3.2. Without loss of generality, we take
A(t) = 1.
By considering the first equation in (3.5a), we obtain
(3.14) f(s, t) = sB(t) +B1(t)
for some smooth R4–valued functions B(t) and B1(t). Also, the equa-
tions (3.5c) and (3.6) implies
(3.15) e3 =
F (t)
s+m(t)
C0
for a non–zero constant vector C0, where F (t) is a smooth non–vanishing
function defined by F (t) = e
∫ t
t0
γ0(ξ)dξ.
On the other hand, the second equation in (3.5a) gives
(3.16) B′1(t) = m(t)B
′(t).
Considering (3.4), (3.14) and (3.16), we get e2 = B
′(t) which implies
g˜(B′(t), B′(t)) = −ε and combining (3.6), (3.15) and (3.16) with the
second equation in (3.5b), we get
B′′(t)−B(t) = F (t)C0.
The solution of this equation is
(3.17) B(t) = cosh tC1 + sinh tC2 + b(t)C0
for some constant vectors C1, C2 ∈ E42, where the function b(t) satisfies
b′′(t) − b(t) = F (t). By combining (3.16), and (3.17) with (3.14), we
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obtain
f(s, t) =
(
s cosh t+
∫ t
t0
m(ξ) sinh ξdξ
)
C1
+
(
s sinh t+
∫ t
t0
m(ξ) cosh ξdξ
)
C2
+
(
sb(t) +
∫ t
t0
m(ξ)b′(ξ)dξ
)
C0.
(3.18)
Since g(e1, e1) = ε and g˜(e1, e3) = g˜(e3, e3) = 0, the equations (3.15)
and (3.18) give
g˜(C0, C1) = g˜(C0, C2) = 0, g˜(C0, C0) = 0,
g˜(C1, C1) = −g˜(C2, C2) = ε, g˜(C1, C2) = 0.
Therefore, up to a suitable isometry of E42, one can choose C0 =
(1, 0, 0, 1), C1 = (0, 0, 1, 0), C2 = (0, 1, 0, 0) for the case ε = 1. In
this case, the equation (3.18) turns into (3.12) which gives the case (i)
of the theorem. For ε = −1, up to a suitable isometry of E42, we choose
C0 = (1, 0, 0, 1), C1 = (0, 1, 0, 0), C2 = (0, 0, 1, 0). Then, we obtain the
case (ii) of the theorem. Hence, the necessary condition is proved.
Conversely, it can be shown that both of the isometric immersions
given by (3.12) and (3.13) satisfy αf(∂s, ∂s) = αf(∂s, ∂t) = 0 and
αf(∂t, ∂t) = (s+m(t))F (t)(1, 0, 0, 1) 6= 0.
Hence, the surfaces given in the theorem are quasi–minimal and they
have positive relative nullity. 
3.2. Quasi–Minimal Surfaces in S42. In this subsection, we classify
quasi–minimal surfaces of S42 with positive relative nullity, that is the
case c = 1. First, we want to present some examples of quasi–minimal
surfaces in S42.
Example 3.4. Consider the immersion f : Ω →֒ S42 defined by
(i ◦ f)(s, t) = (b(t) cos s, cos s sinh t, sin s, cos s cosh t, b(t) cos s)(3.19)
for a smooth function b(t) and put M = f(Ω), where Ω = (0, 2π)× R.
Then, the mean curvature vector of f is
i∗H =
b′′(t)− b(t)
cos s
(1, 0, 0, 0, 1)
which implies that M is a quasi–minimal surface of S42 if and only if
b′′(t)− b(t) 6= 0 for all t ∈M . A direct computation yields that M has
positive relative nullity.
Similar as Example 3.4, we give the following example.
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Example 3.5. Similar to Example 3.4, the surface M given by
(i ◦ f)(s, t) = (b(t) cosh s, sinh s, cosh s cos t, cosh s sin t, b(t) cosh s)
(3.20)
is quasi–minimal if and only if b′′(t)+ b(t) 6= 0 for all t ∈M . Moreover,
M has positive relative nullity.
Proposition 3.6. Let α : (I,−dt2) →֒ S21 be a time–like curve para-
metrized by its arc–length with a non–vanishing curvature κ and the
unit normal vector field N . Then, the surface M in S42, defined by the
immersion f : J × I →֒ S42 given by
fˆ(s, t) = cos s(b(t), α1(t), α2(t), α3(t), b(t))
+ sin s
(∫ t
t0
κ(ξ)b′(ξ)dξ,N1(t), N2(t), N3(t),
∫ t
t0
κ(ξ)b′(ξ)dξ
)
(3.21)
is a quasi–minimal surface with positive relative nullity if and only if b
is a smooth function satisfying the condition
(3.22) b′′(t)− κ(t)
∫ t
t0
κ(ξ)b′(ξ)dξ − b(t) 6= 0
for all t ∈ I, where j ◦ α = (α1, α2, α3), j∗N = (N1, N2, N3) and
j : S21 ⊂ E
3
1 is the inclusion.
Proof. By a direct computation, we obtain ∇˜e1e1 = ∇˜e1e2 = 0 which
yields that e1p ∈ Np for any p ∈M , where e1 = ∂s and e2 =
1
κ(t) sin s+cos s
∂t.
A further computation yields that
i∗ (h(e2, e2)) = −2i∗H =
b′′(t)− κ(t)
∫ t
t0
κ(ξ)b′(ξ)dξ − b(t)
κ(t) sin s+ cos s
(1, 0, 0, 0, 1).
Hence, M is quasi–minimal if and only if the condition given in (3.22)
is satisfied. 
Proposition 3.7. Let α : (I, dt2) →֒ S21 be a space–like curve para-
metrized by its arc–length with a non–vanishing curvature κ and the
unit normal vector field N . Then, the surface M in S42, defined by the
immersion f : J × I →֒ S42, given by
fˆ(s, t) = cosh s (b(t), α1(t), α2(t), α3(t), b(t))
+ ε sinh s
(∫ t
t0
κ(ξ)b′(ξ)dξ,N1(t), N2(t), N3(t),
∫ t
t0
κ(ξ)b′(ξ)dξ
)
(3.23)
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is a quasi–minimal surface with positive relative nullity if and only if b
is a smooth function satisfying the condition
(3.24) b′′(t)− κ(t)
∫ t
t0
κ(ξ)b′(ξ)dξ + b(t) 6= 0.
for all t ∈ I, where j ◦ α = (α1, α2, α3), j∗N = (N1, N2, N3) and
j : S21 ⊂ E
3
1 is the inclusion.
Proof. Similar as the proof of Proposition (3.6), it can be seen that M
has positive relative nullity and
i∗ (h(e2, e2)) = 2i∗H =
b′′(t)− κ(t)
∫ t
t0
κ(ξ)b′(ξ)dξ + b(t)
cosh s+ εκ(t) sinh s
(1, 0, 0, 0, 1)
gives thatM is a quasi–minimal surface in S42 if and only if the condition
given by the equation (3.24) is valid. 
Now, we are ready to prove the following local classification theorem.
Theorem 3.8. A quasi–minimal surface in S42 has positive relative
nullity if and only if it is congruent to one of the followings:
(i) A surface given by (3.19).
(ii) A surface described in Proposition 3.6.
(iii) A surface given by (3.20).
(iv) A surface described in Proposition 3.7.
Proof. In order to prove necessary condition, assume thatM is a quasi–
minimal surface with positive relative nullity in S42. We choose a local
coordinate system (s, t) which satisfies the equations (3.4) and (3.5)
and define the tangent vector fields e1, e2 as in Proposition 3.2. Using
the equations (2.5) and (3.5), we have
∇ˆe1e1 = −εfˆ , ∇ˆe1e2 = 0(3.25a)
∇ˆe2e1 = −ωe2, ∇ˆe2e2 = −ωe1 + e3 + εfˆ ,(3.25b)
∇ˆe1e3 = ωe3, ∇ˆe2e3 = γe3.(3.25c)
We are going to study the cases ε = 1 and ε = −1 separately.
Case (1) ε = 1. Considering the equations (3.7) and (3.25c), we get
(3.26) e3 =
F (t)
cos (s+m(t))
C0
where C0 is a non–zero constant vector in E
5
2 and F (t) is a smooth
function defined by F (t) = e
∫ t
t0
A(ξ)γ0(ξ)dξ. Also, C0 is a light–like vector
in E52 due to the fact that g˜(e3, e3) = 0. Thus, up to isometries of E
5
2,
we can choose C0 = (1, 0, 0, 0, 1).
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On the other hand, the first equation in (3.25a) gives
(3.27) fˆ(s, t) = cos sB(t) + sin sB1(t)
for some smooth R5–valued functions B(t) and B1(t) which satisfy
(3.28) sinm(t)B′(t) + cosm(t)B′1(t) = 0
because of the second one of (3.25a). By considering (3.28), we are go-
ing to consider subcases sinm(t) = 0, cosm(t) = 0 and sinm(t) cosm(t) 6=
0 separately.
Case(1a): sinm(t) = 0 on M . Thus, the equation (3.28) implies
(3.29) B1(t) = B10
for a non–zero constant vector in B10 ∈ E
5
2. Without loss of generality,
we put A(t) = 1. Then, the equation gˆ(fˆ , fˆ) = 1 and g˜(e1, e3) = 0
imply
g˜(B(t), B(t)) = g˜(B10, B10) =1,
g˜(B(t), B10) = g˜(B(t), C0) = g˜(B10, C0) =0.
(3.30)
On the other hand, by combining the equations (3.26), (3.27) and
(3.29) with the second equation in (3.25b), we obtain B′′(t) − B(t) =
F (t)C0 which implies
(3.31) B(t) = cosh tC1 + sinh tC2 + b(t)C0
for some constant vectors C1, C2 ∈ E
5
2 and a smooth function b satis-
fying b′′(t)− b(t) = F (t). Because of (3.30) and (3.31), we have
g(C1, C1) = −g(C2, C2) =1,
g(C1, C2) = g(C1, C0) = g(C2, C0) =0,
(3.32)
Therefore, up to a suitable isometry of S42, we can choose
B10 = (0, 0, 1, 0, 0), C1 = (0, 0, 0, 1, 0), C2 = (0, 1, 0, 0, 0).
Consequently, the equation (3.27) gives (3.19). Hence, we have the
surface given in the case (i) of the theorem.
Case(1b) cosm(t) = 0 on M . Similar to Case (1a), we obtain that
M is congruent to the surface given by f(Ω), where f : Ω →֒ S42 is
defined by
(i ◦ f)(s, t) = (b(t) sin s, sin s sinh t, cos s, sin s cosh t, b(t) sin s).
However, this surface is congruent to the surface given in the case (i)
of the theorem.
Case(1c) sinm(t) 6= 0 and cosm(t) 6= 0 on an open subset O of M .
By shrinking O if necessary, we assume O = I × J for some open in-
tervals I and J . Without loss of generality, we choose A(t) = secm(t).
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In this case, the equation (3.28) implies B′1(t) = − tanm(t)B
′(t) and
B′1 does not vanish on O. Then, we have
(3.33) e2 = B
′(t)
which implies g(e2, e2) = g(B
′(t), B′(t)) = −1. By combining the equa-
tions (3.26), (3.27) and (3.33) with the second equation in (3.25b), we
obtain
(3.34) B′′(t) = B(t)− tanm(t)B1(t) + F (t) secm(t)C0.
On the other hand, since gˆ(fˆ , e3) = 0, (3.26) and (3.27) imply
g˜(B1, C0) = g˜(B,C0) = 0 which give
B(t) = (b(t), α1(t), α2(t), α3(t), b(t)),(3.35a)
B1(t) = (b10(t), b11(t), b12(t), b13(t), b10(t)).(3.35b)
for some smooth functions b0, αi and b1j . Next, we define the smooth
curves α, γ : J → E31 by
(3.36) α = (α1, α2, α3), γ = (b11, b12, b13)
Then, from (3.34) we have
(3.37) α′′(t) = α(t)− tanm(t)α1(t).
Next, by combining (3.27) with (3.4), we obtain g(B(t), B(t)) =
g(B1(t), B1(t)) = 1 and g(B
′(t), B′(t)) = −1. We consider these equa-
tions and (3.35a) to obtain 〈α, α〉 = 1 and 〈α′, α′〉 = 1 which yields
that α is a time–like curve lying on S21 parametrized by its arc–length.
Therefore, one can define (spherical) normal N = (N1, N2, N3) and
(spherical) curvature κ of α by
(3.38) α′′ = κN + α, N ′ = κα′.
By combining (3.37) and (3.38), we obtain
(3.39) N(t) = γ(t), κ(t) = − tanm(t)
and by considering this equation and (3.28), from (3.35b) we obtain
(3.40) b10(t) =
∫ t
t0
κ(ξ)b′(ξ)dξ
for a constant t0. Note that κ does not vanish on J because of the
second equation in (3.39). By combining (3.35), (3.39) and (3.40) with
(3.27), we obtain that O is congruent to the surface given by (3.21).
Therefore, we have the case (ii) of the theorem.
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Case(2) ε = −1. Similar to Case(1), considering the equations (3.8)
and (3.25c), we get
(3.41) e3 =
F (t)
cosh (s+m(t))
C0
for a light-like constant vector C0 ∈ E
5
2, where F (t) is a non–vanishing
smooth function defined by F (t) = e
∫ t
t0
A(ξ)γ0(ξ)dξ. Since C0 is a light–
like constant vector in E52, up to isometries of E
5
2, we choose C0 =
(1, 0, 0, 0, 1).
On the other hand, the first equation in (3.25a) gives
(3.42) fˆ(s, t) = cosh sB(t) + sinh sB1(t)
for some smooth R5–valued functions B(t) and B1(t). Also, from the
second equation in (3.25a), we obtain
(3.43) sinhm(t)B′(t) = coshm(t)B′1(t).
We are going to study the subcases sinhm(t) = 0 and sinhm(t) 6= 0
seperately.
Case(2a) sinhm(t) = 0 on M . Then, the equation (3.43) implies
B1(t) = B10 for a non–zero constant vector B10 ∈ E52. Without loss
of generality, we put A(t) = 1. Then, by considering gˆ(fˆ , fˆ) = 1 and
g˜(e1, e3) = 0, from (3.41) and (3.42) we get
g˜(B(t), B(t)) = −g˜(B10, B10) = 1, g˜(B(t), B10) = 0,
g˜(B(t), C0) = g˜(B10, C0) = 0.
(3.44)
On the other hand, equations (3.41) and (3.42) give
e2 = B
′(t) and e3 =
F (t)
cosh s
C0,
respectively. By combining these equations with the second equation
in (3.25b), we obtain
B′′(t) +B(t) = F (t)C0
whose solution is
(3.45) B(t) = cos tC1 + sin tC2 + b(t)C0
for some constant vectors in C1, C2 ∈ E
5
2, where b is a smooth function
satisfying b′′(t) + b(t) = F (t). By combining (3.44) and (3.45), we get
g(C1, C0) = g(C2, C0) = 0 g(B10, C1) = g(B10, C2) = 0
g(C1, C1) = g(C2, C2) = 1, g(C1, C2) = 0.
Up to isometries of S42, we choose
B10 = (0, 1, 0, 0, 0), C1 = (0, 0, 1, 0, 0), C2 = (0, 0, 0, 1, 0).
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Then, the equation (3.42) becomes (3.20). Hence M is congruent to
the surface given in the case (iii) of the theorem.
Case(2b) sinhm(t) 6= 0 on an open subset O of M . Similar to Case
(1c), we put O = I × J and A(t) = sechm(t), where I and J are some
open intervals. In this case, because of (3.43), on O we have
(3.46) B′1(t) = tanhm(t)B
′(t).
for vector–valued smooth functions B(t) and B1(t). Consequently, we
get e2 = B
′(t) and g(e2, e2) = g(B
′(t), B′(t)) = 1. Using this and the
equation (3.41) in the second one of (3.25b), we get
(3.47) B′′(t) = −B(t) + tanhm(t)B1(t) + sechm(t)F (t)C0.
Similar to Case(1c), B and B1 satisfy (3.35) and we define curves
α, γ : J → E31 as in (3.36). Then, from (3.47) we have
(3.48) α′′(t) = −α(t) + tanhm(t)γ(t).
Note that since ε = −1, (3.4) and (3.42) implies g(B(t), B(t)) =
g(B′(t), B′(t)) = 1 from which we have 〈α, α〉 = 〈α′, α′〉 = 1. There-
fore, α is a space–like curve lying on S21 and it is parametrized by its
arc–length. Similar to Case (1c), we define κ and N by
α′′ = κN − α, N ′ = κα′.(3.49)
By combining (3.48) and (3.49), we obtain
(3.50) N(t) = γ(t), κ(t) = tanhm(t).
Since sinhm(t) 6= 0 on O, κ does not vanish on J . By considering
(3.46) and (3.50), we obtain
(3.51) b10(t) =
∫ t
t0
κ(ξ)b′(ξ)dξ
for a constant t0. By combining (3.35), (3.50) and (3.51) with (3.42),
we obtain that O is congruent to the surface given by (3.23). Therefore,
we have the case (iv) of the theorem.
We have completed the proof of the necessary condition. Conversely,
as we describe in Example 3.4, Example 3.5, Proposition 3.6 and Propo-
sition 3.7, all of the surfaces given in the theorem are quasi–minimal
and they have positive relative nullity. 
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