Abstract. We determine test vectors and explicit formulas for all Bessel models for those Iwahori-spherical representations of GSp 4 over a p-adic field that have non-zero vectors fixed under the Siegel congruence subgroup.
Introduction
For various classical groups, Bessel models of local or global representations have proven to be a useful substitute for the frequently missing Whittaker model. The uniqueness of Bessel models in the local non-archimedean case has now been established in a wide variety of cases; see [1] , [3] . In this work we are only concerned with the group GSp 4 over a p-adic field F , for which uniqueness of Bessel models was proven as early as 1973; see [4] .
Other than Whittaker models, which are essentially independent of any choices made, Bessel models depend on some arithmetic data. In the case of GSp 4 , part of this data is a choice of non-degenerate symmetric 2 × 2-matrix S over the field F . The discriminant d of this matrix determines a quadratic extension L of F ; this extension may be isomorphic to F ⊕ F , which will be referred to as the split case. The second ingredient entering into the definition of a Bessel model is a character Λ of the multiplicative group L × . Now let (π, V ) be an irreducible, admissible representation of GSp 4 (F ). Given S and Λ, the representation π may or may not have a Bessel model with respect to this data. In the case of GSp 4 , it is possible to precisely say which representations have which Bessel models; see [7] . In particular, every irreducible, admissible representation has a Bessel model for an appropriate choice of S and Λ.
Given π, S and Λ, it is one thing to know that a Bessel model exists, but it is another to identify a good test vector. By definition, a test vector is a vector in the space of π on which the relevant Bessel functional is non-zero. Equivalently, in the actual Bessel model consisting of functions B on the group with the Bessel transformation property, B is a test vector if and only if B(1) is non-zero. In this paper, we will identify test vectors for a class of representations that is relevant for the theory of Siegel modular forms of degree 2. In addition, we shall give explicit formulas for the corresponding Bessel functions. See [5] , [9] for the Steinberg case and [12] for the spherical case.
More precisely, the class of representations we consider are those that have a non-zero vector invariant under P 1 , the Siegel (Γ 0 -type) congruence subgroup of level p. These representations appear as local components of global automorphic representations generated by Siegel modular forms of degree 2 with respect to the congruence subgroup Γ 0 (N ), where N is a square-free positive integer. They fall naturally into thirteen classes, only four of which consist of generic representations (meaning representations that admit a Whittaker model); see our Table 1 below.
Of the thirteen classes, six are actually spherical, meaning they have a non-zero vector invariant under the maximal compact subgroup GSp 4 (o) (here, o is the ring of integers of our local field F ). Sugano [12] has given test vectors and explicit formulas in the spherical cases. Our main focus, therefore, is on the seven classes consisting of non-spherical representations with non-zero P 1 -fixed vectors. Of those, five classes have a one-dimensional space of P 1 -fixed vectors, and two classes have a two-dimensional space of P 1 -fixed vectors. The one-dimensional cases require a slightly different treatment from the two-dimensional cases. In all cases, our main tool will be two Hecke operators T 1,0 and T 0,1 , coming from the double cosets P 1 diag(̟, ̟, 1, 1)P 1 and P 1 diag(̟ 2 , ̟, 1, ̟)P 1 .
Evidently, these operators act on the spaces of P 1 -invariant vectors. In Sect. 3 we give their eigenvalues for all of our seven classes of representations. The results are contained in Table 3 .
In the one-dimensional cases, trivially, the unique P 1 -invariant vector is a common eigenvector for both T 1,0 and T 0,1 . In the two-dimensional cases, it turns out there is a nice basis consisting of common eigenvectors for T 1,0 and T 0,1 . In Sect. 5 we will apply the two Hecke operators to P 1 -invariant Bessel functions B and evaluate at certain elements of GSp 4 (F ). Assuming that B is an eigenfunction, this leads to several formulas relating the values of B at various elements of the group; see Lemma 5.1 as an example for this kind of result. The calculations are all based on a GL 2 integration formula, which we establish in Lemma 4.3.
In Sect. 6 we use some of these formulas to establish a generating series for the values of B at diagonal elements; see Proposition 6.1. It turns out that there is one "initial element" A generating series like in Proposition 6.1 is precisely the kind of result that will be useful in global applications. However, it still has to be established that B(h(0, m 0 )) = 0; this is the test vector problem, and it is not trivial since B may vanish on all diagonal elements and yet be non-zero. It turns out that, in almost all cases, B(h(0, m 0 )) = 0 as expected; see our main results Theorem 8.2 and Theorem 9.3.
However, there is one exceptional case, occurring only for split Bessel models of representations of type IIa, and then only for a certain unramified Bessel character Λ. In this very special case, our Bessel function B is non-zero not at the identity, as expected, but at a certain other element; see Theorem 8.2 i) for the precise statement.
To handle this exceptional case, and one other split case for VIa type representations, we require an additional tool besides our Hecke operators. This additional tool are zeta integrals, which are closely related to split Bessel models. We also require part of the theory of paramodular vectors from [8] . Roughly speaking, we take paramodular vectors and "Siegelize" them to obtain P 1 -invariant vectors. Calculations with zeta integrals then establish the desired non-vanishing at specific elements. This is the topic of Sect. 7.
The final Sects. 8 and 9 contain our main results. Theorem 8.2 exhibits test vectors in all one-dimensional cases, and Theorem 9.3 exhibits test vectors in all two-dimensional cases. As mentioned above, explicit formulas for these vectors can be found in Proposition 6.1. We mention that, evidently, explicit formulas imply uniqueness of Bessel models. Hence, as a byproduct of our calculations, we reprove the uniqueness of these models for the representations under consideration.
Let us remark here that the proofs of several of the lemmas in this paper are very long but not conceptually very deep. Hence, we have omitted the proofs of these results. We direct the reader to [6] for a longer version of this article which contains all the details of the proofs.
Basic facts and definitions
Let F be a non-archimedean local field of characteristic zero, o its ring of integers, p the maximal ideal of o, and ̟ a generator of p. We fix a non-trivial character ψ of F such that ψ is trivial on o but non-trivial on p −1 . We let v be the normalized valuation map on F .
As in [2] we fix three elements a, b, c in
Then
. Let z →z be the obvious involution on L whose fixed point set is F . The determinant map on F (ξ) corresponds to the norm map on L, defined by N (z) = zz. Let
One can check that
We define the Legendre symbol as
These three cases are referred to as the inert case, ramified case, and split case, respectively. If L is a field, then let o L be its ring of integers and
In the field case let v L be the normalized valuation on L. Except in Sect. 7, where we consider certain split cases, we will make the following standard assumptions,
• a, b ∈ o and c ∈ o × .
•
Under these assumptions, the group
Under our assumptions (4) it makes sense to consider the quadratic equation cu 2 +bu+a = 0 over the residue class field o/p. The number of solutions of this equation is L p + 1. In the ramified case we will fix an element u 0 ∈ o and in the split case we will fix two mod p inequivalent elements u 1 , u 2 ∈ o such that
Groups
We define the group GSp 4 , considered as an algebraic F -group, using the symplectic form
. Hence, GSp 4 (F ) = {g ∈ GL 4 (F ) : t gJg = µ(g)J}, where the scalar µ(g) ∈ F × is called the multiplier of g. Let Z be the center of GSp 4 . Let B denote the Borel subgroup, P the Siegel parabolic subgroup, and Q the Klingen parabolic subgroup of GSp 4 . Let K = GSp 4 (o) be the standard maximal compact subgroup of GSp 4 (F ). The parahoric subgroups corresponding to B, P and Q are the Iwahori subgroup I, the Siegel congruence subgroup P 1 , and the Klingen congruence subgroup P 2 , given by
We will also have occasion to consider, for a non-negative integer n, the paramodular group of level p n , defined as
The eight-element Weyl group W of GSp 4 , defined in the usual way as the normalizer modulo the centralizer of the subgroup of diagonal matrices, is generated by the images of
Bessel models
Let a, b, c, the matrix S and the torus T (F ) be as above. We consider T (F ) a subgroup of GSp 4 (F ) via
Let U (F ) be the unipotent radical of the Siegel parabolic subgroup P and R(F ) = T (F )U (F ). We call R(F ) the Bessel subgroup of GSp 4 (F ) (with respect to the given data a, b, c). Let θ : U (F ) → C × be the character given by
where ψ is our fixed character of F of conductor o. We have θ(t −1 ut) = θ(u) for all u ∈ U (F ) and t ∈ T (F ). Hence, if Λ is any character of T (F ), then the map tu → Λ(t)θ(u) defines a character of R(F ). We denote this character by Λ ⊗ θ. Let S(Λ, θ) be the space of all locally constant functions B : GSp 4 (F ) → C with the Bessel transformation property B(rg) = (Λ ⊗ θ)(r)B(g) for all r ∈ R(F ) and g ∈ GSp 4 (F ).
Our main object of investigation is the subspace S(Λ, θ, P 1 ) consisting of functions that are right invariant under P 1 . The group GSp 4 (F ) acts on S(Λ, θ) by right translation. If an irreducible, admissible representation (π, V ) of GSp 4 (F ) is isomorphic to a subrepresentation of S(Λ, θ), then this realization of π is called a (Λ, θ)-Bessel model. It is known by [4] , [7] that such a model, if it exists, is unique; we denote it by B Λ,θ (π). Since the Bessel subgroup contains the center, an obvious necessary condition for existence is Λ(z) = ω π (z) for all z ∈ F × , where ω π is the central character of π.
Change of models
Of course, Bessel models can be defined with respect to any non-degenerate symmetric matrix S, not necessarily subject to the conditions (4) we imposed on a, b, c. Since our calculations and explicit formulas will assume these conditions, we shall briefly describe how to switch to more general Bessel models. Hence, let λ be in F × and A be in GL 2 (F ), and let S ′ = λ t ASA.
Replacing S by S ′ in the definitions (2) and (10), we obtain the group T ′ (F ) and the character θ ′ of U (F ). There is an isomorphism
It is easily verified that B ′ has the (Λ ′ , θ ′ )-Bessel transformation property, and that the map B → B ′ provides an isomorphism
be the usual matrix such that d = b 2 − 4ac is a square in F × , and let
Then we can take λ = 1 and
If B ∈ S(Λ, θ, P 1 ) and B is a T 1,0 eigenfunction (see (15)) with non-zero eigenvalue then an explicit computation shows that
See [6] for details.
The Iwahori-spherical representations of GSp 4 (F ) and their Bessel models Table 1 below is a reproduction of Table A .15 of [8] . It lists all the irreducible, admissible representations of GSp 4 (F ) that have a non-zero fixed vector under the Iwahori subgroup I, in a notation borrowed from [10] . In Table 1 , all characters are assumed to be unramified. Further, Table 1 lists the dimensions of the spaces of fixed vectors under the various parahoric subgroup; every parahoric subgroup is conjugate to exactly one of K, P 02 , P 2 , P 1 or I. In this paper we are interested in the representations that have a non-zero P 1 -invariant vector. Except for the one-dimensional representations, these are the following:
• I, IIb, IIIb, IVd, Vd and VId. These are the spherical representations, meaning they have a K-invariant vecor.
• IIa, IVc, Vb, VIa and VIb. These are non-spherical representations that have a onedimensional space of P 1 -fixed vectors. Note that Vc is simply a twist of Vb by the character ξ, so we will not list it separately.
• IIIa and IVb. These are the non-spherical representations that have a two-dimensional space of P 1 -fixed vectors.
Let π be any irreducible, admissible representation of GSp 4 (F ). Let S be a matrix as in (1), and θ the associated character of U (F ); see (10) . Given this data, one may ask for which characters Λ of the torus T (F ), defined in (2) and embedded into GSp 4 (F ) via (9), the representation π admits a (Λ, θ)-Bessel model. This question can be answered, based on results from [7] . We have listed the data relevant for our current purposes in Table 2 . Note that, in this table, the characters χ, χ 1 , χ 2 , σ, ξ are not necessarily assumed to be unramified, i.e., these results hold for all Borel-induced representations. For the split case L = F ⊕ F in Table 2 , it is assumed that the matrix S is the one in (12) . The resulting torus T (F ) is given in (13); embedded into GSp 4 (F ) it consists of all matrices diag(a, b, b, a) with a, b in F × .
Hecke eigenvalues
For integers l and m, let h(l, m) be as in (25). Let (π, V ) be a smooth representation of GSp 4 (F ) for which Z(o) acts trivially. We define two endomorphisms of V by the formulas
and the Atkin-Lehner element The Iwahori-spherical representations of GSp 4 (F ) and the dimensions of their spaces of fixed vectors under the parahoric subgroups. Also listed are the conductor a(π) and the value of the ε-factor at 1/2. The symbol ν stands for the absolute value on F × , normalized such that ν(̟) = q −1 , and ξ stands for the non-trivial, unramified, quadratic character of 
Evidently, T 1,0 and T 0,1 induce endomorphisms of the subspace of V consisting of P 1 -invariant vectors. Table 3 gives the eigenvalues of T 1,0 and T 0,1 on the space of P 1 -invariant vectors for the representations in Table 1 which have non-zero P 1 -invariant vectors, but no non-zero Kinvariant vectors. We will not give all the details of the eigenvalue calculation, since the method is similar to the one employed in [11] . See [6] for details. Table 4 explains the notation. Table 3 : Eigenvalues of the operators T 1,0 , T 0,1 and η on spaces of P 1 -invariant vectors in irreducible representations.
We make one more comment on the eigenvalues in Table 3 , concerning the representations where the space of P 1 invariant vectors is two-dimensional. One can verify that the operators T 1,0 and T 0,1 commute, so that there exists a basis of common eigenvectors. The ordering for types IIIa and IVb in Table 3 is such that the first eigenvalue for T 1,0 corresponds to the first eigenvalue for T 0,1 , and the second eigenvalue for T 1,0 corresponds to the second eigenvalue for T 0,1 . Table 4 : Notation for Satake parameters for those Iwahori-spherical representations listed in Table 3. The "restriction" column reflects the fact that certain charcaters χ are not allowed in type IIa and IIIa representations. The last column shows the central character of the representation. type representation parameters restrictions c.c.
Double cosets, an integration formula and automatic vanishing
Let a, b, c be as in Sect. 2, subject to the conditions (4). Let T (F ) be the subgroup of GL 2 (F ) defined in (2) . By [12] , Lemma 2-4, there is a disjoint decomposition
(here it is important that our assumptions (4) on a, b, c are in force; for example, (18) would obviously be wrong for a = c = 0). The following two lemmas provide further decompositions for the group GL 2 (o). We will use the notations
Lemma. i) In the inert case
ii) In the ramified case
with u 0 as in (5) . We have
iii) In the split case
with u 1 , u 2 as in (5) . We have
iv) Let m be a positive integer, and
We have
Proof. The lemma follows by using standard representatives for GL 2 (o)/Γ 0 (p) and the definition of T (o). See [6] .
We turn to double coset decompositions for GSp 4 . For l, m ∈ Z, let
Using (18) and the Iwasawa decomposition, it is easy to see that
cf. (3.4.2) of [2] . Using Lemma 4.1, the right coset representatives for K/P 1 from [8], Lemma 5.1.1, and employing the useful identity
which holds for z ∈ F × , we get the following proposition (see [6] ).
ii) In the inert case
iii) In the ramified case
iv) In the split case
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where, for i = 1, 2,û
An integration formula
The integration formula on GL 2 (o) presented in the following lemma will be used in many of our Hecke operator calculations. Let Λ be a character of L × ∼ = T (F ). Let 
Let the Haar measure on GL 2 (o) be normalized such that the total volume is 1.
Proof. The lemma follows from Lemma 4.1.
Automatic vanishing
Many of the cosets from Proposition 4.2 cannot be in the support of a Bessel function. The following lemma exhibits several cases of automatic vanishing. Proof. These are standard arguments using the P 1 -invariance of B and the definition of m 0 .
The Hecke operators
In the following lemmas we will give the value of T 1,0 B and T 0,1 B, where B ∈ S(Λ, θ, P 1 ), on various double coset representatives from Proposition 4.2. The main tools are the integration formulas in Lemma 4.3 and the useful matrix identity (27). The proofs are long and tedious and we will not present them here. See [6] for details.
5.1 Lemma. Let B ∈ S(Λ, θ, P 1 ), and let l and m be non-negative integers. Let h(l, m) be as in (25) . Then the following formulas hold.
ii)
iii)
Lemma. Let Λ be an unramified character of L × , and let l ≥ −1 be an integer. Then i) In the ramified case
L p = 0, for all integers l ≥ −1, (T 1,0 B)(h(l, 0)û 0 s 1 s 2 ) = −q 2 B(1) if l = −1, q 2 (q − 1)B(h(l + 1, 0)) + q 2 B(h(l − 1, 1)s 1 s 2 ) if l ≥ 0.
ii) In the split case
L p = 1, for all integers l ≥ 0, (T 1,0 B)(h(l, 0)û 1 s 1 s 2 ) = q 2 (q − 1)B(h(l + 1, 0)) + q(q − 1)B(h(l − 1, 1)s 1 s 2 ) + qΛ(1, ̟)B(h(l, 0)û 1 s 1 s 2 ), (T 1,0 B)(h(l, 0)û 2 s 1 s 2 ) = q 2 (q − 1)B(h(l + 1, 0)) + q(q − 1)B(h(l − 1, 1)s 1 s 2 ) + qΛ(̟, 1)B(h(l, 0)û 2 s 1 s 2 ).
Lemma. Let B ∈ S(Λ, θ, P 1 ), and let l and m be non-negative integers. Let h(l, m) be as in (25). Then the following formulas hold. i)
Lemma. Let Λ be an unramified character of L × , and let l ≥ −1 be an integer. Then i) In the ramified case
ii) In the split case
5.5 Lemma. Let B ∈ S(Λ, θ, P 1 ) be such that T 1,0 B = λB and T 0,1 B = µB. Let l and m be non-negative integers.
• For m ≥ max(m 0 , 1), or for m
• For m 0 > 0, we have
Proof. 
The main tower
Again we consider the matrix S and the associated character θ of U (F ); see (10) . As usual, the assumptions (4) 6.1 Proposition. Let B ∈ S(Λ, θ, P 1 ) be an eigenfunction for T 1,0 and T 0,1 with eigenvalues λ and µ, respectively. Then
Furthermore, for any l ≥ 0, there is a formal identity
Proof. The relation (36) is immediate from Lemma 5.1 i). Combining (36) with Lemma 5.3 i), we get, for l ≥ 0 and m ≥ m 0 ,
We multiply this by Y m+2 and apply
to both sides, arriving at the formal identity
Setting m = m 0 in Lemma 5.3 i) and using (36) provides a relation between B(h(l, m 0 )) and B(h(l, m 0 + 1)). Substituting this relation, we obtain the asserted formula.
Generic representations and split Bessel models
We recall some basic facts about generic representations of GSp 4 (F ), and refer to Sect. 
This integral is convergent for Re(s) > s 0 , where s 0 is independent of W ; see [8] , Proposition 2.6.3. Moreover, there exists an L-factor of the form
We consider split Bessel models with respect to the quadratic form S defined in (12) . Let θ be the corresponding character of U (F ). The resulting group T (F ), defined in (2), is a split torus. We think of T (F ) embedded into GSp 4 (F ) as all matrices of the form diag(a, b, b, a) with a, b ∈ F × . We write a character Λ of T (F ) as a function Λ(a, b). Consider the functional f s on the ψ c 1 ,c 2 -Whittaker model of π given by
By analytic continuation and the defining property of L(s, π), this is a well-defined and nonzero functional on π for any value of s. A direct computation shows that the functional f s is a split (Λ, θ)-Bessel functional with respect to the character Λ given by Λ(diag(a, b, b, a)) = |a −1 b| −s+1/2 . If we assume that π has trivial central character, then any unramified character of T (F ) is of this form for an appropriate s.
Zeta integrals of Siegel vectors
Let (π, V ) be an irreducible, admissible, generic representation of GSp 4 (F ) with unramified central character. We assume that V = W(π, ψ c 1 ,c 2 ) is the Whittaker model with respect to the character ψ c 1 ,c 2 of N (F ). For what follows we will assume that c 1 , c 2 ∈ o × . Recall the Siegel congruence subgroup P 1 and the Klingen congruence subgroup P 2 defined in (6).
7.1 Lemma. Let (π, V ) be as above, and let W be an element of
Proof. ii) is a special case of Lemma 4.1.1 of [8] , and i) is proved similarly.
Let W ∈ V be a P 2 -invariant vector. Then
is P 1 -invariant. Using Lemma 7.1, the standard representatives for GL 2 (o)/Γ 0 (p) and (27), one calculates that
The IIa case 7.2 Lemma. Let π = χSt GL(2) ⋊σ be a representation of type IIa with unramified χ and σ. Let α = χ(̟) and γ = σ(̟). We assume that α 2 γ 2 = 1, i.e., that π has trivial central character.
Proof. We may assume that s is in the region of convergence. Since the element t 1 = h(1, 0) −1 s 1 s 2 s 1 h(1, 0) lies in the paramodular group K para (p) we have, for any g in GSp 4 (F ), the relation ωW 0 (gs 2 s 1 ) = W 0 (gh (1, 0) ). Substituting this into (41), we obtain
This proves part i) of the lemma. Proof of part ii) is a long computation and we do not present it here. See [6] for details.
For the following proposition we continue to assume that π = χSt GL(2) ⋊σ is a representation of type IIa with unramified χ and σ, but we will drop the condition that π has trivial central character. If the non-zero vector W spans the space of P 1 -invariant vectors, then we still have ηW = ωW with ω = −αγ, but this constant is no longer necessarily ±1. We consider split Bessel models with respect S as in (12) . We want the character Λ of T (F ) to coincide on the center of GSp 4 (F ) with the central character of π, i.e., Λ(a, a) = (χσ) 2 (a). Since Λ(̟, 1)Λ(1, ̟) = ω 2 , we have Λ(1, ̟) = −ω if and only if Λ(̟, 1) = −ω. 
The VIa case
Let π = τ (S, ν −1/2 σ) be the representation of type VIa. We assume that σ is unramified and that π has trivial central character, i.e., σ 2 = 1. This is a representation of conductor 2 By Table A.8 
We assume that π is given in its ψ c 1 ,c 2 -Whittaker model. Let W 0 be the paramodular newform, i.e., a non-zero element invariant under the paramodular group of level p 2 ; see (7) . By Theorem 7.5.4 of [8] , we can normalize W 0 such that Z(s, W 0 ) = L(s, π). We let
This is a P 2 -invariant vector; it was called the shadow of the newform in Sect. 7.4 of [8] . By Proposition 7.4.8 of [8] ,
7.4 Lemma. For any complex number s,
Proof. We may assume that s is in the region of convergence. By (41) and (44),
To evaluate the integral in this equation, we compute the zeta integral Z(s, π(s 2 s 1 )W ′ ) in two different ways -first, by using the local functional equation for Z(s, W ), and second, by using a direct computation and the fact that the representation has no K para (p)-invariant vectors. The result is that
From (46) and (47), we now get
Using the explicit form (42) of L(s, π), the assertion follows. See [6] for further details. 
The one-dimensional cases
In this section we will identify good test vectors for those irreducible, admissible representations of GSp 4 (F ) which are not spherical, but possess a one-dimensional space of P 1 -invariant vectors.
A look at Table 1 shows that these are the Iwahori-spherical representations of type IIa, IVc, Vb, VIa and VIb (Vc is a twist of Vb and is not counted separately). This entire section assumes that the elements a, b, c satisfy the conditions (4). The matrix S, the group T (F ) ∼ = L × and the character θ have the usual meaning. i) Assume that B ∈ S(Λ, θ, P 1 ) satisfies
with complex numbers λ, µ, ω satisfying λ = −qω.
• Otherwise,
ii) Assume that B ∈ S(Λ, θ, P 1 ) satisfies ηB = ωB and
Proof. i) From Lemma 5.1 and the Atkin-Lehner relations, we get 
for l ≥ −1; observe here the defining property (5) of the elements u i . Assume that B(h(0, m 0 )), and therefore, by Proposition 6.1, the whole main tower, is zero. Then, by (52) and Lemma 4.4, the entire s 2 -tower is also zero. By the Atkin-Lehner relations, the s 1 s 2 and s 2 s 1 s 2 towers are also zero. In the inert case, in view of the double cosets given in Proposition 4.2, and v) of Lemma 4.4, it follows that B = 0. Taking into account (53), the same conclusion holds in the ramified and split cases.
The condition λ = −qω in i) of the above lemma is satisfied by the representations of type IIa, IVc, Vb and VIa. The representations of type VIb satisfies λ = qω. These representations have a one-dimensional space of P 1 -invariant vectors, but no non-zero P 2 -invariant vectors. Hence, if a non-zero P 1 -invariant vector B is made P 2 -invariant by summation, the result is zero -using standard representatives, we get (49) in ii) of the above lemma.
The main result
The following theorem, which is the main result of this section, identifies good test vectors for those irreducible, admissible, infinite-dimensional representations of GSp 4 (F ) that have a one-dimensional space of P 1 -invariant vectors.
8.2 Theorem. Let π be an irreducible, admissible, Iwahori-spherical representation of GSp 4 (F ) that is not spherical but has a one-dimensional space of P 1 -invariant vectors. Let S be the matrix defined in (1) , with a, b, c subject to the conditions (4) . Let T (F ) be the group defined in (2) . Let θ be the character of U (F ) defined in (10) 
For any α, either the set of first 7 equations or the set of last 7 equations has a non-singular matrix. Hence, all the values in (59) are zero. Now (32) and (57) We will give the proof of the inert case L p = −1 here. The other cases are similar (see [6] ). Using Lemma 5.1 ii), we get, for l ≥ 0, αγqB 1 (h(l, 0)s 2 ) = q 2 B 1 (h(l − 1, 1)s 1 s 2 ).
Using (55) and Lemma 5.1 iv), we get, for l ≥ 0, αγqB 1 (h(l, 0)s 2 s 1 s 2 ) = −(q + 1)B 1 (h(l − 1, 1)s 1 s 2 ).
Hence, from (55), (60) and (61), we get, for l ≥ 0, γB 1 (h(l, 0)s 2 ) = q 2 B 1 (h(l + 1, 0)s 2 ).
Using (60), (62) and Lemma 5.3 ii), we get αγ 2 (αq + 1)qB 1 (s 2 ) = q 4 B 1 (h(0, 1)s 1 s 2 ) = αγq 3 B 1 (h(1, 0)s 2 ) = αγ 2 qB 1 (s 2 ).
Since α = 0 , we get B 1 (s 2 ) = 0. Now (60), (61) and (62) implies that B 1 vanishes on all the double coset representatives in Proposition 4.2 that have m = 0. Hence B 1 = 0, as claimed.
The IVb case
Let B 1 and B 2 be common eigenvectors for T 1,0 and T 0,1 in the IVb case. We can choose the normalizations such that Recall that γ = σ(̟), where σ is an unramified character. From Table 2 Proof. The proof is similar to that of Lemma 9.1, m 0 = 0 case, and is therefore omitted. See [6] for details.
The main result
The following theorem identifies good test vectors for those irreducible, admissible representations of GSp 4 (F ) that are not spherical but have a two-dimensional space of P 1 -invariant vectors. Recall from Table 1 that these are precisely the Iwahori-spherical representations of type IIIa and IVb.
9.3 Theorem. Let π be an irreducible, admissible, Iwahori-spherical representation of GSp 4 (F ) that is not spherical but has a two-dimensional space of P 1 -invariant vectors. Let S be the matrix defined in (1) , with a, b, c subject to the conditions (4) . Let T (F ) be the group defined in (2) . Let θ be the character of U (F ) defined in (10) , and let Λ be a character of T (F ) ∼ = L × . Let m 0 be as in (31) . We assume that π admits a (Λ, θ)-Bessel model. Then the space of P 1 -invariant vectors is spanned by common eigenvectors for the Hecke operators T 1,0 and T 0,1 , and if B is any such eigenvector, then B(h(0, m 0 )) = 0.
Proof. Assume first that π is of type IIIa. Then π has a Bessel model with respect to any Λ; see Table 2 . Let B 1 and B 2 be the P 1 -invariant vectors which are common eigenvectors for T 1,0 and T 0,1 , as in (54). Then B 1 (h(0, m 0 )) = 0 by Lemma 9.1. If we replace γ by α −1 γ and then α by α −1 in the equations (54), then the roles of B 1 and B 2 get reversed. This symmetry shows that also B 2 (h(0, m 0 )) = 0. Now assume that π is the representation L(ν 2 , ν −1 σSt GSp(2) ) of type IVb. Then, by Table  2 , we must have Λ = σ • N L/F . In particular, Λ is unramified and satisfies the hypotheses of Lemma 9.2. Let B 1 and B 2 be the P 1 -invariant vectors which are common eigenvectors for T 1,0 and T 0,1 , as in (64). Then B 1 (1) = 0 and B 2 (1) = 0 by Lemma 9.2.
