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Transition tori are invariant tori connected by transverse heteroclinic orbits. As
shown by Arnold, nearby orbits can drift from torus to torus. In this paper, a
family of transition tori is constructed for the planar five-body problem.  1996
Academic Press, Inc.
1. INTRODUCTION
The goal of this paper is to prove the existence of a family of invariant
two-dimensional tori with transverse heteroclinic connections for the
planar five-body problem. The solutions on these tori are depicted in Fig. 1.
There are three equal masses moving on nearly elliptical orbits in a nearly
equilateral configuration. In the center, two small unequal masses move on
small, nearly circular orbits. Such an solution can be described by two
angles, one fixing the position of the equilateral triangle and the other
fixing the position of the two small masses. Different tori in the family have
different sizes (and frequencies) for the orbit of the small masses.
These invariant tori have stable and unstable manifolds which intersect
to produce homoclinic and heteroclinic orbits. For example, there are
homoclinic orbits for which the small masses move away from their nearly
circular orbit, pass near double collision at the center of mass and then
return to their nearly circular orbit. The heteroclinic orbits are similar,
except they return to a nearly circular orbit of different size and frequency.
Following a chain of such heteroclinic orbits, one finds solutions of the
five-body problem for which the size and frequency of the small masses
varies substantially.
This mechanism of transition tori was discovered by Arnold [Ar] who
used it to produce an example of an unstable perturbation of a stable
integrable system. In that example, the tori initially have the maximum
possible dimension (one-half the dimension of the phase space). The per-
turbation causes some resonant tori to develop stable and unstable
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Fig. 1. Orbit on one of the tori.
manifolds which are then shown to intersect transversely. The exponential
attraction and repulsion in the stable and unstable directions is very weak
and the speed of the drift from torus to torus is exponentially small in the
perturbing parameter. Subsequently, this phenomenon has been called
Arnold diffusion. In this paper, the situation is different because the tori are
low-dimensional and are already normally hyperbolic before the perturba-
tion. The speed of the drift from torus to torus is of the same order as the
perturbing parameter. Similar situations have been treated in [HM, Xia].
2. EQUATIONS OF MOTION
Consider the planar five-body problem with masses
m1=m2=m3= 13 m4=(1&+) =
3 m5=+=3
where =0 is a small parameter. Let qi , vi # R2 be the positions and velocities
of the masses with respect to a coordinate system which is uniformly
rotating clockwise with rotation frequency one. Let q=(q1 , ..., q5) # R10
and v=(v1 , ..., v5) # R10. Then the equations of motion are
q* =v
(1)
v* =M&1 {U(q)+q+2Kv,
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where M is the 10_10 mass matrix
M=diag[m1 , m1 , ..., m5 , m5],
K is the 10_10 block diagonal matrix
K=diag(}, ..., }) }=_0 &11 0& ,
and U(q) is the Newtonian potential function
U(q)= :
1i< j5
mi mj
|qi&qj |
.
The first three masses will be called the primaries and the other two will
comprise the binary. When ==0 the primaries obey the equations of the
planar three-body problem. These admit the well-known Lagrangian relative
equilibrium solutions with the masses forming an equilateral triangle. The
relative equilibria with frequency one form a circle of restpoints. Up to
rotation, the positions of the primaries at the relative equilibrium are:
q 1=\ 1- 3 , 0+ q 2=\&
1
2 - 3
,
1
2+ q 3=\&
1
2 - 3
, &
1
2+
and the others are obtained by rotation. The solutions constructed below
will have the primaries close to (q 1 , q 2 , q 3) # R6.
The binary will be placed near a critical point of the effective potential
of the primaries:
V(x)=
1
2
|x| 2+
m1
|x&q 1 |
+
m2
|x&q 2 |
+
m3
|x&q 3 |
, x # R2.
These are the points where the forces due to the three primaries cancel.
Since the masses of the primaries are equal, it follows from symmetry
that there is a critical point at the origin. So let q 4=q 5=0 and
q =(q 1 , ..., q 5) # R10.
To find solutions with q near q , it is convenient to introduce some rescaled
coordinates. Define new position and velocity variables, !i , ’i # R2 by
qi=q i+=!i vi==’i , i=1, ..., 5
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and let !=(!1 , ..., !5), ’=(’1 , ..., ’5). Except for the terms involving the
interaction of the binary, this rescaling has the effect of linearizing the
system to first order in =. Thus the equations take the form:
!4 =’
’* =A!+2K’+ f (!4 , !5)+O(=).
Here A is the 10_10 matrix
A=M&1 D2U(q )+I,
where D2U(q) is the second derivative of the Newtonian potential and
f (!4 , !5) are the terms involving the interaction of the binary,
f (!4 , !5)=\0, 0, 0, +(!5&!4)|!4&!5 | 3 ,
(1&+)(!4&!5)
|!4&!5 | 3 + # R10.
A further change of coordinates will be used to diagonalize the matrix A.
The following vectors form a basis of R10
e1=\ 1- 3, 0, &
1
2 - 3
, &
1
2
, &
1
2 - 3
,
1
2
, c, 0, c, 0+
e2=\0, 1- 3 ,
1
2
, &
1
2 - 3
, &
1
2
, &
1
2 - 3
, 0, &c, 0, &c+=Ke1
e3=\ 1- 3, 0, &
1
2 - 3
,
1
2
, &
1
2 - 3
, &
1
2
, 0, 0, 0, 0+=q
e4=\0, 1- 3 , &
1
2
, &
1
2 - 3
,
1
2
, &
1
2 - 3
, 0, 0, 0, 0+=Kq
e5=(1, 0, 1, 0, 1, 0, 1, 0, 1, 0)
e6=(0, 1, 0, 1, 0, 1, 0, 1, 0, 1)=Ke5
e7=(0, 0, 0, 0, 0, 0, 1, 0, 1, 0)
e8=(0, 0, 0, 0, 0, 0, 0, 1, 0, 1)=Ke7
e9=(0, 0, 0, 0, 0, 0, +, 0, +&1, 0)
e10=(0, 0, 0, 0, 0, 0, 0, +, 0, +&1)=Ke9 ,
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where
c=
9(1+3 - 3)
26
.
Let C be the 10_10 matrix with these vectors as columns. Then
C&1AC=diag[ 32 ,
3
2 , 3, 0, 1, 1, :, :, :, :],
where
:=1+
3 - 3
2
.
(This and subsequent coordinate changes were carried out with the help of
the Mathematica symbolic computation program.)
The coordinates and velocities with respect to this basis are defined by
x=C!, y=C’ # R10. Introduce the notation xp for the first six components
of x, xc for the seventh and eighth components, and xb for the ninth and
tenth. Similary, split y into yp , yc , and yb . The basis vectors e7 , ..., e10 were
chosen so that
xc=(1&+) !4++!5 yc=(1&+) ’4++’5
give the position and velocity of the center of mass of the binary while
xb=!4&!5 yb=’4&’5
give its relative position and velocity. The coordinates xp , yp describe the
three primaries.
With these definitions, the equations of motion can be written as follows.
The primaries satisfy
x* p=yp
y* p=Dp xp+2Kyp+O(=).
where
Dp=diag[ 32 ,
3
2 , 3, 0, 1, 1]
and K is the 6_6 matrix K=diag(}, }, }). The center of mass of the binary
satisfies
x* c=yc
y* c=:xc+2}yc+O(=).
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Finally, the relative positions and velocities of the binary obey
x* b=yb
y* b=&
xb
|xb | 3
+:xb+2}yb (2)
+=;(xb)+=#xp3xb+= (x)+O(=2).
Here
;=&175552 (1&2+) #=&9 - 3, (xb)=(x2b1&x2b2, &2xb1xb2),
and  (xp1 , xp2 , xc , xb) is a quadratic vectorfield such that  (0, 0,
0, xb)=0. It is not necessary to write it down explicity since it will play no
significant role in what follows. Note that ;{0 if +{ 12, that is, if the two
small masses are not equal.
The dynamical system described above is 20 dimensional. It is possible
to reduce the dimension by making use of the well-known constants of
motions. The basis introduced above was chosen to facilitate this reduction.
Assume without loss of generality that the total momentum is zero. Then
the center of mass in constant and can also be chosen as zero. In the coor-
dinates introduced above these conditions take the form
xp5=xp6= yp5= yp6=O(=2).
Next fix the total angular momentum to be equal to the angular momentum
of the Lagrangian relative equilibrium solution of the three-body problem.
This condition can be written
yp4=2xp3+O(=2).
The problem has a rotational symmetry which becomes a translational
symmetry in the direction of the basis vector e4 after the rescaling. This
is reflected in the fact that all of the differential equations are independent
of the variable xp4 . Ignoring this variable is equivalent to working in a
quotient space under the action of the symmetry. Thus the six variables
xp4 , xp5 , xp6 , yp4 , yp5 , yp6 can be eliminated to reduce the system to 14
dimensions.
Let xt=(xp1 , xp2) and yt=( yp1 , yp2) (the subscript refers to the fact that
these variables describe the shape of the triangle formed by the primaries.)
Making the substitutions for the six eliminated variables give the following
differential equations for the primary
x* t= yt
y* t= 32xt+2}yt+O(=)
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and
x* p3= yp3
(3)
y* p3=&xp3+O(=).
One further simplification can be accomplished by using the conserva-
tion of energy. The total energy of the system can be written
1
6 | yt |
2& 14 x
2
t1&
1
4 x
2
t2+
1
6 ( y
2
p3+x
2
p3)=h +O(=),
where h is a constant such that the energy of the system differs from the
energy of the Lagrange solution by =2h +O(=3). Introduce polar coordinates
(\, ,) in the ( yp3 , xp3) plane. Then for h >0 one can clearly use the energy
equation to eliminate \ obtaining a 13-dimensional manifold. The equation
for , is simply ,4 =1+O(=). When ==0, there are periodic solutions of the
form
xt= yt=0 \=\0 ,(t)=t&t0 .
This is just the family of elliptical Lagrange periodic orbits near the circular
one in the three-body problem. These are periodic solutions such that the
configuration remains an equilateral triangle for all time, but the size of
triangle varies as the three primaries trace elliptical Keplerian orbits. There
is one such orbit on each reduced manifold of constant energy and angular
momentum.
3. INVARIANT TORI
In this section a family of invariant two-dimensional tori will be con-
structed for the five-body problem above with = sufficiently small. Consider
a 13-dimensional reduced manifold of constant energy and angular
momentum. The coordinates on such a manifold are ,, zt=(xt , yt) # R4,
zc=(xc , yc) # R4, and zb=(xb , yb) # R4. The differential equations for the
first three of these take the form
,4 =1+O(=)
z* t=Bt zt+O(=) (4)
z* c=Bczc+O(=),
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where Bt and Bc are both 4_4 matrices of the form
_
0
0
a
0
0
0
0
a
1
0
0
2
0
1
&2
0& .
Here a= 32 for Bt and a=:=1+3 - 32 for Bc .
When ==0 these equations are linear and independent of zb . There is a
periodic solution with zt=zc=0 and ,(t)=t&t0 . For this solution, the
primaries move on the elliptical Lagrange periodic solution of the three
body problem with the given energy and angular momentum and the
center of mass of the binary remains at the critical point of the effective
potential. It turns out that this periodic orbit is hyperbolic. To see this, one
must show that the eigenvalues of Bt and Bc have nonzero real parts. The
characteristic polynomial takes the form:
*4+2(2&a) *2+a2
and so it suffices to check that (2&a)2<a2. Since this holds for both of the
relevant values of a, the periodic orbit is hyperbolic.
Next consider the differential equation (2) for zb . When ==0 it reduces
to
x* b= yb
y* b=&
xb
|xb | 3
+:xb+2}yb .
This is the Kepler problem in rotating coordinates with the additional
linear force :xb . This is a Hamiltonian system of two degrees of freedom
and since there is a rotational symmetry, the problems is integrable. This
integrable problem will be studied first and then perturbed to small non-
zero =.
Dropping the subscripts, the equations can be written:
x* = y
y* ={F(x)+2}y,
where
F(x)=
1
2
: |x| 2+
1
|x|
.
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The rotational symmetry can be used to reduce to one degree of freedom.
Let (r, %) denote polar coordinates in the x-plane. Then the equations can
be written
%4 =1+
|
r2
|* =0
(5)
r* =p
p* =Gr(r, |),
where
G(r, |)=
1
2
(:&1) r2&
1
2
|2
r2
+
1
r
.
Here |=r2(%4 &1) is the angular momentum of the binary (the &1 comes
from the rotating coordinate system). In the limiting case ==0 studied
here, this is an additional constant of motion. Viewing | as a parameter
and ignoring % gives a system of one degree of freedom for r, the size of the
binary. This is a Hamiltonian system with Hamiltonian function:
K(r, p, |)= 12 p
2&G(r, |)+|.
Figure 2 shows the graph of the function G(r, |) for various values of |.
A bifurcation occurs at |*=314276r0.5862. For 0<|<|*, G(r, |) has
two critical points, a nondegenerate maximum r~ and a nondegenerate mini-
mum, r . For |*<|, G(r, |) is monotonically increasing and there are no
Fig. 2. The potential G(r, |) versus r at indicated |.
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critical points. Consider the case 0<|<|*. The corresponding phase por-
trait in the (r, p)-plane is shown in Fig. 3. Each critical point determines a
restpoint in the phase portrait. These determine circular periodic solutions
for the binary for the given value of the parameter |. In what follows, only
the orbit at r will be considered. If this circular periodic solution for the
binary is taken together with the Lagrangian periodic solution for the
variables ,, zt , and zc , one has a family of invariant two-tori, parametrized
by |, for the five-body problem with ==0. Indeed there is one such family in
each reduced manifold of constant energy and angular momentum. Clearly ,
and % can be used as coordinates on the individual tori of the family.
It is convenient to introduce a Poincare map of a surface of section, 7,
of the form ,=,0 . 7 is a 12-dimensional manifold transverse to the flow.
Let 8: 7  7 denote the Poincare map. The family of invariant tori for the
flow becomes a family of invariant circles for 8. In other words, 8 admits
an invariant annulus, A/7.
When ==0, it is not difficult to show that the restriction of 8 to A is an
area-preserving twist map. The area preservation follows from the underlying
Hamiltonian structure of the differential equations. To see that there is a
twist, one must show that the rotation numbers on the circles comprising
A vary as the parameter | varies. Because ,4 =1 when ==0, the Poincare
Fig. 3. Phase portrait for the reduced system for the binary.
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map is just the time 2? map of the flow in this case, so the rotation number
for % is given by \(|)=1+|r &2. It suffices to show that
\$(|)=(r &2|r $(|)) r &3>0.
Now r (|) is determined by the equation Gr(r (|), |)=0 so
r $(|)=&
Gr|(r )
Grr(r )
.
Some computation gives
\$(|)=
(:&1) r 4+2r +|2
r 6Grr(r )
.
Now Grr(r )>0 because r is a nondegenerate minimum of G, and :&1=
3 - 32>0 hence \$(|)>0 as claimed.
Next it will be shown that the invariant annulus A persists under pertur-
bation to small nonzero =. This is due to the normal hyperbolicity of A for
the unperturbed map. The theory of normally hyperbolic invariant
manifolds can be found in [F1, F2, F3]. To check normal hyperbolicity,
recall that the annulus is a product of the hyperbolic fixed point zt=zc=0
corresponding to the Lagrangian periodic orbit and the family of circular
periodic orbits corresponding to the hyperbolic restpoints at (r, p)=
(r (|), 0). Thus there is a splitting of the tangent bundle, TA7=TA
EsE u, into invariant bundles such that vectors in E s are exponentially
contracted by 8 while those in Eu are exponentially expanded. Here E s and
Eu are each 5-dimensional. There is no exponential contraction or expan-
sion in the 2-dimensional bundle TA, since the dynamics in A is an
integrable twist map. Thus A is normally hyperbolic. More precisely, it is
r-normally hyperbolic for every positive integer, r.
It follows that A has smooth 7-dimensional stable and unstable
manifolds W s(A) and W u(A). Of course these are just products of A with
the stable and unstable manifolds of the hyperbolic fixed point zt=zc=0
and the stable and unstable manifolds of the hyperbolic restpoints
(r (|), 0). In addition, the manifolds W s, u(A) are smoothly foliated into
families of 5-dimensional manifolds W s, u( p), p # A.
Fenichel developed a perturbation theory for normally hyperbolic
invariant manifolds and their stable and unstable manifolds and foliations.
The theory provides conditions for the persistence of the stable and
unstable manifolds W s, u(A) and then A itself persists as their intersection.
Consider the problem of persistence of M=W u(A). This is a normally
attracting manifold which is not invariant but instead satisfies M/F(M ).
Fenichel’s theory applies only to compact manifolds satisfying the stronger
condition of overflowing invariance: M/F(int(M )). It is necessary to
modify the vectorfield of the five-body problem to satisfy the hypotheses.
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Compactness can be achieved by restricting attention to a compact suban-
nulus of the form | # [|1 , |2], where [|1 , |2] lies in the interior of the
range of | for which the nondegenerate critical points of G(r, |) exist, and
also restricting to a compact neighborhood in the unstable manifold. The
overflowing invariance condition holds automatically in the Eu directions
and can be achieved in the TA directions by modifying the vectorfield for
| outside [|1 , |2] so that a slightly larger compact interval [|$1 , |$2] is
expanded rather than preserved for the new map. Orbits for which | never
leaves [|1 , |2] are not affected by the modification.
It follows from the theory that for any fixed r<, W u(A) continues to
all sufficiently small = as a Cr overflowing invariant manifold. The foliation
of W u(A) also continues smoothly. It follows that the original, unmodified
family of maps has a smooth family of locally invariant manifolds in the
region where | # [|1 , |2]. Local invariance means that orbits starting in
the manifold remain in the manifold so long as they remain in the region
where | # [|1 , |2]. Similarly, W s(A) continues smoothly to a locally
invariant manifold in the same region. Then the intersections of the con-
tinuations of the stable and unstable manifolds is another locally invariant
manifold, A(=), diffeomorphic to the part of A with the chosen range of |.
It follows from the underlying Hamiltonian structure of the differential
equations that the restriction of the Poincare map to A(=) is area-preserving.
More precisely, there is a symplectic structure on A(=), induced by its
embedding in the phase space and the Poincare map preserves this struc-
ture. It can be shown that this induced structure agrees with the structure
on A to order =. Since the twist condition is open, the map on A(=) is a
twist map for = sufficiently small. This can be used to overcome the disad-
vantages associated with only being locally invariant. The KAM theory
shows that many of the invariant circles in A persist as invariant circles in
Fig. 4. Invariant annulus for the perturbed Poincare map.
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A(=). Thus inside A(=) there will be invariant annuli, bounded by invariant
circles, and lying entirely inside the region where | # [|1 , |2] (see Fig. 4).
4. MELNIKOV INTEGRALS
In this section, the stable and unstable manifolds of persistent invariant
circles in A(=) will be studied using the Melnikov integral method. The
unperturbed annulus A is foliated by invariant circles. Let C/A be an
invariant circle with a Diophantine rotation number. By KAM theory, C
persists as an invariant circle C(=)/A(=) depending smoothly on the
parameters [Po s]. Let W s, u(C(=)) denote the union of the fibers W s, u( p),
p # C(=). These are 6-dimensional manifolds depending smoothly on the
parameters. When ==0, these manifolds intersect nontransversely along
a 2-dimensional set of homoclinic orbits. Since the Poincare section, 7,
is 12-dimensional, a transverse intersection would be 0-dimensional.
Melnikov’s method will be used to show that points of transverse intersec-
tion of W s, u(C(=)) exist for small =>0.
The intersection of W s, u(C) is not completely degenerate. Recall that
these manifolds are products of C with the homoclinic loop in the (r, p)-
plane and with the stable and unstable manifolds of hyperbolic restpoints
in the zt and zc spaces. The latter are already transverse and this fact can
be used to reduce the problem to 4 dimensions. Some new coordinates will
be introduced to facilitate this reduction.
When ==0, the differential equations are the linear equations (4) for ,,
zt and zc and equations (5) for (%, |, r, p). A linear change of coordinates
can be used to replace zt and zb by new coordinates s, u # R4 so that the
stable and unstable subpace of the hyperbolic restpoint at the origin are
[u=0] and [s=0] respectively. The unperturbed equations (5) have first
integrals |, the angular momentum of the binary, and K(r, p, |), the
Hamiltonian. Following [Rob], these integrals are convenient functions to
use for measuring the splitting of W s, u(C(=)) in the (%, |, r, p) directions.
Instead of working in 7, the intersections of the manifolds with the set
7$=[ p=0] will be examined. When ==0 these are the points where the
homoclinic loop crosses the r-axis. X=(%, ,, s, u, |, K ) can be used as
local coordinates in this 12-dimensional set near the unperturbed stable
and unstable manifolds (K can be used instead of r). Also introduce the
notation Xs=(%, ,, s) and Xu=(%, ,, u) for the 6-dimensional variables
which parametrize the stable and unstable manifolds of an invariant torus.
Let T be the invariant torus of the unperturbed system with |=|0 and
K=k0 . The stable manifold of the torus is given by these two equations
equations together with the equation u=0. Assuming that the rotation
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number on T is Diophantine, T continues smoothly to a torus, T(=), with
the same rotation number whose stable manifold is given locally by equa-
tions of the form:
|=|0+ fs(Xs , =) K=k0+gs(Xs , =) u=hs(Xs , =).
Similarly, the unstable manifold of T(=) takes the form:
|=|0+ fu(Xu , =) K=k0+gu(Xu , =) s=hu(Xu , =).
All of the functions fs , ..., hu are zero when ==0. Homoclinic points to T(=)
in 7$ are solutions of
f (X, =)= fs(Xs , =)& fu(Xu , =)=0
g(X, =)=gs(Xs , =)&gu(Xu , =)=0
u=hs(Xs , =)
(6)
s=hu(Xu , =)
|=|0+ fs(Xs , =)
K=k0+gs(Xs , =).
The first two equations are trivially satisfied when ==0. To obtain a non-
degenerate set of equations it is necessary to expand them in =:
f (X, =)==f=(X )+O(=2)
g(X, =)==g=(X )+O(=2)
where the subscripts denote partial derivatives at ==0. The leading terms
are exactly the functions which can be computed using Melnikov integrals.
Canceling a factor of = from the first two equations in (6) leads to a non-
degenerate set of equations for the homoclinic orbits.
Suppose a point X0=(,0 , %0 , 0, 0, |0 , k0) is found such that
f=(X0)= g=(X0)=
f=
,
(X0)=
g=
%
(X0)=0
but
c%=
f=
%
(X0){0 c,=
g=
,
(X0){0.
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Then for small, nonzero =, a nearby, transverse homoclinic point to T(=)
exists. To see this, note that equations (6) now reduce to
f=(X )=0
g=(X )=0
u=0
s=0
|=|0
K=k0
when ==0. (X, =)=(X0 , 0) is a solution of this system and the Jacobian
with respect to X at this point takes the form: diag[c% , c, , 1, ..., 1]. It
follows from the implicit function theorem that (X0 , 0) continues to a
smooth family of homoclinic points (X(=), =) in 7$. Moreover the non-
degeneracy of the Jacobian implies the transversality of the stable and
unstable manifolds at these points when =>0.
The functions f=(X ) and g=(X ) can be computed with Melnikov integrals
whose integrands are the time derivatives of the functions | and K along
the perturbed vectorfield [Rob]. The perturbed differential equations for ,,
zt , zb are equations (4). Those for (%, |, r, p) are equations (2) transformed
to polar coordinates. Note that the hypotheses to be verified about the
functions f=(X ) and g=(X ) are concerned exclusively with X ’s of the form
(%, ,, 0, 0, |, K ), that is, s=u=0. These will be computed as Melnikov
integrals along unperturbed homoclinic orbits, which also have s=u=0.
Thus it is only necessary to find explicit formulas for the restriction of the
perturbed vectorfield to this set.
Now s=u=0 implies that in equations (2), xc=0 and xp1=xp2=0. In
other words, the primaries are at the central configuration and the binary
is centered at the critical point of the potential of the primaries. On the
other hand, xp3 is a solution of equations (3). Recall that in terms of
the polar coordinates (\, ,) in the (xp3 , yp3)-plane these equations take the
form \=- 6 h and ,4 =1, where h >0 is the constant determining the shape
of the elliptical orbit of the primaries. Thus, by choice of the origin of , it
can be arranged that xp3(,)=- 6 h cos(,)+O(=). The unspecified quad-
ratic vectorfield  (x) in equations (2) vanishes when s=u=0. With these
substitutions, equations (2) become
%4 =1+
|
r2
|* =&=;r3 sin(3%)+O(=2)
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r* = p
p* =&
1
r2
+
|2
r3
+(:&1) r+=;r2 cos(3%)+=#^r cos(,)+O(=2),
where #^=- 6 #=&9 - 18 h . This is a nonautonomous (because of ,)
Hamiltonian system with Hamiltonian function
L(r, p, %, |, ,)=K(r, p, |)&= 13r
3 cos(3%)+= 12 #^r
2 cos(,)+O(=2).
Recall that f=(X ) is the first order term in = of the difference of the value
of | on the perturbed stable and unstable manifolds. At a point of the form
X0=(%0 , ,0 , 0, 0, |0 , k0), this is given by the Melnikov integral whose
integrand is the first order term in = of the equation for |* :
f=(X0)=M1=&; lim
n   |
Tn
T&n
r(t)3 sin(3%(t)) dt.
Here r(t) and %(t) parametrize the unperturbed homoclinic orbit with
|=|0 , K=k0 , p(t0)=0, %(t0)=%0 , ,(t0)=,0 and the times T\n  \
are chosen so that modulo 2?:
lim
n  
%(T\n)=%0 lim
n  
,(T\n)=,0 .
As shown in [Rob], such a sequence of times guarantees that the integral
converges and measures the |-splitting of the stable and unstable
manifolds. A sequence with this property exists because of the irrational
rotation number on the torus. The situation considered in [Rob] was
slightly different in that the stable and unstable manifolds of the invariant
tori were assumed to coincide completely, but the arguments remain valid
in the present setting.
The integral M1 is not absolutely convergent, but it is possible to make
it so. Recall that r(t)  r exponentially as t  \. It follows that
M1=; |

& _
r 5(r(t)2+|)
r(t)2(r 2+|)
&r(t)3& sin(3%(t)) dt
is absolutely convergent. The extra term added to the integral is a constant
multiple of sin(3%) d%. Adding this to the original formula for M1 is
legitimate because the difference of the times Tn&T&n converges mod 2?
to 0.
As , does not enter into the integral or the unperturbed equations, f=(X0)=
f=(%0 , |0 , k0) is independent of ,0 . The symmetry of the unperturbed
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homoclinic orbit gives f=(0, |0 , k0)=0 and the derivative of f= with respect
to % is c%=3;I1 where
I1=|

& _
r 5(r(t)2+|)
r(t)2 (r 2+|)
&r(t)3& cos(3%(t)) dt.
Assuming +{ 12 , ;{0. It will be shown below that I1{0, verifying that
c%{0.
The function g=(X ) is the first order term in = of the difference of the
values of K(r, p, |) on the perturbed stable and unstable manifolds. This
is given by a Melnikov integral of the time derivative of K under the
perturbed vectorfield
K4 =#^rp cos(,)+[K, K=],
where Ke(r, %)=&13r
3 cos(3%) is the autonomous part of the perturbing
Hamilitonian, and the braces denote the Poisson bracket. Since K is the
Hamiltonian of the unperturbed system, the second term can be viewed as
minus the time derivative of K= along the unperturbed vectorfield. It
follows that this term integrates to zero. Hence the Melnikov integral at a
point of the form X0=(%0 , ,0 , 0, 0, |0 , k0) is
g=(X0)=M2=#^ |

&
r(t) p(t) cos(,(t)) dt,
where ,(t)=t&,0 . This integral is absolutely convergent because p(t)  0
exponentially as t  \. It is convenient to express this in terms of r(t)
alone. Since p(t)=r* (t), integration by parts leads to an integral involving
r(t)2. The new integral will not be absolutely convergent, but the absolute
convergence can be restored using the same trick as before. This leads to
the formula
M2= 12 #^ |


[r 2&r(t)2] sin(,(t)) dt
which is very similar in form to M1 .
This integral is independent of %0 so g=(X0)=g=(,0 , |0 , k0). The
dependence on ,0 is through sin(t&,0) in the integral. By symmetry of the
unperturbed homoclinic orbit, g=(0, |0 , k0)=0 and the derivative with
respect to ,0 is c,= 12I 2 where
I2=|

&
[r 2&r(t)2] cos(t) dt.
It only remains to show that I1 and I2 are nonzero.
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Both of the integrals depend on which invariant torus is analyzed. The
angular momentum of the binary, |, can be used to distinguish the tori.
Then I1(|) and I2(|) are real analytic functions for 0<|<|* since in
this range of |, the restpoint r and the homoclinic loop vary analytically.
It follows that either the integrals vanish for all | or else they have only
isolated zeros. To show that they do not vanish identically, it will be shown
that their limits as |  0 exist and are nonzero.
The limiting parameter value, |=0, was chosen because the equation
for equation for %(t) reduces to %4 =1, which simplifies the analysis of I1 .
A disadvantage of this choice is that the homoclinic orbit in the (r, p)-plane
disappears. Instead, the branches of the stable and unstable manifolds of
the restpoint (r , 0) tend to infinity asymptotic to the p-axis (see the graph
of the |=0 potential in Fig. 2). This is caused by a double collision of the
binary where the velocity tends to infinity. However, this disadvantage can
be partially overcome by regularization of the collision.
To effect the regularization, introduce a new time parameter { related to
t by {* =r(t)&1 and a rescaled velocity v=rp. Then the unperturbed equa-
tions (2) become ( $ denotes differentiation by {)
t$ =r
%$ =r+
|
r
|$=0
r$ =v
v$ =2(:&1)r3+2kr+1.
The energy equation K(r, p, |)=k becomes
1
2v
2+ 12 |
2&r& 12 (:&1) r
4=kr2.
The energy level and angular momentum of the restpoint (r , 0) and its
homoclinic orbit are
k=&(:&1) r 2&
1
2r
|2=r &(:&1) r 4.
Substituting these into the energy equation gives a polynomial for v(t)2=
r$(t)2 which can be factorized to yield
r$(t)2=(:&1)(r &r)2 (r& r^ )(r+ r^+2r ),
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Fig. 5. Domain and contour in the { plane.
where r^ is the minimal r-value on the homoclinic loop (see Fig. 2). This can
be explicitly solved to find r on the homoclinic loop
r({, _)=r __+(1&_
2)(cosh(c{)&1)
2+(1+_)cosh(c{) & ,
where
_=
r^
r
c2=(:&1) r 2(1&_)(3+_).
Since r^  0 as |  0 while r  (:&1)&13, taking the limit |  0 is
equivalent to letting _  0.
The function r({, _) is a meromorphic function in the complex { plane
with a zero at the imaginary points \‘(_) where
‘(_)=
i
c
cos&1 \1&2_&_
2
1+_ + .
Note that ‘(0)=0. There are poles on the line im({)=k?c, k # Z. These
remain away from the real axis as _  0 since c has a nonzero limit. Let
D be a strip around the real axis in the { plane which avoids the poles of
r({, _) (see Fig. 5). Then r({, _)  r({, 0) uniformly on compact subsets of
D. Since r({, _)  r uniformly, exponentially as {  \, it follows that
I2(_)  I2(0) as _  0. The limiting behavior of I1(_) is more complicated
since its integrand involves %({, _). It turn out, oddly enough, that I1(_) 
&I1(0).
To study the behavior of %({, _) note that
%$({, _)=r({, _)+
|
r({, _)
(7)
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has a pole in D at ‘(_) for _>0 whereas %$({, 0)=r({, 0) is analytic in D.
This complicates the process of taking the limit of the Melnikov integrals.
One can show that the residue of %$({, _) at ‘(_) is &i{0 for all _>0.
Hence %({, _) is multiple-valued in D for _>0. However the multiple
values differ by integer multiples of 2? so the function cos(3%({, _)) which
occurs in the integral I1 is well-defined.
Let
j({, _)=_r
5(r({, _)2+|)
r({, _)(r 2+|)
&r({, _)4& cos(3%({, _))
denote the integrand of I1(_) when it is expressed as an integral with
respect to { (using dt=r d{). Then j({, _) is a well-defined meromorphic
function in D with poles at \‘(_). The integral I1(_) can be viewed as a
contour integral of j({, _) along the real axis. As _  0, the poles converge
to the origin. In order to take the limit of the integrals it is convenient to
replace the real axis by a contour, C, which avoids the poles by leaving the
negative real axis at some point &!<0, diverting over the imaginary point
‘(_) and returning to the positive real axis at ! (see Fig. 5). Then by
Cauchy’s theorem.
I1(_)=|
C
j({, _) d{+
1
2?i
Res( j({, _), ‘(_)).
It will now be shown that the residue converges to 0 as _  0. This means
that the contour C can be substituted for the real axis in taking the limit
of I1(_).
To show that Res( j({, _), ‘(_))  0, a shrinking circular contour around
‘(_) will be used. Alternatively, one can use a fixed circular contour in the
z plane where z is related to { by {=‘+|z. Since |  0, this change of
variables magnifies the neighborhood of ‘(_). Because ‘(_) is a zero of
r({, _), r(‘+|z, _)  0 uniformly on compact subsets of the z plane. But
the rescaled function \(z, _)=|&2r(‘+|z, _) converges to \(z)=iz+ 12 z
2.
Moreover, the function %(z, _)=%(‘+|z, _) satisfies
d%
dz
=|3\(z, _)+
1
\(z, _)

1
\(z)
.
It follows, after some computation, that the integrand of I1 satisfies
j(‘+|z, _) d{  r 2 cos(3%) d%.
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Since the convergence is uniform on any fixed compact contour around 0
in the z plane,
Res( j({, _), ‘(_)) 
1
2?i |
2?
0
r 2 cos(3%) d%=0
as claimed.
The last technicality in taking the limit of I1(_) is the fact that %({, _) is
defined by integrating (7) with the initial condition %(0, _)=0. To avoid
{=0, it is necessary to reformulate the initial condition. The point i! on
the top of the contour C is a convenient reference point. Let D$ denote the
simply connected domain obtained from D by deleting the part of the
imaginary axis below i!2. An initial condition at i! can be chosen so that
integration of (7) from i! leads to a well-defined holomorphic function
% ({, _) in D$ which is real on the real axis and anti-symmetric under reflec-
tion through the imaginary axis. Indeed, if $\(_) denote the integrals
of (7) from i! to \!, then the appropriate initial condition is % (i!, _)=
&12 ($++$&). Since (7) converges uniformly to r({, 0) on compact subsets
of D$, % ({, _)  % ({, 0) as well.
The relationship of % ({, _) to %({, _) can be found using the fact that the
integral of (7) counterclockwise around ‘ is 2?. Together with the antisym-
metry of % ({, _) this implies that for _>0 its one-sided limits at the origin
are % (0\ , _)=?. Since %({, _) is obtained from the same integral with
initial conditions %(0, _)=0, it follows that % ({, _)=%({, _)&? for {>0
and % ({, _)=%({, _)+? for {<0. For _=0, (7) has no poles and so
% ({, 0)=%({, 0).
It is now possible to show that I1(_)  &I1(0). The minus sign arises
because the integrand j({, _) involves cos(3%) and substituting % ({, _) for
%({, _) reverses the sign for _>0 but not for _=0. Let }~ ({, _) denote the
integrand with this substitution. Then }~ ({, _)  }~ ({, 0) uniformly on com-
pact subsets of D$. In particular, this implies that on compact subsets of the
contour, C, the integral of }~ ({, _) converges to that of }~ ({, 0). Since }~ ({, _)
is uniformly exponentially decaying as {  \, it follows that
I1(_)=&|
C
}~ ({, _) d{+
1
2?i
Res( j({, _), ‘(_))  &|
C
}~ ({, 0) d{=&I1(0).
It is not difficult to show that the integrals I1(0) and I2(0) are both
positive. Returning to the usual time variable, t, note that since %4 (t, 0)=1,
the integrals can be written
I1(0)=|

&
[r 3&r(t)3] cos(3t) dt
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Fig. 6. Integrands of I1(0) and I2(0).
and
I2(0)=|

&
[r 2&r(t)2] cos(t) dt,
where r(t) is the radial part of the |=0 homoclinic orbit. Figure 6 shows
that the integrands have a relatively large central peak followed by rapid
decay. Numerical integration gives that I1(0)r0.14 and I2(0)r0.38. To
prove positivity rigorously, some crude estimates on the rapidity of the
decay will suffice.
For t # [0, ), r(t) increases from 0 to r =213312r0.7274 obeying the
differential equation
r* (t)=r &32 r(t)+2rr(t) (r &r(t)). (8)
Split the positive time halves of I1(0) and I2(0) into heads and tails:
H1=|
?6
0
[r 3&r(t)3] cos(3t) dt
T1=|

?6
[r 3&r(t)3] cos(3t) dt
H2=|
?2
0
[r 2&r(t)2] cos(t) dt
T2=|

?2
[r 2&r(t)2] cos(t) dt.
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To estimate these quantities one needs upper and lower bounds on s1(t)=
r 3&r(t)3 and s2(t)=r 2&r(t)2. It turns out that
r 3e&}ts1(t)3r 3e&}t
r 2e&}ts2(t)2r 2e&}t,
because }=- 3 r &32=354212r2.79. To see this note that (8) gives
s* 1=&3r2r* =&3r &32 - r3(r+2r ) (r &r)
=&3r &32  r
3(r+2r )
(r 2+r r+r2)2
s1(t)
&}s1(t)
because the quantity under the radical achieves its maximum for 0rr
when r=r . This gives the lower bound. For the upper bound note that
s1(t)=(r 2+r r+r2)(r &r)3r 2(r &r) and using 0r(t)r in (8) gives
(r &r* (t))=&r* (t)&}(r &r(t)).
The estimates for s2(t) are similar.
Now the lower estimate for s1(t) implies:
H1r 3 |
?6
0
e&}t cos(3t) dt.
Similarly, one finds
H2r 2 |
?2
0
e&}t cos(t) dt.
To estimate T1 , note that since s1(t) is monotonically decreasing, the
integrals over [?6, ?2], [?2, (5?)6], ... are alternating and decreasing in
absolute value. It follows that T1<0 and
T1>3r 3 |
?2
?6
e}t cos(3t) dt.
Similarly
T2>2r 3 |
(3?)2
?2
e&}t cos(t) dt.
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Finally, evaluating these elementary integrals gives
I1(0)=2(H1+T1)>2r 3
}&6e&(}?)6&9e&(}?)2
9+}2
>0.152r 3>0.058
and
I2(0)=2(H2+T2)>2r 2
}&e&(}?)2&2e&(3}?)2
1+}2
>0.63r 2>0.33.
This completes the proof that the stable and unstable manifolds of the
persistent tori are transverse for =>0 sufficiently small.
5. TRANSITION TORI
In this concluding section, Arnold’s argument for finding solutions which
drift along the chain of invariant tori will be briefly recalled [Ar].
Melnikov’s method shows the existence of transverse homoclinic points for
persistent invariant tori. A similar argument shows that if two persistent
tori are sufficiently close, there will be transverse heteroclinic orbits
between them. The Melnikov method produces a splitting of the stable and
unstable manifolds order = and so the required closeness of the tori is also
of order =.
Given any finite chain, Ti , 1in, of tori for which transverse
heteroclinic points exist, Arnold showed that one can find a solution of the
five-body problem which passes near each of the tori in the chain. Consider
one torus, Ti in the chain. There will be a transverse intersection between
the stable manifold of Ti and the unstable manifold of Ti&1. Because the
rotation number on Ti is irrational, a piece of W u(Ti&1) near the
heteroclinic point is carried near W u(Ti) by the flow in such a way that
it intersects any given neighborhood, Ui , of any given point on W u(Ti).
Starting with a neighborhood, Un , of a point in W u(Tn), this argument
produces an open set, around the heteroclinic point from Tn&1 to Tn which
is carried by the flow to Un . Calling this neighborhood Un&1, the argu-
ment can be repeated. By induction, an open set of orbits which follow the
chain of tori can be found.
The distance which can be travelled using this method is limited by the
fact that not all of the invariant tori persist. For =>0 there will be gaps
between the Diophantine circles in the perturbed annulus A(=), some of
which may exceed the size of the splittings produced by Melnikov’s
method. If % and | # [|1 , |2] are used as coordinates on the annulus, then
| measures the separation between circles. A gap between circles deter-
mines an interval in [|1 , |2]. In fact, gaps of order - = can occur, but
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KAM theory shows that the total measure of all gaps is also O(- =) [Po s].
It follows that, given any constant k>0, there will be intervals in [|1 , |2]
of order - = with no gaps larger than k=. To see this, divide [|1 , |2] into
N equal subintervals. If every interval contains a gap of size at least k=, the
total measure of the gaps will be at least Nk=. Thus there is an upper
bound on such N of order 1- =. Taking a slightly larger N shows that
there is at least one of the equal intervals with no large gap. The size of this
interval is of order - =. It seems likely that a different argument, using
dynamical features in the gaps between the invariant circles, would allow
distances of order 1 to be covered.
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