As we fall sleep, our brain traverses a series of gradual changes at physiological, behavioural and 9 cognitive levels, which are not yet fully understood. The loss of responsiveness is a critical event in 10 the transition from wakefulness to sleep. Here we seek to understand the electrophysiological 11 signatures that reflect the loss of capacity to respond to external stimuli during drowsiness using two 12 complementary methods: spectral connectivity and EEG microstates. Furthermore, we integrate 13 these two methods for the first time by investigating the connectivity patterns captured during 14 individual microstate lifetimes. While participants performed an auditory semantic classification 15 task, we allowed them to become drowsy and unresponsive. As they stopped responding to the 16 stimuli, we report the breakdown of frontoparietal alpha networks and the emergence of 17 frontoparietal theta connectivity. Further, we show that the temporal dynamics of all canonical EEG 18 microstates slow down during unresponsiveness. We identify a specific microstate (D) whose 19 occurrence and duration are prominently increased during this period. Employing machine learning, 20
3 Author summary 28 How do we lose responsiveness as we fall asleep? As we become sleepy, our ability to react to 29 external stimuli disappears gradually. Here we sought to understand the rapid fluctuations in brain 30 electrical activity that predict the loss of responsiveness as participants fell asleep while performing 31 a word classification task. We analysed the patterns of connectivity between anterior and posterior 32 brain regions observed during wakefulness in alpha band and showed that this connectivity shifted 33 to slower theta frequencies as participants became unresponsive. We also investigated the dynamics 34 of brain electrical microstates, which represent an alphabet of quasi-stable global brain states with 35 lifetimes of 10-100 milliseconds, and found that the temporal dynamics of microstates slowed down 36 when participants became unresponsive. Using machine learning, we further showed that 37 microstate dynamics prior to a stimulus predict whether subjects will respond to it. We integrated 38 microstates and connectivity for the first time to show that a specific microstate captures 39 connectivity patterns correlated with unresponsiveness during this transition. We conclude that 40 falling asleep is accompanied by a millisecond-level interplay between distinct brain networks, and 41
Introduction 44 As we fall asleep, our brain traverses a series of changes which accompany the loss of sensory 45 awareness and responsiveness to the external world. Despite the subjective ability to classify 46 retrospectively one's own state as "awake" or "asleep" (Hori et al., 1994) increases (Tanaka et al., 2000 (Tanaka et al., , 1998 Wright et al., 1995) . Several power and connectivity patterns 77 have been associated with the loss of consciousness, sometimes specifically with the loss of 78 responsiveness, such as the anteriorisation of alpha power and connectivity, which has been 79 described in drug-induced loss of responsiveness (Chennu et al., 2016) , and frontoparietal 80 connectivity, which has been proposed as a key signature of consciousness (Laureys, 2005) and 81 linked to external awareness (Vanhaudenhuyse et al., 2011) . The disruption of frontoparietal 82 connectivity at alpha (8-12 Hz) frequencies has been shown to occur in disorders of consciousness 83 (Chennu et al., 2014) and sedation (Chennu et al., 2016) . Although it is still debated whether these 84 are signatures of conscious processing or of processes that almost invariably accompany it (Farooqui 85 and Manly, 2017), brain connectivity patterns currently provide, in practice, useful insights into the 86 transitions between levels of consciousness. 87
Another method that can be employed to investigate the rapidly changing global state of the brain is 88 that of EEG microstates. A microstate represents a quasi-stable spatial topography of electric field on 89 the scalp (Lehmann, 1990 (Lehmann, , 1971 Lehmann et al., 1987) . The conventional method of analysing 90 microstates in a dataset involves running an unsupervised clustering algorithm on a set of EEG 91 topographies of highest variance, followed by labelling of all EEG samples based on the similarity 92 topographies in all stages of sleep nearly identical to those of wakefulness, but occurring with 99 altered temporal parameters. Notably, increased microstate duration was associated with deeper 100 sleep. On the contrary, a different study (Cantero et al., 1999) reported a shorter duration of 101 microstates and suggested a larger repertoire of brain states during the hypnagogic period. 102
Microstates are thought to reflect momentary, global, synchronised (Koenig et al., 2005) networks of 103 the brain, reflecting building blocks of large-scale cognitive processing required for the continuous 104 stream of consciousness (Lehmann, 1990) . The neural sources underlying microstates are still being 105 explored (Britz et al., 2010; Milz et al., 2017; Pascual-Marqui et al., 2014) . Still, the dynamics of the 106 sequence of microstates itself can be seen as a "syntax" of neural activity that is in and of itself an 107 6 informative tool for modelling and understanding the rapidly-fluctuating global dynamics of the 108 brain. 109
Brain connectivity and microstates hence provide complementary perspectives on the 110 neurodynamics underlying the loss of responsiveness as we fall asleep. But what is the relationship 111 between brain networks and microstates? There is evidence that transient brain networks can be 112 microstates. We investigate for the first time how spectral connectivity and EEG microstate 115 dynamics interact as we lose responsiveness during drowsiness. We hypothesise that the spectral 116 changes occurring with the loss of responsiveness mirror those observed in the transition to sleep 117 (Ogilvie, 2001), anaesthesia (Chennu et al., 2016; Purdon et al., 2013) and in disorders of 118 consciousness (Chennu et al., 2014) : namely, the disintegration of alpha networks, the loss of 119 posterior alpha power, and the emergence of lower-frequency connectivity and power. Alongside, 120 building on previous research on EEG microstate dynamics during sleep (Brodbeck et al., 2012) , we 121 hypothesise similar changes in microstate dynamics accompanying the loss of responsiveness during 122 drowsiness. Finally, given that resting-state network activity is known to fluctuate at millisecond 123 level, we hypothesise that the neural changes in that occur during drowsiness underlie the dynamics 124 of both brain networks and the microstates sequence. Specifically, we investigate the possibility that 125 individual microstates co-occur with distinct transient brain networks, reflecting fleeting changes in 126 the global state of the brain during drowsiness. 127
To address these questions, we use a subset of data from a previously reported auditory 128 discrimination task where subjects became drowsy and unresponsive (Kouider et al., 2014). The task 129 involved pressing a button corresponding to the classification of the auditory stimulus into one of 130 two categories (object or animal). We obtain five minutes of data before and after the loss of 131 responsiveness due to drowsiness. We first characterise the responsive and unresponsive periods by 132 analysing microstate-blind spectral power and connectivity changes in our dataset. Next, we 133 describe the temporal parameters of EEG microstates during responsiveness and unresponsiveness. 134
To test whether these parameters can reliably predict responsiveness to individual stimuli, we apply 135 machine learning to predict responses and misses to stimuli in our task, based only on pre-stimulus 136 microstate parameters. Finally, we investigate the brain connectivity underlying each of the four 137 canonical microstates after the loss of responsiveness and highlight a previously unknown 138 relationship between spectral connectivity and EEG microstates. Sixteen healthy, native English-speaking, right-handed young adults (mean age = 24, S.D. = 2.75; 6 142 females) were selected for this experiment out of the eighteen subjects from Experiment 1 in a 143 previous study (Kouider et al., 2014) . Two subjects from this dataset were excluded by visual 144 inspection due to a failure to remain asleep for a period longer than five minutes, as assessed using 145 responsiveness to stimuli. The participants were directed to not consume stimulants like coffee and 146 to sleep 1-2 hours less than normally before the experiment. All of the subjects were assessed as 147 easy sleepers on the Epworth Sleepiness Scale (scores 7-14). The participants signed a consent form 148 and were reimbursed for their participation. The experiment was approved by the Cambridge 149 Psychology Research Ethics Committee. 150
Experimental procedure

151
The stimuli consisted of 96 spoken English words chosen from the CELEX lexical database (Linguistic 152 Data Consortium, University of Pennsylvania). Half of the words denoted animals and the other half 153 denoted objects. The subjects were asked to classify each stimulus in its respective category (animal 154 or object) by pressing a button. The stimuli were presented through headphones, with an average 155 distance of 8.4 seconds (minimum 6.2 seconds) between consecutive stimuli, as the subjects were 156 lying with their eyes closed in a reclining chair. To facilitate drowsiness, the task was performed in a 157 dark, acoustically and electrically shielded EEG room, and the participants were told that they could 158 fall asleep at any point during the experiment, although they were asked not to stop responding 159 deliberately while still awake. 160 The data was filtered between 1 and 40 Hz and the full channel mean was subtracted from each 169 channel for baseline correction. The HEOG and VEOG channels were removed. An Independent 170 Component Analysis (ICA) decomposition was performed using the infomax ICA algorithm (Bell and 171 Sejnowski, 1995) . Components capturing ocular or single-channel artefacts were removed from the 172 data by visual inspection and considering the correlation with the HEOG and VEOG channels. An 173 average of 11.6 (S.D. = 8.6) out of 63 components were removed per subject. Channel FT8 was 174 interpolated using spherical interpolation in all subjects due to being noisy in most recordings. 175 Data segmentation 176 We classified responsive and unresponsive periods by inspecting the sequence of hits and misses to 177 individual stimuli. We used a liberal window of 6 seconds to allow for a response to a stimulus, 178 regardless of its correctness. A lack of response within 6 seconds was marked as a miss. The choice 179 of a 6-second window for responsiveness was based on our own pilot studies, where we investigated 180 the longest interval that subjects would make a response during drowsiness in a go task. However, 181 note that most reaction times were below 3 seconds ( Fig. 1 ) and the reaction times increased 182 gradually and later in the task, indicating an increase in drowsiness. This was also established in a 183 previous study on the same data (Kouider et al., 2014). 184
EEG data acquisition
For balance across participants and the two behavioural states, a total of five minutes of 185 responsiveness and five minutes of unresponsiveness were extracted from each recording (150000 186 samples per state, per recording), as shown in Fig. 1 . The responsiveness period was taken as the 187 first 0.5 to 5.5 minutes of data in each recording, acquired immediately after the experiment began 188 and the participants were still alert and wakeful. This was confirmed by checking that the large 189 majority of the stimuli were followed by responses during this period; a very small number of misses 190 occurred in more than half of the participants during this period, but they were not contiguous, 191 suggesting task habituation, uncertainty or attention lapses rather than drowsiness-induced 192 unresponsiveness. Then, a period of unresponsiveness was selected by visual inspection of the hits 193 and misses after the end of the responsiveness period, with the aim to find a five-minute interval 194 consisting of as many misses as possible. If a response was present during the period labelled as 195 unresponsiveness, the 10 seconds preceding and following the corresponding stimulus were 196 excluded. Microstate clustering algorithm Input: n average-referenced EEG samples (n x number_of_channels) from GFP peaks.
Output: k maps that best characterise the data. Responsiveness prediction 258 We applied machine learning classification to explore whether microstate properties identified in 259 the ongoing brain dynamics immediately preceding each auditory stimulus in the experimental trials 260 could predict the presence or absence of a response to that stimulus. All trials were considered for 261 classification, both within and outside the periods labelled as responsive or unresponsive for the 262 above microstate analysis. 263
Five seconds of EEG data immediately preceding a stimulus were used to generate the features for 264 classification. We also investigated using shorter pre-stimulus time periods, down to 1 second of 265 pre-stimulus data, but we found that classification accuracy increased with a larger amount of pre-266 stimulus data over which microstate dynamics could be more accurately estimated. At the same 267 time, the amount of pre-stimulus data was restricted by the overlap with the previous trial. Trials 268 overlapping with a response corresponding to the previous stimulus were excluded. By setting the 269 pre-stimulus window to five seconds, less than 10% of the trials were rejected due to overlap with 270 the previous trial. 271
The input features generated for classification consisted of either individual microstate parameters 272 computed during the five-second pre-stimulus period in each trial, or a combination of these 273 parameters. The parameters were those we previously characterised at the group level: namely the 274 mean duration, mean coverage, and mean GEV for each microstate separately. The classifier was 275 trained separately with the above individual and combined features. As a baseline, the theta-alpha 276 ratio was also computed for each trial as the ratio between the total power spectral density at 5-6 277 and 9.5-10.5 Hz respectively, and used as an input feature for the classifier. The classification label 278 for each trial was generated by labelling it as either as a timely response (1) or a miss (0). 279
We employed leave-one-subject-out cross-validation to test for the generalisability of the classifier's 280 performance. For this, the data was split into 16 folds, with one fold corresponding to a single 281 Platt's method (Platt, 1999) was used to generate class affiliation probabilities from the trained 287 classifier. These continuously varying probabilities were then used to discriminate between 288 responses and misses using both the Receiver Operator Characteristic (ROC) area under the curve 289 (AUC) (Davis and Goadrich, 2006 ) and the classification accuracy as the percentage of correct 290 predictions out of the total number of predictions. The classification accuracy was also computed by 291 setting the class discrimination threshold as the optimal operating point of the ROC curve and 292 calculating the percentage of correct predictions, using the threshold as a boundary between the 293 two target classes. We used Wilcoxon signed rank tests (Gibbons and Chakraborti, 2011) to probe for 294 significant differences between classification performances. 295 Before delving into microstate analyses, we characterised the spectral power and connectivity 336 patterns during responsive and unresponsive periods. We performed a microstate-blind analysis 337 focusing on previously reported changes related to early sleep, but also anaesthesia and disorders of 338 consciousness, including the alteration of posterior, frontal and frontoparietal connectivity. We 339 focused on alpha and theta frequencies, as the theta-alpha ratio has been shown to be the best 340 discriminator between wake and sleep stage 1 (Šušmáková and Krakovská, 2007), however we also 341 confirmed that there were no significant differences in the means of power and median connectivity 342 in beta (12-30 Hz) or gamma (30-40 Hz) between the responsive and unresponsive periods. 343
Spectral power and connectivity analyses
Based on the peaks present in alpha and theta bands in our data at 5.5 and 10 Hz (also see Fig. 6 344 below) and in keeping with canonical definitions of EEG frequency bands, we defined the spectral 345 frequencies of interest in alpha range at 9.5 to 10.5 Hz and the theta frequencies of interest at 5 to 6 346 Hz, for both power contributions and connectivity. 347
We observed a decrease in mean alpha power contribution (t(1,15) = 3.34, p = 0.0044, Cohen's d = 348 0.83) and an increase in mean theta power contribution (t(1,15) = 7.1, p = 3.5e -6 , Cohen's d = 1.77) 349 going from responsiveness and unresponsiveness. As shown in Suppl. Fig. 1 , we noted an alpha peak 350 in spectral power present around 10 Hz in the large majority of the participants during the 351 responsive period, which faded during the unresponsive period. Lower-frequency power in the theta 352 frequency range increased during unresponsiveness. A single notable exception was Subject 12, 353 whose alpha peak did not shift into theta range during the unresponsive period, however this 354 subject was preserved in the analysis since there was no evidence that the experiment instructions 355 were not followed. A grand average topographic plot of power at alpha and theta frequencies ( Fig.  356 2A) revealed that the highest alpha power was located in the posterior area during responsiveness. 357
During unresponsiveness, theta power was highest in posterior channels. 358
Investigating frontoparietal connectivity in alpha and theta frequencies (Fig. 2B) using the WPLI, we 359 observed the disintegration of long-range connections between frontal and parietal areas going from 360 responsiveness to unresponsiveness at alpha frequencies. A paired t-test confirmed that the median 361 alpha connectivity between the anterior and posterior channels was significantly higher during 362 responsiveness (t(1, 15) = 3.4, p = 0.003, Cohen's d = 0.85). At the same time, an overall increase in 363 median frontoparietal connectivity was observed in theta frequencies in unresponsiveness, but this 
378
Microstate parameters 379
Having established the topography of the canonical microstates, we next investigated whether the 380 dynamics of the rapid succession of microstates in the EEG remains the same before and after the 381 loss of responsiveness. We computed the duration, the temporal coverage and the global explained 382 variance (GEV) of each microstate during responsiveness and during unresponsiveness (Fig. 4) . Single-trial responsiveness prediction 403 Having characterised the temporal changes in microstate dynamics before and after the loss of 404 responsiveness, we proceeded to verify whether microstate parameters are able to dissociate 405 responsiveness from unresponsiveness at individual trial level during the full recordings, and 406 whether these properties could be generalised across subjects. 407
Out of all trials, 8% contained a button press event during the five seconds preceding each stimulus 408 and were excluded from further analysis. The remaining data had a balanced distribution of 1078 409 responses and 1117 misses out of a total of 2195 trials. 410
Training a radial basis function kernel support-vector machine repeatedly on the combined-411 microstate and microstate-wise features to predict the binary outcome of a trial, as a response or a 412 miss, using one-subject-out cross-validation, confirmed that microstate dynamics were able to 413 predict responsiveness at individual trial level and across subjects, with a performance similar to that 414 of the established theta-alpha ratio of spectral power (Fig. 5) . 415
Combining the duration, temporal coverage, and GEV of each microstate to obtain a 4 x 5 input 416 feature vector or each trial achieved a mean AUC of 0.8552 (mean classification accuracy of 75.2%). 417
In comparison, the theta-alpha ratio achieved a mean AUC of 0.8519 (mean classification accuracy of 418 74.24%). A Wilcoxon signed rank test did not find significant differences between these performance 419 distributions. When combined, the microstate features and the theta-alpha ratio obtained a mean 420 
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It is worth noting that the one subject for whom the prediction performance was lower in the group 433 was Subject 12, who was also the only one whose alpha peak remained nearly unshifted after the 434 loss of responsiveness (Suppl. Fig. 1) . 435
Taken together, these results indicate that spatiotemporal microstate parameters characterising the 436 pre-stimulus period are indeed informative of the ability of a subject to make a response, similar to 437 the established theta-alpha ratio of the power spectral density. Confirming the initial findings of a 438 more prominent presence of microstate D before the loss of responsiveness due to drowsiness, this 439 microstate also appears to be particularly informative of the capacity of a subject to react to a 440 stimulus. Crucially, these results are generalizable across subjects and valid at single trial level. 441
Connectivity differences between microstates 442
Having established the characteristic temporal patterns exhibited by microstate sequences before 443 and after drowsiness-induced loss of responsiveness, we next proceeded to investigate their 444 relationship with the underlying spectral content of the EEG, and the modulation of this relationship 445 20 as subjects become unresponsive. To this end, we investigated the power contributions and the 446 WPLI connectivity computed across samples belonging to each microstate before and after the loss 447 of responsiveness. While we do not assume a direct relation between neural sources of EEG 448 microstates and EEG spectral power and connectivity, our aim is to assess whether the neural 449 sources of microstates and sources of spectral measures covary at a fine temporal scale. 450
The spectral power contribution (Fig. 6A ) displayed the characteristic alpha peak around 10 Hz 451 during the responsive period, which faded during the unresponsive period into high power at low 452 frequencies. This pattern was similar during all microstates. 453
Likewise, spectral connectivity (Fig. 6B) showed a peak at 10 Hz during responsiveness during all 454 microstates, which faded during unresponsiveness. The only pattern dissociating between 455 microstates during responsiveness was a decreased 10 Hz peak during microstate A. On the other 456 hand, there was a noticeable difference in the level of connectivity during unresponsiveness 457 between all microstate periods, with microstates D and A exhibiting the highest and the lowest 458 connectivity, respectively. 459
The effect size of the interaction between microstate and behavioural state (responsiveness and 460 unresponsiveness) computed individually at each frequency was indeed generally higher in 461 connectivity than in power (Fig. 6C ). The effect size was largest in connectivity at 5.5 Hz and 10 Hz, 462 corresponding to the theta and alpha peaks displayed during all microstates during the unresponsive 463 and responsive periods, respectively. A peak in power contribution was also found at 13.5 Hz, 464 potentially due to the emergence of sleep spindles at the onset of sleep. 
471
We also attempted to use pre-stimulus WPLI connectivity levels at alpha and theta frequencies in 472 order to train a classifier to predict responsiveness, using the same procedure as for the microstate 473 spatiotemporal parameters. Intriguingly, no classifiers could be obtained that exceeded a 60% mean 474 accuracy, either microstate-wise or on the full set of pre-stimulus samples. 475 In this study, we used high-density EEG to explore the transient spatiotemporal and spectral 519 dynamics of electrical brain activity before and after the loss of behavioural responsiveness due to 520 drowsiness. Importantly, we examined the loss of responsiveness as we fall asleep, as opposed to an 521 investigation of canonical sleep stages. Here, unresponsiveness -the failure to respond to the 522 auditory cues elicited by increased drowsiness -provided an objective and non-invasive behavioural 523 criterion in the transitional stage in between full wakefulness and early sleep. 524
Connectivity during microstate D after the loss of responsiveness
We began by showing differences in spectral power and connectivity after the loss of responsiveness 525 that have been previously shown to differentiate between healthy wakefulness and sleep, sedation 526 and disorders of consciousness: a decrease in posterior alpha power and the emergence of theta 527 power, as well as the disintegration of frontoparietal connectivity in alpha band. We then 528 characterised the spatiotemporal parameters of the four canonical EEG microstates before and after 529 the loss of responsiveness. We showed that microstate parameters not only correlate with 530 behaviour at the group level, but also predict behaviour at the level of individual experimental trials. 531
The ongoing microstate dynamics, particularly the properties of microstate D, before the onset of an 532 auditory stimulus in an experimental trial significantly predicted the likelihood of a response to that 533 24 auditory stimulus as participants transitioned towards sleep. Specifically, when microstate D 534 occurred more often during the pre-stimulus period, participants were less likely to generate a 535 response to the subsequent stimulus. This relationship highlights a possible functional role of this 536 microstate in modulating behaviour, and the predictive power of this signature to define the 537 capacity to consciously respond to abstract/semantic stimuli. Finally, we examined the spectral 538 power and connectivity characteristics captured during the lifetimes of the four canonical EEG 539 microstates. We discovered that while the distribution of spectral power remains the same across 540 the temporal microstates, spectral connectivity has distinct profiles. We showed that this non-541 uniform pattern of connectivity across microstates is modulated specifically after the loss of 542 responsiveness: the timecourse of microstate D captured significantly increased connectivity in the 543 theta band after the loss of responsiveness, underpinning a novel profile of interaction between the 544 temporal sequence of microstates and spectral brain connectivity. 545
Alpha power and connectivity characterise responsive wakefulness 546
Our analysis of EEG connectivity before microstate segmentation strengthens the evidence for the 547 fundamental role of the frontoparietal alpha networks in sustaining a state of responsive 548 wakefulness (Laureys, 2005) . Alpha band frontoparietal connections have also been shown to 549 disintegrate in disorders of consciousness (Chennu et al., 2014) and sedation (Chennu et al., 2016) . 550 Importantly, it is not the full disappearance of all frontoparietal connectivity that drives the loss of 551 responsiveness, but specifically connectivity at alpha frequency. Indeed, literature shows that 552 connectivity shifts from alpha into lower-frequency theta and delta frequencies as consciousness 553 fades (Chennu et al., 2016 (Chennu et al., , 2014 Ogilvie, 2001; Tanaka et al., 2000 Tanaka et al., , 1998 Wright et al., 1995) . In the 554 larger picture of states and levels of consciousness, our findings confirm long-range alpha networks 555 as a common marker of consciousness, whether this impairment is natural (sleep), pathological 556 (disorders of consciousness) or pharmacological (sedation). 557
Microstate D predicts responsiveness across subjects
558 Upon examining the spatiotemporal parameters of the canonical EEG microstates, we found an 559 increase in temporal coverage after the loss of responsiveness uniquely specific to microstate D, 560 along with an increase in its global explained variance, as compared to responsive periods. While the 561 duration of all microstates was longer during unresponsiveness, the duration of microstate D had a 562 prominent relative increase. In contrast, the temporal coverage of microstate B decreased in the 563 unresponsive period, as did the global explained variance of microstates A and B. Further, we 564 demonstrated that pre-stimulus parameters of EEG microstate sequences are indeed informative of 565 25 the capacity of a subject to respond to a stimulus during drowsiness at individual trial level. Again, 566 the special significance of microstate D during unresponsiveness was visible from its increased ability 567 to predict the likelihood of a response, in comparison with microstates A-C. In addition, we showed 568 that the increase in duration of this microstate is the best predictor of responsiveness among all the 569 microstate parameters. 570
Our usage of machine learning allows us to quantify the performance of the model using its 571 discrimination accuracy, which speaks for the real-world applicability of the method (Breiman, 572 2001). Moreover, one-subject-out cross-validation allows us to infer that these results are 573 generalizable across people. At the same time, as expected, individual variability caps the maximum 574 possible accuracy when predicting responsiveness. Our results suggest that this cap is around an 575 accuracy of 75% (mean AUC around 0.85). Interestingly, the theta-alpha ratio, which we used as a 576 baseline given its sensitivity as a sleep index (Šušmáková and Krakovská, 2007), achieved a similar 577 classification accuracy as the microstate-based input features. Intriguingly, we were not able to use 578 frontoparietal connectivity as a feature to train a suitable classifier for responsiveness during 579 drowsiness, either considering or ignoring the microstate sequence, despite strong evidence of 580 major connectivity changes occurring before and after the loss of responsiveness. This suggests that 581 connectivity better predicts the level of consciousness estimated over longer time scales, whereas 582 spatiotemporal microstate dynamics capture short-term changes in brain state that predict 583 responsiveness. 584
Microstate D captures a distinct connectivity profile after loss of responsiveness 585
Alongside the distinctive increase in temporal coverage and duration of microstate D, we found a 586 singular spectral connectivity pattern during this microstate after loss of responsiveness, indicating 587 increased median connectivity in theta band, particularly in frontal and frontoparietal connections. 588 At the same time, median posterior connectivity during microstate D was reduced during 589 unresponsiveness. Hence, the timecourse of microstate D appears to uniquely capture a connectivity 590 pattern specific to deeper stages of sleep, in comparison with other microstates present during the 591 same sleep stage. (Britz et al., 2010) have previously reported the lack of any interaction between 592 temporal microstates of the brain and the spectral power of its oscillations, i.e, the spectral power 593 profiles of EEG microstates do not differ from each other, a finding which we replicated. In contrast, 594
we have shown that spectral connectivity presents a significant interaction with temporal in task switching and attention (Collerton et al., 2005; Cornblatt and Keilp, 1994 ). An investigation of 604 modalities of thinking found an increased microstate D duration in resting-state compared to visual 605 and verbal task periods (Milz et al., 2015) ; this was also interpreted as a confirmation of the 606 previously-mentioned study by (Britz et al., 2010) due to a higher probability of attention switching 607 during rest (high microstate D duration), as opposed to performing a single goal-oriented task (lower 608 microstate D duration). On the other hand, (Seitzman et al., 2016) have found an increased duration 609 of microstate D during a cognitive task as compared to wakeful rest. 610
Given the weak evidence in the literature associating microstate D with task-related attention 611 networks, we are cautious in interpreting our findings on this basis. A previous study on the same 612 data (Kouider et al., 2014) found that a correct response to stimuli is still prepared during 613 unresponsiveness, suggesting preserved attention. It is possible that our findings indicate more 614 demand from attention networks as drowsiness increases and subjects become unable to respond to 615 the task. In study of microstates during sleep in the absence of any task, (Brodbeck et al., 2012) did 616 not observe an increase in this microstate during sleep. This suggests that microstate D might indeed 617 be specifically related to the experimental task. Further, this interpretation is compatible with a 618 study by Katayama et al. (Katayama et al., 2007) , which found that the duration of microstate D was 619 increased in light (but not deep) hypnosis, a state which produces similar EEG patterns to sleep-620 induced unresponsiveness (Barker and Burgwin, 1949) . 621 Nonetheless, the spatiotemporal and spectral connectivity dynamics observed in microstate D after 622 the loss of responsiveness yield an important insight into the dynamics of the transition to sleep. 623
While connectivity averaged during all microstates reflects typical changes commonly found in the 624 loss of consciousness in the onset of sleep, anaesthesia or disorders of consciousness -weaker alpha 625 and stronger theta long-range networks -the individual timecourse of microstate D captures 626 significantly stronger patterns, despite having a duration no longer than 40ms. This suggests that, 627 after the loss of responsiveness, the process of falling asleep is not necessarily linear, but rather 628 consists of an interplay between distinct networks, captured by different microstates, which at are 629 27 different points along the transition between wakeful and asleep modes of operation. This finding 630 might lend itself to explaining one of the current riddles of sleep research: why is it that, despite the 631 establishment of a series of clear EEG markers delimiting wake and several stages of sleep, finding an 632 EEG-based threshold to separate between the subjective intuition of being awake or asleep has not 633 yet been achieved? Indeed, it has been reported by Hori et al. (1994) that 26% of all subjects assess 634 that they had been awake at times when their EEG was classified as stage 2 sleep, which is 635 commonly used to define "true sleep" (Ogilvie, 2001). The rapid fluctuation of brain networks, some 636 of which are closer to wakefulness (during microstates A-C) and others closer to sleep (during 637 microstate D) could be the reason why our momentary introspective state of being "awake" and 638 "asleep" might not concur with a coarse-grained assessment of EEG over many seconds of data, as 639 usually done during the identification of sleep stages. Instead, our findings here highlight that 640 further research should focus on the rapidly changing dynamics of brain networks that appear to 641 capture key dynamics relevant to our behavioural and perhaps even introspective state, as we drift 642 into unconsciousness. 643
