Multisensor distributed fusion Wiener deconvolution estimator is presented in this paper. It does not need to solve the Diophantine equation, and the steady-state Kalman filter gain of the augmented system. It can handle processing of nonstationary signal. White noise estimator and A stro m predictor are used in the algorithm. Gevers-Wouters (G-W) algorithm is also used in this paper. In order to improve the estimation precision, multisensor information fusion Wiener deconvolution estimator for multichannel system is proposed in this paper by using the modern time series analysis method. The information fusion algorithms included matrix weighted, diagonal matrices weighted, scalar weighted and covariance intersection fusion in this paper. Under the linear minimum variance optimal information fusion criterion, the calculation formula of optimal weighting coefficients have be given. The algorithm analyzes the relationship between the accuracy and the computation complexities of four fusion algorithms. Compared with the single sensor case, the accuracy of the fused filter is greatly improved. It can be applied in signal processing, communication, control field and other fields. A simulation example for multichannel ARMA signal shows its correctness and effectiveness.
Introduction
Signal estimation problems often arise in many application problems. For example, it includes signal filtering, smoothing and prediction problems, estimation of signal deconvolution, white noise deconvolution problem etc. Signal estimation can be regarded as a special form of state estimation [1] [2] [3] . For example, estimation of ARMA signals can be transformed into a state estimation problem, while the signal is the component of the state. How to find the optimal information fusion signal estimators has important theoretical and practical significance when there are multiple sensors measurement signals.
At present, the research and development of multisensor information fusion technology have been attached great importance. In last decades, the application field of information fusion technology has increased widely. Its fields include guidance, GPS, defense, medical, integrated navigation, target tracking, robot technology, communications and signal processing [4] [5] [6] .
Multichannel optimal estimator problems occur widely in the field of signal processing, communication and control. Multichannel Wiener estimator that use the polynomial method is proposed by Robers, Newmann, Ahlen, Sternad and Grimble [7] [8] [9] . The polynomial method will eventually come down problem to spectral factorization and solve Diophantine equation. The previous results need assume that the signal and noise is stationary time series. While the other previous results need solve two coupling Diophantine equation. The optimal multichannel optimal estimator and deconvolution estimator require the solution of Diophantine equation or require the calculation of gain of steady-state Kalman estimators for the augmented system, so require the estimated signal being the stationary time series. In this paper, multisensor information fusion Wiener deconvolution estimator for multichannel system is proposed by using the modern time series analysis method. It takes ARMA model and Lyapunov equation as the basic tool, and avoids solving the Riccati equation. The theory is only suitable for dealing with the constant system optimal information fusion state or signal estimation problems, and it can't handle the timevarying system. The advantage of this theory is that it can handle the optimal fusion estimation problem by the classical Kalman filtering method, and can get the new results of different forms completely. It also can handle the problems that the classical Kalman filtering method is not easily solved and unsolved, and can get many new results. The characteristic of this theory is to calculate the gain matrix of steady Kalman estimators based on the ARMA innovation model, and it avoids the Riccati equation. It can calculate the error variance matrix of local sensor state or signal estimation by the Lyapunov equation, or can calculate the state or signal estimation error covariance and cross covariance matrix by calculating the cross covariance matrix of the process noise, measurement noise and innovation directly. Another advantage of this theory is that it can handle the self-tuning information fusion state or signal estimators with unknown model parameters and noise statistics system.
In this paper, distributed fusion Wiener deconvolution estimator is weighted by matrix, diagonal matrices, scalars, covariance intersection fusion for linear stochastic multichannel ARMA signal [10] [11] [12] [13] . The algorithm is under the linear minimum variance sense, and the optimal information fusion criterion includes weighted by matrix, diagonal matrices, scalars, covariance intersection fusion. For matrix, diagonal matrices, scalars, covariance intersection fusion, the accuracies of above four kinds of weighted fusion estimator are from high to low. But the computational burden is on the contrary. Fusion estimator weighted by matrix has a large computational burden, and weighted by covariance intersection fusion with minimal computational burden, and it is suitable for real-time applications. A simulation example for linear stochastic multichannel ARMA signal with 2-sensor shows the correctness and validity of training.
The main structure of this paper is as follows: Problem formulation is given in Section 2. Local optimal Wiener deconvolution estimator is obtained in Section 3. In Section 4 distributed information fusion optimal Wiener deconvolution estimator for linear stochastic multichannel ARMA signal is presented. A simulation example with 2-sensor is given is Section 5. In Section 6 the conclusions of this paper are given.
Problem Formulation
Consider the multisensor discrete-time linear time-invariant multichannel system
Where l is the number of the sensor,
is the measurement noise of the ith sensor subsystem, ()
is the known constant matrix polynomial. 
where E is the mathematical expectation,
The aim is to obtain the local optimal Wiener deconvolution estimator ˆ( | ), 1, 2 i s t t N i l  and the optimal distributed fusion Wiener deconvolution estimator 0 ( |
, we referred to as Wiener deconvolution filter, smooth or predictor.
Local optimal Wiener Deconvolution Estimator
From (1) and (2) having
is the unit delay operator. And letting
. This leads to left coprime factorization
Substituting (5) into (4), having
This leads to
Assuming that ( ) 1 ( ) 1
is left prime or no determinant zero in the unit circle on the left factor, while having the ARMA innovation model
is white noises with zero mean and covariance are i Q  , and having
and i Q  can be computed by Gevers-Wouters [14] . Lemma 1 For the multichannel system (1) and (2) under the Assumption 1-2, the asymptotically stability local optimal white wiener estimator ˆ( | ) i w t t N  of the ith sensor is as follows [14] ( )
having the pseudo exchange
Lemma 2
The ARMA innovation model (6) has the unified A s tr o m predictor [14] ( )
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matrix, and it is composed of the following block representation:
And a non-recursive optimal deconvolution filter is obtained as follows:
The following formula is established [14] [ ( )
Theorem 1 For the multichannel system (1) and (2) under the Assumption 1-2, the asymptotically stability local optimal wiener deconvolution estimator
of the ith sensor is as follows
or having ARMA recursive form
where the matrix polynomial ( ) 1
Proof: Substitutting (10), (11) Theorem 2 For the multichannel system (1) and (2) under the Assumption 1-2, the local steady-state optimal estimation error covariance 
Proof: By (25) and (28) having
where setting ( 1 ) ( 2 ) 12 0 ( ) 0 ( ) ii jj j n j n      ， . By (36) and (37) can be written as 
Proof: By the (9) with expansion [14] : 
Distributed Information fusion optimal Wiener deconvolution estimator
Theorem 4 The multisensor discrete-time linear time-invariant stochastic multichannel system (1) and (2), under the Assumption 1-2, and the optimal fused Wiener deconvolution estimator 0 ( | ) s t t N  in the linear minimum variance sense is given as [14] [15] The optimal fusion weight according to the different weighted fusion algorithm has different calculation formula is as follows.
When weighted criteria are weighted by matrices, the weighted coefficients are Proof: The optimal information fusion weighted formula (48) ～ (54) is obtained by literature [14] . The proof is completed. Lemma 5 For system (1) and (2), under the same conditions, when the variance of 1 P and 2 P are known, but the cross covariance 12 P is unknown, using the covariance intersection (CI) fusion method, this paper proposes a suboptimal fusion Kalman estimators is as follows [16] :
Fusion weight is calculated as follows
It is proved in document [14] that the accuracy of above four kinds of weighted fusion estimator from high to low is weighted by matrix, diagonal matrices, scalars and covariance intersection fusion. But the computational burden is on the contrary, fusion estimator weighted by matrix has a large computational burden. And covariance intersection fusion avoids solving cross-covariance matrices and has the minimal computational burden, and it is suitable for real-time applications.
Simulation Example
Consider 2-sensor tracking system 
The problem is to find the local optimal signal Wiener smooth The simulation results are shown in Figure 1-Figure10 . Figure 1 to 8 gives the fusion smooth weighted by matrix, diagonal matrices, scalars and covariance intersection fusion. Figure 9 and Figure 10 are the curves of sum of the absolute error for the state smooth and fusion states of position and velocity weighted by matrix, diagonal matrices, scalars and covariance intersection fusion. In the figure, the accuracy of the fusion signal estimator is higher than any of the single sensor. Simulation results show no significant difference between the three kinds of distributed fusion algorithm (matrix, diagonal matrices, scalars), while the accuracy of covariance intersection fusion is lower than the other three fusion algorithm. But the covariance intersection fusion weighting fusion estimator can significantly reduce the computational burden, and provides a fast information fusion estimation algorithm. 
Conclusions
In this paper, the multisensor multichannel ARMA signal distributed information fusion Wiener estimator is obtained by using the modern time series analysis method, and it can handle the fusion filtering, smoothing and prediction problems uniformity. The algorithm presented in this paper has advantages as below:
(1) Distributed information fusion rule, which adopted in this paper, is weighted by matrix, diagonal matrices, scalars, covariance intersection fusion. The estimation accuracy for the system is greatly improved compared with the single local sensor. For matrix, diagonal matrices, scalars, covariance intersection fusion, the accuracy of above four kinds of weighted fusion estimator is from high to low. But the computational burden is on the contrary. Covariance intersection fusion has minimal computational burden because of avoiding computing the cross covariance matrix. Therefore, it is suitable for real time applications from the viewpoint of engineering application.
(2) The advantages of this method can design self-tuning information fusion Wiener deconvolution estimator with unknown model parameters and noise variance based on the online identification of ARMA innovation model.
(3) In this paper, the proposed algorithm can be applied to signal processing in oil seismic exploration, communication and other fields.
