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Abstract
We compute the number of solutions of the equation TrFt =Fs (f(x) + v: x) = b in F2Nt , where
f denote a quadratic hermitian form on F2Nt , v∈ F2Nt and b∈ Fs, and we deduce the number
of hermitian matrices of order N and rank . This number is well-known since the paper of
Carlitz and Hodges (Duke Math. J. 22 (1995) 393), but with a more restrictive de7nition of
hermitian matrices and with a rather di8erent proof. Next, we introduce a linear code (N; t; s) on
Fs constructed with the same method as Reed–Muller one, and compute its weight distribution.
(N; t; s) is a generalization of the two codes  and C studied in Mercier (J. Pure Appl. Algebra
173 (3) (2003) 273) and the method for obtaining its weight distribution is new and more
straightforward. Tools are exponential sums and linear algebra on Ft .
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Let Ft be the 7nite 7eld with t elements and characteristic p. Let  denote an
element in Ft2 such that Ft2 = Ft(). Then each element x of Ft2 is uniquely written as
x= a+ b with (a; b)∈ F2t , and we say that @x= xt = a+ bt is the conjugate of x. We
say that a matrix A= (aij)i; j with entries aij in Ft2 is hermitian if it satis7es @aji = aij
for all i, j. Hermitian matrices with entries in Ft2 , quadratic hermitian forms on F2Nt
and the properties that we shall need are stated in Section 2.
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Let f denote a quadratic hermitian form on F2Nt , and v∈ F2Nt . Let  denote a non-
trivial additive character on Ft . The value of the exponential sum S(f; v) =
∑
x∈F2Nt
 (f(x) + v: x) is well-known (see [4, Proposition 2] or [10, Theorem 1]), and allow
us to deduce the number of solutions of the equation TrFt =Fs(f(x) + v: x) = b in F2Nt
(Theorem 6). This last result was only known when b= 0 [4, Proposition 4] or v= 0
[6, Proposition 3]. Then it follows easily that f(x) in Ft[x1; : : : ; x2N ] is a -polynomial
in Fs[x1; : : : ; x2N ] with the terminology of [11], and that the number M (b) of solutions
x = (x1; : : : ; xN ) in FNt2 of the equation x
t+1
1 + · · ·+ xt+1 = b is
M (b) =
{
t2N−1 + (−1)(t − 1)t2N−−1 if b= 0;
t2N−1 − (−1)t2N−−1 else:
The two last sections give two applications of Theorem 6.
In Section 4, we compute the number of unitary matrices and deduce the number
|H (N; )| of hermitian matrices of order N and rank  for our involutory automorphism
@x= xt . This number was already computed by Carlitz and Hodges in [3], using results
about the number of solutions of quadratic diagonal equations like
∑m
i=1 (
2
i −2i )=1,
but with a more restrictive de7nition of hermitian matrices using ∈ Ft2 with 2=∈ Ft
but  ∈ Ft , and introducing the involutory automorphism x → @x de7ned by @x= a− b
as soon as x = a+ b and (a; b)∈ F2t .
In fact, the de7nition of Carlitz and Hodges with @x = a− b is only a special case
of our de7nition with @x = a + bt , as it is easily seen that 2 ∈ Ft and  ∈ Ft imply
t =− (indeed, 2t = 2 gives 2(t−1) = 1 thus t−1 =−1 as we know that t−1 = 1
is impossible), and that we can 7nd ∈ Ft2 \ Ft such that Ft2 = Ft() and t = −
(otherwise the polynomial xt + x of degree t would have t2 − t distinct roots).
The two important points to note here are that we work with the conjugate @x=a+bt ,
and only use the number M (b) of solutions of the equation TrFt =Fs(f(x)) = b provided
by Theorem 6 (without the help of well-known theorems about the number of solutions
of diagonal equations, for instance in [7, Chapter 6]). Therefore we give an alternate
proof for computing |H (N; )|.
Last section is devoted to the study of a linear code (N; t; s) on Fs de7ned by
the codewords (TrFt =Fs(f(x) + v: x) + a)x∈F2Nt . Theorem 6 enables us to compute its
parameters and its weight distribution. The code (N; t; s) is a generalization of the
hermitian form trace code H de7ned by the words (TrFt =Fs(f(x)+ v: x))x∈F2Nt and 7rst
introduced in [4]. It is also a generalization of some codes introduced in [5] or [10], but
the method for obtaining the weight distribution of (N; t; s) and its subcodes seems
to be more easier and systematic here.
2. Notations and preliminaries
Let us recall some de7nitions from [1,6]. Let N be an integer ¿ 1 and let E be
the vector space FNt2 . A sesquilinear form on E = F
N
t2 is a function H : F
N
t2 × FNt2 → Ft2
semi-linear in the 7rst variable and linear in the second variable. H is called hermitian
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if H (x; y) = H (y; x)t for all vectors x; y. A sesquilinear hermitian form is called a
hermitian form, and the vector space of hermitian forms on FNt2 is denoted by H(F
N
t2 ).
A square matrix A=(aij)i; j (i; j=1; : : : ; N ) with entries in Ft2 is hermitian if A∗=A,
where A∗ denotes the matrix T( @A) := (bij)i; j with bij=atji (the transpose of the conjugate
of A). If e = (e1; : : : ; eN ) is a basis of E, and if H is a sesquilinear form on E, M :=
(H (ei; ej))i; j is a matrix that satis7es H (x; y) = X ∗MY where X := T(x1; : : : ; xN ) and
Y := T(y1; : : : ; yN ) denote the coordinates of x and y in e. We say that M is the
matrix of H in e, and write M =Mat(H ; e). It is a simple matter to check that H is
hermitian if and only if Mat(H ; e) is hermitian, and that dimFt H (FNt2 ) = N
2.
If x∈E and if H is a hermitian form, the map H (x; :) :E → Ft2 ;y → H (x; y) is
linear and allows us to introduce the semi-linear map
H˜ : E → E∗;
x → H (x; :);
where E∗ is the dual of E. In fact, H˜ becomes linear for the extern law • de7ned by
! • l= @!:l. With this extern law, the matrix of H˜ in the basis e in E and the dual basis
e∗ in E∗ satis7es Mat(H˜ ; e; e∗)=Mat(H ; e). We say that the kernel Ker H (resp. rank
rk H) of H is the kernel (resp. rank) of H˜ . Thus rk H = rk(Mat(H ; e)).
Orthogonality with respect to H is de7ned in a usual way, and we have:
Theorem 1 (Bose and Chakravarti [1, Theorem 4.1, p. 1165], Existence of H -ortho-
gonal basis). If t is odd and if H is a hermitian form on E = FNt2 , then we can >nd a
H-orthogonal basis e=(e1; : : : ; eN ), and assume H (ei; ei)= 0 or 1 for all i. Moreover
the number r of nonzero entries in the diagonal of Mat(H ; e) is an invariant that
depends only on H.
The number r in the previous Theorem is the rank of H . A hermitian form H is
nondegenerate if E⊥ = {0}, and this means that H˜ is an isomorphism from E to E∗,
or that Mat(H ; e) is nonsingular. If H is nondegenerate, then dim F +dim F⊥= n and
F=(F⊥)⊥ for all subspaces F , but we have no reason to say that the sum E=F+F⊥
is direct. As usual, we say that a subspace F of E is isotropic if F ∩ F⊥ = {0}, and
that a vector x is isotropic if H (x; x) = 0. Next Theorem is well-known:
Theorem 2 (Mercier [9], Theorem 7). The following conditions are equivalent:
(i) The restriction H |F×F of H to F is nondegenerate,
(ii) F is nonisotropic,
(iii) E = F ⊕ F⊥.
If H denotes a hermitian form, the map q :E → Ft de7ned by q(x)=H (x; x) is called
the quadratic hermitian form on E associated to H . Let QH(FNt2 ) be the space of all
quadratic hermitian form on E. We have H (FNt2 )  QH(FNt2 ), thus dimFt QH(FNt2 ) =N 2.
If q∈QH(FNt2 ), the unique hermitian form H satisfying '(H) = q is called the polar
form of q. By de7nition the kernel and the rank of q will be those of the associated
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polar form H . If M=(aij) denotes the matrix of H in a basis of E, then q(x)=H (x; x)=∑
i; j aij @xixj for all x∈E. In a H -orthogonal basis we only get q(x) =
∑r
i=1 x
t+1
i .
From now on, t is odd, H : FNt2×FNt2 → Ft2 is a sesquilinear form, and ∈ Ft2 satis7es
Ft2 = Ft(). The map – : F2Nt → FNt2 de7ned by
–(x1; : : : ; x2N ) = (x1 + x2; : : : ; x2N−1 + x2N )
is an Ft-vector space isomorphism. We say that the map
f : F2Nt → Ft ;
x →H (–x; –x):
is the quadratic hermitian form f on F2Nt associated with H. Let QH(F2Nt ) denote the
space of quadratic hermitian forms on F2Nt . One can check that the map
QH(FNt2 )→QH(F2Nt )
q →f;
where f(x) = H (–x; –x) when q(x) = H (x; x), is an isomorphism between Ft-vector
spaces, and deduce dimFt QH(F2Nt ) = N 2. We refer to [10] for the two next results:
Theorem 3 (Cherdieu [4, Theorem 1] or Mercier [10, Proposition 1]). Suppose t odd.
The quadratic hermitian form f on F2Nt associated with H is a Ft-quadratic form
associated with the bilinear form 12 B, where
B : F2Nt × F2Nt → Ft ;
(x; y) → f(x + y)− f(x)− f(y):
We have B(x; y) = H (–x; –y) + H (–x; –y)t = TrFt2 =Ft (H (–x; –y)).
We shall say that B is also a bilinear form associated with f.
Remark. If t = 2* the map B de7ned in Theorem 3 can never be the bilinear form
associated with f because B(x; x) = f(2x)− 2f(x) = 0 (for more details we refer the
reader to [6]).
The kernel of B is Ker B = {x∈ F2Nt = ∀y∈ F2Nt B(x; y) = 0}, and the orthogonal of
Ker B for the usual inner product in F2Nt is
(Ker B)⊥ = {x∈ F2Nt = ∀y∈Ker B x:y = x1:y1 + · · ·+ x2N :y2N = 0}:
Theorem 4 (Mercier [10, Proposition 2]). (1) We have –(Ker B) = KerH . Thus – in-
duces a Ft-isomorphism from Ker B onto KerH and rkf = rk B= 2 rkH .
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(2) There is an endomorphism T of F2Nt such that B(x; y) = T (x):y for all (x; y)∈
F2Nt × F2Nt . We have Ker T =Ker B; Im T = (Ker B)⊥ and Ker T ⊂ f−1(0).
3. A trace equation
Following Cherdieu [4], we de7ne the exponential sum associated to f and v∈ F2Nt
by
S(f; v) =
∑
x∈F2Nt
 (f(x) + v: x);
where  denotes the additive character on Ft de7ned by  (x)=exp((i2,=p)TrFt =Fp(x)).
We recall the main result of Cherdieu ([4, Theorem 2 and Proposition 3i] or [10,
Theorem 1]):
Theorem 5. Let v∈ F2Nt and let f denote a quadratic hermitian form of rank 2 in
F2Nt . Consider the extensions Fp ⊂ Fs ⊂ Ft ⊂ Ft2 and let a∈ F∗s .
(1) If v∈ (Ker B)⊥ = Im T , we can >nd u∈ F2Nt such that v= T (u). Then
S(af; v) = (−1)t2N− (−a−1f(u)):
(2) If v ∈ (Ker B)⊥ then S(af; v) = 0.
An improvement of both Proposition 4 in [4], Proposition 3 in [6] and Theorems 2
and 3 in [10] is given by next theorem.
Theorem 6. Let v∈ F2Nt and b∈ Fs. Let  denote a positive integer such that 16 
6N , and f denote a quadratic hermitian form of rank 2 on F2Nt . The number M
of solutions of the equation TrFt =Fs(f(x) + v: x) = b in F2Nt is
M =

1
s
(t2N + (−1)A(s; v)t2N−) if v∈ (Ker B)⊥ = Im T;
t2N
s
else;
where
A(s; v) =
{
s− 1 if TrFt =Fs(f(u)) =−b;
−1 else;
and where u∈ F2Nt satis>es v= T (u).
Proof. Let b= TrFt =Fs(b
′) where b′ ∈ Ft . The map  ′(x) = exp((i2,=p)TrFs=Fp(x)) is a
nontrivial additive character on Fs, and we have (see remark below Theorem 5.5 in
[8]):
sM =
∑
c∈Fs
∑
x∈F2Nt
 ′(cTrFt =Fs(f(x) + v: x − b′)):
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It is easily seen that  ′(cTrFt =Fs(z)) =  (cz), hence
sM =
∑
c∈Fs
∑
x∈F2Nt
 (c(f(x) + v: x − b′))
= t2N +
∑
c∈F∗s
 (−cb′)
∑
x∈F2Nt
 (cf(x) + cv: x):
If c = 0, then∑
x∈F2Nt
 (cf(x) + cv: x) =
∑
x∈F2Nt
 (c−1f(cx) + v:(cx)) = S(c−1f; v)
thus
sM = t2N +
∑
c∈F∗s
 (−cb′)S(c−1f; v):
Theorem 5 shows that sM = t2N when v ∈ Im T . If v= T (u)∈ Im T , Theorem 5 yields
S(c−1f; v) = (−1)t2N− (−cf(u)), thus
sM = t2N + (−1)t2N−
∑
c∈F∗s
 (c(−f(u)− b′))
= t2N + (−1)t2N−
∑
c∈F∗s
 ′(cTrFt =Fs(−f(u)− b′)):
Since the elements of the set of additive characters on Fs are the maps z →  ′(cz)
where c∈ Fs, the theorem will follow from the above formula and the orthogonality
relation.
Remark. The constant A(s; v) in Theorem 6 is well de7ned and does not depend on the
choice of u such that v=T (u). Indeed, if TrFt =Fs(f(u))=−b and v=T (u)=T (u′), we
get w := u−u′ ∈Ker T . Then B(w; u′)=f(u)−f(w)−f(u′), with B(w; u′)=T (w):u′=0
and f(w) = 12 B(w; w) =
1
2 T (w):w = 0, whence f(u) = f(u
′) and TrFt =Fs(f(u
′)) =−b.
Following [2,11] we say that a polynomial f in Ft[x1; : : : ; xN ] is a -polynomial if
the number of solutions of f(x) = b in FNt is A+ (b)B, where A and B are integers
and
(b) =
{
t − 1 if b= 0;
−1 else:
Every map from F2Nt to Ft is polynomial, and, from Theorem 6, the equation f(x)= b
has only two kinds of numbers of solutions whether b= 0 or not. Hence:
Corollary 7. f(x) is a -polynomial in Ft[x1; : : : ; x2N ].
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If x=(x1; : : : ; xN )∈ FNt2 and xi =ui +vi with (ui; vi)∈ F2t , we have x= –z if we write
z = (u1; v1; : : : ; uN ; vN )∈ F2Nt . Then
f(z) = q(–z) =
∑
i=1
(ui + vi)t+1 =
∑
i=1
xt+1i
in a H -orthogonal basis of FNt2 (1). With v= 0 and s= t, Theorem 6 gives:
Corollary 8. Let b∈ Ft . The number M (b) of solutions x = (x1; : : : ; xN ) in FNt2 of the
diagonal equation xt+11 + · · ·+ xt+1 = b is
M (b) =
{
t2N−1 + (−1)(t − 1)t2N−−1 if b= 0;
t2N−1 − (−1)t2N−−1 else:
4. Number of hermitian matrices of order N and rank 
Let GL(N; Ft2 ) denote the set of nonsingular matrices of order N with entries in Ft2 ,
and H (N; ) denote the set of hermitian matrices of order N and rank , with entries
in Ft2 . We know that M ∈H (N; ) if and only if M∗ =M and M is equivalent to the
diagonal matrix D := Diag(1; : : : ; 1; 0; : : : ; 0) with  digits 1. This last assertion means
that there exists a matrix P in GL(N; Ft2 ) such that M = P∗DP.
The map
' : GL(N; Ft2 )→H (N; );
P → P∗DP
is onto, and
'(P) ='(Q)⇔ D = (QP−1)∗D(QP−1)⇔ QP−1 ∈D(N; );
where D(N; ) := {X ∈GL(N; Ft2 )=X ∗DX =D}. Therefore, if |V | denotes the cardinal
of V ,
|H (N; )|= |GL(N; Ft2 )||D(N; )| : (1)
The number |GL(N; Ft2 )| is well known, and we only have to compute |D(N; )|. Let
X =
(
A C
B D
)
denote a square matrix of order N , where A is a square matrix of order . Let I
denote the unit matrix of order . Since
X ∗DX =
(
A∗ B∗
C∗ D∗
)(
I 0
0 0
)(
A C
B D
)
=
(
A∗A A∗C
C∗A C∗C
)
;
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it follows that
X ∗DX = D ⇔
{
A∗A= I;
C = 0:
A matrix A of order , with entries in Ft2 , and such that A∗A=I, is said to be unitary,
and we shall denote by U (; Ft2 ) the set of such unitary matrices. Thus
U (; Ft2 ) = {A∈GL(; Ft2 )=A∗A= I}= D(; ):
From above, it follows that D(N; ) is the set of all matrices(
A 0
B D
)
with A∈U (; Ft2 ), D∈GL(N − ; Ft2 ), and with no condition on B. Consequently,
|D(N; )|= t2(N−) × |GL(N − ; Ft2 )| × |U (; Ft2 )|: (2)
Now we need to compute the cardinal |U (; Ft2 )|. It is easy to check that a square
matrix A= (aij) of order  is unitary if and only if the image of an orthonormal basis
of Ft2 (for the nondegenerated hermitian form (x; y) → (x|y) = xt1y1 + · · ·+ xty) by
A is again an orthonormal basis. Thus
A∈U (; Ft2 )⇔
{ ∀i at+11i + · · ·+ at+1i = 1;
∀i¡ j at1ia1j + · · ·+ atiaj = 0
and the number of unitary matrices will be the number of orthonormal basis in Ft2 .
Let E := Ft2 . To construct an orthonormal basis in F

t2 , we have only to choose one
vector u1 = (x1; : : : ; x) with “norm” 1, i.e. such that (u1|u1) = xt+11 + · · · + xt+1 = 1,
and complete u1 with any orthonormal basis of the orthogonal space E′=(Ft2u1)⊥. As
u1 is nonisotropic, we have E = E′ ⊕ (Ft2u1), and E′ is nonisotropic from Theorem 2.
Therefore, the same theorem shows that the restriction of the “scalar product” (x|y) to
E′ is nondegenerate, i.e. of rank  − 1. From Theorem 1 it follows that the number
of orthonormal basis of E′ with respect to the restriction of the “scalar product” (x|y)
is the same as the number of orthonormal basis of E′ with respect to the “canonical
scalar product” (x; y) → (x|y)=xt1y1+ · · ·+xt−1y−1, written in an orthonormal basis.
If () denotes the number of vectors with “norm” 1 in Ft2 , we obtain |U (; Ft2 )| =
()× |U (− 1; Ft2 )|, hence |U (; Ft2 )|= ()× (− 1)× · · · × (1).
By Corollary 8,
() = |{x = (x1; : : : ; x)∈ Ft2 =xt+11 + · · ·+ xt+1 = 1}|= t−1(t − (−1))
and so
|U (; Ft2 )|= t(−1)=2
∏
k=1
(tk − (−1)k): (3)
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It is now a simple matter to use the well-known formula
|GL(N; Ft2 )|=
N−1∏
k=0
(t2N − t2k)
together with (1)–(3) to get:
Theorem 9. The number of hermitian matrices of order N and rank  with entries
in Ft2 is
|H (N; )|= t(−1)=2
∏
k=1
t2N−2(k−1) − 1
tk − (−1)k :
Remark. As N 2 is the dimension of the Ft-space H (N ) of hermitian matrices of order
N and entries in Ft2 , we have |H (N )|=tN 2 and we can check that
∑N
=0 |H (N; )|=tN
2
.
5. The code (N; t; s) and its weight distribution
The image (N; t; s) (or  to shorten notation) of the linear map
9 : QH(F2Nt )× F2Nt × Fs → Ft
2N
s ;
(f; v; a) → (TrFt =Fs(f(x) + v: x) + a)x∈F2Nt
de7nes a linear code on Fs of length N = t2N . From now on, M (f; v; a) denotes the
number of solutions of the equation TrFt =Fs(f(x) + v: x) + a= 0 in F2Nt .
Lemma 10. M (f; v; a) = t2N if and only if (f; v; a) = (0; 0; 0).
Proof. M (f; v; a) is provided by Theorem 6 and takes only three values.
• If M = (1=s)(t2N + (−1)A(s; v)t2N−), then
M = t2N ⇔ (−1)A(s; v)t2N− = (s− 1)t2N :
If A(s; v)=s−1 then =0. If A(s; v)=−1, then  must be odd and satisfy 1=(s−1)t,
hence =0. It follows that =0 and f=0 in both cases. Finally T=0 and v∈ Im T
give v= 0, and a= 0.
• If M = t2N =s, then M = t2N if and only if s= 1, which is impossible.
The Lemma shows that 9 is one to one, hence the dimension of  (on Fs) is
K = dimFs  = (N
2 + 2N ) logs t + 1:
The weight w(9(f; v; a)) of the codeword c=9(f; v; a) is w(9(f; v; a))=t2N−M (f; v; a).
De7ne =t2N−t2N =s, and for =0; : : : ; N , let ()=t2N−(1=s)(t2N+(−1)(s−1)t2N−)
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and 9() = t2N − (1=s)(t2N + (−1)+1t2N−). From Theorem 6 it follows that the set
P of the weights of codewords in  is P = {} ∪ {()== 0; : : : ; N} ∪ {9()==
0; : : : ; N}. It is as simple matter to check that , (), 9() are distinct numbers when
∈{0; : : : ; N}, to notice that (0) = 0 is the weight of the null codeword, and to get
Min(P \ {0}) = 9(1). Therefore:
Theorem 11. The parameters of (N; t; s) are
[N; K; D] =
[
t2N ; (N 2 + 2N ) logs t + 1; t
2N − 1
s
(t2N + t2N−1)
]
:
From now on, if *∈P, we denote by E* the set of all codewords c in  with
weight w(c) = *. When the rank of f is 2 and when H and T are associated to f,
we have
dimFt Ker T = dimFt KerH = 2dimFt2 KerH = 2(N − rkH) = 2N − 2
thus dimFt Im T = 2. If f∈QH(F2Nt ), de7ne
E*;f = {(v; a)∈ F2Nt × Fs=w(9(f; v; a)) = *}:
We have the disjoint union E* =
⋃
f∈QH(F2Nt ) ({f}×E*;f). From Theorem 6, it follows
(v; a)∈E;f ⇔ v ∈ Im T:
Since |Im T |= t2, we deduce |E;f|= s(t2N − t2) and
|E|= s
N∑
=0
|H (N; )| × (t2N − t2):
If ∈{0; : : : ; N}, then E();f = ∅ and E9();f = ∅ as soon as rk(f) = 2. Let f denote
a quadratic hermitian form f of rank 2. We have
E();f = {(v; a)∈ F2Nt × Fs=v= T (u)∈ Im T and TrFt =Fs(f(u)) = a}:
The map (v; a) → v de7nes a bijection between E();f and Im T , thus |E();f| = t2
and |E()|= |H (N; )| × t2. We next write
E9();f = {(v; a)∈ F2Nt × Fs=v= T (u)∈ Im T and TrFt =Fs(f(u)) = a}
The map T : F2Nt → Im T is linear and onto, thus |T−1(v)|= |Ker T |= t2N−2 for all v
in Im T , and
|E9();f|=
∑
a∈Fs
|{u∈ F2Nt =TrFt =Fs(f(u)) = a}|
|Ker T | :
Theorem 6 gives
|{u∈ F2Nt =TrFt =Fs(f(u)) = a}|=

1
s
(t2N + (−1)(s− 1)t2N−) if a= 0;
1
s
(t2N − (−1)t2N−) else;
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hence |E9();f|= (s− 1)t2 and |E9()|= |H (N; )| × (s− 1)t2. We obtain:
Theorem 12. The weight distribution of  is
Weights: Number of codewords in :
 s
N∑
=0
|H (N; )| × (t2N − t2)
() (where 06 6N ) |H (N; )| × t2
9() (where 06 6N ) |H (N; )| × (s− 1)t2
where |H (N; )| is given by Theorem 9.
In fact, Theorem 6 may be handled in much the same way to obtain the weight
distribution of several linear subcodes of (N; t; s). For instance, the hermitian form
trace code H de7ned by the words (TrFt =Fs(f(x)+v: x))x∈F2Nt was 7rst introduced in [4],
and is a subcode of (N; t; s). Another example is given by the code 0 studied in [5]
and which codewords are (TrFt =Fs(f(x)))x∈F2Nt . Next table shows three such subcodes
of (N; t; s).
Code: Codewords:
(N; t; s) (TrFt =Fs(f(x) + v: x) + a)x∈F2Nt
H = 9(QH(F2Nt )× F2Nt × {0}) (TrFt =Fs(f(x) + v: x))x∈F2Nt
C = 9(QH(F2Nt )× {0} × Fs) (TrFt =Fs(f(x)) + a)x∈F2Nt
0 = 9(QH(F2Nt )× {0} × {0}) (TrFt =Fs(f(x)))x∈F2Nt
Let PD denotes the set of weights of codewords in D. The same reasoning applies
to each of these subcodes and lead us to three similar results (notice that 9(0) never
occurs when D = H ):
Theorem 13. H is a linear code on Fs with parameters
[NH ; KH ; DH ] =
[
t2N ; (N 2 + 2N ) logs t; t
2N − 1
s
(t2N + t2N−1)
]
and weight distribution
Weights: Number of codewords in H :

N∑
=0
|H (N; )| × (t2N − t2)
() (where 06 6N ) |H (N; )| × 1s (t2 + (−1)(s− 1)t)
9() (where 16 6N ) |H (N; )| × (s−1)ts (t − (−1))
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Theorem 14. C is a linear code on Fs with parameters
[NC; KC; DC] =
[
t2N ; N 2 logs t + 1; t
2N − 1
s
(t2N + t2N−1)
]
and weight distribution
Weights: Number of codewords in C:
() (where 06 6N ) |H (N; )| × (s− 1)
9() (where 06 6N ) |H (N; )|
Theorem 15. 0 is a linear code on Fs with parameters
[N0 ; K0 ; D0 ] =
[
t2N ; N 2 logs t;
(s− 1)t2N−2
s
(t2 − 1)
]
and weight distribution
Weights: Number of codewords in 0:
() (where 06 6N ) |H (N; )|
Remark. As 9(1)¡(2), the code 0 corrects more errors than the three previous
codes.
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