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The thermoelectric (TE) properties of a material are dramatically altered when electron-electron
interactions become the dominant scattering mechanism. In the degenerate hydrodynamic regime,
the thermal conductivity is reduced and becomes a decreasing function of the electronic temperature,
due to a violation of the Wiedemann-Franz (WF) law. We here show how this peculiar temperature
dependence gives rise to new striking TE phenomena. These include an 80-fold increase in TE
efficiency compared to the WF regime, dramatic qualitative changes in the steady state temperature
profile, and an anomalously large Thomson effect. In graphene, which we pay special attention to
here, these effects are further amplified due to a doubling of the thermopower.
Introduction.— For decades, the holy grail of thermo-
electricity (TE) has been the enhancement of the heat-
to-work conversion efficiency of TE devices to the ulti-
mate limit allowed by thermodynamics, i.e. the Carnot
efficiency ηC [1]. The degree to which a TE system ap-
proaches the Carnot limit increases with the (dimension-
less) figure-of-merit zT ≡ σSΠ/κ [1–3], where σ and
κ are the electrical and thermal conductivities, S and
Π = TS are the Seebeck (or thermopower) and Peltier
coefficients [4], and T is the electronic temperature. In-
tuitively, lowering κ allows a system to sustain higher
temperature gradients, and S determines the amount of
electricity that can be generated from these. Finally,
high values of σ minimize the energy lost in the con-
version process. There have been numerous efforts to
improve zT [5, 6], focusing on both increasing the See-
beck coefficient [7–11], and reducing the thermal con-
ductivity [12–19]. The latter task is especially nontriv-
ial, because even if the phononic contribution to κ is
minimized, its electronic part κe is connected to σ at
a fundamental level [4, 20]. When charge and heat cur-
rents are carried by the same quasiparticles (i.e. the elec-
trons), they are impeded by scattering against disorder
to the same extent [21–25]. This gives rise to the propor-
tionality between the respective conductivities, known as
the Wiedemann-Franz (WF) law: κWF = L0σT . Here,
L0 = pi2k2B/(3e2) = 2.44· 10−8 WΩK−2 is the Lorenz
number, a universal constant of nature, kB the Boltz-
mann constant, and e the electronic charge.
In the Fermi-liquid regime (kBT  µ), the ther-
mopower S is given by SWF = −pi2k2BT/(3e)∂ lnσ/∂µ→
−βpi2k2BT/(3eµ) for σ ∝ µβ . At best, when the phononic
contribution to the thermal conductivity vanishes, one
finds zTWF = pi
2β2(kBT )
2/(3µ2), which is small and
without much room for improvement for the given σ(µ).
The WF proportionality breaks down when electron-
electron (e-e) collisions are the dominant scattering
mechanism [26–28], often referred to as the “hydrody-
namic” regime [29–36]. Crucially, and in contrast to im-
purity scattering, e-e interactions affect charge and heat
currents very differently. While momentum-conservation
entails that charge currents are unaffected by e-e col-
lisions, heat currents are not conserved. The thermal
conductivity is therefore reduced, according to [26]
κHyd =
κWF
1 + 8Γee/(5Γmr)
=
L0σT
1 + (T/Tint)2
, (1)
where Γee and Γmr are the rates of e-e and momentum-
relaxing scattering processes, respectively. This violation
of the WF law proves very advantageous from a TE per-
spective, as we show below.
In graphene, which we will focus on here, Γmr =
e2µ/(pih¯2σ) and Γee ' pik2BT 2/(4h¯µ) [37, 38], which al-
lows us to define Tint =
√
5h¯Γmrµ/(2pik2B) as the char-
acteristic electronic temperature at which hydrodynamic
effects become important. We then find Tint ∼ 48.5 K
at µ = 100 meV with a realistic mean free path of
Lmfp = 3 µm [34, 36, 39–41]. Eq. (1) has two striking
consequences. First, κe can be dramatically reduced in
the hydrodynamic regime, reaching an impressive 39-fold
reduction (compared to the WF regime) if the electrons
are heated to 300 K while keeping the lattice cold. Sec-
ond, and even more surprisingly, κe decreases with elec-
tronic temperature, and displays a rare 1/T -dependence
for T >∼ Tint. When a region heats up, e-e collisions be-
come more frequent, and the ability to cool by conduc-
tion decreases. This is in stark contrast to the WF regime
(where κe ∝ T ), and gives hydrodynamic systems a much
stronger ability to focus heat into hot spots. Moreover, in
the hydrodynamic regime, the thermopower of graphene
coincides with the entropy density, causing the former to
double in value (SHyd = 2SWF) [42, 43].
In passing, we note that the behavior exhibited by the
thermal conductivity in Eq. (1) is opposite to the one
reported in Ref. 44 for graphene at charge neutrality. In
the Dirac fluid (kBT  µ), the coexisting electrons and
holes move in the same (opposite) directions to carry heat
(charge) currents. Thus, in that regime, electron-hole
collisions impede charge currents, but not heat currents.
In this Letter, we show that the e-e interactions dra-
matically enhance the TE efficiency, and give rise to qual-
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2itatively different temperature profiles. Whereas a lot of
effort has been put into engineering optimal spatial pro-
files of S [45–48], we here shed light on the great poten-
tial of the much less considered κe(T ) (effectively κe(x)).
Moreover, while desired spatial profiles are often achieved
by designing composite materials, the efficiency enhance-
ment shown here is due to the intrinsic κe(T ) of a single
material. In the same intrinsic material (and regime), the
efficiency is increased further by the doubled S, and the
bottlenecked phononic heat transport due to weak e-ph
coupling [49, 50].
We consider the unusual TE behavior in two scenar-
ios. Although we focus on high-quality graphene as our
model system, most conclusions are general and apply to
other degenerate systems in the hydrodynamic regime as
well [26, 28, 33, 51].
First, we consider a photoenergy harvesting scenario,
where electricity is generated from light shone on a p-
n junction through the photothermoelectric (PTE) ef-
fect [52–54]. In stark contrast to the WF regime, e-e in-
teractions give rise to a convex temperature profile, whose
amplitude grows superlinearly with the incident power.
These are signatures of the system’s capability to retain
heat in hot spots, which, combined with the doubled S,
leads to efficiencies up to 80 times larger than in the WF
regime.
Next, we consider a graphene channel that is Joule-
heated by a current injected through thermally anchored
contacts. Due to a combination of the Seebeck and
Peltier effects (explained below), the temperature pro-
file is skewed in the direction of the particle flow [55–57].
Commonly referred to as the “Thomson effect”, this phe-
nomenon strongly depends on the local value of zT and
is typically weak in conventional systems. In the hydro-
dynamic regime, however, we show that the temperature
dependence of κHyd and the increased S drastically am-
plify the Thomson effect. The temperature peak shifts
up to 50% of the way to the contact, making this phe-
nomenon a potential experimental signature of hydrody-
namic heat transport. In both scenarios, we also present
results where phonon-polaritons are included as an ex-
trinsic cooling mechanism [58–60], to show that our pre-
dictions should be observable under realistic conditions.
The theoretical model.—We consider an hBN-
encapsulated graphene sheet of length L and width W ,
heated by either photoexcitation or electrical current.
We assume W to be small compared to both the laser
spot and L, so that the problem is effectively one-
dimensional in both scenarios. The electrons conduct
heat to contacts on both sides of the device, which are
thermally anchored at 50 K. In the PTE scenario, a
split gate is used to form a p-n junction, while in the
Joule-heated case the charge density is uniform. In the
steady state, the heat equation is
∂x(κ∂xT ) = −σ−1j2−pin +pout +(∂TΠ− S) j∂xT , (2)
where j is the homogeneous charge current, and pin ≡
pin(x) and pout ≡ pout(x) are the laser intensity and
phonon cooling power density, respectively. The first
term on the right represents Joule heating, while the left
side describes the diffusion of heat towards the contacts.
Finally, the last term stems from the combination of See-
beck and Peltier effects. Since Π = TS and S ∝ T in the
Fermi-liquid regime, the round bracket in Eq. (2) equals
(+)S. This is the so-called Thomson term that gives rise
to asymmetric temperature profiles.
All TE coefficients depend on the local value of only the
temperature, since the density is kept fixed by the gate.
To simplify our analysis, we neglect deviations of µ from
its zero-temperature value, since these are exponentially
suppressed in the degenerate regime.
To be solved, Eq. (2) requires the knowledge of not only
TE coefficients, but also the cooling pathways contribut-
ing to pout. Heat transfer to the graphene lattice is highly
inefficient in ultra-clean graphene devices [54, 61, 62]. Di-
rect acoustic-phonon cooling is limited by the mismatch
between the Fermi and sound velocities [63], and the opti-
cal phonon energy is too high (∼ 200 meV, 2400 K) [64]
to allow for efficient coupling. Moreover, the low im-
purity density strongly suppresses disorder-assisted (su-
percollision) processes [65]. The weak coupling allows
for heating the electrons out of equilibrium with the
lattice [66, 67], thus increasing the e-e scattering rate
Γee ∝ T 2, while only minorly affecting Γmr for low heat-
ing powers. To a good approximation, we can therefore
assume that we remain in the Ohmic regime for the pow-
ers considered here [68]. Utilizing this separation of elec-
tronic and phononic temperatures carries great potential
for enhancing hydrodynamic effects.
Since heat transfer to the graphene lattice is so slow in
high-quality 2D heterostructures, the phonon-polaritons
of the hBN encapsulant [69, 70] have been shown to rep-
resent the main cooling pathway [58–60]. These Fabry-
Perot-like modes, propagating in the “cavity” formed
by the hBN slabs, cluster around 100 and 200 meV
(the so-called “Reststrahlen bands”). Due to their large
density of states, these modes can extract heat more
effectively than the graphene phonons. In order to
be consistent with today’s state-of-the-art graphene de-
vices, we include this cooling pathway in our simula-
tions. This allows us to confirm that electronic heat
conduction dominates over phononic contributions. At
the electronic temperatures reached here, the coupling
to phonon-polaritons is still weak enough to bottleneck
phononic heat transport [50].
Enhanced photoenergy harvesting.—We consider the
photovoltage produced by a laser-heated p-n junction lo-
cated in the middle of the channel, at x = 0. The laser
excites electrons from below to well above the Fermi sur-
face, which quickly relax through rapid e-e interactions
(10-100 fs) to a thermal distribution characterized by a
(non-uniform) temperature profile [71–73]. The subse-
3FIG. 1. (Color online) The electronic temperature increases
superlinearly with laser intensity in the hydrodynamic regime
(blue), in contrast to the WF regime (black). The yellow
curve includes phonon-polariton cooling. Dashed lines are
guides to the eye. Inset: temperature profiles in the same
three cases. The dashed line shows the WF regime with a
reduced thermal conductivity (see main text).
quent heat transport is described by Eq. (2), solved with
an energy source located at the junction, pin = P/Wδ(x).
Although a resistor must be connected to generate
electricity from such a system, we first consider the
open-circuit case to shed light on the role of e-e inter-
actions. When light is shone on the p-n junction, a
symmetric, peaked temperature profile forms, and a See-
beck voltage is generated across the device according to
VPTE =
∫ L/2
−L/2 S(x)∂xT (x)dx. Despite the symmetry of
the temperature profile, VPTE is non-zero due to the op-
posite signs of S in the p- and n-doped regions. In the
absence of interactions, the temperature profile is every-
where concave
TWF(x) = Tc
√
1 + 2θfPTE(2x/L) , (3)
When e-e collisions dominate, however, the temperature
profile becomes convex on each side of the pn-junction:
THyd(x) = Tc
√
(1 + γ−1) exp [2θγfPTE(2x/L)]− γ−1 .(4)
Here γ = (Tc/Tint)
2, fPTE(u) = 1 − |u|, and θ = P/Pc,
where Pc = 4σL0T 2c W/L represents the characteristic
cooling rate due to heat conduction towards the contacts.
In the inset of Fig. 1 we show the temperature profiles in
the WF (black) and hydrodynamic (blue) regimes, as well
as the latter case with phonon-polariton cooling (yellow).
Here, and in what follows, we set L = 5 µm, W = 500
nm, |µ| = 0.1 eV and Lmfp = 3 µm [39].
Qualitative and quantitative differences between the
two regimes are immediately evident. While convex re-
gions are not observed in the WF regime, the strong e-
e interactions allow for these, since hotter regions need
higher gradients to conduct the same heat. The enhanced
focusing of heat at the junction is highly beneficial for
PTE energy conversion. This allows for heating the de-
vice center to a high temperature, and also keeping low
levels of phonon cooling (due to low T ) away from the
temperature peak. We stress that the convex regions
are due to the uncommon temperature dependence of κe,
rather than its overall reduction. To highlight this, we
also plot results for the WF case with a reduced κWF,
such that the average temperature is the same as in
the hydrodynamic regime (dashed black curve). This is
clearly not sufficient to achieve the same level of heat con-
centration. We would like to note that the phononic κph
can show a 1/T -dependence at high temperatures [74].
However, this would only affect the electronic T (x) if
heat loss to the phonons played a dominant role. This is
shown not to be the case here, and is generally atypical
of hydrodynamic electronic systems. In terms of TE effi-
ciency, phonon cooling is undesirable, since only electrons
can convert heat to electrical current.
The main panel shows that the peak electronic tem-
perature increases superlinearly with P in the hydrody-
namic regime, in stark contrast to what is observed in
the WF regime, as well as in phonon-limited cases. This
highly rare effect is due to the anomalous temperature
dependence of κe, which makes it progressively easier to
heat the sample as the electronic temperature increases.
Johnson noise thermometry [44] can be used to probe
this new signature of hydrodynamics.
We now close the circuit with an external resistor of op-
timal resistance Ropt and allow a current IPTE to flow, to
calculate the TE efficiency η = I2PTERopt/P . Although
representative, the analytical T (x) obtained in Eqs. (3-
4) are no longer exact, since IPTE lowers the tempera-
ture through Peltier cooling. Intuitively, heat is drawn
from the device to power the resistor. In the low-power
regime, this effect is small, so Ropt is the device resistance
L/(Wσ), and:
ηHyd =
pi2
12θ
[
kBTc
µ
(
1 + γ−1
) (
e2θγ − 1)]2 . (5)
Fig. 2 shows the (numerically evaluated) efficiency for
a larger range of powers. We observe that the efficiency
becomes a striking 80 times larger in the hydrodynamic
regime than in the WF case. With a peak temperature
of 230 K at P/W = 3 µW/µm, the hydrodynamic case
reaches an impressive 27% of the Carnot efficiency (ηC =
78%).
To separate the various effects that play a role in this
dramatic efficiency improvement, we show multiple dif-
ferent curves. For the hydrodynamic case, we plot the
efficiency for both S = SWF and S = SHyd = 2SWF,
to display the effect of the doubled Seebeck coefficient.
In the low-P regime, where the p-n junction is mainly
4FIG. 2. (Color online) The hydrodynamic regime (colored)
exhibits a much higher TE efficiency than the WF regime
(black solid), here plotted against the incident laser heating
intensity. We also plot the WF result with a reduced thermal
conductivity (black dashed), as in Fig. 1. (L = 5 µm).
cooled by conduction, doubling S gives a four-fold in-
crease in efficiency, since η ∝ V 2PTE. At higher powers,
Peltier cooling becomes more important, so the gain from
the doubled S decreases. To also show the significance
of the 1/T -dependence of κe, we again plot the WF case
with a reduced κWF, such that the average temperature is
equal to that of the hydrodynamic case (with S = SWF)
for each incident power. Evidently, this is not enough to
explain the efficiency enhancement.
Joule-heating scenario.—We now turn to the case of a
graphene channel heated by a current injected through
the contacts. To clarify the role of various thermoelec-
tric mechanisms, we will first consider the low-bias case,
where the Seebeck and Peltier terms in Eq. (2) can be
neglected. Then the temperature profiles can be written
on the forms shown in Eqs. (3-4), but now with fPTE
replaced with fJ(u) = (1 − u2)/2. The heating power
in θ = PJ/Pc is now the Joule power PJ = σV
2W/L,
where V = jL/σ is the voltage applied across the slab.
Thus, THyd(x) is Gaussian in the limit γ  1. The char-
acteristic width of the temperature peak is Lγθ which,
quite strikingly, decreases with Joule power. This is be-
cause the ability to focus heat is enhanced as electrons
are heated up and scatter more often with each other.
When θγ  1, the interactions produce a sharply peaked
temperature profile, with convex regions on the sides, in
stark contrast to the approximately parabolic TWF(x).
In the high-bias case, the Seebeck and Peltier terms
skew the temperature profile in the direction of particle
flow (electrons move left in the inset of Fig. 3). Such
behavior is commonly referred to as the “Thomson ef-
fect” [55–57], and can be understood as follows. The See-
FIG. 3. (Color online) E-e interactions facilitate extreme spa-
tial asymmetry (Thomson effect), here shown as the (nor-
malized) position of the temperature peak, plotted against
V˜ = eV/µ. The five curves are the same as in Fig. 2. Inset:
temperature profiles at V˜ = 0.28. (L = 5 µm, µ = 0.1 eV).
beck effect produces an electric force that pushes particles
in the direction of increasing temperature. Thus, on the
upstream (downstream) side of the temperature peak,
the Joule heating increases (decreases). This pushes the
peak upstream. At the same time, heat is carried along
with the particle flow (Peltier effect), and thus shifts the
temperature peak downstream. The Thomson effect re-
sults from the competition between the two, and since
the Peltier contribution is twice as large, the tempera-
ture profile is ultimately skewed downstream.
In the WF regime, one now finds:
fJ(u; V˜ ) =
2
V˜
eV˜ (u− 1) + 2e 12 V˜ (1−u) − u− 1
1− eV˜ . (6)
where V˜ = eV/µ. In the inset of Fig. 3, we plot the
temperature profiles in the high-bias regime (V˜ = 0.28),
which are numerically calculated in the hydrodynamic
case (colored curves). In addition to the substantially
increased amplitude, the hydrodynamic regime also ex-
hibits far more spatial asymmetry. This is quantified
in the main part of Fig. 3 as the normalized position
of the temperature peak, plotted against V˜ . While the
asymmetry is barely visible in the WF case, the peak
shifts as much as 50% of the way to the contact in the
hydrodynamic regime, even for the relatively modest V˜
considered here. With the use of spatially resolved tem-
perature probes [75–78], this anomalously large Thomson
effect could potentially be a clear experimental signature
of hydrodynamic heat transport. As in Figs. 1-2, we also
display the WF case with a reduced κWF (black dashed).
Clearly, its overall reduction is far from sufficient to pro-
duce the same level of asymmetry, indicating that the
51/T -dependence is crucial. The reason is two-fold: First,
the level of asymmetry is determined by the competition
between the conduction cooling and Thomson terms. In
the hydrodynamic regime, the former term becomes very
weak near the peak, allowing for a stronger Thomson
effect. Second, as pointed out in the PTE scenario, the
1/T -dependence gives a more convex temperature profile,
which further amplifies the Thomson term proportional
to T∂xT .
Summary and conclusions.— We have here shown that
e-e interactions can cause both a dramatic enhancement
of TE efficiency and novel signatures, such as an anoma-
lous Thomson effect, convex regions and superlinear
temperature-power curves. Our findings offer new ways
of experimentally observing hydrodynamic heat trans-
port, and pave the way for the first TE applications of
electron hydrodynamics. The latter would be improved
even further if realized in materials with higher S.
We would like to thank Mikhail Lukin, Eugene Demler,
Javier Sanchez-Yamagishi, Bo Dwyer, Jennifer Coulter,
Giovanni Vignale and Mohammad Zarenia for helpful dis-
cussions.
S1: Role of phonons
When heat is initially injected into the electronic system, it must be transferred to the phonons before phononic
heat transport can occur. We here consider heat loss mechanisms to phonons in graphene to show that the weak
e-ph coupling bottlenecks this process in the regime studied in the main text. We also show that losses to hBN
phonon-polaritons are more important, but that electronic conduction to the contacts is still the dominant cooling
mechanism.
We start out with the set of equations describing the electronic and phononic systems, depicted in Fig. 4:
∂x(κe∂xTe)− phBNe−ph − pgre−ph + pin(x) = 0 (7)
∂x(κph∂xTph) + p
gr
e−ph = 0, (8)
where pgre−ph describes heat loss from electrons to graphene phonons, p
hBN
e−ph describes heat loss to hBN phonon-
polaritons (pout in the main text), and pin(x) is external laser heating. For simplicity, we have here considered one
graphene phonon branch at a time, so Tph is the temperature of the relevant phonon branch.
FIG. 4. Heat flow diagram of the encapsulated graphene system considered in the main text. The color intensity of the red
arrows indicate the hierarchy of the different cooling channels (shown below). Due to the weak coupling to graphene phonons,
only a very small portion (< 3%) of the heat is conducted by these phonon modes. More heat is transferred to hBN phonon-
polaritons, and this cooling channel is therefore included in the main text. We note that electronic conduction to the contacts
still dominates over all phonon channels in the regime considered in our work. The thick gold (Au) contacts act as thermal
anchors (Te(L/2) = Te(−L/2) = Tc) due to their larger electronic heat capacity and much stronger e-ph coupling than in
graphene.
The graphene phonon cooling mechanisms we shall consider are described in the table below:
6Mechanism Expression for pgre−ph Max. contribution
Acoustic phonons,
normal collisions (NC) [65]
piN(2ρ)−1D2ν2(µ)h¯k2FkB(Te − Tph) 2.4%
Acoustic phonons,
supercollisions (SC) [65]
9.62
D2ν2(µ)k3B
2ρs2h¯kFLmfp
(
T 3e − T 3ph
)
0.22%
Optical phonons [63]
2(Ne(E0)−Nph(E0))N2h¯3v2F
ρa4
∫ ∞
−∞
ν(E)ν(E − E0) [f(E − E0)− f(E)] dE 0.07%
where N = 4 is the number of spin/valley flavors in graphene, ρ = 7.61· 10−7 kgm−2 is the mass density of graphene,
D ≈ 20 eV is the deformation potential, ν is the density of states per spin/valley flavor, s ≈ 21 km/s is the speed
of sound, Lmfp is the mean free path, Ne(ph) is the Bose distribution function at the electron (phonon) temperature,
a = 0.142 nm is the C-C spacing in the graphene lattice, E0 ≈ 200 meV is the optical phonon energy, and f is the
Fermi-Dirac distribution function. We note that the expressions for acoustic phonon cooling are exact only in the
limit Te, Tph  TBG ≡ 2h¯kFvs/kB (TBG is the Bloch-Gruneisen temperature), but as shown in Ref. [79], they are
almost perfect approximations in our case, where Te ≥ Tph ∼ TBG = 49 K. As indicated in Eq. (7), we shall also
include losses to phonon-polaritons in hBN.
Since we reach similar electronic temperatures in the laser- and Joule heating scenarios, we will here consider only
the former (pin(x) = P/W · δ(x)). Now, to confidently show that graphene phonons do not play a dominant role, we
shall consider the worst case, i.e. the one that maximizes heat loss to phonons. Since pgre−ph is a decreasing function
of Tph, we consider the case where the graphene phonons conduct the heat to the contacts instantaneously (κph =∞)
and thus Tph(x) = Tc everywhere.
In order to compare the contributions of electronic conduction and heat loss to phonons, we integrate Eq. (7) to
obtain:
Total laser power in︷ ︸︸ ︷
P/W =
Electronic conduction to contacts︷ ︸︸ ︷
−2κe(∂xTe)x=L/2 +
Heat loss to hBN phonons︷ ︸︸ ︷∫ L/2
−L/2
phBNe−phdx +
Heat loss to gr. phonons︷ ︸︸ ︷∫ L/2
−L/2
pgre−phdx . (9)
which is merely a statement of energy conservation of the 1D heat flows. Fig. 5 shows the contributions from the
different cooling mechanisms as a function of laser power, for the same parameters as used in the main text. It is
immediately evident that the graphene phonons do not play an important role.
FIG. 5. (a) The contributions of various cooling channels as a function of laser power, for the parameters used in the main text.
For these values of P/W , electronic conduction to the contacts (green) is the dominant cooling channel. Out of the phononic
channels, heat loss to phonon-polaritons in the hBN encapsulant (purple) dominates over cooling through graphene phonons.
(b) Zoomed-in version of (a) to highlight the low heat loss to graphene phonons.
7S2: Device length dependence
We here comment on the length dependence of the results from the photoenergy harvesting scenario presented in
the main text. The roles of electronic conduction to the contacts and phonon cooling depend on the length of the
device. While phonon cooling increases with device length due to increased area for electron-phonon heat transfer,
electronic conduction has the opposite behavior. Its ability to cool the system decreases in longer devices, since the
heat sinks (contacts) are further away from the heating spot. This is immediately seen from the fact that θ ∝ L in
the temperature profiles, THyd(x) = Tc
√
(1 + γ−1) exp [2θγfPTE(x)]− γ−1 and TWF(x) = T0
√
1 + 2θfPTE(x). Thus,
heat loss to phonons (here hBN phonon-polaritons) becomes more important in longer devices, as shown in Fig. 6(a).
In our work, we have therefore chosen a relatively short, but experimentally realistic device length (L = 5 µm).
Due to the points presented above, the device length also affects the thermoelectric efficiency (Fig. 6(b)). Since the
electronic and phononic cooling mechanisms have opposite dependence on L, the efficiency depends non-monotonically
on device length and is optimized near the L that makes their contributions equal. We note that a large portion of the
heat transferred to the hBN phonon-polaritons has first been (electronically) conducted through parts of the device,
and thus still “imprints” the hydrodynamic form of κe on the temperature profile.
FIG. 6. (a) Relative amount of heat that goes to hBN phonon-polaritons as a function of device length, for laser powers
P/W = 1, 2 and 3 µW/µm. Dashed line indicates where electronic and phononic cooling contributions are equal (50%).
(b) Thermoelectric efficiency as a function of device length for same laser powers as in (a). The efficiency is observed to be
optimized near the length that gives equal electron and phonon contributions. Other parameters are the same as in the main
text.
Finally, we also comment on the length-dependent role of phonons in the more general hydrodynamic case, by
considering phonon cooling on the common form, pe−ph = Σ
(
T δe − T δph
)
[80–82].
We evaluate the phonon contribution in Eq. (9) by using Te(x) = THyd(x) (Eq. (5) in the main text). In doing
so, we neglect the effects of pe−ph on the electronic temperature, and thus slightly overestimate Te(x) and pe−ph. In
Figure 7 (a)-(c), we show the (power-dependent) device length for which 20% of the injected heat goes to the phononic
system for various values of Σ, and δ =1, 3 and 5. These are commonly encountered values of δ: δ = 1 corresponds
to acoustic phonon mechanisms in most materials in the equipartition regime (Te, Tph  TBG) [82], and δ = 3 and
5 represent, respectively, acoustic phonon cooling in 2DEGs [80] and 3D metals [83] in the Bloch-Gruneisen regime
(Te, Tph  TBG). Aside from the cooling power, we have here used the same parameters (Tint and σ) as those used in
the main text. As in the graphene-specific case, lower laser powers allow electronic conduction to remain dominant
in longer devices.
8FIG. 7. (a)-(c) Device length for which 20% of the injected heat enters the graphene phonon system, as a function of laser
power. This is evaluated for Σ· (100 K)δ = 10, 50 and 100 nW/µm2 (blue, red and yellow, respectively), and δ = 1, 3 and 5 in
(a), (b) and (c), respectively. Other parameters are the same as in the main text.
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