Introduction
In the applications of the steady-state measurement of thermal conductivity, at least two constant temperature regions are believed to be essential as a heat source and a heat sink, respectively. The constant temperature region as the heat sink requires cumbersome equipment. This limits the use of steady-state measurement methods in laboratories and makes them unsuitable for in situ measurements. In other words, it is hard to apply a steady-state measurement method in a portable apparatus. Extra care has also been taken in the insulation of the apparatus when test samples have small values of thermal conductivity, such as that of the insulation materials. In this case, the destruction of the test sample is inevitable ͓1͔. However, for the composite insulation materials consisting of vacuum layers or glass panels ͓2͔, an inverse computational method to evaluate temperature dependence of thermal conductivity ͓3͔, or materials with a nonhonogenous inner structure ͓4͔, nondestructive evaluation of the thermal conductivity is required.
In spite of the inconvenience steady-state measurement methods may bring, they are still widely used due to their reliability in measuring composite insulation materials. To fulfill the requirement of nondestructive steady-state measurement of thermal conductivity, Chuah and Sun ͓5͔ proposed a method that requires only one constant temperature region as the heat source. A detailed working principle of the method is given by Chuang ͓6͔ who devised a microcontroller to perform the automatic measuring procedures. Here, we give only a brief description and show the schematic drawing of the device in Fig. 1 .
The method makes use of two electronically controlled heating devices to keep the heating cover and the heating plate at constant temperatures, T U and T 0 , respectively, on one side of the test sample. The diameter of the heating cover is D o and that of the heating plate is D c . The heating plate is placed inside the heating cover with a small gap, g, inbetween them to avoid direct conduction heat transfer and maintain a larger area of constant temperature. The heating cover is placed inside a stainless-steel housing. The enclosed space between two heating devices and the housing is filled with aerogel.
On the other side of the test sample, a Teflon disk is placed aligned with the heating compartment to hold five temperature sensors. The Teflon disk sizes are D l in diameter and s in thickness. One of the five temperature sensors is located at the center of the disk and the other four equally spaced on the concentric circle of radius d. They are placed on the side of the disk next to the sample.
Making T U and T 0 equal, a region of constant temperature can be formed on one side of a test sample. This ensures that the heating power of the heating plate will transmit upward into the test sample only. Since the heat flux moves mostly in the longitudinal direction across the thickness of the test sample, one can achieve effective one-dimensional heat transfer in the measurement. When the temperatures on both sides of the test sample become stable, the temperatures, the thickness of the material, and the heat flux are measured to evaluate the thermal conductivity of the test sample. Using this method, the thermal conductivity of a piece of polystyrene foam was measured and compared with the result using the guarded hot plate method. The relative difference is within 3% ͓7͔.
However, due to the multidimensional effect and the temperature distribution on the low-temperature side, the temperature difference used to calculate the thermal conductivity may greatly deviate from that in one-dimensional heat transfer. This situation can be worsened when the sample thickness is larger. Since the systematic variation is inevitable, it is then a good practice to estimate the systematic error of the measured thermal conductivity as a function of the relative sample thickness, H / D o . The geometric parameter, D c over D o , is also considered since it contributes to the systematic error.
As for the random errors, the sources can be the uncertainties of sensor measurement and imperfect alignment of the five temperature sensors with the heating compartment. They propagate through the formula used for thermal conductivity evaluation. Both systematic and random errors require close investigation before the measurement method can be confidently practiced.
To accomplish the analysis without dealing with the errors caused by insufficiency in the fabrication skill of the experiment apparatus, we established a theoretical model in axial symmetric cylindrical coordinates. The theoretical model is solved numerically because the boundary conditions of free convection are nonlinear and the thermal conductivities of samples are functions of temperature. For nonlinear problems such as the wall effect on hot-wire measurements ͓8͔, numerical solutions are often sought. From the model, temperature distribution in the sample can be solved. The heat flux from the heating plate is determined from the solution of temperature distribution since the temperature value is specified on the boundary of the constant temperature region.
With the heat flux and the temperature distribution, the thermal conductivity can be derived from the numerical simulation according to the formula of one-dimensional heat conduction used by the measuring method. This thermal conductivity, denoted as k E , is different from what is specified in the numerical model, which is denoted as k R . The ratio of k E to k R , the k ratio That is the area of the constant temperature region remains fixed while the area of the heating plate decreases. In this case, the temperature in the gap can be considered uniformly distributed and with the same value as that of the heating plate and the heating cover.
Finally, the thermal conductivity uncertainty is estimated with the analysis of the error caused by the measurement uncertainty that propagates through the formulation used in the method. In the analysis, an alternative way of determining the maximum temperature on the lower temperature side is proposed. The thermal conductivity uncertainty is expressed as a function of the misalignment of the temperature sensors with the centerline of the heating plate on the lower temperature side.
The Experiment
In order to verify the numerical model in this study, an experiment is first carried out. According to the measuring method the thermal conductivity, k E , is
where T max is the maximum temperature at the lower temperature side of the test sample and T m = ͑T 0 + T max ͒ / 2 is the mean temperature at which the test sample is supposed to possess k E . If the Teflon disk plate is aligned with the heating plate, T max = T 1 . Since it is hard to align the two parts in real measurements, Chuah and Sun ͓5͔ proposed an approximate function of temperature distribution as follows
where c i , i = 1 . . . 5, are five coefficients to be determined with the five known locations of temperature sensors and the temperatures measured from each sensor, respectively. The maximum temperature T max occurs at the location where the partial derivatives of Eq. ͑2͒ with respect to x and y are zero, i.e., ‫ץ‬T / ‫ץ‬x = 0 and ‫ץ‬T / ‫ץ‬y = 0. Substituting the coordinates solved from the set of the two equations into Eq. ͑2͒, one can obtain T max as
However, since the geometry of the device is axisymmetric, the temperature distribution can also be described by the following function 
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The maximum temperature is supposed to occur at ͑x 0 , y 0 ͒. Using least squares fit, one can solve for the unknown parameters a, b, and ͑x 0 , y 0 ͒. In the solutions, b is the maximum temperature, T max , which can be expressed as
where T 1 is measured from the central sensor; T 2 and T 3 are measured from the sensors aligned with the center; and T 4 and T 5 are measured likewise but in the perpendicular direction. This form of temperature distribution is much simpler than Eq. ͑2͒ because there is no need to solve any coefficients. Due to the quality of the heater controllers, the temperature of the heating plate can only be maintained at 37.95°C. The ambient air temperature, T a , is 23.35°C. When all the readings are stable for at least 30 min, they are recorded in Table 1 . T max is evaluated from T 1 to T 5 using Eq. ͑5͒. Substituting the measurement data into Eq. ͑1͒, we have 0.0544 W / m K as the k E of the test sample evaluated at T m = 32.59°C.
The Numerical Model
The numerical model used in this study is based on the heat conduction equation in cylindrical coordinates. Since the device is axially symmetric, we only need to consider a two-dimensional problem. The governing equation is
where and c are the density and heat capacity of the material under testing. To simplify the problem, we first assume that the test sample has a constant c and isotropic k, i.e., k r = k z . The isotropic k value of the test sample ͑EPS foam of ASTM designation type XI͒ is a function of temperature as
where temperature T is in°C and k is in W/m K. This formula is derived by linear regression of the data provided by Thermal Foams, Inc. The thermal conductivity of the Teflon disk plate is also a function of temperature ͓9͔ as
where the units are the same as those in Eq. ͑7͒. The boundary conditions of the numerical model are summarized in Table 2 where the origin of the coordinates is at the center of the Teflon disk plate on the inner surface ͑as shown in Fig. 1͒ .
One may argue that the heat transfer across the interface of two contact surfaces depends on the profile of the surfaces as in the studies of many, such as Wahid et al. ͓10-12͔. In our model, the interfaces locate at the two sides of the test sample in contact with the heating plate and the Teflon disk plate. As a matter of fact, if the k value of the test sample is as small as in our case, the contact surface effect can be ignored. However, for large k values, dissipative jelly can be applied at the interfaces to fill the voids and minimize the contact surface effect of the interface air layer. Therefore, we ignore the effect in our model with the assumption that one should use dissipative jelly in the practical applications of the method for measuring the materials of large k value.
As mentioned before, the coefficient of free convection on each boundary is nonlinear. In this study, we use the empirical formulation of convection coefficient given by Janna ͓13͔. For the vertical surfaces, the formulation is
where the unit of convection coefficient is W / m 2 K. For the lower surfaces, the convection coefficient is
͑10͒
For the upper surfaces of the test sample, depending on the range of Rayleigh number the coefficient are given as
͑11͒
In Eqs. ͑9͒-͑11͒, k f is the thermal conductivity of the fluid, which is air in our case; Ra L C is the Rayleigh number based on the characteristic length L C ; Pr is the Prandtl number of the air; and L is the width of the surface. Since the measuring method is done under steady-state measurement, the time varying term on the left-hand side of Eq. ͑6͒ equals zero. The successive over relaxation ͑SOR͒ method is chosen due to its wide use in parabolic problems. The acceptance criterion of a convergent solution is that the maximum relative variation of temperature in the model is less than 10 −9 . Asymptotic tests are done first to determine the maximum grid sizes and the minimum radius of the test sample in the numerical model.
After the temperature distribution in the numerical model is solved, the measuring process is simulated by first acquiring temperatures, T i , at the locations of the five temperature sensors ͑i Table 1 The readings of the sensors and the derived quantities. Table 2 The boundary conditions of the model. =1,2,3,4,5͒ and the heat transfer rate of the heating plate, Q , out of the heating plate into the test sample. T max can be determined according to Eq. ͑5͒. The heat transfer rate, Q , which is supposed to be the power of the heater on the heating plate, is evaluated as by
where z N locates at the interface between the heating plate and the test sample; r m + ⌬r m / 2 locates at the rim of the heating plate; and ͑z n + z n−1 ͒ / 2 is the surface where we integrate the heat flux in the z direction. With the resulting Q and T max , and the known variables in the model T 0 , A = ͑D c 2 ͒ / 4, and H, the k E from the numerically simulating measurement, can be determined using Eq. ͑1͒. This k E is then divided by k R = k͑T m ͒ evaluated with Eq. ͑7͒ to give the k ratio for the given parameters.
To analyze the random error of the measurement, we have to consider the error from temperature measurement, temperature control, and the heating power readout that propagate to generate uncertainty in the measured thermal conductivity ␦k E . The relative uncertainty of the measured thermal conductivity u k E can be expressed as
͑13͒
In the equation, both the measurement error and the offset of the temperature sensors that propagate through the temperature distribution function contribute to ␦T max / T max . The situation of the offset temperature sensors is simulated by finding the temperature of each sensor from the numerical solution of temperature distribution on the lower temperature side of the sample with the desired offset amount.
Results and Discussions
In verifying the numerical model, the numerical model is built according to the setups of the experiment. Except for the constant temperature region, the temperature distribution on the contact surface between the sample and the housing is considered. The temperature in between D o and D h is specified with linear distribution from T 0 to T a , which is very close to the real situation.
With the parameters specified in the experiment, the asymptotic tests for the model give the results of 36 longitudinal nodes and 241 radial nodes for the computational domain. The temperature at the monitoring location where T 1 is measured has a relative variation of less than 10 −4 when the node numbers increase further.
The results of the simulation are listed in the first row of Table  3 in which T 2 -T 5 are not listed and are the same due to axial symmetric and aligned Teflon disk assumptions. Compared with the experimental results, although there is at most 3% difference for all the quantities, the calculated k E using Eq. ͑1͒ is also 0.0544 W / m K. By this, the numerical model is verified.
In order to see the effect of convection coefficients, the convection coefficients from Eqs. ͑9͒-͑11͒ are multiplied with a h factor and used in the numerical model. The results are shown in the second row of Table 3 and indicate that although the convection coefficients increase by 20%, the predicted k E varies by less than 1%. This shows that the measuring method is insensitive to the conditions of the environment. It is interesting to note from the results that the simulated T 1 and Q with the 1.2 h factor are much closer to the experimental ones. Therefore, Janna's formulation may not be able to apply directly in this case. Therefore, the 1.2 h factor is used in the following simulations for error analysis.
To analyze the systematic error of the measuring method, the relative thickness of the test sample, H / D o , and the relative diameter of the heating plate, D c / D o , are varied in the numerical model. The k ratios resulting from the numerical model are shown in Fig. 2 with solid symbols, in which the case of the experiment is indicated by an arrow.
In Fig. 2 , it is expected that as the thickness of the sample and the area of the heating decrease relative to the unchanged constant temperature area, the situation of ideal one-dimensional heat conduction can be better approximated. Also, since the radial heat flux always makes the heating power of the heating plate larger than what actually penetrates the sample, it consequently introduces a larger k value. That is, the k ratios of this measurement method are always greater than unity.
However, the k ratio values do not approach unity when the relative thickness of the sample approaches zero. This is caused by the discontinuity of the thermal effusivity, which locates at the edge of the Teflon disk and is near the rim of the heating cover. As shown in Fig. 3 , the discontinuity of thermal effusivity at D l contributes to the jag of the temperature distribution. The location is near D c , which is the outer boundary of Q considered for calculating the k value. When the sample thickness is small, Q is still overestimated since the heat flux is greater in regions not covered by the Teflon disk. To further show this, the discontinuity of the thermal effusivity is moved away from the rim of the heating plate, that is, the size of the Teflon disk is enlarged up to the size where there is no more change to the resulting k ratios. The final dimension of the disk is 400 mm in diameter with the associated ratio D l / D o = 1.84, which is twice the original size. The k ratios obtained with the new model are also shown in Fig. 2 using open symbols. The k ratios of the same D c / D o are smaller than before and approach unity when the relative thickness approaches zero.
Yet, the values of the k ratio are quite large. It is interesting to see the effect of the temperature distribution outside the constant temperature region. To do so, the temperatue varying boundary condition is removed and the values of the k ratio turn out to be about half of the previous results. They are shown in Fig. 4 with a different vertical scale. The effect of the rim is much more obvious in this case for both the value differences and the shape of the curves.
In addition to isotropic materials, an anisotropic material is modeled such that its thermal conductivity in the radial direction is three times that in the longitudinal direction, i.e., k r =3k z . The resulting k ratios are so close to that of an isotropic material that they overlap in the figure and are needless to show in the paper. This result may suggest that the measurement method is insensitive to the type of material under testing, at least for any composite material whose effective thermal conductivities in two directions are related by a proportional factor only.
As for the uncertainty of the measured thermal conductivity caused by the measurement uncertainties of the temperature read- ings, the temperature control, the heating power reading, and the misalignment of the Teflon disk is inspected. The measurement uncertainties considered in our case are ±0.5°C ͑⌬T i ͒ for temperature measurement ͑considering a random error of ±0.4°C from NIST certified standard for a T-type thermocouple and a bias error of ±0.3°C͒, ±0.0195 W ͑⌬Q ͒ ͑using a 10 W heater with an 8-bit resolution pulse width modulation ͑PWM͒ controller͒ for the power readout, ±0.5°C ͑⌬T 0 ͒ for constant temperature control, and d for both x offset and y offset .
In the analysis, both the approximate temperature distribution functions, Eqs. ͑2͒ and ͑4͒, on the lower temperature surface of a test sample are considered. Equation ͑13͒ gives us an estimation of relative uncertainty of measured k shown in Fig. 5 . In the figure, the left panel is the uncertainty estimated using Eq. ͑3͒ to evaluate T max while the right panel is that using Eq. ͑5͒. On the left panel, u k E varies axisymmetrically in the range from 0.08939 to 0.13795. On the right panel, u k E varies more or less axisymmetrically in the range from 0.08965 to 0.10353. Comparing the two panels, one can see that using Eq. ͑5͒ to evaluate T max introduces less error than using Eq. ͑3͒ with the same amount of misalignment.
The reason for this is more mathematical than physical. Equations ͑3͒ and ͑5͒ have the same highest order ͑second order͒ of spatial coordinate, which is high enough to describe the relatively flat distribution shown in Fig. 3 for r Ͻ d. However, with five temperature sensors, Eq. ͑3͒ is the highest-order function one can use. It cannot tolerate the slightest measuement uncertainty since five known temperature values determine only five unknown coefficients. Nonetheless, with Eq. ͑5͒, the measurement uncertainty of each temperature is allowed since the least-squared-fit method is used to solve the four unknowns and has a degree of freedom of 1 ͑5−4͒. If a function of higher-order polynomial is used, the degree of freedom is reduced. Consequently, the approximated function tolerates less measurement uncertainty.
In order to observe the effect of measurement uncertainties on u k E , the uncertainties are varied with the use of both equations to evaluate T max . In Fig. 6 , the results in Fig. 5 are repeated as Line 1 and 2 for the left and right panel, respectively, expressed as the functions of radial offset, r offset . If the measurement uncertainties can be lower, such as ⌬Q = ± 0.00122 W ͑using a 10 W heater with a 12-bit resolution PWM controller͒, the measurement uncertainties ⌬T i and ⌬T 0 being the same as ±0.5°C, the values of u k E reduce significantly and are shown as Lines 3 and 4, respectively. It is noted that the tendency of variation in u k E with respect to r offset is independent of the measurement uncertainties.
Conclusion
The numerical model for error analysis of the steady-state thermal conductivity measurement method is established. It is verified by an experiment on a piece of EPS with a prototype measurement device. This model is capable of estimating both systematic and random error of measurements. With the numerical model, systematic errors are derived as correction factors ͑k ratios͒ to improve measurement accuracy in practical applications.
In this study, it is found that the diameter of the Teflon disk Fig. 4 The k ratio derived without temperature distribution outside the constant temperature region. Fig. 5 The relative uncertainty of k E caused by the uncertainties of measurement and the offset of temperature sensors embedded in the Teflon disk plate using both Eq. "2… "left panel… and Eq. "4… "right panel… to evaluate T max .
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Transactions of the ASME plate, D l , should be larger than two times D o to minimize the systematic error. If one wishes to lower the systematic error further, the housing outside the constant temperature area should not contact with the test sample. It is also realized that the measurement method is insensitive to composite materials whose effective thermal conductivities in two directions are related to a proportional factor only. Furthermore, the use of approximate temperature distribution function, Eq. ͑4͒, can better describe the actual situation and keep minimal the random error introduced by the misalignment of temperature sensors. This shows that the goal of using an approximate temperature distribution function for k measurement is achieved. The random error in k measurement strongly depends on the uncertainties of the heating power, measuring temperature, and the misalignment of temperature sensors on the lower temperature side. Referring to Fig. 4 , by choosing proper geometric parameters, for example, D c / D o = 0.5 and D l / D o = 1.84, the systematic error can be kept under 5% within a considerable range of sample thickness, H / D o Ͻ 0.27. Therefore, the measurement method is considered to be an affordable method due to its simplicity.
However, for more accurate measurements, the systematic error has to be taken into account. But the systematic error also depends on the mean temperature, the ambient temperature, and the k value of the test samples. Though the systematic error can be expressed as an empirical function of geometric parameters and temperatures, it is almost impossible to make the function in a closed form due to its dependency on the unknown itself. Therefore, it is necessary to perform a large number of calculations with this numerical model and generate an equal amount of results. By using an optimization method, such as artificial neuro networks, together with the results, it is possible to seek a calibrating function for real applications of the measurement method.
