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It is shown that if Q is a quasi-group of order n and k is moderately large, 
there exists a subset A of Q of size k such that if t is the least number of left 
translates of A needed to cover Q, then t > c(n log n)/k. 
By a quasi-group we shall mean a finite set Q with a binary operation + 
which is right and left cancellative. By a - b is meant the unique element c 
satisfying c + b = a. If A is a subset of Q and q E Q then q + A = 
{q + a: a E A} is called the left translate of A by q. 
In [4], Stein proved the following result: 
THEOREM 1. Let Q be a quasi-group of order n and let A be a subset of Q 
of size k. Then there exists a family of fewer than (n/k)( 1 + log k) left trans- 
lates of A whose union covers Q. 
Stein posed the proglem of determining how close this result is to being 
best possible. We shall prove that if k is “moderately large,” Theorem 1 
is, to within a constant factor, best possible. We prove 
THEOREM 2. Let + -C 01 < 1 and 0 < y < 1. Let k be an integer satis- 
fying 
n” < k < yn. (1) 
Then in any quasi-group Q of order n, there exists a subset A of Q of size Nk 
such that if t denotes the least number of left translates of A which cover Q 
then 
t > c(n log n/k), (2) 
where c is a constant depending at most on 01 or y. 
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Proof. We use probabilistic methods. Let q1 , q2 ,..., qn be the elements 
of Q. Let XI , X, ,..., X, be independent random variables satisfying, for 
each i, 
P,[X, = l] = k/n, 
P,[X, = 0] = 1 - k/n. 
(3) 
For each of the 2” sequences x = (XI, X, ,..., X,) let 
and let 
A, = {qi : xi = 1} 
so that A, is a subset of Q of size S, . 
S, is a random variable with mean p and variance u2 given by 
CL = k u2 = k(1 - k/n). (4) 
By Chebyshev’s inequality (see [2, p. 2191) and (4) it follows that for any 
T > 0, 
Pr[( S, - k 1 2 To] < l/T” 
and this implies that for almost all x, 1 A, 1 - k. 
Let 
m = [cn log n/k]. (5) 
We shall prove now that for almost all x, and suitably chosen c, it is impossible 
to cover Q by m left translates of A,. This will complte the proof of the 
theorem. 
Let B = {b, , b, ,..., b,) be a subset of Q of size m, and let r be the largest 
positive integer for which there exists a subset QB = {c, , cZ ,..., c,} of Q 
such that the rm elements ci - bj are distinct. Then every q E Q satisfies 
at least one of the rm2 equations 
Ci - bj = q - b, 
since, otherwise, r would not be maximal. Thus rm2 2 n or 
r > n/m2. 
For fixed i and j we have, by (3), 
(6) 
P,[c~ 6 bj + A,] = P,[c~ - bj $ A,] = 1 - k/n. 
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Since the random variables XI, A’, ,..., X, are independent and since the 
elements ci - bj are distinct we get, for each fixed i, 
P,[Ci $ bj + A, for,j = I, 2 ,..., LX] = (I - k/n)“. 
Thus 
P,[ci E bj + A, for somej] = 1 - (1 - k/n)” 
The independence condition again gives 
so that 
PJQB C B + 41 = (1 - ( 1 - k/n)“)‘, 
Finally, 
P,[Q = B + A,] < (1 ~ (1 - k/r~)~‘l)~. 
PJQ = B + A, for some B of size m] < 
Lx1 - (1 
We now estimate the expression 
k m r 
-4 ) n ’ 
and show that if c is chosen appropriately, H + 0 as n ---f co. We have 
H < nm (1 - (1 - ~)‘“)“‘““, by (6) 
< nme+L/nl%-k/n)m 
2 
= e-K, 
using 1 - h < eeh, 
where 
K = 5 (1 - $)” - mlogn. 
From (5), the inequlaity (1 - k/n)nlk 2 (1 - y)l/y = j?, say, and on choosing 
c < I, we get 
= kcloL n)2 {k3n-1+c logfl - n(log n)Jj 
b 
1 
Meg nj2 
{n3*-1+e log a - n(log n)4}, by (1) 
= y(loi n)2 {IZ3a-2+c10gB - (log n)“]. 
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Since a: > f, it is seen that by choosing c sufficiently small one has K + co 
as n --f co. This implies (2) and thus completes the proof. 
Remark 1. It is worth pointing out that Theorems 1 and 2 do not in 
any way depend upon the structure of the quasi-group Q. 
Remark 2. Stein’s proof of Theorem 1 is essentially a generalization of 
an argument used by Lorentz [3] in connection with a problem in additive 
number theory. Our proof of Theorem 2 is an adaption of an argument used 
by P. ErdGs [l] to show that Lorentz’ method is best possible. In fact our 
argument is somewhat simpler in the sense that the number theory problem 
referred to above involves infinite sets of integers and thus in applying proba- 
bilistic methods deeper tools (for example, the strong law of large numbers 
and the Borel-Cantelli lemmas) are needed, whereas our proof of Theorem 2 
involves little more than Chebyshev’s inequality. 
Remark 3. It would be of interest to exhibit explicitly subsets A of Q 
for which (2) holds. 
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