We study the half-linear differential equation
Introduction
In this paper we study the half-linear differential equation with delay in the form (r(t)Φ(x (t))) + c(t)Φ(x(τ(t))) = 0, Φ(x) := |x| p−2 x, p > 1, (
It is well known that the behavior of delay equations is very different from the behavior of ordinary differential equations. Among others, the Sturm theorem on interlacing property of zeros fails and oscillatory solutions may coexist with nonoscillatory solutions. Despite this fact, many results and methods (including the methods which allow to detect oscillation of all solutions) can be extended from the theory of ordinary differential equations also to the theory of delay differential equations.
One of the techniques in oscillation theory of (1.1) which produces reasonably sharp results is the transformation to the first order Riccati type equation. This method is in the qualitative theory of the linear ordinary differential equation (r(t)x ) + c(t)x = 0 (1.3) (which is a special case of (1.1) for p = 2) often combined with suitable transformation technique -more precisely, the transformation x = f (t)y which transforms (1.3) into r f 2 y + f (r f ) + c f y = 0.
It is well known that the method of Riccati equation has a direct extension also to the halflinear case, but the same is not true for the transformation method. Fortunately, in the last years a new method appeared, which seems to be convenient half-linear substitution for the linear transformation theory -method of modified Riccati equation, introduced and elaborated in [2, 3, 4] . For examples of applications of modified Riccati technique which allowed to obtain half-linear versions of the results proved originally for the linear equation using transformation technique see [6] and [7] . One of the possible extensions of the modified Riccati equation method is the application of this method to the (undelayed) equation which arises from (1.1) using results of the paper [11] . More precisely, under certain additional assumptions we can detect oscillation of (1.1) by oscillation of a certain ordinary differential equation, for which the method of modified Riccati equation is well elaborated. In this paper we provide an alternative extension of the modified Riccati equation method for (1.1), which does not need the intermediate step based on conversion of equation (1.1) into an equation of the type (1.2) and thus we can drop the assumptions of paper [11] .
Modified Riccati technique with delay 3 The paper is organized as follows. In the next section we introduce the modified Riccati equation for equation (1.1) and in the third section we use these results to obtain explicit comparison theorems which compare (1.1) with a certain (linear or half-linear) ordinary differential equation.
Riccati technique and modified Riccati technique
The main idea of the direct modified Riccati technique for half-linear delay differential equation lies in the following steps: First of all we utilize the well-known method of transformation into Riccati type equation, see, e.g., [8] . Suppose that (1.1) is nonoscillatory and let x be a solution of (1.1) such that x(t) = 0, x (t) = 0. Then, by a direct computation, one can verify that the function
satisfies the Riccati type equation
In the ordinary case τ(t) = t the solvability of (2.2) in the neighborhood of infinity is sufficient for nonoscillation of (1.2), see the following lemma. 
has a solution defined in a neighborhood of infinity.
(iii) Inequality
In the following lemma we derive a modified Riccati type inequality. Note that to obtain this inequality we need to eliminate the dependence on the quotient x (τ(t))/x (t) which appears in (2.2). More precisely, we suppose that we have an a priori estimate for this term. Note that under suitable conditions such an estimate exists, as shown in Lemma 2.6. Lemma 2.2. Let x be a solution of (1.1) such that x(t) = 0, x (t) = 0 and let f be a positive function satisfying x (τ(t))
Let w be the solution of (2.2) given by (2.1) and h be a positive differentiable function. Define
and put
where
and
Proof. Differentiating the function v(t) and using
we haveC
and henceC(t) = C(t). Inequality (2.6) is proved.
Modified Riccati technique with delay

5
The previous lemma suggests a method how to obtain oscillation criteria for the delay halflinear differential equation ( (
(iii) For every T > 0 there exists a constant K > 0 such that
for any t and v satisfying |v(t)/G(t)| ≤ T. A consequence of Lemma 2.4 applied to inequality (2.6) reads as follows.
Lemma 2.5. Let h be a positive continuously differentiable function such that h (t) = 0 for large t and C(t) ≥ 0 for large t. Moreover, let either 
(2.12)
Then all possible proper solutions (i.e., solutions which exist in a neighborhood of infinity) of (2.6) are nonnegative eventually.
Proof. If v is a proper solution of (2.6), then there exists D(t) ≥ 0 such that v is a proper solution of the equation
The nonnegativity of all proper solutions of this equation follows from Lemma 2.4 with
The following estimate is well known, see, e.g., [8] .
Lemma 2.6. Let c(t) ≥ 0 and
Then eventually positive monotone solutions of (1.1) satisfy
eventually.
Proof. The proof essentially follows the first part of the proof of [8, Theorem 1] . From the fact that x is an eventually positive solution it follows that r(t)Φ(x (t)) is nonincreasing eventually. Since Φ(·) is increasing and τ(t) ≤ t, we have
Now (2.14) follows from the last inequality and from the fact that both r and x are eventually positive (the positivity of r is obvious, the eventual positivity of x is a well-known consequence of (2.13), see the first part of [8, Theorem 1] for more details).
Oscillation criteria
Combining Lemma 2.2, the quadratic estimate (ii) from Lemma 2.3 and Lemma 2.6, we get the following comparison theorem. Note that taking f (t) = Φ −1 r(t) r(τ(t))
, the function G(t) takes the form G 1 (t) = r(τ(t))h(τ(t))Φ(h (τ(t))). 
C 1 (t) = h(τ(t)) r(τ(t))Φ(h (τ(t))) + c(t)Φ(h(τ(t))) . (3.2)
If the ordinary linear differential equation
is oscillatory, then equation (1.1) is oscillatory.
Proof. Suppose, by contradiction, that (3.3) is oscillatory and for some T > 0 there exists a positive solution x(t) of (1.1) on [T, ∞). By Lemma 2.6, this solution satisfies the estimate (2.14). From Lemma 2.2 using f (t) = Φ −1 r(t) r(τ(t))
, w(t) defined by (2.1) and with G 1 given by (3.1) we see that the function v(t) = h p (τ(t))w(t) − G 1 (t) satisfies the inequality
Next, using estimate (ii) from Lemma 2.3 we get
i.e.,
which is the Riccati inequality related to an equation which arises from (3.3) by multiplying with constant factor 2/p. This means that (3.3) is nonoscillatory, thus the theorem is proved.
In the following theorem we use the estimate (iv) of Lemma 2.3 rather than (ii). The advantage of this method is that the estimate is sharper and thus its aplication allows to deduce sharper oscillation criteria with no restriction on p, but we have to ensure that v(t) tends to 0. Theorem 3.2. Let τ (t) ≥ 0, c(t) ≥ 0 and (2.13) holds. Let h be a positive differentiable function and C 1 (t), R 1 (t) be given by (3.2) . Suppose that
hold. If the ordinary linear differential equation
is oscillatory for some ε > 0, then equation (1.1) is oscillatory.
Proof. Suppose that (1.1) has a nonoscillatory solution x(t) which satisfies x(t) > 0 on [T, ∞) for some T > 0. We prove that (3.5) is nonoscillatory for every ε > 0. By Lemma 2.2, taking f (t) = Φ −1 r(t) r(τ(t)) (see Lemma 2.6) there is a solution v(t) of the modified Riccati inequality (3.4).
All conditions of Lemma 2.5 are satified. Really, conditions (2.9), (2.11) are assumed in the theorem (with G replaced by G 1 function, which is just a special case of G) and condition (2.12) is just another form of the assumption ∞ R 1 (t)|G 1 (t)| 2−q dt = ∞ and thus it is a direct consequence of (2.12) and 0 < lim inf t→∞ |G 1 (t)| ≤ lim sup t→∞ |G 1 (t)| < ∞. Thus v(t) ≥ 0 eventually. Since (3.4) together with the nonnegativity of C 1 and H(v, G 1 ) implies v (t) ≤ 0, there exists a finite nonnegative limit lim t→∞ v(t).
We show that lim t→∞ v(t) = 0. To achieve this, we integrate (3.4) from T 1 to t (T 1 ≥ T) and since v(t) ≥ 0 we get
Both the integrals in the previous inequality are nonnegative and letting t → ∞, we obtain
Conditions lim inf t→∞ G 1 (t) > 0 and lim t→∞ v(t) < ∞ imply that there exists a positive constant M and T 2 ≥ T 1 such that
Using the relation
, the last inequality gives
Integrating this inequality from T 3 to t, where T 3 ≥ T 2 , and letting t → ∞ we get
This inequality together with the assumption ∞ R −1 1 (t) dt = ∞ shows that lim t→∞ v(t) = 0. Let ε > 0. By the local estimate (iv) from Lemma 2.3, there exists T 4 ≥ T 3 such that
for t ≥ T 4 and hence, using the relation between G 1 (t) and R 1 (t) and the obvious fact that (p − 1)(q − 1) = 1 we have
for t ≥ T 4 . This inequality and (3.4) imply that v(t) is a solution of the inequality
which is the Riccati inequality associated with (3.5). Hence (3.5) is nonoscillatory.
The following theorem is a variant of Theorem 3.2. In contrast to Theorem 3.2, we do not suppose (2.13) and thus the estimate from Lemma 2.6 is not available. 
and (2.4), respectively. Suppose τ (t) ≥ 0 and
and either lim sup
be oscillatory for some ε > 0. Then every solution of (1.1) is either weakly oscillatory or in every neighborhood of ∞ there exists t * such that
Proof. Suppose, by contradiction, that all the assumptions of the theorem are satisfied and that there exists t 0 such that (1.1) has a solution x(t) satisfying
To prove the theorem is sufficient to show that the function v(t) defined by (2.5) is a solution of
since the existence of a solution of this inequality in some neighborhood of ∞ shows that (3.10) is nonoscillatory. In notation of Lemma 2.2, the function v satisfies (2.6). It is easy to verify that
and since (2.12) is a rewritten form of (3.9) and (2.12) with
implies (2.10), the conditions of Lemma 2.5 are satisfied and there exists t 1 > t 0 such that v(t) ≥ 0 on [t 1 , ∞). Since inequality (2.6) and nonnegativity of H implies v (t) ≤ 0, there exists a nonnegative finite limit lim t→∞ v(t).
We show that v(t) → 0 as t → ∞ and thus (iv) of Lemma 2.3 can be used. Integrating (2.6) on [T, t] for T ≥ t 2 we get
Since v(t) ≥ 0, we have 
τ(t))H(v(t), G(t)).
Integrating we get
and since (3.9) holds, we have v(t) → 0 as t → ∞.
As in the proof of Theorem 3.2, there exists t 4 such that (q − ε)(q − 1) 2 |G(t)| q−2 v 2 (t) ≤ H(v(t), G(t)) and hence q − ε 2 v 2 (t) R(t) ≤ (p − 1)r 1−q (t)τ (t)h −q (τ(t)) f (t)H(v(t), G(t)) holds for t ≥ t 4 . Using this estimate in (2.6) we see that v(t) is on [t 4 , ∞) a solution of (3.11). Thus, (3.10) is nonoscillatory and the theorem is proved.
The following theorem allows to detect oscillation of the equation from oscillation of halflinear differential equation (rather than from linear equation). It is a direct delay variant of [5, Theorem 3] (note that [5, Theorem 3] is itself a generalization of a power type comparison result for half-linear equations [14, Theorem 1.1]). Theorem 3.4. Let h be a positive differentiable function such that h (t) > 0, let f (t) > 0 be a positive continuous function and let C, R and G be defined by (2.7), (3.6) and (2.4), respectively. Suppose that τ (t) ≥ 0, (3.8) holds and either (2.9), (2.10) or (2.11), (2.12) hold. Finally, suppose that there exists α > p such that the half-linear equation a(t)Φ α (x ) + b(t)Φ α (x) = 0, (3.12) 
