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We predict that a single-level quantum dot without discernible splitting of its spin states develops
a spin-precession resonance in charge transport when embedded into a spin valve. The resonance
occurs in the generic situation of Coulomb blockaded transport with ferromagnetic leads whose
polarizations deviate from perfect antiparallel alignment. The resonance appears when electrically
tuning the interaction-induced exchange field perpendicular to one of the polarizations – a simple
condition relying on vectors in contrast to usual resonance conditions associated with energy split-
tings. The spin resonance can be detected by stationary dI/dV spectroscopy and by oscillations in
the time-averaged current using a gate-pulsing scheme. The generic noncollinearity of the ferromag-
nets and junction asymmetry allow for an all-electric determination of the spin-injection asymmetry,
the anisotropy of spin relaxation, and the magnitude of the exchange field. We also investigate the
impact of a nearby superconductor on the resonance position. Our simplistic model turns out to be
generic for a broad class of coherent few-level quantum systems.
PACS numbers: 85.75.-d, 73.63.Kv, 85.35.-p
I. INTRODUCTION
Gaining fast, coherent control over a few spins or even
a single spin is at the heart of current experimental ef-
forts in both spintronics [1–3] and solid-state quantum
computing [4–7]. Single-molecule magnets in gateable
nanojunctions [8–11] or adatoms and molecules manipu-
lated by STM [1, 12–14] provide a bottom-up approach
to achieve this goal. Promising top-down routes combine
conventional spin valves [15–19] with nanoscale quantum
dot (QD) devices [20–26]. Such coherent quantum sys-
tems are typically manipulated through resonance tech-
niques, e.g., by electromagnetic pulses [5, 6]. In gen-
eral, this requires that the frequency of the applied pulses
matches the splitting of, e.g., a two-level system. In this
paper we predict that quite generically resonances can
appear in systems with quasi-degenerate levels that do
not involve such a matching to a splitting. Instead, a
condition involving vectors has to be satisfied.
We illustrate this for a QD embedded in a noncollinear
spin valve, a specific example relevant for spintronics and
spin-based quantum computation. It leads to an unex-
pected, strongly gate-voltage dependent feature in the
stationary nonlinear conductance (dI/dVb) extending all
across the Coulomb blockade regime. It arises under
nonequilibrium conditions but disappears upon revers-
ing the bias voltage. Strikingly, it can appear at voltages
much larger or smaller than any of the naively expected
energy scales, showing that it does not fit into the usual
classification of resonances. All these features distinguish
this resonance from known effects in the Coulomb block-
ade regime [24, 27, 28], including those due to inelastic
cotunneling resolving excitations [29–31], the Kondo ef-
fect [32–35], and another zero-bias anomaly specific to
QD spin valves [24, 28].
The anomalous resonance we predict here relies on the
coherent precession of a single spin that is driven by the
Coulomb interaction-induced exchange field [35–41]. The
exchange field is a generic renormalization effect [31, 42–
45] arising from quantum fluctuations of QD electrons
into the attached ferromagnets. This leads to a spin-
dependent level shift, i.e., an effective magnetic field, be-
cause the tunneling rates into the ferromagnets are spin-
dependent. While this exchange field has been measured
for strong tunnel coupling Γ as an induced level splitting
for collinear polarizations [32–35], the sharp resonance
that we predict here appears for moderate tunnel cou-
plings when this splitting cannot be resolved. In this
case, the exchange field can still have an impact under
the additional requirement that the rotational symmetry
is broken completely by a noncollinear magnetic configu-
ration of the spin valve. Here, each ferromagnet induces a
contribution to the exchange field along its polarization,
which strongly depends on the applied voltages. This
adds a tunable component to the exchange field that is
perpendicular to the injected spins. This induces a spin
precession that results in measurable consequences for
the stationary conductance [36, 40, 46] and the noise
spectrum [47, 48], also for hybrid setups with a super-
conductor [49].
However, the features discussed so far change on large
voltage scales in contrast to the sharp resonance pre-
sented in this work. This relates to the limitation of these
prior works to the sequential tunneling regime where the
electron dwell times 1/Γ are too small for single spins
to precess by a large angle. To find a sharp resonance
one needs a suppression of the spin decoherence, which
is achieved in our case by an exponentially small leading-
2order Γ contribution due to the Coulomb interaction U .
Our spin resonance thus appears in the Coulomb block-
ade regime of a QD spin valve where the spin decoher-
ence is limited by higher-order contributions ∝ Γ2/U ,
while the spin-precession period is still dominated by the
leading-order Γ exchange field [50].
Only few studies address spin-precession effects in the
Coulomb-blockade regime [50, 51]. What has been over-
looked in those works is that a simple QD spin valve al-
ready has built-in capabilities for single-spin operations
through the gate-voltage control over the exchange field
direction in the fixed, nearly antiparallel configuration.
We show that the resulting spin resonance can be ex-
ploited in a gate-pulsing scheme to provide single-spin
control for quantum-gate operations. Time-averaged cur-
rent measurements directly probe the underdamped spin
precession.
The paper is organized as follows: In Sec. II, we first
introduce the QD spin-valve model under consideration
and discuss our quantum master equation approach to
describe the dynamics of the QD system. Based on the
solution of these equations, we compute the stationary
conductance that exhibits the above-mentioned spin res-
onance. We substantiate the simple resonance condition
in Sec. III and identify relevant parameter combinations
that characterize the resonance features (position and
width). We further suggest procedures to extract these
parameters from experimental data in order to charac-
terize QD spin valves. Next, we propose in Sec. IV a
simple gate-pulsing scheme, which is shown to reveal the
underdamped spin precession occurring near the spin res-
onance. Finally, we summarize our findings in Sec. V
and argue that the resonance mechanism described here
is generic for a broad class of coherently evolving quan-
tum systems renormalized through their environment.
II. MODEL AND KINETIC EQUATIONS
The spin resonance appears in the simplest QD spin-
valve model one can think of, which is introduced in Sec.
II A. This is remarkable since this model of an interacting,
single, spin-degenerate orbital level, which is tunnel cou-
pled to two noncollinearly polarized ferromagnetic leads,
has been studied quite intensively. In Sec. II B, we dis-
cuss the quantum master equation for the QD density
operator ρ, which is required to address this spintronic
effect. Based on the solution of these equations, we derive
the current that exhibits the spin-resonance feature.
A. Complete breaking of rotational symmetry in
quantum-dot spin valves
The system under study, see Fig. 1, consists of a QD,
which is tunnel coupled to two ferromagnetic leads r, la-
beled with r = s(ource), d(rain). The Hamiltonian reads:
Htot = H +
∑
r=s,d
Hr +HT . (1)
The QD is modeled by a single, spin-degenerate, inter-
acting orbital level,
H =
∑
σ
εd†σdσ + Ud
†
↑d↑d
†
↓d↓, (2)
where d†σ (dσ) are fermionic field operators that create
(annihilate) electrons with spin σ in the QD. The QD
Hamiltonian (2) is spin isotropic, that is,
[H, Sˆi] = 0, (3)
where
Sˆi =
∑
σσ′
1
2 (σi)σσ′d
†
σdσ′ (4)
is the ith Cartesian component (i = x, y, z) of the spin
vector operator and the σi denote the Pauli matrices.
The spin isotropy of the QD model implies that the two
spin states are degenerate.
By contrast, the spin symmetry is broken in the ferro-
magnets, held at equal temperature T and different elec-
trochemical potentials µs(d) = ±Vb/2, with Hamiltonian
Hr =
∑
kσ
εrkσc
†
rkσcrkσ, (5)
where c†rkσ (crkσ) are fermionic field operators that cre-
ate (annihilate) electrons in single-particle states |rkσ〉 =
|rk〉 ⊗ |σ〉r = c†rkσ|0〉 of lead r. The spin-quantization
axis is chosen for each ferromagnet along its polarization
vector nr. The spin-dependent band structure of the fer-
romagnets is described by the spin-dependent density of
states (DOS), here limiting ourselves to a flat band with
νrσ(ω) =
∑
k
δ(ω − εrkσ) = ν¯r(1 + σnr), (6)
for |ω| < W (half-bandwidth) and zero otherwise. In
Eq. (6), we introduced the spin-averaged DOS ν¯r =
(νr,↑ + νr,↓)/2 and the polarization nr = |nr| = (νr,↑ −
νr,↓)/(νr,↑+ νr,↓), which do not depend on the frequency
ω.
The breaking of the spin symmetry in the ferromagnets
is expressed by
[Hr, nˆr,⊥ · Sˆr] 6= 0. (7)
Here, nˆr,⊥ · Sˆr is a component of the spin operator
Sˆr =
∑
kσσ′ r〈σ|sˆ|σ′〉rc†rkσcrkσ′ of ferromagnet r along
a unit vector nˆr,⊥ that is perpendicular to nˆr. Note that
for each ferromagnet, the axial symmetry along its spon-
taneous magnetization direction, given by nˆr, remains
intact: [Hr, nˆr · Sˆr] = 0. Importantly, the spin resonance
3FIG. 1: Schematic setup of a QD spin valve, indicating the
spin-precession resonance mechanism.
relies on a complete breaking of the spin symmetry by
the ferromagnets, which means the full Hamiltonian does
not commute with any component i = x, y, z of the total
spin operator Sˆtot = Sˆ+
∑
r Sˆr, that is,
[H, Sˆtot,i] 6= 0. (8)
This is achieved for noncollinearly polarized ferromagnets
with polarizations ns and nd at an angle θ = pi−α 6= 0, pi.
Finally, the tunnel coupling Hamiltonian reads
HT =
∑
rkσ
tr,σσ′d
†
σcrkσ′ +H.c. . (9)
Here, the tunneling amplitudes are assumed to be k- and
therefore energy independent as well as spin conserving,
that is,
[HT , Sˆtot] = 0. (10)
However, since d†σ and crkσ may refer to different spin
quantization axes, the tunneling amplitudes
tr,σσ′ = 〈σ|σ′〉r tr, (11)
incorporate an overlap factor of the spin states while the
bare tunneling amplitudes tr are spin-independent. They
set the spin-averaged tunneling rates by Γr = 2piν¯r|tr|2.
B. Kinetic equations and charge current for
infinite interaction energy
The transport signatures of the QD spin valve are gov-
erned by the nonequilibrium dynamics on the QD, de-
scribed by its reduced density operator ρ = Trres(ρtot).
Our reduced density operator approach starts, as usual,
from the von Neumann equation ρ˙tot = −i[H, ρtot] for
the density operator of the full system, ρtot. Eliminating
the reservoir degrees of freedom results in the following
kinetic equation for the reduced density operator of the
QD:
ρ˙(t) = −i[H, ρ(t)] +Wρ(t). (12)
Here, we have made an additional Markov approximation
since we are interested either in the stationary current
obtained from the stationary state satisfying ρ˙st = 0 (for
which it is irrelevant) or the time-dependent current for
which non-Markovian corrections are of subordinate im-
portance in our case as discussed in Appendix B 5. Thus,
the effects due to the coupling to the leads are incorpo-
rated through the zero-frequency kernel W .
To facilitate the analytical discussion of the QD spin
dynamics, we express Eq. (12) in terms of coupled
equations for the occupation probabilities pn for each
of the charge states n = 0, 1, 2, and the average spin
S = TrQD(Sˆρ). The equivalence of these two represen-
tations is shown in Appendix A. To keep all analytic
expressions as simple as possible, we focus first on the
limit of U → ∞, for which double occupancy of the QD
is suppressed (which implies p2 = 0). In this case, the
kinetic equations read
p˙0 = −2Γ0p0 + Γ1p1 + 2GpS · S,
S˙ = +G0Spp0 − 12G1Spp1 −RS · S−B× S,
(13)
with p˙0 = −p˙1 due to probability conservation: p0+p1 =
1. Equation (13) is the most general form of any time-
local quantum master equation for the QD system we
study. It extends common master equation approaches
for the occupation probabilities pn by including their in-
tense coupling (through the vectors G0Sp,G
1
Sp,GpS) to
the coherences [52, 53] of the degenerate spin states, con-
tained in the spin vector S. Furthermore, the spin is sub-
ject to a torque corresponding to an effective exchange
field B. This effective field arises from quantum fluctua-
tions of QD electrons into the attached ferromagnets and
is the key factor in generating the spin resonance. Finally,
the spin S is subject to a spin decay, which is described
by the symmetric tensor RS . The spin-decay tensor can
become significantly anisotropic in the Coulomb block-
ade regime due to cotunneling processes. This affects
the width of the spin resonance, which we discuss in Sec.
III F. Extending usual master equations in the way de-
scribed above is a necessity for noncollinear spin valves,
i.e., when the rotational symmetry is completely broken
(see Sec. II A).
To compute all coefficients in Eq. (13), we systematically
expand the kernel in the tunneling rates Γr = 2piν¯r|tr|2
using the real-time diagrammatic technique [52, 54] and
we include all leading-order Γ and next-to-leading order
Γ2-terms. This has been done analytically, starting from
a general Liouville-space formulation of the real-time di-
agrammatic approach [54]. The resulting expressions for
the rates in the above quantum master equations (13)
are given in Appendix B1. Our results extend previous
works in that we account for both renormalization effects
due to the dynamics of coherences and next-to-leading
order Γ2 corrections. This enables us to make reliable
predictions about the spin resonance in the Coulomb
blockade regime. This development was motivated by
Ref. 26 where the spin resonance was found at the flank
of the single-electron tunneling peak but could not be
tracked into the Coulomb blockade regime because the
quantum master equation used there included only lead-
ing order Γ processes. The interested reader may find
4details on our technical advances and how they extend
previous works in Apps. B 1 and B2.
After solving Eq. (13) for the occupation probabilities
and the average spin, one can compute the average cur-
rent from lead r into the QD by
Ir = 2Γr,0p0 − Γr,1p1 − 2Gr,pS · S, (14)
where the rates are given in Appendix B 1. In Appendix
B 3, we explain how to solve Eq. (13), which is actually a
nontrivial task in the Coulomb blockade regime because
O(Γ) contributions can become smaller in magnitude
than O(Γ2) contributions. With the analytical results
obtained in this way, we are able to gain a physical
understanding of the QD dynamics governing the spin
resonance and they are, moreover, used to derive ap-
proximation formulas for the current near the resonance.
However, our analytical results are restricted to the
limit U → ∞. To study the case of finite charging
energy U , we use a computer code to evaluate the kernel
W numerically. The code is based on the formulas
given in Ref. 52, which we extended to account for
couplings between diagonal and nondiagonal density
operator matrix elements to O(Γ2). To ensure that our
perturbative approach is valid, we set for all plots Γ < T
and we further checked that the numerically computed
features scale at least as O(Γ2) when the tunnel coupling
is lowered (see also comments in Appendix B 3). Thus,
the predicted spin resonance in the Coulomb blockade
regime can appear in an experiment also at elevated
temperatures in the sense T > Γ, for which the Kondo
effect is not present.
III. STATIONARY-CONDUCTANCE
RESONANCE: CHARACTERIZATION OF
QUANTUM-DOT SPIN VALVES
With our model and technique established, we first
turn to the discussion of the spin resonance in the sta-
tionary conductance. Here, we study the generalization
of Eq. (13) to finite U and solve it numerically unless
stated otherwise. We first present the most important
features in the stationary conductance in Sec. III A be-
fore we scrutinize the parameter dependence of the res-
onance position and width in detail in the following sec-
tions. We further expound that the nontrivial parameter
dependence can be used to characterize QD spin valves
in an alternative way.
A. Spin resonance in stability diagram
Amain result of this paper is presented in Fig. 2, which
shows the stationary conductance for the setup sketched
in Fig. 2(a) obtained from the extension of Eqs. (13) and
(14) to finite U . We find a sharp wiggle in the nonlinear
conductance dI/dVb, i.e., a peak in the current plotted vs.
Vb, which extends through the entire Coulomb-blockade
region. Notably, the resonance starts at the Coulomb di-
amond edge, then bends towards the particle-hole sym-
metry point at (Vb = 0, ε = −U/2), where its magnitude
vanishes, and then continues point-symmetrically. We
therefore focus our discussion first on the Vg < U/2 part
of Fig. 2 and chose the labels “source” and “drain” such
that the lead with the larger spin-injection rate Γrnr is
the source for Vb > 0.
FIG. 2: Differential conductance dI/dVb for the setup shown
in Fig. 1 for the current from the source into the QD for
Γs = 2Γd = 0.01U , T = 0.05U , W = 50U , ns = nd =
0.99, α = 0.01pi. The white dashed curve follows from the
resonance condition (15). Signatures in the conductance can
already be found for ns, nd & 0.6, and α < 0.4pi as discussed
in Sec. III B; here we use larger polarizations and smaller α
for illustrational purposes.
To understand the origin of the spin resonance, we note
that the current through the QD is largely suppressed for
antiparallel polarizations by the spin-valve effect: Elec-
trons of spin-majority type coming from the source get
stuck in the QD because they are of spin minority type
for the drain. Thus, the tunneling rate for these elec-
trons from the QD into the drain is small. However,
if the polarizations of the electrodes are merely slightly
noncollinear , the spin resonance appears in Fig. 2. The
reason for this sharp resonance is that the drain contri-
bution to the exchange field, B = Bsnˆs + Bdnˆd, adds a
component Bd,⊥ = Bd sinα that is perpendicular to the
source polarization ns, i.e., B = (Bs+Bd,‖)nˆs+Bd,⊥nˆ⊥
with Bd,‖ = Bd cosα [cf. Eq. (16) below]. The seem-
ingly innocuous component Bd,⊥ causes a precession of
the spin injected along ns towards nd. Consequently, the
electron can easily leave the QD to the drain, prevent-
ing an accumulation of spin antiparallel to the drain as
expected from prior works [36, 40]. We note that such a
transverse component appears only because of the non-
collinearity of the ferromagnets’ polarizations, i.e., the
complete breaking of the rotational symmetry. If the
polarizations are collinear, the exchange field is aligned
along the common polarization axis and therefore no spin
precession is possible.
The spin-precession feature shown in Fig. 2 is unexpect-
5edly sharp since the spin-valve effect is lifted only for a
specific bias voltage V ∗b . The reason is that the spin ro-
tation is effective only if the opening angle of the spin
precession is large [cf. Fig. 3(c)(ii)]. Hence, the reso-
nance appears when the total exchange field component
parallel to the source polarization ns vanishes, i.e., when
the following scalar condition is satisfied:
B · nˆs = Bs +Bd,‖ = 0. (15)
In contrast to usual resonance conditions, it incorporates
two vectors .
The resonance position can be predicted from the O(Γ)
approximation for the exchange field [40],
B =
∑
r
Γrnr[φr(ε)− φr(ε+ U)], (16)
with spin-polarization vector nr pointing in the polariza-
tion direction of the ferromagnet. Equation (16) includes
the renormalization function
φr(ε) =
∫ +W
−W
dω
pi
f [(ω − µr)/T ]
ω − ε (17)
=
1
pi
[
−Reψ
(
1
2
+ i
ε− µr
2piT
)
+ log
(
W
2piT
)]
,
incorporating the digamma function ψ, the Fermi func-
tion f(x) = 1/(ex + 1), and electrochemical potentials
µs,d = ±Vb/2. Inserting Eq. (16) into the resonance
condition (15) and solving for the resonant bias V ∗b as a
function of Vg yields the white dashed curve in Fig. 2.
This simple physical idea thus nicely ties in with the re-
sults of our full numerical calculations as we further work
out in Sec. III C and with our analytical results based on
the kinetic equations (13) for U → ∞ in Sec. III F. The
full theory is, however, still needed for understanding the
resonance peak height and shape.
Remarkably, for a given gate voltage Vg, the condition
(15) is fulfilled only for one bias polarity when the elec-
trodes are asymmetrically coupled to the QD. This is one
feature that can be used to rule out other effects in exper-
imental data, for example, those due to inelastic cotun-
neling, which typically show signatures for both bias po-
larities. Other distinguishing features are the peak height
and width as discussed in Sec. III F.
Here, we first focus on the explanation of the strong cur-
rent rectification, which can be attributed to the elec-
trical tunability of the exchange field direction: In Fig.
3(a), we plot Bs, Bd,‖, and their sum B|| = Bs+Bd,|| as
function of the bias Vb. For electrode r the magnitude Br
is maximal when µr = ε or µr = ε+U and vanishes mid-
way at µr = ε+U/2 [marked in Fig. 3(b) by (i) for r = d
and in (iii) for r = s]. In the vicinity of these points, the
exchange field B comes from only one electrode, point-
ing along ns or nd, see Fig. 3(c)(i) and (iii), respectively.
Here, the spin precesses with a small opening angle and
the spin transport stays blocked. However, when tun-
ing the bias between these two cancellation points, the
exchange field rotates [see Fig. 3(c)(ii)] and the sum
B‖ vanishes for a specific bias voltage V ∗b and polarity.
This electric tunability illustrates that renormalization-
induced effective fields can intervene with the coherent
evolution of two-level systems in a controlled way to pro-
duce unexpected resonances as shown in Fig. 2.
FIG. 3: Main panel (a) and sketched zoom-in (b): Ex-
change field component along ns from the source electrode
(Bs, green), the drain electrode (Bd,‖, blue), and their sum
(Bs + Bd,‖, red) as a function of Vb for Vg = 0.375U , with
other parameters as in Fig. 2. (c) Illustration of the spin
precession (gray) for different directions of the exchange field
(red), taken for different Vb as indicated in (b). The opening
angle is maximal for (ii) at Vb = V
∗
b where Eq. (15) holds.
Figure 2 further clearly shows that the bias scale V ∗b does
not match any obvious energy scale of the problem, at-
testing to its nonspectral, vectorial nature. Depending
on the gate voltage, it may exceed Γ, T , and even ap-
proach a sizable fraction of U [cf. Fig. 7(a)]. As we show
in Sec. III C, the effect may be exploited to characterize
QD spin valves in situ.
Similarly, additionally attaching a superconductor to the
QD, see Sec. III D, the spin-resonance position remains
distinct from the energy scales set by the Andreev bound
states formed on the QD [55]. The effect of the Andreev
bound states is to modify the exchange fieldB [49], which
shifts the resonance position in the full calculation no-
tably as accurately predicted by the resonance condition
(15) when inserting the modified exchange field B. This
is explained further in Sec. III D. The above confirms
that Eq. (15) truly captures the essence of the spin res-
onance under various situations and identifies a mecha-
nism of a highly voltage-dependent loss of magnetoresis-
tance for QD spin valves that is active already for small
noncollinearity angles.
6B. Experimental feasibility: Polarization vectors
In the above section, we used large polarizations ns =
nd = n = 0.99 for illustrational purposes. Achieving such
high values is a central goal of spintronics, yet currently
presents a challenge. However, this large value was only
used to make the resonance as clear as possible in Fig.
2 but to observe our predicted feature, this is actually
not needed. In Fig. 4(a), we show the nonlinear con-
ductance dI/dVb in the stationary state for lower values
of the polarization n = ns = nd. Clearly, already for
polarizations n & 0.6 a discernible modification of the
conductance can be seen. In situ polarizations as large
as n ∼ 0.8 have already been achieved with half-metallic
electrodes in experiments [56].
We also note that the small noncollinearity angle α =
0.01pi used in Fig. 2 shows that the assumption of per-
fect collinearity often made in theoretical analyses of
spin-valve devices can lead to highly nongeneric results.
However, the spin resonance is not limited to small non-
collinearity angles: Figure 4(b) shows the conductance in
the vicinity of the resonance for different noncollinearity
angles α and one finds a region of negative differential
conductance even for α as large as 0.4pi. We conclude
that it is not essential to have a noncollinearity angle
very precisely close to α = 0 and extraordinary large
polarizations n ≈ 1 to see a resonance feature in the sta-
bility diagram. Large polarizations of n & 0.8 as aimed
at by efforts in spintronics and angles α . 0.2pi should
be sufficient to observe features of the spin resonance.
Moreover, Fig. 4(b) shows that the resonance position
changes as a function of the angle α. This can be ex-
ploited to measure the angle α as we discuss in the next
section.
FIG. 4: Differential conductance dI/dVb as a function of bias
voltage Vb for gate voltage Vg = 7.5T , varying (a) the polar-
ization magnitude ns = nd = n as indicated for fixed non-
collinearity angle α = 0.01pi and (b) varying the angle α as
indicated for fixed ns = nd = 0.99. All other parameters are
as in Fig. 2(a).
C. Extracting the spin-injection asymmetry from
resonance position
To investigate the parameter dependence of the reso-
nance position systematically, we introduce the energy
level detuning from the symmetry point ε = −U/2,
δ = U + 2ε, (18)
where the spin-resonance bias position goes through zero.
As shown in Appendix C using particle-hole symmetry,
it is sufficient to discuss only the case δ > 0 and Vb > 0
since the results obtained are easily related to those for
negative values. We thus limit our discussion here to the
left half of the Coulomb diamond of the stability diagram
in Fig. 2. We recast the resonance condition (15) as
a
q
= 1, (19)
with the asymmetry ratio of the spin-injection rates,
a :=
Γsns
Γdnd cos(α)
, (20)
and electrically tunable ratio
q :=
φd(ε)− φd(ε+ U)
φs(ε)− φs(ε+ U) . (21)
The above condition a/q = 1 has been used to gener-
ate the perfectly matching white dashed curve in Fig.
2(a) by solving it for the resonant bias V ∗b as function
of Vg. Thus, we find on a numerical basis that the
O(Γ) approximation for the exchange field is sufficient
to reliably predict the resonance position for the full nu-
merical calculation up to O(Γ2). Deep in the Coulomb
blockade regime when the distance of the electrochem-
ical potentials from one of the level positions is large,
minr=s,d[|ε− µr|, |ε+ U − µr|]≫ T , the real part of the
digamma function can be approximated by a logarithm,
that is, ReΨ(1/2 + ix) ≈ ln |x|. This leads to
q ≈ ln |(1 + δ˜ + V˜b)/(1− δ˜ − V˜b)|
ln |(1 + δ˜ − V˜b)/(1− δ˜ + V˜b)|
. (22)
Thus, the factor q becomes independent of temperature
and it exclusively depends on the electrical parameters
such as bias through the ratio V˜b = Vb/U > 0 and the
gate voltage through the ratio δ˜ = 1+2ε/U . As a conse-
quence, the resonance feature is just rescaled inside the
Coulomb diamond when the latter is made larger by in-
creasing the interaction energy U , cf. Fig. 5(d) below.
We emphasize that the nontrivial voltage dependence of
the resonance position derives from the drastic changes
in the direction of the exchange field vector B, rather
than its magnitude.
To substantiate the simple condition (19) further, we
next show in Fig. 5 full numerical results for the res-
onance when changing various parameters in the setup
7FIG. 5: Numerically computed differential conductance
dI/dVb as a function of bias voltage Vb when modifying
several parameters but keeping the spin-injection asymme-
try (20) fixed. (a) The tunnel couplings are varied as
Γd = Γs/(2 cos(α)) = 10
−3T . . . 10−1T in four equidistant
steps, keeping ns = nd = 0.99 and α = 0.01pi fixed. The
curves are vertically offset by 10−2 with respect to each
other. (b) The polarization magnitudes are varied as nd =
ns/ cos(α) = 0.6 . . . 0.99 in four equidistant steps, keeping
Γd = Γs/2 = 0.1T and α = 0.01pi constant. (c) The non-
collinearity angle is varied as α = 0.85pi . . . 0.97pi in four
equidistant steps, adjusting Γd = Γs/(2
√
cos(α)) = 0.1T and
nd = ns/
√
cos(α) = 0.99. The parameters in (a)–(c) are cho-
sen such that a = 2, the other parameters are U = 20T ,
Vg = 7T , and W = 1000T . (d) The interaction energy
is varied as U = 40T . . . 100T in four equidistant steps for
ns = nd = 0.99, Γd = Γs/2 = 0.1T , α = 0.01pi, Vg = 0.45U ,
and W = 1000T .
such that the asymmetry a remains constant. According
to our prediction from Eq. (19), this leaves the resonant
bias V ∗b unchanged, which is confirmed by Fig. 5. For ex-
ample, when changing the tunnel couplings in Fig. 5(a)
and the polarization in Fig. 5(b), the resonance width
and height are affected, but the resonance bias position
indeed stays unaltered. In Fig. 5(c), we also change the
noncollinearity angle α while adapting both polarizations
and tunnel couplings to keep a fixed. Finally, we in-
crease in Fig. 5(d) the interaction energy U and find that
the resonance condition (19) depends only on the ratios
V˜b = Vb/U and δ˜ = 1 + 2ε/U of the voltages and the in-
teraction energy for strong Coulomb blockade conditions.
By contrast, the width of the resonance changes signifi-
cantly because U affects the spin-decoherence rates, see
Sec. III F.
We next outline a simple procedure for determining the
asymmetry a from an experimentally measured stability
diagram. Here, we use that the resonance condition can
be drastically simplified in the vicinity of the particle-hole
symmetry point. For δ˜ ≪ 1, the condition a/q = 1 im-
plies that the resonant bias also satisfies V˜ ∗b ≪ 1. Then
the resonance position can be found by a linear expansion
of the logarithms in Eq. (22), which results in a linear
dependence of the resonant bias on the detuning,
V˜ ∗b = κ(α)δ˜, (23)
with slope
κ(α) =
a(α)− 1
a(α) + 1
. (24)
The slope (24) becomes minimal in the limit α → 0 (for
α = 0 the spin resonance vanishes and the slope cannot
be measured). The slope increases quadratically with α
as a simple expansion of Eq. (24) for small α shows and
reaches κ = 1 for α = pi/2. Measuring the slope of the
resonance position near the particle-hole symmetry point
in Fig. 2 allows one to directly extract the spin-injection
asymmetry a(0) = Γsns/Γdnd and to measure the angle
α. This can be achieved in two ways: First, if one has
experimental access to this slope for a single, accurately
determined angle α, one can directly determine a(0).
Alternatively, if one has continuous control over α but
the values for α are not known, one can experimentally
record pairs [αi, κ(αi)] and use Eq. (24) by inserting
Eq. (20) as a fitting formula with the single parameter
a(0). After these two possible “calibration” procedures,
one can conversely extract the angle α by measuring the
slope. All this illustrates the usefulness of the novel spin
resonance as alternative and simple route for (partially)
characterizing QD spin-valve setups in-situ.
D. Impact of proximal superconductor on
resonance position
To illustrate the broad applicability of our resonance
concept, we study a modification of model (1) by adding
a superconducting terminal at electrochemical potential
µsup = 0, tunnel coupled to the QD with rate Γsup, as
sketched in Fig. 6(a). In the limit of infinite supercon-
ducting gap, ∆ → ∞, the effect of the superconductor
can be incorporated by adding a pairing term
HP = − 12Γsup(d†↑d†↓ + d↓d↑) (25)
to the QD Hamiltonian (2) [57].
In the presence of a superconductor, the dependence of
the leading-order exchange field on the electric parame-
ters, contained in the ratio q [Eq. (21)], is modified: One
has to replace Eq. (18) by [49]
φr(ε) =
∑
γγ′=±
γ′
2pi
(
1 + γδ2εA
)
ReΨ
(
1
2 + i
εr,γ′γ
2piT
)
,(26)
with the modified energies εr,γ′γ = γ
′ U
2 + γεA − µr due
to Andreev reflection processes, incorporating the An-
dreev bound state energies εA =
1
2
√
δ2 + Γ2sup for detun-
ing δ = U + 2ε. In the limit of Γsup → 0, Eq. (26)
8FIG. 6: (a) Modification of the quantum-dot spin valve de-
picted in Fig. 1(a) including a superconducting terminal. (b)
Differential conductance dI/dVb for setup (a) for the cur-
rent from the source into the QD for Γs = 2Γd = 0.01U ,
Γsup = 0.75U , T = 0.025U , W = 50U , ns = nd = 0.99,
α = 0.01pi. The white (black) dashed curve follows from the
resonance condition (15) including (excluding) the effect of
the Andreev bound states. We excluded cotunneling from
the calculations for (b). We comment on this in Appendix
B 4.
reduces to Eq. (18). Solving the condition a/q = 1 with
q modified through Eq. (26) for nonzero (zero) Γsup gives
the white (black) dashed curve in Fig. 6(b). Clearly, the
presence of the superconductor leads to a significant shift
of the resonance position.
Again approximating the real part of the digamma func-
tion deep in the Coulomb blockade regime by a logarith-
mic expression, we find
q =
∑
γ=±
(
1 + γδ˜2ε˜A
)
ln
∣∣∣ 1+2γε˜A+V˜b
1−2γε˜A−V˜b
∣∣∣∑
γ=±
(
1 + γδ˜2ε˜A
)
ln
∣∣∣ 1+2γε˜A−V˜b
1−2γε˜A+V˜b
∣∣∣ , (27)
with ε˜A = εA/U . The slope κ˜ of the linear resonance
condition V˜ ∗b = κ˜δ˜, which is valid near the particle-hole
symmetry point, reads in this case:
κ˜(α) = κ(α) ln
∣∣∣∣∣1 + Γ˜sup1− Γ˜sup
∣∣∣∣∣ 1− Γ˜
2
sup
2Γ˜sup
= κ(α)(1 − Γ˜2sup) +O(Γ˜3sup), (28)
with Γ˜sup = Γsup/U and κ given by Eq. (24). Hence,
tuning the tunnel coupling of a proximal superconduc-
tor does not only shift the single-electron tunneling reso-
nance positions in the stability diagram, but also sup-
presses the slope of the spin resonance. This can be
exploited to extract the coupling to the superconductor
Γ˜sup in an alternative way from the stability diagram: If
the tunnel coupling Γsup can be effectively suppressed,
which leads from Fig. 6(b) to Fig. 2, one can obtain
Γ˜sup from Eq. (28) by inserting the experimentally mea-
sured values for κ(α) and κ˜(α). This may be advanta-
geous since the broadening of the spin resonance can be
much smaller than that of the single-electron tunneling
resonances, as demonstrated by Fig. 6(b). If one has ad-
ditional control over the angle α, the broadening of the
spin resonance due to cotunneling processes, which are
not included in Fig. 6(b), can be compensated by reduc-
ing α, see Sec. III F).
We finally comment on our assumption of an infinite su-
perconducting gap ∆. In experiments, the gap ∆ can
be ∼ 1 meV and therefore on the order of typical charg-
ing energies [58]. Hybrid superconductor-ferromagnetic
structures have also been realized with somewhat smaller
gaps of ∼ 100 µeV [59]. However, as long as the bias Vb
is smaller than ∆ and the Andreev bound state energies,
real tunneling processes due to the superconductor are
strongly suppressed and renormalization effects due to
quantum fluctuations dominate. This expectation is un-
derpinned by a recent theoretical study [60], which con-
siders corrections to the infinite-gap approximation by
expanding in 1/∆. It turns out that the main effect of
the finite gap is to shift the Andreev bound state ener-
gies rather than leading to modifications of the current.
Therefore, we expect that the form of our resonance con-
dition (15) should be valid for finite ∆ when tuning close
to the particle-hole symmetry point where the resonance
appears for small bias.
Our study thus illustrates a new, fruitful and experimen-
tally relevant interplay of superconductivity and spin-
tronics. Exploring the situation of a finite superconduct-
ing gap ∆ when Vb ∼ ∆ is an interesting open question
that presents additional technical challenges beyond the
scope of this paper. For the rest of this paper, we return
to the case when no superconducting leads are present,
i.e., Γsup = 0.
E. “Half-sided Coulomb diamond” and zero-bias
peak
As just illustrated by the superconducting hybrid
setup, the spin resonance position sensitively reacts to
modifications of the exchange field through the ratio q
regulating the dependence on voltages. However, the
resonance position can also be changed by the other fac-
tor in Eq. (19), the spin-injection asymmetry a. We
illustrate this for the two extreme cases leading to trans-
port stability diagrams which would be puzzling if one
were to experimentally obtain them without having fur-
ther microscopic information: For very large asymme-
tries, a≫ 1, the resonance becomes parallel to Coulomb
edges, forming a “half-sided Coulomb diamond,” whereas
for negligible asymmetry, a = 1, the resonance appears
as a zero-bias conductance peak. Even though the Kondo
9resonance and the zero-bias anomaly of Refs. 24 and 28
also appear at zero bias, our spin resonance is clearly dis-
tinguished from these features as we explain below.
FIG. 7: Differential conductance dI/dVb as a function of gate
voltage Vg and bias voltage Vb. In (a), the spin-injection ratio
is a = 10 with Γs = 0.1/
√
cos(α) and Γd = 0.01/
√
cos(α)
and in (b) the spin-injection ratio is a = 1 with Γs = Γd =
0.01
√
cos(α)T . All other parameters are as in Fig. 2.
We first note that the resonance position can appear in
the entire voltage range by changing κ through the tun-
neling rates, polarizations, and the angle α, limited only
by the condition
0 6 V˜ ∗b 6 δ˜, (δ˜ > 0) (29)
if the electrode with the larger spin injection rate be-
comes the source for Vb > 0 and if α < pi/2 (which is
needed for a sharp feature). The restriction (29) is read-
ily proved from Eq. (19): Since the asymmetry param-
eter a = Γsns/[Γdnd cos(α)] > 1, it follows that q > 1.
The parameter q has a magnitude larger than 1 if the
numerator in Eq. (19) is larger than that of the denom-
inator, which implies V˜ ∗b > 0. For q to be positive, one
additionally has to demand V˜ ∗b 6 δ˜ since δ˜ > 0. The
analogous constraint in the other half of the Coulomb-
blockade region,
δ˜ 6 V˜ ∗b 6 0, (δ˜ < 0), (30)
follows by similar arguments (see Appendix C). The
above inequalities turn into an equality for the two ex-
treme cases illustrated in Fig. 7.
FIG. 8: Differential conductance dI/dVb as a function of bias
voltage Vb for Γs = Γd = 0.5T , ns = nd = 0.99, α = 0.01pi,
U = 40T , and W = 1000T . For the gate voltage that re-
stores the particle-hole symmetry, δ˜ = 0, the spin resonance
is absent and the broad zero-bias anomaly of Refs. 24 and 28
is visible. For δ˜ = 0.025, when the particle-hole symmetry
is absent, the conductance profile for small bias is by con-
trast completely dominated by the spin resonance. We chose
here rather larger tunnel couplings to compare with the above-
cited references. We note that the conductance is shown there
for strictly antiparallel polarizations, α = 0,which has negligi-
ble impact on the zero-bias anomaly as compared to the case
α = 0.01pi considered here. Note that the zero-bias anomaly
does not appear in Fig. 7 because the tunnel couplings are
smaller there, yet our spin resonance persists for these param-
eter values.
First, we show the resonance in Fig. 7(a) for strong asym-
metry a≫ 1. Here, the resonance position is at V˜ ∗b = δ˜,
i.e., parallel to the Coulomb diamond edges. Strikingly,
the resonance is much sharper than the temperature-
broadened single-electron tunneling resonances because
the width is not simply limited by temperature T and
tunnel coupling Γ (see Sec. III F). If one were to mea-
sure such a signature and would have no further micro-
scopic information one would thus wonder why this fea-
ture is not thermally broadened, whereas the others can
be demonstrated to change with temperature.
Second, in Fig. 7(b) we show the resonance for perfect
symmetry, a = 1, in which case it appears at V˜ ∗b = 0 and
only for an odd number of electrons on the QD. This sig-
nature could in fact be mistaken for features due to the
Kondo effect for electrodes with negligible polarization or
the zero-bias anomaly discussed in Refs. 24 and 28, which
are otherwise very dissimilar. One should note that the
Kondo effect requires strong tunnel couplings (Γ/T ≫ 1),
whereas the spin resonance also appears in the interme-
diate coupling regime (still Γ/T < 1). Moreover, the
spin resonance disappears at the particle-hole symmetry
point, while the Kondo effect can remain at this point.
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It can even appear only at this point for strong, parallel
spin polarizations of the electrodes [32, 34, 37, 61] since
the exchange field B = 0 there (For the case of strong
magnetizations of the electrodes this is no longer true
[35]). For strong, antiparallel polarizations – the con-
figuration close to where the spin resonance occurs – it
depends on the asymmetries of the spin-injection rates
whether the Kondo effect emerges or not.
Furthermore, for symmetric spin-injection rates, one
should also not mistake the spin resonance for the zero-
bias anomaly studied in Refs. 24 and 28, caused by the
interplay of the voltage dependence of the cotunneling
spin-flip rates with the spin-valve effect. Both effects can
in fact appear together and, as we demonstrate in Fig. 8,
the spin resonance may be even much larger and sharper
than the zero-bias anomaly. However, it depends on the
choice of the parameters which of the two is more pro-
nounced: For example, while the width of the zero-bias
anomaly is set by temperature, the width of the spin reso-
nance is independent of T and determined instead by the
angle α and a combination of the spin-decay rates and
the exchange field, which depends strongly on the ap-
plied gate voltage (see Sec. III F). Moreover, in contrast
to the spin resonance, the zero-bias anomaly persists at
the particle-hole symmetry point and for strictly antipar-
allel lead polarizations.
The above illustrates that our spin resonance is really
an independent conductance feature, distinct from other
features and can moreover be identified unambiguously
in an experiment.
F. Extracting the anisotropy of the spin-decay
tensor from the resonance shape
Besides the resonance position we have focused on
so far, the resonance shape provides additional valu-
able information about the QD spin-valve: In particular,
one can extract information about the anisotropy of the
spin-decay rates, that is, the spin-relaxation rate Γ|| =
nˆs ·RS ·nˆs and the spin-dephasing rate Γ⊥ = nˆ⊥ ·RS ·nˆ⊥,
where nˆ⊥ is a unit vector perpendicular to nˆs. In contrast
to the position, the shape is significantly influenced by
cotunneling corrections and crucially relies on the tech-
nical developments we report.
To illustrate this, we now restrict our attention to volt-
ages near the resonance (such that B‖/B⊥ . 1) in
the limit of strong Coulomb blockade (Vb/2ε ≪ 1 and
U →∞), small noncollinearity angles (α≪ 1), symmet-
ric polarization magnitudes ns = nd = n, and small spin
injection asymmetry (κ ≪ 1). In this case, the station-
ary current (14), I = Is = −Id, flowing through the QD
can be approximated by
Iappr = I0[1−A(1 −M)], (31)
with
I0 =
∑
r,τ r(−1)τΓr,τΓr¯,τ¯
2Γ0 + Γ1
, (32)
A = 2
∑
r,τ r(−1)τ (Gr,pS · nˆs)
(
G
τ
Sp · nˆs
)
Γr¯,τ¯∑
r,τ (−1)τ Γ||Γr,τΓr¯,τ¯
,(33)
M =
M0
1 + [(a/q − 1)/H ]2 , (34)
where all rates are defined in Appendix B 1. Here, τ
takes the values 0 and 1, τ¯ := 1 − τ , and the factor r
in the above sums takes the value r = + (r = −) for
r = s (r = d) and r¯ = −r. Finally, we introduced the
abbreviations
M0 =
1
1 + (Γ‖Γ⊥)/B2⊥
, (35)
H = α
√
Γ⊥
Γ‖M0
. (36)
Equation (31) can be interpreted as follows: The value
I0 is the current obtained when ignoring the spin accu-
mulation, that is, forcing “by hand” S = 0 in the kinetic
equations (13). Note that I0 does not coincide with the
current for zero polarization since the charge-relaxation
rates (B2) also depend on the polarizations. The actual
nonzero spin accumulation S 6= 0 on the QD acts back
on the charge dynamics, thus suppressing the current to
a fraction 1−A < 1 of the current I0. However, for any
nonzero α the exchange-field induced spin precession can
in turn suppress this spin-valve effect. This is captured
by the factor 1−M , whereM is a Lorentzian function in
the parameter a/q − 1 with intensity M0 and width H .
The current becomes maximal at a/q = 1, which is the
resonance condition (19).
The peak value of the current resonance depends on two
competing influences of the cotunneling contributions to
the current: On the one hand, they increase the maxi-
mally achievable current I0 by providing additional tun-
neling processes, but on the other hand they enhance
the spin decay, which limits the effectiveness of the spin
precession by suppressing M0 and thereby M . The de-
cisive parameter that controls the current peak value is
the ratio
b := |B⊥|/
√
Γ⊥Γ|| (37)
of the perpendicular exchange field component and the
spin-decay rates. Notably, the spin resonance appears
both for (i) the strongly underdamped case b ≫ 1 and
for (ii) the critically damped case b ∼ 1, while it disap-
pears for (iii) the strongly overdamped case when b≪ 1,
whereM0 → 0 and thereforeM has negligible impact on
the current. The “optimal” value for a maximal current
enhancement is given for b ≈ 1. However, even for b < 1
but not yet b ≪ 1, the spin precession can still signifi-
cantly enhance the current to produce a sharp feature in
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the conductance as in Fig. 2. Therefore, the occurrence
of the spin resonance in the stationary conductance is not
yet evidence of an underdamped spin precession. By con-
trast, the pulsing scheme discussed below in Sec. IVA is
able to unambiguously demonstrate underdamped spin
precession.
Before discussing the time-dependent results, we first
compare the stationary features in the cases (i) and (ii)
and moreover explain how they can be exploited to ex-
tract the spin-decay properties from electron transport
measurements. A salient finding of this scheme is that
the electrical tunability of the exchange field allows for
an all-electric probing of the anisotropic spin-decay ten-
sor RS in-situ. This scheme resembles that of Ref. 46
where the interplay of the exchange field with an exter-
nal perpendicular magnetic field was used to extract the
spin-dephasing rate. Here, one utilizes the built-in ex-
change field instead.
FIG. 9: Stationary current as a function of bias voltage Vb up
to O(Γ) and O(Γ2) as indicated. (a) Strongly underdamped
case (b ≫ 1) in the large-U limit. The current is computed
first numerically from the extension of Eq. (13) to the finite-U
case for U = 1000 T/3 (red, denoted by I) and approximated
by formula (31) in the limit of U → ∞ (blue, denoted by
Iappr). We also show the current (32) for zero spin accumu-
lation (dashed black, denoted by I0). The other parameters
are Vg = 75 T/3, Γs = 2Γd = 0.2 T/3, ns = nd = 0.99,
α = 0.01pi, and W = 1000 T/3. This choice of parameters
implies b & 5 [given by Eq. (37)] for both O(Γ) and O(Γ2)
at the resonance. The approximated current and the numer-
ically computed current match well but not perfectly. The
main reason for the deviation is that the resonance does not
appear here under strong Coulomb blockade conditions, as re-
quired for Eq. (31) to be strictly valid. These conditions are
met in Fig. 10(b) below, where approximation and numerical
solution match perfectly. However, if we go deeper into the
Coulomb blockade regime here, the resonance disappears in
O(Γ), cf. Ref. 26. Therefore, to make a comparison between
the O(Γ) and O(Γ2) current, we considered the resonance
closer to the single-electron tunneling regime. (b) Critically
damped case (b ≈ 1) in the finite-U case: Stationary current
up to O(Γ) and O(Γ2) as a function of bias voltage Vb nu-
merically calculated from Eq. (13) for Vg = 5T with all other
parameters as in Fig. 2, implying b ≈ 0.5 for O(Γ), b ≈ 0.2
for O(Γ2). Note that our approximation formula (31) cannot
be applied for the finite-U case employed here.
(i) Underdamped regime (b≫ 1). In this regime, the cur-
rent is restored to the full value I0 at resonance (a/q = 1)
since M0 ≈ 1. This is illustrated in Fig. 9(a), in which
we plot the current numerically obtained from Eq. (13)
extended to finite U and the approximation formula (31).
Both are close to the value of I0 (black dashed line) at
the resonance. Both agree well, but not perfectly, as we
explain further in the caption of Fig. 9. The resonance
width,
H ≈ α
√
Γ⊥
Γ‖
, (38)
directly yields the anisotropy of the spin-decay tensor,
Γ⊥/Γ‖, when the angle α is known. To extract Γ⊥/Γ‖
from experimental data, one first determines the spin-
injection asymmetry a from the resonance position, as
described in Sec. III C. One then fits Eq. (31) to gate
or bias traces of the current peak, expressing a/q − 1
with the help of Eq. (22) as a function of bias and gate
voltage. In the resulting expression, the functions I0,
H , and A appear. For fitting to experimental data,
we suggest to treat these slowly varying functions as
constant fitting parameters near the resonance.
(ii) Critical damping (b ≈ 1). When the spin-decay rate
is comparable to the spin-precession rate, the current
peak value is not completely restored to I0 asM0 reaches
only a fraction of 1. Here, the spin decay limits the
maximally achievable rotation angle for the QD spin
before it decays or tunnels out. This is visible in Fig.
9(b), where the peak current may become smaller in
O(Γ2) as compared to that in O(Γ), where the spin decay
is much slower. Furthermore, cotunneling corrections
affect the width H more strongly than in the strongly
underdamped regime: Here, the width is not exclusively
determined by the ratio Γ⊥/Γ|| but also incorporates
b, which differs depending on whether cotunneling
corrections are included or not. This illustrates that –
in contrast to the resonance position – for the accurate
prediction of the resonance shape the next-to-leading
order corrections are indispensable. The pronounced
sensitivity of the resonance to cotunneling processes in
the critically damped limit b ≈ 1 is also interesting for
the characterization of the QD spin valve: Once B⊥ is
determined, e.g., from the pulsing scheme (see Sec. IV),
we may again use Eq. (31) as fitting formula, taking M0
now as an additional fitting parameter. One may then
extract the spin relaxation rate Γ‖ and the dephasing
rate Γ⊥ individually by combining the results for H and
M0.
IV. GATE-PULSING SCHEME: ALL-ELECTRIC
SINGLE-SPIN OPERATIONS
In principle, the transport-induced spin decoherence
time ∼ U/Γ2 can be made comparable or longer than ex-
perimentally measured spin-dephasing times due to other
mechanisms (see Sec. IVC) by reducing the tunneling
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rates. Hence, multiple revolutions of an individual QD
spin are feasible. Probing this underdamped spin preces-
sion requires time-resolved measurements. At first sight,
it may seem challenging to utilize our transport setup for
spin detection: Many spin-to-charge conversion readout
schemes rely on a large energy splitting B ≫ T between
the two spin states allowing the QD electron to leave into
an attached electrode only if it has one type of spin. How-
ever, as there is no discernible spin splitting in our case,
such an energy-selective readout scheme [62] is not appli-
cable here. We therefore suggest to employ a tunneling-
rate selective readout [62], which is naturally provided
by the strongly spin-polarized ferromagnets in our setup.
As we predict in Sec. IVA, this only requires the adapta-
tion of an experimentally well-developed pulsing scheme
[63]. Using this scheme, underdamped oscillations in the
time-averaged current can be probed as a function of the
pulsing duration. To optimize the contrast in the aver-
age current oscillations, the pulsing durations have to be
chosen appropriately as we explain in Sec. IVB.
In contrast to other transport transport features in the
Coulomb blockade regime such as the Kondo effect or the
zero-bias anomaly discussed in Refs. 24 and 28, the spin
resonance does not destroy the coherence of the QD spin.
This is an advantage as it allows all-electric spin control
to be accomplished even without the need of an external
magnetic field or spin-orbit interaction. Only the basic
tool of spintronics is required: large polarizations of the
ferromagnets.
A. Probing underdamped spin precession from
average current
The procedure of the simple pulsing scheme is sketched
in Fig. 10(a): At fixed bias voltage Vb, one repeatedly
applies a rectangular voltage pulse to the gate electrode,
switching from V 0g to Vg for a time duration τ , and then
back to V 0g for a time duration τ
0. Figure 10(b) shows
the stationary current as function of Vg, exhibiting the
spin resonance. We suggest to probe the time-averaged
current over many pulses,
I¯ =
∫ t
0
dt′
t
Is(t
′) (t≫ τ, τ0), (39)
varying the time duration τ . Figures 10(c)–10(e)
illustrate that the time-averaged current oscillates as
a function of τ with a period given by 2pi/|B|, which
coincides with the period of the plotted spin oscillations.
Thus, one can extract the magnitude of the exchange
field |B| at (Vb, Vg). The oscillations can be physically
understood as follows: By switching from the spin-valve
blocked reference voltage V 0g [with field B
0 nearly
collinear with ns, cf. panel (i) in Fig. 10(a)] to a voltage
Vg where the exchange field B precesses the injected
spin, the electron is more probable to escape upon return
to V 0g provided the duration τ matches a half-integer
multiple of the precession time τP = 2pi/|B|.
FIG. 10: (a) Schematics of the pulsing scheme. (b) Station-
ary current as function of Vg, obtained by solving Eq. (13)
exactly (Ist, green), by neglecting the spin accumulation, i.e.,
forcing S = 0 (I0, dashed black), and by taking the approxi-
mation (31) near resonance (Iapprst , red), see Sec. III F. (c)–(e)
Average current I¯ =
∫ t
0
(dt′/t)Is(t
′) (t≫ τ, τ 0) (green curves)
as a function of τ for three different Vg as indicated and for
fixed τ 0 = 2 · 103/T = 0.46τP , and V
0
g = 30T . The times τ
0
and τ are given in units of the precession period at resonance,
τP ≈ 4.7 ·10
3/T . The current is offset by I¯st, the current that
would flow if the QD were in the stationary state at each in-
stant of time. Also plotted is the spin component along the
drain polarization S · nˆd (blue curves) computed from Eq.
(13) for initial condition S = nˆs/2 and p1 = 1 − p0 = 1.
Throughout we used ns = nd = 0.99 (see caption of Fig. 2),
α = 0.005pi, Vb = 50T , W = 500T , Γs = 0.15T , Γd = 0.1T .
The plots are obtained by numerically solving the analytically
derived kinetic equations (13) in the limit U → ∞ using the
scheme discussed in Appendix B 3. To make use of analyt-
ical results, we need a tiny angle α here. For finite U , this
restriction is unnecessary.
We compute the average current shown in Figs. 10(c)–
10(e) as follows: Taking the stationary state at V 0g as
initial state ρ(0), we obtain the time-dependent solution
for ρ(t) by solving the kinetic equations (13). This yields
the time-dependent particle current Is(t) from Eq. (14).
For both the current and the kinetic equations the rates
are time-dependently switched by changing the gate
voltage V 0g ↔ Vg in the respective expressions according
to the pulsing scheme. To ensure that Eq. (39) really
gives the current measured in a circuit, we checked
that p˙1(t) ≪ |Is(t)|, |Id(t)|, i.e., the magnitudes of the
currents flowing out of the source, |Is(t)|, and into the
drain, |Id(t)|, are nearly the same. Under this condition
displacement currents can be neglected, as explained,
for example, in Ref. 64. We comment in Appendix B 5
on the importance of non-Markovian corrections that we
13
neglect here.
The key feature of the current oscillations shown in
Figs. 10(c)–10(e) is that the visibility strongly depends
on the voltage Vg controlling the opening angle of the
precession. The visibility becomes maximal at the reso-
nance in Fig. 10(d). To prove our claim that the current
oscillations are correlated with a spin precession, we
compare in Figs. 10(c)–10(e) the time-averaged current
with time-dependent spin-projection curves, which are
obtained as follows: We take the initial state ρ(0) to
be the maximally polarized state with spin S = nˆs/2
and corresponding occupation probabilities p1 = 1 and
p0 = 0, i.e., we do not start from the stationary state
at gate voltage Vg. We then solve the kinetic equations
(13) time-dependently, keeping the gate voltage fixed
at Vg. The resulting spin vector S(t) is then projected
on the drain polarization direction nˆd, which yields
the different spin projection curves S(t) · nˆs in Figs.
10(c)–10(e) with τ = t. This comparison shows that the
current actually oscillates with the same frequency with
which a spin would precess in a QD held at gate voltage
Vg.
Finally, by going slightly off-resonance the precession
axis can be fully tuned within the plane of polarizations
while maintaining full control over the precession angle
through τ . This allows all single-spin operations required
for quantum algorithms to be implemented.
B. Optimizing the pulsing scheme
To set up an experiment that probes the underdamped
spin precession, we provide here some additional infor-
mation under which conditions the contrast of the signal
obtained by the pulsing scheme is maximized. For this
purpose, we discuss the ratio I¯/I¯st of the time-averaged
current (39) from the pulsing scheme, I¯, to the station-
ary current I¯st. The latter is obtained by replacing the
time-dependent current Is(t) = Ist(Vg(t)) in Eq. (39) by
the stationary current, switching only the gate voltage
Vg as a parameter time-dependently.
First, underdamped precession cycles of a single spin are
feasible only if the spin-decay rate is much smaller than
the spin-precession rate at the resonance (see Sec. III F),
that is, if
b = |B⊥|/
√
Γ⊥Γ|| ≫ 1. (40)
This condition is different from the condition that max-
imizes the stationary current , cf. Sec. III F. There, we
found a ratio b ∼ 1 to be optimal because then roughly
one revolution takes place within the average electron
dwell time on the QD. If the tunneling rate allows for
multiple precession cycles, the stationary resonant cur-
rent is suppressed again because tunneling happens in-
frequently, even if its spin has optimal overlap with the
drain polarization. This current suppression near the res-
onance does not appear for the gate-pulsing scheme since
one returns to a gate voltage V 0g closer to the single-
electron tunneling resonance where the tunneling rate is
larger and the electron can leave the QD quickly after it
has been precessed at gate voltage Vg. Thus, the larger
the ratio b, the clearer the current oscillations are and
the longer they persist.
The second important set of parameters that has to be
optimized are the dwell times τ0 and τ at voltage V 0g and
Vg. A first requirement is that
τ0 . τ (41)
because if τ0 ≫ τ the system is most of the time not at
resonance and the average current is determined by the
dynamics at gate voltage V 0g . Condition (41) is fulfilled
for most values of τ shown in Fig. 10. However, there is
another condition that is equally important: We find on
a numerical basis that τ0 is chosen optimally as
τ0 ≈ 0.1τ0T ≈ 0.1/I0st, (42)
with the electron dwell time τ0T at gate voltage V
0
g , which
can be estimated by the inverse of the stationary particle
current I0st at voltage V
0
g . If τ
0 & τ0T , the average current
is mostly determined by the large stationary current I0st,
i.e., the precession-induced initial modification of the
current at V 0g is rather insignificant. This is illustrated
in Fig. 11(a), in which we plot the ratio of the average
current I¯ obtained from the pulsing scheme and the
average current I¯st that is obtained if the QD was in
the stationary state all the time (but switching between
the different levels at the two gate voltages): Clearly,
for small (but not very small) times τ0, the current is
drastically enhanced over the stationary current due
to the gate pulsing, while the ratio decreases if τ0
approaches τ0T . In Fig. 10, we use a value τ
0/τ0T ∼ 1,
which already yields a sizable enhancement.
However, if τ0 ≪ τ0T , the ratio I¯/Ist becomes drastically
suppressed as Fig. 11(a) also shows. In this case, the
QD electron does not have enough time to tunnel out
of the QD when the gate voltage is switched to V 0g .
The average current is then mostly determined by the
time-averaged current at resonance. This is illustrated
in Fig. 11(b), which shows the time-dependent current
Is(t) (blue) besides its average current I¯(green), which
loses contrast after roughly two cycles.
We conclude that for setting up and optimizing the puls-
ing scheme in an experiment, the initial characterization
of the spin valve is of the utmost importance. Once the
time scales are known our above discussion should be a
guide to choose the pulsing times properly.
C. Experimental feasibility: spin decoherence
Finally, we provide rough estimates for the spin-decay
times and spin-precession periods for experimentally
achievable parameters, demonstrating the feasibility of
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FIG. 11: (a) Ratio I¯/ I¯st as a function of the duration τ
0 in
units of the electron dwell time τ 0T = 1/I
0
st ≈ 4.7 · 10
4/T .
Here, I¯ is the average current (39) for the pulsing scheme
and I¯st is the stationary current obtained if the QD was in
the stationary state all the time. The gate voltage Vg =
V ∗g = 59.8T is tuned to the resonance and τ = 2500/T ≈
0.53τP so that a nearly maximal enhancement of the current
occurs after the precession. (b) Average current I¯ and time-
dependent current Is(t) as function of the pulse time τ with
τP ≈ 4.7 · 10
3/T and τ 0 = 10/T = 2.1 · 10−3τP ≪ τ . We
subtract the stationary current Ist flowing at gate voltage
Vg = V
∗
g . The results shown in (a) and (b) are computed for
a single pulse, N = 1 [t = τ 0 + τ in Eq. (39)], and all other
parameters are the same as in Fig. 10.
underdamped spin precession cycles in the Coulomb
blockade regime. Typical spin-dephasing times of
∼ 10− 30 ns have been measured in GaAs QDs [4, 7, 65]
and are also compatible with measurements involving
carbon nanotubes (CNTs) [56]. In our case, the cotunnel-
ing current through the QD leads to additional dephasing
with time constant ∼ U/Γ2 ∼ 10/µ eV ∼ 30ns for typical
values of Γ ∼ 0.01meV and U ∼ 5meV feasible both
for semiconductor QDs and CNT QDs. The energy
scale related to the exchange field may be estimated as
µBB > µBBd,⊥ ≈ µB | log(1/2)|Γdnd sinα/pi ∼ 0.7µ eV
for nd ∼ 0.5 and α ∼ 0.2pi. This translates into a
maximal precession period of T ∼ 2pi/0.7µ eV ∼ 6 ns at
the resonance and even smaller periods away from it.
Thus, indeed, the spin precession period can be made
smaller than the spin-decay time.
One may wonder whether the spin resonance could
also be observed in the strong-coupling regime Γ ≫ T .
This regime has been under intense experimental in-
vestigation (using collinear polarizations so far) since
the exchange field can be probed there by the strong
spin splitting it induces, affecting the Kondo resonance
[33–35]. Increasing the tunnel coupling Γ, however,
enhances the spin-decoherence rate more strongly than
the spin-precession rate. Moreover, spin-flip processes
driving the Kondo effect for small bias voltage also
destroy the QD spin coherence. Thus, the spin preces-
sion may not be underdamped any more in the strong
coupling regime. In addition, the smaller spin-precession
periods, which are approximately ∼100 ps as extracted
from exchange-field magnitudes in Ref. 34, makes it
more challenging to apply the pulsing scheme described
above. By contrast, spin-resonance features are more
likely to be seen in the stationary current, which requires
the spin-precession rate only to be comparable to the
spin-decoherence rate. The reader should note that the
width of the spin resonance can be much smaller than
the spin-decoherence rate as our analysis in Sec. III F
shows. Thus, it is worth investigating the spin resonance
in the strong-coupling regime further. We finally note
that in the meantime of revising the manuscript of this
paper, signatures of the spin resonance have also been
found by one of the authors in waiting-time distributions
[66].
V. SUMMARY AND OUTLOOK
We have identified a spin resonance that, unlike usual
resonances, does not appear when scalar energies of the
local quantum system and reservoir match. Instead, the
condition (15) based on vectors, B · nˆs = 0, needs to
be satisfied. The resonance emerges in the simplest QD
spin-valve setup one can think of: an interacting spin-
degenerate single level which is tunnel-coupled to two
ferromagnets for almost (but not exactly) antiparallel
polarizations ns and nd. For this magnetic configuration,
the direction of the exchange field B strongly depends on
the applied voltages, which generates a sharp feature all
across the Coulomb diamond of the transport stability
diagram.
The resonance is clearly distinguished from other
features in the stability diagram: First, it emerges
only for nonzero noncollinearity angle α and responds
sensitively to changes in α. Second, it depends strongly
on the asymmetries of the spin-injection rates. For small
asymmetries, it exhibits a strong current rectification
effect while for symmetric spin-injection rates it lies
at zero bias. Third, when these parameters cannot be
controlled in an experiment, one can use the peculiar
voltage-dependent line shape of the spin resonance to
tell it apart from other features. For example, the
spin resonance vanishes at the particle-hole symmetry
point. Furthermore, its width is not given by a simple
combination of the tunnel couplings, temperature, or
any other natural energy scale. Instead, it depends on
the ratio of the gate-voltage dependent exchange field
and the spin-decay rates. The latter features contrast
particularly with those from the Kondo effect or the
zero-bias anomaly predicted earlier in Refs. 24 and 28 .
While the resonance position is entirely dictated by
the exchange field direction, the shape of the resonance
(peak value, width) is strongly influenced by the QD spin
decay. We have identified the ratio b = |B⊥|/
√
Γ⊥Γ|| to
be the relevant parameter that determines the resonance
shape. This ratio involves the perpendicular exchange
field component B⊥ = B · nˆ⊥, the spin-relaxation
rate Γ|| = nˆs · RS · nˆs, and the spin-dephasing rate
Γ⊥ = nˆ⊥ · RS · nˆ⊥. The resonance appears for b & 0.1
in the stationary transport, which is satisfied in the
Coulomb-blockade regime. There, the spin decay is
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limited by next-to-leading order processes (cotunneling)
with rate Γ⊥,|| ∼ Γ2/U , which can indeed be made
smaller by reducing the tunnel couplings than the
spin-precession frequency B⊥ ∼ Γ at resonance. The
strongest contrast in the stability diagram is expected
for b ≈ 1 when roughly half a spin revolution happens
within the electron dwell time in the QD. By contrast,
in the limit b ≫ 1, the spin coherence lasts much
longer than one spin revolution and underdamped spin-
precession cycles becomes feasible. The underdamped
spin precession leads to no qualitative modifications
of the resonance in the stationary conductance, but
can nevertheless be probed experimentally by a simple
gate-pulsing scheme. In the latter, the precession axis is
controlled by electrical means and the rotation angle by
the duration of the pulses. This allows one to determine
the magnitude of the exchange field and in combination
with stationary-conductance measurements to determine
the anisotropy of the spin decay all-electrically. This
can even be used to realize every single-spin qubit gate
operation in an all-electric way.
Besides opening new avenues for spintronics and single-
spin control, the spin resonance studied here provides an
illustration of a generic concept in the simplest conceiv-
able setting: such an anomalous resonance can appear in
any open quantum system with quasi-degenerate states
whose coherence is described by a Bloch vector. For a
two-level system, it is required that (i) the Bloch vector
suffers only from little decoherence, (ii) the coherent
evolution is dominated by a renormalization-induced
field vector – because of level degeneracy – (iii) which
is induced by an environment that breaks symmetries
(which are often present in idealized models). When
such a system is tuned by experimentally accessible pa-
rameters, a resonance unrelated to any energy splitting
can appear when the field vector becomes perpendicular
to the Bloch vector.
This can be extended to N -fold degenerate multiplets,
described by a generalized Bloch vector and an associ-
ated renormalization field vector. Interestingly, in this
case the precession takes place in a higher dimensional
space and is expected to be overlooked even more easily
as compared to the simple case studied here. Scenarios
can be envisaged in nuclear spin systems, [67] double
QDs [68], or vibrating molecular devices [53, 69, 70].
Our simple example shows that, interestingly, Coulomb
interactions realize both requirements (i) and (ii) while
noncollinear spin valves naturally provide (iii).
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Appendix A: Quantum master equations and Pauli
superbasis
In this Appendix, we outline how our coupled differen-
tial equations for operator averages (13) can be obtained
from the general kinetic equation (12) for the reduced
operator of the QD. For this purpose, we use a Liouville-
space notation whose key elements we briefly review.
Applying the real-time diagrammatic technique [52, 54],
one can express the kinetic equation of the reduced den-
sity operator ρ(t) of the QD as
|ρ˙(t)) = −iL|ρ(t)) +
∫ t
−∞
dt′W (t− t′)|ρ(t′)). (A1)
Here, we introduced a bra-ket notation for linear opera-
tors |A) : H → H acting on a Hilbert space H, which al-
together form the Liouville space L. Furthermore, L and
W denote superoperators, which are operators S : L → L
mapping a Liouville-space element on another Liouville-
space element. In particular, L• = [H, •] mediates the in-
ternal evolution of the density operator by the QD Hamil-
tonian H , where the dot “•” denotes the operator that L
acts on. Furthermore,W (t− t′) is the real-time diagram-
matic kernel that incorporates the effect of the environ-
ment on the evolution of the reduced system. We next
carry out a Markov approximation, that is, we replace
|ρ)(t′) ≈ |ρ)(t) in Eq. (A1) and obtain
|ρ˙(t)) = [−iL+W ]|ρ(t)). (A2)
Here, W =
∫∞
0
dteiztW (t)|z=i0 is the zero-frequency
component of the kernel. One can prove [52, 54] that the
stationary state calculated from Eq. (A2) is the exact
stationary solution of Eq. (A1). For actual calculations,
Eqs. (A1) and (A2) are expressed in terms of matrix ele-
ments. To achieve this goal, one introduces the following
scalar product in Liouville space: [71]
(A|B) := Tr(A†B). (A3)
An orthonormal superbasis is a set of superstates {|A)}
that is orthonormal with respect to this scalar product,
(A|B) = δAB, (A4)
and satisfies the completeness relation:
I =
∑
A
|A)(A|. (A5)
Here, I denotes the superidentity I|A) = |A) for any |A).
As a consequence, any superstate |O) can be expanded
into such an orthonormal basis by |O) = ∑AOA|A)
with coefficients OA = (A|O) and any superoperator
can be expressed as S = ∑A,B SAB|A)(B| with SAB =
(A|[S|B)].
Usually, Eq. (A2) is expressed in terms of matrix ele-
ments for the superbasis |a, b) := |a〉〈b|, which yields
ρ˙ab −iLaba′b′ρa′b′ +W aba′b′ρa′b′ , (A6)
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with ρab = (a, b|ρ) = Tr([|a〉〈b|]†ρ) and Saba′b′ =
(a, b|S|a′, b′) = Tr([|a〉〈b|]†[S|a′〉〈b′|]) for S = L,W . In
the Keldysh-contour formulation of real-time diagram-
matics, [72, 73] diagram rules are given for the kernel
matrix elements W aba′b′ . The diagonal matrix elements
ρaa are interpreted as occupation probabilities and the
off-diagonal elements ρab as coherences. For a different
choice of the basis states, however, the coherences in the
former basis contribute to the occupation probabilities in
the new basis. Thus, the interpretation as “probabilities”
and “coherences” is meaningful only if a specific basis is
singled out by the symmetry of the problem. For the
single-level Anderson model we consider here, this would
be the case for nonmagnetic electrodes. In this case, one
can start from the Hilbert space basis {|0〉, | ↑ 〉, | ↓ 〉,
|2〉} with a fixed quantization axis for the spin. All co-
herences between spin states are zero in the stationary
limit.
For noncollinear lead polarizations, such a spin quantiza-
tion axis does not exist, c.f., Sec. II A. Thus, it is helpful
to expand Eq. (A2) in terms of different supermatrix el-
ements such that all expressions are independent of the
quantization axis. For this purpose, we chose a superba-
sis {|A)} consisting of observables . The reduced density
matrix can then be expanded as
|ρ) =
∑
A
A|A), (A7)
where
A = (A|ρ) = Tr(Aρ) (A8)
is the expectation value of observable A(= A†) - an ob-
ject with an intuitive physical interpretation in contrast
to the matrix elements ρab.
For the single-level Anderson model, a suitable superba-
sis is the Pauli superbasis . We focus here on the charge-
conserving setup without superconductor (see Fig. 1).
For the nondegenerate subspaces with zero (n = 0) and
two (n = 2) electrons, these are simply the projectors
|rˇ00) := Pˆ0 = |0〉〈0| (A9)
and
|rˇ20) := Pˆ2 = |2〉〈2|. (A10)
For the subspace of charge state n = 1, we introduce
|rˇ1µ) :=
∑
σσ′
(rˇµ)σσ′ |σ〉〈σ′|, (A11)
where, µ = 0, 1, 2, 3, (rˇ0)σσ′ = δσσ′/
√
2, and (rˇµ=i)σσ′ =
(σi)σσ′/
√
2 involving the Pauli matrices σi for i = 1, 2, 3.
The element |rˇ10) = Pˆ1/
√
2 is proportional to the scalar
projection operator on charge state 1 and the elements
|rˇ1i ) =
√
2Sˆi are proportional to the vector components of
the spin operator. Altogether, these six superstates pro-
vide an orthonormal basis for the subspace of the charge-
diagonal QD operators,
(rˇnµ |rˇn
′
µ′ ) = δ
nn′δµµ′ , (A12)
IC =
∑
nµ
|rˇnµ)(rˇnµ |, (A13)
where IC denotes the identity operator in the subspace
of charge-diagonal operators. The factors 1/
√
2 are in-
troduced in the definition of (rˇµ)σσ′ to avoid additional
factors in Eqs. (A12) and (A13). The Pauli superbasis is
sufficient to expand the density operator |ρ) [78] which
reads by applying Eq. (A7):
|ρ) = 1√
2
∑
n
pn|rˇn0 ) +
√
2 S · |rˇ1), (A14)
where p1 =
√
2Tr(rˇ10ρ), p0/2 = Tr(rˇ
0/2
0 ρ) are the occupa-
tion probabilities of charge state n and S = Tr
(
rˇ
1ρ
)
/
√
2
is the average spin operator (4). Importantly, Eq. (A14)
is covariant , i.e., form-invariant under a change of the
spin-quantization axis or the real-space coordinate sys-
tem. This also illustrates that working in Liouville space
does not only give more compact expressions but it also
results in a physically more transparent description of
the QD state and its dynamics.
Appendix B: Kinetic equations and current for
quantum-dot spin valve
1. Rates for kinetic equations and current
In this Appendix, we give all expressions for the rates
in the kinetic equations (13), which read:
p˙0 = −2Γ0p0 + Γ1p1 + 2GpS · S,
S˙ = +G0Spp0 − 12G1Spp1 −RS · S−B× S.
(B1)
The charge-relaxation rates are given by
Γ0/1 = Γ±0 ± Im(K+00 + 12
∑
ρ
K−ρρ), (B2)
where Greek indices take the values ρ = 0, 1, 2, 3 and
Latin indices take the values i = 1, 2, 3. Furthermore,
the vectorial spin-to-charge conversion rates are given by
(GpS)i = Γ
−
i − Im
(
K+i0 +
1
2K
−
i0 +
1
2K
−
0i
)
− 12
∑
jk
εijk Re(K
−
jk), (B3)
the vectorial charge-to-spin conversion rates are given by
(G
0/1
Sp )i = Γ
±
i ± Im
(
K+i0 +
1
2K
−
i0 +
1
2K
−
0i
)
∓ 12
∑
jk
εijk Re(K
−
jk), (B4)
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the symmetric spin-decay tensor is defined by
(RS)ij = δijΓ−0 + δij Im
(
− 12K−00 + 12
∑
i
K−ii −D−+00
)
− 12 Im(K−ij +K−ji +X+−ij +X+−ji ), (B5)
and, finally, the vectorial exchange field reads
Bi = βi +Re
(
1
2K
−
i0 − 12K−0i +D−+i0
)
. (B6)
The above rates first contain terms of O(Γ), Γχρ (ε) =∑
r Γ
χ
r,ρ(ε) and βρ(ε) =
∑
r βr,ρ(ε), with
Γχr,ρ=0(ε) = Γ
χ
r (ε) = 2pi|tr|2ν¯rf(χ(ε− µr)/T ),(B7)
Γχr,ρ=i(ε) = Γ
χ
r (ε)nr,i (i = 1, 2, 3), (B8)
βr,ρ(ε) = P
∫ +W
−W
dω
pi
Γ+r,ρ(ω)
ε− ω , (B9)
with P denoting the principal value integral and the
Fermi function f(x) = 1/(ex+1). Here, the spatial com-
ponents ρ = 1, 2, 3 point along by the polarization vector
nr of lead r. Furthermore, the O(Γ
2) contributions in-
corporate two different tensors, namely
Xχ2χ1ρ2ρ1 =
∫ +W
−W
∫ +W
−W
dω1
pi
dω2
pi
Γχ2ρ2 (ω2)Γ
χ1
ρ1 (ω1)
1
i0 + ω2 − ε
1
i0 + ω2 − ω1
1
i0− ω1 + ε , (B10)
and Dχ2χ1ρ2ρ1 given by the same expression when replacing
the right-most denominator in the above expression by
1/[i0+ω2−ε]. In contrast to previous works, we evaluate
the full complex integral to completely capture the dy-
namics of the spin coherences in the Coulomb blockade
regime to order Γ2. Adding the X- and D-integrals, we
obtain the simpler function
Kχ1ρ2ρ1 = χ¯2(X
χ2χ1
ρ2ρ1 +D
χ2χ1
ρ2ρ1 ) (B11)
= [χ1β
′
ρ2βρ1 + Γ
′
ρ2Γ
χ1
ρ1 ] + i[χ1Γ
′
ρ2βρ1 − β′ρ2Γχ1ρ1 ],
where Γ′ρ = dΓ
+
ρ /dε and β
′
ρ = dβρ/dε .
We note that the leading-order Γ contribution to the
spin-relaxation tensor (B5) is isotropic while the next-
to-leading order Γ2 contribution renders the spin decay
anisotropic. Since the leading-order term is suppressed in
the Coulomb-blockade regime, the spin decay can indeed
become significantly anisotropic. In contrast to the de-
cay rates, the first-order Γ contribution to the exchange
field (B9) is only logarithmically suppressed.
The expression for the average current from lead r into
the QD reads
Ir = 2Γr,0p0 − Γr,1p1 − 2Gr,pS · S (B12)
with
Γr,0/1 = Γ
±
r ± Im(K+r,00) + 12
∑
ρ
Im(K−r,ρρ),(B13)
(Gr,pS)i = Γ
−
r,i − Im
(
K+r,i0 +
1
2K
−
r,i0 +
1
2K
−
r,0i
)
+ Im(X+−r,0i −X−+r,i0)
− 12
∑
ρ2ρ1
εiρ2ρ1 Re(K
−
r,ρ2ρ1), (B14)
where Xχ2χ1r,ρ2ρ1 is obtained from Eq. (B10) by replacing
Γχ2ρ2 (ω2) → Γχ2r,ρ2(ω2) and Kχr,ρ2ρ1 is obtained from Eq.
(B12) by replacing β′ρ2 → (βr,ρ2)′ and Γ′ρ2 → (Γr,ρ2)′,
respectively.
The X-type integrals, Eq. (B10), and the corresponding
D-type integrals are computed numerically as we explain
next. We convert the double frequency integral into a
double summation over Matsubara frequencies by first
substituting x2=ω2/T and x1=−ω2/T and splitting the
Fermi functions f(xT ) = g+(x) + g−(x) into their sym-
metric part g+(x) = 1/2 and their antisymmetric part
g−(x) = − tanh(x/2)/2, respectively. We then integrate
over x1 and x2 using complex integration, closing the in-
tegration contour in the upper half of the complex plane.
By virtue of the residue theorem, one can derive the fol-
lowing relation for the generic type of integrals occurring
after these manipulations∫ +R
−R
dx1
∫ +R
−R
dx2 g
q1(x1)g
q2(x2)
1
xj − λ2 + i0
1
x1 + x2 + i0
1
x1 − λ1 + i0
= −4pi2δq1,−δq2,−
kR∑
k1,k2
1
zkj − λ2
1
zk1 + zk2
1
zk1 − λ1
+2piiδq1,−δj,1
kR∑
k1
1
zk1 − λ2
1
zk1 − λ1
kR∑
k2
M q2k2
+O
(
1
R
)
, (B15)
where j = 1, 2, q1, q2 = ±, zk1,2 = ipi(2k1,2 + 1) are the
Matsubara frequencies, and 0 ≤ k ≤ kR = ⌈ R2pi − 12⌉ with⌈x⌉ denoting the smallest integer that is not less than x.
We additionally used the abbreviation
M q2k2 =
1
2
[
q2 ln
(
zk2 + iR
zk2 +R
)
+ ln
(
zk2 −R
zk2 + iR
)]
. (B16)
The above double Matsubara sums are then evaluated
numerically.
2. Extension of former studies
In this Appendix, we compare our kinetic equations
(13) to those of prior studies of QD spin valves and re-
sults from other approaches: In fact, our theoretical ap-
proach presents a technical step forward relative to the
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previous works, which is a reason why the spin resonance
has been overlooked for a long time.
Quamtum master equations. First, the lowest-order Γ
contribution to our equations complies with the results
given in Refs. 36 and 40 taking the limit U →∞. How-
ever, a lowest-order expansion in Γ is not sufficient in the
Coulomb blockade regime since these terms are exponen-
tially suppressed with the distance |ε − µr|/T from the
Fermi levels. By contrast, some O(Γ2)-terms are only
algebraically suppressed and therefore dominate there.
In particular, this is associated with a spin decay due
to cotunneling that could obliterate the coherent spin-
precession features. This was noted in Ref. 26 where the
spin resonance was reported to emerge on the flank of the
Coulomb diamond using an O(Γ) kinetic equation, but
could not be reliably followed into the Coulomb block-
ade regime. However, the sharp resonance feature we
find here even when O(Γ2) cotunneling corrections are
included shows that spin precession effects can still be
dominant – as anticipated in the introduction from time-
scale estimations.
Next-to-leading order corrections ∼ Γ2 have been in-
cluded in other studies of the same model, for example,
in Refs. 24, 28, and 74; however these works address
only collinearly polarized ferromagnets. Here, the spin
precession cannot occur since the spin accumulation and
the exchange field are collinear (cf. the expressions of the
rates in Appendix B 1). In Ref. 75, also the noncollinear
magnetic configuration is studied, but the QD is assumed
to be deposited on a ferromagnetic substrate causing a
large splitting ε↑− ε↓ ≫ Γ of the two spin states as com-
pared to the tunnel coupling, so that the spin components
transverse to this splitting field have negligible impact.
The difficult case of degenerate QD spin states, non-
collinear polarizations, and cotunneling corrections has
to our knowledge been addressed only in Ref. 50. While
the kinetic equations given there include all the terms
that correspond to the imaginary parts up to O(Γ2) and
the real parts up to O(Γ) in the rates (B2) - (B6), our
equations additionally include the O(Γ2) corrections to
the real parts of these rates. This is done via the Mat-
subara double summation (B15), which is implemented
numerically. For other models with higher degree of sym-
metry, which only require the imaginary part of these
integrals, this can be avoided (see Ref. 52). Thus, we in-
clude, for example, in the exchange field (B6) all renor-
malization effects up to O(Γ2). Our results actually con-
firm that the O(Γ2) corrections to the exchange field are
not important near the particle-hole symmetry point, at
least for an accurate prediction of the resonance position.
However, this is not clear from the start and required a
careful numerical examination. Furthermore, our kinetic
equations (13) are compactly expressed in equations for
physically meaningful observable averages.
Other methods. Several other works dealing with non-
collinearly polarized leads employ completely different
techniques, such as a Green’s function approach in the
noninteracting approximation [25], in a Hartree-Fock ap-
proximation [21, 22, 51], or restricted to zero bias [23].
As these works do not employ kinetic equations, a di-
rect comparison of the results is more difficult. Some of
these studies address different exchange field effects also
for noncollinear polarizations; [23, 51] yet, a sharp reso-
nance has not been reported there.
Thus, even though we investigate in this paper the well-
studied Anderson QD model with noncollinear ferromag-
nets, our technically advanced analysis gives us access to
a parameter regime for which reliable predictions were
hardly possible before. This allows us to go beyond pre-
vious works. The reason that our spin resonance without
spin splitting has been overlooked so far is that it requires
the careful treatment of the combination of (i) slow deco-
herence of the spin in the Coulomb blockade regime, (ii)
the degeneracy of the spin levels allowing the coherent
evolution to be dominated by the exchange field, and (iii)
complete rotational symmetry breaking by noncollinearly
polarized ferromagnet.
3. Solving the quantum master equation in the
Coulomb blockade regime
As explained in Sec. II B, in the Coulomb blockade
regime the next-to-leading order Γ2 contributions can
dominate over the leading-order Γ contributions. This
also requires careful consideration when solving Eq. (13)
for the occupation probabilities pn and the average spin
S: To solve the kinetic equations one could perform a
systematic perturbation expansion not only for the ker-
nels but also for the probabilities pn = p
(0)
n + p
(1)
n +...
and the spin S = S(0) + S(1) + . . . in orders of Γ, and
solve Eq. (12) then order by order in Γ. This has the
advantage that the current is evaluated consistently to
a given order in Γ. This procedure works well as long
as lowest-order Γ tunneling processes (sequential tunnel-
ing) are present but fails in the Coulomb blockade regime
where sequential tunneling is exponentially suppressed
and cotunneling dominates. This is particularly impor-
tant for the results obtained for infinite U , shown in Fig.
10. Therefore, we use an alternative procedure in which
only the kernels (but not the probabilities and the spin)
are expanded in powers of Γ. It is, thus, the kernels that
are to be consistently evaluated to a given order in Γ: not
the density operator or observables such as the current.
This issue has been thoroughly discussed elsewhere for
our model [24] but also in a more general context [52] in-
cluding, e.g., vibrational degrees of freedom on the QD.
Although the current we obtain may comprise terms of
order Γ3, we checked that the spin resonance is clearly
not an artifact of those terms. By varying Γ, the res-
onance current is found to scale maximally as Γ2 or a
lower power but not as Γ3.
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4. Incorporation of superconducting terminal
We comment here on the results that we show in Fig.
6 when adding a proximal superconductor to the setup.
To simplify the analytical calculations (which are already
quite involved without a superconductor), we included
here only the leading-order Γ contribution in the tunnel-
ing rates. Consistent with this, the charging energy U
has been chosen of moderate size there. There are sev-
eral reasons why this simplification does not affect the
conclusions we draw from Fig. 6 that concern only the
resonance position. First, we note that the effect of the
superconductor is clearly visible when moving into the
Coulomb diamond but still within the thermal broaden-
ing window of 4T around the single-electron tunneling
resonances in Fig. 6. Here, a leading-order Γ calculation
gives reliable predictions without any question. Second,
we note that this regime covers quite a large part of Fig.
6 since the presence of the superconductor reduces the
size of the effective Coulomb diamond in the stability di-
agram, as one sees from comparing Figs. 2 and 6. The
exponential suppression of the O(Γ) rates is thus attenu-
ated, but it may still be strong near the particle-hole sym-
metry point. Here, one should in principle include O(Γ2)
corrections. However – and this is our third point – by
comparing results of O(Γ) [not shown here], and O(Γ2)
[Fig. 2] for the same parameters without superconductor,
we know that the resonance is not diminished, as clearly
demonstrated by Fig. 2, but only slightly broadened due
to the additional spin decay introduced by cotunneling
[c.f. Sec. III F]. Once the resonance appears, its position
is determined by the first -order exchange field [cf. Sec.
III A], modified by the proximal superconductor [cf. Sec.
III D], the effect we wished to illustrate here. The cotun-
neling corrections are not needed to draw a conclusion
about the resonance position.
5. Non-Markovian corrections
Finally, we comment on the validity of the Markovian
approximation underlying our kinetic equations (13) for
our study of the time-dependent pulsing scheme. To
study time-dependent problems in the Coulomb blockade
regime, one must in principle also include non-Markovian
corrections into the kernel [76]. However, non-Markovian
corrections appear only as modifications of the next-to-
leading order contributions. Thus, non-Markovian cor-
rections do not affect the exchange field, which is domi-
nated by leading-order terms and determines the position
of the spin resonance and the frequency of the spin pre-
cession. On the contrary, the corrections do alter the
spin-decay tensor RS and thereby the time constant of
the damped spin oscillations. In spite of this, the lat-
ter will still be of O(Γ2/U) in the Coulomb blockade
regime, which we have identified as the crucial require-
ment for the underdamped spin precession. Including
non-Markovian corrections is, hence, required only for a
quantitative analysis but not to demonstrate the viabil-
ity of an underdamped spin precession, which is our aim
here. It should be noted that if such accuracy is desir-
able, other spin-decay mechanisms should also be taken
into account (see Sec. IVC), which is clearly beyond the
scope of this work.
Appendix C: Particle-hole symmetry
In Sec. III C, our discussion of the resonance position
applied only to the left half of the Coulomb diamond,
i.e., for gate voltages δ = U + 2ε > 0; cf. Fig. 2. Here,
we show that the resonance extends point-symmetrically
with respect to the particle-hole symmetry point (δ, Vb) =
(0, 0). In the region to the right of this point, where
δ < 0, the resonance condition requires the exchange
field to be perpendicular to the drain polarization:
B · nˆd = 0 (δ < 0). (C1)
This condition is fulfilled for negative resonant bias V ∗b <
0. Thus, the drain refers here to the same physical elec-
trode as the source in Eq. (15) because changing the sign
of the bias exchanges the role of source and drain.
Equation (C1) can be understood physically as follows:
For δ < 0, the electrochemical potential of the leads is
closer to that for the doubly occupied QD and therefore
the current predominantly involves the doubly occupied
QD state. Consequently, when an electron leaves the QD,
it leaves behind a hole polarized along nˆd. However, an
accumulation of hole spins can be efficiently prevented
by the exchange field B if the latter is directed perpen-
dicular to nˆd, that is, if condition (C1) is fulfilled.
In analogy to Eq. (19), condition (C1) can be recast as
a′
q′
= 1, (C2)
with
a′ =
Γsns cos(α)
Γdnd
, (C3)
and
q′ :=
φd(ε)− φd(ε+ U)
φs(ε)− φs(ε+ U) (δ < 0), (C4)
where the spin injection asymmetry ratio a′ is defined
differently as in Eq. (19). Equation (C2) complies with
Eq. (19): Mapping (δ, Vb) → (−δ,−Vb), we have to
replace q → 1/q′ and a → 1/a′ since the roles of source
and drain are interchanged. It is therefore sufficient to
discuss only the case δ > 0 as we did in Sec. III C as all
results hold for δ < 0 accordingly by reversing the signs
of δ and Vb.
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