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1. INTRODUCTION 
Two independent solutions of the Airy equation 
(1) y" = Jgj 
Ai(x) and Bi(x) have been studied extensively (see [l,  81). In terms of 
series solution of (1) these functions are given by 
Ai( x) = C,f( x) - C,g( x), 
Bi(x) = v " ? [ C , f ( x )  + C , g ( x ) ] ,  
(2)  
(3) 
where 
1 1.4 1.4.7 
3! 6! 4!  
f ( x )  = 1 + -x3 + -x6 + - xg + . . . ,  
2 2.5 2.5.8 
4! 7! lo !  
g (  x) = x + -x4 + -x7 + - X I 0  + . . . ,  
and 
C, = 0.35, C, = -0.25. (4)  
These functions are damped oscillatory for negative x, Ai(x)JO as 
x + 00 and Bi(x) + 00 as x + 00 (see Fig. 1). 
We denote the real zeros of Ai(x) and Bi(x) (which are all negative) by 
{ -a,} and { -b,}, n = 1,2 , .  . . , respectively. It is clear that both functions 
have an inflection point at  x = 0, are convex on (O,m), Ai(x) is concave 
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over ( -a, ,  0) and Bi(x) is concave over ( -  b, ,  0). We will study these 
functions from the viewpoint of logarithmic convexity-concavity. As a 
consequence we will obtain certain inequalities satisfied by these func- 
tions. 
Airy functions are related to Bessel functions [ 11. Logarithmic convexity 
of other functions related to Bessel functions has been studied. See [7], for 
example. 
In Section 4 of this paper we will use the basic tool used to prove our 
results to obtain a known result for the asymptotic behavior of Ai(x). 
2. RESULTS 
We begin with a result which applies to a wide class of solutions of (1) 
which contains Ai(x) and Bi(x). 
PROPOSITION 1. Let y(x) be a solution of (1) such that y(x) > 0 over 
( - a ,  b )  where -a and b are the negative root ofy(x) closest to zero and the 
smallest positive root of the equation xy2 - y" = 0, respectively. (Let a = 00, 
or b = 00 if such points do not exist.) Then y(x) is logarithmically concave 
over ( - a ,  b) .  
Bi(x) is logarithmically concave over ( - b , ,  b )  where b is 
the smallest positive root of x Bi2(x) - Bit2(x) = 0. Computer experiments 
show that b is approximately 0.4, accurate to the nearest thousandth. 
Howeuer, in the case of Ai(x), Fig. 1 suggests that b = 00. This turns out to 
be the case. 
PROPOSITION 2.  Ai(x) is logarithmically concave over ( -a, ,  m). 
Logarithmic concavity of Bi(x) and Ai(x) over indicated intervals im- 
PROPOSITION 3. The following inequalities hold for Ai(x) and Bi(x) on 
COROLLARY. 
plies a multitude of inequalities summarized by 
intervals ( -a , ,m)  and ( - b , ,  b ) ,  respectively: 
x A i 2 ( x )  I Ai"(x), x B i 2 ( x )  I Bi"(x), (5) (x iy] ,  Bi(x)Bi(y) I Biz X + Y  
Ai(x)Ai(y) I Ai2 - 
For 0 I ctl I 1, 
Ai(x)':Ai(0)lp" I Ai(ctlx), Bi(x)" Bi(0)lp" I Bi(ctlx). (7) 
Next we obtain sharp lower and upper bounds for the modulus of Ai(z) for 
complex argument z in terms of its restriction to the real axis. 
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PROPOSITION 4. Let z = x + iy. Then 
Ai(x) I I A i ( z ) l  f o r x  2 - a l ,  (8) 
IAi(z)IAi(O) I Ai(x)IAi(iy)I f o r x  2 0. (9) 
3. PROOFS 
Proof of Proposition 1. By definition, y is logarithmically concave if l/y 
is logarithmically convex. It suffices to show that d2[ln y]/dx2 is negative 
over the said interval. 
But 
d2 [ lny ]  - xy2 -y” 
- 
dx2 Y 2  
where we use the fact that y is a solution of (1). 
Since xy2 - y” < 0 for x < 0, y(x) > 0 over ( - a ,  b), and the rational 
expression is a continuous function of x over ( - a ,  b )  the proof of the 
proposition is complete. 
Note 1. Integrating Eq. (1) by parts shows that 
x y 2  -y‘2 = 
Likewise, 
where - a  is the largest negative zero of the solution y(x). Thus we can 
use the right-hand side of either of the previous equations instead of the 
expression x y 2  - yr2 in Proposition 1. 
Proof of Corollary. 
Proof of Proposition 2. The proof is tantamount to showing that 
x Ai2(x) - Air2(x) < 0 for x in (0, m). We do not know how to accomplish 
this, so we will take a different approach. Below we give two proofs based 
on the infinite product representation of Ai(x). In [5] we used the latter to 
obtain the radius of univalence of Ai(z). The following lemma summarizes 
all that we need. 
LEMMA 1. Ai(z) is an entire function of order 3/2 all of whose zeros are 
This is clear since Bi(x) > 0 for x > -bl .  
real negative and has the infinite product representation, 
cc 
Ai(z) = A i ( 0 ) e p Y Z n  (1  + z / a , ) e p z / a n ,  
n= 1 
where a ,  > 0,  y > 0. 
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First Proof of Proposition 2. Let f ( x )  = &, x > -al. Ai(x) is loga- 
rithmically concave if f ( x )  is logarithmically convex. This means that 
f ( u x  + (1  - U > Y >  I f ( x ) " f ( Y ) l - "  
Consider the ratio of the left-hand side over the right-hand side, 
for 0 I u I 1, x,y > -al .  (11) 
f ( x ) " f  ( Y  > l - u  
which after some simplification is equal to 
1 + [ux + (1  - u ) y ] / a ,  
n = l  ( 1  +x/a , )"( l  +y/an)lPU 
Each factor of the infinite product is greater than or equal to unity by 
the inequality of arithmetical and geometric means. Hence, so is the 
product. This proves Proposition 2. 
Alternate Proof of Proposition 2. It suffices to observe that the expres- 
sion 
d2[logAi(x)] -1 = c  2 
dx2 n = l  (1  +x/a,) 
is defined and negative for all x except at the zeros of Ai(x). 
We have established logarithmic concavity of Ai(x) and Bi(x) 
over intervals of real axis. The choice of these intervals was conditioned by 
the requirement that the argument of the logarithm needs to be positive. 
These intervals can be extended if we avoid the zeros of the function and 
replace those portions of the function which are negative-the graph goes 
under the real axis-with its absolute value. Thus, for example, one can 
say that Ai(x) is logarithmically concave on the real line minus the 
intervals [ - a z n p l ,  - a z n ] ,  n = 1, 2 , .  . . . And over the intervals 
( - a z n -  1 ,  - azn ) ,  n = 1,2 , .  . . , IAi(x)l is logarithmically concave. 
The idea of the first proof of Proposition 2 is not new. It is one 
of the methods used to prove the logarithmic convexity of the reciprocal of 
the gamma function (see, e.g., [3]).  It is noteworthy, however, that the 
standard proof of the latter based on integral representation of the gamma 
Note 2. 
Note 3. 
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function and logarithmic convexity of t (t > 0, x real) does not seem to 
go through here. Namely, it is not obvious how the integral representation 
of Ai(x) [l], 
Ai(x) = L / c c c o s ( i t 3  T O  + x t j  dt, 
leads to a proof of its logarithmic concavity. 
The left inequality in (5) follows from Proposi- 
tion 2 and the fact that d2[lnAi(x)]/dx2 < 0. The right inequality follows 
in similar fashion from the corollary. 
The left inequality in (6) follows from letting u = 3 in (11). The left 
inequality in (7) follows from letting u = a! and y = 0 in (11). Right 
inequalities are proved similarly. 
Using infinite product representation we have 
for x > -al ,  
Proof of Proposition 3. 
Proof of Proposition 4. 
Ai(0)epY”n:= 1( 1 + x/a,)ep”/‘n 
IAi(0)epY(”+’Y)n:=,(l + (x + iy)/an)ep(”+’Y)/“~I 
- 
Ai( x) 
IAi(x + i y ) l  
1 + x/a, cc = n  
n= 1 
Each factor in the infinite product is bounded by 1, and so is the 
product. This proves (8). To prove (9) note that for x 2 0 we have 
1 1 
- 
1 + x / a ,  
J1 +y’ / (n i ( l  + x/a,)’) JhTm . 
But 
cc I . .2 
Y 
IAi(iy)I = Ai(0) n 
n= 1 
s o  
Ai(x) Ai(0) 1-1’ IAi(iy)I 
Therefore, 
I Ai( z )  IAi( 0) I Ai( x) I Ai( i y )  I, 
as claimed. 
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4. AN ASYMPTOTIC APPROXIMATION 
Our basic tool in the proofs has been the infinite product representation 
of Ai(x). In this section we employ it to obtain an approximation for 
logAi(x) as x + 00. Although this result is not new and follows from a 
more general result on asymptotic approximation of Ai( z )  in complex 
plane [8], it does not use any big theorems as the general result does. 
PROPOSITION 5. 
Note 4. It is a consequence of the general result alluded to above that 
Ai(x) - i ~ ~ ~ / ~ ~ ~ ~ / ~ e x p (  - 3x2l3) as x + 00. Thus Ai(x) decays exponen- 
tially, whereas llogAi(x)l grows algebraically for large x. On the other 
hand, Ai(x) is oscillatory for negative x and tends to zero algebraically like 
O ( I X I ~ ~ / ~ )  [6, p. 701. 
Let n( t )  stand for the number of the zeros of 
Ai(x) in 1x1 I t . Let us assume that n( t )  - At3/’,  where h is a constant to 
be determined. We prove this assertion later. 
Proof of Proposition 5. 
Taking logarithms of both sides of (lo), assuming x > 0, 
cc 
logAi(x) = logAi(0) - yx + 
n= 1 
cc X X 
logAi(x) = logAi(0) - yx + 1 [log(l + -1 - -1 d n ( t ) .  
0 t t 
Integrating by parts, we obtain 
logAi(x) = logAi(0) - yx + n ( t )  log 1 + - [ ( 3 - :ll:=o 
x 2 n ( t )  
dt - J, t y t  +x) 
The integrated terms vanish since n( t )  = 0 in a neighborhood of zero, and 
n( t )  - ht3l2 for large t .  
Now, 
n ( t )  - A t 3 / ,  cc At312 
dt = I ,  + I,.  J, t 2 ( t  +x) dt = x‘J, dt +x2 
n ( t >  
xzJ, t y t  +x) t y t  + x) 
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It follows from the well-known result 
dt = nxpcsc n-p for 0 < p < 1 
that I ,  = An-x3I2. 
+ e) t3l2 for large t ,  say, t > T .  Therefore, 
To estimate I , ,  note that given E > 0, we have ( A  - ~ ) t ~ / ”  < n( t )  < ( A  
I ,  = O(1), since n( t )  = 0 in a neighborhood of zero, and 
t 3/2 
T 
= O(1) for x > 0. t y t  +x) 
Finally, I ,  = eO(x3/’)  by (13). Thus it follows that 
logAi(x) - -An-x3I2 .  ( 14) 
To finish the proof we need to show that n( t )  - At3/’. Observe that [8, 
p. 405, see also 41 
a, = {&-(4n  - 1) + an}3/2 ,  
where 
Solving for n ,  replacing it with n(t) ,  and a ,  with t ,  we obtain 
1 n ( t )  = & ( t 3 / 2  - a,) + a .  
Hence n( t )  - At with A = 2. 
This, together with (141, finishes the proof of the theorem. 
Note 5. The method of proof is not new. See [2, p. 551, for example, 
where the rate of growth for entire functions of order less than 1 with real 
negative zeros is established. 
AIRY FUNCTIONS 581 
T 
FIGURE 1 
582 MOHAMMAD SALMASSI 
APPENDIX: GRAPHS OF Ai(x) AND Bi(x) 
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