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Resumo
A reconstruc¸a˜o filogene´tica e´ uma a´rea de estudo multidisciplinar onde se juntam a
matema´tica, a biologia e as cieˆncias da computac¸a˜o para permitir construir a a´rvore
evolutiva de um conjunto de objetos biolo´gicos a partir de relac¸o˜es conhecidas entre
eles. Do ponto de vista matema´tico, a estes objetos biolo´gicos va˜o corresponder os
elementos de um conjunto X que estara˜o em correspondeˆncia com os ve´rtices de
grau um, ditos folhas, de um certo grafo, dito X-a´rvore filogene´tica. Nesta dissertac¸a˜o
sa˜o tratados resultados recentes obtidos por Dress, Huber e Steel, publicados em [4]
e [5] que permitem lidar com restric¸o˜es impostas pelos dados existentes para fazer a
reconstruc¸a˜o filogene´tica. Definem-se e caraterizam-se certos conjuntos de pares de
folhas de uma X-a´rvore filogene´tica, ditos lassos, que permitem reconstruir a a´rvore.
Associa-se uma estrutura combinato´ria, um matroide, a uma X-a´rvore. Esse matroide
esta´ definido no conjunto de pares de folhas da a´rvore e mostra-se que as suas bases
sa˜o os lassos minimais que permitem reconstruir a a´rvore.
Palavras-chave: A´rvore filogene´tica, grafo, matroide, lasso, edge-weight lasso, lasso
topolo´gico.
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Abstract
Phylogenetic reconstruction is a multidisciplinary area in which mathematics, biology
and computer science come together aiming to construct the evolution tree of a set of
biological objects, given certain known relations between them. From a mathematical
perspective, these biological objects correspond to elements of a set X, which in turn
correspond to the degree one vertices, known as leaves, of a certain graph, called a phy-
logenetic X-tree. This thesis covers recent results by Dress, Huber, and Steel, published
in [4] and [5], which allow for the phylogenetic reconstruction under restrictions imposed
by existing data. We determine and characterize certain sets of pairs of leaves of a
phylogenetic X-tree, called lassos, which determine aspects of the tree. A combinatorial
structure called a matroid is associated to a phylogenetic X-tree. This matroid is defined
on the set of all pairs of leaves of the tree and it is shown that its bases are exactly the
minimal lassos which allow for the reconstruction of the tree.
Keywords: Phylogenetic tree, graph, matroid, lasso, edge-weight lasso, topological
lasso.
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Capı´tulo 1
Introduc¸a˜o
The affinities of all the beings of the same class have sometimes been repre-
sented by a great tree. As buds give rise by growth to fresh buds, and these
if vigorous, branch out and overtop on all sides many a feebler branch, so by
generation I believe it has been with the great Tree of Life, which fills with its dead
and broken branches the crust of the earth, and covers the surface with its ever
branching and beautiful ramifications.
Darwin, The Origin of the Species.
Esta dissertac¸a˜o incidira´ no estudo de um problema ligado a`s a´rvores filogene´ticas.
Estas a´rvores sa˜o estruturas matema´ticas que permitem modelar diversos problemas em
biologia, em particular permitem representar relac¸o˜es evolutivas entre espe´cies, como e´
descrito no texto de Darwin citado acima, ou, por exemplo, entre diferentes indivı´duos da
mesma espe´cie.
O grande avanc¸o dos temas da biologia ligados a` gene´tica tem contribuı´do para a
evoluc¸a˜o do estudo dos modelos matema´ticos associados aos problemas por ela levan-
tados, em particular os ligados a` chamada reconstruc¸a˜o filogene´tica. Nesta, pretende-
se, a partir de relac¸o˜es conhecidas entre objetos biolo´gicos, sejam eles diferentes in-
divı´duos da mesma espe´cie ou espe´cies diversas, obter informac¸a˜o sobre a sua a´rvore
evolutiva. Do ponto de vista matema´tico, a estes objetos biolo´gicos va˜o corresponder os
elementos de um conjunto X que estara˜o em correspondeˆncia com os ve´rtices de grau
um, ditos folhas, de um certo grafo, dito X-a´rvore filogene´tica, como veremos descrito
neste texto.
Sa˜o referidos no texto resultados e algoritmos que permitem fazer essa construc¸a˜o
em alguns dos casos em que e´ conhecida a distaˆncia entre todos os pares de objetos
biolo´gicos associados ao conjunto X referido acima. Contudo, numa das possı´veis
aplicac¸o˜es em biologia, a sequenciac¸a˜o gene´tica, em geral so´ e´ possı´vel determinar
a chamada distaˆncia gene´tica entre uma parte das combinac¸o˜es dos objetos biolo´gicos
envolvidos, que no modelo matema´tico sera˜o as folhas da a´rvore a reconstruir.
Resultados recentes obtidos por Dress, Huber e Steel, publicados em [4] e [5], foram
o objetivo central deste estudo e lidam com esta limitac¸a˜o a` reconstruc¸a˜o filogene´tica
imposta pelas suas aplicac¸o˜es na biologia.
No primeiro sa˜o caraterizados certos conjuntos de pares de folhas de uma X-a´rvore
filogene´tica, ditos lassos, que permitem reconstruir a a´rvore .
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O segundo, utiliza os conceitos e resultados do primeiro e associa uma estrutura
combinato´ria, um matroide, a uma X-a´rvore. Esse matroide esta´ associado ao conjunto
de pares de folhas da a´rvore e as suas bases sa˜o os lassos minimais que permitem
reconstruir a a´rvore.
Estruturamos o resto desta dissertac¸a˜o em treˆs capı´tulos, organizados do modo que
a seguir descrevemos.
Na primeira parte do segundo capı´tulo introduzimos conceitos e resultados ba´sicos
de teoria de grafos, em particular, a noc¸a˜o de X-a´vore filogene´tica e a de distaˆncia entre
as folhas de uma tal a´rvore. Os exemplos e resultados apresentados pretendem permitir
a compreensa˜o de um dos resultados cla´ssicos e fundamentais da filogene´tica, o Tree
Metric Theorem.
Na segunda parte, com o intuito de investigar quais dos subconjuntos de
(
X
2
)
sa˜o
suficientes para determinar a X-a´rovre introduzimos o conceito de lasso, caraterizando
os lassos que determinam a topologia da a´rvore (lassos topolo´gicos), os pesos entre
todos os pares de folhas (edge-weight lassos) ou ambos (strong lassos).
No terceiro capı´tulo, para ale´m de ser dada a definic¸a˜o de matroide, sa˜o apre-
sentados exemplos relacionados com os resultados objeto do nosso estudo, como o
matroide gra´fico e o matroide vetorial. Sa˜o tambe´m vistas diferentes caraterizac¸o˜es
desta estrutura combinato´ria, usando os conjuntos de bases, dos circuitos ou a func¸a˜o
rank que, ale´m de serem necessa´rias para a compreensa˜o dos resultados principais,
permitem melhor compreender esta estrutura.
Dedicamos o u´ltimo capı´tulo ao estudo do matroide associado a uma X-a´rvore filo-
gene´tica. Ele e´ definido no conjunto dos pares de elementos do conjunto X, usando a
func¸a˜o rank e sa˜o vistos com detalhe exemplos desse matroide para algumasX-a´rvores.
Utilizamos resultados referidos nos capı´tulos anteriores que nos permitem mostrar
que um edge-weight lasso e´ um gerador deste matroide e um edge-weight lasso de
cardinalidade mı´nima e´ uma base. Nas secc¸o˜es seguintes usamos um dos resultados
apresentado em [5] que carateriza este matroide no caso das a´rvores estrela para
fazer alguns exemplos desse matroide e descrever uma construc¸a˜o recursiva para a
construc¸a˜o do conjunto das bases do matroide de uma X-a´rvore a partir do mesmo
conjunto para as a´rvores estrela.
Concluimos a tese com um dos resultados principais de [5] que mostra que este
matroide carateriza a X-a´rvore.
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Capı´tulo 2
A´rvores filogene´ticas
Neste capı´tulo vamos estudar noc¸o˜es ba´sicas da teoria de grafos. Iremos focar-nos
num tipo de grafos especial, as a´rvores, com o intuito de tornar compreensı´veis alguns
conceitos e resultados sobre a´rvores filogene´ticas, objeto central desta dissertac¸a˜o.
Depois de introduzidas as definic¸o˜es, notac¸o˜es e resultados necessa´rios ao enqua-
dramento destes grafos, explicamos, na segunda parte do capı´tulo, a noc¸a˜o de lasso
de uma a´rvore filogene´tica, tratando alguns exemplos e abordando alguns resultados
que envolve este conceito introduzido em [4]; alguns dos conceitos e resultados aqui
introduzidos sera˜o utilizados posteriormente.
2.1 Conceitos e resultados ba´sicos
A teoria dos grafos, na histo´ria da matema´tica, teve origem no se´culoXV III. Esta teoria
na˜o se aplica so´ na matema´tica, mas tambe´m nas a´reas de fı´sica, quı´mica, biologia,
cieˆncia da computac¸a˜o e economia.
Um grafo e´ uma noc¸a˜o simples, abstrata e intuitiva, com a qual se representam
relac¸o˜es, bina´rias, entre objetos. Sa˜o usualmente representados por uma figura com
pontos, denominados por ve´rtices, que correspondem aos objetos; dois desses pontos
sa˜o unidos por uma linha, denominada por aresta, sempre que esse par de objetos
pertence a` relac¸a˜o .
O mais famoso problema e tambe´m aquele ao qual se atribui usualmente a origem
da teoria de grafos e´ o problema das pontes de Ko¨nigsberg. Nesta cidade, sete pontes
cruzam o rio Pregel, estabelecendo ligac¸o˜es entre duas ilhas e entre as ilhas e as
margens opostas do rio. Dizia-se que os habitantes dessa cidade tentavam efetuar um
percurso passando por todas as pontes, mas apenas uma vez em cada, voltando no
final ao local de partida. Os habitantes pensavam que na˜o era possı´vel, mas na˜o sabiam
porqueˆ. Euler, em 1735, provou que tal percurso na˜o existia e deu uma caraterizac¸a˜o
geral dos grafos em que existem percursos deste tipo. Os ve´rtices do grafo associado a
este problema correspondem a`s quatro regio˜es da cidade e uma aresta e´ definida para
cada ponte que liga duas das regio˜es.
Os problemas de percurso, como o referido ou como, por exemplo, os associados
a redes de transportes, teˆm modelac¸a˜o por grafos quase natural, tanto mais quanto se
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permitir a existeˆncia de va´rias arestas a ligar dois ve´rtices, como em Ko¨nigsberg, ou se
for introduzida orientac¸a˜o nas arestas como interessara´ em rede de transportes.
A definic¸a˜o que daremos aqui de grafo e´ de algum modo a mais simples porque
tambe´m e´ a conveniente para o problema que iremos tratar.
2.1.1 Grafos
Definic¸a˜o 1. Dado um conjunto A, definimos o conjunto
(
A
2
)
como o subconjunto das
partes de A com exatamente dois elementos, i.e., o conjunto dos pares de objetos de A.
Definic¸a˜o 2. Um grafo G e´ definido pelo par ordenado de conjuntos (V,E), onde V =
V (G) = {v1, v2, ..., vn} e´ um conjunto na˜o vazio e finito, cujos elementos se designam por
ve´rtices e E = E(G) = {e1, ..., em} e´ um conjunto de pares na˜o ordenados de ve´rtices,
isto e´, E ⊆ (V
2
)
, aos quais chamamos arestas.
Exemplo 1. O diagrama abaixo representa o grafo G definido por:
V (G) = {a, b, c, d, e, f, g, h, i}
E(G) = {{a, b}, {a, d}, {b, c}, {b, e}, {b, f}, {c, d}, {c, f}, {d, g}, {e, h},
{f, g}, {f, h}, {f, i}, {g, i}, {h, i}}
Figura 2.1: Grafo G = (V,E)
Dois ve´rtices u e v de um grafo G = (V,E) dizem-se adjacentes se {u, v} ∈ E, ou
seja, se {u, v} e´ uma aresta do grafo, vamos denotar por uv essa aresta. Esses ve´rtices
dizem-se extremos da aresta uv. A aresta uv, diz-se incidente em u e em v e estes
ve´rtices tambe´m se dizem incidentes na aresta.
Definic¸a˜o 3. O grau de um ve´rtice v em G e´ o nu´mero de arestas e ∈ E(G) incidentes
nele. Vamos denotar o grau do ve´rtive v por deg(v). Por exemplo, na Figura 2.1, deg(a) =
2 e deg(f) = 5.
Definic¸a˜o 4. Se G = (V,E) e´ um grafo:
• qualquer grafo H = (W,F ) tal que W ⊆ V e F ⊆ E diz-se um subgrafo do grafo
G = (V,E).
• um subgrafo H = (W,F ) do grafo G = (V,E) diz-se um subgrafo gerador se W =
V .
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• se W ⊆ V e´ um conjunto de ve´rtices de G, o subgrafo induzido por W em G e´
o grafo G[W ] = (W,EW ), onde EW e´ o conjunto de arestas de G com ambas as
extremidades em W .
• se F ⊆ E e´ um conjunto de arestas de G, o subgrafo induzido por F em G e´ o grafo
G[F ] = (VF , F ), onde VF e´ o conjunto de ve´rtices de G incidentes nas arestas de
F .
Figura 2.2: Grafos: H, G[W ] e G[F ].
Os treˆs grafos representados na Figura 2.2 sa˜o subgrafos de G = (V,E), represen-
tado na Figura 2.1.
O grafo H = (W,F ) e´ um subgrafo de G com, W = {b, c, d, f, g} ⊆ V o seu conjunto
de ve´rtices e F = {bc, cd, bf, fg} ⊆ E o conjunto de arestas.
O grafo G[W ] = (W,EW ) e´ o subgrafo induzido por G no mesmo conjunto W =
{b, c, d, f, g} ⊆ V ; EW e´ o conjunto de artesas de G com ambas as extremidades em W ,
EW = {bc, bf, cf, cd, fg, dg}.
O grafo G[F ] = (VF , F ) e´ o subgrafo induzido por G no conjunto de arestas F =
{ab, bc, bf, cd, fg, dg}; o seu conjunto de ve´rtices e´ VF = {a, b, c, d, f, g} e´ o conjunto de
ve´rtices de G incidentes nas arestas do conjunto F .
Definic¸a˜o 5. Um caminho de um grafo G e´ uma sequeˆncia de ve´rtices todos distintos,
em que dois quaisquer ve´rtices consecutivos sa˜o adjacentes. Se o ve´rtice inicial do
caminho for u e o ve´rtice final for v diz-se que e´ o caminho de u a v ou entre u e v.
Um grafo Pk = (V,E), onde V = {v0, v1, · · · , vk} e E = {v0v1, · · · , vk−1vk} diz-se um
caminho de comprimento k, um caminho em G e´ um subgrafo de G.
Na Figura 2.1, abfh, adcfh, adgfh e adgifh sa˜o caminhos entre a e h. Estes quatro
caminhos sa˜o distintos; adcfh e adgfh teˆm o mesmo comprimento, ou seja, o mesmo
nu´mero de arestas; abfh e´ um caminho de comprimento mı´nimo, pois conte´m o menor
nu´mero de arestas necessa´rias para ligar a a h em G.
Definic¸a˜o 6. Um ciclo de um grafo e´ uma sequeˆncia de ve´rtices, em que o primeiro e
o u´ltimo elemento sa˜o iguais e todos os outros sa˜o distintos entre si e distintos deste;
ale´m disso, dois quaisquer ve´rtices consecutivos desta sequeˆncia sa˜o adjacentes e ela
tem pelo menos treˆs ve´rtices distintos.
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Observe-se que num ciclo, o nu´mero de ve´rtices e o de arestas coincidem, e esse
nu´mero diz-se o comprimento do ciclo; ale´m disso, no ciclo, qualquer ve´rtice tem grau
dois e o seu comprimento e´ ≥ 3.
Por exemplo, na Figura 2.3 esta˜o representados a vermelho os ciclos abcda de com-
primento quatro e o ciclo figf de comprimento treˆs.
Figura 2.3: Ciclos do grafo da Figura 2.1.
Definic¸a˜o 7. Um grafo G = (V,E) diz-se bipartido, se o seu conjunto de ve´rtices pode
ser subdividido em dois subconjuntos, V1 e V2; V = V1 ∪ V2 e V1 ∩ V2 = ∅, tais que na˜o
existem arestas entre os elementos do mesmo subconjunto de ve´rtices.
Observe-se que decorre da definic¸a˜o que toda a aresta do grafo bipartido G une um
ve´rtice de V1 a um ve´rtice de V2. Em particular, um grafo vazio, G = (V, ∅), e´ bipartido.
Figura 2.4: Grafos Bipartidos.
Teorema 2.1. Um grafo e´ bipartido se e so´ se na˜o possui ciclos de comprimento ı´mpar.
A prova do Teorema 2.1 pode ser vista na pa´gina 16 de [10].
Observe-se que, em consequeˆncia do Teorema 2.1, os ciclos de comprimento par e
os grafos sem ciclos, ditos acı´clicos, sa˜o grafos bipartidos.
Definic¸a˜o 8. Um grafo G = (V,E) diz-se conexo se dados dois quaisquer dos seus
ve´rtices existe um caminho entre eles em G.
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Um grafo G = (V,E) que na˜o e´ conexo diz-se desconexo e pode sempre ser de-
composto como unia˜o disjunta de subgrafos conexos maximais, ditas as componentes
conexas de G.
Mais precisamente, G = G[V1]∪˙G[V2]∪˙ · · · ∪˙G[Vk], onde V = V1∪˙V2∪˙ · · · ∪˙Vk, G[Vi]
e´ um grafo conexo maximal, para todo i = 1, 2, · · · , k ( i.e., qualquer subgrafo de G
contendo estritamente algum destes G[Vi] e´ desconexo).
Figura 2.5: Grafo conexo G1; grafo desconexo G2 com duas comonentes conexas.
2.1.2 A´rvores
De entre os grafos conexos, as a´rvores sa˜o, de um certo ponto de vista, os mais simples
mas sa˜o tambe´m aqueles que surgem num grande nu´mero de aplicac¸o˜es em a´reas
muito diversas. Em particular, elas modelam diversos problemas ligados a` gene´tica, en-
tre eles os que esta˜o ligados ao trabalho sobre o qual nos debruc¸amos nesta dissertac¸a˜o.
Definic¸a˜o 9. Uma a´rvore e´ um grafo conexo que na˜o conte´m ciclos.
Observe-se que se um grafo e´ acı´clico todas as suas componentes conexas sa˜o
a´rvores e utiliza-se a designac¸a˜o de floresta para estes grafos.
Figura 2.6: A´rvore.
Numa a´rvore, chama-se folha a qualquer ve´rtice de grau um; na a´rvore da Figura 2.6
o conjunto de folhas e´ {a, c, d, i}. Os ve´rtices com grau diferente de um sa˜o designados
por ve´rtices interiores; na a´rvore da Figura 2.6 o conjunto dos ve´rtices interiores e´
{b, e, h, f, g}.
Lema 1. Existe exatamente um caminho entre cada par de ve´rtices de uma a´rvore T .
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Demonstrac¸a˜o. Seja T uma a´rvore e sejam x e y dois ve´rtices de T .
Como T e´ conexo, existe em T um caminho entre x e y; seja xx1x2...xky esse
caminho. Resta provar que este caminho e´ u´nico.
Admitamos que existe outro caminho xy1y2...yly e consideremos a justaposic¸a˜o do
primeiro com o inverso do segundo, isto e´, a sequeˆncia de ve´rtices
xx1x2...xkyylyl−1...y1x.
E´ claro que quaisquer dois ve´rtices consecutivos desta nova sequeˆncia sa˜o adjacentes.
Se os ve´rtices diferentes de x desta sequeˆncia forem todos distintos, ela forma um
ciclo do grafo, o que contradiz o facto de T ser uma a´rvore.
Em geral, eles na˜o sa˜o necessariamente todos distintos, mas e´ fa´cil ver que vai
sempre existir uma subsequeˆncia destes que forma um ciclo.
Em consequeˆncia do Lema 1, dados dois ve´rtices a e b de uma a´rvore, fica bem
definido o caminho entre eles, que sera´ denotado por Pab; ele e´ o u´nico caminho na
a´rvore que liga estes dois ve´rtices.
Vamos denotar por Eab o conjunto das arestas de Pab.
Por exemplo, na Figura 2.6, Pai = abehi e ET (a|i) = {ab, be, eh, hi}.
Observac¸o˜es:
• Seja G = (V,E) um grafo e e uma aresta do grafo G, denota-se por G\{e} o grafo
obtido a partir de G quando se retira a aresta e, i.e., o subgrafo de G definido por
V (G\{e}) = V (G) e E(G\{e}) = E(G) \ {e} ⊆ EG.
• Quando a uma a´rvore T , retirarmos uma aresta e ∈ E(T ) obtemos um grafo, T\e,
que e´ na mesma acı´clico, claro, mas desconexo ja´ que ao retirar a aresta e = uv
os ve´rtices u e v na˜o podem permanecer ligados por um caminho em T\ e porque
esse caminho juntamente com a aresta e formaria um ciclo de T . Ale´m disso, pode-
se provar que T\e tem exatamente duas componentes conexas. Cada uma destas
componente e´, enta˜o, um grafo conexo e acı´clico, ou seja , uma a´rvore.
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Figura 2.7: A´rvores T\{ek}: T\{fh}, T\{dg} e T\{eh}.
Na Figura 2.7 esta˜o representadas treˆs florestas obtidas da a´rvore da Figura 2.6,
quando retirada uma das suas arestas. As duas componentes conexas obtidas em
cada um dos casos esta˜o representadas uma a azul e outra a preto.
• Se C e´ um ciclo e e = xy ∈ E(C), C \ {e} e´ um caminho entre x e y e, portanto, um
grafo conexo.
Figura 2.8: Ilustrac¸a˜o de dois ciclos quando retirada uma aresta.
Teorema 2.2. O nu´mero de arestas de uma a´rvore T , dito cardinalidade da a´rvore e
notado por |T |, so´ depende do nu´mero n de ve´rtices de T : |T | = n− 1.
Demonstrac¸a˜o. Nos casos n = 1 e n = 2 o resultado verifica-se.
Para provarmos o resultado por induc¸a˜o consideremos T uma a´rvore qualquer com
n ve´rtices, n ≥ 3, e retiremos-lhe uma aresta.
Como observa´mos acima, se retirarmos uma aresta e a uma a´rvore T , T\e e´ uma
floresta constituida por duas a´rvores, T ′ e T ′′; sejam n′ e n′′, respetivamente, o nu´mero
de ve´rtices dessas a´rvores e seja n o nu´mero de ve´rtices de T . E´ claro que n = n′ + n′′.
Por hipo´tese de induc¸a˜o, o nu´mero de arestas de T ′ e´ n′ − 1 e o nu´mero de arestas
de T ′′ e´ n′′ − 1.
Assim o nu´mero de arestas da a´rvore T e´:
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(n′′ − 1) + (n′′ − 1) + 1 = n− 1
como querı´amos demonstrar.
Se ao inve´s de retirarmos uma aresta a` a´rvore T lhe acrescentarmos uma aresta
e = xy ligando dois dos seus ve´rtices na˜o adjacentes, forma-se um ciclo deste novo
grafo, T ∪{e}. Esse ciclo e´ obtido pela adic¸a˜o dessa aresta ao caminho de T entre x e y;
e ele e´ o u´nico ciclo do grafo , T ∪ {e} porque, se na˜o fosse u´nico, como qualquer ciclo
teria de conter e, ao retirar a aresta xy existiriam dois caminhos distintos entre x e y em
T , o que na˜o pode acontecer, pois T e´ uma a´rvore.
Figura 2.9: T ∪ {gi} e T ∪ {cd}.
Na Figura 2.9 esta˜o representados os dois grafos obtidos da a´rvore da Figura 2.6,
quando adicionada as arestas gi e cd, respetivamente. A aresta adicionada esta´ repre-
sentada a vermelho.
Definic¸a˜o 10. Uma a´rvore geradora de um grafo G e´ qualquer a´rvore que e´ um subgrafo
gerador de G.
Na Figura 2.10, os subgrafos indicados em linhas vermelhas sa˜o duas a´rvores gera-
doras do grafo G da Figura 2.1.
Figura 2.10: A´rvores geradoras do grafo G da Figura 2.1.
Observac¸o˜es:
• Decorre do Teorema 2.2 que a cardinalidade de uma a´rvore geradora de um grafo
G com n ve´rtices e´ igual a n − 1 e, consequentemente, que todas as a´rvores
geradoras do grafo G teˆm a mesma cardinalidade.
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• Qualquer grafo conexo G tem, no mı´nimo, uma a´rvore geradora.
Demonstrac¸a˜o. Seja enta˜o G um grafo conexo. Se G for um grafo acı´clico enta˜o G
e´ uma a´rvore; neste caso ha´ uma so´ a´rvore geradora do grafo G que e´ o pro´prio
grafo.
Caso contra´rio, G tem pelo menos um ciclo: consideremos uma aresta e de G tal
que e pertenc¸a a um ciclo do grafo G e retiremos essa aresta a G. Obtemos assim
o grafo G\{e} que e´ um subgrafo de G, gerador porque tem o mesmo conjunto de
ve´rtices e conexo porque a aresta retirada pertencia a um ciclo.
Se G\{e} na˜o tiver ciclos e´ uma a´rvore geradora de G. Caso contra´rio, retiramos
outra aresta que pertenc¸a a um ciclo do grafo G\{e} e assim sucessivamente.
Como os subgrafos obtidos a cada passo sa˜o sempre geradores e conexos e teˆm
cada um deles menos ciclos que o anterior, ao fim de um nu´mero finito de passos
o subgrafo obtido sera´ tambe´m acı´clico e, portanto, uma a´rvore geradora do grafo
G.
Figura 2.11: Ilustrac¸a˜o da prova.
Lema 2. Seja G = (V,E) um grafo conexo com n ve´rtices, e F ⊆ E um conjunto acı´clico
de arestas de G, ie., um conjunto F ⊆ E tal que o grafo G[F ] = (VF , F ) induzido por F
em G e´ acı´clico.
Enta˜o, F e´ o conjunto das arestas de uma a´rvore geradora se e so´ se F e´ um conjunto
maximal para a inclusa˜o com esta propriedade, i.e., se para todo X tal que F ⊂ X ⊆ E,
G[X] na˜o e´ acı´clico.
Demonstrac¸a˜o. Se F e´ o conjunto das arestas de uma a´rvore geradora, T = G[F ], enta˜o
VF = V e |F | = |V | − 1.
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Assim, para todo X tal que F ⊂ X ⊆ E, como T e´ subgrafo de G[X], G[X] e´ conexo
e VX = V portanto se G[X] fosse acı´clico seria uma a´rvore geradora com pelo menos
|V | arestas, contradizendo o Teorema 2.2.
Reciprocamente, se o conjunto F e´ acı´clico maximal, enta˜o o grafo G[F ] tem de ser
conexo e VF = V , i.e., uma a´rvore geradora deG; caso contra´rio, comoG e´ conexo, seria
possı´vel acrescentar pelo menos uma aresta e ∈ E ao conjunto F sem formar ciclos no
grafo induzido pelo novo conjunto F ∪ {e}.
2.1.3 X-a´rvores e A´rvores filogene´ticas
Devido a` sua estrutura, as a´rvores sa˜o uma forma de representar a evoluc¸a˜o das espe´cies
e a forma como se relacionam entre si. Em particular, as a´rvores, denominadas por
a´rvores filogene´ticas, sa˜o um bom modelo para a representac¸a˜o das relac¸o˜es evolutivas
entre va´rias espe´cies ou, por exemplo, entre diferentes indivı´duos da mesma espe´cie.
Nestas a´rvores, os ve´rtices de grau 1 sa˜o etiquetados por elementos de um conjunto
X, conjunto que e´ inicialmente fixado e usualmente representa o conjunto das espe´cies
ou indı´viduos cuja evoluc¸a˜o se pretende modelar. Os ve´rtices que ficam sem etiqueta,
ve´rtices “interme´dios”, tera˜o obrigato´riamente grau maior do que dois, com excec¸a˜o feita,
por vezes, a um ve´rtice destacado, dito a raı´z, que geralmente representa um ancestral
comum aos elementos de X. Nestes casos, o caminho que liga a raı´z a um ve´rtice de
etiqueta x0, x0 ∈ X, ordena os antepassados de x0 ate´ esse ancestral; o primeiro ve´rtice
comum aos caminhos dos ve´rtices de etiquetas x, y ∈ X representa o mais ”recente
antepassado comum a ambos. Nesta a´rvore e´ tambe´m usual atribuir um peso a`s arestas
que pode, por exemplo, representar o tempo de evoluc¸a˜o entre as espe´cies que a aresta
liga.
Os resultados de que falaremos nesta secc¸a˜o sa˜o va´lidos num contexto um pouco
mais geral das chamadas X-a´rvores, que definimos abaixo, de acordo com a opc¸a˜o feita
no livro [3] onde este tema e´ tratado com detalhe.
No resto do trabalho trataremos um caso particular destas a´rvores, definidas abaixo
como X-a´rvores filogene´ticas
Definic¸a˜o 11. Seja X um conjunto; uma X-a´rvore e´ um par ordenado Γ = (T, φ), em
que T = (V,E) e´ uma a´rvore e φ : X → V e´ uma func¸a˜o com a propriedade de todos
os ve´rtices de T de grau ≤ 2 pertencerem a` sua imagem.
Definic¸a˜o 12. Uma X-a´rvore filogene´tica e´ uma X-a´rvore Γ = (T, φ), em que φ e´ uma
bijec¸a˜o de X no conjunto das folhas de T .
Decorre da definic¸a˜o que uma X-a´rvore filogene´tica na˜o pode ter ve´rtices de grau 2.
Se ale´m disso, todos os ve´rtices interiores de T tiverem grau treˆs, enta˜o Γ e´ uma
X-a´rvore filogne´tica bina´ria.
Na Figura 2.12 esta˜o representadas uma X-a´rvore e uma X a´rvore filogene´tica com
os conjuntos de etiquetas:
X = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}; X = {1, 2, 3, 4, 5, 6, 7, 8, 9},
respectivamente.
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Figura 2.12: X-a´rvore; X-a´rvore filogene´tica.
No caso das X-a´rvores filogene´ticas, e´ usual, e tambe´m o faremos ao longo deste
trabalho , identificar o conjunto X das etiquetas com o conjunto das folhas de T .
Definic¸a˜o 13. Duas X-a´rvores filogene´ticas, T1 = (V1, E1) e T2 = (V2, E2), sa˜o isomorfas
se existe uma func¸a˜o φ : V1 −→ V2, tal que:
1. φ e´ bijetiva;
2. φ|X = Id;
3. ab ∈ E(T1)⇔ φ(a)φ(b) ∈ E(T2).
Se T1 e´ isomorfa a T2, ou equivalentemente, se as duas X-a´rvores sa˜o topologicamente
equivalentes, escrevemos T1
X∼= T2.
Exemplo 2. Na Figura 2.13 esta˜o representadas treˆs X-a´rvore filgene´ticas, T1, T2 e T3.
A X-a´rvore T1 e´ isomorfa a` X-a´rvore T2, T1
X∼= T2, mas na˜o e´ isomorfa a` X-a´rvore T3,
T1
X
 T3.
Figura 2.13: Treˆs X-a´rvore filogene´ticas: T1, T2 e T3.
As duas X-a´rvores, T1 e T2, sa˜o isomorfas pois a func¸a˜o φ : V (T1) −→ V (T2)
representada na Figura 2.13 respeita os treˆs pontos da Definic¸a˜o 13, portanto e´ um
isomorfismo.
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Vamos verificar que as duas X-a´rvores, T1 e T3, na˜o sa˜o isomorfas. Admitamos que
existe um isomorfirmo φ : V (T1) −→ V (T2) entre estas duas a´rvores, representado na
Figura 2.13. Observando a X-a´rvore T1, sabemos que, a aresta ax tem que ter por
imagem uma aresta com uma extremidade em a e outra em φ(x), com φ(x) o ve´rtice
correspondente a` imagem de x, na X-a´rvore T3, ilustrado na Figura 2.13. Do mesmo
modo, a aresta bx tem que ter por imagem uma aresta com uma extremidade b a outra
em φ(y), com φ(y) o ve´rtice correspondente a` imagem de y, na X-a´rvore T3.
Assim, φ(x) = φ(y), o que na˜o pode acontecer pois a func¸a˜o e´ bijetiva, logo T1
X
 T3.
Como ja´ referimos, nas aplicac¸o˜es a` biologia pode ser importante atribuir um peso
a`s arestas da a´rvore que se pretende ser um modelo dos problemas a tratar. Vamos ver
que esses pesos permitem determinar distaˆncias entre as folhas e que reciprocamente,
em certas condic¸o˜es e´ possı´vel recuperar a a´rvore a partir dessas distaˆncias.
Vamos considerar T = (V,E) uma a´rvore com conjunto de ve´rtices V , e com conjunto
de arestas E ⊆ (V
2
)
. Seja w, uma func¸a˜o definida no conjunto das arestas, que associa
a cada aresta e um nu´mero real positivo, w(e), dito o seu peso:
E : w −→ R+
e 7→ w(e)
Esta func¸a˜o, denominada por func¸a˜o peso, permite definir uma outra func¸a˜o, Dw, no
conjunto dos pares ordenados de folhas de T . Esta atribui a cada par, o peso do u´nico
caminho existente entre os ve´rtices do par na a´rvore T , do seguinte modo:
Dw = D(T,w) : X ×X −→ R≥0 :
(x, y) 7−→ Dw(x, y) := w+(ET (x|y))
onde
• X e´ o conjunto das folhas de T ;
• ET (x|y) denota, para quaisquer duas folhas x, y ∈ X, o conjunto das arestas de T
do caminho que liga x a y;
• Em geral, pode estender-se a notac¸a˜o, fazendo para η ⊆ E, w+(η) =
∑
e∈η w(e) e
w+(∅) = 0.
Esta func¸a˜o, Dw, verifica as propriedades que caracterizam qualquer me´trica, indica-
das de seguida.
• Dw e´ positiva, isto e´, Dw(x, y) ≥ 0 para quaisquer x, y ∈ V (T ) e Dw(x, y) = 0 ⇔
x = y.
Sejam x = v0 e y = vk dois ve´rtices da a´rvore T . Como foi definido anteriormente,
o peso de todas as arestas de T e´ positivo, logo e´ claro que:
D(x, y) = w(ET (x, y)) = w(e0 = {v0, v1})+w(e1 = {v1, v2})+...+w(ek = {vk−1, vk}) ≥ 0.
Se x 6= y enta˜o ET (x, y) 6= ∅ e w+(ET (x, y)) > 0 porque w(e) > 0, ∀e ∈ E.
Se x = y enta˜o ET (x, y) = ∅ e w+(ET (x, y)) = 0.
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• Dw e´ sime´trica, isto e´, Dw(x, y) = Dw(y, x).
Como, sempre que v0v1...vk e´ um caminho de x a y enta˜o vk...v1v0 e´ o caminho de
y a x, e, como nas a´rvores esse caminho e´ unico enta˜o:
ET (x, y) = ET (y, x) e Dw(x, y) = Dw(y, x).
• Dw verifica a desigualdade triangular, isto e´, Dw(x, z) ≤ Dw(x, y) + D(y, z) para
quaisquer x, y, z ∈ X.
Seja Q = PxyPyz a justaposic¸a˜o do caminho entre x e y com o caminho entre y e z.
Enta˜o Q e´ uma sequeˆncia de ve´rtices, com ve´rtice inicial x, ve´rtice final z e tal que,
ve´rtices consecutivos sa˜o adjacentes. Resulta enta˜o, que o caminho entre x e z e´
um subconjunto de Q. Em particular:
ET (x, z) ⊆ ET (x, y) ∪ ET (y, z)
e portanto
wT (ET (x, z)) ≤ wT (ET (x, y)) + wT (ET (y, z)).
Logo, Dw e´ uma me´trica.
Exemplo 3. Vamos observar a X-a´rvore representada na Figura 2.14, com pesos nas
suas arestas.
Figura 2.14: A´rvore com pesos nas arestas.
O caminho entre a a c e´ dado por: ET (a|c) = {{a, u}, {u, v}, {v, c}} e assim Dw(a, c) =
2 + 4 + 3 = 9.
A partir da X-a´rvore constro´i-se a matriz de distaˆncias seguinte:
a b c d
a

0 3 9 8
0 8 7
0 5
0
bc
d
Com o peso dos caminhos entre todos os pares de folhas da a´rvore, calculamos as
treˆs somas:
D(a, b) +D(c, d) = 3 + 5 = 8
D(a, c) +D(b, d) = 9 + 7 = 16
D(a, d) +D(b, c) = 8 + 8 = 16.
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Observamos que duas das somas sa˜o iguais e o seu valor e´ superior a` terceira soma.
E´ fa´cil ver que esta relac¸a˜o na˜o depende do valor dos pesos das arestas. Em geral,
considere-se a X-a´rvore representada na Figura 2.15, uma X-a´rvore sem pesos nas
arestas.
Figura 2.15: A´rvore com quatro folhas.
Esta X-a´rvore, uma X-a´rvore filogene´tica bina´ria com quatro folhas, vai ser denomi-
nada por a´rvore quarteto.
Tendo em atenc¸a˜o o Exemplo 3 e a Figura 2.16 e´ fa´cil verificar que para o caso
simples da a´rvore representada na Figura 2.15 a seguinte condic¸a˜o e´ satisfeita:
D(x, y) +D(z, w) ≤ D(x, z) +D(y, w) = D(x,w) +D(y, z)
Figura 2.16: Ilustrac¸a˜o dos caminhos Pxy e Pzw; Pxz e Pyw; Pxw e Pyz, respetivamente.
Este e´ um exemplo em que a desigualdade da Definic¸a˜o 14 e´ verificada.
Definic¸a˜o 14 (Condic¸a˜o dos quatro pontos). Numa a´rvore T , onde esta´ definida uma
func¸a˜o D : X × X −→ R≥0 dizemos que a condic¸a˜o dos quatro pontos e´ satisfeita, se
para quaisquer folhas a, b, c, d ∈ V , na˜o necessariamente distintas, duas das seguintes
somas
D(a, b) +D(c, d)
D(a, c) +D(b, d)
D(a, d) +D(b, c)
sa˜o iguais e o seu valor e´ maior ou igual a` terceira soma.
Lema 3. Seja T = (V,E) uma X-a´rvore e w : E −→ R+ uma func¸a˜o peso, enta˜o T
verifica a condic¸a˜o dos quatro pontos para a me´trica Dw.
A prova resulta de observar que para quaisquer quatro folhas, como no caso de
v1, v3, v5, v8 na Figura 2.17, os caminhos envolvidos no ca´lculo das distaˆncias para a
condic¸a˜o dos quatro pontos podem ser vistos como os do caso simples representado na
Figura 2.15, considerando x = v1, y = v3, z = v5 e w = v8.
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Figura 2.17: A´rvore T com os caminhos Pv1v3, Pv3v5, Pv3v8, Pv5v8 e Pv1w a vermelho.
Exemplo 4. Na Figura 2.18 esta´ representada uma a´rvore com uma me´trica Dw deter-
minada pela func¸a˜o peso representada nas arestas da figura.
A me´trica Dw definida em X × X, X = {a, b, c, d, e} , pode ser representada pela
matriz 5× 5, δ = (δij), dita matriz de distaˆncias, δij = Dw(i, j) com (i, j) ∈ X ×X.
Figura 2.18: X-a´rvore com pesos nas arestas; func¸a˜o δ associada.
Em geral, dada uma X-a´rvore T , com uma func¸a˜o peso positiva nas arestas, pode-
mos associar-lhe uma func¸a˜o:
δ : X ×X → R+
com δ(x, y) = Dw(x, y) ∀x, y ∈ X.
Esta func¸a˜o pode ser representada por uma matriz n × n, n = |X|, dita matriz de
distaˆncias δ = (δij), em que cada entrada δij e´ definida como o peso do caminho entre o
ve´rtice i e o ve´rtice j na a´rvore T .
Como δ(x, x) = 0 e δ(x, y) = δ(y, x) ∀x, y ∈ X. Esta matriz e´ sime´trica, com zeros na
diagonal.
δ =

δ11 δ12 δ13 ... ... δ1n
δ21 δ22 δ23 ... ... δ2n
... ... ... ... ... ...
δn1 δn2 δn3 ... ... δnn
 =

0 δ12 δ13 ... δ1n
0 δ23 ... δ2n
0
0

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Mas nem sempre e´ possı´vel associar a uma matriz quadrada δ, triangular positiva e
com zeros na diagonal uma X-a´rvore com pesos nas arestas que a determine.
Exemplo 5. Vamos considerar uma matriz de distaˆncias M e verificar que na˜o e´ possı´vel
representa´-la por uma a´rvore com uma me´trica associada.
a b c d
a

0 1 2 3
1 0 5 4
2 5 0 3
3 4 3 0
bc
d
A distaˆncia entre a e b e´ igual a 1 e a distaˆncia entre a a c e´ igual a 2. Como a
desigualdade triangular e´ uma propriedade da me´trica Dw, enta˜o o u´nico caminho entre
b e c teria peso ≤ 3. Na matriz o peso do caminho entre b e c e´ igual a 6, logo tal condic¸a˜o
na˜o e´ satisfeita.
Vamos enta˜o assumir que existe uma a´rvore T tal que a distaˆncia entre os seus
ve´rtices e´ dada pelas entradas da matriz M , ou seja, mij representa a distaˆncia entre o
ve´rtice i e o ve´rtice j, isto e´, M = Dw qualquer.
Neste exemplo a func¸a˜o Dw, representada na matriz, na˜o e´ uma me´trica, logo era
fa´cil de verificar que na˜o era possı´vel representa-la numa a´rvore.
Vamos agora ver outro exemplo, em que a func¸a˜o Dw representada na matriz e´ uma
func¸a˜o me´trica.
Exemplo 6. Consideremos agora a matriz M representada abaixo.
a b c d
a

0 2 1 2
0 1 2
0 2
0
bc
d
Esta matriz e´ positiva, sime´trica e respeita a desigualdade triangular, mas, a func¸a˜o
Dw que ela representa na˜o pode ser associada a uma X-a´rvore, ou seja, na˜o e´ possivel
atribuir pesos a uma a`rvore com quatro folhas, a, b, c, d, em que a distaˆncia entre os
pares de folhas respeite a func¸a˜o Dw representada na matriz.
E´ facı´l de verificar que uma tal func¸a˜o Dw na˜o verifica a condic¸a˜o dos quatro pontos,
pois:
Dw(a, b) +Dw(c, d) = 4
Dw(a, c) +Dw(b, d) = 3
Dw(a, d) +Dw(b, c) = 3
duas das soma sa˜o iguais, mas o seu valor e´ menor que a terceira soma, mas, de acordo
com o Lema 3, a condic¸a˜o dos quatro pontos teria que ser satisfeita.
18
O resultado seguinte, cuja prova pode ser vista em [3], pag. 152, Teorema 7.2.6
(Tree-Metric Theorem), mostra que esta condic¸a˜o dos 4 pontos e´ necassa´ria e suficiente
para garantir que uma matriz sime´trica com zeros na diagonal tem uma representac¸a˜o
por X-a´rvore, i.e., e´ a matriz das distaˆncias DW entre os ve´rtices etiquetados por X de
alguma certa X-a´rvore com uma func¸a˜o w de pesos nas arestas:
Teorema 2.3. Seja δ uma func¸a˜o tal que ∀x, y ∈ X δ(x, x) = 0 e δ(x, y) = δ(y, x). Enta˜o δ
tem uma representac¸a˜o por X-a´rvore se e so´ se satisfaz a condic¸a˜o dos quatro pontos.
2.2 Enlac¸ar uma a´rvore filogene´tica
O Tree Metric Theorem, provado por independentemente de Zaretskii (1965), Simo˜es-
Pereira (1969) e Buneman (1971), afirma que numaX-a´rvore T , com pesos positivos nas
arestas, com conjunto de folhas X e sem ve´rtices de grau dois, fica determinado, tanto o
peso de todas as arestas como a topologia da a´rvore, pelo conhecimento das distaˆncias
entre todos os pares de folhas. E sa˜o conhecidos algoritmos, como o Algoritmo Neighbor
Joining (ver [3, pa´g. 157]) que permitem reconstruir a a´rvore com pesos nas arestas a
partir da matriz de distaˆncias.
A abordagem feita por Dress, Huber e Steel em [4] que vamos introduzir nesta
secc¸a˜o, e´ a de estudar as propriedades que permitem garantir que certos conjuntos
de pares de folhas de uma X-a´rvore filogene´tica determinem a a´rvore. Estes conjuntos,
sa˜o denotados por L e denomidados por Lassos.
De acordo com os autores do referido artigo, uma das razo˜es que tornam importante
esta ideia e´ o facto de numa das possı´veis aplicac¸o˜es em biologia, a sequenciac¸a˜o
gene´tica, so´ ser possı´vel determinar a chamada distaˆncia gene´tica entre uma parte das
combinac¸o˜es dos objetos biolo´gicos envolvidos, que no modelo matema´tico sera˜o as
folhas da a´rvore a reconstruir.
Ao longo desta secc¸a˜o, quando dizemos X-a´rvore queremos dizer X-a´rvore filo-
gene´tica e vamos identificar o conjunto das etiquetas, X, com o conjunto das folhas
da a´rvore.
Definic¸a˜o 15. Numa X-a´rvore, a qualquer subconjunto com dois elementos,
(
X
2
)
de X
chamamos corda e escrevemos c = xy. Um conjunto de cordas diz-se um Lasso.
Definic¸a˜o 16. Duas X-a´rvores T e T ′, com duas func¸o˜es peso associadas, w e w′, res-
pectivamente, dizem-se L -isome´tricas se a distaˆncia entre os pares de folhas que per-
tencem a L forem iguais nas duas X-a´rvores, isto e´, para todos {x, y} ∈ L , Dw(x, y) =
Dw′(x, y) e escrevemos (T,w)
L≡ (T ′, w′).
Exemplo 7. Vamos considerar a X-a´rvore seguinte e o conjunto L = {ab, bc, bd, af, ae}.
Consideremos a X-a´rvore T representada na Figura 2.19, e duas func¸o˜es peso
distintas w definidas na a´rvore T , w2 e w3, quando ε = 2 e ε = 3, respetivamente.
As distaˆncias entre todos os pares de folhas que pertencem ao Lasso L sa˜o iguais
nas duas a´rvores:
Dw2(a, b) = 200 = Dw3(a, b)
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Figura 2.19: X-a´rvore com pesos.
Dw2(b, c) = 100 = Dw3(b, c)
Dw2(b, d) = 202 = Dw3(b, d)
Dw2(a, f) = 204 = Dw3(a, f)
Dw2(a, e) = 200 = Dw3(a, e)
logo, (T,w2)
L≡ (T,w3), com w2 6= w3
Exemplo 8. Vamos considedar agora duas X-a´rvores distintas, T e T ′ representadas na
Figura 2.20, que na˜o sa˜o topologicamente equivalentes, e cada uma com a sua func¸a˜o
peso associada, w e w′, respetivamente. Consideramos tambe´m o lasso L = {ab, cd}.
Figura 2.20: Duas X-a´rvores distintas.
Como no exemplo anterior, o peso do caminho entre os pares de folhas que perten-
cem ao lasso L sa˜o iguais nas duas a´rvores:
Dw(a, b) = 2 = Dw′(a, b)
Dw(c, d) = 6 = Dw′(c, d).
logo, (T,w)
L≡ (T ′, w′).
O peso do caminho entre os pares de folhas que na˜o pertencem ao lasso L sa˜o
distintos nas duas a´rvores e portanto para qualquer conjunto de pares L ′ que contenha
pelo menos um dos pares abaixo as duas a´rvores na˜o sera˜o L ′-isome´tricas.
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Dw(a, c) = 8 6= 4 = Dw′(a, c)
Dw(a, d) = 8 6= 4 = Dw′(a, d)
Dw(b, c) = 8 6= 4 = Dw′(b, c)
Dw(b, d) = 8 6= 4 = Dw′(b, d)
Definic¸a˜o 17. Seja T uma X-a´rvore e L um lasso associado a essa mesma a´rvore.
Vamos denotar por Γ(L ) o grafo que tem como conjunto de ve´rtices os elementos
do conjunto X, e arestas os pares de folhas que pertencem ao lasso L .
Por exemplo, o grafo Γ(L ) associado ao lasso L = {ab, bc, bd, af, ae} da Figura 2.19
e´:
Figura 2.21: Grafo Γ(L ) associado a L = {ab, bc, bd, af, ae}.
Definic¸a˜o 18. Dada uma X-a´rvore T e um subconjunto L de
(
X
2
)
, definem-se treˆs tipo
de lassos:
• L e´ edge-weight lasso de T se determina o peso de todas as arestas da a´rvore,
isto e´, se w e w′ forem duas func¸o˜es peso em T que “coincidem emL ”. Isto e´, tais
que (T,w)
L≡ (T,w′) enta˜o coincidem em todas as arestas de T , ou seja, w = w′.
• L e´ lasso topolo´gico de T se determina a topologia da a´rvore, isto e´, se w e w′
forem duas func¸o˜es peso em T e T ′, respetivamente, que “coincidem em L ”, isto
e´, tais que (T,w)
L≡ (T ′, w′), enta˜o T e T ′ sa˜o topologicamente equivalentes.
• L strong lasso de T se e´ simultaneamente edge-weight e topolo´gico; este sub-
conjunto, L , permite determinar os pesos de todas as arestas da a´rvore e a sua
topologia.
Seja T uma X-a´rvore com conjunto de folhas X = {a, b, c, d, e, f}, e seja L =
{ab, ac, bc, de, df, ef} um lasso associado a esta X-a´rvore. E´ fa´cil verificar que L na˜o
e´ um edge-weight lasso.
Como ja´ foi visto na Definic¸a˜o 18, L e´ um edge-weight lasso se w e w′ forem duas
func¸o˜es peso em T tal que (T,w)
L≡ (T,w′), enta˜o coincidem em todas as arestas de T ,
ou seja, w = w′.
E´ conhecido o comprimento dos caminhos que ligam quaisquer duas folhas do con-
junto: {ab}, {ac}, {bc}, {de}, {df}, {ef}. No entanto, na˜o e´ possı´vel determinar a distaˆncia
entre uma folha do conjunto {abc} e do conjunto {def}. Consideremos ek uma aresta
do caminho que ligue duas folhas dos conjuntos {abc} e {def} e que na˜o pertenc¸a
aos caminhos que ligam os pares de folhas do conjunto L . Essa aresta pode tomar
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qualquer valor, o que na˜o garante que w = w′, logo L = {ab, ac, bc, de, df, ef} na˜o e´ um
edge-weight lasso para a X-a´rvore T .
Por fim, vamos considerar a X-a´rvore representada na Figura 2.22 com conjunto de
folhas X = {a, b, c, d, e, f}, e sejaL = {ab, ac, bc, de, df, ef, ae, bd, cf} um lasso associado
a T .
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Figura 2.22: X-a´rvore T .
Vamos verificar que L e´ um edge-weight lasso para a X-a´rvore T , uma vez que e´
possı´vel determinar, para qualquer func¸a˜o peso w de T , os valores D(x, y) := Dw(x, y),
para todas as cordas xy ∈ (X
2
)
.
As distaˆncias entre quaisquer xy ∈ L sa˜o conhecidas. Vamos verificar se, para todas
as cordas que na˜o pertenc¸am ao lasso L , e´ possı´vel determinar o valor de D(x, y). Por
exemplo:
D(a, d) = D(a, c) +D(b, d)−D(b, c)
depois de conhecida a distaˆncia entre as folhas a e d, podemos determinar:
D(b, e) = D(a, e) +D(b, d)−D(a, d).
Analogamente, determinamos a distaˆncia entre os pares de folhas restantes:
D(c, e) = D(d, e) +D(c, f)−D(d, f)
D(a, f) = D(c, f) +D(a, e)−D(c, e)
D(b, f) = D(b, e) +D(a, f)−D(a, e)
D(c, d) = D(c, e) +D(a, d)−D(a, e).
Para uma certa func¸a˜o peso w, e´ possı´vel determinar a distaˆncia entre todos os pares
de folhas, enta˜o L = {ab, ac, bc, de, df, ef, ae, bd, cf} e´ um edge-weight lasso.
No entanto,L na˜o e´ um lasso topolo´gico, pois existem, pelo menos, duas X-a´rvores
que na˜o sa˜o topologicamente equivalentes com o mesmo peso entre todos os pares de
folhas da X-a´rvore T . Na Figura 2.23 esta˜o representadas duas X-a´rvores, T1 e T2, com
a mesma distaˆncia entre todos os pares de folhas de L , mas na˜o sa˜o topologicamente
equivalentes.
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Figura 2.23: Duas a´rvores que na˜o sa˜o topologicamente equivalentes: T1 e T2.
Admitamos que existe uma func¸a˜o φ : V (T1) −→ V (T2), que e´ um isomorfismo nas
duas X-a´rvoes.
Para as duas X-a´rvores, T1 e T2, considere-se:
• x e y dois ve´rtices interiores de T1,
• ax a aresta com extremidades a e x; cy a aresta com extremidade c e y,
• φ(x) e φ(y) as imagens de x e y em T2, respetivamente,
representado na Figura 2.24.
Assim sendo, a aresta ax tem que ter por imagem uma aresta que tem extremidade
em a, e outra extremidade em φ(x) (imagem de x em T2).
Do mesmo modo, a aresta cy tem que ter por imagem uma aresta que tem extremi-
dade em c, e outra extremidade em φ(y) (imagem de y em T2).
Com esta construc¸a˜o, na X-a´rvore T2, temos que φ(x) = φ(y), o que contradiz o item
1 da Definic¸a˜o 13, logo T1
X
 T2.
Figura 2.24: T1 e T2.
Teorema 2.4. Se n ≥ 4 e L e´ lasso topolo´gico de T , enta˜o Γ(L ) deve ser conexo.
Demonstrac¸a˜o. Suponha que existe uma bipartic¸a˜o de X em dois subconjuntos disjun-
tos na˜o vazios, A e B, tal queL na˜o conte´m nenhuma corda formada por ab onde a ∈ A
e b ∈ B. Considera-se w qualquer func¸a˜o de peso em T . Consideremos T |A e T |B as
duas a´rvores obtidas atrave´s da restric¸a˜o de T a A e B, respetivamente, e consideremos
w|A e w|B, as restric¸o˜es de w a estas suba´rvores, as suas func¸o˜es de peso.
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Podemos enta˜o construir uma X-a´rvore T ′ com func¸a˜o de peso w′ tal que T ′ na˜o e´
topologicamente equivalente a T apesar de se verificar T |A ∼= T ′|A e T |B ∼= T ′|B, bem
como wA = w′A e wB = w′B e , por conseguinte, (T,w) e (T ′, w′) serem L -isome´tricas.
Isso pode ser feito pela “fusa˜o” de T |A e T |B por arestas convenientemente escolhi-
das.
A Figura 2.25 representa a X-a´rvore com conjunto X = {a, b, c, d, e, f}, conjunto
L = {ab, bc, ac, de, ef, fd} e o grafo Γ(L ). Como o grafo e´ desconexo, enta˜o o lasso L
na˜o e´ topolo´gico.
Figura 2.25: X-a´rvore com conjunto X = {a, b, c, d, e, f} e o seu grafo Γ(L ) assciado ao
conjunto L = {ab, bc, ac, de, ef, fd}.
Teorema 2.5. Se L e´ weigth-lasso de T , enta˜o Γ(L ) e´ fortemente na˜o bipartido, i.e.,
todas as componentes conexas do grafo Γ(L ) sa˜o na˜o bipartidas.
Demonstrac¸a˜o. Suponha que Γ(L ) conte´m uma componente conexa que e´ bipartida:
seja Y ⊆ X o conjunto de ve´rtices dessa componente e sejam Y + e Y −, os dois
conjuntos de uma bipartic¸a˜o de Y tais que na˜o existem arestas do grafo a ligar ve´rtices
Y + entre si, nem de Y − entre si.
Dada qualquer func¸a˜o de peso de T , podemos adicionar uma constante suficien-
temente pequena, τ , aos pesos de todas as arestas que conte´m uma folha em Y + e
subtrair a mesma quantidade a todos os pesos das arestas que conte´m uma folha em
Y −, sem alterar a distaˆncia entre quaisquer duas folhas x, x′ ∈ X com xx′ ∈ L . Sendo
assim, o lasso na˜o e´ edge-weigth lasso.
Na Figura 2.26 esta´ representada uma X-a´rvore com conjunto X = {a, b, c, d, e}.
Consideremos L = {ab, ac, bc, de} e o seu grafo Γ(L ) que como verifica´mos na figura e´
um grafo desconexo.
Figura 2.26: X-a´rvore com conjunto X = {a, b, c, d, e} e o grafo Γ(L ) associado ao
conjunto L = {ab, ac, bc, de}.
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Consideremos a componente conexa bipartida do grafo, {de}. Temos enta˜o os con-
juntos de bipartic¸a˜o Y + = {d} e Y − = {e} e somamos τ a todas as arestas incidentes
nas folhas que pertencem ao conjunto Y + e subtraimos τ a todas as arestas que incidem
nas folhas que pertencem ao conjunto Y −, ilustrado na Figura 2.27.
Figura 2.27: X-a´rvore com conjunto X = {a, b, c, d, e} com diferentes pesos nas arestas.
Como verificamos na Figura 2.27, a distaˆncia entre todos os pares de folhas que
pertencem ao lasso L manteˆm-se nas duas a´rvores, variando o valor τ obtemos va´rias
X−a´rvores distintas e a distaˆncia entre os pares de folhas do lasso L na˜o se altera.
Concluimos enta˜o que o lasso L na˜o e´ edge-weigth lasso.
Corola´rio 1. Em particular, Γ(L ) e´ conexo e na˜o bipartido se L e´ strong-lasso para T .
Demonstrac¸a˜o. Pelo Teorema 2.4 sabe-se que se Γ(L ) e´ um grafo conexo, enta˜o L
e´ um lasso topolo´gico. Por outro laso, pelo Teorema 2.5 sabe-se que que se Γ(L ) e´
fortemente na˜o bipartido, enta˜o L e´ um edge-weight lasso.
Assim, se Γ(L ) e´ um grafo conexo e fortemente na˜o bipartido, enta˜o o lassoL e´ um
edge-weight lasso e lasso topolo´gico, ou seja, um strong lasso.
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Capı´tulo 3
Matroides
Neste capı´tulo introduzimos uma estrutura combinato´ria que sera´ associada no capı´tulo
seguinte a`s X-a´rvores filogene´ticas, um matroide.
O matroide pode ser introduzido de diversas formas que podem estar mais direta-
mente relacionadas com alguns dos objetos matema´ticos a que esta estrutura pode ser
associada: por exemplo, o conjunto de independentes, o das bases ou o dos circuitos.
O conceito de base de um espac¸o vetorial e o de a´rvore geradora de um grafo, sa˜o dois
dos mais conhecidos exemplos diretamente ligados a esta estrutura combinato´ria.
Ela e´ definida num conjunto finito e na˜o vazio, dito o seu conjunto de suporte, que no
caso em estudo no pro´ximo capı´tulo sera´
(
X
2
)
, visto como o conjunto dos pares de folhas
de uma X-a´rvore. Neste caso, sera´ usada uma func¸a˜o, denominada por func¸a˜o rank,
para introduzir o matroide associado a uma qualquer X-a´rvore.
As provas de alguns dos resultados aqui apresentados bem como outras proprieda-
des e resultados gerais em Teoria de Matroides podem ser consultados, por exemplo,
em [1], [2] e [6].
3.1 Definic¸a˜o e Propriedades
Definic¸a˜o 19. Seja M um conjunto finito e I um conjunto de partes de M , que satisfa-
zem as seguintes condic¸o˜es:
(i) ∅ ∈ I ;
(ii) Se X ∈ I e Y ⊆ X enta˜o Y ∈ I ;
(iii) Se I1 e I2 ∈ I e |I1| < |I2| enta˜o existe um elemento b ∈ I2\I1 tal que I1 ∪ {b} ∈ I .
Dizemos enta˜o queM = (M,I ) e´ um matroide.
Se M = (M,I ) e´ um matroide, dizemos que M e´ um matroide sobre M ou que M
e´ o conjunto de suporte deM .
Os elementos de I , tambe´m denotado por I (M ), dizem-se os independentes de
M .
Os subconjuntos de M que na˜o esta˜o em I sa˜o ditos os dependentes deM .
Observe-se o que resulta da Definic¸a˜o 19:
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• o conjunto de independentes e´ na˜o vazio porque ∅ ∈ I .
• Como I 6= ∅ e M e´ finito existe sempre pelo menos um conjunto independente
maximal para a inclusa˜o:
Vamos supor x0 um elemento do conjunto M e I0 um subconjunto independente.
Se existir um elemento x1 ∈ M\{I0} tal que I1 = I0 ∪ {x1} e´ um subconjunto
independente, isto implica que existe um subconjunto indepentente que conte´m es-
tritamente o anterior; caso contra´rio, I0 e´ um conjunto independente maximal. Em
geral, se Ii−1 e´ um conjunto independente, ou podemos acrescentar um elemento
xi ∈M\Ii−1 tal que Ii = Ii−1 ∪ {xi} e´ um conjunto independente ou Ii = Ii−1 ∪ {xi}
e´ dependente, para todo xi ∈ M\Ii−1, e nesse caso Ii−1 e´ independente maximal.
Como M e´ um conjunto finito e existe pelo menos um I0 isto implica que existe um
k tal que Ik e´ um subconjunto independente maximal.
• Os subconjuntos independentes maximais sa˜o ditos bases do matroide.
Lema 4. Quaisquer dois conjuntos independentes maximais teˆm o mesmo nu´mero de
elementos.
Demonstrac¸a˜o. Sejam I1 e I2 dois conjuntos independentes maximais de um matroide
M e admitamos por reduc¸a˜o ao absurdo que |I1| 6= |I2|; sem perda de generalidade
podemos admitir que |I1| < |I2|. Pela Definic¸a˜o de matroide, existe um elemento b ∈ I2\I1
tal que I1 ∪ {b} e´ independente. Sabemos que I1 ∪ {b} % I1 porque b ∈ I2\I1, o que
contraria o facto de I1 ser maximal.
Logo, nem |I1| < |I2| nem |I2| < |I1|. Assim sendo |I1| = |I2|.
Decorre do lema anterior que, quaisquer duas bases de um matroide M , teˆm o
mesmo nu´mero de elementos.
Teorema 3.1. Seja B uma colec¸a˜o de subconjuntos de M . Se B e´ a colec¸a˜o de bases
de um matroide em M , enta˜o, satisfaz as seguintes condic¸o˜es:
(i) B 6= ∅;
(ii) Se A e B sa˜o membros distintos de B e a ∈ A \ B, enta˜o existe um elemento
b ∈ B \ A tal que A \ {a} ∪ {b} ∈ B.
Demonstrac¸a˜o. Como ja´ foi visto anteriormente, a colec¸a˜o das bases de um matroide e´
na˜o vazia.
Sejam A e B ∈ B duas bases quaisquer.
As bases de um matroide sa˜o os subconjuntos independentes maximais, enta˜o, pelo
Lema 4 sabemos que |A| = |B|.
Consideremos x ∈ A\B. Como A\{x} ⊆ A e A ∈ I , enta˜o pela Definic¸a˜o 19,
A\{x} ∈ I .
Dado que |A\{x}| = |A| − 1 = |B| − 1 < |B|, pela Definic¸a˜o 19 sabemos que existe
y ∈ B\(A\{x}) tal que (A\{x}) ∪ {y} ∈ I .
Falta agora provar que este conjunto, ale´m de independente, e´ maximal.
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Como |(A\{x}) ∪ {y}| = |A| = |B| e {x} 6= {y}, enta˜o (A\{x}) ∪ {y} e´ maximal, se
na˜o fosse teriamos independentes maximais com cardinais distintos, o que contraria o
Lema 4.
O recı´proco do Teorema e´ verdade, ou seja, se uma colec¸a˜o B de subconjuntos de
um conjunto M satisfaz as duas propriedades, enta˜o o parM = (M,I ) e´ um matroide,
onde I = {I ∈P(M) : I ⊆ B para algum B ∈ B} e P(M) e´ o conjunto das partes de
M .
A prova do recı´proco do Teorema pode ser vista na pa´gina 8 de [2].
De seguida, sa˜o apresentados alguns exemplos de matroides.
Exemplo 9 (Matroide Livre). Seja M um conjunto com n elementos tal que M ∈ I .
Neste caso, todos os subconjuntos de E sa˜o independentes, ou seja, I = P(M). O
parM = (M,P(M)) define um matroide dito matroide livre.
Exemplo 10. Sejam n e k dois inteiros na˜o negativos tais que k ≤ n. Seja E o conjunto
com n elementos e B a colec¸a˜o de subconjuntos de M com k elementos.
A famı´liaB verifica os axiomas das bases de um matroide e assim o parM = (M,B)
define um matroide chamado matroide uniforme, denotado por Un,k.
A qualquer grafo podemos associar um matroide.
Definic¸a˜o 20 (Matroide Gra´fico). Consideremos um grafo conexo G e seja E(G) o con-
junto de arestas de G.
A este grafo podemos associar o matroide, MG = (EG,IG), com conjunto de suporte
igual ao conjunto das arestas do grafo G, EG, e conjunto de independentes os conjuntos
acı´clicos de arestas de G, i.e., os conjuntos de arestas dos seus subgrafos acı’ıclicos,
IG = {I ⊆ EG : G[I] e´ acı´clico }.
Seja BG o conjunto formado pelos conjuntos de arestas acı´clicos maximais; prova-
mos em [6] que os elementos deste conjunto sa˜o as a´rvores geradoras do grafoG. Como
referimos anteriormente, as bases dos matroides tem propriedades ba´sicas que podem
ser tomadas como axiomas para um matroide. Deste modo, caracterizamos o matroide
atrave´s do seu conjunto de bases.
Teorema 3.2. Se G e´ um grafo conexo, enta˜o MG = (EG,BG) e´ um matroide.
Demonstrac¸a˜o. Consideremos A e B duas a´rvores geradoras distintas do grafo G, A e
B ∈ BG e seja a ∈ A\B e b ∈ B\A.
Queremos provar que A ∪ {b}\{a} ∈ BG, ou seja, que e´ uma a´rvore geradora de G.
Consideremos uma aresta b ∈ B\A, A ∪ {b} conte´m um u´nico ciclo, Cb, ver secc¸a˜o
2.1.2. Como B e´ uma a´rvore, enta˜o Cb * B.
Sabemos enta˜o, que existe uma aresta a ∈ A\B tal que A ∪ {b}\{a} e´ acı´clico, ou
seja, uma a´rvore.
Como |A∪{b}\{a}| = |A| = |B| enta˜o A∪{b}\{a} e´ uma a´rvore geradora, pois todas
as a´rvores geradoras tem a mesma cardinalidade.
Assim, MG e´ um matroide.
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Exemplo 11. Na Figura 3.1 esta´ representado o grafo G = K4, sendo K4 o grafo
completo com quatro ve´rtices.
Como acima ja´ foi definido, o conjunto de suporte e´ o conjunto das arestas do grafo,
ou seja, E = {e1, e2, e3, e4, e5, e6}. O conjunto dos independentes do matroide sa˜o as
florestas do grafo.
Assim, definimos o matroide MG = (EG,IG).
O conjunto das bases deste matroide sa˜o as florestas maximais do grafo G. Como G
e´ um grafo conexo, as bases do matroide sa˜o as a´rvores geradoras:
BG = {{e1, e2, e5}, {e1, e2, e6}, {e1, e2, e4}, {e1, e3, e5}, {e1, e3, e4},
{e1, e3, e6}, {e4, e3, e6}, {e3, e2, e6}, {e3, e2, e5}, {e3, e2, e4}, ...}
Figura 3.1: Grafo completo com quatro ve´rtices, K4.
Definic¸a˜o 21. Um circuito de um matroide e´ um subconjunto C de M , dependente
minimal, isto e´, tal que C e´ dependente e ∀x ∈ C, C\{x} e´ independente. A colec¸a˜o
dos circuitos do matroide e´ denotada por C .
Como ja´ referimos, a colec¸a˜o das bases tem propriedades simples que podem ser
tomadas como axiomas para um matroide. O mesmo acontece com os circuitos.
Teorema 3.3. Seja M um conjunto finito; C ⊆ P(M) e´ a colec¸a˜o dos circuitos de um
matroideM , denotada por C ,se e so´ se tem as seguintes propriedades:
(i) ∅ /∈ C ;
(ii) Se C1, C2 ∈ C , com C1 ⊆ C2 enta˜o C1 = C2;
(iii) Se C1, C2 ∈ C , com C1 6= C2 e a ∈ C1 ∩ C2 enta˜o existe C3 ∈ C tal que C3 ⊆
(C1 ∪ C2)\a.
A prova do Teorema 3.3 pode ser vista na pa´gina 23 [1].
De modo a ilustrar os circuitos de um matroide associado a um grafo, vamos conside-
rar o grafo G representado na Figura 3.2. Seja M = MG, o matroide gra´fico associado
ao grafo G. O par M = (E,C ) que representa o matroide, tem como conjunto de
suporte E as arestas e C os ciclos do grafo G. Ou seja, E = {e1, e2, e3, e4, e5, } e
C = {{e3}, {e1, e4}, {e1, e2, e5}, {e2, e4, e5}}.
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Figura 3.2: Grafo G.
3.2 Circuitos e rank num matroide
Definic¸a˜o 22 (Matroide associado a uma matriz). Dada uma matriz A ∈ Mm×n(R),
consideremos que cada coluna da matriz e´ um vetor de Rm. As colunas desta matriz
sa˜o denotadas por ui, com i = 1, 2, ..., n.
Seja M = (M,I ) o matroide onde M = {1, 2, 3, ..., n} e´ o conjunto dos ı´ndices da
colunas da matriz A. Os independentes deM , elementos do conjunto I , sa˜o definidos
por:
{i1, ..., ik} ∈ I ⇔ {ui1 , ..., uik} e´ linearmente independente,
ou seja, os ı´ndices dos conjuntos de colunas da matriz, que sa˜o linearmente indepen-
dentes, formam os subconjuntos independentes do matroide.
Este matroide e´ denominado por matroide vetorial ou linear.
Teorema 3.4. Sendo M e I os subconjuntos definidos anteriormente, enta˜o M =
(M,I ) define um matroide.
A prova do Teorema 3.4 pode ser vista nas pa´ginas 7 e 8 de [6].
Exemplo 12. Seja A a matriz A=
(
1 0 0 1 1
0 1 0 0 1
)
sobre R. Os elementos do conjunto
de suporte M = {1, 2, 3, 4, 5}, sa˜o os ı´ndices dos conjuntos das colunas da matriz A. O
conjunto dos independentes do matroide e´:
I = {∅, {1}}, {2}, {4}, {5}, {1, 2}, {1, 5}, {2, 4}, {2, 5}, {4, 5}}.
Assim, o conjunto de dependentes do matroide e´:
{{3}, {1, 3}, {1, 4}, {2, 3}, {3, 4}, {3, 5}} ∪ {X ⊆M : |X| ≥ 3}.
As bases do matroide sa˜o os conjuntos independentes maximais, neste caso: B =
{{1, 2}, {1, 5}, {2, 4}, {2, 5}, {4, 5}}.
Exemplo 13. Seja A a matriz A=
1 1 1 20 1 0 1
1 0 0 1
.
O conjunto de suporte M = {1, 2, 3, 4}, e´ o conjunto dos ı´ndices das colunas da
matriz, e I e´ o subconjunto de partes de M , ou seja, o conjunto dos ı´ndices dos
conjuntos de colunas da matriz que sa˜o linearmente independentes.
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I = {∅, {1}, {2}, {3}, {4}, {1, 2}, {1, 3}, {1, 4}, {2, 3}, {3, 4},
{2, 4}, {1, 2, 3}, {1, 3, 4}, {2, 3, 4}}
As bases deste matroide sa˜o B = {{1, 2, 3}, {1, 3, 4}, {2, 3, 4}}, ou seja, o conjunto
dos independentes maximais.
Seja M um matroide em M e A um subconjunto de M . A func¸a˜o rank e´ definida no
conjunto das partes de M do seguinte modo:
rank : P(M) −→ Z+0
X 7→ rank(X) = {ma´x |I| : I ∈ I , I ⊆ X}
.
Esta func¸a˜o verifica as seguintes propriedades:
• rank(A) ∈ Z+0 ;
• rank(A) ≤ |A|;
• Para quaisquer dois subconjuntos A e B de M :
rank(A ∪B) + rank(A ∩B) ≤ rank(A) + rank(B);
• Para qualquer subconjunto A e elemento x:
rank(A) ≤ rank(A ∪ {x}) ≤ rank(A) + 1.
Como ja´ referimos, a colec¸a˜o das bases ou dos circuitos, teˆm propriedades simples
que podem ser tomadas como axiomas para um matroide, o mesmo acontece com a
func¸a˜o rank.
Com as propriedades acima e´ fa´cil verificar que a func¸a˜o rank e´ mono´tona, ou seja,
se A ⊂ B enta˜o rank(A) ≤ rank(B).
Sejam A e B dois subconjuntos de E.
Usando as propriedades acima sabemos que: rank(A ∪ {x}) ≤ rank(A) + 1.
Se A = B enta˜o rank(A) = rank(B). Se A ⊂ B enta˜o existe um conjunto de
elementos {x1, x2, ..., xk} ∈ B\A, assim sendo:
rank(A ∪ {x1, x2, ..., xk}) ≤ rank(A) + |{x1, x2, ..., xk}| ≤ rank(B).
Assim, usando a func¸a˜o rank, definimos as seguintes colec¸o˜es:
• I = {I ⊆ M : rank(I) = |I|} e´ a colec¸a˜o dos conjuntos independentes do
matroide;
• G = {L ⊆M : rank(L) = rank(M)} e´ a colec¸a˜o dos conjuntos de geradores;
• B e´ a colec¸a˜o das bases do matroide, ou seja, os conjuntos maximais de I ;
• C e´ a colec¸a˜o dos circuitos, ou seja, os conjuntos minimais deP(M)−I .
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Exemplo 14. Considerando o grafo da Figura 3.2, conlcuimos que: rank({e3}) = 0,
rank({e1, e4}) = 1, rank = ({e1, e2, e5}) = 2, rank = ({e1, e4, e5}) = 2 e rank = ({e1, e2, e5}) =
2.
Exemplo 15. Considerando agora o matroide do Exemplo 12. Temos os cinco vectores
que sa˜o as colunas da matriz A:
u1 =
(
1
0
)
u2 =
(
0
1
)
u3 =
(
0
0
)
u4 =
(
1
0
)
u5 =
(
1
1
)
Sabemos enta˜o que: rank({u1}) = 1, rank({u3}) = 0, rank({u1, u2}) = 2, rank({u1, u3}) =
1, rank({u1, u2, u3}) = 2, rank({u1, u2, u3, u4}) = 2 e rank({u1, u2, u3, u5}) = 2.
Definic¸a˜o 23. Seja V um espac¸o vetorial, X = {x1, x2, ..., xn} um conjunto de geradores
de V e Y ∈P(X) um conjunto de vetores contido em X. Consideremos uma func¸a˜o f ,
definida do seguinte modo:
f : P(X) −→ Z+0
Y 7→ dim(< Y >)
,
onde < Y > representa o subespac¸o vetorial gerado pelos vetores de Y = {y1, y2, ..., yn},
ou seja, o conjunto de todas as combinac¸o˜es lineares possı´veis dos yi.
Queremos provar que esta func¸a˜o f , verifica as propriedades de uma func¸a˜o rank
(definida anteriormente). Consideremos V um espac¸o vetorial, X = {x1, x2, ..., xn} um
conjunto de geradores e Y um conjunto de vetores contido em X.
Se B = {b1, b2, ..., bk} e´ uma base do espac¸o vetorial V , dizemos que V tem dimensa˜o
k, e escrevemos dim(V ) = k.
Um subconjunto de vetores S = {s1, ..., sk}, de um subespac¸o vetorial V diz-se
linearmente dependente, se existe um subconjunto finito de escalares, λi, com i =
{1, ..., k}, em que pelo menos um na˜o e´ nulos, tais que ∑ki=1 λiyi = 0. O conjunto S
diz-se linearmente independente se para qualquer subconjunto finito de escalares λi se
tem
∑k
i=1 = 0⇒ λi = 0 ∀i ∈ {1, ..., k}.
Vamos verificar se f satisfaz as propriedades:
1. A dim(< Y >) ∈ Z+0 , porque e´ uma dimensa˜o de um subespac¸o vetorial;
2. A dimensa˜o de um subespac¸o vetorial Y , e´ igual ao cardinal ma´ximo de um con-
junto de vetores linearmente independentes. A dim(< Y >) e´ no ma´ximo igual a
|Y |, e caso os vetores Y = {y1, y2, ..., yk} sejam linearmente dependentes, a dim(<
Y >) sera´ igual a` cardinalidade do maior subconjunto de vetores linearmente
independentes. Logo, dim(< Y >) ≤ |Y |;
3. Sejam A,B ⊆ X.
Sabemos que
dim(< A > + < B >) = dim < A > +dim < B > −dim(< A > ∩ < B >).
Como < A ∪B >=< A > + < B >, temos que:
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f(A ∪B) = f(A) + f(B)− dim(< A > ∩ < B >).
Como < A ∩B >⊆< A > ∩ < B > temos tambe´m que:
f(A ∩B) = dim < A ∩B >≤ dim(< A > ∩ < B >),
logo
f(A∪B) + f(A∩B) = f(A) + f(B)−dim(< A > ∩ < B >) + f(A∩) ≤ f(A) + f(B).
4. Por outro lado, f(A ∪ {x}) = dim < A ∪ {x} ≥ dim < A >= f(A),
logo f(A) ≤ f(A ∪ {x}).
Fixando B = {x} em 3 temos tambe´m:
f(A ∪ {x}) ≤ f(A) + f({x})− f(A ∩ {x}) ≤ f(A) + 1,
ja´ que f({x} = dim < {x} >≤ 1) e f(A ∩ {x}) ≥ 0.
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Capı´tulo 4
Matroide associado aos lassos de uma
a´rvore filogene´tica
Neste capı´tulo vamos estudar um matroide associado a uma a´rvore filogene´tica. Dada
uma X-a´rvore T , sem ve´rtices de grau dois, vamos associar-lhe um matroideM (T ) com
conjunto de suporte
(
X
2
)
, onde X e´ o conjunto das folhas de T .
Baseando-nos por [4], vamos descrever este matroide e investigar as suas proprie-
dades. A motivac¸a˜o deste estudo e´ a sua relevaˆncia para o problema da reconstruc¸a˜o
de a´rvores filogene´ticas.
No capı´tulo 2 ja´ vimos que, conhecendo algumas das distaˆncias (relativamente a
uma func¸a˜o peso) entre determinados pares de folhas de uma a´rvore, pode ser possı´vel
determinar a topologia da a´rvore, os pesos das suas arestas, ou ambos.
Vamos assim dirigir a nossa atenc¸a˜o para uma X-a´rvore T fixa (sem pesos), e um
subconjunto de cardinalidade mı´nima L de
(
X
2
)
, para o qual as distaˆncias entre todos
os pares de folhas x, y ∈ X, com xy ∈ L , em relac¸a˜o a alguma func¸a˜o de peso w de
T , e´ suficiente para determinar todas as outras distaˆncias relativas a w, ou seja, um
edge-weight lasso.
Ao longo deste capı´tulo vamos assumir que todas as X-a´rvores T = (V,E), com
conjunto de ve´rtices V , conjunto de folhas X ⊆ V , e conjunto de arestas E ⊆ (V
2
)
, na˜o
teˆm ve´rtices de grau dois.
4.1 Definic¸a˜o do matroide
O matroide que vamos definir neste capı´tulo tem como conjunto de suporte o conjunto
dos pares de folhas de uma X-a´rvore T e vai ser definido a partir da sua func¸a˜o rank.
Lembramos que, a cada par de folhas xy ∈ (X
2
)
, associamos uma func¸a˜o λxy : RE →
R definida por λxy(w) =
∑
e∈E w(e)δe|xy, onde
{
δe|xy := 1 se e ∈ E(x|y)
δe|xy := 0 caso contra´rio
, com E(x|y) o
conjunto das arestas que pertencem ao caminho que liga x a y.
Consideremos uma func¸a˜o que vai ser definida nas partes de
(
X
2
)
. Seja L ⊆ (X
2
)
,
enta˜o definimos a func¸a˜o f do seguinte modo:
f(L ) = dim(< L >) = dim(< λxy : xy ∈ L >),
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onde < λxy : xy ∈ L > designa o subespac¸o de R̂E (o dual de RE) gerado pelas func¸o˜es
λxy, com xy ∈ L .
Teorema 4.1. Seja
(
X
2
)
o conjunto dos pares de folhas de uma X-a´rvore e f a func¸a˜o
definida acima. Esta func¸a˜o verifica as propriedades da func¸a˜o rank de um matroide.
A demonstrac¸a˜o deste Teorema decorre da observac¸a˜o, feita no capı´tulo 3, onde
demonstra´mos que a func¸a˜o f verifica as propriedades da func¸a˜o rank.
Decorre do Teorema 4.1 que a func¸a˜o f determina univocamente um matroide com
conjunto de suporte
(
X
2
)
e func¸a˜o rank igual a f . Designaremos esse matroide porM (T ).
Dado e ∈ E, seja we a func¸a˜o definida no conjunto das arestas da a´rvore T do
seguinte modo:
we : E −→ R
f 7→ δe,f =
{
1 se e = f
0 se e 6= f
.
Por exemplo, we1 e´ uma func¸a˜o que vale 1 na aresta e1 e 0 nas restantes; we2 e´ uma
func¸a˜o que vale 1 na aresa e2 e 0 nas restantes; e assim sucessivamente.
Observe-se que o conjunto das func¸o˜es {we : e ∈ E} e´ uma base de RE. Tendo
em conta esta base, podemos associar a cada func¸a˜o λxy : RE −→ R um vetor de R|E|,
nomeadamente a matriz de λxy relativamente a` base {we : e ∈ E} de RE e a` base
cano´nica de R:
λxy 7→ (λxy(we1)λxy(we2)...λxy(wek)), com k = |E| e E = {e1, e2, ..., ek}.
Observe-se tambe´m que este vetor determina λxy. A cada lasso L podemos associar a
matriz ML , cujas linhas sa˜o os vetores associados a λxy, para cada xy ∈ L .
Observe-se que o rank de L e´ igual a` caraterı´stica da matriz ML .
Na Figura 4.1, esta˜o representados treˆs tipos especı´ficos de X-a´rvores que ira˜o
desempenhar um papel importante neste trabalho.
Definic¸a˜o 24. (i) As a´rvores estrela, sa˜o X-a´rvores que teˆm apenas um ve´rtice inte-
rior e, por conseguinte, sa˜o equivalentes a` a´rvore T ∗(X) := (V ∗(X), E∗(X)), com
conjunto de folhas X, ve´rtices V ∗(X) := X ∪ {∗} e conjunto de arestas E∗(X) :=
{∗x : x ∈ X}, onde “ ∗ ” denota o u´nico ve´rtice interior de T ∗(X).
(ii) As a´rvores quarteto, sa˜oX-a´rvores bina´rias que teˆm quatro folhas. Tab|cd representa
o quarteto com conjunto de folhas {a, b, c, d}, cuja aresta central e´ denotada por
eab|cd, e separa as folhas a, b das folhas c, d.
(iii) As a´rvores lagarta, sa˜oX-a´rvores bina´rias que conteˆm um caminho e todas as suas
folhas esta˜o a` mesma distaˆncia desse caminho.
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Figura 4.1: X-a´rvore estrela.
Apresentamos de seguida, alguns exemplos que ilustram a determinac¸a˜o do rank de
um lasso L , associado a uma X-a´rvore.
Exemplo 16. Consideremos a X-a´rvore representada na Figura 4.2.
Figura 4.2: X-a´rvore estrela.
Seja L um lasso associado a esta X-a´rvore. Queremos determinar rank(L ) =
dim(< L >) = dim(< λxy : xy ∈ L >).
Neste caso, |E| = 4 e vamos considerar L = {ab, cd, cb, ad}. Para determinar o rank
de L , vamos considerar a matriz ML .
Por exemplo, a λab esta´ associado um vetor de R4, em que cada entrada desse vetor
corresponde a` distaˆncia da folha a a` folha b relativamente a cada uma das func¸o˜es wei.
As quatro func¸o˜es, λxy com xy ∈ L , correspondem aos seguintes vetores de R4:
λab 7→ (λab(we1) λab(we2) λab(we3) λab(we4)) = (1 1 0 0)
λcd 7→ (λcd(we1) λcd(we2) λcd(we3) λcd(we4)) = (0 0 1 1)
λcb 7→ (λcb(we1) λcb(we2) λcb(we3) λcb(we4)) = (0 1 1 0)
λad 7→ (λad(we1) λad(we2) λad(we3) λad(we4)) = (1 0 0 1)
Assim, a matriz e´:
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ML =

λab
λcd
λcb
λad
 =

1 1 0 0
0 0 1 1
0 1 1 0
1 0 0 1

Como o determinante da matriz ML e´ zero enta˜o as quatro func¸o˜es sa˜o linearmente
dependentes, o que quer dizer que dim(< L >) ≤ 3.
Como det
0 0 10 1 1
1 0 0
 = −1 6= 0, enta˜o a caraterı´stica da matriz ML e´ igual a treˆs,
o que quer dizer que treˆs linhas da matriz ML sa˜o linearmente independentes, ou seja,
treˆs dos quatro vetores sa˜o linearmente independentes, enta˜o a dimensa˜o do espac¸o
vetorial gerado por estas func¸o˜es e´ igual a treˆs.
rank(L ) = dim(< L >) = 3
Consideremos agora: L = {ab, bd, cb, ac}.
λab 7→ (λab(we1) λab(we2) λab(we3) λab(we4)) = (1 1 0 0)
λbd 7→ (λbd(we1) λbd(we2) λab(we3) λbd(we4)) = (0 1 0 1)
λcb 7→ (λdc(we1) λdc(we2) λab(we3) λdc(we4)) = (0 1 1 0)
λac 7→ (λab(we1) λac(we2) λac(we3) λac(we4)) = (1 0 1 0)
e a seguinte matriz:
ML =

λab
λbd
λcb
λac
 =

1 1 0 0
0 1 0 1
0 1 1 0
1 0 1 0

Como det(ML ) = 2 6= 0, enta˜o as quatro func¸o˜es sa˜o linearmente independentes, o
que quer dizer que a dimensa˜o do espac¸o gerado por elas e´ igual a 4.
rank(L ) = dim(< L >) = 4
Assim sendo, L e´ um lasso com rank(L ) = 4 e |L | = 4 = |E| = dim R̂E. Portanto,
L e´ uma base do matroideM (T ).
Observe-se queL tambe´m e´ um edge-weight lasso. Dada uma func¸a˜o peso w ∈ RE,
que atribui um valor w(ei) ∈ R a cada aresta ei ∈ E, seja Dw(x, y) a distaˆncia entre o
ve´rtice x e y relativamente a w. Supondo que as distaˆncias (relativamente a w) entre os
pares de folhas em L sa˜o conhecidas, temos
Dw(a, b) = x0
Dw(b, d) = x1
Dw(c, b) = x2
Dw(a, c) = x3
, x0, x1, x2, x3 ∈ R⇔

w(e1) + w(e2) = x0
w(e2) + w(e4) = x1
w(e2) + w(e3) = x2
w(e1) + w(e3) = x3
.
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Observe-se que a matriz formada pelos coeficientes do sistema e´ igual a ML . O
determinante da matriz e´ diferente de zero, enta˜o o sistema e´ possı´vel e determinado,
logo L e´ um edge-weight lasso, ja´ que determina w.
Na Figura 4.3 esta´ representado o grafo Γ(L ) associado ao lasso L .
Figura 4.3: Grafo Γ(L ) associado ao lasso L = {ab, bd, cb, ac}.
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Exemplo 17. Consideremos a X-a´rvore representada na Figura 4.4. Nos mesmos
padro˜es que o exemplo anterior, queremos determinar, para um certo lasso L , o seu
rank.
Figura 4.4: X-a´rvore quarteto.
Nesta a´rvore |E| = 5. Seja L = {ab, cd} um lasso associado a esta X-a´rvore. Como
λab e λcd sa˜o duas func¸o˜es que na˜o se podem escrever a` custa uma da outra, enta˜o sa˜o
linearmente independentes, logo rank(L ) = dim(< L >) = 2.
Consideremos agora L = {ab, cd, ad, bc}.
λab 7→ (λab(we1) λab(we2) λab(we3) λab(we4) λab(we5)) = (1 1 0 0 0)
λcd 7→ (λcd(we1) λcd(we2) λcd(we3) λcd(we4) λcd(we5)) = (0 0 0 1 1)
λad 7→ (λad(we1) λad(we2) λad(we3) λad(we4) λad(we5)) = (1 0 1 0 1)
λbc 7→ (λbc(we1) λbc(we2) λbc(we3) λbc(we4) λbc(we5)) = (0 1 1 1 0)
Uma forma de calcular a dimensa˜o do subespac¸o gerado pelas quatro func¸o˜es e´
verificar se existem x, y, z e w ∈ R tal que:
xλab + yλcd + zλad + wλbc = 0.
A soluc¸a˜o x = y = z = w = 0 e´ chamada a soluc¸a˜o trivial da equac¸a˜o. Se essa soluc¸a˜o
for u´nica, enta˜o as func¸o˜es sa˜o linearmente independentes. Caso a soluc¸a˜o trivial na˜o
seja a u´nica, enta˜o as func¸o˜es sa˜o linearmente dependentes.
A dimensa˜o do subespac¸o gerado pelas quatro func¸o˜es e´ menor ou igual a quatro.
Para verificar se as quatro func¸o˜es sa˜o linearmente dependentes ou independentes,
resolvemos o sistema:
xλab(we1) + yλcd(we1) + zλad(we1) + wλbc(we1) = 0
xλab(we2) + yλcd(we2) + zλad(we2) + wλbc(we2) = 0
xλab(we3) + yλcd(we3) + zλad(we3) + wλbc(we3) = 0
xλab(we4) + yλcd(we4) + zλad(we4) + wλbc(we4) = 0
xλab(we5) + yλcd(we5) + zλad(we5) + wλbc(we5) = 0
⇔

x+ z = 0
x+ w = 0
z + w = 0
y + w = 0
y + z = 0
⇔

z = −x
w = −x
−
y = −w
z = −y
⇔

z = 0
w = 0
−x− x = 0⇒ x = 0
y = 0
z = 0
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rank(L ) = dim(< L >) = 4
Este sistema so´ tem uma soluc¸a˜o, a soluc¸a˜o trivial, o que quer dizer que as quatro
func¸o˜es sa˜o linearmente independentes e a dimensa˜o do subespac¸o gerado por elas e´
igual a` sua cardinalidade.
Uma base do matroide associado a esta X-a´rvore e´ um lasso L , com cardinalidade
igual a |E| = 5 e rank(L ) = 5.
Vamos verificar se o lasso L = {ab, cd, ad, bc, bd} tem as propriedades referidas
acima.
Com o intuito de calcular a dimensa˜o do subespac¸o gerado pelas cinco func¸o˜es,
vamos considerar a matriz formada pelos vetores λxy, com xy ∈ L :
ML =

λab
λcd
λad
λbc
λbd
 =

1 1 0 0 0
0 0 0 1 1
1 0 1 0 1
0 1 1 1 0
0 1 1 0 1

Como det(ML ) = −4 6= 0, enta˜o as cinco func¸o˜es sa˜o linearmente independentes, logo
a dimensa˜o do subespac¸o gerado pelas mesmas e´ igual a` sua cardinalidade.
rank(L ) = dim(< L >) = 5
Portanto L e´ uma base do matroideM (T ).
Observe-se que L e´ um edge-weight lasso. Dada uma func¸a˜o peso w ∈ RE, que
atribui um valor w(ei) ∈ R a cada aresta ei ∈ E, seja Dw(x, y) a distaˆncia entre o ve´rtice
x e y relativamente a w. Supondo que as distaˆncias (relativamente a w) entre os pares
de folhas em L sa˜o conhecidas, temos
Dw(a, b) = x0
Dw(c, d) = x1
Dw(a, d) = x2
Dw(b, c) = x3
Dw(b, d) = x4
⇔

w(e1) + w(e2) = x0
w(e4) + w(e5) = x1
w(e1) + w(e3) + w(e5) = x2
w(e2) + w(e3) + w(e4) = x3
w(e2) + w(e3) + w(e5) = x4
Observe-se que a matriz formada pelos coeficientes do sistema e´ igual a ML . O
determinante da matriz e´ diferente de zero, enta˜o o sistema e´ possı´vel e determinado,
logo L e´ um edge-weight lasso, ja´ que determina w.
Na Figura 4.5 esta´ representado o grafo Γ(L ) associado ao lasso L .
Exemplo 18. Consideremos aX-a´rvore representada na Figura 4.6. Seguindo o modelo
dos exemplos anteriores, queremos determinar, para um certo lasso L , o seu rank.
Nesta X-a´rvore |E| = 7. Seja L = {ab, be, de, cd} um lasso associado a esta X-
a´rvore.
λab 7→ (λab(we1) λab(we2) λab(we3) λab(we4) λab(we5) λab(we6) λab(we7)) = (1 1 0 0 0 0 0)
λbe 7→ (λbe(we1) λbe(we2) λbe(we3) λbe(we4) λbe(we5) λbe(we6) λbe(we7)) = (0 1 1 1 0 0 0)
41
Figura 4.5: Grafo Γ(L ) associado ao lasso L = {ab, cd, ad, bc, bd}.
Figura 4.6: X-a´rvore lagarta.
λde 7→ (λde(we1) λde(we2) λde(we3) λde(we4) λde(we5) λde(we6) λde(we7)) = (0 0 0 1 1 0 1)
λcd 7→ (λcd(we1) λcd(we2) λcd(we3) λcd(we4) λcd(we5) λcd(we6) λcd(we7)) = (0 0 0 0 0 1 1)
Uma forma de calcular a dimensa˜o do subespac¸o gerado pelas quatro func¸o˜es e´
verificar se existem x, y, z e w ∈ R tal que:
xλab + yλbe + zλde + wλcd = 0.
Resolvendo o sistema:
xλab(we1) + yλbe(we1) + zλde(we1) + wλcd(we1) = 0
xλab(we2) + yλbe(we2) + zλde(we2) + wλcd(we2) = 0
xλab(we3) + yλbe(we3) + zλde(we3) + wλcd(we3) = 0
xλab(we4) + yλbe(we4) + zλde(we4) + wλcd(we4) = 0
xλab(we5) + yλbe(we5) + zλde(we5) + wλcd(we5) = 0
xλab(we6) + yλbe(we6) + zλde(we6) + wλcd(we6) = 0
xλab(we7) + yλbe(we7) + zλde(we7) + wλcd(we7) = 0
⇔

x = 0
x+ y = 0
y = 0
y + z = 0
z = 0
w = 0
z + w = 0
⇔

x = 0
y = 0
z = 0
w = 0
.
Como a u´nica soluc¸a˜o do sistema e´ a soluc¸a˜o trivial, enta˜o as quatro func¸o˜es sa˜o
linearmente independentes, o que quer dizer que a dimensa˜o do subespac¸o gerado por
elas e´ igual a` sua cardinalidade.
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rank(L ) = dim(L >) = 4
Utilizando o mesmo processo, determinamos que:
L = {ab, be, de, cd, ce} : rank(L ) = dim(< L >) = 5
L = {ab, be, de, cd, ce, ae} : rank(L ) = dim(< L >) = 6
Com o intuito de determinar uma base do matroide associado a` X-a´rvore, conside-
ramos o lasso L = {ab, bc, cd, ad, be, ce, bd}, com |L | = |E| = 7.
Para calcular o rank do lasso, a dimensa˜o do subespac¸o gerado pelas sete func¸o˜es,
vamos considerar a matriz formada pelos vetores λxy, com xy ∈ L :
ML =

λab
λbc
λcd
λad
λbe
λce
λbd

⇔

1 1 0 0 0 0 0
0 1 1 0 1 1 0
0 0 0 0 0 1 1
1 0 1 0 1 0 1
0 1 1 1 0 0 0
0 0 0 1 1 1 0
0 1 1 0 1 0 1

Como o det(ML ) = −8 6= 0, enta˜o as sete func¸o˜es sa˜o linearmente independentes,
o que quer dizer que a dimensa˜o do subespac¸o gerado pelas mesmas e´ igual a` sua
cardinalidade.
rank(L ) = dim(< L >) = 7
Observe-se que L e´ um edge-weight lasso. Dada uma func¸a˜o peso w ∈ RE, que
atribui um valor w(ei) ∈ R a cada aresta ei ∈ E, seja Dw(x, y) a distaˆncia entre o ve´rtice
x e y relativamente a w. Supondo que as distaˆncias (relativamente a w) entre os pares
de folhas em L sa˜o conhecidas, temos
Dw(a, b) = x0
Dw(b, e) = x1
Dw(d, e) = x2
Dw(c, d) = x3
Dw(c, e) = x4
Dw(a, e) = x5
Dw(b, d) = x6
⇔

w(e1) + w(e2) = x0
w(e2) + w(e3) + w(e5) + w(e6) = x1
w(e6) + w(e7) = x2
w(e1) + w(e3) + w(e5) + w(e7) = x3
w(e2) + w(e3) + w(e4) = x4
w(e4) + w(e5) + w(e6) = x5
w(e2) + w(e3) + w(e5) + w(e7) = x6
Observe-se que a matriz formada pelos coeficientes do sistema e´ igual a ML . O
determinante da matriz e´ diferente de zero, enta˜o o sistema e´ possı´vel e determinado,
logo L e´ um edge-weight lasso, ja´ que determina w.
Na Figura 4.7 esta´ representada o grafo Γ(L ) associado ao lasso L .
Exemplo 19. Consideremos a X-a´rvore representada na Figura 4.8. Seguindo o modelo
dos exemplos anteriores, queremos determinar, para um certo lasso L , o seu rank.
Com o intuito de determinar uma base do matroide associado a` X-a´rvore, conside-
ramos o lasso L = {ab, bc, cd, ad, ac, ae, bf, cf, de}, |L | = |E(T )|.
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Figura 4.7: Grafo Γ(L ) associado ao lasso L = {ab, bc, cd, ad, be, ce, bd}.
Figura 4.8: X-a´rvore lagarta.
Para calcular o rank do lasso, a dimensa˜o do subespac¸o gerado pelas sete func¸o˜es,
vamos considerar a matriz formada pelos vetores λxy, ∀xy ∈ L :
ML =

λab
λbc
λcd
λad
λac
λae
λbf
λcf
λde

⇔

1 1 0 0 0 0 0 0 0
0 1 1 0 1 0 1 1 0
0 0 0 0 0 0 0 1 1
1 0 1 0 1 0 1 0 1
1 0 1 0 1 0 1 1 0
1 0 1 1 0 0 0 0 0
0 1 1 0 1 1 0 0 0
0 0 0 0 0 1 1 1 0
0 0 0 1 1 0 1 0 0

Como o det(ML ) = 16 6= 0, enta˜o as nove func¸o˜es sa˜o linearmente independentes,
o que quer dizer que a dimensa˜o do subespac¸o gerado pelas mesmas e´ igual a` sua
cardinalidade.
rank(L ) = dim(< L >) = 9
Na Figura 4.9 esta´ representada o grafo Γ(L ) associado ao lasso L .
Teorema 4.2. Seja T = (V,E) uma X-a´rvore e L ⊆ (X
2
)
. As seguintes condic¸o˜es sa˜o
equivalentes:
(a) L e´ um edge-weight lasso;
(b) Dado w0 ∈ RE, se λTxy(w0) = 0 para toda a corda xy ∈ L , enta˜o w0 = 0;
(c) dim〈L 〉 = |E|.
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Figura 4.9: Grafo Γ(L ) associado ao lasso L = {ab, bc, cd, ad, ac, ae, bf, cf, de}.
Em particular, se L e´ um edge-weight lasso, enta˜o ∪L = X e |L | ≥ |E|. Se L e´ um
edge-weight lasso minimal enta˜o |L | = |E|.
Demonstrac¸a˜o. Prova de (a) =⇒ (b): Suponhamos que L e´ um edge-weight lasso e
que w0 ∈ RE e´ tal que λTxy(w0) = 0 para toda a corda xy ∈ L . Seja ω : E → R>0 uma
func¸ao de peso nas arestas de T (por exemplo, w =
∑
e∈E we). Enta˜o existe  6= 0 tal que
w + w0 toma valores em R>0. Ale´m disso, λTxy(w + w0) = λTxy(w) + λTxy(w0) = λTxy(w),
logo (T,w)
L≡ (T,w + w0). Como L e´ um edge-weight lasso, resulta que w = w + w0 e
assim w0 = 0 pois  6= 0.
Suponhamos ainda, por reduc¸ao ao absurdo, que existe z ∈ X \ ∪L , e seja f ∈ E a
u´nica aresta incidente com z. Enta˜o para todo o xy ∈ L , λTxy(wf ) = 0, ja´ que f /∈ ET (xy).
Pelo que acaba´mos de mostrar, tera´ de ser wf = 0, o que e´ absurdo. Logo ∪L = X.
Prova de (b) =⇒ (a): Suponhamos que (b) se verifica. Sejam w,w′ : E → R≥0 duas
func¸oes de peso pro´prias (isto e´, w e w′ tomam valores positivos nas arestas interiores
de T ) e tais que (T,w)
L≡ (T,w′). Enta˜o λTxy(w) = λTxy(w′) para todo o xy ∈ L , e assim
w − w′ anula todas as func¸o˜es λTxy. Conclui-se portanto de (b) que w − w′ = 0, o que
mostra que L e´ um edge-weight lasso.
Seja 〈L 〉 o subespac¸o de R̂E gerado por {λTxy : xy ∈ L }. Como dim R̂E = |E|, temos
dim〈L 〉 ≤ |E|. Considere-se a aplicac¸a˜o linear
Φ : RE −→ 〈̂L 〉, w 7→ Φw,
com Φw(f) = f(w), para f ∈ 〈L 〉. Temos
w ∈ ker Φ⇔ Φw(f) = 0 ∀f ∈ 〈L 〉
⇔ Φw(λTxy) = 0 ∀xy ∈ L
⇔ λTxy(w) = 0 ∀xy ∈ L .
Logo, (b) verifica-se se e so´ se Φ e´ injetiva. Assim, assumindo (b) temos
|E| = dimRE = dim imΦ ≤ dim 〈̂L 〉 = dim〈L 〉 ≤ |E|,
o que implica que dim〈L 〉 = |E|.
Resta verificar que (c) implica (b). Suponhamos enta˜o que dim〈L 〉 = |E|, e portanto
que 〈L 〉 = R̂E. Se 0 6= w ∈ RE, enta˜o existe wˆ ∈ R̂E tal que wˆ(w) 6= 0. Como 〈L 〉 = R̂E,
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existem escalares cxy ∈ R, para cada xy ∈ L , tais que wˆ =
∑
xy∈L cxyλ
T
xy e
0 6= wˆ(w) =
∑
xy∈L
cxyλ
T
xy(w).
Logo existe xy ∈ L tal que λTxy(w) 6= 0, o que prova (b).
Continuando a supor (c), temos que, como {λTxy : xy ∈ L } gera 〈L 〉, por definic¸a˜o
decorre que |L | ≥ |{λTxy : xy ∈ L }| ≥ dim〈L 〉 = |E|. Se L e´ um edge-weight lasso
e |L | > |E| enta˜o as func¸o˜es λTxy, com xy ∈ L , na˜o sa˜o linearmente independentes,
e existe xy ∈ L tal que L \ {xy} e´ um edge-weight lasso, o que prova que L na˜o e´
minimal.
4.2 A´rvores estrela
Nesta secc¸a˜o vamos estudar um tipo de X-a´rvores mais simples, as X-a´rvores estrela
(ver Definic¸a˜o 24 e a Figura 4.1).
A proposic¸a˜o seguinte caracteriza o matroide M (T ∗) onde T ∗ e´ uma X-a´rvore es-
trela.
Proposic¸a˜o 1 ([4, Proposic¸a˜o 3.1]). Seja T ∗ uma X-a´rvore estrela com |X| ≥ 3. As
seguintes afirmac¸o˜es sa˜o va´lidas para o matroideM (T ∗):
• A colec¸a˜o dos conjuntos geradores deste matroide, G (T ∗), isto e´, a colec¸a˜o de
todos os edge-weight lassos, coincide com a colec¸a˜o de todos os subconjuntos
L de
(
X
2
)
, com cardinalidade maior ou igual ao nu´mero de arestas de T ∗, para os
quais o seu grafo associado, Γ(L ), e´ fortemente na˜o bipartido.
• A colec¸a˜o das bases,B(T ∗), isto e´, a colec¸a˜o de todos os edge-weight lassos com
cardinalidade mı´nima, coincide com a colec¸a˜o de todos os subcojuntos minimaisL
de
(
X
2
)
, para os quais o seu grafo associado, Γ(L ), e´ fortemente na˜o bipartido, isto
e´, cada componente conexa de Γ(L ) tem exatamente um ciclo de comprimento
ı´mpar.
• A colec¸a˜o dos independentes, I (T ∗), coincide com colec¸a˜o de subconjuntos L
de
(
X
2
)
, para os quais cada componente conexa do seu grafo associado, Γ(L ), ou
e´ uma a´rvore ou conte´m exatamente um ciclo de comprimento ı´mpar.
• A colec¸a˜o dos circuitos, C (T ∗), coincide com a colec¸a˜o dos subconjuntos L de(
X
2
)
, para os quais o grafo Γ(L ), forma ou um u´nico circuito de comprimento par, ou
um par de circuitos, de comprimento ı´mpar, juntamente com um caminho simples
de ligac¸a˜o entre eles, de tal modo que os dois ciclos ou sa˜o disjuntos ou teˆm
exatamente um ve´rtice em comum.
Vamos ver alguns exemplos que ilustram a proposic¸a˜o.
Nos exemplos que se seguem vamos denotar as arestas do grafo Γ(L ) por cordas,
para que na˜o se confundam as arestas das X-a´rvores com as arestas deste grafo.
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Figura 4.10: X-a´rvore estrela.
Exemplo 20. Como no Exemplo 16, vamos considerar uma X-a´rvore estrela, represen-
tada na Figura 4.10, com conjunto de folhas X := {a, b, c, d}.
O grafo Γ(L ) e´ um grafo com quatro ve´rtices (a, b, c, d) e, no ma´ximo, seis cordas,
porque |(X
2
)| = (4
2
)
= 6.
Como vimos na Proposic¸a˜o 1, a colec¸a˜o dos geradores e´ a colec¸a˜o de todos os
subconjuntos L de
(
X
2
)
, com cardinalidade maior ou igual a |E(T ∗)| = 4, para os quais
o grafo associado, Γ(L ), e´ fortemente na˜o bipartido.
Podemos ter grafos com quatro cordas, e sabemos que existem seis possibilidades
de cordas, logo existem
(
6
4
)
= 15 possibilidades de grafos com quatro cordas, represen-
tados na Figura 4.11.
Figura 4.11: Grafos Γ(L ) associados aos lassos L com quatro cordas.
Como o grafo tem que ser fortemente na˜o bipartido, ou seja, todas as suas com-
ponentes conexas teˆm que ser na˜o bipartidas, os lassos associados aos grafos da
primeira coluna da Figura 4.11 na˜o sa˜o conjuntos geradores do matroide associado a
T ∗, mas os restantes sa˜o. Logo, a famı´lia de geradores G (T ∗) com quatro elementos, e´
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constituida por 12 subconjuntos L correspondentes aos grafos da Figura 4.11, exceto
os da primeira coluna.
Podemos ter tambe´m conjuntos de cardinalidade cinco e seis, para os quais existem(
6
5
)
= 6 e
(
6
6
)
= 1 possibilidades, respetivamente, e nesses casos Γ(L ) e´ fortemente na˜o
bipartido, pois e´ conexo e conte´m um triaˆngulo.
Logo, a famı´lia de geradores conte´m 19 subconjuntos L .
Por outro lado, a colec¸a˜o das bases sa˜o todos os subconjuntos L , com cardinali-
dade mı´nima, para o quais o grafo associado, Γ(L ), e´ fortemente na˜o bipartido e tem
pelo menos um ciclo de comprimento ı´mpar.
Sabemos que os lassosL que pertencem ao conjuntos das bases sa˜o subconjuntos
geradores com cardinalidade mı´nima, ou seja, cardinalidade igual a quatro. Logo, essas
bases correspondem aos grafos Γ(L ) representados na Figura 4.12.
Figura 4.12: Grafos Γ(L ) associados aos subconjuntos L que sa˜o bases da X-a´rvore
da Figura 4.10.
A colec¸a˜o dos independentes, coincide com a colec¸a˜o dos subconjuntos L para
os quais cada componente conexa do seu grafo associado, Γ(L ), ou e´ uma a´rvore ou
conte´m exatamente um ciclo de comprimento ı´mpar. O grafo vazio com quatro ve´rtices
corresponde ao independente L = ∅ de rank 0.
Qualquer corda isolada e´ um independente, por isso existem seis hipoteses para este
caso.
No caso em que temos duas cordas, existem
(
6
2
)
= 15 hipoteses, pois quaisquer duas
cordas neste caso formam uma floresta.
Um ciclo de comprimento ı´mpar tem neste caso comprimento treˆs. Os grafos cons-
tituidos por treˆs cordas, ou formam um ciclo de comprimento treˆs ou uma floresta, por
isso existem
(
6
3
)
= 20 hipo´teses para este caso.
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As bases sa˜o os independentes com rank quatro, para as quais existem 12 hipo´teses
ja´ indicadas.
Na˜o ha´ independentes com rank superior a quatro, logo ja´ foram descritos todos os
independentes.
Portanto, a famı´lia de independentes do matroide e´ constituida por 1+6+15+20+12 =
54 conjuntos de independentes.
A colec¸a˜o dos circuitos, e´ formada pelos subconjuntos L para os quais o seu
grafo associado, Γ(L ), ou forma um so´ ciclo par ou dois ciclos ı´mpares ligados por um
caminho de comprimento maior ou igual a zero (se for maior que zero sa˜o disjuntos).
No caso em que Γ(L ) forma um ciclo de comprimento par, este sera´ um ciclo de
comprimento quatro, e ha´ treˆs possibilidades para este ciclo (ver primeira coluna da
Figura 4.11).
Na˜o e´ possı´vel a existeˆncia de um par de ciclos de comprimento ı´mpar nas condic¸o˜es
descritas acima. Para verificar que na˜o e´ possı´vel a existeˆncia de um par de ciclos
de comprimento ı´mpar ligados por um caminho de comprimento maior ou igual a zero,
vamos pensar no grafo Γ(L ) como um subgrafo do grafo completo K4, ilustrado na
Figura 4.13, verificamos facilmente que a existeˆncia de tais ciclos e´ impossı´vel.
Figura 4.13: Grafo completo K4.
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Exemplo 21. Vamos considerar uma X-a´rvore estrela, representada na Figura 4.14,
com conjunto de folhas X := {a, b, c, d, e}.
Figura 4.14: X-a´rvore estrela.
Para qualquer lasso L , o grafo Γ(L ) e´ um grafo com cinco ve´rtices e, no ma´ximo,
dez cordas, ja´ que |(X
2
)| = (5
2
)
= 10.
Como no exemplo anterior vamos utilizar a Proposic¸a˜o 1.
Vamos pensar no grafo Γ(L ) como um subgrafo do grafo completo com cinco ve´rtices,
K5.
Figura 4.15: Duas representac¸o˜es do grafo completo com cinco ve´rtices, K5.
A colec¸a˜o dos geradores e´ formada pelos subconjuntos L com cardinal maior ou
igual a cinco e tal que o seu grafo associado, Γ(L ) e´ fortemente na˜o bipartido.
Neste caso, o grafo Γ(L ) pode conter 5, 6, 7, 8, 9 ou 10 cordas.
No caso em que conte´m cinco cordas, existem
(
10
5
)
= 252 grafos possı´veis, mas
temos que ver quais destes e´ que sa˜o fortemente na˜o bipartidos. Note-se que um
subgrafo de K5 com cinco ou mais arestas e sem ve´rtices isolados e´ necessariamente
conexo, logo Γ(L ) e´ um grafo conexo e na˜o bipartido.
Pelo Teorema 2.1 sabemos que um grafo e´ bipartido se e so´ se na˜o conte´m ciclos de
comprimento ı´mpar. Em particular, uma a´rvore e´ um grafo bipartido.
Os geradores L deM (T ) com cinco cordas sa˜o precisamente as bases deM (T ) e
Γ(L ) e´ caracterizado por ser um grafo conexo com exatamente um ciclo de comprimento
ı´mpar. Neste caso, o grafo Γ(L ) ou e´ constituı´do por um u´nico ciclo de comprimento
cinco ou por um ciclo de comprimento treˆs e duas arestas.
No caso em que o ciclo tem comprimento treˆs temos dez hipo´teses, ilustradas na
Figura 4.16.
Como o grafo e´ conexo, os dois ve´rtices restantes teˆm que formar uma das configurac¸o˜es
da Figura 4.17.
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Figura 4.16: Hipo´teses dos ciclos de comprimento treˆs.
Figura 4.17: Configurac¸o˜es para as bases deM (T ).
Para a hipo´tese A existem treˆs possibilidades, para a hipo´tese B existem treˆs e para
a hipo´tese C existem seis. Ou seja, para grafos construı´dos desta forma temos 10 ×
3 + 10 × 3 + 10 × 6 = 120 hipo´teses. No caso de Γ(L ) ser um ciclo de comprimento
cinco temos 5!
5×2 = 12 hipo´teses. Assim, no total, M (T ) tem 120 + 12 = 132 bases e 132
geradores com cinco elementos.
Se L e´ um gerador com seis elementos, enta˜o Γ(L ) e´ conexo, tem algum ciclo de
comprimentos ı´mpar e tem seis cordas. Ha´
(
10
6
)
= 210 subgrafos de K5 com seis cordas.
Destes, todos sa˜o conexos exceto os cinco que teˆm uma componente conexa isomorfa
a K4 e um ve´rtice isolado. De entre os que sa˜o conexos, todos teˆm algum ciclo de
comprimento ı´mpar exceto os
(
5
2
)
= 10 que correspondem a` configurac¸a˜o representada
na Figura 4.18.
Figura 4.18: Configurac¸a˜o para o grafo Γ(L ) que tem um ciclo de comprimento par.
Logo, ha´ 210− 5− 10 = 195 subgrafos conexos de K5 com seis cordas e que na˜o sa˜o
bipartidos, o que significa queM (T ) tem 195 geradores com seis elementos.
Com sete ou mais cordas todos os subgrafos de K5 sa˜o necessariamente conexos e
teˆm pelo menos algum ciclo de comprimento ı´mpar, logo ha´
(
10
7
)
= 120,
(
10
8
)
= 45,
(
10
9
)
=
10,
(
10
10
)
= 1 geradores deM (T ) com sete, oito, novo ou dez cordas, respetivamente.
Ou seja, existem 132 + 195 + 120 + 45 + 10 + 1 = 503 geradores deM (T ).
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A colec¸a˜o das bases ja´ foi descrita acima e coincide com a colec¸a˜o dos geradores
deM (T ) com cinco elementos. Este matroide tem 132 bases.
4.3 Forma recursiva para a construc¸a˜o das bases do
matroide
Seja T = (V,E) uma X-a´rvore. Dada uma aresta interior {u, v} = f ∈ E, a contrac¸a˜o de
T em f e´ a X-a´rvore denotada por T/f tal que:
• V (T/f) = (V \ {u, v}) ∪ {θf}, onde θf e´ um novo ve´rtice que substitui u e v;
• E(T/f) = E \ {f}, em que identificamos uma aresta {a, b} ∈ E \ {f} com a aresta:
– {a, b} ∈ E(T/f) se {a, b} ∩ {u, v} = ∅;
– {a, θf} ∈ E(T/f) se b ∈ {u, v};
– {b, θf} ∈ E(T/f) se a ∈ {u, v}.
E´ fa´cil de verificar que T/f e´ ainda umaX-a´rvore e que se g ∈ E e´ uma aresta interior
de T diferente de f , enta˜o g e´ tambe´m uma aresta interior de T/f . Deste modo e´ possı´vel
formar as contrac¸o˜es (T/f)/g e (T/g)/f , e verificar que (T/f)/g = (T/g)/f . Assim, dado
F ⊆ E um conjunto de arestas interiores de T , T/F designara´ a X-a´rvore que se obte´m
fazendo a contrac¸a˜o sucessiva (por qualquer ordem) das arestas de F . Pela definic¸a˜o
de contrac¸a˜o que foi dada, E(T/F ) identifica-se naturalmente com E \ F ⊆ E. Por
fim, observamos que dada uma X-a´rvore T = (V,E), existe um conjunto F de arestas
interiores de T tal que T/F e´ uma X-a´rvore estrela. Estas observac¸o˜es, conjugadas
com a descric¸a˜o do matroide M (T ∗) dada na Propisic¸a˜o 1 para uma X-a´rvore estrela
T ∗, motivam o estudo da relac¸ao entre os matroides M (T ) e M (T/f), que faremos de
seguida.
Com o intiuto de ilustrar a contrac¸a˜o sucessiva das arestas interiores de uma X-
a´rvore, vamos considerar a X-a´rvore T = (V,E) representada na Figura 4.19.
Figura 4.19: X-a´rvore T .
O conjunto das arestas interiores de T = (V,E) e´ {f1, f2, f3, f4} e o conjunto dos
ve´rtices interiores e´ {t, u, v, w, z}.
Comecemos por contrair a aresta f1 = tu a` X-a´rvore T . A X-a´rvore obtida, repre-
sentada na Figura 4.20, e´ a X-a´rvore denotada por T1 = T\{f1}, tal que:
• V (T1) = V (T\{f1}) = (V \{u, v}) ∪ {θf1},
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• E(T1) = E(T\{f1}) = (E\f1),
onde θf1 e´ o novo ve´rtice que substitui u e t.
Figura 4.20: X-a´rvore T1 = T/{f1}.
Do mesmo modo, contraimos as arestas interiores f2, f3 e f4, ate´ obter a X-a´rvore
estrela. Esta construc¸a˜o esta´ representada na Figura 4.21.
Figura 4.21: X-a´rvores: T2 = T1/{f2}; T3 = T2/{f3}; T3 = T3/{f4}
Se F e´ um conjunto de arestas interiores de T , ja´ observa´mos que E(T/F ) = E\F ⊆
E. Logo, a inclusa˜o RE\F ↪→ RE que se obte´m estendendo w : E \F → R a E, definindo
w(f) = 0 para todo o f ∈ F , da´ origem a uma sobrejec¸a˜o R̂E  R̂E\F , dada pela
restric¸a˜o
λ : RE → R 7→ λ|E\F : E \ F → R.
Em particular, usaremos a identificac¸a˜o seguinte:
RE\F = {w ∈ RE : w(f) = 0 para todo o f ∈ F}.
Lema 5. Sejam T = (V,E) uma X-a´rvore, F ⊆ E um conjunto de arestas interiores de
T e T/F a X-a´rvore obtida de T por contrac¸a˜o das arestas em F . Enta˜o:
(i) Para todo o xy ∈ (X
2
)
, λTxy|E\F = λT/Fxy .
(ii) Para todo o subconjunto L ⊆ (X
2
)
, tem-se
rankT (L ) = rankT/F (L ) + dim{λ ∈ 〈L 〉T : λ(we) = 0, ∀e ∈ E \ F}
≤ rankT/F (L ) + |F |.
(iii) Se L e´ um edge-weight lasso para T enta˜o L e´ um edge-weight lasso para T/F .
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Demonstrac¸a˜o. Dados x, y ∈ X, o caminho em T/F entre x e y obte´m-se do caminho em
T entre x e y, eliminando neste u´ltimo as arestas de f ∈ F que nele ocorrem (e fazendo
a respetiva substituic¸a˜o das extremidades de f pelo ve´rtice θf ). Logo, λTxy(w) = λ
T/F
xy (w)
para todo o w ∈ RE\F = {w ∈ RE : w(f) = 0, ∀f ∈ F}, o que prova (i).
Para mostrar (ii), tome-se L ⊆ (X
2
)
e considere-se o subconjunto Φ : R̂E → R̂E\F
induzida pela inclusa˜o RE\F . Enta˜o,
rankT (L ) = dim(< L >T ) = dim(< λTxy : xy ∈ L >)
= dim(< Φ(λTxy) : xy ∈ L >) + dim(KerΦ∩ < L T >).
Ora, Φ(λTxy) = λTxy|E\F = λ
T
xy e dado λ ∈ R̂E,
λ ∈ KerΦ⇔ λE\F = 0
⇔ λ(w) = 0∀w ∈ RE\F
⇔ λ(we) = 0∀e ∈ E\F
ja´ que {ee : e ∈ E\F} e´ uma base de RE\F .
Logo,
dim(< Φ(λTxy) : xy ∈ L >) = dim(< λT\Fxy : xy ∈ L >)
= rankT\F (L )
e
dim(KerΦ∩ < L >T ) = dim{λ ∈< L >T : λ(we) = 0∀e ∈ E\F}
≤ dim(KerΦ)
= dim(R̂E)− dim(ImΦ)
= |E| − dim(R̂E\F )
= |E| − (|E| − |F |) = |F |
A prova de (iii) e´ consequeˆncia imediata de (ii), ja´ que L e´ edge-weight lasso pata T
⇔ rank(L )T = |E|.
Proposic¸a˜o 2. Dados uma X-a´rvore T = V,E, uma aresta interior f ∈ E, xy ∈ (X
2
)
e B uma base do matroide M (T/f), denotemos por ρxy ∈ RB a u´nica func¸a˜o que
satisfaz λT/fxy =
∑
b∈B ρxy(b)λ
T/f
b . Enta˜o B ∪ {xy} e´ uma base de M (T ) se e so´ se∑
b∈B ρxy(b)δf |b 6= δf |xy. Logo, o conjunto das bases deM (T ) e´ dado por
B(T ) = {B ∪ {xy} : xy ∈
(
X
2
)
, B ∈ B(T/f) e
∑
b∈B
ρxy(b)δf |b 6= δf |xy}.
54
Demonstrac¸a˜o. Pelo lema anterior, sabemos que dada uma base B′ de M (T ), B′ e´
gerador de M (T/f), logo existe xy ∈ B′ tal que B = B′ \ {xy} e´ base de M (T/f), o
que mostra que as bases de M (T ) sa˜o da forma B ∪ {xy}, com B base de M (T/f) e
xy ∈ (X
2
)
. Resta determinar para que escolhas de B ∈ B(T/f) e xy ∈ (X
2
)
e´ que B∪{xy}
e´ base deM (T ).
Sejam enta˜o xy ∈ (X
2
)
e B uma base deM (T/f). Em particular, rankT/f (B) = |B| =
|E| − 1. Pela parte (ii) do lema anterior temos que
B ∪ {xy} e´ base deM (T )⇔ rankT (B ∪ {xy}) = |E|
⇔ dim ΛB,xy = 1
⇔ dim ΛB,xy 6= 0
⇔ ΛB,xy 6= {0},
onde ΛB,xy = {λ ∈ 〈B ∪ {xy}〉T : λ(we) = 0, ∀e 6= f}.
Seja λ ∈ 〈B ∪{xy}〉T . Enta˜o existem c ∈ R e ρ ∈ RB tais que λ = cλTxy +
∑
b∈B ρ(b)λ
T
b ,
e λ ∈ ΛB,xy se e so´ se
0 = λ|E\{f} = cλT/fxy +
∑
b∈B
ρ(b)λ
T/f
b . (4.1)
Seja enta˜o ρxy ∈ RB dada por λT/fxy =
∑
b∈B ρxy(b)λ
T/f
b . Como as func¸o˜es λ
T/f
b , com
b ∈ B, sa˜o linearmente independentes, resulta de (4.1) que ρ(b) = −cρxy(b), para todo o
b ∈ B. Assim, ΛB,xy = 〈λTxy −
∑
b∈B ρxy(b)λ
T
b 〉 e
ΛB,xy 6= {0} ⇔
(
λTxy −
∑
b∈B
ρxy(b)λ
T
b
)
(wf ) 6= 0
⇔
∑
b∈B
ρxy(b)δf |b 6= δf |xy,
o que estabelece o resultado pretendido.
Para ilustrar a Proposic¸a˜o 2, vamos considerar a X-a´rvore representada na Figura
4.1 (ii), uma X-a´rvore T com conjunto de folhas X := {a, c, b, d}.
Neste caso, existe uma relac¸a˜o linear entre as func¸o˜es λTxy com xy ∈
(
X
2
)
:
λTac + λ
T
bd = λ
T
ad + λ
T
bc : RE −→ R
w 7→ 2w(eab|cd) +
∑
e∈E;e6=eab|cd w(e)
.
Esta e´ a u´nica relac¸a˜o linear em {λTxy : xy ∈
(
X
2
)}. Assim, as bases do matroide
M (T ), associado a esta X-a´rvore, sa˜o os quatro conjuntos constituidos por subconjun-
tos de L de
(
X
2
)
, com cinco elementos, que na˜o conteˆm exactamente uma das quatro
cordas ac, ad, bc, bd, ou equivalentemente, com |L ∩ {ac, ad, bc, bd}| ≤ 3. Ha´ quatro
folhas, logo
(
4
2
)
= 6 cordas, e destas seis cordas queremos construir conjuntos de cinco
elementos,
(
6
5
)
= 6 hipo´teses. Nestas seis hipo´teses temos que retirar os conjuntos
em que as quatro cordas ac, bd, ad, bc pertencem em simultaˆneo (existem dois conjuntos
deste tipo). Na Figura 4.22, esta˜o representados os quatro grafos Γ(L ), associados aos
lassos L de
(
X
2
)
, que sa˜o bases do matroideM (T ).
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Figura 4.22: Grafos Γ(L ), associados a`s bases do matroideM (T ).
Pelo Teorema 2.5, sabemos que, se L e´ um edge-weight lasso, enta˜o o grafo Γ(L )
deve ser fortemente na˜o bipartido com um ciclo de comprimento ı´mpar.
Claramente, se f coincide com a u´nica aresta interior de T , isto e´, a aresta denotada
por eab|cd da Figura 4.1 (ii), T\f e´ equivalente a` a´rvore estrela T ∗ representada na
Figura 2.6 (i). O grafo Γ(L ), correspondente a`s bases da X-a´rvore T ∗, e´ o mı´nimo
grafo fortemente na˜o bipartido com conjunto de ve´rtices X, que tem que ter um ciclo de
comprimento ı´mpar. O grafo tem quatro cordas, logo o u´nico ciclo de comprimento ı´mpar
e´ um ciclo de comprimento treˆs, neste caso, existem quatro possibilidades, ilustradas na
Figura 4.23.
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Figura 4.23: Grafos Γ(L ), associados a`s bases do matroideM (T ).
O ve´rtice que fica de fora tem treˆs possibilidades de se ligar ao triaˆngulo criado, ou
seja, temos doze bases para o matroide associado a` X-a´rvore estrela T ∗. Os grafos
Γ(L ) associados aos subconjuntos L , que sa˜o bases do matroide associado a` X-
a´rvore estrela T ∗, esta˜o representados na Figura 4.12.
Observando as simetrias da a´rvore T , podemos formar duas o´rbitas relativas ao
grupo de simetria de T , que sa˜o as bases:
B1 := {ab, bc, ca, da} e B2 := {ab, bc, ca, dc},
representadas na Figura abaixo.
Figura 4.24: Γ(B1); Γ(B2).
Com o intuito de encontrar as bases do matroide associado a` X-a´rvore T , temos que
encontrar os conjuntos B = Bi ∪ {xy} tais que B e´ uma base de T ∗.
No caso de B1, as u´nicas cordas que ficaram de fora sa˜o db e dc. Vamos verificar se
e´ possı´vel acrescentar a` base B1 alguma das cordas.
Temos que f := eab|cd e que:
λ
T\f
db = λ
T\f
da − λT\fac + λT\fcb e λT\fdc = λT\fda − λT\fab + λT\fbc
enquanto,
λTdb(wf ) = λ
T
da(wf )− λTac(wf ) + λTcb(wf )⇔ δf |bd = δf |da − δf |ac + δf |cb ⇔
⇔ 1− 1 + 1 = 1⇔ 1 = 1
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e
λTdc(wf ) = λ
T
da(wf )− λTab(wf ) + λTbc(wf )⇔ δf |dc = δf |da − δf |ab + δf |bc ⇔
⇔ 0 = 1− 0 + 1⇔ 0 6= 2
o que implica, que para todas as bases B1, podemos adicionar cordas dc, mas na˜o db.
No caso de B2, as u´nicas cordas que ficaram de fora sa˜o da e db. Vamos verificar se
e´ possı´vel acrescentar a` base B2 alguma destas cordas:
λ
T\f
da = λ
T\f
dc − λT\fcb + λT\fba e λT\fdb = λT\fdc − λT\fca + λT\fab
enquanto,
1 = λTda(wf ) 6= λTdc(wf )− λTcb(wf ) + λTba(wf ) = −1
e
1 = λTdb(wf ) 6= λTdc(wf )− λTca(wf ) + λTab(wf ) = −1
o que implica que, para as bases do tipo B2, podemos adicionar qualquer uma das
cordas.
Exemplo 22. Com o intuito de descobrir uma base do matroide associado a`X-a´rvore re-
presentada na Figura 4.25, vamos usar a construc¸a˜o recursiva, enunciada na Proposic¸a˜o
2.
Figura 4.25: X-a´rvore com cinco folhas.
1) Uma base do matroide associado a` X-a´rvore T/{f, g}, ou seja, a a´rvore estrela
representada na Figura 4.26.
Figura 4.26: T/{f, g}, a´rvore estrela com cinco folhas: T ∗
Como ja´ vimos anterioremente, as bases do matroide M (T/{f, g}) = L (T ∗), sa˜o
conjuntosL para os quais o seu grafo associado, Γ(L ) tem uma das seguintes representac¸o˜es:
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Figura 4.27: Grafos Γ(L ), associados a um lasso L que sa˜o bases do matroide
associado a` X-a´rvore da Figura 4.26.
Por exemplo, o lassoL := {ab, bc, bd, cd, de}, que e´ uma configurac¸a˜o D, e´ uma base
do matroideM (T ∗).
2) Uma base do matroide associado a` X-a´rvore T/{g}, ou seja, a` a´rvore repre-
sentada na Figura 4.28.
Figura 4.28: T/{g}.
Seja xy uma corda e f a aresta interior da X-a´rvore. Pela Proposic¸a˜o 2 sabemos
que, se B e´ uma base de T/{f, g} e xy uma corda, enta˜o B ∪ {xy} e´ uma base do
matroide associado a T/{g} se e so´ se:∑
b∈B
ρxy(b)δf |b 6= δf |xy.
Neste caso, as cordas xy, podem ser: ac, ad, ae, be ou ce.
Para verificar se B ∪{xy} e´ uma base de T/{g}, basta verificar se a desigualdade se
verifica.
Seja B = {ab, bc, bd, cd, de} uma base de T ∗.
λT/{f,g}ac = λ
T/{f,g}
ab − λT/{f,g}bd + λT/{f,g}cd
enta˜o
λT/{g}ac = λ
T/{g}
ab − λT/{g}bd + λT/{g}cd ⇔
⇔δf |ac = δf |ab − δf |bd + δf |cd ⇔
⇔1 = 0− 1 + 0⇔
⇔ 1 6= 1
Logo B ∪ {ac} = B1 = {ab, bc, bd, cd, de, ac} e´ uma base de T/{g}.
3) Uma base do matroide associado a` X-a´rvore T , a a´rvore representada na
Figura 4.25.
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Pela Proposic¸a˜o 2 sabemos que, se B1 e´ uma base de T/{g} e xy uma corda, enta˜o
B1 ∪ {xy} e´ uma base do matroide associado a T se e so´ se:∑
b∈B
ρxy(b)δf |b 6= δf |xy.
Neste caso, as cordas xy, podem ser: ad, ae, be ou ce onde B1 = {ab, bc, bd, cd, de, ac}.
λ
T/{g}
ad = λ
T/{g}
ae − λT/{g}bc + λT/{g}bd + λT/{g}cd − λT/{g}de
enta˜o
λTad = λ
T
ae − λTbc + λTbd + λTcd − λTde ⇔
⇔δf |ad = δf |ae − δf |bc + δf |bd + δf |cd − δf |de ⇔
⇔1 = 0− 1 + 1 + 0− 1⇔
⇔ 1 6= −1
Logo, B1 ∪ {ad} = B2 = {ab, bc, bd, cd, de, ac, ad} e´ uma base deM (T ).
A a´rvore T tem os seis seguintes grupos de simetria: {Id, (ab), (cd), (ab)(cd), (ac)(bd),
(ad)(bc)}. Se aplicarmos as simetrias a` base B2, obtemos cinco bases distintas:
B3 = {ab, ac, ad, cd, de, bc, bd}
B4 = {ab, bd, bc, cd, ce, ad, ac}
B5 = {ab, ad, ac, cd, ce, bd, bc}
B6 = {cd, da, bd, ab, be, ac, cb}
B7 = {dc, bc, ca, ba, ae, db, ad}
que sa˜o bases do matroide associado a` X-a´rvore T .
4.4 Caraterizac¸a˜o da X-a´rvore pelo seu matroide
Vejamos que o matroide M (T ) de uma X-a´rvore T determina essa X-a´rvore, a menos
de isomorfismos de X-a´rvores.
Definic¸a˜o 25. Dada uma X-a´rvore T e Y ⊆ X com |Y | ≥ 3, a restric¸a˜o de T a Y e´
a Y -a´rvore denotada por T |Y que se obte´m da sub-a´rvore de T minimal que conte´m
os caminhos entre os ve´rtices de Y , por supressa˜o dos ve´rtices de grau 2 (isto e´,
substituindo cada ve´rtice v de grau 2 e as duas arestas incidentes com v por uma u´nica
aresta com extremidades nos dois ve´rtices adjacentes a v).
O conjunto de ve´rtices e arestas de T |Y denotam-se por VY e E|Y .
Dado w uma func¸a˜o peso nas arestas de T , w|Y e´ a func¸a˜o peso induzida em T |Y que
atribui a casa aresta {u, v} de E|Y a distaˆncia em T entre os ve´rtices u e v, relativamente
a w.
Note-se que, para y, y′ ∈ Y e w ∈ RE, λTyy′(w) = λT\Yyy′ (w|Y )
60
Lema 6. Dada uma X-a´rvore T e Y ⊆ X um conjunto com quatro elementos, digamos
Y = {a, b, c, d}, T |Y ∼= Tab|cb ⇔ existe alguma base B de M (T ) que conte´m Labcd =
{ab, bc, cd, ad} e nenhuma base deM (T ) conte´m {ac, ad, bc, bd}.
Demonstrac¸a˜o. Se T |Y ∼= Tab|cd, enta˜o as func¸o˜es λT |Yxy com xy ∈ Labcd sa˜o linearmente
independentes, logo o mesmo se sucede com a func¸a˜o λTxy, xy ∈ Labcd.
Assim, existe alguma base deM (T ) que conte´m Labcd. Ale´m disso, em Tab|cd,
λT |Yac + λ
T |Y
bd = λ
T |Y
ad + λ
T |Y
bc ,
logo em T ,
λTac + λ
T
bd = λ
T
ad + λ
T
bc,
e portanto nenhuma base deM (T ) conte´m {ac, ad, bc, bd}.
Reciprocamente, das quatro possibilidades para T |Y : T |ab|cd, T |ad|bc, T |ac|bd e T ∗, a
a´rvore estrela com folhas {a, b, c, d}. a relac¸a˜o
λT
′
ab + λ
T ′
cd = λ
T ′
ad + λ
T ′
bc
e´ satisfeita em T ′ = Tac|bd e em T ′ = T ∗, logo, se Labcd esta´ contido em alguma base
de M (T ), resulta que T |Y  Tab|bd e T |Y  T ∗. Ale´m disso, se T |Y ∼= Tad|bc enta˜o
{λT |Yac , λT |Yad , λT |Ybc , λT |Ybd } e´ linearmente independente, o que implica que λTac, λTad, λTbc, λTbd
tambe´m sa˜o linearmente independentes, portanto existe alguma base de M (T ) que
conte´m {ac, ad, bc, bd}, o que e´ absurdo. Logo, T |Y  Tad|bc.
Logo T |Y ∼= Tab|cd.
Definic¸a˜o 26. Dado umaX-a´rvore T , definimosQ(T ) = {ab|cd : {a, b, c, d} ∈ (X
4
)
e T |{a,b,c,d} ∼=
Tab|cd}.
Teorema 4.3. ([3, Corola´rio 6.3.8]) Dadas duas X-a´rvores T1 e T2, T1 ∼= T2 ⇔ Q(T1) =
Q(T2).
Corola´rio 2. Para quaisquer X-a´rvores T1 e T2,M (T1) =M (T2)⇔ T1 ∼= T2.
Demonstrac¸a˜o. (⇐:) Se T1 ∼= T2 enta˜o e´ facil ver que M (T1) = M (T2), ja´ que um
isomorfismo de X-a´rvores se restringe a` identidade em X.
(⇒:) Como M (T1) = M (T2) enta˜o as bases dos dosi matroides sa˜o iguais. Pelo
Lema 6, sabemos que se M (T1) = M (T2) enta˜o Q(T1) = Q(T1) e pelo Teorema 4.3
podemos concluir que T1 ∼= T2.
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Capı´tulo 5
Conclusa˜o
O estudo das mate´rias contidas neste trabalho, salienta o papel relevante da Matema´tica
e dos seu me´todos na reconstruc¸a˜o filogene´tica.
A filogene´tica, apresenta uma limitac¸a˜o que impossibilita a construc¸a˜o da a´rvore
evolutiva de certos conjuntos de indivı´duos, por falta de informac¸a˜o relativa aos mesmos.
Os artigos estudados nesta dissertac¸a˜o, lidam com esta limitac¸a˜o e apresentam uma
soluc¸a˜o para este problema. Foi possı´vel, com certos conjuntos de pares de folhas
(indivı´duos), determinar a a´rvore evolutiva de um conjunto de indivı´duos.
Depois de estudada a teoria dos lassos, nomeadamente a forma como reconstruir
uma a´rvore filogene´tica a` custa destes, foi estudada a teoria de matroides. Esta u´ltima
teoria permitiu a associac¸a˜o de uma estrutura combinato´ria, um matroide, a`s a´rvores
filogene´ticas.
Considero atingidos com eˆxito todos os objetivos aos quais me propus aquando do
inı´cio da realizac¸a˜o desta dissertac¸a˜o.
Sendo o principal objetivo, a caraterizac¸a˜o do matroide M (T ) associado a uma
a´rvore filogene´tica.
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