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Abstract
From the results of Dostanic [M.R. Dostanic, Asymptotic behavior of the singular values of frac-
tional integral operators, J. Math. Anal. Appl. 175 (1993) 380–391] and Vu˜ and Gorenflo [Kim Tuan Vu˜,
R. Gorenflo, Singular values of fractional and Volterra integral operators, in: Inverse Problems and Appli-
cations to Geophysics, Industry, Medicine and Technology, Ho Chi Minh City, 1995, Ho Chi Minh City
Math. Soc., Ho Chi Minh City, 1995, pp. 174–185] it is known that the j th singular value of the fractional
integral operator of order α > 0 is approximately (πj)−α for all large j . In this note we refine this result by
obtaining sharp bounds for the singular values and use these bounds to show that the j th singular value is
(πj)−α[1 + O(j−1)].
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this note we obtain sharp bounds on the singular values of the fractional integral operator
of order α > 0. Fractional calculus has found many applications in numerical analysis, nonlinear
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252 P. Burman / J. Math. Anal. Appl. 327 (2007) 251–256dynamics as well as in probability and statistics [2,4]. For any function f in L2([0,1]) we can
define its fractional integral of order α > 0 as
Kαf (x) = Γ (α)−1
x∫
0
(x − u)α−1f (u)du. (1)
Over the years quite a bit of work has been done on obtaining approximations to the singular
values of the fractional integral operator Kα which we will denote by σ1(Kα) σ2(Kα) · · · .
For instance, the result that σj (Kα) = O(j−α) was established in Faber and Wing [5], whereas
Vu˜ and Gorenflo [6] showed that this order was exact, i.e., jασj (Kα) are bounded between two
positive constants for all large j . It has been subsequently proved that limj→∞(πj)ασj (Kα) = 1.
For 0 < α  1 this was proved by Dostanic [3] and the general case α > 0 appeared in [7].
However, these results do not tell us the error rate associated with this convergence. We refine
this result by obtaining the following type of bounds for the singular values:(
π(j + l2)
)−α  σj (Kα) (π(j − l1))−α,
where l1 and l2 are nonnegative integers which depend only on α. As a consequence we are able
to establish that (πj)ασj (Kα) = 1 + O(1/j).
The bounds on the singular values are obtained by approximating the fractional integral oper-
ator by fractional summation operators for which sharp bound are known [1]. As a by-product we
also obtain the error rate for approximating the singular values of a fractional operator by those
of the fractional summation operator. These results are presented in Section 2 whereas Section 3
contains the proofs.
2. The main results
As we have pointed out in the introduction, the main result of this note is obtained by approx-
imating the fractional integral by the fractional summation. The fractional summation Sα , α real,
for any z in Rn can be defined as
(Sαz)(t) =
∑
1jt
(−1)t−j
( −α
t − j
)
zj , t = 1, . . . , n. (2)
When α < 0, this operator can be described as a difference operator. When α = 0, this operator
is the identity. When α > 0, the fractional summation defined above is also known as the Cesaro
sum in [8, Chapter 3, vol. 1]. This operator can be viewed as a lower triangular matrix of order
n whose element (t, j) is given by (−1)t−j (−α
t−j
)
. This operator has nice properties which are
summarized in the following lemma.
Lemma 1. We have that for α and β real
(i) S0 = I ;
(ii) SαSβ = Sα+β ;
(iii) S−α = S−1α .
In order to avoid confusion, from now on we will assume α > 0 with the understanding that
Sα is the summation operator and S−α is the difference operator.
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whereas the eigenvalues will be denoted by λ1(A)  · · ·  λn(A) when A is symmetric. The
following result on the bounds on the eigenvalues of the matrix S′−αS−α appears in [1]. The
following convention will be used. Let A be a symmetric matrix of order n and let {cn,j : j =
1, . . . , n} be a finite sequence of nonincreasing real numbers. Whenever we write “cn,j+l2 
λj (A) cn,j−l1 ” for some nonnegative integers l1 and l2, it is understood that the first inequality
“cn,j+l2  λj (A)” is valid when j = 1, . . . , n − l2, and the second inequality “λj (A) cn,j−l1 ”
is valid when j = l1 + 1, . . . , n.
Theorem 1. Let s(u) = 2−2 cos(u), u ∈ [0,π], and xn,j = π(1−j/(n+1)), j = 1, . . . , n. Then
(i) s(xn,j+2)α  λj (S′−αS−α) s(xn,j )α , when 0 < α < 1;
(ii) s(xn,j+1)α  λj (S′−αS−α) s(xn,j )α , when α = 1;
(iii) s(xn,j+2r )α  λj (S′−αS−α) s(xn,j−2r )α , when r < α  r + 1, where r is a positive inte-
ger.
Let us denote the kernel of the fractional integral operator as Kα(x, y) = (x − y)α−1+ ,
0 x, y  1, where z+ denotes max(z,0) for any real z, and define the approximating integral
operator on L2([0,1]) as
Kαn f (x) =
∫
Kαn (x, y)f (y) dy, where (3a)
Kαn (x, y) =
{
n1−αSα([nx], [ny]) if [nx] [ny],
0 otherwise,
(3b)
where the largest integer not exceeding a real number w is denoted by [w]. Then the singular
values of Kαn are n−α times those of the summation operator Sα . The following result finds the
error rate for approximating the singular values of Kα by those of Kαn .
Theorem 2. Let Kαn be defined as in (3a) and (3b). Then
sup
j1
∣∣σj (Kαn )− σj (Kα)∣∣=
⎧⎨
⎩
O(n−α) 0 < α < 1,
O(n−1 logn) α = 1,
O(n−1) α > 1.
The following theorem which can be derived from Theorems 1 and 2 given above is the main
result of this paper. Note that whenever we write “(π(j + l2))−α  σj (Kα)  (π(j − l1))−α ,”
where l1 and l2 are nonnegative integers, it is understood that the first inequality “(π(j + l2))−α 
σj (K
α)” holds for all j  1 and the second inequality “σj (Kα) (π(j − l1))−α” holds for all
j  l1 + 1.
Theorem 3. We have that
(i) (π(j + 2))−α  σj (Kα) (πj)−α , when 0 < α < 1;
(ii) (π(j + 1))−α  σj (Kα) (πj)−α , when α = 1;
(iii) (π(j + 2r))−α  σj (Kα)  (π(j − 2r))−α , when r < α  r + 1, where r is a positive
integer.
The following corollary follows immediately from Theorem 3.
254 P. Burman / J. Math. Anal. Appl. 327 (2007) 251–256Corollary 1. For any α > 0, we have that (πj)ασj (Kα) = 1 + O(j−1).
We end this section by writing down a result which will be useful for proving Theorem 2.
This result combines Lemmas 3.1 and 3.2 given in [5].
Theorem 4. Let {Kn: n = 1,2, . . .} and K be integral operators on L2([0,1]) and let
βn = sup
0y1
∫ ∣∣Kn(x, y) − K(x,y)∣∣dx, γn = sup
0x1
∫ ∣∣Kn(x, y) − K(x,y)∣∣dy.
Assume that βn → 0 and γn → 0 as n → ∞. If Kn is a compact operator on L2([0,1]) for
each n, then
(a) K is also a compact operator on L2([0,1]);
(b) supj1 |σj (Kn) − σj (K)| (βnγn)1/2.
3. The proofs
Proof of Theorem 2. Define δn to be equal to n−α when 0 < α < 1, n−1 logn when α = 1,
and n−1 when α > 1. Let βn and γn be as in Theorem 4 with Kn and K replaced by Kαn and
Kα , respectively. This result follows from Theorem 4 once we can show that both βn and γn are
O(δn). However, we will show this only for βn since the arguments for γn are very similar.
For any j  k, using Stirling’s approximation we have
Sα(j, k) = Γ (a)−1Γ (α + j − k)/Γ (1 + j − k)
= Γ (a)−1(1 + j − k)α−1 + O(1)(1 + j − k)α−2.
Consequently, when [nx] [ny] we have
Kαn (x, y) = n1−αSα
([nx], [ny])
= Γ (α)−1(1/n + [nx]/n − [ny]/n)α−1 + O(n1−α)(1 + [nx] − [ny])α−2
= Kαn(x, y) + O
(
n1−α
)
Un(x, y), say. (4)
From now on whenever we write an integral of the form
∫
Rn(x, y) dx is O(δn), it will be
understood to hold uniformly in y in [0,1].
For 1 j  n, define the intervals Aj = [(j − 1)/n, j/n), with the understanding that An =
[(n − 1)/n,1]. Let y be in the interval [0,1] and let k = [ny]. If k > n − 3, it is fairly easy to
show that our result holds. So we will assume that k  n − 3.
When x is in Aj , Un(x, y) = (j − k)α−2 and hence
n1−α
∫ ∣∣Un(x, y)∣∣dx = n1−α ∑
k+1jn
∫
Aj
Un(x, y) dx
= n1−α
∑
k+1jn
(j − k)α−2 = O(δn). (5)
From (4) and (5) we conclude that
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∫ ∣∣Kαn (x, y) − Kα(x, y)∣∣dx =
∫ ∣∣Kαn(x, y) − Kα(x, y)∣∣dx + O(δn)
=
∑
k+1jn
∫
Aj
∣∣Kαn(x, y) − Kα(x, y)∣∣dx + O(δn)
=
∑
k+1jn
Ij + O(δn), say.
Our result will follow if we are able to show that
∑
k+1jn Ij = O(δn). Note that
Ik+1 
∫
Ak+1
Kαn(x, y) dx +
∫
Ak+1
Kα(x, y) dx
= Γ (α)−1n−1(1/n + k/n − k/n)α−1 + Γ (α)−1
(k+1)/n∫
y
(x − y)α−1 dx
= O(n−α)+ O(1)((k + 1)/n − y)α = O(δn).
A similar argument will show that Ik+2 = O(δn). So it remains to show that ∑k+3jn Ij =
O(δn).
Note that when j  k + 3 and x is in Aj , we have
Kαn(x, y) − Kα(x, y) = Γ (α)−1
{(
1/n + (j − 1)/n − k/n)α−1 − (x − y)α−1}
= Γ (α)−1(x − y)α−1[(1 + δ(x))α−1 − 1],
where δ(x) = {j − k − n(x − y)}/{n(x − y)}. A fairly simple argument will show that when x
is in Aj , j  k + 3,
0 δ(x) 2/
{
n(x − y)} 1.
Consequently,
∑
k+3jn
Ij = O
(
n−1
) 1∫
(k+2)/n
(x − y)α−2 dx = O(δn). 
Proof of Theorem 3. Note that
σj
(
Kαn
)= n−ασj (Sα) = n−α{λn+1−j (S′−αS−α)}−1/2.
Since n−αs(xn+1−j )−α/2 → (πj)−α as n → ∞ for any j , the result follows from Theorems 1
and 2. 
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