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A lo largo de toda la memoria hemos denotado a los vectores por letras minúsculas en
negrita; x~, i 1,. .. , r¿, representan las coordenadas del vector x e 1W. Las mayúsculas
en negrita denotan matrices; ~ i 1,.. . , m, J 1,.. . , n, representan los elementos de la
matriz A. Los escalares, conjuntos y aplicaciones están impresos en la calidad usual del texto
cii estilo cursivo, reservando las letras mayúsculas para referirse a conjuntos. Generalmente se
lía tratado de mantener el convenio de reservar la tilde para denotar todos aquellos conceptos
referentes a juegos con tasas de participación.
Con el objetivo de facilitar la lectura de la memoria, a continuación se lista parte de la
notación empleada. En primer lugar se muestra la notación común a todos los capítulos,
para, a continuación, detallar la notación específica de cada uno de ellos.
N Conjunto de jugadores ...... , u)>
S G N Coalición (nítida) de IV.
S G T S contenido o igual que T.
S ~ T 3 contenido estrictamente en T.
= Cardinal del conjunto 3.
Valor absoluto de r E 11?
x(S) Con SC N, xE 11-??, denota
iCS
‘r E [0, l]~ Coalición con (infinitas) tasas de participación de N.
Sop(r) Soporte de la coalición ‘r, {i E N/r¿ >01.
_ Ti=# Vizzl,...,n.
r=r’ y r~<r~’paraalgúnieN.
2(N) Partes de N.
(N, y) Juego cooperativo con utilidad transferible, N es el conjunto de jugado-
res y y : 2(N) -4 II? es la función característica del juego.
(N, u) Juego cooperativo con utilidad transferible y coaliciones con (infinitas)
tasas de participación, IV es el conjunto de jugadores y ui: [0, 1]” —> iR



















Conjunto de todos los juegos TU u—personales, C = U a”.
~¿dPv
Conjunto de todos los juegos TU u—personales con tasas de participa-
ción, FF U ~‘~“’~
n eN
Conjunto de preimputaciones del juego (IV, y).
Conjunto de preirnputaciones del juego con tasas de participación (N, 75).
Conjunto de imputaciones del juego (IV, y).
Conjunto de imputaciones del juego con tasas de participación (IV, u).
Conjunto de todos los juegos TU u—personales con conjunto de imputa-
ciones no vacío, IG U ~
flCJN
Conjunto de todos los juegos TU u—personales con tasas de participación
tales que 1(75) # 0, 1Ff r= U ~
nCJN
Subeonjunto de FI?” compuesto por todos los juegos (IV, 75) e FI”’ tales
que 75 es integrable en [0,1]”, FI?
1 IJ FF~.
nc ~V
Subconjunto de 1FF” compuesto por todos los juegos (N, 75) E 111”
tales que 75 es integrable en [0,1]”, 1FF1 = ~ IFF~.
nCIV
Corazón del juego (IV, y). También se derrotará por core(v).
Corazón del juego con tasas de participación (IV, 75). También se deno-
tará por core(v).
Conjunto de todas las posibles permutaciones de IV.
Vector de pago marginal asociado a 6 e e”.
Conjunto de Weber del juego (IV, y).
Envoltura convexa de los puntos x ~,... , xP.
Interior del conjunto A.




y(S) — 45), exceso de la coalición ~ # 8 c N con respecto a x.
3 e(3, x), exceso medio asociado a las coaliciones correspondien-
SCN
te a x en el juego (IV,v).
75(r) — rx, exceso de la coalición O # r E [0, lj~ con respecto a x.
¡0,1]?. %(r, x) dr, exceso medio asociado a las coaliciones corres-
pondiente a x en el juego (IV, 75).
3 e(S,x), exceso del jugador i e N con respecto a x en el juego
SCN
iÉS(IV,v).
rj~’(r, x) dr, exceso del jugador i e N con respecto a x en
el juego (N,759.
Vector de excesos de los jugadores con respecto a x.
Prenucléolo mínimo cuadrático del juego (IV, y).
Nucléolo mínimo cuadrático de] juego (IV, y).
Solución igualadora del juego (IV, lO.
Solución lexicográfica del juego (IV, iO.
Dominio del nucléolo general.
Nucléolo general.
Mínimo corazón general.
Problema de asignación de costes, c : —4 E es la función de
coste y a E int(1R7> es el vector de demandas.
mfl[Oa~1
jzzj
Conjunto de todos los problemas de asignación de costes asoci&
dos a la producción de m e Z4 bienes sin coste fijo (40) 0)






























Mecanismo de asignación de costes.
Curva de demanda.
Función de pago.
Conjunto de los vectores de precios unitarios p E E”’ que recupe-
ran costes al final del período de acuerdo con la función de coste
e y el vector de demandas a.
Corazón mínimo del problema de asignación de costes (e, a).
Corazón mínimo inverso del problema de asignación de costes
(c,a).
Juego de ganancias asociado a (e, a).
Riesgo promedio asociado a la producción del producto i, cuando
se han asignado precios unitarios p, i = I,... , ni.







Vector de recursos iniciales del jugador i E N.
3 W, vector de recursos de la coalición S.
iES
Matriz de producción.
Vector de beneficios asociados a la venta de los productos.
Conjunto de óptimos del dual del problema de programación lineal aso-
ciado a] valor de la coalición total IV.
Conjunto de pagos según precios sombra:
k~ 1
Lote q, q = 1,... ,4, de recurso k, k = 1,... ,m, disponible en el
mercado.
Notación xi
(Y, u%) Juego simple que describe el control sobre el lote B%.
Conjunto de jugadores veto del juego simple (N, u~).
MW(u%) Conjunto de coaliciones minimales ganadoras del juego simple (N, t4).
Conjunto de coaliciones de bloqueo del juego simple (IV, i4).
Ik(S) {QC {l,... ,dk}/S~V4’ #0}.
.4(3> {qC{1,... ,d*}/BEB(~4>}.
(N,c¿) Juego de coste asociado a ¿E Op(N):
nl
e¿(S)rt>3~ 3 B~, VSCIV S#IA,
kz4 qGik(S)
B%(S) B~u%(S), ‘Ú 3CM
4
.Bk(S) >3 B~(S>, cantidad total de recurso k, de que dispone la coalición 3,
q=tk=sl ni.
B(S) (E
1(s),... ,n~(S)), vector de recursos de la coalición 3.
CDP(v) Conjunto de pagos según precios sombra y repartos equilibrados:
nl ¡‘4
zElRn ¡ zj=>3 Vi= 1,... ,n,
ka \q=i
E Qp(N),
(rN, Wr) r—replicación del juego de producción lineal (IV, y), r E 2±.
(rN, ti) r—refinamiento del juego de producción lineal (controlado por comités)
(N,v), rE Z~.
Número de jugadores de tipo i que contiene 3 C rN V i E Y.qe(S)
xii Notación
r~r (3) Proporción de jugadores de tipo i que contiene 3 C rN V i E N.
Refinamiento del juego simple (N,u~), {(rN,i4r), rE
1
máx minqj(S), V SGrIV, V r6Z~.
7’ PGMW<t4) iCP
4
.B%(S) 3.B~u~T(S), cantidad total de recurso k, k 1,... ,m, de que dispone
q~ 1
la coalición 3 cii rN, en el juego r—refinado (rN, nr).
Conjunto de coaliciones con (finitas) tasas de participación:
{ xEJRfl/xi=z2!,qiEZ,0=qj=r,iz=1,...,n}.
(N, i4~) Juego con (finitas) tasas de participación asociado a (rN, ~
4r) a partir
de la correspondencia rr : rN —* M’j rr(S) = (4(S),... ,
(IV, ~) Juego simple con infinitas tasas de participación que genera el refina-
miento:
i4(r)= máx mínij, V’re[0,1]”.
PGMW(t4> fe)’
(IV, 75’) Juego con (finitas) tasas de participación asociado a (rIV, yT) a partir de
la correspondencia 1r : rN -4 M”.
IZ(v) Refinamiento de (N,v), { (N,75~), r E Z~
(IV, 75) Juego de producción lineal (controlado por comités> con infinitas tasas
de participación que genera el refinamiento.
Juego reducido (Davis—Maschler) con respecto a 3 y a x.(S,v~)
Nutación xiii




ct~ Precio de compra de t~, j e J.
7’ Conjunto de paquetes de acciones disponibles en el mercado en un juego
de producción lineal controlado por comités extendido.
Precio de compra del paquete de acciones t E 7’.
Lote adicional de recurso /e, ¿ cx 1,... , 4, /e cx 1,... , m.
Juego simple que describe el control sobre el lote D~ que adquiere una
coalición cuando compra el paquete de acciones 7” C 7’.
(N, z4LT’]) Juego simple que describe el control sobre el lote B/ que adquiere una
coalición cuando compra el paquete de acciones 7” G 7’.













Problema del árbol fijo de conexión (problema FTC).
Árbol con un único vértice raíz, r.
Vértices del árbol, N es el conjunto de usuarios de la red de conexion.
Conjunto de arcos del árbol.
Función de coste del modelo.
Único camino en el árbol O del vértice raíz a i, V i e N.
Predecesor (o padre) de i en el árbol O, V i e 1V.
Arco (lr(i),i), V 1 eN.
Relación de precedencia sobre el conjunto de vértices, 1 ~ j si y sólo si
iePp
Relación de precedencia sobre el conjunto de arcos, e~ § e4 si y sólo si
iCPj.
‘IYonco de O, conjunto de vértices cerrado bajo la relación de precedencia
(V-<).
xiv Notación
c(7’) Coste asociado al tronco 7’ de O, denota >3 c(e~).
iGT\{r}
¿(7’) Conjunto de arcos que parten de 7’, e cx (i,j) e E tal que i e 7’ y
j~7’.
F(i) Conjunto de sucesores del vértice i, {j C IV/j >- 4.
ttk GV Subeonjunto de vértices {i G N/~F(i)~ cx (4, k cx{,... ,n.
(N,cg) Juego de coste generado por g cx <O,e,N>.
Mínimo tronco que contiene a todos los miembros de 5, ‘y’ S C IV.
(Y, UL) Juego dual de unanimidad respecto de la coalición 3.
(Ee,Ve) Rama de & enraizada en e cx (i,j) e E, subárbol de O generado por el
conjunto de vértices P(j) U {i}.
Partición de Q en subproblemnas.
SG(x) Partición de Q en subproblemas inducida por x e core(eg).
VV(O) Conjunto de pesos admisibles (tasas de contribución), u> e IR”, para
cx <G,c,N>.
&4> (3) Coste medio ponderado (con respecto a u>) bajo O de la coalición 3
a40(S)cx{ ws’ ~ ws:cx>3w¿>0,
icS
Si WscxO.
Contracción de Q = (C,c,N> por 7’.
Solución av-igualitaria restringida del problema O.
T0 (u>) {7’r~..• 7’~’> }, partición de IV inducida por el algoritmo que define
¿0(w).
x
0(w) Reparto raíz—casa asociado a u> E VV(O).
Ag(w) {A~t... , A%}, partición de Y definida por el tiempo de finalización
inducida por x0(w).
Notación xv
Aplicación que asigna a cada ca E VV(~) la solución ca—igualitaria res-
tringida del problema O.
Conjunto de todos los problemas SFTC.
Regla igualitaria restringida de asignación de costes.
Sistema admisible de pesos, aplicación w : Y —> U NCEV que verifica
INI<oo
w(G, e,Y) e VV(O) para todo O e Y.
Regla w—igualitaria restringida de asignación de costes.
Clase de procedimientos de asignación de costes en Y compuesta por
todos aquellos procedimientos de asignación de costes que verifican las
propiedades de monotonicidad con respecto a la función de coste y per-
tenencia al corazón.
Reparto de costes raiz—casa asociado al vector de tasas de contribución
y y a la partición de O en subproblemas 8.
Valor de Shapley (dual) ponderado asociado al sistema de pesos
w cx (A, ID).
Problema SFTC con tasas de participación y con pérdidas.
(C1,.. . , C,j, C~ : [0,1] —> [0,e(e~)], j cx 1,... , u, función de coste ex-
tendido.
(d1,... , 4), d~ : [0,1] —4 iR4, i = 1,... , u, función de pérdida.
Juego de coste con tasas de participación generado por Q.
trextensión de (IV, e0) definida por la conorma triangulars.
Extensión de Cornet del juego (IV, cg).
Problemas FTC que verifican todas las propiedades de un problema
estándar cori la posible excepción de la propiedad (u) (del vértice raiz
parte mi único arco).























































La Teoría de Juegos se ocupa de la modelización y análisis matemático de situaciones de
conflicto, total o parcial, en las que intervienen dos o más decisores racionales (jugadores),
de cuya interacción depende el resultado final de la situación (juego). Lo que cada jugador
obtiene, no sólo depende de su propia decisión, sino que también depende de las decisiones
tornadas por el resto de los participantes.
Si bien los trabajos de Cournot (1838), sobre el modelo del duopolio, y de Zermelo (1913),
sobre el juego del ajedrez, ya apuntan algunas ideas propias de la Teoría de Juegos, se puede
considerar que esta teoría se inició con los trabajos publicados por el mateniático húngaro
John von Neunixann en 1928. No obstarúe, su difusión y desarrollo no se produciría hasta
1944, año en que von Neumann y Oskar Morgenstern, economista austriaco, publican el libro
Theory of Carnes and Reonornie Behavior. El objetivo inicial de esta teoría era proporcionar
mi marco teórico que promoviera la racionalidad en la actividad económica. Sin embargo,
el trabajo de numerosos investigadores ha conducido a que el ámbito de aplicación de la
Teoría de Juegos se haya extendido a otras disciplinas: Ciencias Sociales, Ciencias Políticas
y Biología Evolutiva.
Se distingue, fundamentalmente, entre dos tipos de juegos: Juegos Cooperativos y Juegos
No Cooperativos, dependiendo de si los jugadores pueden o no coordinar y negociar sus estra-
tegias mediante acuerdos vinculantes. En particular, en los juegos cooperativos se contempla
la posibilidad de que los jugadores formen coaliciones. A su vez, los juegos cooperativos se
clasifican en Juegos con utilidad transferible (juegos TU) y Juegos sin utilidad transferible
(juegos NTU), dependiendo de que la utilidad pueda o no ser representada por algún medio
de cambio que sea perfectamente transferible de un jugador a otro.
En esta memoria nos restringimos al ámbito de los juegos cooperativos con utilidad trans-
ferible. En particular, a aquella parte de su estudio que comprende el establecimiento de reglas
que indiquen, para cada posible juego, cómo repartir entre los jugadores el beneficio o el coste
que se ha generado cuando todos ellos han cooperado. Como indica el título de la memoria,
nuestro interés reside en estudiar algunas de las respuestas que la Teoría de Juegos puede
ofrecer al problema que se plantea cuando un grupo de agentes participa conjuntamente en
xx Prólogo
la producción o el consumo de un bien: ¿Cómo repartir el beneficio o el coste que se ha
generado? e
u
En el desarrollo de este trabajo abordamos tres situaciones concretas, que serán descritas U
u,posteriormente. Su rnodelización corno juegos cooperativos con utilidad transferible, no sólo
u,
nos permitirá analizar las posibilidades que soluciones de la Teoría de Juegos (ya estable-
cidas en la literatura) ofrecen corno propuestas de reparto en cada una de las situaciones e,
consideradas, sino que también motivará la consideración de nuevas soluciones, e
e
En el primer capítulo, de carácter introductorio, se recogen las nociones y elementos e,
básicos de la Teoría de Juegos cooperativos con utilidad transferible necesarios para el desa- e
rrollo de este trabajo. En particular, se introduce el concepto de coalición con tasas dc u.
e
participación. Generalmente, se considera que un jugador, por el hecho de formar parte de
e
una coalición, pone a disposición de la utisína toda su “capacidad de actuación”. Sin em- —
bargo, existen situaciones en las que los jugadores tienen la posibilidad de firmar acuerdos e,
vinculantes que no suponen la cesión de todo su potencial. Los Juegos cooperativos con uti- e
lidad transferible y coaliciones con tasas de participación incorporan al modelo convencional
e
la posibilidad de que un jugador decida el grado en que quiere involucrarse en una coalición,
e
considerando para ello la formación de coaliciones con tasas de participación, en el sentido e
dado por Aubin (1974a) al concepto de coalición difusa. No obstante, querernos destacar el e
hecho de que a lo largo de esta memoria en ningún momento se emplea metodología propia e
de la Teoría de Conjuntos Difusos (Zadeh (1965)); únicamente se emplea la interpretación
e,
física nítida de tasa de participación. Estos juegos han sido tratados, bajo distintas denom’-
e,
naciones, por Aubin (1974a, 1981), Hsiao y Ragliavan (1992, 1993, 1995) y Nouweland, Tijs, e,
Potters y Zarzuelo (1995), entre otros. e
e,
En el estudio expuesto en el segundo capitulo se establece una regla de reparto para la e,
clase de Juegos cooperativos con utilidad transferible y coaliciones con tasas de participación. e
Proponemos una solución para este tipo de juegos basada en el prenucláolo mínimo cua-
e
drótico (Ruiz el al. (1996)): la solución igualadora. En una primera parte se analizan sus
u.







el problema conocido genéricasnente como problema de asignación de costes (Slmbik (1962),
Billera y 1-Ieath (1982), Mirman y Tauman (1982), Samet y Tauman (1982), Young (1985b)).
Una de las cuestiones que se plantean cuando varios productos heterogéneos y divisibles son
elaborados por mi proceso de producción común es redistribuir el coste derivado de su pro-
ducción conjimta en forma de precios asignables a la producción de cada uno de los bienes
individuales. Considerando que un jugador (en este caso, un producto) puede participar par-
cialmente en una coalición para consumir ini bien (en este caso, el proceso de producción), ia
situación anterior puede ser interpretada en forma de juego cooperativo con utilidad transfe-
rible y coaliciones con tasas de participación. Exploramos, entonces, las posibilidades que la
solución igualadora puede tener como solución al problema de asignación de costes planteado.
El tercer capítulo se centra en los Juegos de producción lineal introducidos por Owen
(1975). Este tipo de juegos modeliza economías de producción en las que el proceso de
producción es lineal y los recursos necesarios para elaborar los productos finales que serán
vendidos en el mercado no pertenecen a un único decisor. Por el contrario, los recursos
pertenecen a un grupo de decisores (jugadores>, que pueden compartirlos si llegan a un
acuerdo. El problema a resolver consistirá en repartir el beneficio obtenido en la venta
cuando todos los jugadores cooperan; es decir, cuando unen todos sus recursos. Desde que
Owen introdujera este tipo de juegos han sido propuestas diversas generalizaciones (Dubey
y Shapley (1984), Granot (1986) y Curiel, Derks y Tijs (1989)). Estas generalizaciones
suponen que los recursos son bienes colectivos, no individuales, de manera que un grupo de
jugadores podrá disponer de ellos siempre y cuando tenga el “poder” suficiente para hacerlo.
En particular, en este capítulo nos centramos en la generalización propuesta por Curiel et
al. (1989): Juegos de Producción Lineal Controlados por Comités. Nuestro objetivo es
llevar cabo un estudio, análogo al desarrollado por Owen para el modelo original, acerca del
comportamiento del corazón de estos juegos cuando el número de jugadores “tipo” presentes
en el mercado aumenta. Este estudio se puede llevar a cabo suponiendo que los jugadores
pueden participar parcialm ente en una coalición, esto es, la evolucióím del corazón cuando se
replica el conjunto de jugadores se puede estudiar a partir de la evolución del corazón de
juegos de producción lineal controlados por comités con tasas de participación. Será este
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último enfoque el que, precisamente, nosotros adoptaremos. Así mismo, siguiendo el trabajo
a
de Granot (1994), se estudia la reducción (en el sentido de Davis—Mascliler) de un juego de
e
producción lineal controlado por comités.
e
eEl problema que se aborda en el capítulo 4 es el de repartir los costes derivados del
e
mantenimiento de una red de conexión a un punto de suministro entre los usuarios de la
e,
misma. Para ello, la situación a la que se enfrentan los usuarios de la red es previamente u.
modelizada corno un juego de coste. En particular, nos restringimos a aquellos casos en los u.
que la red de conexión tiene estructura de árbol: Juego del árbol fijo. Este tipo de situaciones e,
e,han sido tratadas por Granot, Maschler, Owen y Zhu (1996) y Mascliler, Potters y Reijnierse
e,(1995), entre otros. El caso particular en que el árbol que define la red de conexión es una
e,
cadena, conocido con el nombre de problema del aeropuerto, ha sido también extensamente e
estudiado: véase Littlechild (1974), Littlechild y Owen (1977), Dubey (1982), Sudhálter y
Potters (1995), Aadland y Rolpin (1998). El capítulo puede dividirse en dos partes. La
u.primnera parte ha sido desarrollada en colaboración con los profesores M.Koster y S.Tijs de la
u.
Universidad de Tilburg (Holanda) y el profesor Y.Sprumont de la Universidad de Montréal
mr(Canadá) y aparece parcialmente recogida en Koster, Molina, Sprumont y Tijs (1998). En e,
ella se analiza en profundidad el corazón de este tipo de juegos, destacando la definición de e,
la familia de soluciones igualitarias restringidas ponderadas, que coincide con el corazón del
e,juego y que será objeto de un amplio estudio. En la segunda parte se estudian las posibilidades
e,
que ofrece el considerar la formación de coaliciones con tasas de participación en el modelo y
e
las propiedades del premiucléolo mínimo cuadrático como solución de un juego del árbol fijo. u,,
e,
Por último, se incluye un apéndice en el que se desarrollan detalladamente algunas cues- e,
tiones planteadas a lo largo de la memoria. e,
e,
La estructura de los capítulos 2, 3 y 4 es la misma. Se inicia cada capítulo con mía breve e,
introducción en la que se motiva y describe el problema tratado, dando unos apuntes acerca e
de los trabajos relacionados ya existentes en la literatura. En el núcleo central del capítulo e,
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En este capítulo se recogen todos aquellos conceptos y resultados básicos de la Teoría de
Juegos cooperativos con utilidad transferible que son empleados a lo largo de esta memoria.
El caso en que se considera la posibilidad de que los jugadores gradúen su tasa de participación
en una coalición queda recogido en la sección 1.2. Para umi estudio más extenso remitimos
al libro “Mathematical Methods of Carne and Economic Theory” (Aubin (1980)), en lo que
a juegos difusos se refiere, y a los libros “Cooperative Carnes, Solutions and Applicatiois”
(Driessen (1988)) y “Gaine Theory” (Owen (1995)), en lo referente a juegos TU.
1.1 Juegos cooperativos con utilidad transferible: Juegos TU
Un juego u—personal cooperativo con utilidad transferible modeliza aquellas situaciones en las
que confluyen dos supuestos básicos: cualquier grupo de jugadores puede negociar y coordinar
sus estrategias mediante la firma de acuerdos vinculantes (formación de coaliciones) y existe
un bien, totalmente divisible, que los jugadores pueden transferir libremente de unos a otros,
siendo la tasa de transferencia de utilidad entre los jugadores (de acuerdo con dicho bien)
de 1 a 1. En este contexto, un juego u—personal cooperativo con utilidad transferible queda
determinado por un par (1V, y), donde N cx ...... , n} representa el conjunto de jugadores
y y : P(N) -4 iR, a la que se denomina función característica del juego, es una función que
asigna a cada coalición S G Y un número real y(S), valor de la coalición 5, verificando
v(0) =0.
Intuitivamente, y(S) representa la máxima utilidad que los jugadores deS pueden garanti-
zarse obtener en el juego, independientemente de lo que haga el resto de jugadores (jugadores
en IV \ 5).
El conjunto de todos los juegos TU u—personales se denota por O”, mientras que
G = O” denota al conjunto de todos los juegos TU.
nUN
Definición 1.1. Se dice que dos juegos u—personales, (N, u) y (1V, y), son estratégicamente
e-
u
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e
equivalentes si existen k > 0, y a E iR”, tales que para toda coalición 5 G Y se verifica
e




Esencialmente, si dos juegos son estratégicamente equivalentes, entonces se puede obtener e
uno a partir del otro sin más que aplicar una transformación lineal a los espacios de utilidad e
ede los jugadores. Obviamente, la relación definida es una relación de equivalencia. Comno
e
representante de las clases de equivalencia definidas por esta relación se suele emplear, siempre e
que sea posible, el siguiente juego. e
e,Definición 1.2. Se dice que (Y, y) e O” es unjuego normalizado (0,1) si y sólo si v({i}) cx 0,
e
Vi EN y v(N) =1. 0
e
Como ya se ha mencionado en el prólogo, uno de los principales problemnas que trata e
de resolver la teoría de juegos en este contexto es cómo repartir entre los jugadores los e
beneficios derivados de la cooperación. No obstante, los jugadores mio tienen siempre los
e
mismos incentivos para coaligarse. A continuación se exponen una serie de definiciones que
e
hacen referencia a propiedades del juego en relación con este hecho.





v(S)+v(T)=v(SUT), VS,TCN talesque SflT=0. u.
e,
e,Definición 1.4. Se dice que (N, y) E O” es monótono si para todo par de coaliciones
e
9 7’ (11V, tales que SG 7’ se tiene que u(S) =v(T). u.
Definición 1.5. Se dice que un juego (Y, y) e O” es convexo si para todo par de coaliciones
e
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Alternativamente, si para todo par de coaliciones 5,7’ G N, se da la desigualdad en
sentido contrario, entonces se dice que el juego es concavo.
En cualquier caso, dado el juego TU, (Y, y) E O”, el problema que se plantea es cómo
repartir equitativamente entre los jugadores el beneficio v(N) que se genera cuando se fcrma
la coalición total. Para que una propuesta de reparto sea aceptada por todos los jugadores
deberá cumplir ciertos requisitos, que vendrán dados por la situación concreta de que se trate.
En este sentido, la Teoría de Juegos ofrece distintas “soluciones” en fornía de conceptos de
solución, entendiéndose por concepto de solución para juegos TU un mecanismo de selección
(regla) que asigne a cada posible juego un conjunto de propuestas de reparto.
Definición 1.6. Un concepto de soluciórx para la clase de juegos Go G O, es una aplicación
punto—a--conjunto, o, definida sobre 0o, que asigna a cada juego (IV, y) E C~, un subconjunto
de vectores de pago y~(IV, y) c IR”. Un concepto de solución que asigne un único vector de
pagos a todo juego de 0o se denomina valor.
El establecimiento de conceptos de solución constituye en la actualidad una de las líneasde
investigación más prolijas dentro de la Teoría de Juegos cooperativos con utilidad transferible.
Sin embargo, esto no fue así hasta 1953, año en que Donald Gillies introduce el concepto de
corazón1 y Lloyd S. Shapley define el valor conocido comúnmente como valor de Shapley.
Hasta ese momento el concepto de solución más utilizado era el de los conjuntos estables,
introducido por von Neumamín y Morgenstern. De entre los conceptos de solución ya clásicos
en la literatura queremos destacar aquellos que, tanto por su impacto inmediato en el trabajo
desarrollado en este memoria, como por su impacto en el ámbito de la Teoría de Juegos
Cooperativos TU, resultan más interesantes: el corazón y el valor de Shapley, previamente
mencionados, el nucléolo (Schmeidler (1969)) y el prenucléolo (Sobolev (i975)).
Definición 1.7. Dado un juego (IV, y) e O”, se define una preimputación como un vector
‘Nos hemos decantado por la traducción de core como corazón, en lugar de emplear la traducción más
generalizada de núcleo, porque en el campo de las matemáticas la palabra núcleo se emplea comúnmente como
traducción de kernel, que se corresponde con un concepto de solución diferente que también aparece en la
Teoría de Juegos.
4..
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e
x 6 iR? verificando >3 = v(1V) (propiedad de eficiencia). El conjunto de preirnputaciones
tEN
del juego se denota por PI(v).
e
Definición 1.8. Dado el juego (1V, y) E O”, se define una imputación como mi vector e
e
x e PI(v) verificando x1 =v({il), V i = 1,... , n (propiedad de racionalidad individual).
e,
El conjunto de todas las imputaciones del juego se denota por 1(v).
e
El conjunto de todos los juegos TU n—personales con conjunto de imputaciones no vacío e
se denota por JO”, mientras que 10 = U JO” denota al conjunto de todos los juegos TU
“cI’V e,
con 1(v) # ~ e
eEl corazón (Gillies (1953)) es un concepto de solución conjuntista; más que proponer un
u.
reparto concreto, lo que proporciona es un conjunto de repartos que son propuestas de pago e,
difícilmente cuestionables por las diferentes coaliciones que se pueden formar. Una propuesta e
de reparto que conceda a una coalición menos de lo que sus miembros se pueden garantizar e,
obtener sin contar con apoyos, puede ser cuestionada por dicha coalición que, en tal caso, O’
e,
podría optar por abandonar la coalición total.
u.
Definición 1.9 (GilIies,1953). Se define el corazón C(v) del juego (N,v) E O” como el O’
e
conjunto de vectores x E IR” que verifica:
e
e
(i) Propiedad de eficiencia: >3 x~ = v(IV) e
i= 1
e
(u) Racionalidad coalicional: x(S) =y(S), siendo x(S) = >3x~, V S C Y. u.
u.
e
Si una preimuputación pertenece al corazón del juego, entonces ninguna coalición dispone
e
de medios propios para cuestionaría: lo que una coalición 5 puede obtener si abandona la e
coalición total (y(S)) no excede el pago que le concede dicha preimnputación (x(S)). Uno e
de los problemas que plantea este concepto de solución, además de la no unicidad de las
e
propuestas contenidas en él, es que, en general, no se puede garantizar que sea distinto del
e
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partir de la condición de juego equilibrado. En lo que sigue, cada vez que nos refiramos a
(IV, y) e O” como un juego equilibrado estaremos indicando que C(v) # 0.
Observación 1.1. Si el juego (N,v) es un juego de coste, es decir, y(s) es interpretado como
el coste en que la coalición 5 puede garantizarse incurrir a lo sumo, entonces la condición de
racionalidad coalicional que define el corazón del juego vendrá dada por:
(fi’) >3x, =v(S), V SCIV.
Rigurosamente, el conjunto definido por (i) y (u’) recibe el nombre de anticorazón. Sin
embargo, siempre que quede claro que el juego con el que se está trabajando es un juego de
coste, nos referiremos a él simplemente como corazón. Así mismo, siempre que no se haga
mención explícita de lo contrario, se trabaja con juegos de beneficio.
A continuación se exponen las propiedades del corazón (anticorazón) de un juego de
beneficios (de coste) convexo (cóncavo), que serán empleadas en los capítulos 3 y 4.
Definición 1.10. Dado (N,v) EO”, y6 e O”, siendo O” el conjunto de todas las posibles
permutaciones de IV = {1,... , n}, que representaremos como una aplicación biyectiva de 1V
en IV . Se define el vector de pago marginal asociado a O, x0, como
í4 =v(PfU{i})—v(P$),
donde Pf = {j ~ 1V¡O(j) <O(i)}.
Definición 1.11. Dado un juego (N,v) e O”, se define el conjunto de Weber del juego,
como
W(v) = Con{ x0 ¡ OL~” },
donde Con denota la envoltura convexa.
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Proposición 1.1 (Weber, 1988). Sea (N,v) E O un juego, y sea 0(v) su corazón, enton-
ces se verifico 0(v) C W(v).
Shapley (1971) demuestra que para juegos de beneficios (de coste) convexos (cóncavos)
el corazón coincide con el conjunto de Weber. Ichuishi (1983) demuestra el reciproco: si
0(y) = W(v), entonces el juego de beneficio (coste) es convexo (cóncavo).
El valor de Shapley fue introducido originalmente por Shapley (1953) como mi valor
para juegos TU. Dicho valor ha ocupado, y sigue ocupando, un lugar predominante en lo
que a valores se refiere. Prueba de ello es el elevado número de trabajos que ha generado
y la diversidad de sus aplicaciones (como mecanismo de asignación de costes, como índice
de poder,...), así como el hecho de que sea precisamente el valor de Shapley, y no otro,
el que comúnmente se extiende a cualquier nuevo modelo de juegos cooperativos. En esta
introducción nos limitaremos a exponer la definición original dada por Shapley; para ello, es
necesario introducir una serie de conceptos previos.
Definición 1.12 (von Nenmann y Morgenstern). Dado el juego (1V, u) E O”, se dice
que J~ es un jugador títere? si y(S U {ij) = y(S) + v({iJ), V $ C 1V \ {i}.
Definición 1.13. Dado el juego (Y, y) E O”, se dice que J~ es un jugador irrelevante si
v(SU{i}) =v(S), V SC N\{i}.
von Neumann y Morgenstern hacen referencia, en el contexto de juegos simples, al con-
cepto de jugador irrelevante, al que denominan jugador insignificante. Un jugador irrelevante
no influye directamente en el juego, ya que no contribuye en nada a ningnna coalición.
Definición 1.14. Dado (N,v) CO, cualquier coalición SC IV tal que
v(T)=v(TflS), VTCN
se dice que es una coalición soporte para el juego (1V, u).
2en inglés, dummy.
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Un jugador que no pertenezca a alguna de las coaliciones soporte es un jugador irrelevante.
El uso de este concepto permite obviar la clasificación de los juegos en función del número
de jugadores.
Definición 1.15.
(i) Dados (IV, u), (IV, y) E O” se define el juego suma, (IV, u + y) E ~ como
(u+vRS)z=u(S)+v(S), V SCIV.
(u) Sea (Y, y) E O” y sea 6 e e”, se define el juego permutado, (IV, Cv), como
Cv(S) =v({i CN/6(i) tE SJ), V SC Y.
Definición 1.16 (Shapley, 1953). Se define el valor de Shapley de im juego (N,v) E O
como una aplicación, 4’(1V, y), que asigna a cada jugador i E 1V un númnero real, 4’~(IV, y),
verificando los siguientes axiomas:
(Sl) >3 4’~(N, y) = y(s), V 5 (1 N coalición soporte de y.
jES
(52) Dados (N,u),(1V,v) E O”, severifica 4’j(IV,u+v) =z4’¿(1V,u) +4’~(IV,v), V i EN.
(S3) 4’oQ)(N,Cv) = 4’~(N,y), V Oc e” y Vi EN.
Teorema 1.1 (Shapley, 1953). Existe un único valor, <1’: 0 —4 ~ iR”, verificando (Sl), (S2)
“EN
y ($3). Dicho valor viene dado por
4’~(IV,y) = >3 (s — í»(n 5)! (y(S) — v(S\ {i})) , Vi ElY, V (IV,y) e O”, Vn ~ 12V,
u!SCN
iES
donde s = S~.
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Un concepto de solución alternativo lo proporcionan el nucléolo (Schmeidler (1969)) y
el prenucléolo (Sobolev (1975)>. El procedimniento de selección en que se basan, tanto el
nucléolo como el prenucléolo, valora cada posible propuesta de pago a partir del vector de
excesos asociado a la misma. Dado el juego (Y, y) E O”, asociado a cualquier vector de
pagos x E iR”, se define el exceso de la coalición3 no vacía 5 (1 Y con respecto a x, comno
la diferencia entre el valor de dicha coalición y el pago que recibirían los miembros de 5 si x
fuera la propuesta de reparto definitiva, esto es,
e(S,x) =45) -<e(S).
El exceso de la coalición 5 puede entonces ser interpretado como una medida del descontento
que sentirían los miembros de la coalición S si x fuera sugerido como reparto final.
Una vez establecido el criterio de valoración de una propuesta de reparto, se debe selec-
cionar aquel vector de pagos que resulte “mejor” valorado, de entre todos aquellos que son
considerados “admisibles” (que verifican ciertas propiedades deseables). En este sentido, el
prenucléolo considera como admisible cualquier preimputación, mientras que el nucléolo exige
que la propuesta de reparto a considerar sea una imputación. En ambos casos, teniendo en
cuenta que siempre que x E PI(y) el exceso global (la suma de los correspondientes excesos
asociados a todas las coaliciones) es el mismo, se tiene que, si se quiere minimizar el exceso
asociado a “todas” las coaliciones, entonces se deberá optar por un mecanismo de selección
que reparta equitativamente el exceso global entre todas las coaliciones. Una fonna de repartir
equitativamente es la que propone el nucléolo (prenucléolo): seleccionar como propuesta final
de reparto aquella imputación (preimputación> que minimiza el descontento de las coaliciones
más insatisfechas.
Forrualmuente, considérese un vector de pagos cualquiera x E IR”, y sea 8(x) e
3Posiblemente, dada su interpretación, la palabra en castellano más adecuada para denominar excees sería
“descontento” o “insatisfacción”, no obstante dado que exceso es la traducción comúnmente empleada, será
la que nosotros adoptaremos.
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denominado vector de excesos, aquel vector cuyas componentes representan los excesos de las
coaliciones con respecto a x, e(S,x), 0 # 5 (1 N ordenadas no crecientemente. A partir de
0(x), el nucléolo se define como sigue:
Definición 1.17 (Selimeidier, 1969). Dado (N, u) e O, el nucléolo del juego es la hnpu-
tación u(y) que verifica
0(v(v)) =L0(x), V x E 1(y),
donde =Les el orden lexicográfico en iR2”1.
El prenucléolo (Sobolev (1975)) se define de forma análoga, siendo la única diferencia que,
en este caso, es el conjunto de preimputaciones sobre el que se obtiene el mínimo.
Sobolev (1975) obtiene una caracterización axiomática del prenucléolo a partir de una
propiedad de consistencia. Una caracterización axiomática del nucléolo, basada en la dada
por Sobolev para el prenucléolo, se puede encontrar en Snijders (1995). Para una extensa
revisión acerca del nucléolo remitimos a Maschíer (1992).
Por último, con el fin de introducir conceptos que serán utilizados posteriormente, se
presenta un breve resumen acerca de los juegos simples.
Un juego simple, tal y como fue concebido por von Nemnami y Morgenstern, es aquel
juego en el que el elemento cuantitativo, i.e., los pagos expresados por lafunción característica,
puede ser tratado como algo secundario. El principal objetivo de los jugadores es formar coali-
ciones “decisivas”. Estos autores definen un juego simple (de suma constante) en términos
de coaliciones “ganadoras” y coaliciones “perdedoras”.
Shapley (1964) generaliza esta definición introduciendo el concepto de juego simple, no
necesariamente de suma constante. Esta será la definición que emplearemos en la memoria.
Definición 1.18 (Shapley, 1964). Un juego simple, (Y,VV), viene dado por N, conjunto
de jugadores, y por VV ~I2(N), conjunto de coaliciones ganadoras. VV debe verificar:
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(1) NEW, 0~W
(u) Monotonía: si ScW y SCT z4 TEW
En términos de la función característica, se define como signe:
Definición 1.19. (N, y) e O” es un juego simple si se verifican:
(i) y(S) E {0,1}, V SCIV.
(II) v(N) = 1, y(O) =0.
(iii) (1V, y) es monótono.
Si el juego simple viene dado en forma de función característica (1V, y>, entonces se le
puede asignar el juego (IV, )‘V(y>), donde VV(ij, conjunto de coaliciones ganadoras del juego,
viene dado por todas aquellas coaliciones verificando y(S) = 1.
Un caso al que prestaremos una especial atención es el de los juegos de unanimidad.





A continuación se exponen las definiciones y propiedades de un juego simple que serán
empleadas en la memoria.
Definición 1.21. Sea (1V, y) un juego simnple cualquiera, se dice que B G Y es mía coalición
de bloqueo si Y \ B es una coalición perdedora (<Y \ B) = 0). El conjunto de todas las
coaliciones de bloqueo del juego se denota por 5(v).
Si {i} 6 5(v), entonces se dice que E Y es un jugador veto. El conjunto de jugadores
veto del juego se denota por V.
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Definición 1.22. Sea (Y, y) un juego simple cualquiera, se dice que 5 C Y es una coalición
minimal ganadora si 5 es una coalición ganadora (y(S) = 1) y cualquier subcoalición propia
de 3 no lo es (v(T) = 0, para toda coalición T 9 5). El conjunto de todas las coaliciones
mninimales ganadoras del juego se denota por MW(v).
Un juego simple queda perfectamente determinado por el conjunto de sus coaliciones
minimales ganadoras. El comportamiento del corazón de este tipo de juegos está bien deter-
minado:
C(v)#0 ~~zzzzSVv/cO.
En tal caso, el corazón del juego viene dado por
C(v)= { xEiR”/ >3x~=1, ~ =0, V iCN}.
iEV
1.2 Juegos cooperativos con utilidad transferible y coaliciones
con tasas de participación
Como ya se ha apuntado en el prólogo, el concepto de coalición que tradicionalmente se
emplea resulta, en ocasiones, inadecuado por su incapacidad para recoger todas las carac-
terísticas del problema. Este es el caso de aquellas situaciones en las que, por su naturaleza
los jugadores tienen la opción de involucrarse en. una coalición en mayor o menor grado.
Supóngase, por ejemplo, que un grupo de agentes participa conjuntamente en una inversión.
El beneficio que obtengan dependerá de la inversión inicial que cada uno de ellos haga. En
este contexto, el concepto tradicional de coalición sólo contempla dos posibilidades: un ju-
gador entra a formar parte de una coalición, lo que le supone la cesión de todo su capital a
la misma, o por el contrario, no se adhiere a la coalición. La generalización del concepto de
coalición, incorporando la posibilidad de que un jugador decida en que grado se involucra en
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ella, permitiría incorporar al modelo otras opciones. Concretamente, en el ejemplo anterior
permitiría considerar el que un jugador decidiera ceder a la coalición una cierta proporción
de su capital, no necesariamente la totalidad.
Consideraciones de este tipo son las que han llevado a diversos autores a generalizar el
concepto de coalición introduciendo el concepto de tasa de participación en una coaliczon.
Fundamentalmente, dentro de la clase de juegos TU que surgen cuando se emplea este con-
cepto se distinguen dos tipos de juegos, dependiendo de si los jugadores pueden graduar
de forma continua su tasa de participación en una coalición (que se correspondería con el
ejemplo anterior) o, alternativamente, sólo disponen de una cantidad finita de opciones. El
tipo de juegos que surge en este último caso, denominados Juegos multi—elección (en inglés
multi—choice cooperative games) ha sido estudiado por Hsiao y Raghavan (1992, 1993) y por
Nouweland et al. (1995). El caso en que un jugador dispone de una “cantidad infinita” de
opciones ha sido estudiado por Aubin (1974a, 1981), Hutnariu (1978), Butnariu. y Klement
(1996) y Billot (1990), entre otros, bajo la denominación de juegos TU con coaliciones difu-
sas (en inglés, fuzzy cooperative games), y más recientemente por Hsiao y Raghavan (1995),
bajo la denominación de juegos TU con un continuo de opciones (en inglés, continuously—
many—choice cooperative games). En ambos casos el concepto de coalición que se emplea es
matemáticamente el mismo, siendo su interpretación física lo que difiere.
Los juegos cooperativos con utilidad transferible y coaliciones difusas están basados en
la Teoría de Conjuntos Difusos, introducidos por Zadeh en 1965, alio en el que se publica
su artículo seminal “Fuzzy Set?. Esta teoría proporciona una base para la construcción de
modelos y la aplicación de técnicas capaces de trabajar con información de carácter ambiguo
o impreciso no asimilable a ningún fenómeno aleatorio o probabilístico. Permite aproximar
situaciones reales en las que los modelos clásicos, basados en la lógica binaria (de tipo Si/No),
resultan inadecuados, ya sea por su excesiva complicación o por su incapacidad para recoger
todas las características del problema; en particular, permite modelizar aquellos casos en
los que el problema que se está tratando incluye relaciones u objetos vagamente definidos,
incertidumbre debida a que el sistema mio está perfectamente definido, evaluaciones de carácter
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lingilístico, gradación de estados, etc ... Esta última posibilidad, que se corresponde con la
interpretación nítida de tasa de participación, es la que nosotros consideraremos y es también
la considerada por Hsiao y Ragliavan (1995).
A continuación se recoge la definición formnai de conjunto difuso y de coalición difusa.
Definición 1.23 <Zadeh, 1965). Sea X un conjunto clásico (nítido, no difuso) de objetos,
que se denominará conjunto referencial o universo y sea x un elemento genérico de X. Un
conjunto difuso A de X es un conjunto de pares { (x,PÁ(x)) }xEX donde pÁ(~) es la llamada
función de pertenencia (o función característica) de A, que asocia a cada x e X un mrúniiero
real PÁ(x) e [0,11que indica el grado de pertenencia de r al conjunto difuso A.
Definición 1.24 (Aubin, 1974a). Dado un conjunto de jugadores IV = {1,... , n}, se de-
fine una coalición difusa de jugadores de Y como un conjunto difuso de Y.
Una coalición difusa de N se puede identificar con un vector de [0,1]”. Así, si r pertenece
al conjunto de coaliciones difusas de jugadores de 1V, entonces es de la forma:
donde -rj indica el grado de pertenencia o tasa de participación del jugador i en la coalición
difusa r.
Las coaliciones nítidas son un caso particular de las coaliciones difusas en las que la tasa
de participación de cada uno de los jugadores en la coalición es 4 6 {0, 14. A lo largo
de la memoria, siempre que no haya confusión, la coalición difusa x~ E {0, 11” se denotará
simplemente por 5.
Billot (1990> describe una coalición difusa como una colección de agentes económicos
(jugadores) que ceden una fracción de su representatividad a un decisor colectivo: la coalición
difusa.
Butnarmu (1978) argimienta la necesidad de considerar coaliciones difusas en juegos políticos
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para modelizar situaciones en las que un país no puede ceder la totalidad de su poder de de-
cisión a una coalición, pero que, sin embargo, puede ser simultáneamente miemubro de varias
coaliciones. Como ejemplo se refiere a la posición del Reino Unido: “. ..which refuses lo traus-
fer jIs ceonomie decisional rights to Ihe West—European Farliament, buí it is a rncmber of
E. C.C. and of Ihe Commonwealth in spite of Iheir contradictory requests in many questions.”4
[Butnariu (1978), pág. 1901.
Definición 1.25 (Auhin, 19T4a). Un juego n—personal cooperativo con utilidad transferi-
ble y coaliciones difusas viene dado por el par (Y, i~, donde Y {1,... , n} es el conjunto de
jugadores y u: [0,lfl -4 11? es la función característica del juego, que asigna a cada coalición
difusa r C [0,1]”,su valor 75(r), verificando 75(0) = 0.
El concepto de juego difuso con utilidad transferible aparece, de hecho, en el trabajo
de Shapley-Shubik (1969) al hablar de jugadores participando en una coalición a niveles
fraccionales de intensidad a través de lotes de bienes personales en el contexto de juegos de
mercado.
En elejemplo considerado al inicio de esta sección, el grado de pertenencia de un jugador a
la coalición difusa i- representa la fracción de su capital que pone a disposición de la coalición
mientras que 75(r) representa el beneficio que se obtiene cuando se forma la coalición difusa
7~ (cada jugador invierte una fracción rj de su capital).
Ya que en esta memoria no se emplea metodología difusa alguna, sino únicamente el con-
cepto de tasa de participación, al que se le da una interpretación física nítida, hemos optado
por referirnos a las coaliciones difusas como coaliciones con tasas de participación. En lo que
sigue emplearemos la denominación más simple de “juego con tasas de participación”. Por
analogía con la terminología difusa, seguiremos empleando la palabra “nítida” para referirnos
a una coalición en la que todos los jugadores participan con tasas de O ó 1.
½que se niega a transferir todo su poder económico al Parlamento Europeo (Oeste), pero es miembro de
la CEE. y de la Commonwealth, a pesar de que estos organismos tienen intereses antagónicos en numerosas
cuest iones.
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El conjunto de todos los juegos TU n—personales con tasas de participación se denota
por FE’, mientras que rr = U ~r denota al conjunto de todos los juegos TU con tasas
neW
de participacion.
Al igual que ocurre en el caso nítido, uno de los principales problemas que se abordan en
este contexto es el estudio de conceptos de solución que proporcionen una respuesta satis-
factoria a la pregunta de cómo repartir los beneficios 75(N). Aubin (1974a, 1981) extiende al
caso difuso conceptos de solución clásicos: el corazón y el valor de Shapley. Diversos auto-
res proponen extensiones alternativas del valor de Shapley, véase Hsiao y Ragliavan (1995),
Butnariu y Klement (1996). A continuación se recoge la extensión del corazón propuesta por
Aubin, así como sus principales propiedades, que serán empleadas en el capítulo 3.
Definición 1.26. Un concepto de solución para la clase de juegos con tasas de participa-
ción FF0 C Ef, es una aplicación punto—a—conjunto, ~o,definida sobre FFo, que asigna a
cada juego con tasas de participación (1V, 759 c E1%, un subconjunto de vectores de pago
~(N, 75) e Ir?”. Un concepto de solución que asigne un único vector de pagos a todo juego de
EF0 se denomina talos
La subclase de juegos con tasas de participación sobre la que se van a definir los valores
tratados en el segundo capítulo es:
FI’~ : Subconjunto de EF” compuesto por todos aquellos juegos con tasas de
participación n—personales (1V, iY) e EF” tales que 75 e L’(g), donde ji
es la medida de Lebesgue en [O,1]”, i.e., Jjo,i]n ¡vi d,x c oc.
EFj : Subclase de EF definida por la unión U FJ’7.
n>1
Definición 1.27. Se define el conjunto de imputaciones de un juego con tasas de participa-
ción (1V, 75) como el conjunto de vectores 1(75) C Ir?” verificando:
n
(i) Eficiencia: E ~ = 75(N).
jzr 1
(u) Racionalidad individual: ‘E~ =75({i}), Vi E Y.
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El conjunto PI(75) de vectores que verifica (i) se denomina conjunto de preimputaciones del
juego.
Siempre que a una subclase de juegos con tasas de participación EF0 C EF se le anteponga
una letra 1 mayiáscula, estaremos denotado la subclase de EF0 compuesta por todos aquellos
juegos en PP0 con conjunto de imputaciones no vacio.
Para generalizar el corazón, en primer lugar debe decidirse qué pago otorga la preimpu-
tación x 6 11?’ a una coalición con tasas de participación r. Se pueden dar multitud de
respuestas a ésta pregunta; cuál de ellas es la más acertada está en función del problema que
se esté modelizando. Aubin (1981) asume que el reparto es lineal en la tasa de participación
de los jugadores; es decir, el pago que recibe una coalición r G [0,1]” de acuerdo cori x E 1W’
es xQ-) = >3 ayr~. Esto es lo que nosotros asmmremnos en esta memoria. En tal caso, el
iEN
corazón de un juego con tasas de participación vendrá dado por la siguiente definición:
Definición 1.28 (Aubin, 1981). Se define el corazón C(75) del juego con tasas de partici-
pación (Y, 77) como el conjunto de vectores x E 1W’ verificando:
a
(i) Eficiencia: = 75(Y).
ir 1
(u) Racionalidad coalicional: x(r) =75(r), V r E [0,1]”.
Para los resultados que aparecen recogidos a continuación, se debe asumir que la función
característica del juego es homogénea de grado 1, i.e.,
75(Ar)=A75(r), y A>0 talque Are [0,1]”, V rE [0,1]”.
Si todos los jugadores amnentan en la misma proporción su tasa de participación, entonces
el valor de la coalición aumenta en la misma proporción. En dicho caso, su definición puede
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extenderse a como sigue:
75(r)v>3r¿75(2 ir), y reR$
~CN
Definición 1.29. Sea 5 un conjunto convexo no vacío, y sea f : 5 —* 11? una función
cóncava. Se dice que 4 es un .subgradiente de f en k 6 8 si
f(x)=f(k)+¿
t(x—k), Vx6S.
El conjunto 8f(~) de subgradientes de f en ~ se denomina subdiferencial?
Teorema 1.2 (Aubin, 1981). Sea (1V, 75) un juego con tasas de participación tal que y es
una función cóncava homogénea de grado 1, entonces C(77) es convewo, compacto y no vaczo.
Concretamente, el corazón del juego es igual a la subdiferencial, 075(N), de 75 en 1V. Además,
st 77 es diferenciable en Y, entonces C(75) = {D75(N)}, siendo D77(N) la diferencial de y en
N~1.
En el tercer capítulo de esta memoria se hace uno implícitamente del concepto de juego
szmple con tasas de participación, por lo que nos ha parecido conveniente esbozar este tipo
de juegos con tasas de participación emi esta introducción. La siguiente definición generaliza
a este contexto la definición de juego simple nítido en formna de función característica.
Definición 1.30. Un juego simple con tasas de participación es un juego cooperativo con
utilidad transferible y coaliciones con tasas de participación verificando:
(i) 75(r) £ [0,1], Vr e [0,1]”.
(u) 75 es un juego mnonótono: 75(r) <77(r’), V r <r’.
(iii) 75(N) = l~.
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Un juego simple con tasas de participación puede venir dado como extensión de un juego
simple nítido. En este caso, la función característica del juego con tasas de participación
se define como una extensión de la función característica del correspondiente juego nítido.
Para cada problema concreto se deberá decidir qué extensión resulta más adecuada. Esta
situación, seráprecisamente laque dé lugar a los juegos simples con tasas de participación que
aparecen en el capítulo 3 de la presente memoria. No obstante, en ocasiones el juego simple
con tasas de participación viene dado directamente a partir de las características concretas de
la situación que se está modelizando. En ambos casos, la definición de la funciómí característica
para juegos con tasas de participación mio es una tarea fácil. Para un estudio más extenso del
tema remitimos a Molina y Tejada (1996).
Por último, se recoge la definición de juego multi—elección propuesta por Nouweland et
al. (1995). Un juego multi—elección es un juego TU en el que cada jugador puede participar
en una coalición a distintos niveles dc actividad (tasas de participación). El beneficio que un
cierto grupo de jugadores pueda obtener en el juego dependerá del esfuerzo que cada uno de
los miembros del mismo haya realizado.
Sea Y = .1.... , n} un conjunto de jugadores y supóngase que cada jugador i E Y puede
decidir participar activamente a m~ niveles diferentes en el juego. El espacio de acciones
del jugador i e Y viene dado por el conjunto M~ = {0, 1,... , m4, donde la acción O se
corresponde con no participar. Por tanto, cada jugador tiene m~ + 1 niveles de actividad
(incluyendo el O) y una coalición vendrá dada por un vector s E ]jj[ M~.
iCN
Definición 1.31 (Nouweland et al., 1995). Un juego multi—elección es una tripleta
(N, m, y), donde N es el conjunto de jugadores, ni 6 1V” es un vector describiendo el número
de niveles de actividad de cada jugador y u : fi M~ —* IR es la función característica del
icN
juego, verificando y(o) = O.
La definición anterior difiere de la propuesta originalmente por l{siao y Ragliavan (1992).
En esta última, más restrictiva, el espacio de acciones es el mismo para todos los jugadores.
En ambos casos, un juego multí—elección es isomorfo a un juego con tasas de participa-
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ción. Para trasladar un juego muilti—elección es suficiente con identificar el nivel de actividad
de un jugador i en la coalición s e fi M~ con su tasa de participación en una coalición
icEN
r(s) E f~ Mj, siendo
teN
mi—11} V 1=1,... ,n,
V icN, V5EflM,
icEN
No obstante, debe notarse que M~ representa una escala ordinal, mnientras que M~ es una
escala de razón; luego, se debe hacer la salvedad de que, posiblemente, la interpretación de
1,... , n, que se esté haciendo no sea la correcta. En los juegos muid—elección que
son tratados en esta memoria (capitulo 3) el espacio de acciones de los jugadores representa
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El procedimiento de selección empleado por numerosos conceptos de solución clásicos para
juegos TU está basado en el siguiente esquema: En primer lugar se establece un criterio de
valoración, ya sea por parte de las coaliciones o de los jugadores, de las diferentes propuestas
de reparto consideradas como admisibles. Una vez establecida dicha valoración y, basado en
ella, se adopta un criterio de equidad en función del cual son seleccionados aquellos vectores
de pagos que compondrán la solución.
Entre ellos cabe destacar: el nucléolo (Schmeidler (1969)), el prenucléolo (Sobolev (1975)),
el núcleo (en inglés, kerneO(Davis y Maschler (1965)) y el prenúcleo (en inglés, .vrelcernel)
(Maschier, Peleg y Shapley (1972), (1979>). Todos estos conceptos de solución se basan en la
consideración del exceso de una coalición 8 C Y con respecto a un vector de pagos x e E”
como una medida de la insatísfacción que sentiría la coalición 8 en caso de que x fuera
propuesto como reparto definitivo. En particular, el nucléolo y el prenucléolo, conceptos
de solución unipuntuales, valoran una propuesta de reparto a través del exceso asociado
a cada coalición, seleccionando como propuesta final aquella imputación, respectivamente
preimputación, que minimiza el descontento de la coalición más insatisfecha.
Sakawa y Nishizaki (1994) introducen un nuevo concepto de solución para juegos TI)
inspirado en el nucléolo: la solución lezicogrófica. El criterio de equidad adoptado es el mismo
pero, en este caso, son los jugadores y no las coaliciones, los que valoran una propuesta de
reparto. Para ello, definen el exceso de un jugador i E N con respecto a un vector de pagos
x e E”, exceso que interpretan como una medida de la insatisfacción que sentiría el jugador
si x fuera sugerido como reparto definitivo.
El objetivo que, en un principio, nos habíamos planteado era el estudio del comporta-
miento de la solución lexicográfica como un concepto de solución para juegos TU con tasas de
participación tal y como había sido extendido a esta clase de juegos por Sakawa y Nishizalci
(1994). Este estudio nos condujo hasta otro concepto de solución unipuntual para juegos
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TU nítidos, el nucléolo mínimo cuadrático (Ruiz, Valenciano y Zarzuelo (1996)). Dicho valor
se basa, al igual que el nucléolo, en la valoración de una propuesta de pagos a partir del
descontento de las coaliciones; pero el criterio de equidad que se emplea para la selección de
la propuesta final de pago es distinto.
La solución lexicográfica y el nucléolo mínimo cuadrático, aunque inspirados ambos valores
en el nucléolo, aparentemente no guardan relación alguna; sin embargo, como se verá a
continuación, ambos conceptos de solución coinciden. Este hecho, no sólo nos ha permitido
llevar a cabo mm estudio más profundo de la solución lexicográfica como un concepto de
solución para juegos TU con tasas de participación, sino que nos ha llevado a definir y a
estudiar la solución igualadora para juegos con utilidad transferible y coaliciones con tasas de
participación como la extensión a este tipo de juegos del prenucléolo mínimo cuadrático (Ruiz
cf al. (1996)), solución estrechamente ligada al nucléolo mínimo cuadrático. El capítulo se
cierra con un estudio acerca de las posibilidades de la solución igualadora como procedimiento
de asignación de costes.
La tabla 2.1 muestra las analogías y diferencias, en cuanto a la valoración y el criterio de
equidad empleados, entre los distintos conceptos de solución unipuntuales mencionados en
esta introducción.
CRITERIO DE EQUIDAD













Tabla 2.1: Clasificación en función de la valoración y el criterio de equidad.
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2.2 El nucléolo mínimo cuadrático como un mínimo lexico-
gráfico
Como ya se ha mencionado en la introducción, el nucléolo mínimo cuadrático y la solución
lexicográfica se basan en la consideración de una cierta medida de descontento asociada a
cualquier propuesta de pago, diferenciándose no sólo en la definición de dicha medida, sino
también en el criterio de equidad empleado para seleccionar el vector de pagos propuesto
finalmente. No obstante, ambos valores, aparentemente distantes, están íntimamente relacio-
nados con un tercer valor, el 2—centro, propuesto por Spinetto (1974)1. Este hecho motivó
el estudio que se lleva a cabo en esta sección. Se mostrará que ambos valores, el nucléolo
minimo cuadrático y la solución lexicográfica, coinciden.
La equivalencia entre ellos no sólo dota al nucléolo mínimo cuadrático de una interesante
propiedad contribuyendo a su estabilidad, sino que nos permite considerarlo como un nucléolo
general (Maschler, Potters y Tijs (1992)), englobándolo dentro de una familia de conceptos
de solución más amplia. Además, esta equivalencia será tenida en cuenta en la sección 2.4 y,
gracias a ella, se llevará a cabo un estudio en profundidad de la solución lexicográfica para
juegos TU con tasas de participación como una extensión del nucléolo mínimo cuadrático a
este tipo de juegos.
El nucléolo mínimo cuadrático tiene en comtíi con el nucléolo la valoración de una pro-
puesta de reparto en función del vector de excesos de las coaliciones asociado y el considerar
como conjunto de repartos admisibles al conjunto de imputaciones. La diferencia entre ambos
valores viene dada por el criterio de equidad empleado para seleccionar el vector de pagos
solución del juego. El nucléolo mínimo cuadrático selecciona como propuesta final de reparto
aquella imputación que minimiza la varianza de los correspondientes excesos de todas las
coaliciones sobre el conjunto de imputaciones.
‘la relación entre todos ellos se recoge en la tabla 2.2 (pág. 94).
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s.a. >3 x~ z=u(N)
iEN
xI=v({í}), i=1,... ,n,
donde el exceso medio correspondiente a x, T(v, x), viene dado por
É(v, x) 1
SGN
Ruiz et aL (1996) prueban la existencia y unicidad de la solución del problema anterior
sobre la clase IG y definen el nucléolo mínimo cuadrático como sigue:
Definición 2.1 (Ruiz et al., 1906). Dado el juego (JV,v) ~ IG’~, el nucléolo mínimo cita-
drático del juego, A(v), se define como la solución del problema 1.
Alternativamente, Saicawa y Nishizaki (1994) consideran una medida de la insatisfacción
de losjugadores, que definenagregando las correspondientes insatisfacciones de todas aquellas
coaliciones en las que un jugador puede formar parte. Dado nn vector de pagos cualquiera,
x C Jflfl, definen el exceso del jugador i e Y con respecto a x como
w(i, x) >3 e(S, x).
SCN
icE8
Así, cada jugador puede evaluar globalmente una propuesta de reparto teniendo en cuenta
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todas las posibles coaliciones en las que puede formar parte. Al igual que ocurre cuando
se considera el exceso asociado a las coaliciones, siempre que x e PI(v), la suma de los
correspondientes excesos de todos los jugadores es la misma. En este caso, el criterio elegido
para repartir equitativamente el exceso total entre los jugadores es análogo al empleado para
la selección del nucléolo.
Considérese un vector de pagos x E IR”, y sea 0(x) e IR”, al que denominaremos vector
de excesos (de los jugadores), aquel vector cuyas componentes representan los excesos de los
jugadores con respecto a x, w(i, x), i 1,... ,n, ordenados en orden no creciente. A partir
de 0(x), la solución lexicográfica se define como sigue:
Definición 2.2 (Sakawa y Nishizaki, 1994). Dado (N, -o) c 1V”, se define la solución
lexicográfica del juego como la imputación, L(v), que verifica
9(L(v))=LO(x), V xeI(v>,
donde =Les el orden lexicográfico en IR”.
Observación 2.1. La solución lexicográfica es un nucléolo general.
En efecto, el nucléolo general (Maschler, Potters y Tijs (1992)) generaliza el nucléolo a
un par arbitrario (fi, E’), donde II es un espacio topológico y E = { F~ }7¾es un conjunto
finito de funciones reales continuas definidas sobre U. En este contexto, definen el nucléolo
general como
A/}fl,F) := {xefi/0(F(x)) =z0(F(y)), para todo Yefl},
donde 0(F(x)) es un vector m—dimensional con las mismas componentes que F(x) reordena-
das en orden no creciente y =r.es el orden lexicográfico en R~. La solución lexicográfica se
obtiene como un nucléolo general considerando como dominio del nucléolo el par 12 (II, E)
derivado de la clase IG. Para cada juego, el conjunto U de propuestas de reparto conside-
radas como admisibles es el conjunto de imputaciones del juego, mientras que el conjunto de
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*
criterios de evaluación de las diferentes propuestas de pago, E = { fl }~», viene dado por
e





A continuación se prueba la equivalencia entre el nucléolo mínimo cuadrático y la solución e
e,lexicográfica. Como consecuencia de dicha coincidencia, se tiene que el nucléolo mínimo cua-
e
drático se obtiene no sólo como resultado de un criterio de selecciónjusto con las coaliciones,
e
sino que también puede ser obtenido como resultado de un proceso de selección justo con los e,
jugadores. e,
e,
Para demostrar la equivalencia entre ambas soluciones, previamente es necesario el si-
guiente lema debido a Ruiz et al. (1996). O’
e,
e
Lema 2.1 (Ruiz et al., 1096). Para cualquier juego (N, y) E IG” una imputación x es el
e,
nucléolo mínimo cuadrático del juego si y sólo si para todo j E Y se verifica: e,
e,






Proposición 2.1. Sea (N, y) e 1G
1’ un juego cualquiera, entonces A(v) = L(v). O’
e,
e,
Demostración : En primer lugar demostraremos que para cualquier juego (Y, y), la suma
de los excesos de todos los jugadores es la misma para todo vector de pagos x eficiente. Sea e





w(i,x) = >3 e(S,x) = a
1(v) — 2~
1x
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Luego,
>3 w(i, x) = >3 a~(v) — 2n2 >3 — n2~2v(N) = >3 a¿(v) — (n + 1)2”2v(N) =
leN lEN lEN jEN
Sea z el nucléolo mínimo cuadrático del juego, que existe y es único. Considérese el
conjunto de jugadores M = {j e N/z~ = v({j})}, entonces del lema 2.1 se deduce que




donde /3= >3w(i,z) y rn= <Mj.
ieM
A continuación se demuestra que cualquier imputación x verificando 9(x) =L9(z), debe
satisfacer w(i, x) = w(i, z), para todo i c N
(a) En primer lugar se probará que si x es una imputación tal que 9(x) =L0(z), entonces
se debe verificar que w(j,x) w(j,z) para todo j ~ M.
En efecto, sea x una imputación cualquiera, entonces de la expresión (2.1) de w(i, x),







Si existe un jugador j ~ M tal que w(j, x) < £~. entonces de (2.3) se deduce la
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existencia de un jugador e # j, ¿ ~ M taJ que w(t, x> > +4 y, en consecuencia, se
tiene que
91(x) =máxw(i,x)> —máxw(i,z) =9j(z).
lEN n—m leN
Esto es, 9(x) >r, 0(z); luego, si x es una imputación verificando 9(x) =L9(z), entonces
w(j,x)= ~, VJ«M.
n —
Por otro lado, si 9(x) =L0(z), entonces
lEN lEN
Luego se tiene que ‘w(j, x) = ~ = in(j, z), para todo j ~ M.
(b) Veamos que si x es una imputación tal que 0(x) <L 0(z), entonces se debe verificar que
w(i,x) = w(i,z), para todo i EM.
En efecto, sea x una imputación tal que 6(x) =L6(z), entonces, teniendo en cuenta
que en el apartado anterior se ha probado que w(j, x) = +7~, para todo j « M, se
deduce que
>3 w(i, x) = = >3 w(i, z).
1CM 1CM
Además, w(i,x> =w(i,z), para todo i E M, entonces w(i,x> = w(i,z>, para todo
i e M.
De (a> y (b) se sigue que w(i, x> w(i, z), Vi e N, siempre que 6(x) =L0(z), luego
de la expresión (2.1) se deduce que x = z, y por consiguiente el nucléolo mínimo cuadrático
es el mínimo lexicográfico. O
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Observación 2.2. Teniendo en cuenta que en la demostración anterior, del hecho de que
6(x) =L9(z), siendo z el nucléolo mínimo cuadrático del juego, solamente se ha hecho uso
de la condición
máx w(i,x) = 9i(x) S 0i(z> = máx w(i,z),
leN 1CM
se deduce trivialmente que, en este caso, considerando como dominio del nucléolo general el
definido previamente, el mínimo corazón general (Maschler, Potters y Tijs (1992)), dado por
£C(fl,F):={xdU/ máx 1?j(x)< máx 1~(y>, para todo
1=j<m — L=j<m
contiene a un único punto: la solución lexicográfica.
2.3 Extensión del prenucléolo mínimo cuadrático: Solución
igualadora
Sakawa y Nishizald (1994) argumentan a favor de un concepto de solución que seleccionecomo
propuesta final de pago aquella imputación que reparta el exceso total entre los jugadores de
manera que todos ellos queden igualmente insatisfechos. Con este fin, definen la solución que
asigna el mismo exceso a todos tos jugadores. Dicha solución presenta dos inconvenientes:
por un lado, su existencia no puede ser asegurada, aún restringiéndose a la clase de juegos con
conjunto de imputaciones no vacío; por otro lado, caso de existir, Salcawa y Nishizaki (1994)
prueban su coincidencia con la solución lexicográfica. No obstante, si se amplía el conjunto de
propuestas de reparto admisibles relajando la condición de racionalidad individual impuesta,
entonces dicha solución resulta ser el prenuclé7olo mínimo cuadrdtico (ver Ruiz et aL (1996>).
En esta sección se introduce la solución igualadora para juegos TU con coaliciones con
tasas de participación como extensión del prenucléolo mínimo cuadrático. Se obtiene una ex-
presión analítica que permite calcular de forma sencilla la solución igualadora de un juego con
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tasas de participación y se estudian sus propiedades. Se concluye dando una caracterización
axiomática.
Antes de iniciar el estudio de la solución propuesta se recuerda la definición del prenucléolo
mínimo cuadrático, así como su caracterización alternativa en función del vector de excesos
de los jugadores.








Ruiz et al. (1996) prueban la existencia y unicidad de la solución del problema anterior
sobre la clase O y definen el prenucléolo mínimo cuadrático como sigue:
Definición 2.3 (Ruiz et al., 1996>. Dado el juego (N,v) E O”, el prenucléolo mínimo
cuadrático del juego, X(v), se define como la solución del problema 2.
Proposición 2.2 (Ruiz et al., 1996). Para todo juego (Y, y) E O”, una preimputación x
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2.3.1 Solución igualadora: Definición y propiedades
Dado el juego con tasas de participación (Y, i~ E FF~, asociado a cualquier vector de pagos
x E iR”, se define el exceso de la coalición r ~ O con respecto a x, como la diferencia entre
el valor de dicha coalición y el pago que recibirían los miembros de la coalición con tasas de
participación r si x fuera la propuesta de reparto definitiva2, esto es,
i(r,x) =i(r)—xr.
Como en el contexto nítido, el exceso de la coalición r puede ser interpretado como una
medida del descontento que sentirían los miembros de la coalición r si x fuera sugerido como
reparto final. Análogamente, Sakawa y Nishizaki (1994) definen el exceso del jugador i con
respecto a x como
= 10,1]” r
1e(r, x) dr,
que interpretan como una medida del descontento que sentiría el jugador i si x fuera sugerido
como reparto final.
Proposición 2.3. Para todo juego con tasas de participación (Y, ~ E FE?, existe una única
preimputación x verificando
w(1,x) = ii(2,x) ... = &(n,x). (2.4)




2Se supone que el reparto es lineal en la tasa de participación de los jugadores.
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donde cd~3) = r~i5~(r) dr u qiij r ~ cj(i3
)
n
Demostraci6n : Sea x una preimputación cualquiera, entonces el exceso del jugador i con
respecto a x viene dado por
~Ni,x) = r¿(r,x)dr = ¡0,iJn= cj(iY) —
12 ~v(N)
Luego, si x E PI(?J) satisface la condición (2.4), entonces
rñRr)dr—4x1—4>3xi =
j#i (2.6)
x1—xj=12(cj(ifl—c1(i)), paratodo i,jEY. (2.7)
Considérense las constantes cf» 124 (i) — 12c¡ (~) para todo par de jugadores i,j E Y.
El sistema de constantes así definido es compatible en el sentido dado por Hart y Mas-
Colelí (1989), i.e. d~ — O d
1’ = —d’ y dU + cfik — cfik, para todo i,j,k E Y. Además,
de (2.7) se deduce que x debepreservar diferencias con respecto a dicho sistema de constantes,






n i=1 u O
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Definición 2.4. Sea (N, i5~ E FIl’? un juego con tasas de participación, entonces la solución
zgualadora del juego, que notaremos por 8(75), se define como la preimputación que satisface
la condición (2.4).
En la sección 2.3.3 se muestra un ejemplo. Veamos que relación guarda con la solución
lexicográfica (Sakawa y Nishizaki (1994)), solución que definen del mismo modo que en el
caso nítido (ver definición 2.2).
Lema 2.2. Para todo juego con tasas de participación (Y, ~ E IT?, la suma de los excesos
de todos los jugadores es independiente de la preimputación considerada.
Demostración De la expresión del exceso de un
ción (2.6) se deduce que
>3ii4i,x) = >3cí(75) — h>3xz — ~i5(N)
zCN 1CM tcN




Proposición 2.4. Sea (Y, 75) E FI?4 un juego con tasas de participación cualquiera, si 8(75)
es individualmente racional, entonces 6(75) = L(75).
Demostración Se deduce trivialmente del lema 2.2.
La solución igualadora extiende el prenucléolo mínimo cuadrático a partir de su carac-
terización en función del vector de excesos de los jugadores. A continuación se prueba que
también admite una caracterización en base a la función de exceso de las coaliciones que
extiende al caso continuo la definición del prenucléolo mínimo cuadrático.
Dado un juego con tasas de participación (Y, 75) 6 FF~ cualquiera, considérese el siguiente
problema de minimización:
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mm 1,1]’.
s.a.
(75(r, x) — E(75, x))2 dr
>3 xi =75(N),
leN
donde el exceso medio correspondiente a x, r(75, x), viene dado por
É(75, x) = .fO,t]n ar,x)dr.
Lema 2.3. Para todo juego con tasas de participación (Y, 739 E Fr? el exceso medio es
independiente de la preimputación considerada.





75(r) dr — 4.75(Y) =
= ¡O,ijn
E
En lo que sigue denotaremos al exceso medio correspondiente a cualquier preimputación
por rQ5).
Proposición 2.5. Para todo juego con tasas de participación (Y, £39 E F1’7, existe una única
solución del problema continuo 2 : la solución igualadora.
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condiciones necesarias y suficientes de optimalidad global para el problema:
mm f(x)
s.a. h(x) = o
x E IR”
donde la función objetivo del problema f IR” —* IR viene dada por





— La función objetivo es diferenciable en iR” y la restricción del problema es lineal.
— Aplicando directamente la definición se deduce que f es estrictamente convexa, además
como es diferenciable, es pseudoconvexa. Por otro lado, la función h es cuasicóncava y
cuasiconvexa para todo x E IRP.
Luego, las condiciones de Karush—Kuhn--Tucker son necesarias y suficientes de optimalidad
global. Entonces, x E IR” es solución del problema anterior si y sólo si existe A e IR
verificando:
Vf(x) + AN7h(x) = O, (2.8)
h(x) =0. (2.9)
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A continuación comprobamos que la solución igualadora del juego es el único vector en
IR” que verifica las condiciones de Karush—Rulm—Tucker del problema.
La función característica del juego es integrable en [0,1]”, entonces f es de clase 1 en IR”
y la derivada parcial de f con respecto a x~ viene dada por
= 104]fl
Ox1 (x) dr = ][O,1]n —2r1 (75(r) ~>3XjT~ — X(75)) dr =lEN
—2i~(i, x) + r(75).
Luego la condición (2.8) se puede expresar para todo x E IR” corno
—2iñ(i,x) ±É(i1)+A =0, y i=1,... ,n.
De la expresión (26) del exceso de un jugador respecto de x e IR” verificando la con-
dición (2.9), i.e., eficiente, se deduce que la condición (2.10) se puede expresar de forma
equivalente como
—2cí¿yi9+’x~ + 4.75(N) ±É$j +~\ 0, Vi=1,..,n.
Despejando z1, i E Y, se obtiene:
= l2cj(75) — 375(Y) — 6É(75) — 6A, V i=1,... ,n.
De donde, imponiendo la condición de eficiencia, se sigue que
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A continuación se estudiará qué propiedades verifica la solución igualadora, centrándonos
en aquellas que extienden al contexto continuo las verificadas por el prenucléolo mínimo
cuadrático. Veamos, en primer lugar, cómo se extienden las propiedades clásicas.
Notación. Para todo vector r E [0,1]” ~, y para todo escalar t e [0,1], (t1, r) denota el
vector (11,... ,rjq, t1, r~+i,... , -r,~) E [0,1]”, para todo i = 1,...
Definición 2.5. Dado el juego (Y, 75) 6 FI”’, se dice que .11 es un jugador títere si
75(t1, r) = 75(O~, -r) + t74{i}), V tE [0,1], V r E [0,1]”’.
Definición
sustitutos si
2.6. Dado el juego (Y, 75) E EF”, se
se verifica
dice que dos jugadores, i,j e Y, son
75(t~, t~, r) = 75(4, t;, r) V t’,t” e [0,1], V re [01]fl—2
donde (t~,t~,r) = (rl,-.. ,r1...,,t~,r1+,,... ,rj...1,ttrj+1,... ,rn).
Definición 2.7. Se dice que dos juegos con tasas de participación n—personales, (Y, 75) y
(Y, i75), son estratégicamente equivalentes si existen k > O y a E IR”, tales que para toda
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El paso del juego original (Y, 75) al juego (Y, jiS) se interpreta de forma análoga a como
es interpretado en el contexto nítido. Se corresponde con un cambio de unidad de medida
(multiplicación por k) y la asignación de un beneficio (a~ > 0) o de un coste (a1 < 0) fijo
asociado a lainclusión de cada uno de losjugadores en una coalición. En este caso, la cantidad
fija que aporta un jugador a una coalición r es proporcional a su grado de participación en
dicha coalición.
Definición 2.8. Un valor s~ en F1’7 verifica la propiedad de:
(i) Tratamiento igualitario si y sólo si para todo juego con tasas de participación
(Y, 715) e EF? se verifica que dos jugadores i, j E Y que son sustitutos en el juego
(Y, 75) reciben el mismo pago, i.e., ~í(
75) = pfti5).
(u) Anonimato si y sólo si para todo juego con tasas de participación (Y, 75) 6 FI’7 y para
toda permutación ir : Y —* Y del conjunto de jugadores se verifica
V iEN,
donde el juego permutado (Y, ir75) se define como
(iii) Aditividad si y sólo si para todo par de juegos con tasas de participación (Y, 75,), (Y, 752)
en FI’? se tiene que
9’í(V1±752Á9’í(VL)+<Pi(752), V ieN.
(iv) Juego inesencial si y sólo si para todo juego inesencial (75(r) >3 r
175({i}),
icM
432.3. Extensión del prenucléolo mfnimo cuadrático: Solución igualadora
r 6 (0, 11”) se verifica
~&~9=~d{d), ViEN.
(y) Equivalencia estratégica si y sólo si para todo par de juegos estratégicamente equivalen-
tes (N,75), (N,ii5) e FI1’~j, se verifica
~~j(d5)=kípd75)+u1, ViEN,
donde k y a son tales que iiS(r) = k75(r) +>3 ~ V re [0,1]”.
lEN
(vi) División estdndar en juegos bipersonales si y sólo si para todo juego con tasas de parti-
cipación bipersonal (Y, 75) E se tiene que
Vi(75) 75({i}) + 4.(75(Ñ) — 75({iJ) — 75({j}))
= 75({j}) + 4.(75(N) — 75({i}) —
(vii) Jugador títere si y sólo sí para todo juego con tasas de participación (N, 73) e SI’? ¡
para todo i e Y, jugador títere, se tiene que y~(73J = 75({i}>.
(viii) Monotonicidad con respecto a las contribuciones marginales medias si y sólo para todo
par de jugadores i,j E Y se verifica que cj(75) =c~(75) implica q~
1(75) =‘pft75).
(ix) Monotonía agregada si y sólo si para todo par de juegos con tasas de participación
(N,75), (N,ii) en F1’7 tales que 75(Y) =773(Y) y 75(r) = ~(r), V r 6 [0,1]”, se
verifica ‘p~(iY) =~j(ii5), para todo jugador i e Y.
(x) Monotonía coalicional si y sólo si para todo par de juegos con tasas de participación
(Y, 75), (Y, ¡15) en SI’? tales que para algún subconjunto de jugadores T CL Y se verifican
las condiciones 1,2,3 y 4, descritas a continuación, se tiene que ~~(75)=~(i73}, V i e T.
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1. 75(r) = 175(r), V rE [0,1]” tal que T’~ SopQr) = {i E N/r~ >01.
2. 15(r) >733(r), y rE [0,1]» tal que 2’ ~ISop(r).
3. El juego diferencia (N,f) E FE? definido por f(r) = 75(r) — iiS{r), V r E [0,1]”,
es no decreciente en aquellos jugadores que son miembros de 2’ y es no creciente en
aquellos jugadores que no forman parte de 2’.
4. En el juego diferencia todos los miembros de 2’ (respectivamente, jugadores que no
pertenecen a 2’) son sustitutos entre sí.
(xi) Monotonía coalicional estricta si y sólo si para todo par de juegos con tasas de par-
ticipación (Y, 75), (Y, i~) en FF~ en las condiciones de la propiedad anterior tales
que la función característica del juego diferencia sobre (0, 1)” es estrictamente cre-
ciente (decreciente) en aquellos jugadores que forman parte de 2’ (Y \ 2’), se verifica
vd75)>~~dii8, VieT.
(xii) Continuidad débil si y sólo si para toda sucesión de juegos con tasas de participación
{ (N, iMlkew contenida en FE7 tal que la sucesión de funciones {75k}keN converge
uniformemente a se verifica (Y, 75o) E FI’? y hm ~o(7Yk)= #75o).
Observación 2.3. La propiedad (viii), que establece que el pago que, según la solución ~ re-
ciben los jugadores i y j debe estar en la misma relación que los valores c~(75) y c~(75), extiende
al contexto continuo la propiedad esencial del prenucléolo mínimo cuadrático introducida por
Ruiz et al. (1996) como monotonicidad con respecto a las contribuciones marginales medías.
En efecto, la desigualdad cj (75) =ej (75> puede expresarse de forma equivalente como sigue:
jri>rj}(71 —rhiNr)dr =¡(-o —r
1»5(r)dr.
Expresión que permite dar la siguiente interpretación de la propiedad (viii): “Si el valor
medio ponderado de aquellas coaliciones en las que la participación del jugador i es superior
a la participación del jugador j, es mayor o igual que el valor medio ponderado de aquellas
coaliciones en la que, por el contrario, el jugador j participa en mayor grado, entonces el pago
2.3. Extensión del prenucléolo mínimo cuadrático: Solución igualadora 45
recibido por el jugador i no debe ser inferior al pago recibido por eljugador j”.
El preservar el espíritu de la propiedad original en el contexto nítido ha sido la razón
por la que nos hemos decantado por referirnos a la propiedad (viii) como monotonicidad con
respecto a las contribuciones marginales medias.
En cuanto a la extensión de las propiedades de monotonía introducidas por Young (1985a),
únicamente la propiedad de monotonía fuerte3 ha sido extendida al caso continuo (véase
Young (1985b)). La extensión de la propiedad de monotonía agregada (en inglés, aggregate
monotonicity), así como la de la propiedad de monotonía coalicional (en inglés, coalitional mo-
notonícity), que proponemos (propiedades (ix) y (x), respectivamente) cumplen los requisitos
que consideramos debe cumplir una buena extensión: extienden las propiedades originales
(particularizadas al caso nítido coinciden con las clásicas> preservando su espíritu. Si un
cierto grupo de jugadores se pone de acuerdo en cooperar para llevar a cabo una inversión
con el fin de desarrollar un proyecto más eficiente, hecho que se traduce en una mejora de su
productividad, entonces ninguno de los inversores puede verse perjudicado por ello. Un caso
particular que surge de modo natural es aquel en el que la función característica del juego




donde a > O representa el aiunento del beneficio generado por la mejora del proceso de
producción de los miembros de la coalición 2’.




3Si v(S U {i}) =w(S U {i}), VS C .7V \ {i} ~. ydv) =~~(w).
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(iii) Juego inesencial.
(iv) Equivalencia estratégica.
(y) Monotonicidad con respecto a las contribuciones marginales medias.
(vi) Continuidad débiL
(vii) Monotonía coalicional estricta.
Demostración: Las propiedades (i), (u), (iii), (iv) y (y) se deducen trivialmente de la
expresión (2.5) de la solución igualadora obtenida en la proposición 2.3.
En cuanto a la propiedad de continuidad, sea {(Y, 75k)}kew una sucesión contenida en
FI’~ cualquiera. Si {75k}kew converge uniformemente a 75o, entonces 75o e L’(p) y para todo
i e Y se verifica
Hm 1
k—+oo J[o,ij’~ TIvk(r)dr = = j0,iP






Luego, para todo i E N se tiene que
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Por último se demostrará que la solución igualadora verifica la propiedad de monotonía
coalicional estricta: Sean (Y, 75), (Y, iii) dos juegos con tasas de participación cualesquiera en
las condiciones de la propiedaden cuestión, entonces la aditividad implica 8(75) = 8(ii)+8(f).
Teniendo en cuenta que en el juego diferencia (Y, f), los jugadores de 2’ (respectivamente









dondeai=cj(f), VieT, a2=cj(f), Vi«T,y Wss tu1 siendo t = TI.
u
f(N) > 0, entonces si 2’ = Y se verifica




En otro caso, 2’ 9 Y, para probar la desigualdad 8~Cií) > 8~(iiS), para todo i E 2’, es
suficiente con probar que aj 1> ~,o equivalentemente que a1 > a2.
Sean i E 2’, j ~ 2’, entonces de las propiedades de monotonía del juego diferencia se
deduce
f(t~, tf, r) =f(t?, t¶ r) =1(4~ t, r) , V t’ > t” y V -r e [0,1]n2
mientras que
f(t~,tg,r) > f(t~,’,t~,r) > f(t~’,t5,r), V 1> t’> t” >0 y V re
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Entonces,
— ‘rj)f(r) dr> ¡ri<rj} — tf(r) dr,
y, por tanto, se verifica a1 > a2.
Obviamente, al igual que ocurre en el caso nítido, anonimato implica la propiedad de
tratamiento ignaht ano.
Una de las propiedades del prenucléolo mínimo cuadrático que se pierden en la extensión
es la de división estándar en juegos bipersonales, como se muestra con el siguiente contrac-
jemplo. El que se pierda esta propiedad es razonable si se tiene en cuenta que, salvo en
casos triviales, en un juego con tasas de participación las posibilidades de actuación de los
jugadores aumentan considerablemente. Luego, el que la solución igualadora no verifique la
propiedad de división estáiidar en juegos bipersonales pone de manifiesto su capacidad para
incorporar la información adicional que recoge el modelo cuando se permite a los jugadores
graduar su tasa de participación en ima coalición.
Ejemplo 2.1. Considérese el juego bipersonal con tasas de participación (Y, 75) e Fil defi-
nido por
1
75(r) = ~,fri+r2—’ 8171<-
1
7 11Entonces c,(75) = y c2(75) = ~ Así, 8(75) = (¡ ~)# (1, ~).
El siguiente resultado, que muestra cómo calcular el prenucléolo mínimo cuadrático de
un juego nítido a través de su extensión multilinesl (Owen (1972)), nos permitirá comprobar
que la solución igualadora no cumple aquellas propiedades que no son verificadas por el
prenucléolo mínimo cuadrático.
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Proposición 2.7. Dado un juego (Y, y) e G” cualquiera, sea (Y, 75) el juego con tasas de
participación definido por su extensión multilineal, entonces >4v) = 8(73).
Demostración: El juego con tasas de participación definido por la extensión multilineal de
(N, y) viene dado por
75(r)= >3IIrzII&—rdv(S), V rc[O,1j”.
SGN:$S z~S





(1 — r~)v(S)dr =
1 1










y, en consecuencia, para todo i = 1,... , n, se tiene que





que coincide con la expresión del prenucléolo mínimo cuadrático obtenida por Ruiz et aL
(1996).










1. La solución igualadora de un juego con tasas de participación con corazón no vacío no
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pertenece necesariamente al corazón del juego.
2. La solución igualadora no verifica la propiedad de jugador títere (en inglés, dummy
property)
En efecto, para ello basta con tener en cuenta que el corazón de un juego con tasas de
participación (Y, 75) definido como la extensión multilineal de un juego nítido (N, y) coincide
con el corazón del juego nítido (ver Tejada (1986)), y que el prenucléolo mínimo cuadrático
no necesariamente pertenece al corazón del juego cuando éste es no vacío (ver Ruiz et al.
(1996)). Por otro lado, para ver que no verifica la propiedad de jugador títere es suficiente
con tener en cuenta que si i e N es un jugador títere en el juego nítido (Y, y), entonces
también es un jugador titere en el juego con tasas de participación (Y, 15) generado por su
extensión inultilineal y que el prenucléolo mínimo cuadrático no verifica esta propiedad (ver
Ruiz et al. (1996)).
2.3.2 Caracterización axiomática
Por último, se comprueba que la caracterización axiomática del prenucléolo mínimo cua-
drático para juegos TU nítidos se extiende al caso que nos ocupa.





(iv) Monotonicidad con respecto a las contribuciones marginales medias.
Demostración: En la proposición 2.6 se estableció que la solución igualadora, eficiente por
definición, verifica las propiedades (u), (iii) y (iv).
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Veamos, pues, que se trata del <mico valor en FFr verificando todas ellas.
Sea so un valor en Fr? verificando (i), (u), (iii) y (iv) cualquiera. Dado un juego con
tasas de participación (Y, 75) e F17’, a continuación se demostrará que so(15) e 14(75) preserva
diferencias con respecto al sistema de constantes {d~’} definido previamente.
Para cualquier par de jugadores distintos i, 5 e Y, considérese el juego con tasas de
participación (Y, 75ij> definido corno la suma del juego original (Y, 75) y el juego inesencial
(Y, ii5~~) dado por
iitj(r) r=cti’rí+ajrj, y rE[0,tfl,
donde
36
en = —~ (c~(75)—cj(75)),
(Y, s7%) es un juego inesencial, luego de la propiedad (u) se deduce:
sod%) = en y soi(úlú)=ai.
Por otro lado, la aditividad implica:
4o47Ú) = (pi(75) ±so~(iiíí~)= so~U5) 36
= sol75) + softuiYú) = sol75) + t~~(c~(7o — cj(75)).
(2.13)
(2.14)
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Mediante meros ejercicios de cálculo se comprueba que ej (74k) = ej (75) = c~ (75jj),luego de la
propiedad (iv) se sigue que soW6~) soÁ75~)- Así, las expresiones (2.13) y (2.14) coinciden,
y despejando se obtiene
sodiO — Wj(75) = 12(ej(75) — cj(70), V i,JEY.
Por otro lado, se tiene que 6(75) es la única preimputación que preserva diferencias con respecto
a dicho sistema de constantes, entonces se debe verificar 6(75) = so(iD- U
Proposición 2.8. Los axiomas (i), (u), (iii), (iv) son lógicamente independientes; i.e., ens-
ten valores en E17 que no satisfacen exactamente cada uno de ellos.
Demostración: Para cada axioma propondremos un valor que no lo verifica en tanto que si
verifica el resto.
(-‘ i) Sea so’ el valor en FJY~ definido como
so~}7O 6r
1(15(r) —75((1 —r1h,r)) dr, ‘y’ i eN, ‘y’ (N,75) e F1’~. (2.15)
Entonces, y~ satisface todos losaxiomas a excepción del
la expresión anterior (2.15) se puede escribir como
axioma de eficiencia. En efecto,
so~(iO = 6(2cd70 j01]fl) (2.16)
y de aquí, se deduce trivialmente que so’ verifica (u), (iii) y (iv). Veamos que, en general,
no es eficiente. Para ello se comprobará que para todo juego con tasas de participación
(Y, 75) multilineal se verifica so’ (75) = fl(v), siendo /3(v) el valor de Banzhaf—Coleman
(Banzhaf (1965), Coleman (1971)) del juego nítido (Y, y), definido por la restricción
de 77 al conjunto de coaliciones nítidas: Sustituyendo en la expresión (2.16) el valor de
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c~(75) dado por (2.12), y teniendo en cuenta que
v(r) dr = 4w>3 y(s),
SC N











Luego, so’(70 = /3(v). Entonces, como el valor de Banzhaf—Coleman no es eficiente en
general, y 75(N) = v(Y), se tiene el resultado.
(—‘ u) Sea so2 el valor en Fr’? definido por
77(N
)
so~(iO — ___ ViEY, V(Y,75)eFr7.
Ttivialmente, se comprueba que so2 satisface todos los axiomas excepto el axioma de
juego inesencial.
(—i iii) Sea so3 el valor en Fr? que asigna a cada juego (Y, 75) e FI’? el vector de pagos que se
obtiene mediante el siguiente algoritmo.
PASO 1: Considérese el conjunto K = {j E Y/8~Qi5) < 75({j}) }.
so3(7D 8(75). Parar.
En otro caso, ir al paso siguiente.
PASO 2: Sea Jo E K tal que Ej~,(iY) = min8j(733.
Considérese la partición 5, 2’ del conjunto de jugadores Y dada por
2’ := {ieY\K/c~(75)~cc~j79},
Si K = 0, entonces
S := {iEN/ci(%D=c
10(75)}.
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Si 2’ = 0, entonces so3(70 := 8(75). Parar.
En otro caso, ir al paso siguiente.
PASO 3:
soRiO { si JET,si JES,
donde 6=75({jo}) —~~Á~) >0, s= SI y t= TI. Parar.
q3 verifica todos los axiomas menos el referente a la aditividad. La demostración de
la primera afirmación se remite al apéndice A. El siguiente ejemplo muestra que, en
general, so3 no es aditivo.
Sean (Y, 77k) y (N,75
2) losjuegos con tasas de participación definidos por Y = {1, 2, 3}
y
75i(r) = r
1í2í3 + T1í3 — r~r, + í~,
1~1~ + 21112 + 21213 —12 — 2111213,
6(75) 1< 2’ S 6 so3(~D
v~ (g4~) {2} {3} {1,2} ~ (1,1,0)
112 (kk~) 0
~1+752 ~ 0
(—. iv) Sea so4 el valor en FF7 definido como el valor de Shapley (Shapley (1953)) del juego
TU nítido (Y, y) dado por la restricción de 75 al conjunto de coaliciones nítidas, i.e.,
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Obviamente, so4 verifica los axiomas (i), (u) y (iii). En lo que respecta al axioma
de monotonicidad con respecto a las contribuciones marginales medias, sea (N, 75) un
juego con tasas de participación multilineal cualquiera, entonces de la expresión (2.12)
se deduce:
c~(733 =e~(75) ‘~==~- ajQu) =a~(v).
Luego, como el valor de Shap]ey para juegos TU nítidos no verifica la propiedad de
monotonicidad con respecto a las contribuciones marginales medias nítida4 (ver Ruiz
et al. (1996)), entonces so4 no verifica el axioma (iv). U
2.3.3 Ejemplo
El ejemplo que vamos a considerar modeliza la siguiente situación:
1. Cada jugador i E N dispone de un capital w
1 E 114 para invertir en un proyecto ur-
banístico.
2. Para poder llevar a cabo el proyecto se debe realizar una inversión mínima de e E 1R~,
e <>3w1.
lEN
3. Para finalizar las obras dentro del plazo estipulado en el contrato se debe realizar una
inversión mínima de u E 114, t =u. Si se finaliza a tiempo se recibe un pago de k e 11%,
k>u.
4. Cuando se invierte una cantidad superior a e, pero inferior a u, el proyecto se puede llevar
a cabo, pero no se finaliza a tiempo. En dicho caso, se debe asumir una penalización que
dependerá del tiempo transcurrido entre la fecha límite y la fecha de entrega. Se supone
que el tiempo que el proyecto se retrasa se puede estimar en función de la inversión
4Si a~(v) =aj(v), entonces el jugador i no debe recibir un pago inferior al recibido por el jugador j.
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realizada, entonces el pago que reciben los inversores viene dado por k — p(z), siendo z la
inversión realizada, y p : [¿,u] —+111±,a la que denominaremos función de penalizaczov.,
una función monótona no creciente verificando las condiciones de contorno p(S?) = k y
p(u) = 0.
Si los jugadores pueden participar en el proyecto invirtiendo cualquier fracción de su
capital, entonces la situación anterior se puede describir mediante un juego TU con tasas
de participación, (N, 75). La tasa de participación de un jugador en la coalición r 6 [0,1]”,
representa la fracción de su capital que pone a disposición de la coalición. Para toda coalición






Las funciones de penalización que consideramos más factibles son:
• Penalización por tramos: Funciones de penalización en escalera.
• Penalización exponencial: Familia paramétrica continua en a de funciones de la forma
k
p0(z) = (u~e)a (u—z)0, V zE [e,u], si ae (0,1],{ kIreu)(z), V z e [e,u], si a =0,
donde ‘It,u) denota la función indicatriz del conjunto [t, u).
Consideremos el ejemplo definido por Y = {1, 2, 3}, a> (500,1.000,800), t = 1.000,
u = 2.000 y k = 3.000. Para Po, función exponencial con a = se tiene que para toda2’
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coalición r e [0,ífl,
w~í~ < 1 000
j= 1







Considérense los siguientes subconjuntos del hipercubo unidad [0, i]~:
E
1 = { r 6 [0,i]~ ¡ 500í~ + 1.00012 + 800í~ =1.000 },
E2 { r E [0, 1]~ /1.000 =500í~ + 1.00012 + 80013 =2.000 }.
Entonces, para cada i E Y, 4(751), viene dado por:
3.OOOí1dr —







+ 12(290’95 — 319’824) 652’972,
+ 12(345’235 — 319’824) = 1.304’93,
+ 12(323’331 — 319’824) = 1.042’08.
75r(r)
2
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Teniendo en cuenta que la familia paramétrica {p~, a 6 [0,1]} es continua en a, y que
1750(r)I < 3 000 para toda coalición ‘r G [0, í]~, siendo 75~ la función característica del juego
cuando la función de penalización es Po, a E [0,1], se tiene que, aplicando el teorema de la
convergencia dominada de Lebesgue,
14n 8(75o)=8(75ao), V aoe[0,1].
aE[O,1]
Para a = 0, la solución igualadora del juego es
= (982’281, 1.012’66, 1.005’06).
A medida que a crece hacia 1 las diferencias entre el pago que la solución igualadora otorga
a los jugadores se van acentuando, preservando siempre el orden relativo dado por el capital
de que dispone cada jugador. 82(75~) y 8~(15~), como funciones de a, son crecientes, mientras
que S~ (75O) es decreciente. Para a = 1, se tiene que
8(75k) = (471’052, 1.476’44, 1.052’5).
2.4 La solución lexicográfica para juegos con tasas de partici-
pación
En esta sección se analiza la solución lexicográfica para juegos con tasas de participación
(Salcawa y Nishizaki (1994)) como extensión al caso continuo del nucléolo mínimo cuadrático
(Ruiz et al. (1996)). En primer lugar, comprobamos que la solución lexicográfica admite
una caracterización en base a la función de exceso de las coaliciones análoga a la que define
dicho valor. El adoptar este enfoque nos permitirá extender al caso continuo el estudio
del nucléolo mínimo cuadrático llevado a cabo por Ruiz et al. (1996). En particular, nos
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proporcionará un algoritmo polinomial para obtener la solución lexicográfica de un juego con
tasas de participación a partir de su solución igualadora, para la que se obtuvo en la sección
anterior una expresión analítica.
Asociado a cualquier juego con tasas de participación (Y, 75) 6 FI’?, considérese el si-
guiente problema de miimización:
Problema continuo 1
mínf (~r, x)—E(75))2 dr
s.a. >3 x~ = 75(N),
¡eN
x,=iY({í}), i=1,... ,n.
En primer lugar, y con el fin de caracterizar a la solución lexicográfica como la única
solución del problema anterior, será necesario, una vez comprobada la existencia y unicidad
de dicha solución, obtener una caracterización en funcióndel vector de excesos de los jugadores
similar a la obtenida por Ruiz et al. (1996) en el lema 2.1.
Lema 2.4. Para todo juego con tasas de participación (N, 75) e ~~I’? existe una única solu-
ción del Problema continuo 1 definido anteriormente. Dicha solución se caracteriza por ser
la única imputación z verificando para todo jugador j e Y,
z~ > 75({j}) =~ i73(j, z) = máx iii(i, z). (2.17)
Demostración: El conjunto de imputaciones del juego, región factible del problema de
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miimización 1, es compacto. Por otro lado, de la definición se deduce directamente que la
función objetivo f, dada por
1(x) =j(~b-,x) —r(739)2dr, V xE1R~,
es estrictamente convexa, luego el mínimo se alcanza y es único.
Obviamente, si 1(75) = {(75({1}),... , 75({n})) }, entonces el mínimo del problema se al-
canza en (75(fi}),... ,75({n})), que trivialmente verifica la condición (2,179.
En otro caso, para demostrar que el mínimo del problema se caracteriza por ser la única
imputación verificando la condición (2.17) para todo jugador j e Y, veamos, en primer lugar,
que si 1(75) # {(75({1}),... , 73’({n}))}, entonces las condiciones de Karush—Kuhn—Tucker son






donde 1 es la función objetivo anterior, gj(x) = 75({i}) — x~, para todo i = 1
h(x) = >3x~ —75(Y).
lEN
— La función objetivo f es diferenciable y las restricciones del problema son lineales,
entonces g~ es diferenciable en x, V x E IR”, V i = 1,... , n, y h es una función de
clase 1 en IR”.
Adexn~s, 7g1(x) = (—t~,O), V xE IR”, i = 1,... ,n, y Vh(x) = 1, Vx E IR”,
luego los vectores {Vh(x),7g1(x), e I}, donde 1 = {i/gdx) 0}, son linealmente
dependientes si y sólo sil = {1,... ,n}, en cuyo caso Xj = 75({i}), Vi = 1,... ,n y
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=75(Y), entonces 1(75) = {(75({1}),... ,75({n}))}.
jEN
— La función objetivo es pseudoconvexa. Las restricciones son cuasiconvexas y cua-
sicóncavas, para todo x C IR”.
Luego, las condiciones de Karush—Kulm—Tucker son necesarias y suficientes de optima-
lidad global. Entonces, la solución del problema 1 se caracteriza por ser la única solución
factible z E IR” para la que existen constantes vE IR, u1,... ,u~, u~ >0 V i = 1,... ,u,
verificando:




La función característica del juego es integrable en [0,1]”, entonces la función objetivo f
es de clase 1 en IR” y la derivada parcial de f con respecto a rj viene dada por
[0,11’t
—2r~ (75(r) —>3 x~í~ — r(70) dr
jEN
— —2i74i, x) + É(75).
Así, las condiciones de Karush—Kuhn—Tucker, quedan como
—2rn(i,z)+EU5)—u1+’o=0, i=1,...,n, (2.20)
(2.2 1)
Luego, de (2.21) se deduce que, para todo j E Y tal que zj > 75({j}) debe ser u¡ = O y, por
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consiguiente, de (2.20) se sigue que
= ?E(739+v
wchz1 2
Por otro lado, corno u1 =0, V i = 1,... , u, entonces de (2.20) se deduce
r(75)+y—u1 r(73)+y
i5(i,z)zzzz 2 — 2 Vizt4,...,n.
Luego, la solución de las ecuaciones de Karush—Kuhn—Tucker es una imputación verifi-
cando la condición establecida en la proposición. En particular, existe una imputación en
esas condiciones.
Veamos que si z E 1(75) verifica la condición establecida en la proposición, entonces es
solución de las ecuaciones de Karusli—Kuhn—Tucker. Para ello, sea M = máxii4i, z), entonces
iCN
es suficiente con tomar
v=2M-E(75),
u1=2(M—i¡5(i,z)), i=1,... ,n.
Obviamente, u~ =0, V i = 1,... , u, y E IR y se satisfacen las condiciones (2.20) y
(2.21). o
Proposición 2.9. Para todo juego con tasas de participación (Y, 75) e IFr? la solución del
problema continuo 1 es la solución lexicográfica del juego.
Demostración: Análoga a la demostración de la equivalencia entre la solución lexicográfica
para juegos nítidos y el nucléolo mínimo cuadrático (proposición 2.1).
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La caracterización de la solución lexicográfica obtenida en el lema 2.4 valida el uso del al-
goritmo propuesto por Ruiz et al. (1996) para calcular el nucléolo mínimo cuadrático a partir
del prenucléolo mínimo cuadrático como un método para obtener la solución lexicográfica a
través de su solución igualadora.
Algoritmo (Ruiz et al., 1996): Constrúyase la secuencia de pares (xt, .M>%, e = 1,... ,
1 <k <n donde xÉ es un vector de pagos y es un subconjunto de jugadores, definidos
inductivamente por
PASO 1 : x1:— 8(75) , M1 := {j E Y/6~(75) <75({j})} y e = 1,
donde 6(75) es la solución igualadora del juego.
PASO 2 : ~ = Z(xl—75({i})) para todo J~Me,
para todo j E
y Mt±1:— MtU {j ~ Y/x~~1 <75({j})}.
PASO 3: Si Mt+l = Mt, entonces z :— x~. PARAR.
En otro caso, t := e + 1 e ir al PASO 2.
Obviamente, el proceso descrito anteriormente finaliza, a lo sumo tras n — 1 iteraciones,
y el vector de pagos que se obtiene al final del proceso z es una imputación verificando la
condición (2.17).
El siguiente resultado, que muestra cómo calcular el nucléolo mínimo cuadrático de un
juego clásico a través de su extensión multilineal (Owen (1972)), viene a reforzar la conside-
ración de la solución lexicográfica como la extensión natural del nucléolo mínimo cuadrático
al caso continuo.
Proposición 2.10. Dado un juego TU nítido (Y,v) e IG”, sea (Y,iY) el juego con tasas de
participación definido por su extensión multilineal, entonces A(v) = L(75).
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Demostración: La demostración de este resultado se basa en el hecho de que el exceso de un
jugador i e Y con respecto a cualquier imputación x, en el juego con tasas de participación
(Y, 75), se puede expresar en función del correspondiente exceso en el juego nítido como sigue:
De las expresiones (2.6) y (2.12) se deduce
1 1 1 1i15(i,x) = ~—~y~.a~(v)— — 4y(Y) ~ >3 y(S).
SGN
Luego,
3. 2”iiY(i,x) = a~(y) — 2”
2x~ — 2”<~75(Y) — 2”175(Y) + >3 y(S).
SCN
Entonces, teniendo en cuenta la expresión (2.1) del exceso en un juego nítido de un jugador
e Y respecto de x, se tiene que para todo vector de pagos x E 1(v) = 1(75), se verifica
iii(i,x) = kw(i,x) +a,
donde k y a se definen como
k = —~!---> o,3 . 2”
>3 y(S) — 2”’y(Y)
SCN
a = 3~ 2”
Así, el exceso de un jugador en el juego con tasas de participación se obtiene mediante una
transformación afín positiva del correspondiente exceso en el juego nítido; entonces, teniendo
en cuenta que el conjunto de imputaciones de ambos juegos es el mismo, se obtiene el resultado
deseado.
Por último, comprobaremos qué propiedades del nucléolo mínimo cuadrático siguen siendo
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satisfechas por la solución lexicográfica.






Demostración: Las propiedades (i), (u) y (iii) se deducen trivialmente
la solución lexicográfica sin mas que aplicar la expresión (2.6) del exceso
respecto a una preimputación obtenida en la sección anterior.
En cuanto a la continuidad, sea {(N, 75ñ}rEW una sucesión de juegos
cipación contenida en 1FF? cualquiera.
de la definición de
de un jugador con
con tasas de parti-
Si la sucesión (75r)rEW converge uniformemente a 75~ y L(75r) —> L
0 cuando
entonces
75o e L’(p) e I(75o) # ~, i.e., ~o~ zrr~.
Además, para todo i E N, se verifica
r—*oo 1
Rin iñr(i,L(75r)) = X~ <
0,1~íi(75r(r) — >3riL~ffY)) dr =
jEN
=lim r¿y~(r) dr — rlt,>3 (L~U.Y7) j$~ 1j1i dr) —
cN






Veamos que L0 e I(75o) verifica la condición (2.17) establecida en el lema 2.4.
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Sea i E Y, un jugador tal que L01 > 75o({i}). Las sucesiones (LÍ(
75r))rEw y (75r({i}))reN
convergen, respectivamente, a L
0~ y 750({i}), cuando r tiende a infinito. Entonces, la desigual-







V j E Y.
(2.22)
(2.23)
Por otro lado, por ser L(




entonces, de (2.23) y de la continuidad de la función máximo, se deduce que
i5
0(i,Lo) = >L9Ar(i,L(75r)) = lñn máx&~(j,L(75~)) =máxiio(j,Lo).
rE? rE? jEN jcN
Así pues, Lo satisface la condición que caracteriza a la solución lexicográfica del juego. O
Observación 2.5. Con respecto a la solución igualadora se han perdido las propiedades de
aditividad y de monotonicidad con respecto a las contribuciones marginales medias (contra—
ejemplo 2.2). Sinembargo, esta última se preserva restringiéndonos a la subclase de los juegos
normalizados (0,1), como se comprueba a continuación (proposición 2.12).
Ejemplo 2.2. Considérese el juego tripersonal con tasas de participación (Y, 75) definido por
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75(r) = ~2 1213 + ~1~3+ 711213,









Luego, la solución igualadora del juego es 8(75) = (~, ~,~) . Como 82(15) = 6 < 75({2}),
entonces, aplicando el algoritmo de Ruiz et al. (1996), se tiene que LQ5) = (4,1, ~).Pero
cj (75) = c2 (~9, entonces la solución lexicográfica no verifica la propiedad de monotonicidad
con respecto a las contribuciones marginales medias.
Proposición 2.12. Sea ~it = {(Y,75) E IFF?/75({i}) = 75({j}) Vi,j E N}, entonces
sobre la clase de juegos FI], la solución lexicográfica verifica la propiedad de monotonicidad
con respecto a las contribuciones marginales medias.
Demostración: Se basa en el hecho de que la solución igualadora verifica esta propiedad y
se deduce aplicando el algoritmo descrito anteriormente para obtener la solución lexicográfica
a partir de la solución igualadora.
Dado un juego con tasas de participación cualquiera (Y,75) E FI?\, sean i,j E Y dos ju-
gadores cualesquiera. Sin perdida de generalidad supóngase que c~ (75) =c~ (15). Se demostrará
a continuación que L~Q75) =L~(75).
Si la solución igualadora del juego 8(75) es individualmente racional, entonces 1415) = 8(15)
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1. Si £~(75) < 75({i}), entonces iY({j}) = 75({i}) > 8~(7i) > &~(75). Luego
L~(7J) = 75({i}) = iY({j}) = L~(75).
2. Si ¿775) =75({i}), entonces se pueden dar dos casos:
(a) Si 8~(75) <75({j}), entonces L~iJ5) = 75({j}) = 75({i}) =L~(75).
(b) Si ¿9(75) =%5({j}), entonces existen m =O y p~ > O tales que
L~(75) =8j(79 ~
Obviamente, como £~(75) =¿9(75) y 75({i}) 75({j}) del algoritmo se deduce que
~í =pp Además se verifica:
Sip~<p
1 =~ L~(75)=75({j})=75({i})=L1(79.
Sip~ =p~ =4’ L~(75) = ¿9(i
3)~p~ =8~(15) —p~ = L~(75).
Volviendo al ejemplo 2.2, si se considera la normalización (0,1) del juego con tasas de
participación (Y, 15), cuya función característica viene dada por
75<o,
14r) —1?rS + 1153 + 111213,
entonces L(75(o,í)) = L(75) — (0,1,0) = (4,0, ~.),que no viola la condición de monotonía con
respecto a las contribuciones marginales. Esto se debe a que la operación de normalización de
mi juego no respeta el orden relativo entre los coeficientes de contribución de los jugadores.
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En este caso, se tiene que
1 1 1 2—~
cI(75(o,i)) ciI~v;jní2ur 8 > 24 J[o,t]3~’’
2.5 La solución igualadora como un sistema de precios
En esta sección se estudian las posibilidades de la solución igualadora como método de solu-
ción al problema de asignación de costes. En dicho problema se supone que varios productos
heterogéneos y divisibles son elaborados por un proceso de producción com<m de manera que,
una vez establecida la cantidad de cada uno de ellos a ser producida, el coste derivado de su
producción conjunta debe ser redistribuido en forma de costes asignables a la producción de
cada uno de los bienes individuales.
Para resolver este problema, ya clásico, se supone que la única información de que se
dispone es de una función de coste, que asigna a cada vector de producción5 su coste conjunto
de producción, así como de la cantidad total a producir.
De entre las diversas soluciones propuestas en la literatura destacamos las siguientes:
• Mecanismo de asignación de costes determinado por los costes marginales (Samet y
Tauman (1982)), cuyo principal problema radica en el hecho de que, en general, no se
recupera el coste conjunto de produccion.
• Mecanismo de asignación de costes de Shapley—Shubik (Shubik (1962)), que se define
como el valor de Shapley (Shapley (1953)) de un cierto juego TU asociado al problema.
• Sistema de precios de Aumaim—Shapley (Billera y Heath (1982), Mirman y Tauman
(1982), Young (1985b)), inspirado en el valor de Aumann—Shapley (1974) para juegos
no atomícos.
5vector que indica la cantidad que se produce de cada uno de los productos.
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• Distintas extensiones del mecanismo de reparto de costes en serie para bienes ho-
mogéneos de Monlin y Shenlcer (1992): Friedman y Moulin (1995), Sprumont (1996) y
Koster, Tijs y Bonn (1996).
Todos estos mecanismos de asignación de precios, aunque algunos de ellos den soluciones
inspiradas en un proceso de producción dinámico, resuelven el problema descrito anterior-
mente desde un punto de vista estático; es decir, asumen que el bien no es servido hasta que
la producción de la cantidad prevista no ha finalizado. Por el contrario, el mecanismo que
proponemos en esta sección está basado en la hipótesis de que el producto es elaborado y
servido a medida que va siendo demandado.
2.5.1 Problema de asignación de costes: Interpretación dinámica del mo-
delo
Formalmente, el problema clásico de asignación de costes viene dado por un par (c, a), donde
e: iR7 —* IR es la función de coste del modelo, verificando c(O) = 0; esto es, se trabaja con
modelos en los que se supone que no hay un coste fijo de producción, y a E int(IR7) es el
vector de demandas.
Nota 2.1. La función de coste puede incluir los beneficios del productor.
En lo que sigue, sólo consideraremos aquellos problemas de asignación de costes (e, a)
tales que la función de coste e sea de clase 1 en D(a) = H~11[0, a~]. Se denotará por
CA
tm {(c,a)/a E int(1R7), c: 1R7 —* IR, e(o) = 0, cE
al conjunto de todos los problemas de asignación de costes asociados a la producción de m
bienes, para todo itt> 1 finito, y por CA a la unión de todos ellos.
En este contexto, una solución al problema de asignación de costes vendrá dada por una
función p : CA —> U~>iEm que redistnibuya, en forma de precios unitarios, el coste conjunto
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de producción entre los bienes a ser elaborados; esto es, una función que a cada problema
(e, a) E CA”’ le asigne un vector de precios p(c, a) e Em, siendo pj(c, a) el precio por unidad
de producto i-ésimo, i = 1,... , itt.
Supondremos que el sistema de producción debe satisfacer la demanda a lo largo de un
cierto período de tiempo y que, a diferencia del modelo clásico, ésta no es satisfecha de
una vez al finalizar dicho período, sino que el producto es servido a medida que va siendo
demandado. En este caso a se corresponde con una estimación de la demanda acumulada a
lo largo de todo el período para el cual se ha planificado la producción. Más concretamente,
supondremos que la demanda se realiza de acuerdo al siguiente esquema:
A. Los consumidores realizan su demanda a lo largo de un cierto intervalo de tiempo [0,T]
describiendo una curva de demanda ‘y desconocida al inicio del periodo. Dicha curva
viene dada por un camino regular monótono no decreciente y : [0,T] —> D(a), siendo
y(to) la demanda acumulada hasta el instante t0.
Una vez que la demanda acumulada a lo largo de todo el período ha sido estimada por
a, trabajaremos bajo esta hipótesis para fijar los precios; es decir, actuaremos en el
supuesto de que la producción alcanza el nivel a en el instante T. Por consigniente,
únicamente consideraremos aquellas curvas de demanda ‘y verificando las condiciones
de contorno ‘y(O) = O y y(T) = a.
13. La demanda en cada instante es el resultado de la demanda agregada de un cierto
conjunto de consumidores.
Se supone también que los consumidores pagan por los productos recibidos a medida que
su demanda va siendo satisfecha. Teniendo todo esto en cuenta, el problema ante el que
se enfrenta el productor es el de decidir al inicio del período, en base a una estimación de
la demanda acumulada a lo largo del período y del coste conjunto de producción, el precio
unitario al que va a cobrar cada uno de los productos durante todo el período; esto es, el
sistema de precios vigente durante el período para el cual se ha fijado la producción.
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En este punto queremos destacar el hecho de que el objetivo que se persigue no es otro
que establecer un sistema de precios que tenga en cuenta las hipótesis A y B establecidas
en el modelo. No se trata en ningún caso de buscar aquel sistema de precios que optimice el
comportamiento global del sistema productor—consumidores.
A continuación, se analizará cómo afectan las hipótesis anteriores al establecimiento de
posibles criterios de selección de mecanismos de asignación de precios adecuados. En primer
lugar se analizará el efecto aislado de cada una de las hipótesis A y B, para luego analizar
su efecto conjunto.
Con el fin de simplificar la notación introducimos la función de pago P : iR”’ >< 1R7 + IR,
que asigna a cada vector de precios p E IR”’ y a cada vector de producción z E R7, la
cantidad que debe ser pagada por el vector de productos z E 1R7 al precio unitario dictado
por p.
nl
En lo que sigue supondremos que la función de pago es lineal, P(p, z) = >3 ~ para
z=L
todo z E R7, para todo p E IR”’. Asimismo, sólo consideraremos sistemas de precios que
recuperen costes al final del período, i. e.,
P(p(c,a),a)=c(a), V (c,a)e CAtm.
Dado un problema de asignación de costes (c, a) E CA”’, denotaremos por H(c, a) al
conjunto compuesto por todos aquellos vectores de precios unitarios que recuperan costes al
final del período, de acuerdo con la función de coste e y el vector de demandas a, es decir,
H(c,a) = {pElir/P(p,a)=c(a)}.
Veamos cómo afecta el asumir la hipótesis A. Dado un problema de asignación de costes
(c, a) E CAm, supongamos que la curva de demanda de los consumidores viene dada por
[0,T] —* O(a), camino regular tal que ‘ya(O) = O y ‘yo(T) = a. Entonces, el coste
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acumulado en el que ha incurrido el productor hasta el instante t0 <T viene dado por c(zo),
donde z0 = ‘y(t0) E O(a) se corresponde con la demanda acumulada hasta el instante to de
acuerdo con la curva de demanda ‘yo.
Por otro lado, fijado el vector de precios unitarios p E Fm, el pago recibido por el
productor hasta el instante t0 viene dado por P(p, za). En tal caso, si la demanda se corta
en el instante t0 entonces, la pérdida asumida por el productor por cobrar la producción, de
acuerdo con la función de pago P(p, .), viene dada por la diferencia entre el coste de producir
z0 y el coste, en función de P(p, .), cobrado por la producción de z0. Luego, la diferencia
«za) — P(p, zo) puede ser interpretada como el riesgo con el que se estd produciendo en el
instante to cuando se han asignado precios unitarios p.
Así, si se considera la posibilidad de que la demanda finalice antes del momento T previsto,
entonces parece razonable pensar que el productor tratará de definir aquel sistema de precios
que minimice el riesgo con el que está produciendo.
La curva de demanda se desconoce al inicio del periodo; entonces, en primer lugar, se
deberá definir una medida del riesgo global que considere el riesgo asociado a cualquier posible
curva de demanda para, una vez definida dicha medida, seleccionar aquel (o aquellos) sistema
de precios que la minimicen.
A continuación, se proponenalgunas medidas de riesgo global basadas en criterios clásicos
y se estudian los sistemas de precios que serían seleccionados de acuerdo con cada una de
ellas.
Riesgo máximo
La evaluación del riesgo global desde un punto de vista pesimista implica que el criterio
de selección del sistema de precios que se siga sea un criterio mznzmax.
Dado un problema de asignación de costes (c, a) e CA”’, el criterio minimax conduce a la
selección de cualquier vector de precios unitarios que pertenezca al conjunto LC(c,a) ~ IRnl
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definido como
mm máx (c(z) — P(p, z)) = máx (c(z) — P(po, z)) }.
LC(c, a) = {Po E H(c, a) ¡ pEH(c,Q) ZED(a) \ zED(a)
En el apéndice B se lleva a cabo un análisis del mecanismo de asignación de costes así
definido, al que nos referiremos como corazón mínimo. En particular, se estudia su relación
con el corazón mínimo de un cierto juego con tasas de participación asociado, relación que
nos permite establecer su conexión con conceptos de solución para juegos TU continuos
ya asentados en la literatura. A continuación, enumeramos sns principales propiedades sin
detenernos en su demostración, para la cual nos remitimos al apéndice B.
Proposición 2.13. Para todo problema de asignación de costes (c, a) E CAm, se verifico
que LC(c, a> es no vacio, convexo y compacto.
La proposición anterior establece que el criterio de selección de precios propuesto está
bien definido: siempre proporciona alguna solución al problema planteado. Veamos, a conti-
nuación, cómo puede ser interpretado desde el punto de vista que ofrece la teoría de juegos
cooperativos.
Definición 2.9. Para todo problema de asignación de costes (c, a) e CAtm, se define el juego
de ganancias asociado a (e, a), como el juego con tasas de participación (M,~) definido por
M={1,... ,m} y
donde í~ representa la proporción de la demanda de producto i—ésimo satisfecha, i = 1,... ,
En tal caso, si existen sistemas de precios tales que, independientemente de la curva de
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demanda considerada, permiten producir sin riesgo en todo momento; i.e., el conjunto
C(c, a) = {po E H(c, a) / mm máx (U — P(p, z)) = ~ (c(z) — P(po, z)) = o}
peH(c,a) ZED(O
es no vacío, entonces se verifica:
Po E C(c, a) ~ a. p~j = (aípoí,... , ÚY,n30m) E CQií~),
donde C(75C) es el corazón del juego de ganancias asociado. Además, LC(c, a> = C(c,a).
Riesgo esperado
Si el riesgo global se evalúa mediante el riesgo esperado, entonces cualquier vector de
precios que recupere costes podría ser seleccionado.
En efecto, dado un problema de asignación de costes cualquiera, (c, a) E CAm, se verifica
que el riesgo medio asociado a mi vector de precios, p, es independiente del sistema de precios
considerado siempre que p e H(c, a), como se comprueba a continuación:
ID(a) (c(z) — P(p, z)) dz = ID(a)
— ID(a)






Luego, cualquier sistema de precios que recupere costes al final del período para el que se
ha planificado la producción, minimiza el riesgo de producción esperado.
A continuación, se lleva a cabo un estudio análogo para la hipótesis B. Supongamos que
la demanda acumulada a lo largo del período de un cierto subconjunto de consumidores
S es de z0 E O(a), entonces dado el vector de precios unitarios p e ¡Htm, la diferencia
(2.24)
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entre la cantidad pagada por el vector de productos z0 y el coste conjunto de producir z0,
P(p, zo) — c(zo), representa el exceso asumido por dicho conjunto de consmnidores.
Si la diferencia anterior es positiva entonces, teniendo en cuenta que sólo se consideran
admisibles aquellos sistemas de precios que recuperan costes al final del período, los miembros
de 5 pueden decidir hacer su demanda por separado; en cuyo caso, para todo vector de precios
p’ admisible, de acuerdo con la función de coste e y el vector de demandas z0, la función de
pago P(p’,.) sería tal que P(p’, za) c(zo). Luego, la diferencia P(p, zo) — c(zo) puede ser
interpretada como el riesgo de disgregación de la demanda asumido por el productor cuando
se asignan precios unitarios p.
En general, el hecho de que la demanda se disgregue no es conveniente para el productor,
entonces, como en el caso anterior, parece razonable pensar que el productor tratará de definir
aquel sistema de precios que miimice el riesgo de disgregación de la demanda.
La demanda de todos los posibles subconjuntos de consumidores es desconocida (por el
productor) al inicio del período, luego el razonamiento seguido anteriormente es aplicable
también en este caso.
Dado un problema de asignación de costes (e, a) E CAm, la evaluación del riesgo global
mediante los criterios anteriormente propuestos nos conduce a las mismas conclusiones con
la salvedad de que en este caso, la aplicación del criterio miimax nos lleva a la selección de
aquellos vectores de precios unitarios en el conjunto RLC(c, a), definido como
RLC(c, a) = {po E H(c, a) ¡ mm máx (P(p,z) — c(z)) = zED(o) (P(po, z) — c(z)) }.
pGH(c,cr) ZED(a)
Las propiedades del concepto de solución así definido, al que nos referiremos como corazón
mínimo inverso, son análogas a las del corazón mínimo definido anteriormente. En este caso,
el juego asociado a un problema de asignación de costes debe ser interpretado como un juego
de coste: involucra a los consumidores, no al productor.
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Combinando los criterios de selección deducidos del establecimiento de ambas hipótesis,
resulta que un buen sistema de precios no debe cobrar la producción ni excesivamente por
debajo del coste real de producción ni, por el contrario, excesivamente por encima. Así,
la(s) función(es) de pago seleccionada(s) deberá(n) aproximar lo mejor posible la función de
coste; esto es, deberá(n) ser seleccionada(s) minimizando una distancia a la función de coste.
Dependiendo de la distancia elegida se obtendrán como solución distintos sistemas de precios.
Si se elige la distancia dada por la norma 4, entonces, dado un problema de asignación






P(p, a) = c(a).
El siguiente resultado muestra que la solución del problema anterior, caso de existir, no
tiene por qué ser única.
Proposición 2.14. Dado un problema de asignación de costes (c,
entonces C(c, cx) es el conjunto de soluciones del problema ¿i.
Demostración: Veamos, en primer lugar, que el problema 4
problema:
a) e CA”’, siC(c,a) # 0,
es equivalente al siguiente
mm JE(p,a) (c(z) — P(p, z>) dz
(2.25)s.a.
P(p,a) =c(a),
donde E(p,a) = {z ED(a)/c(z) =P(p,z)}.
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En efecto, de la expresión (2.24) se deduce que para todo vector p E H(c, a), la función
objetivo del problema de minimización 4 se puede expresar de forma equivalente como sigue:
c(z) —P(p,z)~dz =2J (c(z> —P(p,z))dz—$,
E(p,a)
donde ~ = ID(a) (c(z) — P(p, z)) dz es una constante independiente de p.
Se comprobará que si C(c, a) # 0, entonces el problema (2.25) tiene solución y el conjunto
de soluciones coincide con C(c,a).
Sea PO un vector de precios en C(c, a) cualquiera, entonces c(z)
todo z E E(p, a), y por consiguiente se verifica
f (c(z) — P(p, z)) dz > O = f (c(z) — P(po, z)) dz,
—P(po,z) = 0, para
V’ pEH(c,a).
Luego, todo vector de precios p E C(c, a) es solución del problema.
Por otro lado, si p~ E H(c,a) es tal que
(2.26)
fE(po,a) (c(z)—P(po,z))dz=O~
entonces Po E C(c, a): Supóngase, por el contrario, que Po ~ C(c, a), entonces existe
zo E E(po, a), tal que c(zo) — P(po, zo) > O. Como la función c(z) — P(po, z) es continua en
z, entonces, por el teorema de conservación del signo, se verifica:
3 ¿>0 talque c(z)—P(po,z) >0 V zeB(zo,e).
Luego, como B(zo, e) n E?(po, a) es un conjunto de medida estrictamente positiva, entonces
JE(PO,Q)(cz —P(po,z)) dz >0,
ID(a)
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en contradicción con (2.26). 0
El objetivo que nos planteábamos en esta sección era la búsqueda de un criterio de selec-
ción que recogiera la interpretación dinámica del modelo y que seleccionara un único vector
de precios, por lo que una vez se ha comprobado que la elección de la norma 4 no garanti-
za la unicidad de la solución, hemos optado por considerar la distancia dada por la norma
£2, en cuyo caso se garantiza la existencia y unicidad. La solución así obtenida se estudia
detalladamente en la sección siguiente.
2.5.2 Riesgo cuadrático: Sistema igualador de precios
A continuación, se introduce el sistema de precios que resulta de considerar la distancia dada
por la norma £2. Se prueba la existencia y unicidad sobre la clase de problemas de asignación
con la que se trabaja y se establece su relación con la solución igualadora de un cierto juego
con tasas de participación. Dicha relación nos facilita una caracterización alternativa del
sistema de precios obtenido en función del riesgo asociado a la producción de cada uno de los
bienes individuales y nos permite establecer una caracterización axiomática.
Proposición 2.15. Para cualquier problema de asignación de costes, (e, a) E CA’”, existe
una dnica solución del problema:
Problema £2
miii ID(a) (c(z) — P(p, z)) dz
5. a.
P(p, a) = c(a).
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Dicha solución viene dada por
+ 12 (bi(c,a)—~(c,a))), y i=í,... ,m,
fi1 b1(c, a
)
donde bi(c, a) = fo(a) c(z) dz y ~(c, a) — m
Demostración: Se demostrará estableciendo la relación existente entre la solución del pro-
blema £2 y la solución igualadora del juego de ganancias asociado.
Sea (c, a) c CA”’ un problema de asignación de costes cualquiera, entonces aplicando el
cambio de variable h(r) (Tiai,... ~ Vr E [0,1]”’, se deduce que
= JD(a)( —P(p,z))dz =
nl vn
,rma~)—>3r~aípi) dr, V pEIRm, (2.27)~HakjOí]m (ceríaí,...
nl
siendo f~ cq,> O.
k= 1
Sea (IV, i5~) el juego de ganancias asociado a (c, a), entonces de (2.27) se deduce que
p E H(c,a) es solución del problema ¿2 si y sólo si x~ = (aípi,... ,ampm) E PI(%10) es
solución del siguiente problema:





Luego, teniendo en cuenta (ver Ruiz et al. (1996)) que de la caracterización de la solución
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igualadora a partir de la función de exceso de las coaliciones, aplicando el lema 2.3, se deduce
que para todo juego con tasas de participación en F1~ la solución igualadora del juego puede
ser obtenida como la única solución del problema anterior, se tiene que
_ Vi=1,...,m.
m
Aplicando el cambio de variable anterior se tiene que
cdvc) = J<’O,l]m r1v~(r)dr = 1 f ZZlNd ml
&¡~ iD(o) —c1~z1 = Hk—í ak ¿‘4c, a),
y i=1,... ,m.
Luego,
~, _ c(a) 12
—+ m
ni fl~~ía’c V i=1,... ,m.
y por consiguiente,
= + 12 (b1(c,a) —S(c,a)))Hk—1 ak
V z=1,... ,m.
Observación 2.6. De la demostración anterior se deduce que dado un problema de asigna-
ción de costes (c, a) E CA’~, si se considera el juego con tasas de participación de ganancias
asociado, (M,
0~), se tiene que el vector de precios obtenido en la proposición 2.15 guarda la
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Esta relación nos lleva a referirnos al mecanismo de asignación de precios en cuestión
como sistema igualador de precios y motiva la caracterización en función del riesgo asociado
a la producción de cada bien que se obtiene a continuación, así como su caracterización
axiomática.
Definición 2.10. Sea (c, a) E CA”’ un problema de asignación de costes, entonces dado el
vector de precios unitarios p E ¡Htm se define el riesgo promedio asociado a la producción del
producto i, i = 1, ... , ni, cuando se han asignado precios unitarios p, como
wj(c,a,p) = ID(a) ~1jdz —P(p,z)) dz.
Proposición 2.16. Para todo problema de asignación de costes (e, a) e CA”’, existe un
dnico vector de precios unitarios que recupero costes al final del periodo y verifica
jiS1 (c, a, p)=i152(c, a, p)=...iii~(c, a, p). (2.28)
Ademós, dicho vector de precios coincide con el definido por el sistema igualador de precios.
Demostración: Sea p e H(c, a) un vector de precios que recupera costes, entonces aplican-
do el cambio de variable h(r) = (ríaí,... , r,,~,
vn nl nl
iih(c,a,p) = flak J rnri%(r) — >3rtazpí) dr = ljIatiiYí(iíc,(aípí,... ,awpm)),
k=1 [0,1] i=1 k=1
Vil,... ,m.
Luego, p E H(c, a) satisface la condición (2.28) si y sólo si x~ = (aípt,... , a,,p,,~) e PI(15~,)
es la solución igualadora del juego de ganancias asociado (M, IYC).
Por último se estudian sus propiedades y se propone una caracterización axiomática.
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Definición 2.11. Un mecanismo de asignación de precios q en CAtm verifica la propiedad
de:
(i) Recuperación de costes al final del período si y sólo si para todo problema de asignación
de costes, (c, a) e CA”’, se verifica P(q(c, a), a) = c(a).
La función de pago es tal que se cubren objetivos, en el sentido de que los costes de
producción, en base a la demanda estimada, son recuperados al final del período.
(u) Aditividad si y sólo si para todo par de problemas de asignación de costes, (ci, a) E CAtm
y (c
2,a) e CA”’, se verifica
q1(c1+c2,a)z=q1(cí,a)+qdc2,a), Vi=1,...,rn.
Si los costes de producción son debidos a dos factores independientes, esto es, el sis-
tema de producción e es tal que c c1 + e2, entonces el sistema de precios se puede
obtener como la suma de los precios debidos a cada uno de los sistemas de producción
independientes, e1 y e2.
(iii) Invariancia frente a cambios de escala si y sólo si para todo problema de asignación de
costes, (c,a) E CA”’, y para todo vector AEIRm talque A1 >0, Vi = 1,... ,m,
se verifica
donde A.a=(Aía1,... ,A~a~) y c.A(z) =c(A.z), ‘y’ zeD(a)
La función de pago no se ve afectada por cambios en las unidades de medida de los
productos, es decir, una variación en la unidad de medida de un producto conlíeva un
cambio equivalente en el precio unitario correspondiente a dicho producto.
(iv) Preservar costes lineales si y sólo si para todo problema de asignación de costes
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nl
(e, a) e CAtm, tal que c(z) r >3 a~z1, V z E O(a), se verifica
q1(c,a)=a1, V i=1,... ,m.
Si la función de coste es lineal, entonces la función de pago se corresponde con la propia
función de coste. El precio unitario de cada producto coincide con el precio unitario de
producción real dado por la función de coste.
(y) Monotonicidad con respecto al coste medio ponderado debido a la urgencia si y sólo si
para todo problema de asignación de costes, (e, a) E CA”’, y para todo par de pro-
ductos i, j, se verifica:
Si b1(c,a) =b~(c,a) =!=~a1q1(c,a) =crjqj(c,a).
La interpretación de esta propiedad se analiza detalladamente en la observación 2.7
expuesta a continuación.
Todas estas propiedades, a excepción de la última de ellas, son algunas de las propiedades
clásicas que se exigen a un mecanismo de asignación de costes. La propiedad (iv) fue pro-
puesta por Auruman y Shapley (1964) en el contexto de juegos no atómicos con el nombre
de projection axiom.
Observación 227. La propiedad (y), que establece que el precio cobrado por satisfacer la
demanda a lo largo de todo el período de los productos i y j debe estar en la misma relación
que los valores b1(c, a) y b~(c, a), se puede interpretar como sigue: “ Si el coste medio
ponderado de todas aquellas curvas de demanda en las que la demanda relativa de producto
se mantiene por encima de la demanda relativa de producto j, y en consecuencia el productor
debe atender (en términos relativos) antes la demanda de i que la de j, es mayor o igual que
el correspondiente coste asociado a aquellas curvas de demanda en la que, por el contrario, la
demanda de producto j es más urgente, entonces el precio cobrado por satisfacer la demanda
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global de producto j no debe exceder el precio cobrado por satisfacer la demanda global de
producto i”.
Para ello basta con tener en cuenta que la desigualdad b1(c, a) =bj(c, a) puede expresarse
de forma equivalente como
85
—±)c(z)dz >
> .14. }= { (z1,z.j)
JDy~(a) (~f — )qzdz,
E [0,a~] x [0,a] ¡ 1!~> ~¿. } x
a~ aj
es el conjunto de aquellos vectores de producción tales que la proporción de la demanda total
de producto i satisfecha es mayor o igual que la proporción de la demanda total de producto
j satisfecha.
Considérese la función de coste marginal medio asociado a la producción de los bienes i y
j definida por
mcj1(z1, z1) = JHk!=u[O,ak]c(z~, zj, z~) dz15, V (z¿,z~) E [0,a~] x [O,aj,
donde z~jj = (zk)k!=í,j,entonces
fD0(a) (~ — c(zpdz= JF,3(a)




Haciendo el cambio de variable h(t, r) = (att, a~tr), para todo (t, r) E [0,1]x [1,+~), se
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tiene que
fD0(a) ~ — c¿zhi dz j 4 kíj(t, r)(t — tr)meíj(ait, ajtr) dtdr, (2.29)
donde kú(t,r) = ~aíajtrlnt >0 V (t,r) 6(0,1] x [1,+oo).
Entonces, tomando /c11 como una función de ponderación, la integral (2.29) se puede
interpretar como el coste medio ponderado de todas aquellas curvas de demanda en las que
la demanda de producto i urge más que la de producto j. Análogamente, a la integral
<.(a)
(~§—~) c(z) dz se le puede dar la interpretación simétrica.
Proposición 2.17. El sistema igualador de precios, pC: CA”’ ~ ¡Hm, verifico las propieda-
des (i) hasta (y).
Todas ellas se deducen trivialmente de la expresión del sistema igualador de precios ob-
tenida en la proposición 2.15.
Teorema 2.2. El sistema igualador de precios es el iinico mecanismo de asignación de pre-
cios en CA
tm que verifico las propiedades (i), (u), (iii), (iv) y (y).
Demostración: En la proposición anterior se establece que el sistema igualador de precios
verifica las propiedades (i) hasta (y). Veamos pues que se trata del único mecanismo de
asignación de precios en CA”’ que verifica todas ellas.
Sea q: CA”’ A ¡Htm un mecanismo de asignación de precios verificando las propiedades
(i), (u), (iii), (iv) y (y), entonces en primer lugar se probará que q coincide con pe sobre
CA¶1) ={(c,a) E CA”’/a = 1}.




V (c, 1) E CAm(1).
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2. q(’>(cí + c2, 1) — q(~>(cí 1) + q(1>(c2, 1), V (ei, 1), (c2, 1) E CAm(1).
nl




4. Para todo (c, 1) e CAtm(1) y para todo par i, j se verifica:
Si b
1(c, 1) = jo,I]m z1c(z) dz = b~(c, 1) = ¡o,ljm zjc(z) dz
CAtm(1) es isomorfo al conjunto compuesto por todos aquellos juegos con tasas de parti-
cipación m—~personales cuya función característica es de clase 1, entonces teniendo en cuenta
que la caracterización axiomática establecida en la proposición 2.1 sigue siendo válidacuando
la solución igualadora se restringe a dicho subconjunto de rr’q’, se deduce que q(
1) debe venir
dado por
q~’~(c,1) = =!ii+12(bí(c,1)—t(c,1))=p(c,1), Vi=1,...,m.
Dado (e, a) e CA”’, un problema de asignación de costes cualquiera, considérese el problema
de asignación de costes (ca, 1) E CA”’(1) definido como
co(z) = c(z
1a1,... , z,.,a,-,-j, V z e [0,1]~,
entonces de la propiedad (iii) se deduce
(2.30)
qj(co, 1) = cr1q1(c, a), V i = 1,... , ni,
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donde qj(co, 1), i = 1,... , ni, viene dado por la expresión (2.30). Aplicando el cambio de
variable h(z) = (zíaí,... ~ ‘y~ z E [0,1]”’, entonces para todo i = 1,... ,m se
verifica
b1(cia, 1) = ¡0,1]m z1co(z)dz = 1 ( Yi1\d — 1
iD(a) aic\z> — H%L1 ak b1(c, a).
Así,
q1(c,a) = + 12 (b1(c,a) —L(c,a))) = p~(c,a), Vi = 1,... ,m.
fl74u~í
o
Para finalizar, se muestran algunos ejemplos.
Ejemplo 2.3. (Saanet, rThumang y Zang (1984)) Considérese un problema del transporte en
el que hay dos destinos, A1 y A2, y dos origenes, fi y .82. Los costes de transportar una











En cada origen hay 20 unidades de recurso disponibles, y cada destino tiene una demanda
de 20 unidades. La solución óptima consiste en enviar 20 unidades de B2 a A1, con un coste
de 20.000, y 20 unidades de ~1 a A2, con un coste de 300.
En situaciones de este tipo, Sainet et aL (1984) proponen calcular el precio unitario de
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asignación de costes asociado. Definen la función de coste del problema como la función que
asigna a cada posible vector de demandas, z = (21,22), 21 + 22 =40, z1 =0, z2 =0, el coste
mínimo del problema del transporte en el que la demanda de A1 es de 21 unidades de recurso,
y la de A2 es de 22 unidades. En dicho caso,
zí + z2 =20, 21 =0,{t0zí+15z2~
c(zj,z2)= 000z~ + 1.005Z2 —19.800, 20=21+ 22=40, z1
00021 +1.50022 —29.700, z1+z2 <40, 21=0,22=0.
22 =0,
=0,22 =0,
Para este ejemplo, el precio (unitario) que se carga al transporte a cada unidad de destino
dictado por el sistema igualador de precios del problema (c, a), a = (20,20), coincide con el
precio calculado a partir de los precios de Aumann—Shapley, AS(c, a) = (505, 510).
= /0,20)2 ~c(z)dz = f
2O(j2OZ1 ~(10zi+ 1522) d2
2)dzi +
+ ~2O~~2O z + 1.00522 — 19.800) dz2)dzí 1’04667
20 106




12• 106 = 504’995,
+
400 (í’04667 — 1’04834)>
12• 106
+ lIflAOONI400 (í’os — IU~OO’IJ} = 509’99.
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Ejemplo 2.4. Sea (e, a) e CA2, el problema con función de coste c(z1,z2) = ~¡77T?~, para
todo vector de producción (21, 22) E [0,at] x [0,a2].
Para este problema, aún siendo la función de coste simétrica, el precio unitario dictado
por el sistema igualador de precios tiene en cuenta la cantidad demandada de cada bien
individual. No carga el mismo coste unitario a los dos bienes. En general, el precio unitario
del producto con una demanda mayor es ligeramente inferior al precio unitario del bien menos
demandado, en consonancia con el hecho de que la función de coste es cóncava. No obstante,
el coste cobrado por satisfacer la demanda del bien más demandado es superior al coste de
atender la demanda del menos solicitado.
zi4(c,a) = {( Va1;a2 +~~j~k(ai,a2)),





k(am, a2) > O, si y sólo si a1 > a2, luego el precio por satisfacer la demanda del bien
más solicitado es siempre superior al precio por satisfacer la demanda del producto menos
pedido. En cuanto a la afirmación hecha anteriormente sobre la relación entre el precio
unitario cargado a la producción de cada bien en función de las cantidades demandadas, no
se ha probado analíticamente. No obstante, en las siguientes figuras, que representan las
gráficas de la función p~(c, a) — p~(c, a) en distintas regiones de int(¡Ht), se puede observar
el comportamiento que se le ha supuesto.










&~ E [30,50], a2 E [10,30]












al E [1, 200], a2 E [50,50½]
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2.6 Conclusiones
En este capítulo hemos abordado principalmente la tarea de extender el prenucléolo mínimo
cuadrático al caso continuo. Se han estudiado sus propiedades, se ha dado una caracterización
axiomática y se ha analizado detalladamente su aplicación como regla de asignación de costes.
No obstante, el fin que perseguíamos en un principio era menos ambicioso. Se reducía al
estudio del comportamiento de la solución lexicográfica como concepto de solución para juegos
con tasas de participación. Dicho estudio nos llevó al descubrimiento de diversos trabajos
que abordaban, bien el mismo problema, bien problemas relacionados, desde distintos puntos
de vista. En este capítulo hemos tratado también de conciliar los diversos enfoques desde
los que se han estudiado los valores para juegos TU nítidos que dan lugar a los conceptos de
solución para juegos con tasas de participación tratados en él.
En lo que respecta a la continuidad del estudio, se pueden distinguir dos líneas de inves-
tigación distintas. La primera de ellas, consistiría en estudiar la relación de las soluciones
igualadora y lexicográfica con otros conceptos de solución para juegos con tasas de partici-
pación. En particular, su relación con el valor de Aubin, que extiende al caso continuo el
valor de Shapley, y con el corazón, bajo qué condiciones se puede garantizar su pertenencia
al corazón del juego cuando éste es no vacío. La segunda de ellas, estaría motivada por el
hecho de que en ocasiones la hipótesis de que el reparto sea lineal en la tasa de participación
de los jugadores no es realista. Esta reflexión nos lleva a preguntarnos sobre la adaptación
de la solución igualadora y la solución lexicográfica a contextos más generales en los que se
trabaje con funciones de reparto no necesariamente lineales. Concretamente, esta generali-
zación podría tener especial interés en el contexto de asignación de costes, lo que supondría
trabajar con funciones de pago no lineales.
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2—CENTRO (Spinetto, 1974)
Definición Caracterización
Imputación cuyo juego aditivo asociado
mírnmiza la distancia dada por la norma ¿2






Exceso del jugador i con respecto al vector
de pagos x:
b1(x) >3 (y(S) — x(S))
SEQ~
Q~ {SCN/ieS,JS¡>2}.
0(x): vector de excesos.
2—centro: mínimo lexicográfico sobre 1(v).
Nucléolo mínimo cuadrático
(Ruiz et aL, 1996)
Solución lexicográfica







E(v, x) 1 e(S, x)
>32” — 1 SCN
Exceso del jugador i con respecto al vector
de pagos
w(i,x) = >3 (y(S) — x(S))
SGN
0(x): vector de excesos.
Solución lexicográfica: mínimo lexicográ
fico sobre 1(v).
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En este capítulo llevamos a cabo un estudio detallado del corazón de un tipo de juegos
muy concreto: Los Juegos de Producción Lineal controlados por Comités (Curiel, Derks y
Tijs (1989)). Principalmente, nuestro interés reside en el análisis de la evolución del corazón
de este tipo de juegos cuando el número de jugadores “tipo” presentes en el juego aumenta.
Para llevar a cabo dicho análisis se introduce en el modelo la posibilidad de que losjugadores
puedan graduar, ya sea de forma discreta o continua, su tasa de participación en una coalición;
lo que nos lleva a trabajar con Juegos de Producción Lineal controlados por Comités con tasas
de participación. Así mismo, se aborda el problema de la reducción (en el sentido de Davis—
Maschler) de un juego de estas características.
Los juegos de producción lineal controlados por comités surgen como generalización de los
Juegos de Producción Lineal, introducidos por Owen (1975). En cuanto al primer problema
planteado, la línea de trabajo que seguimos es la desarrollada por Owen (1975) parael modelo
original. En lo referente al último problema planteado, ha sido el trabajo de Granot (1994)
sobre el juego reducido de un juego de producción lineal, el que nos ha servido de motivación.
El capítulo se inicia con una sección en la que se resumen los trabajos que sirven de base
al estudio abordado en el núcleo central del capítulo: Los trabajos de Owen (1975) y Samet y
Zemel (1984), sobre la evolución del corazón de un juego de producción lineal, y el trabajo de
Curiel, Derks y Tijs (1989) en el que se introduce el concepto de juego de producción lineal
controlado por comités. Del mismo modo, antes de abordar el problema de la reducción del
juego, se resmne también el trabajo de Granot (1994).
3.1 Preliminares
3.1.1 Juegos de producción lineal: Definición y resultados previos
Los juegos de producción lineal, introducidos originalmente por Owen (1975), se engloban
dentro de una clase de juegos TU más general: La clase de Juegos de Optimización. Este
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tipo de juegos surgen asociados a situaciones modelizables como problemas de optixuización e
e
en las que hay más de un decisor involucrado. En dicho caso, el valor de una coalición viene
u
dado por la solución del problema de optimización que se plantea cuando todos los miembros
e,
de la coalición unen sus recursos con el fin de alcanzar un objetivo determinado. Los Juegos e,
de Asignación (Sliapley y Sliubik (1972)) son un claro referente en el estudio de este tipo e,
de juegos. Posteriormente, han sido tratados por Dubey y Shapley (1984) y Granot (1986), e,
entre otros, y más recientemente, por Sánchez—Soriano (1998), en cuyo trabajo introduce y
e,
analiza en profundidad los Juegos del 7knsporte que generalizan los juegos de asignacion.
e,
En particular, los Juegos de Producción Lineal modelizan economías de producción (lineal) —
en las que los recursos necesarios para elaborar los productos finales pertenecen a un grupo e,
de decisores, que pueden optar por compartirlos si llegan a un acuerdo. U’
e,
En el modelo original (Owen (1975)) cada uno de los jugadores, i E N {1,... ,n}, e
dispone de una cierta cantidad de ni recursos dada por el vector b = ((4,... , (43. Dichos U’
e,
recursos pueden ser empleados para producir p clases de productos que pueden ser vendidos
e,
en el mercado obteniéndose un beneficio (unitario) de cj, j = 1,... ,p. Se supone además que e,
los recursos únicamente son útiles en tanto que sirven para producir y que para producir una e,
unidad de producto j se requieren a,q unidades del k-ésimo recurso. El valor de la coalición w







Zakjxj =b,,,(S), k= 1,... ,m,
jtl e,
x1 >0 j~z1,... ,p, e,,
e,
u’donde A [ak~)k~ñ m es la matriz de producción’ y b(S> ~ 19 son los recursos de que
g=1,. ~P ies
dispone la coalición S G N. e,
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Owen (1975), después de probar que los juegos de producción lineal son (totalmente)
equilibrados, centra su estudio en la obtención de repartos en el corazón. Haciendo uso de
la teoría de dualidad en programación lineal, demuestra que todos aquellos repartos que
se obtienen pagando a los jugadores por sus recursos en función del precio de los mismos
dictado por un “precio sombra” pertenecen al corazón del juego. Concretamente, dado un
juego de producción lineal (1V, y), sea Op(N) el conjunto de óptimos del dual del problema
de programación lineal asociado al valor de la coalición total, entonces el conjunto
m
DP(v)={soG1Rfl/q2u=~ yb~ , z=1,... ,n, y EOp(N)},
k=1
al que denominaremos en adelante conjunto de pagos segdn precios sombra, está contenido
en 0(v). No obstante, en general el reciproco no es cierto, es decir, no toda imputación del
corazón se puede obtener a través de precios sombra. Siguiendo una línea de investigación
clásica en este contexto (ver Debreu y Scarf (1963)), Owen estudia la evolución del corazón
cuando el número de jugadores de cada tipo (disponen del mismo vector de recursos inicial)
presentes en el mercado aumenta: Dado un juego u—personal de producción lineal (N, u), para
todo r ~ 7/4, considera el juego ru—personal (rN, ¡nT) que surge al r—replicar el conjunto de
jugadores original; esto es, (rN, wr) es el juego de producción lineal definido por los mismos
parámetros que (N, y) en el que hay ahora r jugadores que disponen de un vector de recursos
inicial 19, i = 1,... , u. El trabajo de Owen se centra entonces en el análisis de la evolución,
con respecto al conjunto de repartos según precios sombra, del corazón de los sucesivos juegos
replicados.
En primer lugar, Owen demuestra el siguiente resultado sobre la simetría del corazón de
los juegos replicados, lo que le permite caracterizar el corazón de los juegos replicados a partir
de su proyección sobre IR”.
Teorema 3.1 <Owen, 1975). Para todo r> 2 en cualquier imputación en el corazón del
juego r—replicado (rN, uf), dos jugadores del mismo tipo reciben el mismo pago.
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Así, toda imputación (uí,... ,u~; ;u1,... ,u~) E IR”~ en el corazón del juego
r—replicado se puede identificar con un vector (ni,... ,u,,) ~ IR”.
En cuanto a la evolución del corazón, Owen obtiene los siguientes resultados sobre la
convergencia de la sucesión de conjuntos {G(wr)}rez.
Teorema 3.2 (Owen, 1975). Si u (ni, .. , u,,) pertenece al corazón deljuego r—rephcado
para todo r E Z~, entonces u E DP(v).
En el siguiente teorema se da una condición suficiente para la convergencia finita, enten-
m
diéndose por convergencia finita la existencia de ni E 7/4 verificando DP(v) fl C(w’D.
r=1
Obsérvese que la existencia de r0 verificando C(wro) — DP(v) es una condición necesaria y
suficiente para que DP(v) fl C(wt).r~’1
Teorema 3.3 <Owen, 1975). Si Op(N)
grande verificando




Sarnet y Zemel (1984) profundizan en el estudio iniciado por Owen. Obtienen una con-
dición necesaria y suficiente para la convergencia finita. Además, como corolarios, obtienen
condiciones suficientes alternativas y refuerzan la condición establecida por Owen en el teore-
ma 3.3. En su trabajo consideran el “refinamiento”, en lugar de la. replicación, del conjunto
de jugadores, que será precisamente el enloque que nosotros adoptaremos.
Dado un juego u—personal de producción lineal (1V, y), se define el r-refinamiento del juego
como aquel juego rn—personal de producción lineal (rN, vr) que se obtiene al considerar que
cada uno de losjugadores del juego original se desdobla en r jugadores idénticos, disponiendo
















































Este enfoque, considerar el refinamiento en lugar de la replicación de la economía, es
equivalente, como se observa a continuación, a considerar que los jugadores pueden participar
en una coalición a distintos niveles de intensidad.
Para cada r E Z~, sea MT el retículo del hipercubo unidad [0,1]” definido por
Mr = { xER” /x~ = ~, q~ EZ, 0=q~=r, i= 1,... ,n
r
Considérese la correspondencia
1r rN —* Mr, que a cada coalición 8 C rN le hace corres-
ponder la coalición con (finitas) tasas de participación rr(S) = (4(8),... r,!(S)) E Mr,
donde 4(S) — ql(S) siendo q~(S) el número de jugadores de tipo i que contiene 8, i E N.
r
El valor de una coalición en el juego r—refinado depende exclusivamente del número de
jugadores de cada tipo que contiene. Entonces, para todo par de coaliciones 8 8’ G rN
tales que 1r(B) = Tr(S~), se verifica vr(S) = vr(S~). Así pues, a cada r—refinamiento (rN, ti)
le podemos asociar unívocamente un juego n—personal con (finitas) tasas de participación
(N, Wj, W~ M’~ —* IR, de la siguiente forma. Para toda coalición, r E M~, definimos
W~(r) vr(s) SCrN talque r
7(S)=r.
Cualquier coalición 8 C rN tal que
1r(S) = ~- dispone de los recursos
consecuencia
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Así pues, el refinamiento,
1Z(v) = {(rN,v”), TEZ+},
del juego de producción lineal (N, y) se puede describir a partir de una colección de juegos
u—personales con (finitas) tasas de participación
7Z(v)={(N,17), rCZ+}
Refinar el juego es, entonces, equivalente a refinar el conjunto de niveles de actividad a los
que un jugador puede participar en el juego.







k = 1,... , ni,
j=1,... ,p,
V i-c[0,1]”.
Las funciones II”, r e Z~, verifican ir 75¡M”, y’ r e Z~, donde 75¡M” es la restricción
de la función 75 al conjunto de coaliciones con (finitas) tasas de participación M~. Luego,
todas ellas se pueden definir a partir de la función 75, a la que denominaremos función gene-
ratriz del refinamiento. Asimismo, denominaremos juego de producción lineal generador del
refinamiento al juego (N, 75).
De forma análoga al resultado 3.1 de Owen, se obtiene que para todo r E Z~, la imputación


















































= (yui,... , p,,) E IR” pertenece al corazón de (N, ir), dado por
CW)={~E1R”/ZPíri=V(r)~ VrEM”}.
Dado r E Z~, para todo 1 < £ < r existe ni = Ir > r tal que C(15~”) c C(75’), luego





Por otro lado, como consecuencia inmediata de la continuidad de la función IT y la densidad
de los racionales en los reales, se tiene que el comportamiento límite2 de dicha sucesión queda
determinado por el corazón del juego de producción lineal generador del refinamiento, dado
por
/ >3’p
2ri=iiXr), y’ re[0,1]” }
tEN
En este contexto se siguen verificando los resultados de Owen y C(75) = DP(v). Además,
Samet y Zemel obtienen, entre otros, los siguientes resultados:
Teorema 3.4 (Samet y Zemel, 1984). Dado u E DP(v), sea T~(u) el cono convexo gene-
u
nido por los puntos de M~ para los que se verifica >3u¿r~ = 75(r). Entonces, C(ir) = DP(v)
z~ 1
si u sólo si ~ Tr(u) contiene a un entorno de 1.
ttGDP(v)
Corolario 3.1 (Samet y Zemel, 1984). Si el conjunto DP(v) contiene a un ~inieopunto,
entonces existe r0 e Z~ suficientemente grande verificando C(¡P~~> = DP(v).
tEn lo quesigue, cada vez que nos refiramos al comportamiento límite de {C(ifl}cz , estaremos indicando
el límite inferior de dicha sucesión de conjuntos.
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Corolario 3.2 (Samet y Zemel, 1984). Si todas las componentes de la matriz de produc-
ción A, de los vectores de recursos iniciales ¡9, i E 1V, ~j del vector de beneficios e, son
nilmeros racionales, entonces existe r0 E Z~ suficientemente grande verificando C(ir~) =
DP(v).
Corolario 3.3 (Samet y Zemel, 1984). Si (1V, y) es un juego de producción lineal biper-
sonal, entonces existe r0 c Z~ suficientemente grande verificando C(iF~) = DP(v).
3.1.2 Juegos de producción lineal controlados por comités: Definición y
resultados previos
En el modelo original (Owen (1975)) se supone que cada jugador puede disponer libremente
de una cierta cantidad de recursos, es decir, los recursos son bienes individuales. Sin embargo,
se puede dar el caso de que los recursos sean bienes colectivos: Un grupo de jugadores podrá
disponer libremente de un recurso siempre y cuando tenga “poder” suficiente para ello. En el
modelo de Curiel et al? (1989), Juegos de producción lineal controlados por comités, se supone
que los recursos están disponibles en el mercado en lotes, cada uno de ellos controlado por mi
comité de jugadores. Piénsese, por ejemplo, en la siguiente situación: La producción de PTA
(Ácido Tereftálico Puro) y de EtC (Etilen—Glicol) en la cuenca Mediterránea está controlada
por tres petroquímicas A, B, C. La capacidad anual de producción disponible, expresada en





A partir de estos productos químicos se puede producir fibra textil sintética (PET—fibra) y
plástico para botellas (PET—botella). La siguiente tabla recoge las cantidades (en toneladas)


















































PTA 0.966 - 0.912
EtC 0.365 0.344
La venta en el mercado de fibra textil da un beneficio de 5.000 pts. por tonelada, mientras
que la venta de plástico da un beneficio de 6.000 pts. por tonelada.
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grandes inversores que controlan la producción de PTA y EtC
En tal caso, silos cinco grandes inversores pudieran firmar acuerdos vinculantes, entonces
el juego TU que modelizaría la situación que enfrentan es un juego de producción lineal
controlado por comités en el que hay dos recursos (PTA y EtC), disponibles en el mercado
en lotes (producción de las compañías A, 8 y C), cada uno de los cuales está controlado por
un comité de jugadores (composición de la junta de accionistas).
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e
Formalmente, dado el recurso k, k = 1,..., ni, existen 4 lotes de producto k, E¡... ,
cuyo control viene dado por un juego simple, (1V, u~), q = 1,... , 4; la coalición 8 puede
e
disponer del lote B~ si y sólo si S es una coalición ganadora en el juego u%. Así, se tiene que
e
la cantidad total de recurso k de que dispone la coalición 8 viene dada por
e
4
Bk(S) = >3n~(S), U’
q~ 1 e’
u’
donde BQ(8) — ~ ?4(S) y, por consiguiente, el valor de dicha coalición vendrá dado por el e’
e’
óptimo del problema 3.1 reemplazando el vector b(S) por B(S) = (Bi(S),... ,
e’
e’En el ejemplo, p = 2 (PET--botella = producto 1, PET—fibra = producto 2), ni = 2
e-
(PTA =recurso 1, EtC = recurso 2), 4=2, k=1,2, y e.
u’
150.000, ~?= 110.060, e
90.000, B~= 60.000 e’
e
e’
Los juegos simples de control vienen dados por: e
e.
~uA, M1’V(uA) = {{1,2},{1,3},{1,5},{2,3,5}} , e-
u? uc, M}V(uc) = {{1,4},{1,5},{4,5}} , U’
e















Luego, para toda coalición SG N = {1,... ,5},





< 150.OOOu4S) + 110.OOOuc(S),
< 90.0O0u~(S) + 60.OOOuc(S),
> 0.
El trabajo de Curiel, Derks y Tijs <1989) se centra en el corazón de este tipo de juegos.
A continuación, se enuncian los resultados que obtienen.
Teorema 3.5 (Curiel et al. (1989)). Si todos los juegos simples que describen el control
de los recursos son equilibrados, entonces el juego de producción lineal controlado por comités
tiene corazón no vacio.
Estos autores consideran el conjunto compuesto por todas aquellas preimputaciones que
pueden ser obtenidas mediante el procedimiento que se describe a continuación:
1. Se reparten los recursos entre los jugadores atendiendo a imputaciones en el corazón de
cada uno de los juegos simples que describen su control: Cada porción B~, q = 1,... ,dk,
de recurso k, k = 1,.. . ni, se reparte entre los jugadores de acuerdo con una imputación
= (~(i))¿~zv e C(u~). Así, cada jugador i EN recibe la cantidad de recurso k dada
4
por >3B%e~(i), k =1,... ni.
q~1
2. Una vez repartidos los recursos, se paga a cada uno de los jugadores por los recursos
de que dispone en función de los precios dictados por un precio sombra y E Op(N).
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1
1
Nos referiremos al conjunto de pagos así obtenido como conjunto de pagos seodn precios
sombra y repartos equilibrados de y y lo notaremos por CDP(v):
zElR” ¡ z¿=>j (tB~~(i)) t4, Vi=1,... ,n,
CDP(v) =
*y EQp(N),
Curiel et al. demuestran la inclusión CDP(v) C C(v).
Teorema 3.6 (Curiel et al. (1989)). Si todos los juegos simples que describen el control
de los recursos tienen corazón vacio, entonces el juego de producción lineal controlado por
comités es no equilibrado.
En cuanto a lo que ocurre en situaciones intermedias (algunos de los juegos de control
son equilibrados y otros no lo son), pueden darse los dos casos (véase el apéndice C). Como
nuestro interés reside en el corazón del juego, en lo que sigue nos restringiremos al estudio
de aquellos juegos de producción lineal controlados por comités en los que todos los juegos
simples de control son equilibrados.
Observación 3.1. Obviamente, el modelo de Owen se puede ver como un caso particular
del modelo más general de Curiel et al? (1989).
Observación 3.2. Por otro lado, Granot (1986) propone una generalización alternativa del
modelo original de Owen que resulta ser equivalente a la propuesta por Curiel et al. (1989).
En dicha generalización, el control de cada uno de los recursos disponibles en el mercado
viene dado por un juego (no necesariamente simple) no negativo y equilibrado.
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3.2 Juegos de producción lineal controlados por comités: Evo-
lución del corazón
Nos proponemos reproducir el estudio de Owen (1975) para el modelo propuesto por Curiel,
Derks y Tijs (1989). En la sección 3.2.1 definimos el refinamiento con el que vamos a trabajar
para, posteriormente, en la sección 3.2.2 analizar la evolución del corazón de los juegos de
producción lineal controlados por comités cuando se refina el conjunto de jugadores.
Puente y March (1995) llevan a cabo un estudio similar sobre el modelo de Granot. Sin
embargo, el planteamiento y los resultados a los que llegan difieren sustancialmente de los que
nosotros obtenemos. En cada sección se recogerá el planteamiento y resultados alternativos
que ellos obtienen.
3.2.1 Refinamiento del juego: Definición y propiedades
En esta sección se aborda el problema que se plantea al tratar de extender el modelo de
Curiel et al? (1989) cuando se refina el conjunto de jugadores.
Dado un juego de producción lineal controlado por comités, (N, y), para definir el juego
r—refinado se debe determinar en primer lugar cómo redistribuir entre los nuevos jugadores el
control sobre cada uno de los recursos; es decir, cómo refinar cada uno de los juegos simples
que describen el control de los recursos.
Sea (1V, u) un juego simple describiendo el control sobre un cierto recurso 13. A con-
tinuación, se expone el razonamiento intuitivo que nos ha llevado a la definición del juego
r—refinado, (rN, ur).
En el juego original, una coalición 5 ~ N dispone del control del recurso 13 si y sólo si
la coalición S contiene a todos los jugadores de, al menos, una coalición minimal ganadora
del juego. Sea MW(u) = { 1~1,... , P,~ } el conjunto de coaliciones miimales ganadoras
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del juego. Asociada a cada coalición minimal ganadora 1’, = {i~,... ,ip¿}, 1 = 1,...
considérese la red Q¿:
1 1 1 1
OS¿
u i2 zpI
compuesta por tantos arcos de capacidad 1 como jugadores en P~ más uno, y en la que cada
arco, a excepción del arco que incide en el nodo sumidero S¿ (que es de uso común), está
controlado por eljugador en que incide dicho arco. Entonces, la coalición S G N podrá enviar
una unidad de flujo del nodo fuente Jg al nodo smnidero Sj a través de la red ~ si y sólo si
5 contiene a todos los miembros de Pe• De esta forma, el control de una coalición sobre el
recurso 13 vendrá dado por el máximo flujo que dicha coalición puede enviar por alguna de
las redes asociadas a cada una de las coaliciones minimales ganadoras del juego. Esto es,
u(S)=máxmín4, VSCN
I<t=k jET’¿
donde x~ es el vector característico de la coalición 5.
En esta situación, repartir el poder entre los r jugadores idénticos en que se ha desdoblado
el jugador original, se corresponderá con desdoblar cada uno de los arcos que controla dicho
jugador en r arcos, de capacidades ¾cada uno de ellos controlado por uno de los jugadores
en que se desdobla el jugador original. Por ejemplo, si r = 3 entonces la red asociada a la
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Análogamente, la proporción de recurso 13 que controla una coalición en el juego
r-refinado (que controla tantos arcos como jugadores de cada tipo contiene) vendrá dada,
como en el juego original, por el máximo flujo que dicha coalición puede enviar por alguna
de las redes asociadas a cada una de las coaliciones minimales ganadoras del juego simple
original. El máximo flujo que una coalición 5 C rN puede enviar por la red Q~, asociada
1,
a la coalición minimal ganadora f’~, viene dado por — minq~(S), donde qe(S) representa el
7 lEÍ’,
número de jugadores de tipo i que contiene la coalición 3, i = 1, ... , n. Luego, la cantidad
de recurso 13 que controla vendrá dada por
1¿(5) = - max mínq1(S) y .~c rN. (3.2)
r L<~<k lEÍ’,
Definición 3.1. Sea (1V, u) un juego simple de control, se define el refinamiento del juego
como la colección, 1Z(u) = { (rN, ur), r e 2± }, de juegos r—refinados definidos por la
expresión (3.2)
El poder de control sobre el recurso fl de una coalición 5 GE rN cualquiera depende
exclusivamente del número de jugadores de cada tipo que contiene. Así pues, considerando
las correspondencias -r” : rN —* M~, definidas previamente, se tiene que el refinamiento
R¡u) del juego simple de control (1V, u) se puede definir a partir de la colección de juegos
n—personales con (finitas) tasas de participación 7Z(u) = { (IV,&‘9, r 6 2+ }, donde para
cada r e Z~, y para cada coalición r e M”, definimos
757(r) =ur(S), SCrN talque r”(S) =r.
Entonces, el poder de control sobre el recurso B de cualquier coalición 5 C rN, tal que
r”(S) = r, viene dado por
ir(r) = 1<1</e mini1.
lEÍ’,
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Considérese el juego simple con tasas de participación (IV, 75), 75: [0, 1]” —* [0,1], definido
como
14r)= máxmínr1, V rE[0,lfl.
Ictt=kLE)’,
Entonces, el refinamiento 1Z(u) está generado por el juego simple con (infinitas) tasas de
participación (IV, 75).
De acuerdo con el refinamiento de los juegos de control, se define el r—refinamiento de un
juego de producción lineal controlado por comités como sigue.
Definición 3.2. Sea (IV, y) un juego de producción lineal controlado
r E 2+, se define el juego r—refinado, (rN, Vr), corno
Vr(S) = máx










donde = B%u%r(S), siendo (rN, u%r)
q=L
describe el control sobre la porción B~, q 1,... , 4, de recurso
el r—refinamiento del juego simple (IV, u%) que
kzsrl,... ,n¿.
A la vista del razonamiento anterior, el refinamiento 7Z(u~) de todo juego simple de control
(IV, u~), q = 1,... ,d,~, k = 1,... , ni, se puede definir a partir de la colección de juegos
n—personales con (finitas) tasas de participación Rju~) = { (IV, £4”), r 6 24
a,,
V SCrIV, (3.3)
El poder de control sobre el lote B%, q = 1,... , 4, de recurso k, k — 1 ni, de
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cualquier coalición S GE rN, tal que r”(S) = r, viene dado por
máx rnínr1,
PEMW(u~) ~EP
donde MW(u%) ~ ‘P(N) es el conjunto de coaliciones minimales ganadoras del juego simple
(N, u~).
Además, el refinamiento R4u%) está generado por el juego simple con (infinitas> tasas de
participación (IV, £4), q = 1,... , 4, k = 1,... m, siendo
máx m1nr~,
PEMW(uI) LE?
V r E [0,1]”.
En consecuencia, el refinamiento R(v) del juego de producción lineal controlado por co-
mités (IV, y> se puede definir a partir de la colección de juegos R}v) = { (IV, 7?), r E Z.~ 4,
generada por el juego de producción lineal con (infinitas) tasas de participación (IV, 77), dado
por
75(,-)= máx Z cg Xg
jzr 1
s.a. V r E [0,1]”, (3.4)
k=1,... ,ni,
4
donde B/e(r) =ZB%£4(r), q= 1,.
q=1
,4 yparatodok=1,.
Antes de plantearnos iniciar estudio alguno sobre la convergencia del corazón de los su-
cesivos juegos refinados es necesario generalizar el resultado sobre la simetría del corazón de
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Veamos, en primer lugar, algunas de las propiedades del juego refinado (rIV, u”) que nos
permitirán reproducir la demostración de dicho teorema.
La función generatriz 77 del refinamiento de un juego simple de control (IV, u) verifica las
siguientes propiedades:
(Pl) ñ extiende el juego original (IV, u): 71(x5) = u(S) V’ S GE IV.
(P2) ñ es monótona no decreciente: 71(r) =ñ(r’), V r <r’.
(P3) 71 es continua.
(1>4) 77 es homogénea de grado 1:
i1(Xr)=A77(r), V rE[0,1]» y V A>0 talque Are[0,lf.
Si todos los jugadores varían su lasa de participación en la misma proporción A > O
entonces la proporción de recurso que controlan varía en la misma proporción )~.
Definición 3.3. Para todo r =1 y para todo conjunto de jugadores IV, se define una pro-
yección del conjunto de jugadores original como cualquier coalición de jugadores IV’ GE vN
compuesta exactamente por un jugador de cada tipo.
Notación. o ,- r • r 1
Sea _ vN una coalición cualquiera, para todo h = 0,..., B’4W (8)]’ se
denotará por hS a la coalición que se obtiene cuando el número de jugadores de cada tipo
que contiene la coalición S se multiplica por It.
Lema 3.1. Sea (dV, y) un juego de producción lineal controlado por comitós. Para todo y> 1
el juego y—refinado (vN, u”) verifica:
1(O v”(S) = —u(S), V 5 ~ IV’, para toda IV’ <E vN, proyección del conjunto de jugadores
y
orgznal.
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m—.LIEN (S) J(u) yr es homogénea de grado 1: v”(hS) hv”(S), V SC rN, ‘Ú h = 0,...
Demostración: (i) Para todo q = 1,... , d/e, para todo k = 1,... , ni; (1V, £4) extiende el
juego original (IV, u~) y es homogéneo de grado 1, luego V 8 § IV’, y para toda IV’ GE rN








Por el teorema fundamental de dualidad se tiene que
rn
v’}S)=mín{ Z13~Suk ¡ ycy
k=1
}
donde la región factible del problema dual asociado al valor de la coalición 5,
,mY = { yE Etm ¡ Zakjvk
kszl
es independiente de 8. Entonces,
1r Snbot.~r (5) = 1 mm’
y 1, L~.a’’/e=1
En cuanto a la propiedad (u), se demuestra de forma análoga teniendo en cuenta que de





— 3.B~£4(rr(hS)) = ZB%h£4(r”(S)) = h13%(S),
q=1 q=I
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para toda coalición SG rIV, y para todo h =0,..., ~¿~»1~ u *
e
e’
Proposición 3.1. Para todo r > 2, en cualquier imputación en el corazón del juego
r—refinado, (rIV, y”), dos jugadores del mismo tipo reciben el mismo pago.
Demostración: Sea ~ ci una imputación en C(v”) cualquiera. rN = ¡J N~1), siendo
¿=1
= 1, ... , r, una proyección de IV, entonces de las propiedades del juego y—refinado
establecidas en el lema anterior se deduce que
>3 q~i=>3 >3 ~=v”(rN)
IErN f=1 IEN<1>




Luego, de (3.5) y (3.6) se deduce que






Esto es, si N’ es una proyección de IV, entontes >3 0j = —v(N).yjE A”
Sean i
1, i2 dos jugadores de tipo i cualesquiera, y seaN’ una proyección de IV tal que fi E IV’,
entonces IV” = (IV’ \ {i1}) U {i2} es también una proyección de IV. Así,











El resultado establecido en la proposición anterior nos permite llevar a cabo el estudio
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que nos habíamos planteado mediante el estudio del corazón de juegos u—personales con tasas
de participación; ya que, la relación existente entre C(vr), C(7?) y C(77) es la misma que se
da en el modelo de Owen entre dichos conjuntos. Esta relación ha sido descrita al final de la
sección 3.1.1.
Observación 3.3. Puente y March (1995) introducen el concepto de replicación ~—convergente,
donde 4’ (4”9%L1 es cualquier vector en JflflXm verificando
siendo (IV, bk) el juego que describe el control del k—ésimo recurso, lv = 1,... , ni.
Una replicación 4’—convergente del juego (IV, bk), lv = 1,... ,ni, viene dada por una
función 14 verificando las propiedades (Pl) y (1>4) (extiende el juego original y es homogénea
de grado 1), cuyo comportamiento límite viene determinado por la función 14 (verificándose
14(5) =14(5), V’ SC rIV V r =1), definida como
b~(S) = b/e(S/IV) + qpk[x(S) —
donde SIN = { i E IV/ z1 =1 }, siendo z~ el número de jugadores de tipo i que contiene la
coalición 5, i = 1,... ,n; 45) = (z~)~C~ y
[a]+= { a, sia>0
0, sia<0.
Esto es, para toda coalición 5 GE rN el control que dicha coalición ejerce sobre el recurso
k—ésimo en el juego r—replicado, se obtiene como suma de dos contribuciones: La coalición
(5/dV) c IV de la cual 5 es una réplica, aporta el control que ejercía sobre el recurso en el
juego original; mientras que la aportación del resto de jugadores viene dada por el reparto
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~k considerado.
La función b* = (bt,. .. , b,j, que determina el comportamiento límite del juego (rN, y”),
depende en exceso del vector de repartos 4’ considerado. Tal dependencia condicionará
drásticamente el comportamiento límite del corazón de los sucesivos juegos replicados.
3.2.2 Comportamiento asintótico del corazón
Dado un juego de producción lineal controlado por comités (dV, y), el objetivo que nos pro-
ponemos es estudiar el comportamiento de la sucesión (Ct77))~>1. En primer lugar, nos
preguntamos si los resultados obtenidos por Owen (1975) se generalizan, obteniendo una
respuesta negativa. En este caso, en general el corazón del juego no se reduce al conjunto
CDP(v). Una vez establecido este hecho, se estudia para qué tipo de juegos de produc-
ción lineal controlados por comités se pueden generalizar los resultados obtenidos por Owen,
llegando a la conclusión de que si todos los juegos simples que describen el control de los
recursos son juegos de unanimidad respecto de una cierta coalición, no necesariamente la
total, entonces el corazón del juego se reduce al conjunto de pagos según precios sombra y
repartos equilibrados. Así mismo, se dan condiciones bajo las cuales se puede garantizar la
convergencia finita. Por último, retomamos el caso general y caracterizamos, para el caso no
degenerado, el comportamiento límite del corazón.
Observación 3.4. En cuanto a los resultados obtenidos por Puente y Marchi (1995), para
toda extensión 4,—convergente garantizan la convergencia del corazón de los sucesivos juegos
replicados al conjunto de imputaciones “4,—competitivas”: imputaciones que se obtienen a
partir de un precio sombra, una vez que los recursos han sido repartidos entre los jugadores
de acuerdo con 4’,
nl{ pC1Rfl/4o1=>3~4?~~, ViEIV, y½Op(IV)}.
/e=1
Así mismo, en el caso no degenerado, aseguran la convergencia finita.
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3.2.2.1 Análisis preliminar del caso general
Proposición 3.2. Sea (IV, ti) un juego de producción lineal con&olado por comités y sea R(v)
su refinamiento, entonces CDP(v) ci 0(7?), para todo r > 1.
Demostración: Sea (dV, U) el juego de producción linead que genera el refinamiento. Puesto
oc
que 0(77) = fl C(W~), es suficiente probar la inclusión CDP(v) G 0(77).
r=1
Veamos, en primer lugar, que para todo juego simple de control se verifica C(£4) — C(u~)
Para ello, es suficiente con probar que 0(4) ~ 0(71%) si 0(4) # 0.
Sea V~’ el conjunto de jugadores veto del juego simple nítido (IV, 4), entonces, para toda




ya que P, para toda coalición P E MW(u%). Por otro lado, para toda imputación
sc E C(4), donde





Luego, de (3.7) y (3.8) se deduce que
>3
LEN











Una vez probada la igualdad 0(72%) = 0(4), estamos en condiciones de probar la inclusión
CDP(v) G 0(75). Sea z mi elemento cualquiera de CDP(v), entonces
,n 4
V iz 1,... ,n,
k=1 q=1
donde y~ cOp(IV) y 4% c0(4), y q= 1,... ,dk, V k= 1,... qn.




(zsor~) = 4Zy~ZB%£4(r) V rE[0,1]~.
Por el teorema fundamental de dualidad,
i5(r)tzmín{ >3.Bk(r)vk ¡ yEY
k=1
V r E [O,lfl,
donde la región factible,
nl







del problema dual asociado al valor de la coalición r es independiente de r. Entonces se
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verifica
nl Tfl
>3y~3B%72%(r) =n>3y~Bk(r) =72(r), ‘y’ rE [O,lfl.
k=i q-U k=É1
(3.11)




oEs decir, z E CQ&) y por tanto, CDP(v) C
En lo que sigue, Y denotará la región factible definida en (3.10).
El siguiente ejemplo pone de manifiesto que, en general, el recíproco de la proposición
anterior no es cierto. Aún refinando el conjunto dejugadores no toda imputación en elcorazón
se puede obtener mediante el procedimiento de reparto y pago de los recursos considerado en
la definición del conjunto CDP(v).
Ejemplo 3.1. Considérese la siguiente situación. Hay dos recursos, B1 y »2, y dos produc-
tos. Los recursos están controlados por tres jugadores dV = {1, 2, 3}. El control de dichos
recursos viene dado por los juegos simples (N, u1) y (dV, 1¿2), respectivamente, donde
ni(S) jj si 163 y 51=2,
en otro caso,
y 212 uN es el juego de unanunidad respecto de la coalición total IV. Se dispone de 6 y 8
unidades de recursos B~ y B2, respectivaniente. El beneficio que se obtiene con la venta en el
mercado de los productos es de 4 y 6 unidades, respectivamente, y la matriz de producción
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es
2)





















%2(r) — 8722(r) rZ 8 mín{ri,w’>,raJ.
Es fácil comprobar que Qp(N) = = (1, ~)}, 0(ui) = {(1,O,0)} y 0(u2) = 1(u2),
de donde
CDP(v)z={(6+A,p,12—A--p)/A+p=12,A,g=0}.
Veamos que el corazón del juego con tasas de participación que genera el refinamiento
(IV,77), viene dado por
A={ sce1R
3 / y
2,4~3Sl2, ‘í~i=O, Vi = 1,2,3, y >3y~=ís }.
tEN
Por el teorema fundamental de dualidad se tiene que
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75(r) = mín{ B1(r)y1 + B2(r)y2 / y E Y
siendo
Y = {(yL,y2) E 111
2/yi + 21/2=4;3y’ + 2%t¿ =6; 1/1,1/2=0},
para toda coalición r 6 [0, 1]”.
La siguiente figura muestra la región factible Y, en color azul, de los problemas duales






2(r), 6721(r) + l2i22(r), 2471i(r)} = mín{24712(r), 674(r) + 12712(r)}.
Veamos que A C 0(75). Se distinguen los siguientes casos:
(a) Si r~ = mín{rí,r2,ra}, entonces 75(r) = 18r~ y >3cpírl =75(r)para todo sc vector de
lEN
pagos eficiente.
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(b) Sir2 = mín{ri,r2,rs} <n, entonces
(bí) Si 272 =mín{ri,ra}, entonces 75(r) = 2472




(b2) Si 272 > mín{i-i,i-s}, entonces 75(r) = 6mín{ri,ra} + 1272
para todo cp vector de pagos eficiente tal que <>02 =12.
y >39~Iri =75(r)
lEN
(c) Si 73 = mín{ri, ~2, ra} < n, entonces siguiendo el mismo razonamiento que en el caso
anterior se tiene que >3 so~r~ =75(r) para todo sc vector de pagos eficiente tal que
=12.
lEN
A continuación se probará que 0(70 Ci A. Para todo jugador E {2, 3} y para toda coalición






Así, si sc E C(7Y), entonces debe satisfacer
12(1 — t) = 75(N) — 75(t1, 1) =(1 — y’ t c (~, 1);
e,
U’
e.Luego, ~ =12, i = 2, 3. El conjunto de imputaciones del juego viene dado por






Entonces 0(70 C A, quedando probada la igualdad. Así,





































3.2.2.2 Juegos de producción lineal controlados por juegos de unanimidad
Si nos restringimos al caso en que todos los juegos simples que describen el control de los
recursos son juegos de unanimidad, entonces los resultados obtenidos por Owen (1975) para
el modelo original se generalizan. Previamente se prueban una serie de resultados necesarios
para abordar dicha generalización.
Resultados previos
Nota 3.1. Obviamente, el vector de costos del problema dual asociado al valor de la
coalición total IV, B(N) (B1(N),... ,B~(IV)), verifica Bt(IV) > 0, V k = 1,... ,m.
Luego, el correspondiente problema de programación lineal no tiene direcciones extremas
óptimas y por tanto, el conjunto de óptimos, Op(N), es compacto.
Lema 3.2. Si todos los juegos simples de control (N,4), q = 1,... ,4, lv = 1~... ,in, son
equilibrados, entonces el conjunto CDP(v) es convexo u compacto.
(0,12,6)
(6,12,0) (0,18,0)
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1, . . . , u
donde y*y E Op(IV) y C~,y% E C(4) para todo q = 1,. ,4 ;k = 1,... ,rn. Dado
A E (0,1) cualquiera se tiene que
— f Z-~(~CZ4 + (1— A)y~k).
ksd g=t
Considérese 5’ = ~y + (1 — A)St, entonces:
(a) Si~¡k=O ~ t4=ñk=O =t’AC%y¿+(1—AÑ%ñk=6%Lik, para cualquier 6% c 0(4),
paratodoq=1,... ,dk.
(b) Si Yk > 0 zz~ Sea ~ = + (í§)~ ~q CC(4),paratodoq=1,... ,dÉ. e’
e,
Luego, teniendo en cuenta que (Jp(N) y 0(4), q 1,... ,4 , lv = 1,... ,tn, son conjuntos
convexos, se tiene que existen y E Qp(N) y 6% E C(u%), q = 1,... , d,












Así, Az’ + (1 — >Óz2 e CDP(v}. Por tanto, el conjunto CDP(v) es convexo.
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suficiente con probar que es cerrado. Para ello, comprobaremos que contiene a todos sus
puntos de acumulación.
Sea (z”)n~w una sucesión convergente contenida en CDP(v) y sea su límite. Veamos




donde yfl EOp(N) y ¿~~EC(u%) V q= 1,... ,dk , V k=1~.. ,m, para todo nelV.
Considérese el conjunto
u. 4
B = Op(N)x ~ J~ C(u%)
k=L q=1
El conjunto de óptimos del problema dual asociado al valor de la coalición total IV, así
como los corazones de todos los juegos simples de control son compactos, entonces, por el teo-
rema de Tychonoff, fl también lo es. Luego, la sucesión (yn, (¿%,)~~ 4) contenida en
B, tiene una subsucesión convergente (yn¿, (4% ,,~)qi 4) . Sea (yo, (¿%)~=~~..,dk) e B
- nl
su límite, entonces se verifica
u. 4 nl 4 nl 4
z~ = iñn>3y~>3Bg¿%~ = /ñn>3~’ ~
1 q=1 k=1 q=L k=1 q=L
donde y0 E Op(N) y 4~ E 0(4), V q = 1,... ,dk , V lv = 1,... qn. Esto es,
z0 E CDP~v) y, por consiguiente, CDP(v) es un conjunto cerrado. E
Observación 3.5. Sea (dV, y) un juego de producción lineal controlado por comités y sea
e.
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(IV, 75) el juego con tasas de participación que genera el refinamiento 7Z(v). Entonces:
1. Las funciones 75, 72%, q = 1,... 4, lv 1,... ni, son homogéneas3 de grado 1. Por tanto,
su definición se puede extender a 1R!~i:
75(r) = a75(~),
donde a = >3 r~ y * = ~r,para todo vector rE 1R distinto de cero.
jE A’
2. Si todos los juegos simples nítidos que describen el control de los recursos son juegos
de unanimidad entonces 75 es una función cóncava.
Nota 3.2. Aubin (1981) prueba que para todo juego con tasas de participación, (IV, 70, tal
que 75 es una función cóncava y homogénea de grado 1, se verifica 0(70 = 875(N), siendo
875(N) la subdiferencial de 75 en IV 1.
Lema 3.3. Sea (IV, y) un juego de producción lineal controlado por comités. Si todos los
juegos simples de control son de unanimidad, entonces para todo d E Jflfl, vector distinto de
cero, existe una imputación C E CDP(v) verificando
Dd75(IV) =d~¿,
donde (IV, 70 es el juego que genera el refinamiento de (IV, y) y Dd75(IV) es la derivada direc-
cional en la dirección de d de 75 en IV 1.
Demostración: Sea d E R~ \ {O} mi vector cualquiera. Considérese la sucesión
(IV + APd)PErv, donde ~ ~ 0+ cuando p -4 ~, siendo, para todo p e 1V, A,, =O lo su-
ficientemente pequeño, de manera que IV + A~d E 1R~.
3La homogeneidad de ~ se deduce trivialmente de la homogeneidad de las funciones 14 y de la expresión
de iY en términos del dual.
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(IV, u%) es mi juego simple de unanimidad respecto de una cierta coalición WC IV,
q =1,... ,dk, k = 1,... ,rn; entonces para todo i-,, IV+A,,d E 1R$, p E 1V, para todo
q =1,..., 4; y V k = 1,..., ni, existe una imputación 4~ E C(u%), 4,, = (1~0, O), donde








Entonces, para todo p E 1W se tiene que
ng (>3(1 + A~d1)4~(i))
v(N + AA) = min{ZBk(N
k=i















= mín{ ) ¡YEY}
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se
Así, para todo p E 12V, se verifica e’










de donde se deduce






es una sucesión contenida en B = Y x Hq=i rAk
k=1 ~..,m
(por el teorema de Tychonoff) B un conjunto compacto. Luego la sucesión anterior tiene
una subsucesión convergente





• Sea (y*, (z%)q=i 4) FR el límite
kzl ya
Como 75 es cóncava y 1R4 es convexo, entonces existe la derivada direccional y, de (3.14)
se deduce











Veamos que 4 E ODP(v). Obviamente, 4 E 0(4),
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+ A,,d) = >3 y~ >3 R% (3.15)
k=1 i~=L
Por otro lado, 75 es una función cóncava y, por tanto, es continua en el interior de IR? entonces
75(N + A,,d) = 75( hm (IV
p—*OC
pE?,
+ AA)) = 75(N).
Así, de (3.15) y (3.16) se deduce que y~ c Y es un óptimo del problema dual asociado al
vn 4
valor de la coalición total IV. Luego, 4 tz>3v~>3 B~z% E ODP(v) y, por tanto, existe 4 en
las condiciones establecidas en el lema.
k=1 q=i
o
Corolario 3.4. Sea (IV, y) un juego de producción lineal controlado por comités. Si todos los
juegos simples de control son de unanimidad entonces, para todo d E IR» \ {O} se verifico
Ddi(N) = mm { d~¿ ¡4 e CDP(v) }.
Demostración: 75 es una función cóncava y homogénea de grado 1, entonces 0(75) = 875(N),
donde 875(N) es la subdiferencial de 75 en IV 1.
CDP(v) ~ 0(75) (proposición 3.2) entonces, para toda imputación 4 E CDP(v) y para todo
A> O tal que IV + Ad e int(IRZ), se verifica
75(N + Ad) — 75(N) = Adt4.
Entonces,
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Luego,
Da75(N) =mf{ d~4 /4 e CDP(y) }. (3.17)
Por el lema anterior, existe 4~ E CDP(v) tal que Dd75(N) =d~40, entonces de la des-
igualdad (3.17), se deduce que
Ddii(N) = dtC0 = mm { ¿(¡4 E CDP(n) }.
Ej
Teorema 3.7. Sea (N,v) un juego de producción lineal controlado por comités. Si todos los
juegos simples de control son juegos de unanimidad, entonces 0(75) = ODP(v), siendo (IV, 75)
el juego con tasas de participación que genera el refinamiento.
Demostración: Por la proposición 3.2 es suficiente con probar que 0(70 § CDP(v). Lo
demostraremos por reducción al absurdo.
Supóngase que existe una imputación sc C 0(70 tal que sc ~ CDP(v). En el lema 3.2
se probó que CDF(v) ~ es convexo y cerrado, entonces, por el teorema del hiperpíano
separador, existe un vector d E iR? distinto de cero y un escalar a E IR, verificando:
dtC=a, V4ECDP(v),
dtsc <cx.
De donde, teniendo en cuenta el resultado establecido en el corolario anterior, se deduce que
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Por otro lado, sc E 0(75) = 875(N), entonces
D475(N) =~sc<a. (3.19)
En contradicción con la desigualdad (3.18). Luego, si sc e 0(70, entonces sc debe pertenecer
al conjunto CDF(v). Ej
Por <iltimo, se da una condición suficiente de convergencia finita del corazón de los juegos
de producción lineal con (finitas) tasas de participación que componen el refinamiento al
conjunto CDP(v).
Observación 3.6. Para todo J~ jugador irrelevante en el juego (IV, y) de producción lineal
controlado por comités, se verifica:
(i) ~,j=O~ VscEC(
77), Vr>1.
(u) ~‘~=O, V scCCDP(v).
Entonces, la convergencia de la sucesión (0(w)) ,>~ al conjunto de pagos segun precios
sombra y repartos equilibrados viene dada por la convergencia de la sucesión (Dv’))
7
donde D(75’) es el corazón del juego de producción lineal que se obtiene al restringir el juego
original al conjunto de jugadores relevantes.
Por tanto, y con el fin de no complicar innecesariamente las demostraciones, en los resal-
tados que se dan a continuación se supone que todos los jugadores del juego de producción
lineal (N, y) son relevantes.
Lema 3.4. Sea (N, y) un juego de producción lineal controlado por comités. Si todos los
juegos simples de control son de unanimidad entonces, en ausencia de degeneración en el
problema de programación lineal primal asociado al valor de la coalición total IV, para toda
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coalición S # 0 existe un escalar it(S) E [0,1) tal que para todo r E [it(S), 1] se verifica
vn
75(r(S)) = 75(N) — (I—r)>3v% >3 3%,k=1 qEI~(S)
donde Op(IV) = {y~} e 4(5) = {qE {1,... ,d~}¡SflV~~$0}, siendo W CIV el conjunto
de jugadores veto del juego simple de control (N,u~), V q = 1,... ,4, V k = 1,... ,m, ~/
donde la coalición con tasas de participación r(S) está definida por:
= {I: si iFS,
si i~S,
i=1~.. ,n.





Así, el valor de la coalición con tasas de participación r(S) en el juego (N,) generador del
refinamiento de (IV, y), viene dado por
p
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donde
Bk(r(S))= >3 B%+r >3 B%=Bk(IV)—(1—i-) >3 B~.
qflk(S) qEIk(S) qEIk(S)
Luego, el valor de las coaliciones con tasas de participación de la forma r(S), cuando r
decrece desde 1 hasta 0, se puede obtener mediante un análisis paramétrico del problema de
programación lineal asociado al valor de la coalición total IV, cuando se perturba el vector
del lado derecho en la dirección del vector y, donde
v~= >3 B%, k=1,... ,rn.
qEIk(S)
Sea B una base óptima del problema primal asociado a la coalición IV. Considérese A
definido por
A = — lic El t.q. (B’v)k> ú}, en otro caso, V k FI,
donde 1 es el conjunto de índices correspondientes a las variables básicas asociadas a la base
óptima 13. Entonces, para todo r> A la base actual B sigue siendo óptima y, por tanto, el
valor del óptimo es CBB’(B(N) —(1 — r)v) , siendo CBB1 =
En ausencia de degeneración, (B’B(IV))k > 0, para todo k E B, entonces tomando
it(S) = .S~ < 1 se tiene que, para todo r > t(S) se verifica
nl 7»
75Qi-(S)) = cBB (B(N) —(1— r)v) = >3 Bk(IV»4 —(1— r) >3v~ >3 B%. O
k=1 kl qEIk(S)
Observación 3.7. Si el problema de programación lineal primal asociado al valor de la
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coalición IV es degenerado, pero el problema dual tiene un único óptimo, entonces el resul-
tado del lema anterior se sigue verificando. En dicho caso, el dual es también degenerado
verificándose cBIB§’ •.. = cn1B<’ = y*, donde Bi,... , Bj, son las bases óptimas
asociadas al óptimo primal degenerado x~ E IR>’.
Teorema 3.8. Sea (IV, y) un juego de producción lineal controlado por comités. Si todos
los juegos simples de control son de unanimidad entonces, en ausencia de degeneración en
el problema de programación lineal primal asociado al valor de la coalición total IV, existe
r0 c 1V suficientemente grande tal que 0(75TO) = CDP(y).
Demostración: Sea it0 máx{ t(S) ¡3 c Nl <1, donde para cada coalición 3 G IV, t(S)
se corresponde con el escalar obtenido en el lema 3.4, y sea r0 = mín{r E 1W/ra > to}.




Entonces, si sc E C(wo) se debe verificar
y SCN. (3.20)
jES
Del lema 3.4 se deduce que
vn
770(IV) — 770(45)) = 75(N) — i5(y(S)) = (1 — t~i) >3 y¡ >3 R~. (3.21)
qEfk(S)
De (3.20) y (3.21) se tiene que
nl
>3~=>3v;>3 n%, VScN. (3.22)
.ES k’1 qE4(S)
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Considérese el juego de coste, (IV, c), definido como
Tu







Luego, de (3.22) se deduce que C(77~) está contenido en el (anti)corazón del juego de cos-
te (IV, e). A continuación se comprueba que dicho juego es cóncavo: Sean S, 2’ C IV dos













=>3v;>3 B:+>3y; >3 B%—>3y >3 B%
k1 qEI4(S) k1 qEIk(T) k=1 qEI~(SnT)
=c(S)+c(T) —c(SflT).
Esto es, (IV, e) es un juego cóncavo y, por tanto, el (anti)corazón del juego, que denotaremos
por core(c), coincide con la envoltura convexa del conjunto {x
0 /0 E e~ }, donde x0 es el
e..
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vector de coste marginal asociado a la ordenación O del conjunto de jugadores, es decir,
4 = «4 U {i}) —
donde Ef — {j E N¡6(j><6(i)}.
Así, para demostrar la inclusión 0(770) CE CDP(v), será suficiente con demostrar la
inclusión Con{x0 ¡6 e e~ } G CDP(y), donde Con denota la envoltura convexa.
Veamos que {x0 ¡ O E e» } G CDPQu), esto es, todo vector de coste marginal se corres-
ponde con un vector de pago dual asociado a un reparto equilibrado.
Para toda permutación O E E>», considérese el vector de repartos x0 definido por
u’
Tu4 = >3 y; >3
qELk(O,z)
siendo Lk(O,i) = {qE {1,... ,dk}¡íEl/2 y
e
t=1,...





llega en primer lugar recibe el valor, en función del precio sombra y, del lote B%.






si 9(i) = mínO(j),jE11k
.fí~




14 >3 B%4%.Entonces, xO=>3
k=i q=i
Luego, se tiene que {x0 /9 E E>» } ~ CDP(v), siendo
CDP(y) un conjunto convexo. Entonces Con{x0 ¡O E (9’ } C CDP(y). Por otro lado,
anteriormente se probó (proposición 3.2) que
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Obteniéndose el resultado deseado. E
Observación 3.8. En las condiciones de la observación 3.7, se sigue garantizando la conver-
gencia finita.
En el caso degenerado (múltiples óptimos duales) <¡ricamente se puede garantizar la con-
vergencia en el límite (véase el contra—ejemplo dado por Owen (1975)). Como apunta Owen,
el problema radica en el hecho de que a jugadores de distinto tipo se les puede pagar de
acuerdo con distintos precios sombra. Debe tenerse en cuenta que, en este caso, la inter-
pretación de los óptimos duales como “precios sombra” no es directa; dado y E Op(IV), 17k,
k = 1,... , m, no nos indica el precio máximo al que interesa comprar recurso k adicional,
sino que, en el caso degenerado, es y~ = máx 17k, quien nos proporciona dicha información.
yEOp(N)
Así como, u% — mm 17t nos indica el precio mínimo al que interesa vender el recurso
yEOp(N)
k = 1,... ,rn. (véase León y Liern (1996)).
3.2.2.3 Revisión del caso general
La demostración de la convergencia finita en el caso no degenerado cuando los juegos de
control son todos de unanimidad se basa en dos resultados: (i) El corazón de un cierto
juego de coste, definido a partir del precio sombra de los recursos y del poder de bloqueo
de cada coalición sobre el uso de los mismos, es una cota superior4 de C(iP”o) para algún r0
suficientemente grande, y además (u) dicho conjunto coincide con CDP(y), que a su vez es
una cota inferior.
Para el caso en que los juegos de control no sean necesariamente de unanimidad, si se
generaliza de forma natural el juego de coste, entonces el resultado (i) se sigue verificando.
Este hecho nos ha llevado a replanteamos qué ocurre en el caso general. Se comprueba que,
en ausencia de degeneración, el corazón del juego de coste (con coaliciones nítidas) coincide
con 0(75). En el caso degenerado se intuye el comportamiento límite.
‘
1con respecto al orden dado por la inclusión.
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Lema 3.5. Sea (IV, y) un juego de producción lineal controlado por comités, en ausencia de
degeneración en el problema de programación lineal primal asociado al valor de la coalición
total IV, para toda coalición 5 # 0, existe un escalar t(S) c [0,1) tal que para todo r E
[t(S), 1] se verifica
nl
75(r(S)) = 75(N) — (l—r)>3y% >3 B%,k=1 qEJ~(S)
donde Op(N) = {y~} y 4(5) = {q E {1,... ,dt}¡S E B(u%)}, siendo B(u%) cE P(IV),
el conjunto de coaliciones de bloqueo del juego simple de control (IV, u%), V q = 1,... , 4,
V k = 1,... , m, y donde la coalición con tasas de participación -«S) estó definida como en
el lema 3.4.
Demostración: La demostración es análoga a la del lema 3.4, sin más que tener en cuenta
que, en este caso, dada una coalición 5 C IV, para todo r e [0,11», el poder de control de la
coalición r(S) sobre el lote B%, q = 1,... , 4, de recurso k, k 1,... ,ni, viene dado por
si
en otro caso.
Luego, el valor de las coaliciones con tasas de participación de la forma 45), cuando r
decrece desde 1 hasta 0, se puede obtener mediante un análisis paramétrico del problema de
programación lineal asociado al valor de la coalición total IV, cuando se perturba el vector
del lado derecho en la dirección del vector y, donde
~k >3 B%, k=1,...,m. C
qEJ~(S)
Notación. Dado un juego de producción lineal controlado por comités, (IV, y), tal que
3.2. Juegos de producción lineal controlados por comités: Evolución del corazón 141
Op(N) = {y}, notaremos por (N,c~*) al juego de coste definido por:
vn
c~~(S)=>3t4 >3 B%, VSGN S#0,
k=1 QEJk(S)
cyd0) =0.
Teorema 3.9. Sea (IV, y) un juego de producción lineal controlado por comités, en ausencia
de degeneración en elproblema de programación lineal primal asociado al valor de la coalición
total IV, criste r0 E 1W suficientemente grande, tal que 0(p) = core(c~s), paro todo r =r0.
Demostración: ‘Veamos que se verifica la igualdad probando la doble inclusión. En primer
lugar, la inclusión C(i~) ~ core(c~*) se demuestra siguiendo un razonamiento análogo al
desarrollado en la demostración del teorema 3.8, aplicando en este caso el lema 3.5 para
la determinación de ro y para el cálculo del valor de la coalición y(S) en el juego (IV, £70).
Obsérvese que la demostración sigue siendo válida para cualquier r =r0.
En cuanto a la otra inclusión, C(~) 1) core(c~*), sea (N, £5) el juego de producción
00
lineal con tasas de participación que genera el refinamiento, puesto que C(75) = fl C(771), es
r=I
suficiente probar la inclusión core(c~.) G 0(75).
Sea r E [0, 1]» una coalición con tasas de participación cualquiera, entonces se verifica
75(r) =mín{ Zvk ZBM(r)/VEY } =>j>4>3B%£4(r).
k~i q=i k=L q=t
Luego, como toda propuesta de pago ~oE core(c~.), pertenece al conjunto PI(70, sólo es
necesario probar que
Tu 4
>314 >3B%i1~(r) =>3nw~, y r~ [0,1]”.
k=I q=i
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Dada una coalición, r E [0,1]»,sean 171) = 172) < - - < ~») las coordenadas de r
reordenadas en orden no decreciente. Consideremos, en primer lugar, el caso en que no hay
empates; esto es, i~<~ <172) < ..- <17»). Sea O E E>» la permutación de IV tal que 0(i) = j
si y sólo si r~ = 175). Entonces, para todo i E IV y para todo juego simple de control (N, ií~),
se verifica:
#=~ [(4u{iJ)eBff¡%) y•t~O~B(i4)] (3.23)
Entonces,
nl 4
>314 >3B%74(r) = ~ (>3r~
k=1 q=1 k=1 lEN
>3 13%) =>3r~$14 >3 ~O’
qEfIk(z) %EN k1 qEHk~)






Sustituyendo la expresión (3.25) en (3.24) y reagrupando los términos de la suma, se
obtiene
vn 4 a
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Por otro lado, si ~oE core(cr), entonces para todo t = 2,... , n, se verifica
1—1
c~’ ({0’(1),... ,9’ (1— 1)}) =>3
j=1
Luego, para todo ~ E core(c~s), se tiene que
1—
— r(,))c~* ({O—’(i),... ,0’(e —1») < (r~~1~ — ‘(e)) >3~o’u) , y e = 2,... ,n.
jJ=1
En consecuencia, de la igualdad (3.26), se deduce que
ya 4 fl TI
>314 >3B%ií%(r) =>3(r(ug—r(e)) >3vo—x(j)±r(») >3s~o-nj =>3rj 40,,
k=i q=i 1=2 j=1 lEN
para toda propuesta de pago sc E core(c~*). Por tanto, en ausencia de empates, se verifica la
desigualdad que queríamos probar.
En caso de que hubiera empates, entonces el razonamiento anterior se generaliza teniendo
en cuenta algunas consideraciones. Supongamos, por ejemplo, g~> = T(j+l)~ y sean i~ e i2 los
jugadores tales que TU) = rí, y 77i±L)= r~
2. Entonces, la relación (3.23) se sigue verificando
para todo i c IV \ {i1,i2}; mientras que para i1 e i2 se tiene que:
14(r) = Tu = 7j2 .~ [ (F~ u {i1,i2}) E B(74) y P,~ ~
Luego, redefiniendo los conjuntos Hk(i) para i E {ií, i2} como:
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e,
y teniendo en cuenta que T(j) — = O, se reproduce el razonamiento seguido en el caso
een el que no había empates.
e-
e’
Ejemplo 3.2. Considérese el ejemplo 3.1 (pág. 121). El juego de coste asociado (IV, c,r), e’




c~*({2}) =cy*({3}) 12, e’
U’
c~.(S)s=18 V SCIV talque 151=2.
u’
Es trivial comprobar que (N, c>.*) es mi juego cóncavo y, por tanto, u’
e’
U’
core(c>,.) = W(c<) = Con{ (18,0,0)46,12,0), (0,12,6), (0,6, 12),(6,0, 12)1 = 0(70.
U’
Corolario 3.5. Sea (N, y) un juego de producción lineal controlado por comités. Si todos los u’
e’juegos simples de control tienen un ¡inico jugador veto, entonces, en ausencia de degeneración
U’
en el problema de programación lineal primal asociado al valor de la coalición total IV, existe
e,
r
0 6 1V suficientemente grande tal que C(£7~) = CDP(v). e’
e’
Además, ODP(y) coincide con el conjunto de pagos segán precios sombra del juego de
producción lineal (IV, y’), definido por los mismos parámetros que (IV, y), en el que el vector e
de recursos iniciales de cada jugador i E IV, se corresponde con *
U’
*
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el juego de coste (IV, c,,s), satisface
Tu
cyá({i})=>3y% >3 R~, V’ iEN,
k=1 QEIk(S)
y
>3cy*({i}) = cy*(N) = 75(N).
zEN
Luego, el corazón del juego de coste viene dado por
nl Tu
core(cys)={(>3v% >3 B%,...,>3y% >3
que obviamente coincide con 0DP(v) = DP(y’). Así pues, para todo r =ro, se verifica
CDP(y) = C(77) = core(crO. Ej
En el caso degenerado, cabe esperar que, en el límite, los resultados obtenidos para el
caso no degenerado se generalicen en el siguiente sentido: Dado un juego de producción lineal
controlado por comités (IV, u), para todo óptimo dual ¿ e Op(IV), considérese el juego de
coste asociado, (N, c¿), entonces se debe verificar:
0(70 = ~ core(c¿).
4EOp(N)
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Obviamente, de la demostración del teorema 3.9 se deduce la inclusión
U core(c¿) G C(i5).
¿ eOp(N)
Se debe notar que, en este caso, el corazón del juego límite es “grande”, Le., puede coincidir
con el corazón del juego original. A continuación se desarrolla un ejemplo a modo ilustrativo.
Ejemplo 3.3. Considérese la siguiente situación. Hay dos recursos, B1 y B2, y dos produc-
tos. Los recursos están controlados por tres jugadores IV = {1, 2, 3}. El control de dichos
recursos viene dado por los juegos simples (IV, ul) y (IV, u2), respectivamente, donde
u~(S) = {
0,
si tcS y 5=2,
en otro caso
y u2 u{23} es el juego de unanimidad respecto de la coalición {2, 3}. Se dispone de 2
unidades de cada recurso. El beneficio que se obtiene con la venta en el mercado de los
productos es de 1 y 2 unidades, respectivamente, y la matriz de producción es
Á=(o i).
Entonces, para toda coalición con tasas de participación r E [0,t]»,
75(r) = máx x~+2z2
s.a.
X2 =Bt(r),
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donde
= 2d1(r) =2 máx{mfn{rL,r21,mfn{rL,-rajj,Bi(r)
132(r) = 2i2(r) =2 mín{r2, ral.
La siguiente figura muestra la región factible Y, en azul, del problema dual asociado a IV,






C(u2)= {xEIR~¡xt=+xa=1, x~ =0, i E IV,
de donde se deduce que
CDP(y) = { sc IR3 ¡ 402 +403 =2, 40~=O, Vi=1,2,3, y >3 40j=4jEN
Obsérvese que, en este caso, el juego de producción lineal viene dado por:
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*
u’Luego, ODP(y) = C(~) y, en consecuencia, 0(70 = 0(77) = ODP(y), para todo r E 74.
e’
A continuación, comprobamos que CDP(v) coincide con U core(c¿): e’
¿EOP(N) e
*Dado ¿ = (4,2 — 4) E Op(N), el juego de coste asociado, (IV, c¿), viene dado por:
e
U’
c¿({1}) = 24, e
c¿({2}) =c¿({3}) =4—24, e’
e
c¿(S)=4, y SCIV talque ISI>2.
e




core(c¿) = W(c¿) = e
e
= Con { (24,0,4— 24), (24,4— 24,0), (0,4— 24, 24), (24,0,4— 24), (0,24,4—24)1.
e
e
Es fácil comprobar que ~ core(c¿) = CDP(v). En la siguiente figura se representan los u’
¿EOIdN) e
casos extremos: el corazón de c¿, con 4 = (1,1) en azul, y el corazón de c¿, con 4 = (0,2) en —
verde. El corazón del juego original se corresponde con el área del triángulo que queda entre e
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3.3 Juego reducido de un juego de producción lineal contro-
lado por comités
Desde que Davis y Maschler (1965) consideraran por primera vez el concepto de juego reduci-
do, la propiedad de juego reducido ha adquirido un papel relevante en el análisis de conceptos
de solución dentro de la teoría de juegos cooperativos. Desde esta reflexión, Granot (1994)
se plantea el sentido que e] juego reducido de Davis—Mascliler tiene en algunas aplicaciones
prácticas: Juegos de producción lineal y Juegos simples asociados a redes (Simple Network
Carnes, en inglés).
Nosotros nos proponemos, siguiendo el estudio llevado a cabo por Granot, analizar el
juego reducido de un juego de producción lineal controlado por comités.
3.3.1 Preliminares: Juego reducido de un juego de producción lineal
En esta sección recogemos, a modo de introducción, el concepto de juego de producción lineal
atendido, introducido por Granot (1994). Asimismo, se recogen también los resultados sobre
el corazón de este tipo de juegos obtenidos por Granot en el citado trabajo.
Definición 3.4 (Drnds y Maschler (1965)). Sea (IV, y) E G, sea 5 cE IV una coalición
no vacía, y sea x E IR”, un vector de pagos eficiente. Se define el juego reducido con respecto
u 5 y a x, como el juego TU, (5, y~), donde
45), 72=5,
¡4(T)= 0, 72=0,I máx{v(TUQ)—x(Q)¡QG1N\S}, 0#TS.
Intuitivamente, el valor de una coalición 72 cE 5 en el juego reducido (5, yfl, representa
la máxima utilidad que los miembros de dicha coalición pueden garantizarse obtener cuando
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‘9
se asmne que todos los jugadores en IV \ 5 están dispuestos a cooperar a cambio de obtener
9kel pago dictado por la preimputación x.
u,
Cranot (1994) obtiene el siguiente resultado, que simplifica la representación del juego
e
reducido cuando x E 0(v).
*
Lema 3.6 (Granot (1994)). Sea (N,v) E G. Supongamos que 0(v) # @ y sea x E 0(v). e’







Definición 3.5. Un concepto de solución 40 en G
0 C O tiene la propiedad de juego reducido
si para todo juego (IV,v) E G0, SC N, 5 # 0, y x E so(IV,v), se verifica (S,v~) E Coy u’
= (zi)iEs E p(S,v~). u’
e
u’
La propiedad de juego reducido es esencialmente una propiedad de consistencia. Intuiti-
e
vamente, considérese una sociedad cuyos miembros “creen” todos en la solución 40 como regla e,
de reparto. Si se considera el juego reducido en el que una parte de la sociedad cede toda u,.
su capacidad estratégica a cambio de recibir lo que dicha solución otorga a sus miembros, y e’
se vuelve a aplicar la misma solución para repartir las ganancias entre los miembros de la *
U’
sociedad restantes, entonces cada uno de ellos recibe el mismo pago que recibía en la situación
e’
original. Si x es una solución consistente con las expectativas de los jugadores en el juego e,
(N, ti), entonces x
8 es una solución consistente con las expectativas de los jugadores en el e’
juego reducido (5, z4). u’
*
El juego reducido de un juego de producción lineal no es, en general, un juego de produc- e
ción lineal. Con el fin de solventar este problema (Jranot (1994) considera una extensión del e’
modelo original de Owen (1975), los juegos de producción lineal extendidos. Este tipo de jue- e’
e
gos incorpora al modelo original la posibilidad de que los jugadores adquieran en el mercado,
e
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de producción lineal extendido son, además de los que ya definen a un juego de producción
lineal, (IV; A; c; bt, i e IV), un conjunto adicional de vectores de recursos (t~ E JRnl, j E J)
y su precio en el mercado (di, j E J).
Definición 3.6 (Granot (1994)). Unjuego de producción lineal extendido es unpar (IV, y),










Obsérvese que esta definición no contempla la posibilidad de que los jugadores adquieran
una fracción de un vector de recursos adicional.
Proposición 3.3 (Granot (1994)). El juego reducido de Davis—Maschler de un juego de
producción lineal extendido, calculado en una imputación en el corazón, vuelve a ser un juego
de producción lineal extendido. Concretamente, el juego reducido en 5 cE IV en x E 0(v) es
un juego de producción lineal extendido con parámetros:
(5; A; c; bt i ES; t’, j EJ y W, i EIV\S; d~, j EJ y zj, j E N\S).
Granot (1994> nota que, al contrario de lo que ocurre para los juegos de producción
lineal, el corazón de un juego de producción lineal extendido puede ser vacío. Obviamente,
este hecho dependerá del vector de precios d asociado al conjunto de recursos adicionales. A
partir del juego reducido, Granot deduce algunas condiciones suficientes para que el corazón
del juego extendido sea no vacío.
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Notación. Dado un juego de producción lineal extendido (IV, y), se denota por (IV U J, u) al
juego de producción lineal (ordinario) con vector de beneficios e, matriz de producción A y
conjunto de jugadores IV UJ, siendo el vector de recursos iniciales del jugador i E IV (j E J)
b (ti).
Teorema 3.10 (Granot <1994)). Sea x E C(i39, y sea d~ = x1, para todo j E J en el
correspondiente juego de producción lineal extendido (IV,y). Entonces 0(v) # 0. De hecho,
la restricción de x al conjunto de jugadores en IV, pertenece al corazón del juego.
El recíproco del teorema anterior no es cierto. No obstante, se verifica la siguiente modi-
ficación del recíproco.
Teorema 3.11 (Granot (1994)). Sea (N, y> un juego de producción lineal extendido tal
que 0(v) # 0, y sea u c 0(v). Entonces, y = (u,d) E fln+Ii} pertenece al corazón del juego
de producción lineal asociado (IV U J, fi) si se verifica ‘O{N U J) = u(IV) + d(J).
3.3.2 Juego de producción lineal controlado por comités extendido
3.3.2.1 Definición del modelo
Antes de definir qué entendemos por un juego de producción lineal controlado por comités
extendido, analizamos qué tipo de situaciones, que afecten tanto a la distribución del poder
sobre los lotes de recursos controlados por los jugadores, como a la cantidad de recursos
disponible en el mercado, pueden plantearse.
La primera situación generaliza el supuesto introducido por Granot (1994) al extender el
modelo de Owen (1975): Los jugadores tienen la posibilidad de comprar lotes adicionales de
cada uno de los recursos. Dicha compra puede serbien una decisión individual, o bien, una
decisión colectiva de un grupo de agentes, que pueden optar por adquirir recursos adicionales
conjuntamente. Dicha compra se realiza a través de la adquisición de capital en la empresa
que controla la gestión de los recursos adicionales en cuestión. La capacidad de disposición
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por parte de un grupo de compradores de cada uno de los lotes dependerá, por un lado, del
esfuerzo inversor realizado y, por otro lado, de si el grupo de compradores ya contaba con
parte del capital de la empresa. Considérese, por ejemplo, un holding que aglutine a varias
empresas que adquiera capital de otra compañía.
Una segunda situación a tener en cuenta es aquella que no involucra la compra de re-
cursos adicionales, sino la redistribución del poder de control sobre los lotes de recursos ya
considerados en el modelo mediante la compra, por ejemplo, de acciones. Situaciones de este
tipo se dan cuando una empresa lleva a cabo una ampliación de capital, o cuando los grandes
rnversores compran acciones a los pequeños inversores (cuya representatividad individual en
la junta es despreciable), o bien, cuando uno, o varios, de los grandes inversores compran a
otro gran inversor, bien una parte o bien la totalidad de sus acciones.
Las dos situaciones descritas se pueden ver, de hecho, como una misma situación. La
única diferencia radica en el hecho de que, en la primera de las situaciones consideradas,
ningún grupo de potenciales compradores dispone, con anterioridad a la compra, del poder
suficiente como para disponer del lote. No obstante, a la hora de definir el juego extendido,
hemos creído conveniente considerarlas como dos situaciones distintas.
Veamos cómo introducir en el modelo original las dos posibilidades descritas:
A. Compra de recursos adicionales: Se supone que en el mercado se encuentran disponibles
lotes adicionales de cada uno de los recursos, Di,... , DQ, le = 1,... ,m. Laadquisición
de cada uno de estos lotes se realiza mediante la compra de paquetes de acciones. Para
cada e i,... ,4, le = 1,... ,rn, sean el(1),... ,~1(f~), los paquetes de acciones
correspondientes al lote D~. Cada uno de ellos tiene un precio de compra en el mercado
Para cada posible combinación de paquetes de acciones y para cada coalición 5 cE IV se
conoce el poder de control que adquiere dicha coalición con la compra adicional de ac-
ciones. Para cada posible combinación de paquetes de acciones E cE — {1,... ,
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esta información vendrá dada por un juego5 (IV, u4[F]), tal que (wL[E])(S) E {0, 11,
V 5 cE IV6. En tal caso, la coalición S cE IV, puede disponer del lote D~ de recurso le
mediante la compra del paquete de acciones {4(f) ¡f E F} si y sólo si (wflF])(S) = 1.
Obviamente, debe verificarse (wQFfl (IV) = 1, V 4 V le. En otro caso, el correspon-
diente lote no se tendría en cuenta.
u’
E. Adquisición de poder adicional: Se supone que en el mercado se encuentran disponibles u,
paquetes de acciones adicionales de los lotes que ya están en poder de los jugadores.
Paracadaq= 1,... ,4, k=1,... ,m,seana~(1),... ,a~(h~) lospaquetesdeacciones




Para cada posible combinación de paquetes de acciones H ~ 11% {1,... ,h~}, se
u’
conoce el juego simple (IV, w% [H])que describe el nuevo control sobre el lote 13% cuando u”
se adquiere el paquete de accionna {4(h) ¡ h E H}. Esto es, la coalición 5 cE N
puede disponer del lote de recurso le, mediante la compra del paquete de acciones e’
{is4(h) ¡ h E H}, si y sólo si 5 es unacoalición ganadora en el juego simple (IV, t¡4[H]). U’
e’
e’
Ejemplo 3.4. Considérese la siguiente situación. Hay dos productos, c = (8, 6), y
u’
dos recursos. Del primer recurso hay dos lotes, 131 — 4 y 132 — 2 y un único lote 13 = 5 del
e’
segundo recurso. El control sobre dichos recursos viene dado por los juegos simples (IV, ui), e,




es el juego de voto ponderado u(50; 20,25,35), u’
se
u~, .MW(7.4) = {{1,2},{l,3}}
u’
u’
5En particular, (wi[F])(0) = (1 V FC I’f, VI = 1,..., 4, k1 m. u’
6Se contempla la posibilidad de que el paquete de acciones E’ ~ F,~ no sea suficiente para disponer del e,
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La matriz de producción es
A=( si)
Se encuentran disponibles en el mercado participaciones en el control de dos lotes adicio-
nales, uno de cada uno de los recursos: D1 = 3 y D2 = 6. Las participaciones en el control
de D1 disponibles son:
e1(1) : Representación del 40%, con un precio de compra de 2.
c~}2) : Representación del 30%, con un precio de compra de 1.
11 tiene una representación del 20% en el control de D1, mientras que .12 y .13 no tienen
representación alguna. En cuanto al control de D2, sólo hay disponible una participación
e2(1) del 30%, con un precio de compra de 3. La coalición 8 = {1, 4 cuenta con una
representación del 30% en el control de 1132 y Js no está representado.
Así mismo, se encuentra disponible un paquete de acciones, a?(1), que se corresponde
con una ganancia de 20 puntos en el juego de voto ponderado u?. El precio de compra es de
1. Los juegos que describen el efecto de comprar cada posible combinación de paquetes de
acciones son:
• wi[{1}] wi[{2}]
• wj[{l, 2}] es un juego trivial verificando (wi[{l, 2}D(S) = 1, para toda coalición
3 cE IV, no vacía.
• w2[{1}j
• u?[VIJ = u? y u?[{11] es el juego simple con conjunto de coaliciones minimales gana-
doras { {31,{1,21 }.
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Una situación como la considerada queda descrita por los siguientes parámetros:
( IV; A; c;
(D¡ (e~(1),4(1»,... ,(e$~(f~),4(ffl), (N,v4 [F]),FGFkÑI = 1,... ,4),k= 1,... ,m;
Obviamente, puede darse el caso de que la compra de alguno de los paquetes de acciones
modiflque el control sobre más de un lote. Lo que vendría reflejado en la duplicidad de
paquetes de acciones. Este hecho, junto con lo farragoso de la notación, nos lleva a describir
la situación anterior de una forma más compacta. Para ello, se considera un ~inicoconjunto
de paquetes de acciones disponibles en el mercado 2’, esto es, se elimina la distinción entre
paquetes de acciones en función del lote sobre cuyo control tienen efecto. En tal caso, los
parámetros necesarios para describir situaciones del tipo considerado son:
( IV; A; c; 2’; p(t), tE 2’;
(13ff; (IV, u%[T’J), Y GT, q 2= 1,. .. , d&,k= 1,... , m) )
donde p(t) es el precio de compra del paquete de acciones t, t e 2’, y todos los juegos que
aparecen tienen el mismo sentido y propiedades que los juegos considerados en A. y B.
Obsérvese que si 2” cE 2’ no afecta al control sobre D~, entonces (IV, w~[T’]) es el juego
trivial nulo; mientras que si no afecta al control de 13%, enton~ (N, u~[T9) coincidirá con el
juego de control original (IV, u%).
Definición 3.7. Un juego de producción lineal controlado por comités extendido es un par
(N,v), donde v(0) = 0, y para cada coalición SG IV





s.a. >3aksxs—>3D~[ >3 (Rut fl(1—vt))(wflT’1)(S)]
T’CT tE??’ t*T’
4
=>3B%[ >3 (Hut H(1—vt))(u%[T’])(S)]





e2(1) 2= 3y ai(1)
y(S) =
considerado, tomando 2’ = {1, 2,3, 4}, e identificando ei(1) = 1, eí(2) = 2,
= 4, se tiene que, para toda coalición S cE IV no vacía,
máx 8x1+6x2—2y1—y2—3y3—y4
s.a.
Xí + 3x2 — 3((u~ + V2 — 2u1y2)u{i}(S) + u1y2) =
=4u{(S) + 2((1 — y4)u?(S) + y4(ufl{1}])(S)),
2x1 + x2 — 6yau{í,2}(S) =5u~(S),
x>O
y~ jo, i}t
Directamente de la definición de juego reducido y de la aplicación del lema 3.6 para la
obtención del juego reducido, se deduce el siguiente resultado.
Praposición 3.4. El juego reducido de Davis—Maschler de un juego de producción lineal
controlado por comités extendido, calculado en una imputación en el corazón, vuelve a ser
un juego de producción lineal controlado por comités extendido. Concretamente, el juego
reducido con respecto a 8 cE N y a x e 0(v) es un juego de producción lineal extendido con
max
ter
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parámetros:
( S; A; c; TU(IV\S);p(t), IET y x5,j EIV\S;
(Df, (s,ú’f[Qp,e = 1,... ~tk, y 13%, (S,ú%[Q]), qe 4(8), Q GE TU (IV 8),
le= 1,... ,m);
(13%; (8, ú%[Q]), Q C Tu (IV S),qc (8), le= 1,... , m) )
donde (~I)f[Q])(L) = (wf[QflT])(LU(Q\T)), V L GB, para todo e =
y para cada le,
Z¡~(S)zz{qE{1,... ,dk}¡u%(S)=0},
Z(S)={qE{1,... ,dk}¡i4(S)=1}.
En ambos casos (ú%[Q])(L) — (u9 [QflT])(LU(Q\T)), VLGS.
Ejemplo 3.5. En el ejemplo 3.3, el juego reducido con respecto a 8 2= {1, 2} y a la impu-
tación x = (1, 1,2) 6 0(y), se corresponde con el juego de producción lineal controlado por
comités extendido definido por los siguientes parámetros: 8 es el conjunto de jugadores, e y
A, son el vector de beneficios y la matriz de producción, respectivamente, como en (IV, y),
un único paquete de acciones 2’ = {1}, con un precio de compra de 2 y dos recursos, de los
cuales, los jugadores de 5 tienen poder suficiente como para controlar el primero de ellos, sin
necesidad de adquirir el paquete de acciones; mientras que para poder disponer del segundo
recurso necesitan comprar acciones. Esto es, los lotes de productos disponibles en el mercado
son: Bi = 2 y 132 = 2, cuyo control viene dado por:
ui[0]~us y ui[{1}]~u{i},
u2[0] O y u
2[{1}]
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Para toda coalición 2’ GE 5 no vacía, se tiene entonces que
v~(T) = ináx xj +2x2—2y1
s.a.
x2 =2((1 — yDus(T) + yiu{i}(T)),
xi + z2 — 2yiu{2} (2’) =0,
X1,X2 =0,
1/1 6 {0, 1}.
3.3.2.2 Corazón del juego
En esta sección generalizamos los resultados sobre el corazón de un juego de producción lineal
extendido obtenidos por Granot a partir del juego reducido. En este caso, el hecho de que el
juego extendido tenga corazón no vacío, no sólo depende de la elección del precio de compra
de las acciones, sino que también depende de la naturaleza de los juegos que describen el
control de los recursos.
Notación. Dado un juego de producción lineal controlado por comités extendido (IV, y), se
denota por (IV U 2’, u) al juego de producción lineal controlado por comités (ordinario) con
vector de beneficios c, matriz de producción A y conjunto de jugadores IV U 2’, donde para
cada recurso le, le 1,... , m, se dispone de dk + 4 lotes, cuyo control viene dado por:
• Control sobre 13%, q = 1,...
SG 2’,
SGIV VSGIVUT.
(u%[SflT])(SflIV), SflT#0 y SflIV#fb,
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• Control sobre Df t =1,... ,4,
0, _ V SGIVUT.
SGTóSGEIV{ _
SnT#0 y Sr1IV#’A,
Resulta natural exigir que la compra de acciones no empeore la situación de la coalición
que las adquiere, i.e., para toda coalición SG IV, y para todo le = 1,... ,m, se debe exigir:
(u%[2”])(S) =(u%[T”])(S), V’ 2” GE 2”’ V q = 1,... ,4,
(u4[T’j)(S) =(wflT”j)(S), V T’G 2”’, V ¿=1,... ,4.
Así como el que (wfl2’fl(IV) = i, ve = 1,... ,e~, le = 1,... ,m. En consecuencia, todos
los juegos de control considerados en la definición anterior son juegos simples y, por tanto, el
juego (N U 2’, u) así definido es efectivamente un juego de producción lineal controlado por
comités.
Al contrario de lo que ocurre en el caso tratado por Granot, el corazón del juego (IVU2’, fi)
puede ser vacío. Una condición suficiente para que 0(U) ~ O es que se verifique:
(i) Para todo q 1,... ,4, le = 1,... ,m, el juego simple (IV,u~[2’]) tiene jugadores veto.
Obviamente el conjunto de jugadores veto verifica 1Q~(2’) ~ 11.
(u) Para todo t 1,... , 4, le = 1,... ,rn, el juego simple (IV, w~[T]) tiene jugadores veto.
El conjunto de jugadores veto verifica V~(T) ~ 2’.
Ahora estamos en condiciones de generalizar los resultados sobre el corazón del juego
extendido obtenidos por Granot (1994). La demostración de los teoremas que se dan a
continuación son una adaptación de la de los teoremas 3.10 y 3.11, respectivamente. No
obstante, hemos optado por incluirlas por completitud en la exposición.
Teorema 3.12. Dado un juego (1V u T,U) con 0(r) # 0. Para cada propuesta de pago
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x c C(uj, considérese el juego de producción lineal controlado por comités extendido, (IV, vr),
en el que el vector de precios de compra de las acciones, (p(t))teT, viene dado por xT. En-
tonces 0(y) # O. De hecho, la restricción de x al conjunto de jugadores en IV pertenece al
corazón dcl juego.
Demostración: Sea x E C(u), entonces de la proposición 3.4 se deduce que el juego reducido
con respecto a IV y a x coincide con el juego de producción lineal controlado por comités
extendido (IV, y~). Luego, el resultado establecido en el teorema se deduce del hecho de que
el corazón verifica la propiedad de juego reducido. o
Teorema 3.13. Sea (IV, u) un juego de producción lineal controlado por comités extendido
con 0(y) # 0, y sea u E C(v). Entonces, y 2= (u, (p(t))t~~) ~ Jflfl+¡T¡ pertenece al corazón
del juego de producción lineal controlado por comités asociado, (IV U 2’,u), si se verifica
U(IV U 2’) 2= >3 u, + >3p(t)
LEN tE??
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Resumiendo, en este capítulo se ha tratado de dar respuesta a dos cuestiones planteadas
y resueltas para los juegos de producción lineal, en el contexto más general, en el que los
recursos están controlados por comités de jugadores: Evolución del corazón cuando el número
de jugadores de cada tipo presentes en el mercado amnenta y reducción del juego.
En cuanto a la evolución del corazón, cabe destacar el papel que juegan los juegos de
coste asociados a los diferentes precios sombra. Toda imputación en el corazón del juego
limite se puede obtener a partir del corazón de dichos juegos de coste, cuya función carac-
terística es extremadamente sencilla de calcular. Como ya sucede para el modelo original,
las demostraciones de los resultados sobre convergencia finita se deducen directamente de
la teoría de dualidad en programación lineal. Sin embargo, para demostrar la convergencia
general en el caso cóncavo, ha sido necesario recurrir a la teoría de dualidad en programación
no lineal. Concretamente, dicha demostración se basa en la adaptación de las propiedades
del dual Lagrangiano.
En lo referente a la reducción del juego, la definición del modelo extendido generaliza
de forma natural la definición dada por Granot de juego de producción lineal extendido.
Su interés no sólo reside en el hecho de que la reducción de un juego de producción lineal
controlado por comités extendido vuelve a ser un juego del mismo tipo, sino que también
rncorpora al modelo la posibilidad de tratar situaciones, bastante realistas, que de otro modo
no serían modelizables mediante un juego de producción lineal.

Capítulo 4
Distribución del coste de una red






Antes de entrar en la descripción del trabajo contenido en este capítulo, queremos recordar
que la primera parte, que abarca la práctica totalidad del capítulo, ha sido desarrollada en
colaboración con los profesores M.Koster y S.Tijs de la Universidad de Tilburg y el profesor
Y.Sprumont de la Universidad de Montreal, durante una estancia de tres meses realizada en
la Universidad de Tilburg (Holanda), y aparece recogida en Koster, Molina, Sprumont y Tijs
(1998).
Un problema que surge en diversos escenarios es el de distribuir el coste fijo, ya sea de
mantenimiento, de modernización, etc..., de una red (ya construida) de conexión a un cierto
punto de suministro entre sus usuarios. En este capitulo abordamos este problema a partir de
su planteamiento como un juego de coste. En particular, nos centrarnos en aquellos problemas
que surgen asociados a redes de conexión con una estructura muy peculiar, la de órbot.
Problemas de este tipo, así corno el problema más general en el que la red de conexión debe
ser previamente construida, han sido tratados extensamente. A modo orientativo, citaremos
los trabajos de Bird (19’76b), Claris y Granot (1976), Megiddo (1978), Galil (1980), Granot
y Huberman (1981),(1984), Granot y Granot (1992), Granot, Maschler, Owen y Zhu (1996),
Maschler, Potters y Reijnierse (1995) y Gellekom y Potters (1997). El caso particular en que
el árbol que define la red de conexión es una cadena se conoce con el nombre de problema del
aeropuerto y ha sido también objeto de un amplio estudio: véase Littlechild (1974), Littlechild
y Owen (1977), Dubey (1982), Sudhblter y Potters (1995) y Aadland y Kolpin (1998).
Una vez que el problema descrito se plantea como un juego de coste, el objetivo final es
seleccionar propuestas de reparto eficientes, es decir, que repartan el coste total de la red
entre sus usuarios. Concretamente, en la primera parte del capítulo, nuestro interés se centra
en el análisis del corazón de aquellos juegos de coste que surgen asociados a problemas de esta
naturaleza: ¿existe algún procedimiento general de selección que permita obtener cualquier
reparto en el corazón del juego? La respuesta a esta pregunta es bien conocida. El juego de
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e-
coste asociado a un problema de estas características es cóncavo (Granot et al. (1996)) y, V
e,
por consiguiente, el corazón del juego coincide con el conjunto de valores de Shapley (duales)
e’
ponderados (Monderer, Samet y Shapley (1992)). De forma similar, introducimos una familia
e,’
de conceptos de solución, la familia dc soluciones igualitarias restringidas ponderadas, basada e,
en la solución igualitaria restringida de Dutta y Ray (1989), y demostramos su coinciden. e,
cia con el corazón del juego. Así mismo, proponemos mi esquema dinámico de reparto de e’
e,
costes, noción de reparto casa—raíz, inspirado en la historia sobre el pintado de carreteras de
e’
Mascliler, Potters y Reijnierse (1995), para la obtención de cada uno de los elementos de la
e,
familia. Dicho esquema no sólo nos ayuda a comprender el proceso de selección que lleva a —~
cada elemento del corazón del juego, sino que también nos permite deducir algunas de las pro- e’
piedades más relevantes de esta familia de soluciones. En particular, el adoptar este enfoque e’
dinámico nos permite observar la relación en cierto modo dual existente entre las soluciones U’
u’
igualitarias restringidas ponderadas y los valores de Shapley (duales) ponderados en este tipo
U’
concreto de juegos: basándonos en la representación del corazón del juego a partir de dicha
familia (Monderer et al. (1992)), se propone un esquema dinámico, simétrico al considerado u’
en el caso anterior, para la obtención de los valores de Shapley (duales) ponderados (noción U’
u’de reparto raíz—casa). Se concluye el estudio de la familia de soluciones considerada obtenien-
e’
do una caracterización del conjunto de soluciones igualitarias restringidas ponderadas como
u’
procedimientos de asignación de costes. e,
e
En la segunda parte, y conectando con los temas tratados en los capítulos previos, se
u’
analizan las posibilidades que ofrece el considerar la formación de coaliciones con tasas de e,
participación en el modelo. Concretamente, nos centraremos en el análisis del comportamien- e’
to del corazón del juego con tasas de participación en relación con el corazón del juego nítido. e,
u’
Asimismo, se estudian las propiedades del prenucléolo y del nucléolo mínimos cuadráticos
e,
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4.2 Descripción del modelo: Juego del árbol fijo
Un problema de distribución del coste de una red de conexión con estructura de árbol como el
descrito anteriormente, al que denominaremos problema del árbol fijo de conexión (fixed tree
connection problem, en inglés), viene dado por una tripleta Q := <O, c, IV), donde O = (1/, E)
es un árbol con un único vértice raíz, i.e., un digrafo conexo sin ciclos, siendo E el conjunto
de arcos y 1/ el conjunto de vértices del árbol. O describe la estructura física de la red. El
vértice raíz del árbol, que se denotará por r, representa en este caso el punto de suministro
de la red. La función e: E —* E, es la función de coste del modelo, que asigna a cada arco
e ~ E del árbol su coste (de mantenimiento, de reparación, etc...), c(e). IV = {1,...
finito, es el conjunto de usuarios de la red, cada uno de los cuales se encuentra localizado
en un cierto vértice del árbol & y cuyo objetivo es ser conectado al punto de suministro, r.
Con el fin de no complicar el modelo se supondrá que cada uno de los vértices de la red,
a excepción del vértice raíz, está ocupado por un usuario, de manera que, en lo que sigue,
vértices y usuarios serán identificados, esto es, V = IV U {rJ. Los resultados obtenidos en
este capítulo pueden ser generalizados al caso en que los vértices del árbol estén ocupados
por un conjunto de usuarios, siendo el único problema añadido la complejidad de notación y
lo farragoso del modelo (véase el Apéndice D).
Antes de definir el juego de coste generado por un problema del árbol fijo de conexión,
problema ETC en adelante, introducimos parte de la notación y de los conceptos que van a ser
empleados a lo largo de todo el capítulo. Para cada vértice i e IV, el único camino en el árbol
GderaisedenotaráporP~. SiP~ estácompuestoporlosvérticesjo 2= ~, j1,~~• ,Jq—1,Jq
entonces nos referiremos al vértice Iq—í como el predecesor (o padre) idi) del vértice i. El
arco (-¡r(i), i) se denotará por e~. La relación de precedencia (1/, ~) sobre el conjunto de
vértices se define como i -~ j si y sólo si i e fl. Análogamente, se define la relación de
precedencia (E, -<) sobre el conjunto de arcos. Un tronco del árbol 0 2= (y, E) es un conjunto
de vértices 2’ GE 1/ cerrado bajo la relación de precedencia definida previamente, i.e., si i e 2’
y 5 -< i, entonces j 6 2’. El conjunto de sucesores de un vértice i se define como el conjunto
F(i) = {j e N/j >- i}. Por último, mi vértice i se denomina hoja si F(i) = {i}.
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Un problema FTC genera un juego de coste de forma natural, sin más que identificar al
conjunto de usuarios con el conjunto de jugadores. El coste de una coalición vendrá dado por
el mínimo coste necesario para conectar al punto de suministro a todos sus miembros.
Definición 4.1. Para todo problema ETC g = <0, e, IV>, se define el juego de coste generado
por Q como el juego (dV, cg), cuya función característica viene dada por
cg(S)=>3c(e~), V’ 0#SGEIV (4.1)
jETS
donde 2’s = { i E IV ¡ 3 j c 8 con i -< jJ es el mínimo1 tronco que contiene a todos los
miembros de 8, y c
0(~) = O.
En lo que sigue sólo consideraremos aquellos problemas ETC g = (o, e, IV> que verifican
las siguientes condiciones:
(i) c(e) =O, para todo arco e E E.
(ji) Del vértice raíz parte un único arco.
Obsérvese que en la definición de un problema ETC hemos asumido además,
(iii> No hay ningún usuario localizado en el punto de suministro, esto es, el vértice raíz está
libre.
(iv> Exactamente un usuario vive en cada vértice u E y \ {r}.
Definición 4.2. Se define un problema estándar del árbol fijo de conexión, problema SFTC,
como un problema ETC verificando las condiciones (i) e (Ii).
La definición anterior únicamente difiere del modelo propuesto por Cranot et al. (1996)
(standard tree entei~prise, en inglés) en la condición (iv). En el modelo considerado por ellos
‘con respecto al orden dado por la inclusión.
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se permite que un vértice esté ocupado por más de un usuario; no obstante, como ya se ha
mencionado, el asumir dicha hipótesis no resulta restrictivo, en el sentido de que los resultados
obtenidos pueden ser generalizados al modelo más general de Granot et al. (véase el Apéndice
D>.
Observación 4.1. Las condiciones (u) y (iii) no son restrictivas. En cuanto a la condición
(iii), si el vértice raíz está ocupado, entonces se puede añadir un arco con coste cero desde
un nuevo vértice raíz libre hasta el vértice raíz del árbol original sin que ello modifique en
forma alguna la función de coste del juego (Granot et al. (1996)). En lo que respecta a la
condición (u), si varios arcos, e~1,... ,e~,,, parten del vértice raíz, entonces considérense los p
subárboles, Go,... , G~,, generados por F(ij) U {r},... , F(i~r,,) U {r}, respectivamente. Cada
subárbol define un problema SFTC, sean (N1, cS),... , (N,, c”0) los juegos de coste generados
por cada uno de ellos. Se verifica que el juego de coste asociado a Q, (dV, cg), puede ser
descompuesto (Shapley (1971)) en p =2 componentes, siendo cada una de ellas un juego de
coste asociado a un problema SFTC; es decir, existe una partición {I’4,... , N,} del conjunto
de jugadores IV en p subconjuntos no vacíos tal que
cg(S)=cg(SflIVij+...±cg(SflIVp), VSCN. (4.2)
Las restricciones del juego original a cada elemento de la partición,
donde c¿, = cg~P(IVk), ‘Ú k = 1,... ,p, se denominan componentes
los juegos de coste asociados a los distintos subárboles G~1,... ,G~,,.
todos los conceptos de solución tratados en este capítulo se pueden
ducto Cartesiano de las correspondientes soluciones en cada una de
observaciones 4.2 y 4.3).
y se corresponden con
En estas condiciones,
obtener como el pro-
sus componentes (ver
A continuación, se obtiene la expresión de un juego de coste (IV, cQ), asociado a un
problema SFTC con respecto a la base del espacio de juegos G’~, compuesta por los juegas
duales de unanimidad (Kalai y Samet (1988)).
Definición 4.3 (Kalai y Samet). Se define el juego dual de unanimidad con respecto a la
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coalición no vacía 5 GE IV (representation game for Me coalition 3, en inglés) como el juego
(N,z4) dado por
t0dT)={ :: si ~
en otro caso.
(4.3)
Se verifica que (IV, u~) es mi juego cóncavo para toda coalición no vacía 3. Además el
conjunto {(N, U~)}SCN, compuesto por los juegos duales de unanimidad, es una base del
espacio de juegos G~.
Proposición 4.1. Sea Q = (O, e, N> un problema SFTC. Entonces el juego de coste asocia-
do, (N, cg), puede ser representado como
cg ~
ZEN
Demostración: Sea 3 GE IV una coalición no vacía cualquiera. De la expresión (4.1) se
deduce trivialmente que 3 debe hacerse cargo del coste del arco e~ e E si y sólo si existe un
jugador j E 3 tal que j e F(i), i.e., si y sólo si 3m F(i) # 0. 0
Este resultado nos será de utilidad en secciones posteriores, entre otras aplicaciones la
concavidad de todo juego de coste de este tipo (Granot et al. (1996)) puede ser obtenida
como consecuencia inmediata de la representación anterior.
4.3 El corazón de un juego del árbol fijo
Planteado el modelo como un juego de coste, el objetivo que se persigue consiste en seleccio-
nar conceptos de solución eficientes. De entre todos los conceptos de solución clásicos, nos
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ocuparemos del corazón de un juego de coste. El juego de coste generado por un problema
SFTC es cóncavo y, por tanto, la estructura y propiedades de su corazón son bien conoci-
das. En esta sección obtenemos caracterizaciones alternativas y llevamos a cabo un estudio
geométrico del corazón de este tipo de juegos.
En este contexto, dado el juego de coste (IV, cg), cada vez que nos refiramos a un vec-
tor de reparto de costes, x E lRTt, nos estaremos refiriendo a una preimputación del juego.
z~ representa el coste que el usuario i, i = i, ... , n, debe asumir de acuerdo con x. Entonces
el corazón del juego de coste (IV, cg), que denotaremos por core(cg), viene dado por
core(cg)zz{xElW’/ ~x,=cg(S), V S~IV y Zzi=c~(IV)}.
jES
Observación 4.2. Sea Q = <O, c, N> un problema ETC verificando todas aquellas propie-
dades que caracterizan a un problema ETC estándar, a excepción de la propiedad (u). Se
verifica (ver Sliapley (1971) y Granot y Huberman (1981)) que el corazón del juego original
(IV, cg) se obtiene como el producto Cartesiano del corazón de cada una de sus componentes.
4.3.1 Expresiones alternativas del corazón
A continuación se deducen caracterizaciones alternativas del corazón de un juego de coste
asociado a un problema SFTC. Dichas caracterizaciones serán empleadas reiteradamente
en los razonamientos seguidos en las demostraciones de los principales resultados que se
presentan en este capítulo.
Lema 4.1. Para todo problema SFTC, g = (C,c,IV>, se verifica
core(cg)2= {xePI(cg) /x=O y 42’) =c(2’), V2’ tronco de
e-.-
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donde x(2’) := >3 x¿, y c(2’) := >3 c(e~), es el coste asociado al tronco 2’ de O.
iET\{r} iET\{r}
Demostración: Itivialmente, si x c core(cg), entonces
x1=cg(IV)—cg(N\{i}) =0, ‘Ú iEIV,
*
e’
y x(2’) =c(2’), para todo tronco 2’ de O. u”
e’
Veamos que si x es un vector de reparto de costes no negativo verificando la desigualdad e’
x(2’) =c(2’), para todo tronco 2’, entonces x C core(eg). En efecto sea 3 GE IV una coalición
e’
cualquiera no vacía, entonces 3 GE









e’Natación. Dado mi arco e = (i, j) E E del árbol O, denotaremos por 13k, = (Ve, Ee) al
e,
snbárbol de O generado por el conjunto de vértices F(j) U{i}. Nos referiremos a B~ como la 0
rama de O enraizada en e
2. e’
U’
De acuerdo con la notación introducida, el lema anterior se puede establecer en términos e,.
de ramas como sigue. U’
e’
Lema 4.2. Sea g = <O, c, IV> un problema SFTC. Entonces un vector de reparto de costes
x pertenece al corazón del juego (IV,cg) si u sólo si x>O y se verijica u’
U’
st
>3xj—x~= >3 c(e’), V ezzs(i,j)EE, (4.4)
jGV.
e
2Obsérvese que, siguiendo la notación introducida en Granot a al., si e = (ii) entonces Be se corresponde
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donde B0 (Ve,Ee) es la rama de O enraizada en e.
Demostración: Teniendo en cuenta el resultado establecido en el lema 4.1, es suficiente
demostrar que la condición (4.4) es equivalente a la condición x(2’) =c(T), V 2’, tronco de
O.
Obviamente, para todo vector de reparto de costes x y para todo tronco 2’, se verifica:
x(2’) =c(2’) ~ x(TC) =>3 c(e~),
iETC
donde TC = V \ 2’.
Así, la equivalencia entre ambas condiciones se deduce de las siguientes relaciones de
complementariedad:
1. El complementario del tronco 2’ viene dado por la unión finita
2”~= ~
eE«T)
donde 42’) C E es el conjunto (finito) de arcos que parten de 2’~ y B0 = (Ve, ~3e) es la
rama de O enraizada en e = (i,j), para todo arco e e 42’).
2. Para todo arco e = (i,j) £ E, Dg es un tronco de O. O
Nota 4.1. El que la no negatividad junto con la condición (4.4) son condiciones suficien-
tes de pertenencia de una preimputación al corazón del juego ya aparece en el trabajo de
al. (1996).
El lema siguiente ¡nuestra como todo elemento del corazón del juego se obtiene repartiendo
= (i,j) E E tal que ieT y j ~ T.
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de forma arbitraria, obviamente sin violar la condición de no negatividad, el coste de cada
arco entre sus usuarios.
Lema 4.3. Sea ~ 2= <0, c, IV> un problema SFTC. Entonces el vector x E lW~ pertenece
al corazón del juego de coste asociado (IV, cg) si y sólo si existen y1,... , y~, elementos del
simplez unidad ~ en .¡
11FU), j = 1,... , u, respectivamente, tales que
xi=>3v]c(ej), V i£IV, (4.5)
jGPi
donde P~ es el camino que une el vértice raíz con el vértice z.
Demostración: El corazón es aditivo sobre el cono de juegos cóncavos (ver Dragan, Potters
y Tijs (1989)). Luego, teniendo en cuenta que todos los elementos de la base {(IV, u~)}sczv
son juegos cóncavos, entonces de la expresión (4.3) se deduce
core(cg) = >3c(eJ)core(u~(~)), (4.6)
jEN
donde core(u,(J>) es el simplex unidad en iié(~), j e IV. O
Los resultados obtenidos a continuación están encaminados a probar que todo elemento
del corazón de un juego de coste asociado a un problema SFTC se puede obtener descompo-
niendo el problema original de conexión a un punto de suministro en varios subproblemas de
conexión a diversos puntos de suministro intermedios, cada ¡mo de los cuales es en si mismo
un problema SFTC; resultado crucial a la hora de establecer las propiedades esenciales de la
familia de soluciones igualitarias restringidas ponderadas que será estudiada en la sección 4.4.
Formalmente, considérese la siguiente definición.
Definición 4.4. Sea Q = <~, c, IV> un problema SFTC y sea So = {G’,... , GP} una colec-
4flara todo j e N, j~FU> es la proyección de R~ sobre F(j) y el simplex unidad en JRF(3) es el conjunto
{x E R~<>~ ¡ x ~ O, EiEP(j) Xi = 1}.
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ción de subgrafos de O. Entonces, diremos que Sq es una partición de g en subproblemas si
y sólo si se verifican las siguientes condiciones:
(i) Para todo k = 1,... ,p, existe un vértice r¡, e V tal que — (Sk U {rk},Ek) es el
subárbol5 de O con raíz en r¡, generado por (Sk U {rk}) GE V.
(u) {S
1,... ,S4 es una partición ordenada (el orden es relevante) del subconjunto de
vértices V \ {r}.
(iii) rj =r ypara todok=2,... ,p, existet<k tal que’rk ~Se~
(iv) Para todo k = 1,... ,p, —‘ <oh ¿, Sk>, donde c~’ es la restricción de c a Ek, es un
problema SFTC.
Ejemplo 4.1. Considérese el problema SFTC, Q 2= <0, c, IV>, representado en la siguien-
te figura. Los jugadores (vértices) están representados por círculos, el vértice raíz por un





subérbol, entenderemos cualquier subgrafo dirigido de O conexo y sin ciclos.
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Proposición 4.2. Sea g (C,c,N> un problema SETO y sea Sc = jO’,.




donde (cgk, Sk) es el juego de coste asociado al problema SETO restringido gk — <Ok c’~’, Sk>,
lc2=1,... ,p.




¿eN k=1 zES4 knl iESk ¿EN
Sea Tun tronco de O cualquiera, considérense los subconjuntos 2’k = TflSk, le 1,...
entonces 2’k U {7-k} es mx tronco de 0k (Sk U {7-k}, Ek) para todo le E {1,... ,pl tal que
1
= 7- 7-2 = 3
,G~} una
(4.7)
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Tk # ql. Entonces,
x(T)= >3 >3.yk< >3 >3ck(et)=sZc(ez).
1.Ck=p¿ETk l=k<p ¿CTk jET
Luego, x(2’) =c(T) para todo tronco 2’ de O. Entonces, de acuerdo con el lema 4.1, se tiene
el resultado. O
Recíprocamente, asociado a todo elemento x del corazón del juego existe ¡ma única parti-
ción de Q en subproblemas más fina, que denotaremos por So(x), verificando que la restric-
ción de x a cada uno de los subproblemas SFTC definidos por Sa(x) pertenece al corazón
del correspondiente subjuego de coste.
Definición 4.5. Dado un problema SFTC g = (O,c,IV>, sea 2’ un tronco de O, y sea
x un vector de reparto de costes, diremos que 2’ es un tronco autónomo en x si y sólo si
42’) = c(T).
Lerna 4.4. Sea Q = <G,c,IV> un problema SFTC. Si x E core(cg), entonces existe un iinico
tranco autónomo en x minimal (con respecto al orden dado por la inclusión).
Demostración: Sea x E core(cg). Como V es un tronco autónomo en x, entonces es
suficiente probar que la intersección de dos troncos autónomos en x sigue siendo un tronco
autónomo en x. Así, el (único) mínimo tronco autónomo en x vendrá dado por la intersección
de todos aquellos troncos de O que son autónomos en x.
Sean 2’,, 12 dos troncos autónomos en x cualesquiera, entonces 2’~ fl 7’~ es obviamente un
tronco. Además,
x(TíflT2) = c(2’1fl12) =co(T,fl12) =cg(2’,)+cg(T2)—cg(T,UT2)=
— 4Ti) + x(2’2) — cg(2’1 U 12) =x(Tí) + x(2’2) — x(T, U 12) —
— x(2’,flT~),
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donde todas las desigualdades, a excepción de la segunda de ellas, que se deduce de la
concavidad del juego (IV, cg), son desigualdades correspondientes al corazón del juego. En
particular, de la cadena de desigualdades se deduce que c(11 fl 12) 2= 42’i fl 12), i.e., ?‘~~ rl 12
es un tronco autonomo en x. O
Proposición 4.3. Sea Q = (O, e, IV> un problema SETO. Para todo x E core(cg) existe una
p
dnica partición de ~ en subproblemas mós fina tal que x E JI core(cgk).
k=1
Demostración: Sea x E core(cg) cualquiera y sea 2’, el mínimo tronco autónomo en x, que
existe y es único como se ha comprobado en el lerna 4.4. Considérese el subárbol
O’ = (3, U {r,}, E,) generado por T~ (S~ = 2’, \ {r} y r~ 2= r). Obviamente, x1 2=
pertenece al corazón del juego (Si, cgi).
Sea 42’,) C E el conjunto de arcos que parten de 1,. Selecciónese un arco é
0 = (io, jq) en
£(T,) cualquiera. Considérese la rama 2= (y60, Eec) de O enraizada en e0. Se probará, a
continuación, que x~ — (xi) jcv6 \{¿oJ pertenece al corazón del subproblema SFTC definido
por E60.
En efecto x
6~ > O. Veamos que además es eficiente: del lema 4.2 se deduce
>3 V e’ = (i’,j’) 61(2’).x3 =>3 c(e),
cEE6,




x~ =x(N)—x(T,) =c(N) —c(Ti) 2= >3 >3 c(e). (4.9)
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De la combinación de (4.8) y (4.9) se deduce
2= >3 c(e), Ve’ = (i’,j’) e 1(2’,).
En particular, x60 es un vector de reparto de costes para el subproblema SFTC definido por
B
60.








1) = 42’i) +
Luego, efectivamente, aplicando el lema 4.1, se tiene que x
6~ pertenece al corazón del
juego restringido, (IV, egeo).
Sea 12 el mínimo tronco de B~ autónomo en x”~, defínase ~2 = (32 U {r2}, E
2) como el
subárbol generado por T2 (32 = 2’2 \ {i0} y 7-2 = jo). Una vez definido 02, selecciónese un
arco e1 en 1(T2) GE E~ cualquiera y aplíquese el razonamiento anterior a x6’ con respecto a
la rama de 02 enraizada en e
1.
Sígase aplicando el razonamiento hasta que el tronco autónomo correspondiente 1*, sea
tal que 41*) = 0. En este punto ir deshaciendo el camino seleccionando aquellos arcos
que no han sido seleccionados previamente. De esta forma, cuando ya no quedan arcos por
seleccionar, la colección de subproblemnas de g, So = {Q1~ , 0’}, así construida verifica
las condiciones establecidas en la proposición. 0
Dado x E core(cg) nos referiremos a la partición verificando las condiciones establecidas
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denotaremos por Sa(x).
Ejemplo 4.2. Considérese el problema SPTC definido en el ejemplo 4.1. La siguiente figura






















4.3. El corazón de un juego del árbol fijo 183
4.3.2 Estudio poliédrico
Finalizamos esta sección con un estudio poliédrico del corazón de un juego del árbol fijo de
tipo estándar. Dicho estudio está basado en las propiedades geométricas del corazón de un
juego convexo (cóncavo) (Shapley (1971), Ichiislñ (1983), Monderer, Samet y Shapley (1992)).
Se comprueba que el corazón de un juego de coste asociado a un problema SFTC tiene
dimensión completa y se describen sus facetas. La primera de las afirmaciones se deduce
de la concavidad y la no descomponibilidad del juego (ver Shapley (1971)). En cuanto a la
descripción facial del poliedro, la siguiente proposición establece que se distinguen dos tipos
de facetas: las que denominaremos facetas de tipo (1) se encuentran asociadas a particiones en
subproblemas no triviales; mientras que el resto de facetas, que denominaremos de tipo (11),
se encuentran asociadas a grupos de usuarios (jugadores) que hacen uso del sistema sin cargo
alguno (no pagan nada). Para demostrar este último resultado se debe tener en cuenta que si




es una faceta no vacía del poliedro 0(v) de dimensión, a lo sumo, n — le (ver Monderer et al.
(1992)).
Nota 4.2. En lo que sigue diremos que i E dV es un vértice hoja si realmente lo es, i.e.,
F(i)={i},osi c(e¿)>O y c(e~)2=O, V jEE(i)\{i}.
Propasición 4.4. Sea g = <G,c,N> un problema SETO. Si x E core(cg), entonces x perte-
nece a una faceta del poliedro core(cg) si y sólo si x verifica alguna de las siguientes condi-
czones:
(1) Existe un tronco de O no trivial, 2’ ~ y, autónomo en x.
(II) x(2’) < c(T), para todo tronco 2’ de O no trivial y existe una coalición no vacía
3 GE IV\ {i EN! i vértice hoja } tal que x(S) = O
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Demostración: *) Veamos que si x verifica (1) o (II), entonces x pertenece a una faceta
del poliedro core(cg): Sea Sa(x) 2= {O’,... , O”}, donde O~ = (Se U {r¿}, AJe), para todo
e 2= 1,... ,p, la partición de Q en subproblemas inducida por x.
(1) Si x satisface la condición (1), entonces Sa(x) es una partición no trivial y x pertenece
a la faceta no vacía del corazón del juego definida por
Fú={xEcore(cc)/x(USe) 2=cg(USe), para todo
donde a = {S~,... , S,,J es la partición ordenada del conjunto de jugadores IV definida
por Sa(x).
(II) Si x satisface la condición (II), entonces x(IV\S) 2= x(IV) 2= cg(IV) = cg(N\S). Luego,
x pertenece a la faceta no vacía de core(cg) definida por
Fa={xEcore(cg)/x(U2’e)2=cg(U’TI), paratodol<k=2},
donde a = {Ti, T2} es la partición ordenada del conjunto de jugadores IV definida por
Ti=IV\Sy T2=S.
~t=) Veamos que si x pertenece a una faceta del poliedro core(cg), entonces x debe satisfacer
alguna de las condiciones (1) o (II). Para ello se demostrará que si no verifica ninguna de
ellas, entonces x pertenece al interior relativo de core(cg).
Sea L ~ IV una coalición no vacía, a continuación se comprobará que x(L) .c c(L).
Considérese el tronco de O, TLU{r}, siendo
TL 2= E 3j cL talque i -<j}. Se
distinguen dos casos:
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1. Si2’L9IV, entonces
x(L) ~ x(TL) <c(TL) = cg(L).
La primera desigualdad se deduce de la no negatividad de x (ver lema 4.1); mientras
que la segunda de ellas se deduce de la negación de la condición (1).
2. Si TL = IV, entonces L contiene a todos los vértices hoja del árbol O y, por consiguiente,
el subconjunto de vértices N \ L # Ql está contenido en N \ { i G IV ¡ i vértice hoja }.
x no verifica la condición (II), entonces corno x no satisface la condición (1), Le.,
x(2’) < c(2’), y’ y, tronco no trivial, debe verificarse x(S) > O para toda coali-
ción no vacía 3 G IV \ { i e IV ~ i vértice hoja J. En particular, X(TL \ L) > O, entonces
x(L) <x(TL) = cg(L).
Así, x(L) <cg(L) para toda coalición no vacía L 9 IV, esto es, x pertenece al interior relativo
del poliedro core(cQ).
Ejemplo 4.3. Sea Q1 el subárbol definido en el ejemplo 4.2. Entonces el corazón del juego
de coste (IV, cgi) tiene las signientes facetas:
= {(a,5—a,1) /ae [O,4}} y F
2= {(a,1,5—a) /aE [O,4J},
que son facetas de tipo (1) asociadas a las particiones en subárboles no triviales S1 = {O~, O~}
y S2 2= {O~, O~}, respectivamente, donde
01 = (ji, 2} U {r}, {e1, e2})
= ({3} U {r2}, {ea}) , con r2 = 1,
2= ({1,3} U {r}, {eí,ea})
= ({2} U {7-2}, {e2}), con 7-22= 1,
y £3 = { (0,1 + a, 5 — a) ¡ a e [0,4]} es una faceta de tipo (11).
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4.4 Soluciones igualitarias restringidas ponderadas
La solución igualitaria restringida (constrained egalitavian solution, en inglés), propuesta por
Dutta y Ray (1989), es un concepto de solución unipmitual para juegos TU que concilia
de forma consistente dos posturas contrapuestas: el compromiso para con la igualdad y la
promoción de intereses individuales. Este concepto de solución surge en un marco en el
que, por un lado, los individuos creen en la igualdad como un valor social; mientras que
contrariamente, por otro lado, las preferencias personales de cada individuo le dictan una
conducta egoísta. En este contexto se supone que todos los individuos son esencialmente
iguales, en el sentido de que todas las posibles diferencias entre ellos vienen dadas únicamente
por los parámetros del modelo, i.e., quedan reflejadas en la función característica del juego;
sin embargo, en numerosas ocasiones esta hipótesis no es realista (para una discusión más
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detallada, con ejemplos, véase Shapley (1981) y Kalai y Samet (1988)).
En esta sección estudiamos el comportamiento de la solución igualitaria restringida de
Dutta y Ray y proponemos una generalización ad hoc capaz de recoger la posible asimetría
entre los jugadores. Para ello, supondremos que todas aquellas consideraciones que no han
sido reflejadas en el modelo pueden ser descritas a partir de un cierto vector de pesos dado
exógenamente. Cada vector de pesos define una solución igualitaria restringida ponderada
sin mas que asignar un peso a cada jugador. Los pesos asignados a los jugadores se pueden
interpretar como medidas a priori del impacto de cada usuario en el sistema. En tal caso, la
solución de Dutta y Ray se corresponde con el vector de pesos (1,... , 1).
Una vez definida la familia de soluciones igualitarias restringidas ponderadas en el con-
texto que nos ocupa, clase de juegos asociados a problemas SFTC (sección 4.4.1), en la
sección 4.4.2 se adopta un enfoque dinámico que nos proporciona un algoritmo polinomial
para calcular cada mio de los elementos de la familia previamente definida. Este algoritmo es
constructivo, en el sentido de que describe el proceso por el cual cada uno de estos elementos
es seleccionado como propuesta final de reparto de costes. En la sección 4.4.3, gracias a la re-
interpretación de la familia de soluciones igualitarias restringidas ponderadas desde un punto
de vista dinámico, se obtiene la propiedad esencial de la familia de soluciones considerada:
para todo juego del árbol fijo de tipo estándar dichafamilia coincide con el corazón de] juego.
Por último, en la sección 4.4.4 se obtiene una caracterización axiomática del conjunto de
soluciones igualitarias restringidas ponderadas como procedimientos de asignación de costes.
4.4.1 Familia de soluciones igualitarias restringidas ponderadas: Defini-
ción
Dutta y Ray (1989) prueban la existencia y unicidad de la solución igualitaria restringida
sobre la clase de juegos convexos (cóncavos> y proponen un algoritmo para su obtención.
Dicho algoritmo se basa en la búsqueda de la máxima, con respecto al orden dado por la
inclusión, coalición con mayor (menor) valor (coste) medio de un cierto juego en cada una
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de sus etapas. La generalización que proponemos parte, precisamente, del citado algoritmo.
Haciendo uso del hecho de que todo juego de coste asociado a un problema SFTC es cóncavo
(ver Granot et.al. (1996)), lo que proponemos es modificar el algoritmo de Dutta y Ray
considerando la asimetría entre los jugadores. Dicha modificación consiste en trabajar con
costes medios por unidad de medida.
Intuitivamente, supóngase que cada individuo de la sociedad IV cree que las proporciones,
de acuerdo con las que el coste total debe ser compartido, vienen dadas por el vector de
pesos a> E 11771. Entonces, la solución w-’-igualitaria restringida trata de reconciliar dicha
creencia con el hecho de que la sociedad no está dispuesta a aceptar ningún reparto del coste
total que pueda ser bloqueado. Así, si la propuesta de reparto (~-‘-c(IV))ÍEN no puede ser
bloqueada (pertenece al corazón del juego), entonces coincide con la solución w—igualitaria
restringida. En otro caso, la sociedad es disgregada en subsociedades de tal manera que el
coste marginal de cada una de las subsociedades es compartido entre sus miembros de acuerdo
con las proporciones dictadas por el vector de pesos a> y la propuesta de reparto resultante no
puede ser bloqueada. Concretamente, la solución co—igualitaria restringida busca la partición
de la sociedad en subsociedades más grosera posible, de manera que, el vector de repartos así
definido pertenezca al corazón del juego.
Nota 4.3. Aadland and Rolpin (1998) introducen un concepto de solución unipuntual para
juegos de coste del árbol fijo en el caso particular en que el árbol que define el juego es una
cadena, la regla media restringida de reparto de costes (restricted average cost share rule, en
inglés) que resulta ser la solución igualitaria restringida de Dutta y Ray (1989) sobre la clase
de juegos del aeropuerto.
Antes de definir la familia de soluciones igualitarias restringidas son necesarias algunas
definiciones.
Definición 4.6. Sea g = <O,c,IV> un problema FTC y sea a> E lW~, diremos que a> es un
vector de pesos admisible para Q si y sólo si a> =O y para todo i e IV tal que c(e~) > O,
existe un sucesor j c F(i) del jugador i tal que wj > O. El conjunto de todos los vectores de
pesos admisibles para Q se denotará por VV(g).
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El concepto de admisibilidad formaliza la idea de que para todo arco del árbol debe existir,
al menos, un usuario de dicho arco que se responsabilice de su coste.
Definición 4.7. Sea Q = <U, c, IV> un problema FTC. Dado un vector de pesos admisible
para Q, a> = (wi,... ,wn), se define el coste medio ponderado (con respecto a a>) bajo Q de








Definición 4.8. Sea g = (O, c, IV> un problema FTC y seaT GE y un tronco de O = (VE).
Entonces, se define la contracción de Q por T como el problema FTC gr = <Gv, cr, NT>,
donde el árbol contraído Gr = (Vr, Fr) viene dado por
Vr = (V\T) U{Tr},
Fr = (E \ E(T)) U Er(T),
dondeE(T) = {e~/i e T}ue(T) y Er(T) — {e[ 2= (rr,j)/j e N\T y ir(j) E T}. La





y el conjunto de usuarios es Nr = IV \ 1.
La operación de contracción de un árbol consiste en eliminar un tronco del árbol y en co-
nectar todas las componentes conexas que han quedado a un nuevo vértice raíz, manteniendo
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w
Obsérvese que si Q es un problema SFTC, entonces el problema contraído Qr verifica e’
w
todas las condiciones que definen un problema ETC de tipo estándar salvo, posiblemente,
la condición (ii)6. Queremos hacer notar que, no obstante, el juego de coste asociado a e
sigue siendo cóncavo, propiedad necesaria para que el algoritmo que proponemos esté bien e.
definido, e
st
Definición 4.9. Sea g 2= <0, e, IV> un problema ETC verificando todas las condiciones que
caracterizan a un problema de tipo estándar con la posible excepción de la condición (u). e’
Dado un vector de pesos admisible con respecto a g, a> = (wy,... ,w,~), se define la solución e’
e’
co—igualitaria restringida del problema Q, que se denotará por ¿‘kw), como el vector de reparto
e’











Sea 11k 2= mlii { a~(T \ {r~}) / T es un tronco de Gk } el mínimo coste medio ponderado
(con respecto a a>) bajo gk.
Sea Tk(w) ~ IV” U {r~} el <mico máximo (con respecto al orden dado por la inclusión) e’
tronco7 de G~ de coste medio ponderado mínimo, ¿i¡~.
e
Defínase ~(w) := Wi/lk, VI i c Tk(w) \ {rk}.
u’
PASO 2. Criterio de parada. u’
k e
Si U Te(w) = NU{r}, entonces parar. ¿‘ka>) := (Ef (a>))ícN es la solución co—igualitaria
ef= 1
restringida ponderada del problema Q. u’
En otro caso, defínase gk+l = <Gk+L,ck±l,IVk±l>como la contracción de gk por T~(w), u’
tómese le := le + 1 y repítase el paso anterior, u’
_____________________ u’
tel vértice raíz parte un único arco.
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Obviamente, el algoritmo termina, a lo sumo, en n 2= {IV~ iteraciones. Teniendo en cuenta
las características del problema que estamos tratando, se verifica que la solución así obtenida
coincide con la solución igualitaria restringida de Dutta y Ray, cuando se toma a> = 1.
Además, si Tg(w) 2= {T{’>,... , 7?} es la partición del conjunto de jugadores IV inducida por
el algoritmo, i.e., ~r = T,(w) \ {r¿}, VI ¿2= 1,... ,p, entonces el reparto de costes obtenido
verifica las siguientes condiciones:













Ejemplo 4.4. Sea Q = <O, c, IV> el problema SETC definido en el ejemplo 4.2. Entonces, la
solución igualitaria restringida para este problema es ¿Q(i) (2,2,2,4,3,3,4,4,6,3).
y _




VI i ~ Tj’.
(4.12)
= <a2, c2, IV2>
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_ 6, VI icT,~.
6
= <Ot
Obsérvese que la partición T( 1) puede ser refinada obteniendo una partición de Q en
subproblemas de tal manera que la restricción de ¿Q(i) a cada subárbol de la nueva partición
coincide con la solución igualitaria restringida del snbproblema SFTC correspondiente. En
este caso, la partición en subproblemas que se obtiene es la partición inducida por
descrita en el ejemplo 4.2. Esta propiedad es verificada por toda la familia de soluciones.
Para todo problema SFTC, Q, y para todo vector de pesos admisible, w e VV(g), la partición
inducidapor el algoritmo, %(w>, puede ser refinada obteniéndose una partición del problema
original, tal que la restricción de la solución co—igualitaria restringida a cada uno de los
subproblemas se corresponde con la correspondiente solución del subproblema considerado5.
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4.4.2 Interpretación dinámica
El algoritmo formulado previamente es de complejidad exponencial, cada iteración conlíeva
la búsqueda (exponencial) del máximo tronco con coste medio ponderado mínimo. A conti-
nuación se propone un algoritmo alternativo (algoritmo 2) de complejidad polinomial 0(n2),
donde u 2= IIVI es el número de usuarios del sistema. Este algoritmo surge como resultado
de dar una reinterpretación dinámica del modelo inspirada en la historia sobre el pintado
de carreteras de Maschler et aL (1995). Considérense los vértices del árbol corno pueblos
en los que residen los diferentes jugadores y los arcos como carreteras de conexión con la
capital de la región (raíz del árbol). El coste de un tramo de carretera se expresa en función
del tiempo que un trabajador emplea en pintar las líneas de dicho tramo. Así, la solución
igualitaria restringida viene dada por el tiempo que cada uno de los jugadores emplea en
pintar la carretera teniendo en cuenta que: (i) todos los jugadores siguen pintando mientras
la carretera que une su pueblo con la capital no haya sido pintada en su totalidad, (u) cada
jugador sólo pinta aquellos tramos de carretera que conectan su pueblo con la capital, (iii)
todos empiezan a pintar a la vez y (iv) todos pintan a la misma velocidad. Mascliler et al.
(1995) consideran una condición adicional, obligación social, necesaria para la obtención del
nucléolo del juego. Para todo vector de pesos admisible, a>, la solución co—igualitaria restrin-
gida se obtiene considerando que los jugadores pintan a distintas velocidades, w~ representa
la velocidad a la que pinta el jugador i, i e N. En este caso, el coste que cada jugador debe
asumir se obtiene, no como el tiempo que ha estado pintando, sino como el tramo del camino
que une su pueblo con la capital que ha pintado.
Cada iteración del algoritmo describe el estado en que quedan las carreteras y prescribe
corno repartir los costes entre los trabajadores después de una jornada de trabajo. Las
jornadas de trabajo vienen dadas por el mínimo tiempo necesario para acabar de pintar, al
menos, una de las carreteras que todavía no han sido completamente pintadas. El coste que
cada trabajador asume es proporcional asu peso, que dada su interpretación en este contexto,
denominaremos tasa de contribución.
y’
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A continuación, se describe el algoritmo que proponemos y se demuestra su validez para
la obtención de todo elemento de la familia de soluciones igualitarias restringidas ponderadas.
La notación empleada en el algoritmo es la siguiente:
(1> ws=>3wí VI SGEN, y a>ew(g).
iCS
(2) x(e, le) £ [0,c(e)] es la fracción del coste del arco e E E que ha sido pagada (tramo de
carretera que ha sido pintado) antes de la etapa le.
(3) E~, ~ E es el subconjunto de arcos que se acaban de pagar (pintar) en la etapa le.
(4) E(k) = U E~ es el subconjunto de arcos que se han pagado (pintado) antes de la etapa
j<k
le.
(5) Para todo i e IV, e(i, le) es el arco a cuyo coste está contribuyendo (que está pintando)
el jugador i en la etapa le
(6> Para todo arco e e E, S(e, le) 2= {i E NI e(i, le) = e} es el subconjunto de jugadores que
contribuye a sufragar su coste (que está trabajando en él) en la etapa le.
(7) Para todo i e IV, la etapa en la que el jugador i deja de pagar (pintar) se denotará por
K(i).
Definición 4.10. Sea. ~ 2= <0, c, N> un problema SETC. Dado un vector de tasas de contri-
bución, a> ~ )‘V(0), se define el reparto casa—raíz asociado a a>, que denotaremos por
como el vector de reparto de costes obtenido al final del algoritmo 2 descrito a continuacion.
Algoritmo 2
PASO O : Inicializacion.
le := 1,
x(e,1) :2=0, VI e CE,
E(1) 2=
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e(i,1):=zei, VI tEN,
S(ej,1) :={i}, VI ieIV.
PASO 1: Pintar y pagar.
El tiempo que se emplearía en terminar de pintar el arco e E E \ E(k), que todavía no ha
sido pintado, en función de la tasa de contribución de todos aquellos jugadores que en la
etapa actual están trabajando en él, viene dado por
«e, le> c(e) —x(e, le
)
WS(e,k)
El tiempo mínimo necesario para acabar de pintar alguno de los arcos no finalizados en
etapas anteriores es
t(k) =mín{t(e,k)/e c E\E(k)}.
Así, en la etapa actual se trabajará durante t(le) unidades de tiempo. Entonces, la fracción
de cada arco e E E \ E(k) que se pinta viene dada por a,s(ek)t(k), mientras que la parte
del coste de dicho arco que ha sido pagada hasta el momento es
z(e,k+1) =x(e,k) +ws(5,k)t(k), VI eEE\E(k).
Una vez pintado el tramo correspondiente de cada arco e E E\E(k), aquellos usuarios cuyo
camino de conexión al punto de suministro no había sido pintado en etapas anteriores debe
pagar por el trabajo realizado en la etapa actual en función de su tasa de contribución.
El subconjunto de arcos finalizados en la etapa actual es,
= {e EE\1?(k)/t(e,k) 2=t(k)},
y el subconjunto de arcos finalizados hasta el momento es E(k + 1) = E(k) U E~.
y’
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PASo 2 : Criterio de parada.
Si el árbol se ha pintado por completo, i.e., E(k + 1) 2= E, entonces parar. El coste que




donde K(i) es el momento en que el jugador i, í = 1,... , u, ha dejado de pintar.
Si todavía quedan arcos por pintar, entonces para todo arco e E E~ se distinguen dos
casos:
1. Si e’ E E(le + 1) para todo arco e’ -< e, entonces todos los jugadores que estaban
trabajando en el arco e dejan de pagar en este momento. Luego, defínase K(i) = le, para
todo i e S(e, Aj.
2. Si existe mi arco e’ —~ e que todavía no ha sido pintado por completo, entonces todos
los jugadores en S(e, le) empiezan a trabajar en el arco e’ ~ E(le + 1), todavía no finalizado
de su camino hasta el punto de suministro, más cercano al arco e en que se encontraban
trabajando. Actualícese S(e, le + 1> de acuerdo con este razonamiento. Defínase le := le + 1
y repítase el paso anterior.
Obviamente el algoritmo está bien definido, i.e., para a lo sumo en K <n iteraciones y
el vector obtenido, x~(w), es un vector de reparto de costes (i.e., es eficiente). Sea x~(w) el
reparto casa—raíz asociado a a> C VV(Q) obtenido, entonces se verifica:
(01) Si e~ -< e~, entonces K(i) =K(j). Los usuarios más cercanos al punto de suministro
acaban de pagar antes.
x’ka>) w~(02) Para todo i,j EN, 1=7(i)=K(j> si y sólo si —.
a>)
(03) Sea 4’ = { i E Y ¡ K(i) = le ~. Entonces, AW(k) = U A~ U {r} es ini tronco de 0,
1=”
9Obsérvese que alguno de los subconjuntos de vértices así definido puede ser vacío si ningún jugador acaba
de pagar en la correspondiente etapa.
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para todo le 2= 1,... ,K
c(4’
)
(C4) 4(a>) 2= para todo i E 4’, donde c(A%’) = >3 c(e~).
WAW ieA~’
Nos referiremos a la partición del conjunto de usuarios A~(w) = {4’,... , A~} como la
partición definida por el tiempo de finalización inducida por x~(w).
A continuación se muestra con un ejemplo ilustrativo cómo funciona el algoritmo 2.
Ejemplo 4.5. Sea g 2= <G, c, IV> el problema SFTC considerado en el ejemplo 4.2. Entonces,
el reparto de costes casa—raíz asociado a a> = 1 se obtiene como signe:
En la etapa le 2= 1:
x(e1 1) = O, S(e1, 1) = {i} y t(e~, 1) = c(e~) VI icIV.
Entonces, «1) = 1, E~ = {e2, e3} y E(2) = E1.
En la etapa le = 2:
i x(e~,2) S(e1,2) t(e~,2)




5 1 {5} 2
6 1 {6} 3
7 1 {7} 2
1 {S} 2
9 1 {9} 5
10 1 {1O} 1
Entonces, t(2) 1, E2
1=7(1)2= K(2) = K(3) = 2.
— {ei,eío} y E(S) = {e1, e2, e3, eío}. Por consiguiente,
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4 2 {4} 4
5 2 {5} 1
6 2 {6,1O} 1
7 2 {7} 1
8 2 {8} 1
9 2 {9} 4
10 2
Entonces, t(3) = 1, E3 =
K(5) = K(6) 2= K(1O) = 3.
{es,e6,e7,esj y E(4) 2= {et,e2,e3,e5,ee,e7,es,e1o}. Luego,
En la etapa le 2= 4:









9 3 {9} 3
10 2
Entonces, t(4) 2=1, E4 = {C4} y E(S) 2= {eI,e2,ea,e4,e.5,e6,e7,eg,elfl}. Luego, K(4) 2=4.
En la etapa le 2= 5, «5) = 2, E5 = {eg} y E(6) 2= E. Entonces, K(9) = 5 y
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En la etapa k = 3:
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Proposición 4.5. Sea g = <O, c, IV> un problema SETO. Entonces, para todo vector de tasas
de contribución, a> E VV(Q), el reparto de costes casa—raz’z asociado a a>, x~(w), coincide con
la solución w—igualitaria restringida de Q.
Demostración: Dado un vector de tasas de contribución (vector de pesos admisible) a>
sea Tg(a>) = lTr,... , T”} la partición del conjunto de jugadores asociada a
Probaremos que 70(a>) coincide con la partición ~4«a>) 2= {A5~’,... , A~¿} definida por los
tiempos de finalización inducidos por el vector de reparto de costes x
0(w).
Sea A~h’ el primer subconjunto no vacío de 4~(w). Comprobaremos que Ti” = A~’. Para
probar dicha igualdad es suficiente con tener en cuenta que:
(i) ~ es el máximo tronco del árbol O que se acaba de pintar primero.




De la igualdad ‘r = A~’, se deduce
Contráigase Q por TtI, obviamente fl(a>) 2= {T4a,.. .T,fl y 4~(w) = {A~t,... ,A~j
se corresponden, respectivamente, con las particiones inducidas por ambas soluciones’0 en el
problema contraído. Así, aplicando el mismo razonamiento al problema contraído, se tiene
que 14” 2= ~ donde ~4~”es el segundo subconjuiuto no vacío de v4g(w) y, por consiguiente,
af (a>) — ~ (a>), para todo i E At = T4”. El resultado se deduce de la aplicación reiterada
‘0donde el vector de pesos (tasas de contribución) en el problema contrafdo viene dado por la restricción
del vector de pesos original.
y’
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u,
del razonamiento anterior sobre los sucesivos problemas contraídos. O O
e’
*
Observación 4.3. Trivialmente, de la interpretación dinámica de la familia de soluciones e
igualitarias restringidas ponderadas dada por el algoritmo 2, se deduce que dicha familia es e’
descomponible. Es decir, dado un problema ETC, Q = <G, e, IV>, verificando todas las condi- e”
e’
clones que caracterizan a un problema SFTC a excepción de la condición (Ii), se verifica que
e
para todo vector de pesos admisible para Q, co £ VV(g>, la solución co—igualitaria restringida
e’




4.4.3 Relación con el corazón del juego
u’
La aproximación dinámica al problema no sólo nos proporciona una herramienta sencilla de st’
st
cálculo, sino que también nos permite obtener el principal resultado acerca de la familia de
u’
soluciones igualitarias restringidas ponderadas. Para todo problema SETO, Q = <O, c,IV>, el
u’
conjunto compuesto por todas las soluciones co—igualitarias restringidas, cuando a> varía sobre
el conjunto VV(Q) de vectores de pesos (tasas de contribución) admisibles para 9, coincide e’
con el corazón del juego de coste asociado, (IV, cg). Una vez establecida dicha equivalencia, u’
e’
se estudian las propiedades de la aplicación ~ : ‘/9(9) -~ core(cg), que asigna a cada vector
e
de pesos admisible a> la solución co—igualitaria restringida del problema 9.
e’
Teorema 4.1. Sea 9 = <O, e, Y> un problema SETC, entonces core(cg) = ~ft(VV(9)), donde
U’
es el conjunto de todas las soluciones igualitarias restringidas ponderadas de 9.
u’
Demostración: Veamos que se verifica la igualdad probando la doble inclusión. En primer U’
u’lugar, la inclusión e0(W(Q)) G core(cg) se deduce trivialmente del lema 4.3. e-
Veamos que se verifica la otra inclusión, core(cg) cE eft(w(g)). Para ello, comprobaremos e’
e’
que para todo vector de reparto de costes, x £ core(cg), existe un vector de pesos admisible,
e
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Sea SG(x) = {O’,... , O”} la partición de 9 en subproblemas inducida por x (proposi-
ción 4.3). Se distinguen dos casos:
Caso 1. Si So(x) es la partición trivial Sg(x) = {O}, entonces defínase w1 = z~ para todo
£ IV. Obviamente, a> 2= x E VV(Q) y de las desigualdades del corazón c(T) =x(T), VI T
tronco de O, se deduce que
c(N
)
pi zzinm{aw(T\{r})/T, troncodec}=aW{N)2= Z1.
coN
Luego, ~(w) = w1a~(IV) = x~, VI i E IV.
Caso 2. Si Sc(x) = {G’,... ,G”}, donde 0k = (Sk U {rk},Ek), VI le = 1,... ,p, es
una partición no trivial, entonces considérese la relación de precedencia -< definida sobre el
conjunto {S1,... , 54 como sigue:
~ BiESj talque StCF(i).
Entonces, defínase wí = ag~, VI i e 55, y ¿ = 1,... ,p, siendo a = (al,... ,a~) >0 y
verificando:
[Si S,-<St 2=Z~ c~=at] VI 1<¿,t=p.
Obviamente, a> e 1’V(Q). Veamos que efectivamente egeo) 2= x. Lo probaremos por
reducción al absurdo. Se comprobará que de la negación de ¿(wfr = x se deduce que
x ~ core(cg).
De la elección de a> se deduce trivialmente que si S~ precede a St, entonces losjugadores de
S, cubren el coste correspondiente al pintado de S~ (
2iE5
1 c(e~)) antes de que los jugadores
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en S~ hayan cubierto el coste correspondiente a S~ (EjEs, c(e3). Así pues, se tiene que
e
>1? c(e~) = >3 x,,
zES¿






e’Si ¿~(a>) ~ x, entonces de (4.13) se sigue que para algún t E {1,... ,p} deben existir dos
jugadores i, j E St, verificando
y (4.14)
Por otro lado, Lir = atxr, at > O, para todo ~- E St, entonces de la condición (4.14) se
deduce que
~ (a>) W~
Por tanto, de la condición (C2)” se deduce que el jugador i acaba de pagar antes de que lo
haga el jugador j, i.e., 117(i) <1=7(j).
Sea j~ el jugador en el camino ¾más cercano al vértice raíz que deja de pagar en la
misma etapa en que lo hace el jugador j, sea ¿ E {1,... ,p} tal que j~ E S~, y sea
Ft7) = {rE 5k /3 —<‘r, Sk E~ 5t },
el conjunto de sucesores de ~1’en { S~ ¡ Sk M St }.
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y (C2) se deduce
~(w) > Lir — ~krXr >
K(r) =K7) = K(j) s=~ ___4(w) — Lii cx~x~ — Xj VITEFtQPO. (4.15)
Luego, como 4(w) > xj, de (4.15) se tiene que
4~(w)>z,., V rEFdj). (4.16)
Sea S¿ la unión de todos aquellos elementos en {S1,... , 84 que preceden estrictamente a
St, entonces S¿ y S¿ US~ son troncos autónomos en ¿~(co). A continuación, comprobaremos
que L~ = (S¿ U S~) \ F~(j) es también un tronco autónomo en
Como 1>17(i) < K(j) 2= 1C(5), de la condición (01) se deduce que i ~ F(j). Entonces,
teniendo en cuenta que O es un árbol estándar, se tiene que ? 2= ir(j*), predecesor del
jugador j~, no es el vértice raizt3. Además, por la elección de j, K(i*) < K(j*) =K(r),
VI r C Ft(j*). Entonces ningún jugador de p~(j*) contribuye al pago de arco alguno del
camino 14. # 0. Por tanto, L~ es un tronco autónomo en C~k¿O, i.e.,
(4.17)
tEla zCLt
Pero, de (4.16), (4.17) y de la definición de Sc(x), se obtiene
xi— >3
ieF~(i)
E :r,— >3 cf@.o=
zES¿USt tEFt(j~)
— >3 c(ez)—>3 c(e~)=>3c(e,),
zESUS¿ ZEFt(J*) tEL,
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>3 xi = >3
iESg US~
130 es un árbol estándar, si y = zr(j), entonces de la condición (Ii) se deduce F(j) = N.
y
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e
violando la restricción del corazón correspondiente al tronco L~ 2= (S¿ U St) \ Ft(j*). O
e
Así, se tiene que la negación de la tesis que queriamos probar contradice la pertenencia e
de x a core(cg) y, por tanto, el resultado queda probado. D U
U’
U’
De la demostración del teorema anterior se deduce trivialmente elsiguiente resultado, en el e
que se establecen las propiedades de la aplicación ~. Como se ha visto, un mismo elemento e’
u’
del corazón del juego se puede obtener a partir de distintos vectores de pesos admisibles,
u’
siempre y cuando para todo jugador se siga manteniendo su impacto relativo con respecto al
resto de jugadores. e-
u’
Proposición 4.6. Para todo problema SFTC, Q 2= <G,c,IV>, sea : W(Q) —* core%)
la aplicación que asigna a cada vector de pesos admisible con respecto a 9, co E W(Q), la u’
solución co—igualitaria restringida de 9, ((a>). Entonces st
es
U’
(i) Para todo vector de reparto de costes, x, perteneciente al interior relativo del poliedro —









((Y”’(x)={coEW(9)/a.v~=a,x1, VIieS¿, a~>O, VI¿=1,...,py st
e’
aÉ=at, VI¿,t tales que S¿§St},
u’
e’
donde Sa(x) — jO’,... ,OP}, C~ —‘- (S,U {r¿},E,), e = 1,... ,p, es la partición de u’
e-
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4.4.4 Caracterización
Se concluye el estudio de la familia de soluciones igualitariasrestringidas ponderadas obtenien-
do una caracterización de los elementos de dicha familia como procedimientos de asignación
de costes.
Sea Y’ el espacio de todos los problemas SFTC, entonces un procedimiento de asignación
de costes para problemas SFTC es una función, E : Y’ —* U NCI~ J~, asignando a cada
problema SFTC, 9 = <O,c,IV>, un vector de reparto de costes, E(G, e, IV) E JR~.
La regla igualitaria restringida se define como el procedimiento de asignación de costes
TIE0 : Y’ —4 Li NGIIV IR+, que asigna a cada 9 2= <0, c, IV> e Y su solución igualitaria restringida,jN¡<oc
c, IV).
Extender la regla igualitaria restringida requiere la consideración de una función que
asigne a cada problema SF370, 9 = <O, e, IV> E Y’, un vector de pesos admisible para 9, i.e.,
¿a : Y’ —* U NCN R!~i verificando w(O, c,IV) E W(9) para todo problema SETO, 9 e Y’. A
¡N¡<oc
toda función, Li, que cmnpla dicha condición la denominaremos sistema admisible de pesos.
La regla ¿a—igualitaria restringida se define como el procedimiento de asignación de costes,
E”’ : Y’ -4 U NC¶V E~, que asigna a cada problema SF10, 9 = <O, e, IV> e Y’, su solución
N[Coo
w(G, c, IV)—ignalitaria restringida, E”}O, e, IV).
El objetivo que nos planteamos es obtener una caracterización de dichos procedimientos
de asignación de costes que refleje las características esenciales de las soluciones en las que se
basan: igualitarismo y promoción de intereses individuales. La primera de ellas es reflejada
por medio de una propiedad de minimización del rango de los vectores de reparto de costes
obtenidos; mientras que la segunda queda reflejada mediante la exigencia de que dichos
vectores de reparto pertenezcan al corazón del juego de coste asociado. Sin embargo, estas dos
condiciones no son suficientes para caracterizar a las reglas co—igualitarias restringidas, sino
que será necesario considerar una propiedad adicional de carácter dinámico, rnonotonicidad
con respecto a la función de coste.
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Veamos en primer lugar algunas de las propiedades satisfechas por las reglas ¿a—igualitarias
restringidas.
Definición 4.11. Sea E : Y’ —* U NCW un procedimiento de asignación de costes para
¡Nkoc
problemas SETO . Se dice que E verifica la propiedad de:
(i) Monotonicidad con respecto a la función de coste si y sólo si para todo par de proble-
mas SF370 , 9 = <G,c,IV> y 9’ = <G,ctN>, tales que ¿ > c se verifica
EdG,c’,IV) =E1(G,e,IV), VI i E IV.
(u) Pertenencia al corazón si y sólo si E(O, c, IV) E core(cg), para todo problema SFTC,
9 = <O,c,IV> E Y.
Obviamente, las reglas ¿a—igualitarias restringidas verifican ambas propiedades. Sea
C
0(G, c, IV) la solución igualitaria restringida del problema 9 2= (0, c, IV> E Y’ y sea
‘Tg(1) = {Ti,... , T,} la partición del conjunto de jugadores IV asociada a E0(G, c, IV) in-
ducida por el algoritmo 1, entonces las condiciones (4.10), (4.11) y (4.12) se pueden expresar
como sigue:
C(O,c,IV) =g(G,c,N), VI i E 2’~, JET
5, para todo t = 1,... ,p, (4.18)
ZZE~(G,c,N)= >3 c(e~), VI k2= 1,... ,p, (4.19)
el’1 ieT(k)
k
donde 1(k) es el tronco de O definido como ~ T, y
¿=1
E(O,c,IV)<E(O,c,N), VI iETk, JET, si k<~. (4.20)
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Lema 4.5. Dado un problema SFTC, 9 = <G,c,IV> E Y, sea E0(G, e, IV) su solución iguali-
taria restringida y TQ(1) = {T~,... , 14 la partición del conjunto de jugadores IV asociada
a E0(O, e, IV) inducida por el algoritmo 1. Para cualquier k C {1,... ,p — 1}, considérese el




VI ieí, y ¿<le
VIiCT¿ y t=le+1,
donde ~5 Eje’1 c(e1) _ E~ETk c(e~
)
1,1 ITk~ Entonces, {íft,... ,Tt}, donde 4 = T~ para todo¿ < le — 1 y — UÉ>kTe es la partición del conjunto de jugadores IV inducida por
E




VIieT5 y ¿=k+1.E~(O, ~k, IV) EÍETk c(e~Tk[
Demostración: Sea ~ el vector definido por la expresión (4.21).
~0(Q,~k,~\T) En primer lugar, se prueba que ~ e core(cgk).
Se debe demostrar que
En efecto, ~j =O para todo i E IV y, como se comprueba a continuación, es eficiente.
>3ck(eD= >3 c(ez)+IUTs
leN ieT(k)




5=1 jeT, tk jeT, leN
donde la segunda igualdad se deduce de la condición (4.19). Luego, por el lema 4.1 es
suficiente probar que >3 p~ =>3 ¿(ei), para todo tronco 1 de O.
jeT IeT
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u,
eSea T un tronco cualquiera de O, se distinguen dos casos:





































De la expresión (4.22) y del hecho de que EMO, e, IV) pertenece al corazón del juego de
coste (IV, cg), se deduce
te’
r.... r(efl



















Así, se tiene que s~ E core(cgk). A continuación, se probará que la partición del conjunto
u’
de jugadores inducida por el algoritmo 1 para calcular la solución igualitaria restringida de
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De la pertenencia de y a core(cgk), de la definición de ~o y de la condición (4.20), se
deduce
>3ck(ei) =>3~ =>3(E~GTlc(eI>
IGl’ tel’ tel’ TI , VI T, tronco deG.
Además, obsérvese que si 2’1 9 1, entonces la segunda desigualdad es estricta. Luego, el
máximo tronco de coste (con respecto a ck) medio mínimo es T,, i.e., Tk —
Aplicando reiteradamente el razonamiento anterior a cada problema contraído se obtiene
el resultado (téngase en cuenta que = (vJjeN\r1 pertenece al corazón del correspondiente
juego de coste asociado al problema contraído por T1, como quedó probado en la proposi-
ción 4.3).
El lema anterior se extiende al caso en que la solución considerada sea una solución
igualitaria restringida ponderada como sigue:
Lema 4.6. Dado 9 = <O, e, IV> e Y’, para todo a> c Vil(O), vector de pesos admisible para
9, sea E”’(G, c, IV) su solución co—igualitaria restringida y sea 7~(a» — {T~ .. , 7~} la
partición del conjunto de jugadores IV asociada a E”(G, e, N) inducida por el algoritmo 1.
Para cualquier le e ji,... ,p — 1}, considérese el problema SFTC gk — <O, ck, IV>, donde la
función de coste c~’ viene dada por
VI ieT/ y ¿<le
c”(e1)=c(e3—w1e5, VI ieT~ y ¿=k+1,
donde e~ = aw(T~) — a~., (Tv). Entonces {L~’,... , 14’}, donde LT = 2i¿”Ñ para todo _
y 2= UÉ=kTtes la partición del conjunto de jugadores IV inducida por E”’ (O, ck, IV).
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VIieTf y ¿<le,
VI iET~W y ¿=le±1.
(4.23)
Demostración: Si a> es un vector de pesos admisiblepara 9, entonces a> es también admisible
para gk, luego e”’(G, ¿, IV) está bien definida. Además, las condiciones (4.18), (4.19) y (4.20)
se extienden a ~“‘ (O, c, N), entonces el resultado se obtiene adaptando de forma directa la
demostración del lema anterior. O
Natación. Se denotará por M a la clase de procedimientos de asignación de costes en
Y’ compuesta por todos aquellos procedimientos de asignación de costes para problemas
SF370 que verifican las propiedades de monotonicidad con respecto a la función de coste y
pertenencia al corazón.
Teorema 4.2. La regia igualitaria restringida es el dnico procedimiento de asignación de
costes en Y que minimiza el rango de los vectores de reparto de costes~4 sobre M.
Demostración: En primer lugar, se probará que efectivamente la regla igualitaria restringida
minimiza el rango de los vectores de reparto de costes sobre la clase considerada, para luego
probar que el mínimo es único.
1) Dado ~ E M, se demostrará que para todo problema SFTC, 9 2= <0, c, IV> E Y, se verifica
máx{ p
1(G,c,N) /i ~N } =máx{ E~(G,c,IV) /i E

















































4.4. Soluciones igualitarias restringidas ponderadas 211
y
mín{vj(G,c,N)/iEIV}=mín{4i~(G,c,N)/iEN}, (4.25)
donde E0(G, c, IV) es la solución igualitaria restringida de 9 = <O, c, IV>.
Sea {Ti,... ,14 la partición del conjunto de jugadores asociada a E0(G, c,IV) inducida
por el algoritmo 1. Se distinguen dos casos:
(i) Si p = 1, entonces C(G, e, IV) = c(IV). ({,... , ~). Luego, las desigualdades (4.24) y
(4.25) se deducen trivialmente de la eficiencia de ~o(O, c,N).
(II) Si p> 1, entonces en primer lugar probaremos que
máx{q2
1(G,c,N)/iET~}=máx{E~(O,c,N)/iEN}.
Supóngase, por el contrario, que
máx{ p~(G,c,N)/i E T~, } <rnáx{~(G,c,AT)/i E IV},
entonces de la condición (4.20) se deduce
VI iET,.
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máx{ ~(G, c, IV) ¡ i EN } =máx{ ~ c, IV) Ii E 1, } =máx{ E~’(O, c, IV) /i EN }.
Análogamente se demuestra que
mfn{q,1(G,c,IV)/i e N} =min{y1(G,c,IV)/i CT, } =mín{Ef(G,c,N)/i E N}.
Así pues, se ha probado que para todo procedimiento de asignación de costes ~ E M y
para todo problema SFTC, O E Y’, se verifican las desigualdades (4.24) y (4.25). Luego,
rango(c,o(G,c,N)) = máx{~~(O,c,N)/i EN} —min{p1(G,c,N)/i e IV} =
=máx{~(G,c,N)/i cN} —mffi{4f(G,c,N)/i EN} 2= rango(~’(G,c,N)),
VI Q2=<O,c,N>EY’, VI ,oEM.
2) A continuación se establece la unicidad.
rango(E
0(G, e, IV)), para todo 9 = <O,c,N> E Y’.
Dado 9 = <O, e, IV> E Y’, se demostrará que ~ e, IV) E~(O, e,
Sea ~ E M tal que rango(q.i(G,c,N)) 2=
VI i E N.
Como antes, sea {T~,... ,T4 la partición del conjunto de jugadores asociada aCO(G, e, N)
inducida por el algoritmo 1. Se distinguen dos casos:







































(Ii) Sip> 1, entonces se demostrará que ~o~(C,e, IV) = E~(O, e, IV>, para todo i E Ti,, para
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todo le 2= 1,... ,p, por inducción hacia atrás en el índice le.
Veamos que se verifica la igualdad para le 2= p: Si rango(p(O, c, IV)) = rango(E0(G, c, IV)),
entonces de las desigualdades (4.24) y (4.25), se deduce
máx{~p
1(O,c,N)/i cIV} =máx{E~(O,c,IV)¡i EIV},
entonces,
VIielj.
Luego, si (q~dO,c,IV))16~ # (E(G,c,IV)(O,c,IV))16~, entonces debe existir i E 1,
tal que ~v~(O,c,N) =E(O,c,N), de donde
>3 p1(G,c,N) <>3~(G,c,IV) = >3 c(e1),
IGl’,, tEl’,, jET,
y, por consiguiente, de la eficiencia de p(G, c, IV), se deduce
>3 c(e1)< >3 ‘p1(G,c,IV),
16l’(p—1) IGT(p—L)
en contradicción con la propiedad de pertenencia al corazón. Luego,
c, IV) = ~(G, c, IV), VI iET~.
Supóngase que p1(G,c,IV) = E~(O,c,N), para todo i E T5, para todo ¿ = le,... ,p. Se
comprobará que, en tal caso, ~1(C,c,IV) 2= ~(G,c,N) para todo le Tkl.
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VI icT5, VI l>k—1.
Obsérvese que la condición (c) se deduce del hecho de que {Tt’,... , T~.¿}, donde
= ~ T~ es la partición del conjunto de jugadores asociada a EC(O,ckl,IV)
5>k—I
inducida por el algoritmo 1 (véase el lema 4.5) y de la aplicación del razonamiento
anterior al problema <O, c~
1, IV>.
De la condición (c) y de la eficiencia de ambas soluciones, se deduce
>3 ~,~(G,ck”tN) 2= >3 EUG,ck1,N).
16l’(k—1) ieT(k—1)






Por otro lado, por hipótesis de inducción, se verifica
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Luego, de (4.27), (4.28) y de la eficiencia de ambas soluciones, se deduce




>3 ~(C, c, IV)
iGl’(k—1)
Entonces, teniendo en cuenta que la propiedad de monotonicidad implica
p1(O,ck’L,IV) =p1(G,c,IV), VI ieN,
se tiene que
~1(O,c,IV) 2= ~1(G,ckí,IV), VI zET(k—1).
Luego, de (b) y (c) se deduce
p1(O,c,IV) = 401(G,ck’L,IV) = g(C,ck’l,IV) 2= E~(O,c,IV) VI iET~j.
La caracterización de la regla igualitaria restringida se adapta al caso asimétrico siempre
y cuando el sistema admisible de pesos ¿a que define la regla igualitaria restringida ponderada
verifique ciertas condiciones.







Proposición 4.7. Sea ¿a : Y’ —* U NC¶V 1Wt~ un sistema admisible de pesos positivo. Entonces
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la regla ¿a—igualitaria restringida minimiza el rango ponderado (con respecto a ~}í5 de los
vectores de reparto sobre la clase de todos aquellos procedimientos de asignación de costes
para problemas SFTC verificando la propiedad de pertenencia al corazon.
Demostración: Se demuestra adaptando de forma directa el apartado 1) de la demostración
del teorema anterior.
Si ¿a es un sistema admisible de pesos no positivo, el teorema 4.7 se extiende siempre y
cuando el máximo y el mínimo sean calculados sobre el subconjunto de jugadores con peso
estrictamente positivo y la clase de procedimientos de asignación de costes considerada se
reduzca a todos aquellos procedimientos de asignación de costes para problemas SETO, E,
verificando la propiedad de pertenencia al corazón, tales que para todo 9 = <O, c, IV> e Y’
satisfacen 4~(G, c, IV) = O, para todo i E IV tal que ¿a~(O, e, IV) = O. A continuación se obtiene
una caracterización de las reglas ¿a—igualitarias restringidas en el caso particular en que ¿a sea
un sistema admisible de pesos positivo y homogéneo.
Definición 4.13. Se dirá que un sistema admisible de pesos ¿a es homogéneo si y sólo si ¿a es
independiente de la función de coste del problema SETO, i.e., ¿a(G, e, IV) = ¿a(G, e’, IV) para
todo par de funciones de coste e, e’.
Teorema 4.3. Sea ¿a un sistema admisible de pesos positivo y homogéneo. Entonces, la regla
¿a—igualitaria restringida es el ?inico procedimiento de asignación de costes para problemas
SFTC que minimiza el rango ponderado (con respecto a ¿a) de los vectores de reparto de
costes sobre la clase M.
Demostración: La suficiencia se demuestra adaptando de forma directa el apartado 2) de la
demostración del teorema 4.2; mientras que la necesidad ha sido probada en la proposición 4.7.
E
De hecho, el resultado de caracterización de la regla igualitaria restringida (teorema 4.2)
15tnáx ~‘ ¿~(G,c,N) ¡ eN1 Í f ¿~(G, c, 1V) ¡16 N}.
lwí(G,c,N) f w
1(G,c,N)
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es similar al resultado de caracterización de la regla media restringida de reparto propuesta
por Aadland y Kolpin (1998) para problemas del aeropuerto. No obstante, además de que
la caracterización que nosotros proponemos es válida en un contexto más amplio, la carac-
terización propuesta por ellos involucra una propiedad adicional, ordenación (ranking, en
inglés). Dicha propiedad establece que el coste asumido por los usuarios de acuerdo con el
procedimiento de asignación de costes en cuestión debe preservar el orden establecido por la
relación de precedencia (y, j.
Por último, se establece la independencia lógica de las propiedades que caracterizan a las
reglas consideradas.
Proposición 4.8. Las propiedades consideradas en el teorema de caracterización 4.8 son
lógicamente independientes, te., existen procedimientos de asignación dc costes para proble-
mas SFTC que no satisfacen exactamente cada una de ellas.
Demostración:
1. No minimización del rango ponderado: Para todo sistema admisible de pesos positivo y
homogéneo, el correspondiente valor de Shapley (dual) ponderado (ver sección 4.5) defi-
nido por el sistema de pesos (¿a(O, e, IV), {IV}) para todo problema SF370, 9 = <G,c, Y>,
verifica las propiedades de monotonicidad con respecto a la función de coste y pertenencia
al corazón, pero no minimiza el rango ponderado sobre la clase considerada.
2. No pertenencia al corazón: Para todo sistema admisible de pesos positivo y homogéneo, el
procedimiento de asignación de costes para problemas SF370 que se obtiene repartiendo
el coste global proporcionalmente al peso de cada jugador, i.e.,
<p1(C,c,IV) — w~(G,c,N) c(IV), VI i EN, VI 92= <C,c,IV> E Y,
WN(a, e, IV>
minimiza el rango medio ponderado’
6 y verifica la propiedad de monotonicidad con res-
pecto a la función de coste, pero no verifica la propiedad de pertenencia la corazon.
‘6sobre la clase de todos los procedimientos de asignación eficientes.
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3. No monotonicidad con respecto a la función de coste: Para todo sistema admisible de pe-
sos positivo y homogéneo, considérese el procedimiento de asignación de costes definido
como sigue:
Dado 9 6 Y’, sea .Ag(¿a(G,c,IV)) = {A~X0,... ,Á~’(Q)(9)} la partición definida por el
tiempo de finalización inducida por la solución ¿a(G, c, N)—igualitaria restringida de 9.
Sea C la subclase de problemas SETO compuesta por todos aquellos problemas del ae-
ropuerto para los que le(O) 2= Ag(¿a(G,c,N))~ =3, y tales que A~j(9)~ =2, para algún
1 <¿ < le(O).
Entonces, para todo problema SF370, 9 E C, sea i el jugador en más pequeño (con
respecto a ¿a(G, e, IV)) y j el jugador más grande. Es sencillo definir una perturbación de
la regla¿a—igualitaria restringida que coincida con dicho procedimiento fuera de £3 y difiera
en £3 transfiriendo una cantidad lo suficientemente pequeña del jugador? al jugador j~
como para que la única propiedad que se viole sea la de monotonicidad con respecto a la
función de coste.
Por ejemplo, para el sistema de pesos ¿a(G, e, IV) 2= 1 E R¶,, defínase~,:Y—+UNcnh/t~i
¡N¡<co
como el procedimiento de asignación de costes en Y que coincide con la regla igualitaria
restringida sobre Y\ {Qo} y y’(Qo) 2= (1, 1’5, 2’5, 3), donde Qo es el problema del aeropuerto
definidoporN={l,... ,4}, 1~.<2~<3-.<4,c1=1,c2=ca2=2yc4=3. U
4.5 Valores de Shapley ponderadas: Un enfoque dinámico
En la sección anterior se ha descrito un proceso dinámico (repartos casa—raíz) para la ob-
tención de cada nno de los elementos de la familia dc soluciones igualitarias restringidas
ponderadas. Dicho procedimiento se basa en la idea de que cada usuario pinta parte de las
carreteras que conectan su pueblo con la capital. En esta sección proponemos un proceso
dinámico (repartos raíz—casa) basado en la misma idea, pero con un planteamiento duaL En
este caso, cada usuario pinta también parte de las carreteras que conectan su pueblo con la
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capital, pero el sentido considerado es el opuesto. En primer lugar, se fijan exógenamente
puntos de suministro intermedios en el árbol de conexión original, de forma que el interés
de cada usuario se centra, en esta nueva situación, en ser conectado al punto de suministro
intermedio más cercano a su lugar de residencia. Qué fracción de cada carretera del camino
que conecta su pueblo con su correspondiente capital local pinta cada jugador depende, por
un lado del hecho de que cada jugador empieza trabajando en la carretera que parte de su
capital local (vértice raíz local que le corresponde) y, por otro lado, al igual que en el caso
anterior, de su tasa de contribución. Se demuestra que el conjunto compuesto por todos
aquellos repartos obtenidos mediante este nuevo procedimiento coincide con el conjunto de
valores de Shapley (duales) ponderados (Kalai y Samet (1988)) del juego de coste asociado
al problema de conexión.
Definición 4.14. Sea 9 = <O, e, IV> un problema SF370. Un reparto de costes raíz—casa
para 9 se define como el vector de reparto de costes, x’T.5(9), que se obtiene siguiendo el
procedimiento que se describe a continuaczon:
El coste que cada usuario debe asumir se determina en un número finito de etapas en
base a:
1. Una partición 8 = {O’,... , G”} de 9 en subproblemas (ver definición 4.4).
2. Un vector de tasas de contribución, -y e 1R~, asignadas a priori a cada uno de los
jugadores, admisible para cada mio de los elementos de la partición 3. Esto es,
9k — (‘YDicsk e W(Qk), VI le 2= 1,...
3. La partición considerada en 1. determina los puntos intermedios de suministro, i.e.,
para todo i EN, el jugador i es asignado a la raíz local rk si i E Sk, le E {1,... ,p}.
En cada etapa cada jugador contribuye a costear un determinado arco del camino que le
conecta con el punto intermedio de suministro que le ha sido asignado, empezando a contribuir
al coste del arco que parte de su raíz local.
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Claramente, el coste que cada usuario debe asumir viene dado por
x. ~ ______________7t c~e>, VI i EN, (4.29)2 ~
MXttI’.JH
donde k(i) E {1,... ,p} es tal que i E Sk(I), ~k(i) — ~‘i ~ Sk(fl~ ~k(v(i) = F(j) fl S~1~ y
±y(Fk(Í,(j))= >3 ‘ye.
tEFk (1>
Ejemplo 4.6. Sea 9 E Y el problema SF370 definido en el ejemplo 4.1. Para el vector de
tasas de contribución y = 1 E IR
10 y la partición trivial 8 2= {G}, obviamente el reparto
raíz—casa, x~’8(9), coincide con el valor de Shapley del juego de coste (IV, cQ).
Para la partición no trivial 8 = {Ot,02, &~, O~}, definida en ese mismo ejemplo, se tiene:
1. Los jugadores .11, .h, .13, .14, y .15 empiezan trabajando en el arco e
1. En la primera
jornada de trabajo cada uno pinta la quinta parte de e1. En la segunda jornada J~ deja
de trabajar (4.8(9) 2= 4), .12, J4 y .15 trabajan ene2 y Ja trabaja en e3, se pinta e2 y
un tercio de e3. En la tercera jornada .12 deja de trabajar (48(9) 2= 1~g), .h trabaja
en e4, .13 en e3 y .15 en e5, se termina de pintar e3 (4.8(9) = 14) y se pinta una novena
parte de e4 y dos novenas partes de e5. En las jornadas cuarta y quinta dejan de pintar
.1~ y .h, respectivamente, y cada mio debe pagar x7’
8(9) 2= 7~ y x”8 (9) 2= 4~.
2. Los jugadores .1v, .1g, y Jío empiezan trabajando en el arco e
6. En la primera jornada
de trabajo cada uno pinta la tercera parte de e13. En la segunda jornada Je deja de
trabajar (0.8(9) — 14), .19 trabaja ene9 y ~ trabaja en e10, se pinta e10 y un tercio
de eg. En la tercera jornada Jío deja de trabajar (0~(9) 2= 34) y .19 acaba de pintar
cg (4’~W) 2= 74).
3. Los jugadores .17 y Js pintan ey y e8, respectivamente: x7’
8(9) 2= x~”8(9) = 3.
La demostración de la coincidencia de la familia de soluciones definida previamente con
el conjunto de valores de Shapley (duales) ponderados se basa en el resultado establecido
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por Monderer et al. (1992) sobre la coincidencia del corazón de un juego cóncavo con la
familia de valores de Shapley (duales) ponderados. En particular, se hace uso de aquellos
resultados del citado trabajo que estudian las propiedades de la aplicación t, definida sobre
el conjunto de sistemas de pesos del juego cóncavo (IV, y), que asigna a cada sistema de pesos
el correspondiente valor de Shapley (dual) ponderado del juego (Y, y). A continuación se
recuerda la definición de los valores de Shapley (duales) ponderados.
Definición 4.15 (Monderer et al.). Un sistema de pesos, ¿a, es un par. (A, S), donde
A e JR’, A1 > 0, VI i E IV, y E 2= (8,, S2,.. . Sa>) es una partición ordenada del conjunto de
jugadores N.
Definición 4.16 (Monderer et al.). Dado un sistema de pesos, ¿a, se define el valor de
Shapley (dual) ponderado como la función lineal, ‘D”’ : O~ —* lfl’~, definida para cada juego
dual de unanimidad, %, como sigue:




La fracción siendo A(S) 2= >3 A1, representa el peso relativo del jugador i en la
A(S)’
coalición S.
Observación 4.4. Por la proposición 4.1 y la linealidad del valor de Shapley, se obtiene la
siguiente expresión:
~‘(cg) = >j c(eJ»Dt(u~~(J)), VI i E IV. (4.31)
jEN
Trivialmente del lema 4.3 se deduce que todo reparto raíz-casa pertenece al corazón del
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juego de coste (Y, cg). Luego, como el conjunto de todos los valores de Shapley (duales)
ponderados coincide con el corazón del juego (Monderer et al. (1992)), entonces todo re-
parto raíz—casa resulta ser un valor de Shapley (dual) ponderado. Como se demuestra a
continuación el recíproco también es cierto.
Teorema 4.4. Sea 9 = <O, c, IV> un problema SFTC, entonces para todo sistema de pesos
e.
~,,«>Wfrg) es un reparto raíz—casa.
St
Demostración: Sea bW(cg) un valor de Shapley (dual) ponderado cualquiera, entonces
«iW(cg) E core(cg).
Si PW(cg) pertenece al interior relativo de core(CQ), entonces el sistema de pesos ¿a viene
u’
dado por (A, {IV}) (ver Monderer et al. (1992)). En tal caso, se verifica
St.
2= >3ÁJk~c(ei)~ VI iEN.
jGP1 e
St’
Entonces, «W(cc) — xT~S(9), donde (‘y,S) se define como 72= A y 8 = {G}.
e’
Si ~W(cg) pertenece a una de las facetas del poliedro core(cg), entonces dependiendo del St
e
tipo de faceta de que se trate (ver proposición 4.4), se distinguen dos casos:
e’
Caso 1. Si $W(cg) pertenece a una faceta de tipo (II), sea u’
U’
u’
L = {i E IV/ «<2= O} G IV \ {i EN! i vértice hoja }.
u’
Entonces, el sistema de pesos ¿a = (A, E) es tal que E = {L, IV\L} (ver Monderer el al. (1992) u’
e’
y el estudio poliédrico llevado a cabo en la sección 4.3). Se demostrará que DW(cQ) =
e
donde 8 = {G} y y viene dado por
ej
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En tal caso, de la expresión (4.29) del reparto raíz—casa, x~’8W), se deduce
8(9) 2=
Nótese que y(F(j)) > O VIj E IV, ya que
para todo i E N \ L.
‘71
y(F(j)) c(e~), si i ~
si i E L.
{i E IV/ i vértice hoja } C IV\L y ‘y~ 2= A
1 >0,
Sean S1 = L y B2 = IV \ L, entonces máx{k/F(j) fl
3k # 0}
Luego,
F(j) 2= F(j) rl 52= {i E F(j) /‘yj 2= A
1 > 0} CE N\ L.
Así, para todo jugador j E IV se verifica
— ‘y(F(j))2= ‘71
— 2, para todo j E IV.
si i E L,
si i ~ L.
Luego, de la expresión (4.31) se deduce bW(cg) — x’~
8(9)
Caso 2. Si .bW(cg) pertenece a una faceta de tipo (1), sea J’ 2= ~ . . 3,4 la partición del
conjunto de jugadores IV asociada a la partición en subproblemas SQItW(cQ)) 2= {O’,... , GP}
inducida por «W(cg) (proposición 4.2). Se verifica (ver Monderer et al. (1992) y el es-
tudio poliédrico llevado a cabo en la sección 4.3) que el sistema de pesos ¿a es tal que
S= {S,,, S~,,... , 84, donde para todo le 2= 1,... ,p, se tiene que:
2= {Lk,Sk\Lk}, si Lk 2= {i E 3k ¡«<(cg) 2= ~} # 0.
St
Capítulo 4. Distribución del coste de una red de conexión: Juego del árbol fijo
Se demostrará que «‘“‘(cg) = x~~’8(9), donde 8 = SQI””(cg)) es la partición en subproble-
mas inducida por «‘“‘(cg) y -y viene dado por
si tNcg) = O,
si «‘f(cg) > 0.










Veamos que «““(cg) coincide con xi%S(G). Si j ~ Pj, entonces «‘~‘(u~(~)) — u’0. En otro
u’
caso, cabe distinguir entre dos posibilidades:
U’
(i) Si j ~ P~ rl Sk(I), entonces F(j) C F(j) fl 8,, para algún ¿ < k(i). Luego, i ~
U’
U’y
por consiguiente, «‘~“ (u.~) 2=
(u) Sij E PiflSkc~), entonces se debe distinguir, de nuevo, entre dos casos:











B. Si 2= {Lk(i), 8k(i) \ Lk(I)}, entonces siguiendo el mismo razonamiento que en el
caso 1, se tiene que:
U’
Si «‘~‘ (cg) = O (i.e., i E ==~ «‘r(~~) 2=0.
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Luego, de la expresión (4.31) se deduce «‘“‘(ca) — x~’8(9). E
La coincidencia entre la familia de repartos raíz—casa y la familia de valores de Shapley
(duales) ponderados pone de manifiesto la relación en cierto ¡nodo dual existente entre ambas
familias de soluciones. En particular, tiene especial interés larelación entre el valor de Shapley
Qn = (1, jN})) y la solución igualitaria restringida de Dutta y Ray (u> = 1): mientras que esta
~1tima trata de ser lo más solidaria posible, siempre manteniendo una conducta consistente
con sus preferencias personales, el valor de Shapley tiende a acentuar las diferencias.
4.6 Extensión del modelo: Juego del árbol fijo con tasas de
participación
En esta sección estudiamos las posibilidades que ofrece el considerar la formación de coali-
ciones con tasas de participación en el contexto que nos ocupa: Juegos del árbol fijo.
En el modelo presentado en las secciones anteriores no se han considerado ni el nivel
de rendimiento de cada una de las conexiones que componían la red, ni las necesidades de
suministro específicas de cada uno de los usuarios. En este modelo se asume implícitamente
que, o bien el coste involucrado no depende del nivel de uso que se haga de la conexión, o
bien los costes vienen dados en función del precio que cuesta mantener la red en condiciones
óptimas y los usuarios no se plantean la posibilidad de modificar el servicio de mantenimiento
de la red.
Basándonos en este planteamiento, proponemos y exploramos diferentes extensiones del
juego original, incorporando al modelo la posibilidad de que los usuarios se planteen qué
nivel de uso van a solicitar. La primera de ellas, problema SF370 con tasas de participación
y con pérdidas, extiende un juego del árbol fijo a partir del problema SETO que lo define.
La segunda, familia de t—extensiones, lo extiende a través de la representación del juego en
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función de la base de juegos duales de unanimidad. Por último, consideramos dos extensiones
de carácter general: la extensión multilineal (Owen (1972)) y la extensión de Cornet (Cornet
(1975)). Para cada una de ellas, se analiza el comportamiento del corazón del juego con tasas
de participación en relación con el corazón del juego nítido.
La definición de problema SF370 con tasas de participación y con pérdidas, que denota-
remos por problema p—SFTC, generaliza el concepto de problema SF370 a partir del análisis
de las características del tipo de situaciones que quieren ser incorporadas al modelo.
Dado un problema SF370, 9 = <O, c, IV>, supondremos que el coste asociado a cada
conexión se corresponde con el coste de mantener dicha conexión a pleno rendimiento, de tal
manera que si una cierta conexión e~ es requerida por el sistema con un nivel de rendimiento
del ‘i’ por uno entonces, el coste de mantenimiento vierte dado por una función monótona
no decreciente, C~, definida sobre el intervalo [0,1], verificando las condiciones de contorno
Cg(O) = O y C1(1) 2= c(e~). Nos referiremos a la función 0 2= (Ci,... , Cn) como función de
coste extendido.
Teniendo en cuenta las consecuencias derivadas de que el nivel de rendimiento de la red no
sea suficiente para satisfacer óptimamente todas las necesidades de los usuarios, resulta lógico
incorporar al modelo una nueva función de coste, d 2= (di,... , 4), definida sobre el intervalo
[0, 1] en E~,, que refleje lo que supone para cada usuario la pérdida, en términos relativos,
de suministro, i.e., d~(’r) representa el coste que debe asumir el usuario i, 2= 1,... , u, por
la pérdida del i- por uno de suministro. Cada campo escalar d~ : [O,1] -~ 1R+ deberá ser
monótono no decreciente y verificar di(O) 2= ~. A esta función la denominaremos función de
pérdida.
Así, un problema p—SFTC vendrá dado por una tripleta Q 2= <9, C, d>, donde 9 2= <0, c, IV>
es un problema SF370 y 5 y d son las funciones de coste extendido y de pérdida, respectiva-
mente.
Mientras que un problema SF370 genera un juego de coste nítido, un problema p—SFTC
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generará unjuego de coste con tasas de participación (IV, cas). En este caso, dada una coalición
con tasas de participación, r E [O,l]’t r~ representa el nivel de uso requerido por el jugador
(usuario) ~,~ 2= 1,... , n. El coste c~(r) de una coalición con tasas de participación vendrá
dado por el coste necesario para satisfacer las peticiones de todos sus miembros, y por el coste
de no conexión de aquellos jugadores que participan en la coalición en un grado estrictaanente
positivo (la coalición no se hace cargo del coste por no conexión de aquellos jugadores que
no se involucran en ella).
Definición 4.17. Para todo problema p—SF37C, g = <g, £17, d>, se define el juego de coste
generado por 9, como el juego con tasas de participación, (N, c4), cuya función característica
está definida por
c~(r)=~éj(&(r))+ >3 d~(1—6í(r)), y re¡o,Ijn,
iEN icSop(r)
donde &i(r) = máx{rj/j E E(i)}, = 1,...n, SopQr) 2= {i E N/r1 > O} es el soporte de
la coalición con tasas de participación r y ca(O) = O.
El juego así definido extiende el juego de coste nítido (N, cg) asociado al problema SETO
9. Luego, cabe esperar que el corazón del juego con tasas de participación reduzca el del
juego nítido. Veamos qué ocurre si las funciones de coste C~, = 1, ... , n son cóncavas,
condición que, por otra parte, resulta natural exigir.
Proposición 4.9. Sea <9, 6~, d> un problema p-SFTC tal que C1, i = 1,... , n, es una función
cóncava, entonces core(cg) = core(c~).
Demostración: Veamos que se verifica la igualdad probando la doble inclusión. Para com-
probar la inclusión core(c~) c core(cg) se probará que (IV, c~) extiende eljuego nítido (Y, cg).
Sea x
5 CE N una coalición nítida no vacía, entonces
ój(xs)=O, VI ~
a”
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6j(xs)=l, VI iESop(xS)~~S.
Luego, de las condiciones de contorno impuestas a las funciones C y d, se deduce trivialmente
que cj(x8) = cg(S), VI 8 C IV, y por consiguiente, core(c~) C core(cg).
En cuanto a la otra inclusión, core(eg) C core(c~c), considérese el juego con tasas de
participación (Y, k) definido por
k(-r) =>3 6
2(r)c(e~), VI r E [O,1]~
iCN
Se probará que core(cg) ~ core(k) § core(c~).
Veamos que core(k) G core(có): C~, i 2= 1, ... , u, es una función cóncava verificando las
condiciones de contorno Cf(O) = O y C~(l) = <ef), entonces,





Entonces, de la igualdad c~(IV) = k(N), se deduce core(k) ~ core(c~’).
Veamos que core(cg) § core(k): Sea x un vector de reparto de costes en core(cg) cual-
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donde y’,... , yn pertenecen al simplex unidad en IRF(i), J 2= 1,... ,n, respectivamente.
Luego, para toda coalición con tasas de participación r E [O1]~ se verifica
72
= >3r.>3v~c(e3) = >3c(e~) >3 ~ =
ieN i~N jQP~ jZnl iEF(j)
II n
<>3c(e3) >3 c5j(r)¡4 = >3c(ej)áj(r) =k(r).
Luego, x E core(k).
A continuación nos centraremos en aquellas extensiones que se definen a partir del juego
de coste asociado a un problema SF370.




Luego, diferentes extensiones de los juegos duales de unanimidad, {(IV, i1)} SCN’ darán
lugar a diferentes extensiones del juego (IV, cg) sin más que definir
ag(r) 2= >3 c(e2)ii~(~)(r), VI r E [O,1]”.
iEN
Las extensiones de los juegos duales de unanimidad con las que trabajaremos surgen de
considerar que dichos juegos se corresponden con el operadorlógico clásico “o”, i.e., u~(T) = 1
siysólosii1 ES ó i2 ES ó... ó it ES, siendol = {i1,... ,it}. Entalcaso, todooperador
de agregación que generalice la noción de disyunción de la lógica clásica definirá una posible
extensión. En el contexto de la lógica difusa estos operadores vienen dados por conormas
ea’




Definición 4.18. Se define una conorma triangular (t—conorma) como una función U’




(iv) Condición de contorno: ¡(x, 0) 2= z, VI x E [0,1].
Aplicando la asociatividad, se define recursivamente r : [0,1]” —* [0,1] como
?Gti,... ,xn) 2= ~(r—’(x1,...,xni),xn) 2= ~(xi,r”1(x2,... ,ír,,)), VI x e [0,lfl.
Definición 4.19. Dado un juego del árbol fijo (IV,cg), se define su tg—extensión como el
juego con tasas de participación (IV, c~) dado por
cb(r) 2= >3c(et)u~(1)(r), VI rE [0,1P
iGN
donde, para toda coalición 1 CE IV no vacía, el juego (IV, 4) es
VI r E [O,ir,
conrT =(ri)i~T y t=JT¡.
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t—extensión. Se corresponde con la trextensión asociada a la t—conorma probabilística,
«x,y) =1—(1—z)(1—y)=z+y—xv, VI (z,y) E [O,1]2.
En este caso,
uF(j)(T) =1—’ fi (1—7’), VI rE [O,1f, VI ieN.
jCF(t)
2. La fr-extensión asociada a la t—conorma del máximo es un caso particular de juego
asociado a un problema p—SF37C en el que las funciones de coste extendido son C~(x) =
c(e1)x, i = 1,... ,n, y la función de pérdida es nula.
Precisamente, este último ejemplo (el que la t¡—extensión definida por el máximo sea
un juego generado por un problema p—SFTC) pone de manifiesto que ninguna t¡-extensión
reduce el corazón del juego nítido; ya que el máximo es la mínima t—conorma. Luego, para
toda trextensión, (IV, c¿), se verifica
VI rE[O,lfl,
y, por tanto, core(cg) C core(c~1á~<) C corec~.
Por último, ya sólo queda por analizar la extensión de Cornet (1975) de un juego del árbol
fijo. Se comprobará que esta extensión sí reduce el corazón del juego original. Concretamente,
el corazón contiene, a lo sumo, a un único punto, el valor de Shapley del juego del árbol fijo.
Definición 4.20 (Cornet (1975)). Dado un juego TU (N,v) e On, se define su extensión
de Cornet como el juego contasas de participación, (N, ¿ay) e rIr, con función característica:
¿av(r) >3 as(v)(Hr~)~, VI rE [O,lfl,
SCN
e’
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dondes=ISj y
as(v) 2= >3(~1)stv(T), VI SG IV St
TCS St
St
es el dividendo de la coalición 5, i.e., cantidad de que dispone la coalición 5 para repartir e’
entre sus miembros’7. e’
St
e”Qué parte del dividendo de la coalición 3 recibe una coalición con tasas de participación,
St
r, depende de la participación media15 de los individuos de 3 en la coalición r.
ej
tú





¿acgQr) = >3 c(eO [ >j (—1~~’ (JjIj ~~)“], VI r e [O,1]~. (4.32) e’
leN SGF(i) JCS e’
es
Proposición 4.10. Para todo juego del árbol fijo, (IV, cg), generado por un problema SFTC e’
se verifica que core(¿acg) ~ {«‘(cg)}, donde «‘(cg) es el valor de Shapley del juego (N,cg). u’
e’
St.
Demostración: En primer lugar, se demostrará que si ~ E core(¿acg) entonces p~ 2= «‘dcg)
U’
para todo vértice i que no sea una hoja del árbol, comprobando la desigualdad en ambos
sentidos. u’
e
Veamos que se verifica la desigualdad (pi =«‘j(cg), para todo jugador i no residente en e’
las hojas del árbol y para toda imputación ~oe core(¿acg). Sea ‘-y(i) E [O,lfl la coalición con e’




¿acg(’7(i)) =cg(IV)+’mi(’7), VI ‘ye[O,1], VI iE {j EN/¡F(j)¡ =2}, es
‘7E1 dividendo de una coalición 8’ C N no vada se corresponde con el coeficiente asociado al juego de es
unanimidad, (N,us), en la expresión del juego (N, y) en función de la base {(N,us)}scN. e’
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c(e~) VI ‘76 [0,1]
ysiendo V& = {j EN! IF(ñI =k}, k 1,... ,n.
Así, si ~ E core(¿acg) entonces, de las desigualdades del corazón correspondientes a las
coaliciones de la forma ‘7(i), se deduce que
VI ‘76 [0,1), VI iEN\Vi.
Tomando límites se tiene que
pj>lñn m~ (‘7
)
y—fi ‘7- 1 VI iEN\Vi.
Para calcular este límite se debe tener en cuenta que, reordenando los términos de la suma
que define la función m1, se obtiene
C k—1$ 1/-y r4.r)k=2 t=0 >3JCPÍflVk VI ‘76 [0,1],
de donde, aplicando el cálculo combinatorio, se deduce que m~(1) 2= o . Entonces, calculando




c(e1) = VI iEIV\V1,
‘71’
(4.33)
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se tiene que
vi =«‘dcg), VI iEN\14.
Para demostrar la desigualdad en sentido contrario, p~ =«‘~cg), VI i E N\Vi, se procede
de la misma forma pero, considerando ahora, las desigualdades del corazón correspondientes
a coaliciones de la forma y(N\ {i}) 2= (11,7), donde ~¡= (‘y,... «y) E [O,1]fl—1. En este caso,
para todo jugador i & IV \ Vi el coste de la coalición ‘-4N \ {i}) en el juego extendido es:
¿acg(’7(N \ {i})) = cg(IV) + r~(’y), VI ‘y E [0,1],






Sea so E core(¿acg), entonces
y-4l 1 — ‘y VIieIV\¼.
Siguiendo los mismos pasos que antes para el cálculo del límite, se comprueba que
(4.35)
Una vez probada la igualdad c,o~ = «‘1(cg) para todo jugador i no residente en las hojas
del árbol y para toda imputación ~ E coreQocg), estamos en condiciones de probar que dicha
igualdad se da también para aquellos jugadores que residen en las hojas.
(4.34)
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En primer lugar, se demostrará que para todo i E Vi se verifica (p1 =c(e~) + «‘j* (cg),
siendo J~ 2= ir(i). Para ello seguiremos el mismo razonamiento desarrollado para probar la
desigualdad (4.35).
En este caso, para todo jugador i E ¾,el coste de la coalición -y(IV \ {i}) en el juego
extendido viene dado por
wcgQy(N \ {i})) 2= ‘y(cg(N) — c(e~)) + r~Qy), VI ‘7e[O,1],
donde la función r~ se define como en (4.34). Obsérvese que en este caso, las funciones r1 se
pueden expresar como
r1(’y) 2=c(e1) +r1*(y), VI -ye [0,1],
Sea so e core(wcg), entonces
1—-y
de donde se deduce
~i =c(e1) + «‘j*(cg), VI ¡EV1. (4.36)
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mientras que, de la coincidencia ya probada y de la eficiencia de ~, se deduce que
>379:2= >3 (IF(j)¡—1)«’j(cg), (4.37)
donde ir(Vi) = {w(i) E IV!i e V1} es el conjunto de padres de los vértices hoja. Por tanto,
utilizando la desigualdad (4.36), se tiene que
E
En el caso de que la extensión de Cornet de todo juego dual de unanimidad sea convexa,
en cuyo caso se verificaría que la extensión de todo juego del árbol fijo también lo es, se
tendría (ver Aubin (1981)) que
core(wcg) 2= { Dwcg(N) } = { «‘(cg) }
donde Dwcg(N) es el gradiente de wcq evaluado en 1 IV.
4.7 Prenucléolo mínimo cuadrático: Cálculo y propiedades
Concluimos este capítulo con el estudio de las propiedades del prenucléolo mínimo cuadrático
como procedimiento de asignación de costes paraproblemas FIO no necesariamente estándar.
Se considerará el caso más general en el que del vértice raíz puede emanar más de un arco,
ya que el prenucléolo mínimo cuadrático no es en general descomponible.
Sea Y~ el conjunto compuesto por todos aquellos problemas PTO verificando las mismas
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que del vértice raíz sólo puede partir un arco. En lo que sigue, cada vez que nos refiramos
al prenucléolo mínimo cuadrático nos estaremos refiriendo al procedimiento de asignación de
costes, A : F~ -4 U ~ IR71, que asigna a cada problema 9 = <O, e, IV> E Y. el prenucléolo
~N~<oo
mínimo cuadrático del juego (N,cg), A(O,c, IV) E IR71.
A continuación deducimos su expresión en función de los parámetros que definen un juego
del árbol fijo generado por un problema ETC 9 E Y,.
Dado 9 = <G,c,N> e Y,, sea L
1(G) 2= {~ e IV ¡ ir(i) = r} el conjunto de vértices que
componen la primera capa del árbol. El prenucléolo mínimo cuadrático del juego del árbol
fijo (IV, cg) generado por 9 viene dado por:




Aí(cg) = Aff(l) (cg) + 2k”” VI i ~ L1(O), (4.39)
donde f~ = ¡F(i)¡, para todo i E IV.
Estudiemos algunas de las propiedades que se exigen a un mecanismo de asignación de
costes para problemas ETC.
Sea (p un procedimiento de asignación de costes en Y,. Se dice que ~ verifica la propiedad
de:
(i) Ordenación justa con respecto a la relación de precedencia (Maschler et al. (1995)) si
para todo 9 E Y, se verifica que i -< j implica que (pj (O, e, IV) =(pj (O, e,N), para todo
par de jugadores i,j e IV.
(u) Simetría con respecto a los costes individuales si para todo 9 E Y, se verifica que
cg({i}) = cg({j}) implica que (p1(O,c,IV) 2= so~(O,c,IV), para todo par de jugadores
i,j E IV.
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(iii) Ordenación justa con respecto a los costes individuales si para todo 9 6 Y, se verifica
quecg({i}) =cg({j}) implicaque&p1(O,c,IV) =so1(G,c,N), paratodopardejugadores
t,j E IV.
(iv) Monotonicidad con respecto a la función de coste (Mascliler et al. (1995), Sudhélter y
Potters (1995), Aadland y Rolpin (1998)) si y sólo si para todo par de problemas en
Y., 9 = <O, c, IV> y 9’ = <O, c’, IV>, tales que 8 =c se verifica
9V1(O,c’,N)=9VdO,c,N), VI tEN.
(y) Monotanicidad en coste (Gellekom y Potters (1997)) si y sólo si para todo par de pro-
blernas en Y., 9 = <O, e, IV> y 9’ 2= <Q,e’, IV>, tales que existe i E IV con c(e1) < c’(e1)
y c(ej) = c’(e~) para todo j ~ i, se verifica
cpj(O,c,N) <9Vg(G,c’,IV), VI JEF(i).
(vi) Monotonicidad coalicional (Sudhñlter y Potters (1995)) si y sólo si para todo par de
problemas en Y,, 9 = <G,c,IV> y 9’ 2= <O,c’,IV>, tales que existe un tronco T0 de O
con c(e1) =¿(e1), VI i EN \ T0 y c(e1) 2= c’(e1), VI i e ~‘0 \ {r}, se verifica
cp1(G,c,IV) =9V1(O,c’,IV), VI i « To.
(vii) Monotonicidad con respecto al camino si y sólo si para
9 = <G,c,N> y 9> = <G,c’,IV>, tales que existej EN
c(e1) =d(e~), VI i E IV, se verifica
todo par de problemas en Y,,
con c(e~) 2= ¿(ef), VI i E P1 y
cp¿(G,c’,IV) =9V1(C, e, IV), VI i E ¾
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(viii) Pertenencia al corazón si y sólo si ~(G,e, IV) e core(cg), para todo problema SETO
9 = <G,c,IV> eY,.
Proposición 4.11. El prenucléolo rn<nimo cuadrático verifica las propiedades (i), (iv), (y)
y (vi).
Demostración: Sea 9 = <O, e, IV> e Y,, a continuación comprobaremos que A(G,c, IV)
verifica las condiciones establecidas en las propiedades (i), (iv) y (vi).
(i) Ordenación justa con resp~to a la relación de precedencia
:
Si j ~ i, entonces de la expresión (4.39) de A(cg) se deduce
A1(O,c,N) = A1(G,c,N) + >3 ~ =Aj(G,c,IV)
kePíj-<k
(iv) Monotonicidad con respecto a la función de coste
:
Sea 9’ E Y, un problema ETC tal que 9’ = <0,8, IV> con ¿ =e. De la expresión
(4.39) se deduce que para probar >40, e, IV) =>40, e’, IV) es suficiente demostrar que
e, IV) =A1(O, e’, IV) para todo vértice i e Li(O).
Teniendo en cuenta que 2”~’ > z VI x E Z1, x> 1 se tiene que
A1(G,c,IV) 2=-.. >3(i — 2/~ ~)c(ej) + c(e±
)
fj N, ¿(e1) _
2~ 1)c(e,) + 211 — AdO, e’, IV),
geN
VI ieL1(O).
(y) Monotonicidad en coste
Sea 9’ = <O,c’,IV> e Y. un problema FTC tal que existe i E IV con c(e1) < ¿(ef) y
c(e1) 2= c’(e~) para todo j ~ i. Distinguiremos dos casos:
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— Si i e L1(O), entonces trivialmente de (4.38) se deduce que
>~~(O, e, IV) < A¿(O, c’, IV).
Entonces, teniendo en cuenta que c(e~) 2= ¿(e),
tiene que
A5(G, e, IV) <z A~(O, e’, IV),
VI j e F(i) \ {i}, de (4.39) se
VI jeF(i).
— Si i ~ L1(0), entonces de la propiedad de monotonicidad con respecto a la función
coste, se deduce
VI JEIV.
En particular, Ar(i)(O, c, N) =>‘r(i>(O, e’, IV). Entonces,
c(e~) e(e1
)
A~(G,c,N) = Aff(40, e, IV) + jy—j- =>tir(i)(O,c’,N) + 2W’1
St
< A,r~j~ (0, e’, IV) c’(e~+ 2fi1 e’
e’
es
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Siguiendo el mismo razonamiento que el desarrollado en (iv), se tiene que




Por el contrario, los siguientes ejemplos muestran que, en general, el resto de las propie-
dades no se verifican.
Ejemplo 4.7. Considérese el problema ETC, 9 = <O, c, IV>, representado en la siguiente
figura:
Se tiene que
17 7 7 7
— 1— 3— 2—).5’ 10’ 10’ 10’ lO
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>d0,c,N> 2= «‘(cg) 2=
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En particular, A40, e, IV) = > 2~% 2= As(O,c,IV) y cg({4}) = cg({5}). Luego, A no
verifica la propiedad (ji) de simetría con respecto a los costes individuales y, por tanto,
tampoco verifica la propiedad (iii) de ordenación justa con respecto a los costes individuales.
El valor de Shapley y la solución igualitaria restringida tampoco las verifican. Lo que
resulta natural, ya que los costes individuales no tienen en cuenta la estructura del árbol.
Ejemplo 4.8. Considérense los problemas ETC, 9 y 9’, representados a continuación:
c’(e~) = c(e1), VI i E P3 y c’(ej) =c(ej), VI j E N, sin embargo
A¡(G,c,N) = 21 <1220 20
Luego, el prenucléolo mínimo cuadrático no verifica la propiedad (vii) de monotonicidad con
respecto al camino.
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al corazón del juego (propiedad (viii)).
Ejemplo 4.9. Considérese el problema SFTC, 9 2= <0, c, IV>, representado en la siguiente
figura:
De acuerdo con el prenucléolo mínimo cuadrático, el jugador 1 debe asumir un coste
de >q(cg) = 25 > 1 2= cg ({ 11). Luego, el prenucléolo mínimo cuadrático no es ni siquiera
individualmente racional.
En este pmíto, cabe preguntarse si el nucléolo mínimo cuadrático verifica la propiedad de
pertenencia al corazón. No obstante, y pese a que el corazón de un juego del árbol fijo es muy
“grande”, el nucléolo mínimo cuadrático tampoco pertenece en general al corazón del juego.
Se comprueba que para el ejemplo 4.9 A(cg) = (1, 6’3, 3’55, 713,9/3, 4’55) y considerando la
coalición 5 = {1,3,6}, se tiene que >3A~(cg) = 9’1 > cg(S).
La siguiente tabla resume los resultados obtenidos anteriormente. Asimismo, también











Ordenación justa con respecto a
la relación de precedencia Si Si Si
Simetría con respecto a los costes
individuales No No No
Ordenación justa con respecto a
los costes individuales No No No
Monotonicidad con respecto a la
función de coste Si Si Si
Monotonicidad en coste Si Si Si
Monotonicidad coalicional Si Si Si
Monotonicidad con respecto al
camino No No 5’
Pertenencia al corazón No Si Si
4.8 Conclusiones
En este trabajo hemos tratado de profundizar en el proceso que lleva a los usuarios de una
red de conexión a decantarse por uno u otro reparto en el corazón del juego, a través de la
definición de la familia de soluciones igualitarias restringidas ponderadas. En cuanto a su
interpretación dinámica, cabe destacar su utilidad a la hora de ayudarnos a comprender el
comportamiento local de estas soluciones. En cuanto a su caracterización como reglas de
asignación de costes, centrándonos en la caracterización de la regla igualitaria restringida,
cabe destacar el hecho de que en ella quedan reflejados los intereses que mueven a los usuarios
cuando eligen esta regla como mecanismo de reparto.
En lo que respecta a las diferentes extensiones de un juego del árbol fijo que hemos conside-
rado, se debe hacer notar que cada una de ellas puede dar lugar a diferentes interpretaciones.
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Cuál de ellas es la más adecuada dependerá de la situación concreta de que se trate. Por otro
lado, el hecho de que el corazón del juego original sólo se reduzca cuando se trabaja con la
extensión de Cornet, pone de manifiesto la robustez del corazón de este tipo de juegos.
Por último, del estudio del prenucléolo y el nucléolo mínimos cuadráticos, se desprende
que, en este tipo de situaciones, en las que no parece razonable que los usuarios acaben

















































Proposición 1. El valor en FP~ p~ definido en la demostración de la proposición 2.8 ved-
fica los axiomas de: (i) eficiencia, (u) juego inesencial u (iii) rnonotonicidad con respecto a
las contribuciones marginales medías.
Demostración: Recordemos que (p3(N, £9 viene dado por el vector de pagos que se obtiene
mediante el siguiente algoritmo:
PASO 1: Considérese el conjunto K = {j E N!¿j(ii) < iI({j}) }.
Si 1< 2= ~ entonces 9V3Q5) :=r ¿(£9. Parar.
En otro caso, ir al paso siguiente.
PASO 2: Sea Jo EX tal que ej
0 (75) 2= mínt1(£9.
jeK
Considérese la partición 5, T del conjunto de jugadores IV dada por
2= {iEN\K¡ci(£9<cj0(£9},
3 2= {iEIV!ci(£9=c40(79}
Si §1’ 2= ~, entonces q,3(£9 :— 6(19. Parar.





donde b=£«{Jo})~EJ0(79>O, s=IS~ y t=}T~. Parar.






Sea (IV, £9 £ PE~ un juego difuso cualquiera. Si (p3Qi~ 2= C(i~), entonces,
es
>3~(£9 2= £J(N). U’
iEN es
e’
En otro caso, existe una partición fi, S} de IV, y existe 8 > O, tales que es
e’
>3~£9=>3%£9~-~4) +>3(¿~£9~i-6)=>3i(£9=75(N), u’
leN jeT jeS leN e’
e’
donde 5= S¡ y t=t Tj. u’
U’
(u> Juego inesencial: u’







(iii) Monotonicidad con respecto a las contribuciones marginales medias: u’
u’
Sea (IV,£9 E un juego difuso cualquiera, entonces:
Si (p3(75) ‘— ¿(£9, entonces para todo par de jugadores i,j e IV, cí(15) =c~(£9 implica e’
2= £~@) =¿719 2= Y}(£9. e’
e’
En otro caso, sean i, j e IV , i # j dos jugadores cualesquiera. Supongamos, sin pérdida e..
de la generalidad, que c~(19 =c~(%5). Se deben considerar las siguientes situaciones: e
e.
1. Los dos jugadores pertenecen al mismo elemento de la partición { 5, T}
e”
2. iET,jES e’
3. i £S,JET u’
e’





1. Si i,j E T, entonces,
sd
~ =~4(£9.
Si i,j ES, entonces,
4(19= Ld19+¿ =
2. Si i EX y j E 5, entonces,
= pft19.




3. Si i E S y j E T, entonces,
c~(£9 =cj~(£9> cj(£9.
Por hipótesis c5(7;) =c~(£9, en contradicción con la desigualdad anterior. Luego, la
soj(19.
situación 3 no es factible.
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Apéndice 13
En este apéndice se estudian las propiedades esenciales del corazón mínimo de un problema
de asignación de costes, definido en la sección 2.5 del capítulo 2.
Proposición 2. Para todo problema de asignación de costes, (c, a) E CA”’, se verifico que
LC(c, a) es no vacío, convexo y compacto. Ademós, si el conjunto C(c, a) es no vacío,
entonces LC(c,a) = C(c,a).
Demostración: En primer lugar, se demostrará que el corazón miimo de todo problema
de asignación de costes en CA”’ es no vacio.
Dado un problema de asignación de costes, (c, a) E CA””, sea O : IR”’ —~ IR, la función
definida como
6(p)=máx{c(z)—P(p,z>/zED(a)}, VI pEE”’.
O está bien definida y es una función convexa en IR”’, y por consiguiente continua:
1>) Fijado pe ¡fl~, la función c-’P(p,.) es continua en ¡Hm, entonces el supremo en
compacto, se alcanza.
(u) Para cada z e D(a) la función de pago 14., z) es lineal en p, luego c(z) — P(., z), como
función de p, es convexa para todo z E D(a), y por tanto el máximo en z es también
una función convexa.
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pi =o, = 1,... , ni.
La región factible del problema es compacta y la función objetivo es continua, entonces el
problema tiene solución. Sea e su valor óptimo, si p e H(c, a) es tal que Pi c(a~, O) —e
para algún 1 <i <ni, entonces se verifica
c(a~, O) — e = ~ ~ ínf{9(p) /p E H(c,a) }.








Problema que, obviamente, tiene solución. Luego,




La convexidad del conjunto LC(c, a) se deduce de la convexidad del hipografo de una
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función convexa: LC(c, a) se puede expresar como intersección de dos conjuntos convexos,
LC(c, a) = { p e IRm/ 0(p) =8 } fl H(c, a),
donde 8 es el valor óptimo del problema que define el corazón mínimo.
En cuanto a la compacidad, basta con tener en cuenta que
1
LC(c,a) = 0—1(3) fl{p e H(c,a) /n =—(c(a~,O) —E), VIi = 1,... ,m.}.
O es continua y {8} es un cerrado, entonces 9~1(3) es cerrado. Luego LC(c, cx) es cerrado
(por ser intersección de cerrados) y está contenido en un compacto. Por lo tanto, LC(c, a)
es compacto.
Por último, la coincidencia entre LC(c, a) y C(c, a), en caso de ser éste no vacío, es
consecuencia inmediata de la desigualdad 0(p) =O, para todo p E H(c, a). E
La siguiente definición hace referencia al concepto de solución para juegos con tasas de
participación “equivalente” al corazón mínimo de un problema de asignación de costes.
fl,.fl.Z,JX.. 1 fl,.A’. ~ A,. ~ 1T~T Z’~ r r’rrz .1.’42..,.,.1’.’.... -
un juegu uun UU.~ab Ut ptLL uiiaipaiaiuii ~,Iv, ti) tr .1’’ , be UCtIIIC Cl u¿},íiiZOn
mínimo del juego, LC(£9, como el siguiente conjunto de preimputaciones
LC(£9 = ‘(x E PI(£9 / mm máx a(y,r) 2= máx e(x, r)l
Observación 1. Dado un problema de asignación de costes, (c, a) E CA”’, sea (M, ~) el
juego de ganancias asociado, entonces se verifica:
















































En este apéndice se dan ejemplos de juegos de producción lineal controlados por comités en
los que no todos los juegos de control son equilibrados. En el primero de ellos el corazón del
juego de producción lineal es no vacío; mientras que, por el contrario, en el segmido de ellos,
el juego de producción lineal es no equilibrado.
Ejemplo 1. Considérese la situación descrita en el ejemplo 3.1 (pág. 121), con la salvedad
de que, en este caso, cada uno de los recursos se encuentra disponible en el mercado en dos
lotes, B y B~, Iv 2=1,2.
• El control del lote Bf, consistente en
simple (IV, u]), definido por MW(u{)
• El control del lote B?, consistente en
(equilibrado) de unanimidad respecto
2 unidades de producto 1, viene dado
2= { {lj}, {2, 3} }. En dicho caso, C(u})
4 unidades de producto 1, viene dado
de la coalición total, u? uN.
por el juego
por el juego
• El control del lote B~, consistente en 4 unidades de producto 2, viene dado
simple (equilibrado) (N, z4), definido por MYI>(u’> — { {1 2}, {2, 3} 1•
• El control del lote B~, consistente en 4 unidades de producto 2, viene dado




El juego de producción lineal controlado por comités (IV, y), viene dado por:
v({i})=O, y iEIV,








C(v) = { x E IR3 / O =Xl <2 18}#0.
eN
Ejemplo 2. Para la misma situación del ejemplo anterior, considérense los siguientes juegos
de control:
• El control del lote BI, consistente en 2 unidades de producto 1, viene dado por el juego
simple (IV, uf), definido por MW(u1) — { {1}, {2, 3} }. En dicho caso, C(ul) 2= 0.
• El control del lote B?, consistente en 4 unidades de producto 1, viene dado por el juego
(equilibrado) de unanimidad respecto de la coalición 5 = {2, 3}, u? us.
• El control del lote B~, consistente en 4 unidades de producto 2, viene dado por el juego
simple (equilibrado) (IV, u~), definido por MW(~4) 2= { {1, 2}, {2, 3} }.
• El control del lote B~, consistente en 4 unidades de producto 2, viene dado por el juego
simple (IV, ufl, definido por MVV(u2) — { {1}, {2, 3} }. En dicho caso, C(u~) 2=
El juego de producción lineal controlado por comités (IV, y), viene dado por:
v({1})r 8, v({i})=O, i2,3,
v({1,2})= 8, v({1,3})= 8, v({2, 3}) 2= v(IV) = 18. es
ti



































En este apéndice se muestra que el asumir la condición (iv) en el modelo SETO (cada vértice
está ocupado por un único usuario) no es restrictivo.
Se comprobará que dado un problema standard tree enterprise (Granot et al., 1996),
6 = <G,c,IV,fN>, donde 0 2= (VE), c : E —* 114 y IV se corresponden con los mismos
elementos que en un problema SETO, mientras que fN : y \ {r} —* P(IV), es una función
que asigua a cada vértice del árbol el subconjunto de jugadores que reside en el mismo, existe
un problema SETO, al que denotaremos por 9(8), tal que los juegos de coste asociados a
ambos problemas coinciden.
Dado £ = <0, c, IV, fN>, considérese el problema SETO 9(6) definido a partir de E
mediante el siguiente procedimiento:
Para todo vértice p E V \ {r}, sea e~, el arco de O que incide en dicho vértice, entonces
sustitúyase e~ por fN (p) arcos, el primero de ellos (el más cercano al vértice raíz) con coste
y el resto con coste O, y sitúese a cada uno de los miembros de fN(p) en cada uno de
los nuevos vértices.
Ejemplo 4.10. Sea ¿ 2= <0, c, IV, fN> el problema standard tree enterprise definido por
IV = {1, 2,3,4,5,6, 71, el árbol O y la función de coste representados a continuación:
r
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y fN(v1) 2= {1},fN(v2) 2= {2,3},fN(v3) 2= {4,5},fN(v4) = {6} y fN(v5) {7}.
El problema SFTC 9(6) viene dado por
Se comprueba de forma inmediata que los juegos de coste asociados a ambos problemas,
£ y 9(6), coinciden.
Del mismo modo, adaptando de forma natural la definición de vector de pesos admisible
para un problema standard tree enterprise, esto es, teniendo en cuenta que la única restricción
que debe incorporarse es la necesaria para impedir que un arco se quede sin pintar, se tiene
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