Abstract-This paper describes the performance of the MPEG-4 still texture image codec in coding noisy images. As will be shown, when using the MPEG-4 still texture image codec to compress a noisy image, increasing the compression rate does not necessarily imply reducing the peak-signal-to-noise ratio (PSNR) of the decoded image. An optimal operating point having the highest PSNR can be obtained within the low bit rate region. Nevertheless, the visual quality of the decoded noisy image at this optimal operating point is greatly degraded by the so-called "cross" shape artifact.
I. INTRODUCTION
T HE embedded zerotree wavelet (EZW) coding algorithm [1] , [2] serializes the wavelet coefficients of an image into bits in order of importance. It is fully embedded and can stop at any point to meet the bit rate constraint. Recently, similar zerotree concept has been adopted by the MPEG-4 standard for still texture image coding. It provides very high coding efficiency over wide range of bit rates and supports coding of arbitrary shaped still texture objects [3] . This paper describes the performance of the MPEG-4 still texture image codec in coding noisy images. For many real time practical image processing systems, particularly the remote sensing or monitoring systems, image acquisition is done in a very noisy outdoor environment. Due to many uncontrollable constraints, such as, aging of the camera, it is difficult to ensure the acquired images to be noise-free. In fact, for most imaging sensors, the associated sensor noise can be modeled either as Gaussian-distributed or Poisson-distributed random process.
Poisson-distributed noise only occurs when the image light level is extremely small and the photodetector possesses a large internal electron amplification. Most practical detector circuits are usually well modeled by assuming additive Gaussian noise dominated [4] . When coding that kind of noisy images, the performance of most image coding schemes can be greatly degraded [5] , [6] . The MPEG-4 still texture image codec is no exception. Noise invades the MPEG-4 encoder by introducing more large amplitude wavelet coefficients in detailed levels.
Since the MPEG-4 still texture image encoder uses the zerotree scanning algorithm for the bitstream generation, the increase in large amplitude wavelet coefficients in detailed levels affects the algorithm in predicting the originally insignificant wavelet coefficients. It results in using extra bits for the coding of the noisy coefficients hence poor compression performance is expected. Actually, the problem of noisy source coding has been studied for many years. Some researchers study the effect of source noise to the quantization process and model the quantization error in order to predict the noise pattern after quantization [7] - [9] for further processing. Some researchers concentrate on giving an optimal codec design by considering the mean-square-error (MSE) of the reconstructed signal with respect to the original noise-free signal [10] - [12] . However, both approaches do not pay much attention to the actual visual quality of the decoded noisy images. It is well known that, for general image coding, decoded image with the highest peak-signal-to-noise ratio (PSNR), comparing with the original noise-free image, does not necessarily give the best visual quality. We shall show that it is particularly the case when coding noisy images.
In this paper, we show that, when using the MPEG-4 still texture image codec to compress a noisy image, the decoded image with the highest PSNR does not give the best visual quality but degraded by the so-called "cross" shape artifact. We begin by analyzing the effect of acquisition noise to the performance of the MPEG-4 still texture image codec. We try to measure the distortion, both qualitatively and quantitatively, of the decoded image as compared with the original noise-free image. We study the criterion that affects the visual quality of the decoded image and then propose an adaptive thresholding technique in order to solve the problem. Finally, an analytical study is performed for the selection and validation of the threshold value used in the adaptive thresholding technique.
The arrangement of this paper is as follows: in Section II, we present the effect of acquisition noise to the performance of the 1057-7149/03$17.00 © 2003 IEEE MPEG-4 still texture image codec. Section III introduces the proposed adaptive thresholding technique as well as the process to select the critical threshold. In Section IV, we discuss and compare the simulation results of the proposed technique to that of the original MPEG-4 still texture image codec. Finally, we conclude this paper in Section V.
II. EFFECT OF ACQUISITION NOISE TO THE MPEG-4 STILL TEXTURE IMAGE CODEC Fig. 1 shows the structure of an MPEG-4 still texture image encoder. The input image is first decomposed into coefficients of different subbands by the discrete wavelet transform (DWT).
The coefficients are then quantized using an uniform midrise quantizer followed by predictive coding or zerotree scanning depending on which subband they belong to. Finally, arithmetic coding is applied and the resulted bitstream is then sent to the receiver.
We use an example to illustrate how noise introduced from the acquisition process affects the MPEG-4 still texture image codec. For simplicity, we assume the acquisition noise is additive and is of Gaussian distribution. In our example, a 256 256 image, Lenna, is first corrupted by additive zero-mean Gaussian noise with noise variance and 15, respectively. The noisy image is then encoded by the MPEG-4 still texture image codec. The PSNRs of the original noisy image, the decoded noisy image, and the decoded noise-free image with respect to the original noise-free image are studied. Fig. 2 shows the PSNR versus bit rate of the decoded noise-free Lenna and the decoded noisy Lenna with noise variance and 15. The bit rate of the encoded image is achieved by adjusting the quantization value of the wavelet coefficients in higher subbands.
It is seen in Fig. 2 that the curves for the case of noisy image coding behave as that of the noise-free image coding in the low bit rate region and start to drop when bit rate increases. Both curves for the case of noisy image coding keep almost constant in the high bit rate region with the PSNR being close to the PSNR of the original noisy image. This is a typical result when coding general noisy images using the MPEG-4 still texture image codec. It is interesting to note that, first, for both curves under the case of noisy image coding, the highest PSNR appears in the low bit rate region. Reducing the compression rate cannot further improve the PSNR but eventually makes it decrease to the PSNR of the original noisy image (to ease our later discussion, let us dub this point where the highest PSNR is obtained as the optimal operating point). Second, the shape of both curves for the case of noisy image coding is similar and the optimal operating point drifts to the lower bit rate region as noise variance increases. This interesting performance of the MPEG-4 still texture image codec can be explained as follows. Due to the linear property of the wavelet transform, the additive noise component in the image is still additive in the transform domain. As mentioned before, the noise component introduces more large amplitude wavelet coefficients in the detailed levels. As a result, the zerotree scanning cannot give accurate prediction of the originally insignificant wavelet coefficients. Extra resources have to be used to encode the extra detailed level coefficients. The compression rate is then greatly reduced. This explains why the performance of the decoded noisy image, in general, must be poorer than the decoded noise-free image. However, in the very low bit rate region, both curves for the cases of noise-free and noisy image coding give a similar shape as shown in Fig. 2 . It is because, in this region, large quantization values are employed. Almost all coefficients in the higher subbands, as well as noise components, are quantized to zero and thus, noise effect is negligible. This explains why it is possible that the PSNR of the decoded noisy image can be higher than that of the original noisy image.
The above result shows an interesting point that we can achieve the goal of denoising by merely performing quantization. Actually, when a large quantization value is applied, it is straightforward that most of the coefficients will be quantized to zero. In that case, a nearly noise-free quantized result can be obtained. In general, by considering the absolute amplitude of the signal, we can achieve denoising to a certain extent by merely performing quantization if the following conditions are satisfied: (1) where is the absolute amplitude of the original signal; " " denotes the modulus operator; represents the noise component and is the quantization value. Mathematically, once (1) is satisfied, the quantization process of a noisy signal can be modeled as Since as implied in (1), hence
where denotes the floor operator which rounds the elements to the nearest integers toward minus infinity. Equation (2) shows that the noise component does not show any effect to the original signal after quantization. However, only part of the signal sequence may satisfy (1) during the quantization process and hence denoising can only be achieved to a certain extent.
When the quantization value decreases, the ability of the quantizer in removing noise will decrease. However, the quantization error will also decrease. There will be a point where the error generated due to quantization and the acquisition noise is the minimum, of which we refer as the optimal operating point of the coder. At this point, the decoded image with the best quality, measured in terms of PSNR, can be obtained theoretically.
Yet, it is well known in general image coding that decoded image with the highest PSNR does not necessarily imply the best visual quality. It is particularly the case for noisy image coding. Fig. 3(a)-(c) show the decoded images correspond to different regions of the resulting curve at as shown in Fig. 2. Fig. 3(b) shows the decoded image encoded at the optimal operation point with bit rate bpp. However, within the smooth region of that image, there exists sharp "cross" shape artifact. This artifact appears in the coding of all general noisy images using the MPEG-4 still texture image codec and it greatly affects the visual quality of the decoded images. In the next section, we shall investigate the reason why this kind of "cross" shape noise appears in the decoded images. We then propose an adaptive thresholding technique, which can be integrated into the quantization process of the MPEG-4 still texture image encoder, to remove the "cross" shape artifact in the decoded image. This approach allows us to encode the image at the optimal operating point without the degradation in visual quality. Hence, both the PSNR and the visual quality of the decoded noisy images are optimized.
III. ADAPTIVE THRESHOLDING TECHNIQUE
The "cross" shape artifact in the decoded image is due to the residual noise impulses generated during the quantization process of the encoder [13] . For low bit rate coding, it is mentioned above that some of the noise component, which fulfill the condition as stated in (1), is removed in the quantization process. However, it is possible that some wavelet coefficients will falsely jump from one quantization level to another due to the additive noise. These suddenly jumped wavelet coefficients, which violate the conditions in (1), will introduce impulse-like noises to the final bitstream after quantization. After the inverse 2-D DWT performed in the decoder, the impulse-like noise becomes the "cross" shape artifact in the decoded image.
In this paper, we propose an adaptive thresholding technique which aims at removing the "cross" shape artifact by reducing the falsely jumped wavelet coefficient. It should be noted that the optimal operating point often appears in the low bit rate region where the quantization step value is very large. When the quantization step value is large, most of the wavelet coefficients will locate in the first and the second quantum levels. It also implies that most of the falsely jumped wavelet coefficients locate in these two quantum levels. To effectively reduce the falsely jumped wavelet coefficients, we can increase the quantization step value of the first quantum by a threshold . By doing so, the wavelet coefficients which falsely jumped from the first quantum to the second quantum will be forced back to the first quantum. Without losing generality, we use the image Lenna again to illustrate the proposed approach. Fig. 4(a) shows the histograms of the wavelet coefficients of the original and the noisy Lenna after the DWT. From Fig. 4(a) , the distribution of noisy wavelet coefficients spreads over a larger amplitude range as compared with the case of the noise-free wavelet coefficients. The spreading of noisy wavelet coefficients is mainly due to the noise effect. If the quantization step value for the first quantum level is set at as shown in Fig. 4(a) , many of the quantized data in the second quantum level, in fact, are due to the falsely jumped wavelet coefficients. This can be observed by comparing the histograms of the noise-free and the noisy wavelet coefficients in Fig. 4(b) . Now if we increase the step value to , where is a threshold, as shown in Fig. 4(b) , most of the falsely jumped wavelet coefficients will then be forced back to the first quantum level. Nevertheless, the choice of this threshold value should be very careful. Although we can remove the falsely jumped wavelet coefficients on one side, some of the original wavelet coefficients are also removed on the other side. One reasonable criterion for choosing this threshold is to ensure the probability of noise being removed due to this threshold is greater than that of the original signal being eliminated. To do this, we have to analyze the distribution model of the wavelet coefficients in the wavelet domain.
Suppose an image, , which is obtained from a remote sensing system and is corrupted by zero mean white Gaussian noise, . The received image can be described by the following equation: (3) where and the sample size of is . Due to the fact that the wavelet transform maps white noise in the signal domain to white noise in the transform domain, the wavelet coefficients of a noisy signal are themselves just the noisy version of the noise-free wavelet coefficients [14] . Therefore, (3) can be rewritten by the following equation: where is the white Gaussian noise after the DWT and and are the wavelet coefficients of the noisy image and noise-free image , respectively. From (4), we obtain the model of noisy wavelet coefficients by combining the model of original noise-free wavelet coefficients and a Gaussian model. We suggest using the following two-parameter model to describe the distribution of the original noise-free wavelet coefficients. It has been proved to best fit the distribution of the wavelet coefficients of general images [14] - [16] The parameters and represent the variance and the decreasing rate of the distribution of the detailed level wavelet coefficients, respectively; represents the proportional constant and is the distribution function of the wavelet coefficients in detailed levels. By using the above equation, the probability density function (pdf) of the wavelet coefficients can be approximately modeled as (5) where is the total number of wavelet coefficient. In the MPEG-4 standard, all higher bands wavelet coefficients are quantized by an uniform midrise quantizer and only the absolute amplitude of the coefficient is considered while the sign of the coefficient is marked before [3] . The probability of noisy coefficients that falsely jumped from the first quantum [0, ) to the second quantum [ ) can be approximately modeled by (7), wherewhere is the pdf of the zero-mean white Gaussian noise with variance . The first term of (7) corresponds to the case that and are of the same sign while the second term indicates the case when and are of opposite sign. As the probability for the occurance of the second term is low, we can then eliminate the second term. These falsely jumped wavelet coefficients are the main cause of the "cross" shape artifact. If we add a threshold to the quantization step , the probability of the original signal having the amplitude smaller than , but falsely jumped to the range [ ) is (6) The inequality in (6) is valid since for zero-mean Gaussian distribution function, where , , are positive numbers and . By setting all coefficients having the amplitude smaller than to zero (that is, back to the first quantum level), a great amount of noisy coefficients, which is directly proportional to , will be recovered. However, as mentioned before, if all the coefficients having the value smaller than are set to zero, some wavelet coefficients which belong to the range [ ) originally will be removed as well. We should carefully select the threshold such that the probability to remove noise is higher than that of the original signal in the range [ ). To evaluate the probabilistic distribution of the coefficients in the range [ ), let us consider their probability as given by the following formulation: (8) The inequality in (8) ) are removed, the probability of the original noise-free wavelet coefficients within this range after quantization is directly proportional to . By comparing (6) and (8), if we have the following relationship: (9) we know that That is, the probability to remove the falsely jumped coefficients is higher than that of the original coefficients in the range [ ). Equation (9) can be rewritten as (7) Since thus, if we have (10) (9) will be valid. The left hand side of (10) can be considered as the cumulative probability of wavelet coefficients which have magnitude smaller than . The right hand side of (10) represents the cumulative probability under the Gaussian distribution due to the threshold . Our objective here is that, for a given and a given noise variance , we try to determine the largest that fulfills (10). This will ensure that the probability to remove the falsely jumped coefficients is higher than that of the original coefficients in the range [ ). To achieve our objective, we directly compare the cumulative probability under the wavelet coefficient distribution and the Gaussian distribution due to the quantization value applied and the threshold used, respectively.
By using a typical model of wavelet coefficient distribution, let us determine the cumulative probability of wavelet coefficients which have magnitude smaller than for general images. Fig. 5 shows the wavelet coefficient distributions for four levels of decomposition of five standard images, including Lenna, Peppers, House, Bird, and Bridge. It is seen that these distributions are so similar that it is possible to represent them using a concrete model obtained by simply averaging these distributions. Fig. 6 shows the resulted distribution obtained by averaging the distributions of nine standard images, including Lenna, Peppers, House, Baboon, Bird, Bridge, Camera man, Circle, and Coifman. We also show in Fig. 6 the curve obtained by fitting the model suggested in (5) to the averaged distribution obtained above. It can be seen that these two curves are very close. This result validates the accuracy of the model suggested in (5) in representing the wavelet coefficient distribution of general images.
By using the average distribution as shown in Fig. 6 , the relationship between the quantization step value and the cumulative probability (due to that quantization step) under the wavelet coefficient distribution for general images can be established as shown in Fig. 7. For instance, if , the cumulative probability of wavelet coefficients which have magnitude smaller than is about 91%. On the other hand, when concerning the cumulative probability under the Gaussian distribution due to the threshold , it should first be noted that the Gaussian distribution is a function of the parameter . For different standard deviation , different threshold should be chosen in order to fulfill (10) . However, it is well known that the cumulative probability under the zero-mean Gaussian distribution for all variance is constant if we evaluate it in the range [ ], where is a constant. It gives us a simple way to relate the threshold with the noise variance of the image. More specifically, let us simply express as a function of , i.e., . The result in Fig. 8 can be compared with that in Fig. 7 to determine the appropriate with known and . The proposed algorithm can be summarized into the following steps.
1) For a particular , we look for the corresponding cumulative probability from Fig. 7 for general images.
2) The estimated probability in step 1) is used to determine the required value of in Fig. 8 for zero-mean Gaussian distribution.
3) The threshold value can be found by setting and the noise variance can be found by a prior test on the image acquisition system using a testing image. By adopting the above approach, we obtain the set of threshold values for typical quantization step values as shown in Table I .
IV. RESULTS
It should be noted that the proposed approach is different from other generic denoising algorithms, such as, the wavelet shrinkage and the low pass filtering. For generic denoising algorithms, they take no consideration on the quantization problem of the encoder such that they generally cannot remove the "cross" shape artifact, which is the major problem in noisy image coding. We have compared our proposed approach with other generic wavelet denoising/thresholding techniques in the literature, like the hard thresholding, the wavelet shrinkage, as well as the simplest low pass filtering. Single quantization mode is applied for all the simulations. Fig. 9 shows the comparison of the mentioned approaches in coding a noisy image, Lenna, with the MPEG-4 still texture image coder. From Fig. 9 , it can be shown that the proposed approach gives the best performance among the other 3 mentioned approaches. The PSNR of the decoded noisy image is improved to a great extent, particularly in the low bit rate region (which is our main concern). Fig. 10 shows the performance of the proposed adaptive thresholding approach together with other denoising approaches when noise variance was increased to 15. From Fig. 10 , it is shown that similar results can be obtained when noise variance increases. The unbiased results of the proposed approach ascertain its background theory and stability. Fig. 11(a)-(d) , show the decoded images by using the hard thresholding, the wavelet shrinkage, the low pass filtering, and the proposed adaptive thresholding approach at similar compression ratio.
From Fig. 11 (a) and (b), it can be easily seen that, the decoded images using the hard thresholding and the wavelet shrinkage are affected by the "cross" shape noise. These noises exist particularly in the smooth regions of the decoded images and degrade the visual quality of the decoded images to a great extent. For the low pass filtering approach, it can be seen in Fig. 11(c) that, the decoded image becomes blur due to the removal of the detailed level wavelet coefficients. However, it is seen in Fig. 11(d) that, when using the proposed approach in MPEG-4 still texture image coding, the "cross" shape noise is greatly reduced. The proposed approach not only keeps reasonable good compression ratio but also the resulted PSNR of the decoded image.
The adaptive thresholding technique has been applied to the coding of other standard images, such as, Peppers. Figs. 12 and 13 show the performances of the proposed approach, together with other denoising approaches, in coding noisy Peppers with the MPEG-4 still texture image coder at noise variance 10 and 15. The results show that, while improving the visual quality of the decoded images to a great extent, a 1 to 2 dB improvement in PSNR is achieved when comparing with the traditional MPEG-4 still texture image coder with similar compression ratio. Besides, the proposed approach can be extended to other quantization styles, e.g., bilevel or multilevel quantization, easily as only the wavelet coefficients at the first scalability level have to be considered. More importantly, no extra denoising procedure is needed. The proposed technique requires only a slight modification to the MPEG-4 still texture image encoder while the decoder keeping unchanged. 
V. CONCLUSIONS
In this paper, we have studied and analyzed the effect of acquisition noise to the MPEG-4 still texture image coder. We show that the quantization process can partly remove the noise component in an image. However, the residual noise affects the coder in such a way that increasing the compression rate may not necessarily imply reducing the PSNR. This is the reason why an optimal operating point is noted when using the MPEG-4 still texture image coder to compress a noisy image. Nevertheless, the visual quality at the optimal point is greatly degraded by the "cross" shape artifact due to the quantization of the residual noise component. We propose an adaptive thresholding technique for the MPEG-4 still texture image coder to remove that residual noise by considering the probability model of the distribution of the wavelet coefficients in detailed levels. Results show that after applying the adaptive thresholding technique, the effect of the "cross" shape noise in the reconstructed image is greatly reduced. The PSNR of the decoded images is also improved by 1 to 2 dB as compared with the traditional MPEG-4 still texture image coder with similar compression ratio. It should be noted that the proposed technique requires only a slight modification to the encoder while the decoder remains unchanged. The proposed technique is particularly suitable for the real time low bit rate image processing systems under noisy environment, such as, the remote monitoring system.
