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013.12.0Abstract The observer-based robust fault detection and optimization for a network of unmanned
vehicles with imperfect communication channels and norm bounded modeling uncertainties are
addressed. The network of unmanned vehicles is modeled as a discrete-time uncertain Markovian
jump system. Based on the model, a residual generator is constructed and the sufﬁcient condition
for the existence of the desired fault detection ﬁlter is derived in terms of linear matrix inequality.
Furthermore, a time domain optimization approach is proposed to improve the performance of the
fault detection system. The problem of detecting small faults can be formulated as an optimization
problem and its solution is given. For preventing false alarms, a new adaptive threshold function is
established. The combined fault detection and optimization algorithm and the adaptive threshold
are then applied to a network of highly maneuverable technology vehicles to illustrate the effective-
ness of the proposed approach.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.Open access under CC BY-NC-ND license.1. Introduction
A great deal of attention has recently been devoted to the area
of autonomous unmanned multi-vehicle systems, such as un-
manned aerial vehicles (UAVs), autonomous underwater vehi-
cles (AUVs), unmanned ground vehicles (UGVs), spacecraft
formation ﬂight, etc.1–6 However, only a few results have been82338161.
n (Q. Wang).
orial Committee of CJA.
g by Elsevier
ng by Elsevier Ltd. on behalf of C
03developed on fault detection (FD) of a network of unmanned
vehicles. Three different FD architectures which are named as
centralized, decentralized and semi-decentralized are presented
for a network of unmanned vehicles.7 A distributed fault diag-
nosis scheme is applied to multi-robots formation.8 A fault
detection and isolation (FDI) algorithm is presented for space-
craft formation ﬂight in deep space.9 Although the results ob-
tained in these papers are very encouraging, they do not
consider the modeling uncertainties of unmanned vehicles
and the performance of FD systems, such as FD speed and
small FD capability.
So far, there are fruitful results on FD for uncertain linear
time-invariant (LTI) systems.10–12 These promising results can-
not be used directly in the FDof a network of unmanned vehicles
with imperfect communication channels, because the network ofSAA & BUAA.Open access under CC BY-NC-ND license.
66 E. Niu et al.vehicles can be modeled as a discrete-time Markovian jump sys-
tem (MJS).9,13 The effects of imperfect communication channels
such as data dropout and network induced delay inevitably de-
grade the performance of FD systems. For improving the perfor-
mance of FD systems, time domain optimization approaches are
proposed for observed-based FD systems.14–16 While these
works are very promising, the observer-based robust fault detec-
tion and optimization (FDO) problem for a network of un-
manned vehicles with modeling uncertainties and imperfect
communication channels has not been fully investigated yet,
which constitutes the main focus of this paper.
This paper addresses the observer-based robust FDO prob-
lem for a network of unmanned vehicles with imperfect commu-
nication channels and modeling uncertainties. The network of
unmanned vehicles is partitioned into clusters and FDO algo-
rithm is designed for each cluster. Considering the imperfect
communication channels and norm bounded modeling uncer-
tainties, each cluster is modeled as a discrete-time uncertain
MJS. An observer-based residual generator is constructed and
the robust FD problem is formulated as an H1 ﬁltering prob-
lem such that the error between the residual signal and the fault
is made as small as possible. A sufﬁcient condition for the exis-
tence of the desired FD ﬁlter is established in terms of linear ma-
trix inequality (LMI). Furthermore, based on the parity space
method, a time domain optimization approach is proposed to
improve the performance of the uncertain FD system. The
problem of detecting small faults can be formulated as an opti-
mization problem and its solution is given in the form of
Moore–Penrose inverse of matrix. A new adaptive threshold
function which can enhance the FD capabilities of highly uncer-
tain systems is constructed. Finally, the combined FDO algo-
rithm and the adaptive threshold are applied to the network
of highly maneuverable technology (HiMAT) vehicles to illus-
trate the effectiveness of the proposed approach.
2. Problem formulation
In this section, the model of a network of unmanned vehicles
with imperfect communication channels is investigated. Many
phenomena are presented due to imperfect communication
channels such as network induced delays, data dropouts,
quantization and data corruptions.13 With loss of generality,
the following assumptions are considered for the network.
Assumption 1. The cluster FDO unit waits for T seconds to
collect information from all the vehicles in the cluster.
Assumption 2. The channel coding is ignored and the data
packet will be either received and decoded successfully at the
cluster FDO unit or totally lost.
Assumption 3. If a data packet has a delay larger than T sec-
onds, then it is discarded and treated as a dropped data packet
which is not re-sent.
Assumption 4. The number of bits in each data packet is rela-
tively large and hence the quantization effects of the network
are ignored.
Consider a network of Nv homogenous vehicles where each
vehicle dynamics is given by the following discrete-time linear
model:xiðkþ 1Þ ¼ AxiðkÞ þ BuiðkÞ þ Bdi diðkÞ þ
Xm
l¼1
LlmilðkÞ i 2 N
zijðkÞ ¼ CðxiðkÞ  xjðkÞÞ þDdi diðkÞ Ddj djðkÞ j 2 Ni
8><>:
ð1Þ
where xi 2 Rn,ui 2 Rm and zij 2 Rp denote the state of the ith
vehicle, the control input, and the state measurement relative
to the other vehicles, respectively. di,dj 2 Rq are the external
disturbances belonging to L2[0,1), and mil(k) is the fault mode
to be detected which is associated to the lth actuator in the ith
vehicle. The fault signature Ll denotes a fault in the lth actua-
tor of the vehicle which is the lth column of B. The real matri-
ces A;B;Ll;B
d
i ;C;D
d
i ;D
d
j are of appropriate dimensions. The
set Ni ˝ [1,Nv]ni represents the set of vehicles that vehicle i
can sense and is designated as the neighboring set of vehicle
i, where [1,Nv]ni denotes the set {i1,i2,    , ii1,ii+1,. . .,iNv}.
For convenience of analysis, the modeling uncertainties for
each vehicle are not considered in Eq. (1). We will consider the
whole modeling uncertainties for the entire cluster model in
Eq. (5).
Remark 1. The fault modes together with the fault signatures
may be used to model the effects of actuator faults, sensor
faults and system faults on the dynamics of the system.17,18
Following the similar steps and procedures as in Ref. 19, it can
easily be known that sensor faults and system faults can also be
modeled and represented as actuator faults.
In this paper, we propose a distributed architecture13 for
the FDO algorithm where the vehicles in the network are
partitioned into different clusters and all the vehicles infor-
mation in each cluster are sent to the cluster FDO unit
which is located in one of the vehicles in that cluster. The
FDO algorithm is designed separately for each cluster. Con-
sider the ith cluster with a vehicles and let Mi = {i1,i2,. . .,ia}
denote the indices of vehicles in the cluster. The vehicles in
each cluster and their neighborhood sets together form a di-
rected graph which is weakly connected,13 where each node
represents a vehicle and an arc leads from node ij to node ik
if ik 2 Nij . Without loss of generality, it is assumed that the
i1th vehicle has the largest neighboring set and the FDO
unit of the ith cluster is located in this vehicle. Therefore,
the cluster can be represented as follows:
xðkþ 1Þ ¼ AxðkÞ þ BuðkÞ þ
Xm
l¼1
Ljlmij lðkÞ þ
Xa
j¼1
Bdj djðkÞ
zðkÞ ¼ CxðkÞ þ
Xa
j¼1
eDdj djðkÞ
8>><>>:
ð2Þ
where uðkÞ ¼ ½uTi1ðkÞ uTi2ðkÞ    uTiaðkÞ
T
; A¼ Ia1A;zðkÞ ¼
½zTi2ðkÞzTi3ðkÞ   zTiaðkÞT; xðkÞ ¼ ½xTi1ðkÞxTi2ðkÞ xTi1ðkÞxTi3 ðkÞ   
xTi1ðkÞ xTiaðkÞ
T
;uðkÞ ¼ ½uTi1ðkÞ uTi2ðkÞ    uTiaðkÞ
T
; A¼ Ia1
A;zðkÞ ¼ ½zTi2ðkÞ zTi3ðkÞ    zTiaðkÞT; C¼ Ia1C; Ia1 is an
(a  1) · (a  1) identify matrix and  represents the Kro-
necker product. Ljl is the (j  1)m+ l column of B;Bdj consists
of (j  1)q+ 1 to jq columns of Bd, and eDdj consists of
(j  1)q+ 1 to jq columns of Dd, where B;Bd and Ddare con-
structed as follows:
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B B 0    0
B 0 B    0
..
. . .
. ..
.
B 0 0    B
266664
377775;
Bd ¼
Bdi1 Bdi2 0    0
Bdi1 0 Bdi3    0
..
. . .
. ..
.
Bdi1 0 0    Bdia
2666664
3777775;
Dd ¼
Ddi1 Ddi2 0    0
Ddi1 0 Ddi3    0
..
. . .
. ..
.
Ddi1 0 0    Ddia
2666664
3777775:
From the assumptions 1–4, we can know that the quantiza-
tion and data corruption effects of the network with imperfect
communication channels are ignored and a network induced
delay of less than T does not affect the performance of the
FDO algorithm. Therefore, only data packet dropout effects
are considered in this paper.
In order to describe the data dropout for the communica-
tion channels, a discrete-time Markov chain k(k) taking values
in the ﬁnite state space C= {1, 2,. . ., a} is introduced, where
k(k) = 1 denotes that the measurements of all the communica-
tion channels at time k arrive correctly, while k(k) = j, j „
1, j 2 C implies that the measurements uijðkÞ and zij (k) are lost.
p= [pjl] is the stationary transition probability matrix, where
pjl = Pr{k= lŒk= j} > 0, j,l 2 C and
P
l2Cpjl ¼ 1.
Remark 2. Without loss of generality, we assume that only one
data dropout is allowable at each time instant. The assumption
only limits the number of system modes to a, which can be
easily relaxed by considering multiple data dropouts and
increasing the number of system modes.
When the current information (zij(k) and uijðkÞÞ of the ijth
vehicle does not arrive correctly (k= j, j „ 1), the FDO unit
uses available relative measurements from the other vehicles
and the last available control input signal uijðk 1Þ. In other
words, if uaijðkÞ denotes the ijth vehicle control input signal
information that is used by the cluster FDO unit, then
uaijðkÞ ¼
uijðkÞ if k–j; j–1
uijðk 1Þ if k ¼ j; j–1
(
ð3Þ
For each vehicle ij, we deﬁne h
u
ijðkÞ ¼ uaijðkÞ  uijðkÞ which is
assumed as an L2-norm bounded signal.
Moreover, when we can algebraically calculate the informa-
tion zij from the other relative state measurements, the
cluster FDO unit uses the available relative measurement
zðkÞ ¼CkðkÞxðkÞþ
Pa
j¼1D
d
kðkÞ;jdjðkÞ, then CkðkÞ ¼C;DdkðkÞ;j ¼Ddj .
It should be noted that zij can be recovered if ij 2Ni1 , or there ex-
ist at least two paths between the ijth and i1th vehicles. If the
information zij cannot be recovered, then the matrices
CkðkÞ ¼ IkðkÞa1 C and DkðkÞd are constructed, where the elements
of k(k)  1 row of IkðkÞa1 are all zeros and the other elements are
the same as Ia1, and similarly, the elements of (k(k)  1)q+ 1
to k(k)q rows of DkðkÞd are all zeros and the other elements arethe same as Dd. D
d
kðkÞ;j consists of (j  1)q+ 1 to jq columns of
D
kðkÞ
d .
According to the above analysis, the entire cluster can be
modeled by the following MJS:
xðkþ1Þ¼AxðkÞþBuðkÞþ
Xa
j¼1
Xm
l¼1
Ljlmij lðkÞþ
Xa
j¼1
Bdj djðkÞþBukðkÞDðkÞ
zðkÞ¼CkðkÞxðkÞþ
Xa
j¼1
DdkðkÞ;jdjðkÞ
8>><>>:
ð4Þ
where DðkÞ ¼ hui2ðkÞ
 T ðhui3ðkÞÞT    huiaðkÞ Th iT; for
mode 1 (k(k) = 1) which corresponds to the case with no data
packet dropout in all the communication links,
Bu1 ¼ 0;C1 ¼ C;Dd1;j ¼ Ddj ; for mode i (k(k) = i, i „ 1) which
corresponds to the data packet dropout in the iith vehicle com-
munication link, the matrix Bui has (a  1)m columns, the
(i  2)m+ 1 to (i  1)m columns of Bui are equal to the
(i  1)m+ 1 to im columns of B, the other columns of Bui
are all zeros, and Ddi;j consists of (j  1)q+ 1 to jq columns
of Did;Ci ¼ Iia1  C.
Without loss of generality, it is assumed that only one actu-
ator fault occurs, for example, mi21ðkÞ ¼ 1. Considering the
modeling uncertainties, then system Eq. (4) can be written as
the following MJS:
xðkþ1Þ¼ðAþDAÞxðkÞþðBþDBÞuðkÞþBffðkÞþBddðkÞþBui;kDðkÞ
zðkÞ¼Ci;kxðkÞþDdi;kdðkÞ
(
ð5Þ
where x 2 Rnða1Þ; u 2 Rma; d 2 Rqa;D 2 Rmða1Þ; z 2 Rpða1Þ; f 2
Rr¼R1; fðkÞ¼mi21ðkÞ¼ 1;dðkÞ¼ dT1 ðkÞ dT2 ðkÞ    dTa ðkÞ
 T
;Bf
is the m+ 1 column of B;Ddi;k ¼ Did; i 2 C, the subscript i,k of
Bui;k;Ci;k;D
d
i;k denotes k(k) = i 2 C at time instant k. DA and
DB are real-valued matrix functions representing norm-
bounded modeling uncertainties and satisfy DA DB
  ¼
E1R1ðkÞF1 E2R2ðkÞF2½ ; where E1,F1,E2,F2 are known real
constant matrices of appropriate dimensions, and
RT1 ðkÞR1ðkÞ 6 I;RT2 ðkÞR2ðkÞ 6 I.
Remark 3. Note that the matrices Bui;k;D
d
i;k and Bd in Eq. (5)
are different from the corresponding matrices in Ref. 13 for the
matrices Bdi –B
d
j ;D
d
i –D
d
j in Eq. (1) if i „ j,"i, j 2 N.
An observer-based fault detection ﬁlter (FDF) is adopted to
generate residual signal
x^ðkþ 1Þ ¼ Ax^ðkÞ þ BuðkÞ þ Li;kðzðkÞ  Ci;kx^ðkÞÞ
rðkÞ ¼ zðkÞ  Ci;kx^ðkÞ
(
ð6Þ
where x^ðkÞ is the state estimation vector of x(k), and Li,k the
ﬁlter’s gain matrix to be designed.
Set eðkÞ ¼ xðkÞ  x^ðkÞ, and then the FD system is governed
by
eðkþ1Þ¼Ai;keðkÞþBdi;kdðkÞþBui;kDðkÞþBffðkÞþDAxðkÞþDBuðkÞ
rðkÞ¼Ci;keðkÞþDdi;kdðkÞ
(
ð7Þ
where Ai;k ¼ A Li;kCi;k; Bdi;k ¼ Bd  Li;kDdi;k.
DeﬁnewðkÞ ¼ dTðkÞ DTðkÞ f TðkÞ uTðkÞ
 T
;gðkÞ ¼ eTðkÞ½
xTðkÞT; the overall augment FD system with modeling
uncertainties is given as
68 E. Niu et al.gðkþ 1Þ ¼ eAi;kgðkÞ þ eBi;kwðkÞ
rðkÞ ¼ eCi;kgðkÞ þ eDi;kwðkÞ
(
ð8Þ
where
eAi;k ¼ Ai;k DA
0 Aþ DA
" #
; eBi;k ¼ Bdi;k Bui;k Bf DB
Bd B
u
i;k Bf Bþ DB
24 35;
eCi;k ¼ Ci;k 0 ; eDi;k ¼ Ddi;k 0 0 0h i:
After the above manipulations, the robust FD problem can
be further converted to ﬁnd a series of ﬁlter gain matrices such
that the systemEq. (8) is asymptotically stable20 and theH1per-
formance index c is made as small as possible in the feasibility of
sup
wðkÞ–0
EfkrðkÞk2=kwðkÞk2g < c2; c > 0 ð9Þ
For improving the performance of the FD system Eq. (8), a
time domain optimization approach is adopted. Let
n(k) = Vk(z)r(k) = (Vs,k + Vs1,kz
1 +  + V0,kzs)r(k) de-
note the modiﬁed residual signal,21 where matrix Vk(z) is called
the post-ﬁlter14,21 and index s is the order of Vk(z). Then the
residual evaluation function can be selected as follows:
JðkÞ ¼ nðkÞk ke ¼
1
bþ 1
Xk
i¼kb
nTðiÞnðiÞ
" #1=2
ð10Þ
where b denotes the detection window.
Then the faults can be detected by comparing the residual
evaluation function J(k) with a threshold Jth, according to
the following logic
JðkÞ > Jth ) Fault detected
JðkÞ 6 Jth ) No faults

ð11ÞRemark 4. Note that the threshold Jth in Eq. (11) is the
minimum threshold that prevents false alarms and the adaptive
threshold which will be shown in Section 3.2.3. Output tracking controller design
In this section, the robust FDF design problem of system
Eq. (6) and a time domain optimization of FD system Eq.
(8) will be discussed.
3.1. Robust fault detection ﬁlter design
To ﬁnish the robust FDF design based on the system Eq. (8)
with norm-bounded modeling uncertainties, there is the fol-
lowing Lemmas which will help us in deriving the gain of the
FDF Eq. (6).
Lemma 1. 22Consider system Eq. (8) and let c> 0 be a given
scalar. If there exist matrices Pi > 0 and Gi, "i 2 C such that
Pi 0 eATi;kGTi eCTi;k
 c2I eBTi;kGTi eDTi;k
  Gi  GTi þ Pi 0
   I
266664
377775 < 0 ð12Þ
holds, then the system Eq. (8) is asymptotically stable with an
H1 performance index c, where Pi ¼
P
j2CpijPj, and asterisk(*) denotes a term that is induced by symmetry in symmetric
block matrices.
Lemma 2. 23For any matrices M, N and F(k) with FT
(k)F(k)6 I, and any scalar e> 0, the following inequality holds:
MFðkÞNþ ðMFðkÞNÞT 6 eMMT þ e1NTN ð13Þ
Based on the above Lemmas, the following Theorem provides
sufﬁcient conditions for the existence of an admissible H1
FDF with the form of Eq. (6).
Theorem 1. Consider system Eq. (8) and let c> 0 be a given
scalar. If there exist matrices P1i > 0, Xi > 0, P3i > 0,
"i 2 C, matrices P2i, Yi, Zi, Ki, "i 2 C and scalars e1 > 0,
e2 > 0, such that the following LMIs
P1i P2i 0 0 T1 CTi;k 0 0
 T2 0 0 T3 0 0 0
  c2I 0 T4 T5 0 0
   T6 T7 0 0 0
    T8 0 T9 T10
     I 0 0
      e1I 0
       e2I
26666666666664
37777777777775
< 0
ð14Þ
hold, then the system Eq. (8) is asymptotically stable with an
H1 performance index c, where
T1¼ ðXiAKiCi;kÞT ðXiAKiCi;kÞT
h i
;
T2¼P3iþe1FT1F1; T3¼ ðY iAÞT ðZiAÞT
h i
T4¼
ðXiþY iÞBdKiDdi;k
 T
ðXiþZiÞBdKiDdi;k
 T
ðXiþY iÞBui;k
 T
ðXiþZiÞBui;k
 T
ððXiþY iÞBfÞT ððXiþZiÞBfÞT
266664
377775;
T5¼
Ddi;k
 T
0
0
2664
3775; T6¼c2Iþe2FT2F2; T7¼ ðY iBÞT ðZiBÞTh i;
T8¼
XiXTi þP1i Y iY Ti þP2i
 ZiZTi þP3i
" #
;
T9¼
ðXiþY iÞE1
ðXiþZiÞE1
	 

; T10¼
ðXiþY iÞE2
ðXiþZiÞE2
	 

ð15Þ
Moreover, the ﬁlter gains of an admissible H1 FDF with the
form of Eq. (6) are given by Li;k ¼ X1i Ki; 8i 2 C.
Proof. Consider system Eq. (8) with norm-bounded modeling
uncertainties and assume the matrices Pi,Gi and Pi; 8i 2 C in
Lemma 1 to have the following forms:
Gi ¼
Xi Y i
Xi Zi
	 

;Pi ¼
P1i P2i
 P3i
	 

; Pi ¼ P1i P2i P3i
" #
:
Deﬁne matrix variables Ki = XiLi,k, "i 2 C, then we can
readily obtain the following inequalities by replacingeA i;k; eB i;k; eCi;k; eDi;k;Pi;Gi;Pj into Eq. (12):
P1i P2i 0 0 0 0 ðXiA KiCi;kÞT ðXiA KiCi;kÞT CTi;k
 P3i 0 0 0 0 ððXi þ Y iÞDAþ Y iAÞT ððXi þ ZiÞDAþ ZiAÞT 0
  c2I 0 0 0 ðXi þ Y iÞBd  KiDdi;k
 T
ðXi þ ZiÞBd  KiDdi;k
 T
Ddi;k
 T
   c2I 0 0 ðXi þ Y iÞBui;k
 T
ðXi þ ZiÞBui;k
 T
0
    c2I 0 ððXi þ Y iÞBfÞT ððXi þ ZiÞBfÞT 0
     c2I ððXi þ Y iÞDBþ Y iBÞT ððXi þ ZiÞDBþ ZiBÞT 0
      Xi  XTi þ P1j Y i  Y Ti þ P2j 0
       Zi  ZTi þ P3j 0
        I
26666666666666666666664
37777777777777777777775
< 0 ð16Þ
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representing the time-varying modeling uncertainty, so Eq.
(16) can be rewritten as
U1 þ V1RT1 ðkÞU1 þ V1RT1 ðkÞU1
 T
< 0 ð17Þ
whereU1 ¼
P1i P2i 0 0 0 0 ðXiA KiCi;kÞT ðXiA KiCi;kÞT CTi;k
 P3i 0 0 0 0 ðY iAÞT ðZiAÞT 0
  c2I 0 0 0 ððXi þ Y iÞBd  KiDdi;kÞ
T ððXi þ ZiÞBd  KiDdi;kÞ
T ðDdi;kÞ
T
   c2I 0 0 ððXi þ Y iÞBui;kÞ
T ððXi þ ZiÞBui;kÞ
T
0
    c2I 0 ððXi þ Y iÞBfÞT ððXi þ ZiÞBfÞT 0
     c2I ððXi þ Y iÞDBþ Y iBÞT ððXi þ ZiÞDBþ ZiBÞT 0
      Xi  XTi þ P1j Y i  Y Ti þ P2j 0
       Zi  ZTi þ P3j 0
        I;
266666666666666666664
377777777777777777775V1 ¼ 0 F1 0 0 0 0 0 0 0½ T;
U1 ¼ 0 0 0 0 0 0 ET1 ðXi þ Y iÞT ET1 ðXi þ ZiÞT 0
 
:
According to Lemma 2, Eq. (17) holds if and only if the fol-
lowing inequalities are satisﬁed for any e1:U1 þ e1V1VT1 þ e11 UT1U1 < 0 ð18Þ
Then based on the Schurz complement, we can obtain the
following inequalities:P1i P2i 0 0 T1 CTi;k 0
 T2 0 0 T3 0 0
  c2I 0 T4 T5 0
   c2I T11 0 0
    T8 0 T9
     I 0
      e1I
266666666666664
377777777777775
< 0 ð19Þ
where T1,T2,T3,T4,T5,T8,T9 are deﬁned as Eq. (15), andT11 ¼ ððXi þ Y iÞDBþ Y iBÞT ððXi þ ZiÞDBþ ZiBÞT
h i
:Following the similar steps for modeling uncertainty DB, it can
easily obtain the LMIs Eq. (14), namely, if Eq. (14) holds, the
system Eq. (8) will be asymptotically stable with anH1 perfor-
mance index c. Meanwhile, the ﬁlter gains of an admissibleH1FDF with the form of Eq. (6) are given by Li;k ¼ X1i Ki; 8i 2 C.
This completes the proof.
Remark 5. The optimal H1 performance index c* and the cor-
responding FDF gain matrices can be obtained by setting
d= c2 and solving the following optimization problem
minfdg; s:t: Eq:ð14Þ and Eq:ð15Þ: ð20Þ
Remark 6. In Theorem 1, we assume that the stationary
transition probabilities of the Markov chain are completely
known. Obviously such an assumption is quite restrictive
since all or parts of the elements in the transition proba-
bilities matrix are hardly or costly to obtain. This assump-
tion can be easily relaxed by using the similar method as
in Ref. 22.3.2. Adaptive threshold determination
From Section 3.1, the residual signal r(k) is obtained, and then
the modiﬁed residual signal n(k) can be generated by using r(k)
70 E. Niu et al.as the input of the post-ﬁlter. Once the modiﬁed residual signal
has been constructed and the residual evaluation function has
been selected as Eq. (10), we are able to deﬁne
vðkÞ ¼ v1ðkÞ v2ðkÞ½ ; v1ðkÞ ¼ DAxðkÞ; v2ðkÞ ¼ DBuðkÞ, where
v1(k) and v2(k) are norm-bounded for system Eq. (8) is asymp-
totically stable and DA;DB are norm-bounded, so system Eq.
(7) can be written as
eðkþ 1Þ ¼ Ai;keðkÞ þ Bdi;kdðkÞ þ Bui;kDðkÞ þ BffðkÞ þ vðkÞ
rðkÞ ¼ Ci;keðkÞ þDdi;kdðkÞ
(
ð21Þ
According to system Eq. (21) and the deﬁnition of n(k), we can
rewrite n(k) in the following compact form14:
nðkÞ ¼ VkðHd;kdsðkÞ þHv;kvsðkÞ þHD;kDsðkÞ
þHf;kf sðkÞÞ ð22Þ
where
Hf;k ¼
0 0    0
gfðk sþ 1; k sÞ 0    0
..
. . .
.
gfðk; k sÞ    gfðk; k 1Þ 0
266664
377775
HD;k ¼
0 0    0
gDðk sþ 1; k sÞ 0    0
..
. . .
.
gDðk; k sÞ    gDðk; k 1Þ 0
266664
377775
Hv;k ¼¼
0 0    0
gvðk sþ 1; k sÞ 0    0
..
. . .
.
gvðk; k sÞ    gvðk; k 1Þ 0
266664
377775
Hd;k ¼
M1d;k Dd 0    0
M2d;k M
4
d;k Dd    0
..
.
M3d;k M
5
d;k    M6d;k D
2666664
3777775
f sðkÞ ¼
fðk sÞ
fðk sþ 1Þ
..
.
fðkÞ
266664
377775;DsðkÞ ¼
Dðk sÞ
Dðk sþ 1Þ
..
.
DðkÞ
266664
377775
vsðkÞ ¼
vðk sÞ
vðk sþ 1Þ
..
.
vðkÞ
266664
377775; dsðkÞ ¼
eðk sÞ
dðk sÞ
..
.
dðkÞ
266664
377775
M1d;k ¼ geðk s; k sÞ; M2d;k ¼ geðk sþ 1; k sÞ
M3d;k ¼ geðk; k sÞ; M4d;k ¼ gdðk sþ 1; k sÞ
M5d;k ¼ gdðk; k sÞ; M6d;k ¼ gdðk; k 1Þgfðk; jÞ ¼ Ci;kUðk; jþ 1ÞBf gvðk; jÞ ¼ Ci;kUðk; jþ 1Þ
gdðk; jÞ ¼ Ci;kUðk; jþ 1ÞBdi;j; geðk; jÞ ¼ Ci;kUðk; jÞ
gDðk; jÞ ¼ Ci;kUðk; jþ 1ÞBui;j; Uðk; jÞ ¼
Yk1
a¼j
Ai;a
Uðk; kÞ ¼ I; k s 6 j 6 k 1;Vk ¼ V0;k V1;k    Vs;k½ 
Remark 7. In principle, the selection of index s which is the
order of the post-ﬁlter Vk(z) is arbitrary. Considering the
computational complexity of on line implementation, we set it
equal to (a  1)n in this paper.
For convenience of analysis, we can rewrite Eq. (22) as
nðkÞ ¼ VkðHd;v;D;kdv;D;sðkÞ þHf;kf sðkÞÞ ð23Þ
where dv;D;sðkÞ ¼ dTs ðkÞ vTs ðkÞ DTs ðkÞ
 T
;Hd;v;D;k ¼ Hd;k Hv;k½
HD;k.
From Eqs. (10) and (23), the threshold can be determined
as
Jth ¼ sup
dv;D;s ;fs¼0
JðkÞ ¼ sup
dv;D;s ;fs¼0
1
bþ 1
Xk
i¼kb
nTðiÞnðiÞ
" #1=2
ð24Þ
It should be pointed out that the threshold deﬁned in Eq.
(24) is the minimum threshold that prevents false alarms. It
follows from Eqs. (22) and (23) that
sup
dv;D;s ;fs¼0
1
bþ 1
Xk
i¼kb
nTðiÞnðiÞ
" #1=2
¼ sup
dv;D;s
1
bþ 1
Xk
i¼kb
ðVkHd;v;D;kdv;D;sðkÞÞTVkHd;v;D;kdv;D;sðkÞ
" #1=2
6 rðVkHd;v;D;kÞsup
dv;D;s
1
bþ 1
Xk
i¼kb
dTv;D;sðiÞdv;D;sðkÞ
" #1=2
¼ rðVkHd;v;D;kÞsup
dv;D;s
1
bþ 1
Xk
i¼kb
eTði sÞeði sÞ"
þ
Xs
j¼0
dTði jÞdði jÞ þ
Xs
j¼0
vT1 ði jÞv1ði jÞ
þ
Xs
j¼0
vT2 ði jÞv2ði jÞ þ
Xs
j¼0
DTði jÞDði jÞ
##1=2
ð25Þ
where rðÞ denotes the maximum singular value.
From Eq. (21), we have
eðkþ 1Þ ¼ Ai;keðkÞ þ Bd;v;Di;k dv;DðkÞ þ BffðkÞ ð26Þ
where
dv;DðkÞ ¼ dTðkÞ vTðkÞ DTðkÞ
 T
;Bd;v;Di;k ¼ Bdi;k I Bui;k
h i
.
So
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i¼kb
eTði sÞeði sÞ
" #1=2
6 ðbþ 1Þ1=2kðe jwI Ai;kÞ1Bd;v;Di;k k1kdv;DðkÞke
¼ kd
Xk
i¼kb
dTði sÞdði sÞ þ
Xk
i¼kb
vT1 ði sÞv1ði sÞ
"
þ
Xk
i¼kb
vT2 ði sÞv2ði sÞ þ
Xk
i¼kb
DTði sÞDði sÞ
#1=2
ð27Þ
where kd ¼ supwrððe jwI Ai;kÞ
1
Bd;v;Di;k Þ.
From Eq. (5), it is easy to show thatXk
i¼kb
xTðiÞxðiÞ
" #1=2
6 ðbþ 1Þ1=2kxDd ð28Þ
where kx ¼ supw;R1ðkÞrððejwIADAÞ
1
BdÞ;Dd ¼ supdkdðkÞke.
According to the deﬁnition of v1(k),v2(k),D(k) and
RT1 ðkÞR1ðkÞ 6 I;RT2 ðkÞR2ðkÞ 6 I, we get
Xk
i¼kb
vT1 ði sÞv1ði sÞ
" #1=2
¼
Xks
i¼kbs
xTðiÞðDAÞTDAxðiÞ
" #1=2
6 rðE1ÞrðF1Þ
Xks
i¼kbs
xTðiÞxðiÞ
" #1=2
6 ðbþ 1Þ1=2rðE1ÞrðF1ÞkxDd
ð29Þ
Xk
i¼kb
vT2 ði sÞv2ði sÞ
" #1=2
¼
Xks
i¼kbs
uTðiÞðDBÞTDBuðiÞ
" #1=2
6 rðE2ÞrðF2Þ
Xks
i¼kbs
uTðiÞuðiÞ
" #1=2
¼ðbþ1Þ1=2rðE2ÞrðF2Þkuðk sÞke ð30Þ
Xk
i¼kb
DTði sÞDði sÞ
" #1=2
¼
Xks
i¼kbs
DTðiÞDðiÞ
" #1=2
¼ ðbþ 1Þ1=2kDðk sÞke ð31Þ
According to Eqs. (24) and (25) and Eqs. (27)–(31), the
threshold Jth can be deﬁned as
Jth ¼ rðVkHd;v;D;kÞDd;v;D;k ð32Þ
where
Dd;v;D;k ¼ 1þ r2ðE1Þr2ðF1Þk2x
 
k2dD
2
dþ

r2ðE2Þr2ðF2Þ
 kuðk sÞk2e þ
Xs
j¼0
kuðk jÞk2e
 !
þkDðk sÞk2e þ
Xs
j¼0
kDðk jÞk2e
#1=2Remark 8. Note that Vk,Hd,v,D,k vary with the mode of system
Eq. (5) and kuðkÞk2e ; kDðkÞk2e can be calculated at each time
instant k, so Jth is an adaptive threshold which can be obtained
online.3.3. Fault detection systems optimization
The objective of optimizing the FD system Eq. (8) is to seek a
performance index in order to detect faults as small as possible.
For describing the performance index, we ﬁrst give the follow-
ing Deﬁnitions14:
Deﬁnition 1. The set of detectable faults which are denoted by
Sf can be expressed by
Sf ¼ fj inf
ds ;vs ;Ds
knke P Jth
 
¼ ffjkVkHf;kf sðkÞke P 2Jthg ð33Þ
Deﬁnition 2. Minimum detectable faults, denoted by fmin, are
faults which belong to Sf and minimize in f ds ;vs ;Dsknke. So an
fmin can be obtained by solving the following extreme problem
inf
f2Sf ;ds ;vs ;Ds
knke ¼ Jth ð34Þ
Deﬁnition 3. Maximal minimum detectable faults, denoted by
fmmin, are deﬁned by
kf mmink2;½0;b ¼
X0
a¼b
f Tmminðkþ aÞf mminðkþ aÞ
" #1=2
¼ max
f min
X0
a¼b
f Tminðkþ aÞf minðkþ aÞ
" #1=2
ð35Þ
Note that the smaller fmmin becomes, the smaller faults can be
detected. So our objective of optimizing the FD system Eq. (8)
can be formulated as
min
Vk
J ¼ min
Vk
kf mmink2;½0;b ð36Þ
Followed from Eqs. (34) and (35), the minimum detectable
fault fmin ensures that
X0
a¼b
ðVkHf;kf s;minðkþ aÞÞTVkHf;kf s;minðkþ aÞ
" #1=2
¼ 2ðbþ 1Þ1=2Jth ð37Þ
where f s;minðkþ aÞ ¼ f Tminðkþ a sÞ f Tminðkþ a sþ 1Þ   

f Tminðkþ aÞT.
Since
X0
a¼b
ðVkHf;kf s;minðkþ aÞÞTVkHf;kf s;minðkþ aÞ
" #1=2
P rðVkHf;kÞ
X0
a¼b
f Ts;minðkþ aÞf s;minðkþ aÞ
" #1=2
¼ rðVkHf;kÞ
Xs
b¼0
X0
a¼b
f Tminðkþ a bÞf minðkþ a bÞ
" #1=2
where r() denotes the minimum singular value. Then we have
1
bþ 1
Xs
b¼0
X0
a¼b
f Tminðkþ a bÞf minðkþ a bÞ
" #1=2
6 2Jth
rðVkHf;kÞ
ð38Þ
72 E. Niu et al.It is evident that the equality in Eq. (38) holds true only if
vectors fmin(k+ a  b),b= 0,1,. . ., s, satisfy
f minðkþ aÞ ¼ f minðkþ a 1Þ ¼    ¼ f minðkþ a sÞ ð39Þ
and are equal to the eigenvector of matrix (VkHf,k)
TVkHf,k cor-
responding to r2(VkHf,k). According to the deﬁnition of fmmin,
we ﬁnally have
max
f min
X0
a¼b
f Tminðkþ aÞf minðkþ aÞ
" #1=2
¼ 2Jth
rðVkHf;kÞ
bþ 1
sþ 1
 1=2
¼ 2 bþ 1
sþ 1
 1=2
rðVkHd;v;D;kÞ
rðVkHf;kÞ Dd;v;D;k
ð40Þ
Thus, we can know that the objective of optimizing system Eq.
(8) is reduced to ﬁnding matrix Vk at each time instant that
solves the following optimization problem
min
Vk
J ¼ min
Vk
kf mmink2;½0;b ¼ 2
bþ 1
sþ 1
 1=2 rðVkHd;v;D;kÞ
rðVkHf;kÞ Dd;v;D;k
ð41Þ
Next, we give the following Lemma that plays a key role in
deriving the solution of optimization problem Eq. (41).
Lemma 3. 14Given matricesH,P of appropriate dimensions, then
the optimal solution X for optimization problem min
X
rðPþ XHÞ
is given by
X ¼ PHþ ð42Þ
and furthermore
min
X
rðPþ XHÞ ¼ rðP XHþHÞ ð43Þ
where H+ denotes the pseudo-inverse or Moore–Penrose inverse
of matrix H.
Based on the Lemma 3, we have the following Theorem to
determine the optimal solution for problem Eq. (41).
Theorem 2. Given time-varying matrices Hd,v,D,k,Hf,k which
are deﬁned as Eq. (22) at each time instant with rank
(Hf,k) = r(s + 1) = d, then the optimal solution V

k for Eq.
(41) is given by
Vk ¼ Hf;k Hf;kHd;v;D;kðHfn;kHd;v;D;kÞþHfn;k
with Hf;kHf;k ¼ Idd;Hfn;kHf;k ¼ 0
ð44Þ
Furthermore
min
Vk
J¼min
Vk
kf mmink2;½0;b ¼ 2
bþ1
sþ1
 1=2
r
 Hf;kHd;v;DkðIðHfn;kHd;v;D;kÞþ Hfn;kHd;v;D;kÞ
 
Dd;v;D;k
ð45Þ
where ()+ denotes the Moore–Penrose inverse.
Proof. From Theorem 1 and Remark 8, we know that Dd,v,D, k
which is not inﬂuenced by the mode of system Eq. (5) can be
calculated online at each sampling time. So the original optimi-
zation problem Eq. (41) is equivalent to the following time-
varying optimization problem
min
Vk
rðVkHd;v;D;kÞ
rðVkHf;kÞ
	 

ð46ÞFor deriving the solution of problem Eq. (46), at each time in-
stant, we set
Vk ¼ X1;kHf;k þ XkHfn;k ð47Þ
and substitute it into Eq. (46)
r VkHd;v;D;k
 
r VkHf;k
  ¼ r X1;kHf;k þ XkHfn;k
 
Hd;v;D;k
 
rððX1;kHf;k þ XkHfn;kÞHf;kÞ
¼
r X1;kH

f;k þ XkHfn;k
 
Hd;v;D;k
 
rðX1;kÞ ð48Þ
where X1,k 2 Rd·d and rank(X1,k) = d, and Xk is arbitrarily
selectable. Note that
r X1;kH

f;k þ XkHfn;k
 
Hd;v;D;k
 
rðX1;kÞ
P
rðX1;kÞr Hf;kHd;v;D;k þ X11;kXkHfn;kHd;v;D;k
 
rðX1;kÞ
¼ r Hf;kHd;v;D;k þ X11;kXkHfn;kHd;v;D;k
 
ð49Þ
and the equality holds true if and only if
rðX1;kÞ ¼ rðX1;kÞ () X1;k ¼ Idd ð50Þ
Thus, we ﬁnally have
min
Vk
rðVkHd;v;D;kÞ
rðVkHf;kÞ
	 

¼ min
X1;k ;Xk
r X1;kH

f;k þ XkHfn;k
 
Hd;v;D;k
 
rðX1;kÞ
¼ min
Xk
r Hf;kHd;v;D;k þ X11;kXkHfn;kHd;v;D;k
 
ð51Þ
Using Lemma 3, we can obtain
Xk ¼ Hf;kHd;v;D;kðHfn;kHd;v;D;kÞþ ð52Þ
Hence, the optimal solution Vk for Eq. (30) is given by
Vk ¼ Hf;k Hf;kHd;v;D;kðHfn;kHd;v;D;kÞþHfn;k ð53Þ
Furthermore, substituting Vk into Eq. (41) leads to Eq. (45).
This completes the proof.
Remark 9. Note that if Hf,k is a full rank square matrix which
is a special case that is often met, we have Hf,k
- = Hf,k
1,
Hfn,k = 0. Thus, the optimal solution V

k ¼ H1f;k .
Remark 10. From Theorem 2, it can be easily known that
min
Vk
J ¼ 0 if and only if Hf,k-Hd,v,D,k = 0. This is the perfect
FD,14 which also means a full decoupling of residuals from
the disturbances and parameter uncertainties.3.4. Summary
The following Algorithm 1 summarizes the essential parts of
this section and the approach proposed above for the FD
system design.
Robust fault detection and optimization for a network of unmanned vehicles with imperfect communication channels 73Algorithm 1
Step 1 Solve the optimal H1 problem in Theorem 1 and
Remark 5 for Li,k,"i 2 C.
Step 2 Given x^ð0Þ, we can get x^ðkÞ from FDF Eq. (6), and
then we can generate residual signal rðkÞ ¼ zðkÞ  z^ðkÞ.
Step 3 Form Hf,k,HD,k, Hv,k,Hd,k and Hd,v,D, k.
Step 4 Find Hf,k
-,Hfn,k with Hf,k
-Hf,k = Ia·a,Hfn,kHf,k = 0
and calculate (Hfn,kHd,v,D,k)
+.
Step 5 Set the optimal post-ﬁlter Vk ¼ Hf;k Hf;kHd;v;D;k
ðHfn;kHd;v;D;kÞþHfn;k .
Step 6 Establish the adaptive threshold J th ¼ rðVkHd;v;D;kÞ
Dd;v;D;k .
Step 7 Let nðkÞ ¼ VkðzÞrðkÞ denote the modiﬁed residual
signal, then the residual evaluation function
JðkÞ ¼ knðkÞke ¼
1
bþ 1
Xk
i¼kbn
TðiÞnðiÞ
	 
1=2
.
From Algorithm 1, it can be easily known that these steps
are implemented online except step 1.
4. Simulation results
In this section, a numerical example is given to show the effec-
tiveness of the proposed method. Consider the following sec-
ond-order state-space dynamical model which corresponds to
linearized longitudinal short-period dynamics for highly
maneuverable technology (HiMAT) 24,25 vehicle
xiðkþ1Þ¼
0:9887 0:0096
0:1357 0:9843
	 

xiðkÞþ
Xm
l¼1
LlmilðkÞ
þ 0:0024 0:0016 0:00020:1133 0:0691 0:0708
	 

uiðkÞþBdi diðkÞ
zijðkÞ¼
1 0
0 1
	 

ðxiðkÞxjðkÞÞþDdi diðkÞDdj djðkÞ; i2N; j2Ni
8>>>><>>>>:
where xi ¼ at qt½ T; at denotes the angle of attack and qt
denotes the pitch rate. ui ¼ ne nv nc½ T; ne; nv; nc denote the
elevator input, elevon input and canrad intput, respectively.
The matrices Bdi ;D
d
i and Ll are given as follows. We choose
T= 0.01 s.
Consider a network of seven vehicles as shown in Fig. 1.
First, the network is partitioned into two clusters
M1 = {1,2,3} andM2 = {4,5,6,7}. The matrices B
d
i ;D
d
i in the
cluster #1 are given as
Bd1 ¼ Dd1 ¼
0:1
0:1
	 

;Bd2 ¼ Dd2 ¼
0:1
0:15
	 

; Bd3 ¼ Dd3 ¼
0:15
0:1
	 

:Fig. 1 A directed graph of a network of seven vehicles.In the following text, we can obtain the MJS model of cluster
#1. The neighboring sets of the vehicles in cluster #1 are shown
as follows: N1 = {3}, N2 = {1} and N3 = {1}. It can be seen
that all the vehicles in cluster #1 has only one neighbor and
vehicle 1 is the neighbor of all other vehicles in the cluster,
so the cluster FDO unit can be located at vehicle 1. Then the
MJS system model as Eq. (4) can be obtained for cluster #1,
where
xðkÞ ¼ xTi1ðkÞ  xTi2ðkÞ xTi1ðkÞ  xTi3 ðkÞ
 T
;
uðkÞ ¼ uTi1ðkÞ uTi2ðkÞ uTi3ðkÞ
 TzðkÞ ¼ zTi2ðkÞ zTi3ðkÞ
 T
; zTij ðkÞ ¼ zTi1ðkÞ  zTij ðkÞ; j 2 ½2; 3;
DðkÞ ¼ hui2ðkÞ
 T
hui3ðkÞ
 Th iT:
A ¼ I2  A; Ljl is the (j  1)m+ l column of B;Bdj consists
of (j  1)q+ 1 to jq columns of Bd, where B and Bd are con-
structed as follows:
B ¼ B B 0
B 0 B
	 

;Bd ¼
Bdi1 Bdi2 0
Bdi1 0 Bdi3
" #
:
The Markov state k(k) has three states, i.e. C = {1,2,3}, where
k(k) = 1 corresponds to no data packet dropout in all chan-
nels, k(k) = 2 denotes the packet dropout occurring in channel
between vehicle 2 and vehicle 1, k(k) = 3 denotes the data
packet dropout occurring in channel between vehicle 3 and
vehicle 1. The next step is to consider the data packet dropout
for all the communication channels. For k (k) = 1, we have
C1 ¼ I2  C;D1d ¼ Dd ¼
Ddi1 Ddi2 0
Ddi1 0 Ddi3
" #
, and Dd1;j con-
sists of (j  1)q+ 1 to jq columns of Dd;Bu1 ¼ 0. For
k(k) = 2, we have C2 ¼ 0 00 C
	 

;D2d ¼
0 0 0
Ddi1 0 Ddi3
	 

, and
Dd2;j consists of (j  1)q+ 1 to jq columns of
D2d;B
u
2 ¼
B 0
0 0
	 

.
For k(k) = 3, we have C3 ¼ C1;D3d ¼ Dd, and Dd3;j consists
of (j  1)q+ 1 to jq columns of D3d;Bu3 ¼
0 0
0 B
	 

.
For the convenience of analysis, only one actuator fault
mi21ðkÞ ¼ 0:8 occurring at k= 400 is considered. Assume the
model uncertainties DA DB
  ¼ E1R1ðkÞF1 E2R2ðkÞF2½ ,
where E1¼E2¼ 0:1 0:1 0 0½ T;R1ðkÞ¼sinð0:02pkÞ;R2ðkÞ¼cos
ð0:02pkÞ;F1¼ 0 0:1 0 0½ ;F2¼ 0 0:1 0 0 0 0 0 0 0½ , then the
MJS model Eq. (5) can be written as
xðkþ 1Þ ¼ ðAþ DAÞxðkÞ þ ðBþ DBÞuðkÞ
þBffðkÞ þ BddðkÞ þ Bui;kDðkÞ
zðkÞ ¼ Ci;kxðkÞ þDdi;kdðkÞ
8><>:
where fðkÞ ¼ mi21ðkÞ ¼ 1;Bf is the m+ 1 column of
B; dðkÞ ¼ dT1 ðkÞ dT2 ðkÞ dT3 ðkÞ
 T
;Bui;k ¼ Bui ;Ddi;k ¼ Did, and
i 2 C denotes the ith mode of system Eq. (5). The stationary
transition probability matrix is given by
p ¼
0:80 0:10 0:10
0:90 0:10 0
0:90 0 0:10
264
375
Fig. 2 Measurement mode over network.
Fig. 3 Residual evaluation function under imperfect communi-
cation channels.
Fig. 4 Residual evaluation function under perfect communica-
tion channels.
74 E. Niu et al.According to Step 1 of Algorithm 1, the parameters of the ob-
server Eq. (6) are given by c= 0.4072
L1;k ¼
0:989 0:010 0:001 0
0:108 0:978 0:04 0
0 0 0:990 0:01
0 0 0:014 0:99
26664
37775;
L2;k ¼
0:989 0:010 0:179 0:321
0:061 0:983 0:180 0:320
0 0 0:989 0:011
0 0 0:100 0:901
26664
37775;
L3;k ¼
0:990 0:01 0 0
0:013 0:989 0 0
0 0 0:988 0:01
0 0 0:014 0:99
26664
37775:It is assumed that the external disturbances in the cluster #1
are write noises bounded by idi(k)ie 6 Dd = 0.4 and the detec-
tion window b= 10. Next, we can use the FDO Algorithm
proposed in Section 3.4 to detect faults. The corresponding re-
sults are shown in Figs. 2–4.
Now, consider the stationary transition probability ma-
trix, we can generate a possible evolution of measurement
modes over network with data packet dropout as shown
in Fig. 2. Based on the path in Fig. 2, the simulation results
without optimization and with optimization are presented
for the constant actuator fault mi21ðkÞ ¼ 0:8 in Fig. 3,
respectively. Obviously, it can be seen from Fig. 3 that the
FD systems with optimization can detect the smaller faults
and need fewer time steps than the FD system without
optimization.
If there are no data packet dropouts in the network, then
the measurement modes are always k(k) = 1, which also
means the perfect communication channels. The FD system
Eq. (8) is reduced to uncertain LTI system. Accordingly,
Fig. 4 show the simulation results under the same
conditions. Comparison between Figs. 3 and 4 indicates that
data packet dropout degrades the performance of FD
systems.
To assess the detecting performance for the actuator
faults, three methods (our FDO method, the FDI method
in Ref. 13 and the FD method in Ref. 22) are tested sepa-
rately with DA ¼ 0 and DB ¼ 0. Based on the path in
Fig. 2 and the adaptive threshold Jth, the time steps Nd for
the FD and the minimum detectable faults fmin can be ob-
tained by 100 times simulation and given in Table 1. It can
be found from Table 1 that our FDO method has a better
performance on FD speed and small FD capability than
other methods.
Table 1 Minimum detectable fault fmin, time steps Nd for different methods.
Parameter Our FDO method Method in Ref. 13 Method in Ref. 22
Minimum detectable fault fmin 0.736 0.947 0.928
Time step Nd 8 9 9
Robust fault detection and optimization for a network of unmanned vehicles with imperfect communication channels 755. Conclusions
(1) Considering the modeling uncertainties and the imper-
fect communication channels, a network of unmanned
vehicles is modeled as a discrete-time uncertain MJS.
(2) An observer-based residual generator is constructed and
a time domain optimization approach is proposed to
improve the performance of the FD system. For pre-
venting the false alarms, a new adaptive threshold func-
tion is developed.
(3) The FDO algorithm with the adaptive threshold has a
good performance on FD speed and small FD
capability.
(4) The combined FDO algorithm and the adaptive thresh-
old are applied to the network of HiMAT vehicles to
demonstrate and validate the effectiveness of the pro-
posed approach.Acknowledgements
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