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Introduction
Fractional differential systems have many applications in
modeling of physical and chemical processes and in engi-
neering [3, 14, 19], and have been of great interest recently. In
its turn, mathematical aspects of studies on fractional differ-
ential systems were discussed by many authors, see the text
books [5, 15] and papers [1, 6, 8, 13, 16, 17, 20, 21, 23–26]. A
survey concerning the studies on solvability of two-point or
four-point boundary value problems for fractional differential
systems was given in [11].
In this paper, we discuss the existence of positive solutions
of the following four-point integral type boundary value
problem for the multi-term fractional differential system
Da0þuðtÞ þ pðtÞf ðt; vðtÞ;Dn0þvðtÞÞ ¼ 0; a:e:; t 2 ð0; 1Þ;
D
b
0þvðtÞ þ qðtÞgðt; uðtÞ;Dm0þuðtÞÞ ¼ 0; a:e:; t 2 ð0; 1Þ;
lim
t!0
t2auðtÞ  auðnÞ ¼ R 1
0
/1ðt; vðtÞ;Dn0þvðtÞÞdt;





t2bvðtÞ  cvðnÞ ¼ R 1
0
/2ðt; uðtÞ;Dm0þuðtÞÞdt;



















(i) 1\a; b 2, a 1\m\a and b 1\n\b, D0þ
is the standard Riemann–Liouville differential
derivative of order [ 0 with the starting point 0,
(ii) 0\n g\1 and a; b; c; d 0,
(iii) p; q : ð0; 1Þ ! IR, p satisfies that there exist num-
bers k1; l1 such that k1[  1, a mþ l1[ 0,
2þ k1 þ l1[ 0 and jpðtÞj\tk1ð1 tÞl1 for
t 2 ð0; 1Þ, q satisfies that there exist numbers
k2; l2 such that k2[  1, b nþ l2[ 0, 2þ
k2 þ l2[ 0 and jqðtÞj\tk2ð1 tÞl2 for t 2 ð0; 1Þ,
with pðtÞ 6 0 and qðtÞ 6 0 on (0, 1),
(iv) f ; g;/i;wi : ð0; 1Þ  ½0;þ1Þ  IR! ½0;þ1Þ, f is
a strong ðn; bÞ-Carathe´ory function and g is a strong
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ðm; aÞ-Carathe´ory function with f ðt; 0; 0Þ 6 0 and
gðt; 0; 0Þ 6 0 on (0, 1), /1;w1 are ðn; bÞ-Carathe´-
ory functions and /2;w2 are ðm; aÞ-Carathe´ory
functions.
A pair of functions (x, y) is called a solution of BVP (1) if
x; y 2 C0ð0; 1	 and x, y satisfy all equations in (1). We
obtain the results on solutions of BVP(1) using Schauder’s
fixed point theorem in Banach spaces. The salient features
of this study are as follows:
(a) the fractional differential equations in (1) are multi-
term ones and their nonlinearities depend on the
lower order fractional derivatives with order greater
than a 1 and b 1;
(b) instead of the condition uð0Þ ¼ 0; vð0Þ ¼ 0 we
consider integral boundary conditions which are
more suitable as Da0þxðtÞ ¼ 0 with a 2 ð1; 2Þ implies
xðtÞ ¼ cta1 and obviously x is not continuous at
t ¼ 0 while limt!0 t2axðtÞ exists;
(c) BVP(1) is a generalized form of known ones in
references [4, 7, 9, 10, 21], the positive solutions of
BVP(1) obtained are unbounded (discontinuous at
t ¼ 0) which are different from those ones (contin-
uous on [0,1]) in [1, 8, 23, 24];
(d) this paper is a complement of [11] in which the
existence of positive solutions of BVP(1) was
studied under the assumptions m 2 ð0; a 1	 and
n 2 ð0; b 1	 while m 2 ða 1; aÞ; n 2 ðb 1; bÞ
are supposed in this paper.
The remainder of this paper is arranged as follows: in
Sect. 2, we present preliminary results; in Sect. 3, the main
results are presented; and two examples are given in Sect. 4
to illustrate the main results.
Preliminary results
For the convenience of readers, we present here the nec-
essary definitions from fixed point theory and fractional
calculus theory.
Definition 2.1 [2] Let X be a Banach space. An operator
T : X ! X is completely continuous if it is continuous and
maps bounded sets into pre-compact sets (or relatively
compact sets).
Definition 2.2 [15] The left Riemann–Liouville frac-
tional integral (left forward) of order a[ 0 of a function






ðt  sÞa1f ðsÞds; t[ 0
provided that the right-hand side exists.
Definition 2.3 [15] The left Riemann–Liouville frac-
tional derivative (left farward) of order a[ 0 of a contin-
uous function f : ð0;1Þ ! IR is given by








ðt  sÞanþ1 ds; t[ 0
where n 1\a\n, provided that the right-hand side
exists.
Definition 2.4 h : ð0; 1Þ  IR IR! IR is called a
ðm; aÞCarathe´dory function if it satisfies
(i) t ! h t; ta2x; t2þmayð Þ is measurable on (0, 1) for
all ðx; yÞ 2 IR2,
(ii) ðx; yÞ ! h t; ta2x; t2þmayð Þ is continuous for a.e.
t 2 ð0; 1Þ,
(iii) for each r[ 0, there exists nonnegative number
Mr such that juj; jvj  r imply
h t; ta2x; t2þmay
 

Mr; a:e:t 2 ð0; 1Þ:
Definition 2.5 h : ð0; 1Þ  IR IR! IR is called a
ðm; aÞ-Carathe´dory function if it satisfies
(i) t ! hðt; ta2x; t2þmayÞ is measurable on (0, 1) for
all ðx; yÞ 2 IR2,
(ii) ðx; yÞ ! hðt; ta2x; t2þmayÞ is continuous for a.e.
t 2 ð0; 1Þ,
(iii) for each r[ 0, there exists nonnegative function
/r 2 L1ð0; 1Þ such that juj; jvj  r imply
h t; ta2x; t2þmay
 

/rðtÞ; a:e:t 2 ð0; 1Þ:




0þuðtÞ ¼ uðtÞ þ C1ta1 þ C2ta2 þ    þ Cntan;
where Ci 2 R, i ¼ 1; 2; . . .n
Choose
X ¼ x : ð0; 1	 ! IR x; D
m














for x 2 X: It is easy to show that X is a real Banach space.
Choose
Y ¼ y : ð0; 1	 ! IR y; D
n
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with the norm






for y 2 Y : It is easy to show that Y is a real Banach space.
Thus, ðX  Y ; jj  jjÞ is Banach space with the norm
defined by
jjðx; yÞjj ¼ maxfjjxjj ¼ jjxjjX; jjyjj ¼ jjyjjYg for
ðx; yÞ 2 X  Y:
For a function x : ð0; 1	 ! IR; a number m and a function
F : ð0; 1Þ  IR2 ! IR; denote Fm;xðtÞ ¼ Fðt; xðtÞ;Dm0þxðtÞÞ:
Denote
l1 ¼ ana1; t1 ¼ 1 ana2; x1 ¼ 1 bga1;
k1 ¼ 1 bga2; D ¼ l1k1 þ t1x1;
l2 ¼ cnb1; t2 ¼ 1 cnb2; x2 ¼ 1 dgb1;
k2 ¼ 1 dgb2; r ¼ l2k2 þ t2x2: ð2Þ
Lemma 2.2 (Lemma 2.6 in [11]) Suppose that D 6¼ 0 and
(B0) h 2 C0ð0; 1Þ and there exist k[  1 and l 0
such that 2þ lþ k[ 0 and jhðtÞj  tkð1 tÞl for all
t 2 ð0; 1Þ.
Then x 2 X is a solution of problem
DaxðtÞ þ hðtÞ ¼ 0; 0\t\1;
lim
t!0







































Lemma 2.3 (Lemma 2.7 in [11]) Suppose that r 6¼ 0
and (B0) holds. Then y 2 Y is a solution of problem
DbyðtÞ þ hðtÞ ¼ 0; 0\t\1;
lim
t!0





































Define the operator T on X  Y; for ðx; yÞ 2 X  Y ; by














































































By Lemmas 2.2 and 2.3, we have that ðx; yÞ 2 X  Y is
a solution of BVP(8) if and only if ðx; yÞ 2 X  Y is a fixed
point of T.
Lemma 2.4 Suppose that (i)–(iv) defined in Sect. 1 hold,
D 6¼ 0 and r 6¼ 0: Then T : X  Y ! X  Y is completely
continuous.
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Proof We will prove that both T1 and T2 are completely
continuous. The proof of the completeness of T1 is divided
into four steps and similarly we can prove that T2 is
completely continuous.
Step 1 Suppose that a 1\m\a. We prove that both T1 :
Y ! X is well defined.








Then (iii) and (iv) imply that there exists a number Mr[ 0
and /0;w0 2 L1ð0; 1Þ such that




j/1ðt; yðtÞ;Dn0þyðtÞj /0ðtÞ; jw1ðt; yðtÞ;Dn0þyðtÞj w0ðtÞ
ð7Þ




































































¼ Bða mþ l1; k1 þ 1ÞMr
Cða mÞ t
amþk1þl1 :
On the other hand, note Dm0þ t
l ¼ Cðlþ1ÞCðlþ1mÞ tlm, Cð0Þ ¼ 1
with 1Cð0Þ ¼ 0, we have


















































































It is easy to show that T1y 2 X. So T1 : Y ! X is well
defined.
Step 2 Suppose that a 1\m\a. Prove that T1 is
continuous.
Let fyi 2 Yg be a sequence such that yi ! y0 as i!








holds for i ¼ 0; 1; 2; . . ..
Then (iii) and (iv) imply that there exists a number
Mr[ 0 and /0;w0 2 L1ð0; 1Þ such that







for all t 2 ð0; 1Þ. By a direct computation, we get ðT1yiÞðtÞ
and Dm0þðT1yiÞðtÞ. One sees that



























¼ 2MrBðaþ l1; k1 þ 1Þ
CðaÞ t


































 2MrBða mþ l1; k1 þ 1Þ
Cða mÞ t
2þk1þl1
 2MrBða mþ l1; k1 þ 1Þ
Cða mÞ :
We can show using the dominant convergence theorem that
T1yi ! T1y0 as i ! þ1. Then T1 is continuous.
Now we prove that T1 maps bounded sets in Y into
relatively compact sets in X. Let X 
 Y be a bounded








holds for all y 2 X: Then (iii) and (iv) imply that there
exists a number Mr[ 0 and /0;w0 2 L1ð0; 1Þ such that




j/1ðt; yðtÞ;Dn0þyðtÞj /0ðtÞ; jw1ðt; yðtÞ;Dn0þyðtÞj w0ðtÞ
ð9Þ
for all t 2 ð0; 1Þ.
Step 3 Suppose that a 1\m\a. Prove that fT1y : y 2
Xg is a bounded set in X.
















j1 ana2j þ jajna1
jDj






























j1 ana2j CðaÞCðamÞ þ jajna1 Cða1ÞjCðam1Þj
jDj
MrBða mþ l1; k1 þ 1Þ
Cða mÞ
þ
jbð1 ana2Þj CðaÞCðamÞ þ jabjna1 Cða1ÞjCðam1Þj
jDj g
m2k1l1
MrBða mþ l1; k1 þ 1Þ
Cða mÞ
þ
jað1 bga2Þj CðaÞCðamÞ þ jað1 bga1Þj Cða1ÞjCðam1Þj
jDj
 nm2k1l1 MrBða mþ l1; k1 þ 1Þ
Cða mÞ :
So T1 maps bounded sets into bounded sets in X.
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Step 4 Suppose that a 1\m\a. Prove that fT1y : y 2
Xg is a relatively compact set in X.
We prove first that both ft2aðT1yÞðtÞ : y 2 Xg and
ft2þmaDm0þðT1yÞðtÞ : y 2 Xg are equi-continuous on (0, 1].










ðt  sÞam1pðsÞfn;yðsÞds : y 2 X
n o
are equi-continuous on (0, 1] (we can prove that the other
parts of ft2aðT1yÞðtÞ : y 2 Xg and ft2þmaDm0þðT1yÞðtÞ :
y 2 Xg are equi-continuous on (0, 1] similar to [1]). Then,
we prove that both ft2aðT1yÞðtÞ : y 2 Xg and
ft2þmaDn0þðT1yÞðtÞ : y 2 Xg are equi-convergent as t ! 0.










ðt  sÞam1pðsÞfn;yðsÞds : y 2 X
n o
are equi-convergent as t ! 0.
First, let t1; t2 2 ½e; f 	 
 ð0; 1	 with t1\t2, 0\e\f  1,



























jðt1  sÞa1  ðt2  sÞa1jjpðsÞfn;yðsÞjds
Mrjt2a1  t2a2 j
Z t2
0
ðt2  sÞa1sk1ð1 sÞl1dsþMrt2a1
Z t2
t1




jðt1  sÞa1  ðt2  sÞa1jsk1ð1 sÞl1ds








½ðt2  sÞa1  ðt1  sÞa1	sk1ð1 sÞl1ds
! 0 uniformly in X as t1 ! t2 on ½e; f 	:
Second, let t1; t2 2 ½e; f 	 
 ð0; 1	 with 0\e t1\t2 f  1



























jðt1  sÞam1  ðt2  sÞam1jjpðsÞfn;yðsÞjds
Mrjt2þma1  t2þma2 j
Z t2
0








½ðt1  sÞam1  ðt2  sÞam1	sk1ð1 sÞl1ds













ðt2  sÞam1sk1ðt2  sÞl1ds
Mrjt2þma1  t2þma2 jtamþk1þl12 Bða mþ l1; k1 þ 1Þ














Mrjt2þma1  t2þma2 jtamþk1þl12 Bðamþ l1;k1þ 1Þ














! 0 uniformly in X as t1 ! t2 on ½e; f 	:











































































































Bðaþ l1; k1 þ 1Þ
CðaÞ Mr




































































































þ t2þk1þl1 Bða mþ l1; k1 þ 1Þ
Cða mÞ Mr
þ
j1 ana2j CðaÞCðamÞ t
jDj
Bðaþ l1; k1 þ 1Þ
CðaÞ Mr
þ
jbð1 ana2Þj CðaÞCðamÞ t
jDj g
a2 Bðaþ l1; k1 þ 1Þ
CðaÞ Mr
þ
jað1 bga2Þj CðaÞCðamÞ t
jDj n
a2 Bðaþ l1; k1 þ 1Þ
CðaÞ Mr
! 0 uniformly on X as t ! 0:
Therefore, T1X is relatively compact.
From above discussion, T1 is completely continuous.
The proof is completed. h
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Define



















 l1k1þx1t1ð Þðt sÞa1;
g\s t;















































































































































Lemma 2.5 (Lemma 2.9 in [11]) Suppose that
a; b; c; d 0; and
D[ 0; 0 a\ 1




r[ 0; 0 c\ 1






Gðt; sÞ 0 for all t; s 2 ð0; 1Þ; Hðt; sÞ 0 for all t; s 2 ð0; 1Þ:
ð11Þ
Main results
In this section, we prove existence result on solutions of
BVP(1). Let li; ti;xi; kiði ¼ 1; 2Þ and D;r be defined by




following assumption will be used in the main theorem.
A function U : ½0;1Þ  ½0;1Þ ! ½0;1Þ is called a bi-
increasing function if both u ! Uðu; vÞ and v ! Uðu; vÞ
are increasing. We now list the following assumption:
(B1) there exist /i;wi 2 L1ð0; 1Þði ¼ 1; 2Þ and bi-in-





































































w2ðtÞW2ðjuj; jvjÞ; t 2 ð0; 1Þ; u; v 2 IR:
For ease expression, denote
M1 ¼ t1 þ l1D jj þ
t1
CðaÞ




N1 ¼ x1 þ k1D jj þ
x1
Cða1Þ














Bðaþ l1; k1 þ 1Þ
CðaÞ




CðamÞ þ l1 Cða1ÞjCðam1Þj
D





CðamÞ þ bl1 Cða1ÞjCðam1Þj
D





CðamÞ þ ax1 Cða1ÞjCðam1Þj
D
naþk1þl1Bðaþ l1; k1 þ 1Þ
CðaÞ ;
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and
M2 ¼ t2 þ l2r jj þ
t2
CðbÞ




N2 ¼ x2 þ k2r jj þ
x2
Cðb1Þ













Bðbþ l2; k2 þ 1Þ
CðbÞ




CðbnÞ þ l2 Cðb1ÞjCðbn1Þj
r





CðbnÞ þ dl2 Cðb1ÞjCðbn1Þj
r





CðbnÞ þ cx2 Cðb1ÞjCðbn1Þj
r
nbþk2þl2Bðbþ l2; k2 þ 1Þ
CðbÞ :
Theorem 3.1 Suppose that (12) holds, (i)–(iv) defined in
Sect. 1 and (B1) hold. Then BVP(1) has at least one pos-
itive solution if
M1W1ðr2; r2Þ þ N1U1ðr2; r2Þ þ Q1Uðr2; r2Þ r1;
M2W2ðr1; r1Þ þ N2U1ðr1; r1Þ þ Q2Wðr1; r1Þ r2
ð12Þ
has a solution ðr1; r2Þ satisfying r1[ 0; r2[ 0.
Proof From Lemmas 2.2 and 2.3, we know that (x, y) is a
solution of BVP(1) if and only if (x, y) is a fixed point of
T. From Lemma 2.4, T : X  Y ! X  Y is completely
continuous. By Lemma 2.5 and (i)–(iv), (x, y) is a positive
solution if (x, y) is a solution of BVP(1).
To get a fixed point of T, we apply the Schauder’s fixed
point theorem. We should define a closed convex bounded
subset X of E such that TðXÞ  X. It is easy to see that
X ¼ fðx; yÞ 2 E : jjxjj  r1; jjyjj  r2g is a closed convex
bounded subset X of E.



























w2ðtÞW2ðr1; r1Þ; t 2 ð0; 1Þ:
By the definition of T, we have
t2ajðT1yÞðtÞj
 t1 þ l1
D
jjw1jj1W1ðr2; r2Þ






























 t1 þ l1
D
jjw1jj1W1ðr2; r2Þ
þ x1 þ k1
D
jj/1jj1U1ðr2; r2Þ
þ 1þ t1 þ l1
D









Bðaþ l1; k1 þ 1Þ
CðaÞ Uðr2; r2Þ













































CðamÞ þ ax1 Cða1ÞjCðam1Þj
D

















Cðam1Þ þ k1 CðaÞCðamÞ
D
jj/1jj1U1ðr2; r2Þ




CðamÞ þ l1 Cða1ÞjCðam1Þj
D
"





CðamÞ þ bl1 Cða1ÞjCðam1Þj
D





CðamÞ þ ax1 Cða1ÞjCðam1Þj
D










þ 1þ t1 þ l1
D




















Cðam1Þ þ k1 CðaÞCðamÞ
D
jj/1jj1U1ðr2; r2Þ






CðamÞ þ l1 Cða1ÞjCðam1Þj
D





CðamÞ þ bl1 Cða1ÞjCðam1Þj
D





CðamÞ þ ax1 Cða1ÞjCðam1Þj
D
 n





¼ M1W1ðr2; r2Þ þ N1U1ðr2; r2Þ þ Q1Uðr2; r2Þ:
Similarly, we get
jjT2xjj M2W2ðr1; r1Þ þ N2U1ðr1; r1Þ þ Q2Wðr1; r1Þ:
Since (13) has positive solution r1[ 0; r2[ 0, we choose
X ¼ fðx; yÞ 2 E : jjxjj  r1; jjyjj  r2g. Then we get
TðXÞ 
 X. Hence, the Schauder’s fixed point theorem
implies that T has a fixed point ðx; yÞ 2 X. So (x, y) is a
positive solution of BVP(1).
The proof of Theorem 3.1 is completed. h
Theorem 3.2 Suppose
(B2) there exists /i;wi 2 L1ð0; 1Þði ¼ 1; 2Þ and non-


































































w2ðtÞMW2 ; t 2 ð0; 1Þ; u; v 2 IR:
Then BVP(1) has at least one positive solution.
Proof Let Mi;Ni;Qiði ¼ 1; 2Þ be defined in Theorem 3.1.
Choose Uðu; vÞ ¼ MU; Wðu; vÞ ¼ MW; Uiðu; vÞ ¼ MUi and
Wiðu; vÞ ¼ MWiði ¼ 1; 2Þ. We see that (13) has positive
solution
r1 ¼ M1MW1 þ N1MU1 þ Q1MU;
r2 ¼ M2MW2 þ N2MU1 þ Q2MW:
The results follows from Theorem 3.1 directly. h
Numerical examples
In this section, we present two examples for the illustration
of our main result (Theorems 3.1 and 3.2).



















































(i) BVP(13) has at least one positive solution if there
exists a constant H[ 0 such that
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jf ðt; t 120u; t4140vÞj H; t 2 ð0; 1Þ; u; v 2 IR;
jgðt; t 110u; t2120vÞjH; t 2 ð0; 1Þ; u; v 2 IR:
(ii) BVP(13) has at least one positive solution if
and one of the followings holds:
(a) maxf1; d1gmaxfr1; c1g\1;
(b) maxf1; d1gmaxfr1; c1g ¼ 1 with ð38:1089b1Þ1=r1
34:0678b2\1 or 38:1089b1ð34:0678b2Þ1=s1\1
(c) maxf1; d1gmaxfr1; c1g[ 1 for sufficiently small
b1; a1; b2; a2.
Proof Corresponding to BVP(1), we have a ¼ 19
10





and n ¼ 39
40
, n ¼ 1
2
; g ¼ 3
4
, a ¼ b ¼ c ¼ d ¼ 1
2
and
/iðt; u; vÞ ¼ wiðt; u; vÞ  0ði ¼ 1; 2Þ and pðtÞ ¼ t 110 ð1
tÞ1720; qðtÞ ¼ t 110ð1 tÞ1320:
It is easy to see that (i)–(iv) hold with k1 ¼  110 ¼ k2,
and l1 ¼  1720, l2 ¼  1320. One sees that k1[  1,
a mþ l1[ 0, 2þ k1 þ l1[ 0, k2[  1, b nþ l2
[ 0, 2þ k2 þ l2[ 0. Hence, (i)-(iv) defined in Sect. 1
hold.























































D ¼ l1k1 þ t1x1[ 0; 0 a\
1




r ¼ l2k2 þ t2x2[ 0; 0 c\
1





jf ðt; t 120u; t4140vÞjH; t 2 ð0;1Þ;u;v2 IR;




















It follows from Theorem 3.2 that BVP(13)
has at least one positive solution.
(ii) One sees that (B1) holds with
Uðu; vÞ ¼ c1 þ b1juj1 þ a1vd1 ;
Wðu; vÞ ¼ c2 þ b2ur1 þ a2vc1 ;
Uiðu; vÞ ¼ Wiðu; vÞ ¼ 0 ði ¼ 1; 2Þ
. Furthermore, we have by direct computation
(use Mathlab7.0) that










Bðaþ l1; k1 þ 1Þ
CðaÞ





CðamÞ þ l1 Cða1ÞjCðam1Þj
D





CðamÞ þ bl1 Cða1ÞjCðam1Þj
D
 g





CðamÞ þ ax1 Cða1ÞjCðam1Þj
D
 n




jf ðt; t 120u; t4140vÞj  c1 þ b1juj1 þ a1jvjd1 ; c1; b1; a1 0; 1; d1[ 0;
jgðt; t 110u; t2120vÞj  c2 þ b2jujr1 þ a2jvjc1 ; c2; b2; a2 0; r1; c1[ 0
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Bðbþ l2; k2 þ 1Þ
CðbÞ





CðbnÞ þ l2 Cðb1ÞjCðbn1Þj
r





CðbnÞ þ dl2 Cðb1ÞjCðbn1Þj
r
 g





CðbnÞ þ cx2 Cðb1ÞjCðbn1Þj
r
 n
bþk2þl2Bðbþ l2; k2 þ 1Þ
CðbÞ
’ 56:4653 57:
One sees that inequality system (13) has
positive solutions if
68½c1 þ b1r12 þ a1rd12 	  r1;
57½c2 þ b2rr11 þ a2rc11 	  r2
ð14Þ
has positive solutions. One sees that if
68½c1þðb1þ a1Þrmaxf1;d1g2 	 r1;
57½c2þðb2þ a2Þrmaxfr1;c1g1 	 r2
ð14Þ0
has positive solution ðr1; r2Þ with r1[ 1;
r2[ 1, then (14) has positive solution
ðmaxf1; r1g;maxf1; r2g.
(ii)-(a) maxf1; d1gmaxfr1; c1g\1. It is easy to see
that (14) has positive a positive solution
ðr1; r2Þ with r1[ 0; r2[ 0. It follows from
Theorem 3.1 that BVP(13) has at least one
solution if one of the followings holds:
(ii)-(b) maxf1; d1gmaxfr1; c1g ¼ 1. One sees that
(14)0 becomes
68½c1þðb1þ a1Þr2	 r1; 57½c2þðb2þ a2Þr1	r2:
It is easy to see that the latest inequality
system holds for sufficiently large r01; r
0
2[ 0 if
68 57ða1 þ b1Þða2 þ b2Þ\1. Hence (15)
has positive solution ðmaxf1; r01g;maxf1; r02g.
Then BVP(1) has positive solution by
Theorem 3.1.
(ii)-(c) maxf1; d1gmaxfr1; c1g[ 1. By
lim
ða1;b1;c1Þ!ð0;0;0Þ
Q1½c1 þ b1juj1 þ a1vd1 	
¼ lim
ða2;b2;c2Þ!ð0;0;0Þ
Q2½c2 þ b2ur1 þ a2vc1 	 ¼ 0;
we know that (15) has positive solution
ðr1; r2Þ with ri[ 0. Then Theorem 3.1 implies
that BVP(1) has at least one positive solution
if a1; b1; c1; a2; b2; c2 are sufficiently small.
The proof is completed.
h























































q ; 1 ;
b1 0; 1; d1[ 0;












b2 0; r1; c1[ 0:
Then BVP(15) has at least one positive solution for suffi-
ciently small ai; biði ¼ 1; 2Þ.
Proof Corresponding to BVP(1), we have a ¼ 19
10





and n ¼ 39
40
, a ¼ b ¼ c ¼ d ¼ 1
2
and /1ðt; u; vÞ ¼
A;w1ðt; u; vÞ ¼ B;/2ðt; u; vÞ ¼ C;w2ðt; u; vÞ ¼ D and pðtÞ
¼ t12ð1 tÞ15; qðtÞ ¼ t12ð1 tÞ 110:
It is easy to see that (i)–(iv) hold with k1 ¼  110 ¼ k2,
and l1 ¼  15, l2 ¼  110. One sees that k1[  1,
a mþ l1[ 0, 2þ k1 þ l1[ 0, k2[  1, b nþ l2
[ 0, 2þ k2 þ l2[ 0. One sees m[ a 1, n[ b 1.
Then similar to Example 4.1, we know that BVP(15) has
at least one positive solution by Theorem 3.2. h
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Conclusions
In this paper, we establish sufficient conditions for the
existence of positive solutions of four-point integral type
boundary value problems for singular fractional differential
systems. We allow the nonlinearities p(t)f(t, x, y) and
q(t)g(t, x, y) in fractional differential equations to be sin-
gular at t ¼ 0. Both f and g may be super-linear and sub-
linear. The analysis relies on some well known fixed point
theorems. This paper contributes within the domain of
fractional differential equations. The methods can be
applied to solve other kinds of four-point integral type
boundary value problems for singular fractional differential
systems.
In [12, 22], authors studied the existence of positive
solutions of two-point boundary value problems for frac-
tional order elastic beam equations. One can discuss the
following boundary value problem for nonlinear singular
coupled fractional order elastic beam equations of the form
Da0þuðtÞ ¼ f ðt; vðtÞ; v0ðtÞ; v00ðtÞÞ; t 2 ð0; 1Þ;
D
b

























where 3\a; b 4, D0þ (D for short) is the Riemann–
Liouville fractional derivative of order , and f ; g : ð0; 1Þ 
½0;1Þ  IR2 ! ½0;1Þ is continuous. f, g depend on the
lower order fractional derivatives u0; v0 and u00; v00 and may
be singular at t ¼ 0 and t ¼ 1, f, g are non-Carathe´odory
functions.
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