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I. INTRODUCTION 
This work is a continuation of our previous paper [4]. In [4] we have 
defined the concept of a differential game associated with a system of m 
ordinary differential equations 
2 =.f@, x, y, 4 (&I < t e n (1.1) 
an initial condition 
and a payoff 
x(to) = x0 ) (1.2) 
P(Y, 4 = &(T)) + J“ 4~ 49, r(t), x(t)) dt, 
tn 
(1.3) 
where T is a fixed positive number and 0 < t, < T. Actually, a more general 
payoff was considered, whereby g(x(T)) is replaced by any continuous 
functional p(x) of the trajectories X. 
As in [3], we denote by 1’ and Z fixed compact subsets of some euclidean 
spaces RP and R’J respectively. We have made the following assumptions: 
(i) f(t, x, y, 2) is continuous in (t, x,y, x) E [0, T] x Rm x Y x 2. 
(ii) For each t E [0, T], y  E Y, z E 2, R > 0 and X, x in Rm, j x j < R, 
/*I CR, 
lf(t, x,y, 4 -f(t, %Y, z)i < k, I x - 3 I 
(k, = k, (R) constant). (1.4) 
(iii) For each t E [0, T], y E Y, x E 2, x G R”, 
lf(t, X,Y, x)l < k, I x I + k, (k, , K, constants). (1.5) 
(iv) y  and z act “separately” on the right-hand side of (l.l), i.e., 
fk x, y, 4 = f’(4 % Y) +“w, x, 4. (1.6) 
* This work was partially supported by National Science Foundation grant NSF 
GP-5558. 
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(v) g(z) is continuous in Rm, and h(t, x,y, z) is continuous in 
[0, T] x Rm x Y x Z. 
(vi) y  and z act “separately” on the integral part of the payoff, i.e., 
qt, x, y, 2) = h,(t, x, Y) + h,(t, x, 4. (l-7) 
We have proved in [#I that, under the assumptions (i)-(vi), the differential 
game has Value. We denote its value by V(s, , to). We have also proved that 
V(x, t) is Lipschitz continuous in (x, t) E R” x [0, T] under the following 
additional assumptions: 
(vii) g(z) satisfies a uniform Lipschitz condition in Rm, and h(t, X, y, x) 
satisfies a uniform Lipschitz condition with respect to x (on the set 
[0, T] x R” x Y x Z). 
(viii) f(t, X, y, z) and h(t, X, y, z) satisfy a uniform Lipschitz condition 
with respect to t (on the set [0, T] x Rm x Y x Z). 
Finally, we have proved the existence of a saddle point under the 
assumptions (i)-(vi) and the following additional assumption: 
(ix) For each t E [0, T], x E R*, the sets fl(t, X, Y) and f  2(t, X, Z) are 
convex. 
We have also considered in [3] a pursuit-evasion game. This is a game 
where the payoff is given by 
qy, 2) = t(x) - t, U-8) 
where t(x) is the smallest value of t such that (x(t), t) EF. Here F is a given 
closed set, called the terminal set. t(x) is called the capture time. We have 
assumed that F contains the set R” x [T,, , co) for some 0 < Ts <: T (so that 
capture always occurs) and then reduced the problem to one with prescribed 
duration (T being the terminal time). The new feature of this problem is that 
the payoff is not a continuous functional. We proved that the game has 
extended Value Ve(x, , t,,) provided the conditions (i)-(vi) and (ix) hold. 
In the present paper we shall consider payoffs which are more general than 
that of the pursuit-evasion game, namely: 
P( Y, 4 = [“‘“’ h(4 x(t), y(t), 44 & 
fo 
where h satisfies the following condition: 
(x) h(t, X, y, z) is continuous in (t, X, y, 2) on the set 
[0, T] x Rm x Y x Z, and h(t, x, Y, 2) Z 0. 
(1.9) 
The concept of a differential game G associated with (l.l), (1.2), (1.9) is 
the same as in [4] (where the payoff (1.3) was considered). However, in the 
present case the payoff is usually not a continuous functional. 
94 FRIEDMAN 
We denote by T-(X ,, , to) the lower value of the game of pursuit-evasion 
associated with (1.1), (1.2). W e shall assume throughout this paper that the 
terminal set F is a closed domain with C2 boundary. In $2 we prove 
(Theorem 1) that if the differential inequality (2.1) holds on iF, then 
T-(x0, t,,) < C dist((x, , to), ?F) (C constant) (1.10) 
for all (X 0 , to) outside F and sufficiently close to F. 
The inequality (I .10) is fundamental for the other results of the paper. 
We use it, in $3, to prove that the differential game associated with (I.]), (1.2), 
(1.9) has Value V(x, , to). I f  (ix) holds, then there is also a saddle point. 
Varaipa and Lin [8] considered the pursuit-evasion game associated with 
the system 
4 =-: fl(t, x1 ) y), 2 = f”(& x2 ) y): x’ = (x1 , x,). 
They proved, by a method different than ours, that a saddle point exists 
provided Ve(x,, , to) - 0 whenever (x,, , to) tends to irF. 
In 94 we prove that V(s 0 , to) is Lipschitz continuous in (x0 , to). 
In $5 we prove that if I’(x, t) is continuously differentiable then it satisfies 
a first order partial differential equation. We prove this for the payoff (1.3), 
as well as the payoff (1.9). A heuristic derivation of this equation appears in 
Isaacs [“I. 
In $6 we relate the results of Pontryagin [5], [6] and Pshenitchni [7] to our 
results for the pursuit-evasion game. 
In what follows wc shall use the notation of [3] without any further 
explanations. 
2. USABLE TERMINAL SET 
As before, we denote by F the terminal set for the pursuit-evasion game. 
We assume that (i)-(iv) hold. 
We shall impose the following condition on F: 
(F) F is a closed domain with C2 boundary 3F, and 
(2.1) 
for all (x, t) E aF, where (vl ,..., Y,+~) is the normal to aF at (x, t) which points 
into the exterior of F. 
Note, in view of (iv), that the order of “max” and “min” in (2.1) can be 
reversed. 
We denote by p(x, t) the distance from a point (x, t) to the set F. 
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DEFINITION. We say that F is useable if T-(x,, to) -+ 0 whenever 
PC% 7 to> - 0. 
For any E > 0, let F, = {(x, t); (x, t) $ int F and p(x, t) < t>, FE,e = 
{(x>t> E F,; I x I < RI. 
Since i3F is a C2 manifold, for any R > 0, the function p(x, t) is in P(F,,.,) 
for some E’ > 0 sufficiently small. For (x, t) E F<I,~ , y  E Y, z E Z, set 
(2.2) 
af(x, 4 4k 4 = -g-- + I;1Eayx yE$! z ,, +pfi@, x, Y, 4 
z 
(2.3) 
adx, t) 
=-g-+ m ap(x2 t, F$F $%' 7 axi f& x, y, ST). 
2=1 
Note that A and A, are continuous functions. 
One easily verifies: 
LEMMA 1. Assume that the condition (F) holds. Then for any R > 0 there 
exist positive constants Ed and c such that 
Ao(t, x) < -c if (x, 4 eFEn , j x 1 < 2R. (2.4) 
Note that if R is sufficiently large then any trajectory x(t) with / x(Q < R 
satisfies 1 x(t)1 < 2R. 
We can now state the main result of this section. 
THEOREM 1. Let the conditions (i)-(iv) hold and assume that F satisfies (F). 
Then F is useable; more precisely, for any R > 0, 
T-(x, , to) G +% > to) if (x0 , to) E Fe,~2 , 1 x,, j .: R. (2.5) 
The constants c, q, occurring in (2.5) are the same as in Lemma 1. 
We shall need the following lemma: 
LEMMA 2. Let g(x, t) be a Cl function in Q x [a, b] where D is an open set 
of Rm, and let x(t) be an absolutely continuous function for t E [a, b] with values 
in Q. Set h(t) = g(x(t), t). Then h(t) is absolutely continuous and 
W) ~ = 
dt (2.6) 
almost everywhere on [a, b]. 
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Proof. We may assume that g(x, t) is independent of t, i.e., g(x, t) g(x). 
Indeed, otherwise we write xn,~r : t, S = (x, s,(+r), g’(X) == g(x, t) and 
apply the following proof to g’(X). 
We can write 
x(t) = x(u) + j-i y(s) ds 
0 
where y(s) is integrable. Let {y”} be a sequence of Coo functions in [a, b] such 
that 
Define 
i 
b / y”(s) - y(s)i ds -+ 0 if z-+ co. 
a 
Then, as n + co, 
x”(t) = x(u) + It y”(s) ds, 
a 
h”(t) = g(x”(t)). 
sup I P(t) - h(t)] -+ 0, 
a<t<b 
a= v‘ ag(xn(t)) dq m %(x”(t>) 
dt 
c--= 
j=l 
83Xj dt c---- 
j=l 
ax, Y?(t) 
--f il @$$+Yj(t) in Ll(a, 6). 
Taking n -+ co in the relation 
hn(t) - h(a) = 1‘; q ds (2.9) 
(2.7) 
and using (2.7), (2.8), the assertion of the lemma follows. 
We proceed with the proof of Theorem 1. 
We divide the interval (to, T) into n = 2 intervals Ia ,..., I, of equal 
length. The end-point tj of Ij is the initial-point of 1,+l (if j + I < n). Set 
6 = (T - Q/2’. I f  6 is sufficiently small then the following is true: 
For any trajectory x(t) (with 1 x(t,)J < R), 
1 x(f) - x(t’)l < Q/2 if 1 2” - t’ 1 < 6. 
The following property is also true for all S sufficiently small: I f  
A@‘, x(f), y, z) < --c 
(2.10) 
(2.11) 
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for some pair y, z and a trajectory x(t) with (x(P), t’) EF,~,~ , then 
A(t”, A@“), y, z) < -;c if / t” - t’ j < 6, (x(f), t”) $17. (2.12) 
Note, by (2.10), that (x(t”), t”) sFsO so that A(t”, x(t”),y, z) is well defined. 
DEFINITION. We denote by 6, a fixed positive number such that the 
previous two properties are valid whenever 6 < 6,. 
We shall prove the following lemma. 
LEMMA 3. Let (x0, to) EF,~,~, / x0 / < R. Given any lower S-strategy r, 
for y, where 6 < 6, , there exists an upper S-strategy AS for z such that 
Ws ,@I < ; P(G , to>. (2.13) 
To prove the lemma, let y1 = I’,,, . We approximate yr in L1(I1) by a 
sequence {ylk) of step-functions, i.e., 
s II I h(t) - h(t)1 dt-+ 0 if k--e co, (2.14) 
and 
Yl&) = %P for tk,Z, < t < tk,g+l 
(P = 1,.-,p, = PO(~), tk,, = t,, tk,,o+l = h)* (2.15) 
By Egoroff’s theorem it follows that there exists a subsequence of (ylk}, 
which we again denote by { yIk), converging to yl(t) almost uniformly. Thus, 
for any E > 0, 
;;E 1 Ylk@) - Yl@)i < c, meas. (Il\Il,) < SE, (2.16) 
provided k is sufficiently large, say k > K,,(E). 
LEMMA 4. FOY any step-function ylk(t) on I, (given by (2.15)) there exists a 
step-function zlk(t) such that 
&, x(t), ylk@>, Zlk(t)) < -@ if tEI1, (2.17) 
where x(t) is any trajectory such that x(t,) = x0 and such that (x(t), t) 6 F for 
alltEI,. 
Proof, Set IkD = {t; t k,Z, < t < tk,P,.l}. Lemma 1 implies that for any 
vk3, G Y there exists a point lk, E Z such that 
A(tO , xO, qks I z;,,) < -c* 
505/7/I-7 
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Since 6 :-I 6, , we know that (2.11) implies (2.12). Hence 
fqt, x(t), VkV ) &j -I; -$c 
for all t ~1~ , provided x(t) is any trajectory with x(to) = x,, and (x(t), t) $F 
for all t E II . Now define +(t) by 
%(t) = L, on I,, . 
From (2.16), (2.17) and the continuity of A(t, x, y, z) with respect toy, we 
obtain 
A(t, x(t), yl(t), +.(t)) -< -jc for t E I,, (2.18) 
provided E is sufficiently small, say E < E~ , where x(t) is any trajectory with 
x(t,) = x,, , and with (x(t), t) q&F for all t E Z, . 
Note that l 1 depends only on the modulus of continuity of A(t, x, y, a) with 
respect to y. 
Let c* be a constant such that 
1 A(t, s,y, x)1 < c’ if (x, t) E17,“, ~ x 1 < 2H, y  E Y, Z EZ. (2.19) 
We now fix the E which occurs in (2.16), (2.18) such that 
E ?< E 1, ' ' fj@’ f 2c/3) * 
We next fix K, tz > &,(E), and set zIk = 1161’y1. 
Denote by xl(t) the trajectory in I, determined by the controls yl(t), 
ark(t) and the initial condition .q(t,) = x,, . 
LEMMA 5. If (q(t), t) $ F for all t E II then 
&(t1L 4) 
Proof. Consider the function p(xl(t), t). By Lemma 2, 
p(~,(t,), t1) - d%(h) 9 to) = f:4t, 4th Yl(% GCW) tit. 
Using (2.18) (with x(t) = xl(t)) and (2.19), we get 
p(&), t1) - p(x,(t,), t,) < - g c(6 - SC) + C’& < - f  6. 
where (2.20) has been used. 
(2.21) 
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There are now two possibilities: (a) (xi(r), t) E F for some t‘ ~1~ , and (b) 
(xl(t), t) $ F for all t E 1, . 
If (a) occurs, then we define A6s2,..., As-n in any way we want. If, however, 
(b) occurs, then we proceed as in the case of 1, . Instead of yl(t) on I1 are now 
given y2(t) = (r6.23)(t) on I2 , and instead of the initial point (x,, , to) we 
now have (xl(tl), tJ. Note that (by Lemma 5) (q(t,), tl) EF+~ . We now 
construct z2k(t) analogously to the construction of zlk(t) (the k’s are not 
necessarily the same) and set z2k = As,2(y, , y2). Denote by x2(t) the trajectory 
with controls ys , z2k and with x2(tl) =T q(t,). 
Again we have two possibilities: (a) (xz(t), i) E F for some t E I, , and (b) 
(x2(t), t) $F for all t E I, . 
If (b) occurs then we have (by the proof of Lemma 5) 
/4xz(t2), t2> G &lk), 4) - ; 2% (2.22) 
If (a) occurs, then we define A6v3,..., As.* in any way we want. 
We proceed in this way step-by-step, and thus complete the contruction 
of A* = (A*J,..., N”). Denote by y6(t) and 2(t) the controls of y and z 
determined in this way by r, and A F. Denote by x6(t) the corresponding 
trajectory, with xs(t,) = .z^” . 
By combining the inequalities (2.21), (2.22), etc., we conclude: If 
(x6(t), t) $F for to < t < tj , then 
f(%(4), 4) G PC% 9 to> - ; (tj - to). (2.23) 
But this is impossible if p(x ,, , to) < C(tj - Q/2. Hence (x(t), i) E F for some 
point t satisfying t, < i < tj where tj - t, is the smallest multiple of 6 which 
is > 2p(x,, , Q/c. Thus, 
Ply, 3 z”> G ; P(Xo , to) + 6. (2.24) 
This completes the proof of Lemma 3. 
From Lemma 3 it follows that V, < (2/c) p(xs , to) + 6 for all 6 < 6, . 
Taking S -+ 0, the assertion of Theorem 1 follows. 
Remark. Let us assume that the inequality (2.1) is reversed on a subset 
K of aF. Then by arguments similar to those used in the proof of Theorem 1 
one can prove the following: For any point (x ,, , to) outside F there corresponds 
a 6, > 0 such that for any strategy A, with 6 < 6, there is a strategy P such 
that p&(t), t) 3 c > 0 for all t, < t < T. Here c is a positive constant 
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independent of A,, rs , pK(x, t) is the distance from (x, t) to K, and x(t) is the 
trajectory determined by A, , r”. 
This remark shows that the condition (2.1) is not only sufficient to render F 
useable, but that it is also “almost” necessary. 
From the proof of Theorem 1 we obtain the following local version of 
Theorem 1: 
THEOREM 1’. Let the conditions (i)-(iv) hold, and assume that F is a closed 
domain with C2 boundary aF. Let G be a closed bounded subset of aF, and assume 
that (2.1) holds for all (x, t) E G. If dist((x,, , to), G) is su@ientZy small, and if 
( x0 , to) $ F, then 
T-(x, , to) 2; ~p(ro ) to) (F constant). (2.25) 
Actually, the assumption that 5F is in C2 may be replaced by the weaker 
assumption that some open portion G, of aF is in C2, and G,, r) G. 
3. EXISTENCE OF VALUE AND OF SADDLE POINTS 
The following theorem asserts the existence of \‘alue. 
THEOREM 2. Let the conditions (i)-(iv), (vi) and (x) hold, and assume that F 
satisfies (F). Then the game associated with (1. I), (1.2), (1.9) has VaZue. 
COROLLARY. The assertion of Theorem 1 holds with T-(x,, , to) replaced by 
the Value T(x, , tJ of the game of pursuit-evasion associated with (l.l), (1.2). 
Remark. From the proof of Theorem 2 given below it follows that, under 
the conditions on F, G imposed in Theorem I’, the differential game associated 
with (1. I), (1.2), (1.9) has Value for all (x,, , t,,) sufficiently close to G. 
Proof of Theorem 2. In view of Lemma 3 of [4], it suffices to show that, 
for any E > 0, 
1-5 _ c;, << dE 
(3.1) 
for an infinite subsequence of 6’s. Let 77 :>O be a small number depending 
only on E, in a manner which will be prescribed later on. Let aF’ be a manifold 
lying in the interior of F and parallel to %F at a distance q > 0. Denote by F’ 
the set lying in F and bounded by SF’. Denote by p’(x, t) the distance from 
a point (x, t) to F’. Thus, if 1 x j < C (C constant), and if (x, t) E FG, and E,, is 
sufficiently small then p’(x, t) = 7 + p(x, t). From the proof of Lemma 1 it 
follows that (2.4) holds with F replaced by F’ and with some positive constants 
c, E,, independent of 7 (for all 7 sufficiently small). 
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We shall restrict 6, say 6 < 6, , such that 
1 X(f) - x(t”)l < $7) if 1 t’ - t” / < 6 (3.2) 
for any trajectory x(t). In the proof of Theorem I in [3] we have constructed 
upper S-strategies f;G and 0” such that 
va < P[d, ) r-q + E for all A,, (3.3) 
I/, >, qr, , iv] - E for all r, . (3.4) 
Now we want to modify 0” (for 6 < S,) as follows: 
For a given I’, , denote by ys(t), z?(t) the controls associated with I’, , 
J8 and denote by x,(t) the corresponding trajectory. In view of (3.2), there is 
a first point ti of the form to + iS (i = 1, 2,..., n; ?z = (2’ - Q/S) such that 
c%k), ti) EF, . 
We can now choose ~~~~ forj > i in such a way that the modified trajectory, 
which we denote by g6(t), satisfies 
(Z,(t,), t,) E F’ (3.5) 
for some t, satisfying: 
ts - ti < cr) (c constant). (3.6) 
In fact, this follows by the arguments used in the proof of Theorem 1 (more 
precisely from Lemma 3) provided 7 is sufficiently small and 6 is sufficiently 
small, say 6 < 6, , where 6, = S,(T). 
From (3.6) we conclude: 
(i!,(t), i) E F for some ti < Z < t, + cq. (3.7) 
Denote by & the modified S-strategy J*. Since h > 0 we get: 
W6 , a < w-6, o”] + c, (C constant). 
Hence 
v’s 2 qr, , d‘18] - 2E for all r, , provided CT < E. (3.8) 
We now proceed as in the proof of Theorem I of [d], but with as replaced 
by da. Thus, we construct controls y”(t), x8(t) and the corresponding 
trajectory x*(t) (cf. (3.5) of [4]) such that 
V6 < qys, %) + E, (3.9) 
and controls ys(t), x8(t) and the corresponding trajectory x,(t) (cf. (3.7) of 
[4]) such that 
v, 3 P(y, ,x6) - 2e. (3.10) 
Here ys(t) = ys(t) and ,9(t) = zs(t - S). 
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(3.5) holds for &6(t) == ad. H ence (by Lemma 4 of [3]) (x”(t), t) tF for 
some i = i (6) < t, , for a subsequence of 6’s. Recalling also (3.6) (where t, is 
the first of the tj such that (x8(tj), t,) EF,,), we conclude that 
t(x8) - t(x,) < C’?j (C’ constant). (3.11) 
Using the fact that h 3 0, (3.1 l), and Lemma 4 of [3], it follows that 
P(yS, X6) < P(y, , 9) + C”7] $- o(1) 
where C” is a constant and o( 1) -+ 0 if 6 + 0 through a certain subsequence. 
Combining the last relation with (3.9), (3.10), the assertion (3.1) follows. 
THEOREM 3. Let the conditions (i)-(iv), (vi), (ix) and (x) hold, and assume 
that F satisjies (F). Then the game associated with (1. l), (1.2), (1.9) has a saddle 
point, i.e., a pair (r*, A*) such that 
P,[Z’, A*] < P&Z-“, A*] = {V} < PJr*, A] (3.12) 
holds for any strategies r, A and for any LY, /I, y  in I7 v  2. 
The proof, which is based on the proof of Theorem 2, is similar to the 
proof of Theorem 5 in [4]. 
From Theorem 3 follows immediately the theorem : 
THEOREM 4. Let the conditions (i)-( iv and (ix) hold and assume that F ) 
satisfies (F). Then the extended Value V, of the pursuit-evasion game coincides 
with the Value V. 
In ([3]; 99) we considered differential games with delay and proved that 
if one of the players has u-delay in his up-to-date information then the game 
still has Value V(u), and V(o) --f V as V+ 0. Analogous results can be 
established for the game of pursuit-evasion provided the evader is the one 
with delayed information. 
4. LIPSCHITZ CONTINUITY OF THE VALUE 
We denote by V(x, , D t ) the value of the differential game associated with 
(l.l), (1.2), (1.9). We shall assume: 
(xi) f  (t, x, y, z) and h(t, x, y, z are uniformly Lipschitz continuous in ) 
(t, x), on the set [0, T] x Rm x I’ x 2. 
THEOREM 5. Let the conditions (i)-(iv), (vi), (x) and (xi) hold, and let F 
satisfy (F). Then V(x, , ,, t ) is uniformly Lipschitz continuous on compact 
s&sets of (R” x [0, T]) -F. 
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Proof. We have to show that for any R > 0 there exists a constant C such 
that if (CC,, , to) and (xi , tr) belong to (R” x [0, T]) -F and 1 x0 / < R, 
1 x1 1 < R, then 
I qx, 3 t1) - wo > toI < C( I Xl - x0 I + I t1 - to I)* (4.1) 
Let y&t), q,(t) and q,(t) be any y-control, z-control and the corresponding 
trajectory for the system (1. I), (1.2). Similarly, let yi(t), zi(t) and q(t) be any 
y-control, z-control and the corresponding trajectory for the system (1.1) 
with the initial condition 
$1) = Xl . (4.2) 
We shall denote by PO and P1 the payoff of the games with the initial data 
(1.2) and (4.2) respectively. 
Take y1 = #yo, a, = $zo where 4 is the correspondence defined in the 
proof of Theorem 4 of [3]. Set t = max(t, , t r ). From the proof of Theorems 3, 
4 in [3] we then have: 
pT I dt) - xo(t)l G co(l Xl - x0 I + I t1 - to I) (co constant). (4.3) 
Let 6 be any positive number. From the definition of V(X, , to) we have: 
If 6 is sufficiently small, then, for any P there exists a A, such that 
P”[A, , I-‘*] < V(x, , to) + E. (4.4) 
Denote by y*(t), z,(t) the control for y and z determined by A, , P. Denote 
the corresponding trajectory by x0&(t). Finally, denote by t(xo6) the capture 
time of xos(t). 
Using (4.3) we have: 
where 
P(xlsMxo"), t(xos)) e co(l x1 - x0 I i- I t1 - to I) (4.5) 
Yl = 1cY”v 21 = ha, x1* C #x0". (4.6) 
Denote by t’(~,~) the smallest number < t(xo6) such that t’(x,“) - t, is an 
integral multiple of 6. Using the proof of Theorem 1 (or, rather, of Lemma 3) 
we can now modify the strategy #A, for t > t’(xo6) in such a manner that the 
new trajectory .Vis satisfies: 
(am”, t) E F for some t, f - t’(xo”) < $o(l x1 - x0 ! + I t, - to I) 
provided co(i xi - x0 / + 1 t, - to 1) < co/2 (which we may clearly assume to 
be the case) and provided 6 is sufficiently small. Call the new strategy $d, . 
Thus we have proved that for any #P there exists a $6, such that 
@l”) G t(xo”) + ; co(l Xl - x0 I + I t, - to I). (4.7) 
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From the form of I” and from the fact that h > 0, we conclude, after 
using (4.6), 
k C(i x1 - x0 I + I fl - 2” I), 
where s(t) = t, + [(T - t,)/(T - t,,)](t - r,,). 
Using (4.3) and the assumption (xi), we find that the integral on the right 
differs from the integral 
by a constant times i x1 - x0 1 + ( t, - t, I. It follows that 
P’[$J,, #r6] < P”[A8, r*] + C(i X1 - X0 1 + 1 tl - to I), 
with another constant C. 
(4.8) 
We now substitute the bound on PO[A, , P] from (4.4) into (4.8) and then 
conclude that 
Taking 6 + 0 and then E --f 0, we get 
TX, f  tl) ,< Jqx, > to) i- C(l Xl - x0 I + I 4 - to 1). 
Since a similar inequality holds with the roles of (x0 , to) and (xr , tl) inter- 
changed, (4.1) follows. 
5. THE BELLMAN-ISAACS EQUATION 
In this section we shall prove that if the Value V(x, , to) of the game 
associated with (I .l)-(1.3) is continuously differentiable, then it satisfies the 
partial differential equation 
aw, 4 + m$ yg L 
m at+, t) ___- at > c -&yf& X,Y, 4 + h(t, X,Y, 41 = 0. (5.1) i=l 
Note, in view of (iv), (vi), that the order of “min” and “max” in (5.1) can be 
reversed. 
Clearly, V satisfies also the equation 
V(x, T) = g(x). (5.2) 
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The system (5.1), (5.2) looks like a Cauchy problem and, in fact, it can be 
solved (heuristically) in numerous special cases by applying the method of 
characteristics. For details, see Isaacs [JJ. 
Equation (5.1) was derived by heuristic arguments by Isaacs [4]. It is 
analogous to a partial differential equation in control theory derived by 
Bellman. We shall therefore refer to (5.1) as the Bellman-Isaacs equation. 
Fleming [I], [2] proved the following. Consider the parabolic equation 
obtained from (5.1) by adding the term E C SV/&2 (c > 0). Denote by I/‘, 
the solution of this equation satisfying (5.2). Then VJx, t) 7f V(x, t) as 
E + 0, uniformly on compact sets, and V(x, t) satisfies (5.1) almost 
everywhere. Furthermore, V(x, t) is the Value as defined in [I]. 
THEOREM 6. Assume that the conditions (i)-(vi) hold and denote by V(x, t) 
the Value of the game associated with (l.l)-(1.3). I f  V(x, t) is continuously 
differentiable in a domain Q, then it satisfies (5.1) in Q. 
Remark. If  (vii) and (viii) also hold, then (by Theorems 3, 4 of [d]) we 
know that V(x, t) is Lipschitz continuous in Rm x [0, T]. Hence the partial 
derivatives aV/2t, 2V/&, exist almost everywhere and are essentially bounded, 
measurable functions. In most interesting cases (see [5]) the solutions of 
(5.1), (5.2) are not continuously differentiable but, rather, piecewise 
continuously differentiable. 
In proving Theorem 6 we shall need the following lemma. 
LEMMA 6. Assume that the conditions (i)-(vi) hold. Then, for any bounded 
subset K of RnL x [0, T], 
V&II F to> - V(x, to) as 6 -+ 0, 
uniformly with respect to (x0, to) in K. 
Indeed, by arguments similar to those used in the proof of Theorems 3,4 in 
[3] it follows that the family (V,) is an equi-continuous family on the set K 
and that V is continuous. These facts imply the assertion of the lemma. 
Let (x D , to) be any point in Rm x [0, T]. Let t = k&T - t,,)/2’0 where 
k, , r0 are positive integers and 1 < k, < 2’0. Let 6 = (2’ - t,,)/2’, n = 2’, 
where Y is any positive integer ‘3 Y,, . We can write E = k(T -- Q/2’ where 
k = k&FTO. We consider a game G, with the initial values (1.2). Divide the 
S-strategies r, , A* into two parts: 
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c = (r&l ,-.., r6,7c), c = (r&k+, ,..., Ib.??), 
LP = (Lw,..., /PC), 26 = (~s,k+l,~‘~, &“). 
Denote the controls determined by r, , As by Ys(t) and z6(t), and let x8(t) 
denote the corresponding trajectory. We have: 
Vs(&l + El, to + 4 = “f”P $f [ &G)) + j;+, h(t, G(t)> Ys(0, zO(t)) q. 
s 0 
We also have 
since the order of the inner “sup” and “inf” can be interchanged (cf. [3], $21). 
Hence 
where $t), Ys(t) and ,9(t) are the restrictions of r,(t), y*(t) and 9(t), 
respectively, to the interval t, < t < t, -+- E. We rephrase (5.3) in the 
following lemma. 
LEMMA 7. Assume that the conditions (i)-(iii) hold. Then 
sup inf 
I 
~&%(t0 + 4 to + 4 - V&o 3 to) 
ra da E 
h(t, ga(t), &(t), 9(t)) dtl = 0. (5-4) 
We proceed with the proof of Theorem 6. Suppose (5.1) is false. Then there 
exists a point (x0 , to) such that the left hand side of (5.1) is f  0. Suppose 
first that it is < 0. Then there is an open subset L&, of Q which contains 
(x,, , to) such that 
for all (x, i) E Q, , where c is a constant. 
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Take E = k,(T - t,)/2~ as before and let 8 = (T - &J/2’ for any Y > r,, . 
We take E sufficiently small (but fixed) such that any trajectory x(t) with 
x(t,) = x0 satisfies (x(t), t) E Q, if t, < t < t, + E. 
If 8 is sufficiently small then for any control function y,(t) on t, < t < t,, + 6 
there is a control function q(t) such that 
I [ 
to+b W(x(t), t) + f aV(x(t), t) 
at axi fi(4 x(t), Yl(O, %W) to i=l 
+ W, x(t), r&), .a;(t))] dt < - ; 6 (5.6) 
for any trajectory x(t) with x(to) = x0. Indeed, the proof is similar to the 
proof of the analogous result (with the integrand A(t, X, y, z)) in the proof of 
Theorem 1. 
In a similar way, we can construct for each yj (2 <i < K), on 
a control xj such that (5.6) holds with t, , yi and zi replaced by t, -k (j - 1) 6, 
yj and zj , respectively. Here x(t) is any trajectory with x(t, + (j- 1) 6) = xj-r , 
where xj-i is the value at t, + (j - 1) 6 of the trajectory corresponding to the 
controls yi , zi ,..., y+i , zjml . The integer K is determined by KS = E. 
Summing up the k inequalities thus obtained we get: 
tO+E cw(x,(2), t) s [ at + f =v&), t) i3Xi m K&), %(a W)) to i=l 
+ W, xs(t), j%(t), W))] dt < - ; E. (5.7) 
Here Ys(t) and S(t) denote the controls given by yj(t) and q(t), respectively, 
on t, + (j - 1) 6 < t < t, + jS (1 <j < k), and s(t) is the corresponding 
trajectory. 
Using (1 .l) and Lemma 2, we obtain from (5.7) 
t~+E dV&(t), t) s [ fo dt + 44 f%(t), S(t), W))] dt B - ; E, 
and this reduces to 
t, z*(t), ya(t), 9(t)) dt < - ; 
(5.8) 
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Using Lemma 6 it follows from (5.8) that if 6 is sufficiently small, say S a,, , 
then 
h(t, f@t), jQt), 2’(t)) dt 3: -~- ;. 
Using the notation of Lemma 7, we have thus proved that, if 6 S. A,,, 
for any Ta there exists a ds such that (5.9) holds. This means that the left 
hand side of (5.4) is -< -c 14, thus contradicting Lemma 7. 
If  the left hand side of (5.1) is > 0 at some point (x0, to), then we derive a 
contradiction in a similar way. Thus the proof of Theorem 6 is complete. 
THEOREM 7. Assume that the conditions (i)-(iv), (vi) and (x) hold, and that 
F satisfies (F). Denote by V(x 0, to) the Value of the game associated with 
(1 .I ), (1.2), (I .9). If V(x, t) is continuously dzyerentiuble in a domain 9, then it 
satisjies in Sz the equation 
The proof is similar to that of Theorem 6 and is therefore omitted. We 
remark that the condition (F) is used also in obtaining the assertion of 
Lemma 6 for the present case. 
Consider now a special case where h _- 1 and,f(t, 3, y, z) is independent of 
t, and 
F n (0 5: t SC T*} == M x [0, T”] (5.11) 
for some 0 < T* < T, . One can show in some cases (cf. 96) that for any r, 
there is a As such that the corresponding solution x6(t) of (l.l), (1.2) with, 
say, 0 < t, < t, , satisfies (x6(t), t) EF for some i < T*. Thus, the Value 
V(x, , to) is independent oft, for 0 ;< t, z< t, . We shall then write 
V(xJ -. V(q) ) t,), (5.12) 
and say that V(x,J is the Value of the game of pursuit-evasion determined by 
(I.]), by the initial point x0 and by the payoff t(x), with the terminal set M. 
Note that changing the set F for t > T* will not affect the value of V(.x,,). 
The condition (F) can now be replaced by the condition: 
(M) M is a closed domain in R” with C’ boundary 3M, and 
for all x E aM, where (vi ,.,., ZJ,) is the outward normal to 3M at X. 
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Theorem 7 then yields: 
COROLLARY. Assume that (i)-(iv) hold, that h = 1, that f is independent 
oft, that M satisfies (M), and that thepropertyfollowing (5.11) is satisJed. Then, 
in every domain Q C Rm where V(x) is continuously diflerentiable, it satisfies 
(5.14) 
Note that V(x) satisfies also the boundary condition: 
V(x) = 0 on aM. (5.15) 
The remark following Theorem 6 applies also to Theorem 7 and its 
corollary. 
6. REMARKSONTHEWORKSOFPONTRYAGINANDPSHENITCHNI 
In the works of Pontryagin [6], [7], Pshenitchni [S] and others mentioned 
there, the main concern is in proving that there is a finite capture-time for the 
pursuit-evasion game with terminal set 
F = M x [0, co). (6.1) 
Various assumptions are made on M, Y, Z and on the system (1.1). In fact, 
it is only for time-independent linear differential systems (linear in X, y  and z) 
that the results seem sufficiently simple to be applicable. 
The authors do not use our notion of a differential game. They consider z 
(the pursuer) as having a slight disadvantage in his up-to-date information 
of y. Thus what these authors actually obtain is (in our terminology) upper 
bounds on VLz. Their results, therefore, establish the property stated 
following (5.1 l), in some special cases. 
We give here a result which is a by-product of Theorem 1. Let M be a 
bounded closed convex set with non-empty interior. Let SE int M. For 
each point x $ M, denote by X(X) = (vr(x),..., ~Jx)) the exterior normal 
to aM at the point which lies on the segment (3, x). Assume that 8112 is in C2 
and that (i) - (iv) hold for all finite T. If (2.1) holds with v~,+~ = 0 and 
with vj = vj(x) (1 <j < n) for all x E R” - M, then there is a finite-capture 
time for any initial condition x(to) = x0 . Indeed, apply Theorem 1 to a 
finite sequence of manifolds homothetic to aM (with respect to z) which 
begin with 3221 and end with a manifold containing x0 . 
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