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Skin melanoma cancer, particularly among non-Hispanic white women and men, has been one of the highest risks of 
spreading disease among all cancers. It should be treated earlier for effective treatment. Due to high costs of screening each 
patient by dermatologists, it is important to establish an automated method to determine the risk of melanoma for a patient 
by using image scan of their skin lesions that can provide accurate diagnosis. The major challenge is segmenting the skin 
lesion from the digital scan image. For segmenting the lesion, a novel algorithm based on skin texture is proposed in which a 
set of representative texture distributions is analysed from a non-illuminated image. The ridge in the skin image is labeled as 
either normal segment or lesion, based on the presence of sample texture distributions by calculating the texture 
distinctiveness metrics. In comparison with other bench-mark models the suggested algorithm has greater precision in 
segmentation about 95% accuracy. 
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Introduction 
Skin, which aims to protect the internal sections of 
the body, is the strongest organ in the human body.1 
Skin functions in the human body are of greater 
significance for other areas of the body can be affected 
by a slight change in its functioning process. Hence, it 
is necessary to gain greater attention to skin disease. 
Skin melanoma is mainly caused by the production of 
anomalous cells that are capable of spreading or seizing 
other parts of the body.2–4 The use of medical 
algorithms such as ABCD model and the 7-point 
checklist, it is not always easy to differentiate 
melanoma from other types of skin lesions. This 
decreases the sensitivity of dermatologists and 
increases the number of unnecessary histological 
exams, since this is the only way to correctly diagnose 
the lesions.5 Furthermore, different dermatologists may 
disagree on their diagnosis of the skin lesions. This 
happens because the inspection of the different 
dermoscopic criteria is based on the visual acuity and 
the experience of the expert. Thus a CAD system 
possesses different assets that can be helpful for 
dermatologists.6 To overcome the lack of clinical 
information in a CAD system, some research groups 
have tried to replace the abstract computer vision 
features by detectors of dermoscopic criteria. In 
particular, the specific objectives of the work stated in 
this context are to develop a fully automatic method to 
segment and classify the skin lesions.7 A novel 
machine learning method is implemented to segment 
the actual lesion regions on the skin from the 
dermoscopic scanned images. Therefore, it is necessary 
to develop automatic method to ease diagnosis and 
treatment of skin diseases that will help dermatologists 
provide a more reliable diagnosis.8 Today, the 
involvement of medical field highly reliant on 
computer-assisted diagnosis. For the inexperienced 
dermatologist the early detection of skin disease is 
more complex.9 The diagnosis can be made by 
integrating optical image processing for skin cancer 
identification without any direct contact with the skin. 
The development of a CAD system with machine 
learning has become a major field of medical research 
for these purposes. In the distinction between low-level 
and high-level processing methods, the difficulty in 
algorithm implementation and its complication or the 
time required image processing computation plays a 
secondary role. Thus the dermatologists may use the 
development of an automatic diagnostic system for 
melanoma detection as a main opinion for fast and 
accurate results. 
Related Work 
In this section, segmentation and classification based 








smoothing filter to threshold the disruptive areas from 
the output feature vector.10 This leads in high value of 
correlation and overlapping score. This framework 
lacks its performance because of the presence of any 
unwanted hairs in the lesion region. An algorithm to 
classify dermoscopic images into benign and malignant 
was presented by Nezhadian et al.11 In this approach it 
has three stages with the Bottomhatt filter to enhance 
image followed by the thresholding and classifying the 
disease. The final dermoscopic score is calculated to 
locate the presence or deficiency of cancer in 
dermoscopic image-scans. The performance of the 
developed method is assessed using classification 
accuracy. This framework may detect the non-
melanoma pictures as melanoma due to lack of feature 
vectors.12 An enhanced border line features for 
identifying the skin melanocytic lesions.13 
The initial images were segmented using active 
contour models and by using morphological 
operations to extract the texture, color components. 
This work is to feed features to sequential 
classification without tuning and then transfer 
learning is applied.11,14 In this work the lesion 
classification is by ensemble ResNet-50 and Inception 
network model and by averaging the performance 
probabilities of two networks and choosing the class 
with the highest probability.15 The model that rapidly 
segments the tumour from the neighbouring skin and 
VGG-16 with tuning is designed to resolve the two 
distinct tasks of skin tumours classification.16 The 
issues of automatic analysis of skin melanoma lesions 
by examining the raw images and for classification of 
melanocytic cancer by analysing digital dermoscopic 
images for color, texture and border of tumour 
features is extracted.17,18 A framework for melanoma 
classification using CNN for feature extraction, region 
pooling method was implemented. This approach 
incorporates knowledge about segmentation into the 
task of classification.19 In contrast with clinical 
diagnosis, the integration of image analysis and soft 
computing practices, provides more detailed results 
for the identification of lesions on skin. In many 
stages like pre-processing, segmentation, extraction of 
features and then detection are used to carry the 
reliable results. 
 
Skin Lesion Diagnosis System (SLD) 
Early diagnosis of skin cancer is necessary for 
effective treatment. One of the techniques used by 
dermatologists to diagnose melanoma is an imaging 
modality called dermoscopy. Even with dermoscopy 
the accuracy of melanoma diagnosis by expert 
dermatologists remains at 75–80%. Therefore, it is 
necessary to develop automatic method to ease 
diagnosis and treatment of skin diseases that will help 
dermatologists provide more reliable diagnosis. 
 
SLD System Architecture 
Skin lesions can be a benign or malignant, the 
datasets obtained as dermoscopic images are 
classified as training & testing sets in Fig. 1. The 
augmented datasets first pre-processed using adaptive 
histogram. Then for better classification result, the 
lesion region is segmented using automatic or semi-
automatic method. Finally the segmented lesion 
region is processed and trained for classification. 
The work flow model of SLD system shown in Fig. 2 
 
Image Pre-Processing 
The formations of lesions significantly depend on 
the type of skin which is very complicated in 
separation due to variations in contrast, bubbles & 
hair on skin and to get better precision in the 
segmentation, preprocessing should be done by 
scaling the image to avoid high resolution on scans. 
The input images are scaled to decrease the 
computational complexity. The scaling images is 
performed by resize each dermoscopic image by an 
average dimension of height and width of the image 
after this illumination correction has to performed to 
obtain the contrast limited images of skin lesions. 
 
Fig. 1 — Skin Lesion Diagnosis System 





It is useful to remove the inconsistent brightness of 
the scanned images induced by the sensor faults. First 
the down-scaled image is transformed into L colour 
space and then added to the contrast limited adaptive 
histogram equalization (CLAHE) algorithm with the 
L channel.20 The upgraded variant of histogram 
equalization is CLAHE in form of tiles, which 
overrides the disadvantage of the traditional technique 
of histogram equalization. To each of these tiles, 
Histogram equalization is then added and to remove 
the noise on dermoscopic scans. Finally, using 
bilinear interpolation to delete objects at the borders, 
the adjacent tiles are combined. The outcome of 




Segmentation of images is usually used in an image 
to locate objects and edges. The product of image 
segmentation is a collection of segments that 
collectively cover the entire image, or a collection of 
contours taken from the image. In relation to certain 
characteristics or computed properties, each pixel in a 




To segment the foreground area of the image, the 
GrabCut segmentation method considers both the 
edges and region information.21 So we have applied 
the GrabCut to locate the generic lesions in 
dermoscopic image-scans. It has two inputs, such as 
TB and TF, a set of background & foreground pixels. 
These pixels in the regions are linked to the sink 
nodes. The segmented region includes both the lesion 
region and some of the context information. It 
initiates by considering the pre-processed skin lesion 
image. This is generally achieved by drawing a 
rectangle around the object of interest and defining 
the unknown area inside that rectangle. Pixels are then 
labelled outer part as background or else foreground 
and it is modeled as Gaussian Mixture Models 
(GMMs) where every pixel is processed to Gaussian 
components results in set of pixels. Then a graph is 
created and newly identified pixels used to find Graph 
Cut these results in iterations until the classification 
converges. The existing GrabCut segmentation is time 
consuming in which for each image the boundary box 
has to be drawn manually. The proposed method 
automatically extract the region of interest that 
combines U-net segmentation with the watershed 
algorithm is proposed to address the limitations of 
GrabCut Segmentation. 
 
Watershed Segmentation  
Watershed transformation is a sort of statistical 
morphology-based segmentation method that can 
decompose the dermoscopic scans into many identical 
and non-overlapping regions. This method 
transformation is typically done via the processing of 
flooding stimulus.22 In the entire process dermoscopic 
images are considered as a model of the peaks and 
troughs of the mountain, where each pixel grey value 
reflects the heights of the point. Here, not only low 
mountains (local minimum regions) and giant ridges 
(watershed) included in this landscape, but also the 
high or slow hillsides between the ridges and 
mountains. In different catchment basins, as the rising 
water is about to fuse, a dam is installed to avoid 
fusion. Eventually, the flood would hit a point where 
only the tops of the dams are visible above the water 
line. These dam boundaries refer to the line separating 
the watersheds. Before using the watershed for 
segmentation, the gradient scale is used to handle the 
input dermoscopic scans. Along the edges of the 
object, the image gradient scale the pixel values rises 
and pixel values fall in the surroundings. Along the 
edges of the entity, transformation creates watershed 
edge lines. This may issues the over segmentation. The 
topological gradient offers a complete image analysis, 
and then our approach to decrease unexpected contours 
may arise in the dermoscopic scan image due to noise. 
 
U-Net Segmentation 
The U-Net is a one type of Convolutional Network. 
It combines a convolutional system model (contract 
 
 
Fig. 2 — Work flow SLD model 
 




section on the left side) with a deconvolutional system 
model (extended section on the right side) to achieve 
semantic segmentation.  
The U-Net architecture is divided in three sections: 
 
i. Contract/down sampling  
ii Bottleneck 
iii Extended/up sampling  
 
i)Contract/down sampling  
The contract is formed with four blocks. Each 
block has Convolution Layer (Conv Layer) and 
activation function (AF-with batch normalization) 
 
a. 3x3 Conv Layer + AF 
b. 3x3 Conv Layer + AF 
c. 2x2 Max Pooling 
 
At each pooling phase there is double increase in 
feature maps like 64, 128 etc. The down sampling is 
intended to capture the background of the input 
dermoscopic image so that segmentation can be done. 




This portion is between the layers of contract and 
expansion. The bottleneck is constructed with two 
Conv layers (with batch normalization), with one 
layer dropout. 
 
iii) Extended/up sampling  
The expand section is formed with four blocks. 
Each of these blocks is composed of 
a. DeConv layer with stride 2 
b. Concatenate with the equivalent cropped feature 
map from the contract section 
c. 3x3 Conv Layer + AF 
d. 3x3 Conv Layer + AF 
The objective of the up sampling is to allow precise 
localization in combination with contextual 
information and contract path. 
 
Modifications to existing architecture 
i. Trained the model from scratch (generally pre-
trained weights) 
ii. Set the padding as same to avoid shrinking. 
iii. Used ReLu activation function (generally linear) 
 
The proposed model is explained in Algorithm I. 
 
Algorithm I:  
Proposed U-Net Segmentation with Watershed 
Transformation 
Input: Pre-processed dataset 
Output: Lesion segments 
 
Procedure 
Skin Lesion Segmentation (imageIn, colorSpace) 
1. begin 
2. for each preprocessed skin lesion images 
imageIn in training dataset 
3. if (colorSpace is 'RGB') then 
4. Convert RGB to HSV and YCbCrcolorSpace; 
5. for each HSV and YCbCr images 
6. Compute the histogram value v for the three 
channels; 
7. If (v>threshold) then set region as foreground; 
8. else set region as background; 
9. Apply morphological operations such as dilation 
and erosion to background region B and 
foreground region A to remove noise.  
 
Dilation:𝑨⊕𝑩 𝒛| 𝑩 𝒛⋂𝑨 𝛟}Eq.  … (1) 
 
Erosion:𝑨⊖𝑩 𝒛| 𝑩 𝒛⋂𝐀 𝛟}Eq. … (2) 
 
10. combine foreground and background region to 
form the 'binary mask'; 
11. bitwise binary mask with original image to 
produce segmented image; 
12. end for; 
13. end if 
14. Create a u-net model using preprocessed skin 
lesion image with its Corresponding binary 
mask; 
15. Train U-Net with 300 epochs 
16. Predict the test data set 
17. end for; end 
 
Feature Extraction 
It involves extracting the features and classifying 
them using deep learning. Feature extraction 
methodology includes different features of pictures 
like colour, texture, edges, corner and spectral 
options. The handcrafted features are said to focus on 
spectral, colour, texture, shape and their combination. 
Whereas the unsupervised method uses principal 
component analysis, K-means cluster sparse coding 
and auto encoder to extract the features. In case of 
deep learning, this includes learning of both 
supervised and unsupervised learning method which 
is obtained using convolutional neural network 
methods. 
 
Image Classification Using CNN 
CNNs are more compatible for finding patterns in 
images and classify its features. A typical CNN has 




two parts (Fig. 3): The convolutional base is to 
generate image features and then followed by 
classification. 
The deep learning method CNN has given coherent 
performance in several applications such as 
classification of remote sensing images and analysis 
of satellite images using efficient feature learning 
methods. The standard design of a CNN is structured 
as a series of layers (Fig. 4) such as Conv layer, pool 
and fully connected layers. 
 
Steps to perform CNN 
i. The Convolutional Layer is implemented using the 
following formulae, 
 
𝐟𝐢 ∗ 𝐠𝐢 𝐭 𝐟𝐢 𝛕 𝐠𝐢 𝐭 𝛕 𝐝𝛕
∞
Eq. … (3) 
 
𝐟𝐢 ∗ 𝐠𝐢 𝐭 𝐟𝐢 𝐭 𝛕 𝐠𝐢 𝛕 𝐝𝛕
∞
Eq. … (4) 
 
ii. This function is used to create the feature map. 
iii. Apply the Rectified Linear Unit function to 
increase non-linearity in the CNN. This layer will 
increases in the positive layer and becomes zero 
for the negative values. 
iv. Max pooling enables the CNN to detect features 
in various images. Max pooling is takes the 
higher values in feature matrix map. 
v. Flatten the pooled feature map and softmax layer 
is applied. 
vi. In Fully Connected layer the probability of each 
feature is identified and the output image is 
predicted. 
vii. After this transfer learning (Inception V3) has to 
be performed by tuning the system to perform all 
similar secondary tasks without developing the 
extraction network from the scratch. 
 
Results Analysis 
The proposed algorithm was implemented using 
ISIC dermoscopic image datasets which consist of 
23000 images.23 Out of these total images 2000 images 
were used which consists of 500 benign skin lesions, 
500 melanoma skin lesions for training and 500 benign, 
500 melanoma for testing. The model is trained in 
Keras and tensorflow using Python programming 
language. All the algorithm models experimented using 
Intel (R) CoreTM i7-4790 3.60 GHz and16 GB RAM. The 
sample results is shown in the Fig. 5 
 
Performance Analysis of Segmentation 
Using several parameters like JSC (Jaccard Similarity 
Coefficient), DSC (Dice Similarity Coefficient) and 
execution time the segmentation efficiency is evaluated. 
DSC measures the correlation of two sets. 
 
DSC(Ai,Bi) = 2(AiBi) / |Ai||Bi|Eq.  … (5) 
 
where Ai and Bi are two compare images. 
JSC calculates the degree of the correspondence 
between two segmentations. The greater value of JSC 
indicates a better segmentation. 
 
JSC (Ai, Bi) = (Ai∩Bi) / (AiᴜB)Eq.  … (6) 
 
Jaccard Similarity can also be obtained from dice 
coefficient. 
 
JSC (A, B) = DSC / (2-DSC)Eq. … (7) 
   




Fig. 4 —  Representation to convolutional Network 
 
Fig. 5 — Sample results of the SLD Proposed system on
Dermoscopic images 




The proposed SLD system achieved higher values. 
Relative values of the proposed GrabCut and watershed 
segmentation algorithm are shown in Table 1. 
The segmented binary mask is trained using U-net 
model for about 300 epochs which produces 69.4% 
accuracy and validation loss 69.7% loss for training 
inputs.  
 
Result Analysis of Classification Using CNN 
The CNN is trained using benchmark model with 
added transfer learning model. The accuracy of 
benchmark model is shown in Table 2 for 5 epochs.  
The graph for the transfer learning model is shown 
in the Fig. 6. The graph is plotted by taking epoch in 
x-axis and loss in y-axis. This graph shows a training 
loss value of 0.14% and a validation loss of 1.18% 
from the Transfer learning model for 5 epochs.  
The transfer learning model utilizes the weights 
obtained from benchmark model. A training accuracy 
of 0.94% is obtained using Inception v3 model as 
shown in Table 3. 
The accuracy graph of the transfer learning model 
is shown in the Fig. 7. The graph shows accuracy 
0.57% at validation phase and training accuracy of 
0.94% from the Transfer learning for 5 epochs.  
The final weights obtained from the fine tuning 
model obtained an accuracy of 95.7% for the training 
datasets as shown in Table 4. The overall accuracy of 
the proposed CNN method for skin disease is shown 
in Table 5. 
The predicted true or false positive and negative 
values obtained by applying confusion matrix for the 
proposed Skin Lesion Diagnosis System is shown in 
Table 6 
The predicted performance values for the proposed 
Skin Lesion Diagnosis System is shown in Table 7. 
The performance can be examined by observing 
the ROC Curve shown in the above Fig. 8, this curve 
mainly used to visualize the quality. The accuracy of 
 
 








Fig. 8 — ROC Curve of Proposed SLD 
Table 1 — Performance Metrics of segmentation methods 
METHOD DSC JSC 
Existing GrabCut Segmentation 0.9089 0.8330 
Proposed Skin Lesion Diagnosis System 
(Watershed Segmentation+U-net Segmentation) 
0.9665 0.9353 
 
Table 2 — Accuracy of benchmark model of CNN 








1 0.8692 0.4607 0.6338 0.5573 
2 0.7076 0.5610 0.6330 0.6073 
3 0.7425 0.5393 0.7123 0.5836 
4 0.8452 0.4756 0.6212 0.6146 
5 0.7787 0.5169 0.6553 0.5934 




the proposed Skin Lesion Diagnosis System is 95% 




Based on the importance of early and quick 
melanoma diagnosis, the goal is to develop an 
automatic diagnosis model for melanoma 
classifications. It is important to examine skin lesion 
regions from dermoscopic images and to provide good 
lesion segmentation. Automatic skin cancer diagnosis 
is therefore a challenging task. This work provides a 
new methodology for segmenting skin lesions and 
classifying them. The skin datasets are obtained as 
dermoscopic images. Since the dermoscopic images 
are taken with increased contrast the skin lesion data 
set obtained as dermoscopic images are first 
preprocessed to limit the contrast of the dermoscopic 
images using CLAHE algorithm better classification. 
Then the lesion on skin region is segmented using a 
proposed method which combines with U-net 
segmentation model with watershed algorithm result. 
Then the segmented lesion region is processed and 
trained using Convolutional Neural Network classifier 
with added transfer learning models such as inception 
v3 and fine tuning which is used to predict the lesions. 
The proposed Skin Lesion Diagnosis System will 
provide a medical report by diagnosing image of the 
lesion as benign or malignant with its cancer 
probability rate. The SLD model has attained a better 
classification precision rate of 95%. The proposed Skin 
Lesion Diagnosis System is based on Computer-Aided-
Diagnosis model. It is important to be more specific to 
diagnosis the diseases. For that, more tests and analysis 
using larger datasets are binding. The proposed system 
achieves only a moderate result for U-net 
segmentation. In future, additional models are added to 
the U-net architecture for better segmentation result. 
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