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INTRODU CTION
La résolution de l’équation de Calabi-Yau sur une variété kählérienne compacte de dimen-
sion 2m , peut être vue comme l’extraction de la racine m -ième positive d’une forme volume
prescrite, dans des classes de cohomologie fixées (par la donnée de la structure kählérienne).
Elle se traduit par une équation de Monge-Ampère complexe de type elliptique, soluble globa-
lement.
S. Donaldson et M. Gromov se sont intéressés à la possibilité d’étendre cette extraction de
racine aux structures presque-kählériennes, où le problème peut encore être formulé. Mais, en
présence de torsion, Ph. Delanoë [DEL96] a construit un contre-exemple global, en dimension
(réelle) 4, à savoir une forme volume ne pouvant être l’image d’aucun potentiel qui soit ellip-
tique pour l’EDP non-linéaire considérée.
Le projet initial de ma thèse était, après avoir étudié les résultats précédents, de chercher
une variante non-obstruée du susdit problème sur les variétés presque-kählériennes compactes.
Mais deux preprints sortis de l’école de Harvard consacrés à la même question ont été déposés
sur le serveur arXiv fin Mars 2007 [TWY07], [WEI07]. Nous avons donc réorienté l’axe de mes
recherches.
Dans cette thèse, on étudie des équations hessiennes complexes elliptiques totalement non
linéaires traduisant un problème de prescription sur certaines variétés kählériennes compactes ;
ces équations sont plus difficiles à résoudre que l’équation de Calabi-Yau. Il s’agit de la pres-
cription, sur une variété kählérienne compacte connexe de dimension 2m et pour tout entier
1 < k <m , de la k -ième fonction symétrique élémentaire des valeurs propres d’une 2-forme de
type (1− 1) supposée k -positive et cohomologue à la forme de Kähler, relativement à cette
forme de Kähler. On suppose (comme jadis, Th. Aubin pour k = m [AUB70] p.408) que la
variété est à courbure bisectionelle holomorphe non-négative, cette hypothèse étant requise
seulement pour établir un pincement a priori de valeurs propres.
Les cas extrêmes sont résolus : en effet le cas k =m correspond au Théorème de Calabi-
Yau tel qu’obtenu dans la thèse d’Aubin [AUB70] sous l’hypothèse de courbure mentionnée ;
par ailleurs, le cas k = 1 se résoud trivialement (équation linéaire en laplacien).
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La faisabilité de ce projet était étayée par l’existence d’un travail antérieur concernant
le problème de Dirichlet pour des équations "plates" analogues posées sur certains domaines
bornés de Cn [VIN88], [LI04]. Du point de vue EDP, le cadre kählérien compact était tout
à fait naturel pour tenter de généraliser le précédent travail ; toute la difficulté venait de la
courbure, comme signalé auparavant.
Le résultat principale de cette thèse est le suivant :
THÉORÈME.0 .1 (Equation σk ) Soit (M , J,g ,ω) une variété kählérienne compacte connexe
de dimension complexe m ≥ 3 à courbure bisectionnelle holomorphe positive ou nulle, et
2 ≤ k ≤ m − 1 un en tier naturel fixé. Si f : M → R est une fonction de classe C∞ vérifian t∫
M
e
f ωm =
(
m
k
) ∫
M
ωm , alors il existe une un ique fonction ϕ : M →R de classe C∞ telle que :
1.
∫
M
ϕωm = 0
2. ω˜k ∧ωm −k = e
f(
m
k
)ωm (Ek )
En outre la solution ϕ est k -adm issible.
Un problème analogue dans le cas euclidien a été traité dans la thèse de M. Hossein,
étudiant de Ph. Delanoë [HOS09]. Une théorie des solutions faibles des équations dégénérées
correspondantes, parallèle à celle de Bedford-Taylor pour l’équation de Monge-Ampère com-
plexe, est abordée dans [BLO05].
Grâce à Julien Keller, que nous remercions, nous avons récemment pris connaissance d’un
travail indépendant (mais incomplet) de [HOU08] visant au même résultat que le nôtre, avec
une estimation de gradient différente et une estimation de valeurs propres similaire, mais sans
preuve donnée pour l’estimée C2.
Quelques mots sur le plan de la thèse. Nous commençons par détailler la preuve du théo-
rème de Calabi-Yau, jusqu’à l’obtention de l’estimation uniforme du laplacien (désormais clas-
sique). A ce stade, et à la différence de la preuve classique, on établit une estimation C2,
et on conclut par la théorie d’Evans-Trudinger (chapitre I). Dans les chapitres suivants, on
établit le principal résultat de cette thèse, énoncé plus haut. Au chapitre II, on reformule le
problème en termes EDP et on prouve l’unicité. Ensuite nous mettons en place la méthode de
continuité pour la preuve de l’existence d’une solution au chapitre III. Suit l’exposé de l’estimée
a priori C0 (chapitre IV), du pincement uniforme des valeurs propres et de l’estimée clé C2
(étape ignorée dans [HOU08]) (chapitre V) puis de l’estimée C2,α (chapitre VI, déduite par la
théorie d’Evans-Trudinger) requise par la méthode. Enfin, une série de résultats auxiliaires et
de preuves techniques sont rassemblés en Annexes.
2
Les résultats de cette thèse ont été annoncés dans une Note aux Comptes Rendus de
l’Académie des Sciences de Paris acceptée le 19 Novembre 2009 [JBI10].
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Chapitre I
L’équation de Calabi-Yau

I.1 Enoncé du théorème de Calabi-Yau et méthode de résolu tion
I.1 Enoncé du théorème de Calabi-Yau et méthode de résolu-
tion
I.1.1 Le théorème
Toutes les variétés considérées sont connexes.
Soit (M , J) une variété complexe compacte connexe de dimension complexe m ≥ 2, fixée.
On suppose que M admet des métriques kählériennes compatibles avec la structure complexe
J fixée au départ.
DÉFINITIONI.1 .1 (prem ière classe de Chern ) Si (M , J,g ,ω) est une variété kählérienne et
R sa forme de Ricci, la prem ière classe de Chern de M , notée C1(M ), est la classe de coho-
mologie de de Rham de la 2-forme réelle
R
2π
(C1(M ) ∈ H 2d R (M ,R)). Elle ne dépend pas de la
métrique kählérienne choisie.
Si g est une métrique kählérienne sur M et R la forme de Ricci associée, alors R est une
forme de type (1− 1) fermée et [R] = 2πC1(M ) ∈ H 2d R (M ,R). Il est naturel de se demander
quelles sont les formes fermées de type (1−1) qui peuvent être la forme de Ricci d’une certaine
métrique kählérienne sur M . La conjecture de Calabi répond à cette question.
THÉORÈMEI.1 .1 (Théorèm e de Calabi-Yau ) Soit c une classe de cohomologie dans H 2
d R
(M ,R)
con tenan t au moins une forme de Kähler J-compatible (une telle classe de cohomologie est
dite classe de kähler).
On note E l’ensemble des 2-formes de Kähler appartenan t à la classe c , et F l’ensemble des
2-formes R réelles fermées de type (1−1) telles que [R]= 2πC1(M ).
L’application C a l : E →F , qui à ω associe Rω la forme de Ricci associée, est bijective.
Autremen t dit pour toute 2-forme R réelle fermée de type (1− 1) appartenan t à 2πC1(M ),
il existe une un ique forme de Kähler ω dans la classe de Kähler c don t elle soit la forme de
Ricci.
Cette conjecture a été posée par Calabi en 1954 et a été prouvée par Yau en 1977 dans
son article [YAU78]. Entretemps Aubin avait fait des progrès significatifs autour de la preuve
dans ses articles [AUB70], [AUB76] et [AUB78]. Pour prouver la conjecture, on commence
par reformuler son énoncé en une équation aux dérivées partielles nonlinéaire elliptique en une
fonction réelle ϕ. Et ce à l’aide du lemme d d c global suivant :
LEMMEI.1 .1 (Lem m e d d c global ) Soit M une variété kählérienne compacte. Soit α une 2-
forme réelle de type (1−1) sur M . α est exacte si et seulemen t si il existe ϕ : M →R de classe
C
∞ telle que α = i∂∂¯ϕ = 1
2
d d
cϕ. Une telle fonction ϕ est un ique à une constan te additive
près.
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I L’équation de Calabi-Yau
COROLLAIREI.1 .1 Soit M est une variété kählérienne compacte.
Siα et β son t deux 2-formes fermées réelles de type (1−1) dans la même classe de cohomolo-
gie i.e [α]= [β] ∈ H 2
d R
(M ,R), alors il existe une fonction f : M →R de classe C∞ un ique à une
constan te additive près telle que β=α+ i∂∂¯ f ce qui s’écrit localemen t βa b¯ =αa b¯ + i∂a b¯ f .
On fixe g une métrique kählérienne dont la forme de Kähler ω appartient à la classe
c : [ω] = c. On note Rω sa forme de Ricci. Par définition de la première classe de Chern,
[Rω]= 2πC1(M ). Soit R˜ ∈F . R˜ et Rω sont deux 2-formes réelles fermées de type (1−1) et
[R˜]= [Rω]= 2πC1(M ) donc par le lemme d d c global il existe f : M →R de classe C∞ unique
à une constante additive près telle que
(I.1.1) R˜ =Rω− i∂∂¯ f
Et on sait qu’on a même une équivalence : les 2-formes de F sont exactement les Rω− i∂∂¯ψ
avec ψ ∈C∞(M ,R).
On effectue une première normalisation : on choisit f telle que
(N1)
∫
M
e
f ωm =
∫
M
ωm
On cherche une forme de Kähler ω˜ telle que
[ω˜]= [ω] (1)Rω˜ = R˜ (2)
Toujours par le lemme d d c global la condition (1) est équivalente à l’existence d’une fonction
ϕ : M →R de classe C∞ unique à une constante additive près telle que
(I.1.2) ω˜=ω+ i∂∂¯ϕ
LEMMEI.1 .2 La forme ω+ i∂∂¯ϕ est de Kähler si et seulement si elle est défin ie positive. On
dit alors que ϕ est adm issible pour la métrique g .
On effectue à présent une deuxième normalisation : On choisit ϕ vérifiant
(N2)
∫
M
ϕωm = 0
Ainsi, notre problème se ramène à chercher une fonction ϕ ∈ C∞(M ,R), admissible pour g ,
d’intégrale nulle pour g , telle que (2) soit vérifiée. Or
(I.1.3) Rω =−i∂∂¯Log d et (g ) et Rω˜ =−i∂∂¯Log d et (g˜ )
donc (2) s’écrit
(I.1.4) −i∂∂¯Log d et (g˜ )=−i∂∂¯Log d et (g )− i∂∂¯ f
Les trois fonctions étant à valeurs réelles de classe C2 sur (M , J,g ) kählérienne compacte, le
lemme suivant s’applique :
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LEMMEI.1 .3 Si (M , J,g ) est une variété kählérienne compacte, et f : M → R de classe C2
telle que ∂∂¯ f = 0. Alors f est constan te.
Preuve : cf. Annexes. ■
De ce lemme on déduit que :
(2)⇔ Log d et (g˜ )= Log d et (g )+ f +C C constante réelle
⇔ d et (g˜ )
d et (g )
= e ( f +C ) C constante réelle
⇔ ω˜m = e ( f +C )ωm C constante réelle
LEMMEI.1 .4
∫
M
ω˜m =
∫
M
ωm
Preuve : Rappelons que m ≥ 2. [ω˜] = [ω] donc il existe une 1-forme réelle sur M telle que
ω˜=ω+dα
ω˜m = (ω+dα)m =
m∑
k=0
(
m
k
)
ωm −k ∧ (dα)k ( Λ2M est commutatif )
=ωm +
m∑
k=1
(
m
k
)
ωm −k ∧ (dα)k−1∧dα
Par ailleurs si β est une p -forme fermée alors (−1)pβ∧dα= d (β∧α)− (dβ)∧α donc
β∧dα= (−1)p d (β∧α) est exacte. Or pour 1 ≤ k ≤m , ωm −k ∧ (dα)k−1 est une (m −1)-forme
fermée (car ω est fermée ) donc ωm −k ∧ (dα)k−1 ∧ dα est exacte. Ainsi [ω˜m ] = [ωm ] d’où le
résultat par Stokes. ■
Par la première normalisation (N1), le lemme I.1.4 et (2) on déduit que∫
M
ωm =
∫
M
ω˜m = eC
∫
M
e
f ωm = eC
∫
M
ωm d’où C = 0. Ainsi, sous la condition (1), la condi-
tion (2) est équivalente à l’équation
(I.1.5) ω˜m = e f ωm
On est donc ramené à chercher une fonction ϕ ∈ C∞(M ,R), admissible pour g , d’intégrale
nulle pour g , vérifiant
(CY) (ω+ i∂∂¯ϕ)m = e f ωm
Cette équation est dite l’équation de Calabi-Yau.
LEMMEI.1 .5 Si ϕ ∈C2(M ), les assertions suivan tes son t équivalen tes :
1. ϕ est adm issible
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2. M (ϕ) := d et (ω+ i∂∂¯ϕ)
d et (ω)
> 0
Preuve : Si ϕ est adm issible alors clairemen t M (ϕ) > 0. Réciproquement, supposons que
M (ϕ)> 0 et vérifions que ϕ est adm issible à savoir que ω+ i∂∂¯ϕ est défin ie positive.
La fonction ϕ est con tinue sur la variété compacte M donc attein t son m in imum en un poin t
m 0 ∈M , la matrice hessienne complexe de ϕ au poin t m 0 à savoir [∂i j˜ϕ(m 0)]1≤i , j≤m est donc
positive. En outre, dans une carte g -normale g˜ -adaptée en m 0, on a [g˜a b¯ (m 0)]1≤a ,b≤m =
d i a g (1+ ∂11¯ϕ(m 0), ..., 1+ ∂m m¯ ϕ(m 0)). Donc du fait que ∂i i¯ϕ(m 0) ≥ 0 pour tout 1 ≤ i ≤ m ,
on déduit que 1+∂i i¯ϕ(m 0) ≥ 1 > 0 pour tout 1 ≤ i ≤m , ce qui montre que ω+ i∂∂¯ϕ(m 0) est
défin ie positive.
On note V :=
{
P ∈ M / ω+ i∂∂¯ϕ(P ) est défin ie positive
}
. L’ensemble V est non vide car
con tien t le poin t m 0. En outre, V est ouvert comme image réciproque d’un ouvert par une
application con tinue. Montrons que V est fermé : soit (Pi )i∈N une suite d’élémen ts de V qui
converge vers P ∈M . On a pour tout i ∈N et tout 1 ≤ a ≤m , λa (ω+ i∂∂¯ϕ)(Pi )> 0 (a -ième va-
leur propre) donc par passage à la lim ite, on obtien t λa (ω+i∂∂¯ϕ)(P )≥ 0 pour tout 1 ≤ a ≤m .
Or, on a par hypothèse d et (ω+ i∂∂¯ϕ)(P ) = λ1(ω+ i∂∂¯ϕ)(P )× ...×λm (ω+ i∂∂¯ϕ)(P ) > 0, par
conséquen t, λa (ω+ i∂∂¯ϕ)(P ) > 0 pour tout 1 ≤ a ≤ m , et donc ω+ i∂∂¯ϕ(P ) est défin ie posi-
tive, ce qui prouve que V est fermé.
Finalemen t, on déduit par connexité de M que V =M , donc ω+ i∂∂¯ϕ(P ) est défin ie positive
pour tout P ∈M , au tremen t dit la solution ϕ est adm issible. ■
On déduit de ce lemme que notre problème est ramené à chercher une fonction
ϕ ∈C∞(M ,R) d’intégrale nulle pour g vérifiant (CY) : (ω+ i∂∂¯ϕ)m = e f ωm .
THÉORÈMEI.1 .2 (Equation de Calabi-Yau ) Soit (M , J) est une variété complexe compacte
connexe de dimension complexe m ≥ 2 qui admet des métriques kählériennes compatibles
avec la structure complexe J fixée au départ. Si ω est une forme de Kähler et f : M → R de
classe C∞ telle que (N1) :
∫
M
e
f ωm =
∫
M
ωm alors il existe une un ique fonction ϕ : M →R de
classe C∞ telle que :
1. (N2) :
∫
M
ϕωm = 0
2. (CY) : (ω+ i∂∂¯ϕ)m = e f ωm
En outre, la solution ϕ est adm issible.
Sous cette forme, la résolution de l’équation de Calabi-Yau peut être vue comme l’ex-
traction de la racine m -ième "positive" d’une forme volume prescrite, dans des classes de
cohomologie fixées. L’équation de Calabi-Yau s’écrit aussi
(CY) M (ϕ) := d et (g˜ )
d et (g )
= e f
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C’est une EDP non linéaire du second ordre elliptique (l’ellipticité de l’équation sera justifiée
après le calcul du linéarisé). Il s’agit d’une équation de type Monge-Ampère complexe. La preuve
de l’existence de solutions se fait par la méthode de continuité (voir la section : Mise en place
de la méthode de continuité). On commence par prouver l’unicité.
I.1.2 L’unicité
Ici, on expose l’argument de [YAU78], [Sém78]. Soient ϕ1 et ϕ2 deux solutions de (CY)
telles que ω1 =ω+ i∂∂¯ϕ1 et ω2 =ω+ i∂∂¯ϕ2 =ω1+ i∂∂¯(ϕ2−ϕ1) sont définies positives et∫
M
ϕ1ω
m =
∫
M
ϕ2ω
m = 0. On note ϕ=ϕ2−ϕ1. On a :
(I.1.6) d et (g2)= e f d et (g )= d et (g1)
On en déduit le lemme suivant :
LEMMEI.1 .6 △g1ϕ≤ 0 (ici△g1 désigne le laplacien réel pour la métrique g1).
Preuve : Soit x ∈ M . On se place sur une carte g 1-un itaire en x , g 2-diagonale en x i.e une
carte telle que g 1
a b¯
(x )= δab et [g 2a b¯ (x )]1≤a ,b≤m est diagonale. Ainsi, vu que ω2 =ω1+ i∂∂¯ϕ on
déduit que la matrice [∂a b¯ϕ(x )]1≤a ,b≤m est diagonale. On note ∂a a¯ϕ(x )=λa .
En x , l’égalité (I.1.6) : d et (g2)= d et (g1) s’écrit :
m∏
a=1
(1+λa )= 1. Or pour tout 1 ≤ a ≤m ,
1+λa > 0 car [g 2a b¯ ]1≤a ,b≤m = [δab (1+λa )]1≤a ,b≤m est défin ie positive. Donc l’inégalité arithmético-
géométrique s’applique (cf. Annexes) et on obtien t :
1 = (
m∏
a=1
(1+λa ))
1
m ≤ 1
m
m∑
a=1
(1+λa )= 1+
1
m
m∑
a=1
λa d’où
m∑
a=1
λa ≥ 0. Donc en x ,
(I.1.7) △g1ϕ=−2g a b¯1 ∂a b¯ϕ=−2
∑
a
λa ≤ 0
■
Par ailleurs, M est compacte et ϕ est C∞ sur M , il existe donc une constante C > 0 telle
que ψ=C +ϕ≥ 0 partout sur M . En outre, par le Théorème d’intégration par parties sur une
variété riemanienne compacte (cf. [HEB97] page 163), on a
∫
M
| dψ |2g1 v g1 =
∫
M
ψ△g1ψv g1 .
Or △g1ψ=△g1ϕ≤ 0 par le lemme I.1.6 et ψ≥ 0 on déduit donc que
∫
M
| dψ |2g1 v g1 ≤ 0. Ainsi,
dψ= 0 sur M or M est connexe donc ψ est constante sur M , par conséquent ϕ est constante
sur M . Et comme
∫
M
ϕv g = 0, il en résulte que ϕ≡ 0 sur M , ce qui démontre l’unicité de la
solution du théorème I.1.2 (Equation de Calabi-Yau).
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I.1.3 Mise en place de la méthode de continuité
On considère la famille à un paramètre d’équations :
(CY t ) M (ϕ) :=
d et (g˜ )
d et (g )
= e t f
( ∫
M v g∫
M e
t f v g
)
︸ ︷︷ ︸
=:A t
t ∈ [0,1]
Par l’unicité juste démontrée, pour chaque t ∈ [0,1], il existe au plus une solution de (CY t )
vérifiant (N2).
L’équation de Calabi-Yau (CY) :
d et (g˜ )
d et (g )
= e f correspond à t = 1 vu la première normalisation
(N1). Et l’équation (CY0) :
d et (g˜ )
d et (g )
= 1 admet la solution triviale ϕ ≡ 0 qui est admissible et
d’intégrale nulle.
On FIXE un entier r ∈N tel que r ≥ 5 et un réel 0 <α< 1. On considère
(I.1.8) Ar,α :=
{
t ∈ [0,1]/ (CY t )admet une solutionϕ ∈C r,α(M )
∫
M
ϕωm = 0
}
Le but est de montrer que 1 ∈Ar,α. (cf. Annexes pour la définition de l’espace C r,α(M )).
I.1.4 Ar,α ouvert de [0,1]
Ceci résulte du Théorème d’inversion locale et du fait qu’on sait résoudre un certain
problème linéaire. On note,
(I.1.9) Er,α :=
{
ϕ ∈C r,α(M )
∫
M
ϕωm = 0
}
et Ωr,α :=
{
ϕ ∈ Er,αadmissible pour g
}
Er,α est un espace vectoriel et Ωr,α est un ouvert de Er,α.
LEMMEI.1 .7 L’opérateur M :Ωr,α→C r−2,α(M ),ϕ 7−→M (ϕ) =
d et (g˜ )
d et (g )
, est différen tiable et
sa différen tielle en un poin t ϕ ∈Ωr,α, d Mϕ ∈L
(
Er,α,C
r−2,α(M )
)
, vaut :
d Mϕ =−M (ϕ)△Cg˜
△Cg˜ désigne ici le Laplacien complexe correspondan t à la métrique g˜a b¯ = ga b¯ +∂a b¯ϕ.
12
I.1 Enoncé du théorème de Calabi-Yau et méthode de résolu tion
Preuve : Soit ϕ ∈Ωr,α et ψ ∈ Er,α.
d Mϕ.ψ=
d
d t
(
M (ϕ+ tψ)
)
|t=0
= d
d t
(d et (g˜ϕ+tψ)
d et (g )
)
|t=0
= 1
d et (g )
× d
d t
(
d et ([ga b¯ +∂a b¯ϕ+ t ∂a b¯ψ]1≤a ,b≤m )
)
|t=0
= 1
d et (g )
×
m∑
a ,b=1
∂(d et )
∂Ba b¯
(
[g˜a b¯ ]1≤a ,b≤m
)
× d
d t
(
g˜a b¯ + t ∂a b¯ψ
)
|t=0
= 1
d et (g )
×
m∑
a ,b=1
∂(d et )
∂Ba b¯
(
[g˜a b¯ ]1≤a ,b≤m
)
×∂a b¯ψ
= 1
d et (g )
×
m∑
a ,b=1
Co f (g˜a b¯ )×∂a b¯ψ
(I.1.10)
On note Com (g˜ ) la comatrice de la matrice [g˜a b¯ ]1≤a ,b≤m (c’est la matrice des cofacteurs). On
sait que : tCom (g˜ )= d et (g˜ )× g˜−1, donc :
d Mϕ.ψ=
1
d et (g )
× t r
(
t
Com (g˜ )× [∂a b¯ψ]1≤a ,b≤m
)
= d et (g˜ )
d et (g )
× t r
(
g˜
−1× [∂a b¯ψ]1≤a ,b≤m
)
=M (ϕ)× t r
(
t
[g˜ a b¯ ]1≤a ,b≤m × [∂a b¯ψ]1≤a ,b≤m
)
=M (ϕ)×
m∑
a ,b=1
g˜
a b¯ ∂a b¯ψ
=−M (ϕ)△Cg˜ψ(I.1.11)
ce qui achève la preuve. ■
On déduit immédiatement du lemme précédent I.1.7 le corollaire suivant :
COROLLAIREI.1 .2 L’opérateur non linéaire M est ellip tique sur Ωr,α.
LEMMEI.1 .8 L’application
F :Ωr,α→ Er−2,α, ϕ 7−→ F(ϕ)=M (ϕ)−1 =
d et (g˜ )
d et (g )
−1
est bien défin ie différen tiable de différen tielle d Fϕ =−M (ϕ)△Cg˜ ∈L (Er,α,Er−2,α).
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Soit t0 ∈Ar,α. Soit ϕ0 ∈Ωr,α la solution de (CY t0 ) : M (ϕ0)= e t0 f A t0 correspondante. On
écrit cette équation différemment :
(CY t0 ) F(ϕ0)= e t0 f A t0 −1
LEMMEI.1 .9 d Fϕ0 :Er,α −→ Er−2,α est un isomorphisme.
Preuve : d Fϕ0 =−M (ϕ0)△Cg˜ où △Cg˜ désigne le Laplacien complexe correspondan t à la mé-
trique g˜a b¯ = ga b¯ +∂a b¯ϕ0. On note :
(I.1.12) E˜r−2,α :=
{
ϕ ∈C r−2,α(M )
∫
M
ϕω˜m = 0
}
△Cg˜ :Er,α→ E˜r−2,α est un isomorphisme : en effet par la théorie de Schauder on sait que si
ψ ∈ C r−2,α(M ) avec
∫
M
ψv g˜ = 0 alors il existe une un ique fonction u ∈ C r,α(M ) d’in tégrale
nulle (
∫
M
u v g = 0 ce qui fixe la constan te) dépendan t con tinûment de ψ telle que △Cg˜ u =ψ.
En outre, l’application µ : E˜r−2,α → Er−2,α,ψ 7→ M (ϕ0)ψ est clairemen t un isomorphisme.
Ainsi d Fϕ0 =µ◦△Cg˜ est un isomorphisme. ■
On déduit donc par le Théorème d’Inversion Locale qu’il existe U un ouvert de Ωr,α conte-
nant ϕ0 et V un ouvert de Er−2,α contenant F(ϕ0) tels que F :U →V est un difféomorphisme.
On considère à présent un t ∈ [0,1] très proche de t0 et on montre qu’il reste dans Ar,α : Si
| t − t0 |≤ ε est suffisament petit alors ‖(e t f A t −1)− (e t0 f A t0 −1)‖C r−2,α(M ) est assez petit de
sorte que e t f A t −1 ∈ V donc il existe ϕ ∈U ⊂Ωr,α telle que F(ϕ) = e t f A t −1 donc il existe
ϕ ∈C r,α(M ) d’intégrale nulle pour g solution de (CY t ). Ce qui prouve que t ∈Ar,α. On conclut
donc que Ar,α est un ouvert de [0,1].
I.1.5 Schéma de la preuve pour Ar,α fermé de [0,1]
Cette partie est basée sur ce qu’on appelle des estimées a priori. Ce sont des estimées qui
disent à l’avance qu’une solution doit satisfaire certaines bornes. Trouver ces estimées est la
partie la plus difficile de la preuve. La plus grande contribution de Yau fut de trouver l’estimée
C
0, Aubin ayant obtenu les autres [AUB70], [AUB76], [AUB78]. On rappelle que :
(I.1.13) Ar,α :=
{
t ∈ [0,1]/ (CY t )admet une solutionϕ ∈C r,α(M )
∫
M
ϕωm = 0
}
Soit (t i )i∈N une suite d’éléments de Ar,α qui converge vers τ ∈ [0,1]. Soit (ϕt i )i∈N la suite de
fonctions correspondante : ϕt i est C
r,α sur M , admissible d’intégrale nulle, solution de :
(CY t i ) M (ϕt i )= e t i f A t i
Notre but consiste à montrer que τ ∈Ar,α.
Voici le schéma de la démonstration :
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1. Réduction à une estimée C2,β(M ) : Si {ϕt i , i ∈ N} est bornée dans un C2,β(M ) avec
0 <β< 1, l’inclusion C2,β(M )⊂C2(M ,R) étant compacte, on déduit que quitte à extraire
(ϕt i )i∈N converge dans C
2(M ,R) vers ϕτ ∈C2(M ,R). On montre par passage à la limite
que ϕτ est solution de (CYτ) (elle est donc admissible par le lemme I.1.5), d’intégrale
nulle pour g . On montre finalement par un théorème de régularité nonlinéaire I.1.3 que
ϕτ ∈C∞(M ,R) (cf. [BES87] p. 467). Ce qui nous permet de déduire que τ ∈Ar,α. Ce
qui achève la preuve du théorème I.1.2 (Equation de Calabi-Yau).
2. On montre que (ϕt i )i∈N est bornée dans C
0(M ,R) : on démontre tout d’abord un lemme
de positivité I.2.1 pour l’équation (CY t ) (cf. [DEL96] p. 843) ; on déduit de ce lemme
une inégalité fondamentale I.2.1 (Proposition 7.18 de [AUB98] p. 262) ; la suite de la
preuve se poursuit par la méthode d’itération à la Moser.
3. On établit l’estimée a priori C2.
4. L’ellipticité uniforme étant acquise à l’étape précédente, on obtient l’estimée C2,β(M )
recherchée par la théorie d’Evans et Trudinger (cf. Annexes théorème VII.6.1).
I.1.6 Réduction de la preuve à l’estimée a priori C 2,β
Supposons que (ϕt i )i∈N est bornée dans C
2,β(M ) avec 0 < β< 1, et montrons qu’alors le
théorème I.1.2 (Equation de Calabi-Yau) est démontré.
L’inclusion C2,β(M )⊂C2(M ,R) étant compacte, on déduit que quitte à extraire on peut sup-
poser que (ϕt i )i∈N converge dans C
2(M ,R) vers ϕτ ∈ C2(M ,R). On commence par montrer
par passage à la limite que ϕτ est solution de (CYτ). La quantité M (ϕ) étant intrinsèque, il
suffit d’effectuer le passage à la limite aux centres de cartes g -unitaires. Soit P ∈ M fixé, et
soit (U ,φ) une carte g -unitaire en P . Dans cette carte, on a pour tout i ∈N :
(CY t i ) M (ϕt i )=
d et (ga b¯ (P )+∂a b¯ϕt i (P ))
d et (ga b¯ (P ))
= e t i f (P )
( ∫
M v g∫
M e
t i f v g
)
︸ ︷︷ ︸
=:A t i
La fonction e t f (P )A t est clairement continue en t , donc le second membre e
t i f (P )A t i converge
vers eτ f (P )Aτ quand i tend vers +∞ . Pour montrer que M (ϕt i ) converge vers M (ϕτ) on
montre que ∂a b¯ϕt i (P ) tend vers ∂a b¯ϕτ(P ). Si v ∈C2(M ,R), en regardant ∇2v comme tenseur
complexe on a en P dans la carte (U ,φ) :
(I.1.14)
| ∇2v (P ) |2g= 2 g a c¯ g d b¯
(
∇a b¯ v ∇c¯d v +∇ad v ∇c¯ b¯ v
)
(P )= 2
m∑
a ,b=1
(
| ∂a b¯ v (P ) |2 + | ∇ab v (P ) |2
)
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donc | ∂a b¯ v (P ) |≤| ∇2v (P ) |g . Ainsi, dans la carte (U ,φ) :
| ∂a b¯ (ϕt i −ϕτ)(P ) | ≤| ∇2(ϕt i −ϕτ)(P ) |g≤
2∑
j=0
sup
M
| ∇ j (ϕt i −ϕτ) |g= ‖ϕt i −ϕτ‖C2(M ,R) −−−−→
i→+∞
0
(cf. Annexes pour la définition des normes C r sur M )
d’où ∂a b¯ϕt i (P )−−−−→
i→+∞
∂a b¯ϕτ(P ), on déduit donc par passage à la limite dans (CY t i ) que :
(CYτ) M (ϕτ)=
d et (ga b¯ (P )+∂a b¯ϕτ(P ))
d et (ga b¯ (P ))
= eτ f (P ) Aτ
ce qui prouve que ϕτ est solution de (CYτ).
Vérifions que ϕτ est d’intégrale nulle pour g . La suite de fonctions (ϕt i )i∈N converge vers ϕτ
dans C2(M ,R), donc en particulier elle converge uniformément vers ϕτ sur M , on en déduit
donc que
∫
M
ϕt i v g −−−−→
i→+∞
∫
M
ϕτ v g . Or pour tout i ∈ N,
∫
M
ϕt i v g = 0, ce qui montre que∫
M
ϕτ v g = 0.
Montrons finalement par un théorème de régularité que ϕτ est en fait dans C
∞(M ,R). On
utilise le théorème de régularité suivant (cf. [BES87] page 467) :
THÉORÈMEI.1 .3 (Régularité nonlinéaire) Soit Ω un ouvert de Rn . Soit F(x ,D p v ) = 0 où
x ∈ Ω une équation non linéaire d’ordre p (p en tier ≥ 1). Si la fonction F(x , r ) est de classe
C
∞ en toutes ses variables pour x ∈ Ω et pour tout r , et si v ∈ C p (Ω,R) est une solu tion
ellip tique de l’équation F(x ,D p v )= 0, alors v ∈C∞(Ω,R).
Montrer que ϕτ ∈ C∞(M ,R) revient à montrer que ϕτ ◦φ−1 ∈ C∞(φ(U ),R) pour toute
carte (U ,φ) de M . Nous allons montrer cela en vérifiant sur U les conditions d’applicabilité
du théorème précédent. Soit (U ,φ) une carte holomorphe de M fixée. L’équation (CYτ) s’écrit
sur l’ouvert φ(U )⊂R2m comme suit :
(CYτ)
F
(
x , [D i j (ϕτ ◦φ−1)(x )]1≤i , j≤2m
)
=
d et
[
ga b¯ ◦φ−1(x )+∂z a z b (ϕτ ◦φ−1)(x )
]
d et
[
ga b¯ ◦φ−1(x )
] − Aτ eτ f ◦φ−1(x ) = 0
Vu que ∂z a z b =
1
4
(
D ab +D (a+m )(b+m )+ i D a (b+m )− i D (a+m )b
)
on déduit que la fonction F(x , r )
s’écrit :
(I.1.15)
F(x , r )=
d et
[
ga b¯ ◦φ−1(x )+ 14 (rab + r(a+m )(b+m )+ i ra (b+m )− i r(a+m )b )
]
d et
[
ga b¯ ◦φ−1(x )
] − Aτ eτ f ◦φ−1(x )
La fonction F(x , r ) est clairement C∞ en toutes ses variables.
Par ailleurs, la fonction ϕτ◦φ−1 ∈C2(φ(U ),R) et est solution elliptique de l’équation nonlinéaire
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du second ordre F(x ,D 2v )= 0. On sait bien que cette solution est elliptique puisque M l’est en
ϕτ et que l’ellipticité est conservée par changement de carte, mais on effectue ici la vérification
pour notre solution (on dit aussi que l’opérateur nonlinéaire F(x ,D 2v ) est elliptique pour la
fonction ϕτ ◦φ−1)(cf. [BES87] pages 462-463). Ceci consiste à montrer que le linéarisé en
ϕτ ◦φ−1 de l’opérateur nonlinéaire F(x ,D 2v ) est elliptique sur l’ouvert φ(U ). Le linéarisé en
ϕτ ◦φ−1 de F(x ,D 2v ) est l’opérateur linéaire :
(I.1.16) P v = d
d t
F
(
x ,D 2(ϕτ ◦φ−1+ t v )
)
|t=0
v ∈C2(φ(U ),R)
Ainsi P v = d
d t
(d et [ga b¯ ◦φ−1(x )+∂z a z b (ϕτ ◦φ−1+ t v )(x )]
d et
[
ga b¯ ◦φ−1(x )
] )
|t=0
. Le même calcul que dans la
preuve du lemme I.1.8 montre que :
(I.1.17) P v =−M (ϕτ)(φ−1(x ))×△Cϕτ(v ◦φ)(φ
−1(x )) x ∈φ(U )
or ϕτ est solution de (CYτ) donc M (ϕτ)(φ
−1(x ))= Aτ eτ f ◦φ
−1(x ), et en particulier, M (ϕτ)> 0
donc par le lemme I.1.5 on déduit que ϕτ est admissible donc que g˜ϕτ est une métrique (cf.
lemme I.1.2). Ainsi,
(I.1.18) P v = Aτ eτ f ◦φ
−1(x )×
m∑
a ,b=1
g˜
a b¯
ϕτ
(
φ−1(x )
)
∂z a z b v (x )
et la matrice
[
g˜
a b¯
ϕτ
(
φ−1(x )
]
1≤a ,b≤m est définie positive pour tout x ∈φ(U ). Donc le linéarisé P
est elliptique sur φ(U ). Le théorème de régularité nonlinéaire I.1.3 s’applique donc et montre
que ϕτ ◦φ−1 ∈C∞(φ(U ),R). Ceci vaut pour toute carte (U ,φ), on déduit donc que :
(I.1.19) ϕτ ∈C∞(M ,R)
Ainsi τ ∈Ar,α, ce qui achève la preuve du fait que Ar,α est un fermé de [0,1]. On conclut
ensuite par connexité de [0,1] ; l’ensemble non vide Ar,α est à la fois ouvert et fermé dans
[0,1] donc :
(I.1.20) Ar,α = [0,1]
En particulier, 1 ∈Ar,α ce qui veut dire que l’équation de Calabi-Yau (CY) admet une solu-
tion ϕ ∈ C r,α(M ,R) vérifiant
∫
M
ϕωm = 0. Comme précédemment pour ϕτ, l’application du
théorème de régularité nonlinéaire I.1.3 montre que ϕ ∈C∞(M ,R), ce qui achève la preuve du
théorème I.1.2 (Equation de Calabi-Yau) donc celle du théorème I.1.1 (Théorème de Calabi-
Yau).
I.2 Estimée C 0
Nous suivons ici la méthode de [AUB78] et [AUB98].
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I.2.1 Lemme de positivité
On commence par prouver un lemme technique qui nous servira à établir par la suite
l’inégalité fondamentale de la proposition I.2.1 sur laquelle repose l’estimée C0.
LEMMEI.2 .1 (Lem m e de Positivité ) Siα est une 1-forme réelle sur M et k ∈ {1, ...,m −1}alors
la fonction f : M →R défin ie par f ωm = t Jα∧α∧ωm −1−k ∧ ω˜k est positive ou nulle.
Preuve : Soit x ∈M . On se place en x , dans une carte g -un itaire en x (i.e telle que la matrice
[ga b¯ (x )]1≤a ,b≤m = I ) vérifian t :
(I.2.1)
[g˜a b¯ (x )]1≤a ,b≤m =

d 1 ⋆
. . .
...
d m −1
...
⋆ · · · · · · ⋆
 , d i ≥ 0∀i ∈ {1, ...,m −1} et
α
|α |g
= d z
m +d z m¯p
2
en x
L’existence d’une telle carte est prouvée en Annexe (cf. Annexes, lemme VII.2.4). En x , on a :
t
Jα∧α=
|α |2g
2
(t Jd z m + t Jd z m¯ )∧ (d z m +d z m¯ )=
|α |2g
2
(i d z m − i d z m¯ )∧ (d z m +d z m¯ )
=
|α |2g
2
(i d z m ∧d z m¯ − i d z m¯ ∧d z m )
= i |α |2g d z m ∧d z m¯(I.2.2)
Par ailleurs, en x on a ω= i d z a ∧d z a¯ . On pose q =m −1−k , ainsi toujours en x :
t
Jα∧α∧ωq∧ω˜k =
∑
a1 ,...,aq∈{1,··· ,m −1}
2à 2 6=
i
q+1 |α |2g (d z m ∧d z m¯ )∧(d z a1∧d z a¯1 )∧...∧(d z aq∧d z a¯q )∧ω˜k
Or ω˜k modulo (a1, ...,a q ,m ) vaut :
ω˜k m od (a1, ...,a q ,m )=
∑
b1 ,...,bk ∈{1,··· ,m −1}\ {a1 ,...,aq }
2à 2 6=
i
k
d b1 · · ·d bk (d z b1 ∧d z b¯1 )∧ ...∧ (d z bk ∧d z b¯k )
d’où t Jα∧α∧ωq ∧ ω˜k =
∑
a1 ,...,aq∈{1,··· ,m −1}2à 2 6=
b1 ,...,bk ∈{1,··· ,m −1}\ {a1 ,...,aq }2à 2 6=
i
q+1+k |α |2g d b1 · · ·d bk
(d z m ∧d z m¯ )∧ (d z a1 ∧d z a¯1 )∧ ...∧ (d z aq ∧d z a¯q )∧ (d z b1 ∧d z b¯1 )∧ ...∧ (d z bk ∧d z b¯k )
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Or a1, ...,a q ,b1, ...,bk son t m − 1 en tiers 2 à 2 distincts de {1, · · · ,m − 1}et les 2-formes com -
muten t donc :
t
Jα∧α∧ωq ∧ ω˜k =
( ∑
a1 ,...,aq∈{1,··· ,m −1}2à 2 6=
b1 ,...,bk ∈{1,··· ,m −1}\ {a1 ,...,aq }2à 2 6=
d b1 · · ·d bk
)
|α |2g i m d z 1∧d z 1¯∧ ...∧d z m ∧d z m¯
= (m −1−k )!k !σk (d 1, ...,d m −1) |α |2g i m d z 1∧d z 1¯∧ ...∧d z m ∧d z m¯(I.2.3)
Par ailleurs,
ωm
m !
= i m d et (ga b¯ )d z 1∧d z 1¯∧ ...∧d z m ∧d z m¯ = i m d z 1∧d z 1¯∧ ...∧d z m ∧d z m¯ , ce
qui permet de déduire que :
(I.2.4) t Jα∧α∧ωq ∧ ω˜k = (m −1−k )!k !
m !
σk (d 1, ...,d m −1) |α |2g︸ ︷︷ ︸
:= f ≥0
ωm
et achève la preuve du lemme de positivité. ■
I.2.2 L’inégalité fondamentale
L’estimée a priori C0 repose sur l’inégalité fondamentale suivante :
PROPOSITIONI.2 .1 Si h (t ) est une fonction de classe C1 croissan te sur R, alors toute fonc-
tion ϕ de classe C2 adm issible vérifie :∫
M
[
1−M (ϕ)
]
h (ϕ) v g ≥
1
2m
∫
M
h
′(ϕ) | ∇ϕ |2g v g
Preuve : Vu que l’élémen t de volume vaut v g =
ωm
m !
, on déduit que :
(I.2.5)
∫
M
[
1−M (ϕ)
]
h (ϕ) v g =
1
m !
∫
M
h (ϕ)
(
ωm − ω˜m
)
Par ailleurs, par commutativité de Λ2M on a :
ω˜m −ωm = (ω˜−ω)∧ (ωm −1+ωm −2∧ ω˜+ ...+ω∧ ω˜m −2+ ω˜m −1)︸ ︷︷ ︸
=:Ω
, ainsi ω˜m −ωm = i∂∂¯ϕ∧Ω,
d’où :
(I.2.6)
∫
M
[
1−M (ϕ)
]
h (ϕ) v g =−
1
m !
∫
M
h (ϕ)i∂∂¯ϕ∧Ω=− 1
2m !
∫
M
d d
cϕ∧
(
h (ϕ)Ω
)
Or d
(
d
cϕ∧h (ϕ)Ω
)
= d d cϕ∧h (ϕ)Ω+ (−1)1d cϕ∧d
(
h (ϕ)Ω
)
, et
d
(
h (ϕ)Ω
)
= h ′(ϕ)dϕ∧Ω+ (−1)0h (ϕ)dΩ, m ais dΩ= 0 car les 2-formes ω et ω˜ don t fermées,
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par conséquen t d d cϕ∧h (ϕ)Ω= d cϕ∧h ′(ϕ)dϕ∧Ω+d (q q ch ose). En outre, le théorème de
Stokes assure que
∫
M
d (q q ch ose)= 0, ce qui en traîne :
∫
M
[
1−M (ϕ)
]
h (ϕ) v g =−
1
2m !
∫
M
h
′(ϕ)d cϕ∧dϕ∧Ω
= 1
2m !
(∫
M
h
′(ϕ) (−d cϕ)∧dϕ∧ωm −1︸ ︷︷ ︸
T1
+
m −1∑
k=1
∫
M
h
′(ϕ) (−d cϕ)∧dϕ∧ωm −1−k ∧ ω˜k︸ ︷︷ ︸
T2
)
(I.2.7)
Dans ce qui suit, on établit en utilisan t le lemme de positivité I.2.1 que la quan tité T2 satisfait
T2 ≥ 0, et on montre que T1 = (m −1)!
∫
M
h
′(ϕ) | ∇ϕ |2g v g .
En effet, le lemme de positivité I.2.1 appliqué à la 1-forme réelle dϕ affirme que la fonction
f : M →R défin ie par f ωm = t Jdϕ∧dϕ∧ωm −1−k ∧ ω˜k est positive ou nulle. Or t Jdϕ=−d cϕ
et h est croissan te, ce qui en traîne que T2 ≥ 0.
A présen t, calculons la quan tité T1. Soit x ∈ M , on se place en une carte g -un itaire en x
vérifian t
dϕ
| dϕ |g
= d z
m +d z m¯p
2
en x (cf. Annexes pour l’existence d’une telle carte) ; ainsi,
toujours en x , la 2-forme ω vaut ω= i d z a ∧d z a¯ et t Jdϕ∧dϕ= i | dϕ |2g d z m ∧d z m¯ (même
calcul que la formule (VI.2.35)), d’où :
t
Jdϕ∧dϕ∧ωm −1 =
∑
a1 ,...,am −1∈{1,··· ,m −1}
2à 2 6=
i
m | dϕ |2g (d z m ∧d z m¯ )∧ (d z a1 ∧d z a¯1 )∧ ...∧ (d z am −1 ∧d z a¯m −1 )
=
( ∑
a1 ,...,am −1∈{1,··· ,m −1}2à 2 6=
1
)
| dϕ |2g i m (d z 1∧d z 1¯)∧ ...∧ (d z m ∧d z m¯ )
= (m −1)! | dϕ |2g
ωm
m !
= (m −1)! | ∇ϕ |2g v g(I.2.8)
Ce qui prouve que le terme T1 vaut T1 = (m −1)!
∫
M
h
′(ϕ) | ∇ϕ |2g v g , et achève la preuve de la
proposition . ■
I.2.3 Méthode d’itération de Moser
Appliquons la proposition I.2.1 à ϕt i dans le but d’obtenir une inégalité cruciale (inégalité
(I N 1) ci-après) qui va nous permettre d’obtenir une estimée a priori de ‖ϕt i ‖C0 .
Soit p un réel vérifiant p ≥ 2. La fonction ϕt i est de classe C2 admissible, on considère la
fonction particulière u ∈R→ h (u ) := u | u |p−2, cette fonction est de classe C1 et sa dérivée vaut
h
′(u ) =| u |p−2 +u (p −2)u | u |p−4= (p −1) | u |p−2≥ 0, donc h est croissante et la proposition
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I.2.1 s’applique et entraîne :
1
2m
∫
M
h
′(ϕt i ) | ∇ϕt i |2 v g ≤
∫
M
[
1−M (ϕt i )
]
h (ϕt i ) v g
i.e
p −1
2m
∫
M
|ϕt i |p−2| ∇ϕt i |2 v g ≤
∫
M
[
1−M (ϕt i )
]
ϕt i |ϕt i |p−2 v g(I.2.9)
Par ailleurs, on a :
| ∇ |ϕt i |
p
2 |2 = 2g a b¯∂a |ϕt i |
p
2 ∂b¯ |ϕt i |
p
2 = 2g a b¯
(p
2
ϕt i |ϕt i |
p
2 −2
)2
∂aϕt i ∂b¯ϕt i
= p
2
4
|ϕt i |p−2| ∇ϕt i |2(I.2.10)
En combinant (I.2.9) et (I.2.10) on obtient :
(IN1)
∫
M
| ∇ |ϕt i |
p
2 |2 v g ≤
m p 2
2(p −1)
∫
M
[
1−M (ϕt i )
]
ϕt i |ϕt i |p−2 v g
Démontrons dès maintenant (à partir de l’inégalité (IN1)), une inégalité (inégalité (I N 4)) qui
nous servira dans la démonstration du lemme I.2.3.
L’inclusion continue de Sobolev H 21 (M )⊂ L
2m
m −1 (M ) entraîne l’inégalité suivante :
(IN2) ‖ |ϕt i |p ‖ mm −1 = ‖ |ϕt i |
p
2 ‖22m
m −1
≤C st e
(∫
M
| ∇ |ϕt i |
p
2 |2 +
∫
M
|ϕt i |
p
2 .2
)
où C st e est indépendante de p .
Par ailleurs, M (ϕt i ) est bornée uniformément, en effet :
(IN3) |M (ϕt i ) |= e t i f
V ol (M )∫
M e
t i f v g
≤ e2t i ‖ f ‖∞ ≤ e2‖ f ‖∞
Par les résultats (IN1), (IN2) et (IN3), et vu que
p 2
2(p −1) ≤ p on déduit que :
(IN4) ‖ |ϕt i |p ‖ mm −1 ≤C st e
′× p
(∫
M
|ϕt i |p−1 +
∫
M
|ϕt i |p
)
(p ≥ 2)
où C st e ′ est indépendante de p . On suppose que C st e ′ ≥ 1.
A partir de là, on montre le lemme suivant :
LEMMEI.2 .2 Il existe une constan te k telle que pour tout 1 ≤ q ≤ 2m
m −1 ,
‖ϕt i ‖q ≤ k
21
I L’équation de Calabi-Yau
Preuve : M est riemann ienne compacte et ϕt i est de classe C
2, donc par la formule de Green :
(I.2.11) ϕt i (x )=
1
V ol (M )
∫
M
ϕt i d v︸ ︷︷ ︸
=0
+
∫
M
G(x , y )△ϕt i (y )d v (y )
où G(x , y )≥ 0 et
∫
M
G(x , y )d v (y ) est indépendan te de x , on en déduit que ‖ϕt i ‖1 ≤C ‖△ϕt i ‖1.
Or la norme L1 vaut ‖△ϕt i ‖1 =
∫
M
△ϕ+t i +△ϕ
−
t i
, en outre
∫
M
△ϕt i =
∫
M
△ϕ+t i −△ϕ
−
t i
= 0 ce qui
en traîne ‖△ϕt i ‖1 = 2
∫
M
△ϕ+t i . Par ailleurs, ϕt i est adm issible donc △ϕt i <m d’où △ϕ
+
t i
<m .
Ainsi ‖△ϕt i ‖1 ≤ 2m V ol (M ). On en déduit que ‖ϕt i ‖1 ≤ 2m C V ol (M ) (i.e ‖ϕt i ‖1 est un ifor-
mément bornée). Aprésen t, prenons p = 2 dans l’inégalité (IN2) :
(I.2.12) ‖ϕt i ‖22m
m −1
≤C st e
(∫
M
| ∇ |ϕt i ||2 +
∫
M
|ϕt i |2
)
Par ailleurs, ϕt i ∈ H 21 (M ) d’in tégrale nulle, donc par l’inégalité de Sobolev-Poincaré on a :
(I.2.13) ‖ϕt i ‖2 ≤ A ‖∇ϕt i ‖2
En outre, | ∇ | ϕt i ||=| ∇ϕt i | presque partout, donc ‖ϕt i ‖ 2m
m −1
≤ C st e ‖∇ | ϕt i | ‖2. En prenan t
p = 2 dans l’inégalité (IN1) et en utilisan t le fait que M (ϕt i ) est un iformément bornée on
obtien t :
(I.2.14) ‖∇ |ϕt i | ‖22 ≤C st e ‖ϕt i ‖1 ≤C st e ′
On déduit donc que ‖ϕt i ‖ 2m
m −1
≤C st e .
Soit à présen t 1 ≤ q ≤ 2m
m −1 =: 2δ. Par l’inégalité de Hölder, on a :
(I.2.15) ‖ϕt i ‖
q
q =
∫
M
|ϕt i |q .1 ≤
(∫
M
|ϕt i |
q . 2δ
q
) q
2δ
V ol (M )1−
q
2δ
d’où :
(I.2.16) ‖ϕt i ‖q ≤V ol (M )
1
q
− 12δ ‖ϕt i ‖2δ
or ‖ϕt i ‖2δ ≤C st e et V ol (M )
1
q
− 12δ = e (
1
q
− 12δ )l n (V ol (M )) ≤
{ 1 siV ol (M )≤ 1
V ol (M )1−
1
2δ siV ol (M )≥ 1 , ce qui
prouve que ‖ϕt i ‖q ≤ k := C st e × m a x
(
1,V ol (M )1−
1
2δ
)
, k est évidemment indépendan te du
réel q , ce qui achève la preuve. ■
On suppose sans restriction de généralité que la constante k du lemme I.2.2 vérifie k ≥ 1.
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LEMMEI.2 .3 Il existe une constan te γ2 telle que pour tout p ≥ 2,
‖ϕt i ‖p ≤ γ2
(
δm −1C p
)−m
p
,
où δ = m
m −1 et C =C st e
′
(
1+m a x (1,V ol (M ) 12 )
)
≥ 1, C st e ′ étan t la constan te apparaissan t
dans l’inégalité (IN4).
Preuve : On va démontrer ce lemme par récurrence : on commencera par montrer qu’il est
vérifié pour 2 ≤ p ≤ 2δ= 2m
m −1 , ensuite il s’agira de montrer que si l’inégalité est vraie pour
p alors elle l’est pour δp . On pose :
(I.2.17) γ2 := kδm (m −1)C m e
m
e
Pour 2 ≤ p ≤ 2δ, on a ‖ϕt i ‖p ≤ k , donc il suffit de vérifier que k ≤ γ2
(
δm −1C p
)−m
p
. Cette der-
n ière inégalité est équivalen te à δm (m −1)C m e
m
e
(
δm −1C p
)−m
p ≥ 1 donc équivaut à l’inégalité(
δm (m −1)C m
)
e
m
e ≥
(
δm (m −1)C m
) 1
p p
m
p . Or si x ≥ 1 alors x ≥ x
1
p (car p ≥ 1), et δm (m −1)C m ≥ 1
(car C ≥ 1,m ≥ 1 et δ≥ 1), donc δm (m −1)C m ≥
(
δm (m −1)C m
) 1
p
. Par ailleurs, p
m
p = em
ln p
p ≤ e me ,
ce qui achève la vérification .
Aprésen t fixons un réel p ≥ 2, supposons que ‖ϕt i ‖p ≤ γ2
(
δm −1C p
)−m
p
et montrons que
‖ϕt i ‖δp ≤ γ2
(
δm −1C δp
)−m
δp
. On a montré précédemment l’inégalité suivan te :
(IN4) ‖ |ϕt i |p ‖δ ≤C st e ′× p
(∫
M
|ϕt i |p−1 +
∫
M
|ϕt i |p
)
(p ≥ 2)
où C st e ′ est indépendan te de p , au tremen t dit :
(IN4) ‖ϕt i ‖
p
δp
≤C st e ′× p
(
‖ϕt i ‖
p−1
p−1+‖ϕt i ‖
p
p
)
Or 1 ≤ p −1 ≤ p donc par l’inégalité de Hölder, on a : ‖ϕt i ‖p−1 ≤V ol (M )
1
p−1− 1p ‖ϕt i ‖p , d’où :
(I.2.18) ‖ϕt i ‖
p
δp
≤C st e ′× p
(
V ol (M )
1
p ‖ϕt i ‖
p−1
p +‖ϕt i ‖
p
p
)
– Si ‖ϕt i ‖p ≤ 1, alors ‖ϕt i ‖
p
δp
≤C × p donc ‖ϕt i ‖δp ≤ (C p )
1
p . Vérifions que
(C p )
1
p ≤ γ2
(
δm −1C δp
)−m
δp
. Cette dern ière inégalité est équivalen te à l’inégalité
p
1
p
(1+mδ ) ≤ kδm (m −1)(1−
1
p
)
e
m
e ×C m −
m
δp − 1p , or 1+ m
δ
=m donc elle est équivalen te à
p
m
p ≤ kδm (m −1)(1−
1
p
)
e
m
e ×C m (1−
1
p
), or p
m
p ≤ e me et kδm (m −1)(1−
1
p
) ≥ 1, donc il suffit d’avoir
C
m (1− 1
p
) ≥ 1, et ceci est vérifié car C ≥ 1.
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– Si ‖ϕt i ‖p ≥ 1, on déduit que ‖ϕt i ‖
p
δp
≤ C p ‖ϕt i ‖
p
p , ce qui en traîne par hypothèse de
récurrence que ‖ϕt i ‖δp ≤ C
1
p p
1
p ‖ϕt i ‖p ≤ (C p )
1
p γ2
(
δm −1C p
)−m
p
, or
1−m
p
= −m
δp
, on
déduit donc que ‖ϕt i ‖δp ≤ γ2δ
−m 2
δp (C p )
−m
δp = γ2
(
δm −1C δp
)−m
δp
.
■
A partir du lemme I.2.3, on déduit facilement l’estimée C0 recherchée :
COROLLAIREI.2 .1
‖ϕt i ‖C0 ≤ γ2
(γ2 est défin ie en (I.2.17))
Preuve : Par le lemme précéden t I.2.3, on a ‖ϕt i ‖p ≤ γ2
(
δm −1C
)−m
p
p
−m
p pour tout p ≥ 2,
or
(
δm −1C
)−m
p −−−−−→
p→+∞ 1 et p
−m
p = e−m
ln p
p −−−−−→
p→+∞ 1, de plus ‖ϕt i ‖p −−−−−→p→+∞ ‖ϕt i ‖C0 car ϕt i est
con tinue sur M compacte, d’où le résultat par passage à la lim ite. ■
I.3 Estimée C 2 par estimation uniforme du Laplacien
Si ϕ est une fonction de classe C5 admissible pour g , solution de l’équation de Calabi-Yau
(CY) : M (ϕ)= e f ( f ∈C3) avec :
(I.3.1) f ≤ F0 et △ f ≤ F1 (où F0 et F1 sont des constantes)
alors de telles estimées donnent des estimées a priori sur △ϕ. Afin d’alléger les notations, on
notera dans cette section △ le Laplacien complexe relatif à la métrique g , et △˜ le Laplacien
complexe relatif à la métrique g˜ . Tout d’abord, on dispose de façon simple d’une borne sup a
priori de △ϕ.
PROPOSITIONI.3 .1 Si ϕ est une fonction de classe C2 adm issible pour g alors :
△ϕ<m
Preuve : En effet,△ϕ=−g a b¯∂a b¯ϕ=−g a b¯ (g˜a b¯ −ga b¯ )= t r (g−1g )− t r (g−1 g˜ )=m − t r (g−1 g˜ )︸ ︷︷ ︸
>0
.
■
Il est plus difficile d’obtenir une borne inf a priori de △ϕ. Sous les hypothèses citées
initialement (I.3.1), on commence par montrer le lemme suivant :
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LEMMEI.3 .1 Il existe une constan te c dépendan t de la courbure (de g ) et des constan tes A,
B et C avec C > 0 dépendan t de m ,F0,F1 et de la courbure telles que :
(m −△ϕ)△˜
(
Log (m −△ϕ)−cϕ
)
≤ A+B (m −△ϕ)−C (m −△ϕ) mm −1
Preuve : Localement l’équation de Calabi-Yau s’écrit :
(CY) Log
(
d et (g˜ )
d et (g )
)
= Log (d et (g˜ ))−Log (d et (g ))= f
On différen tie une prem ière fois, on a : ∂k¯
(
Log (d et (g ))
)
= ∂k¯
(
d et (g )
)
d et (g )
, or
∂k¯
(
d et (g )
)
= d
(
d et (g )
)
.∂k¯ =
(
d (d et )g ◦d g
)
.∂k¯ = d (d et )g .∂k¯ g (dans ce dern ier calcul de dif-
féren tielles on iden tifie T C à C), ce qui en traîne que :
(I.3.2) ∂k¯
(
d et (g )
)
= d et (g ) t r
(
g
−1∂k¯ g
)
Par conséquen t, ∂k¯
(
Log (d et (g ))
)
= t r
(
g
−1∂k¯ g
)
= g a b¯∂k¯ ga b¯ d’où :
(I.3.3) ∂k¯ f = g˜ a b¯∂k¯ g˜a b¯ − g a b¯∂k¯ ga b¯ =
(
g˜
a b¯ − g a b¯
)
∂k¯ ga b¯ + g˜ a b¯ ∂k¯ a b¯ϕ
On différen tie une deuxième fois :
∂ j k¯ f =
(
∂ j g˜
a b¯ −∂ j g a b¯
)
∂k¯ ga b¯ +
(
g˜
a b¯ − g a b¯
)
∂ j k¯ ga b¯ +∂ j g˜ a b¯ ∂k¯ a b¯ϕ+ g˜ a b¯ ∂ j k¯ a b¯ϕ, donc
(I.3.4)
△ f =−g j k¯
(
∂ j g˜
a b¯ −∂ j g a b¯
)
∂k¯ ga b¯ −
(
g˜
a b¯ − g a b¯
)
g
j k¯ ∂ j k¯ ga b¯ − g j k¯ ∂ j g˜ a b¯∂k¯ a b¯ϕ− g˜ a b¯ g j k¯ ∂ j k¯ a b¯ϕ
Soit x ∈M . En x dans une carte g -normale l’expression précéden te se réduit à :
△ f = 0−
m∑
j=1
g˜
a b¯ ∂ j j¯ ga b¯ +
m∑
j ,a=1
∂ j j¯ ga a¯ −
m∑
j=1
∂ j g˜
a b¯ ∂ j¯ a b¯ϕ−
m∑
j=1
g˜
a b¯ ∂ j j¯ a b¯ϕ
=−
m∑
j=1
g˜
a b¯
(
∂ j j¯ ga b¯ +∂ j j¯ a b¯ϕ
)
+
m∑
j ,a=1
∂ j j¯ ga a¯ −
m∑
j=1
∂ j g˜
a b¯ ∂ j¯ a b¯ϕ(I.3.5)
Par le lemme VII.2.5 (cf. Annexes) : ∂ j g˜
a b¯ =−g˜ a s¯ g˜ l b¯∂ j g˜ l s¯ , donc en x dans la carte g -normale
considérée, ∂ j g˜
a b¯ =−g˜ a s¯ g˜ l b¯∂ j l s¯ϕ, d’où un prem ier résultat :
(I.3.6) △ f =−
m∑
j=1
g˜
a b¯
(
∂ j j¯ ga b¯ +∂ j j¯ a b¯ϕ
)
+
m∑
j ,a=1
∂ j j¯ ga a¯ +
m∑
j=1
g˜
a s¯
g˜
l b¯ ∂ j l s¯ϕ ∂ j¯ a b¯ϕ
ce qui s’écrit à l’aide de la courbure (en utilisan t le lemme VII.2.7 de l’Annexe ) :
(I.3.7) △ f =−
m∑
j=1
g˜
a b¯
(
R j j¯ a b¯ +∂ j j¯ a b¯ϕ
)
+
m∑
j ,a=1
R j j¯ a a¯ +
m∑
j=1
g˜
a s¯
g˜
l b¯ ∂ j l s¯ϕ ∂ j¯ a b¯ϕ
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Calculons à présen t la quan tité △˜△ϕ. On a △ϕ=−g a b¯∂a b¯ϕ donc :
△˜△ϕ= g˜ j k¯ ∂ j k¯
(
g
a b¯∂a b¯ϕ
)
= g˜ j k¯ ∂ j
(
∂k¯ g
a b¯ ∂a b¯ϕ+ g a b¯ ∂k¯ a b¯ϕ
)
= g˜ j k¯
(
∂ j k¯ g
a b¯ ∂a b¯ϕ+∂k¯ g a b¯ ∂ j a b¯ϕ+∂ j g a b¯ ∂k¯ a b¯ϕ+ g a b¯ ∂ j k¯ a b¯ϕ
)
(I.3.8)
Or ∂ j g
a b¯ = −g a s¯ g l b¯∂ j g l s¯ (cf. Annexes lemme VII.2.5), d’où ∂ j g a b¯ = 0 en x dans notre carte
g -normale, et de même on a ∂k¯ g
a b¯ = 0. Ainsi, en x , carte g -normale :
(I.3.9) △˜△ϕ= g˜ j k¯
(
∂ j k¯ g
a b¯ ∂a b¯ϕ+
m∑
a=1
∂ j k¯ a a¯ϕ
)
Par ailleurs, en dérivan t l’égalité ∂k¯ g
a b¯ =−g a s¯ g l b¯∂k¯ g l s¯ , on obtien t que
∂ j k¯ g
a b¯ =−∂ j g a s¯ g l b¯∂k¯ g l s¯−g a s¯∂ j g l b¯∂k¯ g l s¯−g a s¯ g l b¯∂ j k¯ g l s¯ , donc en x , dans notre carte g -normale
∂ j k¯ g
a b¯ =−∂ j k¯ gb a¯ =−R j k¯ b a¯ (cf. Annexes lemme VII.2.7), d’où un second résultat :
(I.3.10) △˜△ϕ=−
m∑
a ,b=1
g˜
j k¯
R j k¯ b a¯ ∂a b¯ϕ+
m∑
a=1
g˜
j k¯ ∂ j k¯ a a¯ϕ
En combinan t les égalités (I.3.7) et (I.3.10) on obtien t :
△ f +△˜△ϕ=
m∑
j ,a=1
R j j¯ a a¯ −
m∑
j=1
g˜
a b¯
R j j¯ a b¯ −
m∑
a ,b=1
g˜
j k¯
R j k¯ b a¯ ∂a b¯ϕ+
m∑
j=1
g˜
a s¯
g˜
l b¯ ∂ j l s¯ϕ∂ j¯ a b¯ϕ
+
m∑
a=1
g˜
j k¯ ∂ j k¯ a a¯ϕ−
m∑
j=1
g˜
a b¯ ∂ j j¯ a b¯ϕ︸ ︷︷ ︸
0
(I.3.11)
Or, en x toujours dans notre carte g -normale : ∂a b¯ϕ = ϕa b¯ , ∂ j l s¯ϕ = ϕ j l s¯ et ∂ j¯ a b¯ϕ = ϕ j¯ a b¯ (cf.
[Sém78] page 155), donc :
(I.3.12) △ f +△˜△ϕ=
m∑
j ,a=1
R j j¯ a a¯ −
m∑
j=1
g˜
a b¯
R j j¯ a b¯ −
m∑
a ,b=1
g˜
j k¯
R j k¯ b a¯ ϕa b¯︸ ︷︷ ︸
:=A
+
m∑
j=1
g˜
a s¯
g˜
l b¯ ϕ j l s¯ϕ j¯ a b¯
Les deux termes de l’égalité son t des quan tités in trinsèques, donc l’égalité est vraie partout.
On se place à présen t, en une carte g -normale en x diagonalisan t g˜ en x . En x, g et g˜ son t
diagonales donc la matrice [ϕa b¯ ]1≤a ,b≤m est diagonale aussi, et g˜
a a¯ = 1
g˜a a¯
= 1
1+ϕa a¯
, ainsi :
A =
m∑
j ,a=1
R j j¯ a a¯−
m∑
j ,a=1
1
1+ϕa a¯
R j j¯ a a¯ −
m∑
a , j=1
ϕa a¯
1+ϕ j j¯
R j j¯ a a¯ =
m∑
j ,a=1
ϕa a¯
1+ϕa a¯
R j j¯ a a¯ −
m∑
a , j=1
ϕa a¯
1+ϕ j j¯
R j j¯ a a¯
=
m∑
j ,a=1
R j j¯ a a¯ ϕa a¯
ϕ j j¯ −ϕa a¯
(1+ϕa a¯ )(1+ϕ j j¯ )
(I.3.13)
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En échangean t j et a , et en utilisan t la symétrie de la courbure : R j j¯ a a¯ = Ra a¯ j j¯ , on obtien t :
(I.3.14) A =
m∑
j ,a=1
R j j¯ a a¯ ϕ j j¯
ϕa a¯ −ϕ j j¯
(1+ϕa a¯ )(1+ϕ j j¯ )
En sommant les égalités (I.3.13) et (I.3.14) on aboutit à : 2A =
m∑
j ,a=1
R j j¯ a a¯
2ϕ j j¯ϕa a¯ −ϕ2j j¯ −ϕ
2
a a¯
(1+ϕa a¯ )(1+ϕ j j¯ )
,
donc :
(I.3.15) A =−1
2
m∑
j ,a=1
R j j¯ a a¯
(ϕ j j¯ −ϕa a¯ )2
(1+ϕa a¯ )(1+ϕ j j¯ )
= 1
2
∑
j 6=a∈{1,...,m }
(
−R j j¯ a a¯
) (g˜ j j¯ − g˜a a¯ )2
g˜ j j¯ g˜a a¯
Ainsi, en x dans une carte g -normale diagonalisan t g˜ on a :
(I.3.16) A ≥
[
i n f j 6=a∈{1,...,m }
(
−R j j¯ a a¯
)]
×
m∑
j ,a=1
(g˜ j j¯ − g˜a a¯ )2
2g˜ j j¯ g˜a a¯
En outre,
m∑
j ,a=1
(g˜ j j¯ − g˜a a¯ )2
2g˜ j j¯ g˜a a¯
=
m∑
j ,a=1
(
g˜ j j¯
2g˜a a¯
+ g˜a a¯
2g˜ j j¯
−1
)
=
(
m∑
j ,a=1
g˜ j j¯
g˜a a¯
)
−m 2 =
( m∑
j ,a=1
g˜
a a¯
g˜ j j¯
)
−m 2,
ce qui en traîne que :
(I.3.17) A ≥
[
i n f j 6=a∈{1,...,m }
(
−R j j¯ a a¯
)]
×
(( m∑
j ,a=1
g˜
a a¯
g˜ j j¯
)
−m 2
)
En combinan t (I.3.12) et (I.3.17), on obtien t :
(I.3.18)
△˜△ϕ≥−△ f +
m∑
j=1
g˜
a a¯
g˜
b b¯ϕ j b a¯ϕ j¯ a b¯︸ ︷︷ ︸
T1
+
[
i n f j 6=a∈{1,...,m }
(
−R j j¯ a a¯
)]
︸ ︷︷ ︸
T2
×
(( m∑
j ,a=1
g˜
a a¯
g˜ j j¯
)
−m 2
)
Pour fin ir, on calcule △˜
(
Log (m −△ϕ)− cϕ
)
où c > 0 est une constan te qu’on choisira ulté-
rieuremen t.
△˜
(
Log (m −△ϕ)−cϕ
)
=−g˜ j k¯ ∂ j k¯
(
Log (m −△ϕ)−cϕ
)
=−g˜ j k¯ ∂ j
(
− (m −△ϕ)−1 ∂k¯ (△ϕ)−c ∂k¯ (ϕ)
)
=−g˜ j k¯
(
− (m −△ϕ)−1 ∂ j k¯ (△ϕ)+ (m −△ϕ)−2
(
−∂ j (△ϕ)
)
∂k¯ (△ϕ)−c ∂ j k¯ (ϕ)
)
=−(m −△ϕ)−1 △˜(△ϕ)−c △˜ϕ+ (m −△ϕ)−2 g˜ j k¯ ∂ j (△ϕ)∂k¯ (△ϕ)(I.3.19)
d’où en x , dans une carte g -normale diagonalisan t g˜ :
(I.3.20)
(m −△ϕ)△˜
(
Log (m −△ϕ)−cϕ
)
=−△˜△ϕ−c △˜ϕ (m −△ϕ)+ (m −△ϕ)−1 g˜ j j¯ ∂ j (△ϕ)∂ j¯ (△ϕ)︸ ︷︷ ︸
:=B
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Or dans une telle carte △ϕ=−
m∑
a=1
∂a a¯ϕ=−
m∑
a=1
(
g˜a a¯ −1
)
=m −
m∑
a=1
g˜a a¯ , donc :
(I.3.21) m −△ϕ=
m∑
a=1
g˜a a¯
en outre, ∂ j (△ϕ) = ∂ j
(
− g a b¯∂a b¯ϕ
)
= −g a b¯∂ j a b¯ϕ = −
m∑
a=1
∂ j a a¯ϕ, et ∂ j¯ (△ϕ) = ∂ j (△ϕ) (car ϕ
donc △ϕ est à valeurs réelles), ce qui en traîne que :
(I.3.22) B =
∑m
j=1 g˜
j j¯ |∑ma=1 ∂ j a a¯ϕ |2∑m
a=1 g˜a a¯
=
∑m
j=1 g˜
j j¯ |∑ma=1(√g˜ a a¯∂ j a a¯ϕ)(√g˜a a¯ ) |2∑m
a=1 g˜a a¯
Par inégalité de Cauchy-Schwarz, on déduit que :
(I.3.23) B ≤
∑m
j=1 g˜
j j¯
(∑m
a=1 |
√
g˜ a a¯∂ j a a¯ϕ |2
)
×
(∑m
a=1 |
√
g˜a a¯ |2
)
∑m
a=1 g˜a a¯
Par conséquen t :
(I.3.24) B ≤
m∑
j ,a=1
g˜
j j¯
g˜
a a¯ | ∂ j a a¯ϕ |2≤
m∑
j ,a ,b=1
g˜
j j¯
g˜
a a¯ | ∂ j b a¯ϕ |2 (car g˜ k k¯ ≥ 0)
Or,
m∑
j ,a ,b=1
g˜
j j¯
g˜
a a¯ | ∂ j b a¯ϕ |2=
m∑
j ,a ,b=1
g˜
j j¯
g˜
a a¯ ∂ j b a¯ϕ∂ j¯ b¯ aϕ=
m∑
j ,a ,b=1
g˜
b b¯
g˜
a a¯ ∂b j a¯ϕ∂b¯ j¯ aϕ
=
m∑
j ,a ,b=1
g˜
b b¯
g˜
a a¯ ∂ j b a¯ϕ∂ j¯ b¯ aϕ=
m∑
j=1
g˜
b b¯
g˜
a a¯ ϕ j b a¯ ϕ j¯ a b¯ = T1(I.3.25)
car en x , dans notre carte ∂ j b a¯ϕ=ϕ j b a¯ (cf. [Sém78] page 155), ce qui montre que :
(I.3.26) B ≤ T1
Par ailleurs, △˜ϕ=−g˜ j j¯ ∂ j j¯ϕ=−
m∑
j=1
g˜
j j¯ (g˜ j j¯ −1)=−
m∑
j=1
(1− g˜ j j¯ )=
m∑
j=1
g˜
j j¯ −m , ainsi, en x dans
notre carte g -normale digonalisan t g˜ on a en combinan t (I.3.20), (I.3.18), (I.3.26) et cette
dern ière égalité :
(m −△ϕ)△˜
(
Log (m −△ϕ)−cϕ)
)
≤△ f −T1−T2
(( m∑
j ,a=1
g˜
a a¯
g˜ j j¯
)
−m 2
)
−c
( m∑
j=1
g˜
j j¯ −m
)
(m −△ϕ)+T1
≤
(
△ f +m 2T2
)
+c m (m −△ϕ)− (c+T2) (m −△ϕ)
( m∑
j=1
g˜
j j¯
)
(I.3.27)
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Il reste à m inorer le terme
m∑
j=1
g˜
j j¯ , pour ceci on utilise le lemme VII.1.2 (cf. Annexes). En effet,
en appliquan t ce lemme aux g˜ j j¯ on obtien t :
(I.3.28)
m∑
j=1
g˜
j j¯ =
m∑
j=1
1
g˜ j j¯
≥
( m∑
j=1
g˜ j j¯
) 1
m −1
(
m∏
j=1
1
g˜ j j¯
) 1
m −1
= (m −△ϕ) 1m −1 e− f 1m −1
puisque e f = d et (g˜ )
d et (g )
=
m∏
j=1
g˜ j j¯ en x , dans notre carte g -normale diagonalisan t g˜ .
On note Ux (M ) l’ensemble des bases un itaires de T
C
x M , alors U (M ) = ∪Ux (M ) est un
U2m (C)-fibré principal de base M, où U2m (C) := {A ∈M 2m (C)/ A t A¯ = I}est le groupe un itaire
d’ordre 2m . U (M ) est une variété compacte. Par ailleurs, l’application :
U (M )−→C
(e1, ...,em ,e1, ...,em )−→ T2 := i n f j 6=a∈{1,...,m }
(
−R j j¯ a a¯
)
est con tinue, donc T2 est bornée sur U (M ), en particulier il existe c > 0 et d > 0 tels que
en chaque poin t et pour tout choix de base un itaire T2 > 1− c i.e. (c +T2) > 1 et T2 ≤ d , par
conséquen t :
(I.3.29) (m −△ϕ)△˜
(
Log (m −△ϕ)−cϕ)
)
≤
(
△ f +m 2T2
)︸ ︷︷ ︸
Ax
+ cm︸︷︷︸
B
(m −△ϕ)−e
− f
m −1︸ ︷︷ ︸
Cx
(m −△ϕ) mm −1
Ax et Cx son t des fonctions en x ∈M . Par ailleurs,△ f ≤ F1 et T2 ≤ d donc Az ≤ F1+m 2 d := A,
et f ≤ F0 donc e
− f
m −1 ≥ e
−F0
m −1 :=C > 0, on en déduit que :
(I.3.30) (m −△ϕ)△˜
(
Log (m −△ϕ)−cϕ
)
≤ A+B (m −△ϕ)−C (m −△ϕ) mm −1
A dépend de F1,m et de la courbure, B dépend de m et de la courbure, et C dépend de F0 et
de m ; ce qui prouve le lemme. ■
Ce lemme permet de trouver une borne inf a priori de △ϕ ; en effet on montre à partir de
ce résultat la proposition suivante :
PROPOSITIONI.3 .2 Si ϕ est une fonction C5 adm issible pour g , solu tion de l’équation de
Calabi-Yau (CY) : M (ϕ) = e f ( f ∈ C3) avec f ≤ F0 et △ f ≤ F1, alors on dispose de l’estimée
a priori su ivan te de △ϕ : il existe une constan te c > 0 dépendan t de la courbure (pour g ) et
une constan te C1 > 0 dépendan t de m ,F0,F1 et de la courbure telles que :
m −C1ec(su pϕ−i n f ϕ) ≤△ϕ<m
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Preuve : On se place en un poin t x0 ∈M où la fonction Log (m −△ϕ)−cϕ , qui est con tinue
sur M compacte, attein t son maximum , on a donc △˜
(
Log (m −△ϕ)− cϕ
)
(x0) ≥ 0, ce qui
en traîne par le lemme I.3.1 que A+B (m −△ϕ(x0))−C (m −△ϕ(x0))
m
m −1 ≥ 0. Par ailleurs, la
fonction ̺ :]0,+∞[→ R, x 7→ A +B x −C x mm −1 est con tinue et tend vers −∞ lorsque x tend
vers +∞ (car C > 0), il existe donc C1 > 0 (dépendan t de A, B et C , donc de m ,F0,F1 et de la
courbure) telle que ̺(x ) < 0 pour tout x ≥C1. Or m −△ϕ(x0) > 0 et ̺
(
m −△ϕ(x0)
)
≥ 0, par
conséquen t m −△ϕ(x0)≤C1, m ais Log (m −△ϕ)−cϕ≤ Log (m −△ϕ(x0))−cϕ(x0), ainsi en
passan t à l’exponen tielle on déduit que m −△ϕ ≤C1ec(ϕ−ϕ(x0)) ≤C1ec(su pϕ−i n f ϕ) (c > 0), ce
qui permet de conclure que △ϕ≥m −C1ec(su pϕ−i n f ϕ). ■
Vu qu’au centre d’une carte normale △ϕ=m −σ1(λ), l’estimation uniforme du laplacien
(proposition I.3.2) nous fournit immédiatement un pincement uniforme des valeurs propres :
COROLLAIREI.3 .1 Il existe une constan te γ3 > 0 ne dépendan t que de m ,‖ f ‖∞,‖ f ‖C2 , de la
courbure de g et de γ2 (la constan te de l’estimée C
0) telle que :
∀P ∈M , ∀i ∈ {1, ..,m }, 0 <λi (P )≤ γ3
A partir de là, on obtient par le même raisonnement que pour les équations plus générales
(Ek ) (cf. théorème du chapitre II), dont l’équation de Calabi-Yau (CY ) est un cas particulier,
l’estimation C2 recherchée (cf. Chapitre V : Estimée C2). Soulignons que ce raisonnement ne
fait usage d’aucune hypothèse sur la courbure.
I.4 Estimée C 2,β
La méthode d’Evans-Trudinger
On suppose qu’il existe γ4 > 0 telle que pour tout i ∈N on ait ‖ϕt i ‖C2(M ,R) ≤ γ4. Dans la
suite, on ne notera plus l’indice i de ϕt i afin d’alléger les notations. Dans le but de construire
une estimée C2,β avec 0 <β< 1, on va se mettre dans les conditions d’application du théorème
VII.6.1 (cf. Annexes).
La famille d’équations de la méthode de continuité correspondant à l’équation de Calabi-Yau
s’écrit :
(CY t ) ln
(d et [ga b¯ +∂a b¯ϕt ]1≤a ,b≤m
d et [ga b¯ ]1≤a ,b≤m
)
= t f + ln (A t )
Le lemme VII.2.2 nous dit que pour tout P ∈M il existe UP un ouvert de M contenant P et
une fonction ψP :UP →R de classe C∞ dite potentiel kählérien local telle que ω= i∂∂¯ψP sur
UP . Quitte à considérer pour tout P l’intersection avec un ouvert de carte en P , on obtient
(UP ,φP )P∈M un recouvrement ouvert de M par des cartes sur lesquelles on a un potentiel
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kählérien (on continue à noter l’ouvert obtenu UP ), or M est compacte, on peut donc extraire
de (UP )P∈M un recouvrement fini ; on obtient ainsi R = (U j ,φ j )1≤ j≤N un recouvrement fini de
M par des cartes et une famille de fonctions (ψ j :U j →R)1≤ j≤N telles que :
(I.4.1) ∀ j ∈ {1, ..,m }, ω= 1
2
d d
cψ j = i∂∂¯ψ j surU j .
Soit P = (θ j )1≤ j≤N une partition de l’unité de classe C∞ subordonnée au recouvrement
R = (U j ,φ j )1≤ j≤N .
On se fixe une carte (U j ,φ j ) de ce recouvrement. Par (I.4.1), les coefficients de la mé-
trique s’écrivent sur la carte (U j ,φ j ) ga b¯ = ∂a b¯ψ j pour tous a ,b ∈ {1, ...,m }, donc sur (U j ,φ j )
l’équation de Calabi-Yau s’écrit :
(CY
j
t ) ln
(d et [∂a b¯ (ψ j +ϕt )(P )]1≤a ,b≤m
d et [ga b¯ (P )]1≤a ,b≤m
)
= t f (P )+ ln (A t ) P ∈U j
donc s’écrit sur φ j (U j ) :
(CY
j
t )
ln
(
d et
[∂((ψ j +ϕt )◦φ−1j )
∂z a∂z b
(x )
]
1≤a ,b≤m
)
= t f ◦φ−1j (x )+ ln (A t )+ ln
(
d et [ga b¯ ◦φ−1j (x )]1≤a ,b≤m
)
︸ ︷︷ ︸
=:v jt (x )
Par ailleurs, on a
∂
∂z a∂z b
= 1
4
(
D ab +D (a+m )(b+m )+ i D a (b+m )− i D (a+m )b
)
où les D ab désignent
des dérivées réelles.
Remarque : La matrice herm itienne
[∂((ψ j +ϕt )◦φ−1j )
∂z a∂z b
(x )
]
1≤a ,b≤m
=
[
g˜
ϕt
a b¯
(
φ−1j (x )
)]
1≤a ,b≤m
est défin ie positive pour tout x ∈ φ j (U j ) ; mais rien ne dit que les matrices symétriques
D
2((ψ j +ϕt )◦φ−1j (x ))= [D ab ((ψ j +ϕt )◦φ−1j (x )]
1≤a ,b≤2m
avec x ∈φ j (U j ) soien t défin ies po-
sitives.
On désigne par R2m ×2m (respectivement R2m ×2m++ ) l’ensemble des matrices carrées réelles
symétriques de taille 2m (respectivement celles qui sont en plus définies positives) ; et par
C
m ×m (respectivement Cm ×m++ ) l’ensemble des matrices carrées complexes hermitiennes de
taille m (respectivement celles qui sont en plus définies positives). On considère l’application
linéaire continue p : R2m ×2m → Cm ×m , r 7→ 1
4
[
rab + r(a+m )(b+m )+ i ra (b+m )− i r(a+m )b
]
1≤a ,b≤m
,
et on note P 2m := p −1(Cm ×m++ ) (c’est donc un ouvert de R2m ×2m ).
Remarque : R2m ×2m++ ⊂P 2m et D 2
(
(ψ j +ϕt )◦φ−1j (x )
)
∈P 2m pour tout x ∈φ j (U j ).
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Ainsi l’équation (CY jt ) sur φ j (U j ) s’écrit sous la forme :
(CY
j
t ) F
(
D
2((ψ j +ϕt )◦φ−1j ))= v jt sur φ j (U j )⊂R2m , où
(I.4.2) F :P 2m →R, r 7→ F(r )= Fm
[1
4
(
rab + r(a+m )(b+m )+ i ra (b+m )− i r(a+m )b
)]
1≤a ,b≤m
(I.4.3) et Fm = ln d et :Cm ×m++ →R, B 7→ ln d et (B )
(I.4.4) On note : ψ jt := (ψ j +ϕt )◦φ−1j
Pour tout j ∈ {1, ..,N }, on considère Ω j un domaine borné de R2m strictement inclus dans
φ j (U j ) :
(I.4.5) Ω j ⊂⊂φ j (U j )
La notation S ′ ⊂⊂ S signifie que S ′ est strictement inclus dans S à savoir que S ′ ⊂ S . On
expliquera ultérieurement comment ces domaines Ω j sont choisis. On a F ∈C2(P 2m ,R), v jt ∈
C
2(Ω j ,R) et la solution ψ
j
t ∈ C4(Ω j ,R) car le potentiel kählérien ψ j est C∞ sur U j et ϕt ∈
C
r,α(M ) avec r ≥ 5. L’équation (CY jt ) sur Ω j ⊂ φ j (U j ) est à présent écrite sous la forme
correspondante au théorème VII.6.1 (cf. Annexes), il reste à vérifier les hypothèses du théo-
rème sur Ω j , à savoir :
1. F :P 2m →R est uniformément elliptique par rapport à la solution ψ jt sur Ω j i.e il existe
deux réels λ j ,Λ j > 0 tels que :
∀ξ ∈R2m , ∀x ∈Ω j λ j | ξ |2≤ Fi q (D 2ψ jt (x ))ξi ξq ≤Λ j | ξ |2
On s’imposera, en outre, de trouver des réels λ j ,Λ j indépendants de t .
2. F est concave par rapport à ψ jt sur Ω j i.e F est une fonction concave sur l’image de Ω j
par D 2ψ jt . Vu que F est de classe C
2 sur l’ouvert P 2m de R2m ×2m , cette condition de
concavité est équivalente à :
∀ζ ∈R2m ×2m , ∀x ∈Ω j Fi q ,k s(D 2ψ jt (x ))ζi q ζk s ≤ 0
Une fois ces deux hypothèses vérifiées, le théorème VII.6.1 nous permet de déduire l’exis-
tence de deux réels β j ∈]0,
1
2
] et C st e j > 0 ne dépendant que de m , λ j , Λ j et | B1 |, donc en
particulier β j et C st e j ne dépendent pas de t tels que :
(I.4.6) |ψ jt |∗2,β j ;Ω j≤C st e j
(
|ψ jt |∗2;Ω j + | v
j
t |(2)2;Ω j
)
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Choix de Ω j :
On note K j le support de la fonction θ j ◦φ−1j :
(I.4.7) K j := su p p (θ j ◦φ−1j )=φ j (su p p θ j )⊂φ j (U j )
L’ensemble K j est un compact inclus dans l’ouvert φ j (U j ) de R
2m , et R2m est séparé localement
compact, donc par le théorème d’intercalation d’ouverts relativement compacts, appliqué deux
fois, on déduit l’existence de deux ouverts relativement compacts Ω j et Ω
′
j tels que :
(I.4.8) K j ⊂Ω′j ⊂⊂Ω j ⊂⊂φ j (U j )
On aimerait que Ω j soit connexe : pour cela, il suffit que K j soit connexe ; quitte à se res-
treindre à une composante connexe dans Ω j d’un point de K j ; en effet, cette composante
connexe est un ouvert de Ω j vu que Ω j est localement connexe (au titre d’ouvert de R
2m ),
elle est en outre bornée vu que Ω j l’est.
Application du théorème :
Soit β :=m i nβ j , la norme ‖.‖C2,β est sous-multiplicative (cf. [ZQ95]) donc :
‖ϕt ‖R,P
C2,β(M )
=
N∑
j=1
| (θ j ◦φ−1j )× (ϕt ◦φ−1j ) |2,β;Ω′j
≤
N∑
j=1
| θ j ◦φ−1j |2,β;Ω′j × |ϕt ◦φ
−1
j |2,β;Ω′j(I.4.9)
Par ailleurs, vu queΩ′j ⊂⊂Ω j , on obtient par l’inégalité (VII.5.19) en notant δ j := d i st (Ω′j ,∂Ω j ),
(I.4.10) m in(1,δ
2+β
j
) |ϕt ◦φ−1j |2,β;Ω′j≤|ϕt ◦φ
−1
j |∗2,β;Ω j d’où,
(I.4.11) ‖ϕt ‖R,P
C2,β(M )
≤
N∑
j=1
| θ j ◦φ−1j |2,β;Ω′j
min(1,δ
2+β
j
)︸ ︷︷ ︸
=:ν j ,β
× |ϕt ◦φ−1j |∗2,β;Ω j
Or, l’inégalité (I.4.6) s’écrit :
|ψ j ◦φ−1j +ϕt ◦φ−1j |∗2,β j ;Ω j≤C st e j
(
|ψ j ◦φ−1j +ϕt ◦φ−1j |∗2;Ω j + | v
j
t |(2)2;Ω j
)
avec v jt = t f ◦φ−1j + ln (A t )+ ln
(
d et [ga b¯ ◦φ−1j ]1≤a ,b≤m
)
, donc :
(I.4.12)
|ϕt ◦φ−1j |∗2,β j ;Ω j≤ ˜C st e j
(
|ψ j ◦φ−1j |∗2,β j ;Ω j + |ψ
j ◦φ−1j |∗2;Ω j + |ϕt ◦φ
−1
j |∗2;Ω j + | v
j
t |(2)2;Ω j
)
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avec ˜C st e j =m a x (1,C st e j ) d’où :
‖ϕt ‖R,P
C2,β(M )
≤
N∑
j=1
ν j ,β |ϕt ◦φ−1j |∗2,β;Ω j≤
N∑
j=1
ν j ,β |ϕt ◦φ−1j |∗2,β j ;Ω j
≤
N∑
j=1
ν j ,β ˜C st e j
(
|ψ j ◦φ−1j |∗2,β j ;Ω j + |ψ
j ◦φ−1j |∗2;Ω j + |ϕt ◦φ
−1
j |∗2;Ω j + | v
j
t |(2)2;Ω j
)
(I.4.13)
Il reste à majorer | v jt |(2)2;Ω j et |ϕt ◦φ
−1
j |∗2;Ω j indépendamment de t . Par l’estimation C
2 uniforme,
on a |ϕt ◦φ−1j |∗2;Ω j≤C st e×γ4, par ailleurs :
(I.4.14) | v jt |(2)2;Ω j≤ t | f ◦φ
−1
j |(2)2;Ω j + | ln (A t ) |
(2)
2;Ω j
+ | ln
(
d et [ga b¯ ◦φ−1j ]1≤a ,b≤m
)
|(2)2;Ω j
Or | ln (A t ) |(2)2;Ω j=
(
su p x∈Ω j (d x )
2
)
| ln (A t ) | et e−‖ f ‖∞ ≤ A t =
∫
M v g∫
M e
t f v g
≤ e‖ f ‖∞ , d’où :
(I.4.15) | ln (A t ) |(2)2;Ω j≤ su p x∈Ω j (d x )
2 ‖ f ‖∞
Ce qui donne une estimation indépendante de t :
(I.4.16) | v jt |(2)2;Ω j≤| f ◦φ
−1
j |(2)2;Ω j +su p x∈Ω j (d x )
2 ‖ f ‖∞+ | ln
(
d et [ga b¯ ◦φ−1j ]1≤a ,b≤m
)
|(2)2;Ω j
On obtient par conséquent l’estimation C2,β recherchée.
Passons à la vérification des hypothèses 1 et 2 ci-dessus.
L’ellipticité uniforme de F surΩ j
Soient x ∈Ω j et ξ ∈R2m .
2m∑
i ,q=1
Fi q
(
D
2ψ
j
t (x )
)
ξi ξq = d FD 2ψ jt (x )(M ) avec M = [ξi ξ j ]1≤i , j≤m ∈ S2m (R)
= d (Fm ◦ p )D 2ψ jt (x )(M )
=
(
d (Fm )p (D 2ψ jt (x ))
◦d p
D 2ψ
j
t (x )
)
(M )
= d (Fm )[g˜ϕt
a b¯
(φ−1
j
(x ))]1≤a ,b≤m (p (M ))(I.4.17)
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ici les g˜ϕt
a b¯
sont exprimés dans la carte (U j ,φ j ).
On note M˜ := p (M )= [1
4
(Mℓs +M (ℓ+m )(s+m )+ i Mℓ(s+m )− i M (ℓ+m )s)]1≤ℓ,s≤m . Ainsi :
M˜ = [1
4
(ξℓξs +ξℓ+m ξs+m + i ξℓξs+m − i ξℓ+m ξs)]1≤ℓ,s≤m
= [1
4
(ξℓ− i ξℓ+m ) (ξs + i ξs+m︸ ︷︷ ︸
=:ξ˜s
)]1≤ℓ,s≤m
= [1
4
ξ˜ℓ ξ˜s)]1≤ℓ,s≤m(I.4.18)
Par le même calcul que dans la preuve du lemme I.1.7, on obtient :
2m∑
i ,q=1
Fi q
(
D
2ψ
j
t (x )
)
ξi ξq = t r
(
g˜
−1
ϕt
(φ−1j (x ))× M˜
)
= 1
4
m∑
a ,b=1
g˜
a b¯
ϕt
(φ−1j (x )) ξ˜a ξ˜b(I.4.19)
où ξ˜a = ξa + i ξa+m pour tout a ∈ {1, ..,m }. On note ξ˜ := (ξ˜1, ..., ˜ξm ) ∈ Cm . Ainsi, l’ellipticité
uniforme de F par rapport à la solution ψ jt sur Ω j est ramenée à l’existence de deux réels
λ j ,Λ j > 0 indépendants de t tels que :
(I.4.20) ∀ξ˜ ∈Cm , ∀x ∈Ω j λ j | ξ˜ |2≤
m∑
a ,b=1
g˜
a b¯
ϕt
(φ−1j (x )) ξ˜a ξ˜b ≤Λ j | ξ˜ |2
On considère la forme hermitienne h sur T 1,0 définie par :
(I.4.21) h (U ,V )= g (U ,V ) ∀U ,V ∈ T 1,0
Elle s’écrit localement :
(I.4.22) h (U ,V )= ga b¯ U a V b ∀U =U a∂a ,V =V b∂b ∈ T 1,0 a ,b ∈ {1, ..,m }
La forme hermitienne h sur T 1,0 induit une forme hermitienne h⋆ sur T 1,0
⋆
qui s’exprime
localement comme suit :
(I.4.23) h⋆(γ,θ)= g a b¯ γa θb ∀γ= γa d z a ,θ = θb d z b ∈ T 1,0⋆ a ,b ∈ {1, ..,m }
De même, la forme hermitienne h˜ϕt sur T
1,0 définie à partir de la métrique g˜ϕt , induit une
forme hermitienne h˜⋆ϕt sur T
1,0⋆.
Soient ξ˜ ∈Cm et x ∈Ω j . Dans ce qui suit, on note P =φ−1j (x ). On considère le covecteur
ξ˜⋆ ∈ T 1,0
P
⋆
dont les composantes dans la carte (U j ,φ j ) sont les ξ˜i :
(I.4.24) ξ˜⋆ = ξ˜1d z 1+ ...+ ξ˜m d z m dans la carte (U j ,φ j )
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Donc montrer l’inégalité (VI.2.12) revient à montrer que :
(I.4.25) λ j | ξ˜ |2≤
(
h˜
⋆
ϕt
)
P
(ξ˜⋆, ξ˜⋆)≤Λ j | ξ˜ |2
Dans ce qui suit, et afin d’alléger les notations on ne notera plus l’indice P de h⋆P et de
(
h˜
⋆
ϕt
)
P
.
On note A⋆P l’unique endomorphisme de T
1,0
P
⋆
tel que :
(I.4.26) h˜⋆ϕt (γ,θ)= h
⋆(γ, A⋆Pθ) ∀γ,θ ∈ T 1,0P
⋆
A
⋆
P est un endomorphisme autoadjoint/hermitien de l’espace hermitien (T
1,0
P
⋆
,h⋆) (ses valeurs
propres sont donc réels). On désigne par λm i n (A
⋆
P ) (respectivement λm a x (A
⋆
P )) la plus petite
(respectivement la plus grande) valeur propre de l’endomorphisme A⋆P . Par le principe du
min-max appliqué au produit hermitien h˜⋆ϕt relativement au produit hermitien h
⋆ on a :
LEMMEI.4 .1 (m in-m ax princip le)
max
θ∈T 1,0
P
⋆
,h⋆(θ,θ)=1
h˜
⋆
ϕt
(θ,θ)=λm a x (A⋆P )
m in
θ∈T 1,0
P
⋆
,h⋆(θ,θ)=1
h˜
⋆
ϕt
(θ,θ)=λm i n (A⋆P )
Remarque : Les valeurs propres de A⋆P son t par défin ition les valeurs propres du produit
herm itien h˜⋆ϕt relativement au produit herm itien h
⋆.
Par le lemme I.4.1 on déduit que :
(I.4.27) λm i n (A
⋆
P ) h
⋆(ξ˜⋆, ξ˜⋆)≤ h˜⋆ϕt (ξ˜
⋆, ξ˜⋆)≤λm a x (A⋆P ) h⋆(ξ˜⋆, ξ˜⋆)
L’étape suivante consistera à contrôler les valeurs propres λm i n (A
⋆
P ) et λm a x (A
⋆
P ) indépen-
demment de t et de P . Il suffit d’effectuer le contrôle dans une carte spéciale. Par un calcul
simple on montre que l’endomorphisme A⋆P s’écrit :
A
⋆
P : T
1,0
P
⋆→ T 1,0
P
⋆
θa d z
a 7→ (A⋆P )ab θa d z b = gcb¯ (P ) g˜ ca¯ϕt (P )θa d z
b(I.4.28)
On se place, à présent, dans une carte g -unitaire en P , g˜ϕt -adaptée en P . Dans une telle carte,
la matrice de l’endomorphisme A⋆P est :
(I.4.29) [(A⋆P )
b
a ]1≤a ,b≤m = [gca¯ (P ) g˜ cb¯ϕt (P )]1≤a ,b≤m = d i a g (g˜
11¯
ϕt
(P ), ..., g˜ m m¯ϕt (P ))
Or △Cgϕt (P ) =−g a b¯ (P )∂a b¯ϕt (P ) =−
∑
a
∂a a¯ϕt (P ) =−
∑
a
(
g˜
ϕt
a a¯
(P )−1
)
=m −
∑
a
1
g˜ a a¯ϕt (P )
, et par
l’estimation uniforme du laplacien (proposition I.3.2), il existe un réel γ5 > 0 indépendant de t
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tel que ‖△gϕt ‖∞ ≤ γ5, ainsi :
0 < 1
g˜ a a¯ϕt (P )
≤
∑
b
1
g˜ b b¯ϕt (P )
=m − 1
2
△gϕt (P )≤m +‖△gϕt ‖∞ ≤m +γ5 ∀a ∈ {1, ...,m }
d’où g˜ a a¯ϕt (P )≥
1
m +γ5
∀a ∈ {1, ...,m }, ce qui prouve que :
(I.4.30) λm i n (A
⋆
P )≥
1
m +γ5
Pour majorer λm a x (A
⋆
P ) indépendamment de P et de t , on applique le lemme VII.1.2 (cf.
Annexes) aux a i = g˜ i i¯ϕt (P )≥ 0, i ∈ {1, ..,m } (on a bien m ≥ 2), ce qui s’écrit :
m∑
i=1
1
g˜ i i¯ϕt (P )
≥
(
m∑
i=1
g˜
i i¯
ϕt
(P )
) 1
m −1
(
m∏
i=1
1
g˜ i i¯ϕt (P )
) 1
m −1
(
m∑
i=1
g˜
ϕt
i i¯
(P )
)m −1
≥
(
m∑
i=1
g˜
i i¯
ϕt
(P )
)(
m∏
i=1
g˜
ϕt
i i¯
(P )
)
(I.4.31)
Or
m∑
i=1
g˜
ϕt
i i¯
(P ) = m −△Cgϕt (P ) et
m∏
i=1
g˜
ϕt
i i¯
(P ) = d et g˜ϕt (P ) = d et g (P )︸ ︷︷ ︸
=1
×e t f (P ) A t par l’équation
(CY t ), en outre, A t ≥ e−‖ f ‖∞ donc :
g˜
a a¯
ϕt
(P )≤
(
m∑
i=1
g˜
i i¯
ϕt
(P )
)
≤ e−t f (P ) 1
A t
(
m −△Cgϕt (P )
)m −1 ≤ e2‖ f ‖∞ (m +γ5)m −1 ∀a ∈ {1, ...,m }, d’où
(I.4.32) λm a x (A
⋆
P )≤ e2‖ f ‖∞ (m +γ5)m −1
Par les inégalités (I.4.27), (I.4.30) et (I.4.32), on déduit que :
(I.4.33)
1
m +γ5
h
⋆(ξ˜⋆, ξ˜⋆)≤ h˜⋆ϕt (ξ˜
⋆, ξ˜⋆)≤ e2‖ f ‖∞ (m +γ5)m −1 h⋆(ξ˜⋆, ξ˜⋆)
Il reste à contrôler la quantité h⋆(ξ˜⋆, ξ˜⋆) indépendamment de P en fonction de | ξ˜ |2=
∑
a
| ξ˜a |2.
Cette quantité s’écrit :
(I.4.34) h⋆(ξ˜⋆, ξ˜⋆)= g a b¯ (P ) ξ˜a ξ˜b dans la carte (U j ,φ j )
Par le principe du min-max appliqué sur Cm à la forme hermitienne ≺ X ,Y ≻g (P )= g a b¯ (P )Xa Yb
relativement à la forme hermitienne canonique sur Cm , on obtient :
(I.4.35) ∀X ∈Cm λm i n [g a b¯ (P )]1≤a ,b≤m | X |2≤≺ X ,X ≻g (P )≤λm a x [g a b¯ (P )]1≤a ,b≤m | X |2
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En particulier pour ξ˜ on a :
(I.4.36) λm i n [g
a b¯ (P )]1≤a ,b≤m | ξ˜ |2≤ h⋆(ξ˜⋆, ξ˜⋆)≤λm a x [g a b¯ (P )]1≤a ,b≤m | ξ˜ |2
Or les fonctions P 7→ λm i n [g a b¯ (P )]1≤a ,b≤m et P 7→ λm a x [g a b¯ (P )]1≤a ,b≤m sont continues sur
φ−1
j
(Ω j )⊂U j qui est compact car c’est un fermé de la variété compacte M (cf. (VI.2.2) pour
le choix des domaines Ω j ), donc sont bornées et atteignent leurs bornes, d’où :
(I.4.37)(
m i n
Q∈φ−1
j
(Ω j )
λm i n [g
a b¯ (Q )]1≤a ,b≤m
)
× | ξ˜ |2≤ h⋆(ξ˜⋆, ξ˜⋆)≤
(
m a x
Q∈φ−1
j
(Ω j )
λm a x [g
a b¯ (Q )]1≤a ,b≤m
)
× | ξ˜ |2
Par les inégalités (I.4.33) et (VI.2.18), on déduit que :
λ j | ξ˜ |2≤h˜⋆ϕt (ξ˜
⋆, ξ˜⋆)≤Λ j | ξ˜ |2(I.4.38)
avec λ j :=
1
m +γ5
(
m i n
Q∈φ−1
j
(Ω j )
λm i n [g
a b¯ (Q )]1≤a ,b≤m
)
et Λ j := e2‖ f ‖∞ (m +γ5)m −1
(
m a x
Q∈φ−1
j
(Ω j )
λm a x [g
a b¯ (Q )]1≤a ,b≤m
)
λ j dépend de m , γ5, g , (U j ,φ j ) et Ω j . Λ j dépend de ‖ f ‖∞, m , γ5, g , (U j ,φ j ) et Ω j . En
outre, les réels λ j et Λ j ne dépendent pas de t , x et ξ˜ ; ce qui prouve l’ellipticité uniforme.
La concavité de F
Vérifions à présent que F est concave par rapport à ψ jt sur Ω j à savoir que F est une
fonction concave sur l’image de Ω j par D
2ψ
j
t . On va montrer, en fait, que F est concave sur
P2m (faisons remarquer que cet ensemble P2m est convexe au titre d’image réciproque du
convexe Cm ×m++ par l’application linéaire p ). L’application F s’écrivant F = Fm ◦p où p est une
application linéaire, la preuve de cette concavité de F est réduite à prouver que la fonction
Fm = ln d et :Cm ×m++ →R est concave sur le cône convexe Cm ×m++ (on dit que le déterminant est
log concave sur les matrices hermitiennes définies positives). On suit ici la preuve de [BV04]
page 74 pour la log concavité du déterminant sur les matrices symétriques définies positives,
l’idée étant d’utiliser le critère de concavité sur les lignes VII.4.1 (cf.Annexes).
Soient Z ∈Cm ×m++ et V ∈Cm ×m . On considère la fonction :
(I.4.39) f Z ,V (t ) := Fm (Z + t V )= ln d et (Z + t V )
On restreint f Z ,V à un intervalle de valeurs t telles que Z + t V ∈Cm ×m++ . La matrice Z ∈Cm ×m++
donc elle admet une matrice racine carrée :
(I.4.40) ∃!B ∈Cm ×m++ / Z = B 2 on note : B = Z
1
2
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I.4 Estimée C2,β
La matrice racine carrée Z
1
2 ∈Cm ×m++ , elle est donc inversible, ainsi :
f Z ,V (t )= ln d et (Z + t V )= ln d et
(
Z
1
2 (I + t Z −12 V Z −12 )Z 12
)
= ln
(
d et (I + t Z −12 V Z −12 )×d et (Z )
)
= ln d et (I + t Z −12 V Z −12 )+ ln d et (Z )(I.4.41)
Par ailleurs, la matrice Z
−1
2 V Z
−1
2 est hermitienne, donc par le théorème spectral :
(I.4.42) ∃P ∈U (n ) / P−1(Z −12 V Z −12 )P = d i a g (λ1, ...,λm ) λi ∈R
Ainsi,
d et (I + t Z −12 V Z −12 )= d et
(
P
−1(I + t Z −12 V Z −12 )P
)
= d et
(
I + t d i a g (λ1, ...,λm )
)
= d et
(
d i a g (1+ tλ1, ..., 1+ tλm )
)
=
m∏
i=1
(1+ tλi )(I.4.43)
Or pour tout i ∈ {1, ..,m }, 1+ tλi > 0 car I + t Z
−1
2 V Z
−1
2 ∈ Cm ×m++ (on vérifie en effet très
facilement que cette matrice hermitienne est définie positive), par conséquent en utilisant
(VI.2.26) et (VI.2.28) on obtient :
(I.4.44) f Z ,V (t )=
m∑
i=1
ln (1+ tλi )+ ln d et (Z )
Ainsi,
(I.4.45) f ′Z ,V (t )=
m∑
i=1
λi
1+ tλi
et f ′′Z ,V (t )=
m∑
i=1
−(λi )2
(1+ tλi )2
≤ 0,
ce qui prouve que la fonction f Z ,V est concave sur son domaine de définition. En conclusion, on
déduit par le critère de concavité sur les lignes VII.4.1 (cf.Annexes), que la fonction Fm = ln d et
est concave sur Cm ×m++ .
Remarque : Cette preuve de concavité de F peut être faite par un calcul élémen taire (cf.
proposition II.4.1). On peut par ailleurs la voir comme une conséquence d’un résultat p lus
général (cf. théorème VII.4.2 et corollaire VII.4.30).
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Chapitre II
L’équation de la k -ième fonction
symétrique élémentaire des valeurs
propres prescrite

II.1 In troduction
II.1 Introduction
Sur une variété kählérienne compacte connexe de dimension 2m , ω étant la forme de
Kähler, Ω une forme volume donnée dans [ω]m et k un entier 1 < k <m , on cherche à résoudre
de façon unique dans [ω] l’équation ω˜k ∧ωm −k =Ω en utilisant une notion de k -positivité pour
ω˜ ∈ [ω] (les cas extrêmes sont résolus : k =m par Yau, k = 1 trivialement). Nous résolvons par
la méthode de continuité l’équation hessienne d’ordre k complexe elliptique correspondante
sous l’hypothèse que la variété est à courbure bisectionelle holomorphe non-négative, ici requise
seulement pour établir un pincement a priori de valeurs propres.
II.2 Le théorème
Soit (M , J,g ,ω) une variété kählérienne compacte connexe de dimension complexe m ≥ 3.
Fixons un entier 2 ≤ k ≤m −1.
Soit ϕ : M → R une fonction lisse, on considère la (1,1)-forme ω˜ = ω+ i∂∂¯ϕ et le 2-tenseur
associé g˜ défini par g˜ (X ,Y )= ω˜(X , JY ) pour tout X ,Y ∈ T M . On considère en outre les formes
sesquilinéaires à symétrie hermitienne h et h˜ sur T 1,0 définies par :
(II.2.1) h (U ,V )= g (U ,V ) et h˜ (U ,V )= g˜ (U ,V ) ∀U ,V ∈ T 1,0
On désigne par λ(g−1 g˜ ) le vecteur des valeurs propres de la forme sesquilinéaire h˜ relativement
à la forme hermitienne h . Ce sont par définition les valeurs propres de l’unique endomorphisme
A de T 1,0 tel que :
(II.2.2) h˜ (U ,V )= h (U , AV ) ∀U ,V ∈ T 1,0
Un calcul facile montre que cet endomorphisme A s’écrit :
A : T 1,0→ T 1,0
U
i∂i 7→ A ji U
i∂ j = g j ℓ¯g˜ i ℓ¯U i∂ j
A est un endomorphisme autoadjoint/hermitien de l’espace hermitien (T 1,0,h ), par conséquent
λ(g−1 g˜ ) ∈Rm . On considère le cône Γk =
{
λ ∈Rm /∀1 ≤ j ≤ k , σ j (λ)> 0
}
, où σ j désigne la
j -ième fonction symétrique élémentaire.
DÉFINITIONII.2 .1 On dit que ϕ (resp. ω˜) est k -adm issible (resp. k -positive) si λ(g−1 g˜ ) ∈ Γk .
Notre résultat consiste en le théorème suivant :
THÉORÈMEII.2 .1 (Equation σk ) Soit (M , J,g ,ω) une variété kählérienne compacte connexe
de dimension complexe m ≥ 3 à courbure bisectionnelle holomorphe positive ou nulle, et
2 ≤ k ≤ m − 1 un en tier naturel fixé. Si f : M → R est une fonction de classe C∞ vérifian t∫
M
e
f ωm =
(
m
k
) ∫
M
ωm , alors il existe une un ique fonction ϕ : M →R de classe C∞ telle que :
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1.
∫
M
ϕωm = 0
2. ω˜k ∧ωm −k = e
f(
m
k
)ωm (Ek )
En outre la solution ϕ est k -adm issible.
L’hypothèse de courbure intervient seulement à la section : Pincement des valeurs propres,
dans l’estimation a priori sur λ(g−1 g˜ ), comme elle le faisait dans la première résolution de la
conjecture de Calabi [AUB70] p. 408 et il faudrait la lever si possible (comme Aubin l’a fait
avec k =m dans [AUB76]).
Le problème de Dirichlet posé dans un ouvert borné convenable de Cm a été résolu pour l’ana-
logue de (Ek ) [LI04, VIN88] et dans ce cadre, une théorie des solutions faibles des équations
dégénérées correspondantes, parallèle à celle de Bedford-Taylor pour l’équation de Monge-
Ampère complexe, est abordée dans [BLO05].
Grâce à Julien Keller, que nous remercions, nous avons récemment pris connaissance d’un
travail indépendant (mais incomplet) de [HOU08] visant au même résultat que le nôtre, avec
une estimation de gradient différente et une estimation sur λ(g−1 g˜ ) similaire, mais sans preuve
donnée pour l’estimée C2.
Notons que la fonction f apparaîssant au second membre de l’équation (Ek ) satisfait
nécessairement la condition de normalisation :
(N )
∫
M
e
f ωm =
(
m
k
) ∫
M
ωm
Ceci résulte en effet du lemme suivant :
LEMMEII.2 .1
∫
M
ω˜k ∧ωm −k =
∫
M
ωm
Preuve : On a [ω˜]= [ω], il existe donc une 1-forme réelle α telle que ω˜=ω+dα, par consé-
quen t ω˜k = (ω+dα)k =
k∑
ℓ=0
(
k
ℓ
)
(dα)ℓ∧ωk−ℓ et ω˜k ∧ωm −k =ωm +
k∑
ℓ=1
(
k
ℓ
)
(dα)ℓ−1∧ωm −ℓ∧dα.
Or la forme (dα)ℓ−1 ∧ωm −ℓ est fermée donc la forme (dα)ℓ−1 ∧ωm −ℓ∧ dα est exacte, d’où
[ω˜k ∧ωm −k ]= [ωm ]. Le résultat se déduit par le théorème de Stokes. ■
Remarque : 1. Le cas k =m correspond à l’équation de Calabi-Yau :
(Em ) ω˜
m = e f ωm
2. Le cas k = 1 est trivial. En effet, l’équation (E1) ω˜∧ωm −1 =
e f
m
ωm est juste une équa-
tion en Laplacien :
(E1) △Cgϕ=m −e f avec ici (N ) :
∫
M
(m −e f )ωm = 0
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Dans ce qui suit, on exprime l’équation (Ek ) différemment. On va en effet changer cette
équation portant sur les formes en une équation portant sur les fonctions, et ce par le lemme
suivant :
LEMMEII.2 .2 ω˜k ∧ωm −k =
σk
(
λ(g−1 g˜ )
)
(
m
k
) ωm
Preuve : Soit P ∈M . Il suffit de prouver l’égalité en P dans une carte g -normale g˜ -adaptée
z cen trée en P . Dans une telle carte g i j¯ (0) = δi j et g˜ i j¯ (0) = δi jλi (0), donc en z = 0, on a
ω= i d z a ∧d z a¯ et ω˜= iλa (0)d z a ∧d z a¯ , par conséquen t :
ω˜k ∧ωm −k =
( m∑
a=1
iλa (0)d z
a ∧d z a¯
)k
∧
( m∑
b=1
i d z
b ∧d z b¯
)m −k
=
∑
(a1 ,...,ak )∈{1,··· ,m }distincts
(b1 ,...,bm −k )∈{1,··· ,m }\ {a1 ,...,ak }distincts
i
m λa1 (0) · · ·λak (0)
(d z a1 ∧d z a¯1 )∧ ...∧ (d z ak ∧d z a¯k )∧ (d z b1 ∧d z b¯1 )∧ ...∧ (d z bm −k ∧d z b m −k )
Or a1, ...,ak ,b1, ...,bm −k son t m en tiers distincts de {1, · · · ,m }et les 2-formes commuten t, par
conséquen t :
ω˜k ∧ωm −k =
( ∑
(a1 ,...,ak )∈{1,··· ,m }distincts
(b1 ,...,bm −k )∈{1,··· ,m }\ {a1 ,...,ak }distincts
λa1 (0) · · ·λak (0)
)
i
m (d z 1∧d z 1¯)∧ ...∧ (d z m ∧d z m¯ )︸ ︷︷ ︸
=ωm
m !
=
( ∑
(a1 ,...,ak )∈{1,··· ,m }distincts
(m −k )! λa1 (0) · · ·λak (0)
)ωm
m !
= (m −k )!
m !
k !σk
(
λ1(0), ...,λm (0)
)
ωm = σk
(
λ(g−1 g˜ )
)(
m
k
) ωm
■
Par le lemme II.2.2, on déduit que l’équation (Ek ) s’écrit :
(Ek ) σk
(
λ(g−1 g˜ )
)
= e f
L’endomorphisme A étant hermitien, on dispose par le théorème spectral d’une base de T 1,0,
h -orthonormée de vecteurs propres e1, ...,em : Ae i = λi e i pour tout i ∈ {1, · · · ,m }. Par k -
admissibilité de la fonction ϕ, on a λ= (λ1, ...,λm ) ∈ Γk . Soit P ∈M , en P dans une carte z la
matrice de l’endomorphisme A vaut : M a t∂1 ,...,∂m AP = [Aij (z )]1≤i , j≤m ainsi,
σk
(
λ(AP )
)
=σk
(
λ([Aij (z )]1≤i , j≤m )
)
. En outre,
(II.2.3) A
j
i
= g j ℓ¯g˜ i ℓ¯ = g j ℓ¯(g i ℓ¯+∂i ℓ¯ϕ)= δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ
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Par conséquent, l’équation s’écrit localement :
(Ek ) σk
(
λ
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
))
= e f
Vérifions dès à présent qu’une solution de l’équation (Ek ) est nécessairement k -admissible :
PROPOSITIONII.2 .1 Soit ϕ : M → R une fonction de classe C2. Si ϕ est une solution de
l’équation (Ek ) :σk
(
λ
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
))
= e f alors ϕ est k -adm issible.
Preuve : Vérifions que ϕ est k -adm issible, à savoir que σaλ(g
−1
g˜ ) > 0 pour tout 1 ≤ a ≤ k .
Ceci est vérifié pour k puisque ϕ est solu tion de (Ek ) et e
f > 0.
La fonction ϕ est con tinue sur la variété compacte M donc attein t son m in imum en un poin t
m 0 ∈ M , la matrice hessienne complexe de ϕ au poin t m 0 à savoir [∂i j˜ϕ(m 0)]1≤i , j≤m est
donc positive. En outre, dans une carte g -normale g˜ -adaptée en m 0, on a λ(g
−1
g˜ )(m 0) =
(1+∂11¯ϕ(m 0), ..., 1+∂m m¯ ϕ(m 0)). Donc du fait que ∂i i¯ϕ(m 0) ≥ 0 pour tout 1 ≤ i ≤ m , on dé-
duit que λi (g
−1
g˜ )(m 0)≥ 1 > 0 pour tout 1 ≤ i ≤m , ce qui montre que λ(g−1 g˜ )(m 0) ∈ Γk .
Soit Um 0 un ouvert con tenan t m 0 sur lequel ∀1 ≤ a ≤ k , σaλ(g−1 g˜ ) > 0 (un tel ouvert existe
par con tinuité), donc ∀m ∈Um 0 , λ(g−1 g˜ )(m ) ∈ Γk . On note M :=
{
P ∈M / λ(g−1 g˜ )(P ) ∈ Γk
}
.
L’ensemble M est non vide car con tien t l’ouvert Um 0 . En outre,M est ouvert car c’est l’image
réciproque de l’ouvert Γk par une application con tinue. Montrons que M est fermé : soit
(Pi )i∈N une suite d’élémen ts de M qui converge vers P ∈ M . On a pour tout i ∈ N et tout
1 ≤ a ≤ k − 1, σaλ(g−1 g˜ )(Pi ) > 0 donc par passage à la lim ite, on obtien t σaλ(g−1 g˜ )(P ) ≥ 0
pour tout 1 ≤ a ≤ k −1. En outre, σkλ(g−1 g˜ )(P )= e f (P ) > 0. Par conséquen t, les inégalités de
Maclaurin (cf. Annexes lemme VII.8.1) s’appliquen t et on a :
(II.2.4)
σ1λ(g
−1 g˜ )(P )(
m
1
) ≥ ...≥ (σk−1λ(g−1 g˜ )(P )( m
k−1
) ) 1k−1 ≥ (σkλ(g−1 g˜ )(P )(m
k
) ) 1k︸ ︷︷ ︸
>0
On déduit donc que ∀1 ≤ a ≤ k , σaλ(g−1 g˜ )(P ) > 0 à savoir que λ(g−1 g˜ )(P ) ∈ Γk , ce qui
prouve que M est fermé.
Finalemen t, on déduit par connexité de M que M = M , à savoir que λ(g−1 g˜ )(P ) ∈ Γk pour
tout P ∈M , au tremen t dit la solution ϕ est k -adm issible. ■
PROPOSITIONII.2 .2 L’ensemble des fonctions k -adm issibles est convexe (comme pour le
cas k =m ).
Preuve : Il s’agit d’une conséquence immédiate du corollaire VII.4.2, voir Annexes. ■
De façon équivalente l’équation (Ek ) s’écrit :
(Ek ) ln σk
(
λ
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
))
= f
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On définit fk :Hm (C)→R par fk (B )=σk
(
λ(B )
)
et Fk :λ
−1(Γk )⊂Hm (C)→R par
Fk (B )= ln σk
(
λ(B )
)
où :
(II.2.5) λ−1(Γk ) := {B ∈Hm (C)/λ(B ) ∈ Γk }
Cet ensemble λ−1(Γk ) est convexe (cf. Annexes corollaire VII.4.2).
La fonction fk est un polynôme en les variables B
j
i
, plus précisément :
(II.2.6) fk (B )=
∑
|I |=k
B
I
I
(somme des mineurs principaux d’ordre k de la matrice B).
Ainsi, l’équation (Ek ) s’écrit :
(Ek ) Fk
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
)
= f
Il s’agit d’une EDP non linéaire du second ordre elliptique (l’ellipticité de l’équation sera
justifiée au chapitre III après le calcul du linéarisé). C’est une équation du type hessienne
complexe. On prouve l’existence d’une solution k -admissible en utilisant la méthode de conti-
nuité (cf. chapitre III).
II.3 Dérivées de Fk
II.3.1 Calcul des dérivées en une diagonale
Les dérivées premières du polynôme symétrique σk sont données par : ∀1 ≤ i ≤ m ,
∂σk
∂λi
(λ) = σk−1,i (λ) où σk−1,i (λ) := σk−1 |λi=0. Pour 1 ≤ i 6= j ≤ m , on pose σk−2,i j (λ) :=
σk−2 |λi=λ j=0 et σk−2,i i (λ) = 0. Les dérivées secondes du polynôme σk sont données par :
∂2σk
∂λi∂λ j
(λ)=σk−2,i j (λ).
Dans cette section, on va calculer les dérivées de la fonction Fk : λ
−1(Γk ) ⊂ Hm (C)→
R,B 7→ ln σkλ(B ) en des matrices diagonales. Pour cela, on commence par calculer les dérivées
de la fonction fk :Hm (C)→R,B 7→σkλ(B ) en des matrices diagonales.
fk (B )=σkλ(B )=
∑
|I |=k
B
I
I
=
∑
1≤i1<...<ik≤m
∑
σ∈Sk
ε(σ)B
iσ(1)
i1
...B
iσ(k )
ik
(II.3.1)
= 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
ε
i1 ...ik
j1 ... jk
B
j1
i1
...B
jk
ik
(II.3.2)
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où εi1 ...ik
j1 ... jk
=

1 si i1, ..., ik distincts et j1, ..., jk permutation paire de i1, ..., ik
−1 si i1, ..., ik distincts et j1, ..., jk permutation impaire de i1, ..., ik
0 sinon
Soit B une matrice diagonale réelle : B = d i a g (b1, ...,bm ) Soient 1 ≤ i , j ≤m .
∂ fk
∂B
j
i
(B )= 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
ε
i1 ...ik
j1 ... jk
∂
∂B
j
i
(
B
j1
i1
...B
jk
ik
)
= 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
avec ∃s, i s=i et j s= j
ε
i1 ...ik
j1 ... jk
B
j1
i1
...B
j s−1
i s−1
B
j s+1
i s+1
...B
jk
ik
(II.3.3)
– CAS 1 : i 6= j . Dans le cas où j1, ..., jk est une permutation de i1...ik , cette permutation
σ est différente de l’identité car i s = i et iσ(s) = j s = j 6= i . Or B est diagonale, donc
∂ fk
∂B
j
i
(B )= 0 dans ce cas.
– CAS 2 : i = j . Les termes non nuls de la somme (II.3.3) correspondent au cas où
( j1, ..., jk )= (i1...ik ) (donc à la permutation identité), donc dans ce cas :
∂ fk
∂B
j
i
(B )= 1
k !
∑
1≤i1 ,...,ik≤m
avec ∃s, i s=i
ε
i1 ...ik
i1 ...ik
b i1 ...b i s−1b i s+1 ...b ik
=
∑
1≤i1<...<ik≤m
avec ∃s, i s=i
b i1 ...b i s−1b i s+1 ...b ik
= ∂σk
∂λi
(b1, ...,bm )=σk−1,i (b1, ...,bm )(II.3.4)
Calculons à présent les dérivées secondes de fk en des matrices diagonales.
Soient i , j ,q ,o ∈ {1, ...,m }. Par (II.3.3), on a :
∂ fk
∂B
j
i
(B )= 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
avec ∃s, i s=i et j s= j
ε
i1 ...ik
j1 ... jk
B
j1
i1
...B
j s−1
i s−1
B
j s+1
i s+1
...B
jk
ik
(II.3.5)
donc :
∂2 fk
∂B oq∂B
j
i
(B )= 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
avec ∃s, i s=i et j s= j
ε
i1 ...ik
j1 ... jk
∂
∂B oq
(
B
j1
i1
...B
j s−1
i s−1
B
j s+1
i s+1
...B
jk
ik
)
(II.3.6)
48
II.3 Dérivées de Fk
– CAS 1 : q = i . Dans ce cas, on trouve ∂
2 fk
∂B o
i
∂B
j
i
(B )= 0.
– CAS 2 : q 6= i .
∂2 fk
∂B oq∂B
j
i
(B )= 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
avec ∃s, i s=i et j s= j
et ∃t 6=s, i t=q et j t=o
ε
i1 ...ik
j1 ... jk
∂
∂B oq
(
B
j1
i1
...B
j s−1
i s−1
B
j s+1
i s+1
...B
jk
ik
)
= 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
avec ∃s, i s=i et j s= j
et ∃t 6=s, i t=q et j t=o
ε
i1 ...ik
j1 ... jk
B
j1
i1
...B̂
j s
i s
...B̂
j t
i t
...B
jk
ik
(II.3.7)
– Sous-cas 1 : {q , i } 6= {o, j }. Alors dans le cas où j1... jk est une permutation de i1...ik ,
cette permutation vérifie : ∃r 6∈ {s, t }/ jr 6= i r , or B est diagonale, donc
∂2 fk
∂B oq∂B
j
i
(B )= 0
dans ce cas.
– Sous-cas 2 : {q , i } 6= {o, j }.
– i/ : Si q = o , alors la seule permutation donnant un terme non nul est l’identité et
∂2 fk
∂B
q
q ∂B
i
i
(B )= 1
k !
∑
1≤i1 ,...,ik≤m
avec ∃s, i s=i
et ∃t 6=s, i t=q
b i1 ...b̂ i s ...b̂ i t ...b ik
=
∑
1≤i1<...<ik≤m
avec ∃s, i s=i
et ∃t 6=s, i t=q
b i1 ...b̂ i s ...b̂ i t ...b ik
= ∂
2σk
∂λi∂λq
(b1, ...,bm )=σk−2,i q (b1, ...,bm )(II.3.8)
– ii/ : Si q = j , alors la seule permutation donnant un terme non nul est celle qui
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échange s et t , et
∂2 fk
∂B iq∂B
q
i
(B )= 1
k !
∑
1≤i1 ,...,ik≤m
avec ∃s, i s=i
et ∃t 6=s, i t=q
(−1)b i1 ...b̂ i s ...b̂ i t ...b ik
=−
∑
1≤i1<...<ik≤m
avec ∃s, i s=i
et ∃t 6=s, i t=q
b i1 ...b̂ i s ...b̂ i t ...b ik
=− ∂
2σk
∂λi∂λq
(b1, ...,bm )=−σk−2,i q (b1, ...,bm )(II.3.9)
Récapitulons ces résultats :
(II.3.10)
∂ fk
∂B
j
i
(
d i a g (b1, ...,bm )
)
=
{
0 si i 6= j
σk−1,i (b1, ...,bm ) si i = j
si i 6= j ∂
2 fk
∂B
j
j
∂B i
i
(
d i a g (b1, ...,bm )
)
=σk−2,i j (b1, ...,bm )
∂2 fk
∂B i
j
∂B
j
i
(
d i a g (b1, ...,bm )
)
=−σk−2,i j (b1, ...,bm )(II.3.11)
et toutes les autres dérivées secondes de fk en d i a g (b1, ...,bm ) sont nulles.
On calcule à partir de là les dérivées secondes de Fk = ln fk :λ−1(Γk )→ R,B 7→ ln σkλ(B )
en des matrices diagonales d i a g (λ1, ...,λm ) avec λ = (λ1, ...,λm ) ∈ Γk . On trouve le résultat
suivant :
(II.3.12)
∂Fk
∂B
j
i
(
d i a g (λ1, ...,λm )
)
=
 0 si i 6= jσk−1,i (λ)
σk (λ)
si i = j
si i 6= j ∂
2Fk
∂B i
j
∂B
j
i
(
d i a g (λ1, ...,λm )
)
=−
σk−2,i j (λ)
σk (λ)
∂2Fk
∂B
j
j
∂B i
i
(
d i a g (λ1, ...,λm )
)
=
σk−2,i j (λ)
σk (λ)
−
σk−1,i (λ)σk−1, j (λ)(
σk (λ)
)2
∂2Fk
∂B i
i
∂B i
i
(
d i a g (λ1, ...,λm )
)
=−
(
σk−1,i (λ)
)2(
σk (λ)
)2(II.3.13)
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et que toutes les autres dérivées secondes de Fk en d i a g (λ1, ...,λm ) sont nulles.
II.3.2 L’invariance de Fk et de ses différentielles première et seconde
Fk :λ
−1(Γk )→R est invariante par similitude unitaire :
(II.3.14) ∀B ∈λ−1(Γk ), ∀U ∈Um (C), Fk (B )= Fk (
t
U BU )
En différentiant la formule d’invariance (II.3.14), on montre que la différentielle et la
différentielle seconde de Fk sont aussi invariantes par similitude unitaire au sens suivant :
∀B ∈λ−1(Γk ), ∀ζ ∈Hm (C), ∀U ∈Um (C), (d Fk )B .ζ= (d Fk )tU BU .(
t
U ζU )(II.3.15)
et ∀B ∈λ−1(Γk ), ∀ζ ∈Hm (C), ∀Θ ∈Hm (C),
∀U ∈Um (C), (d 2Fk )B .(ζ,Θ)= (d 2Fk )tU BU .(
t
U ζU ,
t
UΘU )(II.3.16)
Ces formules d’invariance nous permettent de nous ramener au cas diagonal, quand cela est
utile.
II.4 Concavité de Fk = ln σkλ
PROPOSITIONII.4 .1 La fonction :
Fk :λ
−1(Γk )→R
B 7→ Fk (B )= ln σk
(
λ(B )
)
(II.4.1)
où λ−1(Γk ) := {C ∈Hm (C)/ λ(C ) ∈ Γk },(II.4.2)
est concave (ceci est valable pour tout en tier k ∈ {1, ...,m }).
Remarque : On montre en Annexes la concavité des fonction u ◦λ et p lus généralemen t
u ◦ λB lorsque u ∈ Γ0(Rm ) et est symétrique (voir le théorème VII.4.2), ce qui fourn it en
particulier la concavité des fonctions Fk = ln σkλ (corollaire VII.4.30) et p lus généralemen t
ln σkλB (corollaire VII.4.29). Dans cette section , on démontre d’une façon élémen taire la
concavité de la fonction Fk = ln σkλ :λ−1(Γk )⊂Hm (C)→R sur λ−1(Γk ).
Preuve : Fk étan t de classe C
2, cette concavité est équivalen te à l’inégalité suivan te :
(II.4.3) ∀B ∈λ−1(Γk ), ∀ζ ∈Hm (C)
m∑
i , j ,r,s=1
∂2Fk
∂B sr ∂B
j
i
(B )ζ
j
i
ζsr ≤ 0
51
II L’équation de la k -ième fonction symétrique élémen taire des valeurs propres prescrite
Soien t B ∈ λ−1(Γk ) et ζ ∈ Hm (C). Soit U ∈ Um (C) telle que
t
U BU = d i a g (λ1, ...,λm ). On a
λ= (λ1, ...,λm ) ∈ Γk puisque B ∈λ−1(Γk ). On note ζ˜=
t
U ζU ∈Hm (C).
S :=
m∑
i , j ,r,s=1
∂2Fk
∂B sr ∂B
j
i
(B )ζ
j
i
ζsr
= (d 2Fk )B .(ζ,ζ) donc par la formule d’invariance (II.4.1)
= (d 2Fk )tU BU .(
t
U ζU ,
t
U ζU )
=
m∑
i , j ,r,s=1
∂2Fk
∂B sr ∂B
j
i
(d i a g (λ1, ...,λm )) ζ˜
j
i
ζ˜sr
=
m∑
i 6= j=1
−
σk−2,i j (λ)
σk (λ)
ζ˜
j
i
ζ˜ij︸︷︷︸
=ζ˜ j
i
+
m∑
i 6= j=1
(
σk−2,i j (λ)
σk (λ)
−
σk−1,i (λ)σk−1, j (λ)(
σk (λ)
)2 )︸ ︷︷ ︸
=:ci j
ζ˜ii ζ˜
j
j
+
m∑
i=1
− (σk−1,i (λ))
2(
σk (λ)
)2 (ζ˜ii )2
=
m∑
i , j=1
−
σk−2,i j (λ)
σk (λ)
| ζ˜ j
i
|2 +
m∑
i , j=1
ci j ζ˜
i
i ζ˜
j
j
(II.4.4)
Or ci j =
∂2(l nσk )
∂λi∂λ j
(λ), et ζ˜ii ∈ R, donc
m∑
i , j=1
ci j ζ˜
i
i ζ˜
j
j
≤ 0 par concavité de ln σk en λ ∈ Γk (cf.
[CNS85] page 269). En outre, σk−2,i j (λ) > 0 puisque λ ∈ Γk , donc
m∑
i , j=1
−
σk−2,i j (λ)
σk (λ)
| ζ˜ j
i
|2≤ 0,
ce qui montre que S ≤ 0 et achève la preuve de la concavité de Fk sur λ−1(Γk ). ■
II.5 Preuve de l’unicité
Nous donnons ici une preuve n’utilisant pas la convexité de l’ensemble des fonctions k -
admissibles (cf. proposition II.2.2, celle-ci découle du corollaire VII.4.2, voir Annexes). Nous
vous renvoyons à la remarque plus bas pour une simplification significative de la preuve, lorsque
la proposition II.2.2 est utilisée.
Soient ϕ0 et ϕ1 deux solutions k -admissibles lisses de l’équation (Ek ) d’intégrales nulles :∫
M
ϕ0ω
m =
∫
M
ϕ1ω
m = 0. Pour tout t ∈ [0,1], on considère la fonction :
(II.5.1) ϕt = t ϕ1+ (1− t )ϕ0 =ϕ0+ t ϕ
avec ϕ=ϕ1−ϕ0. Désormais, et dans le but d’alléger les notations, on notera [δ ji +g
j ℓ¯∂i ℓ¯ϕ1]
au lieu de [δ j
i
+ g j ℓ¯∂i ℓ¯ϕ1]1≤i , j≤m . Soit P ∈M , en P on a :
(II.5.2) fk
(
[δ
j
i
+ g j ℓ¯(P )∂i ℓ¯ϕ1(P )]
)
− fk
(
[δ
j
i
+ g j ℓ¯(P )∂i ℓ¯ϕ0(P )]
)
= 0
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On note h P
k
(t )= fk
(
[δ
j
i
+g j ℓ¯(P )∂i ℓ¯ϕt (P )]
)
, ainsi, l’égalité précédente s’écrit h P
k
(1)−h P
k
(0)= 0
ce qui équivaut à
∫1
0
d h P
k
d t
d t = 0. Or
d h P
k
d t
=
m∑
i , j=1
∂ fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯(P )∂i ℓ¯ϕt (P )]
) ( m∑
ℓ=1
g
j ℓ¯(P )∂i ℓ¯ϕ(P )
)
=
m∑
i , j=1
(
m∑
ℓ=1
∂ fk
∂Bℓ
i
(
[δ
j
i
+ g j ℓ¯(P )∂i ℓ¯ϕt (P )]
)
g
ℓ j¯ (P )
)
︸ ︷︷ ︸
=:αt
i j
(P )
∂i j¯ϕ(P )
=
(
d G˜ϕt .ϕ
)
(P ) avec G˜(ϕ)= fk [δ ji + g
j ℓ¯∂i ℓ¯ϕ](II.5.3)
(Cette quantité est en particulier intrinsèque). Par conséquent, on obtient :
(II.5.4) Lϕ(P ) :=
m∑
i , j=1
a i j (P )∂i j¯ϕ(P )= 0 avec a i j (P )=
∫1
0
αti j (P )d t
LEMMEII.5 .1 La matrice [a i j (P )]1≤i , j≤m est herm itienne.
Preuve : On a a i j (P )=
∫1
0
αti j (P )d t , donc il suffit de prouver que pour tout t ∈ [0,1], la ma-
trice [αti j (P )]1≤i , j≤m est herm itienne. On fixe t ∈ [0,1], pour prouver que [αti j (P )]1≤i , j≤m est
herm itienne, il suffit de vérifier cet énoncé dans une carte particulière. Or en P dans une
carte g -un itaire g˜ϕt -adaptée en P :
(II.5.5) [αti j (P )]1≤i , j≤m = d i a g
(∂σk
∂λ1
(
λ(g−1 g˜ϕt )(P )
)
, ...,
∂σk
∂λm
(
λ(g−1 g˜ϕt )(P )
))
est herm itienne, ce qui achève la preuve. ■
La fonction ϕ est continue sur la variété compacte M donc atteint son minimum en un
point m 0 ∈ M ; la matrice hessienne complexe de ϕ au point m 0 à savoir [∂i j˜ϕ(m 0)]1≤i , j≤m
est donc positive.
LEMMEII.5 .2 Pour tout t ∈ [0,1], on a λ(g−1 g˜ϕt )(m 0) ∈ Γk , au tremen t dit les fonctions (ϕt )t∈[0,1]
son t k -adm issibles au poin t m 0.
Preuve : On note W := {t ∈ [0,1]/λ(g−1 g˜ϕt )(m 0) ∈ Γk }. Cet ensemble W est non vide, il con tien t
en effet 0 ; et c’est un ouvert de [0,1]. Soit t le p lus grand réel de [0,1] tel que [0, t [⊂W . Sup-
posons que t < 1 et montrons qu’on aboutit alors à une con tradiction .
Soit 1 ≤ q ≤ k , on note h m 0q (s)= fq
(
[δ
j
i
+ g j ℓ¯(m 0)∂i ℓ¯ϕs(m 0)]
)
, on a :
(II.5.6) σq
(
λ(g−1 g˜ϕt )(m 0)
)
−σq
(
λ(g−1 g˜ϕ0 )(m 0)
)
= h m 0q (t )−h m 0q (0)=
∫t
0
d h
m 0
q
d s
d s
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Montrons que
d h
m 0
q
d s
≥ 0 pour tout s ∈ [0, t [. Soit s ∈ [0, t [, la quan tité
d h
m 0
q
d s
est in trinsèque
donc il suffit de prouver l’énoncé dans une carte particulière en m 0. En m 0 dans une carte
g -un itaire g˜ϕs -adaptée en m 0, on a :
d h
m 0
q
d s
=
m∑
i , j ,ℓ=1
∂ fq
∂B
j
i
(
[δ
j
i
+ g j ℓ¯(m 0)∂i ℓ¯ϕs(m 0)]
)
g
j ℓ¯(m 0)∂i ℓ¯ϕ(m 0)
=
m∑
i=1
∂σq
∂λi
(
λ(g−1 g˜ϕs )(m 0)
)
∂i i¯ϕ(m 0)(II.5.7)
Or λ(g−1 g˜ϕs )(m 0) ∈ Γk ⊂ Γq puisque s ∈ [0, t [⊂W , donc :
(II.5.8)
∂σq
∂λi
(
λ(g−1 g˜ϕs )(m 0)
)
> 0 ∀1 ≤ i ≤m
Par ailleurs, ∂i i¯ϕ(m 0) ≥ 0 vu que la matrice [∂i j¯ϕ(m 0)]1≤i , j≤m est positive, ce qui permet de
déduire que
d h
m 0
q
d s
≥ 0. Par conséquen t, on a σq
(
λ(g−1 g˜ϕt )(m 0)
)
≥ σq
(
λ(g−1 g˜ϕ0 )(m 0)
)
> 0
(puisque ϕ0 est k -adm issible). Ceci vaut pour tout 1 ≤ q ≤ k , ainsi λ(g−1 g˜ϕt )(m 0) ∈ Γk , ce qui
prouve que t ∈W : c’est une con tradiction , donc W = [0,1]. ■
LEMMEII.5 .3 La matrice herm itienne [a i j (m 0)]1≤i , j≤m est défin ie positive .
Preuve : Il suffit de prouver que pour tout t ∈ [0,1], la matrice herm itienne [αti j (m 0)]1≤i , j≤m
est défin ie positive. Soit t ∈ [0,1], au poin t m 0 dans une carte g -un itaire g˜ϕt -adaptée en m 0,
[αti j (m 0)]1≤i , j≤m = d i a g
(∂σk
∂λ1
(
λ(g−1 g˜ϕt )(m 0)
)
, ...,
∂σk
∂λm
(
λ(g−1 g˜ϕt )(m 0)
))
. Or par le lemme pré-
céden t II.5.2, on a λ(g−1 g˜ϕt )(m 0) ∈ Γk d’où
∂σk
∂λi
(
λ(g−1 g˜ϕt )(m 0)
)
> 0 pour tout 1 ≤ i ≤ m , ce
qui achève la preuve. ■
LEMMEII.5 .4 Il existe une boule ouverte Bm 0 cen trée en m 0 telle que pour tout P ∈ Bm 0 la
matrice herm itienne [a i j (P )]1≤i , j≤m est défin ie positive .
Preuve : Soit (Um 0 ,ψm 0 ) une carte cen trée en m 0. L’application
P ∈Um 0 7→ a i j (P )=
∫1
0
(
m∑
ℓ=1
∂ fk
∂Bℓ
i
(
[δ
j
i
+ g j ℓ¯(P )∂i ℓ¯ϕt (P )]
)
g
ℓ j¯ (P )
)
d t
est con tinue sur Um 0 , par conséquen t, l’ensemble :
V :=
{
P ∈Um 0 / [a i j (P )]1≤i , j≤m est défin ie positive
}
:=
{
P ∈Um 0 / λ
(
[a i j (P )]1≤i , j≤m
)
∈ Γm
}
:=
{
P ∈Um 0 / f s
(
[a i j (P )]1≤i , j≤m
)
> 0 ∀1 ≤ s ≤m
}
est un ouvert qui con tien t m 0. Il existe donc une boule ouverte Bm 0 cen trée en m 0 telle que
Bm 0 ⊂ V . ■
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On déduit de ce lemme que l’opérateur L est elliptique sur la boule ouverte Bm 0 . Or la
fonction ϕ est C∞, atteint son minimum en m 0 ∈ Bm 0 et vérifie Lϕ= 0, donc par le principe
du maximum de Hopf (cf. [HEB97]), on déduit que ϕ(P ) = ϕ(m 0) pour tout P ∈ Bm 0 . On
note :
(II.5.9) S :=
{
P ∈M /ϕ(P )=ϕ(m 0)
}
Cet ensemble est non vide et fermé. Montrons que S est ouvert. Soit m un point de S , donc
ϕ(m )=ϕ(m 0) ainsi la fonction ϕ atteint son minimum au point m . Par conséquent, le même
raisonnement que pour m 0 montre l’existence d’une boule ouverte Bm centrée en m telle que
ϕ(P )=ϕ(m ) pour tout P ∈ Bm , ce qui entraîne que ϕ(P )=ϕ(m 0) pour tout P ∈ Bm et permet
de conclure que Bm ⊂S , ce qui prouve que S est un ouvert. Par connexité de la variété M ,
on déduit que S =M autrement dit :
(II.5.10) ∀P ∈M ϕ(P )=ϕ(m 0)
Par ailleurs,
∫
M
ϕωm = 0, on déduit donc que ϕ≡ 0 sur M à savoir que ϕ1 ≡ϕ0 sur la variété
M , ce qui achève la preuve de l’unicité.
Remarque : Notons que, si l’on utilisait la convexité de l’ensemble des fonctions k -adm issibles,
la preuve précéden te serait simplifiée : m 0 serait un poin t fixé quelconque de M , et seuls les
lemmes II.5.1 et II.5.3 subsisteraien t.
55
II L’équation de la k -ième fonction symétrique élémen taire des valeurs propres prescrite
56
Chapitre III
Méthode de résolution

III.1 Mise en place de la méthode de con tinuité
III.1 Mise en place de la méthode de continuité
On note Fk l’opérateur non linéaire correspondant à l’équation (Ek ) :
(III.1.1) Fk [ϕ] := Fk
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
)
Et on considère la famille à un paramètre d’équations (Ek ,t ), t ∈ [0,1] :
(Ek ,t ) Fk [ϕt ]= t f + ln
( (m
k
) ∫
M ω
m∫
M e
t f ωm︸ ︷︷ ︸
A t
)
La fonction ϕ0 ≡ 0 est une solution k -admissible de l’équation (Ek ,0) :
(Ek ,0) ln σk
(
λ
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ0]1≤i , j≤m
))
= ln
(
m
k
)
et vérifie
∫
M
ϕ0ω
m = 0. En outre, pour t = 1, A1 = 1 donc (Ek ,1) n’est autre que l’équation (Ek ).
On fixe ℓ ∈N, ℓ≥ 5 et 0 <α< 1, et on considère l’ensemble non vide (contenant 0) :
(III.1.2)
Tℓ,α :=
{
t ∈ [0,1]/ (Ek ,t )admet une solution k -admissibleϕ ∈Cℓ,α(M ) telle que
∫
M
ϕωm = 0
}
Les normes Cℓ et Cℓ,α sur la variété compacte M sont définies en Annexe. Notre but consiste
à prouver que 1 ∈Tℓ,α. Pour cela, on montre par connexité de [0,1], que Tℓ,α = [0,1].
III.2 Tℓ,α est un ouvert de [0,1]
Ceci résulte du théorème d’inversion local et du fait qu’on sait résoudre un certain pro-
blème linéaire. Considérons les ensembles suivants :
S˜ℓ,α :=
{
ϕ ∈Cℓ,α(M ),
∫
M
ϕωm = 0
}
Sℓ,α :=
{
ϕ ∈ S˜ℓ,α, k -admissible pour g
}
S˜ℓ,α est un espace vectoriel et Sℓ,α est un ouvert de S˜ℓ,α. En outre, avec ces nouvelles notations
l’ensemble Tℓ,α s’écrit :
(III.2.1) Tℓ,α :=
{
t ∈ [0,1]/ ∃ϕ ∈ Sℓ,α solution de (Ek ,t )
}
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LEMMEIII.2 .1 L’opérateur Fk : Sℓ,α → Cℓ−2,α(M ),ϕ 7→Fk [ϕ] = Fk
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
)
,
est différen tiable et sa différen tielle en un poin t ϕ ∈ Sℓ,α, d Fk ϕ ∈L
(
S˜ℓ,α,C
ℓ−2,α(M )
)
, vaut :
d Fk ϕ.ψ=
m∑
i , j=1
∂Fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]
)
g
j ℓ¯∂i ℓ¯ψ ∀ψ ∈ S˜ℓ,α
Preuve : Soit ϕ ∈ Sℓ,α et ψ ∈ S˜ℓ,α.
d Fk ϕ.ψ=
d
d t
(
Fk [ϕ+ tψ]
)
|t=0
= d
d t
(
Fk
(
[δ
j
i
+ g j o¯∂i o¯ (ϕ+ tψ)]1≤i , j≤m
))
|t=0
= d
d t
(
Fk
(
[δ
j
i
+ g j o¯ ∂i o¯ϕ+ t g j o¯ ∂i o¯ψ]1≤i , j≤m
))
|t=0
=
m∑
i , j=1
∂Fk
∂B
j
i
[δ
j
i
+ g j o¯ ∂i o¯ϕ]1≤i , j≤m ×
(
m∑
o=1
g
j o¯ ∂i o¯ψ
)
(III.2.2)
■
PROPOSITIONIII.2 .1 L’opérateur non linéaire Fk est ellip tique sur Sℓ,α.
Preuve : Soit ϕ ∈ Sℓ,α une fonction fixée. Vérifions que l’opérateur non linéaire Fk est el-
lip tique pour cette fonction ϕ(cf. [BES87] pages 462-463). Ceci consiste à montrer que le
linéarisé en ϕ de l’opérateur non linéaire Fk est ellip tique. Par le lemme III.2.1, le linéarisé
en ϕ de Fk est l’opérateur linéaire :
(III.2.3) d Fk ϕ.v =
m∑
i ,o=1
(
m∑
j=1
∂Fk
∂B
j
i
[δ
j
i
+ g j o¯ ∂i o¯ϕ]1≤i , j≤m × g j o¯
)
∂i o¯ v
Pour montrer que cet opérateur est ellip tique, il suffit de lire l’ellip ticité dans une carte
particulière, par exemple au cen tre d’une carte g -normale, g˜ϕ adaptée. Au cen tre d’une telle
carte :
d Fk ϕ.v =
m∑
i ,o=1
(
∂Fk
∂B o
i
(
d i a gλ(g−1 g˜ )
))
∂i o¯ v
=
m∑
i=1
σk−1,iλ(g−1 g˜ )
σkλ(g−1 g˜ )
∂i i¯ v(III.2.4)
Or pour tout i ∈ {1, ...,m }on a σk−1,iλ(g
−1 g˜ )
σkλ(g−1 g˜ )
> 0 sur M , car λ(g−1 g˜ ) ∈ Γk , ce qui prouve que
l’opérateur linéarisé est ellip tique et achève la preuve. ■
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On note Fk l’opérateur :
(III.2.5) Fk [ϕ] := fk
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
)
De même que Fk , l’opérateur Fk : Sℓ,α→C l−2,α(M ) est différentiable elliptique sur Sℓ,α
de différentielle :
d Fk ϕ.ψ=
m∑
i , j=1
∂ fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]
)
g
j ℓ¯∂i ℓ¯ψ ∀ψ ∈ S˜ l ,α
On calcule ce linéarisé d’une manière différente, et ce en utilisant l’expression (II.3.1) de
fk . On note aϕ la matrice [δ
j
i
+g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m . Cette notation combinée à la formule (II.3.1)
nous permet d’exprimer l’opérateur Fk d’une façon différente :
(III.2.6) Fk [ϕ]= fk (aϕ)=
1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
ε
i1 ...ik
j1 ... jk
(aϕ)
j1
i1
... (aϕ)
jk
ik
Ainsi :
d Fk ϕ.v =
d
d t
(
Fk [ϕ+ t v ]
)
|t=0
= d
d t
( 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
ε
i1 ...ik
j1 ... jk
(aϕ+t v )
j1
i1
... (aϕ+t v )
jk
ik
)
|t=0
= 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
ε
i1 ...ik
j1 ... jk
(
g
j1 s¯∂i1 s¯ v
)
(aϕ)
j2
i2
... (aϕ)
jk
ik
+ 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
ε
i1 ...ik
j1 ... jk
(aϕ)
j1
i1
(
g
j2 s¯∂i2 s¯ v
)
... (aϕ)
jk
ik
+ ...................+ 1
k !
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
ε
i1 ...ik
j1 ... jk
(aϕ)
j1
i1
... (aϕ)
jk−1
ik−1
(
g
jk s¯∂ik s¯ v
)
= 1
(k −1)!
∑
1≤i1 ,...,ik , j1 ,..., jk≤m
ε
i1 ...ik
j1 ... jk
(aϕ)
j1
i1
... (aϕ)
jk−1
ik−1
(
g
jk s¯∂ik s¯ v
)
par symétrie
=
m∑
i , j=1
(
1
(k −1)!
∑
1≤i1 ,...,ik−1 , j1 ,..., jk−1≤m
ε
i1 ...ik−1 i
j1 ... jk−1 j
(aϕ)
j1
i1
... (aϕ)
jk−1
ik−1
)
︸ ︷︷ ︸
=:C i
j
(aϕ)
∇ j
i
v(III.2.7)
Montrons à partir de là la proposition suivante :
PROPOSITIONIII.2 .2 Le linéarisé d Fk de l’opérateur Fk est de type divergence :
d Fk ϕ =∇i
(
C
i
j (aϕ)∇ j
)
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Preuve : Par (III.2.7) on a :
d Fk ϕ.v =
m∑
i , j=1
C
i
j (aϕ)∇
j
i
v
=
m∑
i=1
∇i
(
m∑
j=1
C
i
j (aϕ)∇ j v
)
−
m∑
j=1
(
m∑
i=1
∇i (C ij (aϕ))
)
∇ j v(III.2.8)
En outre :
m∑
i=1
∇i (C ij (aϕ))=
m∑
i=1
∇i
(
1
(k −1)!
∑
1≤i1 ,...,ik−1 , j1 ,..., jk−1≤m
ε
i1 ...ik−1 i
j1 ... jk−1 j
(aϕ)
j1
i1
... (aϕ)
jk−1
ik−1
)
= 1
(k −2)!
m∑
i=1
∑
1≤i1 ,...,ik−1 , j1 ,..., jk−1≤m
ε
i1 ...ik−1 i
j1 ... jk−1 j
(aϕ)
j1
i1
... (aϕ)
jk−2
ik−2
∇i
(
(aϕ)
jk−1
ik−1
)
(III.2.9)
Or ∇i
(
(aϕ)
jk−1
ik−1
)
=∇i
(
δ
jk−1
ik−1
+∇ jk−1
ik−1
ϕ
)
=∇ jk−1
i ik−1
ϕ, donc :
m∑
i=1
∇i (C ij (aϕ))=
1
(k −2)!
m∑
i=1
∑
1≤i1 ,...,ik−1 , j1 ,..., jk−1≤m
ε
i1 ...ik−1 i
j1 ... jk−1 j
(aϕ)
j1
i1
... (aϕ)
jk−2
ik−2
∇ jk−1
i ik−1
ϕ(III.2.10)
La quan tité ∇ jk−1
i ik−1
ϕ étan t symétrique en i , ik−1 (en effet, ∇ jk−1i ik−1ϕ−∇
jk−1
ik−1 i
ϕ = R jk−1
si ik−1
∇sϕ et
R
jk−1
si ik−1
= 0 car g est kählérienne), et εi1 ...ik−1 i
j1 ... jk−1 j
an tisymétrique en i , ik−1, on déduit que :
(III.2.11)
m∑
i=1
∇i (C ij (aϕ))= 0
Par conséquen t :
(III.2.12) d Fk ϕ.v =
m∑
i=1
∇i
(
m∑
j=1
C
i
j (aϕ)∇ j v
)
ce qui montre que d Fk ϕ est de type divergence. ■
COROLLAIREIII.2 .1 L’application
F : Sℓ,α→ S˜ℓ−2,α, ϕ 7−→ F(ϕ)=Fk [ϕ]−
(
m
k
)
est bien défin ie différen tiable de différen tielle d Fϕ = d Fk ϕ =∇i
(
C
i
j (aϕ)∇ j
)
∈L (S˜ℓ,α, S˜ℓ−2,α).
Preuve : Ce corollaire découle de la proposition III.2.2. Il reste juste à vérifier que F est à
valeurs dans S˜ℓ−2,α. Soit ϕ ∈ Sℓ,α, on a Fk [ϕ] ∈Cℓ−2,α(M ) et :∫
M
Fk [ϕ]ω
m =
∫
M
σkλ(g
−1
g˜ )ωm =
∫
M
(
m
k
)
ω˜k ∧ωm −k par le lemme II.2.2
=
(
m
k
) ∫
M
ωm par le lemme II.2.1(III.2.13)
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d’où
∫
M
F(ϕ)ωm = 0. ■
Soit à présent t0 ∈Tℓ,α et ϕ0 ∈ Sℓ,α une solution de l’équation (Ek ,t0 ) : Fk [ϕ0] = e t0 f A t0
correspondante. On écrit cette équation différemment :
(Ek ,t0 ) F(ϕ0)= e t0 f A t0 −
(
m
k
)
LEMMEIII.2 .2 d Fϕ0 : S˜ℓ,α −→ S˜ℓ−2,α est un isomorphisme.
Preuve : Soit ψ ∈Cℓ−2,α(M ) avec
∫
M
ψv g = 0. On considère l’équation :
∇i
(
C
i
j (aϕ0 )∇ j u
)
=ψ(III.2.14)
On a C ij (aϕ0 ) ∈ Cℓ−2,α(M ) et la matrice [C ij (aϕ0 )]1≤i , j≤m =
[
∂ fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ0]
)]
1≤i , j≤m
est défin ie positive (puisque Fk est ellip tique en ϕ0), donc par le théorème 4.7 page 104 de
[AUB98] sur les opérateurs de type divergence, on déduit qu’il existe une un ique fonction
u ∈Cℓ,α(M ) d’in tégrale nulle (
∫
M
u v g = 0 ce qui fixe la constan te) solution de (III.2.14), donc
solu tion de : d Fϕ0u =ψ. Ainsi, l’application linéaire con tinue d Fϕ0 : S˜ℓ,α −→ S˜ℓ−2,α est bijec-
tive, son inverse est con tinu par le théorème de l’application ouverte [RUD75], ce qui achève
la preuve. ■
On déduit donc par le Théorème d’Inversion Locale qu’il existe U un ouvert de Sℓ,α conte-
nant ϕ0 et V un ouvert de S˜ℓ−2,α contenant F(ϕ0) tels que F :U →V est un difféomorphisme.
On considère à présent un t ∈ [0,1] très proche de t0 et on montre qu’il reste dans Tℓ,α : Si
| t − t0 |≤ ε est suffisament petit alors
∥∥∥∥∥
(
e
t f
A t −
(
m
k
))
−
(
e
t0 f A t0 −
(
m
k
))∥∥∥∥∥
Cℓ−2,α(M )
est assez pe-
tit de sorte que e t f A t −
(
m
k
)
∈V donc il existe ϕ ∈U ⊂ Sℓ,α telle que F(ϕ)= e t f A t −
(
m
k
)
donc
il existe ϕ ∈Cℓ,α(M ) d’intégrale nulle pour g solution de (Ek ,t ). Ce qui prouve que t ∈Tℓ,α.
On conclut donc que Tℓ,α est un ouvert de [0,1].
III.3 Schéma de la preuve de Tℓ,α fermé
Schéma de la preuve
Cette section est basée sur les estimées a priori. Construire ces estimations sera la partie
la plus difficile de la preuve (objet des chapitres IV, V et VI).
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Soit (t s)s∈N une suite d’éléments de Tℓ,α qui converge vers τ ∈ [0,1], et soit (ϕt s )s∈N la
suite de fonctions correspondante : pour tout s ∈ N, la fonction ϕt s est une solution Cℓ,α,
k -admissible, d’intégrale nulle de l’équation :
(Ek ,t s ) Fk [ϕt s ]= t s f + ln (A t s )
Montrons que τ ∈Tℓ,α.
Voici le schéma de la preuve :
1. Réduction à une estimée C2,β(M ) : si (ϕt s )s∈N est bornée dans un C
2,β(M ) avec 0 <β< 1,
l’inclusion C2,β(M )⊂C2(M ,R) étant compacte, on déduit que quitte à extraire (ϕt s )s∈N
converge dans C2(M ,R) vers ϕτ ∈C2(M ,R). On montre par passage à la limite que ϕτ
est une solution de (Ek ,τ) (elle est donc k -admissible par la proposition II.2.1), d’intégrale
nulle pour g . On montre finalement par le théorème de régularité nonlinéaire I.1.3 que
ϕτ ∈C∞(M ,R) (cf. [BES87] p. 467). Ce qui nous permet de déduire que τ ∈Tℓ,α (fait
dans la suite de ce chapitre).
2. On montre que (ϕt s )s∈N est bornée dans C
0(M ,R) : on démontre tout d’abord un lemme
de positivité IV.1.4 pour l’équation (Ek ,t ), inspiré de celui de [DEL96] p. 843 (où k =m ),
mais avec une preuve nouvelle, requise car la k -positivité de ω˜t s est plus faible avec k <m ,
en utilisant une méthode de polarisation de [BLO05] p. 1740 (cf. IV.1.2) et l’inégalité
de Gårding IV.1.3 ; on déduit de ce lemme une inégalité fondamentale IV.2.1 à l’instar
de la Proposition 7.18 de [AUB98] p. 262 (cf. proposition I.2.1) ; la suite de la preuve se
poursuit par la méthode d’itération à la Moser exactement comme pour l’équation de
Calabi-Yau (voir Chapitre I). Cette estimation C0 est traitée au chapitre IV.
3. On montre le point clé de la preuve à savoir une estimée a priori C2 (cf. Chapitre V).
4. L’ellipticité uniforme étant acquise à l’étape précédente, on obtient l’estimée C2,β(M )
recherchée par la théorie d’Evans et Trudinger (cf. Annexes théorème VII.6.2). Cette
estimation C2,β est prouvée au chapitre VI.
III.4 Réduction de la preuve à l’estimée a priori C 2,β
Supposons que (ϕt s )s∈N est bornée dans C
2,β(M ) avec 0 < β < 1, et montrons qu’alors
notre théorème II.2.1 est démontré.
L’inclusion C2,β(M ) ⊂ C2(M ,R) étant compacte, on déduit que quitte à extraire, on peut
supposer que la suite (ϕt s )s∈N converge dans C
2(M ,R) vers ϕτ ∈ C2(M ,R). Montrons par
passage à la limite que ϕτ est une solution k -admissible de l’équation (Ek ,τ), d’intégrale nulle
pour g . La quantité σkλ(g
−1
g˜ ) étant intrinsèque, il suffit d’effectuer le passage à la limite aux
centres de cartes g -unitaires. Soit P ∈ M fixé et soit (U ,φ) une carte g -unitaire en P . Dans
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cette carte, on a pour tout s ∈N :
(Ek ,t s ) σkλ
(
[δ
j
i
+∂i j¯ϕt s (P )]1≤i , j≤m
)
= e t s f (P ) A t s
La fonction e t f (P )A t est clairement continue en t , donc le second membre e
t s f (P )A t s converge
vers eτ f (P )Aτ quand s tend vers +∞ . Pour montrer que σkλ
(
[δ
j
i
+∂i j¯ϕt s (P )]1≤i , j≤m
)
converge
vers σkλ
(
[δ
j
i
+∂i j¯ϕτ(P )]1≤i , j≤m
)
, on montre que ∂i j¯ϕt s (P ) tend vers ∂i j¯ϕτ(P ). Si v ∈C2(M ,R),
en regardant ∇2v comme tenseur complexe on a en P dans la carte (U ,φ) :
(III.4.1)
| ∇2v (P ) |2g= 2 g a c¯ g d b¯
(
∇a b¯ v ∇c¯d v +∇ad v ∇c¯ b¯ v
)
(P )= 2
m∑
a ,b=1
(
| ∂a b¯ v (P ) |2 + | ∇ab v (P ) |2
)
donc | ∂i j¯ v (P ) |≤| ∇2v (P ) |g . Ainsi, dans la carte (U ,φ) :
| ∂i j¯ (ϕt s −ϕτ)(P ) | ≤| ∇2(ϕt s −ϕτ)(P ) |g≤
2∑
j=0
sup
M
| ∇ j (ϕt s −ϕτ) |g= ‖ϕt s −ϕτ‖C2(M ,R) −−−−→s→+∞ 0
(cf. Annexes pour la définition des normes C r sur M )
d’où ∂i j¯ϕt s (P )−−−−→s→+∞ ∂i j¯ϕτ(P ), on déduit donc par passage à la limite dans (Ek ,t s ) que :
(Ek ,τ) σkλ
(
[δ
j
i
+∂i j¯ϕτ(P )]1≤i , j≤m
)
= eτ f (P ) Aτ
ce qui prouve que ϕτ est solution de (Ek ,τ). Il en résulte en particulier que ϕτ est k -admissible
par la proposition II.2.1.
Vérifions que ϕτ est d’intégrale nulle pour g . La suite de fonctions (ϕt s )s∈N converge vers ϕτ
dans C2(M ,R), donc en particulier elle converge uniformément vers ϕτ sur M , on en déduit
donc que
∫
M
ϕt s v g −−−−→s→+∞
∫
M
ϕτ v g . Or pour tout s ∈ N,
∫
M
ϕt s v g = 0, ce qui montre que∫
M
ϕτ v g = 0.
Montrons finalement par un théorème de régularité que ϕτ est en fait dans C
∞(M ,R).
Pour cela, on utilise le théorème de régularité nonlinéaire I.1.3 (cf. [BES87] page 467).
Montrer que ϕτ ∈ C∞(M ,R) revient à montrer que ϕτ ◦φ−1 ∈ C∞(φ(U ),R) pour toute carte
(U ,φ) de M . Soit (U ,φ) une carte holomorphe de M fixée. L’équation (Ek ,τ) s’écrit sur l’ouvert
φ(U )⊂R2m comme suit :
(Ek ,τ) G
(
x , [D i j (ϕτ ◦φ−1)(x )]1≤i , j≤2m
)
= ln σkλ
(
[δ
j
i
+ g j o¯ ◦φ−1(x )∂z i z o (ϕτ ◦φ−1)(x )]1≤i , j≤m
)
−τ f ◦φ−1(x )− ln Aτ = 0
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Vu que ∂z a z b =
1
4
(
D ab +D (a+m )(b+m )+ i D a (b+m )− i D (a+m )b
)
on déduit que la fonction G(x , r )
s’écrit :
(III.4.2)
G(x , r )= ln σkλ
(
[δ
j
i
+g j o¯◦φ−1(x ) 1
4
(r i o+r(i+m )(o+m )+i r i (o+m )−i r(i+m )o )]1≤i , j≤m
)
−τ f ◦φ−1(x )−ln Aτ
La fonction G(x , r ) est clairement C∞ en toutes ses variables.
Par ailleurs, la fonction ϕτ◦φ−1 ∈C2(φ(U ),R) et est solution elliptique de l’équation nonlinéaire
du second ordre G(x ,D 2v )= 0. On sait bien que cette solution est elliptique puisque Fk l’est en
ϕτ et que l’ellipticité est conservée par changement de carte, mais on effectue ici la vérification
pour notre solution (on dit aussi que l’opérateur nonlinéaire G(x ,D 2v ) est elliptique pour la
fonction ϕτ ◦φ−1)(cf. [BES87] pages 462-463). Ceci consiste à montrer que le linéarisé en
ϕτ◦φ−1 de l’opérateur nonlinéaire G(x ,D 2v ) est elliptique sur l’ouvert φ(U ). Cette vérification
s’effectue de la même manière que pour les preuves du lemme III.2.1 et de la proposition III.2.1.
En effet, comme le lemme III.2.1, le linéarisé en ϕτ◦φ−1 de G(x ,D 2v ) est l’opérateur linéaire :
P v = d
d t
G
(
x ,D 2(ϕτ ◦φ−1+ t v )
)
|t=0
v ∈C2(φ(U ),R)
=
m∑
i ,o=1
(
m∑
j=1
∂Fk
∂B
j
i
[δ
j
i
+ g j o¯ (φ−1(x ))∂i o¯ϕτ(φ−1(x ))]1≤i , j≤m × g j o¯ (φ−1(x ))
)
∂z i z o v (x )(III.4.3)
En outre, dans une carte g -normale, g˜ϕτ adaptée en P =φ−1(x ), on a (à l’instar de la propo-
sition III.2.1) :
P v (x )=
m∑
i ,o=1
(
∂Fk
∂B o
i
(d i a gλ(g−1 g˜ )(φ−1(x )))
)
∂z i z o v (x )
=
m∑
i=1
σk−1,i (λ(P ))
σk (λ(P ))
∂z i z i v (x )(III.4.4)
Or pour tout i ∈ {1, ...,m } on a σk−1,i (λ(P ))
σk (λ(P ))
> 0, car λ(P ) := λ(g−1 g˜ )(P ) ∈ Γk , ce qui prouve
que l’opérateur linéarisé P est elliptique en x ∈φ(U ). Ceci valant pour tout x , on déduit que
P est elliptique sur φ(U ).
Le théorème de régularité nonlinéaire I.1.3 s’applique donc et montre que ϕτ ◦φ−1 ∈
C
∞(φ(U ),R). Ceci vaut pour toute carte (U ,φ), on déduit donc que :
(III.4.5) ϕτ ∈C∞(M ,R)
Ainsi τ ∈Tℓ,α, ce qui achève la preuve du fait que Tℓ,α est un fermé. On conclut ensuite par
connexité de [0,1], l’ensemble non vide Tℓ,α est à la fois ouvert et fermé dans [0,1] donc :
(III.4.6) Tℓ,α = [0,1]
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En particulier, 1 ∈Tℓ,α ce qui veut dire que l’équation (Ek ) admet une solution k -admissible ϕ ∈
C
ℓ,α(M ,R) vérifiant
∫
M
ϕωm = 0. Comme précédemment pour ϕτ, l’application du théorème
de régularité nonlinéaire I.1.3 montre que ϕ ∈ C∞(M ,R), ce qui achève la preuve de notre
théorème II.2.1 (Equation σk ).
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Chapitre IV
Estimée C 0

IV.1 Lemme de positivité
IV.1 Lemme de positivité
Nos quatre premiers lemmes sont basés sur les idées de [BLO05] section 2.
LEMMEIV.1 .1 Si π est une (1− 1)-forme réelle, elle s’écrit donc π = i p a b¯ d z a ∧ d z b¯ , avec
p a b¯ = p (∂a ,∂b¯ ) où p est le tenseur symétrique p (U ,V )=π(U , JV ) ; alors :
∀ℓ≤m πℓ∧ωm −ℓ = ℓ!(m −ℓ)!
m !
σℓ
(
λ[g−1p ]
)
ωm
Preuve : Ce lemme se démontre exactemen t comme la formule ω˜k∧ωm −k =
σk
(
λ(g−1 g˜ )
)
(
m
k
) ωm
du lemme II.2.2. ■
On considère pour 1 ≤ ℓ ≤ m l’application fℓ = σℓ ◦λ : Hm → R où Hm désigne le R-
espace vectoriel des matrices carrées hermitiennes de taille m . fℓ est un polynôme réel de
degré ℓ de m 2 variables réelles. En outre, il est hyperbolique I (cf. [GAR59] pour la preuve)
et il vérifie fℓ(I ) = σℓ(1, · · · , 1) =
(
m
ℓ
)
> 0. Soit f˜ℓ la forme totalement polarisée de fℓ. Cette
forme polarisée f˜ℓ :Hm ×·· ·×Hm︸ ︷︷ ︸
ℓ f oi s
→R est caractérisée par les propriétés suivantes :
– f˜ℓ est ℓ-linéaire.
– f˜ℓ est symétrique.
– ∀B ∈Hm f˜ℓ(B , · · · ,B )= fℓ(B ).
En utilisant ces notations, on déduit du lemme IV.1.1 qu’au centre d’une carte g -unitaire
(ceci garantit que la matrice g−1p est hermitienne), on a :
(IV.1.1) πℓ∧ωm −ℓ = ℓ!(m −ℓ)!
m !
fℓ
(
g
−1
p
)
ωm
Par passage à la forme polarisée dans cette égalité on obtient le lemme suivant :
LEMMEIV.1 .2 Soien t 1 ≤ ℓ≤m et π1, ...,πℓ des (1−1)-formes réelles. Ces formes s’écriven t
πα = i (pα)a b¯ d z a ∧d z b¯ , avec (pα)a b¯ = pα(∂a ,∂b¯ ) où pα est le tenseur symétrique
pα(U ,V )=πα(U , JV ). Alors, au cen tre d’une carte g -un itaire on a :
π1∧·· ·∧πℓ∧ωm −ℓ =
ℓ!(m −ℓ)!
m !
f˜ℓ
(
g
−1
p 1, ...,g
−1
p ℓ
)
ωm
Preuve : Soien t x ∈M et ψ une carte g -un itaire cen trée en x . On pose :
(IV.1.2) π1∧·· ·∧πℓ∧ωm −ℓ =ψx
(
g
−1
p 1, ...,g
−1
p ℓ
)
ωm en x ψx :Hm →R
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En x , dans notre carte g -un itaire cen trée en x , les matrices g−1p i s’écriven t :
g
−1
p i = [g sℓ¯(p i )r ℓ¯]1≤r,s≤m = [(p i )r s¯]1≤r,s≤m doncψx
(
(p 1)r s¯ , ..., (p l )r s¯
)
ωm =π1∧·· ·∧πℓ∧ωm −ℓ ;
ici (p i )r s¯ désigne la matrice [(p i )r s¯]1≤r,s≤m . Soit ζ ∈C, on a :
ψx
(
(p 1)r s¯ , ...,ζ(p i )r s¯ + (p˜ i )r s¯ , ..., (p ℓ)r s¯
)
ωm =π1∧·· ·∧ (ζπi + π˜i )∧·· ·∧πℓ∧ωm −ℓ
= ζπ1∧·· ·∧πℓ∧ωm −ℓ+π1∧·· ·∧ π˜i ∧·· ·∧πℓ∧ωm −ℓ
= ζψx
(
(p 1)r s¯ , ..., (p ℓ)r s¯
)
ωm +ψx
(
(p 1)r s¯ , ..., (p˜ i )r s¯ , ..., (p ℓ)r s¯
)
ωm
ce qui prouve que ψx est ℓ-linéaire. Par ailleurs,
ψx
(
(pσ(1))r s¯ , ..., (pσ(ℓ))r s¯
)
ωm =πσ(1)∧·· ·∧πσ(ℓ)∧ωm −ℓ
=π1∧·· ·∧πℓ∧ωm −ℓ car les 2-formes commuten t
=ψx
(
(p 1)r s¯ , ..., (p ℓ)r s¯
)
ωm
ce qui prouve que ψx est symétrique. Orψx
(
(p )r s¯ , ..., (p )r s¯
)
ωm =πℓ∧ωm −ℓ = ℓ!(m −ℓ)!
m !
fℓ(p r s¯)ω
m
par le lemme IV.1.1, donc ψx
(
(p )r s¯ , ..., (p )r s¯
)
= ℓ!(m −ℓ)!
m !
fℓ(p r s¯), et par conséquen t, on dé-
duit qu’en x on a ψx
(
(p 1)r s¯ , ..., (p ℓ)r s¯
)
= ℓ!(m −ℓ)!
m !
f˜ℓ((p 1)r s¯ , ..., (p ℓ)r s¯), ce qui achève la preuve.
■
Le théorème 5 de Gårding (cf. [GAR59]) s’applique à fℓ avec 2 ≤ ℓ≤m :
LEMMEIV.1 .3 (Inégalité de Gårding pour fℓ) Soit 2 ≤ ℓ≤m , pour tout y 1, ..., yℓ ∈ Γ( fℓ, I ),
f˜ℓ(y
1, ..., yℓ)≥ fℓ(y 1)
1
ℓ · · · fℓ(yℓ)
1
ℓ
Rappelons que Γ( fℓ, I ) est la composante connexe de {y ∈Hm / fℓ(y ) > 0} contenant I .
La même preuve que dans [BAY01] pages 129-130, assure que :
Γ( fℓ, I )=
{
y ∈Hm / ∀1 ≤ i ≤ ℓ f i (y )> 0
}
=
{
y ∈Hm / λ(y ) ∈ Γℓ
}
=λ−1(Γℓ) (cf. corollaire VII.4.1)(IV.1.3)
Remarque : Par passage à la lim ite, on voit que l’inégalité de Gårding (lemme IV.1.3) est
valable sur :
(IV.1.4) Γ˜( fℓ, I )=
{
y ∈Hm / ∀1 ≤ i ≤ ℓ f i (y )≥ 0
}
Appliquons à présent les lemmes précédents dans le but d’établir le lemme de positivité
suivant :
LEMMEIV.1 .4 (Lem m e de positivité ) Soien t α une 1-forme réelle sur M et j ∈ {1, ...,k − 1}
alors la fonction f : M →R défin ie par f ωm = t Jα∧α∧ωm −1− j ∧ ω˜ j est positive ou nulle.
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Preuve : Soit 1 ≤ j ≤ k −1, donc 2 ≤ ℓ= j +1 ≤ k . Soit α une 1-forme réelle, elle s’écrit donc
α=αa d z a +αa d z a¯ . Soit π1 = t Jα∧α, alors :
π1(∂a ,∂b¯ ) = α(J∂a )α(∂b¯ )−α(J∂b¯ )α(∂a ) = i αa αb − (−i )αb αa = 2i αa αb , de façon sim ilaire,
on prouve que π1(∂a ,∂b )=π1(∂a¯ ,∂b¯ )= 0, par conséquen t :
(IV.1.5) π1 = i 2αa αb︸ ︷︷ ︸
=:p
a b¯
d z
a ∧d z b¯
Par ailleurs, on pose π2 = ... = π j+1 = ω˜ = i g˜a b¯ d z a ∧ d z b¯ . Soien t à présen t, x ∈ M et φ une
carte g -un itaire cen trée en x . Par le lemme IV.1.2, on déduit qu’en x dans la carte φ :
t
Jα∧α∧ω˜ j∧ωm −( j+1) =π1∧...∧π j+1∧ωm −( j+1) =
(m − j −1)!( j +1)!
m !
f˜ j+1(g−1p ,g−1 g˜ , ...,g−1 g˜ )ωm
Or en x , g−1 g˜ = g˜ ∈ Γ( f j+1, I ) et g−1p = p ∈ Γ˜( f j+1, I ). En effet, λ(g−1 g˜ ) ∈ Γk puisque ϕ
est k -adm issible et Γk ⊂ Γ j+1. En outre, la matrice herm itienne [2αaαb ]1≤a ,b≤m est positive
puisque pour tout ξ ∈Cm , on a
m∑
a ,b=1
2αaαb ξaξb = 2 |
m∑
a=1
αaξa |2≥ 0, on déduit donc que pour
tout 1 ≤ i ≤ j +1, on a en x , f i (g−1p )=σi (λ(g−1p ))≥ 0.
Finalemen t, on déduit par l’inégalité de Gårding (lemma IV.1.3) qu’en x dans la carte φ on a :
(IV.1.6) f˜ j+1(g−1p ,g−1 g˜ , ...,g−1 g˜ )≥ f j+1(g−1p )
1
j+1 f j+1(g−1 g˜ )
j
j+1 ≥ 0
ce qui prouve le lemme de positivité . ■
IV.2 L’inégalité fondamentale
L’estimée a priori C0 repose sur l’inégalité fondamentale suivante :
PROPOSITIONIV.2 .1 Soit h (t ) une fonction croissan te de classe C1 défin ie sur R, et soit ϕ
une fonction de classe C2, k -adm issible défin ie sur M , alors l’inégalité suivan te est vérifiée :∫
M
[(m
k
)
− fk (g−1 g˜ )
]
h (ϕ)ωm ≥ 1
2m
(
m
k
) ∫
M
h
′(ϕ) | ∇ϕ |2g ωm
Preuve : On a
∫
M
[(m
k
)
− fk (g−1 g˜ )
]
h (ϕ)ωm =
(
m
k
) ∫
M
h (ϕ)
(
ωm −ω˜k ∧ωm −k
)
. Par ailleurs, vu
que Λ2M est commutatif, on a :
(IV.2.1) ωm − ω˜k ∧ωm −k = (ω− ω˜)∧
(
ωm −1+ωm −2∧ ω˜+ ...+ωm −k ∧ ω˜k−1
)
︸ ︷︷ ︸
=:Ω
=−1
2
d d
cϕ∧Ω
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ainsi,
∫
M
[
(
m
k
)
− fk (g−1 g˜ )]h (ϕ)ωm =−
1
2
(
m
k
) ∫
M
d d
cϕ∧ (h (ϕ)Ω). Or par différen tiation exté-
rieure d
(
d
cϕ∧h (ϕ)Ω
)
= d d cϕ∧h (ϕ)Ω−d cϕ∧d (h (ϕ)Ω) et d (h (ϕ)Ω) = h ′(ϕ)dϕ∧Ω (car Ω
est fermée), donc d d cϕ∧h (ϕ)Ω= d cϕ∧h ′(ϕ)dϕ∧Ω+d (q q ch ose). Par ailleurs, le théorème
de Stokes assure que
∫
M
d (q q ch ose)= 0, par conséquen t :
∫
M
[(m
k
)
− fk (g−1 g˜ )
]
h (ϕ)ωm =−1
2
(
m
k
) ∫
M
h
′(ϕ)d cϕ∧dϕ∧Ω
= 1
2
(
m
k
)(∫
M
h
′(ϕ) (−d cϕ)∧dϕ∧ωm −1︸ ︷︷ ︸
T1
+
k−1∑
j=1
∫
M
h
′(ϕ) (−d cϕ)∧dϕ∧ωm −1− j ∧ ω˜ j︸ ︷︷ ︸
T2
)
(IV.2.2)
Montrons que T2 ≥ 0 (et ce par le lemme IV.1.4), et que T1 =
1
m
∫
M
h
′(ϕ) | ∇ϕ |2g ωm . L’ap-
plication du lemme de positivité IV.1.4 à dϕ assure que : pour tout 1 ≤ j ≤ k −1, la fonction
f : M →R défin ie par f ωm = t Jdϕ∧dϕ∧ωm −1− j ∧ ω˜ j est positive ou nulle. Or t Jdϕ=−d cϕ
et h est une fonction croissan te, donc T2 ≥ 0.
Calculons à présen t le terme T1. On pose π0 := t Jdϕ∧ dϕ. On a π0 = i 2∂aϕ∂bϕ︸ ︷︷ ︸
=:(p 0)a b¯
d z
a ∧ d z b¯
(voir la preuve du lemme de positivité IV.1.4), donc par le lemma IV.1.1, on déduit qu’en x ,
dans une carte g -un itaire cen trée en x on a :
t
Jdϕ∧dϕ∧ωm −1 =π0∧ωm −1 =
1!(m −1)!
m !
σ1
(
λ[g−1p 0]
)
ωm
= 1
m
σ1
(
λ[2∂aϕ∂bϕ]1≤a ,b≤m
)
ωm
= 1
m
t r ace
(
[2∂aϕ∂bϕ]1≤a ,b≤m
)
= 1
m
m∑
a=1
2 | ∂aϕ |2(IV.2.3)
Or | ∇ϕ |2g= 2 g a b¯ ∂aϕ∂b¯ϕ = 2
m∑
a=1
| ∂aϕ |2 donc T1 =
1
m
∫
M
h
′(ϕ) | ∇ϕ |2g ωm . Par conséquen t,∫
M
[(m
k
)
− fk (g−1 g˜ )
]
h (ϕ)ωm ≥ 1
2
(
m
k
)
T1 =
1
2m
(
m
k
) ∫
M
h
′(ϕ) | ∇ϕ |2g ωm , ce qui achève la
preuve de la proposition . ■
La proposition IV.2.1, analogue pour k < m de la proposition 7.18 p.262 de [AUB98],
étant acquise, nous allons pouvoir suivre dans ses grandes lignes la preuve de l’estimée C0
préconisée par Aubin [AUB98] (celle de Yau est différente [YAU78]).
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Appliquons la proposition IV.2.1 à ϕt s , ceci nous permettra en effet d’établir une inéqua-
lité fondamentale (l’inégalité (In 1) ci-dessous) delaquelle on déduira une estimée a priori de
‖ϕt s‖C0 . Soit p ≥ 2 un réel. La fonction ϕt s est C2, k -admissible. On considère la fonction
particulière h (u ) := u | u |p−2:R→R. Cette fonction est de classe C1 et sa dérivée vaut
h
′(u ) =| u |p−2 +u (p −2)u | u |p−4= (p −1) | u |p−2≥ 0, la fonction h est donc croissante. Par
conséquent, on déduit par la proposition précédente IV.2.1 que :
1
2m
(
m
k
) ∫
M
h
′(ϕt s ) | ∇ϕt s |2g ωm ≤
∫
M
[(m
k
)
− fk (g−1 g˜ )
]
h (ϕt s )ω
m i.e
p −1
2m
(
m
k
) ∫
M
|ϕt s |p−2| ∇ϕt s |2 v g ≤
∫
M
[(m
k
)
− fk (g−1 g˜ )
]
ϕt s |ϕt s |p−2 v g(IV.3.1)
Par ailleurs, on a :
(IV.3.2)
| ∇ |ϕt s |
p
2 |2= 2g a b¯∂a |ϕt s |
p
2 ∂b¯ |ϕt s |
p
2 = 2g a b¯
(
p
2
ϕt s |ϕt s |
p
2 −2
)2
∂aϕt s∂b¯ϕt s =
p 2
4
|ϕt s |p−2| ∇ϕt s |2
Donc l’inégalité précédente (IV.3.1) s’écrit :
(In1)
∫
M
| ∇ |ϕt s |
p
2 |2 v g ≤
m p 2
2(p −1)
(
m
k
) ∫
M
[(m
k
)
− fk (g−1 g˜ )
]
ϕt s |ϕt s |p−2 v g
Dérivons dès à présent de cette inégalité (In1) une autre inégalité (l’inégalité (In 4) ci-
après) requise pour la suite de la preuve. L’inclusion continue de Sobolev H 21 (M )⊂ L
2m
m −1 (M ),
assure que :
(In2) ‖ |ϕt s |p ‖ mm −1 = ‖ |ϕt s |
p
2 ‖22m
m −1
≤C st e
(∫
M
| ∇ |ϕt s |
p
2 |2 +
∫
M
|ϕt s |
p
2 .2
)
C st e ne dépend pas de p . Par ailleurs, fk (g
−1
g˜ ) est uniformément bornée, en effet :
(In3) | fk (g−1 g˜ ) |= e t s f
(
m
k
)
V ol (M )∫
M e
t s f v g
≤
(
m
k
)
e
2t s‖ f ‖∞ ≤
(
m
k
)
e
2‖ f ‖∞
On déduit des inégalités (In1), (In2), (In3) et
p 2
2(p −1) ≤ p que :
(In4) ‖ |ϕt s |p ‖ mm −1 ≤C st e
′× p
(∫
M
|ϕt s |p−1 +
∫
M
|ϕt s |p
)
(p ≥ 2)
C st e
′ ne dépend pas de p . Supposons que C st e ′ ≥ 1.
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Remarque : On pourrait mettre la constan te C st e ′ sous la forme :
(IV.3.3) C st e ′ =C st e ′′×
∥∥∥∥∥1− fk(m
k
)∥∥∥∥∥
L∞
où C st e ′′ ne dépend que de m et de la constan te de Sobolev de l’inclusion H 21 (M )⊂ L
2m
m −1 (M ).
Démontrons à présent le lemme suivant :
LEMMEIV.3 .1 Il existe une constan te µ telle que pour tout 1 ≤ q ≤ 2m
m −1 ,
‖ϕt s‖q ≤µ
Preuve : Dans ce qui suit, et afin d’alléger les notations, on note △ le Laplacien réel.
M est une variété riemann ienne compacte et ϕt s ∈C2, donc par la formule de Green , on a :
(IV.3.4) ϕt s (x )=
1
V ol (M )
∫
M
ϕt s d v︸ ︷︷ ︸
=0
+
∫
M
G(x , y )△ϕt s (y )d v (y )
où G(x , y )≥ 0 et
∫
M
G(x , y )d v (y ) ne dépenden t pas de x , on déduit donc que ‖ϕt s‖1 ≤C ‖△ϕt s‖1.
Or ‖△ϕt s‖1 =
∫
M
△ϕ+t s+△ϕ
−
t s
et
∫
M
△ϕt s =
∫
M
△ϕ+t s−△ϕ
−
t s
= 0 donc ‖△ϕt s‖1 = 2
∫
M
△ϕ+t s . Par
ailleurs, △ϕt s < 2m puisque ϕt s est k -adm issible : en effet, en x dans une carte g -normale
g˜ -adaptée c’est-à-dire une carte telle que ga b¯ = δab , g˜a b¯ = δabλa et ∂νga b¯ = 0 pour tout
1 ≤ a ,b ≤m ,ν ∈ {1, ..,m , 1¯, .., m¯ }, on a λ(g−1 g˜ )= (λ1, ...,λm ) donc λ= (λ1, ...,λm ) ∈ Γk puisque
ϕt s est k -adm issible. Dans cette carte :
(IV.3.5) △ϕt s =−2g a b¯ ∂a b¯ϕt s =−2
m∑
a=1
∂a a¯ϕt s = 2
m∑
a=1
(1−λa )= 2m −2σ1(λ)
Or σ1(λ) > 0 vu que λ ∈ Γk ce qui prouve que △ϕt s < 2m , par conséquen t, △ϕ+t s < 2m et
‖△ϕt s‖1 ≤ 4m V ol (M ). On déduit donc que ‖ϕt s‖1 est un iformément bornée :
(IV.3.6) ‖ϕt s‖1 ≤ 4m C V ol (M )
Par ailleurs, par l’inégalité (In2) pour p = 2 :
(IV.3.7) ‖ϕt s‖22m
m −1
≤C st e
(∫
M
| ∇ |ϕt s ||2 +
∫
M
|ϕt s |2
)
En outre ϕt s ∈ H 21 (M ), et elle est d’in tégrale nulle, donc par l’inégalité de Sobolev-Poincaré
‖ϕt s‖2 ≤A ‖∇ϕt s‖2. Or | ∇ |ϕt s ||=| ∇ϕt s | presque partout, donc ‖ϕt s‖ 2m
m −1
≤C st e ‖∇ |ϕt s | ‖2.
En utilisan t l’inégalité (In1) pour p = 2 et le fait que la quan tité fk (g−1 g˜ ) est un iformément
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bornée, on obtien t que ‖∇ | ϕt s | ‖22 ≤ C st e ‖ϕt s‖1 ≤ C st e ′, ce qui prouve que ‖ϕt s‖ 2m
m −1
est
un iformément bornée.
Soit 1 ≤ q ≤ 2m
m −1 =: 2δ. Par l’inégalité de Hölder, on a :
(IV.3.8) ‖ϕt s‖
q
q =
∫
M
|ϕt s |q .1 ≤
(∫
M
|ϕt s |q .
2δ
q
) q
2δ
V ol (M )1−
q
2δ
ainsi ‖ϕt s‖q ≤V ol (M )
1
q
− 12δ ‖ϕt s‖2δ. Or V ol (M )
1
q
− 12δ ≤
{ 1 si V ol (M )≤ 1
V ol (M )1−
1
2δ si V ol (M )≥ 1 , et
‖ϕt s‖2δ ≤C st e , donc ‖ϕt s‖q ≤µ :=C st e× max
(
1,V ol (M )1−
1
2δ
)
, µ ne dépend pas de q . ■
On suppose sans perte de généralité que µ≥ 1.
LEMMEIV.3 .2 Il existe une constan te C0 telle que pour tout p ≥ 2,
‖ϕt s‖p ≤C0
(
δm −1C p
)−m
p
,
avec δ= m
m −1 et C =C st e
′
(
1+max
(
1,V ol (M )
1
2
))
≥ 1 où C st e ′ est la constan te de l’inégalité
(In4).
Preuve : La preuve de ce lemme se fait par récurrence : on vérifie en prem ier lieu que l’in -
égalité est vérifiée pour 2 ≤ p ≤ 2δ= 2m
m −1 , ensuite on montre que si l’inégalité est vraie pour
p alors elle est vérifiée pour δp aussi. On pose :
(IV.3.9) C0 =µδm (m −1)C m e
m
e
Pour 2 ≤ p ≤ 2δ on a ‖ϕt s‖p ≤µ, donc il suffit de vérifier que µ≤C0
(
δm −1C p
)−m
p
. Cette inéga-
lité est équivalen te à δm (m −1)C m e
m
e
(
δm −1C p
)−m
p ≥ 1 donc à
(
δm (m −1)C m
)
e
m
e ≥
(
δm (m −1)C m
) 1
p
p
m
p .
Or si x ≥ 1 alors x ≥ x
1
p (car p ≥ 1), et δm (m −1)C m ≥ 1 (puisque C ≥ 1,m ≥ 1 et δ ≥ 1),
ainsi δm (m −1)C m ≥
(
δm (m −1)C m
) 1
p
. En outre, p
m
p = em
ln p
p ≤ e me , ce qui prouve l’inégalité pour
2 ≤ p ≤ 2δ.
Fixons à présen t un réel p ≥ 2, supposons que ‖ϕt s‖p ≤C0
(
δm −1C p
)−m
p
et montrons que
‖ϕt s‖δp ≤C0
(
δm −1C δp
)−m
δp
. Rappelons l’inégalité (In4) prouvée précédemment :
(In4) ‖ |ϕt s |p ‖δ ≤C st e ′× p
(∫
M
|ϕt s |p−1 +
∫
M
|ϕt s |p
)
(p ≥ 2)
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C st e
′ ne dépend pas de p , cette inégalité se réécrit ‖ϕt s‖
p
δp
≤C st e ′× p
(
‖ϕt s‖
p−1
p−1 +‖ϕt s‖
p
p
)
.
Or 1 ≤ p − 1 ≤ p , donc par l’inégalité de Hölder on a ‖ϕt s‖p−1 ≤ V ol (M )
1
p−1− 1p ‖ϕt s‖p , par
conséquen t :
(IV.3.10) ‖ϕt s‖
p
δp
≤C st e ′× p
(
V ol (M )
1
p ‖ϕt s‖
p−1
p +‖ϕt s‖
p
p
)
– Si ‖ϕt s‖p ≤ 1, alors ‖ϕt s‖
p
δp
≤C × p d’où ‖ϕt s‖δp ≤ (C p )
1
p , la preuve est donc ramenée
à vérifier que (C p )
1
p ≤ C0
(
δm −1C δp
)−m
δp
. Cette inégalité est équivalen te à l’inégalité
p
1
p
(1+mδ ) ≤ µδm (m −1)(1−
1
p
)
e
m
e ×C m −
m
δp − 1p , m ais 1+ m
δ
= m , elle est donc équivalen te à
p
m
p ≤ µδm (m −1)(1−
1
p
)
e
m
e ×C m (1−
1
p
). Par ailleurs, p
m
p ≤ e me et µδm (m −1)(1−
1
p
) ≥ 1 donc il
suffit de vérifier que C m (1−
1
p
) ≥ 1, et ceci est vrai puisque C ≥ 1.
– Si ‖ϕt s‖p ≥ 1, on déduit que ‖ϕt s‖
p
δp
≤C× p ‖ϕt s‖
p
p , donc par hypothèse de récurrence
‖ϕt s‖δp ≤ C
1
p × p
1
p ‖ϕt s‖p ≤ (C p )
1
p C0
(
δm −1C p
)−m
p
. Or
1−m
p
= −m
δp
, d’où l’inégalité
recherchée ‖ϕt s‖δp ≤C0δ
−m 2
δp (C p )
−m
δp =C0
(
δm −1C δp
)−m
δp
.
■
COROLLAIREIV.3 .1
‖ϕt s‖C0 ≤C0
Preuve : Par le lemme précéden t IV.3.2, on a ‖ϕt s‖p ≤ C0
(
δm −1C
)−m
p
p
−m
p pour tout p ≥ 2,
or
(
δm −1C
)−m
p −−−−−→
p→+∞ 1 et p
−m
p = e−m
ln p
p −−−−−→
p→+∞ 1, de plus ‖ϕt s‖p −−−−−→p→+∞ ‖ϕt s‖C0 car ϕt s est
con tinue sur la variété compacte M , ce qui prouve le corollaire par passage à la lim ite. ■
Remarque : On a vu dans une remarque précéden te que la constan te C st e ′ de l’inégalité
(In4) pouvait être m ise sous la forme C st e ′ =C st e ′′×
∥∥∥∥∥1− fk(m
k
)∥∥∥∥∥
L∞
(cf. (IV.3.3)), or par (IV.3.9)
C0 =µδm (m −1)C m e
m
e , en outre C =C st e ′
(
1+max
(
1,V ol (M )
1
2
))
≥ 1, on déduit donc que l’es-
timée C0 du corollaire IV.3.1 peut être m ise sous la forme :
(IV.3.11) ‖ϕt s‖C0 ≤ C˜0×
∥∥∥∥∥1− fk(m
k
)∥∥∥∥∥
m
L∞
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Nous allons chercher, en premier lieu, un majorant uniforme des valeurs propres λ(g−1 g˜ ).
On montrera, en effet, un pincement uniforme de ces valeurs propres sous l’hypothèse que
la variété est à courbure bisectionelle holomorphe non-négative. Cette hypothèse de courbure
intervient seulement dans la preuve de ce pincement, comme elle le faisait dans la première
résolution de la conjecture de Calabi [AUB70] p. 408 et il faudrait la lever si possible (comme
Aubin l’a fait avec k =m dans [AUB76]). On en déduira ensuite l’ellipicité uniforme de l’équa-
tion de continuité et une estimation uniforme du gradient.
Pour 1 ≤ j ≤ m et z ∈ Cm , on note u j = ℜe(z j ) et u j+m = ℑm (z j ). L’exemple ψ(z ) :=
1
2
K
m∑
j=1
[(u j )
2 − (u j+m )2], qui vérifie ∂ j j¯ψ = 0 pour tout 1 ≤ j ≤ m , mais ∂u j u jψ = K >> 1
arbitraire, illustre la difficulté rémanente à ce stade de la preuve. L’étape finale, ignorée dans
[HOU08], consiste à estimer ‖ϕ‖C2(M ). Pour cela, on commence par montrer que trouver une
estimée C2 se réduit à majorer uniformément une certaine quantité β1 = (∇2ϕ)P1 (ξ1,ξ1), puis
on majore uniformément cette quantité (cette partie de la preuve ne requiert pas l’hypothèse
de positivité de la courbure bisectionelle holomorphe).
V.2 Pincement uniforme des valeurs propres
V.2.1 La fonctionnelle B
Soient t ∈Tℓ,α et ϕt : M →R une solution Cℓ,α, k -admissible de l’équation (Ek ,t ) telle que∫
M
ϕtω
m = 0. On considère la fonctionnelle suivante :
B :U T 1,0→R
(P,ξ) 7→ B (P,ξ)= h˜ P (ξ,ξ)−ϕt (P )
où U T 1,0 est le fibré unitaire associé à (T 1,0,h ), et g˜ est reliée à g par : ω˜=ω+ i∂∂¯ϕt (voir
début du chapitre II). B est continue sur le compact U T 1,0, elle atteint donc son maximum en
un point (P0,ξ0) ∈U T 1,0. Par ailleurs, pour P ∈M fixé, ξ ∈U T 1,0P 7→ h˜ P (ξ,ξ) est continue sur
le compact U T 1,0
P
(la fibre) ; par conséquent elle atteint son maximum en un vecteur unitaire
ξP ∈U T 1,0P et d’après le principe du min-max on peut choisir comme ξP "la direction" de la
plus grande valeur propre de AP , λm a x (AP ). Plus précisément, on a :
LEMMEV.2 .1 (principe du m in-m ax)
h˜ P (ξP ,ξP )= max
ξ∈T 1,0
P
,h P (ξ,ξ)=1
h˜ P (ξ,ξ)
=λm a x (AP )
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Preuve : Par le théorème spectral, il existe eP1 , ...,e
P
m une base h P -orthonormée de (T
1,0
P
,h P )
constituée de vecteurs propres de AP , donc :
(V.2.1) M a teP1 ,...,e
P
m
h˜ P =M a teP1 ,...,ePm AP = d i a g (λ1, ...,λm )
avec (λ1, ...,λm ) ∈ Γk et λ1 ≥ ... ≥ λm . Tout ξ ∈ T 1,0P tel que h P (ξ,ξ) = 1 s’écrit ξ=
m∑
i=1
ξi ePi avec
m∑
i=1
(ξi )2 = 1 et on a :
(V.2.2) h˜ P (ξ,ξ)=
m∑
i , j=1
ξi ξ j h˜ P
(
e
P
i ,e
P
j
)
=
m∑
i , j=1
ξi ξ jλiδi j =
m∑
i=1
λi
(
ξi
)2 ≤λm a x (AP )
Soit ξP = eP1 la direction de la plus grande valeur propre :λ1 =λm a x (AP ), AP (ξP )=λm a x (AP )ξP ,
ainsi h P (ξP ,ξP )= 1 et h˜ P (ξP ,ξP )=λm a x (AP ), ce qui prouve le lemme.
■
Pour P fixé, on a max
h P (ξ,ξ)=1
B (P,ξ)= B (P,ξP )=λm a x (AP )−ϕt (P ), on déduit par conséquent
que max
(P,ξ)∈U T 1,0
B (P,ξ)=max
P∈M
B (P,ξP )= B (P0,ξ0)≤ B (P0,ξP0 ), d’où :
(V.2.3) max
(P,ξ)∈U T 1,0
B (P,ξ)= B (P0,ξP0 )=λm a x (AP0 )−ϕt (P0)
Au point P0, on considère e
P0
1 , ...,e
P0
m une base h P0 -orthonormée de (T
1,0
P0
,h P0 ) constituée
de vecteurs propres de AP0 et qui en outre est :
1. h P0 -orthonormée : [h i j (P0)]1≤i , j≤m = Im
2. h˜ P0 -diagonale : [h˜ i j (P0)]1≤i , j≤m =M a t AP0 = d i a g (λ1, ...,λm ) λ ∈ Γk
3. λm a x (AP0 ) est atteint dans la direction e
P0
1 = ξP0 à savoir :
AP0 (ξP0 )=λm a x (AP0 )ξP0 =λ1ξP0 et λ1 ≥ ...≥λm .
Autrement dit, c’est une base telle que :
1. [g i j¯ (P0)]1≤i , j≤m = Im
2. [g˜ i j˜ (P0)]1≤i , j≤m =M a t AP0 = d i a g (λ1, ...,λm ) λ ∈ Γk
3. λm a x (AP0 )=λ1 ≥ ...≥λm
Soit (U0,ψ0) une carte holomorphe normale centrée en P0 telle que ψ0(P0)= 0 et ∂i |P0=
e
P0
i
i = 1...m (l’existence d’une telle carte est démontrée en Annexe). On se placera désor-
mais, sur cette carte (U0,ψ0) ainsi construite en P0.
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V.2.2 La fonctionnelle auxiliaire locale B1
La fonction P 7→ g11¯(P ) est continue sur U0 et vaut 1 en P0, il existe donc un ouvert
U1 ⊂U0 tel que : g11¯(P )> 0 pour tout P ∈U1. Soit B1 la fonctionnelle :
B1 :U1→R
P 7→ B1(P )=
g˜11¯(P )
g11¯(P )
−ϕt (P )
Cette fonctionnelle B1 atteint un maximum local en P0. En effet, pour tout P ∈U1 on a :
(V.2.4)
g˜11¯(P )
g11¯(P )
= g˜P (∂1,∂1¯)
gP (∂1,∂1¯)
= h˜ P (∂1,∂1)
h P (∂1,∂1)
= h˜ P
( ∂1
| ∂1 |h P
,
∂1
| ∂1 |h P
)
≤λm a x (AP )
(cf. lemme V.2.1), donc B1(P )≤λm a x (AP )−ϕt (P )≤λm a x (AP0 )−ϕt (P0)= B1(P0).
V.2.3 Différentiation de l’équation
Afin d’alléger les notations, on cachera désormais l’indice t de ϕt . Différentions l’équation
(Ek ,t ) en P , dans une carte z :
(V.2.5)
t ∂1¯ f = ∂1¯
(
Fk
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
))
= d Fk [δ j
i
+g j ℓ¯(P )∂
i ℓ¯ϕ(P )]1≤i , j≤m
.
[
∂1¯(g
j ℓ¯∂i ℓ¯ϕ)
]
1≤i , j≤m
avec ∂1¯(g
j ℓ¯∂i ℓ¯ϕ)= ∂1¯g j ℓ¯∂i ℓ¯ϕ+ g j ℓ¯∂1¯i ℓ¯ϕ, or d Fk [a j
i
]
.[b
j
i
]=
m∑
i , j=1
∂Fk
∂B
j
i
(
[a
j
i
]
)
b
j
i
, donc :
(V.2.6) t ∂1¯ f =
m∑
i , j=1
∂Fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]
)
×
(
∂1¯g
j ℓ¯∂i ℓ¯ϕ+ g j ℓ¯∂1¯i ℓ¯ϕ
)
En différentiant une deuxième fois, on obtient :
t ∂11¯ f =
m∑
i , j=1
∂1
(
∂Fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]
)) (
∂1¯g
j ℓ¯∂i ℓ¯ϕ+ g j ℓ¯∂1¯i ℓ¯ϕ
)
+ ∂Fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]
)
∂1
(
∂1¯g
j ℓ¯∂i ℓ¯ϕ+ g j ℓ¯∂1¯i ℓ¯ϕ
)
=
m∑
i , j ,r,s=1
∂2Fk
∂B sr ∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]
) (
∂1g
so¯ ∂r o¯ϕ+ g so¯ ∂1r o¯ϕ
)(
∂1¯g
j ℓ¯∂i ℓ¯ϕ+ g j ℓ¯∂1¯i ℓ¯ϕ
)
+
m∑
i , j=1
∂Fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]
) (
∂11¯g
j ℓ¯∂i ℓ¯ϕ+∂1¯g j ℓ¯∂1i ℓ¯ϕ+∂1g j ℓ¯∂1¯i ℓ¯ϕ+ g j ℓ¯∂11¯i ℓ¯ϕ
)
(V.2.7)
On se place à présent dans la carte (U1,ψ0), par normalité au point P0 on a : g
j ℓ¯ = δ jℓ,
∂αg i ℓ¯ = 0 et ∂αg i ℓ¯ = 0. Par ailleurs, [δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]= [δ
j
i
+∂i j¯ϕ]= [g˜ i j¯ ]= d i a g (λ1, ...,λm ), ce
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qui permet de simplifier l’expression précédente (V.2.7), on obtient en effet en P0, dans la carte
(U1,ψ0) que :
t ∂11¯ f =
m∑
i , j ,r,s=1
∂2Fk
∂B sr ∂B
j
i
(
d i a g (λ1, ...,λm )
)
∂1r s¯ϕ∂1¯i j¯ϕ
+
m∑
i , j=1
∂Fk
∂B
j
i
(
d i a g (λ1, ...,λm )
) (
∂11¯g
j i¯ ∂i i¯ϕ+∂11¯i j¯ϕ
)
(V.2.8)
Or ∂11¯g
j i¯ = ∂1¯
(
∂1g
j i¯
)
= ∂1¯
(
− g j s¯ g oi¯∂1go s¯
)
, donc toujours par normalité, on obtient en P0
que : ∂11¯g
j i¯ =−g j s¯ g oi¯∂11¯go s¯ =−∂11¯g i j¯ −R11¯i j¯ , par conséquent :
t ∂11¯ f =
m∑
i , j=1
∂Fk
∂B
j
i
(
d i a g (λ1, ...,λm )
) (
∂11¯i j¯ϕ−R11¯i j¯ ∂i i¯ϕ
)
+
m∑
i , j ,r,s=1
∂2Fk
∂B sr ∂B
j
i
(
d i a g (λ1, ...,λm )
)
∂1r s¯ϕ∂1¯i j¯ϕ(V.2.9)
V.2.4 Usage de la concavité
On montre ici que le deuxième terme du second membre de l’égalité (V.2.9) est négatif.
Remarquons que la matrice [ζ j
i
]1≤i , j≤m = [∂1i j¯ϕ]1≤i , j≤m n’est pas hermitienne, donc le fait
que ce terme soit négatif n’est pas une conséquence directe de la concavité de la fonction
Fk :λ
−1(Γk )⊂Hm (C)→R. Mais une démonstration similaire à celle de la concavité de Fk est
nécessaire (voir la preuve de la proposition II.4.1). En effet, par concavité de la fonction ln σk
(cf. [CNS85]), on obtient le lemme suivant :
LEMMEV.2 .2
S :=
m∑
i , j ,r,s=1
∂2Fk
∂B sr ∂B
j
i
(
d i a g (λ1, ...,λm )
)
∂1r s¯ϕ ∂1¯i j¯ϕ≤ 0
Preuve : On a :
(V.2.10)
S =
∑
1≤i 6= j≤m
−σk−2,i j (λ)
σk (λ)
| ∂1 j i¯ϕ |2 +
m∑
i , j=1
σk−2,i j (λ)σk (λ)−σk−1,i (λ)σk−1, j (λ)(
σk (λ)
)2︸ ︷︷ ︸
=:ci j
∂1 j j¯ϕ∂1¯i i¯ϕ︸ ︷︷ ︸
Z i
Or λ ∈ Γk , donc
σk−2,i j (λ)
σk (λ)
> 0 pour tout 1 ≤ i 6= j ≤m , par conséquen t :
(V.2.11) S ≤
m∑
i , j=1
ci j Z i Z j
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Le nombre complexe Z i s’écrit Z i = a i + i b i avec a i ,b i ∈R et la matrice réelle [ci j ]1≤i , j≤m est
symétrique donc :
m∑
i , j=1
ci j Z i Z j =
∑
1≤i< j≤m
ci j
(
Z i Z j + Z j Z i
)
+
m∑
i=1
ci i | Z i |2
=
∑
1≤i< j≤m
ci j 2
(
a i a j +b i b j
)
+
m∑
i=1
ci i
(
(a i )
2+ (b i )2
)
=
m∑
i , j=1
ci j a i a j +
m∑
i , j=1
ci j b i b j(V.2.12)
Par ailleurs, ci j =
∂2 ln σk
∂λi∂λ j
(λ) et par concavité de ln σk en λ ∈ Γk (cf. [CNS85]), on a :
(V.2.13) ∀ξ ∈Rm
m∑
i , j=1
∂2 ln σk
∂λi∂λ j
(λ) ξi ξ j ≤ 0
Par conséquen t,
m∑
i , j=1
ci j a i a j ≤ 0 et
m∑
i , j=1
ci j b i b j ≤ 0, ce qui montre que S ≤ 0. ■
Finalement, l’équation (V.2.9) combinée au lemme V.2.2 donne l’inégalité :
(V.2.14) t ∂11¯ f ≤
m∑
i=1
σk−1,i (λ)
σk (λ)
(
∂11¯i i¯ϕ−R11¯i i¯ ∂i i¯ϕ
)
V.2.5 Différentiation de la fonctionnelle B1
On différentie deux fois la fonctionnelle B1 :
B1(P )=
g˜11¯(P )
g11¯(P )
−ϕ(P )
∂i¯ B1 =
∂i¯ g˜11¯
g11¯
− g˜11¯∂i¯ g11¯
(g11¯)
2
−∂i¯ϕ
∂i i¯ B1 =
∂i i¯ g˜11¯
g11¯
− ∂i g11¯ ∂i¯ g˜11¯+∂i g˜11¯ ∂i¯ g11¯+ g˜11¯∂i i¯ g11¯
(g11¯)
2
+ 2g˜11¯∂i g11¯∂i¯ g11¯
(g11¯)
3
−∂i i¯ϕ
Par conséquent, on obtient au point P0, dans la carte (U1,ψ0) que :
(V.2.15) ∂i i¯ B1 = ∂i i¯
(
g11¯+∂11¯ϕ
)
−λ1 ∂i i¯ g11¯−∂i i¯ϕ= R11¯i i¯ +∂11¯i i¯ϕ−λ1 R11¯i i¯ −∂i i¯ϕ
On définit :
(V.2.16) L :=
m∑
i , j=1
∂Fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
)
∇ j
i
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On a donc en P0 :
L(B1)=
m∑
i , j=1
∂Fk
∂B
j
i
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
)
∂i j¯ B1
=
m∑
i=1
σk−1,i (λ)
σk (λ)
(
∂11¯i i¯ϕ+ (1−λ1)R11¯i i¯ −∂i i¯ϕ
)
(V.2.17)
En combinant cette dernière égalité (V.2.17) avec l’inégalité (V.2.14), on obtient :
(V.2.18)
t ∂11¯ f −L(B1)≤
m∑
i=1
σk−1,i (λ)
σk (λ)
(
∂11¯i i¯ϕ−R11¯i i¯ ∂i i¯ϕ
)
−
m∑
i=1
σk−1,i (λ)
σk (λ)
(
∂11¯i i¯ϕ+ (1−λ1)R11¯i i¯ −∂i i¯ϕ
)
Les dérivées 4ièmes se simplifient, d’où :
t ∂11¯ f −L(B1)≤
m∑
i=1
σk−1,i (λ)
σk (λ)
R11¯i i¯
(
−∂i i¯ϕ+λ1−1
)
+
m∑
i=1
σk−1,i (λ)
σk (λ)
∂i i¯ϕ
≤
m∑
i=1
σk−1,i (λ)
σk (λ)
R11¯i i¯
(
λ1−1−λi +1
)
+
m∑
i=1
σk−1,i (λ)
σk (λ)
(
λi −1
)
(V.2.19)
Or B1 atteint son maximum en P0, donc :
(V.2.20) 0 ≥ L(B1)≥
m∑
i=2
σk−1,i (λ)
σk (λ)
(
−R11¯i i¯
)(
λ1−λi
)
−
m∑
i=1
σk−1,i (λ)
σk (λ)
(
λi −1
)
+ t ∂11¯ f
Ce qui donne au final l’inégalité suivante en P0 :
(V.2.21) 0 ≥
m∑
i=2
σk−1,i (λ)
σk (λ)
(
−R11¯i i¯
)(
λ1−λi
)
−
m∑
i=1
σk−1,i (λ)
σk (λ)
λi +
m∑
i=1
σk−1,i (λ)
σk (λ)
+ t ∂11¯ f
Hypothèse de courbure : Désormais, on suppose que la courbure bisectionnelle ho-
lomorphe (cf. Annexes) est positive ou nulle en tout point P ∈ M . Ainsi, dans toute carte
holomorphe normale centrée en P on a :
(V.2.22) Ra a¯b b¯ (P )≤ 0 ∀a ,b ∈ {1, · · · ,m }
Ceci vaut en particulier en P0 dans la carte ψ0.
Revenons à présent à l’inégalité (V.2.21), on a σk (λ) > 0 et σk−1,i (λ) > 0 puisque λ ∈ Γk , de
plus pour tout i ∈ {2, · · · ,m } on a
(
−R11¯i i¯
)
≥ 0 sous notre hypothèse de courbure. Par ailleurs,
λi ≤λ1 pour tout i ∈ {1, · · · ,m }, ainsi :
(V.2.23)
m∑
i=2
σk−1,i (λ)
σk (λ)
(
−R11¯i i¯
)(
λ1−λi
)
≥ 0
Ce qui nous permet de nous débarrasser des termes de courbure dans l’inégalité (V.2.21), et
donne finalement l’inégalité :
(V.2.24) 0 ≥−
m∑
i=1
σk−1,i (λ)
σk (λ)
λi +
m∑
i=1
σk−1,i (λ)
σk (λ)
+ t ∂11¯ f
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V.2.6 Majoration de la plus grande valeur propre λ1
On utilise dans cette section quelques identités élémentaires (cf. [LT94]) satisfaites par les
σℓ à savoir :
LEMMEV.2 .3 ∀1 ≤ ℓ≤m σℓ(λ)=σℓ,i (λ)+λi σℓ−1,i (λ)
LEMMEV.2 .4 ∀1 ≤ ℓ≤m
m∑
i=1
σℓ−1,i (λ)λi = ℓσℓ(λ),
donc en particulier :
m∑
i=1
σk−1,i (λ)
σk (λ)
λi = k
Preuve : Soit 1 ≤ ℓ ≤ m . Le polynôme σℓ est homogène de degré ℓ, donc vérifie l’équation
d’Euler :
m∑
i=1
∂σℓ
∂λi
(λ)λi = ℓσℓ(λ) ■
En combinant les lemmes V.2.3 et V.2.4, on obtient le corollaire suivant :
COROLLAIREV.2 .1 ∀1 ≤ ℓ≤m
m∑
i=1
σℓ,i (λ)= (m −ℓ)σℓ(λ),
donc en particulier :
m∑
i=1
σk−1,i (λ)
σk (λ)
= (m −k +1)σk−1(λ)
σk (λ)
Par conséquent, l’inégalité (V.2.24) s’écrit :
(V.2.25) 0 ≥−k +k (m −k +1)
k
σk−1(λ)
σk (λ)
+ t ∂11¯ f
soit encore :
(V.2.26) qk :=
(m −k +1)
k
σk−1(λ)
σk (λ)
≤ 1− t
k
∂11¯ f
et donc, qk ≤ 1+
1
k
| ∂11¯ f |. Or en P0 :
(V.2.27) | ∇2 f |2g= 2 g a c¯ g d b¯
(
∇a b¯ f ∇c¯d f +∇ad f ∇c¯ b¯ f
)
= 2
m∑
a ,b=1
(
| ∂a b¯ f |2 + | ∂ab f |2
)
donc | ∂11¯ f |≤| ∇2 f |g , par conséquent qk ≤ 1+
1
k
‖ f ‖C2(M ) =:C1. Autrement dit, il existe une
constante C1 ne dépendant que de k et ‖ f ‖C2 telle que :
(V.2.28) qk ≤C1
Pour déduire de l’inégalité (V.2.28) une majoration uniforme de la plus grande valeur
propre λ1, on utilise les inégalités de Newton (cf. Annexes lemme VII.8.2). On utilise en effet
ces inégalités pour relier qk à σ1.
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Pour tout 2 ≤ ℓ ≤ k et λ ∈ Γk , on a σℓ(λ) > 0, σℓ−1(λ) > 0 et σℓ−2(λ) > 0 (σ0(λ) = 1 par
convention), donc par les inégalités de Newton (lemme VII.8.2) :
(V.2.29)
(m −ℓ+2)
(ℓ−1)
σℓ−2(λ)
σℓ−1(λ)
≤ (m −ℓ+1)
ℓ
σℓ−1(λ)
σℓ(λ)
ou encore :
(V.2.30) qℓ−1 ≤ qℓ
par conséquent :
(V.2.31) qk ≥ qk−1 ≥ ...≥ q2 =
(m −1)σ1(λ)
2σ2(λ)
Ce qui permet de déduire par récurrence que :
(V.2.32) ∀2 ≤ ℓ≤ k σ1(λ)≤
ℓ!(m −ℓ)!
(m −1)! σℓ(λ)
(
qℓ
)ℓ−1
et en particulier :
(V.2.33) σ1(λ)≤
k !(m −k )!
(m −1)! σk (λ)
(
qk
)k−1
Or σk (λ) = e t f (P0)
(
m
k
)∫
M ω
m∫
M e
t f ωm
≤ e2‖ f ‖∞
(
m
k
)
, donc en combinant l’inégalité (V.2.33) avec cette
dernière estimation et avec l’estimation (V.2.28), on obtient en P0 :
(V.2.34) σ1(λ)≤m e2‖ f ‖∞ (C1)k−1 =:C2
ce qui donne lieu au théorème suivant :
THÉORÈMEV.2 .1 Il existe une constan te C2 > 0 ne dépendan t que de m ,k ,‖ f ‖∞ et ‖ f ‖C2
telle que :
∀1 ≤ i ≤m λi ≤C2
(ici λ=λ(P0) )
En combinant ce résultat avec l’estimée a priori C0, ‖ϕt ‖C0 ≤C0, on obtient immédiate-
ment le théorème plus général suivant :
THÉORÈMEV.2 .2 Il existe une constan te C ′2 > 0 ne dépendan t que de m ,k ,‖ f ‖C2 et C0 telle
que :
∀P ∈M , ∀i ∈ {1, ...,m }, λi (P )≤C ′2
Preuve : Pour P ∈M , on a λmax(AP )−ϕt (P )≤λmax(AP0 )−ϕt (P0) donc
λmax(AP ) ≤ λmax(AP0 )+ϕt (P )−ϕt (P0) ≤ C2 + 2‖ϕt ‖∞ ce qui, combiné avec l’estimée C0,
donne λmax(AP )≤C2+2C0 =:C ′2. ■
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V.2.7 Pincement uniforme des valeurs propres
PROPOSITIONV.2 .1 On dispose du pincement suivan t des valeurs propres :
∀i ∈ {1, ..,m }, −(m −1)C2 ≤λi ≤C2 ,
où λ=λ(P0) et C2 est la constan te du théorème V.2.1.
Preuve : On a σ1(λ)=σ1,i (λ)+λi > 0 puisque λ ∈ Γk , donc λi >−σ1,i (λ)≥−(m −1)C2. ■
De façon similaire, on montre la proposition plus générale suivante :
PROPOSITIONV.2 .2
∀P ∈M , ∀i ∈ {1, ..,m }, −(m −1)C ′2 ≤λi (P )≤C ′2
où C ′2 est la constan te du théorème V.2.2
V.3 L’ellipticité uniforme de l’équation de continuité Ek ,t
PROPOSITIONV.3 .1 Il existe des constan tes 0 < E ≤ F ne dépendan t que de m ,k ,‖ f ‖∞ et C2
telles que :
E ≤σk−1,1(λ)≤ ...≤σk−1,m (λ)≤ F
où λ=λ(P0).
Preuve : On a λ1 ≥ ...≥λm d’où
∂σk
∂λ1
=σk−1,1(λ)≤ ...≤
∂σk
∂λm
=σk−1,m (λ)≤
(
m −1
k −1
)(
C2
)k−1 =: F ,
la constan te F ainsi défin ie ne dépend que de m ,k et C2. Cherchons à présen t un m inoran t
un iforme de σk−1,1(λ), et ce en utilisan t l’iden tité : σk (λ) = λ1σk−1,1(λ)+σk ,1(λ). On dis-
tingue deux cas :
– Cas 1 : σk ,1(λ)≤ 0. Dans ce cas on a σk (λ)≤λ1σk−1,1(λ) d’où σk−1,1(λ)≥
σk (λ)
λ1
, or :
(V.3.1) σk (λ)= e t f (P0)
(
m
k
)∫
M ω
m∫
M e
t f ωm
≥ e−2‖ f ‖∞
(
m
k
)
et 0 <λ1 ≤C2, donc σk−1,1(λ)≥
e−2‖ f ‖∞
(
m
k
)
C2
.
– Cas 2 : σk ,1(λ) > 0. Pour tout 1 ≤ j ≤ k − 1, on a σ j (λ2, ...,λm ) = σ j ,1(λ) > 0 puisque
j +1 ≤ k et λ ∈ Γk . Par ailleurs, σk (λ2, ...,λm )=σk ,1(λ)> 0 par hypothèse, d’où :
(V.3.2) (λ2, ...,λm ) ∈ Γk ,1 =
{
β ∈Rm −1/∀1 ≤ j ≤ k , σ j (β)> 0
}
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On déduit par conséquen t par les inégalités de Maclaurin (lemme VII.8.1) que :
(V.3.3)
(
σk (λ2, ...,λm )(
m −1
k
) ) 1k ≤ (σk−1(λ2, ...,λm )(
m −1
k−1
) ) 1k−1
ou encore
(
σk ,1(λ)(
m −1
k
) ) 1k ≤ (σk−1,1(λ)(
m −1
k−1
) ) 1k−1 d’où σk ,1(λ) ≤
(
m −1
k
)(
σk−1,1(λ)(
m −1
k−1
) )1+ 1k−1 , par
conséquen t :
σk (λ)=λ1σk−1,1(λ)+σk ,1(λ)≤λ1σk−1,1(λ)+
(
m −1
k
)(
σk−1,1(λ)(
m −1
k−1
) )1+ 1k−1
≤σk−1,1(λ)
[
λ1+
(
m −1
k
)(
m −1
k−1
)(σk−1,1(λ)(
m −1
k−1
) ) 1k−1 ](V.3.4)
Ace stade, on distingue deux sous-cas du cas 2 :
– Si σk−1,1(λ)>
(
m −1
k −1
)
alors on a le m inoran t un iforme recherché.
– Sinon σk−1,1(λ)≤
(
m −1
k −1
)
, donc
(
σk−1,1(λ)(
m −1
k−1
) ) 1k−1 ≤ 1, d’où
σk (λ)≤σk−1,1(λ)
[
λ1+
(
m −1
k
)(
m −1
k−1
)]=σk−1,1(λ) (λ1+m
k
−1
)
, ce qui en traîne la m inoration
σk−1,1(λ)≥
σk (λ)
λ1+ mk −1
≥
e−2‖ f ‖∞
(
m
k
)
C2+ mk −1
.
Par conséquen t, on a σk−1,1(λ)≥min
{
e−2‖ f ‖∞
(
m
k
)
C2
,
(
m −1
k −1
)
,
e−2‖ f ‖∞
(
m
k
)
C2+ mk −1
}
et finalemen t :
(V.3.5) σk−1,1(λ)≥min
{(
m −1
k −1
)
,
e−2‖ f ‖∞
(
m
k
)
C2+ mk −1
}
=:E
La constan te E ainsi défin ie dépend un iquement de m ,k ,‖ f ‖∞ et C2. ■
On prouve de façon similaire la proposition plus générale suivante :
PROPOSITIONV.3 .2 Il existe des constan tes 0 < E0 ≤ F0 ne dépendan t que de m ,k ,‖ f ‖∞ et
C
′
2 telles que :
∀P ∈M , ∀1 ≤ i ≤m , E0 ≤σk−1,i
(
λ(P )
)
≤ F0
Preuve : Avec exactement la même preuve que la proposition , on trouve :
F0 =
(
m −1
k −1
)(
C
′
2
)k−1
et E0 =min
{(
m −1
k −1
)
,
e−2‖ f ‖∞
(
m
k
)
C ′2+ mk −1
}
. ■
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V.4 Estimation uniforme du gradient
La variété M est riemannienne compacte et ϕt ∈C2(M ), donc par la formule de Green :
(V.4.1) ϕt (P )=
1
V ol (M )
∫
M
ϕt (Q )d v g (Q )+
∫
M
G(P,Q )△ϕt (Q )d v g (Q )
où G(P,Q ) est la fonction de Green du Laplacien △. En différentiant cette égalité (V.4.1)
localement sous le signe intégral, on obtient :
(V.4.2) ∂u iϕt (P )=
∫
M
△ϕt (Q ) × (∂u i )PG(P,Q ) d v g (Q )
On déduit donc qu’on a dans une carte holomorphe centrée en P :
(V.4.3) | ∂u iϕt (P ) |≤
∫
M
| △ϕt (Q ) | | ∇PG(P,Q ) | d v g (Q )
et :
(V.4.4) | (∇ϕt )P |≤
p
2m
∫
M
| △ϕt (Q ) | | ∇PG(P,Q ) | d v g (Q )
(cette dernière expression est intrinsèque).
Montrons le lemme suivant :
LEMMEV.4 .1 Il existe une constan te C3 > 0 ne dépendan t que de m et C ′2 telle que :
‖△ϕt ‖∞,M ≤C3
Preuve : Au poin t Q ∈M , dans une carte holomorphe g -normale g˜ adaptée, on a :
(V.4.5) △ϕt (Q )=−2g a b¯ (Q )∂a b¯ϕt (Q )=−2
∑
a
∂a a¯ϕt (Q )=−2
∑
a
(λa (Q )−1)= 2m −2
m∑
a=1
λa (Q )
(on utilise ici le Laplacien réel), ce qui en traîne le résultat par le pincement un iforme des
valeurs propres (proposition V.2.2). ■
En combinant l’équation (V.4.4) au lemme V.4.1, on déduit que :
(V.4.6) | (∇ϕt )P |≤
p
2m C3
∫
M
| ∇PG(P,Q ) | d v g (Q )
Par ailleurs, on sait classiquement (cf. [AUB98], p.109), l’existence de constantes C et C ′
telles que :
(V.4.7) | ∇PG(P,Q ) |≤
C
d g (P,Q )2m −1
and
∫
M
1
d g (P,Q )2m −1
d v g (Q )≤C ′
On obtient par conséquent le résultat suivant :
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PROPOSITIONV.4 .1 Il existe une constan te C5 > 0 ne dépendan t que de m ,C ′2 et (M ,g ) telle
que :
∀P ∈M | (∇ϕt )P |≤C5
Plus précisément, on peut prendre C5 =
p
2m C3C C
′.
V.5 Estimation des dérivées secondes
Notre équation est de la forme :
(E) F
(
P, [∂u i u jϕ]1≤i , j≤2m
)
= v P ∈M
V.5.1 La fonctionnelle Φ
On considère la fonctionnelle suivante :
Φ :U T →R
(P,ξ) 7→ (∇2ϕ)P (ξ,ξ)+
1
2
| (∇ϕ)P |2g
où U T est le fibré en sphère unité associé au fibré tangent (T M ,g ). Φ est continue sur le
compact U T , elle atteint donc son maximum en un point (P1,ξ1) ∈U T .
V.5.2 Réduction de la preuve à la majoration de (∇2ϕt )P1(ξ1,ξ1)
Si on trouve un majorant uniforme de la quantité (∇2ϕ)P1 (ξ1,ξ1), on en déduit aisément
(vu que | ∇ϕ |∞≤C5) l’existence d’une constante C6 > 0 telle que :
(V.5.1) (∇2ϕ)P (ξ,ξ)≤C6 ∀(P,ξ) ∈U T
Fixons P ∈M . Soit (UP ,ψP ) une carte holomorphe g -normale g˜ -adaptée centrée en P à savoir
une carte satisfaisant [g i j¯ (P )]1≤i , j≤m = Im , ∂ℓg i j¯ (P )= 0 et [g˜ i j¯ (P )]1≤i , j≤m = d i a g
(
λ1(P ), ...,λm (P )
)
.
On a | ∂x j |g=
p
2, on obtient donc ∂x j x jϕ(P )= 2 (∇2ϕ)P
(
∂x jp
2
,
∂x jp
2
)
≤ 2C6 et de façon similaire
∂y j y jϕ(P )= 2 (∇2ϕ)P
(∂y jp
2
,
∂y jp
2
)
≤ 2C6 pour tout 1 ≤ j ≤m . Par ailleurs, on a :
(V.5.2) ∂x j x jϕ(P )+∂y j y jϕ(P )= 4∂ j j¯ϕ(P )= 4
(
λ j (P )−1
)
≥−4
[
(m −1)C ′2+1
]
par conséquent, on obtient :
(V.5.3) ∂x j x jϕ(P )≥−4
[
(m −1)C ′2+1
]
−2C6 =:−C7 et ∂y j y jϕ(P )≥−C7 ∀ j ∈ {1, ...,m }
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Bornons à présent les dérivées secondes mixtes ∂u r u sϕt (P ) : Soient 1 ≤ r 6= s ≤ 2m , on a
| ∂x r ±∂x s |g= 2, par conséquent :
(V.5.4) (∇2ϕ)P
(∂x r ±∂x s
2
,
∂x r ±∂x s
2
)
= 1
4
∂x r x rϕ(P )+
1
4
∂x s x sϕ(P )±
1
2
∂x r x sϕ(P )≤C6
ce qui entraîne ±∂x r x sϕ(P )≤ 2C6−
1
2
∂x r x rϕ(P )−
1
2
∂x s x sϕ(P ), d’où | ∂x r x sϕt (P ) |≤ 2C6+C7.
On prouve de façon similaire qu’au point P , dans la carte ψP on a :
(V.5.5)
| ∂y r y sϕ(P ) |≤ 2C6+C7 ∀r 6= s ∈ {1, ...,m } et | ∂x r y sϕ(P ) |≤ 2C6+C7 ∀r, s ∈ {1, ...,m }
ainsi :
(V.5.6) ∀1 ≤ i , j ≤ 2m | ∂u i u jϕ(P ) |≤ 2C6+C7
On déduit par conséquent que :
(V.5.7) | (∇2ϕ)(P ) |2g=
1
4
∑
1≤i , j≤2m
(
∂u i u jϕ(P )
)2
≤m 2
(
2C6+C7
)2
THÉORÈMEV.5 .1 (Estim ée uniform e des dérivées secondes) Il existe une constan te C8 > 0
ne dépendan t que de m ,C ′2 et C6 telle que :
∀P ∈M | (∇2ϕ)P |g≤C8
Ce qui permet de déduire l’estimée C2 uniforme recherchée :
(V.5.8) ‖ϕ‖C2(M ,R) ≤C0+C5+C8
V.5.3 Choix de la carte
Pour P ∈M fixé, la fonction ξ ∈U TP 7→ (∇2ϕ)P (ξ,ξ) est continue sur le compact U TP (la
fibre), elle atteint donc son maximum en un vecteur unitaire ξP ∈U TP . Par ailleurs, (∇2ϕ)P
étant une forme bilinéaire symétrique sur TP M , le principe du min-max assure que :
(V.5.9) (∇2ϕ)P (ξP ,ξP )= max
ξ∈TP M ,g (ξ,ξ)=1
(∇2ϕ)P (ξ,ξ)=βm a x (P )
où βm a x (P ) désigne la plus grande valeur propre de (∇2ϕ)P relativement à gP , on peut en
outre choisir comme ξP "la direction" de la plus grande valeur propre βm a x (P ). Pour P fixé,
on a donc :
(V.5.10)
max
ξ∈TP M ,gP (ξ,ξ)=1
Φ(P,ξ)=Φ(P,ξP )= (∇2ϕ)P (ξP ,ξP )+
1
2
| (∇ϕ)P |2g=βm a x (P )+
1
2
| (∇ϕ)P |2g
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d’où :
(V.5.11) max
(P,ξ)∈U T
Φ(P,ξ)=max
P∈M
Φ(P,ξP )=Φ(P1,ξ1)≤Φ(P1,ξP1 )
et par conséquent :
(V.5.12) max
(P,ξ)∈U T
Φ(P,ξ)=Φ(P1,ξP1 )=βm a x (P1)+
1
2
| (∇ϕ)P1 |2g
Au point P1, on considère ε
P1
1 , ...,ε
P1
2m une base (réelle) de (TP1M ,gP1 ) satisfaisant les conditions
suivantes :
– [g i j (P1)]1≤i , j≤2m = I2m
– [(∇2ϕ)i j (P1)]1≤i , j≤2m = d i a g (β1, ...,β2m )
– β1 =βm a x (P1)≥β2 ≥ ...≥β2m .
Soit (U ′1,ψ1) une carte réelle C
∞, g -normale en P1 obtenue à partir d’une carte holomorphe
z
1, ..., z m en posant (u 1, ...,u 2m ) = (x 1, ..., x m , y 1, ..., y m ) où z j = x j + i y j (à savoir une carte
telle que [g i j (P1)]1≤i , j≤2m = I2m , ∀1 ≤ i , j , l ≤ 2m ∂u l g i j = 0) satisfaisant ψ1(P1) = 0 et
∂u i |P1= εP1i . Ainsi ∂u 1 |P1 est la "direction" de la plus grande valeur propre βm a x (P1).
V.5.4 La fonctionnelle auxiliaire locale Φ1
Désormais, on travaillera dans la carte réelle (U ′1,ψ1) construite ci dessus en P1. Soit
U2 ⊂U ′1 un ouvert tel que : ∀P ∈U2 g11(P )> 0, et soit Φ1 la fonctionnelle :
Φ1 :U2→R
P 7→Φ1(P )=
(∇2ϕ)11(P )
g11(P )
+ 1
2
| (∇ϕ)P |2g
La fonctionnelle Φ1 atteint son maximum en P1. En effet :
(∇2ϕ)11(P )
g11(P )
= (∇
2ϕ)P (∂u 1 ,∂u 1 )
gP (∂u 1 ,∂u 1 )
= (∇2ϕ)P
(
∂u 1
| ∂u 1 |g
,
∂u 1
| ∂u 1 |g
)
≤βm a x (P )
ainsi,
(V.5.13) Φ1(P )≤βm a x (P )+
1
2
| (∇ϕ)P |2g≤βm a x (P1)+
1
2
| (∇ϕ)P1 |2g=Φ1(P1)
ce qui achève la vérification.
On différentie à présent l’équation (E) deux fois dans "la direction réelle" ∂u 1 :
(E) F
(
P, [∂u i u jϕ]1≤i , j≤2m
)
= v
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Au point P , dans une carte u on obtient :
(V.5.14) ∂u 1v =
∂F
∂u 1
[ϕ]+
2m∑
i , j=1
∂F
∂r i j
[ϕ] ∂u 1u i u jϕ
En différentiant une deuxième fois, on aboutit à :
∂u 1u 1v =
∂2F
∂u 1∂u 1
[ϕ]+
2m∑
i , j=1
∂2F
∂r i j ∂u 1
[ϕ] ∂u 1u i u jϕ
+
2m∑
i , j=1
[
∂2F
∂u 1∂r i j
[ϕ]+
2m∑
e,s=1
∂2F
∂res∂r i j
[ϕ] ∂u 1u e u sϕ
]
∂u 1u i u jϕ
+
2m∑
i , j=1
∂F
∂r i j
[ϕ] ∂u 1u 1u i u jϕ(V.5.15)
Or au point P1, pour notre fonction
F(P, r )= Fk [δ ji +
1
4
g
j ℓ¯(P )(r iℓ+ r(i+m )(ℓ+m )+ i r i (ℓ+m )− i r(i+m )ℓ)]1≤i , j≤m on a :
(V.5.16)
∂2F
∂r i j ∂u 1
[ϕ]= 0
En effet :
∂2F
∂r i j ∂u 1
(P, r )=
m∑
o,s,q=1
∂
∂r i j
{
∂Fk
∂B so
[δ
j
i
+ 1
4
g
j ℓ¯(P )(r iℓ+ r(i+m )(ℓ+m )+ i r i (ℓ+m )− i r(i+m )ℓ)]
× 1
4
(roq + r(o+m )(q+m )+ i ro(q+m )− i r(o+m )q )
}
×∂u 1g sq¯ (P )(V.5.17)
et ∂u 1g
sq¯ (P1)= 0. Ainsi, on obtient :
(V.5.18)
∂u 1u 1v =
∂2F
∂u 1∂u 1
[ϕ]+
2m∑
i , j ,e,s=1
∂2F
∂res∂r i j
[ϕ] ∂u 1u e u sϕ ∂u 1u i u jϕ+
2m∑
i , j=1
∂F
∂r i j
[ϕ] ∂u 1u 1u i u jϕ
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V.5.5 Usage de la concavité
La fonction F est concave en la variable r . En effet :
F(P, r )= Fk [δ ji +
1
4
g
j ℓ¯(P )(r iℓ+ r(i+m )(ℓ+m )+ i r i (ℓ+m )− i r(i+m )ℓ)]1≤i , j≤m
= Fk (g−1(P )r˜ ) où r˜ = [g i j¯ (P )+
1
4
(r i j + r(i+m )( j+m )+ i r i ( j+m )− i r(i+m ) j )]1≤i , j≤m
= Fk (g
−1
2 (P )r˜ g
−1
2 (P )︸ ︷︷ ︸
∈Hm (C)
)
= Fk [δ ji +
1
4
m∑
ℓ,s=1
(
g
−1
2 (P )
)
iℓ
(
g
−1
2 (P )
)
s j
(rℓs + r(ℓ+m )(s+m )+ i rℓ(s+m )− i r(ℓ+m )s)]1≤i , j≤m︸ ︷︷ ︸
=:ρP (r )
(V.5.19)
or, pour P fixé r ∈ S2m (R) 7→ ρP (r ) ∈ Hm (C) est affine (ici S2m (R) désigne l’ensemble des
matrices symétriques de taille 2m ), en outre, Fk est concave sur λ
−1(Γk ) ⊂Hm (C) (cf. pro-
position II.4.1), on déduit donc que la composée F(P, .)= Fk ◦ρP est concave sur l’ensemble
{r ∈ S2m (R)/ ρP (r ) ∈λ−1(Γk )}= ρ−1P
(
λ−1(Γk )
)
. Ce qui montre que F est concave en la variable
r . Ainsi, vu que [∂u 1u i u jϕ]1≤i , j≤m est une matrice symétrique, on obtient que :
(V.5.20)
2m∑
i , j ,e,s=1
∂2F
∂res∂r i j
[ϕ] ∂u 1u e u sϕ ∂u 1u i u jϕ≤ 0
Par conséquent, on obtient l’inégalité suivante :
(V.5.21) ∂u 1u 1v −∂u 1u 1F[ϕ]≤
2m∑
i , j=1
∂F
∂r i j
[ϕ] ∂u 1u 1u i u jϕ
Calculons à présent la quantité ∂u 1u 1F[ϕ] (en P1). On a :
∂2F
∂u 1∂u 1
(P, r )=
m∑
o,s,q=1
∂
∂u 1
{
∂Fk
∂B so
[δ
j
i
+ 1
4
g
j ℓ¯(P )(r iℓ+ r(i+m )(ℓ+m )+ i r i (ℓ+m )− i r(i+m )ℓ)]
}
×∂u 1g sq¯ (P )
1
4
(roq + r(o+m )(q+m )+ i ro(q+m )− i r(o+m )q )
+
m∑
o,s,q=1
∂Fk
∂B so
[δ
j
i
+ 1
4
g
j ℓ¯(P )(r iℓ+ r(i+m )(ℓ+m )+ i r i (ℓ+m )− i r(i+m )ℓ)]
×∂u 1u 1g sq¯ (P )
1
4
(roq + r(o+m )(q+m )+ i ro(q+m )− i r(o+m )q )(V.5.22)
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Or ∂u 1g
sq¯ (P1)= 0 donc :
∂2F
∂u 1∂u 1
(P1,D
2ϕ(P1))=
m∑
s=1
∂Fk
∂B ss
[d i a g (λ1(P1), ...,λm (P1))]×∂u 1u 1g ss¯(P1) ∂ss¯ϕ(P1)
=
m∑
s=1
σk−1,s(λ(P1))
σk (λ(P1))
×∂u 1u 1g ss¯(P1) ∂ss¯ϕ(P1)(V.5.23)
Or en P1, ∂u 1u 1g
ss¯ =−g so¯ g q s¯∂u 1u 1gq o¯ et [g i j¯ ]1≤i , j≤m = 2Im donc ∂u 1u 1g ss¯ =−4∂u 1u 1gss¯ d’où
∂u 1u 1g
ss¯ =−∂u 1u 1gss −∂u 1u 1g(s+m )(s+m ).
De plus on a Γu
r
u j u s
= 1
2
(
∂u j gos +∂u s go j −∂u o g j s
)
g
or , ainsi :
(V.5.24) ∂u i Γ
u r
u j u s
= 1
2
(
∂u i u j gr s +∂u i u s gr j −∂u i u r g j s
)
De façon similaire, on a en P1 :
(V.5.25) ∂u iΓ
u s
u j u r
= 1
2
(
∂u i u j gr s +∂u i u r gs j −∂u i u s g j r
)
Par conséquent, on déduit que :
(V.5.26) ∂u i u j gr s = ∂u iΓu
r
u j u s
+∂u i Γu
s
u j u r
Ainsi, on a en P1 :
(V.5.27) ∂u 1u 1g
ss¯ =−2∂u 1Γu
s
u 1u s
−2∂u 1Γu
s+m
u 1u s+m
Par ailleurs, ∂ss¯ϕ=
1
4
(∂u su sϕ+∂u s+m u s+m ϕ), ce qui entraîne qu’en P1 :
(V.5.28) ∂u 1u 1F[ϕ]=
m∑
s=1
σk−1,s(λ(P1))
σk (λ(P1))
×
(
−2∂u 1Γu
s
u 1u s
−2∂u 1Γu
s+m
u 1u s+m
)
× 1
4
(∂u su sϕ+∂u s+m u s+m ϕ)
Par conséquent, l’inégalité (V.5.21) devient :
∂u 1u 1v ≤
2m∑
i , j=1
∂F
∂r i j
[ϕ] ∂u 1u 1u i u jϕ
− 1
2
m∑
s=1
σk−1,s(λ(P1))
σk (λ(P1))
×
(
∂u 1Γ
u s
u 1u s
+ ∂u 1Γu
s+m
u 1u s+m
) (
∂u su sϕ+∂u s+m u s+m ϕ
)
(V.5.29)
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V.5.6 Différentiation de la fonctionnelle Φ1
On différentie deux fois la fonctionnelle Φ1 :
Φ1(P )=
(∇2ϕ)11(P )
g11(P )
+ 1
2
| (∇ϕ)P |2g
∂u jΦ1(P )=
∂u j (∇2ϕ)11
g11(P )
− (∇
2ϕ)11 ∂u j g11(P )
g11(P )2
+ 1
2
∂u j | (∇ϕ)P |2g
∂u i u jΦ1(P )=
∂u i u j (∇2ϕ)11
g11(P )
− ∂u j (∇
2ϕ)11 ∂u i g11(P )
g11(P )2
− ∂u i (∇
2ϕ)11 ∂u j g11(P )+ (∇2ϕ)11(P )∂u i u j g11(P )
g11(P )2
− (∇2ϕ)11(P )∂u j g11(P )∂u i
(
1
g11(P )2
)
+ 1
2
∂u i u j | (∇ϕ)P |2g(V.5.30)
Ainsi, en P1 dans la carte ψ1 on obtient :
(V.5.31) ∂u i u jΦ1 = ∂u i u j (∇2ϕ)11− (∇2ϕ)11(P1)∂u i u j g11+
1
2
∂u i u j | (∇ϕ)P |2g (P1)
Calculons à présent les différents termes (en P1 dans la carte ψ1) :
∂u i u j (∇2ϕ)11 = ∂u i u j
(
∂u 1u 1ϕ−Γu
s
u 1u 1
∂u sϕ
)
= ∂u i u j u 1u 1ϕ−∂u i u j Γu
s
u 1u 1
∂u sϕ−∂u j Γu
s
u 1u 1
∂u i u sϕ−∂u i Γu
s
u 1u 1
∂u j u sϕ(V.5.32)
Par ailleurs, on a Γu
1
u j u 1
= 1
2
(
∂u j gs1+∂u 1gs j −∂u s g j 1
)
g
s1, on déduit par conséquent que :
(V.5.33) ∂u iΓ
u 1
u j u 1
= 1
2
(
∂u i u j gs1+∂u i u 1gs j −∂u i u s g j 1
)
g
s1+0 = 1
2
∂u i u j g11
à savoir que :
(V.5.34) ∂u i u j g11 = 2∂u iΓu
1
u j u 1
En outre, on a en P1 :
∂u i u j | (∇ϕ)P |2g=∂u i u j
( 2m∑
r,s=1
g
r s ∂u rϕ∂u sϕ
)
=∂u i
( 2m∑
r,s=1
∂u j g
r s ∂u rϕ ∂u sϕ+ g r s ∂u j u rϕ∂u sϕ+ g r s ∂u rϕ ∂u j u sϕ
)
=
2m∑
r,s=1
∂u i u j g
r s ∂u rϕ ∂u sϕ+ g r s ∂u i u j u rϕ ∂u sϕ+ g r s ∂u j u rϕ ∂u i u sϕ
+ g r s ∂u i u rϕ ∂u j u sϕ+ g r s ∂u rϕ ∂u i u j u sϕ
=
2m∑
r,s=1
∂u i u j g
r s ∂u rϕ ∂u sϕ+2
2m∑
s=1
∂u i u j u sϕ ∂u sϕ+2
2m∑
s=1
∂u i u sϕ ∂u j u sϕ(V.5.35)
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Or en P1, ∂u i u j g
r s =−∂u i u j gr s , de plus par (V.5.26) on a en P1 : ∂u i u j gr s = ∂u iΓu
r
u j u s
+∂u i Γu
s
u j u r
Ainsi, on obtient en P1 dans la carte ψ1 :
(V.5.36)
∂u i u j | (∇ϕ)P |2g=−2
2m∑
r,s=1
∂u i Γ
u r
u j u s
∂u rϕ ∂u sϕ+2
2m∑
s=1
∂u i u j u sϕ ∂u sϕ+2
2m∑
s=1
∂u i u sϕ ∂u j u sϕ
Désormais, et afin d’alléger les notations, on notera ∂i au lieu de ∂u i et Γ
s
i j au lieu de Γ
u s
u i u j
,
on a donc :
∂i jΦ1 =∂i j 11ϕ−∂i jΓs11 ∂sϕ−∂ jΓs11 ∂i sϕ−∂iΓs11 ∂ j sϕ−2∂iΓ1j 1 (∇2ϕ)11(P1)
−
2m∑
r,s=1
∂iΓ
r
j s ∂rϕ ∂sϕ+
2m∑
s=1
∂i j sϕ ∂sϕ+
2m∑
s=1
∂i sϕ ∂ j sϕ(V.5.37)
Considérons à présent l’opérateur linéaire du second ordre :
(V.5.38) L˜ =
2m∑
i , j=1
∂F
∂r i j
[ϕ] ∂i j
Puisque la fonctionnelle Φ1 atteint son maximum au point P1, on a L˜(Φ1) ≤ 0 en P1 dans la
carte ψ1. Par ailleurs, en combinant l’inégalité (V.5.29) avec l’égalité (V.5.37) on obtient :
2 L˜Φ1︸︷︷︸
≤0
−∂11v ≥
2m∑
i , j=1
∂F
∂r i j
[ϕ]
[
∂i j 11ϕ−∂i jΓs11 ∂sϕ−∂ jΓi11 ∂i iϕ−∂iΓ
j
11 ∂ j jϕ−2∂iΓ1j 1 (∇2ϕ)11(P1)
−
2m∑
r,s=1
∂iΓ
r
j s ∂rϕ ∂sϕ+
2m∑
s=1
∂i j sϕ ∂sϕ+δ ji (∂i iϕ)
2−∂11i jϕ
]
+1
2
m∑
s=1
σk−1,s(λ(P1))
σk (λ(P1))
×
(
∂1Γ
s
1s + ∂1Γs+m1(s+m )
) (
∂ssϕ+∂(s+m )(s+m )ϕ
)
(V.5.39)
Les dérivées quatrièmes se simplifient. En outre, on a en P1 :
(V.5.40) ∂s v =
∂F
∂u 1
[ϕ]+
2m∑
i , j=1
∂F
∂r i j
[ϕ] ∂si jϕ
avec
∂F
∂u 1
(P1,D
2ϕ(P1))=
m∑
s=1
∂Fk
∂B ss
[d i a g (λ1(P1), ...,λm (P1))]×∂u 1g ss¯(P1)︸ ︷︷ ︸
=0
∂ss¯ϕ(P1)= 0,
ce qui entraîne :
0 ≥ ∂11v +
2m∑
s=1
∂s v ∂sϕ+
2m∑
i , j=1
∂F
∂r i j
[ϕ]
[
−2∂iΓ1j 1 (∇2ϕ)11(P1)−∂iΓ
j
11 ∂ j jϕ−∂ jΓi11 ∂i iϕ
−
2m∑
s=1
∂i jΓ
s
11 ∂sϕ−
2m∑
r,s=1
∂iΓ
r
j s ∂rϕ ∂sϕ+δ
j
i
(∂i iϕ)
2
]
+1
2
m∑
s=1
σk−1,s(λ(P1))
σk (λ(P1))
×
(
∂1Γ
s
1s + ∂1Γs+m1(s+m )
) (
∂ssϕ+∂(s+m )(s+m )ϕ
)
(V.5.41)
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A présent, exprimons les quantités ∂iΓ
1
j 1,∂iΓ
j
11,∂ jΓ
i
11,∂iΓ
r
j s et ∂i jΓ
s
11 en fonction des
composantes de la courbure de Riemann (et ce toujours au point P1 dans la carte normale
ψ1). Par le corollaire VII.7.2 on a :
∂iΓ
1
j 1 =
1
3
(R j 11i +R j i 11︸ ︷︷ ︸
=0
)= 1
3
R j 11i
∂iΓ
j
11 =
1
3
(R1 j 1i +R1i 1 j )=
2
3
R1 j 1i
∂ jΓ
i
11 =
2
3
R1i 1 j
∂iΓ
r
j s =
1
3
(R j r si +R j i sr )
∂1Γ
s
1s =
1
3
(R1ss1+R11ss︸ ︷︷ ︸
=0
)= 1
3
R1ss1
∂1Γ
s+m
1(s+m ) =
1
3
R1(s+m )(s+m )1
∂i jΓ
s
11 =
1
4
(
∇i R1 j 1s +∇i R1s1 j +∇ j R1s1i +∇ j R1i 1s
)
− 1
12
(
∇sR1i 1 j +∇sR1 j 1i
)
=1
2
(
∇i R1s1 j +∇ j R1s1i
)
− 1
6
∇sR1i 1 j
On obtient donc :
0 ≥ ∂11v +
2m∑
s=1
∂s v ∂sϕ+
2m∑
i , j=1
∂F
∂r i j
[ϕ]
[−2
3
R j 11i (∇2ϕ)11(P1)−
2
3
R1 j 1i ∂ j jϕ−
2
3
R1i 1 j ∂i iϕ
−
2m∑
s=1
(1
2
∇i R1s1 j +
1
2
∇ j R1s1i −
1
6
∇sR1i 1 j
)
∂sϕ
−
2m∑
r,s=1
1
3
(R j r si +R j i sr )∂rϕ ∂sϕ+δ ji (∂i iϕ)
2
]
+1
2
m∑
s=1
σk−1,s(λ(P1))
σk (λ(P1))
× 1
3
(
R1ss1+ R1(s+m )(s+m )1
) (
∂ssϕ+∂(s+m )(s+m )ϕ
)
(V.5.42)
V.5.7 Majoration uniforme de β1 = (∇2ϕ)P1(ξ1,ξ1)
Par l’estimation uniforme du gradient on a :
(V.5.43) ∀1 ≤ j ≤ 2m | ∂ jϕt |≤C5
En outre, on a en P1 dans la carte ψ1 :
(V.5.44) [(∇2ϕ)i j (P1)]1≤i , j≤2m = [∂i jϕ(P1)]1≤i , j≤2m = d i a g (β1, ...,β2m )
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Par conséquent :
0 ≥ ∂11v +
2m∑
s=1
∂s v ∂sϕ+
2m∑
i , j=1
∂F
∂r i j
[ϕ]
[
δi j (βi )
2− 2
3
R j 11i β1−
2
3
R1 j 1i β j −
2
3
R1i 1 j βi
− 1
3
2m∑
r,s=1
(R j r si +R j i sr )∂rϕ ∂sϕ−
1
2
2m∑
s=1
(
∇i R1s1 j +∇ j R1s1i −
1
3
∇sR1i 1 j
)
∂sϕ
]
+ 1
6
m∑
i=1
σk−1,i (λ(P1))
σk (λ(P1))
×
(
R1i i 1+ R1(i+m )(i+m )1
) (
βi +βi+m
)
Or pour F[ϕ]= Fk
(
[δ
j
i
+ g j ℓ¯∂i ℓ¯ϕ]1≤i , j≤m
)
puisque ∂ss¯ϕ=
1
4
(∂u su s +∂u s+m u s+m ) on obtient en
P1 dans la carte ψ1 que :
(V.5.45)
∂F
∂r i j
[ϕ]=
m∑
s=1
∂Fk
∂B ss
(
d i a g (λ(P1))
) 1
4
∂(rss + r(s+m )(s+m ))
∂r i j
donc :
∀1 ≤ i 6= j ≤ 2m ∂F
∂r i j
[ϕ]= 0
∀1 ≤ i ≤m ∂F
∂r i i
[ϕ]= ∂F
∂r(i+m )(i+m )
[ϕ]= 1
4
∂Fk
∂B i
i
(
d i a g (λ(P1))
)
= 1
4
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
)︸ ︷︷ ︸
>0 carλ(P1)∈Γk
Ainsi :
(V.5.46) 0 ≥ ∂11v +
2m∑
s=1
∂s v ∂sϕ+
2m∑
i=1
∂F
∂r i i
[ϕ]
[
(βi )
2+ 2
3
R1i 1i (β1−2βi )
− 1
3
2m∑
r,s=1
(Ri r si +Ri i sr︸ ︷︷ ︸
=0
)∂rϕ∂sϕ−
1
2
2m∑
s=1
(
∇i R1s1i +∇i R1s1i −
1
3
∇sR1i 1i
)
∂sϕ
]
+ 1
6
m∑
i=1
σk−1,i (λ(P1))
σk (λ(P1))
×
(
R1i i 1+ R1(i+m )(i+m )1
) (
βi +βi+m
)
à savoir :
(V.5.47) 0 ≥ ∂11v +
2m∑
s=1
∂s v ∂sϕ+
2m∑
i=1
∂F
∂r i i
[ϕ]
[
(βi )
2+ 2
3
R1i 1i (β1−2βi )
+ 1
3
2m∑
r,s=1
Ri r i s ∂rϕ∂sϕ−
2m∑
s=1
(
∇i R1s1i −
1
6
∇sR1i 1i
)
∂sϕ
]
+ 1
6
m∑
i=1
σk−1,i (λ(P1))
σk (λ(P1))
(
R1i i 1+ R1(i+m )(i+m )1
) (
βi +βi+m
)
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Or en P1 dans la carte ψ1, ‖R‖2g = g a i g b j g cr g d s Rabcd Ri j r s =
2m∑
a ,b ,c ,d=1
(Rabcd )
2
donc | Rabcd |≤ ‖R‖g pour tout a ,b ,c ,d ∈ {1, ..., 2m }, par conséquent :
(V.5.48) | 1
3
2m∑
r,s=1
Ri r i s ∂rϕ ∂sϕ |≤
1
3
2m∑
r,s=1
‖R‖g (C5)2 =
1
3
(2m )2 ‖R‖g (C5)2 =
4
3
m
2 (C5)
2 ‖R‖g
Par ailleurs, en P1 dans la carte ψ1, on a :
(V.5.49) ‖∇R‖2g = g el g a i g b j g cr g d s∇eRabcd ∇l Ri j r s =
2m∑
e,a ,b ,c ,d=1
(∇eRabcd )2
donc | ∇eRabcd |≤ ‖∇R‖g pour tout e,a ,b ,c ,d ∈ {1, ..., 2m }, donc :
(V.5.50) | −
2m∑
s=1
(
∇i R1s1i −
1
6
∇sR1i 1i
)
∂sϕ |≤
2m∑
s=1
7
6
‖∇R‖g C5 = 2m
7
6
‖∇R‖g C5 =
7
3
m C5 ‖∇R‖g
ainsi en P1 dans la carte ψ1 on obtient :
(V.5.51) − t ∂11 f − t
2m∑
s=1
∂s f ∂sϕ≥
2m∑
i=1
∂F
∂r i i
[ϕ]
[
(βi )
2+ 2
3
R1i 1i (β1−2βi )
]
+ 1
6
m∑
i=1
σk−1,i (λ(P1))
σk (λ(P1))
×
(
R1i i 1+ R1(i+m )(i+m )1
) (
βi +βi+m
)
+
( 2m∑
i=1
∂F
∂r i i
[ϕ]
)
×
[
− 4
3
m
2 (C5)
2 ‖R‖g −
7
3
m C5 ‖∇R‖g
]
Or en P1 dans la carte ψ1, | ∂11 f (P1) |≤ ‖ f ‖C2(M ), | ∂s f (P1) |≤ ‖ f ‖C2(M ) et | ∂sϕ |≤C5 pour
tout s donc :
(V.5.52) −t ∂11 f − t
2m∑
s=1
∂s f ∂sϕ≤ ‖ f ‖C2(M )(1+2m C5)
par ailleurs :
2m∑
i=1
∂F
∂r i i
[ϕ]=
m∑
i=1
∂F
∂r i i
[ϕ]+ ∂F
∂r(i+m )(i+m )
[ϕ]=
m∑
i=1
1
4
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
) + 1
4
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
)
= 1
2
m∑
i=1
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
)(V.5.53)
Par conséquent, on obtient :
(V.5.54) ‖ f ‖C2(M )(1+2m C5)≥
∂F
∂r11
[ϕ] (β1)
2+ 2
3
2m∑
i=1
∂F
∂r i i
[ϕ] R1i 1i (β1−2βi )
+ 1
6
m∑
i=1
σk−1,i (λ(P1))
σk (λ(P1))
×
(
R1i i 1+ R1(i+m )(i+m )1
) (
βi +βi+m
)
+ 1
2
(
m∑
i=1
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
) )×[− 4
3
m
2 (C5)
2 ‖R‖g −
7
3
m C5 ‖∇R‖g
]
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Estimons à présent les |βi | pour 1 ≤ i ≤m à l’aide de β1. On suit la même méthode que
pour la preuve du Théorème V.5.1. Pour tout couple (P,ξ) ∈U T , on a l’inégalité (∇2ϕt )P (ξ,ξ)≤
β1 +
1
2
(C5)
2, donc en P dans une carte holomorphe g -normale g˜ -adaptée ψP à savoir une
carte telle que [g i j¯ (P )]1≤i , j≤m = Im , ∂l g i j¯ (P )= 0 et [g˜ i j¯ (P )]1≤i , j≤m = d i a g
(
λ1(P ), ...,λm (P )
)
,
on déduit pour tout j ∈ {1, ...,m } que :
(V.5.55)
∂x j x jϕt (P )= 2 (∇2ϕt )P
(
∂x jp
2
,
∂x jp
2
)
≤ 2β1+(C5)2 et ∂y j y jϕt (P )= 2 (∇2ϕt )P
(∂y jp
2
,
∂y jp
2
)
≤ 2β1+(C5)2
Puisque λ j (P )≥−(m −1)C ′2 avec C ′2 = (C2+2C0) on déduit les inégalités suivantes :
∀ j ∈ {1, ...,m } ∂x j x jϕt (P )≥−4
[
(m −1)C ′2+1
]
−2β1− (C5)2 et
∂y j y jϕt (P )≥−4
[
(m −1)C ′2+1
]
−2β1− (C5)2(V.5.56)
Par conséquent :
(V.5.57) ∀1 ≤ i , j ≤ 2m | ∂u i u jϕt (P ) |≤ 4β1+2 (C5)2+4
[
(m −1)C ′2+1
]
︸ ︷︷ ︸
=:C9
dans la carte ψP
Ainsi on déduit que :
(V.5.58) | (∇2ϕt )P |2g=
1
4
2m∑
i , j=1
(
∂u i u jϕt (P )
)2 ≤m 2 [4β1+2 (C5)2+C9]2 ∀P
Or en P1 dans la carte ψ1, | (∇2ϕt )P1 |2g=
2m∑
i=1
(
∂u i u iϕt (P1)
)2 = 2m∑
i=1
(βi )
2, par conséquent on
aboutit à :
(V.5.59) ∀1 ≤ i ≤ 2m |βi |≤m
(
4β1+2 (C5)2+C9
)
Donc :
(V.5.60) | (R1i 1i ) (β1−2βi ) |≤| R1i 1i |
(
|β1 | +2 |βi |
)
≤ 3m ‖R‖g
(
4β1+2 (C5)2+C9
)
En outre :
|
(
R1i i 1+R1(i+m )(i+m )1
)
(βi + βi+m ) | ≤
(
| R1i i 1 | + | R1(i+m )(i+m )1 |
)
(|βi | + |βi+m |)
≤ 4m ‖R‖g
(
4β1+2 (C5)2+C9
)
(V.5.61)
103
V Estimée C2
Ainsi :
(V.5.62)
‖ f ‖C2(M )(1+2m C5)≥
1
4
σk−1,1
(
λ(P1)
)
σk
(
λ(P1)
) (β1)2+ 2
3
( 2m∑
i=1
∂F
∂r i i
[ϕ]
)
(−3m )‖R‖g
(
4β1+2 (C5)2+C9
)
+ 1
6
(
m∑
i=1
σk−1,i (λ(P1))
σk (λ(P1))
)
× (−4m )‖R‖g
(
4β1+2 (C5)2+C9
)
+ 1
2
(
m∑
i=1
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
) )[− 4
3
m
2 (C5)
2 ‖R‖g −
7
3
m C5 ‖∇R‖g
]
à savoir :
(V.5.63)
‖ f ‖C2(M )(1+2m C5)≥
1
4
σk−1,1
(
λ(P1)
)
σk
(
λ(P1)
) (β1)2+( m∑
i=1
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
) ) (−m )‖R‖g (4β1+2 (C5)2+C9)
+
(
m∑
i=1
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
) )(− 2
3
m
)
‖R‖g
(
4β1+2 (C5)2+C9
)
+
(
m∑
i=1
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
) )[− 7
6
m C5 ‖∇R‖g −
2
3
m
2 (C5)
2 ‖R‖g
]
donc :
(V.5.64)
‖ f ‖C2(M )(1+2m C5)≥
1
4
σk−1,1
(
λ(P1)
)
σk
(
λ(P1)
) (β1)2+( m∑
i=1
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
) )(−5
3
m
)
‖R‖g
(
4β1+2 (C5)2+C9
)
+
(
m∑
i=1
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
) )[− 7
6
m C5 ‖∇R‖g −
2
3
m
2 (C5)
2 ‖R‖g
]
Or en utilisant l’ellipticité uniforme (Proposition V.3.2) et les inégalités
e
−2‖ f ‖∞
(
m
k
)
≤σk
(
λ(P )
)
≤ e2‖ f ‖∞
(
m
k
)
on obtient :
m∑
i=1
σk−1,i
(
λ(P1)
)
σk
(
λ(P1)
) ≤ m e2‖ f ‖∞F0(m
k
)(V.5.65)
et
σk−1,1
(
λ(P1)
)
σk
(
λ(P1)
) ≥ e−2‖ f ‖∞E0(m
k
)(V.5.66)
Donc en P1 dans la carte ψ1 on a :
(V.5.67) 0 ≥ 1
4
e−2‖ f ‖∞E0(
m
k
) (β1)2+ m e2‖ f ‖∞F0(m
k
) (− 5
3
m
)
‖R‖g
(
4β1+2 (C5)2+C9
)
− m e
2‖ f ‖∞F0(
m
k
) [7
6
m C5 ‖∇R‖g +
2
3
m
2 (C5)
2 ‖R‖g
]
−‖ f ‖C2(M )(1+2m C5)
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L’inégalité précédente signifie qu’un certain polynôme du second degré en β1 est négatif :
(V.5.68) 0 ≥ 1
4
e−2‖ f ‖∞E0(
m
k
) (β1)2+ m e2‖ f ‖∞F0(m
k
) (− 20
3
m
)
‖R‖g β1
−m e
2‖ f ‖∞F0(
m
k
) [7
6
m C5 ‖∇R‖g+
2
3
m
2 (C5)
2 ‖R‖g+
5
3
m ‖R‖g
(
2 (C5)
2+C9
)]
−‖ f ‖C2(M )(1+2m C5)
ou encore :
0 ≥(β1)2−
80
3
m
2
e
4‖ f ‖∞ F0
E0
‖R‖g β1
−4m 2 e4‖ f ‖∞ F0
E0
[
7
6
C5 ‖∇R‖g +
2
3
m (C5)
2 ‖R‖g +
5
3
(
2 (C5)
2+C9
)
‖R‖g
]
−
4
(
m
k
)
e2‖ f ‖∞
E0
‖ f ‖C2(M )(1+2m C5)(V.5.69)
On pose :
I := 80
3
m
2
e
4‖ f ‖∞ F0
E0
‖R‖g > 0
J := 4m 2 e4‖ f ‖∞ F0
E0
[
7
6
C5 ‖∇R‖g +
2
3
m (C5)
2 ‖R‖g +
5
3
(
2 (C5)
2+C9
)
‖R‖g
]
+
4
(
m
k
)
e2‖ f ‖∞
E0
‖ f ‖C2(M )(1+2m C5)> 0
l’inégalité précédente s’écrit donc :
(V.5.70) (β1)
2− I β1− J≤ 0
Le discriminant de ce polynôme du second order vaut △ = I 2 + 4 J > 0, par conséquent ce
polynôme admet deux racines réelles distinctes r1 < r2 et on a donc :
(V.5.71) β1 ≤ r2
c’est le majorant qu’on recherchait.
Par conséquent :
(V.5.72) β1 ≤min
(
− 1
2
C
2
5 −
1
4
C9, r2
)
=:C10
Notre majorant C10 dépend de m ,k ,C5,C8,E0,F0,‖ f ‖∞,‖ f ‖C2(M ),‖R‖g et ‖∇R‖g .
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Chapitre VI
Estimée C 2,β

VI.1 Stratégie
VI.1 Stratégie
On déduit de l’estimée C2 (V.5.8), une estimée C2,β par un théorème classique d’Evans-
Trudinger (théorème VII.6.2), ce qui achève la preuve du Théorème II.2.1.
VI.2 Réduction de la preuve à l’estimée a priori C 2
La méthode d’Evans-Trudinger
On suppose qu’il existe C11 > 0 telle que pour tout i ∈N on ait ‖ϕt i ‖C2(M ,R) ≤C11. Dans la
suite, on ne notera plus l’indice i de ϕt i afin d’alléger les notations. Dans le but de construire
une estimée C2,β avec 0 <β< 1, on va se mettre dans les conditions d’application du théorème
VII.6.2 (cf. Annexes).
Soit R = (U j ,φ j )1≤ j≤N un recouvrement fini de la variété compacte M par des cartes et
soit P = (θ j )1≤ j≤N une partition de l’unité de classe C∞ subordonnée à ce recouvrement.
La famille d’équations de la méthode de continuité correspondant à l’équation de la k -ième
fonction symétrique élémentaire des valeurs propres s’écrit :
(Ek ,t ) Fk
(
[δ
j
i
+ g j ℓ¯(P )∂i ℓ¯ϕt (P )]1≤i , j≤m
)
− t f (P )− ln (A t )= 0 P ∈M
donc dans la carte (U s ,φs) où 1 ≤ s ≤ N est un entier fixé, cette équation s’écrit :
(Ek ,t )
Fk
(
[δ
j
i
+ g j ℓ¯ ◦φ−1s (x )
∂(ϕt ◦φ−1s )
∂z i∂z¯ℓ
(x )]1≤i , j≤m
)
− t f ◦φ−1s (x )− ln (A t )= 0 x ∈φs(U s)⊂R2m
Par ailleurs, on a
∂
∂z a∂z b
= 1
4
(
D ab +D (a+m )(b+m )+ i D a (b+m )− i D (a+m )b
)
où les D ab désignent
des dérivées réelles, donc notre équation est de la forme :
(Ek ,t ) G
(
x ,D 2(ϕt ◦φ−1s )
)
= 0 x ∈φs(U s)⊂R2m avec,
G(x , r )=Fk
(
[δ
j
i
+ 1
4
g
j ℓ¯(φ−1s (x )) (r iℓ+ r(i+m )(ℓ+m )+ i r i (ℓ+m )− i r(i+m )ℓ)]1≤i , j≤m
)
− t f ◦φ−1s (x )− ln (A t ).
(VI.2.1)
Ainsi, de même que l’application F intervenant dans l’estimation C2 (cf. (V.5.19)), G est
concave en la variable r (plus précisément, pour tout x fixé de φs(U s), G(x , .) est concave sur
ρ−1
φ−1s (x )
(
λ−1(Γk )
)
⊂ S2m (R) ).
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Pour tout s ∈ {1, ..,N }, on considère Ωs un domaine borné de R2m strictement inclus dans
φs(U s) :
(VI.2.2) Ωs ⊂⊂φs(U s)
La notation S ′ ⊂⊂ S signifie que S ′ est strictement inclus dans S à savoir que S ′ ⊂ S . On
expliquera ultérieurement comment ces domaines Ωs sont choisis. L’application G est de classe
C
2 et la solution ψst := ϕt ◦φ−1s ∈ C4(Ωs ,R) car ϕt ∈ Cℓ,α(M ) avec ℓ ≥ 5. L’équation (Ek ,t )
sur Ωs ⊂ φs(U s) est à présent écrite sous la forme correspondante au théorème VII.6.2 (cf.
Annexes), il reste à vérifier les hypothèses du théorème sur Ωs , à savoir :
1. G est uniformément elliptique par rapport à ψst =ϕt ◦φ−1s i.e il existe deux réels λs ,Λs > 0
tels que :
∀x ∈Ωs , ∀ξ ∈R2m , λs | ξ |2≤Gi j
(
x ,D 2(ψst )(x )
)
ξi ξ j ≤Λs | ξ |2
On s’imposera, en outre, de trouver des réels λs ,Λs indépendants de t .
2. G est concave par rapport à ψst en la variable r . Vu que G est de classe C
2, cette
condition de concavité est équivalente à :
∀x ∈Ωs , ∀ζ ∈R2m ×2m , Gi j ,k ℓ
(
x ,D 2(ψst )(x )
)
ζi j ζk ℓ ≤ 0
Ceci a déjà été vérifié.
3. Les dérivées Gx , Gr , Gx x et Gr x sont contrôlées (ces quantités étant évaluées en
(x ,D 2(ψst )(x ))).
Une fois ces trois points vérifiés, et vu qu’on a une estimation C2 de ϕt par C11, le théorème
VII.6.2 nous permet de déduire que pour tout ouvert Ω′s ⊂⊂Ωs il existe deux réels βs ∈]0,1] et
C st es > 0 ne dépendant que de m , λs , Λs , d i st (Ω′s ,∂Ωs), de l’estimation uniforme de |ψst |2;Ω′s
et des estimations uniformes des quantités Gx , Gr , Gx x et Gr x ; donc en particulier βs et C st es
ne dépendent pas de t , tels que :
(VI.2.3) [D 2(ψst )]βs ;Ω′s ≤C st es
Choix de Ωs et Ω
′
s :
On note Ks le support de la fonction θs ◦φ−1s :
(VI.2.4) Ks := su p p (θs ◦φ−1s )=φs(su p p θs)⊂φs(U s)
L’ensemble Ks est un compact inclus dans l’ouvert φs(U s) de R
2m , et R2m est séparé localement
compact, donc par le théorème d’intercalation d’ouverts relativement compacts, appliqué deux
fois, on déduit l’existence de deux ouverts relativement compacts Ωs et Ω
′
s tels que :
(VI.2.5) Ks ⊂Ω′s ⊂⊂Ωs ⊂⊂φs(U s)
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On aimerait que Ωs soit connexe : pour cela, il suffit que Ks soit connexe et ce quitte à se
restreindre à une composante connexe dans Ωs d’un point de Ks ; en effet, cette composante
connexe est un ouvert de Ωs vu que Ωs est localement connexe (au titre d’ouvert de R
2m ),
elle est en outre bornée vu que Ωs l’est.
Application du théorème :
Soit β :=m i nβs , la norme ‖.‖C2,β est sous-multiplicative (cf. [ZQ95]) donc :
‖ϕt ‖R,P
C2,β(M )
=
N∑
s=1
| (θs ◦φ−1s )× (ϕs ◦φ−1s ) |2,β;Ω′s
≤
N∑
s=1
| θs ◦φ−1s |2,β;Ω′s × |ψ
s
t |2,β;Ω′s(VI.2.6)
Or par (VI.2.3) on a |ψst |2,βs ;Ω′s=|ψ
s
t |2;Ω′s +[D
2(ψst )]βs ;Ω′s ≤|ψ
s
t |2;Ω′s +C st es ≤C st e
′
s où C st e
′
s
ne dépend que de m , λs , Λs , d i st (Ω
′
s ,∂Ωs), C11 (la constante de l’estimée C
2) et des esti-
mations uniformes des quantités Gx , Gr , Gx x et Gr x . On obtient par conséquent l’estimation
C
2,β recherchée :
‖ϕt ‖R,P
C2,β(M )
≤
N∑
s=1
| θs ◦φ−1s |2,β;Ω′s ×C st e
′
s =:C12(VI.2.7)
Passons à la vérification des hypothèses 1 et 3 ci-dessus.
L’ellipticité uniforme de G surΩs
Soient x ∈Ωs et ξ ∈R2m .
2m∑
i , j=1
Gi j
(
x , r
)
ξi ξ j = d
(
G(x , .)
)
r
(M ) avec M = [ξi ξ j ]1≤i , j≤m ∈ S2m (R)
= d
(
Fk ◦ρφ−1s (x )
)
r
(M )
= d (Fk )ρ
φ−1s (x )
(r ).d
(
ρφ−1s (x )
)
r
(M )(VI.2.8)
Rappelons que ρP (r )=
[
δ
j
i
+1
4
m∑
ℓ,o=1
(
g
−1
2 (P )
)
iℓ
(
g
−1
2 (P )
)
o j
(rℓo+r(ℓ+m )(o+m )+i rℓ(o+m )−i r(ℓ+m )o )
]
1≤i , j≤m
(cf. (V.5.19)), on obtient par conséquent :
(VI.2.9)
2m∑
i , j=1
Gi j
(
x ,D 2(ψst )(x )
)
ξi ξ j = d (Fk )ρ
φ−1s (x )
(D 2(ψst )(x ))
.
[
1
4
m∑
ℓ,o=1
(
g
−1
2 (φ−1s (x ))
)
iℓ
(
g
−1
2 (φ−1s (x ))
)
o j
(Mℓo +M (ℓ+m )(o+m )+ i Mℓ(o+m )− i M (ℓ+m )o )
]
1≤i , j≤m
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Dans ce qui suit, on note M˜ := [1
4
(Mℓs +M (ℓ+m )(s+m )+ i Mℓ(s+m )− i M (ℓ+m )s)]1≤ℓ,s≤m . Ainsi :
M˜ = [1
4
(ξℓξs +ξℓ+m ξs+m + i ξℓξs+m − i ξℓ+m ξs)]1≤ℓ,s≤m ∈Hm (C)
= [1
4
(ξℓ− i ξℓ+m ) (ξs + i ξs+m︸ ︷︷ ︸
=:ξ˜s
)]1≤ℓ,s≤m
= [1
4
ξ˜ℓ ξ˜s)]1≤ℓ,s≤m(VI.2.10)
Notons par ailleurs d i =
σk−1,i
[
λ
(
g−1 g˜ϕt
(
φ−1s (x )
))]
σk
[
λ
(
g−1 g˜ϕt
(
φ−1s (x )
))] et g −12 au lieu de g −12 (φ−1s (x )) afin d’al-
léger les formules. On obtient par la formule d’invariance (II.3.15) que :
2m∑
i , j=1
Gi j
(
x ,D 2(ψst )(x )
)
ξi ξ j = d (Fk )
[g ]
−1
2 g˜ϕt [g ]
−1
2
.
(
[g ]
−1
2 M˜ [g ]
−1
2
)
= d (Fk )d i a g (λ1 ,...,λm ).
(
t
U [g ]
−1
2 M˜ [g ]
−1
2 U
)
où U ∈Um (C) avec
t
U [g ]
−1
2 g˜ϕt [g ]
−1
2 U = d i a g (λ1, ...,λm ) on est au point φ−1s (x )
=
m∑
i=1
d i
(
t
U [g ]
−1
2 M˜ [g ]
−1
2 U
)
i i
=
m∑
i=1
d i
(
t (
[g ]
−1
2 U
)
M˜
(
[g ]
−1
2 U
))
i i
=
m∑
i ,ℓ, j=1
d i
(
[g ]
−1
2 U
)
ℓi
M˜ℓ j
(
[g ]
−1
2 U
)
j i
=
m∑
i ,ℓ, j=1
d i
(
[g ]
−1
2 U
)
ℓi
1
4
ξ˜ℓξ˜ j
(
[g ]
−1
2 U
)
j i
= 1
4
m∑
i=1
d i
(
m∑
j=1
ξ˜ j
(
[g ]
−1
2 U
)
j i
)
︸ ︷︷ ︸
=:αi
(
m∑
ℓ=1
ξ˜ℓ
(
[g ]
−1
2 U
)
ℓi
)
︸ ︷︷ ︸
=αi
= 1
4
m∑
i=1
d i |αi |2(VI.2.11)
Or par la proposition V.3.2 et les inégalités e−2‖ f ‖∞
(
m
k
)
≤σk
(
λ(g−1 g˜ϕt (P ))
)
≤ e2‖ f ‖∞
(
m
k
)
, on
a de même qu’en (V.5.65) :
e−2‖ f ‖∞E0(
m
k
) ≤ d i ≤ e2‖ f ‖∞F0(m
k
)(VI.2.12)
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En combinant (VI.2.11) et (VI.2.12), on obtient :
1
4
e−2‖ f ‖∞E0(
m
k
) ( m∑
i=1
|αi |2
)
≤
2m∑
i , j=1
Gi j
(
x ,D 2(ψst )(x )
)
ξi ξ j ≤
1
4
e2‖ f ‖∞F0(
m
k
) ( m∑
i=1
|αi |2
)
(VI.2.13)
Or :
m∑
i=1
|αi |2 =
m∑
i=1
|
m∑
j=1
ξ˜ j
(
[g ]
−1
2 U
)
j i
|2
=
m∑
i=1
(
m∑
j=1
ξ˜ j
(
[g ]
−1
2 U
)
j i
)(
m∑
ℓ=1
ξ˜ℓ
(
[g ]
−1
2 U
)
ℓi
)
=
m∑
j ,ℓ=1
{
m∑
i=1
(
[g ]
−1
2 U
)
j i
(
[g ]
−1
2 U
)
ℓi
}
ξ˜ j ξ˜ℓ
=
m∑
j ,ℓ=1
((
[g ]
−1
2 U
)
×
t (
[g ]
−1
2 U
))
jℓ
ξ˜ j ξ˜ℓ(VI.2.14)
Or
(
[g ]
−1
2 U
)
×
t (
[g ]
−1
2 U
)
= [g ]−12 U tU
t
[g ]
−1
2 = [g ]−12
t
[g ]
−1
2 = [g ]−12 [g ]−12 = [g ]−1, donc :
(VI.2.15)
m∑
i=1
|αi |2=
m∑
j ,ℓ=1
(
[g ]−1
)
jℓ
ξ˜ j ξ˜ℓ =
m∑
j ,ℓ=1
g
ℓ j¯ (φ−1s (x )) ξ˜ j ξ˜ℓ
Ainsi, et vu que | ξ |2=| ξ˜ |2, la vérification de l’hypothèse d’uniforme ellipticité du théorème
VII.6.2 (cf. Annexes), est ramenée à trouver deux réels λos ,Λ
o
s > 0 tels que :
(VI.2.16) ∀x ∈Ωs , ∀ξ˜ ∈Cm , λos | ξ˜ |2≤
m∑
j ,ℓ=1
g
ℓ j¯ (φ−1s (x )) ξ˜ℓ ξ˜ j ≤Λos | ξ˜ |2
Par le principe du min-max appliqué sur Cm à la forme hermitienne ≺ X ,Y ≻g (φ−1s (x ))= g
a b¯ (φ−1s (x ))Xa Y b
relativement à la forme hermitienne canonique sur Cm , on a :
(VI.2.17)
λm i n [g
a b¯ (φ−1s (x ))]1≤a ,b≤m | ξ˜ |2≤
m∑
a ,b=1
g
a b¯ (φ−1s (x )) ξ˜a ξ˜b ≤λm a x [g a b¯ (φ−1s (x ))]1≤a ,b≤m | ξ˜ |2
Or les fonctions P 7→ λm i n [g a b¯ (P )]1≤a ,b≤m et P 7→ λm a x [g a b¯ (P )]1≤a ,b≤m sont continues
sur φ−1s (Ωs) ⊂U s qui est compact car c’est un fermé de la variété compacte M (cf. (VI.2.2)
pour le choix des domaines Ωs), donc sont bornées et atteignent leurs bornes, d’où :
(VI.2.18)(
m i n
P∈φ−1s (Ωs )
λm i n [g
a b¯ (P )]1≤a ,b≤m
)
︸ ︷︷ ︸
=:λos
× | ξ˜ |2≤
m∑
a ,b=1
g
a b¯ (φ−1s (x )) ξ˜a ξ˜b ≤
(
m a x
P∈φ−1s (Ωs )
λm a x [g
a b¯ (P )]1≤a ,b≤m
)
︸ ︷︷ ︸
=:Λos
× | ξ˜ |2
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Par les inégalités (VI.2.13) et (VI.2.18), on déduit que :
λs | ξ˜ |2≤
2m∑
i , j=1
Gi j
(
x ,D 2(ψst )(x )
)
ξi ξ j ≤Λs | ξ˜ |2(VI.2.19)
avec λs :=
1
4
e−2‖ f ‖∞E0(
m
k
) λos
et Λs :=
1
4
e2‖ f ‖∞F0(
m
k
) Λos
Les réels λs et Λs dépendent de k , m , ‖ f ‖∞, E0, F0, g , (U s ,φs) et Ωs et ne dépendent pas
de t , x et ξ˜ ; ce qui achève la preuve de l’ellipticité uniforme globale.
Estimation uniforme de Gx , Gr , Gx x et Gr x
Dans cette sous-section on estime uniformément les quantités Gx , Gr , Gx x et Gr x (rap-
pelons que ces quantités sont évaluées en (x ,D 2(ψst )(x ))) et ce par la même technique utilisée
dans la sous-section précédente pour la preuve de l’ellipticité uniforme (VI.2.19).
Rappelons que (cf. (VI.2.1)) :
G(x , r )= Fk
(
[δ
j
i
+1
4
g
j ℓ¯(φ−1s (x )) (r iℓ+r(i+m )(ℓ+m )+i r i (ℓ+m )−i r(i+m )ℓ)]1≤i , j≤m
)
−t f ◦φ−1s (x )−ln (A t )
on a :
|Gx |2=| [Gx i ]1≤i≤2m |2=
2m∑
i=1
|Gx i |2 oùGx i =
∂G
∂x i
(x ,D 2(ψst )(x ))(VI.2.20)
de même que (VI.2.9), on obtient :
Gx i =
∂G
∂x i
(x ,D 2(ψst )(x ))
= d (Fk )[g−1 g˜ϕt (φ−1s (x ))].
([ m∑
ℓ=1
∂(g q ℓ¯ ◦φ−1s )
∂x i
(x )∂o ℓ¯ϕt (φ
−1
s (x ))
]
1≤o,q≤m︸ ︷︷ ︸
=:M o
)
− t ∂( f ◦φ
−1
s )
∂x i
(x )
(VI.2.21)
et à l’instar de (VI.2.11), on obtient donc par la formule d’invariance (II.3.15) que :
Gx i =
m∑
j=1
d j
(
t
U M
o
U
)
j j
− t ∂ f
∂x i
(φ−1s (x ))(VI.2.22)
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oùU ∈Um (C) telle que tU [g−1 g˜ϕt (φ−1s (x ))]U = d i a g (λ1, ...,λm ) et d i =
σk−1,i
[
λ
(
g−1 g˜ϕt
(
φ−1s (x )
))]
σk
[
λ
(
g−1 g˜ϕt
(
φ−1s (x )
))] .
On peut donc écrire :
Gx i =
m∑
j ,p ,q=1
d j U p j U q j M
o
p q − t
∂ f
∂x i
(φ−1s (x ))
=
m∑
j ,p ,q=1
d j U p j U q j
(
m∑
ℓ=1
∂g q ℓ¯
∂x i
(φ−1s (x ))∂p ℓ¯ϕt (φ
−1
s (x ))
)
− t ∂ f
∂x i
(φ−1s (x )) d’où
|Gx i | ≤
m∑
j ,p ,q ,ℓ=1
e2‖ f ‖∞F0(
m
k
) |U p j | |U q j | ( max
1≤a ,b≤m ,1≤i≤2m
max
P∈φ−1s (Ωs )
| ∂g
a b¯
∂x i
(P ) |︸ ︷︷ ︸
=:Λ1s
)
‖ϕt ‖C2(M ,R)+‖ f ‖C1(M ,R).
(VI.2.23)
Or U ∈Um (C) donc |U q j |≤ 1 pour tout 1 ≤ q , j ≤m , par conséquent :
|Gx i |≤m 4
e2‖ f ‖∞F0(
m
k
) Λ1s ‖ϕt ‖C2(M ,R)︸ ︷︷ ︸
≤C11 (estimée C2)
+‖ f ‖C1(M ,R)(VI.2.24)
ce qui donne l’estimation uniforme recherchée pour Gx :
|Gx |≤
p
2m
(
m
4 e
2‖ f ‖∞F0(
m
k
) Λ1s C11+‖ f ‖C1(M ,R))(VI.2.25)
De manière similaire :
|Gr |2=| [Gp q ]1≤p ,q≤2m |2=
2m∑
p ,q=1
|Gp q |2 oùGp q =
∂G
∂rp q
(x ,D 2(ψst )(x ))(VI.2.26)
et on a :
Gp q =
∂G
∂rp q
(x ,D 2(ψst )(x ))
= d (Fk )[g−1 g˜ϕt (φ−1s (x ))].
[
m∑
ℓ=1
g
j ℓ¯(φ−1s (x )) ˜(Ep q )i ℓ¯
]
1≤i , j≤m︸ ︷︷ ︸
=:M 1
(VI.2.27)
où Ep q est la matrice carrée de taille m dont tous les coefficients sont nuls sauf le coefficient
p q qui vaut 1, et la matrice ˜(Ep q ) est obtenue à partir de Ep q par la formule : M˜ := [
1
4
(Mℓs+
M (ℓ+m )(s+m )+ i Mℓ(s+m )− i M (ℓ+m )s)]1≤ℓ,s≤m , ainsi :
Gp q =
m∑
j=1
d j
(
t
U M
1
U
)
j j
où U et d i sont comme avant pour Gx(VI.2.28)
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De même que pour Gx , et vu que | ˜(Ep q )i ℓ¯ |≤ 1 pour tout 1 ≤ i ,ℓ≤m , on obtient :
|Gp q |≤m 4
e2‖ f ‖∞F0(
m
k
) Λ2s(VI.2.29)
où Λ2s = max
1≤a ,b≤m
max
P∈φ−1s (Ωs )
| g a b¯ (P ) |, ce qui donne l’estimation uniforme recherchée pour Gr :
|Gr |≤ 2m 5
e2‖ f ‖∞F0(
m
k
) Λ2s(VI.2.30)
Pour ce qui est de Gx x , on a :
|Gx x |2=| [Gx p x q ]1≤p ,q≤2m |2=
2m∑
p ,q=1
|Gx p x q |2 oùGx p x q =
∂2G
∂x p ∂x q
(x ,D 2(ψst )(x ))(VI.2.31)
Un calcul montre que :
Gx p x q =
∂2G
∂x p ∂x q
(x ,D 2(ψst )(x ))
=−t ∂
2 f
∂x p ∂x q
(φ−1s (x ))+
m∑
i , j ,ℓ=1
∂Fk
∂B
j
i
(
[g−1 g˜ϕt (φ
−1
s (x ))]
) ∂2g j ℓ¯
∂x p ∂x q
(φ−1s (x ))∂i ℓ¯ϕt (φ
−1
s (x ))
+
m∑
i , j ,ℓ,µ,o,ν=1
∂2Fk
∂B oµ∂B
j
i
(
[g−1 g˜ϕt (φ
−1
s (x ))]
)
︸ ︷︷ ︸
=:E
∂g o ν¯
∂x p
(φ−1s (x ))
∂g j ℓ¯
∂x q
(φ−1s (x ))∂µν¯ϕt (φ
−1
s (x ))∂i ℓ¯ϕt (φ
−1
s (x ))
(VI.2.32)
Tous les termes sont uniformément bornés, il reste à bien justifier que le terme en dérivée
seconde E l’est.
E := ∂
2Fk
∂B oµ∂B
j
i
(
[g−1 g˜ϕt (φ
−1
s (x ))]
)
= d 2(Fk )[g−1 g˜ϕt (φ−1s (x ))].(Eµo ,Ei j ) donc par la formule d’invariance (II.3.15)
=
m∑
a ,b ,c ,d=1
∂2Fk
∂B ba ∂B
d
c
[d i a g (λ1, ...,λm )]
(
t
U EµoU
)
ab
(
t
U Ei j U
)
cd
où U ∈Um (C) est comme avant
(VI.2.33)
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Or on connaît les dérivées secondes de Fk en une diagonale par (II.3.13), rappelons ce résultat :
si i 6= j ∂
2Fk
∂B i
j
∂B
j
i
(
d i a g (λ1, ...,λm )
)
=−
σk−2,i j (λ)
σk (λ)
∂2Fk
∂B
j
j
∂B i
i
(
d i a g (λ1, ...,λm )
)
=
σk−2,i j (λ)
σk (λ)
−
σk−1,i (λ)σk−1, j (λ)(
σk (λ)
)2
∂2Fk
∂B i
i
∂B i
i
(
d i a g (λ1, ...,λm )
)
=−
(
σk−1,i (λ)
)2(
σk (λ)
)2
et toutes les autres dérivées secondes de Fk en d i a g (λ1, ...,λm ) sont nulles.
Par ailleurs, on a 0 < σk−1,i (λ)
σk (λ)
= d i ≤
e2‖ f ‖∞F0(
m
k
) par (VI.2.12), et vu que e−2‖ f ‖∞(m
k
)
≤σk (λ),
il reste donc uniquement à contrôler les quantités |σk−2,i j (λ) | avec i 6= j pour prouver que E
est uniformément bornée.
Or puisque λ ∈ Γk , on a σk−2,i j (λ) > 0. En outre, par le pincement des valeurs propres V.2.2
on déduit automatiquement que :
(VI.2.34) σk−2,i j (λ)≤
(
m −2
k −2
)(
C
′
2
)k−1 =: F1
ce qui achève la vérification du fait que Gx x est uniformément borné.
On établit de même une estimation uniforme de Gx r à partir du calcul :
Gxo ,p q =
∂2G
∂xo∂rp q
(x ,D 2(ψst )(x ))
=
m∑
i , j ,ℓ=1
∂Fk
∂B
j
i
(
[g−1 g˜ϕt (φ
−1
s (x ))]
) ∂g j ℓ¯
∂x o
(φ−1s (x )) ( ˜Ep q )i ℓ¯
+
m∑
i , j ,ℓ,ν,µ,γ=1
∂2Fk
∂B
µ
ν∂B
j
i
(
[g−1 g˜ϕt (φ
−1
s (x ))]
) ∂gµγ¯
∂x o
(φ−1s (x ))∂νγ¯ϕt (φ
−1
s (x ))g
j ℓ¯(φ−1s (x )) ( ˜Ep q )i ℓ¯
(VI.2.35)
ce qui achève la preuve de l’estimée C2,β.
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Chapitre VII
Annexes

VII.1 Quelques inégalités
VII.1 Quelques inégalités
On pourra se reporter par exemple au livre [HLP94].
LEMMEVII.1 .1 (Inégalité arithm ético-géom étrique) Si x1, ..., xm son t m réels ≥ 0 alors :
(
m∏
a=1
x a )
1
m ≤
∑m
a=1 x a
m
LEMMEVII.1 .2 Soit m ∈N,m ≥ 2. Si a1, ...,am > 0 alors :
m∑
i=1
1
a i
≥
( m∑
i=1
a i
) 1
m −1
( m∏
i=1
1
a i
) 1
m −1
Preuve : Par récurrence. ■
VII.2 Géométrie kählérienne
VII.2.1 Lemmes kählériens
LEMMEVII.2 .1 Si (M , J,g ,ω) est une variété kählérienne compacte et f : M → R est une
fonction de classe C2 telle que ∂∂¯ f = 0, alors f est constan te.
Preuve : Pour prouver ce lemme on utilise le lemme bien connu : Si (M ,g ) est une variété
riemann ienne compacte orien tée et f : M → R une fonction de classe C2 telle que △g f = 0,
alors f est constan te.
En effet, (M ,g ) est en particulier une variété riemann ienne compacte orien tée, et le laplacien
réel de f ,△g f = 2 (−g a b¯∂a b¯ f )︸ ︷︷ ︸
Laplacien complexe
= 0 car ∂∂¯ f = ∂a b¯ f d z a ∧d z b¯ = 0. ■
LEMMEVII.2 .2 (Potentiel kählérien local, cf. [BES87] p.85 ) La forme de kähler d’une va-
riété kählérienne s’écrit localemen t
1
2
d d
c
f = i∂∂¯ f où f est une fonction à valeurs réelles
défin ie localemen t de classe C∞. f est déterm inée à une fonction pluriharmonique (locale)
près.
VII.2.2 Bonnes cartes en géométrie kählérienne
Soit (M , J,g ,ω) une variété kählérienne compacte connexe de dimension complexe m ≥ 2.
On commence par prouver le fait standard suivant :
LEMMEVII.2 .3 Soien t P0 ∈M et eP01 , ...,e
P0
m une base de T
1,0
P0
M . Alors il existe une carte ho-
lomorphe normale (U0,ψ0) en P0 telle que ψ0(P0)= 0 et ∂i |P0= eP0i i = 1...m .
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Preuve : Soit ψ : P0 ∈ U → Cm une carte holomorphe normale en P0 telle que ψ(P0) = 0
(une telle carte existe vu que la variété (M , J,g ,ω) est kählérienne). Soit B : Cm → Cm un
isomorphisme de Cm . Vu que B est holomorphe, l’application B ◦ψ :U → Cm est aussi une
carte holomorphe. On note
∂
∂z j
la base de T 1,0 relative à la carte ψ et ∂ j la base de T
1,0
relative à la carte B ◦ψ. Soit v : M →R, on a :
∂ j v =
∂(v ◦ (B ◦ψ)−1)
∂z j
=
m∑
i=1
∂(v ◦ψ−1)
∂z i
∂(B−1)i
∂z j
car B est holomorphe
=
m∑
i=1
∂v
∂z i
(B−1)ij(VII.2.1)
d’où ∂ j =
∑
i
(B−1)ij
∂
∂z i
. Par conséquen t, M a t ( ∂
∂z1
,..., ∂
∂z m
)(∂1, ...,∂m ) = B−1 (ceci vaut en tout
poin t de U ). On choisit main tenan t l’isomorphisme B de Cm don t la matrice dans la base
canon ique vaut :
(VII.2.2) B = [B ij ]=M a teP01 ,...,eP0m
( ∂
∂z 1
|P0 , ...,
∂
∂z m
|P0
)
La base de T 1,0 relative à la carte ψ0 := B ◦ψ vérifie la condition recherchée à savoir
∂i |P0= eP0i . Cette carte est par ailleurs clairemen t normale en P0 et satisfait ψ0(P0)= 0. ■
On montre à présent l’existence de cartes très particulières et ce en tout point de notre
variété kählérienne M (ces cartes sont utilisées dans la preuve du lemme de positivité I.2.1).
LEMMEVII.2 .4 Soit α une 1-forme réelle sur M . En tout poin t x ∈M où αx 6= 0, il existe une
carte g -un itaire en x (i.e telle que la matrice [ga b¯ (x )]1≤a ,b≤m = I ) vérifian t :
[g˜a b¯ (x )]1≤a ,b≤m =

d 1 ⋆
. . .
...
d m −1
...
⋆ · · · · · · ⋆
 , d i ≥ 0∀i ∈ {1, ...,m −1} et
α
|α |g
= d z
m +d z m¯p
2
en x
Preuve : Soit le champ de vecteurs réel em := i−1g
(
α
|α |g
)
où i g est l’isomorphisme (poin t
par poin t) i g : T M → T ⋆M ,X 7→ g (X , .). Jem est aussi un champ de vecteurs réel un itaire,
en effet g (em ,em )= g (Jem , Jem )= 1. On considère en outre le champ de vecteurs complexes
ǫm =
em − i Jemp
2
∈ T 1,0M et son con jugué ǫm =
em + i Jemp
2
∈ T 0,1M . On a g (ǫm ,ǫm )=
1
2
g (em −
i Jem ,em + i Jem )=
1
2
(1+1+0)= 1.
Soit F le sous-espace vectoriel complexe de T CM engendré par ǫm et ǫm (on raisonne poin t
par poin t), et soit F⊥g l’orthogonal de F dans T CM pour la métrique g. On affirme que :
(VII.2.3) F⊥g = (F⊥g ∩T 1,0M )⊕ (F⊥g ∩T 0,1M )
122
VII.2 Géométrie kählérienne
En effet, soit X ∈F⊥g , il s’écrit X = X − i JX
2︸ ︷︷ ︸
∈T 1,0M
+ X + i JX
2︸ ︷︷ ︸
∈T 0,1M
. On a clairemen t g
(
X − i JX
2
,ǫm
)
= 0
par J-compatibilité, par ailleurs :
(VII.2.4) g (
X − i JX
2
,ǫm )=
1
2
g (X ,ǫm )−
i
2
g (JX ,ǫm )= 0−
i
2
g (J2X , Jǫm )=−
i
2
g (−X ,−i ǫm )= 0
ainsi,
X − i JX
2
∈ F⊥g ∩T 1,0M . De même, on vérifie que X + i JX
2
∈ F⊥g ∩T 0,1M . Enfin , la
somme est directe car T 1,0M et T 0,1M son t en somme directe.
Soit f1, ..., fm −1 une base de F⊥g ∩T 1,0M . f1, ..., fm −1 est alors une base de F⊥g ∩T 0,1M , et
B := ( f1, ..., fm −1, f1, ..., fm −1,ǫm ,ǫm ) une base de T CM .
Les matrices des métriques g et g˜ dans cette base son t de la forme :
(VII.2.5) M a t
B
g =
 0 A 0t A 0 0
0 0 0 11 0

(VII.2.6) M a t
B
g˜ =

0 B
0 ⋆
...
...
0 ⋆
t
B 0
⋆ 0
...
...
⋆ 0
0 ··· 0
⋆ ··· ⋆
⋆ ··· ⋆
0 ··· 0 0 ⋆⋆ 0

où A et B son t des matrices herm itiennes défin ies positives.
Par le théorème de diagonalisation simultanée des matrices herm itiennes (on diagonalise la
matrice herm itienne B dans une base A-orthonormée), il existe une matrice Q ∈GLm −1(C)
telle que :
(VII.2.7)
t
Q AQ =

1
. . .
1
 et tQBQ =

d 1
. . .
d m −1
 , d i ∈R, d i ≥ 0
Ainsi :
(VII.2.8)
t[
Q 0
0 Q
][
0 A
A 0
][
Q 0
0 Q
]
=

0
1
. . .
1
1
. . .
1
0

(VII.2.9) et
t[
Q 0
0 Q
][
0 B
B 0
][
Q 0
0 Q
]
=

0
d 1
. . .
d m −1
d 1
. . .
d m −1
0

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On note P :=
[
Q 0
0 Q
]
, et on considère à présen t la nouvelle base de T CM :
(VII.2.10)
B
′ = (ǫ1, ...,ǫm −1,ǫ1, ...,ǫm −1,ǫm ,ǫm ) := ( f1, ..., fm −1, f1, ..., fm −1,ǫm ,ǫm )
t[
P 0
0 1 00 1
]
On a donc :
(VII.2.11) M a t
B′
g =
t[
P 0
0 1 00 1
]
M a t
B
g
[
P 0
0 1 00 1
]
=

0
1
. . .
1
0
1
. . .
1
0 0
0 0 0 11 0

(VII.2.12) et M a t
B′
g˜ =
t[
P 0
0 1 00 1
]
M a t
B
g˜
[
P 0
0 1 00 1
]
=

0
d 1
. . .
d m −1
∗
d 1
. . .
d m −1
0 ∗
∗ ∗ 0 ⋆
⋆ 0

On considère finalemen t la base B′′ = (ǫ1, ...,ǫm −1,ǫm ,ǫ1, ...,ǫm −1,ǫm ), on a :
(VII.2.13) M a t
B′′
g˜ =

0
d 1 ⋆
. . .
...
d m −1
...
⋆ ··· ··· ⋆
d 1 ⋆
. . .
...
d m −1
...
⋆ ··· ··· ⋆
0

et M a t
B′′
g =

0
1
. . .
1
1
. . .
1
0

On se place en une carte holomorphe en x , telle que ǫk =
∂
∂z k
pour tout 1 ≤ k ≤m .
Il reste à vérifier que
α
|α |g
= d z
m +d z m¯p
2
en x . On a :
(VII.2.14)
α
|α |g
= i g (em )= i g
(ǫm +ǫmp
2
)
= 1p
2
[
i g
( ∂
∂z m
)
+ i g
( ∂
∂z m¯
)]
Or si X ∈ T M , X = X k ∂
∂z k
+X k¯ ∂
∂z k¯
, alors g
( ∂
∂z m
,X
)
= X k g (ǫm ,ǫk )+X k¯ g (ǫm ,ǫk )= X m¯ d’où
i g
( ∂
∂z m
)
= d z m¯ . De même i g
( ∂
∂z m¯
)
= d z m , ce qui achève la vérification . ■
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VII.2.3 Quelques propriétés des métriques kählériennes
LEMMEVII.2 .5 Dans une variété complexe,
∂ j g
a b¯ =−g a s¯ gℓb¯∂ j gℓs¯
Preuve : S’obtien t en dérivan t l’égalité matricielle (g a b¯ )t (ga b¯ )= I ■
LEMMEVII.2 .6 Dans une variété kählérienne,
Γ
s¯
a¯ k¯
= gℓs¯∂a¯ gℓk¯ et Γsak = g sℓ¯∂a gk ℓ¯
Preuve : On démontre la prem ière iden tité, la deuxième s’obtien t alors par con jugaison .On
a Γs¯
a¯ k¯
= 1
2
g
ℓs¯
(
∂a¯ g k¯ ℓ+∂k¯ g a¯ℓ−∂ℓg a¯ k¯
)
, or g a¯ k¯ = 0 et en outre ∂a¯ g k¯ ℓ = ∂k¯ g a¯ℓ vu que la variété
est kählérienne, d’où le résultat. ■
LEMMEVII.2 .7 Dans une variété kählérienne, on a en tout poin t x , dans une carte g -normale
cen trée en x :
R j k¯ b a¯ = ∂ j k¯ gb a¯
Preuve : En x , dans une carte g -normale en x i.e une carte telle que ga b¯ = δab , ∂k ga b¯ = 0 et
∂k¯ ga b¯ = 0 en x , on a :
(VII.2.15) R j k¯ b a¯ = g j s¯R s¯k¯ b a¯ = g j s¯
(
∂bΓ
s¯
a¯ k¯
−∂a¯ Γs¯b k¯︸︷︷︸
0
+0
)
(les dérivées prem ières de g son t nulles en x pour cette carte). On obtien t par conséquen t
que R j k¯ b a¯ = g j s¯ ∂b
(
g
ℓs¯∂a¯ gℓk¯
)
= g j s¯ gℓs¯ ∂b a¯ gℓk¯ = ∂b a¯ g j k¯ , et on conclut par symétries du ten -
seur de courbure que R j k¯ b a¯ = Rb a¯ j k¯ = ∂ j k¯ gb a¯ . ■
VII.2.4 La courbure bisectionnelle holomorphe
Soit P ∈M . Etant donnés deux plans J-invariants π et π′ dans TP M , la courbure bisec-
tionnelle holomorphe au point P , H (π,π′) est définie par (cf. [GK67]) :
(VII.2.16) H (π,π′)= R (X , JX ,X ′, JX ′)
où X (respectivement X ′) est un vecteur unitaire du plan π (respectivement π′). Au point P ,
dans une carte holomorphe normale, on a [g i j¯ ]1≤i , j≤m = Im . On désigne par πa et πb les plans
suivants de TP M :
(VII.2.17) πa =V ect (∂x a ,∂y a ) et πb =V ect (∂x b ,∂y b )
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Ces plans sont J-invariants puisque J∂x ℓ = ∂yℓ . On a :
(VII.2.18) | ∂x a |2g= g (∂x a ,∂x a )= g (∂a +∂a¯ ,∂a +∂a¯ )= 2 g (∂a ,∂a¯ )= 2
donc | ∂x a |g=
p
2, par conséquent :
H (πa ,πb )= R
(
∂x ap
2
, J
(∂x ap
2
)
,
∂x bp
2
, J
(∂x ap
2
))
= 1
4
R (∂x a ,∂y a ,∂x b ,∂y b )
= 1
4
R
(
∂a +∂a¯ ,−i (∂a¯ −∂a ),∂b +∂b¯ ,−i (∂b¯ −∂b )
)
=−1
4
R (∂a +∂a¯ ,∂a¯ −∂a ,∂b +∂b¯ ,∂b¯ −∂b )
=−1
4
[
R (∂a ,∂a¯ ,∂b ,∂b¯ )+R (∂a ,∂a¯ ,∂b¯ ,−∂b )+R (∂a¯ ,−∂a ,∂b ,∂b¯ )+R (∂a¯ ,−∂a ,∂b¯ ,−∂b )
]
=−Ra a¯b b¯
(VII.2.19)
VII.3 Valeurs B -propres et inégalité de Ky Fan généralisée
Valeurs B -propres
Soit B ∈ Hm (C), on impose de plus que B soit définie positive. Rappelons que pour
B ∈Mm (C) fixée, pour tout C ∈Mm (C), on dit que λ ∈ C est une valeur B -propre de C s’il
existe x non nul dans Cm tel que C x =λB x , x est alors appelé vecteur B -propre de C .
PROPOSITIONVII.3 .1 Si C ∈Hm (C) alors :
1. Le spectre de B−1C (i.e le B -spectre de C ) est en tièremen t réel.
2. La plus grande valeur propre de B−1C (i.e la p lus grande valeur B -propre de C ) est
égale à sup
u 6=0
≺Cu ,u ≻
≺ Bu ,u ≻ .
3. B−1C est diagonalisable.
Preuve : La même preuve que pour les matrices symétriques (cf. [HU09] page 32) fonc-
tionne dans le cas des matrices herm itiennes. Le spectre de B−1C est constitué des racines
de la fonction polynôme caractéristique P (λ)= d et (B−1C −λIm ), or :
d et (B−1C −λIm )= 0⇔ d et (B−
1
2 C −λB 12 )= 0
⇔ d et (B− 12 CB− 12 −λIm )= 0(VII.3.1)
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donc le spectre de B−1C (ou encore le B -spectre de C ) est le spectre de la matrice herm i-
tienne B−
1
2 CB
− 12 , il est donc en tièremen t réel.
De plus, par la caractérisation variationnelle de la plus grande valeur propre d’une matrice
herm itienne, on a :
λm a x (B
−1
C )=λm a x (B−
1
2 CB
− 12 )= sup
x 6=0
≺ B− 12 CB− 12 x , x ≻
≺ x , x ≻
= sup
u 6=0
≺ B− 12 Cu ,B 12 u ≻
≺ B 12 u ,B 12 u ≻
= sup
u 6=0
≺Cu ,u ≻
≺ Bu ,u ≻(VII.3.2)
ce qui prouve le second poin t de la proposition .
Soit finalement, U ∈Um (C) telle que :
(VII.3.3) U −1(B−
1
2 CB
− 12 )U = d i a g (λ1, ...,λm ) (ici les λi son t les valeurs B -propres de C )
donc P = B− 12U diagonalise B−1C :
P
−1(B−1C )P =U −1B 12 (B−1C )B− 12U =U −1B− 12 CB− 12U
= d i a g (λ1, ...,λm )(VII.3.4)
■
Remarque : – De même que dans le cas symétrique, siC est sem i-défin ie positive (resp.
défin ie positive), il en est de même de B−
1
2 CB
− 12 , et le spectre de B−1C (i.e le B -spectre
de C ) est alors constitué de réels ≥ 0 (resp. > 0).
– Il revien t au même dans la preuve de la proposition précéden te de considérer B−
1
2 CB
− 12
ou bien la réduction de la forme quadratique associée à C dans l’espace herm itien
(Cm ,≺ ., .≻B ) avec ≺ u , v ≻B :=≺ Bu , v ≻.
Inégalité de Ky Fan généralisée
On expose ici une généralisation d’une inégalité dite de Ky Fan (cf. [BL00] et [BV04]) en
termes de valeurs B -propres qu’on a été amené à prouver dans le cadre de notre exploration
des fonctions B -spectrales (cf. Théorème VII.4.2). La preuve qu’on présente ici est une géné-
ralisation de la preuve suggérée par [BL00] (voir pages 17-18 et exercice 12 page 20). Cette
preuve fait appel aux lemmes suivants :
THÉORÈMEVII.3 .1 (Birkhoff ) Toute matrice bistochastique est une combinaison convexe
de matrices de permutation .
PROPOSITIONVII.3 .2 (Hardy-Littlew ood-Polya [HLP94]) Pour tout couple de vecteurs x , y ∈
R
m , l’inégalité suivan te est satisfaite :
t
x y ≤ t [x ][y ]
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où ici [x ] désigne le vecteur de Rm ayan t les mêmes composan tes que le vecteur x ordonnées
dans l’ordre décroissan t (i.e [x ]1 ≥ ...≥ [x ]m ).
Voici l’énoncé de l’inégalité de Ky Fan généralisée qu’on démontre :
THÉORÈMEVII.3 .2 (J., Inégalité de Ky Fan généralisée) Pour toute matrice herm itienne dé-
fin ie positive B d’ordre m , l’inégalité suivan te est vérifiée :
∀C ,S ∈Hm (C), t r (CS)=
m∑
i=1
λi (CS)≤
m∑
i=1
λB ,i (C )λB−1 ,i (S)
où λB ,1(C ) ≥ ... ≥ λB ,m (C ) désignen t les valeurs B -propres de C et λB−1 ,1(S) ≥ ... ≥ λB−1 ,m (S)
désignen t les valeurs B−1-propres de S .
Preuve : Soit B une matrice herm itienne d’ordre m défin ie positive fixée. Soien t C ,S ∈Hm (C).
Par la précéden te sous-section sur les valeurs B -propres, on sait qu’il existe deux matrices
U1,U2 ∈Um (C) et deux vecteurs x , y ∈Rm tels que :
U
−1
1 (B
− 12 CB−
1
2 )U1 = d i a g (x ) avec [x ]= (λB ,1(C ), ...,λB ,m (C ))(VII.3.5)
U
−1
2 (B
1
2 SB
1
2 )U2 = d i a g (y ) avec [y ]= (λB−1 ,1(S), ...,λB−1 ,m (S))(VII.3.6)
ainsi :
t r (CS)= t r (B 12U1d i a g (x )U −11 B
1
2 ×B− 12U2d i a g (y )U −12 B−
1
2 )
= t r (d i a g (x )U −11 U2d i a g (y )U −12 B−
1
2 B
1
2U1)
= t r (d i a g (x )U −1d i a g (y )U ) avec U =U −12 U1 ∈Um (C)
=≪ d i a g (x ),U −1d i a g (y )U ≫ où ≪ ., .≫ désigne le produit de Schur (cf. (VII.4.7))
(VII.3.7)
par conséquen t :
t r (CS)= t r (d i a g (x )tU d i a g (y )U )=
∑
i , j
d i a g (x )i j (
t
U d i a g (y )U ) j i
=
∑
i
x i (
t
U d i a g (y )U )i i =
∑
i
x i
(∑
j
(
t
U d i a g (y ))i j U j i
)
=
∑
i
x i
(∑
j
(
∑
s
U si d i a g (y )s j )U j i
)
=
∑
i , j
x i (U j i y j )U j i
=
∑
i , j
|U j i |2 x i y j
= t x Z y avec Z = (Z i j )1≤i , j≤m = (|U j i |2)1≤i , j≤m(VII.3.8)
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La matrice Z est bistochastique (i.e à coefficien ts ≥ 0, et toutes ses lignes et colonnes son t de
somme 1) car la matrice U est un itaire, donc par le théorème de Birkhoff VII.3.1, on sait que
Z est une combinaison convexe de matrices de permutation :
(VII.3.9) Z =
N∑
i=1
βi Pi , βi ≥ 0,
N∑
i=1
βi = 1, Pi matrice de permutation
Ainsi :
t r (CS)= t x Z y = t x (
N∑
i=1
βi Pi )y =
N∑
i=1
βi
t
x Pi y
≤
N∑
i=1
βi
t [x ][Pi y ] par l’inégalité de Hardy-Littlewood-Polya (proposition VII.3.2)
(VII.3.10)
Or [Pi y ]= [y ] pour toute matrice de permutation et
N∑
i=1
βi = 1, d’où le résultat :
(VII.3.11) t r (CS)≤ t [x ][y ]=
m∑
i=1
λB ,i (C )λB−1 ,i (S)
■
VII.4 Concavité
VII.4.1 Critère de concavité d’une fonction F :Cn×n →R
Soit U un ouvert convexe de Cn et soit f :U → R, (z1, ..., z n ) 7→ f (z1, ..., z n ) une fonction
de classe C2. On note z j = x j + i y j , x j ∈ R, y j ∈ R. On voit plutôt f comme fonction en la
variable (u 1, ...,u 2n )= (x1, ..., xn , y1, ..., yn ) ∈U ⊂R2n .
La fonction f étant de classe C2, sa concavité est équivalente à la condition suivante :
(∗) ∀z ∈U , ∀γ= (γ1, ...,γ2n ) ∈R2n Dγγ f (z )=
2n∑
i , j=1
∂2 f
∂u i∂u j
(z )γiγ j ≤ 0
Si ξ ∈Cn on pose :
(VII.4.1) Dξ =
n∑
j=1
ξ j
∂
∂z j
+ξ j
∂
∂z¯ j
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Soit z ∈U , on a :
Dξ f (z )=
n∑
j=1
ξ j
∂ f
∂z j
(z )+ξ j
∂ f
∂z¯ j
(z )
=D f z .ξ où D f z ∈ LR(Cn ,R)
=
n∑
j=1
ξ j ,1
∂ f
∂x j
(z )+ξ j ,2
∂ f
∂y j
(z ) où ξ j = ξ j ,1+ i ξ j ,2
=D ξ˜ f (z ) où ξ˜= (ξ1,1, ...,ξn ,1,ξ1,2, ...,ξn ,2) ∈R2n(VII.4.2)
Ainsi :
D ξ˜ξ˜ f (z )=Dξξ f (z )
=
n∑
i , j=1
f i j¯ ξi ξ j +
n∑
i , j=1
f i¯ j ξi ξ j +
n∑
i , j=1
f i j ξi ξ j +
n∑
i , j=1
f i¯ j¯ ξi ξ j
= 2
n∑
i , j=1
f i j¯ ξi ξ j +2ℜ
(
n∑
i , j=1
f i j ξi ξ j
)
(VII.4.3)
où on note f i j :=
∂2 f
∂z i∂z j
, f i j¯ :=
∂2 f
∂z i∂z¯ j
...etc. Par conséquent la condition de concavité de la
fonction f :U ⊂Cn →R de classe C2 s’écrit :
(∗∗) ∀z ∈U , ∀ξ= (ξ1, ...,ξn ) ∈Cn
n∑
i , j=1
f i j¯ (z )ξi ξ j +ℜ
(
n∑
i , j=1
f i j (z )ξi ξ j
)
≤ 0
En particulier, soit F :Cn×n → R de classe C2 où Cn×n désigne les matrices carrées com-
plexes hermitiennes de taille n. On note [r i j¯ ]1≤i , j≤n ∈ Cn×n la variable de F , Fi j¯ :=
∂F
∂r i j¯
et
Fi j¯ ,k ℓ¯ :=
∂2F
∂r i j¯ ∂rk ℓ¯
. La fonction F est concave si et seulement si :
∀r = [r i j¯ ] ∈Cn×n , ∀ζ= [ζi j¯ ] ∈Cn×n ,
S(ζ)(r ) :=
n∑
i , j ,k ,ℓ=1
∂2F
∂r i j¯ ∂rk ℓ¯
(r )ζi j¯ ζk ℓ¯+ℜ
[
n∑
i , j ,k ,ℓ=1
∂2F
∂r i j¯ ∂rk ℓ¯
(r )ζi j¯ ζk ℓ¯
]
≤ 0(VII.4.4)
LEMMEVII.4 .1
∂F
∂rk ℓ¯
= ∂F
∂rℓk¯
Preuve : On note rℓk¯ = xℓk + i yℓk avec xℓk , yℓk ∈R, on a
∂F
∂rℓk¯
= 1
2
( ∂F
∂xℓk
− i ∂F
∂yℓk
)
par défin i-
tion . Or rk ℓ¯ = rℓk¯ = xℓk − i yℓk = x ′ℓk + i y ′ℓk d’où
∂F
∂rk ℓ¯
= 1
2
( ∂F
∂x ′
ℓk
+ i ∂F
∂y ′
ℓk
)
= 1
2
( ∂F
∂xℓk
− i ∂F
∂yℓk
)
=
∂F
∂rℓk¯
. ■
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Ainsi
n∑
i , j ,k ,ℓ=1
∂2F
∂r i j¯ ∂rk ℓ¯
(r )ζi j¯ ζk ℓ¯ =
n∑
i , j ,k ,ℓ=1
∂2F
∂r i j¯ ∂rℓk¯
(r )ζi j¯ ζℓk¯ =
n∑
i , j ,k ,ℓ=1
∂2F
∂r i j¯ ∂rk ℓ¯
(r )ζi j¯ ζk ℓ¯,
ce qui prouve au passage que
n∑
i , j ,k ,ℓ=1
∂2F
∂r i j¯ ∂rk ℓ¯
(r )ζi j¯ ζk ℓ¯ ∈R, d’où :
(VII.4.5) S(ζ)(r )= 2
n∑
i , j ,k ,ℓ=1
∂2F
∂r i j¯ ∂rk ℓ¯
(r )ζi j¯ ζk ℓ¯
On déduit donc qu’une fonction F :Cn×n →R de classe C2 est concave si et seulement si :
(VII.4.6) ∀r = [r i j¯ ]1≤i , j≤n ∈Cn×n , ∀ζ= [ζi j¯ ]1≤i , j≤n ∈Cn×n
n∑
i , j ,k ,ℓ=1
Fi j¯ ,k ℓ¯(r )ζi j¯ ζk ℓ¯ ≤ 0
VII.4.2 Critère de concavité sur les lignes
THÉORÈMEVII.4 .1 (Critère de concavité sur les lignes, cf.[BV04]p.81) Une fonction
f : Rn → R est convexe si et seulement si sa restriction à toute ligne qui in tersecte son do-
maine est convexe. En d’autres termes, une fonction f : Rn → R est convexe si et seule-
men t si pour tout x ∈ d om f (le domaine de défin ition de f ) et pour tout v , la fonction
f x ,v (t )= f (x + t v ) est convexe sur son domaine de défin ition
{
t ∈R/ x + t v ∈ d om f
}
.
VII.4.3 Concavité de u ◦λB
On a démontré au chapitre II et d’une façon élémentaire (cf. proposition II.4.1) la conca-
vité de la fonction Fk = ln σkλ :λ−1(Γk )⊂Hm (C)→R sur λ−1(Γk ).
On montre dans cette section la concavité des fonctions u ◦λ et plus généralement u ◦λB
lorsque u satisfait certaines conditions (voir le théorème VII.4.2), ce qui fournit en particulier
la concavité des fonctions Fk = ln σkλ (corollaire VII.4.30) et plus généralement ln σkλB (co-
rollaire VII.4.29).
La preuve exposée ici est plus simple que celle de [CNS85] page 277. La présente preuve
est basée sur la théorie des fonctions spectrales et la conjugaison de Legendre-Fenchel, il s’agit
d’une généralisation de la preuve du problème VII.20 du recueil d’exercices d’optimisation et
d’analyse convexe de J-B. Hiriart-Urruty [HU09] page 300 sur l’espace des matrices réelles
symétriques.
Soit E :=Hm (C) l’ensemble des matrices carrées complexes d’ordre m hermitiennes. E est
structuré en espace euclidien à l’aide du produit scalaire :
(VII.4.7) ≪ A,B ≫= t r (t AB )= t r (AB ) ∀A,B ∈ E
Ce produit scalaire est dit produit de Schur. On note Γ0(R
m ) l’ensemble des fonctions
u : Rm → R∪ {+∞} qui sont convexes, semi-continues inférieurement sur Rm , et finies en au
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moins un point de Rm .
Etant donné u ∈ Γ0(Rm ) symétrique et B ∈Hm (C) définie positive fixée, on définit :
V
B
u :E :=Hm (C)→R∪{+∞}
C 7→V Bu (C ) := u (λB ,1(C ), ...,λB ,m (C ))(VII.4.8)
où λB ,1(C ) ≥ λB ,2(C ) ≥ ... ≥ λB ,m (C ) désignent les valeurs B -propres de C . (Rappelons que
pour B ∈Mm (C) fixée, pour tout C ∈Mm (C), on dit que λ ∈C est une valeur B -propre de C
s’il existe x non nul dans Cm tel que C x =λB x , x est alors appelé vecteur B -propre de C)(voir
la section : Valeurs B -propres et inégalité de Ky Fan généralisée, dans les Annexes).
On appellera de telles fonctions V Bu , fonctions de valeurs B -propres ou fonctions B -
spectrales.
Notre premier but sera de déterminer la conjuguée de V Bu en fonction de la conjuguée de
u . Rappelons que la conjuguée ou transformée de Legendre-Fenchel de u est la fonction
u
∗ :Rm →R∪{+∞} définie par :
(VII.4.9) ∀s ∈Rm , u ∗(s)= sup
x∈Rm
{
≺ s, x ≻−u (x )
}
≺ ., .≻ désignant le produit scalaire sur Rm .
Remarque : Cette défin ition s’étend sans difficulté aux u défin ies sur un espace euclidien
(E ,≪ ., .≫) auquel cas u ∗ est défin ie sur E∗ représen té par E via ≪ ., .≫.
On prouve ici le théorème important et général suivant :
THÉORÈMEVII.4 .2 (J., Conjugaison des fonctions de valeurs B -propres) Si u ∈ Γ0(Rm ) est
symétrique alors :
1. La con juguée u ∗ (∈ Γ0(Rm )) est égalemen t symétrique.
2. Les fonctions de valeurs B -propres V Bu et V
B
u ∗ (défin ies comme ci-dessus) appartiennen t
à Γ0(E) avec V
B−1
u ∗ = (V Bu )∗, donc en particulier la fonction de valeurs B -propres V Bu est
convexe sem i-con tinue in férieuremen t.
Preuve : Soit σ une permutation de {1, ...,m }. Soit s ∈Rm ,
u
∗(sσ(1), ..., sσ(m ))= sup
x∈Rm
{
≺ (sσ(1), ..., sσ(m )), x ≻−u (x )
}
= sup
x∈Rm
{
≺ (sσ(1), ..., sσ(m )), (xσ(1), ..., xσ(m ))≻−u (xσ(1), ..., xσ(m ))
}
= sup
x∈Rm
{
≺ s, x ≻−u (x )
}
par symétrie de u
= u ∗(s)(VII.4.10)
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ce qui prouve que u ∗ (∈ Γ0(Rm ))est égalemen t symétrique.
Il est donc possible, comme cela a été fait pour u , de défin ir la fonction de valeurs B -propres
V
B
u ∗ .
Pour prouver le second poin t du théorème VII.4.2, on montre que :
(VII.4.11) ∀C ∈ E , V Bu (C )= sup
S∈E
{
t r (CS)−u ∗(λB−1 ,1(S), ...,λB−1 ,m (S))
}
Soit C ∈ E , on commence par prouver l’inégalité ≤ dans (VII.4.11) : Rappelons que les valeurs
B -propres de C son t les valeurs propres de B−1C et son t aussi les valeurs propres de la ma-
trice herm itienne B−
1
2 CB
− 12 (cf. Annexes).
Soit U ∈Um (C) telle que :
(VII.4.12) U (B−
1
2 CB
− 12 )U −1 = d i a g (λB ,1(C ), ...,λB ,m (C ))
donc C = B 12U −1d i a g (λB ,1(C ), ...,λB ,m (C ))U B
1
2 . Soit S ∈ E , on a donc :
t r (CS)= t r (B 12U −1d i a g (λB ,1(C ), ...,λB ,m (C ))U B
1
2 S)
= t r (d i a g (λB ,1(C ), ...,λB ,m (C ))U B
1
2 SB
1
2U
−1)(VII.4.13)
d’où :
sup
S∈E
{
t r (CS)−u ∗(λB−1 ,1(S), ...,λB−1 ,m (S))
}
= sup
S∈E
{
t r (d i a g (λB ,1(C ), ...,λB ,m (C ))U B
1
2 SB
1
2U
−1)−u ∗(λB−1 ,1(S), ...,λB−1 ,m (S))
}
(VII.4.14)
or l’application E → E ,S 7→ U B 12 SB 12U −1 est bijective. En posan t S˜ = U B 12 SB 12U −1 on ob-
tien t :
sup
S∈E
{
t r (CS)−u ∗(λB−1 ,1(S), ...,λB−1 ,m (S))
}
= sup
S˜∈E
{
t r (d i a g (λB ,1(C ), ...,λB ,m (C ))S˜)
−u ∗(λB−1 ,1(B−
1
2U
−1
S˜U B
− 12 ), ...,λB−1 ,m (B
− 12U −1S˜U B−
1
2 ))
}
(VII.4.15)
Or les valeurs B−1-propres de B−
1
2U
−1
S˜U B
− 12 son t les valeurs propres de U −1S˜U donc son t
les valeurs propres de S˜ , ainsi :
(VII.4.16)
sup
S∈E
{
t r (CS)−u ∗(λB−1 ,1(S), ...,λB−1 ,m (S))
}
= sup
S˜∈E
{
t r (d i a g (λB ,1(C ), ...,λB ,m (C ))S˜)−u ∗(λ1(S˜), ...,λm (S˜))
}
En se restreignan t aux matrices diagonales, on déduit que :
sup
S∈E
{
t r (CS)−u ∗(λB−1 ,1(S), ...,λB−1 ,m (S))
}
≥ sup
(s1 ,...,sm )∈Rm
{ m∑
i=1
λB ,i (C ) si −u ∗(s1, ..., sm )
}
= u ∗∗(λB ,1(C ), ...,λB ,m (C ))︸ ︷︷ ︸
=u (λB ,1(C ),...,λB ,m (C ))=V Bu (C ) car u∈Γ0(Rm )
(VII.4.17)
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Prouvons à présen t l’inégalité ≥ dans (VII.4.11) : Soien t C ,S ∈ E , par l’inégalité de Ky Fan
généralisée (théorème VII.3.2) m ise au poin t dans une annexe précéden te, on a :
t r (CS)=
m∑
i=1
λi (CS)≤
m∑
i=1
λB ,i (C )λB−1 ,i (S)
donc :
t r (CS)−u ∗(λB−1 ,1(S), ...,λB−1 ,m (S))
≤
m∑
i=1
λB ,i (C )λB−1 ,i (S)−u ∗(λB−1 ,1(S), ...,λB−1 ,m (S))
≤ sup
(s1 ,...,sm )∈Rm
{ m∑
i=1
λB ,i (C ) si −u ∗(s1, ..., sm )
}
= u ∗∗(λB ,1(C ), ...,λB ,m (C ))=V Bu (C )(VII.4.18)
Ce qui achève la preuve de l’égalité (VII.4.11). Cette égalité dit exactemen t que :
V
B
u (C )= sup
S∈E
{
≪C ,S ≫−V B−1u ∗ (S)
}
=
(
V
B−1
u ∗
)∗
(C )(VII.4.19)
Ainsi,V Bu =
(
V
B−1
u ∗
)∗
ce qui permet de déduire que V Bu ∈ Γ0(E) (elle est convexe sem i-con tinue
in férieurement car c’est une con juguée, elle est en outre fin ie en au moins un poin t car u
l’est). La con juguée u ∗ étan t à son tour une fonction symétrique de Γ0(Rm ), ce dern ier ré-
sultat appliqué à u ∗ affirme que V Bu ∗ ∈ Γ0(E) et V Bu ∗ =
(
V
B−1
u
)∗
, ce qui achève la preuve du
théorème VII.4.2. ■
COROLLAIREVII.4 .1 La fonction :
F
B
k
:Hm (C)→R∪{+∞}
C 7→ FB
k
(C )=
− ln σk
(
λB (C )
)
si C ∈λ−1B (Γk )
+∞ sinon
(VII.4.20)
où λ−1B (Γk ) := {C ∈Hm (C)/ λB (C ) ∈ Γk },(VII.4.21)
est convexe (ceci est valable pour tout en tier k ∈ {1, ...,m }). (Rappelons que B est une matrice
herm itienne de taille m défin ie positive fixée.)
Preuve : Soit k ∈ {1, ...,m }, on considère la fonction :
u :Rm →R∪{+∞}
x = (x1, ..., xm ) 7→ u (x )=
− ln σk (x1, ..., xm ) si x ∈ Γk+∞ sinon(VII.4.22)
Rappelons que Γk est le cône convexe ouvert :
Γk = {λ ∈Rm / ∀1 ≤ j ≤ k σ j (λ)> 0}(VII.4.23)
Cette fonction u est symétrique et appartien t à Γ0(R
m ), en effet :
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– Elle est clairemen t symétrique.
– Elle est fin ie en au moins un poin t de Rm car Γk est non vide.
– Elle est convexe, car la fonction (σk )
1
k :Γk →R est concave (cf. [CNS85] page 269).
– Elle est sem i-con tinue in férieuremen t. En effet, soit c ∈R, on considère l’ensemble :
{x ∈Rm / +∞≥ u (x )> c}= {x ∈ Γk / u (x )> c}∪{x 6∈ Γk / u (x )> c}
= {x ∈ Γk / − ln σk (x )> c}∪
(
R
m \ Γk
)
(VII.4.24)
Par con tinuité, l’ensemble {x ∈ Γk / − ln σk (x ) > c} est un ouvert de Γk , c’est donc un
ouvert de Rm puisque Γk est un ouvert de R
m . En outre, le cône Γk est aussi un fermé
de Rm (au titre de composan te connexe), donc l’ensemble Rm \ Γk est un ouvert de R
m .
Par conséquen t, {x ∈Rm / +∞≥ u (x )> c}est un ouvert de Rm . Ceci étan t valable pour
tout c ∈R, on déduit que u est sem i-con tinue in férieurement.
Ainsi, par le théorème VII.4.2 de con jugaison des fonctions de valeurs B -propres, on déduit
que la fonction B -spectrale V Bu = FBk est convexe. ■
Remarque : La même techn ique permet de prouver par exemple que les fonctions
V (C ) := plus grande valeur B -propre de C et
Vs(C ) := somme des s plus grandes valeurs B -propres de C avec s ∈ {1, ...,m },(VII.4.25)
son t convexes sur Hm (C) (ici B est une matrice herm itienne de taille m défin ie positive
fixée).
COROLLAIREVII.4 .2 Si Γ est un convexe fermé (non vide) symétrique de Rm , alors l’en -
semble λ−1B (Γ) := {C ∈ Hm (C)/ λB (C ) ∈ Γ} est un convexe fermé de Hm (C). En particulier,
λ−1B (Γk ) est un convexe fermé de Hm (C).
Preuve : Soit f0 := IΓ la fonction indicatrice de l’ensemble Γ :
f0 := IΓ :Rm →R∪{+∞}
x = (x1, ..., xm ) 7→ IΓ(x )=
0 si x ∈ Γ+∞ sinon(VII.4.26)
De par les hypothèses faites sur Γ, f0 ∈ Γ0(Rm ) et est symétrique, en effet :
– Cette fonction est clairemen t fin ie en au moins un poin t car Γ est non vide.
– L’inégalité IΓ(t x + (1− t )y )≤ t IΓ(x )+ (1− t )IΓ(y ) est vérifiée pour tout x , y ∈Rm et tout
t ∈ [0,1], puisque si x , y ∈ Γ alors t x+(1−t )y ∈ Γ par convexité de Γ et les deuxmembres
de l’inégalité de convexité valen t 0 dans ce cas. Par ailleurs, si x ou y n’appartien t pas à
Γ alors le membre de droite de l’inégalité vaut +∞ et l’inégalité est donc vérifiée dans
ce cas aussi, ce qui prouve que IΓ est convexe.
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– IΓ est sem i-con tinue in férieurement car pour a ∈Rm : si a ≥ 0 alors l’ensemble
{x ∈Rm / +∞≥ IΓ(x )> a}=Rm \ Γ est ouvert car Γ est fermé ; et si a < 0,
{x ∈Rm / +∞≥ IΓ(x )> a}=Rm est ouvert aussi.
Ainsi, par le théorème de con jugaison des fonctions B -spectrales VII.4.2, on déduit que la
fonction de valeurs B -propres V BIΓ ∈ Γ0(R
m ), donc en particulier V BIΓ est convexe sem i-con tinue
in férieurement. Or :
V
B
IΓ
:Hm (C)→R∪{+∞}
C 7→V BIΓ (C )=
0 si C ∈λ
−1
B (Γ)
+∞ sinon
= Iλ−1
B
(Γ)(C )(VII.4.27)
Ainsi, la fonction indicatrice Iλ−1
B
(Γ) est convexe sem i-con tinue in férieurement. Par consé-
quen t, λ−1B (Γ) est un convexe fermé (non vide) de Hm (C). En effet :
– λ−1B (Γ) est convexe car si C ,D ∈λ−1B (Γ) et t ∈ [0,1], on a par convexité de Iλ−1
B
(Γ),
(VII.4.28) Iλ−1
B
(Γ)(t C + (1− t )D )≤ t Iλ−1
B
(Γ)(C )︸ ︷︷ ︸
=0
+(1− t ) Iλ−1
B
(Γ)(D )︸ ︷︷ ︸
=0
donc nécessairemen t Iλ−1
B
(Γ)(t C + (1− t )D )= 0 d’où t C + (1− t )D ∈λ−1B (Γ).
– λ−1B (Γ) est fermé car l’ensemble {M ∈Hm (C)/ +∞≥ Iλ−1
B
(Γ)(M ) > 0}=Hm (C) \ λ−1B (Γ)
est ouvert puisque Iλ−1
B
(Γ) est sem i-con tinue in férieurement.
■
Par le corollaire VII.4.1, et vu que λ−1B (Γk ) est convexe (corollaireVII.4.2), on sait donc
que :
COROLLAIREVII.4 .3 La fonction :
−FB
k
:λ−1B (Γk )→R
C 7→ FB
k
(C )= ln σk
(
λB (C )
)
(VII.4.29)
est concave (ceci est valable pour tout en tier k ∈ {1, ...,m }). (Rappelons que B est une matrice
herm itienne de taille m défin ie positive fixée.)
Donc en particulier, pour B = I on obtient :
COROLLAIREVII.4 .4 La fonction :
Fk =−F Ik :λ−1(Γk )→R
C 7→ Fk (C )= ln σk
(
λ(C )
)
(VII.4.30)
où λ−1(Γk ) := {C ∈Hm (C)/ λ(C ) ∈ Γk },(VII.4.31)
est concave (ceci est valable pour tout en tier k ∈ {1, ...,m }).
136
VII.5 Les espaces C r (M ,R) et C r,α(M )
VII.5 Les espaces C r (M ,R) et C r,α(M )
VII.5.1 L’espace C r (M ,R)
Soit (M ,g ) une variété riemannienne compacte. Pour tout entier positif r on considère sur
l’espace C r (M ,R) la norme suivante (cf. [HEB97] page 213) :
(VII.5.1) ‖ f ‖C r (M ,R) =
r∑
j=0
sup
P∈M
| ∇ j f (P ) |g
On définit, par ailleurs, une autre norme sur l’espace C r (M ,R) en utilisant une partition de
l’unité. Si Ω est un ouvert de Rn on notera C r0 (Ω,R) l’espace des fonctions de C
r (Ω,R)
qui sont à support compact dans Ω. Si on fixe R = (U i ,φi )1≤i≤N un recouvrement fini de
M par des cartes et P = (θi )1≤i≤N une partition de l’unité de classe C∞ subordonnée à
ce recouvrement, alors le support de θi ◦φ−1i , su p p (θi ◦φ−1i ) est égal à φi (su p pθi ) (car
φi est un homéomorphisme et su p pθi ⊂ U i ) or su p pθi est compact (car c’est un fermé
de la variété compacte M ) on en déduit alors que ψi := θi ◦φ−1i ∈ C∞0 (φi (U i ),R) donc que
(θi f )◦φ−1i ∈C r0 (φi (U i ),R). On posera donc pour f ∈C r (M ,R) :
(VII.5.2) ‖ f ‖R,P
C r (M ,R) =
N∑
i=1
‖(θi ◦φ−1i )× ( f ◦φ−1i )‖C r0 (φi (U i ),R) =
N∑
i=1
‖(θi f )◦φ−1i ‖C r0 (φi (U i ),R)
où pour Ω un ouvert de Rn et ϕ ∈C r0 (Ω,R),
(VII.5.3) ‖ϕ‖C r0 (Ω,R) =
r∑
j=0
sup
|β|= j
sup
Ω
|Dβϕ |
ce qui définit une norme sur C r (M ,R). (C r (M ,R),‖.‖R,P
C r (M ,R)) est un espace de Banach.(cf.
[BCP68] page 379).
Remarque : L’espace vectoriel C r (M ,R) sera toujours muni de la topologie d’espace de Fré-
chet Banachisable défin ie par la norme ‖.‖R,P
C r (M ,R). On note que cette topologie ne dépend
pas du système R,P = (U i ,φi ,θi )1≤i≤N choisi et que cette topologie est aussi défin ie par la
norme ‖.‖C r (M ,R) défin i en (VII.5.1).
VII.5.2 L’espace C r,α(M )
Pour les espaces de Hölder, on suit les notations de Gilbarg-Trudinger (cf. [GT01] pages
53, 61 et 90). Soient Ω un ouvert de Rn non nécessairement borné, α ∈]0,1] et r ∈N. On note
C
r (Ω,R) l’espace des fonctions f :Ω→ R dont toutes les dérivées d’ordre ≤ r sont continues
sur Ω, et on note C r (Ω,R) l’espace des fonctions f ∈C r (Ω,R) dont toutes les dérivées d’ordre
≤ r sont bornées sur Ω et ont des prolongements continus sur Ω.
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Remarque : –
{
f :Ω→R, un iformément con tinues surΩ
}
⊂C0(Ω,R)⊂C0(Ω,R)
– LorsqueΩ est borné,
{
f :Ω→R, un iformément con tinues surΩ
}
=C0(Ω,R)⊂C0(Ω,R)
On désigne par C r,α(Ω) le sous-espace de C r (Ω,R) constitué des fonctions f ∈ C r (Ω,R)
telles que :
(VII.5.4) ∀β, |β |= r [Dβ f ]α,Ω = sup
x 6=y∈Ω
|Dβ f (x )−Dβ f (y ) |
‖x − y‖α <+∞
Et on désigne par C r,α(Ω) le sous-espace de C r (Ω,R) constitué des fonctions f ∈ C r (Ω,R)
telles que :
(VII.5.5) ∀β, |β |= r ∀K compact deΩ [Dβ f ]α,K = sup
x 6=y∈K
|Dβ f (x )−Dβ f (y ) |
‖x − y‖α <+∞
Remarque : C r,α(Ω)⊂C r,α(Ω)
On introduit les quantités suivantes :
(VII.5.6) [ f ]r,0;Ω =|D r f |0;Ω= sup
|β|=r
sup
Ω
|Dβ f | et [ f ]r,α;Ω = [D r f ]α;Ω = sup
|β|=r
[Dβ f ]α;Ω
On définit en premier lieu des normes (globales) sur les espaces C r (Ω,R) et C r,α(Ω) comme
suit :
(VII.5.7) ‖ f ‖
C r (Ω,R) =| f |r ;Ω=| f |r,0;Ω=
r∑
j=0
[ f ] j ,0;Ω =
r∑
j=0
|D j f |0;Ω =
r∑
j=0
sup
|β|= j
sup
Ω
|Dβ f |
‖ f ‖
C r,α(Ω) =| f |r,α;Ω=| f |r ;Ω +[ f ]r,α;Ω =| f |r ;Ω +[D r f ]α;Ω(VII.5.8)
=
r∑
j=0
sup
|β|= j
sup
Ω
|Dβ f | + sup
|β|=r
sup
x 6=y∈Ω
|Dβ f (x )−Dβ f (y ) |
‖x − y‖α(VII.5.9)
Si Ω est borné et d = d i am Ω, on dispose des normes suivantes :
(VII.5.10) ‖ f ‖′
C r (Ω,R)
=| f |′r ;Ω=
r∑
j=0
d
j |D j f |0;Ω =
r∑
j=0
d
j sup
|β|= j
sup
Ω
|Dβ f |
‖ f ‖′
C r,α(Ω)
=| f |′r,α;Ω=| f |′r ;Ω +d r+α [ f ]r,α;Ω =| f |′r ;Ω +d r+α [D r f ]α;Ω(VII.5.11)
=
r∑
j=0
d
j sup
|β|= j
sup
Ω
|Dβ f | +d r+α sup
|β|=r
sup
x 6=y∈Ω
|Dβ f (x )−Dβ f (y ) |
‖x − y‖α(VII.5.12)
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On dispose par ailleurs de normes intérieures. Si Ω est un ouvert propre de Rn (i.e Ω est
strictement inclus dans Rn ), d x = d i st (x ,∂Ω) et d x ,y =min(d x ,d y ). On définit les quantités
suivantes :
(VII.5.13) [ f ]∗r,0;Ω = [ f ]∗r ;Ω = sup
|β|=r
sup
x∈Ω
d
r
x |Dβ f (x ) | r = 0,1,2.. pour f ∈C r (Ω,R)
(VII.5.14) [ f ]∗r,α;Ω = sup
|β|=r
sup
x 6=y∈Ω
d
r+α
x ,y
|Dβ f (x )−Dβ f (y ) |
‖x − y‖α pour f ∈C
r,α(Ω)
On définit à partir de là les normes intérieures suivantes :
(VII.5.15) | f |∗r ;Ω=| f |∗r,0;Ω=
r∑
j=0
[ f ]∗j ;Ω =
r∑
j=0
sup
|β|= j
sup
x∈Ω
d
j
x |Dβ f (x ) | r = 0,1,2..
Ceci est une norme sur le sous-espace de C r (Ω,R) constitué de fonctions f ∈C r (Ω,R) vérifiant
| f |∗r ;Ω<+∞.
| f |∗r,α;Ω =| f |∗r ;Ω +[ f ]∗r,α;Ω(VII.5.16)
=
r∑
j=0
sup
|β|= j
sup
x∈Ω
d
j
x |Dβ f (x ) | + sup
|β|=r
sup
x 6=y∈Ω
d
r+α
x ,y
|Dβ f (x )−Dβ f (y ) |
‖x − y‖α(VII.5.17)
C’est une norme sur le sous-espace de C r,α(Ω) constitué de fonctions f ∈ C r,α(Ω) vérifiant
| f |∗r,α;Ω<+∞.
– Si Ω est borné et d = d i am Ω alors
(VII.5.18) | f |∗r,α;Ω≤max(1,d r+α) | f |r,α;Ω
– Si Ω′ ⊂⊂Ω et δ= d i st (Ω′,∂Ω) alors
(VII.5.19) m in(1,δr+α) | f |r,α;Ω′≤| f |∗r,α;Ω
Quand on contrôle la norme intérieure ∗ sur Ω, on contrôle la norme globale sur tout
ouvert intérieur à Ω. (C’est pour cela que les normes ∗ sont dites intérieures).
On dispose de normes intérieures plus générales. Soit ν ∈ R. Toujours pour Ω un ouvert
propre de Rn , d x = d i st (x ,∂Ω), on introduit les quantités suivantes :
(VII.5.20) [ f ](ν)
r,0;Ω = [ f ]
(ν)
r ;Ω = sup|β|=r
sup
x∈Ω
d
r+ν
x |Dβ f (x ) | r = 0,1,2.. pour f ∈C r (Ω,R)
(VII.5.21) [ f ](ν)
r,α;Ω = sup|β|=r
sup
x 6=y∈Ω
m i n
(
d
r+α+ν
x ,d
r+α+ν
y
) |Dβ f (x )−Dβ f (y ) |
‖x − y‖α pour f ∈C
r,α(Ω)
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On définit à partir de là les normes intérieures suivantes :
(VII.5.22) | f |(ν)
r ;Ω=
r∑
j=0
[ f ](ν)
j ;Ω =
r∑
j=0
sup
|β|= j
sup
x∈Ω
d
j+ν
x |Dβ f (x ) | r = 0,1,2..
Ceci est une norme sur le sous-espace de C r (Ω,R) constitué de fonctions f ∈C r (Ω,R) vérifiant
| f |(ν)
r ;Ω<+∞.
| f |(ν)
r,α;Ω= | f |
(ν)
r ;Ω +[ f ]
(ν)
r,α;Ω(VII.5.23)
=
r∑
j=0
sup
|β|= j
sup
x∈Ω
d
j+ν
x |Dβ f (x ) |(VII.5.24)
+ sup
|β|=r
sup
x 6=y∈Ω
m i n
(
d
r+α+ν
x ,d
r+α+ν
y
) |Dβ f (x )−Dβ f (y ) |
‖x − y‖α
C’est une norme sur le sous-espace de C r,α(Ω) constitué de fonctions f ∈ C r,α(Ω) vérifiant
| f |(ν)
r,α;Ω<+∞.
Remarque : Pour ν= 0, on retrouve les normes in térieures étoile : | . |(0)=| . |∗ et [.](0) = [.]∗.
(C r,α(Ω),‖.‖
C r,α(Ω)) est un espace de Banach. On note C
r,α
0 (Ω) l’ensemble des fonctions de
C
r,α(Ω) qui sont à support compact dans Ω, et on note C∞0 (Ω,R) l’ensemble des fonctions de
C
∞(Ω,R) qui ont à support compact dans Ω.
On considère à présent (M ,g ) une variété riemannienne compacte. On désignera par
C
r,α(M ) le sous-espace vectoriel de C r (M ,R) formé des fonctions f ∈ C r (M ,R) telles que :
(VII.5.25)
∀ (U ,φ)carte de M , f ◦φ−1 ∈C r (φ(U ),R) et ψ×( f ◦φ−1) ∈C r,α0 (φ(U )) ∀ψ ∈C∞0 (φ(U ),R)
Si on fixe R = (U i ,φi )1≤i≤N un recouvrement fini de M par des cartes et P = (θi )1≤i≤N
une partition de l’unité de classe C∞ subordonnée à ce recouvrement, alors le support de
θi ◦φ−1i , su p p (θi ◦φ−1i ) est égal à φi (su p pθi ) or su p pθi est compact, on en déduit alors que
ψi := θi ◦φ−1i ∈C∞0 (φi (U i ),R). On posera donc pour f ∈C r,α(M ) :
(VII.5.26) ‖ f ‖R,P
C r,α(M ) =
N∑
i=1
‖(θi ◦φ−1i )× ( f ◦φ−1i )‖C r,α(φi (U i )) =
N∑
i=1
‖(θi f )◦φ−1i ‖C r,α(φi (U i ))
ce qui définit une norme sur C r,α(M ). (C r,α(M ),‖.‖R,P
C r,α(M )) est un espace de Banach.(cf.
[BCP68] page 473).
Remarque : L’espace vectoriel C r,α(M ) sera toujours muni de la topologie d’espace de Fré-
chet Banachisable défin ie par la norme ‖.‖R,P
C r,α(M ). On note que cette topologie ne dépend
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pas du système R,P = (U i ,φi ,θi )1≤i≤N choisi et que sur C0,α(M ), cette topologie est aussi
défin ie par la norme :
(VII.5.27) ‖ f ‖C0,α(M )′ = ‖ f ‖∞,M + sup
x 6=y∈M
| f (x )− f (y ) |
d g (x , y )α
VII.6 Estimées de Hölder pour les dérivées secondes
Dans cette section, on expose et on détaille les pages 453-456 de [GT01] pour prouver
le théorème VII.6.1. Ce premier théorème nous servira à déduire une estimée C2,β à partir de
l’estimée C2 pour l’équation de Calabi-Yau.
Soit Ω un domaine (i.e ouvert connexe) borné de Rn , n ≥ 2.
On s’intéresse ici aux équations de la forme :
(E) F
(
D
2
u
)
= f F ∈C2(Rn×n ,R) f ∈C2(Ω,R) u ∈C4(Ω,R)
Ici Rn×n désigne les matrices carrées réelles symétriques de taille n . On note Fi j :=
∂F
∂r i j
et
Fi j ,k s :=
∂2F
∂r i j ∂rk s
.
On suppose que l’équation (E) admet des solutions. Soit u une solution fixée de (E), on
suppose que la fonction F vérifie les deux hypothèses suivantes :
1. F est uniformément elliptique par rapport à u i.e il existe deux réels λ,Λ> 0 tels que :
(VII.6.1) ∀ξ ∈Rn , ∀x ∈Ω λ | ξ |2≤ Fi j
(
D
2
u (x )
)
ξi ξ j ≤Λ | ξ |2
2. F est concave par rapport à u i.e F est une fonction concave sur l’image de D 2u . Vu
que F est de classe C2, cette condition de concavité est équivalente à :
(VII.6.2) ∀ζ ∈Rn×n , ∀x ∈Ω Fi j ,k s
(
D
2
u (x )
)
ζi j ζk s ≤ 0
Soit γ ∈Rn , ‖γ‖ = 1. On différentie l’équation (E) deux fois dans la direction γ :
Dγ f =Dγ
(
F(D 2u )
)
= Fi j (D 2u )Dγ(D i j u )= Fi j (D 2u )D i jγu
Dγγ f =Dγ
(
Fi j (D
2
u )D i jγu
)
= Fi j (D 2u )D i jγγu +Fk s,i j (D 2u )D k sγu D i jγu(VII.6.3)
Or Fk s,i j (D
2
u )D k sγu D i jγu ≤ 0 par concavité de F , donc :
(VII.6.4) Dγγ f ≤ Fi j
(
D
2
u
)
D i j w surΩ où w =Dγγu
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Soient BR , B2R et B3R trois boules ouvertes concentriques de l’ouvert Ω de rayons respectifs
R , 2R et 3R , et soient M s := sup
BsR
w m s := in f
BsR
w s = 1,2. On a donc :
(VII.6.5) Fi j
(
D
2
u
)
D i j
(
M 2−w
)
≤−Dγγ f surΩ
LEMMEVII.6 .1 (Inégalité faible de Harnack, par Krylov et Safonov ) Soit L un opérateur
différen tiel linéaire d’ordre 2 défin i sur un ouvert Ω de Rn :
Lv = a i j (x )D i j v +b i (x )D i v +c(x )v , a i j = a j i
– un iformément ellip tique i.e il existe des réels λ,Λ> 0 tels que
∀ξ ∈Rn , ∀x ∈Ω λ | ξ |2≤ a i j (x )ξi ξ j ≤Λ | ξ |2
– à coefficien ts b et c bornés sur l’ouvert Ω, ce qui nous permet de fixer des réels η,ν> 0
tels que
Λ
λ
≤ η et
( | b |
λ
)2
,
| c |
λ
≤ ν .
Soit v ∈ H n2 (Ω) une fonction positive ou nulle sur une boule ouverte B2R (y ) ⊂Ω et vérifian t
Lv ≤ f0 sur Ω pour une certaine fonction f0 ∈ Ln (Ω). On note B2R = B2R (y ), BR = BR (y ) et
| BR | le volume de la boule ouverte BR . Alors il existe des constan tes p ,C > 0 dépendan t de
n , η et νR2 tels que (
1
| BR |
∫
BR
v
p
) 1
p
≤C
(
in f
BR
v + R
λ
‖ f0‖Ln (B2R )
)
Preuve : Voir le théorème 9.22 à la page 246 du livre [GT01] pour la preuve. ■
On considère l’opérateur différentiel linéaire d’ordre 2 : Lv = Fi j (D 2u )(x )D i j v défini sur l’ou-
vert B3R . L est uniformément elliptique car F l’est par rapport à u :
(VII.6.6) ∀ξ ∈Rn , ∀x ∈ B3R λ | ξ |2≤ Fi j (D 2u )(x )ξi ξ j ≤Λ | ξ |2
et les coefficients b et c de L sont nuls. Par ailleurs, M 2−w ∈ H n2 (B3R ) car M 2−w est de classe
C
2 sur le compact B3R , M 2−w est positive ou nulle sur la boule B2R ⊂ B3R , Dγγ f ∈ Ln (B3R )
car elle est continue sur le compact B3R et L(M 2−w )≤−Dγγ f sur B3R . Donc par le lemme
VII.6.1 (Inégalité faible de Harnack) on déduit l’existence de constantes p ,C0 > 0 dépendant
de n et
Λ
λ
tels que :
(
1
| BR |
∫
BR
(M 2−w )p
) 1
p
≤C0
(
in f
BR
(M 2−w )+
R
λ
‖Dγγ f ‖Ln (B2R )
)
≤C1
(
M 2−M 1+R‖Dγγ f ‖Ln (B2R )
)
(VII.6.7)
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C1 dépend de n , λ et Λ. On considère |D 2 f |0;B2R := sup
|β|=2
sup
B2R
|Dβ f | (cette norme est finie car
f est de classe C2 sur le compact B2R ).
‖Dγγ f ‖Ln (B2R ) = ‖
n∑
i , j=1
γiγ j D i j f ‖Ln (B2R )
≤
n∑
i , j=1
| γi || γ j | ‖D i j f ‖Ln (B2R )
≤
(
n∑
i , j=1
| γi || γ j |
)
|D 2 f |0;B2R | B2R |
1
n
≤ 1
2
(
n∑
i , j=1
| γi |2 + | γ j |2
)
2R | B1 |
1
n |D 2 f |0;B2R
≤ n ×2R | B1 |
1
n |D 2 f |0;B2R car‖γ‖ = 1(VII.6.8)
Ainsi
(
1
Rn
∫
BR
(M 2−w )p
) 1
p
≤C1 | B1 |
1
p
(
M 2−M 1+2n | B1 |
1
n R
2 |D 2 f |0;B2R
)
donc :
(VII.6.9) R
−n
p ‖M 2−w ‖Lp (BR ) ≤C2
(
M 2−M 1+R2 |D 2 f |0;B2R
)
C2 dépend de n , λ, Λ et | B1 |.
Par ailleurs, si x , y ∈Ω on a par concavité de F par rapport à u ,
F
(
D
2
u (x )
)
−F
(
D
2
u (y )
)
≤ DF
(
D
2
u (y )
)
.
(
D
2
u (x )−D 2u (y )
)
c’est-à-dire :
(VII.6.10) f (x )− f (y )≤
n∑
i , j=1
Fi j
(
D
2
u (y )
)
×
(
D i j u (x )−D i j u (y )
)
LEMMEVII.6 .2 (Résultat m atriciel ) Si 0 < λ < Λ, on note S[λ,Λ] l’ensemble des matrices
défin ies positives de Rn×n (i.e des matrices carrées réelles symétriques défin ies positives de
taille n ) don t les valeurs propres appartiennen t à l’in tervalle [λ,Λ]. Alors, il existe un nombre
fin i de vecteurs un itaires γ1, ...,γN ∈ Rn et des nombres 0 < λ∗ <Λ∗ ; γ1, ...,γN ,λ∗,Λ∗ ne dé-
pendan t que de n , λ et Λ ; tels que toute matrice A = [a i j ]1≤i , j≤n ∈ S[λ,Λ] s’écrit de la forme :
a
i j =
N∑
k=1
βkγk iγk j où λ
∗ ≤βk ≤Λ∗
et (γk i )1≤i≤n désignen t les coordonnées du vecteur γk dans la base canon ique e1, ...,en de Rn .
De plus, on peut choisir que les directions γ1, ...,γN con tiennen t les directions coordonnées
e i , i = 1, ..,n et les directions
e i ±e jp
2
, i < j .
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Preuve : Voir Proof of the Lemma 17.13 à la page 462 de [GT01] pour la preuve de ce résultat
matriciel. ■
Appliquons ce lemme point par point à la matrice [Fi j (D
2
u )]1≤i , j≤n . Soit x ∈Ω, la matrice
[Fi j (D
2
u (x ))]1≤i , j≤n est réelle symétrique. Si α est une valeur propre de [Fi j (D 2u (x ))]1≤i , j≤n
et ξ un vecteur propre associé i.e un vecteur non nul tel que
n∑
j=1
Fi j (D
2
u (x ))ξ j =αξi pour tout
i ∈ {1, ...,n }, alors on déduit par uniforme ellipticité de F que :
(VII.6.11) λ | ξ |2≤
n∑
i=1
(
n∑
j=1
Fi j
(
D
2
u (x )
)
ξ j
)
ξi =α | ξ |2≤Λ | ξ |2
Ainsi 0 < λ ≤ α ≤ Λ, en particulier la matrice [Fi j (D 2u (x ))]1≤i , j≤n est définie positive. On
conclut donc que [Fi j (D
2
u (x ))]1≤i , j≤n ∈ S[λ,Λ] . Par le lemme précédent, il existe des vecteurs
unitaires γ1, ...,γN ∈Rn et des nombres 0 <λ∗ <Λ∗ ne dépendant que de n , λ et Λ tels que :
(VII.6.12) ∀x ∈Ω Fi j
(
D
2
u (x )
)
=
N∑
k=1
βk (x )γk iγk j 0 <λ∗ ≤βk (x )≤Λ∗
Ainsi (VII.6.10) s’écrit :
(VII.6.13)
n∑
i , j=1
N∑
k=1
βk (y )γk iγk j
(
D i j u (y )−D i j u (x )
)
≤ f (y )− f (x )
Or
n∑
i , j=1
γk iγk j D i j u =Dγk γk u donc :
(VII.6.14)
N∑
k=1
βk (y )
(
w k (y )−w k (x )
)
≤ f (y )− f (x ) où w k :=Dγk γk u
On pose M sk := sup
BsR
w k et m sk := in f
BsR
w k s = 1,2 k = 1, ...,N . Chaque fonction w k satis-
fait (VII.6.9) ce qui s’écrit :
(VII.6.15)
(
1
Rn
∫
BR
(M 2k −w k )p
) 1
p
≤C2
(
M 2k −M 1k +R2 |D 2 f |0;B2R
)
C2 dépend de n , λ, Λ et | B1 | ; elle est par ailleurs indépendante de k .
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Soit q ∈ {1, ...,N } fixé, en additionnant les inégalités (VII.6.15) pour k 6= q on obtient :[
1
Rn
∫
BR
( ∑
k 6=q
(M 2k −w k )
)p ] 1p
= R
−n
p ‖
∑
k 6=q
(M 2k −w k )‖Lp (BR )
≤
∑
k 6=q
R
−n
p ‖M 2k −w k ‖Lp (BR )
≤
∑
k 6=q
C2
(
M 2k −M 1k +R2 |D 2 f |0;B2R
)
≤C2
( ∑
k 6=q
(M 2k −M 1k )+ (N −1)R2 |D 2 f |0;B2R
)
≤C3
( ∑
k 6=q
(M 2k −M 1k )+R2 |D 2 f |0;B2R
)
(VII.6.16)
C3 dépend de n , λ, Λ, N et | B1 | donc de n , λ, Λ et | B1 |. On note :
(VII.6.17) ω(sR ) :=
N∑
k=1
oscBsR w k =
N∑
k=1
(M sk −m sk )
on a ω(2R )−ω(R )=
N∑
k=1
(M 2k −M 1k )+
N∑
k=1
(m 1k −m 2k )≥
∑
k 6=q
(M 2k −M 1k ) d’où :
(VII.6.18)
[
1
Rn
∫
BR
( ∑
k 6=q
(M 2k −w k )
)p ] 1p
≤C3
(
ω(2R )−ω(R )+R2 |D 2 f |0;B2R
)
Par ailleurs, par (VII.6.14) : si x ∈ B2R et y ∈ BR ,
βq (y )
(
w q (y )−w q (x )
)
≤ f (y )− f (x )+
∑
k 6=q
βk (y )
(
w k (x )−w k (y )
)
≤|D f |0;B2R | x − y | +
∑
k 6=q
βk (y )
(
M 2k −w k (y )
)
≤ 3R |D f |0;B2R +Λ∗
∑
k 6=q
(
M 2k −w k (y )
)
(VII.6.19)
En passant à la borne supérieure en x ∈ B2R on déduit que :
(VII.6.20) βq (y )
(
w q (y )−m 2q
)
≤ 3R |D f |0;B2R +Λ∗
∑
k 6=q
(
M 2k −w k (y )
)
Or βq (y )≥λ∗ > 0 donc 0 ≤ w q (y )−m 2q ≤
1
λ∗
[
3R |D f |0;B2R +Λ∗
∑
k 6=q
(
M 2k −w k (y )
)]
ainsi,
R
−n
p ‖w q −m 2q ‖Lp (BR ) ≤
3
λ∗
R
1− n
p |D f |0;B2R | BR |
1
p +Λ
∗
λ∗
R
−n
p ‖
∑
k 6=q
(
M 2k −w k
)
‖Lp (BR )
≤ 3
λ∗
| B1 |
1
p R |D f |0;B2R +
Λ
∗
λ∗
C3
(
ω(2R )−ω(R )+R2 |D 2 f |0;B2R
)
d’où,(VII.6.21)
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(VII.6.22) R
−n
p ‖w q −m 2q ‖Lp (BR ) ≤C4
(
ω(2R )−ω(R )+R |D f |0;B2R +R2 |D 2 f |0;B2R
)
C4 dépend de n , λ, Λ et | B1 |. Par ailleurs, on dispose de l’inégalité (VII.6.15) pour k = q :
(VII.6.23) R
−n
p ‖M 2q −w q ‖Lp (BR ) ≤C2
(
M 2q −M 1q +R2 |D 2 f |0;B2R
)
En sommant (VII.6.22) et (VII.6.23) on obtient :
R
−n
p ‖M 2q −m 2q ‖Lp (BR ) ≤C5
(
M 2q −M 1q +ω(2R )−ω(R )+R |D f |0;B2R +2R2 |D 2 f |0;B2R
)
C5 dépend de n , λ, Λ et | B1 |. Or R
−n
p ‖M 2q −m 2q ‖Lp (BR ) =| B1 |
1
p (M 2q −m 2q ) et
M 2q −M 1q ≤M 2q −m 2q donc :
(VII.6.24) M 2q −m 2q ≤C6
(
M 2q −m 2q +ω(2R )−ω(R )+R |D f |0;B2R +R2 |D 2 f |0;B2R
)
C6 ≥ 1 dépend de n , λ, Λ et | B1 |. En sommant sur q on obtient :
(VII.6.25)
1
C6
ω(2R )≤ω(2R )+N
(
ω(2R )−ω(R )
)
+N R |D f |0;B2R +N R2 |D 2 f |0;B2R
D’où :
(VII.6.26) ω(R )≤ δω(2R )+R |D f |0;B2R +R2 |D 2 f |0;B2R où δ :=
N +1
N
− 1
C6N
> 0
Ainsi, si BR0 est une boule de Ω et si pour R ≤ R0 on note B R
2
et BR les deux boules de
rayons respectivement
R
2
et R concentriques de BR0 alors :
(VII.6.27) ∀R ≤ R0 ω
(
R
2
)
≤ δω(R )+ R
2
|D f |0;BR0 +
(
R
2
)2
|D 2 f |0;BR0︸ ︷︷ ︸
=:σ(R )
LEMMEVII.6 .3 Si ω est une fonction croissan te sur un in tervalle ]0,R0] satisfaisan t :
∀R ≤ R0 ω(τR )≤ γω(R )+σ(R )
où σ est une fonction croissan te, γ> 0 et τ< 1, alors :
∀µ ∈]0,1[ ∀R ≤ R0 ω(R )≤C
[(
R
R0
)α
ω(R0)+σ
(
R
µ
R
1−µ
0
)]
où C est une constan te > 0 dépendan t de γ et τ ; et α est une constan te > 0 dépendan t de γ,
τ et µ.
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Preuve : Voir la page 201 de [GT01], preuve du lemme 8.23. ■
Par le lemme précédent, on déduit pour µ= 1
2
que :
(VII.6.28) ∀R ≤ R0 ω(R )≤C
(
R
R0
)α
ω(R0)+
C
2
(
R
R0
) 1
2
R0 |D f |0;BR0 +
C
4
(
R
R0
)
R
2
0 |D 2 f |0;BR0
où C et α sont des constantes > 0 dépendant de n , λ, Λ et | B1 |. Soit β=min
(1
2
,α
)
, on a
donc :
(VII.6.29) ∀R ≤ R0 ω(R )≤C
(
R
R0
)β[
ω(R0)+R0 |D f |0;BR0 +R
2
0 |D 2 f |0;BR0
]
A partir de là, on se propose de montrer que :
(VII.6.30) | u |∗2,β;Ω≤C st e
(
| u |∗2;Ω + | f |(2)2;Ω
)
(voir la section intitulée : L’espace C r,α(M ), pour les définitions des différentes normes : | . |∗r ;Ω,
| . |∗
r,β;Ω, et | . |(ν)r ;Ω pour Ω un ouvert propre de Rn ; et | . |
′
r ;Ω, | . |
′
r,β;Ω pour Ω un ouvert borné
de Rn ).
On rappelle que : | u |∗2;Ω=
2∑
j=0
sup
x∈Ω,|α|=2
d
j
x |Dαu (x ) |
| u |∗2,β;Ω=| u |∗2;Ω + sup
x ,y∈Ω,|α|=2
d
β+2
x ,y
|Dαu (x )−Dαu (y ) |
| x − y |β où d x := d (x ,∂Ω), d x ,y :=min(d x ,d y )
et | f |(2)2;Ω=
2∑
j=0
sup
z∈Ω,|α|= j
d
j+2
z |Dα f (z ) |.
On commence par montrer que si BR0 (x0)⊂ B3R0 (x0)⊂Ω alors :
(VII.6.31) | u |′2,β;BR0 (x0)≤C st e1
(
| u |′2;B3R0 (x0) +R
2
0 | f |′2;B3R0 (x0)
)
C st e1 dépend de n , λ, Λ et | B1 |, en particulier elle est indépendante de x0 et R0. On rappelle
que : | u |′2;B3R0 (x0)=
2∑
j=0
(6R0)
j sup
B3R0 (x0),|α|= j
|Dαu |
et | u |′2,β;BR0 (x0)=
2∑
j=0
(2R0)
j sup
BR0 (x0),|α|= j
|Dαu | +(2R0)2+β sup
|α|=2,x 6=y∈BR0 (x0)
|Dαu (x )−Dαu (y ) |
‖x − y‖α .
Soient x , y ∈ BR0 (x0). On a B |x−y |(x )⊂ B2R0 (x )⊂ B3R0 (x0)⊂Ω donc :
|D i i u (x )−D i i u (y ) |≤ sup
B|x−y |(x )
D i i u − in f
B|x−y |(x )
D i i u
≤ω
(
| x − y |
)
donc par (VII.6.29)
≤C
( | x − y |
2R0
)β[
ω(2R0)+2R0 |D f |0;B2R0 (x ) +(2R0)
2 |D 2 f |0;B2R0 (x )
]
d’où,(VII.6.32)
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(VII.6.33) (2R0)
2+β |D i i u (x )−D i i u (y ) |
| x − y |β ≤C
[
(2R0)
2ω(2R0)
+ (2R0)2
(
2R0 |D f |0;B2R0 (x ) +(2R0)
2 |D 2 f |0;B2R0 (x )
)]
Par ailleurs si z ∈ B2R0 (x ),
(VII.6.34) (2R0)
2 |Dγk γk u (z ) |≤
n∑
i , j=1
| γk iγk j | (4R0)2 |D i i u (z ) |≤
(
n∑
i , j=1
| γk iγk j |
)
| u |′2;B2R0 (x )
car | u |′2;B2R0 (x )=
2∑
j=0
(4R0)
j sup
B2R0 (x ),|α|= j
|Dαu |, donc :
(VII.6.35)
(2R0)
2ω(2R0)= (2R0)2
N∑
k=1
(
sup
B2R0 (x )
Dγk γk u − in f
B2R0 (x )
Dγk γk u
)
≤ 2
(
n∑
i , j=1
N∑
k=1
| γk iγk j |︸ ︷︷ ︸
=:S
)
| u |′2;B2R0 (x )
En outre, 2R0 |D f |0;B2R0 (x ) +(2R0)
2 |D 2 f |0;B2R0 (x )≤| f |
′
2;B2R0 (x )
≤| f |′2;B3R0 (x0), ainsi :
(VII.6.36) (2R0)
2+β |D i i u (x )−D i i u (y ) |
| x − y |β ≤C
′
1
[
| u |′2;B3R0 (x0) +R
2
0 | f |′2;B3R0 (x0)
]
C
′
1 dépend de n , λ, Λ et | B1 |, en particulier indépendant de R0. Par ailleurs, pour i 6= j et k
tel que γk =
e i +e jp
2
, D i j =Dγk γk −
1
2
D i i −
1
2
D j j , donc :
|D i j u (x )−D i j u (y ) | ≤ sup
B|x−y |(x )
D i j u − in f
B|x−y |(x )
D i j u
(VII.6.37)
≤
(
sup
B|x−y |(x )
Dγk γk u − in f
B|x−y |(x )
Dγk γk u
)
+
(
sup
B|x−y |(x )
D i i u − in f
B|x−y |(x )
D i i u
)
+
(
sup
B|x−y |(x )
D j j u − in f
B|x−y |(x )
D j j u
)
≤ω
(
| x − y |
)
(VII.6.38)
Ainsi de même que pour D i i , on a :
(VII.6.39) (2R0)
2+β |D i j u (x )−D i j u (y ) |
| x − y |β ≤C
′′
1
[
| u |′2;B3R0 (x0) +R
2
0 | f |′2;B3R0 (x0)
]
C
′′
1 dépend de n , λ, Λ et | B1 |, en particulier indépendant de R0, d’où l’inégalité (VII.6.31).
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Montrons à présent l’inégalité (VII.6.30). Si l’une des deux normes à droite est infinie alors
l’inégalité est trivialment vérifiée. Sinon, soient x , y ∈Ω, on suppose que d x ≤ d y et on note
R = 1
4
d x . On a BR (x )⊂ B3R (x )⊂Ω, et pour toute dérivée d’ordre 2 :
(VII.6.40) d
2+β
x ,y
|D 2u (x )−D 2u (y ) |
| x − y |β ≤ (4R )
2+β[D 2u ]β,BR (x )+
(4R )2+β
Rβ
(
|D 2u (x ) | + |D 2u (y ) |
)
Le premier terme est un majorant lorsque y ∈ BR (x ), le deuxième terme l’est si y 6∈ BR (x ). Or
pour toute dérivée d’ordre 2 on a (4R )2 |D 2u (x ) |= d 2x |D 2u (x ) |≤| u |∗2;Ω,
(4R )2 |D 2u (y ) |≤ d 2y |D 2u (y ) |≤| u |∗2;Ω et (2R )2+β[D 2u ]β,BR (x ) ≤| u |′2,β;BR (x ) donc :
(VII.6.41) d
2+β
x ,y
|D 2u (x )−D 2u (y ) |
| x − y |β ≤C
′
2
(
| u |′2,β;BR (x ) + | u |
∗
2;Ω
)
C
′
2 constante. Ainsi par l’inégalité (VII.6.31) on déduit que :
d
2+β
x ,y
|D 2u (x )−D 2u (y ) |
| x − y |β ≤C
′
3
(
| u |′2;B3R (x ) + | u |
∗
2;Ω +R2 | g |′2;B3R (x )
)
C
′
3 dépend de n , λ, Λ et | B1 |. Par ailleurs, si z ∈ B3R (x ) alors d z ≥ d x − 3R = R donc
R
j |Dαu (z ) |≤ sup
z∈B3R (x )
d
j
z |Dαu (z ) | d’où R j sup
z∈B3R (x ),|α|= j
|Dαu (z ) |≤ sup
z∈B3R (x ),|α|= j
d
j
z |Dαu (z ) |
d’où | u |′2;B3R (x )≤ 6
2 | u |∗2;B3R (x )≤ 6
2 | u |∗2;Ω. De même :
R
2 | f |′2;B3R (x ) ≤ 6
2
2∑
j=0
R
j+2 sup
B3R (x ),|α|= j
|Dα f |
≤ 62
2∑
j=0
sup
z∈B3R (x ),|α|= j
d
j+2
z |Dα f (z ) |= 62 | f |(2)2;B3R (x )
≤ 62 | f |(2)2;Ω ainsi,(VII.6.42)
(VII.6.43) d
2+β
x ,y
|D 2u (x )−D 2u (y ) |
| x − y |β ≤C
′
4
(
| u |∗2;Ω + | f |(2)2;Ω
)
C
′
4 dépend de n , λ, Λ et | B1 |. Et par conséquent :
| u |∗2,β;Ω≤C st e
(
| u |∗2;Ω + | f |(2)2;Ω
)
Nous avons démontré donc le théorème suivant :
THÉORÈMEVII.6 .1 SiΩ est un domaine (i.e ouvert connexe) borné de Rn , n ≥ 2.
(E) F
(
D
2
u
)
= f F ∈C2(Rn×n ,R) f ∈C2(Ω,R) u ∈C4(Ω,R)
Ici Rn×n désigne les matrices carrées réelles symétriques de taille n .
Si u est une solution de (E) fixée et si l’application F vérifie les hypothèses suivan tes :
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1. F est un iformément ellip tique par rapport à u i.e il existe deux réels λ,Λ> 0 tels que :
∀ξ ∈Rn , ∀x ∈Ω λ | ξ |2≤ Fi j
(
D
2
u (x )
)
ξi ξ j ≤Λ | ξ |2
2. F est concave par rapport à u i.e F est une fonction concave sur l’image de D 2u . Vu
que F est de classe C2, cette condition de concavité est équivalen te à :
∀ζ ∈Rn×n , ∀x ∈Ω Fi j ,k ℓ
(
D
2
u (x )
)
ζi j ζk ℓ ≤ 0
Alors il existe β ∈]0, 1
2
] et C st e > 0, β et C st e ne dépendan t que de n , λ, Λ et | B1 |, tels que :
| u |∗2,β;Ω≤C st e
(
| u |∗2;Ω + | f |(2)2;Ω
)
Pour déduire une estimée C2,β à partir de l’estimée C2 pour l’équation de la k -ième fonc-
tion symétrique des valeurs propres, on utilise plutôt le théorème 17.14 de [GT01] page 461.
THÉORÈMEVII.6 .2 Soit Ω un domaine (i.e ouvert connexe) borné de Rn , n ≥ 2. On désigne
par Rn×n l’ensemble des matrices carrées réelles symétriques de taille n . Si u ∈C4(Ω,R) est
une solu tion de :
(E ′) G[u ]=G
(
x ,D 2u
)
= 0 sur Ω,
où G ∈C2(Ω×Rn×n ,R) est ellip tique par rapport à u et satisfait les hypothèses suivan tes :
1. G est un iformément ellip tique par rapport à u i.e il existe deux réels λ,Λ> 0 tels que :
∀x ∈Ω, ∀ξ ∈Rn , λ | ξ |2≤Gi j
(
x ,D 2u (x )
)
ξi ξ j ≤Λ | ξ |2
2. G est concave par rapport à u en la variable r . Vu que G est de classe C2, cette condition
de concavité est équivalen te à :
∀x ∈Ω, ∀ζ ∈Rn×n , Gi j ,k s
(
x ,D 2u (x )
)
ζi j ζk s ≤ 0
Alors pour tout Ω′ ⊂⊂Ω, on a l’estimée in térieure suivan te :
[D 2u ]β;Ω′ ≤C
où β ∈]0,1] ne dépends que de n , λ et Λ ; et C > 0 ne dépends que de n , λ, Λ, | u |2;Ω′ ,
d i st (Ω′,∂Ω), Gx , Gr , Gx x et Gr x .
Rappelons que ici la notation Gr x désigne la matrice Gr x = [Gi j ,xℓ]i , j ,ℓ=1...n évaluée en (x ,D 2u (x )).
De même pour les notations Gx , Gr et Gx x (cf. [GT01] page 457).
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VII.7 Développement d’une métrique Riemannienne au centre
d’une carte normale
Soit (M ,g ) une variété Riemannienne.
LEMMEVII.7 .1 (cf. [CAR46]p.243) Si x est un système de coordonnées normales sur M cen-
tré en P et vérifian t x (P ) = 0 alors les développements lim ités des composan tes du tenseur
métrique rapporté aux coordonnées normales x son t données par :
g i j = δi j −
1
3
Ri r j s x
r
x
s − 1
6
∇ℓRi r j s x ℓ x r x s +o(‖x‖3)
où o(‖x‖3) désigne une fonction f sur M telle que lim
Q→P
f (Q )
‖x (Q )‖3 = 0. (atten tion , les Ri j k ℓ de
Cartan son t égaux à nos −Ri j k ℓ).
On en déduit le corollaire suivant :
COROLLAIREVII.7 .1 Au cen tre du système de coordonnées normales x on a bien sûr
g i j (P )= δi j et ∂r g i j (P )= 0, et en outre :
∂r s g i j (P )=
−1
3
(Ri r j s +Ri s j r ) et
∂ℓr s g i j (P )=
−1
6
(
∇ℓRi r j s +∇r Riℓ j s +∇sRi r jℓ+∇ℓRi s j r +∇sRiℓ j r +∇r Ri s jℓ
)
Remarque : Une iden tification du type ∂r s g i j (P ) = −
2
3
Ri r j s est fausse. En effet, cette for-
mule impliquerait que Ri r j s = Ri s j r en P . Or la prem ière iden tité de Bianchi s’écrit Ri r j s +
Ri sr j +Ri j sr = 0, et on a Ri r j s = Ri s j r = −Ri sr j , d’où Ri j sr = 0 ∀1 ≤ i , j , r, s ≤ n en P ce qui
est absurde. De même, une iden tification du type ∂ℓr s g i j (P ) = −∇ℓRi r j s est fausse pour les
mêmes raisons de symétrie.
Preuve : Le développement du lemme VII.7.1 implique qu’au cen tre d’un système de coor-
données normales, les égalités suivan tes son t vérifiées :
(VII.7.1)∑
r,s
∂r s g i j X
r
X
s =
∑
r,s
−2
3
Ri r j s X
r
X
s et
∑
ℓ,r,s
∂ℓr s g i j X
ℓ
X
r
X
s =−
∑
ℓ,r,s
∇ℓRi r j s X ℓ X r X s
et ce quels que soien t les réels X i et pour tout 1 ≤ i , j ≤ n (ce son t des égalités de polynômes
homogènes). La prem ière égalité des formules (VII.7.1) implique∑
r,s
∂r s g i j X
r
X
s =−
∑
r,s
1
3
Ri r j s X
r
X
s −
∑
r,s
1
3
Ri s j r X
s
X
r donc :
(VII.7.2)
∑
r,s
a i j r s X
r
X
s = 0 où a i j r s = ∂r s g i j +
1
3
(Ri r j s +Ri s j r )
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Montrons à partir de l’égalité (VII.7.2) que a i j r s = 0 ∀1 ≤ i , j , r, s ≤ n .
En prenan t X ℓ = δℓr on obtien t a i j r r = 0 ∀1 ≤ i , j , r ≤ n . Soien t 1 ≤ r 6= s ≤ n , en prenan t
X
ℓ = 0 ∀ℓ 6∈ {r, s}et X r = X s = 1 on obtien t a i j r r +a i j r s+a i j sr +a i j ss = 0 or a i j r r = a i j ss = 0
et a i j sr = a i j r s d’où 2 a i j r s = 0, ce qui achève la vérification .
De même, la deuxième égalité des formules (VII.7.1) implique :
(VII.7.3)
∑
ℓ,r,s
∂ℓr s g i j X
ℓ
X
r
X
s = −1
6
∑
ℓ,r,s
(
∇ℓRi r j s +∇r Riℓ j s +∇sRi r jℓ
+∇ℓRi s j r +∇sRiℓ j r +∇r Ri s jℓ
)
X
ℓ
X
r
X
s donc,
(VII.7.4)
∑
r,s
b i jℓr s X
ℓ
X
r
X
s = 0 où b i jℓr s = ∂ℓr s g i j +
1
6
(
∇ℓRi r j s +∇r Riℓ j s +∇sRi r jℓ
+∇ℓRi s j r +∇sRiℓ j r +∇r Ri s jℓ
)
Montrons à partir de l’égalité (VII.7.4) que b i jℓr s = 0 ∀1 ≤ i , j ,ℓ, r, s ≤ n . En prenan t X p =
δpℓ on obtien t b i jℓℓℓ = 0 ∀1 ≤ i , j ,ℓ≤ n . Soien t 1≤ ℓ 6= s ≤ n , en prenan t X p = 0 ∀p 6∈ {ℓ, s}
et X ℓ = X s = 1 on obtien t b i jℓℓℓ+b i jℓℓs+b i jℓsℓ+b i jℓss+b i j sℓℓ+b i j sℓs+b i j ssℓ+b i j sss = 0 or
b i jℓℓℓ = b i j sss = 0 et b i jℓℓs = b i jℓsℓ = b i j sℓℓ d’où 3b i jℓℓs +3b i j ssℓ = 0 donc b i jℓℓs = −b i j ssℓ.
Par ailleurs, en prenan t X p = 0 ∀p 6∈ {ℓ, s}, X ℓ = 1 et X s =−1 on obtien t
b i jℓℓℓ−b i jℓℓs −b i jℓsℓ+b i jℓss −b i j sℓℓ+b i j sℓs +b i j ssℓ−b i j sss = 0 d’où −3b i jℓℓs +3b i j ssℓ = 0
i.e b i jℓℓs = b i j ssℓ. Ainsi, on déduit que b i jℓℓs = 0 ∀1 ≤ i , j ,ℓ, s ≤ n . Soien t main tenan t
1 ≤ ℓ 6= r 6= s ≤ n . En prenan t X p = 0 ∀p 6∈ {ℓ, r, s}et X ℓ = X r = X s = 1 on obtien t
b i jℓℓℓ+b i jℓℓr +b i jℓℓs+b i jℓrℓ+b i jℓr r +b i jℓr s+b i jℓsℓ+b i jℓsr +b i jℓss+b i j rℓℓ+b i j rℓr +b i j rℓs+
b i j r rℓ+b i j r r r +b i j r r s+b i j r sℓ+b i j r sr +b i j r ss+b i j sℓℓ+b i j sℓr +b i j sℓs+b i j srℓ+b i j sr r +b i j sr s+
b i j ssℓ+b i j ssr +b i j sss = 0,
donc par symétrie 6b i jℓr s = 0. Ainsi on conclut que b i jℓr s = 0 ∀1 ≤ i , j ,ℓ, r, s ≤ n . ■
COROLLAIREVII.7 .2 Au cen tre du système de coordonnées normales x on a :
∂rΓ
s
i j =
1
3
(Ri s j r +Ri r j s) et
∂ℓrΓ
s
i j =
1
4
(
∇ℓRi r j s +∇ℓRi s j r +∇r Ri s jℓ+∇r Riℓ j s
)
− 1
12
(
∇sRi r jℓ+∇sRiℓ j r
)
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VII.7 Développement d’une métrique Riemann ienne au cen tre d’une carte normale
Preuve : Au cen tre du système de coordonnées normales x :
∂rΓ
s
i j = ∂r (g sℓΓiℓ j )= g sℓ∂rΓiℓ j +0 = ∂rΓi s j
= 1
2
(
∂r i gs j +∂r j gsi −∂r s g i j
)
= 1
2
×
(−1
3
)(
Rsr j i +Rsi j r +Rsr i j +Rs j i r −Ri r j s −Ri s j r
)
par le corollaireV I I .7.1
= −1
6
(
−Rsr i j −Ri s j r +Rsr i j −Ri r j s −Ri r j s −Ri s j r
)
= −1
6
(
−2Ri s j r −2Ri r j s
)
= 1
3
(
Ri s j r +Ri r j s
)
ce qui prouve la prem ière formule. Démontrons à présen t la deuxième formule :
∂ℓrΓ
s
i j =∂ℓr (g spΓi p j )= ∂ℓ
(
∂r g
sp
Γi p j + g sp ∂rΓi p j
)
=g sp ∂ℓrΓi p j = ∂ℓrΓi s j
=1
2
(
∂ℓr i gs j +∂ℓr j gsi −∂ℓr s g i j
)
=1
2
×
(−1
6
)(
∇ℓRsr j i +∇ℓRsi j r +∇r Rsℓ j i +∇r Rsi jℓ+∇i Rsℓ j r +∇i Rsr jℓ
+∇ℓRsr i j +∇ℓRs j i r +∇r Rsℓi j +∇r Rs j iℓ+∇ j Rsℓi r +∇ j Rsr iℓ
−∇ℓRi r j s −∇ℓRi s j r −∇r Riℓ j s −∇r Ri s jℓ−∇sRiℓ j r −∇sRi r jℓ
)
par le corollaireV I I .7.1
=−1
12
(
−2∇ℓRi r j s −2∇ℓRi s j r −2∇r Ri s jℓ−2∇r Riℓ j s
+∇i Rsℓ j r −∇sRiℓ j r +∇i Rsr jℓ−∇sRi r jℓ+∇ j Rsℓi r +∇ j Rsr iℓ
)
Or par la deuxième iden tité de Bianchi on a :
∇i R j r sℓ−∇sR j r iℓ =−∇ℓR j r i s , ∇i R jℓsr −∇sR jℓi r =−∇r R jℓi s
∇ j Ri r sℓ =−∇sRi rℓ j −∇ℓRi r j s et ∇ j Riℓsr =−∇sRiℓr j −∇r Riℓ j s
d’où ∂ℓrΓ
s
i j =
−1
12
(
−2∇ℓRi r j s −2∇ℓRi s j r −2∇r Ri s jℓ−2∇r Riℓ j s
−∇ℓR j r i s −∇r R jℓi s −∇sRi rℓ j −∇ℓRi r j s −∇sRiℓr j −∇r Riℓ j s
)
=−1
12
(
−3∇ℓRi r j s −3∇ℓRi s j r −3∇r Ri s jℓ−3∇r Riℓ j s +∇sRi r jℓ+∇sRiℓ j r
)
=1
4
(
∇ℓRi r j s +∇ℓRi s j r +∇r Ri s jℓ+∇r Riℓ j s
)
− 1
12
(
∇sRi r jℓ+∇sRiℓ j r
)
ce qui achève la preuve. ■
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VII.8 Quelques propriétés des fonctions symétriques élémen-
taires
Rappelons des inégalités classiques (cf. [HLP94], [LT94]).
LEMMEVII.8 .1 (Inégalités de Maclaurin ) Pour tout λ ∈ Γk :=
{
λ ∈Rm / ∀1 ≤ j ≤ k σ j (λ)≥ 0
}
on a :
∀1 ≤ q ≤ s
(
σs(λ)(
m
s
) ) 1s ≤ (σq (λ)(m
q
) ) 1q
LEMMEVII.8 .2 (Inégalités de New ton ) Pour tout ℓ≥ 2 et pour tout λ ∈Rm on a :
σℓ(λ) σℓ−2(λ)≤
(ℓ−1)(m −ℓ+1)
ℓ(m −ℓ+2)
[
σℓ−1(λ)
]2
VII.9 Inégalité de Gårding
VII.9.1 Polynômes hyperboliques
DÉFINITIONVII.9 .1 Soit P ∈R[X1, ...,Xn ] un polynôme homogène de degré m ≥ 1. P est dit
hyperbolique selon a ∈Rn si pour tout x ∈Rn , P (sa + x )= 0 a exactemen t m racines réelles.
PROPOSITIONVII.9 .1 1. Si P et Q son t hyperboliques selon a ∈Rn , alors PQ l’est aussi.
2. Si P est hyperbolique selon a ∈Rn , et de degré m ≥ 2, alors Q =
n∑
i=1
a i
∂P
∂x i
est hyperbo-
lique selon a .
3. Si P est hyperbolique selon a ∈ Rn , alors les polynômes P1, ...,Pm défin is par l’égalité
P (sa + x )=
m∑
i=0
s
m −i
Pi (x ) son t hyperboliques selon a .
Preuve : Voir [GAR59]. ■
La précédente proposition permet de construire une large classe de polynômes hyperboliques.
Exemples :
– Si m = 1 alors P est hyperbolique selon tout a ∈Rn tel que P (a ) 6= 0.
– Le polynôme P = X 21 −X 22 − ...−X 2n est hyperbolique selon (1,0, ..., 0).
– Le polynôme P = X1 X2 ...Xn est hyperbolique selon tout a ∈Rn tel que P (a ) 6= 0.
– Les polynômes symétriques élémentaires σ1,σ2, ...,σn sont hyperboliques selon (1, ..., 1) ∈
R
n (ceci découle immédiatement de l’application du point 3. de la proposition VII.9.1
au polynôme P = X1 X2 ...Xn pour a = (1, ..., 1)).
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VII.9 Inégalité de Gårding
VII.9.2 Cônes de positivité et inégalité
DÉFINITIONVII.9 .2 Si P est hyperbolique selon a ∈ Rn , le cône de positivité de P selon a
est :
Γ(P,a )= la composan te connexe con tenan t a de {P > 0}
C’est un cône de sommet 0.
Exemple fondamental : Soit k ∈ {1, ...,n }. Le cône de positivité du polynôme hyperbolique
P =σk selon (1, ..., 1) ∈Rn est :
(VII.9.1) Γk =
{
λ ∈Rn /∀1 ≤ j ≤ k , σ j (λ)> 0
}
LEMMEVII.9 .1 (Inégalité de Gårding ) Si P est hyperbolique selon a ∈ Rn , de degré m ≥ 2,
et M est la forme totalemen t polarisée de P (c’est l’un ique forme m -linéaire symétrique telle
que M (x , ..., x )= P (x ) pour tout x ∈Rn ), alors pour tout x 1, ..., x m ∈ Γ(P,a ),
M (x 1, ..., x m )≥ P (x 1) 1m · · ·P (x m ) 1m
Preuve : Voir [GAR59]. ■
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Equations hessiennes complexes sur des variétés kählériennes compactes.
Résumé : Sur une variété kählérienne compacte connexe de dimension 2m , ω étant la
forme de Kähler, Ω une forme volume donnée dans [ω]m et k un entier 1 < k < m , on
cherche à résoudre de façon unique dans [ω] l’équation ω˜k ∧ωm −k = Ω en utilisant une
notion de k -positivité pour ω˜ ∈ [ω] (les cas extrêmes sont résolus : k = m par Yau, k = 1
trivialement). Nous résolvons par la méthode de continuité l’équation hessienne d’ordre
k complexe elliptique correspondante sous l’hypothèse que la variété est à courbure bi-
sectionelle holomorphe non-négative, ici requise seulement pour établir un pincement a
priori de valeurs propres.
Mots-clés : Equations hessiennes complexes, Estimation a priori, Méthode de continuité,
Equations non linéaires elliptiques, Variétés kählériennes compactes, Courbure bisection-
nelle holomorphe, Valeurs propres, Fonctions symétriques.
Complex Hessian equations on some compact Kähler manifolds.
Abstract : On a compact connected 2m -dimensional Kähler manifold with Kähler form
ω, given a volume form Ω ∈ [ω]m and an integer 1 < k < m , we want to solve uniquely in
[ω] the equation ω˜k ∧ωm −k = Ω, relying on the notion of k -positivity for ω˜ ∈ [ω] (the ex-
treme cases are solved : k = m by Yau, k = 1 trivially). We solve by the continuity method
the corresponding complex elliptic k -th Hessian equation under the assumption that the
holomorphic bisectional curvature of the manifold is non-negative, required here only to
derive an a priori eigenvalues pinching.
Keywords : Complex Hessian equations, A priori estimates, Method of continuity, Nonli-
near elliptic equations, Compact Kähler manifolds, Bisectional holomorphic curvature,
Eigenvalues, Symmetric functions.
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