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Abstract
Facultad de Informa´tica
Departamento de Ingenier´ıa del Software e Inteligencia Artificial
PhD in Computer Science
by Yerania Campos Silvestre
There is an increasing demand in the use of Computer Vision techniques in Precision
Agriculture (PA) based on images captured with cameras on-board autonomous
vehicles. Two techniques have been developed in this research. The first for greenness
identification and the second for obstacle detection in maize fields, including people
and animals, for tractors in the RHEA (robot fleets for highly effective and forestry
management) project, equipped with monocular cameras on-board the tractors.
For vegetation identification in agricultural images the combination of colour vegetation
indices (CVIs) with thresholding techniques is the usual strategy where the remaining
elements on the image are also extracted. The main goal of this research line is the
development of an alternative strategy for vegetation detection. To achieve our goal, we
propose a methodology based on two well-known techniques in computer vision: Bag of
Words representation (BoW) and Support Vector Machines (SVM). Then, each image is
partitioned into several Regions Of Interest (ROIs). Afterwards, a feature descriptor is
obtained for each ROI, then the descriptor is evaluated with a classifier model (previously
trained to discriminate between vegetation and background) to determine whether or
not the ROI is vegetation.
The descriptor used to represent ROIs is obtained with the BoW strategy; this is
a sparse vector of occurrence counts of a visual vocabulary of local image features.
The visual vocabulary is usually obtained by quantifying the image features into visual
words. Feature selection plays an important role in the classifier performance function.
Abbreviations xii
The research includes a comparative analysis of different features to find the best to
characterize vegetation; this is another goal of this research. Features obtained by mixing
different CVIs reported in literature were extracted for green plants characterization in
maize fields in this research, outperforming SIFT (Scale-invariant feature transform) and
SURF (Speed-up robust features) descriptors, as shown by the experimental results.
Their performance (under different illumination conditions and growth plant stages)
is similar to those methods reported in current literature. The classification accuracy
achieved is over 95%; however, the segmentation method needs additional improvements.
In this context, an accuracy of 86% was obtained; this result is because although the
classifier achieves good performance, the segmentation algorithm depends on the method
used to obtain the ROIs in the image. It is important to mention that 86% is comparable
with the results obtained with other methodologies applied to our image dataset.
In this work, obstacle detection is carried out from the analysis of image sequences;
this is the main aim of this research line. A new strategy for automatic image
analysis is proposed to detect static/dynamic obstacles in agricultural environments
via spatial-temporal analysis. At a first stage obstacles are detected by using spatial
information based on spectral colour analysis and texture data. At a second stage,
temporal information is used to detect moving objects/obstacles at the scene. The
proposed method does not require any training process, therefore making an important
contribution. Another contribution consists of the spatial analysis to obtain an
initial segmentation of objects of interest; afterwards, temporal information is used
for discriminating between moving and static objects. Usually, in agricultural image
analysis, classical approaches make use of either spatial or temporal information,
but not both simultaneously, making another important contribution. The proposed
approach performs favourably when tested on different outdoor scenarios in agricultural
environments achieving an obstacle detection rate of 93.88%. For motion detection,
positive results were obtained to detect static and moving obstacles with the tractor
stopped achieving an average accuracy of 95%, however, this value decreases significantly
when the tractor is moving by achieving a poor performance rate of 66%. Still, it is
difficult to identify if the motion comes from the tractor in motion or from dynamic
objects, requiring an additional effort in order to improve this result.
To conclude, methods developed were widely tested under different scenarios which are
really complex, mainly due to the high variability in the illumination conditions. Also,
Abbreviations xiii
the analysis included a comparative study of performance between the proposed methods
and existing methodologies. The experimental results demonstrated that the methods
here proposed are good alternatives to be considered in the autonomous agricultural
vehicles design.
Keywords: Precision agriculture, dynamic/static obstacle detection, vegetation
detection, autonomous vehicles, texture analysis, temporal analysis, greenness
segmentation, temporal analysis, interest regions, feature selection, local descriptors,
colour vegetation indices.
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RESUMEN
Facultad de Informa´tica
Departamento de Ingenier´ıa del Software e Inteligencia Artificial
Doctor en Informa´tica
por Yerania Campos Silvestre
Cada vez existe mayor demanda en el uso de te´cnicas de Visio´n por Computador en
Agricultura de Precisio´n mediante el procesamiento de ima´genes captadas por ca´maras
instaladas en veh´ıculos auto´nomos. En este trabajo de investigacio´n se han desarrollado
dos tipos de te´cnicas. Una para la identificacio´n de plantas verdes y otra para la deteccio´n
de obsta´culos en campos de ma´ız, incluyendo personas y animales, para tractores del
proyecto RHEA. El objetivo final de los veh´ıculos auto´nomos fue la identificacio´n y
eliminacio´n de malas hierbas en los campos de ma´ız.
En ima´genes agr´ıcolas la vegetacio´n se detecta generalmente mediante ı´ndices de
vegetacio´n y me´todos de umbralizacio´n. Los ı´ndices se calculan a partir de las
propiedades espectrales en las ima´genes de color. En esta tesis se propone un nuevo
me´todo con tal fin, lo que constituye un objetivo primordial de la investigacio´n. La
propuesta se basa en una estrategia conocida como “bolsa de palabras” conjuntamente
con un modelo se aprendizaje supervisado. Ambas te´cnicas son ampliamente utilizadas
en reconocimiento y clasificacio´n de ima´genes. La imagen se divide inicialmente en
regiones homoge´neas o de intere´s (RIs). Dada una coleccio´n de RIs, obtenida de un
conjunto de ima´genes agr´ıcolas, se calculan sus caracter´ısticas locales que se agrupan
por su similitud. Cada grupo representa una “palabra visual”, y el conjunto de palabras
visuales encontradas forman un “diccionario visual”. Cada RI se representa por un
conjunto de palabras visuales las cuales se cuantifican de acuerdo a su ocurrencia dentro
de la regio´n obteniendo as´ı un vector-co´digo o “codebook”, que es descriptor de la RI.
Finalmente, se usan las Ma´quinas de Vectores Soporte para evaluar los vectores-co´digo
y as´ı, discriminar entre RIs que son vegetacio´n del resto.
En la propuesta se incluyeron descriptores que se obtienen a partir de la combinacio´n
de varios ı´ndices de vegetacio´n, los cuales obtuvieron un mejor rendimiento que los
Abbreviations xv
descriptores SIFT y SURF ampliamente utilizados. Se realiza adema´s un ana´lisis
comparativo sobre descriptores.
Los resultados obtenidos muestran que el me´todo es suficiente para identificar las plantas
bajo diferentes condiciones de iluminacio´n y crecimiento de las mismas. Se alcanzo´ una
tasa de clasificacio´n de 95% para discriminar plantas del resto de los elementos en una
imagen. El me´todo en conjunto obtuvo una tasa de acierto del 86% para la segmentacio´n
de la vegetacio´n, un valor semejante a los obtenidos con otras te´cnicas reportadas en la
literatura actual.
Con respecto a la deteccio´n de obsta´culos, se propone un me´todo basado exclusivamente
en la informacio´n contenida en ima´genes agr´ıcolas consecutivas, obtenidas mediante un
sistema de visio´n monocular. El me´todo ha sido disen˜ado para detectar y discriminar
entre obsta´culos esta´ticos y objetos en movimiento, siendo e´ste el objetivo fundamental
del trabajo de investigacio´n desarrollado en esta l´ınea. En ambos casos, se trata de
un me´todo de ayuda a la navegacio´n para evitar colisiones. Las plantas verdes y el
suelo constituyen el punto de partida de la propuesta. En una primera fase, se obtienen
propiedades de textura y espectrales (color) en el instante de tiempo t, las cuales se
procesan con me´todos de umbralizacio´n para identificar los elementos no habituales en
el campo de cultivo, es decir, aquellos que no son plantas ni suelo. Posteriormente,
para discriminar entre elementos esta´ticos de los no esta´ticos se hace uso de la derivada
temporal, sin necesidad de aprendizaje, suponiendo un avance respecto de los me´todos
existentes a la vez que un objetivo espec´ıfico.
La validacio´n de la te´cnica se hizo en dos partes, primero se evaluo´ la segmentacio´n
de los objetos y posteriormente se probo´ la eficacia del me´todo para discriminar entre
obsta´culos esta´ticos y dina´micos. En la primer fase, el algoritmo de segmentacio´n resulto´
eficiente alcanzando una tasa de deteccio´n de 93.88%. Para la deteccio´n de movimiento,
los resultados se presentan favorables para discriminar entre obsta´culos esta´ticos y en
movimiento cuando el tractor esta´ parado, con un valor de deteccio´n promedio de
95%. Sin embargo, el me´todo presenta fallos cuando el tractor y los objetos esta´n
en movimiento obteniendo una tasa de discriminacio´n de 66%. En este sentido, au´n es
dif´ıcil determinar si el movimiento proviene del veh´ıculo o de los objetos, se requiere un
esfuerzo adicional para mejorar los resultados bajo este escenario.
En conclusio´n, se han disen˜ado me´todos eficientes para la deteccio´n de verdes y la
deteccio´n de obsta´culos en el contexto de las ima´genes obtenidas durante el desarrollo
del proyecto RHEA, que han demostrado su eficiencia por comparacio´n con otras
estrategias probadas en el contexto agr´ıcola. En ambos casos los me´todos aqu´ı
expuestos son una opcio´n que pueden ser considerados durante el disen˜o de veh´ıculos
agr´ıcolas auto´nomos.
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deteccio´n de vegetacio´n, veh´ıculos auto´nomos, ana´lisis de textura, ana´lisis temporal,
segmentacio´n de verdes y suelo, regiones de intere´s, seleccio´n de caracter´ısticas,
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Chapter 1
Introduction
Agriculture is one of the oldest human activities. Over the years, farmers developed
methods of preparing the soil and protecting the plants not only from environmental
problems like storm, heavy rain, pests, as well as other problems like delay in
expert advice of disease, nutrients deficiency problem, limited resources like water
and electricity. As a result, the use of fertilizers and cost increased significantly.
Nowadays, the use of agricultural machines to reduce the labour required is common,
moreover, several researches have been attracted to this field with the aim of increasing
quality and quantity of agricultural crops. In particular, computer science researchers
are attracted towards agriculture fields to increase accuracy automation in robotic
technology. For reducing manual labour work, computer technologies play an important
role in the automation of robotics where advances in electronics, artificial intelligence,
machine vision and other methods and technologies have been integrated in the design
and development of Autonomous Agricultural Vehicles (AAV) to perform a wide
range of activities in agricultural tasks (planting seeds, fertilizing, applying pesticides,
pruning, thinning, tilling, and harvesting, as well as mowing, spraying, and weed
removal) increasing the efficiency and reducing the cost of agricultural production and
derived products [11]. In evolution towards sustainable agriculture systems it was
clear that important contributions were possible by using emerging technologies, where
imaging-based approaches are called to play an important role. This is the kernel of the
research described in this document.
1.1 Precision agriculture
An important concern in agriculture is productivity where agricultural tasks have to
be carried out with accuracy, maximum performance, and minimal resources. This
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situation means that the integration of all involved systems in AAV, including the
vehicle and the implement for acting, must be conveniently structured under a specific
architecture with an effective and reliable design to meet all these requirements. This
task is commonly known and accepted as Precision Agriculture (PA), which can be
defined as the application of correct amount of inputs (water, fertilizer, pesticides, etc.)
at the correct time. Because of this, PA has become a cornerstone in agricultural
applications where the use of robots, equipped with vision-based sensors, have been
seen in continuous growth to apply the right treatment at the right place and at the
right time [12].
The following are the main benefits of PA: a) contributes to the wider goal concerning
sustainability of agricultural production; b) minimizes the use of machinery, input
costs, use of water, application of fertilizers (avoids overlapping during application of
fertilizers and pesticides), and uncertainty for making decisions required to manage
variability on farms; and c) maximizes profitability, productivity, sustainability, crop
quality, environmental protection, on-farm quality of life, food safety, and rural economic
development. Summarizing, the application of the right amount of inputs in the right
place and at the right time benefits crops, soil and groundwater, and thus the entire
crop cycle increasing crop quality and productivity.
In later years, advanced techniques have been incorporated to enhance farm output and
also to enrich the farm inputs in profitable and an environmentally sensible manner
[13]. Although it is true that technology in PA has been proven efficient, there are still
several important issues that must be solved or improved [14], requiring methods to
optimize the product quality and quantity while minimizing cost, human intervention,
environment damage (avoiding the undesirable effects of excess chemical loading to the
environment), and the variation caused under unpredictable environmental conditions.
1.2 Autonomous vehicles
The design of autonomous vehicles for agricultural applications is becoming more
frequent; they must be equipped with perception systems (for acquiring information
from the environment), decision-making systems (for interpreting and analysing such
information), and actuation systems (responsible for performing the agricultural
operations). In turn, these systems consist of different sensors, actuators, and methods,
procedures and algorithms running in computers that work synchronously in a specific
architecture for the intended purpose. An example of this architecture can be seen in
Fig. 1.1, where an autonomous tractor as the main system is equipped with perception
(sensors), decision and actuation subsystems prepared to work on real wide-row crops;
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it was designed to apply specific treatments in crop maize fields. The tractor is part of
the fleet in the RHEA project [1].
Figure 1.1: Design of an autonomous tractor, it is part of the fleet in the “Robot Fleets
for Highly Effective Agriculture and Forestry Management (RHEA)” project [1].
Several designs of AAV have been proposed since 1960; all with of them with the
aim to perform the different agricultural tasks above mentioned reducing human effort
and minimizing costs [15–19]. Even thought these technologies maximized overall
productivity, they led some areas within fields to underperform. The development of this
research work is based on the analysis of images acquired with the perception system, and
more specifically with the machine vision system designed for the autonomous tractors
belonging to the fleet on the RHEA project [1], the vision system is described in Chapter
2.
In the following sections, the main objectives of this work are proposed.
1.3 Objectives
Based on the above considerations, this work is focused on analysing the agricultural
images (AI) obtained with the machine vision system described in Section 2.2 containing
two main objectives: vegetation segmentation and obstacle detection. The first is useful
for weed and crop row identification, the second is important for safety reasons to prevent
collisions in the working area ensuring the process continuity. These problems can be
seen as a segmentation process where the agricultural image must be split into multiple
segments or categories. For example, Fig. 1.2 displays two original images and their
respectively segmented versions where each colour represents a component: green plants,
soil, vehicles, people, structures, sky, fence post, etc. From the point of view of image
processing, achieving a segmentation similar to the images in Fig. 1.2 still represents a
difficult problem mainly in images coming from outdoor environments. Then, to achieve
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our two main objectives two methods were proposed making the main contribution of
this work.
Figure 1.2: Components identification in agriculture images; greenness segmentation is
useful for crop row identification and weed removal, meanwhile obstacles on the scene
must be detected to avoid collisions.
Vegetation segmentation
An alternate methodology for vegetation segmentation against classical approaches
[6, 20–27] in images coming from maize fields is provided; the process includes two
main steps: a low-level segmentation and a class label assignment using Bag of Words
representation in conjunction with a supervised learning framework. Several experiments
were conducted to evaluate the method efficiency. The study included a texture analysis
and a comparison against several strategies well known in current literature, detailed in
Chapter 3. As above-mentioned, the machine vision system on the RHEA tractors is
focused on crop row detection in a specific area in front of the tractor. In this work the
rectangular area in front of the tractor with size 450× 920 pixels, green dotted lines in
Fig. 1.3, was considered for analysis.
Obstacle detection
A new strategy for automatic video analysis to detect static/dynamic obstacles in
agricultural environments, via spatial-temporal analysis, is proposed to ensure the safety
and care of people or animals in the field, but especially those on the tractor trajectory.
In addition, not only static obstacles detection is of interest, also, we study obstacles
which are moving in the crop area. Motion analysis is especially valuable for those
elements which can suddenly appear in front of the vehicle. Detection consists in an
initial segmentation of objects of interest; afterwards, temporal information is used for
discriminating between moving and static objects. For this task, the area under analysis
must be larger than the one used for vegetation analysis; it was expanded covering five
crop rows 900× 1530. Such dimensions were defined trying to cover the maximum area
in the image to guarantee that close objects to the autonomous vehicle were detected,
dotted yellow lines in Fig. 1.3.
As a result of the research carried out to achieve the aims above described, the following
list of papers provide direct support to the research described here.
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Figure 1.3: Colour images of size 1752×2336; vegetation detection is detected in the area
enclosed in yellow lines, for obstacle detection, the area under analysis is the rectangular
area limited by the yellow lines.
1. Campos Yerania, Rodner Erik, Denzler Joachim, Sossa Humberto and, Pajares,
Gonzalo. “Vegetation Segmentation in Cornfield Images Using Bag of Words”.
Advanced Concepts for Intelligent Vision Systems: 17th International Conference,
ACIVS 2016, Lecce, Italy, October 24-27, 2016, Proceedings (193-204). Springer
International Publishing. ISBN: 978−3−319−48680−2. DOI: 10.1007/978−3−
319−48680−2 18. Abstract : We provide an alternative methodology for vegetation
segmentation in cornfield images. The process includes two main steps which make
the main contribution to this approach: a) a low-level segmentation and b) a class
label assignment using Bag of Words (BoW) representation in conjunction with a
supervised learning framework.
2. Campos Yerania, Sossa Humberto, and Pajares, Gonzalo. “Comparative
analysis of texture descriptors in maize fields with plants, soil and object
discrimination”. Precision Agriculture, 2016(1-19). SNN:1573 − 1618,
DOI:10.1007/s11119− 016− 9483− 4. Abstract : The objective of this study was
to design a tri-class Support Vector Machine classifier for identifying plants (crops
and weeds), soil and objects in maize fields based on unsupervised learning. The
analysis included a comparative strategy of different texture descriptors and local
patterns to determine the best feature descriptor for characterizing the classes
under study.
3. Campos Yerania and Sossa Humberto and Pajares Gonzalo. “Spatio-temporal
Analysis for Obstacle Detection in Agricultural Videos”. Applied Soft
Computing. August 2016. Volumen 45. Pages (86-97). Elsevier Science
Publishers B. V., Amsterdam, The Netherlands, The Netherlands. DOI =
10.1016/j.asoc.2016.03.016. Abstract : We propose a new strategy for automatic
video analysis to detect static/dynamic obstacles in agricultural environments via
spatial-temporal analysis. At a first stage obstacles are detected by using spatial
information based on spectral colour analysis and texture data. At a second stage
temporal information is used to detect moving objects/obstacles at the scene,
which is of particular interest in camouflaged elements within the environment.
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4. Campos Yerania and Sossa Humberto and Pajares Gonzalo. “Deteccio´n
de obsta´culos en ima´genes de campos de ma´ız”. Revista Internacional de
Investigacio´n e Innovacio´n Tecnolo´gica. Julio – Agosto 2016. Volumen 4, No.
21. ISSN: 2007− 9753. Latindex Folio: 23614. Abstract : Detection of unexpected
obstacles in the path of an autonomous agricultural vehicle is our main aim. In
this paper, we propose a strategy for automatic obstacle detection combining image
processing techniques and supervised learning algorithms.
Additionally, the paper of Pajares et al. [19] provides a guide for machine vision systems
selection in agricultural environments, where obstacle detection is considered as part of
the whole system together with considerations about spectral band selection, sensors
and optical systems and geometrical system arrangement.
Pajares Gonzalo and Garc´ıa Iva´n and Campos Yerania and Montalvo Mart´ın
and Guerrero Jose´ M. and Emmi Luis and Romeo Juan and Guijarro Mar´ıa and
Gonzalez-de-Santos Pablo. “Machine-Vision Systems Selection for Agricultural Vehicles:
A Guide.” J. Imaging 2, no. 4: 34. 2016.
To conclude this chapter, the thesis organization is as follows: Chapter 2, according to
the two main objectives, provides a revision about the state-of-the art involving machine
vision systems in AAV focused on vegetation segmentation and obstacle detection.
The proposed methodology for vegetation segmentation with comparative analysis is
presented in Chapter 3. Chapter 4 describes the proposal and performances of obstacle
detection. To close our work, the general conclusions are given in Chapter 5.
Chapter 2
Background
In this chapter a review of the state-of-the-art in agricultural autonomous vehicles is
proposed. According to the two main objectives provided in the previous chapter,
the review is focused specially on works where “vegetation detection” and “obstacle
detection” in agricultural applications were the main research topics. Also, the vision
system in the RHEA tractors is described due to it being the basis for the analysis of
methodologies described in Chapters 3 and 4.
2.1 State-of-the-art
Autonomous navigation systems for mobile robots are making an increasing presence in
agriculture applications. The first attempts to develop AAV were reported in the sixties,
Li et al. [15] provided a research review from 1960s till 2009 on guidance systems and
technologies in agricultural vehicles for the commercialization of the guidance system.
The rapid growth in computing technologies has provided important progress in this
field [28, 29] introducing new technologies to increase the effectiveness of the navigation
systems. These proposals are summarized by Mousazadeh [17], Vibhute et. al [30] and
Saxena [31].
2.1.1 Machine vision systems
Different image acquisition systems have been proposed in literature with the aim of
analysing the images from different crops fields and different purposes: identification of
weed species [32], mature wheat detection [33], weed elimination [34], crop row detection
[35], pest identification [36], estimation of plants nitrogen content [37], and many other
applications.
7
Background 8
The vision system may consist of a single camera (monochrome or colour), multiple
cameras (e.g., stereo vision), multispectral imaging or range sensing devices with
image analysis algorithms developed to identify specific features in the crops, weeds,
soil and perhaps other elements of interest, including obstacles under a broad range
of adverse environmental conditions in outdoor scenarios [38]. For example; a)
high-resolution images are acquired with cameras installed on a high-flying platform
(satellites, airplanes, balloons and helicopters) or with unmanned aircraft system. These
aerial images have been used to identify field variations, crop species classification and
crop pest management [39]; b) thermal images where the invisible radiation pattern of an
object transformed to visible images have been used for predicting water stress in crops,
planning irrigation schedule, disease and pathogen detection in plants, predicting fruit
yield, evaluating maturing fruits, bruise detection in fruits and vegetables, detection
of foreign bodies in food material, and temperature distribution during cooking [40];
c) X-ray images have also been used to assess the tomato quality, wheat kernels
and walnuts and to detect defects, toxic metals and nutrients [41, 42]; d) computed
tomography images were applied to study the soil and its physical structures [43]. From
the different image acquisitions McCarthy et al. [38] argued that adding a monocular
RGB vision system with additional sensing techniques potentially reduces image analysis
complexity while enhancing system robustness against adverse environmental conditions
and variability.
From the analysis of AI captured with machine vision-based systems such as those
described above, the following paragraphs provide a literature review in vegetation
segmentation researches in agricultural environments.
2.1.2 Vegetation segmentation
Haug et al. [44] proposed a machine vision approach to discriminate crops and weeds
of carrot images achieving an accuracy value of 93.8%. Images were acquired with a
multi-spectral down–looking monocular camera in the visible red R˜ and near-infrared
(NIR) spectrum. Soil is removed in [45] by applying the Normalized Difference
Vegetation Indices (NDVI) [46], to each pixel in the input image. A threshold is selected
in NDVI space using Otsu’s method and all pixels with NDVI values smaller than the
threshold are masked. Hlaing and Khaing [21] developed a method to discriminate
among crops and weeds having a misclassification rate of 33.3%. The absolute values of
green minus red and green minus blue are calculated at each pixel in the image. If both of
these values are greater than a threshold value, the pixel is classified as plant, otherwise,
the pixel is classified as background. Plant pixels are evaluated with a decision function
provided by a classifier to discriminate between crops and weeds.
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Tewari et al. [20] designed and developed a microcontroller for site-specific herbicide
application with an automatic weed detection technique in crop field images. For weed
detection, each pixel in the image is processed as follows. When green colour intensity is
greater than red as well as blue colour intensities, the pixel is assumed to be green pixel,
otherwise, the pixel is assumed to be background. The total number of green pixels is
divided by the image size; this value represents the percentage of weeds in the image.
They reported a weeding efficiency of 90%. Wei et al. [47] proposed an automatic method
to extract mature fruit from complex agricultural background getting an accuracy value
of 95%; it is based on an improving Otsu threshold-based algorithm using a new feature
in OHTA colour space [48].
Choi et al. [49] introduced a new guidance line extraction algorithm to improve the
navigation accuracy of weeding robots in paddy fields. The error of the slope angle for
the centre of the guidance line is less than 1◦, however, it increases gradually with plant
size. The rice rows are detected from images acquired with a camera equipped with an
IR band-pass filter (> 795 nm). Each image is filtered with a median filter to eliminate
noise, after that, the image is processed with using Otsu’s method to get the binary
image of the rice rows.
Torres et al. [50] proposed an automatic method for vegetation detection in herbaceous
crops by a thresholding object based image analysis algorithm through the Otsu method.
Images were captured with two sensors (a conventional visible and a multispectral
camera) mounted on an unmanned aerial vehicle and acquired over the cornfields,
sunflower and wheat. The vegetation classification error ranges between 0% and 10%.
Yang et al. [24] detected greenness in images from maize fields achieving an accuracy
of 95%. The RGB image was transformed to HSV colour space [51]; from Hue channel
(H), the smallest (h1) and largest (h2) values were selected. Then, for each pixel; if
h2 < H(x, y) < h1 ⇒ R(x, y) = G(x, y) = B(x, y) = 0. The new RGB image is
processed with the scheme displayed in Fig. 3.2 Chapter 3 with ExG as the index to
obtain the grey image. Their method is sensible to illumination changes. Jiang et al.
[22] describes a crop row detection algorithm based on multi-ROIs for agronomic images
(wheat, corn and soybean), they reported an accuracy of 93%. The crop row detection is
made over the vegetation, once it has been segmented according to the process displayed
in Fig. 3.2 and the Expression 3 in Table 2.1.
Meng et al. [59] developed an agricultural system for crop inter-rows weeding. Images
were processed in HSI space [60] to detect vegetation (pixels are considered vegetation if
their Hue value is between 120 and 160). From green detection the crop rows detection is
performed. The average error for crop line detection is below 2.7 cm, with the maximum
error value of 6.8 cm. The efficiency depends on the vegetation segmentation however
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Abbreviation Expression
Normalization R∗ = R/max(R), G∗ = G/max(G), B∗ = B/max(B)
r = R∗/(R∗ +G∗ +B∗), g = G∗/(R∗ +G∗ +B∗),
b = B∗/(R∗ +G∗ +B∗)
Grey 0.2898 ∗ r + 0.5870 ∗ g + 0.1140 ∗ b
Gray1 [22] 1.262 ∗ g − 0.884 ∗ r − 0.311 ∗ b
?ExG [52] 2 ∗ g − r − b
ExR [53] 1.4 ∗ r − g
CIVE [54] 0.441 ∗ r − 0.811 ∗ g + 0.385 ∗ b− 18.78
ExGR [55] ExG− ExR
NDI [56] (g − b)/(g + b)
GB [52] g − b
RBI [57] (r − b)/(r + b)
ERI [57] (r − g) ∗ (r − b)
EGI [57] (g − r) ∗ (g − b)
EBI [57] (b− g) ∗ (b− r)
VEG [57] g ∗ ra ∗ b(a−1)
COM [45] 0.25 ∗ ExG + 0.30 ∗ ExGR + 0.33 ∗ CIVE + 0.12 ∗VEG
NDVI [46] (NIR− R˜)/(NIR+ R˜)
OTHA [47] r − g
?Ribero et al. [58] proposed the same colour index obtaining the constant values for each channel by using
genetic algorithms.
Table 2.1: Colour channels and colour vegetation indices (CVIs). R, G and B are the
components of the RGB image. R˜ and NIR refers to the visible red and near-infrared
spectrum respectively.
the segmentation results are not provided. Guijarro et al. [25] introduced a strategy to
distinguish between soil and green plants in images from maize fields with an accuracy
of 92.09%. The methodology includes: estimation of discrete wavelets, extraction of
texture descriptors and a thresholding process. During the thresholding process, pixels
with a spectral green value which is 10% higher, relative to the other two components are
extracted. Then, a human expert removed false positives manually. Balasubramaniam
and Ananthi [61] provided a method to segment nutrient-deficient regions in images from
different crops containing missing pixels. They achieved an accuracy value between 92%
and 99%, vegetation segmentation results are not shown and their method was based
on intuitionistic fuzzy C-means algorithm.
Kazmi et al. [23] presented a methodology to detect thistle in sugar beet fields with
an accuracy up to 97%, by using a classifier function constructed with the Mahalanobis
distance and linear discriminant analysis. The input data is the combination of various
colour vegetation indices, Table 2.1. They have another similar proposal for weed
detection in scanned leaf images (outdoor images were not included in the analysis)
by using the Bag-Of-Words scheme with K-Nearest Neighbours (KNN) and Support
Background 11
Vector Machine (SVM) [6]. Again, the input data is the combination of CVIs reported
in [23] achieving an overall classification accuracy over 99%.
Ye et al. [62] introduced a probabilistic super-pixel Markov random field method. It
was applied for crop detection under strong illumination changes. The method yields
the highest mean value of 92.29% with the lowest standard deviation of 4.65%. Cheng
et al. [63] proposed a method for weed and rice identification based on image feature
analysis and machine learning-based techniques achieving a precision of 98.8%. To
classify weed from rice, Harris point finder is first applied to locate interest points, then,
multiple features are extracted which are subsequently classified by using a machine
learning-based algorithm (decision trees). Moorthy et al. [26] developed a vegetation
segmentation method in sugar beet and maize images with an accuracy of 87%. Their
method was based on a Na¨ıve Bayesian model using features from RGB and HSV colour
spaces. In this work the features used to train the model were manually extracted.
Santos et al. [64] proposed a 3D plant modelling for plant phenotyping by using a
hand-held, free moving around the plant, camera to recover a sparse 3D point cloud
sampling the plant surface; the samples were processed with spectral clustering to
get the 3D plant representation. The methodology was suitable for automatized plant
phenotyping facilities or small laboratories. Their experiments with maize plants were
unsuccessful.
Ionescu et al. [65] presented a method for biomass type identification in images
obtained from mobile devices with accuracy of 90%. For biomass characterization:
texture features, local texton dissimilarity and BoW representation, were used. Finally,
Montalvo et al. 2016 [27] provided a method based on principal components and CVI
metrics to split soil from plants, with an error of 8.07%. The ground-truth images were
built semi-automatically by processing the RGB colour channels and with the help of a
human expert.
2.1.3 Obstacle detection
Obstacle avoidance is a classical problem in robotics and of course in autonomous
vehicles; literature in obstacle detection is vast and well known in image processing.
Methodologies reported in literature are diverse (see the references [66, 67] and the
references therein). They include techniques based on: optical flow [68, 69], temporal
differencing [70], mixture of Gaussians [71], and point detection or changes [72], just
to mention a few. Significant progresses have been achieved; however, important
improvements are still possible in many cases, due to: poor image acquisition, variations
in the lighting conditions at the scene, shadows projected by foreground objects that
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could be detected as real objects, multiple objects moving at the scene for both long
and short periods and perhaps also occlusions [73]. Object detection tasks increase
complexity when they are carried out in video sequences. Many works have been
published for object detection on video sequences acquired by static [74] and non-static
cameras [75]. Moving camera segmentation is much more challenging than static camera
segmentation because two issues should simultaneously be addressed: background
motion and the motion of each foreground-moving object. We refer the reader to [76]
for a survey on moving object segmentation methods. In particular, for agricultural
applications the following works are relevant in the development of the method described
in Chapter 4.
Reina and Milella [77] presented a self-learning framework for scene segmentation by an
autonomous agricultural tractor with trinocular stereo-vision. Segmentation was based
on a self-learning classifier assuming that the vehicle starts its operation from an area
free of obstacles. Scenarios analysed include static and non-static obstacles achieving
an average classification rate of 91.0%. In contrast to their work, our methodology does
not require a training process; obstacles might appear on the scene since the beginning.
Biber et al. [78] incorporated a LIDAR (Light Detection And Ranging) sensor for range
finding in their navigation system to detect unexpected objects. In this regard, each
tractor in the fleet of RHEA was equipped with a LIDAR system to detect, localize,
and classify trees with the aim of safe navigation with favourable assessment [79]. The
main advantage of LIDAR sensors is that they are not influenced by sunlight with high
infra-red radiation content, which is not fully achieved with Kinect sensors. Despite
the effectiveness of these LIDAR-based systems, different researches have demonstrated
the outperformance of combined LIDAR and machine vision systems, particularly in
dynamic outdoor scenarios [80–82].
In [83], authors developed an obstacle detection system using stereo matching to generate
a point cloud distribution at specific regions in the image. Ground plane detection
was used to determine the points in the cloud belonging to obstacles. The detector
operates on colour spaces; when the colour of the obstacle becomes similar to that of the
terrain the obstacle becomes more difficult to detect. Our proposal is capable of working
despite this drawback; we add texture information in order to capture obstacles with
similar colour to that of the agricultural environments. Texture is also considered in
[84] where the information provided by a Kinect with the local binary pattern code was
used as a feature to determine if a given pixel is considered as an obstacle or discarded.
The algorithm requires a training process to achieve the texture patterns used by the
classifier; our method does not require any training process.
Background 13
Talukder et al. [85] proposed a method based on the height difference and slope between
three-dimensional points. Despite having been used successfully, the method has a high
computational cost. In 2013, Mendes et al. [86] designed a GPU-based parallel version
of the obstacle detection proposed in [85] with the aim of improving the efficiency time.
The system performance was conducted using point clouds from a stereo camera and
an RGB-D sensor. Similar to Mendes, Wei et al. [87] developed a stereo-based system
for people detection with the aim of safe navigation in agricultural environments. An
obstacle detection system was recently proposed in [3]. 3D points are sampled into a 2D
grid, the relations to the neighbourhood were examined and the obstacles grouped. After
this process, a 3D terrain representation with abstraction was generated. Unfortunately,
given the architecture of the fleet in the RHEA project we do not have additional data;
our information is limited to the video sequences acquired with a monocular camera.
Cheein et al. [88] presented an algorithm for localization and mapping based on the
detection of olive stems. They were detected by means of both, a laser range sensor and
a monocular vision system. Authors do not consider obstacle detection as a relevant
issue. Our method is capable of detecting stems; therefore, our method can also be
used for path localization and path mapping tasks. Bayar et al. [89] introduced a
new method for increasing the trajectory tracking performance for autonomous orchard
vehicles. In order to detect obstacles and trees they used a laser range finder. They
achieved good performance to detect trees trunks; unfortunately their results do not
include obstacle detection analysis. Ga´zques et al. [90] have proposed solutions for
humans and robots, working together in agricultural environments. The system is a
hybrid between autonomous and classical tele-controlled vehicles. The vehicles were
equipped with micro programmed intelligence-based systems against the unforeseen,
requiring a moderate supervision over the robot by the operator. The automaton was
programmed to stop when the sensors detect danger of collision. In contrast with this
proposal, we focus our work on developing an automatic process for obstacle detection
based on the analysis of image sequences as expressed above.
A robust algorithm that detects a standardized object has been published in [91].
Authors reported a precision of 99.9% in crop rows and 90.8% in grass mowing. The
algorithm is based on an existing deep convolutional neural net. However, it is unable
to detect people or any different element such as the standardized object. The accuracy
of our approach for obstacle detection is not as high as the one reported in [91], but
instead, a major advantage is that we do not need any training process, while we also
are able to detect elements such as people, trees or vehicles, among others.
As noted throughout this overview, despite the progress reported in the state-of-the-art,
there is still work to be done to bring autonomous vehicles, particularly in agricultural
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environments, which is a motivational element of our research.
2.2 Machine vision system in the RHEA project
One of the objectives of the RHEA project was to design a whole system for crop/weed
identification in maize fields for row following and weed discrimination to apply
site-specific treatments. Crop row detection is the base for both weed discrimination
and guidance and requires the localization and identification of the crop rows in a region
of interest in front of the tractor (rectangular area 3 m wide and 2 m long, Fig. 2.1a).
(a)
⇒
(b)
Figure 2.1: Frontal view of the camera pointing to the selected area (SA); b) Consecutive
images acquired with the monocular camera mounted on the tractor in a).
The perception system consisted of three main sensors: machine vision with a
colour-based camera, Inertial Measurement Unit (IMU), and RTK-GPS (equipped
with two antennas: one for XY Z positioning and the other for heading calculations).
The camera-based sensor is the SVS4050CFLGEA model from SVS-VISTEK
(SVS-VISTEK2014), built with the CCD Kodak KAI 04050M/C sensor with a GR
Bayer colour filter; its resolution is 2336 (Horizontal) by 1752 (Vertical) pixels with a
5.5 by 5.5 micrometre pixel size. The digital images were captured with a frequency rate
of 2.4s under perspective projection and stored as 24-bit raw colour images in the RGB
colour space. The operation speed defined for this application was 0.83 m/s (3Km/h).
The monocular colour-based camera was installed on-board a tractor pointing to a
selected area, it was located at 2 m height from the ground and inclined 45◦ with respect
to the ground, Fig. 2.1a displays the frontal view of the camera position. More than 110
image sequences of different length Fig. 2.1b, the longest with 2099 images while the
shortest with 20 images (about 15000 frames) were captured during April/May/June
2012 to 2014, including videos during the final demonstration of the RHEA project in
May 2014, in a 1.7 ha experimental maize field in La Poveda Research Station, Arganda
del Rey, Madrid. All acquisitions were spaced by five/six day periods, that is, they were
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obtained under different illumination conditions and different plant growth states for
plants and containing people at the working space.
2.2.1 Image pre-processing
Agricultural images are shown to be a potential alternative given their low cost of
operation in environmental monitoring, high spatial and temporal resolution, and their
high flexibility in image acquisition programming [38]. For example current crop status
(including maturity period and identification of disease, pest and weed infestations)
and fruit identification for harvesting can be discerned by means of the image analysis
improving the decision making for vegetation measurements, irrigation, fruit sorting,
etcetera. Correct identification of the elements on the images is an essential step towards
the automation of the processes reducing the manual tasks and increasing productivity
[30, 31]. Several methods have achieved good performances based on image analysis
in agricultural environments; however there are still current limitations and problems
coming from the image complexity such as:
a) Uncontrolled illumination: in images coming from outdoor scenarios a variety
of weather conditions may appear; highly sunny or cloudy days with different
intensities, clear days alternating with different cloud densities, etc., producing
shadows on the images coming from plants in a neighbourhood.
b) Distorted images: in agricultural applications the vision system is usually mounted
on a mobile device such as in the RHEA tractors. Due to this fact, images
are captured with noise effects (multi angle, bidirectional reflectance distribution
function and motion) for example. Small movements are detected derived from
the motor vibrations, on images captured with cameras mounted on tractors. In
this context motion is also produced from the navigation system, tractors moving
over rough terrain. These undesired effects can be significant when the exposure
time is high.
c) Images with variations in the growing plant states.
d) Dynamic background: in a real time system, the background image content changes
continuously. Although sometimes changes are not visually noticeable, however,
they must be considered for obstacle detection in order to design an automated
system.
e) Large amount of information: efficient image acquisition systems are designed to
capture a large number of high-resolution images requiring a set of techniques and
technologies able to analyse and process the underlying information.
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f) Vignetting effect: this effect is usually generated by the optical system with rays
traversing the lens and producing that the image gets darker in the corners of
the image. There are several types of vignetting; depending on the optical design
of the lenses [92], in the case of images acquired with the vision system of RHEA
project, this effect was produced and removed by applying the correction described
below [19].
In the RHEA project this effect becomes evident because the Schneider UV/IR 468
cut-off infrared filter used, cuts red wavelengths, which are attenuated causing an excess
of greenness on the green channel, becoming more pronounced in the four corners than
in the central part of the image. That means that the real colour is displaced toward
green and blue at the expense of the read tone, Fig. 2.2a. The process to minimize the
vignetting effect in a colour image I of size H ×W is as follows. The first step consists
in generating an image pattern with the same dimension as the image, H ×W . The
pattern contain values ranging in [0, 1], Fig. 2.2b, they are assigned using the centre of
the pattern as reference; values in the centre are smaller than values at the extremes.
Once the image pattern is computed, the colour channels in I are processed separately,
for example, in the red channel. Each pixel is modified with the expression R(x, y) =
R(x, y) + vrP (x, y)R(x, y), where vr represents the trade-off between corrections in the
red channel. The same process is for pixels in the green and blue channels with vg and
vb values respectively. The result of these transformations is the corrected image free of
the vignetting effect, 2.2c. Algorithm 7 Appendix B summarizes the correction process
described. Due to the behaviour of the cutting filter, values of vg and vb are fixed to 0;
this means that only the read channel is corrected. The vr value was set to 0.3; it had
been verified as appropriate for green identification in our image dataset [93, 94].
(a)
⇒
(b)
⇒
(c)
Figure 2.2: a) Image captured with the vision system described in Section 2.2. The
greenness excess in the image corners, vignetting effect, can be appreciated; b) Patter
correction; c) Image after vignetting removal.
As a final general conclusion, robust methods must be developed to address the issues
previously described for the machine vision system before it can be used routinely in
farming operations.
Chapter 3
Vegetation segmentation
Vegetation segmentation is a relevant issue in PA tasks, a wide revision of the
state-of-the-art in vegetation detection for AI had been introduced throughout Chapter
2, concluding that thresholding algorithms and machine learning strategies are the
most commonly used methods for image segmentation. In this chapter, an alternative
methodology for vegetation segmentation in images coming from maize fields is
presented. It consists of two main steps: a) low-level segmentation and b) class label
assignment using Bag of Words representation in conjunction with a supervised learning
framework. Several experiments were conducted to evaluate the method efficiency
including a texture analysis and a comparison against several well-known existing
strategies in current literature. The experimental results have proved the method
efficiency to extract green plants with high accuracy in the images used for testing.
The research conducted in this chapter was published in [5] and [7].
The chapter is organized as follows: The problem statement, main objectives, and
relevant issues related to segmentation are provided in the introduction, Section 3.1.
The methodology for vegetation segmentation is described in Section 3.3 followed by
the experimental results and comparative analysis in Section 3.4.
3.1 Introduction
In AAVs, vegetation segmentation is a critical step towards the development of different
activities in the crop field such as crop row detection, counting plants for germination
or monitoring, weed detection for early site specific treatment, or nutrient application,
among others, Fig. 3.1. This task is usually carried out from images acquired by the
machine vision system on board the AAV and must therefore be considered in the design
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of AAVs. In short, a good algorithm to split an image into foreground (maize/plants)
and background (soil, irrigation pipes, etc.) is highly demanded to improve the activity
performance carried out by the AAV.
Figure 3.1: Some illustrative examples of agriculture images where greenness detection
can be used for; weed, obstacle, fruit, pest, and crop row detection
Although several methods for vegetation detection have been already introduced in
Chapter 2 many improvements are still possible due to uncontrolled lighting conditions,
including sudden shadows, excessive or poor illumination with high variability as
discussed previously.
Also, from a literature review it was noted that the commonly used process for green
extraction is based on the following main steps [6, 20–25, 44, 47, 49, 59]: i) grey image,
the original colour image is transformed into grey scale to enhance the colour channel of
interest using expressions in Table 2.1 Chapter 2; ii) thresholding, to separate relevant
parts (plants and soil) from the grey image, where Otsu’s algorithm is a common
automatic method to carry out this task [6, 22, 23, 25, 44, 47, 49, 50]; iii) and finally,
the binary image is filtered for noise removal. This process is illustrated in Fig. 3.2.
(a) I
⇒
(b) Grey image
⇒
(c) Thresholding
⇒
(d) Noise removal
Figure 3.2: Scheme to segment green plants: a) Colour image of size M × N ; b) Image
in grey scale computed with the Expression 4 in Table 2.1 Chapter 2; c) thresholding of
grey image with Otsu algorithm; d) filtered image for noise removal. Images in b, c and
d have the same size as the colour image M ×N .
Vegetation segmentation in agricultural images is extensively studied with the following
main goals:
a) To develop a method for green plant segmentation in images from maize fields with
a supervised learning strategy.
b) To reach the above goal, an image dataset of images and the corresponding
true-segmented images must be provided. This is the second goal; i.e. the
generation of the dataset useful for reference and testing in future research.
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Images to form the dataset were selected from images acquired with the machine vision
system described in Chapter 2; their true-segmented images are made by inspection and
manually touched up as described in Section 3.2. The dataset is subsequently used to
design the vegetation segmentation method where a new agricultural image is segmented
according to the following steps: a) the original colour image (Fig. 3.2a) is partitioned
into several regions of interest (ROIs) Fig. 3.3a; b) feature descriptors are extracted for
each ROI (e.g.; colour, texture, geometric structure, etc.) Fig. 3.3b; c) a classifier model
is used (Fig. 3.3c), which is previously trained to discriminate between vegetation and
background, where the final goal is to determine if the region under analysis is vegetation
or not Fig. 3.3d. A detailed description about the method is provided in Section 3.3.
(a) ROIs
R =

Reg1
...
Regp

⇒
(b) Descriptor

ρ1
...
ρp

⇒
(c) Class
Φ
ρ1...
ρp
 =
l1...
lp
 ,
⇒
(d) Greeness
li ∈ {v, s, o}
Figure 3.3: Vegetation detection in the colour image in Fig. 3.2a: a) Splitting into
p−ROIs. b) For each ROI, a feature descriptor is computed. c) The p− descriptors are
evaluated by using a classifier model to get a p−label, one per region/descriptor. Then, at
each pixel in the image the label, associated to the region at which it belongs, is assigned.
d) Green pixels detected. All images have the same size as the original colour image in
Fig. 3.2a, M ×N .
3.2 Image dataset
The method for vegetation detection discussed in this chapter is based on a classifier
function used to discriminate between vegetation from the remaining elements on the
image. The classifier function is built using a supervised learning strategy and its success
depends on the dataset used to train it. If the data is sufficiently representative, the
model will work efficiently. To train the model, a set of images and their corresponding
true-labelled images are required. Then, from the image dataset available and described
in Chapter 2, 168 images were randomly selected for training. Assuming that the
vignetting effect was previously removed as explained in Chapter 2, the images and
their corresponding labelled images are obtained described as follows.
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Study area selection
In the RHEA project, images were acquired with the aim to detect crop rows and weeds
in a surface close to the tractor [95]. This work is focused on the area in front of the
tractor. Then, from each original colour image, a surface with size [H×W ] = [450×920]
pixels is extracted obtaining as a result a new colour sub-image dataset, Fig. 3.4:
Ω = I1 . . . I168, this set will be used to design and assess the segmentation method
performance. Therefore, it is mandatory to build another set containing the true-labelled
images.
Figure 3.4: Left: Original colour image of size 2336× 1752. Centre: Selected area of size
450× 920 for vegetation analysis. Right: True-labelled image.
Labelled images
In a labelled image, each pixel is assigned to a single class. In this work, three class
labels were considered. An example of a colour image and its labelled image is visible
in the second column in Fig. 3.4, with one label per colour. The use of three labels is
justified as follows.
In agricultural images, three predominant components are easily identified: green plants,
soil and “others”. The last class represents the pixels on the border between plants and
soil, as well as, pixels belonging to any other element not identified in the image as
specific agricultural elements. Under this assumption, each image in Ω was manually
labelled by using image-editing software assigning each pixel in the original image to a
single class: vegetation (v), soil (s) or others (o). As a result of this handmade procedure
each image in Ω has associated its ground truth labelled image, extending this set as
follows: Ω = {(I, I l)1, . . . , (I, I l)168}. Illustrative examples are shown in Table 3.1,
colour images in the first row and their corresponding handmade-labelled in the second
row. In the labelled images, the green represents vegetation, the light-brown and the
dark-brown represent the soil and the other elements respectively. It is important to
remark that the inclusion of the third class is justified by the fact that the manual
segmentation on the vegetation borders is even more difficult to carry out under the
supervision of an expert. Moreover, we noted that the vegetation detection accuracy
using a tri-class classifier (v, s, o) is greater than the accuracy achieved with a bi-class
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classifier. This last point is widely discussed in the comparative analysis, Section 3.4.
The full set of images is open and available for researchers [96].
Set (a) (b) (c) (d) (e)
Ω
1
Ω
Table 3.1: First row: RGB images. Second row: hand-labelled images (vegetation, soil and
other). Third row: Binary images coming from labelled images in second row, foreground
(vegetation) and background (joint soil and other).
Dataset partitioning
The 168 images in Ω are partitioned into two complementary sets; |Ω1| = 26 and |Ω2| =
142, (Ω1∩Ω2 = ∅), the first for building a tri-class classifier (v, s, o) and also for learning
the visual vocabulary in the BoW representation described in Section 3.3.2, while the
second one is used to assess the segmentation method performance.
For the tri-class classifier design, Ω1 must be again split into training and testing sets
in order to avoid data overfitting [97]: |ΩA1 | = 20 and |ΩB1 | = 6. In particular, data
on these sets will be processed per regions, Fig. 3.5. Instead of working with the
full images containing a = 1005 regions (346−vegetation, 171−soil and 488−others)
in ΩA1 and b = 739 regions (399−vegetation, 166−soil and 174−others) in ΩB1 , then;
ΩA1 = {(Reg1, l1), . . . , (Rega, la)} and, ΩB1 = {(Reg1, l1), . . . , (Regb, lb)}, in both cases
|Regi| 6= |Regj | and li ∈ {v, s, o}.
Figure 3.5: Data structure. Regions and labels are processed instead of the full images
for the tri-class classifier design.
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Now, quality segmentation assessment, labelled images in Ω2 are first converted into
the binary format changing pixels with “s” label to “o” label as expressed in Eq. 3.1
obtaining Ω2 = {(I, Ib)1. . . (I, Ib)142}. These binary images are displayed in the third
row of Table 3.1.
Ibin(x, y) =
{
1 if Ilab(x, y) = v,
0 otherwise.
(3.1)
Once the colour image I is processed with Algorithm 1 (Section 3.3.4) the resulting
segmented image Ibin is compared against the truth binary image I
b. Then, the accuracy
value is computed by counting the number of matching labelled pixels between Ibin and
Ib. In order to objectively measure the overall quality of the segmentation, several
popular metrics were considered [4]. They are listed in Table 3.2.
ID Description Expression
nTP True positives Pixels in Ibin with label v whose real label in I
b is v
nTN True negatives Pixels in Ibin with label v whose real label in I
b is o
nFP False positives Pixels in Ibin with label o whose real label in I
b is o
nFN False negative Pixels in Ibin with label o whose real label in I
b is v
OSR Overall success rate (nTP + nTN )/(nTP + nTN + nFP + nFN )
TPR True positive rate nTP /(nTP + nFN )
TNR True negative rate nTN/(nTN + nFP )
PPV Positive predictive value nTP /(nTP + nFP )
NPV Negative predictive value nTN/(nTN + nFN )
F F-measure (2 ∗ nTP )/(2 ∗ nTP + nFN + nFP )
Table 3.2: Statistical measures for performance evaluation to compare a segmented image
Ibin with its truth labelled binary image I
b [4].
3.3 Methodology description
Our aim is the partition of an agricultural image into three non-overlapped regions,
vegetation, soil and others, so that each region is homogeneous and the union of two
disjoint regions is homogeneous [98]. An example of a segmented agricultural image is
displayed in Fig. 3.3c, details of the full segmentation process are portrayed in Fig. 3.3.
ROIs extraction, feature descriptors and class association are described in this section.
3.3.1 Region of interest extraction
Without knowledge of the image structure the first step is to find nearly uniform regions
– ROIs. The principle is that pixels in small regions tend to contain elements of the
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same class, Fig. 3.3a. Ideally, each ROI should contain a single class of elements; v, s
or o. Then, each pixel in an original colour image Ii ∈ Ω is assigned to a unique region:
Ri = {Reg1, . . . , Regp},|Ri| = p, where the j−th element contains the pixels into the
j−th ROI: Regj = {(x, y)1, (x, y)2, . . . , (x, y)m}, |Regj | = m, (x, y)t ∈ Regj contains
the pixels spatial positions in image Ii. Note, the number of pixels can be different for
each region, meaning that |Reg1| 6= |Reg2| 6= |Regp|.
Different methods have been proposed in literature to get ROIs. In this research the more
relevant, from the point of view of agricultural image segmentation, were considered:
K-means (KM) [99], Self-Organization Maps (SOM) [100], Fuzzy C-Means (FCM) [101]
and Over-Segmentation (OS) with a graph-based method [102]. A short description of
these partitioning methods is provided in Appendix A.
3.3.2 Feature descriptors
Once an image is split into several regions the next step is to find an appropriate set of
features to characterize the pixels belonging to each region. The features will be used
in subsequent steps to determine the regions belonging to vegetation. The question is:
which information should be used to represent the regions? (Fig. 3.6b). To answer this
question, several well-known local properties existing in literature are analysed in order
to find the best to describe pixels belonging to vegetation. Then, the aim of this section
is to identify a single feature descriptor to represent each region. For simplicity and
illustrative purposes, the j−th ROI displayed in Fig. 3.3a - orange region with m pixels
- is used in the subsequent paragraphs for feature extraction.
(a) I
⇒
(b) Regj (c) IGREY
⇒
(d) Regj
′
Figure 3.6: a) Colour image, size M ×N ; b) Colour pixels belonging to the orange region
in Fig. 3.3a; c) Grey scale image, size M ×N ; d) Pixels in b) in grey scale.
In the above figure, Regj
′
denotes pixels in grey scale belonging to the region under
analysis, Fig. 3.6d. This is because some features are computed from the grey scale
image, which is previously transformed with any vegetation index, such as the ones
provided in Table 2.1.
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Texture analysis
Quantification of texture descriptors is computed based on the statistical analysis in
the grey scale space. It is characterized by the repetition of basic elements providing
information about the spatial arrangement of the intensities in the image/ROI.
First order statistics (ρfs): computed from the histogram of the intensity values in
Regj
′
. The histogram is a summary of the statistical information into the ROI, which is
obtained by counting the number of pixels at each different intensity level and divided
by m (number of pixels in the ROI) to get a normalized vector, Fig. 3.7. From the
counts vector, six metrics are computed and joined to obtain a descriptor of dimension
z = 6. Metric expressions are provided in Table B.1 Appendix B.
Figure 3.7: Histogram of the intensity values in the ROI.
Autocorrelation (ρac): the autocorrelation function of a grey scale image, size M × N ,
for displacement (d1, d2) where d1 ∈ [0,M ] is a displacement in rows (downward) and
d2 ∈ [0, N ] is a displacement in columns (to the right), is given by Eq. 3.2 [60]. In
this work, the descriptor consists of the second order statistics of the autocorrelation
coefficients belonging to the region Regj
′
; mean and standard deviation are considered
having a two dimensional descriptor z = 2.
cx,y,d1,d2 =
1
(M−x)(N−y)
M−x∑
i=1
N−x∑
j=1
IGREY (i, j)IGREY (i+ d1, j + d2)
1
M×N
M−x∑
i=1
N−x∑
j=1
I2GREY (i, j)
(3.2)
Grey level run length matrix (ρrlcm): a run-length matrix p(ˆi, jˆ) is defined as the number
of runs with pixels of grey level iˆ and a run length jˆ [10]. A p−matrix is extracted from
Regj
′
and metrics in Table B.2 Appendix B, are computed and joined to get a single
descriptor with dimension z = 11.
Grey level co-occurrence matrix (ρglcm): is a 256 × 256 matrix GCM (ˆi, jˆ), where each
element contains the number of pairs of pixels with intensities iˆ and jˆ into Regj
′
[103]. The GCM matrix was computed in four directions obtaining as a result four
co-occurrence matrices; GCM0
◦
, GCM45
◦
, GCM90
◦
and GCM135
◦
. For each matrix,
metrics in Table B.3 Appendix B, are computed to get a vector of dimension z = 7. The
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average of the four vectors corresponding to the four co-occurrence matrices is the final
descriptor.
Mix of descriptors: ρfs, ρac, ρrlcm and ρglcm are combined to obtain eleven new elements,
expressions from ρmix1 to ρmix11 in Table 3.3. For example; ρmix1 is built by joining
items in ρfs and ρac with respective dimensions of 6 and 2, resulting in an 8−dimensional
vector.
Table 3.3 summarizes all descriptors defined above; each descriptor is normalized by
dividing each component by the descriptor’s magnitude.
Descriptor z Descriptor z
ρfs 6 ρmix5 = {ρfs, ρrlcm, ρglcm} 24
ρac 2 ρmix6 = {ρfs, ρglcm} 13
ρrlcm 11 ρmix7 = {ρac, ρrlcm} 13
ρglcm 7 ρmix8 = {ρac, ρglcm} 9
ρmix1 = {ρfs, ρac} 8 ρmix9 = {ρac, ρrlcm, ρglcm} 20
ρmix2 = {ρfs, ρac, ρrlcm} 19 ρmix10 = {ρrlcm, ρglcm} 18
ρmix3 = {ρfs, ρac, ρglcm} 15 ρmix11 = {ρfs, ρac, ρrlcm, ρglcm} 26
ρmix4 = {ρfs, ρrlcm} 17
Table 3.3: Descriptors for texture analysis; z is the vector dimensionality. The
mathematical expressions to get the descriptors from 1 to 4 rows, first column, are
provided in Appendix B. Table descriptors reported in [5].
SIFT-SURF descriptor
There are two well-known descriptors used in computer vision applications because of
their good performance in different classification and recognition tasks. For each pixel
(x, y)t ∈ Regj′ a local descriptor is extracted.
Scale-Invariant Feature Transform (SIFT, ρsift): a 16× 16 neighbourhood around the
point (x, y)t is defined. The region defined by the neighbourhood is partitioned into
sub-regions of 4×4 size. For each sub-region an orientation histogram with 8 bins is built
with each bin covering 45 degrees from 0◦ to 360◦. The SIFT descriptor then becomes
a vector containing all values of these histograms resulting in a vector of dimension
z = 4 × 4 × 8 = 128. This vector is normalized to unit length in order to enhance
invariance to deal with changes in illumination. The non-linear illumination effects
are reduced applying a threshold of 0.2 and is normalized again [104]. The region is
represented by m−descriptors of dimension 128, a descriptor per pixel into the region.
Speeded-Up Robust Features (SURF, ρ64surf , ρ
128
surf ): a 20 × 20 square region, centred at
pixel (x, y)t, is considered. The region is split up regularly into 4×4 square sub-regions.
For each sub-region, horizontal and vertical wavelets, dx and dy, responses are obtained
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and a vector of length z = 4×4×4 = 64 is formed, ρ64surf = [
∑
dx,
∑
dy,
∑ |dx|,∑ |dy|].
The extended descriptor is included in the analysis ρ128surf . It is a composition of the base
descriptor ρ64surf and a couple of similar features using the same sums in ρ
64
surf , but now
these values are split up further. The sums of dx and |dx| are computed separately for
dy < 0 and dy ≥ 0 . Similarly, the sums of dy and |dy| are split up according to the sign
of dx, thereby duplicating the number of features [105]. Similarly to SIFT descriptor,
the region is represented by m−descriptors of dimension 64 or dimension 128 depending
on the election.
For practical issues from the m-descriptors only a set of Ns-elements, randomly chosen,
will represent each ROI.
Colour descriptors
Several previous studies have concluded that vegetation indices accentuate vegetation
in the remotely sensed images. In this work, four different combinations of CVIs were
used, they were proposed by Kazim et. al [6]. The composition of each descriptor is
given in Table 3.4. For example, to get the ρcvi4 descriptor, the colour image is first
converted to grey scale with ExG, CIVE, GB, and ERI indices, Table 2.1, obtaining
four grey images, Fig. 3.8. Then, each pixel in the region Regj
′
will be represented by
a four-dimensional vector containing the different grey intensity values. Similarly to the
local SIFT and SURF descriptors, from the m−vectors a set of Ns−elements, randomly
chosen, represents the region.
ID Composition of colour descriptors
ρcvi2 ExG, GB
ρcvi4 ExG, CIVE, GB, ERI
ρcvi9 ExR, ExGR, NDI, GB, RBI, ERI, EGI, r, g
ρcvi14 ExG, CIVE, ExR, ExGR, NDI, GB, RBI,
ERI, EGI, EBI, r, g, b, Grey
Table 3.4: Composition of colour descriptors proposed by Kazim et. al [6].See Table 2.1
for CVIs definitions.
(a) IExGi
⇒
(b) ICIV Ei
⇒
(c) IGBi
⇒
(d) IERIi
Figure 3.8: Image in grey scale obtained with different CVIs; ExG, CIVE, GB, and ERI,
defined in Table 2.1. The orange line encloses the pixels belonging to a single interest
region Regj
′
.
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Bag of Words representation
The BoW representation is one of the most popular methods for text analysis [106]. In
general the success of this representation is based on the high discriminative power of
some words and the redundancy of language. Subsequently, this technique was adapted
for computer vision applications [15, 23, 65, 107] where the key idea is to quantize each
extracted feature from an image/ROI into one set of visual words, and then to represent
each ROI by a histogram of the visual words, usually referred as codebook, Figure 3.9.
(a) Feature extraction
⇒
(b) Learning visual vocabulary
⇒
(c) Codebook representation
Figure 3.9: Process to learn a visual vocabulary: Feature extraction from the different
classes of elements. b) Reduction of dimensionality, usually by clustering methods. c)
Each feature is assigned the label of the nearest centre, then in each region the count
vector is computed.
To get a codebook, the first step is to train a visual vocabulary often derived by
clustering. Then, given a set of ROIs containing the different involved classes (plant,
soil and others), local features are extracted, one per pixel for each ROI, Figure 3.9a.
All features are pooled and the cluster centres represent the set of visual words, Figure
3.9b. Then, a label is assigned to each ROI based on a minimum distance criterion
between the feature describing the ROI and a cluster. Once all ROIs are labelled the
frequency of each label is computed, the histogram is the ROI codebook, Figure 3.9c.
In this work, the learning process to get the visual vocabulary is computed from regions
defined in ΩA1 : R
A
1 = {Reg1, . . . , Rega}. Details of this process are given below.
Step 1. Feature extraction:
Consider a region Regi ∈ RA1 with m = |Regi| pixels. For each pixel in Regi a local
feature is computed, F i = {ρ1, . . . , ρm}, ρj ∈ Rz, z is the descriptor dimensionality.
The same applies for all elements in RA1 obtaining as a result a set of descriptors F
A =
{F 1, . . . , F a}. It is worth mention, the most common feature used in literature is the
SIFT descriptor [108]. However, for characterization of vegetation the SURF and colour
descriptors in Table 3.4 are also considered in the experimental analysis carried out in
this research.
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Step 2. Visual dictionary:
This is obtained with the K-means clustering method because it is the most common
way of constructing visual vocabularies. All descriptors in FA are processed to get
K−centres. Each centre is a visual word wi ∈ <z. Note that each visual word has the
same dimensionality as the local descriptors in FA. The set of K−visual words is the
visual dictionary: W = {w1, . . . , wK}.
Step 3. Codebook representation:
W is used to obtain the codebook for each region in RA1 . Again, consider the
region Regi ∈ RA1 with m = |Regi| pixels and its corresponding set of descriptors
F i = {ρ1, . . . , ρm}. Then, a label is assigned to each descriptor with the nearest visual
word in the vocabulary, Eq. 3.3, obtaining W˜ i = {w˜1, w˜2, . . . , w˜m}, w˜j ∈W .
w˜j = argmin
k
‖ ρi − wk ‖2, j ∈ [1,K] (3.3)
From W˜ i, the frequency of each visual word is computed; {c1 . . . cK}, ck is the number
of occurrences of the visual word wk ∈ W˜ i, defined by Eq. 3.4, where δ is the Kronecker
delta function Eq. 3.5. Finally, the codebook for Regi is the normalized counts vector:
H i = {c1/m, . . . , ck/m}, H i ∈ <z with z = K. The codebook process is illustrated in
Fig. 3.10.
ck =
m∑
i=1
δ(w˜j − wk) (3.4)
δ(w˜j − wk) =
1 if w˜j = wk0 otherwise (3.5)
(a) Feature extraction
⇒
(b) Visual vocabulary
⇒
(c) Codebook representation
Figure 3.10: Process to get the codebook of a ROI. a) Region of interest, the black points
represent the local features. b) Visual vocabulary previously trained Fig 3.9b, each colour
represents a visual word. c) Label association at each feature followed by its frequency
histogram.
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Then, the codebooks for elements in RA1 are {H1, . . . ,Ha}. From now on, the following
notation is introduced:
ΩA1 = {(Reg1, l1), . . . , (Rega, la)}, li ∈ {v, s, o} → Ω˜A1 = {(H1, l1), . . . , (Ha, la)}, where
Ω˜A1 has the same number of elements as Ω
A
1 , |Ω˜A1 | = a.
To conclude, HSIFT , HSURF , HCOM , HCV I2, HCV I4, HCV I9 and HCV I14 will be used
from now on to distinguish the codebook obtained with the different local features.
3.3.3 Class label assignment
Once a ROI is represented by a feature descriptor, such as those mentioned above, the
next step is to determine the class it belongs to, vegetation, soil or others. For this task
a SVM classifier is used to get a tri-class classifier. The SVM framework consists of
two stages: training and testing. In the first, the tri-class model is built with features
extracted from the ROIs, then the model is used to predict the label of a new ROI
never seen before into the second stage. The process is illustrated by using the BoW
representation, Fig. 3.11.
Figure 3.11: Classifier function.
Training : consider the labels and codebooks in Ω˜A1 = (H
1, l1), . . . , (Ha, la), li ∈ {v, s, o}.
The tri-class SVM model is computed using the one-against-one method. This method
builds three bi-class classifiers; (p vs. s), (p vs. o) and (s vs. o), each is trained from
data contained in two classes. For training data, with the i−th and j−th classes, the
binary classification problem defined in Eq. 3.6, must be solved. The full minimization
process is defined in Hsu and Lin [109]. According to the model in 3.6, the training
vectors H i ∈ Ω˜A1 are mapped into a higher dimensional space by the function Φ. C is
the penalization parameter; it tells the SVM optimization how many misclassifications
are allowed at each training.
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minimize
ωij ,bij ,ξij
Ψ =
1
2
(wij)Tωij + C
∑
t
ξijt
subject to (wij)TΦ(Ht) + bij ≥ 1− ξijt , if lt = i,
(wij)TΦ(Ht) + bij ≤ −1 + ξijt , if lt 6= j,
ξijt ≥ 0.
(3.6)
In short, the SVM searches for a balance between the regularization term 12(w
ij)Tωij
and the training errors. Furthermore, K(H i, Hj) ≡ Φ(H i)TΦ(Hj) is called the kernel
function. Different Kernels have been proposed in literature [110]. A linear and a radial
basis functions were selected for evaluation, Eq. 3.7 and Eq. 3.8.
KL(H
i, Hj) = H i(Hj)T (3.7)
KG(H
i, Hj) = exp(−Γ ‖ H i −Hj ‖2),Γ > 0 (3.8)
Testing : once Eq. 3.6 was solved, the performance of the model must be evaluated;
the assessment is made with items in set ΩB1 . After the codebooks are computed,
as described in Step 3.3.2 in the BoW representation, the following set is obtained:
Ω˜B1 = {(H1, l1), . . . , (Hb, lb)}, li ∈ {v, s, o} and |Ω˜B1 | = b. Descriptors in Ω˜B1 are evaluated
using the following voting strategy: if sign((wij)TΦ(H)+bij) says H is in the i−th class,
then the vote for the i−th class is increased by one, otherwise, the j−th is increased by
one. Then, H chooses the class with the largest vote. When two classes have identical
votes, the one with the smaller index is selected [111]. Once all descriptors are evaluated
the set of predicted labels associated to each descriptor is obtained; Lˆ = {lˆ1, . . . , lˆb}, lˆi ∈
{v, s, o}. Then, the model accuracy is computed by comparing the predicted labels (Lˆ)
with the real labels L = {l1, . . . , lb} in Ω˜B1 and expression Eq. 3.9.
Accuracy = 100× # elements correctly labelled in Lˆ
b
(3.9)
3.3.4 Vegetation identification
The methodologies described above are the basis to design the vegetation segmentation
method, which is summarized in Algorithm 1. The input is a colour agricultural image,
I, and a classifier model with a decision function. The output is the segmented image.
The process starts with the image partition, then a descriptor is assigned to each region.
Descriptors are evaluated with the classifier decision function to get the label of each
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Algorithm 1: Vegetation segmentation, Fig. 3.3.
Input : I image, Ψ classifier function
Output: Ibin, 1: foreground/vegetation, 0: background
1 Detection of ROIs in I : Rˆ = {R1, . . . , RP } ;
2 Descriptor per region : Π = {ρ1, ρ2, . . . , ρp}, ρi ∈ <z ;
3 Label assignment : Ψ(Π) = {l1, . . . , lp}, li ∈ {v, s, o};
4 Pixel labelling : Ibin(x, y) =
{
1 if li = v ⇔ I(x, y) ∈ Ri
0 otherwise
5 Noise removal : Ibin = Ibin
⊗
f5×5;
region. Then, a label is assigned to each pixel with the label of the region it belongs
to. Finally, pixels with labels s, o are considered background, and pixels with the label
v conform the foreground. The resulting binary image is filtered for noise removal and
misclassifications by using a median filter with size 5× 5.
3.4 Experimental results
Experiments conducted to show the method performance against other existing
strategies are described and discussed in this section. Given the image collection of
142 images in Ω2, the goal is to segment automatically the images with Algorithm 1.
To understand how this algorithm works under different image conditions and different
parameter values an extensively experimental analysis is carried out. The ranges of
parameter values involved in the whole process are summarized in Table 3.5.
Definition Abbr. Value
Dataset size, colour images and their labelled images Ω 168
Classifier model, 70% of elements in Ω Ω1 26
Segmentation evaluation, 30% of elements in Ω Ω2 142
Number of pixels/descriptors per region Ns 80
Visual vocabulary size K [50, 2000], steps of 50
Penalty parameter in the SVM model, Eq. 3.6 C [0.1, 20], steps of 0.1
Kernel parameter, Eq. 3.8 Γ [0.1, 20], steps of 0.1
KM, partitioning method, Section 3.3.1 {5, 10, 20, 30, 40, 50, 60}
FCM, partitioning method, Section 3.3.1 {5, 10, 20, 30, 40, 50, 60}
SOM, partitioning method, Section 3.3.1
Row vector of dimension sizes [8, 8]
Number of training steps 100
Initial neighbourhood size 3
Topology function hexagonal layer
Distances between the layer’s neurons link distance
OS, partitioning method, section 3.3.1 (kˆ, σ
′
,min) (0.1, 300, 100)
Table 3.5: Parameters involved in the whole process.
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The results were computed using the Image Processing Toolbox MATLAB 2016b for 64
bits under Windows 10 and Intel Core 2 CPU, 3 GHz, 4 GB RAM.
3.4.1 Feature selection
An appropriate way to select the descriptor consists of the following steps: a) study the
data properties, b) select a suitable classification algorithm, and c) chose the descriptor
with optimal performance. However, during the state-of-the-art review we have shown
that the agricultural images contain a high level of complexity and are also difficult to
analyse. Therefore, in order to limit the dependency of different parameters, a linear
kernel function, Eq. 3.8 for the SVM was selected at a first instance to determine
the most appropriate feature descriptor for vegetation characterization. It was chosen
because it is simple and easy to handle, also because of its good reported performance in
agricultural contexts and other environments. The library for SVM provided by Chang
and Lin [112] was used to design all classifier models in this research.
Now, to build the tri-class classifier, the correction parameter C must be also estimated,
Eq. 3.6. For this, many linear tri-class classifiers with different parameter values, row 6
Table 3.5, were built with elements in ΩA1 as suggested in Chang and Lin [112]. Then
data in ΩB1 was evaluated with the different generated models and the accuracy value
was computed from the number of patterns correctly or incorrectly predicted with the
expression in Eq. 3.9. In the case of the BoW representation, the visual vocabulary
size K must also be selected. The estimation consisted in testing with different pairs
(C,K). The range of values are defined in rows 5 and 6, Table 3.5. Fig. 3.12 displays the
performances for different visual vocabulary sizes evaluated for a SVM with the linear
kernel Eq. 3.7 and the different BoW descriptors. The best performance is achieved
with the pair (C,K) = (17.2, 1950) and HCOM as feature descriptor. The library for
SIFT descriptors is the one provided by Vedaldi and Fulkerson [113].
Figure 3.12: Estimation of the vocabulary size for values in Table 3.6, rows 24-30. The
HCOM descriptor with a vocabulary size of 1790 and SVM with the linear kernel Eq. 3.7
and parameter C = 17.2 achieves the best performance are of 85.17%.
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Finally, the classifiers with the highest performance are displayed in Table 3.6. The
best performance was achieved with the BoW representation which was above 80% for
HCOM , HCV I2, HCV I9, and HCV I14. These findings suggested that texture, SIFT-SURF
and colour descriptors are insufficient for vegetation discrimination in the tested images.
From this table it is also easy to verify that the BoW descriptors represent the best
strategy. Because of this, new tri-class classifiers were built changing the kernel
function for a radial basis function with parameter Γ, Eq. 3.8. The performance
results are provided in Table 3.7. In this case three parameters must be adjusted
(K,C,Γ). Searching consists in testing with triplet (K,C,Γ) and the one with the
best cross-validation accuracy is finally selected.
Results in rows 1 to 16 are similar to those reported in [5], different accuracy rates are
obtained due to the image data sets not being the same.
Desc. z C Acc.(%) Desc. z C Acc.(%)
Texture Colour
1.ρfs 6 16.1 36.350 19.ρcom 1 1.5 44.865
2.ρac 2 0.1 38.712 20.ρcvi2 2 0.1 33.333
3.ρrlcm 11 2.1 38.683 21.ρcvi4 4 2.9 50.814
4.ρglcm 7 18.1 34.925 22.ρcvi9 9 1.3 48.838
5ρmix1 8 20.1 37.337 23.ρcvi14 14 1.3 48.721
6.ρmix2 19 12.1 42.266 Bag of Words
7.ρmix3 15 10.1 40.994 24.HSIFT 128 21.6(1550) 68.12
8.ρmix4 17 20.1 39.521 25.HSURF 64 21.1(1650) 66.68
9.ρmix5 24 16.1 40.243 26.HCOM 1 16.6(1790) 85.17
10.ρmix6 13 10.1 37.373 27.HCV I2 2 13.6(2000) 80.25
11.ρmix7 7 12.1 41.071 28.HCV I4 4 9.6(1400) 78.49
12.ρmix8 9 0.1 37.416 29.HCV I9 9 17.6(1900) 82.31
13.ρmix9 20 0.1 40.928 30.HCV I14 14 17.1(1950) 81.20
14.ρmix10 18 2.1 38.482
15.ρmix11 26 18.1 41.588
SIFT-SURF
16.ρsift 128 0.1 51.187
17.ρ64surf 64 2.5 51.309
18.ρ128surf 128 0.9 51.727
Table 3.6: Performance of a tri-class linear classifier model (p, s, o) designed with a linear
SVM function using different descriptors of dimensionality z and set ΩA1 . The table
also contains the SVM parameter value C and the vocabulary size W for the BoW
representation enclosed in brackets next to the C value.
From Table 3.7, the best values were achieved with descriptors proposed by Kazim et al.
[6]. They reported an accuracy of 97% with HCV I14 to detect creeping thistle. A similar
performance is obtained in the tested maize images used in our experiments; 95.31%
with HCV I4 and (K,C,Γ) = (1970, 21.6, 20.6). This classifier, Table 3.7 row 6, with the
highest performance is selected and used in the vegetation segmentation algorithm.
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Descriptor z (K,C,Γ) % Accuracy
HSIFT 128 (1650, 19.1, 21.6) 90.99
HSURF 64 (1950, 18.1, 18.1) 90.38
HCOM 1 ( 590, 21.1, 6.6 ) 91.50
HCV I2 2 (1490, 19.6, 21.1) 93.83
HCV I4 4 (1970, 21.6, 20.6) 95.31
HCV I9 9 (1670, 14.1, 21.6) 94.65
HCV I14 14 (1490, 17.1, 20.6) 94.84
Table 3.7: Accuracy in percentage of tri-class classifiers designed with SVM and a radial
base function as kernel, last column. In the first column, the feature descriptor followed
by its dimensionality value. The parameter values are in the third column. Table Results
reported in [7].
3.4.2 Partition selection method
The partition selection method is a key step in the vegetation segmentation algorithm.
If the region size is too large, the probability that the region contains different classes
is high. On the other hand, if the region size is too small, the capture of sufficient
information becomes difficult. For this selection, 50 images were randomly selected
from Ω1, the quality of the segmented images was used as the criterion to select the
partitioning method, Section 3.3.1. Quality is determined in terms of metrics in Table
3.2.
Again, for practical reasons, the evaluation was made by means of a SVM classifier with
a linear kernel and HCOM as feature descriptor, achieving the best performance in Table
3.6. Results are displayed in Table 3.8. The average values of OSR and TPR (Table 3.2)
are similar in all cases. For each method; KM, COM, FCM, and OS in Section 3.3.1,
several parameter values were tested; the range of values are provided in Table 3.5,
selection was made following the same quality criterion as above to get the parameter’s
values in Table 3.8 .
Case Measure KM SOM FCM OS
Average OSR(%) 86.3 86.45 81.47 85.9
TPR(%) 65.47 68.79 35.92 62.59
Best OSR(%) 91.1 88.1 86.7 87.8
TPR(%) 89.3 96.7 84.7 77.2
Worst OSR(%) 74.8 80.8 61.1 68
TPR(%) 50 60.9 37.61 42.8
Table 3.8: Evaluation of different partitioning methods using a linear SVM classifier with
HCOM as feature descriptor. The parameter values were chosen from values in Table
3.5. The OSR and TPR metrics (Table 3.2) are used as performance criterion. Results
reported in [7].
From Table 3.8, KM achieves good performance with 30 clusters, while FCM works
better with 10. For SOM, Matlab default parameters were used, Table 3.5. In the
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case of OS, we set (kˆ, σ
′
,min) = (0.1, 300, 100) to get small regions as suggested by
[102], Appendix A. Visual results for a single image partitioned into several regions are
displayed in Table 3.9. The partitions obtained with the different methods are displayed
in the first row, while the true labelled images followed by the segmentation results
including their performance values (TPR%, OSR%) appear in the second row. From
results in Table 3.8, SOM was chosen as the method to establish the partition because
of its performance expressed by the TPR value which becomes the highest.
RGB image KM SOM FCM OS
True label (89.3, 91.1) (96.7, 88.1) (84.7, 86.7) (77.2, 87.7)
Table 3.9: First row: RGB image split into multiples regions with different algorithms.
Second row: True labelled image followed by the segmentation results with their
performance values (TPR%, OSR%). Results are reported in [7].
3.4.3 Vegetation segmentation
Images in Ω2 were processed with Algorithm 1, using SOM as the selected partitioning
method and HCV I4 as the pattern descriptor. The proposed method was tested
against different methods used in precision agriculture for image segmentation. Also,
the standard method for green segmentation in Fig. 3.2a is included. The results
are identified as: THExG, THExGR, THCIV E , THV EG, THCOM , and THGrey1, the
sub-index identify the transformation function used to obtain the grey image, i.e. ExG,
ExGR, CIVE, VEG and COM. Additionally, two semantic segmentation methods were
also included in the analysis; one based in convolutional (patch) neural networks (CNN)
[114], open source library (CN24, [115]), and the second based on Random Forest Trees
(RFT) [116]. The CN24 library includes a pre-trained model able to identify multiple
classes in urban scenes. In our dataset, different CNN architectures were tested and the
best results posted in Table 3.10, were achieved with the pre-trained model.
The segmentation quality was evaluated with the statistical metrics provided in Table
3.2. Numerical results are shown in Table 3.10. The best value was achieved with the
Tewari et al. proposal [20]; 87.34% and 75.59% with OSR and TPR respectively. In the
same table, the OSR values obtained with Yang et al. [24] and Hlaing and Khaing [21]
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proposals are poor, below 80%. In this context, authors reported an accuracy over 95%
in images where plants are well defined (usually, one plant per image). Maize images
are more complex having several plants and weeds per image; this can be the reason for
the low performance of these methods in our dataset.
It is well known in literature that CNNs have been tested with high performances in
the segmentation tasks. In our case, we tested different architectures with the CN24
framework in the dataset used for testing. We have not found a suitable configuration
able to increase its performance. RFT shows a similar performance to CN24. It is
important to mention that although RFT has low performance in vegetation detection,
results can be relevant in the context of crop lines detection provided that vegetation
in the crop line is preserved and well limited. Finally, BoW representation achieves
an OSR of 86.11% with a percentage of vegetation correctly identified of 73.24%. The
rate of elements well classified is 90.39%. This value becomes enough for agricultural
applications. However, the overlapping between green plants and background is 61.6%
which are similar values as those obtained with the other proposals.
THExG THExGR THCIV E THV EG THCOM THGrey1
OSR 86.95 85.83 83.76 85.72 75.95 87.71
TPR 71.67 83.51 74.02 67.27 53.22 74.16
TNR 89.58 85.20 85.14 88.35 90.58 89.40
PPV 66.38 40.17 44.25 60.16 73.36 63.32
NPV 93.00 97.47 95.74 92.99 78.61 94.00
F 67.10 53.05 50.27 61.29 55.59 67.67
Yang Hlaing et al. Tewari et al. RFT CN24 BoW
OSR 79.40 70.64 87.34 75.29 82.64 86.11
TPR 60.25 13.65 75.59 53.90 71.43 73.24
TNR 84.08 76.60 89.84 82.04 84.89 90.39
PPV 44.28 4.23 60.31 54.16 39.71 58.60
NPV 91.08 90.44 92.49 83.95 93.72 89.51
F 44.94 3.24 64.96 52.35 43.32 61.60
Table 3.10: Vegetation segmentation performance. Metrics into rows (Table 3.2), and
methods into columns. Results reported in [7].
For a single image, the vegetation segmentation obtained with methods in Table 3.10 is
shown in Table 3.11. In brackets are the TPR and OSR values in terms of percentage.
In addition to the results displayed in Table 3.11, images in Table 3.12 were processed
with THGrey1, Tewari et al. and BoW. They achieve the best performance in Table 3.10,
with the segmented results displayed in Table 3.12.
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RGB image True label THExG THExGR THCIV E
(78.7, 96) (89.6, 94.9) (90.1, 94.9)
THV EG THCOM THGray1 Yang Hlaing
(76.9, 95.6) (35.1, 86.8) (72.8, 95.4) (19.6, 76.5) (0.72, 89.2)
Tewari ICF CN24 BoW
(74.4, 95) (67.2, 94.7) (72.7, 92.6) (87.9, 95.1)
Table 3.11: Image segmentation with methodologies in Table 3.10, each result is
accompanied with its TPR% and OS% values in brackets. Results reported in [7].
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Chapter 4
Obstacle detection
In this chapter a strategy for automatic static/dynamic obstacle detection in agricultural
image sequences is described. The approach consists in a spatial analysis to obtain an
initial segmentation of objects of interest and subsequently, temporal information is used
for discriminating between moving and static objects. To our knowledge in the field of
agricultural image analysis, classical approaches make use of either spatial or temporal
information, but not both at the same time, as in the proposed approach, making an
important contribution in this regard. Another characteristic of the proposed method
is that it does not require any training process achieving favourable results when tested
under different outdoor scenarios in agricultural environments, which are really complex
due to the high variability in the illumination conditions, causing undesired effects such
as shadows and alternating lighted and dark areas as described in Chapter 1. The
experimental strategy designed to evaluate the obstacle detection performance showed
that the results are comparable outperforming those reported in current literature,
Chapter 2. All results in this chapter were published in [117].
The remainder of the chapter is organized as follows: the problem statement and the
main objectives are given in Section 4.1, the methodology description is provided in
Section 4.2, and finally the experimental results in Section 4.3 close the chapter.
4.1 Introduction
In recent years, agricultural vehicles (tractors, combiners, sprayers, spreaders) have been
introduced in agricultural environments to accomplish different agricultural tasks. In
order to be useful, such vehicles should be equipped with machine vision-based sensors,
which provide the required information to develop these tasks with good performances.
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Additionally, vehicles need a means of detecting obstructions to avoid collisions. If the
system detects people, animals, other vehicles, or any obstruction, inside the haulage
area during autonomous operation, the vehicle must stop immediately for security
reasons making this the main motivation of the proposed research.
The principal objective of this chapter is to propose a method for obstacle detection
in crop maize to find static (trees, fence post, buildings, people standing up, etc.) and
non-static (people walking, and moving tractors) elements in the autonomous tractor
trajectory by processing the images acquired with the machine vision system described
in Chapter 2. From now on, image sequences are referred to as video sequences due to
the images can be also seen as sequences of consecutive frames. In such video sequences,
all scenarios described in Table 4.1 are possible.
Obstacles state Description
Scenario 1 The tractor is stopped and the obstacles are static
Scenario 2 The tractor is moving and the obstacles are static
Scenario 3 The tractor is stopped and the obstacles are moving
Scenario 4 The tractor is moving and the obstacles are moving
Table 4.1: Possible scenarios in the image sequences described in Chapter 2. Static
obstacles: trees, buildings, people standing up, among others. Moving obstacles: people
walking, moving tractors, etc..
Images from agricultural videos, containing several elements including plants, trees,
weeds, soil, objects, and shadows coming from these elements, are complex from the
image processing point of view. The complexity increases because of the great variability
of vehicle and environmental conditions, such as: changing seasons or weather conditions
(sunny or cloudy days), time of day, dust or movements produced by the vehicle in
movement along the field, and also because of vibrations caused by the tractor engine.
As a consequence of these combined effects, a robust obstacle detection system is very
necessary.
To achieve the proposed goal, a Static and Dynamic Combined approach (SDC) based on
spatio-temporal analysis has been devised. Given an input video, two consecutive video
frames are considered for both spatial and temporal processes. Obstacle segmentation
is made by analysing spatial information in the current frame while motion is computed
from the first-order spatio-temporal derivatives of two consecutive frames, Fig. 4.1.
The spatial and temporal information conveniently combined allows determining objects
location and their associated movement, if any. One of the major advantages of this
representation is that by analysing temporal information, not only obstacle segmentation
is improved, it is also possible to identify moving obstacles in front of the tractor
trajectory. Motion detection is useful to anticipate and prevent collisions between
autonomous vehicles; this topic is widely discussed in [90]. When the spatial and
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temporal information is combined, the complexity of motion detection is significantly
reduced. Instead of detecting motion with a relatively large number of previous
frames, where the scene could change dramatically, we estimate motion based on the
first-order temporal difference, but compared against the obstacle segmentation results
to determine which of the elements on the scene are really in movement with respect to
the tractor motion.
Unlike other reported methods where object detection is exclusively based either
on static segmentation or differential considerations, such as those based on optical
flow computation, the SDC allows exploiting the advantages of both, making an
important contribution in the context of object detection in agricultural environments.
The spatial differentiation in optical flow-based methods is assumed by the temporal
differentiation, which determines image changes [118]. This combination and the
simultaneous separation of spatial and temporal analysis is the main contribution of the
proposed approach, which is conveniently compared against existing static and dynamic
strategies.
4.2 Methodology description
The aim of this work is static/dynamic obstacle detection in agricultural videos.
The proposed SDC method involves a sequence of steps where spatial and temporal
information is joined to achieve the goal.
The video data is processed according to the scheme in Fig. 4.1 to make a decision
at each instant of time during the tractor navigation. The inputs to the system are
two consecutive frames, the current frame I(x, y, z)t and the frame at the previous
time instant I(x, y, z)t−1; t is the time frame index, (x, y) the pixels coordinates and z
represents a specific colour channel, according to the colour space chosen. For simplicity
from now on: It and It−1 are used to refer to the current and the previous frame.
As one can see from Fig. 4.1, the system involves two main modules where the
analysis is carried out at pixel level; the first module is based on the spatial analysis
where an image segmentation approach is made for obstacle detection in the current
frame, It. The segmentation is performed in the L*a*b* colour space [2] based on
foreground segmentation; then small spurious areas are removed using morphological
operations. A temporal analysis is accomplished in the second module to detect the
most prominent changes in the current frame applying a temporal differentiation between
It and It−1. Spatial and temporal information are conveniently combined during the
process, obtaining as a final result the static and non-static obstacles embedded in It. For
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Figure 4.1: Static/dynamic obstacle detection for agricultural videos. The output contains
static (brown light colour) and dynamic (pink colour) obstacles detected from input image
It.
a better understanding of the methodology, this section is divided into two main parts.
First, obstacle segmentation is explained, followed by motion detection description.
4.2.1 Spatial analysis
Agricultural outdoor images are complex to analyse, mainly because they are captured
under different illumination conditions (dawn, sunset, poor or low illumination), most
times with high illumination variability during the same working day because of
cloud displacements causing important changes in the resulting images. The obstacle
segmentation method must be robust enough to deal with these adverse situations.
Under these considerations, we studied different colour spaces and found that L*a*b*
space is the most appropriate to spatial analysis in agriculture images from the point of
view of motion detection.
The CIELAB colour space was developed in order to obtain an easy-to-calculate colour
measurement in accordance with the Munsell colour order system [2]. Furthermore,
L*a*b* space is useful for comparing similar colours, which is an event included in our
case study, in Fig. 4.2.
In maize field images, during the activities oriented to weed removal, the common
elements are green plants (weeds and crops) and soil containing spectral components with
high green and red content respectively. Because of this, the majority of obstacles in the
images are detected from b* channel as it represents the mapping along blue and yellow
axis, i.e. colours with low probability of occurrence in maize fields containing the natural
elements (plants and soil), Fig. 4.2c. However, for this reason obstacles containing a
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(a) I (b) L* (c) a* (d) b*
Figure 4.2: Colour image I transformed from RGB to L*a*b colour space. From b to d,
the L*a*b* colour channels separately [2].
high white and/or red component are not detected from the b* channel. White and red
elements need to be directly identified from L* and a* channels respectively.
Furthermore, in agricultural environments it is quite common for people to wear clothes
with similar colours to the ones existing in the maize fields, i.e. with green and red-brown
tones, leading to severe failures during the object detection process based exclusively
on spectral information. Fig. 4.3 shows an example of this failure. The binary image
Fig. 4.3-b is the result of the colour segmentation process applied over the image in Fig.
4.3-a. As can be seen, the person on the left of the image is not detected due to their
clothes have similar colours to the soil; this problem was also reported in [84]. This is
because texture information (Fig. 4.3-c) is required in order to improve object detection
as shown in Fig. 4.3-d.
Figure 4.3: a) Colour image. b) Segmentation based on L*a*b* colour space. c) Texture
extraction. d) Segmentation combining b and c. d) Final result after removing small
areas.
The full scheme of the proposed obstacle segmentation algorithm is portrayed in Fig 4.4,
where a colour image is split into two complementary sets of pixels: the background,
containing pixels from green plants and soil, and the foreground, which contains the
remaining pixels. From top to bottom, white (Iwhite), red (Ired) and foreground (Iobs)
detected pixels from L*, a* and b* channels respectively, followed by the texturized
image. From which pixels having different texture to soil and green plants are extracted
(Ibtex). The information coming from Iwhite, Ired, Iobs, and Ibtex is concatenated into a
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single image. The resulting binary image contains small and spurious areas; they are
removed to retain the main areas, which are potential objects. The final binary image
Ibin can be appreciated at the bottom in Fig 4.4. The complete process to obtain these
intermediate images is outlined in the steps 1a, 2a and 3a, bellow.
Figure 4.4: Obstacle detection process applied to the colour image (H-by-W size) on the
right.
Before proceeding, it is necessary to define the statistic measures used to compute the
threshold values τ1 and τ2 for segmenting an image of size H × W . Let I(x, y) be
the intensity of pixel (x, y). The mathematical definition of the mean (µ), standard
deviation (σ) and skewness (s) are given by expressions 4.1, 4.2 and 4.3 respectively.
The threshold values τ1 and τ2 are calculated by way of Equations 4.4 and 4.5, where n
is the number of standard deviations considered.
µ =
1
H ×W
H∑
i=1
W∑
j=1
I(i, j) (4.1)
σ =
√√√√ 1
H ×W − 1
H∑
i=1
W∑
j=1
(I(i, j)− µ)2 (4.2)
s =
1
H×W
∑H
i=1
∑W
j=1 (I(i, j)− µ)3[
1
H×W−1
∑H
i=1
∑W
j=1 (I(i, j)− µ)2
] 3
2
(4.3)
τ1 = µ+ n× σ (4.4)
τ2 = µ− n× σ (4.5)
Continuing with the methodology description. Given the current frame It in RGB colour
space follow Steps 1a, 2a and 3a to achieve the obstacle segmentation desired.
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Step 1a. Spectral segmentation
First, transform RGB image into L*a*b* colour space to obtain L*(IL), a*(Ia) and b*
(Ib) channels respectively.
Apply Algorithm 2 over Ib to get a binary image Iobs where, pixels with value “1”
represent obstacles and pixels with value “0” represent background. As mentioned
before, b* channel is related to the blue-yellow axis and for this reason Algorithm 2
does not capture objects with high red spectral component values. To emphasize objects
composed of red pixels we make use of Ia. In a*-channel, green colour is in the negative
axis while red colour is in the positive axis. Red pixels are filtered with the expression:
Ired(x, y) = 1 if Ia(x, y) > τ
1
a , 0 otherwise. Note that the threshold value τ
1
a
is computed from the intensity values in Ia using Eq. 4.4. In order to capture white
elements, a similar process with red detection is made. From luminosity channel next
operation is applied: Iwhite(x, y) = 1 if IL(x, y) > τ
1
L, 0 otherwise.
Algorithm 2: Process to extract the foreground in agricultural images.
Input : Ib, b*- channel from L*a*b* colour space.
Output: Iobs, 1: foreground/obstacles, 0: background
1 From Ib compute; the frequency histogram (hb) [119], the skewness sb and the
threshold τ1b values (Eq. 4.3 and 4.4) ;
2 Apply finite differences method [120] to compute the critical points from hb ;
3 Calculate the threshold value, thl = Global maximum critical point ;
4 if sb ≤ 0 then
5 return T = thl ;
6 else
7 thl1 = Minimal critical point before the global maximum critical point;
8 return T = min(τ1b , thl, thl1) ;
9 Threshold image as: Iobs(x, y) =
{
1 if Ib(x, y) < T
0 otherwise
;
10 return;
Step 2a. Texture extraction
The texture content in the image I(x, y, z)t is computed from the greyscale image
IGREY (x, y). For each intensity value in IGREY ; the difference between the maximum
and minimum grey level over a ω− by− ω neighborhood Ω(x, y) centred on the interest
pixel (x, y) defines the texture value of the pixel, Eq. 4.6. From the texture image Itex,
the segmentation is carried out as: Ibtex(x, y) = 1 if Itex(x, y) < τ
2
tex, 0 otherwise.
The threshold value τ2tex is computed with Eq. 4.5.
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Itex(x, y) = max (IGREY (xi, yi))−min (IGREY (xi, yi)) , (xi, yi) ∈ Ω(x, y) (4.6)
Information coming from spectral segmentation and texture extraction is combined to
achieve the full obstacle’s segmentation I∗bin, Eq. 4.7.
I∗bin(x, y) = (Ired(x, y) + Iwhite(x, y) + Iobs(x, y) + Ibtex(x, y)) > 0 (4.7)
Step 3a. Small areas removal
Once I∗bin is obtained containing potential obstacles, small or spurious regions are
suppressed under the assumption that they are irrelevant from the point of view of safe
autonomous navigation. To perform this task a morphological opening [121] is carried
out in I∗bin obtaining as a result the binary image Ibin. It contains the relevant obstacles
on the current frame I(x, y, z)t. Opening is the combination of two fundamental
morphological operations, an erosion followed by a dilation. This allows removing small
spurious binary areas, isolated pixels or pixels on object boundaries. The number of
pixels removed from the objects in an image depends on the size and shape of the
structuring element used to process the image. In this research, the structuring element
chosen for both operations was a circle with different sizes, as discussed below.
Due to the camera imaging perspective projection, Fig. 2.1 Chapter 2, the same object
in a frame located at different spatial positions in the 3D scene is mapped onto the image
with different sizes, measured in pixels; its size is small at the top and big at the bottom
of the image. For this reason, erosion is not uniformly carried out on the binary image.
Circles with different radio lengths were used in the erosion, taking the image height as
the reference. Four areas are identified, from the top to the bottom; the erosion was
performed using circles of radio 1, 2, 3 and 4 pixels respectively, which are sufficient
according to the camera vision system setup [95]. Dilation was uniformly performed
throughout the whole image using a circle of radio 1. The result after removing small
areas in the segmented image in Fig. 4.3-d is shown in Fig. 4.3-e, as an illustrative
example.
The next phase consists in identifying which elements on Ibin are stationary or moving.
For this task temporal information is required to identify static and non-static pixels
associated to such elements.
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4.2.2 Temporal analysis
There are many existing schemes in literature for motion detection; they were described
in Section 2.1.3. The simplest and most popular approach involves two consecutive
frames. This is the basis of the proposed approach for discriminating among static and
non-static obstacles in maize field videos. We consider the information provided by
the previous frame It−1 to detect moving pixels in It using as reference the obstacle
segmentation mask Ibin. Now, discrimination among static and non-static obstacles is
described according to the following steps.
Step 1b. Prominent motion detection
The temporal gradient is extracted using the first order differential approximation: Gt =
It − It−1. The prominent changes in Gt are obtained by thresholding. From Gt, two
threshold values, τ1G and τ
2
G, are computed with the expressions 4.4 and 4.5 respectively
on the image Gt. These values are used to get two binary images dt1 and d
t
2 by Eq. 4.8
and Eq. 4.9 respectively at pixel location (x, y).
d(x, y)t1 =
1 if Gt(x, y) > τ1G0 otherwise (4.8)
d(x, y)t2 =
1 if Gt(x, y) < τ2G0 otherwise (4.9)
In Fig. 4.5, the temporal gradient from two consecutive frames is portrayed, their
respective resulting binary images dt1 and d
t
2 are displayed in Fig. 4.6. As shown in the
images, pixels with major changes at the scene can be detected.
Figure 4.5: Left: two consecutive frames; It and It−1. Right: the temporal gradient Gt
computed from It and It−1.
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(a) (b) (c)
Figure 4.6: a) Temporal gradientGt, Fig. 4.5; b, c) Binary images dt1 and d
t
2.
Step 2b. Matching process
To determine which of the two masks is the most convenient, i.e. the one containing the
maximum movement information in the current frame, the following is performed: dt1
and dt2 are independently overlaid on top of the obstacle in the segmented image Ibin.
From each overlapping the number of matching pixels is counted using expressions 4.10
and 4.11 giving as results M1 and M2. The mask with a major number of matching
pixels max(M1,M2) is chosen as the moving mask for the current frame I
t.
M1(Ibin, d
t
1) =
H∑
i=1
W∑
j=1
{d(i, j)t1 | d(i, j)t1 + Ibin(i, j) > 1} (4.10)
M2(Ibin, d
t
2) =
H∑
i=1
W∑
j=1
{d(i, j)t2 | d(i, j)t2 + Ibin(i, j) > 1} (4.11)
Continuing with the example in Fig. 4.6, dt2 contains the greatest number of matched
pixels with Ibin; M1 < M2. This can be seen in Fig. 4.7, Ibin is on the base of the two
graphics, with dt1 (on the left) and d
t
2 (on the right). Pixel pairs matching are highlighted
in pink colour at the base (bottom) and on top of the graphics. To conclude, also masks
on the base of the graphics show static (light brown colour) and non-static (pink colour)
pixels.
4.3 Experimental results
A set of 110 videos of different length, the longest with 2099 frames while the shortest
with 20 frames, with a total of about 15000 frames, compose the dataset including videos
during the final demonstration of the RHEA project in May 2014. There are four types
of events that can be observed in the dataset, they are described in Table 4.1.
It is worth noting that in scenarios 1 and 3, although the tractor is stopped, small
movements are detected, derived from the motor vibrations when it is turned on. In
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Figure 4.7: Matching pixels for motion detection: Left: Ibin on the base, on top in light
brown colour and transparent background dt1 (Fig. 4.6b). Right: Ibin on the base and d
t
2
(Fig. 4.6c) at the top. Pixel pairs matching are highlighted in pink colour.
order to provide a quantitative evaluation of the proposed method, statistical measures
described in Table 4.2 are used to determine the performance of the strategy. The terms;
TP , FN and FP are the true positive, false negative and false positive outcomes.
Name Abbreviation Equation
Sensitivity or true positive rate TPR TP/(TP + FN)
Precision or positive predictive value PPV TP/(TP + FP )
False negative rate FNR FN/(FN + TP )
False discovery rate FDR 1− PPV
Table 4.2: Performance evaluation metrics.
There are two parameters involved in the whole process; the number of standard
deviations considered in Eq. 4.4 and 4.5, and the window size related to the texture
extraction, Eq. 4.6. In the first case, n is set to 2. Experimental results have shown a
good efficiency with this setting for all experiments carried out. Regarding the window
size ω required to define the neighbourhood area for texture extraction, this value must
be conveniently fixed. If the block size is too large, the probability that the region
contains different textures is high. On the other hand, if the block size is too small, the
capture of sufficient texture information becomes difficult. It is not easy to define an
optimum block size. We tested different sizes with ω = {3, 5, 7, 9, 11} where a trade-off
between the image resolution and the block size must be established. After different
trial and error experiments we have verified that with the camera system setup and
focal length the best performance was achieved with ω = 9.
From now on, quantitative and qualitative results are given. Firstly, obstacle
segmentation outcomes are provided. Secondly, motion detection as well as the
evaluation of the discrimination among static and non-static obstacles under all scenarios
described in Table 4.1 is presented. In both cases, performance is compared against
well-known methodologies in the state-of-the-art provided in Section 2.1.3. To close,
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results were computed using the Image Processing Toolbox MATLAB 2016b for 64 bits
under Windows 10 and Intel Core 2 CPU, 3 GHz, 4 GB RAM.
4.3.1 Obstacle segmentation
To measure segmentation quality, the Success Rate (SR) is obtained as follows. Given
a ground Truth Bounding Box (TB) and the segmentation result (S) achieved with the
process described in Section 4.2.1, SR is computed as area area(TB
⋂
S)/area(TB).
The process is illustrated in Fig. 4.8 using a single image where two obstacles are
present In the frame. In Fig. 4.8b the ground truth-bounding box for the obstacles are
shown in Fig. 4.8a while in Fig. 4.8c the segmented image is obtained with the proposed
approach. The SR achieved for obstacles 1 and 2 were 97.65% and 97.55% respectively.
(a) (b) (c)
Figure 4.8: a) Colour image. b) Obstacles on the left image manually segmented. They
are enclosed in red boxes and represent the ground-truth (TB). c) Obstacles detected
with our segmentation algorithm (S); the SR values are 97.65% and 97.55% for obstacles
1 and 2 respectively.
Now, with respect to the evaluation for each case in Table 4.1, the following process
is carried out. From the video dataset available, 80 frames were randomly chosen.
This selection includes 20 images per scenario. The regions considered as obstacles
were manually touched up, pixel by pixel, to delimit and fill gaps at each obstacle.
A bounding box is drawn for each obstacle representing the TB. The total number
of true bounding boxes obtained was: 31, 36, 29 and 51 for scenarios 1, 2, 3, and 4,
respectively (second column of Table 4.3). After that, the 80 images were processed by
applying the algorithm described in Section 4.2.1 to obtain the corresponding obstacle
segmentation (S). Results were compared with the truth bounding boxes to get the SR
for each obstacle. Finally, the average success rate for each scenario is presented in the
third column of Table 4.3. Similar to the process previously described, we obtained the
average SR results using Otsu [122] and Fuzzy C-Means [123], segmentation algorithms.
Results are displayed in the fourth and fifth columns in the same table.
Now, for a broader evaluation of how the obstacle segmentation process is working, the
number of images tested was increased. The output of a set of 300 frames was visually
inspected to determine when a success occurs (TP−obstacle detected) or when a failure
takes place (FN−obstacle non-detected, FP− non-existent obstacle detection).
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Case # Obstacles Our segmentation approach Otsu FCM
Scenario 1 31 74.96 16.39 66.14
Scenario 2 36 85.93 20.31 66.12
Scenario 3 29 85.61 24.39 65.72
Scenario 4 51 86.38 19.70 63.14
Table 4.3: Average success rates (%) achieved with different segmentation processes.
The numerical evaluation results from the expressions in Table 4.2 are shown in Table
4.4. The obstacle detection with the process described in Section 4.2.1 shows good
performance. The proportion of obstacles correctly identified is 93.88% while the
percentage of positive predictive values is 83.36%. Accuracy rate is similar to the results
reported by Reina and Milella [77].
Metric Evaluation (%)
TPR 93.88
PPV 83.36
FNR 6.12
FDR 16.64
Table 4.4: Evaluation of the metrics in Table 4.2 for the obstacle detection algorithm,
Section 4.2.1.
Additional obstacle detection results are provided in the Fig 4.9, four consecutive frames
from a video sequence are displayed in the first row. Trees detected at each frame using
the proposed approach are in the second row. Now we have outlined the contours
defining the objects instead of the binary results. Stems can be used as references for
path planning of the autonomous vehicle, as suggested in [70, 90], and [89] where stems
are detected as part of the navigation system.
Figure 4.9: Consecutive frames. Trees trunks detected are delimited by using white lines
and enclosed in red boxes.
Up to this point the results related to object obstacles detection based on spatial analysis
have been given. Motion detection results are thoroughly discussed below.
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4.3.2 Motion detection
The proposed approach is compared against four well-known methodologies reported
in literature: Optical Flow (OF) estimation based on Lucas–Kanade (Of-lk) [124],
Tikhonov regularization (Of-tr) [124], Temporal Differencing (TD) [70], and Mixture
of Gaussians (MoG) [71]. Details concerning these four methods can be found in the
referenced papers. For optical flow results, the pixels with major optical flow values
were filtered by a threshold value of 0.5 as suggested in [124].
All methods including the proposed method were tested with consecutive frames in the
four scenarios considered above. Some visual results are displayed in Table 4.5 with
illustrative purposes. In Table 4.5 methods appear in the rows while the scenarios
are displayed in the columns. The pink colour labels in the images represent motion
detection. The ideal outcome in this table should be when no pink marks appear in
scenarios 1 and 2; in contrast, to scenarios 3 and 4, pink colour must only be applied
on the moving obstacles. The best outcome in Table 4.5 occurs when the tractor is
stopped, scenarios 1 and 3. In these scenarios, the performance of OF-tr, TD and
SDC is acceptable, from the point of view of agricultural applications, while OF-lk and
MoG fail because motion is detected on static regions. The poor results, including
the proposed methodology, occur when the tractor is operating, i.e. moving. This
failure is clearly noted in scenario 2 where motion is wrongly detected on regions where
nothing happens. Here, the best outcome is achieved with OF-tr. The weak point of
this approach occurs on non-static obstacles as can be seen in scenario 4 (second row,
fourth column). The method OF-tr has problems to remove motion that belongs to the
previous frame. In this regard, SDC works well because the motion mask is selected
using the obstacle segmentation in the current frame as reference. This information
is applied for motion removal coming from the previous frame. In the opposite case,
the proposed approach still achieves a poor level of performance in scenario 2. The
consecutive frames of examples in Table 4.5 can be seen at the first and second rows in
Table 4.7.
The qualitative results in Table 4.6 reinforce the foregoing. In this table, the qualitative
performance evaluation of motion detection is obtained by counting the number of
successes achieved in the process to identify static and non-static obstacles in the
agricultural video sequences. For scenarios 1 and 2, an event is considered a success
if no motion is detected. In contrast, if motion is detected then the event is considered
a failure. In scenarios 3 and 4, the event is a success in any of these cases: motion is
detected on static elements or motion is detected on moving obstacles. A fault occurs
when motion is detected in static elements or motion is not detected in moving obstacles.
The quantitative performance is expressed in terms of percentage of success. From Table
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Table 4.5: Motion detection in consecutive frames for scenarios in Table 4.1. The
consecutive frames can be seen in the first and second rows in Table 4.7.
Scenario 1 Scenario 2 Scenario 3 Scenario 4
S
D
C
M
o
G
T
D
O
F
-t
r
O
F
-l
k
4.6 also OF-tr and SDC achieve the best average successes in terms of percentage, the
first for scenario 2 and the second in the remaining scenarios. In this table it is important
to highlight that the accuracy in scenario 4 using OF-tr decreases significantly because
the number of non-static obstacles is larger than static obstacles in videos for scenario
4.
Table 4.6: Percentage of success for motion detection based on the methodologies in Table
4.5.
OF-lk OF-tr TD MoG SDC
Scenario 1 55.14 79.83 88.88 54.15 98.78
Scenario 2 66.08 86.52 54.05 22.88 61.11
Scenario 3 61.12 78.68 76.54 30.22 89.88
Scenario 4 59.68 32.41 28.77 39.92 75.20
Average success percentage 60.51 69.36 62.06 36.79 81.24
It should be noted that in the fifth row in Table 4.5, results with our SDC method,
only motion detection is displayed. Results, including the obstacle segmentation, are
provided in Table 4.7, where obstacle segmentation is labelled with light brown colour
and motion detection is highlighted with pink colour. In this table, detected motion is
the same as the last row in Table 4.5. Also in this table, the two consecutive frames
used to get results in Table 4.5 are given in the first and second rows.
The results hereafter refer to the performance assessments of the discrimination between
static and non-static elements; metrics in Table 4.2 are also used for this task. Definitions
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Table 4.7: First and second row: consecutive frames under the different scenarios. Last
row: obstacle detection (in light brown) and motion detection (pink colour) obtained with
SDC algorithm.
Scenario 1 Scenario 2 Scenario 3 Scenario 4
for TP , FN and FP , are different for static and dynamic obstacles and are given in
Table 4.8.
True
state
Apply Terminology Definition
Static
obstacle
Scenarios
1 and 2
True positive (TP ) No detected motion in the obstacles,
they are correctly static
False positive (FP ) No detected static obstacles on the
frame
False negative (FN) Detected motion in the obstacles given
that obstacles are static
Dynamic
obstacle
Scenarios
3 and 4
True positive (TP ) Detected motion in the obstacles given
that they are moving
False positive (FP ) No detected moving obstacles on the
frame
False negative (FN) No detected motion in the obstacles
given that they are moving
Table 4.8: Definitions for metrics in Table 4.2. They are used to evaluate the performance
of our SDC algorithm to discriminate among static and non-static elements.
After applying the proposed SDC approach to the videos database, results were visually
inspected to determine when the method performs successfully or fails. The results are
reported in Table 4.9. As earlier noted, the method shows good performance to detect
between static and non-static obstacles when the tractor is a static state (scenario 1
and 3). However, performance is poor when the tractor navigates (scenarios 2 and 4).
Still, it is difficult to identify if the motion flow comes from the tractor motion or from
dynamic obstacles.
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Metric(%) Scenario 1 Scenario 2 Scenario 3 Scenario 4
TPR 93.83 34.29 91.89 63.03
PPV 96.75 39.85 82.88 80.33
FNR 6.16 19.32 8.10 36.97
FDR 3.25 13.76 17.11 19.67
Table 4.9: Average performance evaluation of the SDC algorithm to discriminate among
static and non-static obstacles.
Trying to improve the comparative analysis we tested the proposed method on videos
from others projects [8, 9], results are provided in Table 4.10. Images displayed in
column 3 were obtained and used in [8] for path planning. Images in the fourth column
were acquired from [9]. The video shows manoeuvres and applications for research robot
platform ”BoniRob” [78]. These images are courtesy of authors in these references.
Table 4.10: Different obstacles detected with SDC, our detector successfully detects
people and obstacles in different sample fields. Images in the third and fourth columns
were respectively acquired from [8] (courtesy of A. Ribeiro and co-authors) and from [9]
(courtesy of Arno Ruckelshausen and co-authors).
Scenario 1 Scenario 2 Scenario 3 Scenario 4
Images in Fig. 4.10 come from a stereo-vision device. They were tested and included
in the experimental results section in [3]. The SDC output is visually similar to those
exposed in [3]. Our results are also comparable to those presented by Ross et al. [83]
where the obstacle was a person. As can be seen, the proposed approach is capable
of detecting obstacles in different crop fields and under different lighting conditions.
The combination of temporal and spatial information has proven sufficient for obstacle
detection, mainly for people appearing in the crop field.
Another important consideration is that the proposed approach can handle favourably
the challenge of working under high variability of lighting conditions. Nevertheless,
shadows are still a problem, causing failures during object detection. Table 4.11 shows
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Figure 4.10: Obstacle detection in pair of images acquired by a stereo-vision device. SDC
process was applied to the region enclosed by dotted black lines. Obstacles detected are
in brown, while motion detection is in pink. Images courtesy of P. Fleischmann [3].
some examples where the proposed approach fails, shadows are detected as obstacles.
The behaviour explained with these illustrative examples has also been seen for the set of
images analysed. Wrong detection of shadows as obstacles was included in the statistical
results provided in Table 4.9.
Table 4.11: Examples of shadows detected as obstacles using SDC algorithm.
Scenario 2 Scenario 2 Scenario 3 Scenario 4
Chapter 5
Conclusions and future work
Two relevant topics in AP have been studied in this research: vegetation and obstacle
detection. These are still open issues demanding special attention in view of the
commercialization of AAV in the future. As a result of this work, two algorithms were
proposed providing alternative solutions to these problems. The inputs of these methods
were agricultural images captured with cameras mounted on board tractors. To close
this work, conclusions and future work are presented in the following paragraphs.
Vegetation segmentation
Green identification is an important step towards developing different activities in PA,
where the performance in vegetation segmentation reported in current literature was
over 90%. In general, the methodologies are based on thresholding techniques where
the threshold value is selected from the spectral signatures (colour) properties of the
images, Yang et al. [24], 95%; Guijarro et al. [25], 92%; Ye et al. [62], 92.29%; Moorthy
et al. [26], 87%; Montalvo et al. [27] 91.9%. In most of these works, the evaluation and
performance of the methodologies were based on ground-truth images manually labelled
by using image-editing software to identify soil, crop and weed pixels. An alternative
method based on BoW representation has been proposed in Chapter 3 achieving a
performance in terms of classification rate over 95%, similar to those values reported
in current literature. However, the proposed segmentation method needs additional
improvements. This is because although the classifier achieved good performance, the
segmentation designed algorithm depends on the method used to get the ROIs.
Now, regarding feature selection, a machine-learning strategy was designed where a SVM
classifier model was used, which has proved able to discriminate between three classes
of elements in the agricultural images, i.e. plants, soil and objects. Analysis included
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assessment and study of different texture/colour/SIFT-SURF/BoW descriptors finding
that the BoW representation is the most appropriate approach to characterize vegetation
in the dataset used. One drawback of the learning-based strategy is that it needs manual
interaction for obtaining training data. Manual segmentation is subjective depending
on the supervisor performing the task, due to the lack of a standardized segmentation
process in real scenarios. In this regard, the segmented training data is incorrectly
or at least not perfectly labelled. In this context, the dataset generated with their
corresponding handmade labelled images is open access and available online with the
aim that future researchers can use it as reference for analysis. This set consists of 168
images and their corresponding handmade-labelled images [96]. They are part of the
contributions of the work described in Chapter 3.
The proposed approach can be easily extended and applied to different crop fields with
wide (e.g. tomato, garlic) and narrow (cereal) crop rows requiring minimal adjustment.
Perhaps in cereals, where the soil may be fully covered by plants (crop and weeds), only
two classes should be considered. In order to improve the performance, the following
are potential improvements that can be applied:
a) Different classification techniques can be considered for classification, the SVM was
used because of its good reported performance in agricultural contexts and other
environments, but also different alternatives could be still feasible (e.g. K-Nearest
Neighbours, Self-Organizing Maps, convolutional neural network).
b) The use of information coming from other sensors, other than machine vision,
could increase the efficiency of Algorithm 1, fusing the information. It is commonly
accepted that using different sources of information the performance increases. A
common use of information is the one provided by near-infrared sensors to deal
with CVIs involving this spectral information.
c) The use of probabilistic models [125] to improve the image segmentation results
represents another alternative.
d) A thorough analysis of results obtained with the random forest trees method [116];
where the segmented images are promising for crop line detection.
Obstacle detection
The method proposed in Chapter 4 for obstacle detection in agricultural videos is based
on image processing analysis supported by the combination of spectral segmentation
and temporal differences. Firstly, obstacle detection is performed in the spatial scale
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and then, a temporal differencing is carried out for motion detection. This approach
addresses the problem of uncertainty in uncontrolled outdoor and dynamical agricultural
scenarios involving autonomous machinery. Although the proposed approach could be
considered deterministic in nature, the high variability in the illumination conditions,
camera vibrations, unknown and unexpected static or dynamic objects introduce some
uncertainty. Hence, the proposed computer vision-based approach deals well with
adverse environmental conditions and specific and intrinsic situations.
The experimental results show that the obstacle detection method is suitable and
effective in the context of our agricultural scenarios. We also show that trees
detection is possible from the point of view of image analysing processing, making it
a useful contribution for path following and mapping tasks in forestry environments.
Additionally, another important contribution is that no training process is required.
The method is entirely based on a combination of digital and image analysis techniques.
As future work, new research lines have been identified with high probability of
improving the performance hereby presented:
a) The use of OF techniques combined with the proposed approach may be beneficial
to discriminate between static and non-static obstacles. This is supported by
results in Table 4.5 and Table 4.6.
b) The segmentation algorithm described in Section 4.2.1 has been improved with
temporal analysis. However, the results also show that the method is not able
to handle shadows, even people shadows. The process still fails on this context;
shadows are difficult to identify, requiring an additional effort in this regard. The
method proposed by Lalonde et al. [126] for shadow removal in outdoor images
could be an alternative.
c) Animals, people, cars, fence posts, trees, buildings, and so on, need to be correctly
classified in order to gain manoeuvrability and autonomy for vehicles in the field.
A strategy similar to the one used for vegetation segmentation may be applied to
build a model for objects discrimination by using SVM, RFT or CNN.
d) Motion detection can be used for performing a tracking task of dynamic objects.
More specifically, prediction of activities to detect people walking, standing or
running in the crop fields can be included to increase safe navigation.
e) As before, the use of additional information to be conveniently fused is always
suitable. In this regard, in the context of object detection, the use of range-based
technologies, such as LIDAR could be an interesting option as in the RHEA
project.
Appendices 60
Convincing solutions to all of these problems are required to reduce the uncertainty
introduced by all factors affecting the machine vision approach, including the ones
proposed for future research.
Appendix A
Partitioning methods
A short description of the techniques used for partitioning a colour image I of size
H ×W into p regions/clusters is provided here. Nevertheless for a more in-depth study
the associated references are a good source.
For simplicity, the vectorization of the colour image I is used to explain the partitioning
methods: X = {x1, x2, . . . , xN}, i = 1, 2, . . . N = H ×W , where each item contains the
spectral colour value of each pixel xi = {ri, gi, bi}.
K-means
Initially introduced by MacQueen in 1967 [99], it is one of the most popular methods in
cluster analysis. The iterative process, Algorithm 3, allows finding the centre positions of
the clusters C¯ = {c¯1, . . . , c¯p} that minimize the within-cluster sum of squares according
to expression A.1. In Chapter 3, Table 3.9 second column, can be seen an illustrative
example of an agricultural image partitioned with K-means.
min
{c¯1,c¯2,...,c¯p}
p∑
i=1
|ci|∑
j=1
(‖ x− c¯i ‖)2 , x ∈ ci (A.1)
Despite its iterative nature, which requires convergence in its training phase, the method
is fast enough from the point of view of computational cost and must be considered
that different initial partition can result in different final clusters. A simple graphical
representation is shown in Fig. A.1.
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Figure A.1: Graphical representation of K-means method to split N = 12 items into three
clusters C = {c1, c2, c3}. C¯ = {c¯1, c¯2, c¯3} represents the cluster centres.
Algorithm 3: K-means clustering. Note: d(xi, xj) is the distance between two
elements.
Input : X = {x1, x2, . . . , xN}, number of centres (p), maximum number of
iterations (MaxIter), tolerance value (Tol)
Output: cluster centres (C¯)
1 Initialize the cluster centres C¯ = {c¯1, c¯2, . . . , c¯p};
2 for iter from 1 to MaxIter do
3 Assign each data to the nearest cluster: ;
4 for i from 1 to p do
5 ci = {xj : d(xj , c¯i) ≤ d(xj , c¯l), j = 1, . . . , N and i 6= l} ;
6 Update the cluster centres ;
7 for i from 1 to p do
8 c¯l =
1
|ci|
∑|ci|
j=1 xj , xj ∈ ci
9 if (fval < Tol) return;
10 return;
Self-organization maps
Self-Organization Maps (SOM) is an unsupervised technique introduced by Kohonen in
1980s [100]. A SOM describes a mapping from a higher dimensional input space to a
lower dimensional map space.
A SOM is an arrangement of p nodes or neurons into a regular spacing
hexagonal/rectangular grid. Each node has associated a weight vector - same dimension
as the input data vectors - and a position in the map space: W = {w1,w2, . . . , wp},
wi ∈ <z, z is the dimensionality of the input data. Each input data is fully connected to
all nodes in the map, Fig. A.2.
At each step in the iterative process, the cluster unit with weights that best match the
input pattern is selected as the winner and the winning unit and its neighbourhood
are consequently updated. The iterative process in the Algorithm 4 describes the full
process. In Chapter 3, Table 3.9 third column, can be seen an agricultural image
partitioned with SOM algorithm.
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Figure A.2: Self-Organization Map.
Algorithm 4: Self-Organization Map.
Input : X, number of neurons (p), maximum number of iterations (MaxEpoch),
radio size around the winner neuron (r), learning rate (0 < ζ < 1)
Output: W
1 Initialize the p nodes in the map with random colour values W = {w1, w2, . . . , wp} ;
2 for i from 1 to MaxEpoch do
3 Random input select: xi = X ;
4 Find winner neuron: wl = minj=1:pd(xi, wj);
5 Update weights in the range of the winner neuron;
6 for j from 1 to |W˜ | do
7 Smoothing kernel: Gj = ζe
−d(wl,wj/(2∗λ)) ;
8 Update weight: wj = wl +Gj ∗ (xi − wl) ;
9 return;
In our case, the input dataset consists of a set of image pixels X, where each element xi
represents spectral intensity of the pixel according to the tri-dimensional colour space,
i.e. xi ∈ <3. Once SOM converges, the original image is mapped from a high colour
space to a smaller colour space. The number of colours in this space is equal to the
number of neurons in the SOM map. The final weight vectors form the new sample
space. This set is used for clustering and allows determining a set of cluster centres.
The parameters involved in the Algorithm 4 are listed below:
• d(xi,xj) is the Euclidean distance between two elements. If there is more than one
with the same distance, then the winning weight is randomly chosen among the
weights with the shortest distance.
• W˜ is the winner neuron W˜ ∈W .
• λ is the time constant.
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• ζ is the learning rate factor which decreases monotonically with each iteration.
• r is the neighbourhood radio around W˜
Fuzzy C-means
Dunn initially introduced this method in 1973 [101]. It is a clustering method where
an input data can belong to multiple clusters with different degrees of membership:
C = {c1, . . . , cp}, ci ∈ <z. The objective function to be minimized is given in A.2:
fcm =
N∑
i=1
p∑
j=1
µmij (‖ xi − c¯j ‖)2 (A.2)
where the exponent m > 1 controls the degree of fuzzy overlapping, cj is the centre
of the j−th cluster, and µij is the membership degree of xi in the j−th cluster. For
each xi, the sum of its membership values for all clusters is one. Algorithm 5 involves
an iterative process for minimizing the above function. In Chapter 3, Table 3.9 fourth
column, an agricultural illustrative image partitioned with the FCM algorithm can be
seen.
Algorithm 5: Fuzzy-C means clustering.
Input : X = {x1, x2, . . . , xN}, number of centres (p), maximum number of
iterations (MaxIter), minimum threshold value (Tol)
Output: cluster centres (C) and a the partition matrix (µ)
1 Randomly initialize the p−cluster membership values µij ;
2 for j from 1 to MaxIter do
3 Cluster centre: cj =
∑N
i=1 µ
m
ijx−i∑N
i=1 µ
m
ij
;
4 Fuzzy membership: µij =
1∑p
k=1
(
‖xi−cj‖
‖xi−ck‖
)2/(m−1) ;
5 Objective function: fval =
∑N
i=1
∑p
j=1 µ
m
ij (‖ xi − c¯j ‖)2
6 if (fval < Tol) return;
7 return;
Graph-Based segmentation
This is a segmentation method proposed by Felzenzwalb and Huttenlocher [102]. Image
segmentation is represented in terms of an undirected graph G = (V,E) with vertices
vi ∈ V , the set of elements to be segmented, and edges (vi, vj) ∈ E corresponding to pairs
of neighbouring vertices. Each edge (vi, vj) ∈ E has associated a corresponding weight
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w(vi, vj), which is a non-negative measure of the dissimilarity between neighbouring
elements vi and vj . The elements in V are pixels and the weight of an edge is
some measure of dissimilarity between the two connected pixels (e.g., the difference
in intensity, colour, motion, or some other local attribute). In such work each pixel in
the image is mapped to the feature space (x, y, r, g, b), where (x, y) is the location of the
pixel in the image and (r, g, b) is the spectral colour value of the pixel. The Euclidean
distance L2 between points as the edge weights. The process is summarized in Algorithm
6.
Algorithm 6: Graph-Based segmentation algorithm. Note: The size of a component
after a merge is the sum of the sizes of the two components.
Input : G = (V,E), with n vertices and m edges.
Output: Segmentation of V into components S = (C1, . . . , Cr)
1 Sort E into Π = (e1, . . . , em) by non-decreasing edge weight, eq connects vi and vj ;
2 Set up S0, each vertex vi is its own component ;
3 for q from 1 to m do
4 C
(q−1)
i is the component of S
(q−1) containing vi ;
5 C
(q−1)
j is the component of S
(q−1) containing vj ;
6 if Cq−1i 6= Cq−1j and w(eq) ≤MInt(Cq−1i , Cq−1j ) then
7 Sq = merging Cq−1i , C
q−1
j ;
8 else
9 Sq = Sq−1 ;
10 return S = Sm ;
Authors provide a C++ implementation of the image segmentation algorithm. The
program takes a colour image (ppm format) with the parameter values (kˆ, σ
′
,min) and
produces the segmentation with a random colour assigned to each region. The resulting
segmented image is in ppm format. The parameters are listed below:
a) Scale of observation kˆ: large kˆ causes large components. For large images a suitable
value is kˆ = 300.
b) Smoothing parameter σ
′
: a Gaussian filter is used to smooth the image slightly
before computing the edge weights, in order to compensate for digitization
artifacts, default value σ
′
= 0.8.
c) Minimum size allowed of the components min.
Chapter 3, Table 3.9 fifth column, can be seen an image with over-segmentation applying
the Algorithm A4.
Appendix B
Texture features
Tables B.1, B.2 and B.3 contain the mathematical expressions to compute different
metrics used in Chapter 3 for texture descriptions. Table B.1 contains the first order
statistics [127], Table B.2 metrics derived from the run length matrix [10], and finally
Table B.3 summarizes the metrics derived from a co-occurrence matrix [103].
Feature Expression Feature Expression
Mean Entropy
ωµ
def
=
M∑
i=1
ih(i) ωg
def
= −
M∑
i=1
h(i) log2[h(i)]
Standard deviation Skewness
ωσ
def
=
√√√√ M∑
i=1
(i− ωµ)2h(i) ωs def= 1(ωσ)3
M∑
i=1
(i− ωµ)3h(i)
Energy Kurtosis
ωe
def
=
M∑
i=1
[h(i)]2 ωk
def
= 1(ωσ)4
M∑
i=1
(i− ωµ)4h(i)− 3
Descriptor: ρfs = {ωµ, ωσ, ωe, ωg, ωs, ωk}, dimension z = 6.
Table B.1: First-order statistical properties for a normalized histogram (h) computed
from the intensity values of an image or an interest region into the image. M is the
number of grey level intensities, from 0 to 255.
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Feature Expression Feature Expression
Short run emphasis High grey-level run emphasis
psre
def
= 1nr
M∑
i=1
N∑
j=1
p(i, j)
j2
phgre
def
= 1nr
M∑
i=1
N∑
j=1
p(i, j)i2
Long run emphasis Short run low grey-level
plre
def
= 1nr
M∑
i=1
N∑
j=1
p(i, j)j2 psrlge
def
= 1nr
M∑
i=1
N∑
j=1
p(i, j)
i2j2
Grey-level non-uniformity Short run high grey-level
pgln
def
= 1nr
M∑
i=1
 N∑
j=1
p(i, j)
2 psrhge def= 1nr M∑
i=1
N∑
j=1
p(i, j)i2
j2
Run-length non-uniformity Long run low grey-level emphasis
prln
def
= 1nr
N∑
i=1
 M∑
j=1
p(i, j)
2 plrlge def= 1nr M∑
i=1
N∑
j=1
p(i, j)j2
i2
Run percentage Long run grey-level emphasis
prpc
def
= nr/np plrlge
def
= 1nr
M∑
i=1
N∑
j=1
p(i, j)i2j2
Low grey-level run emphasis
plgre
def
= 1nr
M∑
i=1
N∑
j=1
p(i, j)
i2
Descriptor: ρrlcm = {psre, plre, pgln, prln, prpc, plgre, phgre, psrlge, psrhge, plrlge, plrlge},
dimension z = 11.
Table B.2: Run length matrix p: nr total number of runs. np is the number of pixels on the
window/image/region. For a run-length matrix, M is the number of grey level intensities,
from 0 to 255, and N is the maximum run length, four directions were considered here
[10].
,
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Feature Expression Feature Expression
Contrast Entropy
gc
def
=
Ng−1∑
i=1
n2
 ∑|i−j|=n
GCM(i, j)
R
 ge def=
Ng∑
i=1
Ng∑
j=1
− ln(GCM(i, j))×GCM(i, j)
Dissimilarity Correlation
gd
def
=
Ng∑
i=1
Ng∑
j=1
GCM(i, j)|i− j| gcc def=
Ng∑
i=1
Ng∑
j=1
ijGCM(i, j)− µxµy
σxσy
Homogeneity Inverse difference moment
gh
def
=
Ng∑
i=1
Ng∑
j=1
(
GCM(i, j)
R
)2
gidm
def
=
Ng∑
i=1
Ng∑
j=1
GCM(i, j)
1 + (i− j)2
Angular second moment
gasm
def
=
Ng∑
i=1
Ng∑
j=1
GCM(i, j)2
Descriptor: ρglcm = {gc, gd, gh, gasm, ge, gcc, gidm}, dimension z = 7.
Table B.3: Grey level Co-occurrence Matrix (GCM). Here µx, µy, σx and σy
are the means and standard deviations of the marginal distributions associated with
GCM(i, j)/R, R is a normalizing constant and Ng = 256 is the number of grey level
intensities.
Vignetting correction
Process to minimize the vignetting effect in a colour image I of size H ×W . Chapter 2,
Section 2.2.1.
Algorithm 7: Vignetting correction algorithm.
Input : I image of size H ×W and the correction values (vr, vg, vb)
Output: Corrected image
1 Image pattern centre: (cx, cy) = (W/2, H/2)
2 Pattern image: P (x, y) =
√
(x− cx)2 + (y − cy)2
3 Red channel correction: R(x, y) = R(x, y) + vrP (x, y)R(x, y)
4 Green channel correction: G(x, y) = G(x, y) + vgP (x, y)G(x, y)
5 Blue channel correction: B(x, y) = B(x, y) + vbP (x, y)B(x, y)
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