Abstract. In this paper, we present a local discontinuous Galerkin (LDG) method and two unconditionally energy stable schemes for the phase field crystal (PFC) equation. The semidiscrete energy stability of the LDG method is proved first. The PFC equation is a sixth order nonlinear partial differential equation (PDE), which leads to the severe time step restriction (Δt = O(Δx 6 )) of explicit time discretization methods to maintain stability. Due to this, we introduce semi-implicit first order and second order time discretization methods which are based on the convex splitting principle of a discrete energy and prove the corresponding unconditional energy stabilities. To improve the temporal accuracy, the spectral deferred correction (SDC) method and a high order semi-implicit Runge-Kutta method combining with the first-order convex splitting method are adopted for the PFC equation with constant and degenerate mobility, respectively. The equations at the implicit time level are nonlinear and we employ an efficient nonlinear multigrid solver to solve the equations. In particular, we show the multigrid solver has optimal complexity numerically. Numerical results are also given to illustrate that the combination of the LDG method for spatial approximation, SDC, and high order semi-implicit time marching methods with the multigrid solver provides an efficient and practical approach when solving the PFC equation.
Various unconditionally stable first order and second order temporal discretization schemes coupled with finite difference methods [11, 16] and finite element methods [10] have been developed for the PFC equation recently. Usually only second order spatial accuracy was achieved for both finite difference and finite element methods. The goal of this paper is to develop a local discontinuous Galerkin (LDG) method for the general nonlinear PFC equation. Our proposed LDG scheme is high order accurate, nonlinear stable, and flexible for arbitrary h and p adaptivity, and we also prove the energy stability of the semidiscrete LDG scheme for the PFC equation.
The discontinuous Galerkin (DG) method we discuss in this paper is a class of finite element methods, using discontinuous, piecewise polynomials as the solution and test spaces. Reed and Hill [14] first developed the DG method in 1973, in the framework of neutron linear transport equation. Later, Cockburn and others [3, 4, 5, 6] applied the DG method for solving a series of nonlinear hyperbolic equations. It is difficult to apply the DG method directly for partial differential equations (PDEs) containing higher order spatial derivatives; therefore the LDG method was introduced. The main idea of the LDG method is to rewrite the equations with higher order derivatives as a first order system, then apply the DG method to the system, in which choosing proper numerical fluxes is the key ingredient to ensure stability. For a detailed description about the LDG methods for high order time-dependent PDEs, we refer readers to the review paper [19] . A common feature of these LDG methods is that stability can be proved for quite general nonlinear cases. DG and LDG methods also have several attractive properties, such as their flexibility for general geometry, unstructured meshes, arbitrary h and p adaptivity, and their excellent parallel efficiency.
For PDEs containing higher order spatial derivatives, explicit time discretization methods will suffer from an extremely small time step restriction for stability, but not for accuracy. The PFC equation itself experiences long time evolution; therefore computational efficiency is essential to map out the whole dynamics from initial state to steady state. It would therefore be desirable to develop implicit or semi-implicit time discretization techniques to alleviate this problem. The first and second order unconditionally energy stable finite difference schemes for PFC equation were developed based on the convex splitting principle of a discrete energy in [16, 11] . Unfortunately, these convex splitting schemes are only first or second order accurate in temporal accuracy and second order accurate in spatial accuracy, and they are not easy to extend to higher order accuracy in both time and space.
In this paper, we present the semi-implicit SDC method coupled with the convex splitting scheme to obtain high order temporal accuracy for PFC equation with constant mobility. For the PFC equation with degenerate mobility, the application of the SDC method will result in fully implicit schemes, which increases the difficulty of implementation. In addition, it is difficult to separate the stiff and nonstiff components in this case, which leads to the uselessness of traditional implicit-explicit methods. We present a high order semi-implicit Runge-Kutta scheme which was proposed by Boscarino, Filbet, and Russo, [1] combining with the convex splitting scheme to achieve high order temporal accuracy. Numerical experiments are given to validate that with the proposed schemes, we can obtain high order accuracy in both time and space.
The organization of the paper is as follows. In section 2, we review the properties of the PFC equation. In section 3, we present an LDG method for the PFC equation and prove the semidiscrete energy stability. In section 4, we first present the first order and second order convex splitting schemes coupled with LDG spatial discretization and prove the corresponding unconditional energy stabilities for the fully discrete schemes. Then, the semi-implicit SDC method and a high order semi-implicit method combining with the first order convex splitting are introduced to achieve high order temporal accuracy for the PFC equation with constant and degenerate mobility, respectively. Section 5 contains numerical results for the nonlinear PFC equation, which demonstrate the accuracy and capability of the LDG method, the temporal discretization methods, and the multigrid solver. Finally, we give concluding remarks in section 6.
The PFC equation.
The PFC model was recently proposed by Elder et al. [8, 9] to study the nonequilibrium microstructure formation by introducing a free energy functional of the local-time-averaged density field. In the PFC model, a phase field formulation is introduced that accounts for the periodic structure of a crystal lattice through a free energy functional of Swift-Hohenberg type [15] that is minimized by periodic functions. The model can account for elastic and plastic deformations of the lattice, dislocations, grain boundaries, and many other observable phenomena, which was proposed by Provatas et al. [13] in a recent review.
We consider a dimensionless energy of the form [8, 15] 
Ω → R is the density field, and is a constant. For simplicity, let us assume that Ω = (0, L x ) × (0, L y ) and that φ and Δφ are periodic on ∂Ω.
The Euler-Lagrangian variation with respect to φ gives the chemical potential
We consider two types of gradient dynamics on Ω: (i) nonconserved dynamics,
where M (φ) ≥ 0 is a mobility, and (ii) conserved dynamics,
For the conserved dynamics equation, we assume that μ is periodic on ∂Ω. The gradient flow (2.4) is mass preserving and the total energy decays with respect to time t, i.e.,
The fourth order equation (2.3) is the Swift-Hohenberg equation [15] , which is nonconserved. The PFC equation (2.4) is a conservative form of the Swift-Hohenberg equation (2. 3). What we should keep in mind is that the dynamics described by (2.3) and (2.4) are different. In this paper, we just focus on the PFC equation and design an LDG method and unconditionally stable time marching methods such that relatively large time steps can be used for numerical simulations.
3. The LDG method for the PFC equation. In this subsection, we develop an LDG method for the PFC equation in Ω ∈ R d with d ≤ 3. Although we do not address numerical experiments in three dimensions in this paper, the LDG method and the energy stability results of this paper are valid for all d ≤ 3.
Notation.
Let T h denote a tessellation of Ω with shape-regular elements K. Let Γ denote the union of the boundary faces of elements K ∈ T h , i.e., Γ = ∪ K∈T h ∂K, and Γ 0 = Γ\∂Ω. In order to describe the flux functions, we need to introduce some notation. Let e be a face shared by the "left" and "right" elements K L and K R . For our purpose "left" and "right" can be uniquely defined for each face according to any fixed rule; see, e.g., [19, 20] for more details of such a definition. Define the normal vectors ν L and ν R on e pointing exterior to K L and K R , respectively. If ψ is a function on K L and K R , but possibly discontinuous across e, let ψ L denote (ψ| KL )| e and ψ R denote (ψ| KR )| e , the left and right trace, respectively.
Let P k (K) be the space of polynomials of degree at most k ≥ 0 on K ∈ T h . The finite element spaces are denoted by
h are allowed to be completely discontinuous across element interfaces.
The LDG method.
To construct the LDG method, first we rewrite the PFC equation (2.4) as a system containing only first order derivatives:
To simplify the notation, we still use φ, p, s, q 2 , q 1 , q, w, and r to denote the numerical solution. The LDG scheme to solve the system (3.1) is as follows: Find φ, q 2 , q, r ∈ V h , and p, s, q 1 
The "hat" terms in (3.2) in the cell boundary terms from integration by parts are the so-called numerical fluxes, which are functions defined on the edges and should be designed based on different guiding principles for different PDEs to ensure stability and local solvability of the intermediate variables. It turns out that we can take the simple choices such as
We remark that the choice for the fluxes (3.3) is not unique. Considering the compactness of the stencil and the optimal accuracy, the crucial part is taking r, q 2 , q, and p from opposite sides, q 1 and φ from opposite sides, and w and q from opposite sides, w and φ from opposite sides.
Energy dissipative.
It is easy to show that the LDG scheme is mass conservative. We also can prove the semidiscrete scheme is energy stable in the following.
Proposition 3.1 (energy stability for the semidiscrete LDG scheme). The solution to the LDG scheme (3.2) with the flux (3.3) satisfies the energy dissipative
Proof. First, we take the time derivative of (3.2g) and choose the test functions θ 4 = −2w, −q 1 separately to obtain
Then we take the time derivative of (3.2f) and choose the test function ϕ 3 = q to get
For other equations in scheme (3.2), we choose the test functions
Combining the above equations with (3.5)-(3.7), we find
Finally, summing up (3.8) over K and noticing the fluxes in (3.3) are from the opposite sides of ∂K as well as the periodic boundary conditions, we have
which implies the energy dissipative result (3.4).
Time discretization.
The LDG spatial discretization for the PFC equation typically results in an ordinary differential equation (ODE). The PFC equation is a sixth order nonlinear PDE and explicit time marching methods usually require a severe time step (Δt = O(Δx 6 )) restriction for stability, and it itself experiences a long time evolution from initial state to steady state, which leads to explicit methods being nearly useless. Therefore, we will devote ourselves to exploring semi-implicit time marching methods to relax this constraint of the time step.
First order convex splitting scheme.
Wise and others [16, 11] introduced an unconditionally stable finite difference scheme for the PFC equation based on a convex splitting of the discrete energy. Based on the work in [16, 11] , we apply the convex splitting method to the PFC equation coupled with the LDG spatial discretization and obtain an unconditionally stable fully discrete scheme. The corresponding convex splitting scheme is given as follows:
The LDG scheme to solve the convex splitting scheme (4.1) becomes the following:
The numerical fluxes are
Next, we will prove the unconditional discrete energy stability for the fully discrete LDG scheme (4.2). To simplify the notation, we use the following notation for discretization of time variable:
Proposition 4.1 (energy stability for the fully discrete LDG scheme with first order convex splitting scheme). The solution to the LDG scheme (4.2) with the flux (4.3) satisfies the discrete energy dissipative
Proof. For (4.2), choosing the test functions
By (4.2f), at time level t n , we have
Choosing the test function ϕ 3 
Choosing the test function θ 4 = −2δ t w n+1 and θ 4 
Combining (4.4), (4.6), and (4.8), we get
For (4.2f), we choose the test function as ϕ 3 = q n and obtain
while for (4.5), we choose the test function as ϕ 3 = q n+1 and obtain
By substituting (4.10) and (4.11), we have
By the same technique as above, we have
Finally, summing up (4.9) over K, using (4.12)-(4.13), and noticing the fluxes in (4.3) are from the opposite sides of ∂K as well as the boundary conditions, we get
therefore we obtain the discrete energy stability
Remark 4.2. The unconditional energy stability is proved. But as for the solvability of the convex splitting scheme, the proof is not easy in the LDG framework. Even though the auxiliary variables in the LDG method give the easy treatment for nonlinear and high order derivative terms, the theoretical analysis of solvability for the LDG is more troublesome because of the auxiliary variables. We will leave it to our future work.
Remark 4.3. Equations (4.2) at the implicit time level are nonlinear; we will employ a nonlinear full approximation storage (FAS) multigrid method [2] to solve the equations.
4.2.
Second-order convex splitting scheme. Hu et al. introduced a second order convex splitting scheme for PFC equation in [11] , which is given as
where φ −1 := φ 0 . The LDG method to solve the second order scheme (4.14) becomes the following:
Next, we will prove the unconditional discrete energy stability for the second order fully discrete LDG scheme (4.16).
Proposition 4.4 (energy stability for the fully discrete LDG scheme with second order convex splitting scheme). The solution to the LDG scheme (4.16) with the flux (4.3) satisfies the discrete energy dissipative
where For (4.16f) , choosing the test function ϕ 3 = −3δ t φ n+1 at time level t n and ϕ 3 
For (4.16d), (4.16e), taking the sum between time level t n+1 and t n , and choosing test functions ϕ 2 
For (4.16f), (4.16g), taking the difference between time level t n+1 and t n , and choosing test functions
For other equations in scheme (4.16), we choose the test functions as
Let (4.17)+(4.18)+· · · +(4.25)+(4.26), with the help of the alternating numerical fluxes (4.3), and after a careful calculation, we obtain
Notice that
Therefore we have
Summing (4.27), with the condition φ
which is the energy stability result. Remark 4.5. The energy stability for the semidiscrete LDG scheme (3.2), fully discrete convex splitting scheme (4.2), and second order fully discrete LDG scheme (4.16) for variables φ, w, and q is proved in Propositions 3.1, 4.1, and 4.4, respectively. The numerical solutions with LDG spatial discretization are discontinuous piecewise polynomials, which leads to that the numerical solutions for φ, w, and q are in L 2 (Ω) space but not on H 2 (Ω) space. Therefore, H 2 -stability for the numerical solution φ will not be proved.
Remark 4.6. The convergence analysis for the convex splitting scheme (4.2) and the second scheme (4.16) in the LDG framework on solving high order timedependent equations are much more elusive. The main technical difficulty is the lack of control on the auxiliary variables in the LDG method which are approximations to the derivatives of the solution, and the lack of control on the interface boundary terms. Since the PFC equation is a fully nonlinear high order time-dependent equation, the convergence analysis for the convex splitting scheme is very difficult and we will leave this topic as our future work.
The first order and second order convex splitting schemes are stable regardless of time step. However, the schemes are only first order or second order accurate in time. To improve the temporal accuracy, the semi-implicit spectral deferred correction (SDC) method and a high order semi-implicit Runge-Kutta method combining with the first order convex splitting scheme will be employed in the next subsections for the PFC equation with constant and degenerate mobility, respectively.
The semi-implicit SDC method.
For the PFC equation with constant mobility, i.e., M (φ) is constant, we can apply the semi-implicit SDC method based on the convex splitting scheme (4.1) to achieve high order temporal accuracy. An advantage of this method is that it is a one-step method and can be constructed easily and systematically for any order of accuracy. For convenience, the convex splitting scheme (4.1) can be rewritten as
where F S (φ) represents the implicit part and F N (φ) represents the explicit part of the convex splitting scheme, which means
Then the semi-implicit SDC method can be applied iteratively. For a detailed description of the SDC method as well as their implementation and applications, we refer the readers to [7, 12, 17, 18] .
The semi-implicit Runge-Kutta method.
For the PFC equation with degenerate mobility, i.e., M (φ) is not constant, as we know, the stiff and nonstiff components cannot be well separated as a form of (4.29). In this case, the semiimplicit SDC method will not be efficient anymore. Based on the work in [1] , the main idea of the semi-implicit Runge-Kutta method is to apply two different RungeKutta methods. Consider the ODE system (4.31)
where the function
is sufficiently differentiable and the dependence on the second argument of F is nonstiff, while the dependence on the third argument is stiff.
To derive the high order semi-implicit Runge-Kutta method, we first rewrite the system (4.31) as
with initial conditions u(0) = u 0 , v(0) = u 0 . Then the first variable u is treated explicitly and the second one v is treated implicitly. The semi-implicit Runge-Kutta method is a multistage method. Starting from u n , we give the algorithm to calculate u n+1 in the following:
Finally we have
The Butcher coefficients a ij ,â i,j , c j ,ĉ j , and b j are constrained by order of accuracy and stability considerations. For a detailed description of the methods as well as their implementation and applications, we refer the readers to [1] .
After the LDG spatial discretization for the PFC equation, we apply the semiimplicit scheme (4.33)-(4.34) by writing the system of ODE in the form of (4.31) with the component u treated explicitly, the component v treated implicitly and
which is based on the convex splitting scheme (4.1).
Numerical tests.
In this section, we present some numerical experiments for the PFC model. Specifically, we adopt the LDG spatial discretization coupled with the convex splitting time marching methods. To achieve high order temporal accuracy, we also use the semi-implicit SDC method and the semi-implicit RungeKutta method described above. The resulting nonlinear algebraic equations at each step are solved by the FAS multigrid solver. All the computations are performed in double precision.
Example 5.1 (accuracy test for PFC equation with constant mobility). To demonstrate the superiority of the multigrid solver, we present the convergence rates of the method. For the tests we take the exact solution of φ(x, y, t) = e −2t sin(x) sin(y), (5.1) with the source term f (x, y, t), where f (x, y, t) is a given function to make (5. We first consider the convex splitting scheme (4.1), which is first order accurate in time, so we just consider P 0 approximation. The L 2 and L ∞ errors, and the numerical order of accuracy at time T = 1.0 with different time steps is presented in Table 5 .1. Here, we perform numerical simulation with different time steps for convex splitting scheme to demonstrate that the numerical experiments go well with the theoretical result of the unconditional energy stability. Table 5 .2 shows the proposed second order scheme (4.14) is second order accurate in time.
To show that the proposed space and time discretization methods are high order accurate in both space and time, we choose P k (k ≥ 1) approximation for spatial discretization and third order SDC time marching method. Table 5 .3 shows the L 2 and L ∞ errors and numerical orders of accuracy at time T = 0.5. We can see that the method with P k approximation gives a (k + 1)th order of accuracy. To illustrate the superiority of the multigrid solver, we fix the temporal step size as Δt = 1.0 × 10 −3 and present the convergence rates of the multigrid solver at the 10th time step, and the results are shown in Figure 5 .1. From Figure 5 .1, we can see the optimal convergence rate of the multigrid solver for P 1 and P 2 approximation, which suggests that the multigrid solver is very efficient for solving the resulting algebraic system at each time step. with the source term f (x, y, t), where f (x, y, t) is a given function to make (5.3) be the exact solution of the PFC equation. Choose the parameter = 0.5. The L 2 and L ∞ errors and the numerical order of accuracy for the convex splitting scheme at time T = 1.0 with different time steps are presented in Table 5 .4, which goes well with the theoretical result of the unconditional energy stability for the scheme. Table 5 .5 shows the proposed second order scheme (4.14) is indeed second order accurate in time. To obtain high order accuracy in both space and time, we choose P k approximation for spatial discretization and the semi-implicit Runge-Kutta time marching method. Table 5 .6 presents the L 2 and L ∞ errors and numerical orders of accuracy at time T = 0.5, which shows that the semi-implicit Runge-Kutta method coupled with P k approximation gives a (k + 1)th order of accuracy for the PFC equation with degenerate mobility. The convergence rates of the multigrid solver are shown in Figure 5 .2 and we can see a Δx-independent reduction in the residual for both P 1 and P 2 approximation, which suggests that the solver is of optimal complexity. In the following long time simulation examples, we adopt different time steps to enhance the efficiency of the proposed time discretization methods, based on the evolution of energy. To show that the energy evolution is independent of time steps, we present in Figure 5 and the periodic boundary condition is taken here. We consider the following cases for the mobility M (φ):
, which is the maximum of the degenerate mobility. follows: we first set all control variables to a constant valueφ = 0.285, and then we modify this constant configuration by setting three perfect crystallites in three small square patches of the domain. The crystallites are defined as follows:
φ(x l , y l ) =φ + C cos q √ 3 y l cos(qx l ) − 0.5 cos 2q √ 3 y l , (5.4) where x l and y l define a local system of cartesian coordinates that is oriented with the crystallite lattice. Here, the local coordinates (x l , y l ) are defined by an affine transformation of the global coordinates (x, y), which produces a rotation given by an angle α. Also, α are chosen as − shows the discrete energy trace of the numerical solution. We can see that the energy is nonincreasing in time, which agrees with the theoretical result.
6. Conclusion. In this paper, we developed a LDG method for the general nonlinear PFC equation and proved the energy stability for the semidiscrete scheme. To avoid the extremely small time step restriction of explicit methods, two convex split-ting temporal discretization methods were employed, and the corresponding unconditional energy stabilities for the fully discrete schemes were presented. However, the convex splitting methods were only first or second order accurate in time. To achieve high order temporal accuracy, the SDC method and the semi-implicit Runge-Kutta method were adopted for the PFC equation with constant and degenerate mobility, respectively. With these proposed methods, the equations at the implicit time level were nonlinear and we employed an efficient nonlinear multigrid solver to solve the equations. Numerical experiments based on these proposed schemes were given to validate the theoretical results and to show the effectiveness of the spatial and temporal discretization methods for approximating the PFC equation.
