The critical 1-arm exponent for the ferromagnetic Ising model on the
  Bethe lattice by Heydenreich, Markus & Kolesnikov, Leonid
ar
X
iv
:1
80
1.
03
34
0v
1 
 [m
ath
.PR
]  
10
 Ja
n 2
01
8
The critical 1-arm exponent for the ferromagnetic Ising model on the Bethe lattice
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We consider the ferromagnetic nearest-neighbor Ising model on regular trees (Bethe
lattice), which is well-known to undergo a phase transition in the absence of an
external magnetic field. The behavior of the model at critical temperature can be
described in terms of various critical exponents; one of them is the critical 1-arm
exponent ρ, which characterizes the rate of decay of the (root) magnetization. The
crucial quantity we analyze in this work is the thermal expectation of the root spin
on a finite subtree, where the expected value is taken with respect to a probability
measure related to the corresponding finite-volume Hamiltonian with a fixed bound-
ary condition. The spontaneous magnetization, which is the limit of this thermal
expectation in the distance between the root and the boundary (i.e. in the height
of the subtree), is known to vanish at criticality. We are interested in a quantita-
tive analysis of the rate of this convergence in terms of the critical 1-arm exponent
ρ. Therefore, we rigorously prove that 〈σ0〉+n , the thermal expectation of the root
spin at the critical temperature and in the presence of the positive boundary condi-
tion, decays as 〈σ0〉+n ≈ n−
1
2 (in a rather sharp sense), where n is the height of the
tree. This establishes the 1-arm critical exponent for the Ising model on regular trees
(ρ = 1
2
).
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I. INTRODUCTION
The ferromagnetic Ising model is one of the most extensively studied models in statistical
mechanics. Usually, Zd is considered as the underlying graph. Ernst Ising proved in his
1924 thesis11 that the one-dimensional model does not undergo a phase transition. Using a
technique which is now known as the Peierls argument, Rudolf Peierls13 showed that for d ≥ 2
a phase transition occurs in the absence of an external magnetic field. On the other hand,
in the presence of a non-zero homogeneous field the model has uniqueness, as was shown by
Lee and Yang12. Various results were obtained for different types of inhomogeneous external
fields (e.g., in Ref. 5 and Ref. 6).
Concerning the Ising model on a regular tree (Bethe lattice), Preston14 showed that there
is a phase transition not only in the zero external field, but even in a homogeneous non-zero
field - if the field strength does not exceed a certain critical value, which depends both on
the structure of the tree and the temperature of the system. However, from now on we deal
with the nearest-neighbor Ising model in the absence of an external field.
On Zd we consider the expected spin value 〈σ0〉+r at the center of a ball of radius r with
fixed plus spins assigned to its boundary and let r grow towards infinity. As a function of
temperature, limr→∞〈σ0〉+r is called spontaneous magnetization and was proven to vanish at
criticality. The case d = 2 was shown in the 1950’s by Yang16 (after Lars Onsager famously
announced the formula for the spontaneous magnetization in two dimensions without giving
a derivation), the case d > 2 only in 2016 by Aizenman, Duminil-Copin and Sidoravicius2
(though for d > 3 the proof was given already in the 80’s; see Ref. 3). Handa, Heydenreich
and Sakai10 provided some quantitative analysis of the rate of this convergence for high
dimensions (d ≥ 5). They conjectured that the critical 1-arm exponent for this model
equals 1, i.e. that at criticality 〈σ0〉+r ≈ r−1 as r → ∞. Using the so-called random-current
representation, they were able to show that this critical exponent is bounded from above by
1.
On a regular tree we can proceed analogously: Instead of a ball of radius r, we consider a
subtree of height n with a plus boundary condition and look at the limit of the expected spin
values 〈σ0〉+n at the root of the tree as n converges to infinity. By Preston14 we know that
this limit - the spontaneous magnetization - vanishes at criticality, i.e limn→∞〈σ0〉+n = 0.
Again, we are interested in the rate of this convergence. In Ref. 10, the authors make
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an educated guess that the critical 1-arm exponent equals 1
2
on regular trees, i.e. that at
criticality 〈σ0〉+n ≈ n−
1
2 as n→∞. Our main goal is to confirm this conjecture by a rigorous
proof.
The “nice” structure of the Bethe lattice allows us to determine the critical 1-arm expo-
nent using much simpler tools than the ones used to obtain the analogous (partial) result
for Zd in Ref. 10. To simplify the proofs even further, we consider a minor modification of
the Bethe lattice as the underlying graph - by requiring the same number of children for
each vertex instead of the same number of neighbors. We expect the qualitative behavior of
the model to be invariant under this modification.
Now, we proceed to formally introduce the model and provide the necessary notation.
A. Regular Cayley trees and rooted Cayley trees
A Bethe lattice or Cayley tree Γd is an infinite (d+1)-regular tree, i.e. an infinite connected
cycle-free graph, such that every vertex has exactly d + 1 neighbors. Let V denote the set
of vertices and L ⊂ (V
2
)
the set of edges of Γd. For x, y ∈ V the distance d(x, y) is given by
the length of the shortest path connecting x and y. In particular, d(x, y) = 1 if and only if
x and y are neighbors.
We fix some 0 ∈ V and call it the root of Γd, then for all n ∈ N0 we define the n-th
generation by Wn = {x ∈ V | d(0, x) = n} and the finite volume of height n by Vn = {x ∈
V | d(0, x) ≤ n}. Denote the edges of Γd restricted to Vn by Ln, i.e. Ln = L ∩
(
Vn
2
)
. For
x ∈ Wn, define the set of children of x by S(x) = {y ∈ Wn+1| d(x, y) = 1}.
Notice that |S(x)| = d for all x ∈ Vn\{0}, while |S(0)| = d + 1. We are interested in a
modification of the Bethe lattice, such that |S(x)| = d for all x ∈ V . To obtain it, it suffices
to slightly relax the regularity assumption:
A rooted Cayley tree Γdr = (V, L) is an infinite tree, such that all but one vertices have
d + 1 neighbors, while vertex 0 ∈ V has d neighbors. We call this distinguished vertex the
root of the tree; then we can define the sets Wn, Vn and S(x) just as above for the regular
Cayley tree. Obviously, every vertex of Γdr has exactly d children.
We refer to Γd as the regular Cayley tree when we want to emphasize its distinction from
the rooted Cayley tree Γdr .
Next, we introduce the ferromagnetic nearest-neighbor Ising model on the (rooted) Cayley
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tree.
B. Ferromagnetic nearest-neighbor Ising model
In our model, spins of value +1 or −1 are assigned to every vertex of the tree. The set of
all possible spin configurations on V is defined by Ω = {−1,+1}V . For any subset U ⊂ V ,
let ΩU = {−1,+1}U denote the set of all possible configurations on U . For a configuration
σ ∈ ΩU and a vertex x ∈ U , let σx ∈ {−1,+1} denote the spin assigned to x in this
configuration. For disjoint sets U and V , let σ ∈ ΩU and ω ∈ ΩV , then the concatenation
of σ and ω is defined by
(ω ∨ σ)x =


σx for x ∈ U
ωx for x ∈ V.
We define the free Hamiltonian of the ferromagnetic nearest-neighbor Ising model on the
volume Vn by
H0n(σ) = −
∑
{x,y}∈Ln
σxσy, σ ∈ ΩVn .
Furthermore, using the free Hamiltonian, we define for η ∈ Ω the Hamiltonian of the
ferromagnetic nearest-neighbor Ising model with boundary condition η on the volume Vn by
Hηn(σ) = H
0
n(σ)−
∑
x∈Wn
∑
y∈S(x)
σxηy, σ ∈ ΩVn .
For a positive parameter β, which is called the inverse temperature of the system, we
define a probability measure on ΩVn (Gibbs measure) by
µηn(σ) =
ψηn(σ)
Z
η
n
:=
e−βH
η
n(σ)
Z
η
n
,
where Zηn is a normalizing constant given by Z
η
n =
∑
σ∈Ω ψ
η
n(σ) =
∑
σ∈Ω e
−βHηn(σ).
When η ≡ +1, we speak of a plus boundary condition and write Hηn as H+n , ψηn as ψ+n ,
Zηn as Z
+
n and µ
η
n as µ
+
n .
For a function f on ΩVn , the expected value of f with respect to µ
+
n is called the thermal
expectation of f and is denoted by 〈f〉+n . The crucial quantity we analyze in this thesis is
the thermal expectation of the spin value at the root 0 ∈ V :
〈σ0〉+n = 〈σ0〉+n (β, d) =
∑
σ∈ΩVn
σ0µ
+
n (σ). (1)
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The thermodynamic limit limn→∞〈σ0〉+n as a function of β is known as spontaneous magne-
tization.
C. The model at criticality
The critical inverse temperature βc is defined by
βc = βc(d) = sup{β ≥ 0 : lim
n→∞
〈σ0〉+n = 0} (2)
and is, as already mentioned, non-trivial by Preston14. Furthermore, Rozikov15 showed that
βc(d) = tanh
−1
(
1
d
)
. (3)
The behavior of the Ising model at the critical temperature can best be described by
critical exponents. A few examples are the critical exponents β, γ and δ (see Ref. 1 and Ref.
3 for definitions), whose values on a regular tree are the same as the mean-field values β = 1
2
,
γ = 1 and δ = 3; cf. Chapter 4.8 in Baxter4. For many statistical physics models, there is
an upper critical dimension dc such that the corresponding model on Z
d with d > dc has the
same values for the critical exponents as on the tree. Indeed, Aizenman and Ferna´ndez1,3
proved that on Zd the so-called “bubble condition” (which is a summability condition on
the 2-spin expectations at criticality) is sufficient to establish the same values for these
exponents. Using the infrared bound established by Fro¨hlich, Simon and Spencer9, one
can show that the bubble condition is satisfied for the nearest-neighbor Ising model on the
lattice in dimension d > 4 (see Ref. 1), so that for these models the critical exponents indeed
assume the mean-field values. However, for the critical exponent we deal with in this work,
that seems not to be the case.
An important concept of statistical physics is that such critical exponents are universal
in the sense that they are invariant under various modifications of the underlying graph
(even though some of those might change βc). For example, Dommers, Giardina` and van
der Hofstad8 proved that the critical exponents β, γ and δ on random trees (as well as a
class of tree-like random graphs) have the same value as on the deterministic Cayley tree. It
would be interesting to see whether similar generalizations are valid for the 1-arm exponent.
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D. The main result
In this work we consider the 1-arm exponent ρ, which characterizes the decay of 〈σ0〉+n .
To be more precise, we call ρ the critical 1-arm exponent, if there exist constants c, C > 0,
such that
cn−ρ < 〈σ0〉+n < Cn−ρ (4)
for β = βc and for all n ∈ N.
Notice that this is a fairly strong notion of a critical exponent; weaker modes of conver-
gence have been considered in the literature.
Our main result is the following:
Theorem 1 (Critical 1-arm exponent).
For d ≥ 2 and β = βc there exist constants c, C > 0 such that for all n ∈ N
cn−
1
2 < 〈σ0〉+n < Cn−
1
2 ,
i.e. the critical 1-arm exponent of the ferromagnetic nearest-neighbor Ising model on the
(rooted) Cayley tree ρ (as defined in (4)) equals 1
2
.
Recall that Handa et al. conjectured that the critical 1-arm exponent on Zd is equal to
1 in high dimensions. The factor 1
2
with respect to the exponent on the Cayley tree can be
explained as arising from a random embedding of the tree into Zd (mind that the expected
end-to-end distance of a path with length n randomly embedded into Zd is
√
n). Other
critical exponents such as β, γ and δ are defined via cluster sizes, and hence no “correction”
between the lattice and the tree occurs.
To prove Theorem 1 we first establish a new recursive relation for the sequence (〈σ0〉+n )n∈N
in Section II and then analyze this relation in Section III - to finally conclude the proof in
Section IV.
II. RECURSIVE REPRESENTATION OF THE THERMAL SPIN
EXPECTATIONS
First, we would like to express the expected spin values 〈σ0〉+n in terms of a recursively
defined sequence ( yn
xn
)n∈N0 . This recursive representation is not only useful for numerical
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computation, but also more suited for some elementary methods of mathematical analysis
than the initial definition (1). The proofs presented in the following section heavily rely
upon this fact. To define the sequence ( yn
xn
)n∈N0, we introduce the following notation:
Let
x0 = x0(β, d) := (e
β(d+1) + e−β(d+1))d,
y0 = y0(β, d) := (e
β(d−1) + e−β(d−1))d.
(5)
Then, for all n ∈ N define
xn = xn(β, d) := (e
βxn−1 + e
−βyn−1)
d,
yn = yn(β, d) := (e
βyn−1 + e−βxn−1)d.
(6)
Theorem 2 (Recursive representation).
With notation as in (5) and (6):
〈σ0〉+n+1 =
xn − yn
xn + yn
=
2
yn
xn
+ 1
− 1
for all β > 0, d ≥ 2 and n ∈ N0.
We formulate this result as a theorem, because it is of great generality and of own
independent value. The recursive representation can be used to analyze the spontaneous
magnetization not only at criticality, but at any positive temperature. For example, using
argumentation similar to the one presented in Section III, it can provide an alternative proof
of (3).
The recursive relation is tailored for our analysis in Section III. However, equivalent
versions of such a relation have been used in the literature. For example, it was used in
Baxter’s book4 in order to derive a number of other critical exponents, and also by Bissacot,
Endo and van Enter7 in order to investigate boundary fields corresponding to compatible
measures.
Proof of Theorem 2. We rewrite the definition of 〈σ0〉+n+1 (see (1)) by representing configura-
tions on the finite volume Vn+1 as concatenations of configurations on Vn and configurations
on Wn+1. We then proceed to sort the exponential terms accordingly:
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〈σ0〉+n+1 =
1
Z+n+1
∑
σ∈ΩVn+1
σ0ψ
+
n+1(σ) =
1
Z+n+1
∑
σ∈ΩVn
∑
ω∈ΩWn+1
σ0ψ
+
n+1(σ ∨ ω)
=
1
Z+n+1
∑
σ∈ΩVn
σ0e
β
∑
{x,y}∈Ln
σxσy
∑
ω∈ΩWn+1
eβ
∑
x∈Wn
∑
y∈S(x) σxωye
β
∑
x∈Wn+1
dωx
=
1
Z+n+1
∑
σ∈ΩVn
σ0e
β
∑
{x,y}∈Ln
σxσy
∑
ω∈ΩWn+1
∏
x∈Wn
∏
y∈S(x)
eβ(σxωy+dωy)
(⋆)
=
1
Z+n+1
∑
σ∈ΩVn
σ0e
β
∑
{x,y}∈Ln
σxσy
∏
x∈Wn

 ∑
u∈{−1,+1}
eβ(σxu+du)


d
.
Since the configurations on Wn+1 are just all possible combinations of spin values +1
and −1 on Wn+1 =
⋃
x∈Wn S(x), where the union is disjoint and every set of successors S(x)
consists of d elements, (⋆) is just a combinatorical consideration (the same argument is used
to derive the recursion for “boundary fields” by Bissacot, Endo and van Enter7).
Now we define for a ∈ {−1,+1}:
G(a) = G(a, β, d) :=

 ∑
u∈{−1,+1}
eβ(au+du)


d
,
thus G(+1) = x0 and G(−1) = y0 (see (5)).
Then,
〈σ0〉+n+1 =
1
Z+n+1
∑
σ∈ΩVn
σ0e
β
∑
{x,y}∈Ln
σxσy
∏
x∈Wn
G(σx)
=
1
Z+n+1
∑
σ∈ΩVn−1
σ0e
β
∑
{x,y}∈Ln−1
σxσy
∑
ω∈Wn

eβ∑x∈Wn−1 ∑y∈S(x) σxωy ∏
x∈Wn−1
∏
y∈S(x)
G(ωy)


=
1
Z+n+1
∑
σ∈ΩVn−1
σ0e
β
∑
{x,y}∈Ln−1
σxσy
∏
x∈Wn−1

 ∑
u∈{−1,+1}
eβσxuG(u)


d
,
where the last equality holds by the same combinatorical argument as (⋆).
We continue this procedure inductively. We define for a ∈ {−1,+1}:
G0(a) := G(a)
and for 0 < k ≤ n : Gk(a) :=

 ∑
u∈{−1,+1}
eβauGk−1(u)


d
,
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thus Gk(+1) = xk and Gk(−1) = yk (see (6)).
With that,
〈σ0〉+n+1 =
1
Z+n+1
∑
σ∈ΩVn−1
σ0e
β
∑
{x,y}∈Ln−1
σxσy
∏
x∈Wn−1
G1(σx)
and then, by induction, for 0 < k ≤ n
〈σ0〉+n+1 =
1
Z+n+1
∑
σ∈ΩVn−k
σ0e
β
∑
{x,y}∈Ln−k
σxσy
∏
x∈Wn−k
Gk(σx).
In particular,
〈σ0〉+n+1 =
1
Z+n+1
∑
σ∈ΩV1
σ0e
β
∑
{x,y}∈L1
σxσy
∏
x∈W1
Gn−1(σx)
=
1
Z+n+1
∑
σ0∈{−1,+1}
σ0
∑
ω∈ΩW1
e
β
∑
x∈W1
σ0ωx
∏
x∈W1
Gn−1(σx)
=
1
Z+n+1
∑
σ0∈{−1,+1}
σ0
∑
ω∈ΩW1
∏
y∈S(0)
eβσ0ωy
∏
y∈S(0)
Gn−1(σy)
=
1
Z+n+1
∑
σ0∈{−1,+1}
σ0

 ∑
u∈{−1,+1}
eβσ0uGn−1(u)


d
(7)
=
Gn(+1)−Gn(−1)
Z+n+1
=
Gn(+1)−Gn(−1)
Gn(+1) +Gn(−1) =
xn − yn
xn + yn
.
The second equality in the claim of the theorem follows immediately by a simple transfor-
mation of the last fraction.
Remark 1. Such a representation of 〈σ0〉+n seems quite natural: The reader will notice that
xn
xn+yn
can be interpreted as the probability of the root taking the spin value +1, yn
xn+yn
as
the probability of −1.
Remark 2. Naturally, we can use the same procedure to find a recursive representation for
regular Cayley trees. The proof would be exactly the same - up to the last step of the
induction, where instead of (7) we would get
〈σ0〉+n+1 =
1
Z+n+1
∑
σ0∈{−1,+1}
σ0

 ∑
u∈{−1,+1}
eβσ0uGn−1(u)


d+1
=
xn d
√
xn − yn d√yn
xn d
√
xn + yn d
√
yn
,
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since in that case S(0) consists of d + 1 elements. We see that the recursive representation
is “nicer” for the rooted Cayley tree, which is why we consider this modification of the
underlying graph in the first place.
Remark 3. As an immediate consequence of Theorem 2:
lim
n→∞
〈σ0〉+n = 0 if and only if lim
n→∞
yn
xn
= 1. (8)
Remark 4. Also, notice the following fact, which will be used implicitely throughout the
paper: For all β > 0, d ≥ 2 and n ∈ N0
yn
xn
< 1.
This inequality holds by Theorem 2, since 〈σ0〉+n is always positive. Intuitively, the latter
should be clear: The influence of the positive boundary certainly remains on any finite
volume of the lattice, no matter how weak the interactions between the neighbors are or
how big the distance between the root and the boundary generation gets (though it might
vanish after taking the thermodynamic limit). Alternatively, the claim of Remark 4 can be
proven via simple induction using just the definition of the recursive sequence ( yn
xn
)n∈N0.
III. ANALYZING THE RECURSION AT CRITICALITY
Now, we consider Cayley trees with arbitrary structure (i.e. d ≥ 2), but focus on the
critical case β = βc, where βc is defined as in (2). Recall, that on the (d+1)-regular Cayley
tree Γd the critical inverse temperature is known to be tanh−1(1
d
) (see (3) and Ref. 15).
Notice that considering the rooted Cayley tree as the underlying graph does not change this
critical value.
With the recursive representation from Theorem 2 at hand, we can determine the critical
1-arm exponent for our model by analyzing the asymptotic behavior of ( yn
xn
)n∈N0 at criticality
(i.e. for β = tanh−1(1
d
)). That analysis is provided by the following result, which is the main
ingredient to the proof of Theorem 1:
Lemma 3.
For any d ≥ 2, β = βc = tanh−1(1d) and for all n ∈ N
1−
(
1− y0
x0
)
1√
n
≥ yn−1
xn−1
≥ 1−
( √
6d√
d2 − 1
)
1√
n
.
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A. Auxiliary results
To prove Lemma 3, we want to establish four auxiliary results, which we call propositions.
The first one is not only useful for our proof, but also provides a method for efficient
numerical computation of ( yn
xn
)n∈N0 .
Notice that the sequences (xn)n∈N and (yn)n∈N grow very fast in n, especially for d large,
since d appears in every step of the recursion (6) as an exponent. The straightforward
approach - computing xn and yn first, then determining their ratio - is thus highly inefficient
and practically impossible for high values of n. Luckily, we can obtain the first n elements
of ( yn
xn
)n∈N directly from the starting point
y0
x0
- without computing xn and yn - using an
iterated function, which we introduce in the following:
Let
g(x) :=
(
x+
1− x2
b+ x
)d
, (9)
where b := e2β . Furthermore, for a function f let fn be the function obtained by composing
f with itself n times.
Proposition 4 (Iterated function representation).
With notation as in (9), for all β > 0, d ≥ 2 and n ∈ N0 :
yn
xn
= gn
(
y0
x0
)
.
Proof. Using some basic transformations, we get:
yn
xn
=
(
eβyn−1 + e−βxn−1
eβxn−1 + e−βyn−1
)d
=
(
yn−1
xn−1
+
x2n−1 − y2n−1
xn−1(bxn−1 + yn−1)
)d
=

yn−1
xn−1
+
1−
(
yn−1
xn−1
)2
b+ yn−1
xn−1


d
= g
(
yn−1
xn−1
)
.
The following three propositions are rather technical results, which are stated in a slightly
more general setting than the lemma they are used to prove.
First, we want to establish a sufficient condition on yn−1
xn−1
for yn
xn
to be bounded by a term
of the form 1 − k√
m
(to use it in an inductive argument in the proof of Lemma 3). Such a
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condition should be established for all n,m ∈ N and some suitable set of positive values k.
It is provided by the following result.
Proposition 5.
Let d ≥ 2, n ∈ N and k > 0, such that k2 ≤ n. Further, let 0 < y < x. Assume:
y
x
(≥)
≤ Kd√n(k),
where
Kd√n(k) :=
−(d+ 1)
(
1− k√
n
) 1
d
+ (d− 1)
(d− 1)
(
1− k√
n
) 1
d − (d+ 1)
. (10)
Then - using notation (9) - for β = βc = tanh
−1 (1
d
)
, i.e. b = e2βc = d+1
d−1 , the following
inequality holds:
g
(y
x
) (≥)
≤ 1− k√
n
. (11)
Proof. First, notice that
g(z) :=
(
z +
1− z2
b+ z
)d
=
(bz + 1)d
(b+ z)d
.
Using this simple identity, for z = y
x
∈ (0, 1) and an arbitrary (inverse) temperature
β > 0, (11) is equivalent to
(bz + 1)d
(b+ z)d
(≥)
≤ 1− k√
n
.
Again, this holds if and only if
(bz + 1)d − (b+ z)d + k√
n
(b+ z)d
(≥)
≤ 0.
At criticality, substituting b = bc =
d+1
d−1 (notice: tanh
−1(1
d
) = log
(√
d+1
d−1
)
for d > 1)
yields the equivalence of (11) and
f(z) := [(d+ 1)z + (d− 1)]d − [(d− 1)z + (d+ 1)]d
+
k√
n
[(d− 1)z + (d+ 1)]d
(≥)
≤ 0. (12)
The claim of the proposition follows by the fact that Kd√n(k) is the only potentially
positive zero (in the sense that any other zero is non-positive) of f(z), as defined in (12):
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• If Kd√
n
(k) ≥ z > 0, then f(z) ≤ 0, since f(0) = (d−1)d−(d+1)d+ k√
n
(d+1)d < 0 (notice
the additional implicite assumption on n and k implied by the condition Kd√n(k) > 0) and
since there is no positive zero of f(z) smaller than Kd√
n
(k).
• If Kd√
n
(k) ≤ z < 1, then f(z) ≥ 0, since f(1) = k√
n
2ddd > 0 and since there is no positive
zero of f(z) larger than Kd√
n
(k).
We now want to find upper and lower bounds of the form 1 − k√
n−1 for the auxiliary
sequence Kd√
n
(k) and suitable values of k = k(d). We start with an upper bound.
Proposition 6.
Let d ≥ 2 and n ∈ N, such that n ≥ 6d2
d2−1 . Then, with notation as in (10):
Kd√n
( √
6d√
d2 − 1
)
≤ 1−
( √
6d√
d2 − 1
)
1√
n− 1 . (13)
Proof. Using the definition (10) of Kd√n(k) and the fact that (d− 1)
(
1− k√
n
) 1
d−(d+1) < 0,
we can establish the following equivalence for all k > 0:
Kd√n(k) ≤ 1−
k√
n− 1
if and only if
− (d+ 1)
(
1− k√
n
) 1
d
+ (d− 1)− (d− 1)
(
1− k√
n
) 1
d
+ (d+ 1)+
k√
n− 1
(
(d− 1)
(
1− k√
n
) 1
d
− (d+ 1)
)
≥ 0.
Substitution k =
√
6d√
d2−1 now yields the equivalence of inequality (13) and
2d− 2d
(
1−
√
6d√
(d2 − 1)n
) 1
d
+
√
6d
(
(d− 1)
(
1−
√
6d√
(d2−1)n
) 1
d
− (d+ 1)
)
√
d2 − 1√n− 1 ≥ 0.
Now we devide the last inequality by d and substitute n = r2 6d
2
d2−1 , where r ≥ 1 (since
n ≥ 6d2
d2−1 by assumption). We get the equivalence of (13) and
√
6
(
(d− 1) (1− 1
r
) 1
d − (d+ 1)
)
√
d2 − 1
√
6d2r2
d2−1 − 1
− 2
(
1− 1
r
) 1
d
+ 2 ≥ 0.
13
By simple transformation that is again equivalent to the following inequality:
Fd(r) := 2
√
d2(6r2 − 1) + 1
((
1− 1
r
) 1
d
− 1
)
+
√
6
(
(−d+ 1)
(
1− 1
r
) 1
d
+ (d+ 1)
)
≤ 0.
(14)
We will show that the inequality (14) holds on [1,∞) for all d ≥ 2:
First, notice that Fd(1) =
√
6(d+ 1)− 2√5d2 + 1 ≤ 0 for d > 1.
For r > 1, we can show the inequality by using another substitution: z = (1 − 1
r
)
1
d , i.e
r = (1− zd)−1, where 0 < z < 1. Via this substitution (14) turns into
2(z − 1)
√
6d2
(zd − 1)2 − d
2 + 1 +
√
6[(−d+ 1)z + (d+ 1)] ≤ 0,
which is equivalent to
2(1− z)
√
6d2
(zd − 1)2 − d
2 + 1 ≥
√
6[(−d+ 1)z + (d+ 1)].
Taking the square of both sides (which are positive under our assumptions) now yields the
equivalent inequality
4(1− z)2
(
6d2
(zd − 1)2 − d
2 + 1
)
− 6[(−d+ 1)z + (d+ 1)]2 ≥ 0.
Multiplying this last inequality with (zd − 1)2, we obtain the equivalence of inequality
(14) and
Gd(z) := 4(1− z)2
(−d2(z2d − 2zd − 5) + (zd − 1)2)
− 6(zd − 1)2[(−d + 1)z + (d+ 1)]2 ≥ 0 (15)
for all 0 < z < 1 and d ≥ 2.
To see that (15) holds, notice that for every d ≥ 2 the polynomial Gd(z), which is of
order 2d+ 2, can be written as follows:
Gd(z) = (1− z)5
2d−3∑
i=0
αiz
i,
where αi ∈ N for 0 ≤ i ≤ 2d − 3, in particular every coefficient αi is (strictly) positive (for
example, G2(z) = (1− z)5(18z + 30) and G3(z) = (1− z)5(56z3 + 120z2 + 168z + 88)).
This observation immediately yields inequality (15) and thus (14) holds on [1,∞) for all
d ≥ 2, which is, as stated above, equivalent to the claim of the proposition.
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After dealing with an upper bound in Proposition 6, we proceed to show a lower bound
for Kd√
n
(k) of the same form (i.e. 1− k√
n−1), but at a different value of k = k(d). We choose
this value to be 1− y0
x0
at criticality (i.e. y0 = y0(βc, d) and x0 = x0(βc, d)).
Proposition 7.
Again with notation as in (10), for all d ≥ 2, n ∈ N and β = βc = tanh−1(1d):
Kd√n
(
1− y0
x0
)
≥ 1−
(
1− y0
x0
)
1√
n− 1 .
Proof. We will, in fact, show the inequality
Kd√n(k) ≥ 1−
k√
n− 1 (16)
for all k ≤ 1.
As in the proof of Proposition 6, the inequality (16) is equivalent to
− (d+ 1)
(
1− k√
n
) 1
d
+ (d− 1)− (d− 1)
(
1− k√
n
) 1
d
+ (d+ 1)
+
k√
n− 1
(
(d− 1)
(
1− k√
n
) 1
d
− (d+ 1)
)
≤ 0,
therefore also to
d(k − 2√n− 1)√
n− 1
((√
n− k√
n
) 1
d
− 1
)
− k√
n− 1
((√
n− k√
n
) 1
d
+ 1
)
≤ 0
and, finally, to
Qd,k(n) :=
(
d
(
k − 2√n− 1)− k)
((√
n− k√
n
)1/d
− 1
)
− 2k ≤ 0. (17)
Notice that to show the last inequality, it suffices to prove the following claim.
Claim 8. With notation as in (17), the function n 7→ Qd,k(n) converges towards zero
(Qd,k(n)→ 0 as n→∞) and is increasing on [1,∞] for any d ≥ 2 and 0 < k < 1.
Proof of Claim 8.
• By (17), Qd,k(n)→ 0 as n→∞ can be rewritten as
lim
n→∞
(
d
(
k − 2√n− 1)− k)
((√
n− k√
n
)1/d
− 1
)
= 2k,
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which follows directly from
lim
n→∞
(√
n− k√
n
) 1
d
= 1
and
lim
n→∞
√
n
((√
n− k√
n
) 1
d
− 1
)
= −k
d
.
• To show that n 7→ Qd,k(n) is increasing on [1,∞], it suffices to prove that ddn Qd,k(n) > 0
on that interval; we differentiate (17) to obtain
Rd,n(k) :=
d
dn
Qd,k(n) =
1
d
(
1
2n
−
√
n− k
2n1.5
)(
d(k − 2√n− 1)− k)(√n− k)√
n
) 1
d
−1
− d√
n− 1
((√
n− k)√
n
) 1
d
− 1
)
. (18)
First, notice that
Rd,n(0) = 0, (19)
i.e d
dn
Qd,k(n) = 0 at k = 0, for any d ≥ 2 and n ≥ 1.
Next, we will show that k 7→ Rd,n(k) is increasing on [0, 1) for any d ≥ 2 and n ≥ 1 - by
showing d
dk
Rd,n(k) > 0 on [0, 1). We differentiate (18) to obtain
d
dk
Rd,n(k) =
(√
n− k√
n
) 1
d Sd,n(k)
2d2n
√
n− 1(k −√n)2 ,
where Sd,n(k) is given by
Sd,n(k) := −d2k2
√
n− 1− 2d2kn+ 2d2k√n− 1√n+ 2d2√n
+ 2dkn− 2dk√n− 1√n− 2dk + k2√n− 1.
Notice the equivalence
Sd,n(k) > 0 if and only if
d
dk
Rd,n(k) > 0. (20)
We rewrite Sd,n and provide an estimate for 0 < k < 1:
Sd,n(k) = 2d
2
√
n− 2dk[(d− 1)n− (d− 1)√n− 1√n+ 1]− k2(d2 − 1)√n− 1
> 2d2
√
n− 2d[(d− 1)n− (d− 1)√n− 1√n+ 1]− (d2 − 1)√n− 1
= Sd,n(1),
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which is possible, since (d− 1)n− (d− 1)√n− 1√n + 1 > 0.
Further analysis shows that
Sd,n(1) = 2d
2
√
n− 2d[(d− 1)n− (d− 1)√n− 1√n+ 1]− (d2 − 1)√n− 1
≥ 0
for d ≥ 2 and n ≥ 1, so that
Sd,n(k) > Sd,n(1) ≥ 0
holds for all d ≥ 2, n ≥ 1 and 0 < k < 1.
By (20) this yields
d
dk
Rd,n(k) > 0 on [0, 1)
for d ≥ 2 and n ≥ 1, which - together with (19) - implies
d
dn
Qd,k(n) = Rd,n(k) > 0
for all d ≥ 2, n ≥ 1 and 0 < k < 1.
The claim now yields inequality (17), which is equivalent to (16), and Proposition 7
follows, since 0 <
(
1− y0
x0
)
< 1.
B. Proof of Lemma 3
With these preparations at hand, we are ready to prove our primary results. First, we
use the auxiliary results from Subsection IIIA to show Lemma 3:
Proof of Lemma 3. The claim of the theorem follows by induction over n:
• The lower bound is trivial for n ≤ 6d2
d2−1 ; the upper bound holds for n = 1, since
y0
x0
≤ 1−
(
1− y0
x0
)
1√
1
=
y0
x0
.
• For the inductive step, we consider the lower and the upper bounds separately.
Lower bound:
17
Assume yn−1
xn−1
≥ 1−
( √
6d√
d2−1
)
1√
n
for some n ≥ 6d2
d2−1 , then by Proposition 6:
yn−1
xn−1
≥ 1−
( √
6d√
d2 − 1
)
1√
n
≥ Kd√n+1(
√
6d√
d2 − 1).
Given that, we can use Proposition 5:
yn−1
xn−1
≥ Kd√n+1(
√
6d√
d2 − 1)
=⇒ yn
xn
= g
(
yn−1
xn−1
)
≥ 1−
( √
6d√
d2 − 1
)
1√
n+ 1
.
Upper bound:
Assume yn−1
xn−1
≤ 1−
(
1− y0
x0
)
1√
n
for some n ≥ 1, then by Proposition 7:
yn−1
xn−1
≤ 1−
(
1− y0
x0
)
1√
n
≤ Kd√n+1
(
1− y0
x0
)
.
Given that, we can use Proposition 5:
yn−1
xn−1
≤ Kd√n+1
(
1− y0
x0
)
=⇒ yn
xn
= g
(
yn−1
xn−1
)
≤ 1−
(
1− y0
x0
)
1√
n + 1
.
This completes the induction and the proof of Lemma 3.
IV. DETERMINING THE CRITICAL 1-ARM EXPONENT
Given the recursive respresentation from Theorem 2, our main result is an (almost)
immediate consequence of Lemma 3, which was proven in the last section. All is left to do is
to express Lemma 3 in terms of the critical 1-arm exponent ρ (as defined in (4)). Therefore
we proceed as follows:
Proof of Theorem 1. Notice that for 0 < y ≤ x
2
x+ 1
− 1 ≤ 2
y + 1
− 1.
Thus, let 0 < k1 < k2, such that
(
1− k1√
n
)
≥ yn−1
xn−1
≥
(
1− k2√
n
)
for n > k22, then
2
2− k2√
n
− 1 ≥ 2yn−1
xn−1
+ 1
− 1 ≥ 2
2− k1√
n
− 1. (21)
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Such a choice of constants k1, k2 is possible for d ≥ 2 at β = βc by Lemma 3.
Furthermore, for 0 < x < 1 we can estimate:
1− x > 2
x+ 1
− 1 > 1− x
2
. (22)
Combining (21) and (22), we obtain for d ≥ 2, β = βc and n > k22 :
k2√
n
>
2
yn−1
xn−1
+ 1
− 1 > k1
2
√
n
and the claim of the theorem follows by Theorem 2.
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