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Ⅰ．はじめに
平成 29 年の主な死因別死亡率の割合では、
図1に示すように全体の約 27.8% が、悪性新
生物（癌）で 1 位であり、その次に多いのが
心臓疾患である。その後に肺炎、脳卒中や腎
不全などがみられる 1）。腎不全は糖尿病に相
関関係があるとされ、心疾患、脳血管疾患に
も深く関わりがあるとされている。各疾患に
おいては、様々な予防方法や診断方法が存在
している。
疾患に罹患した際の死亡率を左右するのは
その疾患を発見したタイミングであり、日々
の健康診断などの健診によって疾患を発見で
きるかが重要となる。本論文では、医師が健
診を行う際に、参考とすることができるよう
な診断を高い精度で行う方法とそれを実装す
るソフトウェアの開発について述べる。
最新の医療診断として、AI（Artificial In-
telligence：人工知能）の一種の技術である
機械学習が注目されており、患者の白血病タ
イプを特定するなどの例がある。膨大なデー
タから疾患を特定していくという作業が AI
に適しており、精度の高いことも注目されて
いる。本方法は予測（診断）に機械学習の分
類方法の一つである k- 近傍法（k-Nearest 
Neighbor: k-NN）を使用している。また、
予測に用いるデータの属性数が多い場合は、
最良の属性の組み合わせを特定する必要があ
るため、組合せ最適化問題のアルゴリズムに
おいて、問題に依存しないヒューリスティク
スを導入した。自然界の免疫のシステムを参
考にした免疫アルゴリズムを最良の組み合わ
せの検索に用いた。
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図1　主な死因別死亡数の割合（平成 29 年）　
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Ⅱ．予測に用いるデータ
１．乳癌再発生予測用のデータ
予測のためのデータとしては、対象者が多
いデータや、倫理上の関係から匿名で集計さ
れているデータ、一般公開されているデータ
が望ましいものとされる。オープンデータと
して有名であることから、比較検討が容易で
あると考え、カリフォルニア大学が公開して
いる UCI データベースの三つのデータを使
用した。データは患者ごとに複数の項目（属
性）で構成されている 2）。
UCI データとは米国のカリフォルニア大
学の Irvine キャンパスの大学サイトで公開
されているものを指す。乳癌再発生予測用の
データは米国の Wisconsin 大学の病院で取
得され、提供されたものであり、乳癌に罹患
して新たに検診を受けた 198 人の患者のデー
タである。その詳細を表1に示す。表1に含
まれる 10 個の属性の平均値、標準誤差、最
大値のほかに、腫瘍サイズ、癌のあるリンパ
球の数、患者の区別番号（ID）、再発生か否
かを示す記号、再発生までの時間などを記録
した 35 項目のデータとなっている。同機関
は、診断用基本データ、診断用データ、及び
予後用データの 3 種類のデータを提供してい
るが、本研究では予後用データだけ使用した。
２．心臓病発生予測用のデータ
心臓病の発生の予測の検討には、クリーブ
ランドクリニック財団で臨床科学データとし
て取得され、米国のカリフォルニア大学の
Irvine キャンパスの大学サイトに公開されて
いるデータを用いた。患者のデータは 14 項
目であるが、第 14 項目に記録されているデ
ータは心臓病なのか否かを表しているため、
予測には使用しないこととし、残りの 13 項
目を検討に用いた。
このデータには患者 303 人の記録があるが、
欠損がみられるデータ 6 個を不適切なデータ
と判断し取り除き、計 297 名のデータを使用
した。検討に用いた 13 項目を表2に示す。
３．糖尿病発生予測用のデータ
糖尿病の発生の予測を対象とした検討で使
用したデータは、米国に居住するピマ・イン
ディアンを対象とした UCI の糖尿病データ
である（表3）。
各々の人のデータは、8 項目で構成されて
記録されている。全 768 人のデータのうち、
欠損がみられるデータを除外した 393 人のデ
表1　乳癌データの属性（項目）
表2　心臓病データの属性（項目）
表3　糖尿病データの属性（項目）
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ータを検討に使用した。
Ⅲ．予測用の方法
１．k-NN 法の概要
k-NN 法は既に分類の分かる（予測用）デ
ータを使って、未知の（診断したい）データ
の分類を予測する。このため、予測したいデ
ータから予測用データの 1 つ 1 つのデータと
の類似度を測り、昇順整列した類似度で、k
個の予測用データを用いて未知のデータの種
類（診断結果）を予測する方法である。図2
にその 2 次元での概念図を示している。
k-NN 法の予測精度を測るために、疾患ご
とのデータを予測用と検証用に分ける。予測
用と検証用のデータは両方ともすでに結果が
判明している臨床データである。検証用デー
タを未知データ（図2では「?」の印のデー
タ）とし、予測用データとの類似度を測って
k-NN 法で分類させる。k-NN 法の予測結果
が実際の結果と当たった割合は、k-NN 法の
正答率となる。
２．k-NN 法の詳細
（1）類似度の指標として用いる距離
k-NN 法で用いるデータは、ランダムに予
測用データと検証用データに分ける。予測を
行うときは類似度をデータ間の距離として計
算する。距離の概念は多種多様に存在する。
本方法で採用した距離は、ユークリッド距
離、マンハッタン距離、チェビシェフ距離、
キャンベラ距離、ソーレンセン距離、マハラ
ノビス距離の 6 つである。表4に示す６つの
距離の計算式を実装して、k-NN 法の処理過
程に用いた。
（2）予測計測：データの分割
疾患を予測するために採用した k-NN 法は、
新たなデータを分類するときに、そのデータ
を分類の分かる既存のデータと比較して、そ
の類似度によって分類を予測する方法である。
上記にも述べたように、使えるデータを予測
用データと検証用データの 2 つに分ける必要
がある。分類に使用するデータの割合は自由
に決められるが、詳細な検討を可能にしなが
ら処理時間を抑える設定として 10%、20%、
30%、40%、50%、60%、70%、80% お よ び
90% の 9 つの分類用データの大きさで k-NN
法の予測の正答率を測定した。
（3）データの加工：標準化
公開データはそのまま使用できるが、正答
率の向上のために、データの加工が必要であ
る場合がある。その加工方法が標準化である。
本検討で使用した標準化方法は 2 種類である。
その一つ目は、データセット内の最小値を
元の値から差し引き、その結果を最大値と最
小値の差で除する方法である。これによって
データの範囲は 0 と 1 の間となる。
二つ目の標準化方法は、各値から平均値を
差し引き、その結果を標準偏差で除算するも
図2　k-NN 法の概念図
表4　類似度の計測に用いた距離
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のである。これによってデータの平均が 0 に
なり、標準偏差は 1 となる。元の公開データ
を含めると、合計で 3 種類のデータを使用し
て、検討を行った。
Ⅳ．免疫アルゴリズム
１．免疫アルゴリズムの概要
k-NN 法を使用した疾患に関する予測の正
答率の改良に関しては様々な方法が考えられ
る。その改良の対象として第一に考えられる
のは臨床データの属性（項目）の選択である。
k-NN 法は臨床データの検査項目の類似度を
測るために通常ではすべての項目を使用して
予測を行う。しかし、使用する項目を取捨選
択することで正答率に大きな影響を与えると
いうことが分かっており、項目の取捨選択に
関しての様々なアプローチがある。また、す
べての項目の組み合わせ（全網羅）も考えら
れるが、項目数が多いと、組み合わせ数は多
大になり、処理時間が膨大となるため、事実
上全項目の組み合わせの試み（検証）は不可
能である。
最適な項目の組み合わせではなく現実的に
検索可能な最良の組み合わせを求める遺伝的
アルゴリズムや免疫アルゴリズム（IA 法）
などの多種多様な近似方法（ヒューリスティ
ックアルゴリズム）が考案されてきている 3）。
本アプローチは最良の項目の組み合わせの検
索に、免疫アルゴリズムを採用した。
本免疫アルゴリズムでは、患者の臨床デー
タの項目使用の有無を指定するものを細胞に
対応させ、図3に示す様に項目使用の有無を
0 か 1 かで表す。同図内の 5 つの 0 と 1 で構
成されている 1 次元行列は、免疫細胞を二つ
表している。その細胞の評価は一つずつでは
なく、複数を同時に行い、その集合は細胞群
と呼ばれる。
２．記憶細胞の生成
免疫システムとは生体内に侵入した異物
（抗原）を認識し、抗体をつくりだし素早く
排除するものである。また、過去に排除した
抗原に対しては、その特徴を記憶しており、
より早く排除するとされている。
免疫アルゴリズムは生体における免疫機能
を模倣し、工学的にモデル化したシステムで
あると定義されるため、免疫のシステムをど
のようにとらえ、どう表現するかによってそ
のアルゴリズムの構造は様々なものになる。
本免疫アルゴリズムでは、初期の（項目の
組み合わせの情報を持つ）細胞群がランダム
に生成される。その後 k-NN 法での評価が行
われ、その中の最良の正答率を持つ細胞を記
憶細胞として保存する。その処理の概念図を
図4に示す。
実装した免疫アルゴリズムの処理の流れを
図5に示す。まず、免疫候補細胞の初期細胞
図3　免疫アルゴリズムの細胞と細胞群の概念 図5　免疫アルゴリズムに基づいた検索過程
図4　記憶細胞の選定と免疫細胞の入れ替え
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群はランダムに生成される。その後、6 つの
距離により k-NN 法で各々の細胞（項目の組
み合わせ）の評価が行われ、その中の最良の
正答率を持つ細胞を記憶細胞として保存する。
ある一定まで既存記憶細胞の中身に基づい
てマスター細胞を作成する。このマスター細
胞により新免疫細胞群の生成が行われる。こ
の処理は、100 の細胞の細胞群、100 の細胞
群のグループを生成するように設定し、上位
の記憶細胞 10 個を出力するように行われる。
Ⅴ．マスター細胞の生成
本検討で考案したマスター細胞とは、免疫
アルゴリズムの記憶細胞群に保存された細胞
（項目の組み合わせ）の集団を対象に、すべ
ての項目の要素を受け継ぐように新しく生成
した一つの細胞である。マスター細胞を作成
する際には、記憶細胞群に含まれる上位 10
個の細胞だけを対象に、それらすべての出現
頻度の高い特徴を参照する。マスター細胞に
最上位の記憶細胞の特徴を受け継がせるため
に、属性を選択する値の平均値を計算して、
その値が 0.5 を超えればマスター細胞のその
位置の値を 1 に、超えない場合は 0 に設定す
るようにした。図6には、記憶細胞群の中の
五つの細胞を対象とした例を示している。同
じ位置に所属する項目の 1 と 0 の数字を比較
すると、項目の位置ごとに出現頻度の高い方
の数字（属性を用いるか否かを決定する値）
がマスター細胞に引き継がれていることが確
認できる。
Ⅵ．予測の正答率の評価と比較
１．免疫アルゴリズムの効果
データの全ての項目を使用した k-NN 法で
得られた最大平均正答率をベースライン（比
較基準）として、本方法の結果と比較する。
条件を同じにするため、試行回数を 100 回
として比較を行った。図7に、各疾患の最大
平均予測正答率の比較を示す。白色の棒を本
方法の結果、青色（灰色）の棒をベースライ
ンの結果として示している。乳癌データ、心
臓病データ、糖尿病データのすべてにおいて、
正答率の上昇が確認できた。その上昇の範囲
は 0.5% 〜 3% となっている。乳癌データ、
糖尿病データにおいては正答率の上昇は
0.5% 〜 1% であるが、心臓病データに関し
ては 3% の上昇が見られ、本方法は有効であ
ると言える。
２．他の研究成果との比較
海外で発表されている、同じ臨床データを
対象としたさまざまな研究成果がある。これ
らの研究では、試行回数は 10 回と設定され
ているため、条件を合わせるために本方法の
試行回数 10 回で得た結果を比較に用いる。
図8に、各疾患の最大平均予測正答率の比
較を示す。試行回数 10 回の結果では、乳癌
図7　ベースラインと本方法の平均正答率比較
図6　マスター細胞の生成
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データを対象とした技術論文はなかったため
表示していない。糖尿病データでは、本方法
は高い最大平均正答率 87.9% を出したが、最
大の正答率を記録している論文 [8] に約 1%
届かない結果となった。心臓病データにおい
ては、本方法は 92.3% の平均正答率であり、
最大となっていることが分かる。
３．処理時間
本方法での免疫アルゴリズムの処理（最良
の組み合わせの検索）に要した時間を表5に
示す。乳癌データでは約 5 日、心臓病データ
で約 23 日、糖尿病データで約 76 日の処理時
間を必要とした。項目数の多い乳癌データよ
りも、患者数が多い糖尿病データでの処理に
時間がかかっていることが分かる。
Ⅶ．まとめと今後の展望
k-NN 法に良い影響を与えるヒューリステ
ィックアルゴリズムの検討は長く行われてき
ており、本方法の免疫アルゴリズムにおいて
は Manhattan 距離を使用した場合に最も良
い結果が得られることが多かった。しかし、
Manhattan 距離以外にも Euclid 距離、Che-
byshev 距 離、Sorensen 距 離、Mahalanobis
距離などでも良い予測の平均正答率が得られ
ており、予測を Manhattan 距離にのみ限る
ような設定はしない方が良いと考える。また
それに関連して、本方法の検討過程において
は Canberra 距離の計算を使用して良い平均
正答率をみられるというようなことはなかっ
た。これを参考にして、免疫アルゴリズムで
の検討に限っては Canberra 距離を採用しな
いという決定をすることによって、処理時間
の短縮ができると考える。
また、新たな細胞群の生成に用いられる交
叉率と突然変異率の変更の検討が必要である
と考えられ、突然変異率を 1% 以下にする検
討を行うことができる。
交叉率に関しても最良と思われる 60% の
設定を使用して検討を行ったが、他の設定で
の検討は行っていないため、交叉率を 60%
以上と定め、10% 間隔ずつ上昇させて検討
を行うことができると考える。
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