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Abstract 
In this paper, we consider some polytopes associated with arborescences in a series-parallel 
graph. Our main result is a complete characterization by linear inequalities of the convex hull of 
incidence vectors of rooted arborescences. As a consequence, we obtain a complete description 
of the Steiner arborescence polytype. We also suggest a new proof of Prodon et al.‘s (1985) 
characterization of the dominant of the Steiner arborescence polytope. All our results are valid 
only if the underlying graph is series-parallel. 
1. Terminology 
Edges, cycles and paths refer to objects of an undirected graph G = (V, E) (or 
simply graph) while the corresponding notions involving orientation for a directed 
graph D = (V, A) (or simply, digraph) are arcs, directed cycles and directed paths. The 
underlying graph of a digraph is obtained by disregarding the orientation of the arcs. 
All our graphs are simple. In particular, the underlying graph of a digraph containing 
both (i, j) and (j, i) has a single edge between i and j. We shall also deal with bidirected 
graphs. A bidirected graph is a digraph containing an arc (i, j) whenever it contains an 
arc (j, i). 
A set B of arcs is called an r-arborescence of a digraph D = (V, A) if it forms a (not 
necessarily spanning) tree directed away from the root vertex r. Let V, denote V \ {r} . 
The vertices in V, spanned by B are denoted by U(B). Since no r-arborescence 
contains an arc incoming to the root r, we shall assume throughout this paper that the 
digraphs under consideration have no arc incoming to r. This assumption is also made 
for bidirected graphs, although, technically, the removal of the arcs incoming to the 
root make these digraphs no more bidirected. Given a set T G V, of terminals, 
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a Steiner arborescence is an r-arborescence B spanning T, i.e. T E U(B). The vertices in 
V,\ T are called Steiner vertices. 
With an r-arborescence or a Steiner arborescence B spanning U(B), we associate an 
incidence vector x E (0, ljlA1 defined by x, = 1 if a E B and 0 otherwise. 
We consider several polytopes associated with r-arborescences. Let 
l P, = conv(S,), where S, = {x : x is the incidence vector of an r-arborescence} and 
conv(S) denotes the convex hull of S, 
l Ps = conv(Ss), where Ss = {x : x is the incidence vector of a Steiner arborescence} 
l PD be the dominant of Ps, i.e. PD = conv({z: z 3 x, where x is the incidence 
vector of a Steiner arborescence}). 
We shall characterize these polytopes by systems of linear inequalities when the 
underlying graph is series-parallel. 
1 .I. Series-parallel graphs 
Definition 1.1. A graph G is series-parallel if it does not contain any subgraph 
homeomorphic’ to the complete graph K4 on 4 vertices. 
Duffin [S] has shown that a 2-connected graph G = (V, E) is seriessparallel iff it can 
be obtained from the graph consisting of two parallel edges on two vertices by 
subdividing edges (series operation) and duplicating edges (parallel operation). In fact 
series-parallel graphs are often defined in this way. Duffin also showed that, given an 
edge eE E, this construction can be performed in such a way that e does not 
participate in any series or parallel operation. The edge e is therefore one of the two 
initial edges. By looking at the last parallel operation in the construction of a 2- 
connected series-parallel graph, we obtain that these graphs can be decomposed into 
cycles. 
Lemma 1.2. Let G be a 2-connected series-parallel graph that is not a cycle. Then there 
exist G1 = (VI, E,) and G2 = (V,, E2) such that VI n V2 = {s, t}, VI u V, = V, 
El n Ez = 0, El u E2 = E and G2 is a cycle on V, (see Fig. 1). Moreover, replacing G2 
by a simple path, we obtain a 2-connected series-parallel graph that requires one fewer 
parallel operation. 
By the remark preceding the lemma, the decomposition just described can be 
performed in a way that any prespecified edge e belongs to El. In particular, this 
implies that we may assume that r E VI. 
Series-parallel graphs are closely related to 2-trees. A 2-tree is defined recursively as 
follows. K3 is a 2-tree and if (a, v) is an edge of a 2-tree then the graph obtained by 
adding a new vertex linked to u and v is also a 2-tree. A graph is a partial 2-tree if it can 
be augmented to a 2-tree by adding edges. The class of partial 2-trees is in fact the 
same as the class of series-parallel graphs (see [22]). In particular, this implies that 
‘G, is homeomorphic to G, if G, can be obtained from G2 by subdividing edges. 
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Fig. 1. Decomposition property of series-parallel graph. 
any series-parallel graph can be augmented to a 2-connected series-parallel graph by 
adding edges. 
Many combinatorial optimization problems that are NP-hard on general graphs 
are polynomially solvable on series-parallel graphs because of the decomposability of 
these graphs (see e.g. [l-3, 6, 7, 17, 20,22, 231). This is formalized in various ways by 
Arnborg and Proskurowski [2], Arnborg et al. [l] and Takamizawa et al. [20]. Not 
surprisingly, the problems of finding a minimum cost Steiner arborescence [16] or 
a minimum cost r-arborescence are polynomially solvable on series-parallel graphs. 
Simple decomposition-based algorithms similar to those in [20] can indeed be 
developed. These algorithms can even be implemented in linear time since 
series-parallel graphs can be decomposed in linear time (see e.g. [21]). 
The fact that many combinatorial optimization problems are polynomially solvable 
on series-parallel graphs suggests that it might be possible to obtain simple explicit 
descriptions of the corresponding polytopes by linear inequalities. Results of this kind 
were obtained for various polytopes defined on series-parallel graphs: the stable set 
polytope [3, 133, the vertex weighted Steiner tree polytope [9], the dominant of the 
Steiner arborescence polytope [16, 181, the graph partitioning polytope [4], the 
equivalent subgraph and directed cut polyhedra [S], the 2-connected and 2-edge- 
connected subgraph polytopes [6, 7, 141 and the traveling salesman polytope [7]. 
In this paper, we describe completely the arborescence polytopes P,, P, and Pn 
when the underlying graph is series-parallel. Before presenting our results, we need 
some more definitions. For B E A, let x(B) = CaeBx,. For S c V, let 6-(S) denote the 
set of arcs of A incoming to S (i.e. arcs (i, j) with i 4 S, j E S). For simplicity, we write 
S-(i) instead of 6-( {i}). 0 ur characterizations of the arborescence polytopes are as 
follows: 
Theorem 1.3. Let D = (V, A) be a &graph whose underlying graph G = (V, E) is 
series-parallel. Then P, = Q?, where 
Q,. = {x:x(X(S)) b x(6-(i)), (S, i): i6S E V,, (1) 
x(6 _ (9) < 1, iE V,, (2) 
x, 3 0, aEA}. (3) 
280 M.X. Goemans / Discrete Applied Mathematics 51 (1994) 277-289 
Theorem 1.4. Let D = (V, A) be a digraph whose underlying graph G = (V, E) is 
series-parallel. Then Ps = Qs, where 
Qs = {x: x(X(S)) 3 x(6-(i)), (S, i): ieS z (V,\T), 
x(6_(S)) 3 1, SG Vr,SnT#@,ISI22, 
x(6-(i)) < 1, iE V,\T, 
x(6- (i)) = 1, iE T, 
x, 3 0, aEA}. 
Theorem 1.5 (Prodon et al. [16]). Let D = (V, A) be a digraph whose underlying graph 
G = (V, E) is series-parallel. Then PD = QD, where 
QD = {x: x(6-(S)) 3 1, S g V,, S n T # 8, 
x, 3 0, a6A). 
2. Proof of Theorem 1.3 
We shall refer to (1) as the (S, i)-cutset inequality. Among these inequalities, we can 
restrict our attention to those for which 1 SI = 2 or G[S] is 2-connected, where 
G[S] = (S, E(S)) denotes the underlying graph induced by S. Indeed, consider an 
(S, i)-cutset inequality with I SI 2 3 and such that G[S] has u as cut vertex. Let 
Gi = (S,, E,), G2 = (S,, E,) be such that S1 u S2 = S, S1 n Sz = {u}, E, u E2 = E(S), 
G1 = G[S,] and Gz = G[S,]. Let iI = i if icS, and iI = v otherwise, and let iz = i if 
iE S2 and i2 = v otherwise. By adding the (S,, ii)-cutset inequality and the (S,, iz)- 
cutset inequality, we obtain that x(6-(S,)) + x(6-(S2)) 3 x(K(i,)) + x(6-(&)), 
or x(X(S))+x(X(v)) > x(X(i)) + x(6-(u)) which is precisely the (S, i)-cutset 
inequality. 
If Theorem 1.3 holds for a particular digraph D = (V, A) then it certainly holds for 
a subdigraph D’ = (V, A’) of D. Indeed, by replacing the inequalities x, > 0 by x, = 0 
for a E (A \A’) in the above system of linear inequalities, we obtain another polytope 
whose set of extreme points is a subset of the set S, corresponding to D. This set must 
therefore be the set of incidence vectors of r-arborescences in D’. From this observa- 
tion, it follows that we may restrict our attention to bidirected graphs D whose 
underlying graph is 2-connected. 
Our proof of Theorem 1.3 uses the decomposability of 2-connected series-parallel 
graphs as described in Lemma 1.2. It proceeds by induction on the number of parallel 
operations needed in the construction of the underlying graph G. For the base case, we 
have the following proposition. 
Proposition 2.1. Let D = (V, A) be a bidirected graph whose underlying graph is a cycle. 
Then P, = Qr. 
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Fig. 2. Notation in the proof of Proposition 2.1 
Proof. Assume that V = (0, 1, 2, . . . . k}, where r = 0. Let ai = (i - 1, i) and bi = 
(i + 1, i) be the two arcs incoming to vertex i in D (i = 1, . . . . k) (see Fig. 2). By 
convention, we assume that k + 1 = 0. 
For a bidirected cycle, no set S c I’, induces a 2-connected underlying graph G[S]. 
Hence, we can restrict our attention to sets S of the form {i, i + l} for i = 1, . . . , k - 1. 
Therefore, Qr can simply be written as 
QI = {x: x,, - x,,+~ > 0, i = 1, . . . . k - 1, (4) 
xb,+l . -Xb 20, i= I,..., k- 1, (5) 
x,, + xbi d 1, i=l k >..., > (6) 
x, 3 0, UCA}, 
where (4) and (5) correspond to (S, i)-cutset inequalities. Qr can be written as (x: 
Bx d b, x 3 O}. The (0, + 1, - 1) matrix B can be seen to be totally unimodular. 
Indeed, partition the columns of B into two sets Qi and Qz corresponding, respective- 
ly, to the arcs {ai: i = 1, . . . . kj and (bi: i = 1, . . . . k}. Rows corresponding to (4) or (5) 
have one + 1 and one - 1 coefficients associated with columns in the same set Qi 
while rows corresponding to (6) have two + 1 coefficients associated with columns in 
different sets. This shows that B is totally unimodular (see, e.g. [15]). 
Therefore, QV is integral and Qr = P,. 0 
To prove Theorem 1.3 for bidirected graphs D whose underlying graph is 2- 
connected but not a cycle, we use a nonconstructive proof technique described in 
Theorem 2.2. This technique is equivalent to showing that any facet is defined by one 
of the inequalities in the proposed linear inequality system. 
Theorem 2.2. Let Q = {XE R”: Ax < b) and let S = Q n Z”. Assume that conv(S) is 
full-dimensional, i.e. dim(conv(S)) = n. For a cost function c, let 0 be the set of optimal 
solutions to min {cx: x ES}. Then Q = conv(S) ifi for any costfunction c, there exists an 
inequality ax < b among {Ax < b} such that ax* = b for all x* E 0. 
From now on, given a cost function c defined on the arc set A, 0 denotes the set of 
incidence vectors of minimum cost r-arborescences of D. Moreover, an inequality 
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satisfying the condition of Theorem 2.2 for a given cost c is referred to as an O- 
inequality. 
It is easily verified that Qr n Z IAl = S To apply Theorem 2.2, we therefore need to 
verify that P, = conv(S,) is full-dimensknal. 
Proposition 2.3. Let D = (V, A) be a bidirected graph whose underlying graph 
G = (V, E) is 2-connected. Then dim(P,) = 1 Al. 
Proof. Let c(x = p be an equality satisfied by all members x of S,. We shall prove that 
CI and /I are identically zero. 
Since x = 0 belongs to S,, /I must be 0. Consider now any arc a = (i, j) E A (hence, 
j # r). Since G is 2-connected, there exists a path from r to i in G that does not pass 
through j. Moreover, since D is bidirected, there exists a directed path P from r to i in 
D that does not pass through j. Both P and P u {a} are r-arborescences. Comparing 
the contributions of their incidence vectors to XX, we see that c(, = 0. 0 
Before proving Theorem 1.3 we need the following two lemmas. 
Lemma 2.4. Let D be a bidirected graph with underlying graph G. Let j be a degree 
2 vertex of G with j # r. Let a = (k, j) E 6- (j). Iff or some costfunction c, no nonnegativ- 
ity constraint (3) and no (S, 1)-cutset inequality with ISI = 2 are O-inequalities, then 
c, < 0. 
Proof. Let i (i # k) be the other neighbor of j in G. We consider two cases. 
Case 1: i = r. Since the inequality Xkj > 0 is not satisfied at equality by all solutions 
in 0, there exists an optimal solution x* with xzj = 1. Since j has degree 2 in G and 
since i is r, we obtain the incidence vector of another r-arborescence by setting xk*j to 
be 0. Since the cost of this r-arborescence is at least the cost of x*, c, must be 
nonpositive. 
Case 2: i # r. Since the ({i, j}, i)-cutset inequality is not satisfied at equality by all 
solutions in 0, there exists an optimal solution x* with x& > x3. Hence, Xzj = 1 and 
xj*i = 0. An incidence vector of another r-arborescence can be obtained by replacing 
xzj by 0. Therefore, c, < 0. 0 
Lemma 2.5. Let D be a bidirected graph with underlying graph G. Let j be a degree 
2 vertex of G. Assume that r # j. Let i and k be the two neighbors of j. If, for some cost 
function c, no nonnegativity constraint (3) and no (S, 1)-cutset inequality with 1 S( = 2 are 
O-inequalities, then cij = ckj. 
Proof. First assume that i # r. Consider the ({i, j}, j)-cutset inequality. By assump- 
tion, there exists an optimal solution x* with x*(F({i, j})) > x*(6-(j)), i.e. with 
x*(6-(0\{(j, 91) > xi”;.. Since x*(X(i)) < 1, we must have x*(X(i)\{(j, i)}) = 1 and 
XI?;. = 0. We consider two cases. If Xzj = 1 then replacing xk*j by 0 and XI?;. by 1, we 
obtain the incidence vector of another r-arborescence and, hence, ckj < cij. On the 
other hand, if XEj = 0 then replacing xc by 1, we also obtain the incidence vector of 
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Fig. 3. The digraph D, = ( Vz. A,) 
another r-arborescence. Hence, cij > 0 and, combined with Lemma 2.4, this implies 
that ckj < cij. 
If i = Y, consider the inequality xkj > 0. By assumption, there exists an optimal 
solution x* with Xk*j = 1. Replacing Xk*j by 0 and xc by 1, we obtain the incidence 
vector of another r-arborescence and, hence ckj < cij. 
In both cases, ckj d cij holds and, by interchanging the role of i and k, we derive that 
Ckj > Cij. 0 
We are now ready to prove Theorem 1.3. 
Proof of Theorem 1.3. As previously argued, we may restrict our attention 
to bidirected graphs D whose underlying graph G is series-parallel. The proof 
is based on Theorem 2.2 and proceeds by induction on p, the number of 
parallel operations needed in the construction of G. The case p = 0 was treated in 
Proposition 2.1. 
Suppose we have proved the theorem for some p > 0 and consider an underlying 
graph requiring p + 1 parallel operations. By Lemma 1.2 there exist G1 = (Vr, E,) 
andGz=(Vz,Ez)suchthatV,nV~={s,t},V1uV~= V,ElnEz=@,EluEz= 
E and G2 is a cycle on V,. Let Al, A2 denote the arc sets corresponding to El and EZ, 
andletD, =(V1,Al)andD,=(V,, A,).WemayassumethatrEVrandthatr=sif 
r E {s, t}. Let 1 and 2 denote the two neighbors in V2 of vertex s (Fig. 3). Similarly, let 
3 and 4 denote the two neighbors in V, of vertex t. The vertices s, t, 1,2,3 and 4 are not 
necessarily distinct. Let Vi, = V2 \{s, t> and let Ai, = {(i, j) E A :j E Vi,,}. A2 consists of 
Ai, u { (1, s), (2, s), (3, t), (4, t)} if r # s and of Ai, u { (3, t), (4, t)} if r = S. 
Let c be any cost function. We would like to show that there exists an O-inequality 
among (lH3). 
We need to consider two cases depending on whether r E {s, t} or not. 
Case 1: r # V,. Using Lemma 2.4 and 2.5, we may restrict our attention to a sub- 
class of cost functions. First, by Lemma 2.4, we may asume that c, < 0 for all a E Ai”. 
This means that, for any r-arborescence B spanning U(B) whose incidence vector 
belongs to 0, ifs or/and t belongs to U(B) then we incur no increase in cost by linking 
any vertex in Vi, to s or t by arcs in Ai,. Furthermore, by Lemma 2.5, we may assume 
that c, = cb where a and b are the two arcs incoming to some vertex VE Vi,. Let c(v) 
denote this common value. Theefore, for any solution XEO corresponding to an 
r-arborescence B spanning U(B), the contribution of A2 to the cost of B defined by 
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Fig. 4. The digraph D’ for case la. 
c = Ld3nA, c, is equal to: 
: z,,, = 0 if s# U(B) and t+$ U(B), 
01 = 6, where 6 = CliEV,. c(v) if s# U(B) and TV U(B), 
l c r0 = 6 if seU(B) and t$U(B), 
l C 1 1 = 6 if s, t E U(B) and B does not contain a path between s and t in GZ, 
l C,, = 6 + c(t), where c(t) = min{c 3f, cqt } if s, t E U(B) and B contains a directed 
path from s to t in D2, 
l C,, = 6 + c(s), where c(s) = min{c is, czS) ifs, t E U(B) and B contains a directed 
path from t to s in Dz. 
Let (Go, Ool, Olo, Oil, OSt, Co,,} be the partition of 0 corresponding to the above 
cases. In order to reduce G to a graph which requires only p parallel operations, we 
“simulate” D, by a bidirected path between s and t. The actual construction depends 
on whether 6 = 0 or not. 
Case la: 6 = 0. 6 = 0 means that c, = 0 for all a~&,. Let D’ = (V’, A’) be the 
diagraph obtained by replacing D, by the two arcs a; = (s, t) and a; = (t, s) (Fig. 4). 
We assume that the vertices and arcs in D1 are referred in the same way in D and D’. 
The cost of the arcs in D1 are unchanged while ca; = c(t) and ca; = c(s). Let Lo’ 
be the set of optimal solutions corresponding to this new problem and let the partition 
{Ojj: ij~(00, 01, 10, 11, st, ts}} be defined as above. For instance, the subscript 01 
means that a solution x’ E Ok1 spans t but not s, and the subscript st means that 
XL; = 1. 
The arcs a; and a; simulate D, in the sence that, for any solution X’E 0’, the 
contribution C’ = xi; + xi; of a’, and a; to the cost of x’ satisfies C&, = 0 = Coo, 
CL1 = 0 = C,,r, C;, = 0 = ClO, C;, = 0 = Cii, CL, = c(t) = C,, and C;, = 
c(s) = C,,, where the subscripts have the same meaning as above. Therefore, there is 
a strong relationship between optimal solutions in 0 and 0’ in the sense that 
(X1: XEOij} = {X'l: X'ELO;j} 
for all ij E (00, 01, 10, 11, st, ts} and where the superscript 1 denotes the restriction to 
the arcs in D1 . 
By the inductive hypothesis, there exists an @‘-inequality among (l)(3) for D’. The 
relationship between 0 and 9’ allows us to construct from this inequality an O- 
inequality corresponding to D. 
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Fig. 5. The digraph D’ for case lb 
If the O’-inequality is x, 3 0 with UEA, then the same inequality is an Co- 
inequality. 
If the @‘-inequality is xa; > 0 then xst > 0 is an Co-inequality if c(t) = cst while 
xqt 2 0 is an O-inequality if c(t) = cqt. The @‘-inequality xa; 3 0 can be treated 
similarly. 
If the @‘-inequality2 is x(6’(i)) < 1 then x(6-(i)) < 1 is an O-inequality. 
If the @‘-inequality is x(6’(S)) 3 x(6’(i)) with {s, t} E S, then the (Su V2, i)- 
cutset inequality is an O-inequality. 
If the o/-inequality is x(6’(S)) 3 x(6’(i)) with IS n {s, t} 1 d 1 then the (S, i)- 
cutset inequality is an O-inequality. 
Therefore, in all cases, we have shown the existence of an O-inequality among 
(lH3). 
Case lb: 6 < 0. The proof is similar as in the above case although the construction 
f D' is slightly more complicated. The fact that 6 < 0 implies that there exists a v E Vi, 
with c(v) < 0. Notice that any optimal r-arborescence spanning s or t must also span v. 
Let D' = (V', A') be the digraph obtained by replacing D2 by an additional vertex v’ 
linked to s and t by the arcs a; = (v’, t), a; = (v’, s), a; = (s, v’) and ai = (t, v’) 
(Fig. 5). The cost of the arcs in D, are unchanged while ca; = c(t), ca; = c(s) and 
Ca; = Cak = 6. Let 0’ be the set of optimal solutions corresponding to this new 
problem. 
Again this bidirected path simulates D2 in the sense that Cij = Cij for all ij~ (00, 01, 
10, 11, st, ts}. By the inductive hypothesis, we have an 0 ‘-inequality among (l)(3) for 
D'. From this inequality, we derive an O-inequality for D as follows: 
If the &“-inequality is x, 3 0 with UEA, then the same inequality is an Lo- 
inequality. 
If the O’-inequality is xa; 3 0 then xjr 3 0 is an O-inequality if c(t) = cXt while 
xqt 3 0 is an Lo-inequality if c(t) = cqt. The &“-inequality xa; 3 0 can be treated 
similarly. 
If the &“-inequality is x a; > 0 then consider any optimal r-arborescence B’ for D' 
that spans s. B' must also span v’ for otherwise a; can be added to B' resulting in 
an r-arborescence of smaller cost. Since a\ is not in B', it must be the case that 
ai is. It follows that a; is also in B' for otherwise a; and ai can be switched. This 
‘To differentiate between D and D’, we use a’(S) (instead of 6 I) to denote the arcs in A’ incoming to S. 
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Fig. 6. The digraph D’ for case 2. 
implies that no optimal r-arborescence (spanning or not s) can contain an arc 
a # a; of 6’(s). Therefore, x, > 0 is also an @‘-inequality and thus an Lo- 
inequality. 
If the &“-inequality is x(S’(i’)) d 1 then the inequality x(X(i)) d 1 is an O- 
inequality, where i = i’ if i’ # v’ and i = v if i’ = VI. 
If the @‘-inequality is x(6’(S)) > x(d’(i’)) then we consider two cases. If v’$ S then 
the (S, i’)-cutset inequality is an Lo-inequality. If v’ ES then s, YES since we may 
assume G [S] to be 2-connected. Let i = i’ if i’ # v’ and i = u if i’ = v ‘. In this 
case, the (S \{v’) u I’,, i)-cutset inequality is an Lo-inequality. 
In all cases, we have obtained an Lo-inequality. 
Case 2: r = s. As in Case 1, we may restrict our attention to a subclass of cost 
functions c. Using Lemma 2.4, we may assume that c, < 0 for all a E Ai,. Consider an 
arc a = (u, u)E&, directed away (in D2) from r. If c, < 0 then any optimal r- 
arborescence spans v since we have a directed path of negative cost between Y and v, 
implying that x(X(v)) d 1 is an Co-inequality. So, we may assume that c, = 0 for all 
a E Ai, directed away from r. From Lemma 2.5 for allj E Vi,, we infer that c, = 0 for all 
UEAi,. 
Therefore, for any solution XELO corresponding to an r-arborescence B spanning 
U(B), the contribution of A2 to the cost of B defined by C = CaEBnA, c, is equal to: 
l Co = 0 if B does not contain a directed path from r to t in D2, 
l C, = c(t) if B contains a directed path from r to t in D2. 
Let D ' = (V', A') be the digraph obtained by replacing D2 by an arc a’ from r to 
t with cost c(t) (see Fig. 6). This arc simulates D2 in the same sense as in Case 1. 
By induction, there exists an @‘-inequality among (l)(3) for D'. We construct an 
O-inequality as follows: 
l If the O/-inequality is x, > 0 with UE Al then the same inequality is an O- 
inequality. 
l If the Lo’-inequality is x,, > 0 then the inequality xJt 2 0 is an O-inequality if 
c(t) = cjt while xqt > 0 is an o-inequality if c(t) = cdl. 
l If the Lo’-inequality is x(6’(i)) < 1 then the inequality x(6-(i)) d 1 is an Co- 
inequality. 
l If the @‘-inequality is x(6’(S)) > x(6’(i)) then the (S, i)-cutset inequality is an 
O-inequality. 
In both cases, we have been able to reduce G to a graph requiring only p parallel 
operations. The theorem therefore follows by induction. 0 
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One of the referees suggested another proof of Theorem 1.3. It also uses the 
decomposition of series-parallel graphs but does not rely on Theorem 2.2. Instead, it 
derives a contradiction by looking at the tight constraints corresponding to a frac- 
tional extreme point. 
3. Proof of Theorems 1.4 and 1.5 
The complete characterization of Ps described in Theorem 1.4 is a simple corollary 
to Theorem 1.3. Indeed, the replacement of some inequalities by equalities in the linear 
description of an integral polyhedron results in an integral polyhedron. Since Qs can 
be obtained from QI by replacing the inequalities (2) or in T by equalities (in our 
description of Qs described in Theorem 1.4, we have eliminated some redundant 
constraints), Qs is integral. The fact that any integral vector in Qs corresponds to the 
incidence vector of some Steiner arborescence proves Theorem 1.4. 
From Theorem 1.3, we can also give an alternate proof of Prodon et al.‘s [16] 
description of the dominant of the Steiner arborescence polytope described in 
Theorem 1.5. Our new proof is based on the result proved in [11] that Qn is the 
dominant of QI for any (not necessarily series-parallel) digraph D. Therefore, Theorem 
1.5 is a corollary of Theorem 1.3. Another alternate proof of Theorem 1.5 was recently 
given by Schaffers [IS]. 
4. Concluding remarks 
Our complete description for the Steiner arborescence polytope on series-parallel 
graphs readily gives a complete description of the polytope corresponding to the 
vertex weighted Steiner arborescence problem. In this problem, a cost is also incurred 
for each Steiner vertex being spanned [19]. This problem can be easily reduced 
to the Steiner arborescence problem by adding the cost of any vertex i to all arcs 
incoming to i. From a polyhedral point of view, a complete description of the 
corresponding polytope can be obtained from Ps by adjoining the equalities 
yi = x(6-(i)) for all iE V\T. The variable yi for ig V\T indicates whether vertex i is 
spanned or not. 
We would also like to mention a nontrivial corollary to Theorem 1.3. In [9], we give 
a complete extended description of the convex hull of undirected trees spanning 
a prespecified root vertex r in a series-parallel graph. Our description is extended in 
the sense that it involves edge variables as well as vertex variables indicating which 
vertices are spanned. This complete description can be derived from Theorem 1.3 by 
using a strong relationship due to Goemans and Myung [ll] between this extended 
formulation for undirected trees and the polytope Q?. The reader is referred to [lo] for 
details. In fact, we first believed that the two results were equivalent, namely that we 
could also derive Theorem 1.3 from the complete polyhedral description of [9]. This is 
however not correct as can be seen from the graph G depicted in Fig. 7. Indeed, Liu 
[12] has exhibited a fractional extreme point of Q* defined on an orientation of 
G while the integrality of the associated undirected polytope can be derived from 
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Fig. 7. Counterexample to the equivalence between Theorem 2 and the results described in [9]. 
a careful study of the fractional extreme points of QI and the relationship between the 
two polytopes described in [l 11. 
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