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Abstract
In recent breakthrough results, Saxton–Thomason and Balogh–Morris–Samotij have devel-
oped powerful theories of hypergraph containers. These theories have led to a large number
of new results on transference, and on counting and characterising typical graphs in hereditary
properties. In a different direction, Hatami–Janson–Szegedy proved results on the entropy of
graph limits which enable us to count and characterise graphs in dense hereditary properties.
In this paper, we make a threefold contribution to this area of research:
(i) We generalise results of Saxton–Thomason to obtain container theorems for general, dense
hereditary properties of multicoloured graphs. Our main tool is the adoption of an entropy-
based framework. As corollaries, we obtain general counting, characterization and transfer-
ence results. We further give a streamlined extension of our results to cover a great variety
of combinatorial structures: directed graphs, oriented graphs, tournaments, multipartite
graphs, multi-graphs, hypercubes and hypergraphs.
(ii) We generalise the results of Hatami–Janson–Szegedy on the entropy of graph limits to the
setting of decorated graph limits. In particular we define a cut norm for decorated graph
limits and prove compactness of the space of decorated graph limits under that norm.
(iii) We explore a weak equivalence between the container and graph limit approaches to count-
ing and characterising graphs in hereditary properties. In one direction, we show how our
multicolour containers may be used to fully recover decorated versions of the results of
Hatami–Janson–Szegedy. In the other direction, we show that our decorated extensions
of Hatami–Janson–Szegedy’s results on graph limits imply counting and characterization
applications.
Finally, we raise the problem of determining the possible structure of entropy maximisers in
a multicoloured setting, and discuss the contrasts between the container and the graph limit
approaches to counting.
Similar container results were recently obtained independently by Terry.
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1 Introduction
1.1 Notation and basic definitions
Given a natural number r, we write A(r) for the collection of all subsets of A of size r. We denote
the powerset of A by {0, 1}A. An r-uniform hypergraph, or r-graph, is a pair G = (V,E), where
V = V (G) is a set of vertices and E = E(G) ⊆ V (r) is a set of r-edges. We shall usually write
‘graph’ for ‘2-graph’ and, when there is no risk of confusion, ‘edge’ for ‘r-edge’. We denote by
e(G) := |E(G)| the size of G and by v(G) := |V (G)| its order.
A subgraph of an r-graph G is an r-graph H with V (H) ⊆ V (G) and E(H) ⊆ E(G). Given
a set of vertices A ⊆ V (G), the subgraph of G induced by A is G[A] := (A,E(G) ∩ A(r)). A set
of vertices A is independent in G if the subgraph it induces contains no edges. The degree of a
set A ⊆ V (G) of size at most r − 1 is
deg(A) := |{f ∈ E(G) : A ⊆ f}|.
Finally an isomorphism between r-graphs G1 and G2 is a bijection φ : V (G1) → V (G2) which
sends edges to edges and non-edges to non-edges.
Let [n] := {1, 2, . . . , n}. A property P of (labelled) r-graphs is a sequence (Pn)n∈N, where Pn is
a collection of r-graphs on the labelled vertex set [n]. (Hereafter, we shall not distinguish between
a property P and the class of r-graphs with P.) An r-graph property is symmetric if it is closed
under relabelling of the vertices, i.e. under permutations of the vertex set [n]. An r-graph property
is monotone (decreasing) if for every r-graph G ∈ P, every subgraph H of G is isomorphic to
an element of P. A symmetric r-graph property is hereditary if for every r-graph G ∈ P every
induced subgraph H of G is isomorphic to an element of P. Note that every monotone property is
hereditary, but that the converse is not true. For example, the property of not containing a 4-cycle
as an induced subgraph is hereditary but not monotone.
In order to encode certain combinatorial objects of interest, such as directed graphs, we will
consider a weaker notion of symmetry for hereditary graph properties.
Definition 1.1 (Order-hereditary). Let m, n ∈ N with m ≤ n. An order-preserving map from
[m] to [n] is a function φ : [m] → [n] such that φ(i) ≤ φ(j) whenever i ≤ j. Given graphs G1
on [m] and G2 on [n], we say that G2 contains G1 as an order-isomorphic subgraph if there is an
order-preserving isomorphism from G1 to an m-vertex subgraph H of G2. We further say that G2
contains G1 as an induced order-isomorphic subgraph if the m-vertex subgraph H in question is an
induced subgraph of G2.
A graph property P is said to be order-hereditary if for every G ∈ Pn and every order-preserving
injection φ : [m]→ [n], the graph G′ = ([m], {f : φ(f) ∈ E(G)}) is a member of Pm.
Clearly, every symmetric hereditary property is order-hereditary, but the converse is not true.
As an example, consider the property P of not containing an increasing path of length 2, that is,
the collection of graphs on [n] (n ∈ N) not containing vertices i < j < k such that ij and jk are
both edges. This is order-hereditary, but not symmetric — and, as we shall see in Section 4, is
much larger than the symmetric monotone property of not containing a path of length 2.
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Finally, we shall use standard Landau notation throughout this paper, which we recall here.
Given functions f , g : N → R, we have f = O(g) if there exists a constant C > 0 such that
lim supn→∞ f(n)/g(n) ≤ C. If limn→∞ f(n)/g(n) = 0, then we write f = o(g). We write f = Ω(g)
and f = ω(g) to denote g = O(f) and g = o(f) respectively. If we have both f = O(g) and
f = Ω(g), we say that f and g are of the same order and denote this by f = θ(g). We shall
sometimes use f ≪ g and f ≫ g as alternatives to f = o(g) and f = ω(g), respectively. Finally, we
say that a sequence of events An occurs with high probability (whp) if limn→∞ P(An) = 1.
1.2 Background: hereditary graph properties and their speeds
The problem of counting and characterising graphs in a given symmetric hereditary property P has
a long and distinguished history. The speed n 7→ |Pn| of a graph property was introduced in 1976 by
Erdős, Kleitman and Rothschild [34]. Together with the structural properties of a ‘typical’ element
of Pn, it has received extensive attention from the research community.
Early work focussed on the case where P = Forb(F ), the monotone decreasing property of not
containing a fixed graph F as a subgraph. We refer to the graphs in Forb(F ) as F -free graphs. The
Turán number of F , denoted by ex(n, F ), is the maximum number of edges in an F -free graph on
n vertices. Clearly, any subgraph of an F -free graph is also F -free. This gives the following lower
bound on the number of F -free graphs on n labelled vertices:
Forb(F )n ≥ 2ex(n,F ).
Erdős, Kleitman and Rödl [34] showed that if F = Kt, the complete graph on t vertices, then the
exponent in this lower bound is asymptotically tight:
Forb(Kt)n ≤ 2
(
1+o(1)
)
ex(n,Kt).
Their work was generalised by Erdős, Frankl and Rödl [33] to the case of arbitrary forbidden sub-
graphs F and by Prömel and Steger [62], who considered the property Forb∗(F ) of not containing
F as an induced subgraph. Finally, Alekseev [2] and Bollobás–Thomason [20] independently de-
termined the asymptotics of the logarithm of the speed for any symmetric hereditary property in
terms of its colouring number, which we now define.
Definition 1.2. For each r ∈ N and v ∈ {0, 1}r , let H(r,v) be the collection of all graphs G such
that V (G) may be partitioned into r disjoint sets A1, . . . , Ar such that for each i, G[Ai] is an
empty graph if vi = 0 and a complete graph if vi = 1. The colouring number χc(P) of a symmetric
hereditary property is defined to be
χc(P) := sup
{
r ∈ N : H(r,v) ⊆ P for some v ∈ {0, 1}r}.
Theorem 1.3 (Alekseev–Bollobás–Thomason Theorem). If P is a symmetric hereditary property
of graphs with χc(P) = r, then
lim
n→∞
log2 |Pn|(
n
2
) = 1− 1
r
.
Subsequently, the rate of convergence of log2 |Pn|/
(n
2
)
and the structure of typical graphs were
investigated by Balogh, Bollobás and Simonovits [11, 12] for symmetric monotone properties, and
by Alon, Balogh, Bollobás and Morris [4] for symmetric hereditary properties.
4
There has also been interest in the speed of monotone properties in other discrete structures.
Kohayakawa, Nagle and Rödl [49], Ishigami [43], Dotson and Nagle [28] and Nagle, Rödl and
Schacht [60] investigated the speed of hypergraph properties, while in a series of papers Balogh,
Bollobás and Morris [8, 9, 10] studied the speed of properties of ordered graphs, oriented graphs and
tournaments. Many of these results relied on the use of graph and hypergraph regularity lemmas.
See the survey of Bollobás [18] for an overview of the state of the area before the breakthroughs
discussed in the next subsection.
1.3 Background: transference and containers
Recently, there has been great interest in transference theorems, in which central results of extremal
combinatorics are shown to also hold in ‘sparse random’ settings. These results are motivated by,
inter alia, the celebrated Green–Tao theorem on arithmetic progressions in the primes [40] and the
KŁR conjecture of Kohayawa, Łuczak and Rödl [48] and its applications. (Very roughly, the KŁR
conjecture says that, given a graph H and p = p(n) ∈ [0, 1] large enough, with high probability,
every subgraph of an Erdős–Rényi random graph G(n, p) has approximately the ‘right’ number of
copies of H. See [27] for a discussion of the conjecture and its applications.)
In major breakthroughs a little over five years ago, Conlon and Gowers [26] and independently
Friedgut, Rödl and Schacht [36] and Schacht [69] proved very general transference results, which
in particular settled many cases of the KŁR conjecture. Their work was soon followed by another
dramatic breakthrough: Balogh, Morris and Samotij [14] and independently Saxton and Thoma-
son [67], building on work of Kleitman–Winston [47] and of Sapozhenko [65, 66] for graphs, developed
powerful theories of hypergraph containers.
These container theories essentially say that hereditary properties can be ‘covered’ by ‘small’
families of ‘containers’, which are themselves ‘almost in the property’. We discuss containers with
more precision and details in Section 2. As an application of their theories, Balogh–Morris–Samotij
and Saxton–Thomason gave both new proofs of known counting/characterization results and many
new counting/characterization results for hereditary properties, and in addition a spate of transfer-
ence results. In particular Balogh–Morris–Samotij and Saxton–Thomason settled the KŁR conjec-
ture in full generality.
We refer the reader to the excellent ICM survey of Conlon [25] for an in-depth discussion of the
recent groundbreaking progress made by researchers in the area.
1.4 Background: entropy and graph limits
A parallel but separate development at the intersection of extremal combinatorics and discrete
probability has been the rise of theories of limit objects for sequences of discrete structures. The first
to appear was the theory of exchangeable random variables, originating in the work of de Finetti in
the 1930s and further developed in the 1980s by Aldous, Hoover and Kallenberg amongst others, see
the monograph of Aldous [1] on the subject. After the turn of the century, two more approaches to
limit objects from a more combinatorial perspective garnered attention. First of all, the study of left
convergence/dense graph limits was initiated by Borgs, Chayes, Lovász, Sós and Vesztergombi [23]
and by Lovász and Szegedy [54]. (For a thorough development of the accompanying theory, see
the monograph of Lovász [53].) In a different direction, Razborov [63] developed flag algebras with
a view to applications to extremal combinatorics; see also [64] for an introduction to Razborov’s
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theory and its ramifications. We refer the reader to Austin [6] for an exposition and thorough
analysis of the links between these three limit object theories.
In this paper, we focus on the theory of graph limits. We shall give precise definitions later, but
for now, it is enough to say that certain sequences of graphs are defined to be convergent. If (Gn)∞n=1
is a convergent graph sequence, then its limit can be represented by a graphon, i.e., a symmetric,
measurable function W : [0, 1]2 → [0, 1]. A deep result of Lovász and Szegedy [55] says that the set
of graphons forms a compact topological space with respect to a certain ‘cut metric’.
Recently, Hatami, Janson and Szegedy [41] defined and studied the entropy of a graphon. They
used this notion to recover Theorem 1.3 and to describe the typical structure of a graph in a
hereditary property. The Hatami–Janson–Szegedy notion of entropy can be viewed as a graphon
analogue of the classical notion of the entropy of a discrete random variable, which first appeared
in Shannon’s foundational paper [70]. Using entropy to count objects is an old and celebrated
technique in discrete probability — see for example Galvin [39] for an exposition of the applications
of entropy to counting.
1.5 Contributions of this paper
Our first contribution in this paper is to prove very general multicolour hypergraph container state-
ments. Amongst other structures of interest, our results cover directed graphs, oriented graphs,
tournaments, multipartite graphs, square grids and both edge- and vertex-subgraphs of hypercubes.
We use our results to obtain general counting, characterization and transference results for hered-
itary properties of the aforementioned structures. As we restrict ourselves to the study of ‘dense’
properties, our container statements and their corollaries are (we believe) simple and easy to apply
(albeit weaker than the full strength of the Balogh–Morris–Samotij and Saxton–Thomason container
theorems), which we hope may be useful to other researchers.
Our main tool in this part of the paper is a container theorem of Saxton–Thomason for linear
hypergraphs together with the adoption of an entropy-based framework. We should like to emphasize
here the intellectual debt this paper owes to the pioneering work of Balogh–Morris–Samotij and
Saxton–Thomason: our work relies on theirs in a crucial way, and some of our ideas exist already
in their papers in an embryonic form, which we explore further. The usefulness of our exploration
is vindicated by the fact that some of the applications of containers to other discrete structures
which we treat are new, and were not well understood by the mathematical community at the time
of writing. For example, finding a container theorem for digraphs was a problem raised by Kühn,
Osthus, Townsend and Zhao [51], which we resolve in the present paper.
Our second main contribution is to relate container theorem to the work of Hatami–Janson–
Szegedy on the entropy of graph limits. Given a set K, a K-decorated graph of order n is a labelling
of E(Kn) with elements of K. (An ordinary graph may be viewed as a {0, 1}-decorated graph with
edges labelled 1 and non-edges labelled 0.) We use our multicolour container theorems to obtain
generalizations of Hatami–Janson–Szegedy’s results to the setting of decorated graph limits. In
the other direction, we obtain a second proof of these generalizations by working directly in the
world of decorated graphons (which requires us to construct a cut metric for decorated graphons
and show compactness of the space under that metric, amongst other things). We then show
how these analytic results can be used to recover many of the main combinatorial applications of
containers, namely counting and characterization for hereditary properties of multicoloured graphs,
and contrast the container and entropy of graph limit approaches to counting. This is part of an
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attempt to build links between the rich and currently quite distinct theories of graph limits and
hypergraph containers.
We note that there is a significant overlap between the container, enumeration, and stability
results presented here and those obtained independently by Terry [72], although the emphases of
our papers are rather different.
1.6 Structure of the paper
Section 2 gathers together our main results on multicolour containers. Section 2.1 contains our
key definitions of templates and entropy. In Section 2.2, we state and prove our first multicolour
container theorem (Theorem 2.6), and in Section 2.3 we introduce entropy density and prove a
supersaturation result that is key to several of our applications. In Section 2.4, we use these tools
to prove container theorems for general hereditary properties (Corollary 2.14) and prove a general
counting result (Corollary 2.15). Finally in Sections 2.5 and 2.6 we obtain general characterization
and transference results (Theorems 2.19 and 2.24, respectively). As indicated earlier, the results of
Sections 2.2–2.5 are very similar to those proved by Terry [72]. In particular, our Terry’s Theorems
2, 3, 6 and 7 correspond to our Proposition 2.10, Corollary 2.15, Theorem 2.6 and Lemma 2.11,
respectively, while her Theorem 5 is very similar to our Theorem 2.19. Furthermore, Terry’s results
hold for uniform hypergraphs, and so do ours, as shown in Section 3.3.
In Section 3, we extend our main results to a number of other discrete structures. Section 3.1
describes how our theorems apply to oriented and directed graphs; as mentioned earlier, this ad-
dresses an issue raised in [51]. In Section 3.2 we extend our main results to cover colourings of
sequences of graphs (rather than sequences of complete graphs). Oour results in that subsection
cover a multitude of examples including grid graphs, multipartite graphs and hypercube graphs. In
Section 3.3 we extend our results to a general hypergraph setting, which allows us amongst other
things to prove in Section 3.4 results on vertex-colourings of hypercubes.
Section 4 is dedicated to applications of our results to a variety of examples (graphs, digraphs,
multigraphs, multicoloured graphs and hypercubes). In particular, we give a new, short proof
of the Alekseev–Bollobás–Thomason theorem and prove counting and characterization results for
hereditary properties of directed graphs.
In the next part of our paper, we turn to graph limits. In Section 5, we define a cut norm for
decorated graphons and prove compactness of the space of decorated graphons under that norm.
This continues a program of Lovász and Szegedy [56]. Section 6 shows how we may use our container
and compactness results to obtain generalizations of results of Hatami, Janson and Szegedy [41] to
decorated graphons. Finally, in Section 7, we use the results of Section 5 to give a second proof of
the generalizations of the results of Hatami–Janson–Szegedy on the entropy of graph limits.
We end this long paper in Section 8 with an open problem on the possible structure of entropy
maximizers in the multicolour/decorated setting and a discussion of the differences between the
container and the graph limit approaches we have explored.
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2 Multi-colour containers
2.1 Key definitions: templates and entropy
Let Kn denote the complete graph ([n], [n]
(2)). We study k-colourings of (the edges of) Kn, that is
to say, we work with the set of colouring functions c : E(Kn)→ [k]. Denote by [k]Kn the set of all
such colourings. Note that each colour i induces a graph ci on [n], ci = ([n], c
−1(i)). An ordinary
graph G may be viewed as a 2-colouring of E(Kn), with G = c1 and G = c2. An oriented graph ~G
may be viewed as a 3-colouring of E(Kn), such that each edge ij with i < j is coloured 1 if ~ij ∈ D,
2 if ~ji ∈ D and 3 otherwise.
Our notions of subgraph and isomorphism carry over to the k-colouring setting in the natural
way: two k-colourings c and c′ of Kn are isomorphic if there is a bijection φ : [n] → [n] such
that φ is an isomorphism from ci to c
′
i for each colour i ∈ [k]. Given m ≤ n and k-colourings c, c′
of Km and Kn respectively, we say that c is an (order-preserving) subcolouring of c′ if there is an
order-preserving injection φ : [m]→ [n] such that c(ij) = c′(φ(i)φ(j)) for all 1 ≤ i < j ≤ m. Finally,
given an m-set A = {a1, a2, . . . , am} ⊆ [n] with a1 < a2 < · · · < am and a k-colouring c of Kn, the
(order-preserving) restriction of c to A is the k-colouring c|A of Km defined by c|A(ij) = c(aiaj).
Thus c′ is a subcolouring of c if and only if there exists a set A such that c′ = c|A.
Our main object of study in this section will be order-hereditary properties of [k]Kn .
Definition 2.1 (Order-hereditary property). An order-hereditary property of k-colourings is a se-
quence P = (Pn)n∈N, such that:
(i) Pn is a family of k-colourings of Kn,
(ii) for every c ∈ Pn and every A ⊆ [n], c|A ∈ P|A|.
A key tool in extending container theory to k-coloured graphs will be the following notion of a
template:
Definition 2.2 (Template). A template for a k-colouring of Kn is a function t : E(Kn)→ {0, 1}[k],
associating to each edge f of Kn a non-empty list of colours t(f) ⊆ [k]; we refer to this set t(f) as
the palette available at f .
Given a template t, we say that a k-colouring c of Kn realises t if c(f) ∈ t(f) for every edge f ∈
E(Kn). We write 〈t〉 for the collection of realisations of t.
In other words, a template t gives for each edge of Kn a palette of permitted colours, and 〈t〉 is
the set of k-colourings of Kn that respect the template. We observe that a k-colouring of Kn may
itself be regarded as a template, albeit with only one colour allowed at each edge. We extend our
notion of subcolouring to templates in the natural way.
Definition 2.3 (Subtemplate). The (order-preserving) restriction of a k-colouring template t for
Kn to an m-set A = {a1, a2, . . . , am} ⊆ [n] with 1 ≤ a1 < a2 < · · · am ≤ m is the k-colouring
template for Km t|A defined by t|A(ij) = t(aiaj).
Given m ≤ n and k-colouring templates t, t′ for Km, Kn respectively, we say that t is a
subtemplate of t′, which we denote by t ≤ t′, if there exists an m-set A ⊆ [m] such that t(f) ⊆ t′|A(f)
for each f ∈ E(Km). Furthermore t is an induced subtemplate of t′ if t = t′|A for somem-set A ⊆ [n].
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Our notion of subtemplates can be viewed as the template analogue of the notion of an order-
preserving subgraph for graphs on a linearly ordered vertex set.
Templates enable us to generalise the notion of containment to the k-coloured setting.
Definition 2.4 (Container family). Given a family of k-colourings F of E(Kn), a container family
for F is a collection C = {t1, t2, . . . , tm} of k-colouring templates such that F ⊆
⋃
i〈ti〉. (In other
words, every colouring in F is a realisation of some template in C.)
Next we introduce the key notion of the entropy of a template.
Definition 2.5. The entropy of a k-colouring template t is
Ent(t) := logk
∏
e∈E(Kn)
|t(e)|.
Observe that for any template t, 0 ≤ Ent(t) ≤ (n2), and that the number of distinct realisations
of t is exactly |〈t〉| = kEnt(t). There is a direct correspondence between our notion of entropy and that
of Shannon entropy in discrete probability: given a template t, we can define a t-random colouring ct,
by choosing for each f ∈ E(Kn) a colour ct(f) uniformly at random from t(f). The entropy of t
as defined above is exactly the k-ary Shannon entropy of the discrete random variable c. Finally,
observe that zero-entropy templates correspond to k-colourings of Kn and that if t is a subtemplate
of t′ then Ent(t) ≤ Ent(t′).
2.2 Containers
Let N ∈ N be fixed and let F = {c1, c2, . . . , cm} be a nonempty collection of k-colourings of E(KN ).
Let Forb(F) be the collection of all k-colourings c of Kn, n ∈ N, such that ci 6≤ c for i : 1 ≤ i ≤ m.
More succinctly, Forb(F) is the collection of all k-colourings avoiding F , which clearly is an order-
hereditary property of k-colourings.
Theorem 2.6. Let N ∈ N be fixed and let F be a nonempty collection of k-colourings of E(KN ).
For any ε > 0, there exist constants C0, n0 > 0, depending only on (ε, k,N), such that for any
n ≥ n0 there exists a collection T of k-colouring templates for Kn satisfying:
(i) T is a container family for (Forb(F))n;
(ii) for each template t ∈ T , there are at most ε(nN) sets A such that ci ≤ t|A for some ci ∈ F ;
(iii) logk |T | ≤ C0n−1/(2(
N
2 )−1)
(n
2
)
.
In other words, the theorem says that we can find a small (property (iii)) collection of templates,
that together cover Forb(F)n (property (i)), and whose realisations are close to lying in Forb(F)n
(property (ii)).
We shall deduce Theorem 2.6 from a hypergraph container theorem of Saxton and Thomason.
Say that an r-graph H is linear if each pair of distinct r-edges of H meets in at most 1 vertex.
Saxton and Thomason proved the following:
Theorem 2.7 (Saxton–Thomason (Theorem 1.2 in [68])). Let 0 < δ < 1. Then there exists
d0 = d0(r, δ) such that if G is a linear r-graph of average degree d ≥ d0 then there exists a collection C
of subsets of V (G) satisfying:
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1. if I ⊆ V (G) is an independent set, then there exists C ∈ C with I ⊆ C;
2. e(G[C]) < δe(G) for every C ∈ C;
3. |C| ≤ 2βv(G), where β = (1/d)1/(2r−1).
In the proof of Theorem 2.6 and elsewhere, we shall use the following standard Chernoff bound:
if X ∼ Binom(n, p), then for any δ ∈ [0, 1],
P
(|X − np| ≥ δnp) ≤ 2e− δ2np4 . (2.1)
Proof of Theorem 2.6. If N = 2, then F just gives us a list of forbidden colours, say F ⊆ [k]. Then
(Forb(F))n is exactly the collection of all realisations of the template t assigning to each edge e
of Kn the collection [k] \ F of colours not forbidden by F . Thus in this case our result trivially
holds, and we may therefore assume N ≥ 3.
We define a hypergraph H from F and Kn as follows. Set r =
(N
2
)
. We let the vertex set of H
consist of k disjoint copies of E(Kn), one for each of our k colours: V (H) = E(Kn)× [k]; this key
idea, allowing us to apply Theorem 2.7, first appeared (as far as we know) in a 2-colour form in the
seminal paper of Saxton and Thomason [67]. For every N -set A ⊆ [n] and every k-colouring c of the
edges of the (order-preserving) copy of KN induced by A with c ∈ F , we add to H an r-edge ec,A,
where
ec,A =
{(
e, c(e)
)
: e ∈ A(2)}.
This gives us an r-graph H. Let us give bounds on its average degree. Since F is nonempty, for every
N -set A ⊆ [n], there are at least 1 and at most k(N2 ) colourings c of A(2) which are order-isomorphic
to an element of F . Thus
nN
NN
≤
(
n
N
)
≤ e(H) ≤ k(n2)
(
n
N
)
≤ k(N2 )
(en
N
)N
. (2.2)
Thus e(H) is of order nN and the average degree in H is of order nN−2, which tends to infinity
as n → ∞. We are almost in a position to apply Theorem 2.7, with one significant caveat: the
hypergraph H we have defined is in no way linear. Following [68], we circumvent this difficulty by
considering a random sparsification of H.
Let ε1 ∈ (0, 1) be a constant to be specified later and let
p = ε1
/(
24k2(
N
2 )−3
(
N
3
)(
n− 3
N − 3
))
. (2.3)
We shall keep each r-edge of H independently with probability p, and delete it otherwise, to obtain
a random subgraph H ′ of H. Standard probabilistic estimates will then show that with positive
probability the r-graph H ′ is almost linear, has large average degree and respects the density of H.
More precisely, we show:
Lemma 2.8. Let p be as in (2.3), let H ′ be the random subgraph of H defined above and consider
the following events:
• F1 is the event that e(H ′) ≥ pe(H)2 ≥
p(nN)
2 ;
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• F2 is the event that H ′ has at most 3p2k2(
N
2 )−3
(
n
N
)(
N
3
)(
n−3
N−3
)
= ε18 p
(
n
N
)
pairs of edges (f, f ′)
with |f ∩ f ′| ≥ 2;
• F3 is the event that for all S ⊆ V (H) with e(H[S]) ≥ ε1e(H), we have e(H ′[S]) ≥ ε12 e(H ′).
There exists n1 = n1(ε1, k,N) ∈ N such that for all n ≥ n1, F1∩F2∩F3 occurs with strictly positive
probability.
Proof. By (2.2), we have Ee(H ′) = pe(H) ≥ p(nN). Applying the Chernoff bound (2.1) with δ = 1/2,
we get that the probability that F1 fails in H
′ is at most
P
(
e(H ′) ≤ n
3
2kNN log n
)
≤ 2e−
p(nN)
16 = e−Ω(n
3).
Next consider the pairs of r-edges (f, f ′) in H with |f ∩ f ′| ≥ 2, which we refer to hereafter as
overlapping pairs. Let YH denote the number of overlapping pairs in H and define YH′ similarly.
Note that YH is certainly bounded above by the number of ways of choosing an N -set A, a 3-set B
from A and an (N−3)-set A′ from [n]\B (thereby making an overlapping pair of N -sets (A,A′∪B))
and assigning an arbitrary k-colouring to the edges in A(2) ∪A′(2). Thus,
YH ≤
(
n
N
)(
N
3
)(
n− 3
N − 3
)
k2(
N
2 )−3
and
E(YH′) = p2YH ≤ p2
(
n
N
)(
N
3
)(
n− 3
N − 3
)
k2(
N
2 )−3 =
ε1
24
p
(
n
N
)
.
Applying Markov’s inequality, we have that with probability at least 23 , YH′ ≤ ε18 p
(n
N
)
and F2 holds.
Finally, consider a set S ⊆ V (H) with e(H[S]) ≥ ε1e(H). Applying the Chernoff bound (2.1)
and our lower bound (2.2) on e(H), we get
P
(
e
(
H ′[S]
) ≤ 1√
2
Ee
(
H ′[S]
)) ≤ 2e− Ee(H′[s])8 = 2e− pe(H[s])8 ≤ 2e− pε1e(H)8 = e−Ω(n3). (2.4)
Moreover, by (2.1) and (2.2) again,
P
(
e(H ′) ≥
√
2Ee(H ′)
)
≤ 2e− (
√
2−1)2pe(H)
4 = e−Ω(n
3). (2.5)
Say that a set S ⊆ V (H) is bad if e(H[S]) ≥ ε1e(H) and e(H ′[S]) ≤ ε12 e(H ′). By (2.4), (2.5) and
the union bound, the probability that F3 fails, i.e., that there exists some bad S ⊆ V (H), is at most
P
(∃ bad S) ≤ P(e(H ′) ≥ √2Ee(H ′))+∑
S
P
(
e(H(S) ≤ 1√
2
Ee
(
H ′[S]
)) ≤ 2k(n2)e−Ω(n3) = e−Ω(n3).
Therefore with probability at least 2/3−o(1) the events F1, F2 and F3 all occur, and in particular
they must occur simultaneously with strictly positive probability for all n ≥ n1 = n1(ε1, k,N).
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By Lemma 2.8, for any ε > 0 and ε1 = k
−(N2 )ε fixed and any n ≥ n1(ε1), there exists a
sparsification H ′ of H for which the events F1, F2 and F3 from the lemma all hold. Deleting one
r-edge from each overlapping pair in H ′, we obtain a linear r-graph H ′′ with average degree d
satisfying
d =
e(H ′′)
v(H ′′)
≥ 1
k
(
n
2
) (e(H ′)− YH′) ≥ 1
k
(
n
2
)(1
2
− ε1
4
)
p
(
n
N
)
= Ω(n). (2.6)
We are now in a position to apply the container theorem for linear r-graphs, Theorem 2.7, to H ′′.
Let δ = δ(ε1) satisfy 0 < δ < ε1/4 and let d0 = d0(δ, r) be the constant in Theorem 2.7. For
n ≥ n2(k,N, δ), we have d ≥ d0. Thus there exists a collection C of subsets of V (H ′′) = V (H)
satisfying conclusions 1.–3. of Theorem 2.7.
For each C ∈ C, we obtain a template t = t(C) for a partial k-colouring of Kn, with the palette
for each edge e given by t(e) = {i ∈ [k] : (e, i) ∈ C} (note that some edges may have an empty
palette). Let T be the collection of proper templates obtained in this manner, that, is the collection
of t = t(C) with C ∈ C and with each edge e ∈ E(Kn) having a nonempty palette t(e). We claim
that the template family T satisfies the conclusions (i)–(iii) of Theorem 2.6 that we are trying to
establish.
Indeed, by definition ofH, any colouring c ∈ Pn gives rise to an independent set in the r-graph H
and hence its subgraph H ′′, namely I = {(e, i) : c(e) = i}. Thus there exist C ∈ C with I ⊆ C,
giving rise to a proper template t ∈ T with c ∈ 〈t〉. Conclusion (i) is therefore satisfied by T .
Further for each C ∈ C, conclusion 2. of Theorem 2.7 and the event F2 together imply
e
(
H ′[C]
) ≤ e(H ′′[C])+ (e(H ′)− e(H ′′)) ≤ δe(H ′′) + ε1
4
e(H ′) <
ε1
2
e(H ′).
Together with the fact that F3 holds, this implies e(H[C]) < ε1e(H), which by (2.2) is at most
ε1k
(N2 )
(n
N
)
= ε
(n
N
)
. In particular, by construction of H, we have that for each t = t(C) ∈ T there
are at most ε
(n
N
)
pairs (A, ci) of N -sets A and forbidden colourings ci ∈ F with ci ≤ t|A. This
establishes (ii).
Finally by property 3. of Theorem 2.7 and our bound on the average degree d in H ′′, inequal-
ity (2.6), we have
|T | ≤ |C| ≤ 2β(d)k(n2) = kΩ(n−1/(2r−1))(n2),
so that there exist constants C0, n3 > 0 such that for all n ≥ n3 sufficiently large, logk |T | ≤
C0n
−1/(2(N2 )−1)(
n
2) and (iii) is satisfied. This establishes the statement of Theorem 2.6 for n ≥ n0 =
max(n1, n2, n3).
2.3 Extremal entropy and supersaturation
In this section we obtain the two key ingredients needed in virtually all applications of containers,
namely the existence of the limiting ‘density’ of a property and a supersaturation result.
Definition 2.9. Let P be an order-hereditary property of k-colourings with Pn 6= ∅ for every n ∈ N.
For every n ∈ N, we define the extremal entropy of P to be
ex(n,P) = max {Ent(t) : t is a k-colouring template for Kn with 〈t〉 ⊆ Pn} .
Note that this definition generalises the concept of the Turán number: if k = 2, F is a graph
and P = Forb(F ), then ex(n,P) = ex(n, F ).
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Proposition 2.10. If P is an order-hereditary property of k-colourings with Pn 6= ∅ for every
n ∈ N, then the sequence (ex(n,P)/(n2))n∈N tends to a limit π(P) ∈ [0, 1] as n→∞.
Proof. This is similar to the classical proof of the existence of the Turán density. As observed after
Definition 2.5, 0 ≤ Ent(t) ≤ (n2) for any k-colouring template t of Kn, so that ex(n,P)/(n2) ∈ [0, 1].
It is therefore enough to show that
(
ex(n,P)/(n2))n∈N is nonincreasing.
Let t be any k-colouring template for Kn+1 with 〈t〉 ⊆ Pn+1. For any n-subset A ⊆ [n + 1],
the restriction t|A is a k-colouring template for Kn. Since P is order-hereditary, 〈t〉 ⊆ Pn+1 implies
〈t|A〉 ⊆ Pn. By averaging over all choices of A, we have:
Ent(t)(
n+1
2
) = 1(n+1
2
) logk
 ∏
e∈[n+1](2)
∣∣t(e)∣∣

=
1(
n+1
2
) logk
 ∏
A∈[n+1](n)
∏
e∈A(2)
∣∣t|A(e)∣∣
1/n−1
=
1
n+ 1
1(
n
2
) ∑
A∈[n+1](n)
Ent(t|A)
≤ 1
n+ 1
1(n
2
)(n+ 1) ex(n,P).
Thus ex(n+ 1,P)/(n+12 ) ≤ ex(n,P)/(n2) as required and we are done.
We call the limit π(P) the entropy density of P. Observe that the entropy density gives a lower
bound on the speed |Pn| of the property P: for all n ∈ N,
kπ(P)(
n
2) ≤ kex(n,P) ≤ |Pn|. (2.7)
We shall show that the exponent in this lower bound is asymptotically tight.
Lemma 2.11 (Supersaturation). Let N ∈ N be fixed and let F = {c1, c2, . . . , cm} be a nonempty
collection of k-colourings of KN . Set P = Forb(F). For every ε with 0 < ε < 1, there exist
constants n0 ∈ N and C0 > 0 such that for any k-colouring template t for Kn with n ≥ n0 and
Ent(t) > (π(P) + ε) (n2), there are at least C0ε(nN) pairs (A, ci) with A ∈ [n](N) and ci ∈ F with
ci ≤ t|A.
Proof. We use a probabilistic bootstrapping technique. Given a k-colouring template t of Km, let
B(t) denote the number of pairs (A, ci) with A an N -set and ci ∈ F such that ci ≤ t|A. Since every
extra choice we are given above the extremal entropy ex(m,P) must give rise to a new such pair,
and since increasing the size of t(e) by 1 for some edge e increases Ent(t) by at most logk 2, we have
that
B(t) ≥ 1
logk 2
(
Ent(t)− ex(m,P)). (2.8)
Now fix ε > 0. By the monotonicity established in the proof of Proposition 2.10, there exists
n1 such that for all n ≥ n1 we have ex(n,P) ≤ π(P)
(
n
2
)
+ ε3
(
n
2
)
. Let n2 = max(n1,
1
2 log
6
ε ) and
n0 = 16n2.
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Let t be a k-colouring template of Kn, for some n ≥ n0. Suppose Ent(t) ≥ π(P)
(n
2
)
+ ε
(n
2
)
.
Let p = 8n2n and let X be a random subset of V (Kn) obtained by retaining each v ∈ V (Kn)
independently with probability p and casting it out otherwise. Denote by t|X the random k-colouring
subtemplate of t induced by X.
Let A be the event that |X| < n1. Since E|X| = np = 8n2, a standard Chernoff bound gives
P(A) = P
(
|X| < 1
8
E|X|
)
≤ e− (7/8)
2
E|X|
2 < e−2n2 , (2.9)
which by our choice of n2 is at most ε/6. Now if Ac occurs, we may use (2.8) to bound B(t|X) as
follows:
B
(
t|X
) ≥ 1
logk(2)
(
Ent
(
t|X
)− ex(|X|,P))
≥ 1Ac 1
logk(2)
(
Ent
(
t|X
)− (π + ε
3
)(|X|
2
))
≥ 1
logk(2)
 ∑
e={xy}∈E(Kn)
1Ac1x∈X1y∈X logk
(|t(e)|) − (π(P) + ε
3
)
1x∈X1y∈X
 . (2.10)
Now the events Ac, {x ∈ X} and {y ∈ X} are all increasing events, and so by the Harris–
Kleitman inequality they are positively correlated. Also for x 6= y, {x ∈ X} and {y ∈ X} are
independent events, each occurring with probability p. It follows that∑
e={xy}∈E(Kn)
1Ac1x∈X1y∈X logk
(|t(e)|) = ∑
e={xy}∈E(Kn)
P(Ac)p2 logk
(|t(e)|) = p2(1− P(A))Ent(t)
(2.11)
and ∑
e={xy}∈E(Kn)
1x∈X1y∈X = p
2
(
n
2
)
. (2.12)
Taking the expectation of (2.10) and applying (2.11) and (2.12), we thus have:
pNB(t) =
∑
(A,ci)∈Bt
P(A ⊆ X)
= EB
(
t|X
)
≥ 1
logk(2)
p2
((
1− P(A))Ent(t)− (π(P) + ε
3
)(n
2
))
>
1
logk(2)
p2
(
n
2
)((
1− ε
6
)
(π(P) + ε)−
(
π(P) + ε
3
))
>
1
logk(2)
ε
3
p2
(
n
2
)
,
where in the penultimate equality we used (2.9). Dividing through by pN , we deduce that
B(t) >
1
logk(2)
ε
3
p2−N
(
n
2
)
=
1
logk(2)
ε
3
nN−2
(8n2)N−2
(
n
2
)
>
(
N !
6(8n2)N logk(2)
)
ε
(
n
N
)
.
This proves the lemma with C0 =
N !
6(8n2)N logk 2
and n0 = 16n2.
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2.4 Speed of order-hereditary properties
In this section, we relate the speed of an order-hereditary property to its extremal entropy density
and obtain container and counting theorems for arbitrary order-hereditary properties (i.e., properties
defined by a possibly infinite set of forbidden colourings).
Theorem 2.12. Let N ∈ N be fixed and let F = {c1, c2, . . . , cm} be a nonempty collection of k-
colourings of E(KN ). Set P = Forb(F). For all ε > 0, there exists n0 such that for all n ≥ n0 we
have
kπ(P)(
n
2) ≤ |Pn| ≤ kπ(P)(
n
2)+ε(
n
2).
Proof. Inequality (2.7) already established the lower bound on the speed n 7→ |Pn|. For the upper
bound, we first apply our multicolour container result. By Theorem 2.6 applied to P, for any η > 0
there exists n1 ∈ N such that for all n ≥ n1, there exists a collection Cn of at most kη(
n
2) templates
such that Cn is a container family for P and there are at most η
(n
N
)
pairs (A, ci) with A ∈ [n](N)
and ci ∈ F such that there exists some realisation c of a template in Cn with c|A isomorphic to ci.
Provided we pick η > 0 sufficiently small (less than Cε/2), we deduce from our supersaturation
result, Lemma 2.11, that there exists n2 ∈ N such that for all n ≥ n2, if t is a k-colouring template
for E(Kn) for which there are fewer than η
(
n
N
)
pairs (A, ci) with A ∈ [n](N) and ci ∈ F such that
there exists c ∈ 〈t〉 with c|A isomorphic to ci, then Ent(t) ≤ π(P)
(
n
2
)
+ ε2
(
n
2
)
.
Thus choosing 0 < η < min
(
ε
2 , Cε/2
)
and n0 ≥ max(n1, n2), we have that for n ≥ n0 every
template t ∈ Cn has entropy at most π(P)
(
n
2
)
+ ε2
(
n
2
)
, whence we may at last bound above the speed
of P: for n ≥ n0,
|Pn| ≤ |Cn|kmaxt∈Cn Ent(t) ≤ kη(
n
2)+π(P)(
n
2)+
ε
2(
n
2) ≤ kπ(P)(n2)+ε(n2).
Theorem 2.13 (Approximation of arbitrary order-hereditary properties). Let P be an order-
hereditary property with Pn 6= ∅ for every n ∈ N and let ε > 0 be fixed. There exist constants
N and n0 ∈ N and a nonempty symmetric family F = {c1, c2, . . . , cm} of k-colourings of E(KN )
such that for all n ≥ n0, we have
(i) Pn ⊆ Forb(F)n, and
(ii) |Forb(F)n| ≤ |Pn|kε(
n
2).
Proof. For every n ∈ N, let Fn denote the collection of k-colourings of E(Kn) which are not in Pn
(and thus, as P is order-hereditary, do not appear as induced subcolourings of any elements of Pn′
with n′ ≥ n). Set Qn = Forb(⋃m≤n Fm) to be the order-hereditary property of k-colourings which
avoids exactly the same k-colourings on at most n vertices as F . Note that by construction we
have (Qn)m = Pm for every m ≤ n and (Qn)m ⊇ Pm for every m > n. We thus have a chain of
inclusions
Q1 ⊇ Q2 ⊇ · · · ⊇ Qn ⊇ · · · ⊇ P.
Also, the sequence of entropy densities (π(Qn))n∈N is nonincreasing and bounded below by π(P).
We claim that limn→∞ π(Qn) = π(P). Indeed, suppose this was not the case. Then there exists
η > 0 such that π(Qn) > π(P) + η for all n ∈ N. Since, as shown in the proof of Proposition 2.10,
the sequence
(
ex(m,Qn)/(m2 ))m∈N is nonincreasing, there exists for every n ∈ N a k-colouring
template tn for E(Kn) such that
〈tn〉 ⊆ (Qn)n = Pn
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and
π(P) + η < Ent(tn)/
(
n
2
)
≤ ex(n,P)/
(
n
2
)
,
contradicting Proposition 2.10.
Thus we must have limn→∞ π(Qn) = π(P), as claimed. In particular there must exist some
N ∈ N for which π(QN ) < π(P) + ε/2.
Now for n ≥ n1, using the monotonicity and definition of ex(n,P)/
(n
2
)
and π(P) one last time,
we have:
kπ(P)(
n
2) ≤ kex(n,P) ≤ |Pn|.
On the other hand, by Corollary 2.12 (applied to the property QN with parameter ε/2) there exists
n2 ∈ N such that for all n ≥ n2 we have:∣∣(QN )n∣∣ ≤ kπ(QN )(n2)+ ε2(n2) < kπ(P)(n2)+ε(n2) ≤ |Pn|kε(n2).
Setting n0 = max(N,n1, n2) and observing that for n ≥ n0 we have
(QN)
n
= Forb(FN )n we see
that the triple (N,n0,FN ) satisfies the conclusion of the theorem.
Corollary 2.14. Let P be an order-hereditary property with Pn 6= ∅ for every n ∈ N and let
ε > 0, m ∈ N be fixed. There exists n0 such that for any n ≥ n0 there exists a collection T of
templates of k-colourings of Kn satisfying:
(i) T is a container family for Pn;
(ii) every template t in T has entropy at most (π(P) + ε) (n2);
(iii) in every realisation c of a template in T there are at most ε(nm) subsets A of [n] of order m
such that the restriction of c to A is not order-isomorphic to an element of Pm;
(iv) |T | ≤ kε(n2).
Proof. We let Qn be defined as in the proof of Theorem 2.13. As was shown there, we have
limn→∞ π(Qn) = π(P). Therefore, for some N , we have π(QN ) < π(P) + ε2 . Without loss of
generality we may take N > m.
Now let Cε/2 be as given by Lemma 2.11 withN as above and F =
⋃
m≤N Fm as in Theorem 2.13,
so that QN = Forb(F). Fix δ < min{ε, Cε/2}.
Apply Theorem 2.6 with F as given and using δ in place of ε in the statement of the theorem.
For large enough n, consider the container family Cn for Forb(F) given by the theorem. Since
Pn ⊆ (QN )n = Forb(F)n and Cn is a container family for Forb(F)n, Cn must also be a container
family for Pn.
We also know from Theorem 2.6 that for every template t ∈ Cn, there are at most δ
(n
N
)
pairs (A, ci) with A ∈ [n](N) and ci ∈ F such that there is some realisation c of t whose re-
striction c|A is isomorphic to ci. Since δ < Cε/2, as long as n is large enough Lemma 2.11 then
implies that for every t ∈ Cn, we have
Ent(t) ≤
(
π
(QN)+ ε
2
)(
n
2
)
<
(
π(P) + ε
2
+
ε
2
)(
n
2
)
= π(P)
(
n
2
)
+ ε
(
n
2
)
which proves (ii).
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To prove part (iii), consider a realisation c of a template t ∈ Cn. Let B be a subset of [n] of
size m such that the restriction of c to B is isomorphic to an element of F . Now since Forb(F)
is hereditary, and m < N , every superset of B of size N is also isomorphic to an element of F .
However, from Theorem 2.6, there are at most ε
(
n
N
)
subsets A of [n] of order N such that the
restriction of c to A is isomorphic to an element of F . This gives us the following:∣∣{B ∈ [n] : c|B ∈ F}∣∣(n−m
N −m
)
≤ ε
(
n
N
)(
N
m
)
.
Therefore there are at most ε
(n
N
)(N
m
)
/
( n−N
N−M
)
= ε
(n
m
)
subsets B of [n] of size m such that the
restriction of c to B is isomorphic to an element of F . Now since m < N , Pm = Forb(F)m and so
we have proved part (iii).
Since δ < ε, part (iv) of the corollary follows immediately from part (iii) of Theorem 2.6.
Corollary 2.15. Let P be an order-hereditary property of k-colourings with Pn 6= ∅ for every n ∈ N
and let ε > 0 be fixed. There exists n0 ∈ N such that for all n ≥ n0,
kπ(P)(
n
2) ≤ |Pn| ≤ kπ(P)(
n
2)+ε(
n
2).
Proof. The lower bound is given by inequality (2.7). For the upper bound, we apply Corollary 2.14
(with parameter ε/2) to obtain for all n ≥ n0 a family of templates Cn satisfying properties (i), (ii)
and (iv). Thus for n ≥ n0,
|Pn| ≤ |Cn|kmaxt∈Cn Ent(t) ≤ k
ε
2(
n
2)kπ(P)(
n
2)+
ε
2(
n
2) = kπ(P)(
n
2)+ε(
n
2).
2.5 Stability and characterization of typical colourings
Definition 2.16. A (k-colouring) template sequence is a sequence t = (tn)n∈N, where tn is a (k-
colouring) template for Kn. Given a family S of k-colouring template sequences, we denote by 〈S〉
the sequence of realisations from S, i.e., 〈S〉 = {c : c ∈ 〈t〉 for some t ∈ S}.
Definition 2.17 (Edit distance). The edit distance ρ(s, t) between two k-colouring templates s, t
of Kn is the number of edges e ∈ E(Kn) on which s(e) 6= t(e). We also define the edit distance ρ(c, t)
between a k-colouring c and a k-colouring template t to be the number of edges e ∈ E(Kn) on which
c /∈ t(e).
Finally, the edit distance ρ(S, t) between a k-colouring template t and a family S of k-colouring
template sequences is
ρ(S, t) := min
s∈S
ρ(s, t).
Similarly, we define ρ(〈S〉, c) for a k-colouring c to be minc′∈〈S〉 ρ(c′, c).
Definition 2.18 (Strong stability). Let P be a hereditary property of k-colourings of Kn. A
family S of k-colouring template sequences is a strong stability family for P if for all ε > 0, there
exist δ > 0 and m, n0 ∈ N such that for all n ≥ n0, every k-colouring template t for Kn satisfying
(i) (almost extremality) Ent(t) ≥ (π(P) − δ)(n2);
(ii) (almost locally in P) there are at most δ(nm) pairs (A, c) where A is an m-subset of V (Kn)
and c is a realisation of t|A such that c /∈ Pm
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must lie within edit distance at most ε
(n
2
)
of a template tn drawn from a template sequence t ∈ S.
Theorem 2.19. Let P be an order-hereditary property of k-colourings and suppose S is a strong
stability family for P. For all ε > 0, there exists n0 ∈ N such that for all n ≥ n0 there are at
most ε|Pn| colourings c ∈ Pn with ρ(c, 〈S〉) > ε
(
n
2
)
.
Proof. Let ε > 0, and let δ be as given by Definition 2.18 for S. Apply Corollary 2.14 to P with
ε1 < δ to get (for large enough n) a container family Cn for Pn.
Now remove from Cn any templates t with Ent(t) < (π(P)− δ)
(n
2
)
, to get C′n ⊆ Cn. By part (iii)
of Corollary 2.14 and Corollary 2.12, the number of elements of Pn which are not realisable from a
template t ∈ C′n is then at most
|Cn|k(π(P)−δ)(
n
2) ≤ k(π(P)+ε1−δ)(n2) ≤ |Pn|k(ε1−δ)(
n
2).
Since ε1 < δ, for large enough n the right hand side is less than ε|Pn|.
Now let c be a member of Pn which is realisable from a template t ∈ C′n. Since t ∈ C′n, we have
Ent(t) ≥ (π(P) − δ)(n2). Also since ε1 < δ, Corollary 2.14 implies that t satisfies condition (ii) of
Definition 2.18 and so there is a template sn ∈ S such that ρ(t, sn) < ε
(n
2
)
. Since c realises t, this
readily implies that ρ(c, sn) < ε
(n
2
)
and so ρ(c,S) < ε(n2).
2.6 Transference
Definition 2.20 (Multicolour monotonicity). An order-hereditary property P of k-colourings is
monotone with respect to colour i ∈ [k] if whenever c is a k-colouring of Kn which lies in P and e
is any edge of Kn, the colouring c˜ obtained from c by changing the colour of e to i also lies in P.
Definition 2.21 (Meet of two templates). Given two k-colouring templates t, t′ of Kn which have
at least one realisation in common, we denote by t∧ t′ the template with (t∧ t′)(e) = t(e)∩ t′(e) for
each e ∈ E(Kn); we refer to t∧t′ as the meet of t and t′. More generally, given a set S of k-colouring
templates ofKn and a k-colouring template t
′ ofKn, we denote by S∧t′ the collection {t∧t′ : t ∈ S}.
Definition 2.22 (Complete, random and constant templates). Let Tn denote the complete k-
colouring template for Kn, that is, the unique template allowing all k colours on all edges. Given a
fixed colour i ∈ [k] and p ∈ [0, 1], we define the p-random template Tn,p = Tn,p(i) to be the random
template for a k-colouring of Kn obtained by letting
Tn,p(e) =
{
[k] with probability p
{i} otherwise,
independently for each edge e ∈ E(Kn). Finally, let En = En(i) denote the i-monotone template
with En(e) = {i} for each e ∈ E(Kn).
The p-random template Tn,p is our k-colouring analogue of the celebrated Erdős–Rényi binomial
random graph Gn,p, while the zero-entropy template En is a k-colouring analogue of the empty
graph. Just as extremal theorems for the graph Kn can be reproved in the sparse random setting
of Gn,p, so also extremal entropy results for i-monotone properties in Tn can be transferred to the
Tn,p(i) setting.
Of course, there are other very natural notions of random templates. For example, for each
edge e ∈ E(Kn), one could choose the palette available at e by including colours independently with
probability p, independently of all other edges. Another possibility is discussed in Remark 2.28.
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Definition 2.23 (Relative entropy). Let P be a property of k-colourings of complete graphs that
is monotone with respect to colour i. Let t be a template for a k-colouring of Kn which contains
the i-monotone template En(i). We define the extremal entropy of P relative to t to be:
ex(t,P) := max{Ent(t′) : v(t′) = n, t′ ≤ t, 〈t′〉 ⊆ Pn}.
Note that this notion of relative entropy extends the notion of extremal entropy introduced in
Definition 2.5: ex(n,P) = ex(Tn,P). Our next theorem states that for p not too small, with high
probability the extremal entropy of P relative to a p-random template Tn,p is p ex(n,P) + o(pn2).
Theorem 2.24 (Transference). Let P be an order-hereditary, i-monotone property of k-colourings
of complete graphs defined by forbidden colourings on at most N vertices. Let p = p(n) ≫
n−1/(2(
N
2 )−1) and let T denote an instance of the p-random template Tn,p(i). For any fixed ε > 0,
with high probability
p
(
ex(n,P)− εn2) ≤ ex(T,P) ≤ p (ex(n,P) + 2εn2) . (2.13)
Proof. The result is trivial for N = 1, so assume N ≥ 2. Let ε > 0 be fixed. Apply Theorem 2.6
to find for all n ≥ n0 = n0(ε) a collection Cn of at most kC0n
−1/(2(N2 )−1)(n2) k-colouring templates
covering Pn, each having entropy at most ex(n,P) + ε
(n
2
)
.
Now let T be an instance of the random k-colouring template Tn,p. By the container property,
every k-colouring template in Pn ∧ T is a subtemplate of a template in Cn ∧ T . Let us therefore
estimate the maximal entropy attained in that family. For each t ∈ Cn, we have
Ent(t ∧ T ) =
∑
e∈E(Kn)
logk
∣∣t ∧ T (e)∣∣ = ∑
e: T (e)=[k]
logk
∣∣t(e)∣∣.
By the Chernoff bound (2.1), for all t ∈ Cn, we have
P
(
Ent(t ∧ T ) ≥ p ex(n,P) + 2pε
(
n
2
))
≤ exp
(
−εpn
2
8
)
.
In particular, with probability at least
1− |Cn ∧ T |e−ε
pn2
8 ≥ 1−
(
kn
−1/(2(N2 )−1)
e−
εp
4
)n2/2
,
the maximum entropy in Cn ∧ T is at most p
(
ex(n,P) + εn2). For εp > 8(log k)n−1/(2(N2 )−1), this
probability is
1− exp
(
− Ω
(
n
2− 1
2(N2 )−1
))
= 1− o(1).
In particular, for p ≫ n−1/(2(N2 )−1) and any fixed ε, whp the extremal entropy of P relative to an
instance T of Tn,p will be at most p ex(n,P) + 2εpn2. This establishes the upper bound in (2.13).
For the lower bound, consider a maximum entropy template t⋆ for Pn. Then using the Chernoff
bound (2.1) again, we have that
P
(
Ent(t⋆ ∧ T ) ≥ p
(
ex(n,P) − εn2)) = 1− exp(−Ω(εpn2)) = 1− o(1),
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provided p≫ n−2 and ε is fixed. Together with the argument above, this establishes that for
p≫ max
(
n−1/(2(
N
2 )−1), n−2
)
= n−1/(2(
N
2 )−1
and any fixed ε > 0, whp
p ex(n,P) − pεn2 ≤ ex(T,P) ≤ p ex(n,P) + 2pεn2,
as required.
Remark 2.25. The bound on p required in Theorem 2.24 is not best possible in general (see [25]).
This bound can be improved by using the more powerful container theorems of [14] and [67] rather
than the simple hypergraph container theorem, Theorem 2.7. However, as this is not the focus of
this paper, we do not pursue such improvements further here.
We can extend Theorem 2.24 to cover general order-hereditary properties.
Corollary 2.26. Let P be an order-hereditary, i-monotone property of k-colourings of complete
graphs. Let p = p(n) be a sequence of probabilities satisfying log(1/p) = o(log n), and let T denote
an instance of the p-random template Tn,p(i). For any fixed ε > 0, with high probability
p
(
ex(n,P)− εn2) ≤ ex(T,P) ≤ p (ex(n,P) + 3εn2) .
Proof. Let ε > 0 be fixed. As in Theorem 2.13, approximate P from above by some property Q
defined by forbidden colourings on at most N vertices and satisfying P ⊆ Q and π(Q) ≤ π(P) + ε.
For n sufficiently large, ex(n,Q) ≤ π(Q)(n2)+ ε(n2) ≤ π(P)(n2)+ εn2. Applying Theorem 2.24 to Q,
and noting that our condition on p ensures p≫ n−(1/(2(N2 )−1)) for all N ∈ N, we obtain the desired
result.
The container approach allows us to transfer stability results as well as extremal ones to the
sparse random setting. It is straightforward to adapt the proof of Theorem 2.19 to prove the
following:
Theorem 2.27. Let P be an order-hereditary, i-monotone property of k-colourings of complete
graphs. Suppose S is a strong stability family for P. Then for all p = p(n) with log(1/p) = o(log n)
the subtemplates of Tn,p with extremal entropy for P are close to S ∧ Tn,p.
More precisely: whp, all subtemplates t of Tn,p with Ent(t) ≥ (1+ o(1))p ex(n,P) satisfy ρ(t,S ∧
Tn,p) = o(n
2).
Proof. First apply Theorem 2.19 to the near-extremal templates for k-colourings of Kn to show
they are close to templates from S. Then proceed to the proof of Theorem 2.24 and Corollary 2.26
as before.
Remark 2.28. To conclude this section we remark that in the multicolour setting, other, more
sophisticated notions of transference are possible. Explicitly, equip the set of colours [k] with a
partial order ≤. Call a k-colouring property P ≤-monotone if whenever i ≤ j and c ∈ Pn has
c(e) = j for some e ∈ E(Kn), then the colouring obtained from c by changing e’s colour to i also lies
in P. Define a probability distribution µ on the collection of all palettes containing an ≤-minimal
element. From this distribution we obtain a new, different notion of a sparse random template: let
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Tn(µ) be the random template obtained by assigning each edge e ∈ E(Kn) a µ-random subset of [k]
independently of all other edges. As P is ≤-monotone, we know at least one realisation of Tn(µ)
must lie in P, and we can ask about the extremal entropy ex(Tn(µ),P) as before. This appears
more complicated than the setting we explored in this section, but it would be a natural direction
for further work.
3 Other discrete structures
Our container results so far allow us to compute the speed of (dense) order-hereditary properties
of k-colourings of Kn, as well as to characterise typical colourings and transfer extremal entropy
results to the sparse random setting. However, as we show in this section, the container theory of
Saxton–Thomason and Balogh–Morris–Samotij is robust enough to cover k-colourings of many other
interesting discrete structures: in essence, all we need to apply a container theorem is a sensible
notion of substructure. In this respect, container theory is reminiscent of the theory of flag algebras
developed by Razborov [63].
In the following subsections, we outline how our k-colouring extensions of the container theorems
of Saxton–Thomason can be applied to tournaments, oriented graphs, directed graphs, multipartite
graphs, graph sequences, edge- and vertex-subsets of the hypercubes and hypergraphs.
3.1 Tournaments, oriented graphs and directed graphs
Tournaments, oriented graphs and directed graphs are central objects of study in discrete mathe-
matics and computer science, with a number of applications both to other branches of mathematics
and to real-world problems. As we show below, our framework of order-hereditary properties for
k-colourings of Kn allow us to cover these structures with our container, supersaturation, counting,
transference and characterization theorems. This is perhaps the most interesting application of our
work, as containers had not been successfully applied to the directed setting before (see Section 4.3
for a discussion, or the remark after Corollary 3.4 in Kühn, Osthus, Townsend and Zhao [51]).
Formally, a directed graph, or digraph, is a pair D = (V,E), where V = V (D) is a set of vertices
and E = E(D) ⊂ V × V is a collection of ordered pairs from V . By convention, we write ~ij to
denote (i, j) ∈ E. Note that we could have both ~ij ∈ E(D) and ~ji ∈ E(D), in which case we say
that ij is a double edge of D.
An oriented graph, or orgraph, is a digraph ~G in which for each pair ij ∈ V ( ~G) at most one of
~ij and ~ji lies in E( ~G). A tournament ~T is a digraph in which for each pair ij ∈ V (~T ) exactly one
~ij and ~ji lies in E(~T ) — or, more helpfully a tournament can be viewed as an orientation of the
edges of the complete graph.
A monotone (decreasing) property of digraphs/orgraphs is a property of digraphs/orgraphs
which is closed with respect to taking subgraphs (i.e. closed under the deletion of vertices and
oriented edges). A hereditary property of digraphs/orgraphs/tournaments is a property of di-
graphs/orgraphs/tournaments which is closed with respect to taking induced subgraphs.
Observation 3.1 (Key observation). Tournaments, oriented graphs and directed graphs on the
labelled vertex set [n] vertices can be encoded as 2–, 3– and 4-colourings of Kn. Moreover, under
this encoding, hereditary properties of tournaments, oriented graphs and directed graphs correspond
to order-hereditary properties of 2–, 3– and 4-colourings of Kn.
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Proof. Given a directed graph D on [n], we define a colouring c of E(Kn) by setting for each
pair ij ∈ [n](2) with i < j
c(ij) :=

1 if neither of ~ij, ~ji lies in E(D),
2 if ~ij ∈ E(D), ~ji /∈ E(D),
3 if ~ij /∈ E(D), ~ji ∈ E(D),
4 if both of ~ij, ~ji lie in E(D).
Observation 3.1 is immediate from this colouring and our definition of order-hereditary proper-
ties. Tournaments correspond to colouring by colours {2, 3}, oriented graphs to colourings by
colours {1, 2, 3} and digraphs to colourings with the full palette of possible colours {1, 2, 3, 4}.
Remark 3.2. Monotone properties of digraphs/orgraphs correspond to order-hereditary properties
of 4–/3-colourings of Kn which are monotone with respect to colour 1.
Corollary 3.3. If P is a hereditary property of digraphs/orgraphs/tournaments defined by forbidden
configurations on at most N vertices and let k = 4/3/2, then the conclusions of Theorems 2.6, 2.12,
2.19, and 2.24 hold for P.
Corollary 3.4. If P is a hereditary property of digraphs/orgraphs/tournaments and let k = 4/3/2,
then the conclusions of Corollary 2.14 and Theorem 2.19 hold for P.
In particular, we have general counting, stability and transference results for hereditary prop-
erties of digraphs, orgraphs and tournaments. As mentioned earlier, this overcomes an obstruction
to the extension of containers to the digraph setting.
3.2 Other host graphs: grids, multipartite graphs and hypercubes
Our results thus far concern k-colourings of the complete graph Kn. However, the container theory
of Balogh–Morris–Samotij and Saxton–Thomason is more than robust enough to cover the case of
k-colouring of other graphs, in particular q-partite graphs and hypercube graphs (defined below).
To tackle such cases, we need to define notions of a template and of extremal entropy relative to a
graph.
Definition 3.5 (Template and entropy relative to a graph). Let G be a graph. A template for a
k-colouring of G is a function t, associating to each edge e of G a non-empty list of colours t(e) ⊆ [k].
The set of all such templates is denoted by [k]E(G).
Given a template t ∈ [k]E(G), we write 〈t〉 for the collection of realisations of t, that is, the
collection of k-colourings c of E(G) such that c(e) ∈ t(e) for every edge e ∈ E(G). The entropy of
a k-colouring template t of G is
Ent(t) :=
∑
e∈E(G)
logk |t(e)|.
Observe that 0 ≤ Ent(t) ≤ e(G) and |〈t〉| = kEnt(t).
Definition 3.6 (Extremal entropy relative to a graph sequence). Let G = (Gn)n∈N be a sequence
of graphs on linearly ordered vertex sets. A k-colouring property of G is a sequence P = (Pn)n∈N,
where Pn is a collection of k-colourings of Gn. The extremal entropy of P relative to G is
ex(G,P) = ex(Gn,Pn) := max
{
Ent(t) : t ∈ [k]E(Gn), 〈t〉 ⊆ Pn
}
.
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Thus the work in the previous section was concerned with k-colouring properties of K =
(Kn)n∈N. However, many other natural graph sequences have been studied from an extremal and/or
counting perspective. Examples of such sequences include:
• P = (Pn)n∈N, the sequence of paths on [n], Pn = ([n], {i(i + 1) : 1 ≤ i ≤ n− 1});
• Grid = (Pn × Pn)n∈N, the sequence of n× n grids Pn × Pn obtained by taking the Cartesian
product of Pn with itself, or, more generally for (a, b) ∈ N2 the sequence of rectangular
grids Grid(a, b) = (Pan × Pbn)n∈N;
• Bb = (Bb,n)n∈N, the sequence of b-branching trees with n generations from a single root;
• Kq = (Kq(n))n∈N, the sequence of complete balanced q-partite graphs on qn vertices;
• Q = (Qn)n∈N, the sequence of n-dimensional discrete hypercube graphs Qn = ({0, 1}n, {xy :
xi = yi for all but exactly one index i}.
Outside of extremal combinatorics, the sequences Q and B2 are of central importance in theoretical
computer science and discrete probability (they represent n-bit sequences and binary search trees
respectively), while the sequence Grid has been extensively studied in the context of percolation
theory, in particular with respect to crossing probabilities.
Each of the graph sequences above comes equipped with a natural notion of ‘substructure’ —
subpaths of a path, subgrids of a grid, subtrees of a branching tree, subgraphs of a q-partite graph,
subcubes of a hypercube — which in turn gives rise to a notion of an (order-) hereditary property.
Our next theorem says that we can find a generalization of Theorem 2.6 for any graph sequence G
with a notion of substructure which is ‘sufficiently rich’.
Definition 3.7 (Embedding). Let G be a graph sequence and let n ≥ N . An order-preserving
embedding of GN into Gn is an injection φ : V (GN ) → V (Gn) such that φ preserves edges and
the linear order on the vertices: if x ≤ y in GN then φ(x) ≤ φ(y) in Gn, and if xy ∈ E(GN ) then
φ(x)φ(y) ∈ E(Gn). We denote by
(Gn
GN
)
the number of order-preserving embeddings of GN into Gn.
Definition 3.8 (Intersecting embedding). Let N1, N2 ≤ n. An i-intersecting (order-preserving)
embedding of (GN1 , GN2) into Gn is a function φ : V (GN1) ⊔ V (GN2)→ V (Gn) such that:
(i) the restriction of φ to either of V (GN1) or V (GN2) is an order-preserving embedding;
(ii) |φ(E(GN1)) ∩ φ(E(GN2))| = i.
We denote by Ii((GN1 , GN2), Gn) the number of i-intersecting embeddings of of (GN1 , GN2) into
Gn, and set
I(N,n) :=
∑
1<i<e(GN )
Ii
(
(GN , GN ), Gn
)
.
Definition 3.9 (Good graph sequence). A graph sequence G is good if all of the following hold:
(i) e(Gn)→∞ (‘the graphs in the sequence become large’);
(ii) for all N ∈ N with N ≥ 3, (GnGN)→∞ (‘the sequence has many embeddings of GN ’);
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(iii) for all N ∈ N with N ≥ 3, e(Gn)I(N,n)
/(Gn
GN
)2 → 0 as n → ∞ (‘most pairs of embeddings
of GN are edge-disjoint’).
Roughly speaking, a graph sequence is good if it is sufficiently rich in embeddings — there must
be many ways of embeddings GN into Gn relative to the number of edges. In practice, (i) and (ii)
are obvious, and only checking (iii) will require a calculation. It is easy to verify that the sequences
Q, Kq and Grid defined above are good, but that the sequences P and Bb, for instance, have too
few embeddings and so fail to be good. Our next result says that we have multicolour container
theorems for good graph sequences. Furthermore, as we shall show in Section 4.7, some form of the
‘goodness’ assumption is necessary — the conclusion of Theorem 3.10 fails for the sequence P, for
instance.
Given a collection F of forbidden k-colourings of GN , denote by ForbG(P) the order-hereditary
property of k-colourings of G of not containing an embedding of a colouring in F .
Theorem 3.10. Let G be a good graph sequence, and let k, N ∈ N. Let F be a collection of
forbidden k-colourings of GN and let P = ForbG(P). For any ε > 0, there exist constants C0, n0 > 0
(depending on ε, k, N and G) such that for any n ≥ n0 there exists a collection T of k-colouring
templates for Gn satisfying:
(i) T is a container family for Pn;
(ii) for each template t ∈ T , there are at most ε(GnGN) embeddings A of GN such that c ≤ t|A for
some c ∈ F ;
(iii) |T | ≤ exp
(
C0(log k)e(Gn)
1− 1
2e(GN )−1
)
.
Proof. Let P = ForbG(F) be a property defined by a forbidden family F of k-colourings of GN .
The proof of our general container result shall closely follow that of Theorem 2.6.
First we modify the construction of the hypergraph H = H(F , n) in the proof of Theorem 2.6
as follows:
• we set r = e(GN ) (rather than
(
N
2
)
);
• we let V (H) = E(Gn)× [k] (rather than E(Kn)× [k]);
• for every order-preserving embedding φ : GN → Gn, and every colouring c ∈ F , we add to
E(H) the r-edge
fc,φ =
{(
φ(e), c(e)
)
: e ∈ E(GN )
}
.
As before, we can easily bound e(H):(
Gn
GN
)
≤ e(H) ≤ ke(GN )
(
Gn
GN
)
.
The last thing we have to check is that a G-analogue of our sparsification lemma, Lemma 2.8, holds.
Our technical assumptions on the graph sequence G (its ‘goodness’) are exactly what is needed for
the proof to go through as before.
Fix ε1 ∈ (0, 1) and let
p = ε1
(
Gn
GN
)/(
12k2e(GN )−2I(N,n)
)
. (3.1)
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We shall keep each r-edge of H independently with probability p, and delete it otherwise, to obtain
a random subgraph H ′ of H.
Lemma 3.11. Let p be as in (3.1) and let H ′ be the random subgraph of H defined above. Consider
the following events:
• F1 is the event that
e(H ′) ≥
p
(
Gn
GN
)
2
=
ε1
12k2e(GN )−2
(
Gn
GN
)2
I(N,n)
;
• F2 is the event that H ′ has at most 3p2k2e(GN )−2I(N,n) = ε14 p
(Gn
GN
)
pairs of r-edges (f, f ′)
with |f ∩ f ′| ≥ 2;
• F3 is the event that for all S ⊆ V (H) with e(H[S]) ≥ ε1e(H), we have e(H ′[S]) ≥ ε12 e(H ′).
There exists n1 ∈ N such that for all n ≥ n1, F1 ∩ F2 ∩ F3 occurs with strictly positive probability.
Proof. Simply follow the proof of Lemma 2.8. Property (ii) of a good graph sequence ensures F1
holds with probability 1 − exp(−Ω(p(GnGN))) = 1 − o(1). By Markov’s inequality, F2 holds with
probability at least 2/3. Finally property (iii) of a good graph sequence ensures F3 holds with
probability at least 1−2ke(Gn) exp(−Ω(p(GnGN))) = 1−o(1), so that F1, F2 and F3 hold simultaneously
with probability at least 2/3 − o(1) which is strictly positive for n sufficiently large.
Having obtained the sparsification lemma, we apply the container theorem of Saxton–Thomason
for linear r-graphs (Theorem 2.7) and finish the proof in exactly the same way as in Theorem 2.6.
Theorem 3.10 gives us container theorems for hereditary properties of a wide variety of graph
sequences G. To obtain the standard applications of containers, we need two more ingredients,
namely (a) the existence of the entropy density function for G (i.e. an analogue of Proposition 2.10)
and (b) a supersaturation theorem for G (i.e. an analogue of Lemma 2.11).
These ingredients are obtained on a more ad hoc basis than the general container theorem,
Theorem 3.10 — the proofs have to be tailored to G to a greater extent — though in many cases
the same arguments as those we used in Section 2.3 will work with only trivial modifications.
Provided we can obtain them, we have as an immediate corollary of our container theorem the
following theorem:
Theorem 3.12. Let G be a good graph sequence and let k, N ∈ N. Let F be a collection of forbidden
k-colourings of GN and let P be the order-hereditary property of k-colourings of G of not containing
an embedding of a colouring in F . Suppose that the following hold:
1. π(P) := limn→∞ ex(Gn,P)/e(Gn) exists;
2. for all ε > 0 there exist δ, n0 > 0 such that if n ≥ n0 and t is a k-colouring template for E(Gn)
with at most ε
(Gn
GN
)
pairs (φ, c) where φ : GN → Gn is an embedding and c ∈ F is a forbidden
colouring of GN such that c(e) ∈ t(φ(e)) for all e ∈ E(Gn), then Ent(t) ≤ (π(P) + δ)e(Gn).
Then
|Pn| = k
(
π(P)+o(1)
)
e(Gn).
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Proof. This is identical to the deduction of Theorem 2.12 from Theorem 2.6, Proposition 2.10 and
Lemma 2.11.
As an illustration of the way we can mimic the proofs of Proposition 2.10 and Lemma 2.11 to
show conditions 1. and 2. in Theorem 3.12 are satisfied, we include below a proof of those two results
in the case where G is the sequence of hypercube graphs Q.
Proposition 3.13 (Goodness of hypercube graphs). The sequence Q is good.
Proof. We have e(Qn) = n2n−1 and
(
Qn
QN
)
=
(
n
N
)
2n−N = Ω(2nnN ), establishing parts (i) and (ii) of
Definition 3.9. For part (iii), noting that two N -dimensional subcubes with at least two edges in
common must meet in an i-dimensional subcube for some i: 2 ≤ i ≤ N , we have
I(N,n) =
1
2
(
Qn
QN
) ∑
2≤i≤N
(
N
i
)
2N−i
(
n−N
N − i
)
= O
((
Qn
QN
)
nN−2
)
,
which gives us I(N,n)e(Qn)/
(Qn
QN
)2
= O(1/n) = o(1) as required.
Now we show that the sequence Q satisfies the hypotheses of Theorem 3.12.
Proposition 3.14 (Entropy density for edge-colourings of hypercubes). If P is an order-hereditary
property of k-colourings of Q, then the limit πQ(P) := limn→∞ ex(Qn,P)/2n−1n exists.
Proof. Let t be an extremal entropy template for P in Qn+1. By averaging over all embeddings φ
of Qn into Qn+1, we have
n ex(Qn+1,P) = (n − 1)Ent(t) =
∑
φ
Ent
(
t|φ(Qn)
) ≤ 2(n + 1) ex(Qn,P),
whence ex(Qn,P)/(2n−1n) is nonincreasing in [0, 1], and hence tends to a limit as n→∞.
Proposition 3.15 (Supersaturation for edge-colourings of hypercube). Let N ∈ N be fixed and let
F be a nonempty collection of k-colourings of QN . Set P = ForbQ(F). For every ε ∈ (0, 1), there
exist constants n0 ∈ N and C0 > 0 such that for all n ≥ n0, if t is a k-colouring template for Qn
such that Ent(t) > (π(P) + ε)(n2), then there are at least C0ε(QnQN) pairs (φ, ci) where φ : QN → Qn
is an embedding and ci ∈ F is a colouring with ci(e) ∈ t(φ(e)) for every e ∈ E(QN ).
Proof. We follow the proof of Lemma 2.11, modifying it as needed to fit the hypercube setting.
Instead of taking X to be a random m-subset of V (Kn), we take X to be a random M -dimensional
subcube of Qn, where M ∼ Binom(n, p) (and the remaining n −M coordinates’ values are chosen
uniformly at random). The key difference lies in the bootstrap bound we give for B(t). Explicitly,
observe that the probability that e ∈ E(Qn) is included in X is exactly p
(
1+p
2
)n−1
, and that the
probability that a fixed copy of QN is included as a subcube of X is p
N
(
1+p
2
)n−N
.
As in Lemma 2.11, we use the monotonicity established in Proposition 3.14 to find a constant n1
such that for all n ≥ n1 we have ex(Qn,P) ≤
(
πQ(P) + ε3
)
n2n−1, and we let p = 8n2n for some large
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constant n2 ≥ n1. The hypercube setting is then slightly easier to work with than the graph setting
of Lemma 2.11, since we do not have to compute second moments, and can bound B(t) directly:
pN
(
1 + p
2
)n−N
B(t) = EB
(
t|X
)
≥ 1
logk(2)
(
1− P(A))p(1 + p
2
)n−1 (
Ent(t)−
(
πQv (P) +
ε
3
)
n2n−1
)
.
Thus if Ent(t) > (πQv (P) + ε)n2n−1, (2.9) shows that
B(t) >
ε
3 logk(2)
(
1 + p
2p
)N−1
n2n−1 >
ε
3 logk(2)
N !
(16n2)N
(
Qn
QN
)
,
as required.
Corollary 3.16 (Counting for hypercube graph colourings). If P is an order-hereditary property
of k-colourings of Q, then |Pn| = k(πQ(P)+o(1))2n−1n.
Proof. Propositions 3.13, 3.14 and 3.15 tell us that the hypotheses of Theorem 3.12 are satisfied;
applying it yields the desired counting result.
3.3 Hypergraphs
It is trivial to generalise Theorem 2.6 to the l-graph setting, for any l ≥ 1: instead of k-colouring
the edges of the complete 2-graph Kn, we could consider k-colourings of K
(l)
n , the complete l-
graph on n vertices. In the proof of Theorem 2.6, instead of setting V (H) = E(K
(2)
n ), we would
set V (H) = E(K
(l)
n ), and proceed onwards as before, setting r =
(N
l
)
and modifying constants as
needed. More generally, the proof of Theorem 3.10 carries over to the setting of l-graph sequences G
without any change.
Theorem 3.17. Let l ∈ N and let G be a good l-graph sequence. Let k, N ∈ N. Let F be a collection
of forbidden k-colourings of GN , and let P be the order-hereditary property of k-colourings of G of
not containing an embedding of a colouring in F .
For any ε > 0, there exist constants C0, n0 > 0 (depending on ε, k, N and G) such that for any
n ≥ n0 there exists a collection T of k-colouring templates for Gn satisfying:
(i) T is a container family for Pn;
(ii) for each template t ∈ T , there are at most ε(GnGN) embeddings A of GN such that c ≤ t|A for
some c ∈ F ;
(iii) |T | ≤ exp
(
C0(log k)e(Gn)
1− 1
2e(GN )−1
)
.
Proof. Identical to the proof of Theorem 3.10: notice that we nowhere used the fact that G was a
sequence of graphs! In fact, the only difference the l-graph setting makes is that in our definitions
of good graph sequences the condition N ≥ 3 must be replaced by N ≥ l + 1.
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There are many applications in which one is interested in vertex -colouring of l-graph sequences.
Again, the proof of Theorem 3.10 carries over to this setting with almost no change except the
definition of goodness.
Definition 3.18 (Good hypergraph sequence for vertex colouring). An l-uniform graph sequence G
is vertex-good if all of the following hold:
(i) v(Gn)→∞ (‘the graphs in the sequence become large’);
(ii) for all N ∈ N with N ≥ l, (GnGN)→∞ (‘the sequence has many embeddings of GN ’);
(iii) for all N ∈ N with N ≥ 3, v(Gn)J(N,n)
/(Gn
GN
)2 → 0 as n → ∞ (‘most pairs of embeddings
of GN are almost disjoint’), where J(N,n) counts the number of joint embeddings of GN into
Gn with at least 2 vertices in common.
Theorem 3.19. Let l ∈ N and let G be a vertex-good l-graph sequence. Let k, N ∈ N. Let F
be a collection of forbidden k-colourings of V (GN ) and let P be the order-hereditary property of
k-colourings of vertices of G of not containing an embedding of a colouring in F .
For any ε > 0, there exist constants C0, n0 > 0 (depending on ε, k, N and G) such that for any
n ≥ n0 there exists a collection T of k-colouring templates for Gn satisfying:
(i) T is a container family for Pn;
(ii) for each template t ∈ T , there are at most ε(GnGN) embeddings A of GN such that c ≤ t|A for
some c ∈ F ;
(iii) |T | ≤ exp
(
C0(log k)v(Gn)
1− 1
2v(GN )−1
)
.
Proof. The only change we need to make in the proof of Theorem 3.10 is that we take V (Gn)× [k]
as the vertex set of our hypergraph H rather than E(Gn)× [k].
As an immediate corollary to Theorem 3.19, we obtain a container result for properties of k-
colourings of the vertices of Qn (which can be viewed as k-colourings of the vertices of a 2-graph
sequence). In the next section, we shall state this theorem and use it to deduce counting results.
3.4 Vertex-colourings of the hypercube
In this subsection, we extend our results on k-colourings of the edges of Kn to k-colourings of the
vertices of Qn.
For m ≤ n, an order-preserving embedding of Qm into Qn is a map φ : Qm → Qn such that
there exists an m-set B = {b1, b2, . . . , bm} ⊆ [n] with
φ(x)i =
{
φ(0)i if i ∈ [n] \B
xj if i = bj ∈ B.
Conversely, the subcube Qn[(B,v)] of Qn induced by a set B = {b1, . . . , bm} ⊆ [n] and a vector v is
the order-preserving embedding of Qm into Qn defined by
φ(x)i =
{
φ(v)i if i ∈ [n] \B
xj if i = bj ∈ B.
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Definition 3.20 (Hypercube properties). Let k ∈ N. A k-colouring vertex property of hyper-
cubes P = (Pn)n∈N is a sequence of families Pn of k-colourings c : Qn → [k] of Qn. A vertex
property of hypercubes P is order-hereditary if for every m-set B ⊆ [n], vector v ∈ Qn and colour-
ing c ∈ Pn the colouring c|(B,v) of the subcube Qn[(B,v)] induced by c lies in Pm.
Applying the hypergraph sequence result proved in the previous section (Theorem 3.19), we
obtain container and counting results for vertex-properties of k-colourings of hypercubes.
Theorem 3.21. Let F be a nonempty family of vertex k-colourings of QN and let P = ForbQ(F).
For any ε > 0, there exists n0 = n0(ε, k,N) such that for any n ≥ n0 there exists a collection T of
vertex k-colouring templates for Qn satisfying:
(i) T is a container family for Pn;
(ii) for each template t ∈ T , there are at most ε(nN)2n−N pairs (φ, c) where φ is an order-preserving
embedding of QN into Qn and c is a forbidden colouring c ∈ F with c(x) ∈ t(φ(x)) for every
x ∈ QN ;
(iii) logk|T | ≤ 2n
(
1− 1
2N+1−1+ε
)
.
Proof. Apply Theorem 3.19. All we need to check is that Q is indeed a good 1-graph sequence.
Parts (i) and (ii) of Definition 3.18 are obvious, while part (iii) is a simple calculation:
v(Qn)J(N,n)(Qn
QN
) = 2n
2n−N
(n
N
)∑
i>1
(
N
i
)(
n−N
N − i
)
2N−i = O(1/n),
as required.
Proposition 3.22. If P is an order-hereditary k-colouring vertex property of hypercubes, then the
limit
πQv (P) := limn→∞
ex(Qn,P)
2n
exists.
We call πQv (P) the entropy density of P.
Proof. Let t be a vertex k-colouring template for Qn+1 with extremal entropy relative to P. By
averaging over the 2(n+ 1) distinct n-dimensional induced subcubes Qn+1[(B,x)] with x ∈ {0,1},
we have
(n+ 1) ex(Qn+1,P) = (n+ 1)Ent(t) =
∑
x∈{0,1}
∑
B∈[n+1](n)
Ent
(
t|Qn+1[(B,x)]
) ≤ 2(n + 1) ex(Qn,P),
whence ex(Qn,P)/2n is non-increasing in [0, 1] and converges to a limit as required.
Lemma 3.23 (Supersaturation). Let F be a nonempty family of vertex k-colourings of QN and let
P = ForbQ(F). For every ε with 0 < ε < 1, there exist constants n0 ∈ N and C0 > 0 such that for
any vertex k-colouring template t for Qn with n ≥ n0 and Ent(t) >
(
πQv (P) + ε
)
2n, there are at
least C0ε
(
n
N
)
2n−N pairs (φ, c), where φ is an order-preserving embedding of QN into Qn and c ∈ F
satisfies c(x) ∈ t(φ(x)) for every x ∈ QN .
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Proof. We follow the proof of Lemma 2.11, modifying it as needed to fit the vertex-hypercube
setting. Instead of taking X to be a random m-subset of V (Kn), we take X to be a random M -
dimensional subcube of Qn, where M ∼ Binom(n, p) (and the remaining n−M coordinates’ values
are chosen uniformly at random). The key difference lies in the bootstrap bound we give for B(t).
Explicitly, observe that the probability x ∈ Qn is included in X is exactly
(
1+p
2
)n
, and that the
probability a fixed copy of QN is included as a subcube of X is p
N
(
1+p
2
)n−N
.
As in Lemma 2.11, we use the monotonicity established in Proposition 3.22 to find a constant n1
such that for all n ≥ n1 we have ex(Qn,P) ≤
(
πQ(P) + ε3
)
2n, and we let p = 8n2n for some large
constant n2 ≥ n1. The vertex hypercube setting is then slightly easier to work with than the graph
setting of Lemma 2.11, since we do not have to compute second moments, and can bound B(t)
directly:
pN
(
1 + p
2
)n−N
B(t) = EB
(
t|X
) ≥ 1
logk(2)
(
1− P(A))(1 + p
2
)n (
Ent(t)−
(
πQv (P) +
ε
3
)
2n
)
.
Thus if Ent(t) > (πQv (P) + ε)2n, we have
B(t) >
ε
3 logk(2)
(
1 + p
2p
)N
2n >
ε
3 logk(2)
N !
(8n2)N
(
n
N
)
2n−N ,
as required.
From there, the counting result is immediate:
Corollary 3.24. If P is an order-hereditary property of vertex k-colourings of Qn, then
|Pn| = k(π
Q
v (P)+o(1))2n .
Proof. Use Theorem 3.21 for the 1-graph sequence Q and Lemma 3.23 to obtain the vertex-
hypercube analogue of Theorem 2.12. Then establish a vertex-hypercube analogue of Theorem 2.13,
substituting the monotonicity of hypercube entropy that was proved in Proposition 3.22 for Propo-
sition 2.10. Finally, use this to derive Corollary 3.24 similarly to the deduction of Corollary 2.15.
4 Examples and applications
4.1 Order-hereditary versus hereditary
Here we include a quick example stressing the essential difference between hereditary and order-
hereditary properties. We identify graphs with {0, 1}-colourings of Kn in the usual way; as the
properties we shall consider are in fact monotone, templates will consist of pairs e ∈ E(Kn) with
t(e) = {0, 1} and entropy 1 and pairs e with t(e) = {0} and entropy 0. We can thus represent the
templates simply as the graph of edges with entropy 1.
Let P1 be the hereditary property of graphs on [n] of having maximum degree 2, and let P2 be
the order-hereditary property of graphs on [n] of not having any triples of vertices i < j < k with
ij, jk both being edges.
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It is trivial to show that ex(n,P1) = ⌊n/2⌋, with maximal matchings being the extremal entropy
templates. By counting the number of matchings on [n], it follows that
∣∣(P1)n∣∣ = (1 +√5
2
)n+o(n)
.
On the other hand, ex(n,P2) = ⌊n22 ⌋. For the lower bound, consider the template t whose entropy 1
edges are {(i, j) : 1 ≤ i ≤ n2 ≤ j ≤ n, i 6= j}. Clearly Ent(t) = ⌊n2/4⌋ and we have no i < j < k
with ij, jk both being edges. For the upper bound, suppose Ent(t) > n2/4. By Mantel’s theorem,
there must exist a triangle ijk of edges with full entropy, which gives us a triple of vertices i < j < k
with ij, jk both being edges. Applying Theorem 2.12, we have that∣∣(P2)n∣∣ = 2 14n2(1+o(1)).
4.2 Graphs
In this section, we give a new, short proof of the Alekseev–Bollobás–Thomason theorem (Theo-
rem 1.3). Our argument is similar to the proof in [20]. However, our entropy results mean that our
proof does not require us to use any form of the Regularity Lemma, which simplifies the argument
considerably.
We shall need to use the Erdős–Stone theorem [35].
Theorem 4.1 (Erdős–Stone theorem). Let r ≥ 2, m ≥ 1 and ε > 0. There exists no(r,m, ε) such
that if G is a graph of order n ≥ n0 and
e(G) ≥
(
1− 1
r
+ ε
)(
n
2
)
,
then G contains a copy of Kr+1(m).
Recall the definition of H(r,v) from Definition 1.2 and observe that H(r,v) is a symmetric
hereditary class.
Lemma 4.2. Let P be a symmetric hereditary property of graphs, let r ≥ 2, let ℓ ≥ 1 and let
ε > 0. There exists a constant n0 ∈ N depending only on r, ℓ and ε such that if n ≥ n0 and t is a
2-colouring template for Kn with 〈t〉 ⊆ Pn and
Ent(t) ≥
(
1− 1
r
+ ε
)(
n
2
)
,
then H(r + 1,v)ℓ ⊆ P for some v ∈ {0, 1}r+1.
Proof. By Ramsey’s theorem, for each ℓ, there existsm such that any 2-colouring of E(Km) contains
a monochromatic copy of Kℓ. Let G be the graph with vertex set [n] and E(G) = {e ∈ E(Kn) :
t(e) = {0, 1}}. Our assumption on Ent(t) and the Erdős–Stone theorem imply that if n is sufficiently
large, then G contains a copy K of Kr+1(m).
Let t′ denote the restriction of t to V (K) and let V1, . . . , Vr+1 denote the classes of V (K). Now
we construct a vector v ∈ {0, 1}r+1. By choice of m, for each i, either {e ∈ E(K[Vi]) : 0 ∈ t(e)}
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or {e ∈ E(K[Vi]) : 1 ∈ t(e)} contains a copy of Kℓ. If the first case holds, then we set vi = 0,
and otherwise we set vi = 1. In either case, we let Ui denote the vertex set of the copy of Kℓ. Let
H ∈ H(r+1,v)ℓ and let W1, . . . Wr+1 be a partition of V (H) such that for each i, Wi is a clique if
vi = 1 and an independent set if vi = 0. Because |V (H)| = ℓ, we may embed each Wi into Ui ⊆ Vi
arbitrarily. It follows that there is a realisation c of t′ such that H is a subgraph of c(K).
Finally, because P is hereditary, it follows that H(r + 1,v)ℓ ⊆ 〈t′〉 ⊆ P, which is what we
wanted.
Proof of Theorem 1.3. First, by the definition of χc(P), there exists v ∈ {0, 1}r such that H(r,v) ⊆
P. By considering the graphs in H(r,v) such that each clique or independent set has size ⌊n/r⌋
or ⌈n/r⌉, we see that
|Pn| ≥ |H(r,v)n| ≥ 2
(
1−1/r+o(1)
)
(n2).
Second, suppose for a contradiction that for some ε > 0, there exist infinitely many n such that
|Pn| ≥ 2(1−1/r+ε)(
n
2). (4.1)
Corollary 2.15 implies that there exists n0 such that for all n ≥ n0 such that (4.1) holds, there exists
a template t for 2-colourings of Kn such that 〈t〉 ⊆ Pn and
Ent(t) ≥
(
1− 1
r
+
ε
2
)(
n
2
)
.
It follows from Lemma 4.2 that for each ℓ ≥ 1, there exists v ∈ {0, 1}r+1 such that H(r+1,v)ℓ ⊆
P. In particular, there is some v ∈ {0, 1}r+1 such that H(r + 1,v)ℓ ⊆ P for infinitely many ℓ, and
thus for all ℓ. However, this contradicts the definition of χc(P), and the desired result follows
4.3 Digraphs
As mentioned earlier, hereditary properties for tournaments, orgraphs and digraphs have received
significant attention from the extremal combinatorics research community, see [18]. In a recent
paper, Kühn, Osthus, Townsend, Zhao [51] determined the typical structure of certain families of
oriented and directed graphs. In doing so, they proved a container theorem and, using it, a counting
theorem for H-free orgraphs and H-free digraphs, where H is a fixed orgraph with at least two edges
(Theorems 3.3 and Corollary 3.4 in [51]).
They went on to observe that their results did not extend to the case where H is a digraph, giving
the specific example when H = DK3, the double triangle ([3], [3]× [3]). Their approach considered
the extremal weight achievable in an H-free digraph where double edges receive a different weight
from single edges. In the case of DK3, they observed that the extremal weight did not predict
the correct count of DK3-free digraphs, showing that their container theorem failed to generalise
in its given form to the digraph case. Giving some vindication to our entropy-based approach to
containers, we use our theorems to determine the speed of the digraph property P of not containing
any DK3.
Theorem 4.3. If P is the digraph property of not containing DK3, then
ex(n,P) = (1− log4 3)
⌊
n2
4
⌋
+ log4 3
(
n
2
)
.
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Proof. We use the correspondence between digraphs and 4-colourings of Kn outlined above. Let t
be an n-vertex 4-colouring template for P with maximal entropy. The monotonicity of P and the
maximality of Ent(t) imply that all edges e of Kn have t(e) = [4] or t(e) = [3]. As P is exactly the
property of having no triangle in colour 4, Mantel’s theorem tells us that at most ⌊n24 ⌋ edges can
have full entropy (entropy 1), with the rest having entropy log4 3. Thus
Ent(t) ≤ (1 − log4 3)
⌊
n2
4
⌋
+ log4 3
(
n
2
)
,
as required.
For the lower bound, consider a balanced bipartition of [n] as A ⊔ B. Let t be the n-vertex
4-colouring template with t(e) = [4] if e is an edge from A to B, and t(e) = [3] otherwise. Clearly
every realisation of t contains no triangle in colour 4, and hence lies in P, and the entropy of t
exactly matches the upper bound we have established above.
Corollary 4.4. There are 4π(P)(
n
2)+o(n
2) = 3(
n
2)−
⌊
n2
4
⌋
4
⌊
n2
4
⌋
+o(n2) digraphs on n vertices not con-
taining any DK3.
Proof. Theorem 4.3 establishes π(P) = 12+ log4 32 . We then apply Corollary 2.15 and are immediately
done.
Furthermore, we can characterise typical graphs in P. Let Sn denote the collection of n-vertex
4-colouring templates t obtained by taking a balanced bipartition A⊔B of [n] and setting t(e) = [4]
for all edges e from A to B and t(e) = [3] for all edges e internal to A or B.
The well-known stability theorem for Mantel’s theorem [30, 71] immediately implies the following
result:
Proposition 4.5. Let P denote the digraph property of not containing DK3. For every ε > 0,
there exists δ > 0 and n0 such that if n ≥ n0 and t is an n-vertex 4-colouring template satisfying
(i) Ent(t) ≥ (π(P) − δ) (n2), and
(ii) there are at most δn3 triples of vertices {a, b, c} which give rise to a monochromatic triangle
in colour 4 in some realisation of t,
then ρ(Sn, t) ≤ ε
(n
2
)
.
Corollary 4.6. Let P denote the digraph property of not containing DK3. For every ε > 0 there
exists n0 > 0 such that for all n ≥ n0, all but ε|Pn| colourings in P are within edit distance ε
(n
2
)
of
a realisation from Sn.
Equivalently, for all but an ε-proportion of DK3-free digraphs D, there exists a digraph H that is
obtained by taking a balanced bipartition of the vertex set A ⊔B = [n], setting double edges between
A and B and letting A and B be quasirandom tournaments and a subdigraph H ′ of H that satisfies
ρ(D,H ′) ≤ ε(n2).
Remark 4.7. Given a graph F , let DF be the digraph obtained by replacing each edge of F with a
directed edge in each direction. It is easy to see that all of the results of this section extend to the
class of DF -free digraphs.
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4.4 Multigraphs
We consider multigraphs, viewed as weightings of the edges of Kn by non-negative integers. For
example, let P be the property of multigraphs that no triple of vertices supports more than 4 edges
(counting multiplicities). Clearly no edge of such a multigraph can have weight more than 4.
We may view an n-vertex multigraph G in which all edge multiplicities are at most d as (d+1)-
colourings of E(Kn), with each edge coloured by its multiplicity. In this way, the problem of counting
such multigraphs is placed in our framework of counting k-colourings. (Mubayi and Terry [58, 59]
study the number and structure of multigraphs in which no s vertices support more than q edges
for a large class of pairs (s, q).)
As always, we begin by first proving an extremal result, with the counting result following
immediately from our extremal result by Corollary 2.15. We note that similar extremal problems
on multigraphs have been considered before by Füredi and Kündgen [38]. However the crucial
difference is that as far as counting results are concerned, we need to determine the asymptotically
extremal entropy, rather than the asymptotically extremal total number of edges as was the goal
in [38]. Indeed, in our problem, there exist configurations which are extremal with respect to the
number of edges but not with respect to entropy.
Example 4.8. Consider a balanced bipartition V1⊔V2 of [n] and let G1 be the multigraph assigning
weight 2 to every edge from V1 to V2 and weight 0 to every other edge. Let also t1 be the associated
template, assigning colour list {0, 1, 2} to every edge from V1 to V2 and colour list {0} to every other
edge.
Clearly G1 ∈ 〈t1〉 ⊆ P. The total edge weight of G1 is ⌊n22 ⌋, and the entropy of t1 is log5(3)
⌊
n2
4
⌋
.
It is not hard to show that the total edge weight of G1 is extremal:
Theorem 4.9. If G is a multigraph in Pn, for some n ≥ 3, then e(G) ≤ ⌊n22 ⌋.
Proof. By induction on n. The base cases n = 3, 4 are easily checked by hand. For n ≥ 4, consider
a multigraph G ∈ Pn+1 on n + 1 vertices with e(G) ≥ ⌊ (n+1)
2
2 ⌋. We claim we must have in fact
equality. By the inductive hypothesis it is enough to show that we can find a pair of vertices adjacent
to a total of at most ⌊ (n+1)22 ⌋−⌊ (n−1)
2
2 ⌋ = 2n edges. Suppose G contains an edge u1u2 with weight 3.
Then for every other vertex v, the pairs u1v, u2v can have combined weight at most 1, whence u1u2
is adjacent to at most 4 + (n − 2) < 2n edges. We may thus assume all edges in G have weight at
most 2, and, since ⌊ (n+1)22 ⌋ >
(n+1
2
)
there must be some edge u1u2 with weight 2. Then for every
other vertex v, the pairs u1v, u2v can have combined weight at most 2, whence u1u2 is adjacent to
at most 2 + 2(n− 1) = 2n edges. Thus e(G) = ⌊ (n+1)22 ⌋, as claimed.
The total edge weight of G1 is thus maximal; however, the entropy of the associated template t1
is not. Indeed we can construct a different edge-extremal construction with strictly larger entropy.
Example 4.10. Let M be a maximal matching in [n] and let G2 be the multigraph assigning
weight 2 to every edge in M and weight 1 to every other edge. Let also t2 be the associated
template, assigning colour list {0, 1, 2} to every edge of M and colour list {0, 1} to every other edge.
As before, we have G2 ∈ 〈t2〉 ⊆ P and e(G2) = ⌊n22 ⌋. However
Ent(t2) = log5(2)
(
n
2
)
+ log5
(
3
2
)⌊n
2
⌋
= log5(
√
2)n2 + o(n2) > log5(3
1/4)n2 ≥ Ent(t1).
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It is straightforward to show that t2 is indeed an entropy-extremal template for P:
Theorem 4.11. For all n ≥ 3, ex(n,P) = log5(2)
(n
2
)
+ log5
(
3
2
) ⌊
n
2
⌋
.
Proof. This is a proof by induction on n again, very similar to the proof of Theorem 4.9. The
base cases n = 3, 4 are again easily checked by hand. For n ≥ 4, consider a template t for a
5-colouring of E(Kn+1) with 〈t〉 ⊆ Pn+1, with colours from {0, 1, 2, 3, 4} corresponding to edge
weights. Suppose Ent(t) ≥ log5(2)
(
n+1
2
)
+ log5
(
3
2
) ⌊
n+1
2
⌋
. We claim that we must in fact have
equality. By the inductive hypothesis it is enough to show that we can find a pair of vertices u1u2
such that the sum of the entropies of the edges incident to u1 or u2 is at most 2(n−1) log5(2)+log5(3).
By monotonicity of the property P, we may assume that for every edge e if i < j and j ∈ t(e) then
i ∈ t(e). Thus the possible entropies for a single edge are 0 (weight zero), log5(2) (weight 0 or 1),
log5(3) (weight 0, 1 or 2), and so on.
Suppose G contains an edge u1u2 with entropy at least log5(4). Then 3 ∈ t(u1u2), and thus for
every other vertex v, the combined weight of u1v, u2v in any realization of t must be at most one, so
that log5 |t(u1v)|+ log5 |t(u2v)| ≤ log5(2). Thus the total entropy of the edges incident to u1 or u2
is at most log5(5) + (n − 1) log5(2) < 2(n − 1) log5(2). We may thus assume that every edge u1u2
has entropy at most log5(3) in t, and, given the bound we are trying to prove, that there is some
edge with entropy exactly log5(3). Then 2 ∈ t(u1u2), and for every other vertex v the pairs u1v, u2v
can have combined weight at most 2 in every realisation of t. In particular,
log5 |t(u1v)|+ log5 |t(u2v)| ≤ max
{
log5(3) + log5(1), log5(2) + log5(2)
}
= 2 log5(2).
Thus the total entropy of the edges incident to u1 or u2 is at most 2(n − 1) log5(2) + log5(3), as
required, and
Ent(t) ≤ log5(2)
(
n+ 1
2
)
+ log5
(
3
2
)⌊
n+ 1
2
⌋
.
We may thereby deduce a counting result for P:
Corollary 4.12. There are 2(
n
2)+o(n
2) multigraphs on [n] for which no triple of vertices supports
more than 4 edges (counting multiplicities).
Proof. Immediate from Theorem 4.11 and Corollary 2.15.
Remark 4.13. With only a little more work, it can be shown that t2 and its isomorphic copies
constitute a strong stability template for P, and that typical members of P are close to realisations
of t2 — and thus far from realisations of t1, despite the fact that t1 was constructed from an
edge-extremal graph.
4.5 3-coloured graphs
Let P denote the set of 3-coloured graphs with no rainbow triangle, where a triangle is called rainbow
if it has an edge in each of the three colours {1, 2, 3}. We use our multicolour container results to
count the number of graphs in P and to characterise typical elements of P. This is related to the
multicolour Erdős–Rothschild problem [31], which has received significant attention, see e.g. Alon,
Balogh, Keevash and Sudakov’s proof of a conjecture of Erdős and Rothschild in [5], as well as the
recent work of Benevides, Hoppen and Sampaio [17], Pikhurko, Staden and Yilma [61] and Hoppen,
Lefmann and Odermann [42].
35
Theorem 4.14 (Extremal entropy). Let P denote the set of 3-coloured graphs with no rainbow
triangle. For all n ≥ 3,
ex(n,P) = (log3 2)
(
n
2
)
.
Furthermore, the unique extremal templates t are obtained by choosing a pair of colours {c1, c2}
from {1, 2, 3} and setting t(e) = {c1, c2} for every e ∈ E(Kn).
Proof. Our theorem shall follow from the following observation and a straightforward averaging
argument.
Observation 4.15. Suppose 〈t〉 ⊆ P and e = {v1, v2} is some edge of Kn. Then rainbow K3-
freeness implies the following:
(i) if |t(e)| = 3, then for all x ∈ V (Kn) \ e and i ∈ {1, 2}, we have |t(xvi)| = 1;
(ii) if |t(e)| = |t(f)| = 2 and t(e) 6= t(f), then e ∩ f = ∅;
(iii) if |t(e)| = 2 and c is the colour missing from t(e), then for every x ∈ V (KN ) \ e, either
t(xv1) = t(xv2) = {c} or c is missing from both t(xv1) and t(xv2).
In particular, for any 3-set A ⊆ [n], we have Ent(t|A) ≤ 3 log3 2, with equality attained if and
only if all three edges of A are assigned the same pair of colours {c1, c2} by t.
Now, suppose t is a template with Ent(t) ≥ log3 2
(n
2
)
. The average entropy of t|A over all
3-sets A ⊆ [n] is:
1(n
3
)∑
A
Ent
(
t|A
)
=
1(n
3
)(n− 2)Ent(t) ≥ 3 log3 2.
Our previous bound on the entropy inside triangles then tells us that we must have equality, and
that t must have entropy 3 log3 2 inside every 3-set A. In particular all edges e must have |t(e)| = 2.
Finally by (ii) in Observation 4.15, we must have t(e) = {c1, c2} for some pair of colours {c1, c2}
and all edges e ∈ E(Kn). This concludes the proof of the theorem.
Corollary 4.16 (Counting). For all ε > 0, there exists n0 ∈ N such that for all n ≥ n0,
3 · 3(log3 2)(n2) − 3 ≤ |Pn| ≤ 3(log3 2)(
n
2)+ε(
n
2).
Proof. The lower bound equals the number of colourings of E(Kn) such that each edge receives one
of a prescribed pair of colours. For the upper bound, Theorem 4.14 gives π(P) = log3 2, and the
claimed result then follows from Corollary 2.15.
We note that the stronger bound |Pn| ≤ 3(log3 2)(
n
2)+O(n logn) was proved in [17].
With a bit more case analysis, we can obtain the following stability result (see the Appendix for
a proof). Recall the definition of a strong stability family (Definition 2.18).
Theorem 4.17 (Stability). The sequence of templates t such that there exist a pair of colours {c1, c2}
such that t(e) = {c1, c2} for all e ∈ E(Kn) is a strong stability family for P. That is, for all ε > 0,
there exist δ = δ(ε) > 0 and n0 = n0(δ) ∈ N such that the following holds: if t is a 3-colouring
template on n ≥ n0 vertices satisfying
(i) Ent(t) ≥ (log3 2− δ)
(
n
2
)
, and
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(ii) there at most δ
(n
3
)
rainbow triangles in Kn which can be realised from t,
then there exists a pair of colours {c1, c2} such that t(e) = {c1, c2} for all but at most ε
(
n
2
)
edges
of Kn.
It follows from Theorem 4.17 that the family of template sequences S = {tA : A ∈ [3](2)},
where (tA)n is the colouring template for Kn that assigns the colour pair {c1, c2} to every edge, is
a strong stability family for P.
Corollary 4.18 (Typical colourings). Almost all 3-coloured graphs with no rainbow triangle are
almost 2-coloured: for every ε > 0 there exists n0 such that for all n ≥ n0 at most 3ε(
n
2) rainbow
K3-free 3-colourings of Kn have at least ε
(n
2
)
edges in each of the colours {1, 2, 3}.
Proof. Instant from Theorems 2.19 and 4.17.
We note that there are (many) examples of rainbow K3-free 3-coloured graphs in which all three
colours are used. Indeed, consider a balanced bipartition [n] = A ⊔B. Colour the edges from A to
B Red, and then arbitrarily colour the edges internal to A Red or Blue and the edges internal to B
Red or Green. The resulting 3-colouring has no rainbow K3, and by randomly colouring the edges
inside A and B we can in fact ensure that all three colours are used on at least (1 + o(1))n
2
16 edges.
4.6 Hypercubes
Let P be the vertex-hypercube property of not containing a copy of the square Q2—that is of not
containing four distinct subsets of [n] of the form A, A ⊔ {i}, A ⊔ {j} and A ⊔ {i, j}. We have
πQv (P) ≥ 23 , as may be seen for example by removing every third layer of Qn, i.e. taking as our
construction the family of all x ∈ Qn with
∑
i xi 6∼= 0 mod 3, which clearly contains no induced
square. Kostochka [50] and, later and independently, Johnson and Entringer [46] showed that this
lower bound is tight:
πQ(P) = 2
3
.
By Corollary 3.24 this immediately implies the following counting result:
Corollary 4.19. There are |Pn| = 2(
2
3
+o(1))2n induced Q2-free subgraphs of Qn.
In a different direction, let Q be the property of hypercube subgraphs – i.e. of 2-colourings of Q
– of not containing a copy of the square Q2. A long-standing conjecture of Erdős [32] states that
the edge-Turán density (entropy density relative to Q) of this property is πQ(Q) = 1/2. The lower
bound is obtained by deleting all edges between layer 2i and layer 2i + 1 for 0 ≤ i ≤ ⌊n/2⌋. The
best upper bound to date is 0.603 . . . from applications of flag algebras due to Baber [7] and Balogh,
Hu, Lidický and Liu [13]. Again, by Corollary 3.16 we have the following:
Corollary 4.20. If Erdős’s conjecture on πQ(Q) is true, then there are
|Qn| = 2(
1
2
+o(1))2n−1n = 2(
n
4
+o(n))2n
Q2-free subgraphs of Qn.
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4.7 A non-example: sparse graph sequences
Let P = (Pn)n∈N be the sequence of paths on [n] introduced in Section 3.2. An easy calculation
reveals that P fails to satisfy the ‘goodness’ condition introduced in Definition 3.9, and is therefore
not covered by Theorem 3.10. As mentioned earlier, there is a good reason for this: the conclusion
Theorem 3.10 does not hold for P (or, more generally, for tree-like graph sequences).
Let P be the order-hereditary property of 3-colourings of P of not having two consecutive edges
in the same colour. It is easy to see that |Pn| = 3 · 2n−2 = 3n log3(2)−O(1). On the other hand, the
extremal entropy of Pn is only about n log3
√
2.
Theorem 4.21. For any n ≥ 3, ex(Pn,P) = ⌈(n− 1)/2⌉ log3 2.
Proof. If f and f ′ are consecutive edges and t is a 3-colouring template with 〈t〉 ⊆ P then t(f) ∩
t(f ′) = ∅, from which it follows that log3(|t(f)|) + log3(|t(f ′)|) ≤ log3 2. Further there can be
no edge f with t(f) = [3], since otherwise we would have a realisation of t with two consecutive
edges of the same colour. Partitioning the path Pn into disjoint pairs of consecutive edges and
at most one single edge, we get Ent(t) ≤ ⌈(n − 1)/2⌉ log3(2) as desired. For the lower bound,
consider the template t defined by setting t({2i + 1, 2i + 2}) = [2] and t({2i, 2i + 1}) = {3} for
0 ≤ i ≤ ⌊(n − 1)/2⌋. This has the correct entropy and all of its realisations clearly lie in P.
Now,
(Pn
P3
)
= n − 3, and it is easy to see that we have supersaturation of sorts for P: if t is a
template with Ent(t) ≥ n log3(
√
2) + εn, there are at least Ω(εn) = Ω(ε
(
Pn
P3
)
) pairs of consecutive
edges which can be made monochromatic in some realisation of t. In particular, templates having
o(n) such pairs must have entropy at most log3(
√
2)n + o(n). A collection of 3o(n) such templates
can thus cover at most 2n/23o(n) = o(2n) = o(|Pn|) colourings—in particular, it cannot form a
container family for Pn. This shows that the analogue of Theorem 3.10 does not hold for the graph
sequence P, and that the ‘goodness’ condition in the statement of that theorem is necessary, as we
claimed.
5 A cut metric for k-decorated graphons
In this and the following sections, we turn our attention to limits of sequences of k-coloured graphs.
As mentioned earlier, a thorough treatment of the theory of graph limits is given in the mono-
graph [53].
5.1 Notation and definitions
Recall that, given a set K, a K-decorated graph with vertex set [n] is a labelling of E(Kn) with
elements of K. In particular, [k]-decorated graphs correspond to k-coloured graphs. In [56], Lovász
and Szegedy extended ideas and results from graph limit theory, including homomorphism densities
and convergence, to K-decorated graphs, where K is any second-countable compact Hausdorff
space. Before we state and prove our results, we shall give an overview of important definitions and
notation from [56] (see also [53, Chapter 17]). As suggested above, we primarily consider the case
K = [k]. Fortunately, in this case, most of the necessary definitions are straightforward variations
on the corresponding definitions for ordinary graph limits. That said, some of our results extend
to K-decorated graphs for arbitrary K. In order to describe these results, we shall also give some
definitions in full generality.
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First, we discuss homomorphism densities. As observed in [56], in general, there is no natural way
to define the homomorphism density of one K-decorated graph into another. Instead, it makes sense
to define homomorphisms from C[K]-decorated graphs intoK-decorated graphs, as follows. Suppose
that G is a C[K]-decorated graph and that H is a K-decorated graph such that |V (H)| ≥ |V (G)|.
For every map φ : V (G)→ V (H), define
homφ(G,H) =
∏
1≤i<j≤|V (H)|
Gij
(
Hφ(i)φ(j)
)
. (5.1)
Let
hom(G,H) =
∑
φ:V (G)→V (H)
homφ(G,H).
The homomorphism density of G into H is
t(G,H) :=
hom(G,H)
|V (H)||V (G)| . (5.2)
Observe that C([k]) ∼= Rk. The definition (5.1) only makes sense when the edges of G are
labelled with functions, but in the case K = [k], it will usually be sufficient to think of the labels
as vectors.
Now we discuss convergence of sequences of K-decorated graphs. Much as for ordinary graphs,
we say that a sequence of K-decorated graphs (Gn)
∞
n=1 is is convergent if and only if for every
C[K]-decorated graph F , the sequence of homomorphism densities {t(F,Gn)} converges.
Finally, we consider representations of the limit of a convergent sequence. If (Gn)
∞
n=1 is a
convergent sequence of simple graphs, then its limit Γ can be represented by a graphon, a symmetric,
measurable function W : [0, 1]2 → [0, 1]. An alternative way of thinking about a graphon W is as
a function that maps each (x, y) ∈ [0, 1]2 to the probability distribution on {0, 1} that assigns
massW (x, y) to 1 and mass 1−W (x, y) to 0. This perspective yields the appropriate generalization
to the case of K-decorated graphs.
Definition 5.1 (Decorated graphons and kernels). Given K, let B(K) denote the set of finite
Borel measures on K and let P(K) ⊆ B(K) denote the set of Borel probability measures on K. A
K-decorated graphon, or K-graphon, is a symmetric, measurable function W : [0, 1]2 → P(K). A
K-kernel is a symmetric, measurable function W : [0, 1]2 → B(K).
It is shown in [56] that the limit of a sequence of K-decorated graphs can be represented by a
K-graphon.
Similarly to ordinary graphons, this representation is defined in terms of homomorphism densities
of C[K]-decorated graphs into K-graphons, which we now define. Given a K-graphon W , f ∈ C[K]
and (x, y) ∈ [0, 1]2, we define
Wf (x, y) =
∫
K
f dW (x, y). (5.3)
Let F be a C[K]-decorated graph and, for all i, j ∈ V (F ), let Fij denote the label of ij. If W is a
K-graphon, then
t(F,W ) =
∫
[0,1]v(F )
∏
i<j
WFij (xi, xj) dx1 · · · dxv(F ). (5.4)
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It is shown in [56, Theorem 2.5] that if (Gn)
∞
n=1 is a convergent sequence of K-decorated graphs,
then there exists a K-graphon W such that for all C[K]-decorated graphs F , t(F,Gn)→ t(F,W ).
Different K-graphons may represent the same graph limit. We say that two K-graphons W
and W ′ are equivalent, and write W ∼= W ′, if t(F,W ) = t(F,W ′) for every C[K]-decorated graph F .
For each j ∈ [n], let Ij = [(j − 1)/n, j/n). Given a K-decorated graph G, we define a K-
graphon WG by setting WG(x, y) = δGij for all (x, y) ∈ Ii × Ij , where δ denotes the Dirac delta
measure. It is easy to see that if F is a C[K]-decorated graph, then
t(F,WG) = t(F,G).
We write k-graphon for [k]-graphon and k-decorated (or k-coloured) graph for [k]-decorated
graph. The definitions of homomorphism densities into k-decorated graphs, the functions Wf , and
homomorphism densities into k-graphons are identical to those in (5.2)–(5.4).
Frieze and Kannan [37] introduced a “cut norm” ‖·‖ that has become central to the theory of
graph limits. (For an overview of the history of the cut norm in other contexts, see [44, Section 4].)
Given a graphon W , the cut norm of W is
‖W‖ = sup
S,T⊆[0,1]
∣∣∣∣∫
S×T
W (x, y) dxdy
∣∣∣∣,
where the supremum is over all pairs of measurable subsets of [0, 1]. If U and W are graphons, then
d(U,W ) = ‖U −W‖ = sup
S,T⊆[0,1]
∣∣∣∣∫
S×T
(
U(x, y)−W (x, y)) dxdy∣∣∣∣. (5.5)
Lovász and Szegedy [56] did not consider a version of the cut distance for K-decorated graphs.
We introduce an appropriate generalization here. If G and H are two k-decorated graphs with
vertex set [n], we define
dk(G,H) = max
S,T⊆[n]
1
n2
k∑
i=1
∣∣∣∣ ∑
(u,v)∈S×T
(
1(Guv = i)− 1(Huv = i)
)∣∣∣∣. (5.6)
Given a k-graphon W , for all i ∈ [k], set
Wi(x, y) = P
(
W (x, y) = i
)
(5.7)
and observe that each Wi is a graphon. If W and U are k-graphons, we define
dk(U,W ) = sup
S,T⊆[0,1]
k∑
i=1
∣∣∣∣∫
S×T
(
Ui(x, y)−Wi(x, y)
)
dxdy
∣∣∣∣. (5.8)
Given a measure-preserving transformation ϕ : [0, 1] → [0, 1], we define Wϕ by Wϕ(x, y) =
W (ϕ(x), ϕ(y)). The cut distance between U and W is
δk(U,W ) = inf
ϕ:[0,1]→[0,1]
dk(U,W
ϕ),
where the infimum is taken over all measure-preserving transformations ϕ : [0, 1] → [0, 1].
We sometimes write, e.g., dk(G,W ) for dk(WG,W ).
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Remark 5.2. If U and W are graphons, then comparing (5.8) (with k = 2) and (5.5) shows that
d2(U,W ) = 2‖U −W‖.
Remark 5.3. It is easy to see that if we restrict the maximum on the right-hand side of (5.6)
to pairs (S, T ) with S ∩ T = ∅, then the resulting quantity is at least dk(G,H)/4. The same
observation holds for (5.8).
Given two k-graphons U and W , let
d1(U,W ) =
k∑
i=1
∫
[0,1]2
∣∣Ui(x, y)−Wi(x, y)∣∣ dxdy (5.9)
and let
δ1(U,W ) = inf
ϕ:[0,1]→[0,1]
d1(U,W
ϕ),
where once again the infimum is taken over all measure-preserving transformations ϕ : [0, 1] → [0, 1].
Observe that
δk(U,W ) ≤ δ1(U,W ).
Definition 5.4 (Step-function). We say that a k-kernel W is a step-function if there exists a
partition Q of [0, 1] such that W is constant on each product of cells of Q.
We shall consider two ways of randomly generating decorated graphs from a k-kernel. Recall
that B([k]) denotes the set of measures on [k] and that P([k]) denotes the set of probability measures
on [k]. Given a [k]-kernel W , we define a random B([k])-decorated graph H(n,W ) as follows. Let
X1, . . . , Xn be i.i.d. uniformly chosen points from [0, 1]. For 1 ≤ i < j ≤ n, label H(n,W )ij with
W (Xi,Xj).
Observe that H(n,W ) naturally defines a k-kernel. Recall that, for 1 ≤ i ≤ n, we set Ii =
[(i− 1)/n, i/n). For each (x, y) ∈ Ii × Ij, let
WHn(x, y) = H(n,W )ij = W (Xi,Xj). (5.10)
Note in particular that if W is a k-graphon, then H(n,W ) is a P([k])-decorated graph and WHn is
a k-graphon.
If W is a k-graphon and G is a k-decorated graph, we shall want to compute the cut distance
between WHn and G. Because WHn and WG are each constant on products of intervals of the
form [(j − 1)/n, j/n), we may restrict the supremum on the right-hand side of (5.8) to pairs (S, T )
where each of S and T is a union of intervals of the form [(j − 1)/n, j/n). Hence,
dk
(
G,WHn
)
= max
S,T⊆[n]
1
n2
k∑
i=1
∣∣∣∣ ∑
(u,v)∈S×T
(
1(Guv = i)− P
(
W (Xu,Xv) = i
))∣∣∣∣. (5.11)
Also, by (5.9), if U and W are two k-kernels, then
d1(UHn ,WHn) =
1
n2
k∑
i=1
∑
(u,v)∈[n]2
∣∣∣(Ui(Xu,Xv)−Wi(Xu,Xv))∣∣∣. (5.12)
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The second way of generating random graphs only makes sense whenW is a k-graphon. Because
H(n,W ) is P([k])-decorated, we may think of it as a model of random k-decorated graphs. Let
G(n,W ) denote the random k-decorated graph such that the label of each edge ij is obtained by
sampling from H(n,W )ij independently of all other edges.
Homomorphism densities provide a convenient description of the distribution of G(n,W ). Given
a k-decorated graph F on n vertices, we define an associated Rk-decorated graph GF on n vertices
as follows: for each pair (i, j), we label (GF )ij with the basis vector eFij . If W is a k-graphon, then
(5.3) and (5.7) imply that
WeFij (x, y) = P
(
W (x, y) = Fij
)
= WFij (x, y).
Hence, (5.4) becomes
t(GF ,W ) =
∫
[0,1]n
∏
1≤i<j≤n
P
(
W (xi, xj) = Fij
)
dx1 · · · dxn. (5.13)
Now observe that
P
(
G(n,W ) = F | X1, . . . ,Xn
)
=
∏
1≤i<j≤n
P
(
W (Xi,Xj) = Fij
)
.
Taking expectations and comparing the result with (5.13) implies that
P
(
G(n,W ) = F
)
= t(GF ,W ). (5.14)
5.2 Main results
LetWk denote the space of k-graphons and let W˜k denote the quotient ofWk obtained by identifying
U and W whenever δk(U,W ) = 0.
The main result of this section is the following.
Theorem 5.5. The space (W˜k, δk) is compact.
Most of the work in the proof of Theorem 5.5 will go toward proving that equivalent k-graphons
have cut distance 0.
Theorem 5.6. Let U and W be k-graphons. If U ∼= W , then δk(U,W ) = 0.
Remark 5.7. The graphon case of Theorem 5.6 was originally proved in [23] using complicated
estimates of the relationship between rates of convergence in subgraph counts and the rate of
convergence in cut distance. However, as observed by Schrijver (see [53, Remark 11.4]), it is possible
to prove the result using simpler analytic arguments, and this is the course that we shall pursue.
In order to prove Theorem 5.5, we shall also need two results from [56]. The first result says that
Wk is compact with respect to the topology defined by convergence of homomorphism densities.
Let B∞ ⊆ (Rk, ‖·‖∞) denote the unit ball.
Theorem 5.8. If (Wn)∞n=1 is a sequence of k-graphons such that the sequence {t(F,Wn)} converges
for every B∞-decorated graph F , then there exists a k-graphon W such that t(F,Wn) → t(F,W )
for every B∞-decorated graph F .
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The second result is a counting lemma that is essentially identical to [56, Lemma 3.5].
Lemma 5.9 (Counting Lemma). Let U and W be k-graphons and, for all i ∈ [k], let mi =
max(‖Ui‖∞, ‖Wi‖∞). If F is a B∞-decorated graph on q vertices, then∣∣t(F,U) − t(F,W )∣∣ ≤ 4(q
2
)( ∏
u,v∈V (F )
mFu,v
)
δk(U,W ).
Remark 5.10. Theorem 5.5 in fact holds for arbitrary K. In this case, the definition of the cut norm
differs slightly from (5.8): given two K-graphons U and W , we set
dK (U,W ) = sup
f∈B∞
sup
S,T⊆[0,1]
∣∣∣∣∫
S×T
(
Uf (x, y)−Wf (x, y)
)
dxdy
∣∣∣∣
= sup
f∈B∞
‖Uf −Wf‖.
We do not see a way to generalize the proof of Theorem 5.5 given below to arbitrary K. Instead,
one can adapt the proof of compactness for graphons given in [55], which we now sketch.
Let F be a countable dense subset of B∞; note that the Stone–Weierstrass theorem guaran-
tees that such a set exists. Let (Wn)
∞
n=1 be a sequence of K-graphons that convergences in cut
distance. For each n and each f ∈ F , let Wn,f be as in (5.3). Using the Weak Regularity Lemma
(Lemma 7.4 below) and the Martingale Convergence Theorem, it is possible to show that there exists
a subsequence {nk}∞k=1 such that for all f ∈ F , Wnk,f converges in cut distance to a graphon Uf .
By a result from [56], the collection {Uf}f∈F specifies a K-graphon U . To conclude the proof,
one shows that δK (Wn, U)→ 0 using a 3ε-argument.
Finally, we do not know whether Theorem 5.6 holds for arbitrary K, and leave this as a n open
problem.
5.3 Proofs
Now we prove our main results.
Proof of Theorem 5.6. Fix ε > 0. We prove the result in three steps. Our argument is similar to
Schrijver’s proof of the result for graphons, which was mentioned in Remark 5.7. It is outlined
in [53, Exercise 11.27].
Recall the definition of WHn from (5.10).
Claim 5.11. Almost surely, δ1(WHn ,W )→ 0 as n→∞.
Proof. Here, it is convenient to allow W to be a k-kernel. We first consider the case when W is a
step-function. Observe that if A ⊆ [0, 1] is a measurable set, then
1
n
∣∣{i : Xi ∈ A}∣∣ p−→ µ(A),
where µ denotes the Lebesgue measure. It follows that for each n, there is a rearrangement
of H(n,W ), which we denote by ˜H(n,W ), such that
µ
({W
H˜n
6= W}) p−→ 0 (5.15)
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as n→∞. Now
d1(WH˜n ,W ) =
k∑
i=1
∫∫
[0,1]2
|W
H˜n,i
−Wi| =
k∑
i=1
∫∫
[0,1]2
|W
H˜n,i
−Wi|1(WH˜n 6= W ) ≤ µ
({W
H˜n
6= W}).
It follows from (5.15) that d1(WH˜n ,W )
p−→ 0 and thus that δ1(WHn ,W )
p−→ 0. Finally, by passing
to a subsequence, we have that δ1(WHn ,W )→ 0 almost surely.
Now let W be an arbitrary k-kernel. For each i ∈ [k], there exists a non-decreasing sequence
of measurable step-functions (Wm,i)
∞
m=1 such that Wm,i → Wi pointwise as m → ∞. Let Wm be
the k-kernel defined by the Wm,i. (Even if W is a k-graphon, we do not require the Wm to be
k-graphons.) Each Wm is a step-function. By the triangle inequality, for all n,
δ1(W,WHn) ≤ limm→∞ δ1(W,Wm) + infm≥1 δ1(Wm,WmHn ) + limm→∞ δ1(WmHn ,WHn). (5.16)
Thus, the claim will follow if we can show that almost surely each term on the right-hand side
of (5.16) tends to 0 as n→∞.
First, by definition, Wm →W pointwise as m→∞.
Second, by compactness and the fact that eachWm is a step-function, there exists a subsequence
such that for all m, almost surely δ1(WmHn ,Wm)→ 0 as n→∞.
Finally, we show that for all n, d1(WmHn ,WHn) → 0 as m → ∞. For each n, we may couple
H(n,W ) and the H(n,Wm) by generating them from the same sequence of random variables X1,
. . . , Xn. For each (u, v) ∈ [n]2, let λu,v = W (Xu,Xv) and let λ(m)u,v = Wm(Xu,Xv). Thus, for each
i ∈ [k], (5.12) implies that
‖WmHn ,i −WHn,i‖1 =
1
n2
∣∣∣∣ ∑
(u,v)∈[n]2
(
λ(m)u,v (i) − λu,v(i)
)∣∣∣∣.
It follows that
lim
m→∞
‖WmHn ,i −WHn,i‖1 ≤ limm→∞
1
n2
∑
(u,v)∈[n]2
∣∣λ(m)u,v (i)− λu,v(i)∣∣ = 0.
This completes the proof.
Claim 5.12. Almost surely, dk(WHn , G(n,W )) → 0 as n→∞.
Proof. Given disjoint sets S, T ⊆ [n] and i ∈ [k], let
Z
(S,T )
i =
∣∣{(u, v) ∈ S × T : G(n,W )uv = i}∣∣.
We shall use a concentration inequality to bound the deviation of each Z
(S,T )
i from its mean. The
argument is very similar to the proof of [53, Lemma 10.11].
Because G(n,W ) is obtained by sampling from H(n,W ), (5.11) implies that
dk
(
G(n,W ),WHn
)
= max
S,T⊆[n]
1
n2
k∑
i=1
∣∣∣Z(S,T )i − EZ(S,T )i ∣∣∣. (5.17)
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Let us call a triple (S, T, i) bad if |Z(S,T )i − EZ(S,T )i | ≥ εn2/4k. By (5.17), the union bound and
Remark 5.3, if there are no bad triples, then dk(G(n,W ),WHn) < ε.
Changing the colour of a single edge changes Z
(S,T )
i by 1, so the standard bounded differences
inequality implies that
P
(∣∣∣Z(S,T )i − EZ(S,T )i ∣∣∣ ≥ εn2/4k) ≤ 2 exp(− ε2n48k2|S||T |
)
≤ 2 exp
(
−ε
2n2
8k2
)
.
There are at most 3n pairs of disjoint non-empty sets (S, T ), so the probability that there is a bad
triple is at most exp(−cε2n2) for some c > 0.
It follows from the Borel–Cantelli lemma that almost surely dk(G(n,W ),WHn) < ε for all but
finitely many n. Because ε is arbitrary, the claim follows.
Claim 5.13. If W and U are equivalent k-graphons, then almost surely
dk
(
G(n,W ), G(n,U)
) → 0
as n→∞.
Proof. Observe that (5.14) implies that for all n, G(n,W ) and G(n,U) have the same distribution.
We may couple G(n,W ) and G(n,U), again generating them by the same sequence of random
variables X1, . . . , Xn.
Given disjoint sets S, T ⊆ [n] and a colour i ∈ [k], let Z(S,T )i (W ) and Z(S,T )i (U) be as in the
proof of Claim 5.12. It follows that
dk
(
G(n,W ), G(n,U)
)
= max
S,T⊆[n]
1
n2
k∑
i=1
∣∣∣Z(S,T )i (W )− Z(S,T )i (U)∣∣∣. (5.18)
BecauseG(n,W ) andG(n,U) are both generated by theXj , for all S, T and i we have EZ
(S,T )
i (W ) =
EZ(S,T )i (U). It follows that the right-hand side of (5.18) is at most
max
S,T⊆[n]
1
n2
k∑
i=1
(∣∣∣Z(S,T )i (W )− EZ(S,T )i (W )∣∣∣+ ∣∣∣EZ(S,T )i (U)− Z(S,T )i (U)∣∣∣).
By the same argument as in the proof of Claim 5.12, almost surely dk(G(n,W ), G(n,U)) < 2ε for
all but finitely many n. This proves the claim.
Claims 5.11, 5.12 and 5.13 and the triangle inequality imply that
δk(W,U) = 0,
which is what we wanted.
For later use, we record a corollary of Claims 5.11 and 5.12 in the proof of Theorem 5.6 above.
Corollary 5.14. If W is a k-graphon, then almost surely
δk(G(n,W ),W ) → 0
as n→∞.
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Now we are ready to prove our main result, Theorem 5.5.
Proof of Theorem 5.5. Let (Wn)∞n=1 be a sequence of k-graphons that converges in δk . Lemma 5.9
implies that for every B∞-decorated graph F , the sequence {t(F,Wn)} converges. Thus, by Theo-
rem 5.8, there exists aK-graphonW such that for every Rk-decorated graph F , t(F,Wn)→ t(F,W ).
Finally, Theorem 5.6 implies that δk(Wn,W )→ 0 as n→∞, as claimed.
6 From containers to the entropy of graph limits
As mentioned earlier, Hatami, Janson and Szegedy [41] used results on the entropy of graph limits
to prove Theorem 1.3 and to give counting and characterization results for hereditary properties of
graphs. In this and the next section, we shall prove multicoloured generalizations of their results.
Definition 6.1. We define the k-ary entropy of a k-dimensional vector P = (p1, p2, . . . , pk) to be
hk(P) :=
∑
c∈[k]
−pc logk pc.
The entropy of a k-decorated graphon W is
Ent(W ) :=
∫∫
[0,1]2
hk
(
Wk(x, y)
)
dA.
Note that 0 ≤ Ent(W ) ≤ 1. For k = 2 our definition of decorated graphon entropy coincides
with that of Hatami, Janson and Szegedy. Furthermore, if W ∼= W ′, then Ent(W ) = Ent(W ′).
Thus, if Γ is a limit of k-decorated graphs and W is a k-graphon that represents Γ, then we may
set Ent(Γ) = Ent(W ).
Given a property P of (k-decorated) graphs, we let P̂ denote its completion under the cut norm.
We also let P̂∗ denote the set of elements of P̂ of maximum entropy. Hatami, Janson and Szegedy
related the speed of a hereditary property P to the maximum entropy of graphons in its completion.
In this section, we prove a k-decorated version of the main counting result from [41].
Theorem 6.2. If P is an (order-)hereditary property of k-colourings, then
(i) π(P) = max
W∈P̂
Ent(W ) and
(ii) We have
lim
n→∞
logk|Pn|(n
2
) = max
W∈P̂
Ent(W ).
Note that Part (ii) corresponds to [41, Theorem 1.5].
In this section, we use our multicolour container results from Section 2 and our compactness
result from Section 5 to prove Theorem 6.2. In Section 7, we shall use Theorem 5.5 and counting
results for Szemerédi partitions to give a second proof of part (ii) of Theorem 6.2, as well as other
counting and characterization results from [41].
Recall from Definition 5.1 that a k-decorated graphon W is a symmetric, measurable function
that assigns a probability distribution on [k] to each point in [0, 1]2. We may use this to define
random templates and k-colourings from a k-decorated graphon.
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Definition 6.3 (W -random templates and colourings). Given a set of n points X1, X2, . . . ,Xn from
[0, 1] and a k-decorated graphon W , we may define a k-colouring template for Kn, tW [X1, . . . ,Xn],
by setting t(ij) = {c ∈ [k] : W (Xi,Xj)c > 0}. Further we may define a random k-colouring
cW [X1, . . . ,Xn] by setting c(ij) to be a random colour from [k] drawn according to the probability
distribution given by W (Xi, xXj).
Finally, we define the W -random template tW (n) and the W -random colouring cW (n) by se-
lecting the points X1, X2, . . . , Xn uniformly at random from [0, 1], and then taking the resulting
(induced) k-colouring template and random k-colouring respectively.
The definitions of tW (n) and cW (n) are very similar to the definitions of H(n,W ) and G(n,W ),
respectively, given in Section 5.1. The only difference is that, for each i and j, t(ij) is uniformly
distributed on supp(W (Xi,Xj)), which does not in general hold for the edges of H(n,W ).
Our W -random templates and colourings give us a way of going from k-decorated graphons to
templates for k-colourings of E(Kn)/k-colourings of E(Kn). We can also go in the other direction:
given a template t for a k-colouring of Kn, we may define the step-function Wt by dividing [0, 1)
into intervals Ii = [(i− 1)/n, i/n), 1 ≤ i ≤ n and on each tile Ii × Ij setting Wt to be constant and
equal to 1|t(ij)|(1c∈t(ij))c∈[k]. By viewing a k-colouring c of E(Kn) as a (zero entropy) template, we
may in the same way obtain from it a k-decorated graphon Wc. Thus we may go in a natural way
from talking of a property of colourings to a property of decorated graphons.
Note that for all k and n, the quantity
(n
2
)
Ent(W ) generalizes our notion of the entropy of
a k-colouring template for E(Kn) via our identification of templates with k-colouring graphons.
Furthermore, Ent(W ) computes the expected value of the discrete k-ary entropy of the W -random
colouring model cW (n) which was introduced above.
With these definitions and the container results of Section 2 in hand, we are only a few lemmas
away from the proof of Theorem 6.2.
Definition 6.4. A measurable partition of [0, 1] is a partition S of [0, 1] into finitely many measur-
able sets {S1, S2, . . . , Sn}. The conditional expectation of a k-decorated graphon with respect to S,
E[W |S], is the step-function on the tiling defined by S ×S, with E[W |S] equal on each tile Si × Sj
to the average value of W over that tile.
Lemma 6.5. (i) For every k-decorated graphon W and every measurable partition S of [0, 1], we
have Ent(E[W |S]) ≥ Ent(W ).
(ii) Ent(·) is lower semicontinuous on the space of all k-decorated graphons: if Wm → W in the
cut norm, then lim supm→∞Ent(Wm) ≤ Ent(W ).
Remark 6.6. It is shown in [41] that Ent(·) is not continuous.
Part (ii) of Lemma 6.5 was proved for ordinary graphons in Lemma 2.1 of [24]. Hatami, Janson
and Szegedy [41] gave a different proof, which we follow here.
Proof of Lemma 6.5. Part (i) is immediate from Jensen’s inequality and the concavity of x 7→
−x logk x.
For part (ii), suppose ‖Wm −W‖k → 0. In particular, (5.8) implies that for each i ∈ [k] we
must have convergence of the i-coloured graphons, i.e., ‖W im −W i‖k → 0. For every j ≥ 1, let
Sj denote the partition of [0, 1) into I1, . . . , Ij . By definition of the cut norm, for each i, j the
conditional expectation E[W im|Sj ] converges to E[W i|Sj ] almost everywhere as m → ∞ and thus
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E[Wm|Sj ] → E[W |Sj] almost everywhere in [0, 1]2. Since our entropy function is bounded on the
space of decorated graphons, we can apply the dominated convergence theorem to deduce that
lim
m→∞
Ent(E[Wm|Sj]) = Ent(E[W |Sj]).
Further we have E[W |Sj]→ W almost everywhere in [0, 1]2 as j →∞. By dominated convergence
again,
lim
j→∞
Ent(E[W |Sj]) = Ent(W ).
Finally applying (i) we have
lim sup
m→∞
Ent(Wm) ≤ lim sup
j→∞
lim sup
m→∞
Ent(E[W jm|Sj ]) = lim sup
j→∞
Ent(E[W |Sj ]) = Ent(W ).
Let P be a hereditary property of k-colourings. By Corollary 2.14, for every j ∈ N, there exists
nj and C0(j) such that for all n ≥ nj there exists a container family T jn for Pn satisfying parts (i)–
(iv) of the corollary with ε = 1/j and m = j. We define a sequence of containers C = (Cn)n≥n1 for
(Pn)n≥n1 by setting
j⋆(n) = max{j : nj ≤ n}
and letting Cn = T j⋆(n)n . Finally, let Ĉ denote the collection of decorated graphons obtained as limits
of sequences of templates from C.
Lemma 6.7. Ĉ ⊆ P̂.
Proof. Let (tn)n∈N be a sequence of templates from Cn converging to a decorated graphon W . For
any m ∈ N, consider the random colouring cW (m) of E(Km) obtained from W . By a result of
Lovász and Szegedy (Corollary 2.6 in [54]), for each i ∈ [k], the graph of i-coloured edges in cW (m)
converges almost surely to W i as m→∞, and thus the sequence of k-colourings (cW (m))m∈N itself
converges to W as m → ∞ almost surely. For each fixed m, let Xm be a uniformly-random m-set
of V (Kn) and observe that
P(cW (m) /∈ Pm) ≤ lim
n→∞
P
(
(tn)|Xm * Pn
)
.
By our construction of Cn, the limit on the right-hand side is 0, whence almost surely cW (m) ∈ Pm
for each fixed m. We have thus exhibited a sequence of colourings (almost surely) in P which
(almost surely) converges to W , showing that W ∈ P̂ and Ĉ ⊆ P̂ as claimed.
Corollary 6.8. lim supn→∞maxt∈Cn Ent(t)/
(n
2
) ≤ maxW∈P̂ Ent(W ).
Proof. Immediate from the lower semicontinuity of Ent(·) and the inclusion Ĉ ⊆ P̂ we have just
established. Note the maximum in the statement of the corollary exists as P̂ is a closed set in the
compact space of decorated graphons.
Theorem 6.9. limn→∞maxt∈Cn Ent(t)/
(n
2
)
= max
W∈P̂
Ent(W ).
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Proof. Set
α = lim inf
n→∞
max
t∈Cn
Ent(t)/
(
n
2
)
and
β = max
W∈P̂
Ent(W ).
By Lemma 6.7, α ≤ β. We show that in fact we have equality.
Let W be an entropy maximizer in P̂ . For every n ∈ N, by linearity of expectation there exists
a choice of n points X1, X2, . . . , xn from [0, 1] such that
Ent
(
tW [X1,X2, . . . ,Xn]
) ≥ β(n
2
)
.
Furthermore, as W ∈ P̂ , almost surely 〈tW [X1, . . . ,Xn]〉 ⊆ Pn, implying |Pn| ≥ kβ(
n
2) for every n ∈
N. Now let (ni)i∈N be a subsequence such that limi→∞maxt∈Cni Ent(t)/
(ni
2
)
= α. By Corollary 2.15
and the construction of the sequence of container families (Cn)n∈N, we have
kβ(
ni
2 ) ≤ |Pni | ≤ k
(
α+o(1)
)
(ni2 ),
whence α ≥ β, as desired. Together with Corollary 6.8, this shows
lim
n→∞
max
t∈Cn
Ent(t)/
(
n
2
)
= max
W∈P̂
Ent(W ).
We arrive at last at the proof of Theorem 6.2.
Proof of Theorem 6.2. By Theorem 6.9, we have max
W∈P̂
Ent(W ) = limn→∞maxt∈Cn Ent(t)/
(n
2
)
.
The monotonicity established in Proposition 2.10 implies π(P)(n2) ≤ ex(n,P) for every n. Further,
by construction of (Cn)n∈N, and in particular properties (i) and (ii) in Corollary 2.14, for n ≥ n1,
we have
ex(n,P) ≤ max
t∈Cn
Ent(t) ≤
(
π(P) + 1
j⋆(n)
)(
n
2
)
.
As j⋆(n)→∞, this implies
max
W∈P̂
Ent(W ) = lim
n→∞
max
t∈Cn
Ent(t)/
(
n
2
)
= π(P),
showing the extremal entropy density and the maximum decorated graphon entropy of an (order-)
hereditary property are the same, which is part (i) of our theorem.
The counting result, part (ii), is immediate from part (i) and Corollary 2.15.
7 Entropy of k-decorated graphons
As mentioned earlier, in this section, we shall use the graph limit results of the previous sections to
generalise results from [41] to the case of k-decorated graphs.
The first theorem, a counting result for arbitrary properties of k-decorated graphs, corresponds
to [41, Theorem 1.1].
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Theorem 7.1. If Q is a class of k-coloured graphs, then
lim sup
n→∞
logk|Qn|(n
2
) ≤ max
Γ∈Q̂
Ent(Γ). (7.1)
As mentioned earlier, we shall also give a second proof of Theorem 6.2(ii) using graph limits.
Finally, whenever Q is such that equality holds in (7.1), almost every graph in Q is close to an
element of Q̂∗. Let Uk denote the class of unlabelled k-coloured graphs and let Lkn denote the class
of labelled k-coloured graphs with vertex set [n]. This result corresponds to [41, Theorem 1.6].
Theorem 7.2. Suppose that Q is a class of k-coloured graphs such that equality holds in (7.1).
(i) If Gn ∈ Ukn is a uniformly random unlabelled element of Qn, then δK (Gn, Q̂∗)
p−→ 0.
(ii) If Gn ∈ Lkn is a uniformly random labelled element of QLn , then δK (Gn, Q̂∗)
p−→ 0.
Theorem 7.2 follows from Theorem 7.1. We do not give the proof, which is essentially identical
to the proof of [41, Theorem 1.6].
Remark 7.3. Note that Theorem 6.2(ii) implies that Theorem 7.2 holds whenever Q is a hereditary
class.
7.1 A Weak Regularity Lemma for k-graphons and other preliminary results
Here we prove assorted results about k-coloured graphs that are known to hold for ordinary
graphons, and thus are used without proof in [41].
First, Lovász and Szegedy [55] proved an analytic version of the Weak Regularity Lemma of
Frieze and Kannan [37].
Lemma 7.4. Let ε > 0. There exists m = 2O(1/ε
2) such that if W is a graphon, then there exists a
partition S = {S1, . . . , Sm} and a step-function U that is constant on the cells of S2 such that
‖W − U‖ < ε.
Moreover, at the cost of increasing the implied constant in the bound on m, we may assume that the
elements of S have equal measure and that U = E[W |S].
Lemma 7.4 easily implies a Weak Regularity Lemma for k-graphons.
Lemma 7.5. Let k ∈ N. For every ε > 0, there exists m = m(ε, k), with
m = 2O(1/ε
2),
such that if W is a k-graphon, then there exists a partition S = {S1, . . . , Sm} and a step-function U
that is constant on the cells of S2 such that
dk(W,U) < ε.
Moreover, at the cost of increasing the implied constant in the bound on m, we may assume that the
elements of S have equal measure and that U = E[W |S].
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Proof. Recall from (5.7) that for each i ∈ [k],Wi is the graphon given byWi(x, y) = P
(
W (x, y) = i
)
.
By Lemma 7.4, for each i, there is a partition Si of [0, 1] into at most 2O(1/ε2) sets of equal measure
such that
‖Wi − (Wi)Si‖ <
ε
k
.
Let M ≤ 2c/ε2 denote the maximum number of steps in any Si. Let Q be a common refinement of
the partitions defined by the Si and observe that we may assume that
|Q| ≤Mk = 2O(1/ε2).
Furthermore, it is easy to see that we still have
‖Wi − E[Wi|Q]‖ < ε
k
. (7.2)
By construction, for all (x, y), we have
∑k
i=1 E[Wi|Q](x, y) = 1, so the E[Wi|Q] define a k-graphon
on at most Mk steps. (In fact, this k-graphon is none other than E[W |Q].) Finally, by (7.2), we
have
dk(W,E[W |Q]) < ε,
as claimed.
The next result concerns convergence of W -random graphs. It is an immediate consequence of
Corollary 5.14 and Theorem 5.6. (The corresponding statement for graphons was proved in [23, 54].)
Theorem 7.6. If W is a k-graphon and G(n,W ) is a sequence of W -random graphs, then
G(n,W )→W
almost surely.
Let P be a hereditary property of graphs and let W ∈ P̂. It is not hard to show that the
W -random graph G(n,W ) ∈ P almost surely (see, e.g., [45, Theorem 3.2]). Here, we do the same
for K-decorated graphs.
Let F be a K-decorated graph on n vertices. Recall the definition of the C[K]-decorated
graph GF from Section 5.1.
Lemma 7.7. Let Q be a hereditary property of K-decorated graphs. If W is a K-graphon, then
exactly one of the following holds:
• We have W ∈ Q̂ and for all n ≥ 1, G(n,W ) ∈ Q almost surely.
• We have W /∈ Q̂ and P(G(n,W ) ∈ Q)→ 0 as n→∞.
Proof. Let W ∈ Q̂ and let (Hn) ⊆ Q be a sequence of K-decorated graphs such that Hn → W .
Suppose that F /∈ Q. Because Q is hereditary, it follows from (5.1) and (5.2) that t(GF ,Hn) = 0.
Then, by hypothesis, t(GF ,W ) = limn→∞ t(GF ,Hn) = 0.
So, if t(GF ,W ) > 0 then F ∈ Q. By (5.14), if P(G(n,W ) = F ) > 0, then t(GF ,W ) > 0 and so
F ∈ Q. It follows that for each n, G(n,W ) ∈ Q almost surely, which means that almost surely the
statement holds for all n.
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Now suppose that W /∈ Q̂. Let Γ be the graph limit that W represents. Because W /∈ Q̂ =
Q ∩ ÛK , we have Γ /∈ Q, that is, there exists an open neighbourhood X of Γ in UK such that
X ∩ Q = ∅. By Theorem 7.6, G(n,Γ) → Γ almost surely, and hence in probability. It follows that
P(G(n,Γ) ∈ Q)→ 0 as n→∞, as claimed.
Remark 7.8. Observe that in the second part of the proof of Lemma 7.7, we did not use the
assumption that Q was hereditary. If F is an arbitrary family of K-decorated graphs, let H(F)
denote the union of F and all induced subgraphs of elements of F . Clearly, H(F) is a hereditary
class. The proof of Lemma 7.7 shows that for any family F and any K-graphon W , we have W ∈ F̂
if and only if for all n ≥ 1, we have G(n,W ) ∈ H(F) almost surely.
Lemma 7.9. If H is a P([k])-decorated graph of order n and G(H) is obtained by sampling from
H, then with probability at least 1− e−n, we have
dk(G(H),H) ≤
10√
n
.
We omit the proof, which is similar to the proof of Claim 5.12 in the proof of Theorem 5.6.
The next result is similar to [53, Lemma 9.29]. We omit the proof.
Lemma 7.10. If G1 and G2 are unlabelled k-decorated graphs on n vertices, there exists a rela-
belling G˜1 of G1 such that
dk(G˜1, G2) ≤ δk(G1, G2) +
17√
log2 n
.
If G is a k-decorated graph of order n and Q is a partition of V (G), the averaged graph GQ is
a P([k])-decorated graph on n vertices obtained by averaging G over each product of cells of Q.
We also need an important fact about entropy and W -random graphs. The result for graphons
is given in [1, 44]. The proof given in [44, Appendix D] for graphons goes through essentially
unchanged in the general case, so we omit it.
Theorem 7.11. If W is a k-graphon, then
lim
n→∞
Ent
(
G(n,W )
)(n
2
) = Ent(W ).
Given a k-graphon W , let W n denote the P([k])-random graph obtained by averaging W over
squares of sidelength 1/n. In other words,
Wnij = n
2
∫∫
Ii×Ij
W (x, y) dxdy. (7.3)
7.2 Lemmas
Here we state and prove several lemmas about the number of graphs on n vertices that are close in
cut distance to a given k-graphon. This section corresponds to Section 4 of [41]. As a rule, we shall
only sketch the proofs and will mostly highlight the places where our arguments differ from those
in [41].
52
Let Q be any class of k-decorated graphs. For any n ≥ 1, we have
|Qn| ≤ |QLn | ≤ n!|Qn|. (7.4)
Given an integer n, δ > 0, and a k-graphon W , we define
N̂K (n, δ;W ) =
∣∣{G ∈ Lkn : dK (G,W ) ≤ δ}∣∣
and
NK (n, δ;W ) =
∣∣{G ∈ Lkn : δK (G,W ) ≤ δ}∣∣.
It is trivial that
N̂K (n, δ;W ) ≤ NK (n, δ;W ). (7.5)
First, we relate N̂K (n, ·;W ) and NK (n, ·;W ). To do this, we show that if k-decorated graph G
is close to a k-graphon W in terms of ‖·‖K , then some rearrangement of G is close to W in terms
of δK .
Lemma 7.12. Let W be a k-graphon. If G ∈ Lkn, then there is a rearrangement G˜ of G such that
dK (G˜,W ) ≤ δK (G,W ) + 2dK (W,W n) +
18√
log2 n
.
The proof is very similar to the corresponding argument in [41, Lemma 4.1]. We include the
proof despite the similarities because it uses some of the results from Section 7.1.
Proof. We observe that if n < 220, then the result is trivial, because we always have dK (G˜,W ) ≤ 1.
Recall the definition ofWn from (7.3) and let G(W n) be the random k-decorated graph obtained
by sampling from W n. By Lemma 7.9, with probability tending to 1, we have
dK (G(W n,W n) ≤
10√
n
,
so we may choose a realization G′ of G(W n) such that
dK (G
′,W n) ≤ 10√
n
. (7.6)
It follows that
δK (G,G
′) ≤ δK (G,W )+dK (W,W n)+dK (W n, G′) ≤ δK (G,W )+dK (W,W n)+
10√
n
. (7.7)
By Lemma 7.10, we may permute V (G) to obtain a graph G˜ such that
dK (G˜,G
′) ≤ δK (G,G′) +
17√
log2 n
. (7.8)
Now, by (7.6)–(7.8),
dK (G˜,W ) ≤ dK (G˜,G′) + dK (G′,W n) + dK (W n,W )
≤ δK (G,G′) +
17√
log2 n
+
10√
n
+ dK (W n,W )
≤ δK (G,W ) + 2dK (W n,W ) +
17√
log2 n
+
20√
n
.
The claimed result follows for n ≥ 220; as observed above, for smaller n, it is trivial.
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Lemma 7.12 allows us to estimate NK (n, δ;W ) in terms of N̂K (n, δ;W ). We omit the proof.
Lemma 7.13. If n ≥ 1, δ > 0, and W is a k-graphon, then
NK (n, δ;W ) ≤ n!N̂K (n, δ + ηn;W ),
where ηn := 18/
√
log2 n+ 2dK (Wn,W )→ 0 as n→∞.
Now we estimate both N̂K (n, δ;W ) and NK (n, δ;W ) in terms of Ent(W ).
Lemma 7.14. Let W be a k-graphon. For any δ > 0,
lim inf
n→∞
logk N̂K (n, δ;W )(n
2
) ≥ Ent(W ).
Proof sketch. Consider the W -random graph G(n,W ) as an element of Lkn. By Theorem 7.11,
lim
n→∞
Ent
(
G(n,W )
)(
n
2
) = Ent(W ). (7.9)
Recall from Theorem 7.6 that G(n,W ) → W almost surely, and hence in probability. It follows
from Theorem 5.6 that δk(G(n,W ),W )
p−→ 0.
The observations above and standard entropy calculations similar to those in [41] imply that
Ent
(
G(n,W )
) ≤ logkNK (n, δ;W ) + o(n2).
By Lemma 7.13, there is a sequence ηn → 0 such that
Ent
(
G(n,W )
) ≤ logk N̂K (n, δ + ηn;W ) + o(n2).
The claimed result then follows from (7.9) with δ/2 in place of δ.
Recall that the function Hk is uniformly continuous on its domain and let f be the modulus
of continuity for Hk. In other words, f is a non-decreasing function such that if X and Y are two
probability distributions with support in [k] (which we may view as vectors in Rk), we have
‖X − Y ‖ < δ =⇒ ∣∣Hk(X) −Hk(Y )∣∣ < f(δ). (7.10)
Lemma 7.15. Let W be a k-graphon, let n ≥ m ≥ 1, and let δ > 0. If S is an equipartition of [n]
into m sets, then
logk N̂K (n, δ;W )
n2
≤ 1
2
Ent(E[W |S]) + 1
2
f(4m2δ) + 2m2k
logk n
n2
,
where f is the function in (7.10).
Proof sketch. Let S = {V1, . . . , Vm} and, for each i, let ni = |Vi|. Furthermore, let {I1, . . . , Im}
denote the corresponding partition of (0, 1] obtained by setting Ii =
⋃
s∈Vi
((s − 1)/n, s/n] for each
i.
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Let G ∈ Lkn be such that dK (WG,W ) < δ. For each (i, j) ∈ [m]2 and each t ∈ [k], let et(Vi, Vj)
denote the number of edges of colour t with one endpoint in Vi and the other in Vj. (When i = j,
we count edges twice.) Also, for each (i, j) ∈ [m]2, let Wij denote the average of W over Ii × Ij .
Now we count the number of possible choices of G. First, similar calculations to those in the
proof of [41, Lemma 4.5] imply that for all t ∈ [k], we have∣∣∣∣et(Vi, Vj)ninj −Wij(t)
∣∣∣∣ ≤ δn2ninj ≤ δ
(
n
⌊n/m⌋
)2
≤ 4m2δ. (7.11)
Fix vectors (e1(Vi, Vj), . . . , ek(Vi, Vj)) that satisfy (7.11) for all i and j, and let N1 denote the
number of graphs on [n] with these (et(Vi, Vj))t∈[k]. Similar calculations to those in [41] show that
logkN1 ≤
1
2
m∑
i,j=1
ninjHk
(
e1(Vi, Vj)
ninj
, . . . ,
ek(Vi, Vj)
ninj
)
.
It follows from (7.11) and (7.10) that
logkN1 ≤
1
2
m∑
i,j=1
ninj
(
Hk
(
Wij(1), . . . ,Wij(k)
)
+ f(4m2δ)
)
.
Dividing both sides by n2 shows that
n−2 logkN1 ≤
1
2
Ent(E[W |S]) + 1
2
f(4m2δ).
Each of the et(Vi, Vj) may be chosen in at most n
2 ways, for a total of at most n2m
2k. It follows
that logk N̂K (n, δ;W ) ≤ n2m
2kN1 and hence that
n−2 logk N̂K (n, δ;W ) ≤
1
2
Ent(E[W |S]) + 1
2
f(4m2δ) + 2m2k
logk n
n2
,
as claimed.
Lemma 7.16. Let W be a k-graphon. For any m ≥ 1, any δ > 0, and any equipartition S of [0, 1]
into m sets,
lim sup
n→∞
logkNK (n, δ;W )(
n
2
) ≤ Ent(E[W |S]) + f(4m2δ),
where f is the function from (7.10). Hence,
lim
δ→0
lim sup
n→∞
logkNK (n, δ;W )(n
2
) ≤ Ent(E[W |S]).
We omit the proof of Lemma 7.16, which follows from Lemmas 7.13 and 7.15 much as in [41].
The next result, which is the main lemma of this section, says that if A is a closed set of graph
limits, then the number of graphons that are close to A in cut distance is determined (up to the
asymptotic value of the logarithm) by the maximum entropy of any graphon in A.
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Lemma 7.17. Let A ⊆ Ûk be a closed set of limits of k-decorated graphs, let δ > 0, and let
NK (n, δ;A) =
∣∣{G ∈ Lkn : δK (G,A) ≤ δ}∣∣.
We have
lim
δ→0
lim inf
n→∞
logkNK (n, δ;A)(n
2
) = lim
δ→0
lim sup
n→∞
logkNK (n, δ;A)(n
2
) = max
W∈A
Ent(W ). (7.12)
Proof. First, by Theorem 5.5, A is compact. This and Lemma 6.5 imply that the maximum on the
right-hand side of (7.12) exists.
To see that the right-hand side of (7.12) is a lower bound, note that (7.5) implies that for any
U ∈ A,
N̂K (n, δ;A) ≥ N̂K (n, δ;U) ≥ NK (n, δ;U).
The claim then follows from Lemma 7.14.
Now we show that the right-hand side of (7.12) is an upper bound. By compactness, there exist
t ∈ N and {W1, . . . ,Wt} ⊆ A such that
⋃t
i=1Bδ(Wi) = A. It follows that
NK (n, δ;A) ≤
t∑
i=1
NK (n, 2δ;Wi). (7.13)
Lemma 7.5 implies that for every m ≥ 1 and for every i ∈ [t], there exists an equipartition Si
of [0, 1] into m parts such that
dK (Wi,WiSi ) <
4√
log2m
. (7.14)
Hence, (7.13) and Lemma 7.16 imply that
lim sup
n→∞
logkNK (n, δ;A)(n
2
) ≤ max
i≤t
lim sup
n→∞
logkNK (n, 2δ;Wi)(n
2
)
≤ max
i≤t
lim sup
n→∞
Ent(WiSi ) + f(8m
2δ). (7.15)
For each m ≥ 1, let δ = 2−m, let i(m) be the index that maximises the right-hand side of (7.15),
let W ′m = Wi(m), and let Sm = Si(m). By compactness, we may choose a convergent subsequence of
the W ′m; let W
′ ∈ A be such that W ′m →W ′. It follows that
lim sup
n→∞
logkNK (n, 2
−m;A)(n
2
) ≤ Ent(WSm) + f(8m22−m). (7.16)
By (7.14), WSm →W ′ as m→∞. Lemma 6.5 thus implies that
lim sup
m→∞
Ent(WSm) ≤ Ent(W ′).
Observe that NK (n, δ;A) is increasing in δ. It follows from (7.16) that we have
lim
δ→0
lim sup
n→∞
logkNK (n, δ;A)(n
2
) = lim
m→∞
lim sup
n→∞
logkNK (n, 2
−m;A)(n
2
) ≤ Ent(W ′) ≤ max
W∈A
Ent(W ),
as claimed.
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7.3 Proofs of main results
Now we prove Theorems 7.1 and 6.2(ii). As mentioned earlier, we omit the proof of Theorem 7.2.
Proof of Theorem 7.1. Let δ > 0. Observe that, by compactness, for all n sufficiently large, if
G ∈ Qn, then δK (G, Q̂) < δ. It follows that |Qn| ≤ |QLn | ≤ NK (n, δ; Q̂). The claimed result then
follows from Lemma 7.17.
Proof of Theorem 6.2(ii). By Theorem 7.1, it is enough to show that if Q is hereditary, then
lim inf
n→∞
logk|Qn|(n
2
) ≥ max
Γ∈Q̂
Ent(Γ).
Let W ∈ Q̂. Because Q is hereditary, Lemma 7.7 implies that G(n,W ) ∈ QLn almost surely. If we
consider G(n,W ) as a random variable taking values in QLn , then standard properties of entropy
imply that
Ent
(
G(n,W )
) ≤ logk|QLn |.
Theorem 7.11 and (7.4) then imply that
Ent(W ) ≤ lim inf
n→∞
Ent
(
G(n,W )
)(n
2
) ≤ lim inf
n→∞
logk|Qn|(n
2
) ,
which is what we wanted to show.
8 Concluding remarks
8.1 Entropy maximisation in the multicolour setting
In the 2-colour setting, the rough structure of entropy maximisers for hereditary properties is well-
understood, via the choice number χc: given a hereditary property P with χc(P) = r, partition the
vertex sets into r equal parts and define a template by giving the r-partite edges full entropy (i.e.
free choice of their colour) and the other edges zero entropy (i.e. fix their colour, although different
edges in the same part may have different colours). In particular, Theorem 1.3 implies that the set
of possible entropy densities for hereditary properties is {0, 1/2, 2/3, 3/4, · · · } ∪ {1}.
By contrast, it is less clear what the set of possible values of entropy densities or the possible
rough structure of entropy maximisers should be in the k-coloured setting for k ≥ 3. We are only
aware of one partial result in this area: Alekseev and Sorochan [3] showed that if P is a symmetric
hereditary property of k-coloured graphs, then either π(P) = 0 or π(P) ≥ (1/2) logk 2. Moreover,
it is clear that the possible structures of entropy maximizers are much more varied than in the case
k = 2. For example, we saw in the proof of Theorem 4.14 that if P is the property of 3-coloured
graphs of containing no rainbow triangle, then Ent(P) = log3 2 and that the unique maximum-
entropy templates are those where the palette of each edge is a fixed pair of colours. On the other
hand, suppose that P is the property of containing no monochromatic triangle in either colour 2 or
colour 3. The same argument as in the proof of Theorem 4.3 shows that π(P) = 1/2 and that every
unique maximum-entropy template t corresponds to a balanced partition of [n] where t(e) = {1}
for every edge within a partition class and t(e) = [3] for every edge between partition classes.
Problem 8.1. Let k ∈ N with k ≥ 3. Determine the set of possible entropy densities of hereditary
properties of k-colourings of Kn and the rough structure of entropy maximisers.
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8.2 Contrasts between the graph limit and the container approaches
In this paper we have explored two approaches to counting, characterization and transference results
for hereditary properties: the hypergraph containers approach from Section 2 and the entropy of
graph limits approach from Section 7. We would be remiss to conclude the paper without comparing
these two approaches.
A clear advantage of the theory of containers is that it often gives more precise information: in
particular, container theory has been successfully used to give good bounds on the size of ‘sparse’
graph properties, such as C4-free graphs or Ks,t-free graphs, see [15, 16, 47, 57]. By comparison,
the theory of (dense) graph limits sheds little light on such properties: any sequence of graphs with
o(n2) edges tends to the constant graphon 0, and the results of [41] only show that any sparse graph
property has size 2o(n
2).
We should note here that developing an appropriate limit theory for sequences of sparse graphs
(to be precise, sequences of graphs with o(n2) edges but with average degree tending to infinity)
constitutes an active field of research, but it is still nascent in several respects. In particular, several
different notions of convergence have been proposed (see [19, 21, 22, 52]), and it is not yet clear
which, if any, of these is the ‘right’ one. That said, it would be interesting to determine whether
the results of any of the papers just cited would make it possible to extract information about the
number and typical structure of graphs in a sparse property from the space of its appropriately-
defined limits.
Secondly, the container approach adapts (relatively) straightforwardly to hypergraphs. In con-
trast, extending the theory of graph limits to hypergraphs has proven to be very difficult, although
some important steps have been taken [29, 73]. In particular, there is as yet no satisfactory gen-
eralization of the cut distance to hypergraphons. (For further discussion, see [53, Section 23.3].)
In view of these two points, it is natural to ask whether containers could pave the way for new
developments in graph limit theory. In any case, this leads us to conclude this paper with a re-
newed expression of admiration for the power, applicability and elegance of the container theories
of Balogh–Morris–Samotij and Saxton–Thomason.
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A Appendix
Proof of Theorem 4.17. Fix ε > 0, and let t be an n-vertex 3-colouring template satisfying properties
(i) and (ii) of the statement for some δ > 0 and n0 ∈ N to be specified later, and n ≥ n0. Our proof
is a (lengthy) exercise in stability analysis — essentially, we shall prove an approximate version of
Observation 4.15, and then run through the proof of Theorem 4.14 replacing each ‘for all pairs’ by
a ‘for almost all pairs’.
Let C0 = C0(P) be the constant whose existence is asserted by our supersaturation result,
Lemma 2.11: for all η > 0 there exists n1(η,P) such that for all n ≥ n1, if t is a 3-colouring template
on n vertices which can realise at most η
(n
3
)
rainbow triangles, then Ent(t) ≤ (π(P) + C0η)
(n
2
)
.
Let e′3 be the number of edges e = {u, v} ∈ E(Kn) for which there are at least δn vertices x ∈
V (Kn) \ {u, v} for which |t({x, u})| + |t({x, v})| > 2. For each such edge e and each such vertex x,
there is at least one rainbow triangle which can be realised inside e ∪ {x}. Each such triangle is
counted at most 3 times, so that in total we must have at least
e′3δn
3 < δ
(
n
3
)
rainbow triangles, and
in particular we must have e′3 <
δ
2n
2.
Now let e′′3 denote the number of edges e = {u, v} for which there are at most δn vertices x with
|t({x, u})|+|t({x, v})| > 2. We shall choose δ sufficiently small to ensure that (a) (1−200C0δ)2 > 2/3
and (b) δ < 2π(P)−1/50200(C0+2) (we can certainly do that since the value of the constant C0 does not depend
on δ).
Suppose n > 3n1(2δ). We claim that e
′′
3 < 200(C0 + 1)δn
2. Indeed suppose not. Then we can
find a set E′′3 of at least 200(C0 + 1)δn
2/2n = 100(C0 + 1)δn := cn vertex-disjoint edges e = {u, v}
with t(e) = 3 and |t({x, u})| + |t({x, v})| = 2 for all but at most δn vertices x. Remove from Kn
the pairs of vertices e = {u, v} from E′′3 one by one. This leaves us with a graph on n′ = n − 2cn
vertices, which by (a) and our assumption on n is strictly greater than n1(2δ).
Let t′ denote the subtemplate of t induced by the remaining vertices. Clearly t′ can realise at
most δ
(n
3
)
rainbow triangles, which by (a) is at most 2δ
(n′
3
)
. Now Lemma 2.11 and the fact that
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n′ > n1(2δ) implies that
Ent(t′) ≤ (π(P) + C02δ)
(
n′
2
)
≤ π(P)
(
n
2
)
+
C02δ
2
n2 − 2c(1 − c)π(P)n2. (A.1)
On the other hand, each of the edges e from E′′3 we removed decreased the entropy by at most δn,
so we have the following lower bound on Ent(t′):
Ent(t′) ≥ Ent(t)− cδn2 ≥ π(P)
(
n
2
)
− (cδ + δ)n
2
2
. (A.2)
Bringing the two bounds (A.1) and (A.2) together and cancelling terms as appropriate, we get
−cδ
2
− δ
2
≤ C02δ
2
− 2c(1− c)π(P).
Rearranging yields
c
(
2(1 − c)π(P) − δ
2
)
≤ δ
2
(1 + 2C0).
Since c = 100(C0+1), this contradicts our assumption (b) on δ. It follows that e
′′
3 < 200(C0+1)δn
2,
as claimed. Thus in total, there are at most e′3 + e
′′
3 = (δ/2 + 200(C0 + 1)δ)n
2 := C2δn
2 edges e
with |t(e)| = 3.
We now move on to bounding the number e1 of edges e with |t(e)| = 1. We have(
π(P)− δ)(n
2
)
≤ Ent(t) ≤ π(P)
((
n
2
)
− e1
)
+ e′3 + e
′′
3 ,
which together with our bound on e′3 + e
′′
3 implies that
e1 <
1
π(P)
(
1
2
+ C2
)
δn2.
In particular, all but at most (
1
π(P)
(
1
2
+ C2
)
+ C2
)
δn2 := C3δn
2
edges e have |t(e)| = 2.
Finally we turn to the edges assigned two colours by t. For each pair of colours A ∈ [3](2), let
VA denote the collection of vertices incident to at least δ
1/3n edges in colour A. For any A 6= B,
each vertex in VA ∩ VB gives rise to at least δ2/3n2 distinct rainbow triangles, whence
|VA ∩ VB |
3
≤ δ
(
n
3
)
,
implying |A ∩ VB | ≤ δ1/3n/2. Suppose we had |VA| and |VB | both greater than (
√
C3 + 3)δ
1/3n
for some colour pairs A 6= B, and let C denote the third colour pair from [3]. Then all but at
most δ1/3n vertices in A are incident to at most 2δ1/3n edges whose t-colour assignment is B or C.
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In particular such vertices a must be incident to at least |VB | − |VB ∩ VA| − 2δ1/3n edges ab with
b ∈ VB \ VA and t(a, b) /∈ {A,B,C}. This gives at least(
|VA| − δ1/3n
)(
|VB | − |VB ∩ VA| − 2δ1/3n
)
≥ (
√
C3 + 1)δ
1/3n
√
C3δ
1/3n > C3δn
2
edges e with |t(e)| 6= 2, a contradiction. It follows that there is at most one colour pair, say A,
with |VA| ≥ (
√
C3 + 3)δ
1/3n. Let B, C denote the two other colour pairs, and eB , eC the number
of edges e with t(e) = B and t(e) = C respectively. By the definition of VB, we have
eB ≤ |VB |n/2 + (n− |VB |)δ1/3n/2 < (
√
C3 + 4)δ
1/3
2
n2,
and similarly eC ≤ (
√
C3 + 4)δ
1/3n2/2. We have thus shown that all but at most (C3δ + (
√
C3 +
4)δ1/3)n2 edges e ∈ E(Kn) have t(e) 6= A. Picking δ = δ(ε) sufficiently small (and n0 ≥ 3n1(2δ)),
this is less than ε
(
n
2
)
, proving the theorem.
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