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The analysis of temporal geospatial data has provided important insights into global vegetation dynamics, partic-
ularly the interaction among different variables such as precipitation and vegetation indices. Nevertheless, this
analysis is not a straightforward task due to the complex relationships among different systems driving the dy-
namics of the observed variables. Aiming at automatically extracting information from temporal geospatial data,
we propose a new approach to detect stochastic and deterministic patterns embedded into time series and illus-
trate its effectiveness through an analysis of global geospatial precipitation and vegetation data captured over a
14 year period. By knowing such patterns, we can ﬁnd similarities in the behavior of different systems even if
these systems are characterized by different dynamics. In addition, we developed a novel determinismmeasure
to evaluate the relative contribution of stochastic and deterministic patterns in a time series. Analyses showed
that this measure permitted the detection of regions on the globalmapwhere the radiation absorbed by the veg-
etation and the incidence of rain occurwith similar patterns of stochasticity. Themethods developed in this study
are generally applicable to any spatiotemporal data set and may be of particular interest for the analysis of the
vast amount of remotely sensed geospatial data currently being collected routinely as part of national and inter-
national monitoring programs.
© 2014 Elsevier Inc. All rights reserved.
1. Introduction
Remote sensing of the earth surface has become an important tool to
provide data about global changes and the impact of human actions,
such as deforestation and cropland expansion, on the environment
(Lepers et al., 2005; Rowhani, Linderman, & Lambin, 2011). The analysis
of these data is not an easy task due to the large number of observations
and the complex relationships among different systems driving the dy-
namics of the observed variables. The development of approaches to ex-
tract information from temporal geospatial data and to detect patterns
in the time series is thus an important requirement.
The development of approaches to extract information from tempo-
ral geospatial data and to detect patterns in the time series is thus an im-
portant requirement. A key target of investigation is carbon dynamics in
(terrestrial) ecosystems, expressed through vegetation activity, i.e. the
rate of biomass production. A number of remote sensing-based indices
are available as proxies for this productivity. Here, we are analyzing
the fraction of absorbed photosynthetically active radiation (FAPAR).
Its dynamics is vastly different over the globe, and controlled by a num-
ber of hydrometeorological variables, among other factor. In this paper,
we are speciﬁcally investigatingwhether andwhere the FAPAR dynam-
ics is controlled by precipitation. In someworld regions, water availabil-
ity is the primary limiting factor for vegetation dynamics; in others,
precipitation has a clear annual or half-annual periodicity. How is this
reﬂected in FAPAR time series, how strong is the connection dependent
on location? Is precipitation always inducing vegetation, or could vege-
tation as well trigger precipitation via evapotranspiration over large re-
gions? To answer these questions, we have to compare the signal part of
both variables, leaving the stochastic elements of both aside.
This motivated the design of a new approach which performs time
series analysis and extracts stochastic and deterministic components
embedded in the observations. Besides decomposing such components,
we also present a newmeasure calledDeterminismRate, which helps to
quantify the degree of similarity among time series with different dy-
namics and, consequently, to better understand their behavior. While
the approach is generally applicable to many different sets of time se-
ries, we demonstrate its effectiveness on time series extracted from
geospatial data.
The approach uses Empirical Mode Decomposition (EMD) (Huang
et al., 1998) to decompose time series into a set of components. These
components are analyzed by using Fourier Transform (FT) and Mutual
Information (MI) methods to regroup according to two categories: sto-
chastic and deterministic. The new measure is estimated by analyzing
the contribution of the stochastic and deterministic components to the
original time series.
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In this work, the proposed approach was applied to two geospatial
datasets, the Fraction of Absorbed Photosynthetically Active Radiation
(FAPAR) (Gobron, Belward, Pinty, & Knorr, 2010; Mahecha, Frst,
Gobron, & Lange, 2010) and Rainfall (Gobron, Belward, Pinty, & Knorr,
2010; Mahecha et al., 2010), which have been widely studied in remote
sensing literature (Anyamba & Tucker, 2005; De Kauwe, Disney, Quaife,
Lewis, & Williams, 2011; Fensholt, Sandholt, & Rasmussen, 2004;
Rowhani et al., 2011). Results conﬁrm that our approach allows the
extraction of relevant patterns and the association of stochastic and de-
terministic regions present in these datasets, even when they are char-
acterized by different dynamics.
2. Decomposition methods
There are several techniques commonly used to decompose time se-
ries, such as Principal Component Analysis (Jolliffe, 2002), Singular
Spectrum Analysis (Golyandina, Nekrutkin, & Zhigljavsky, 2001), Fouri-
er Transform (Graps, 1995), Wavelets (Graps, 1995), and Empirical
Mode Decomposition (Huang et al., 1998).
Principal Component Analysis (PCA) is a nonparametric technique
to reduce data dimensionality, extracting relevant information from
data (Jolliffe, 2002). Despite the applicability of this technique, PCA is
not used in thiswork since it is limited to extract information on the lin-
ear structure of the data only.
Singular Spectrum Analysis (SSA) is a data-adaptive technique for
time series decomposition into strictly orthogonal modes (Golyandina
et al., 2001) and has been widely adopted due to its ability to identify
and extract oscillatory components present in time series. By using
this technique, one can decompose time series into three basic constit-
uents: noise, trend, and seasonality. Although this technique has proven
to be very successful in the analysis of climatic, meteorological and geo-
physical time series, we do not use it in this work due to its limitation
that it is linear: SSA is essentially an application of PCA in the time do-
main (Hsieh & Wu, 2002; Schoellhamer, 2001). A nonlinear version of
SSA, combining time-domain PCA with neural networks, is presented
in (Hsieh & Wu, 2002); however, this is far from being an established
extension and is not further investigated here.
Fourier Transformation (FT) is the classical technique to represent
data using sums of strictly sinusoidal signals (Huang et al., 1998). Its
ability to describe signal components makes it widely applicable to dif-
ferent real-world problems, including the decomposition of time series
(Graps, 1995). However, FT is not applicable in the context of this work
since it assumes series are linear and strictly periodic and stationary
(Huang et al., 1998).
Wavelet Transformation (WT) is an alternative to PCAand FT.Wave-
lets are written as mathematical functions that decompose time series
at different scales and resolutions (Graps, 1995). This decomposition
makes it possible to analyze time series not only in the frequency do-
main, like FT, but also locally in the time domain, consequently keeping
temporal relations and features among time series observations, and
has its strengths in particular for stationary data.
Although,WT has beenwidely adopted to analyze time series, in this
work, we studied an alternative method called Empirical Mode Decom-
position (EMD) (Huang et al., 1998), which supports the decomposition
of time series regardless of the linearity, stationarity, and stochasticity.
We selected this method due to the capability of extracting the shape
of the nonlinearity from the data, whereas WT requires predeﬁned
basis.
The EMD method converts a time series into a set of mono-
components, called Intrinsic Mode Functions (IMFs), which contain in-
dividual characteristics present in the original series (Huang et al.,
1998). The key step in performing this decomposition is the sifting
process, which initially identiﬁes local minima and maxima values for
observations along time. Afterwards, all minima are combined to com-
pose a lower envelope l(t) by using the cubic spline method. The same
procedure is applied to all maxima in order to compose an upper
envelope u(t) (Huang et al., 1998). Next, the approximation values ob-
tained using both cubic splines (lower and upper) are used to compute
the mean envelope (Eq. (1)). Later, m(t) is removed from the original
time series x(t), producing the ﬁrst monocomponent candidate
h1,1(t) = x(t)− m(t), in which the ﬁrst index corresponds to the IMF
identiﬁer (as this is the ﬁrst IMF to be extracted, the index is 1) and
the second refers to the candidate identiﬁer (as this is the ﬁrst candi-
date, the index is also 1).
m tð Þ ¼ l tð Þ þ u tð Þ
2
ð1Þ
This ﬁrst candidate h1,1(t) is used in place of the original data and the
sifting process is repeated until the candidate satisﬁes the IMF
monocomponent deﬁnition, which must agree with one of the follow-
ing requirements: i) the number of extrema and the number of zero-
crossings must be either equal or differ at most by one; or ii) for every
t, m(t) is zero. After obtaining the ﬁrst monocomponent candidate
that satisﬁes the IMF deﬁnition, theﬁrst IMFmonocomponent is obtain-
ed according to h1(t) = h1,k(t), assuming k candidates were produced
until reaching the IMF deﬁnition.
This ﬁrst IMF is then removed from the data, x(t)− h1(t), and the re-
sultant series is again analyzed by the whole process, producing further
IMFs until reaching the stopping criterion, either when the component
hn(t) or the residue r(t) becomes smaller than a given threshold, or
when the residue r(t) becomes a monotonic function from which no
IMF can be extracted from. Hence, this last component is called the
ﬁnal residue, r(t) (Huang et al., 1998). In summary, according to EMD,
a time series x(t) is composed of a set of IMF monocomponents plus a
residue as presented in Eq. (2).
x tð Þ ¼
XN
n¼1
hn tð Þ þ r tð Þ ð2Þ
In order to better understand this method, consider a noisy time se-
ries x(t) created from the combination of two different components:
onedeterministic and another stochastic. In this example, the determin-
istic componentwas created using a sine functionwith angular frequen-
cy equal to 2π. The stochastic component was produced by a random
process ε(0, 1) following a normal distribution with mean μ = 0 and
standard deviation σ= 1. Fig. 1 presents these two components.
Hence, the noisy time series was obtained by summing both compo-
nents, x(t) = sin(2πt) + ε(0, 1). This noisy time series was analyzed by
the EMD method, producing a set of IMFs hn(t) and a residue r(t) as
presented in Fig. 2.
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Fig. 1. The deterministic, sin(2πt), and stochastic, ε(0, 1), components used to create the
noisy time series x(t).
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Analyzing this ﬁgure, we notice that the ﬁrst IMFs appear more sto-
chastic than the last ones. As new IMFs are extracted, this stochasticity
tends to decrease, giving rise to a cutoff point, such that all IMFs pro-
duced before this point are characterized as stochastic, whereas those
obtained after this cutoff point are deterministic. After applying the re-
currence quantiﬁcation analysis on the previous example, as discussed
in (Rios & Mello, 2013), one could ﬁnd the cutoff point in between the
IMFs 4 and 5. Then, summing all IMFs before this point, i.e., IMFs from
1 to 4, we can reconstruct the stochastic component. The deterministic
component can be estimated by summing the remaining IMFs with in-
dices from5 to 8. The deterministic component estimated from the IMFs
extracted using EMD and the original sine function is shown in Fig. 3. It
is worth emphasizing that the residue was not considered to compose
the deterministic component in this example once no trendwas present
in the noisy time series x(t), i.e. the obtained residue r(t) showed low
amplitudes due to the stationary behavior of the noisy series x(t).
In this work, we are not only interested in decomposing time series,
but also in analyzing the relative contributions of the stochastic and
deterministic components. Our goal is to describe the stochastic and de-
terministic parts of the dynamics separately. For this, we develop a new
nonparametric approach that combines EMD and continuous Mutual
Information (Darbellay & Vajda, 1999) to assess all IMFs in order to au-
tomatically detect the cutoff point that allows us to combine them to
form these two components. After obtaining the stochastic and deter-
ministic components by using our approach, their inﬂuences can be es-
timated by means of a determinism rate, which is also proposed in this
work.
The use of the EMDmethod on time series collected fromsatellite re-
mote sensing has been widely applied as presented in Pinzon, Brown,
and Tuker (2005). In such work, the authors used EMD to correct satel-
lite drift artifacts and illumination differences caused by the solar zenith
angle, which affects NDVI time series. On the other hand, in our work,
the EMD method is part of a process to decompose time series that in-
cludes multiple steps and techniques, like Fourier Transform andMutu-
al Information, as discussed in the following sections.
3. Mutual information
The concept of mutual information (MI) was initially introduced by
(Shannon, 1948) to quantify the information shared by two variables.
For example, let X and Y be two strictly independent random variables;
their MI is zero because one variable cannot provide any information
about the other (Kraskov, Stögbauer, & Grassberger, 2004).
The mutual information between two continuous variables X and Y
is formally presented in Eq. (3), inwhich fX,Y(x, y) is the joint Probability
Density Function (PDF) for the variables X and Y, and fX(x) and fY(y) are
themarginal PDFs of X and Y, respectively (Papana & Kugiumtzis, 2008).
I X; Yð Þ ¼
Z
Y
Z
X
f X;Y x; yð Þlog
f X;Y x; yð Þ
f X xð Þ f Y yð Þ
 
d x d y ð3Þ
In all practical situations dealing with measured data, one needs a
(discrete) estimator to approximate Eq. (3). Most of the mutual infor-
mation estimators consider three straightforward steps. First, the
dataset is partitioned into ﬁxed-width discrete bins (cells). Then, a his-
togram is created considering the relative frequency of occurrence of
samples at each bin (Papana & Kugiumtzis, 2008). Finally, the mutual
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Fig. 2. IMFs (hn(t)) and residue (r(t)) extracted from a noisy signal x(t) = sin(2πt) + ε(0, 1).
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Fig. 3. The dotted line represents the deterministic component (sin(2πt)) used to create
the noisy time series. The deterministic component estimated by combining the IMFs
1–4, as illustrated in Fig. 2, and extracted using EMD is represented by the continuous
line.
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information (Eq. (3)) is calculated on the histogram. The main problem
faced by such estimators is the limitation of partitioning data into bins,
which is performed using a ﬁxed width producing an accumulated
error.
Aiming at overcoming this drawback, Darbellay and Vajda (1999)
presented a new method based on partitioning the data space into a
ﬁnite number of nonoverlapping rectangular cells. According to the
authors, instead of partitioning data into ﬁxed-width bins, the tech-
nique must continuously partition it until achieving a conditional inde-
pendence among cells. Hence, the mutual information estimated on
these partitions is closer to its theoretical value.
The Darbellay and Vajda (DV) method is based on three steps
(Darbellay & T.P., 2000). Initially, data must be organized into a one-
cell partition. Aiming at clarifying the presentation of the method, we
consider the data is organized in two dimensions. Extension of the algo-
rithm to higher dimensions is discussed in (Darbellay & T.P., 2000).
Then, the cell is partitioned into 2 equiprobable halves. Next, the two re-
sultant subcells must be recursively partitioned, if the number of points
in each new cell is greater than 4 and the mutual information (Eq. (3))
in each subcell takes approximately the same value. The similarity
among the mutual information values in the last step is calculated
using the χ2 “goodness-of-ﬁt” test at the 5 % signiﬁcance level, as
depicted in (Darbellay & T.P., 2000). If there is no further possible
partitioning any longer in the next step, themutual information is calcu-
lated on the ﬁnal subcells.
4. The decomposition approach
We present an approach to decompose time series into stochastic
and deterministic components based on EmpiricalModeDecomposition
(EMD), Fourier Transformation (FT), and the Mutual Information (MI)
estimator proposed by Darbellay and Vajda (DV) (Darbellay & Vajda,
1999). In the context of this work, FT is not used to decompose time
series, but to calculate the phase components of IMFs, instead. By
using the phase information as input to theDVmethod,we can estimate
the cutoff point, separating the stochastic and deterministic compo-
nents. The use of these methods in our approach is detailed in the
next section.
4.1. Obtaining stochastic and deterministic components
Consider a time series x(t) = {x(1), x(2),…, x(T)} having T observa-
tions. To obtain the stochastic and deterministic components, x(t) is ini-
tially decomposed using EMD, E (⋅), which returns a set of IMF
monocomponents, i.e., hn(t), ∀ n ∈ {1, 2, …, N} (see Section 2), in
which N represents the total number of IMFs empirically extracted
from x(t), plus a residue r(t). It is important to highlight that every
IMF by itself is a time series, whose length is equal to the original one,
T. Moreover, the total number of IMFs returned by EMD depends on
the time series.
E x tð Þð Þ ¼ h1 tð Þ; h2 tð Þ;…; hN tð Þ; r tð Þf g ð4Þ
In the next step, a Fourier Transform F (⋅) is applied on every
extracted IMF (Eq. (5)), except for the residue, since we expect it to be
deterministic because it only contains the time series trend. For every
IMF hn(t), we obtain
Cn tð Þ ¼ F hn tð Þð Þ ð5Þ
which is a set of complex coefﬁcients Cn(t)= {cn,1, cn,2,…, cn,k,…, cn,T} in
frequency space, such that cn,k is calculated by Eq. (6). The length of
Cn(t) is equal to the original time series.
cn;k ¼
XT
t¼1
hn tð Þ  e−i2π
k
Tt ; ∀k∈ 1;2;…; Tf g ð6Þ
After obtaining the coefﬁcients for every IMF, we calculate the
phases for each component. For this purpose, the arctangent func-
tion is applied on the ratio between the imaginary J(⋅) and real
ℜ(⋅) parts of coefﬁcients as presented in Eq. (7). Again, n represents
the IMF index and the length of θn(f) is also equal to the original time
series.
θn tð Þ ¼ arctan
J Cn tð Þð ÞÞ
ℜ Cn tð Þð ÞÞ
 
; ∀n∈ 1;2;…;Nf g ð7Þ
For a given n, the coefﬁcients form a phase vector θp characterizing a
speciﬁc IMF. Next, we calculate the mutual information of two phase
vectors belonging to two adjacent IMFs:
vp ¼ I θp tð Þ; θpþ1 tð Þ
 
: ð8Þ
By comparing two stochastic IMFs through their vp value, the ob-
tained Mutual Information is expected to be close to zero, since the
correlation between them is low. On the other hand, the comparison
between deterministic IMFs tends to provide higher MI values.
Hence, by considering the mean value (ζ) for the vp values, as pre-
sented in Eq. (9), we can detect a cutoff point in which Mutual Infor-
mation values change, allowing to separate the stochastic and
deterministic components.
ζ ¼ 1
N−1
XN−1
p¼1
vp ð9Þ
Next, we look for the highest index zwhere vz is still lower than the
mean ζ, and this z deﬁnes the cutoff point. Every hi(t),∀ i∈ {1, 2,…, z}, is
considered stochastic, while all hj(t), ∀ j∈ {z+ 1, z+ 2,…, N}, plus the
residue are taken as deterministic, as presented in the example in
Section 2. These two components are, formally, deﬁned by Eqs. (10)
and (11).
s tð Þ ¼
Xz
n¼1
hn tð Þ ð10Þ
d tð Þ ¼
XN
n¼zþ1
hn tð Þ þ r tð Þ ð11Þ
In this process, no approximation is involved: by summing the
stochastic and deterministic components, the original time series is
obtained in full detail, i.e., x(t) = s(t) + d(t).
4.2. Determinism rate
Assessing the degree of determinism in a time series is a very im-
portant step in the analysis process, helping to choose more appro-
priate techniques to model and understand data behavior (Rios &
Mello, 2013). Among the many existing approaches to quantify de-
terminism in data sets, the Recurrence Plot (RP) method (Marwan,
Romano, Thiel, & Kurths, 2007) is particularly worth mentioning,
since it is purely data-oriented, does not assume peculiar properties
of the underlying dynamical system and works reliably even for
rather short time series. Here, determinism is related to piecewise
similar behavior of the time series after some lag time. However,
RPs come with the need to deﬁne some critical parameters that
strongly inﬂuence the determinism quantiﬁer, even when using rec-
ommended techniques to estimate them.
Our EMD-based approach is essentially non-parametric, and we de-
velop a newmeasure called DeterminismRate, Rdet, computed based on
the two components s(t) and d(t) obtained by our decomposition ap-
proach. This measure Rdet is computed as the mean of the inﬂuence of
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the deterministic component d(t) in terms of the original time series,
x(t) = s(t) + d(t), as illustrated in Eq. (12).
Rdet ¼
1
T

XT
t¼1
d tð Þ2
d tð Þ2 þ s tð Þ2 ð12Þ
This equation provides a value in the range (0, 1]. As this value ap-
proaches one, the time series is more deterministic. On the other
hand, if the value is close to zero, the time series has a strong stochastic
inﬂuence. Alternatively, the Stochasticity Rate is obtained by applying
the following equation: Rsto = 1− Rdet.
5. Application to remote sensing data
The effectiveness of our approach was evaluated using real-world
environmental data. The datasets used for this purpose were the
Fraction of Absorbed Photosynthetically Active Radiation (FAPAR)
(Gobron, Belward, Pinty, & Knorr, 2010;Mahecha et al., 2010) and Rain-
fall (Gobron, Belward, Pinty, & Knorr, 2010; Mahecha et al., 2010).
FAPAR is one of the Land Surface products provided by the Institute
for Environment and Sustainability (IES) of the European Commission's
Joint Research Centre (JRC). This variable represents the fraction of the
incoming solar radiation between 400 and 700 nm which is absorbed
by plants and other photosynthetic organisms on the earth surface
(Fensholt et al., 2004; Gobron, Belward, Pinty, & Knorr, 2010; Gobron,
Knorr, Belward, & Pinty, 2010; Gobron, Pinty, Verstraete, & Widlowski,
2000; Mahecha et al., 2010). Further details about the dataset and
data processing can be found at http://fapar.jrc.ec.europa.eu/Home.php.
In ourwork, we used a global FAPAR dataset compiled from two sat-
ellite sensors (SeaWifs onboard OrbitalViewer-2 and MERIS onboard
Envisat) for the period of January 1998 to December 2011 at a spatial
resolution of 0.5∘x0.5∘. This dataset forms a map of 51,912 pixels, in
which each pixel contains a time series. Each of the observations in
the time series is a spatial and temporal average value for a ten-day pe-
riod. Depending on the location on the globe, an individual entry repre-
sents up to 2500 subpixelmeasurements andup to 7 repetitions in time,
mitigating the problem of missing observations due to clouds and snow
cover, among others. Thus, the dataset considered in this work contains
168 monitored months, with 3 observations per month, producing a
time series with 504 observations for every pixel in the 2DWorld map.
Fig. 4 shows the resulting global 2DWorldmap of the FAPAR dataset
at four different instants in time. The FAPAR indices range from 0 to 1,
which are represented by a color scale from blue to red, respectively,
in the world map.
The second dataset used to evaluate our approach is the rainfall and
wasprovided by the EuropeanCentre forMedium-RangeWeather Fore-
casts. This dataset is based on Reanalysis (Rienecker et al., 2012) and its
values, similarly to FAPAR, are spatially distributed over a 2D World
map of 51,912 pixels, in which every pixel is composed of a time series
with 504 observations. We carefully used the same pixel boundaries
and exactly the same 3 periods per month (aggregating from daily
data in this case) as for the FAPAR dataset, rendering them comparable.
The total number of observations – 52,327,296 – and time series –
51,912 – for each dataset makes it difﬁcult to, individually, estimate
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Fig. 4. Four different time instants for the FAPARdataset: (a–b) show the average FAPAR for theﬁrst ten days of January and July 1998, respectively;whereas (c–d) show the FAPAR indices
for the same period but 13 years later.
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and evaluate parameters for every one. We therefore used an unsuper-
vised and nonparametric approach to decompose the time series and
estimate determinism rates as described above.
6. Results
6.1. Dataset: fraction of absorbed photosynthesis active radiation (FAPAR)
The application of our approach on the entire FAPAR dataset pro-
duced a new 2D World map (Fig. 5), in which the determinism rates
correspond to gradient colors, i.e., the most stochastic time series
(Rdet(⋅) ≈ 0) are in blue, whereas the most deterministic ones
(Rdet(⋅)≈ 1) are in red. For this dataset, the average number of IMFs
for every time series was 6.12 and the average cutoff point was 2.61.
Fig. 5 illustrates that for regions with consistently high cover of pro-
ductive plants, the determinism rate is high. This is particularly obvious
in tropical rainforests. Here, the determinism rate is close to one.
On the other hand, there are 7 regions whose determinism rate is
low: 1) the west side of North America; 2) the Atacama region in
South America; 3) parts of North Africa; 4) the west side of South
Africa; 5) the Middle East; 6) the central region of Asia; and 7) the cen-
tral region of Australia. We note that all of these regions are character-
ized by semiarid vegetation under highly variable rainfall regimes.
6.2. Dataset: rainfall
The results of analyzing the rainfall dataset are presented in Fig. 6. By
looking at this map, we observe that fully deterministic time series are
less frequent than in FAPAR and regions with high determinism levels
are often in areas of tropical rain forests. In addition to this pattern,
we also notice that high stochastic levels occur in similar regions in
both the FAPAR and Rainfall deterministic world maps. For the rainfall
dataset, the average number of IMFs for every time series was 7.24
and the average cutoff point was 3.24.
In order tomake these similarities more evident, we created two bi-
nary worldmaps (Figs. 7a and b) based on the analysis of the determin-
ism maps generated for the FAPAR and rainfall datasets (Figs. 5 and 6).
These maps were obtained using the Heaviside step function presented
in Eq. (13). The threshold δ in this equation was estimated using the
20th percentile of each data set, thus the δ value for the FAPAR and Rain-
fall datasets were 0.84 and 0.55, respectively.
R^det tð Þ ¼ 0 : R det tð Þbδ1 : R det tð Þ≥δ

ð13Þ
The binary maps were also analyzed by the ϕ-coefﬁcient
(Cramer, 1999), which aims to assess the correlation between two
binary variables. This coefﬁcient is similar to the Pearson correlation
coefﬁcient and provides an index varying from 1 to +1, which
means the binary variables evolve in either opposite or the same di-
rections, respectively. The ϕ-coefﬁcient for these binary 2D world
maps was equal to 0.2168, which is a signiﬁcant correlation given
the large number of pixels involved. Thus, thresholded determinism
rates for FAPAR are only to a minor extent determined by those of
precipitation.
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Fig. 5. Degree of determinism in the global FAPAR dataset obtained using our approach. Red values are highly deterministic and blue values are more stochastic.
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6.3. Discussion
According to our analyses, the regions of lowest determinism for
FAPAR correspond to transition regions between biomes, characterized
by highly variable rainfall patterns. The Sahel is a prototypical example
(Anyamba & Tucker, 2005; Gonzalez, Tucker, & Sy, 2012; Heumann,
Seaquist, Eklundh, & Jonsson, 2007). Sahel is a semi-arid region that rep-
resents a transition zone between the Sahara desert and the humid
tropical savanna and it is located in the north of the African continent.
However, the precise geographic location of the Sahel is difﬁcult to dis-
tinguish because its physical characteristics change over time and space
(Anyamba & Tucker, 2005). Automated analyses such as performed
here may serve as a means to delineate the boundaries based on pat-
terns of vegetation dynamics, creating the possibility of monitoring
the progress of the region over time.
The Sahel is also characterized by low and variable rainfall. As
discussed in (Heumann et al., 2007), the mean annual rainfall in Sahel
decreasedmarkedly between the early 1960s andmid 1990s, compared
to the ﬁrst half of the 20th century. This downturn in rainfall has led re-
searchers to examine the inﬂuence of land surface vegetation on the
general precipitation behavior of the region (Heumann et al., 2007). It
is possible that approaches such as the one presented here can be
used to provide further insight into the relationships between these
two dynamical processes.
Although this similarity between the FAPAR and Rainfall datasets is
known by researchers, it is difﬁcult to measure it using conventional
techniques, since the dynamics deﬁning the time series behavior are dif-
ferent for each system. This difference is noticed by analyzing the time
series presented in Fig. 8, which contains four plots. The ﬁrst one
(Fig. 8.a) shows a time series extracted from FAPAR dataset, whereas
the second (Fig. 8.b) corresponds to a time series from the Rainfall
dataset. This difference between the temporal patterns of the datasets
did not inﬂuence our approach, which presented similarities between
the rates of determinism (Rdet = 0.991 and Rdet = 0.907). This similar-
ity evidenced by our measure can be conﬁrmed by looking at Figs. 8.c
and d that show the deterministic components extracted from the orig-
inal FAPAR and Rainfall time series, respectively.
Finally, in addition to the advantages previously presented, the pro-
posed approach is generally applicable to any set of time series for
which one might suspect a relationship. In this scenario, one can sepa-
rate the stochastic and deterministic components and adjust speciﬁc
models to each one of these behaviors (Han & Liu, 2009). This approach
may increase the modeling accuracy, once the inﬂuences of individual
components are separately estimated.
7. Concluding remarks
In this paper, we introduced a new nonparametric approach to de-
compose time series into stochastic and deterministic components.
This approach uses Empirical Mode Decomposition, Fourier Transfor-
mation and Mutual Information. By knowing the respective compo-
nents, one can understand their inﬂuences on observations and,
consequently, develop more appropriate models to describe the time
series behavior. Besides this approach,we also proposed a newmeasure
to estimate the determinism level in time series.
By using our approach and measure, we were able to detect impor-
tant patterns in global geospatial datasets. Furthermore, analyses also
served to delineate regions of particular interest such as the Sahel. The
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Fig. 6. Degree of determinism in the global Rainfall dataset. Red values are highly deterministic and blue values are more stochastic.
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Fig. 7. Binary 2D world maps showing overlapping regions of determinism in the FAPAR and Rainfall datasets.
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automatic detection of this region is not a simple task as presented in
Section 6.3. We also conﬁrmed the high stochasticity in the rainfall re-
gime of semi-arid regions which corresponds to highly stochastic vege-
tation dynamics. Overall, the approach permitted the identiﬁcation of
similar patterns in different datasets, in which the application of tradi-
tional techniques tends to present problems due to the different dy-
namics that characterize the datasets.
The development of new approaches such as the one presented here
may permit the automated analysis of massive spatiotemporal datasets
generated via remote sensing, providing invaluable insight into the
nature of global and regional biophysical processes and their inter-
relationships.
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