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Abstract
After a brief review, in the first part, of some relevant analyticity and crossing-symmetry properties of the correlation functions of two Wilson
loops in QCD, when going from Euclidean to Minkowskian theory, in the second part we shall see how these properties can be related to the still
unsolved problem of the asymptotic s-dependence of the hadron–hadron total cross sections. In particular, we critically discuss the question if
(and how) a pomeron-like behaviour can be derived from this Euclidean–Minkowskian duality.
© 2007 Elsevier B.V.
1. Loop–loop scattering amplitudes
Differently from the parton–parton scattering amplitudes, which are known to be affected by infrared (IR) divergences, the
elastic scattering amplitude of two colourless states in gauge theories, e.g., two qq¯ meson states, is expected to be an IR-finite
physical quantity [1]. It was shown in Refs. [2–4] (for a review see Refs. [5,6]) that the high-energy meson–meson elastic scattering
amplitude can be approximately reconstructed in two steps: (i) one first evaluates, in the functional-integral approach, the high-
energy elastic scattering amplitude of two qq¯ pairs (usually called dipoles), of given transverse sizes R1⊥ and R2⊥ and given
longitudinal-momentum fractions f1 and f2 of the two quarks in the two dipoles respectively; (ii) one then averages this amplitude
over all possible values of R1⊥, f1 and R2⊥, f2 with two proper squared wave functions |ψ1( R1⊥, f1)|2 and |ψ2( R2⊥, f2)|2,
describing the two interacting mesons.1 (For the treatment of baryons, a similar, but, of course, more involved, picture can be
adopted, using a genuine three-body configuration or, alternatively and even more simply, a quark–diquark configuration: we refer
the interested reader to the above-mentioned original references [2–6].)
The high-energy elastic scattering amplitude of two dipoles is governed by the (properly normalized) correlation function of two
Wilson loopsW1 andW2, which follow the classical straight lines for quark (antiquark) trajectories:
(1.1)M(ll)(s, t; R1⊥, f1, R2⊥, f2) ≡ −i2s
∫
d2z⊥ ei q⊥·z⊥
[ 〈W1W2〉
〈W1〉〈W2〉 − 1
]
,
where s and t = −|q⊥|2 (q⊥ being the transferred momentum) are the usual Mandelstam variables. The expectation values 〈W1W2〉,
〈W1〉, 〈W2〉 are averages in the sense of the QCD functional integrals and the Wilson loops W1 andW2 are so defined:
(1.2)W(T )1,2 ≡
1
Nc
Tr
{
P exp
[
−ig
∮
C1,2
Aμ(x)dx
μ
]}
,
E-mail address: enrico.meggiolaro@df.unipi.it.
1 One can also take, for simplicity, the longitudinal-momentum fractions f1 and f2 of the two quarks in the two dipoles (and, therefore, also the longitudinal-
momentum fractions 1 − f1 and 1 − f2 of the two antiquarks in the two dipoles) to be fixed to 1/2: this is known to be a good approximation for hadron–hadron
interactions (see Refs. [5,6] and references therein).
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178 E. Meggiolaro / Physics Letters B 651 (2007) 177–187Fig. 1. The space–time configuration of the two Wilson loops W1 and W2 entering in the expression for the dipole–dipole elastic scattering amplitude in the
high-energy limit.
where P denotes the path ordering along the given path C and Aμ = AaμT a ; C1 and C2 are two rectangular paths which follow the
classical straight-lines for quark [Xq(τ), forward in proper time τ ] and antiquark [Xq¯(τ), backward in τ ] trajectories, i.e.,
C1: Xμ1q(τ ) = zμ +
p
μ
1
m
τ + (1 − f1)Rμ1 , Xμ1q¯ (τ ) = zμ +
p
μ
1
m
τ − f1Rμ1 ,
(1.3)C2: Xμ2q(τ ) =
p
μ
2
m
τ + (1 − f2)Rμ2 , Xμ2q¯ (τ ) =
p
μ
2
m
τ − f2Rμ2 ,
and are closed by straight-line paths at proper times τ = ±T , where T plays the role of an IR cutoff [7,8], which can and must be
removed in the end (T → ∞). Here p1 and p2 are the four-momenta of the two dipoles, taken for simplicity with the same mass m,
moving (in the center-of-mass system) with speed V and −V along, for example, the x1-direction:
(1.4)p1 = m
(
cosh
χ
2
, sinh
χ
2
, 0⊥
)
, p2 = m
(
cosh
χ
2
,− sinh χ
2
, 0⊥
)
.
Here χ = 2 arctanhV is the hyperbolic angle between the two trajectories 1q and 2q , i.e., p1 · p2 = m2 coshχ . Moreover, R1 =
(0,0, R1⊥), R2 = (0,0, R2⊥) and z = (0,0, z⊥), where z⊥ = (z2, z3) is the impact-parameter distance between the two loops in the
transverse plane. The two Wilson loops are schematically shown in Fig. 1.
It is convenient to consider also the correlation function of two Euclidean Wilson loops W˜1 and W˜2 running along two rectan-
gular paths C˜1 and C˜2 which follow the following straight-line trajectories:
C˜1: X1qEμ(τ) = zEμ +
p1Eμ
m
τ + (1 − f1)R1Eμ, X1q¯Eμ(τ ) = zEμ +
p1Eμ
m
τ − f1R1Eμ,
(1.5)C˜2: X2qEμ(τ) =
p2Eμ
m
τ + (1 − f2)R2Eμ, X2q¯Eμ(τ ) =
p2Eμ
m
τ − f2R2Eμ,
and are closed by straight-line paths at proper times τ = ±T . Here R1E = (0, R1⊥,0), R2E = (0, R2⊥,0) and zE = (0, z⊥,0).
Moreover, in the Euclidean theory we choose the four-vectors p1E and p2E to be:
(1.6)p1E = m
(
sin
θ
2
, 0⊥, cos θ2
)
, p2E = m
(
− sin θ
2
, 0⊥, cos θ2
)
,
θ being the angle formed by the two trajectories 1q and 2q in Euclidean four-space, i.e., p1E · p2E = m2 cos θ .
Let us introduce the following notations for the normalized loop–loop correlators in the Minkowskian and in the Euclidean
theory, in the presence of a finite IR cutoff T :
(1.7)GM(χ,T , z⊥;1,2) ≡ 〈W
(T )
1 W(T )2 〉
〈W(T )1 〉〈W(T )2 〉
, GE(θ,T , z⊥;1,2) ≡ 〈W˜
(T )
1 W˜(T )2 〉E
〈W˜(T )1 〉E〈W˜(T )2 〉E
,
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where the arguments “1” and “2” in the functions GM and GE stand for “ R1⊥, f1” and “ R2⊥, f2”, respectively. The expectation
values 〈. . .〉E are averages in the sense of the Euclidean functional integrals.
The Minkowskian quantity GM with χ ∈ R+ can be reconstructed from the corresponding Euclidean quantity GE , with θ ∈
(0,π), by an analytic continuation in the angular variables θ → −iχ and in the IR cutoff T → iT , exactly as in the case of
Wilson lines [8–10]. This result [8,11] is derived under certain hypotheses of analyticity in the angular variables and in the IR
cutoff T . In particular, one makes the assumption [12] that the function GE , as a function of the complex variable θ , can be
analytically extended from the real segment (0 < Re θ < π, Im θ = 0) to a domain DE , which also includes the negative imaginary
axis (Re θ = 0+, Im θ < 0); and, therefore, the function GM , as a function of the complex variable χ , can be analytically extended
from the positive real axis (Reχ > 0, Imχ = 0+) to a domain DM = {χ ∈ C | −iχ ∈ DE}, which also includes the imaginary
segment (Reχ = 0,0 < Imχ < π). The validity of this assumption is confirmed by explicit calculations in perturbation theory
[9,11,13]. The domains DE and DM are schematically shown in Figs. 2 and 3. Denoting with G¯M and G¯E such analytic extensions,
we then have the following analytic-continuation relations [11,12]:
G¯E(θ,T , z⊥;1,2) = G¯M(iθ,−iT , z⊥;1,2), ∀θ ∈DE;
(1.8)G¯M(χ,T , z⊥;1,2) = G¯E(−iχ, iT , z⊥;1,2), ∀χ ∈DM.
As we have said above, the loop–loop correlation functions (1.7), both in the Minkowskian and in the Euclidean theory, are expected
to be IR-finite quantities, i.e., to have finite limits when T → ∞, differently from what happens in the case of Wilson lines. One
can then define the following loop–loop correlation functions with the IR cutoff removed:
CM(χ, z⊥;1,2) ≡ lim
T→∞
[GM(χ,T , z⊥;1,2) − 1],
(1.9)CE(θ, z⊥;1,2) ≡ lim
T→∞
[GE(θ,T , z⊥;1,2) − 1].
It has been proved in Ref. [11] that, under certain analyticity conditions in the complex variable T [conditions which are also
sufficient to make the relations (1.8) meaningful], the two quantities (1.9), obtained after the removal of the IR cutoff (T → ∞),
are still connected by the usual analytic continuation in the angular variables only:
C¯E(θ, z⊥;1,2) = C¯M(iθ, z⊥;1,2), ∀θ ∈DE;
(1.10)C¯M(χ, z⊥;1,2) = C¯E(−iχ, z⊥;1,2), ∀χ ∈DM.
This is a highly non-trivial result, whose general validity is discussed in Ref. [11]. The validity of the relation (1.10) for the loop–
loop correlators in QCD has been also recently verified in Ref. [13] by an explicit calculation up to the order O(g6) in perturbation
theory. However we want to stress that the analytic continuation (1.8) or (1.10) is expected to be an exact result, i.e., not restricted
to some order in perturbation theory or to some other approximation, and is valid both for the Abelian and the non-Abelian case.
It has been also recently shown in Ref. [12] that the analytic-continuation relations (1.8) allow us to deduce non trivial properties
of the Euclidean correlator GE under the exchange θ → π − θ and of the Minkowskian correlator GM under the exchange χ →
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GE(π − θ,T , z⊥; R1⊥, f1, R2⊥, f2) = GE(θ,T , z⊥; R1⊥, f1,− R2⊥,1 − f2)
= GE(θ,T , z⊥;− R1⊥,1 − f1, R2⊥, f2), ∀θ ∈ R,
G¯M(iπ − χ,T , z⊥; R1⊥, f1, R2⊥, f2) = GM(χ,T , z⊥; R1⊥, f1,− R2⊥,1 − f2)
(1.11)= GM(χ,T , z⊥;− R1⊥,1 − f1, R2⊥, f2), ∀χ ∈ R+.
These two relations are valid for every value of the IR cutoff T and so completely analogous relations also hold for the loop–loop
correlation functions CM and CE with the IR cutoff removed (T → ∞), defined in Eq. (1.9):
CE(π − θ, z⊥; R1⊥, f1, R2⊥, f2) = CE(θ, z⊥; R1⊥, f1,− R2⊥,1 − f2)
= CE(θ, z⊥;− R1⊥,1 − f1, R2⊥, f2), ∀θ ∈ R;
C¯M(iπ − χ, z⊥; R1⊥, f1, R2⊥, f2) = CM(χ, z⊥; R1⊥, f1,− R2⊥,1 − f2)
(1.12)= CM(χ, z⊥;− R1⊥,1 − f1, R2⊥, f2), ∀χ ∈ R+.
2. How a pomeron-like behaviour can be derived
The relation (1.10) allows the derivation of the loop–loop scattering amplitude (1.1), which we rewrite as
(2.1)M(ll)(s, t; R1⊥, f1, R2⊥, f2) = −i2sC˜M(χ → +∞, t;1,2),
C˜M being the two-dimensional Fourier transform of CM , with respect to the impact parameter z⊥, at transferred momentum q⊥
(with t = −|q⊥|2), i.e.,
(2.2)C˜M(χ, t;1,2) ≡
∫
d2z⊥ ei q⊥·z⊥CM(χ, z⊥;1,2),
from the analytic continuation θ → −iχ of the corresponding Euclidean quantity:
(2.3)C˜E(θ, t;1,2) ≡
∫
d2z⊥ ei q⊥·z⊥CE(θ, z⊥;1,2),
which can be evaluated non-perturbatively by well-known and well-established techniques available in the Euclidean theory.
We remind the reader that the hadron–hadron elastic scattering amplitude M(hh) can be obtained by averaging the loop–loop
scattering amplitude (2.1) over all possible dipole transverse separations R1⊥ and R2⊥ and longitudinal-momentum fractions f1
and f2 with two proper squared hadron wave functions:
(2.4)M(hh)(s, t) =
∫
d2 R1⊥
1∫
0
df1
∣∣ψ1( R1⊥, f1)∣∣2
∫
d2 R2⊥
1∫
0
df2
∣∣ψ2( R2⊥, f2)∣∣2M(ll)(s, t; R1⊥, f1, R2⊥, f2).
(For a detailed description of the procedure leading from the loop–loop scattering amplitude M(ll) to the hadron–hadron elastic
scattering amplitudeM(hh) we refer the reader to Refs. [2–6]. See also Ref. [14] and references therein.)
Denoting with C(hh)M and C(hh)E the quantities obtained by averaging the corresponding loop–loop correlation functions CM and
CE over all possible dipole transverse separations R1⊥ and R2⊥ and longitudinal-momentum fractions f1 and f2, in the same sense
as in Eq. (2.4), i.e.,
C(hh)M (χ, z⊥) ≡
∫
d2 R1⊥
1∫
0
df1
∣∣ψ1( R1⊥, f1)∣∣2
∫
d2 R2⊥
1∫
0
df2
∣∣ψ2( R2⊥, f2)∣∣2CM(χ, z⊥;1,2),
(2.5)C(hh)E (θ, z⊥) ≡
∫
d2 R1⊥
1∫
0
df1
∣∣ψ1( R1⊥, f1)∣∣2
∫
d2 R2⊥
1∫
0
df2
∣∣ψ2( R2⊥, f2)∣∣2CE(θ, z⊥;1,2),
2 Indeed Eq. (1.11) slightly generalize the corresponding relations found in Ref. [12] for the special case f1 = f2 = 1/2. The dependence on the longitudinal-
momentum fractions f1 and f2 in the crossing-symmetry relations is easily understood, following the method outlined in Ref. [12], by recognizing that the
exchange from a given Wilson loop W to the corresponding antiloop W¯ (obtained by exchanging the quark and the antiquark trajectories) can be made substituting
R⊥ → − R⊥ and f → 1 − f .
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(2.6)M(hh)(s, t) = −i2sC˜(hh)M (χ → +∞, t),
where, as usual:
(2.7)C˜(hh)M (χ, t) ≡
∫
d2z⊥ ei q⊥·z⊥C(hh)M (χ, z⊥), C˜(hh)E (θ, t) ≡
∫
d2z⊥ ei q⊥·z⊥C(hh)E (θ, z⊥).
Clearly, by virtue of the relation (1.10), we also have that:
(2.8)C˜(hh)M (χ, t) = C˜(hh)E (−iχ, t), ∀χ ∈DM.
We also remind the reader that, in order to obtain the correct s-dependence of the scattering amplitude (2.6), one must express the
hyperbolic angle χ between the two loops in terms of s, in the high-energy limit s → ∞ (i.e., χ → +∞):
(2.9)s ≡ (p1 + p2)2 = 2m2(coshχ + 1), i.e.: χ ∼
s→∞ log
(
s
m2
)
,
where m is the mass of the two hadrons considered.
This approach has been extensively used in the literature in order to tackle, from a theoretical point of view, the still unsolved
problem of the asymptotic s-dependence of hadron–hadron elastic scattering amplitudes and total cross sections.
For example, in Ref. [15] the loop–loop Euclidean correlation function has been evaluated in the context of the so-called loop–
loop correlation model [14], in which the QCD vacuum is described by perturbative gluon exchange and the non-perturbative
Stochastic Vacuum Model (SVM), and then it has been continued to the corresponding Minkowskian correlation function using
the above-mentioned analytic continuation in the angular variables: the result is an s-independent correlation function C˜M(χ →
+∞, t;1,2) and, therefore, a loop–loop scattering amplitude (2.1) linearly rising with s. By virtue of the optical theorem,
(2.10)σ (hh)tot (s) ∼
s→∞
1
s
ImM(hh)(s, t = 0),
this should imply (apart from possible s-dependences in the hadron wave functions!) s-independent hadron–hadron total cross
sections in the asymptotic high-energy limit, in apparent contradiction to the experimental observations, which seem to be well
described by a pomeron-like high-energy behaviour (see, for example, Ref. [6] and references therein):
(2.11)σ (hh)tot (s) ∼
s→∞σ
(hh)
0
(
s
s0
)P
, with P  0.08.
In Refs. [2,4] a possible s-dependence in the hadron wave functions was advocated in order to reproduce the phenomenological
pomeron-like high-energy behaviour of the total cross sections. However, it would be surely preferable to ascribe the universal high-
energy behaviour of hadron–hadron total cross sections [the only dependence on the initial-state hadrons being in the multiplicative
constant σ (hh)0 in Eq. (2.11)] to the same fundamental quantity, i.e., the loop–loop scattering amplitude. (For a different, but still
phenomenological, approach in this direction, using the SVM, see Ref. [14].)
The same approach, based on the analytic continuation from Euclidean to Minkowskian correlation functions, has been also
adopted in Ref. [16] in order to study the one-instanton contribution to both the line–line (see also Ref. [17]) and the loop–loop
scattering amplitudes: one finds that, after the analytic continuation, the colour-elastic line–line and loop–loop correlation functions
decay as 1/s with the energy. (Instead, the colour-changing inelastic line–line correlation function is of order s0 and dominates
at high energy. In a further paper [18], instanton-induced inelastic collisions have been investigated in more detail and shown to
produce total cross sections increasing as log s.)
A behaviour like the one of Eq. (2.11) seems to emerge directly (apart from possible undetermined log s prefactors) when ap-
plying the Euclidean-to-Minkowskian analytic-continuation approach to the study of the line–line/loop–loop scattering amplitudes
in strongly coupled (confining) gauge theories using the AdS/CFT correspondence [19,20]. (In a previous paper [21] the same
approach was also used to study the loop–loop scattering amplitudes in the N = 4 SYM theory in the limit of large number of
colours, Nc → ∞, and strong coupling.)
As we have already remembered in the previous section, after Eq. (1.10), the loop–loop correlation functions (both in the
Minkowskian and in the Euclidean theory) have been also computed exactly in the first two orders of perturbation theory,O(g4) and
O(g6), in Ref. [13]. (Strictly speaking, the loop–loop correlators are considered in Ref. [13] in a different context, as elementary
high-energy scattering processes used to reconstruct, after proper integration over dipole parameters and separations, the high-
energy scattering amplitude of two virtual photons, where each photon splits into a quark–antiquark dipole.) There are two basic
results in Ref. [13]: the first result is that the loop–loop correlation function is an analytic function of the angle between the dipoles,
so confirming Eq. (1.10). The second basic result is that the dipole–dipole cross section, evaluated from the loop–loop correlator up
to the orderO(g6), reproduces the first iteration of the BFKL kernel in the leading-log approximation, the so-called BFKL–pomeron
behaviour, i.e., ∼ s 12αsπ log 2, with αs = g2/4π [22]. (Even if the authors of Ref. [13] have no access to the next-to-leading-order
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conclude [and we agree!] by saying that, by virtue of the analyticity of the loop–loop correlation function in the angle, in principle
one can get the full BFKL kernel from a Euclidean calculation.)
The way in which a pomeron-like behaviour can emerge, using the Euclidean-to-Minkowskian analytic continuation, was first
shown in Ref. [9] in the case of the line–line (i.e., parton–parton) scattering amplitudes. Here we shall readapt that analysis to the
case of the loop–loop scattering amplitudes, with more technical developments, new interesting insights and critical considerations.
We start by writing the Euclidean hadronic correlation function in a partial-wave expansion:
(2.12)C˜(hh)E (θ, t) =
∞∑
l=0
(2l + 1)Al(t)Pl(cos θ),
which, by virtue of the orthogonality relation of the Legendre polynomials:
(2.13)
+1∫
−1
dzPl(z)Pl′(z) = 22l + 1δll′ ,
can be inverted to give the partial-wave amplitudes:
(2.14)Al(t) = 12
+1∫
−1
d cos θPl(cos θ)C˜(hh)E (θ, t).
As shown in Ref. [12] (and briefly recalled at the end of the previous section), the loop–antiloop correlator at angle θ in the
Euclidean theory (or at hyperbolic angle χ in the Minkowskian theory) can be derived from the corresponding loop–loop correlator
by the substitution θ → π − θ (or χ → iπ − χ in the Minkowskian theory). Because of these crossing-symmetry relations, it is
natural to decompose also our hadronic correlation function C˜(hh)E (θ, t) as a sum of a crossing-symmetric function C˜+E (θ, t) and of
a crossing-antisymmetric function C˜−E (θ, t):
(2.15)C˜(hh)E (θ, t) = C˜+E (θ, t) + C˜−E (θ, t), C˜±E (θ, t) ≡
C˜(hh)E (θ, t) ± C˜(hh)E (π − θ, t)
2
.
Using Eq. (2.12), we can find the partial-wave expansions of these two functions as follows:
(2.16)C˜±E (θ, t) =
1
2
∞∑
l=0
(2l + 1)Al(t)
[
Pl(cos θ) ± Pl(− cos θ)
]
.
Because of the relation Pl(− cos θ) = (−1)lPl(cos θ), valid for non-negative integer values of l, we immediately see that C˜+E (θ, t)
gets contributions only from even l, while C˜−E (θ, t) gets contributions only from odd l. For this reason the functions C˜±E (θ, t)
can also be called even-signatured and odd-signatured correlation functions respectively and we can replace Al(t) in Eq. (2.16)
respectively with A±l (t) ≡ 12 [1 ± (−1)l]Al(t), that is:
(2.17)A+l (t) =
{
Al(t), for even l,
0, for odd l, A
−
l (t) =
{
0, for even l,
Al(t), for odd l.
However, if we write the hadronic correlation function C˜(hh)E (θ, t), by virtue of Eqs. (2.7) and (2.5), in terms of the loop–loop
correlation function, averaged over all possible dipole transverse separations R1⊥ and R2⊥ and longitudinal-momentum fractions
f1 and f2 with two proper squared hadron wave functions |ψ1( R1⊥, f1)|2 and |ψ2( R2⊥, f2)|2, and we make use: (i) of the crossing-
symmetry relations (1.12), and (ii) of the rotational- and C-invariance of the squared hadron wave functions, that is |ψi( Ri⊥, fi)|2 =
|ψi(− Ri⊥, fi)|2 = |ψi( Ri⊥,1 − fi)|2 = |ψi(− Ri⊥,1 − fi)|2 (see Refs. [5,14] and also [6], Chapter 8.6, and references therein),
then we immediately conclude that the hadronic correlation function C˜(hh)E (θ, t) is automatically crossing symmetric and so it
coincides with the even-signatured function C˜+E (θ, t), the odd-signatured function C˜−E (θ, t) being identically equal to zero. Upon
analytic continuation from the Euclidean to the Minkowskian theory, this means that the Minkowskian hadronic correlation function
C˜(hh)M (χ, t), and therefore also the scattering amplitudeM(hh) written in Eq. (2.6), turns out to be automatically crossing symmetric,
i.e., invariant under the exchange χ → iπ −χ : C˜(hh)M (χ, t) = C˜+M(χ, t), C˜−M(χ, t) = 0. In other words, our formalism naturally leads
to a high-energy meson–meson scattering amplitude which, being crossing symmetric, automatically satisfies the Pomeranchuk
theorem. An odderon (i.e., C = −1) exchange seems to be excluded for high-energy meson–meson scattering, while a pomeron
(i.e., C = +1) exchange is possible. (This conclusion about the odderon suppression in meson–meson scattering agrees with that of
Ref. [23]. It would be interesting to see if and how this conclusion would change in a more general context, i.e., by generalizing our
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This can surely be done, but we shall not tackle this problem in the present Letter, where we are mainly interested in the pomeron,
and we prefer to leave it to a future publication.)
Let us therefore proceed by considering our crossing-symmetric Euclidean correlation function:
(2.18)C˜(hh)E (θ, t) = C˜+E (θ, t) =
1
2
∞∑
l=0
(2l + 1)A+l (t)
[
Pl(cos θ) + Pl(− cos θ)
]
.
We can now use Cauchy’s theorem to rewrite this partial-wave expansion as an integral over l, the so-called Sommerfeld–Watson
transform:
(2.19)C˜(hh)E (θ, t) = C˜+E (θ, t) = −
1
4i
∫
C
(2l + 1)A+l (t)[Pl(− cos θ) + Pl(cos θ)]
sin(πl)
dl,
where “C” is a contour in the complex l-plane, running clockwise around the real positive l-axis and enclosing all non-negative
integers, while excluding all the singularities of A+l . (Eq. (2.19) can be verified after recognizing that Pl(± cos θ) is an integer
function of l and that the singularities enclosed by the contour C of the expression under integration in Eq. (2.19) are only the simple
poles of 1/ sin(πl) at the non-negative integer values of l.) Here (as in the original derivation! But see below for more comments
about the comparison between our approach and the original one) we make the fundamental assumption that the singularities of
A+l (t) in the complex l-plane (at a given t ) are only simple poles. Then we can use again Cauchy’s theorem to reshape the contour C
into the straight line Re(l) = − 12 and rewrite the integral (2.19) as follows:
C˜(hh)E (θ, t) = C˜+E (θ, t) = −
π
2
∑
Re(σ+n )>− 12
(2σ+n (t) + 1)r+n (t)[Pσ+n (t)(− cos θ) + Pσ+n (t)(cos θ)]
sin(πσ+n (t))
(2.20)− 1
4i
− 12 +i∞∫
− 12 −i∞
(2l + 1)A+l (t)[Pl(− cos θ) + Pl(cos θ)]
sin(πl)
dl,
where σ+n (t) is a pole of A+l (t) in the complex l-plane and r+n (t) is the corresponding residue. We have also assumed that the
large-l behaviour of A+l is such that the integrand function in Eq. (2.19) vanishes enough rapidly (faster than 1/l) as |l| → ∞ in
the right half-plane, so that the contribution from the infinite contour is zero. As it is shown in Appendix A of Ref. [6], a necessary
condition, in order to satisfy this requirement on the large-l behaviour, is that A+l (t) does not diverge faster than e
π
2 |l| for large l.
A theorem, known as Carlson’s theorem (see, e.g., Ref. [24], p. 186), then ensures that A+l (t), because of the above-mentioned
requirement, is defined uniquely: we cannot add a (non-zero) term to A+l (t) which at the same time preserves the constraint (2.17),
while maintaining the required asymptotic behaviour. In the original derivation of the Regge poles (see, e.g., Refs. [6] and [25]),
one can find a proper definition of the partial-wave amplitudes A±l in the complex l-plane by using the so-called Froissart–Gribovformula, that satisfies the constraints (2.17) at physical, i.e., non-negative integer, values of l and vanishes exponentially for large l:
then as we have commented above, Carlson’s theorem ensures that this definition is unique. In principle one can try to follow a
similar approach also in our case, by rewriting Eq. (2.14), defining the partial-wave amplitudes, expressing the Legendre function
Pl(cos θ) in terms of the Legendre functions of the second kind Ql (see Ref. [26], relations 8.820 9 and 8.834 1):
(2.21)Al(t) = i2π
+1∫
−1
d cos θ
[
Ql(cos θ + iε) − Ql(cos θ − iε)
]C˜(hh)E (θ, t), with ε → 0 + .
However, in order to go on with the technical manipulations (see, e.g., Ref. [6], par. 1.6 and Appendix A) that lead to the Froissart–
Gribov formula, or at least to some equivalent new version of it, we need to make some nontrivial assumptions about the nature
(type and location) of the singularities of the Euclidean correlation function C˜(hh)E (θ, t) in the complex θ -plane. Unfortunately, as it
has also been recently well remarked in Ref. [12], too little is known with regard to this problem: one should find a non-perturbative
way of identifying all type of singularities in the correlators and so have a complete description of their analyticity structure. We do
not tackle this interesting and formidable problem in this Letter (leaving it to future works) and we content ourselves in assuming
the existence of such a function A+l (t), defined in the complex l-plane, satisfying the constraint (2.17) at physical, i.e., non-negative
integer, values of l and the above-mentioned requirement on the asymptotic large-l behaviour.
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In fact, making use of the analytic extension (2.8) when continuing the angular variable, θ → −iχ , we derive that for every χ ∈ R+:
C˜(hh)M (χ, t) = C˜(hh)E (−iχ, t) = −
π
2
∑
Re(σ+n )>− 12
(2σ+n (t) + 1)r+n (t)[Pσ+n (t)(− coshχ) + Pσ+n (t)(coshχ)]
sin(πσ+n (t))
(2.22)− 1
4i
− 12 +i∞∫
− 12 −i∞
(2l + 1)A+l (t)[Pl(− coshχ) + Pl(coshχ)]
sin(πl)
dl.
Now we must take the large-χ (large-s) limit of this expression, with the hyperbolic angle χ expressed in terms of s by the relation
(2.9), i.e., coshχ = s2m2 − 1. The asymptotic form of Pν(z) when z → ∞ is known to be a linear combination of zν and of z−ν−1(see Ref. [26], relation 8.776 1):
(2.23)Pν(z) ∼
z→∞
1√
π
[
(ν + 12 )
(ν + 1) (2z)
ν + (−ν −
1
2 )
(−ν) (2z)
−ν−1
]
.
When Re(ν) > −1/2, the last term can be neglected and thus we obtain, for each term in the sum in Eq. (2.22):
(2.24)Pσ+n (coshχ) + Pσ+n (− coshχ) ∼s→∞
[
1 + e−iπσ+n ] 1√
π
(σ+n + 12 )
(σ+n + 1)
(
s
m2
)σ+n
,
where for Pσ+n (− coshχ) we have used the relation 8.776 2 of Ref. [26]:
(2.25)Pν(−z) = e−iπνPν(z) − 2
π
sin(πν)Qν(z), for Im(z) > 0,
with the following large-z behaviour of the Legendre functions of the second kind Qν(z) (see Ref. [26], relation 8.776 2):
(2.26)Qν(z) ∼
z→∞
√
π
(ν + 1)
(ν + 32 )
(2z)−ν−1.
Let us observe that we have used Eq. (2.25), valid for Im(z) > 0, since in our case z = coshχ = s2m2 − 1: if (following the usual
iε-prescription used both in perturbation theory and also outside the framework of perturbation theory) we provide the squared
mass m2 with a small negative imaginary part, i.e., m2 → m2 − iε, with ε → 0+, then z acquires a small positive imaginary part. In
other words, the physical (s-channel) scattering amplitude is reached by analytic continuation in s down on to the positive real axis
from the upper half of the complex s-plane, i.e., s → s+ iε, with ε → 0+, as is well known. Or, equivalently, in our formalism based
on the analytic continuation of the loop–loop correlators in the angular variables, the physical (s-channel) scattering amplitude is
obtained by analytic continuation of (−i2s)C˜(hh)M (χ, t) in the variable χ down on to the positive real axis from the upper half
of the complex χ -plane, i.e., χ → χ + iε, with ε → 0+; that is to say [by virtue of Eqs. (2.8)], by analytic continuation of
(−i2s)C˜(hh)E (θ, t) in the variable θ down on to the negative imaginary axis from the right-hand half of the complex θ -plane, i.e.,
θ → −iχ + ε = −i(χ + iε), with ε → 0+.
Therefore, in the limit s → ∞, with a fixed t (|t |  s), we are left with the following expression:
(2.27)C˜(hh)M
(
χ ∼
s→∞ log
(
s
m2
)
, t
)
∼
∑
Re(σ+n )>−1/2
β+n (t)sσ
+
n (t).
The integral in Eq. (2.22), usually called the background term, vanishes at least as 1/√s. Eq. (2.27) allows to immediately extract
the scattering amplitude according to Eq. (2.6):
(2.28)M(hh)(s, t) ∼
s→∞−2i
∑
Re(σ+n )>−1/2
β+n (t)s1+σ
+
n (t).
This equation gives the explicit s-dependence of the scattering amplitude at very high energy (s → ∞) and small transferred
momentum (|t |  s). As we can see, this amplitude comes out to be a sum of powers of s. This sort of behaviour for the scattering
amplitude is known in the literature as a Regge behaviour and 1 + σ+n (t) ≡ α+n (t) is the so-called Regge trajectory. In the original
derivation (see, e.g., Refs. [6] and [25]) the asymptotic behaviour (2.28) is recovered by analytically continuing the t -channel
scattering amplitude to very large imaginary values of the angle between the trajectories of the two exiting particles in the t -channel
scattering process. Instead, in our derivation, we have used the Euclidean-to-Minkowskian analytic continuation (2.8) and we have
analytically continued the Euclidean loop–loop correlator to very large (negative) imaginary values of the angle θ between the
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plane (at a given t ) are only simple poles in l = σ+n (t): in the original approach, these are known as Regge poles, so named after
the seminal papers by Regge in the framework of non-relativistic potential scattering [27]. However, we want to remark that our
partial-wave amplitudes A+l (t) are not the same partial-wave amplitudes considered in the original derivation; and, while in the
original derivation each Regge pole in l = σ(t) contributes to the scattering amplitude M with a term of the type ∼ sσ(t), in our
approach the exponent in the contribution to the scattering amplitude ∼ sα(t) differs by 1 from the corresponding pole of A+l (t),
i.e., α(t) = 1 + σ(t), as shown in Eq. (2.28). Of course, if there are other kinds of singularities, different from simple poles, their
contribution will be of a different type and, in general, also logarithmic terms (of s) may appear in the amplitude. (For example,
a triple pole in l = σ(t) would give rise to a contribution in the amplitude of the type ∼ s1+σ(t)(log s)2, that is, by virtue of the
optical theorem (2.10), to a contribution in the cross section of the type ∼ sRe[σ(0)](log s)2, which for Re[σ(0)] = 0 has exactly the
form of the Froissart bound, that we shall discuss below.)
Denoting with σP (t) the pole with the largest real part (at that given t ) and with βP (t) the corresponding coefficient β+n (t) in
Eq. (2.27), we thus find that:
(2.29)C˜(hh)M
(
χ ∼
s→∞ log
(
s
m2
)
, t
)
∼ βP (t)sσP (t).
This implies, for the hadron–hadron elastic scattering amplitude (2.28), the following high-energy behaviour:
(2.30)M(hh)(s, t) ∼
s→∞−2iβP (t)s
αP (t),
where αP (t) ≡ 1 + σP (t) is the pomeron trajectory. Therefore, by virtue of the optical theorem (2.10):
(2.31)σ (hh)tot (s) ∼
s→∞σ
(hh)
0
(
s
s0
)P
, with P = Re
[
αP (0)
]− 1.
We want to stress two important issues which clarify under which conditions we have been able to derive this pomeron-like behav-
iour for the elastic amplitudes and the total cross sections.
(i) We have ignored a possible energy dependence of hadron wave functions and we have thus ascribed the high-energy behaviour
of the Minkowskian hadronic correlation function exclusively to the fundamental loop–loop correlation function (2.2). With this
hypothesis, the coefficients A+l in the partial-wave expansion (2.12) and, as a consequence, the coefficients β+n and σ+n in the Regge
expansion (2.27) do not depend on s, but they only depend on the Mandelstam variable t .
(ii) However, this is not enough to guarantee the experimentally-observed universality (i.e., independence on the specific type of
hadrons involved in the reaction) of the pomeron trajectory αP (t) in Eq. (2.30) and, therefore, of the pomeron intercept 1 + P in
Eq. (2.31). In fact, the partial-wave expansion (2.12) of the hadronic correlation function can be considered, by virtue of Eqs. (2.5)
and (2.7), as a result of a partial-wave expansion of the loop–loop Euclidean correlation function (2.3), i.e.,
(2.32)C˜E(θ, t;1,2) =
∞∑
l=0
(2l + 1)Al (t;1,2)Pl(cos θ),
which is then averaged with two proper squared hadron wave functions:
(2.33)C˜(hh)E (θ, t) =
∫
d2 R1⊥
1∫
0
df1
∣∣ψ1( R1⊥, f1)∣∣2
∫
d2 R2⊥
1∫
0
df2
∣∣ψ2( R2⊥, f2)∣∣2C˜E(θ, t;1,2).
If we now repeat for the partial-wave expansion (2.32) the same manipulations that have led us from Eq. (2.12) to Eq. (2.27), we
arrive at the following Regge expansion for the (even-signatured) loop–loop Minkowskian correlator:
(2.34)C˜+M
(
χ ∼
s→∞ log
(
s
m2
)
, t;1,2
)
∼
∑
Re(a+n )>−1/2
b+n (t;1,2)sa
+
n (t;1,2),
where a+n (t;1,2) is a pole of A+l (t;1,2) in the complex l-plane. After inserting the expansion (2.34) into the expression for the
Minkowskian hadronic correlation function:
(2.35)C˜(hh)M (χ, t) =
∫
d2 R1⊥
1∫
0
df1
∣∣ψ1( R1⊥, f1)∣∣2
∫
d2 R2⊥
1∫
0
df2
∣∣ψ2( R2⊥, f2)∣∣2C˜+M(χ, t;1,2),
one in general finds a high-energy behaviour which hardly fits with that reported in Eqs. (2.29) and (2.30) with a universal pomeron
trajectory αP (t), unless one assumes that, for each given loop–loop correlation function with transverse separations R1⊥ and R2⊥
and longitudinal-momentum fractions f1 and f2, (at least) the location of the pole a+n (t;1,2) with the largest real part does not
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trajectory is, after all, determined by an even more fundamental quantity, that is the line–line, i.e., parton–parton, correlation
function.) If we denote this common pole with σP (t) and the corresponding coefficient b+n (t;1,2) in Eq. (2.34) with bP (t;1,2),
we then immediately recover the high-energy behaviour (2.29), where the coefficient in front is given by:
(2.36)βP (t) =
∫
d2 R1⊥
1∫
0
df1
∣∣ψ1( R1⊥, f1)∣∣2
∫
d2 R2⊥
1∫
0
df2
∣∣ψ2( R2⊥, f2)∣∣2bP (t;1,2).
This coefficient, differently from the universal function αP (t) = 1 + σP (t), explicitly depends on the specific type of hadrons
involved in the process.
3. Conclusions and outlook
In conclusion, we have shown that the Euclidean-to-Minkowskian analytic-continuation approach can, with the inclusion of some
extra (more or less plausible) assumptions, easily reproduce a pomeron-like behaviour for the high-energy total cross sections, in
apparent agreement with the present-day experimental observations. Of course, as a warning remark (see also Ref. [12]), we should
keep in mind that the Euclidean–to–Minkowskian analytic continuation relies on certain (minimal?) analyticity hypotheses which,
at the present stage, have been explicitly tested only in perturbation theory (and in some non-perturbative models), while a real
non-perturbative foundation of these properties from first principles is still lacking.
In addition to this, we should also keep in mind that the pomeron-like behaviour (2.11) is, strictly speaking, theoretically for-
bidden (at least if considered as a true asymptotic behaviour) by the well-known Froissart–Lukaszuk–Martin (FLM) theorem [28]
(see also [29]), according to which, for s → ∞, σtot(s) πm2π log
2( s
s0
), where mπ is the pion mass and s0 is an unspecified squared
mass scale. In this respect, the pomeron-like behaviour (2.11) can at most be regarded as a sort of pre-asymptotic (but not really
asymptotic!) behaviour of the high-energy total cross sections (see, e.g., Refs. [13,30,31] and references therein), valid in a certain
high-energy range.
Immediately the following question arises: why our approach, which was formulated so to give the really asymptotic large-s
behaviour of scattering amplitudes and total cross sections, is also able to reproduce pre-asymptotic behaviours (violating the
FLM bound) like the one in (2.11)? The answer is clearly that the extra assumptions, i.e., the models, which one implicitly or
explicitly uses in the calculation of the Euclidean correlation function C˜E , play a fundamental role in this respect. For example,
in our approach, developed in the previous section, we have assumed: (i) that the even-signatured partial-wave amplitude A+l (t)
can be defined in the complex l-plane, satisfying the constraint (2.17) at physical (i.e., non-negative integer) values of l and a
certain requirement on the asymptotic large-l behaviour (making the definition unique); and (ii) that the singularities of A+l (t) in
the complex l-plane (at a given t ) are only simple poles in l = σ+n (t). While this second assumption is also present in the original
derivation of the Regge behaviour, in that case the so-called Froissart–Gribov formula provides a proper definition of the partial-
wave amplitudes, which automatically satisfies the above-mentioned requirements of point (i). Unfortunately, as we have remarked
in the previous section, after Eq. (2.21), at the present stage we are unable to provide an equivalent version of the Froissart–Gribov
formula in our approach, because we do not have a complete, non-perturbative description of the analyticity structure (i.e., type and
location of the singularities) of the Euclidean correlation function C˜E in the complex θ -plane.
Of course, every model has its own limitations, which reflect in the variety of answers in the literature: someone finds constant
cross sections, some other finds a soft-pomeron behaviour, some other finds a hard-pomeron behaviour . . . (and maybe the true
asymptotic behaviour is log2(s/s0), generated by a triple pole in the complex l-plane!?). Unfortunately these limitations are often
out of control, in the sense that no one knows exactly what is losing due to these approximations. This is surely a crucial point
which, in our opinion, should be further investigated in the future.
A real breakthrough could be provided by a direct lattice calculation of the loop–loop Euclidean correlation function [32],
whose analytic continuation to the Minkowskian correlator should furnish (in the high-energy limit χ → +∞) the true asymptotic
behaviour. Clearly a lattice approach can at most give only a discrete set of θ -values for the above-mentioned function, from which
it is clearly impossible (without some extra assumption on the interpolating continuous function) to get, by the analytic continuation
θ → −iχ , the corresponding Minkowskian correlation function (and, from this, the elastic scattering amplitudes and the total cross
sections). However, the lattice approach could provide a criterion to investigate the goodness of a given existing analytic model
(such as: SVM, Instantons, AdS/CFT, BFKL, and so on . . .) or even to open the way to some new model, simply by trying to fit the
lattice data with the considered model.
This would surely result in a considerable progress along this line of research.
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