Abstract. This paper gives a new formula for the plethysm of power-sum symmetric functions and Schur symmetric functions with one part. The form of the main result is that for µ b,
Introduction

Tableaux
A partition of n is a weakly decreasing sequence λ = (λ 1 ≥ · · · ≥ λ l ) of positive integers which sum to n. Both |λ| = n and λ n is used to denote that λ is a partition of n. The value l is the number of parts of λ and is denoted l(λ). Let [λ] = {(i, j) : 1 ≤ i ≤ l(λ) and 1 ≤ j ≤ λ i } ⊂ Z 2 . The set [λ] is the Ferrers diagram of λ and is thought of as a collection of boxes arranged using matrix coordinates. The conjugate of λ is the partition λ whose Ferrers diagram [λ ] is the transpose of [λ] .
A tableau of shape λ and weight (or content) α = (α 1 , . . . , α k ) is a filling of the Ferrers diagram of λ with positive integers such that i appears α i times. A tableau is semistandard if its entries are weakly increasing from left to right in each row and strictly increasing down each column. In this paper, the primary class of tableaux of interest is semistandard tableaux of weight (b, . . 
Symmetric functions
The symmetric function notation in this papers closely follows that of Chapter 1 in Macdonald [9] . Let n denote the ring of symmetric functions of homogeneous degree n with rational coefficients in the variables {x 1 , x 2 , . . .}. Let = n≥0 n be the ring of symmetric functions. Two important bases of both of which are indexed by partitions are the Schur symmetric functions s λ (x ) and the power sum symmetric functions p λ (x ) .
has a bilinear, symmetric, positive definite scalar product given by s λ , s µ = δ λ,µ . When two Schur symmetric functions are multiplied together and expanded in terms of Schur symmetric functions, [9] or Section 4.9 of [10] for details.
Let f (x ) and g(x ) be symmetric functions. The plethysm of f (x ) and g(x ) is denoted f (x ) • g(x ). Since plethysm results in this paper are proven via a result of A. Lascoux, B. Leclerc, and J.-Y. Thibon [6] , a definition of plethysm is omitted. The key results of [6] are reviewed in Section 4. A definition of plethysm is given in Section I.8 of [9] . Plethysm is not symmetric. However, it does have the property of being algebraic in the first coordinate. A proof of this proposition is given in Section I.8 of [9] .
When taking the plethysm of two Schur symmetric functions,
the resulting plethysm coefficients a λ µ,ν are nonnegative. However, no good combinatorial description of these numbers is known. The main result of this paper is a new formula for p µ (x ) • s a (x ). Using Proposition 1.1, this gives a method for computing f (x ) • s a (x ) for any symmetric function f (x ).
Characters of S n
Let S n denote the symmetric group on n objects. The conjugacy class of a permutation is determined by its cycle type. Thus, the conjugacy classes of S n are indexed by partitions of n. For λ n, let z λ = i≥1 i n i (λ) n i (λ)! where n i (λ) equals the number of parts of λ equal to i. The number of permutations in S n with cycle type λ is n!/z λ .
Let R n be the vector space of rational valued class functions on S n . If f ∈ R n and λ n, f (λ) is used to denote the value of f on permutations of cycle type λ. R n has a bilinear, symmetric, positive definite scalar product given by
In the above formula, the fact that σ and σ −1 have the same cycle type is used. For λ n, denote the irreducible character of S n corresponding to λ by χ λ . The set {χ λ : λ n} is an orthonormal (with respect to the just defined scalar product) basis for R n . Another basis for R n is given by {φ λ : λ n} where
. The next proposition list several facts about the characteristic map which are used in this paper. Using these results, the characteristic map converts symmetric function results into results about S n -characters and vice-versa. This is done without explicit mention. Proofs are given in Section I.7 of [9] .
Proposition 1.2 (a) ch is a vector space isomorphism between and R.
The following proposition list some useful facts about symmetric functions and their relationship with S n -characters. Proofs are given in Chapter I of [9] .
Formula for
Definition Given a semistandard tableau T , i is a descent with multiplicity k if there exists k disjoint pairs {(x 1 , y 1 ), . . . , (x k , y k )} of boxes in the Ferrers diagram of T such that the entry in each x j is i, the entry in each y j is i + 1, y j is in a lower row than x j for all j, and there does not exist a set of k + 1 pairs of boxes which satisfy these conditions. Let m i (T ) denote the multiplicity of i as a descent in T . The statistic m i (T ) equals the number of pairs found. This algorithm clearly generates a list of (x j , y j ) pairs which satisfy the definition of descent. In the above example, the underlined x j are the ones obtained by this algorithm.
Step (ii) systematically goes through the i's from right to left. What happens if the order in which the i's are considered is changed? Surprisingly, the size of the list of (x j , y j ) pairs does not depend on the order in which the i are considered as possible x's so long as the choice for the corresponding y is the "greedy" choice of the right-most allowable i + 1 as in step (iii). In fact as a set, the resulting i + 1's which make up the y j 's do not depend on the order in which the i's are examined. Thus, to compute m i (T ), the i's may be consider in any order. This is proven after the next example and plays a key role later in Lemma 3.1. The subscripts differentiate the various 3's and 4's and increase from right to left. Consider the pairs of 3's and 4's where the 3 is in a higher row than the 4 (or equivalently the 3 is in the same column or a column to right of the 4). The dots in the picture below indicate the possible pairs.
The above algorithm for selecting (x j , y j ) pairs is to work through the columns from left to right, and in each column select the highest row which has not already been selected and contains a dot in that column. The X 's in the pictures below indicate the selections for two possible ordering of columns. Notice that the rows containing an X are the same in both. Proof: Suppose two orderings of the i's differ by a neighboring transposition. Since the symmetric group is generated by neighboring transpositions, it suffices to prove that the rows selected do not change under this transposition. Following the notation of Example 2, suppose columns k and k + 1 are transposed. Assume without loss of generality that the number of dots in column k is greater than or equal to the number in column k + 1. The rows selected while considering columns 1 to k − 1 are the same in both. Suppose in column k that row y is selected and in column k + 1 row y is selected. Since the number of dots in column k is greater than the number of dots in column k + 1, row y is higher than row y . When columns k and k + 1 are transposed, there are two cases based on whether or not there is dot in column k + 1 row y . If there is a dot in this position, then in the transposed case, in column k + 1, row y is selected and in column k, row y is selected. If there is no dot in this position, then in the transposed case, in column k + 1, row y is selected and in column k, row y is selected. In either case, rows selected by columns k and k + 1 are the same. Thus, no differences occur in the later selections. P
Define maj j, j (T ) to be 0.
Example 3
Using (1) as T .
When T is standard, maj 1,n (T ) is the usual major index of a standard tableau. As a slight abuse of notation, let maj(T ) denote maj 1,n (T ), where n is the largest entry appearing in T , even when T is not standard. The statistic maj j, j+k (T ) can be viewed as maj(T ) where T is the semistandard skew-tableau formed by the entries { j, . . . , j + k} in T , but with each entry reduced by j − 1 so that the values which appear in T run from 1 to k.
Definition Given a partition µ b of length l, let r i = µ 1 + · · · + µ i . Set r 0 = 0. Given a semistandard tableau T with entries less than or equal to b. Define
where ω µ i = e 2πi/µ i .
Example 4 Let T be (1). The value of ω
Some more examples are done in Appendix A. Now the main result can be stated.
Theorem 2.2 Let µ b, then
p µ (x ) • s a (x ) = SST T wt(T )=a b ω maj µ (T ) s sh(T ) (x ).
Example 5
Using the values found in Appendix A,
The "(x )"s have been omitted.
Corollary 2.3 Let µ b, then
. Their work is also reproduced in Example 8 of Section I.8 of [9] .
Charge and Kostka polynomials
In this section, the charge of a semistandard tableau is defined and is related to the major index. Most of the definitions in this section are taken from Chapter 2 of [1] which is an excellent reference on this material. It should be noted that these definitions are the "reverse" of those given in Section III.6 of [9] . However, they give the same value for the charge of a semistandard tableau.
Definition Let T be a semistandard tableau or semistandard skew-tableau. The word of T , denoted w(T ), is the sequence of integers gotten by reading the entries of T from left to right in each row starting with the bottom row and moving up.
Example 6 Let T be (1). Then w(T ) = 334522341111224.
Definition Let T be a semistandard tableau or semistandard skew-tableau of weight 1 b . Assign an index to each number in w(T ) as follows: the number 1 is given index 0, and if i has index r , then i + 1 is given index r or r + 1 depending on whether i + 1 is to the left or right, respectively, of i in w(T ). The charge of T , denoted c(T ), is the sum of these indices. 
Example 7 Let
T be 1 2 6 7 12 3 5 8 9 4 10 11 Then w(T ) = 4 10 11 3 5 8 9 1 2 6 7 12 1 5 6 1 2 4 5 0 1 3 4 7 The index of each number has been written below it. Thus, c(T ) = 1 + 5 + 6 + 1 + 2 + 4 + 5 + 0 + 1 + 3 + 4 + 7 = 39. Notice that the i's for which i occurs to
(mod b)
Proof: Let D = {i: i is to the right of i + 1}. So, maj(w) = i∈D i. When i ∈ D, i and i + 1 are assigned the same index when calculating c(w). When i / ∈ D, the index given to i + 1 is one greater than that given to i. Thus, when i / ∈ D, the index of every j > i is incremented by one and contributes b − i to the charge of w.
When b is even
The definition of charge is extended to semistandard tableau and semistandard skewtableau of arbitrary weight µ by decomposing w(T ) into several standard words w 1 , . . . , w µ 1 and defining the charge of T be the sum of the charges of the w i 's. Let w(T ) be a word with weight µ. To construct subword w 1 , read w(T ) from right to left. Select the first 1 which occurs, then select the first 2 which occurs to the left of the previously selected 1, and so on. If at any stage there is no i + 1 to the left of i, then circle around to the right and search for i + 1 again reading w(T ) from right to left. Continue until an i is reached for which i + 1 does not appear in w(T ). The word w 1 is formed by taking the selected numbers in the order in which they appear in w(T ). To construct w 2 , remove the selected numbers which form w 1 Definition Let |λ| = |µ|. The Kostka polynomial, denoted K λ,µ (q), is given by
This is not the usual definition of the Kostka polynomial. The fact that this is equivalent to the usual definition is a deep result of A. Lascoux and M. Schützenberger [8] .
Lemma 3.2 Let T be a semistandard tableau or semistandard skew-tableau of weight a b , then
c(T ) ≡    maj(T ) + b 2 if b
is even and a is odd, (mod b). maj(T )
otherwise.
Proof: Let w 1 , . . . , w a be the decomposition of w(T ).
Each w j is a word of weight 1 b . Let k i be the number of w j 's in which i is to right of i + 1. If i is to right of i + 1 in w j , then i + 1 is in a lower row than is i in T . Each i appears in one and only one w j . Thus, the w j 's provide an ordering on the i's. The method for selecting i + 1 in each word is exactly the "greedy" method described in step (ii) of the algorithm given in Section 2. Thus by
if a is odd.
if b is even and a is odd,
Since Lemma 3.2 holds for semistandard skew-tableaux as well as semistandard tableaux, the obvious analog of Corollary 3.3 with λ replaced by λ/ν also holds. The next result gives the relationship between skew-Kostka polynomials and Kostka polynomials. A proof of this is given in Chapter 2 of [1] . 
Proof:
SSST T sh(T )=λ/ν,wt(T )=a b ω maj(T ) b = (−1) (b−1)a SSST T sh(T )=λ/ν,wt(T )=a b ω c(T ) b = (−1) (b−1)a K λ/ν,a b (ω b ) = (−1) (b−1)a η ab c λ ν,η K η,a b (ω b ) = η ab   c λ ν,η SST T sh(T )=η,wt(T )=a b ω maj(T ) b    P
Modified Hall-Littlewood functions
This section contains a result of Lascoux, Leclerc, and Thibon [6] which ties the plethysm of power-sum symmetric functions and Schur symmetric functions to Kostka polynomials evaluated at roots of unity.
Definition The modified Hall-Littlewood function, Q ν (x ; q) is given by
Theorem 4.1 [6]
Q a b (x ; ω b ) = (−1) (b−1)a p b (x ) • s a (x ).
Proof of the main result Proof of Theorem 2.2:
Proof by induction on the number of parts of µ. First suppose µ has one part. So µ = (b). Let n = ab and λ n.
Since the Schur functions are a basis for the symmetric functions, this shows that
which is the base case for the induction.
Let l = l(µ). Let µ * be the partition (µ 1 , . . . , µ l−1 ). By the induction hypothesis, the theorem holds for
In the last step, the following bijection ϕ between This is clearly a bijection. Furthermore, it has the property that
Again since the Schur symmetric functions form a basis, this computation gives the desired result. P Let α = (α 1 , . . . , α l ) be a composition of b which when sorted is µ. Define ω maj α (T ) in the analogous manner. Then since nothing in the above proof depended on the fact that µ is a partition, we have
Since p i (x )'s commute and plethysm is algebraic in the first coordinate, the following result is proven. 
Definition of S λ,b
By looking at the charts in Appendix A, one quickly guesses that for a fixed λ ab, The second is the action of S n by permuting positions. This action is denoted by σ * T . For a given tableau T , let R T denote the subgroup of S n which set-wise fixes the rows of T , and let C T denote the subgroup of S n which set-wise fixes the columns of T . If the shape of T is λ, and λ is the conjugate partition of λ,
Example 10
σ * 2 1 3 1 Since
Let S λ,b be the subspace of W λ,b generated by {e T : T ∈ W λ,b }.
As mentioned before, when a = 1, S λ,b is the Specht module corresponding to λ. Since the proof of this Theorem follows the Specht module case so closely, the proof is omitted. See Chapter 4 of [4] or Section 2. 
Eigenvalues of S λ,b
The next result is the basic tool used to determine the eigenvalues of a group element acting on a representation. A proof is given in [11] . 
A proof of this is given in [6] . 
