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ABSTRACT
The development of a computational tool to study the propagation of gravity waves in
water is carried out by reproducing the conditions of an experimental study. The problem
consists in the propagation of a gravity wave in a channel with a bottom topography
where the is already a mean flow in the opposite direction. The physics of such problem
is analogous to the one involved in the Hawking radiation of a black hole, which stresses
the practical importance of the computational tool being developed, given that black holes
are phenomena difficult for us to study.
The problem will be analyzed with both a theoretical and a numerical approach. The
numerical simulations will be performed by means of the software Gerris.
As a first approach, a simpler version of the problem in which the channel is straight
is analyzed. From the theoretical point of view, in these conditions and under some as-
sumptions about the nature of the flow, the equations describing the motion of the fluid
(Navier-Stokes equations) can be simplified up to a linear theory which provides an ana-
lytical solution. The analytical linear results are then contrasted with those obtained with
a numerical simulation in order to check the validity of the latter. Once this step is accom-
plished, the actual problem of a flow in channel with a bottom topography will be studied
by means of a numerical simulation, using the same computational methodology. The
results obtained will be compared to those obtained in the experimental study mentioned
earlier. The aim of this project is to implement a numerical tool that allows us to in-
vestigate up to which point the experimental analogy between gravity waves propagating
against a flume in a channel of variable depth and the Hawking radiation of a black hole
is applicable. The computational tool we will derive can be later extended to the study of
the propagation of water gravity waves in flows under different conditions.
Keywords: Water gravity wave, dispersion relation, Froude number, topography,
numerical simulation, computational tool, Gerris.
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1. GENERAL INTRODUCTION
1.1. Motivation
The idea for this project came as a result of the study performed by Silke Weinfurtner et
al. published in the article Measurement of Stimulated Hawking Emission in an Analogue
System in the Physical Review Letters [1]. In such article, the authors aim to understand
the behaviour of the so-called Hawking radiation of a white hole (time-reverse of a black
hole) by establishing an analogy with the propagation of surface gravity waves in water.
In Physics, a surface wave is a wave (a perturbation) perpendicular to the interface
between two media, that propagates along this interface. The propagation of the wave
along the interface is due to the action of some restoring force that tries to bring the
system back to its initial position. In the case in which this force is gravity, the resulting
waves are called gravity waves.
In the article mentioned above, the authors show by means of experimental data that
when a long wave (shallow-water wave) that is propagating in water channel due to the
action of gravity, reaches a region of high flow velocity opposing its motion, it is blocked
and later on decomposed into two shorter waves (deep-water waves) that propagate in the
opposite direction to the one of the initial wave. The physics of such problem is analogous
to the one governing the Hawking radiation of a black hole. Therefore, the interest of such
study lies in the fact that it enables to take an experimental approach on a problem that is
otherwise unattainable.
In this project, we aim to implement a numerical tool with which we can reproduce the
results obtained in such experiment by means of a numerical simulation. However, note
that the analysis performed to get to this point and the tool that will be finally developed
are not restricted to the particular experimental case with which the procedure will be
illustrated. In contrast, this tool may be used in any study concerning the propagation of
gravity waves in water or any other fluid. In particular, regarding the aerospace industry,
gravity waves are a relevant phenomena to take into consideration and several applications
can be found in which the computational methodology that will be developed may result
1
useful. To list some of them:
• Seaplanes.
• Ditching and splashdown.
• Interaction of aircraft carriers with waves.
• Sea platforms for take-off and landing of aircraft and spacecraft.
• Sloshing in aircraft fuel tanks or spacecraft tanks in the early stages of the launch.
a) b)
c) d)
Fig. 1.1. Examples: a) Seaplane [2], b) Apollo 16 splashdown [3], c) Aircraft carrier [4], d)
SpaceX Falcon 9 first stage after landing [5]
Computational tools are continuously gaining strength in both scientific and engi-
neering applications due to their potential use to predict with accuracy the response of a
system under some conditions, and to help in the understanding of some physical phe-
nomena without the need of conducting excessive experiments. The great utility use of
2
such tools is obvious in both fields, and this is why the methodology we present in this
project is of practical importance.
1.2. State of the art and literature
The problem of the propagation of gravity waves in water is a complex problem, mainly
due to the non-linearities governing the flow equations and to the possible random nature
of the waves. Even if the oscillations happen to be periodic, the interaction between waves
and a current and wave-blocking are phenomena not yet deeply understood. The propa-
gation of gravity waves in water is a very wide field of study and as such, research and
experiments conducted can be found in the literature ranging from Quantum Mechanics
studies to Coastal Engineering and Oceanographic projects.
Regarding Quantum Mechanics applications, as mentioned above, a big part of the re-
search being conducted nowadays concerns the experimental analogy between the Hawk-
ing radiation of a black hole and the blocking of surface water waves in a channel with a
mean current and a varying depth. Several recent studies can be found in the literature (
[1], [6], [7]), but the experiments are not yet entirely conclusive and further research in
the field is needed.
On the other hand, the interaction of structures with waves is an important issue in
coastal projects and maritime facilities such as harbors, docks or sea platforms. The
design of such structures is a common topic in the literature and several books and studies
can be found ([8], [9]). Moreover, an emerging field of study in relation to engineering
is that of the sloshing of fuel inside tanks of aircraft, spacecraft and carrier ships. Such
phenomena may compromise the stability of the whole structure and it is currently a
challenge for the industry. Most of the studies conducted involve CFD simulations ([10],
[11]).
1.3. Structure and procedure
In order to perform a complete study, concepts of Physics, Fluid Mechanics and Numer-
ical Methods are needed. First of all, given the importance of the physical background
in the problem, some notions on the physics of waves are provided. The next step will
3
consist in studying a simpler version of the problem in order to develop the theoretical
notions and the numerical tools that will be used later on to analyze the actual case that
concerns us. Starting from the Navier-Stokes equations, which describe the motion of a
fluid, we will apply some simplifications so as to arrive to the so-called Airy Wave Theory.
Such theory provides the linear solution of the Navier-Stokes equations for the flow of and
ideal fluid in a constant-mean-depth domain. A numerical simulation will be then carried
out for a flow and a domain with the same characteristics. The results will be compared
and discussed. Once the numerical methodology has been proven to work successfully,
the simulation domain will be modified to coincide with the one used in the experiments
performed by S. Weinfurtner et al. The results obtained will be commented as well. All
in all, this report will be structured as follows:
• Chapter 1 - The physics of waves: a solid physical background on the nature of
waves is needed in order to properly understand the problem. What a wave is, how
it is created and its main characteristics are defined in this section.
• Chapter 2 - Theoretical analysis: the theoretical analysis starts with the formula-
tion of a simpler version of the actual problem: the interaction of a current flowing
in a straight channel with incoming waves. The assumptions that will bring us to
Airy Wave Theory are introduced and justified. Under these assumptions, the equa-
tions describing the motion of the fluid (Navier-Stokes’ equations) are simplified
up to Laplace’s equation (Potential Flow Theory). The boundary conditions of the
problem are also defined and linearized. The problem is then solved by means of
two different approaches, both of which lead to the same important equation: the
dispersion relation. Fourier Analysis is introduced as the tool to study the evolution
of a wave in time. Finally, the bottom topography is introduced and a new theory
(Shallow Water Theory) will be needed in order to study the evolution of the flow
in a channel of variable depth.
• Chapter 3 - Numerical simulation: the open-source software used in order to
performed the numerical simulations, Gerris, is presented and its main features
are described. The numerical set-up for both the straight channel domain and the
channel with a bottom topography are explained in detail.
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• Chapter 4 - Results: the theoretical and numerical results obtained for the linear
problem are compared and discussed. The limits of the linear theory are also briefly
commented. Finally, the results obtained for the simulation of an initial perturba-
tion reaching the throat of the channel, where the flow is at critical conditions, are
presented and analyzed.
• Chapter 5 - Conclusions and future work: the main points to be extracted from
the project are outlined. Possible improvements and points to delve into in further
studies are considered.
1.4. Budget and regulatory framework
Given the theoretical nature of this study, a budget cannot be specified since actual exper-
iments were not performed. The data used relies upon experiments carried out by other
authors and upon the numerical simulations that will be described in detail later on. The
software for such simulations is open-source, and the programming tools used for post-
processing (Python and MATLAB) are either open-source as well, or accessible by means
of a student license provided by Carlos III University.
Regarding the regulatory framework, the conclusions extracted from this study can
be used for the analysis and design of engineering structures that interact with gravity
waves, as mentioned above. Such structures can go from sea platforms (subjected to
recommended practices and certification regulations [12], [13]), to aircraft carriers (sub-
jected to the SOLAS convention [14], and the Naval Ship Code issued by the NATO [15])
or fuel tanks (subjected to Fuel Tank Safety recommendations issued by the FAA [16] and
the EASA [17]), to give some examples.
5
2. THE PHYSICS OF WAVES
A wave is the propagation of a perturbation in a medium. A perturbation is a defor-
mation of the medium caused by some external agent. This deformation creates local
stresses on the particles that are be transmitted to the neighbouring particles resulting in
the propagation of the deformation, i.e, the wave. In particular, water waves "are a man-
ifestation of forces acting on the fluid tending to deform it against the action of gravity
and surface tension, which together act to maintain a level fluid surface" [18]. The longer
the wave is, the smaller the effect of surface tension on its motion. The particular case
for which the effect of surface tension is negligible and the motion of the wave in the
fluid is governed by gravity, are the so-called gravity waves, meaning that gravity is the
only force which tries to bring the system back to equilibrium. In other words, as Landau
and Lifshitz explain, initially, the free surface of a liquid in equilibrium in a gravitational
field is a plane. If a perturbation occurs at some point, the surface will move at this point,
and then the motion will propagate all over the surface in the form of waves. This type
of waves are called gravity waves because their propagation is due to the action of the
gravitational field [19]. It is worth mentioning as well that even if gravity waves appear
on the surface of the liquid, they have an effect on the interior of the body of liquid that
decreases as depth increases. Note also that the free surface aforementioned is the region
of the body of liquid that separates it from the atmosphere. This region is subjected to
zero tangent shear stress, due to the usually negligible viscosity of air.
2.1. Wave Parameters
In order to be able to characterize the motion of the wave, some parameters need to be
defined. Since for the present case the motion of the wave is confined within a channel,
the water depth and the length of the channel need to be introduced being referred to as
H and L from now on, respectively.
• a: semi-amplitude. This is, the distance from the still free surface (z = H) to a wave
crest.
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• λ: wave length. Distance from crest to crest in the x axis.
• k: wave number, k = 2π/λ. The wave number can be regarded as the spatial fre-
quency of the wave, i.e, the number of cycles the wave completes in the spatial
unit.
• T : wave period.
• ω: wave (temporal) frequency, ω = 2π/T .
• vp: phase velocity (also called Celerity), vp = λ/T = ω/k. It is the speed at which
each frequency component of the wave packet propagates.
• vg: group velocity. It is the velocity at which the wave envelope (overall shape of
the waves’ amplitudes) propagates, vg = ∂ω/∂k, evaluated at the central frequency.
2.2. Physical properties of waves
Waves exhibit some interesting physical behaviours that are worth mentioning.
• Reflection: it consists in the change of direction of the wave when it strikes a
reflective surface.
• Refraction: it consists in the change of the wave’s phase velocity when the it passes
from one propagation medium to another.
• Diffraction: it is a phenomena by which the wave bends when it meets an obstacle
or when it comes out of an opening.
• Absorption: absorption takes place when the wave strikes on a surface and its
energy is absorbed by the material of the surface.
• Interference: interference is a characteristic property of waves by means of which,
different waves that meet, create a new wave that results from the superposition of
them.
• Dispersion: dispersion is a phenomena that appears whenever the phase velocity
of the wave depends on its frequency or wavelength. This dependency is expressed
by means of the so-called dispersion relation.
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2.3. Wave types
Waves can be divided into a wide range of classes. In this way, one can find electro-
magnetic waves, mechanical waves, quantum mechanical waves, gravitational waves, etc.
Water waves are a type of mechanical waves (matter oscillates and energy is transferred
trough the medium) and they can as well be classified into different groups. One of these
classifications attends to the water’s relative depth in the channel, H/λ, and it is as follows:
• Shallow water waves: H/λ < 0.05.
• Intermediate depth waves: 0.05 < H/λ < 0.5.
• Deep water waves: H/λ > 0.5.
It is important to note that the aforementioned dispersion relation changes in each of
the situations given above. Also, it is interesting to take a look at the trajectory of the fluid
particles in each of these situations (Figure 2.1).
Fig. 2.1. Particles trajectories for different water’s relative depths. [20]
As it can be seen, the trajectories of the fluid particles change, describing elliptic orbits
of decreasing eccentricity (up to zero for the case of a circular orbit) as the relative depth
of water increases. Moreover, the horizontal component of the velocity decreases from
the surface to the bottom illustrating the fact that, as the relative depth of water increases,
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the fluid particles that are far from the free surface are not affected by the motion of the
free surface.
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3. THEORETICAL ANALYSIS
Once an introduction into the physics of waves has been given, the case under study
will be now analyzed from a theoretical point of view.
3.1. Problem formulation
Let us begin the theoretical analysis by assuming first a straight channel (without a to-
pography at its bottom), as it is a simpler case that will provide the reader with a first
insight into the problem and with a base to better understand the actual case under study
presented in this report.
In such a case, the problem to be solved is that of determining the behavior of water
when it is flowing in a straight channel in a given direction with a given velocity, and it
encounters incoming waves in the opposite direction of its motion. See Figure 3.1 for a
schematic representation of the problem’s geometry.
Fig. 3.1. Sketch of the problem’s geometry.
Note that the reference frame that will be used in all the subsequent analysis is defined
with its origin in the still free surface. The x axis is the horizontal axis, with the positive
direction to the right, the z axis is the vertical axis, with the positive direction up, and the
y axis is given by the right-hand rule.
The objective of the theoretical analysis is to obtain analytical expressions for the
10
velocity potential and the wave amplitude that will allow us to obtain the values of these
variables at any point of the domain, at any given time. These are chosen as the unknowns
of the problem because measurements of them can easily be taken and contrasted with
values reported in the literature.
3.2. Assumptions
Before writing the equations that model the motion of the fluid and the boundary condi-
tions of the problem, some assumptions about the nature of the flow can be made in order
to simplify the subsequent analysis.
3.2.1. Incompressible flow
In fluid mechanics, the compressibility of a fluid quantifies the change in the volume of
the fluid when a change in its pressure takes place. The compressibility of a fluid (β) can
be expressed in terms of its bulk modulus, here denoted by B and defined as B = ρ∂p/∂ρ,
as in Equation 3.1.
β =
1
B
=
1
ρ
dρ
dp
(3.1)
The bulk modulus for water is B = 2.15 · 109 Pa, therefore, its compressibility is of
the order of 10−9 and can be considered negligible. This means that the density of a fluid
particle of water remains constant all along its motion. Equation 3.1 can be rewritten for
the case of water as:
1
ρ
dρ
dt
=
1
B
dp
dt
≈ 0 (3.2)
Introducing now the Navier-Stokes Continuity Equation,
∂ρ
∂t
+ ρ∇ · v⃗ + v⃗ · ∇⃗ρ = 0 (3.3)
where v⃗ = (dx/dt, dy/dt, dz/dt) and, therefore, ∂ρ/∂t = dρ/dt ≈ 0 (from 3.2). One may
see that the fact that the fluid is incompressible necessarily implies that it is nondivergent
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or solenoidal, i.e, that the divergence of the velocity is zero in all the domain:
∇⃗ · v⃗ = 0 (3.4)
3.2.2. Inviscid flow
The Reynolds number of a flow is defined as:
Re =
ρULc
µ
(3.5)
where U is the flow velocity and Lc is the characteristic length of the problem, in this
case the water height of the still free surface. When the Reynolds number of a flow is
very large, it can be approximated to an inviscid flow, i.e, one with zero viscosity. For
this particular case, the density and the dynamic viscosity of water at 25 oC are 997 kg/m3
and 8.91 · 10−4 kg/(m s), respectively. The water height of the still free surface is of the
order of 10−1 meters, and the velocity of the flow will be of the order of 1 m/s. These
values have been chosen based on experiments already performed and that can be found
in the literature ([21], [22], [1]). Under these considerations, the Reynolds number of the
problem will be of the order of O(Re) ∼ 106, which is sufficiently large to consider the
effect of viscosity negligible in the fluid’s motion.
3.2.3. Irrotational flow
The vorticity of a flow is a vector field defined as the curl of the flow velocity:
ζ⃗ = ∇⃗ × v⃗ (3.6)
For an irrotational flow, the curl of the velocity field is zero and, therefore, the vorticity
is zero. According to Kelvin’s circulation theorem, an inviscid flow that is irrotational at
some instant in time, will remain irrotational. Given that the flow of the problem at hand
has an initial velocity field that is irrotational (because the water is flowing with a uniform
horizontal velocity component in the channel) and because the flow is inviscid, the flow
can be considered irrotational at all times.
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3.2.4. Potential flow
A potential flow is one in which the velocity field can be derived as the gradient of a scalar
function called the velocity potential, ϕ. Given that the flow is irrotational, ∇⃗ × v⃗ = 0,
we can define the flow velocity as the gradient of some scalar function, v⃗ = ∇ϕ, since
the curl of a gradient is always zero. The motion of a potential flow can be studied by
means of the Potential Theory, which consists in the study of harmonic functions. This
step simplifies greatly the analysis.
3.2.5. No surface tension
The Bond number is used to characterize the importance of gravitational forces against
surface tension in the interface between two fluids. It is defined as:
Bo =
∆ρgL2c
γ
(3.7)
where ∆ρ is the difference in density of the two fluids and γ is the surface tension. In this
case, O(∆ρ) ∼ 103, O(Lc) ∼ 10−1, O(g) ∼ 10 and O(γ) ∼ 10−2. Therefore, the order of
magnitude of the Bond number is O(Bo) ∼ 104, which is large enough to consider the
surface tension negligible.
3.3. Governing equations and boundary conditions
Under the assumptions given in the previous section, the motion of the flow can be mod-
eled by means of Potential Theory. This means that the velocity potential will satisfy
Laplace’s equation:
∇2ϕ = 0 (3.8)
Which is obtained by introducing the flow velocity expressed as the gradient of the
velocity potential into the non-compressibility condition, Equation 3.4.
In order to find the expressions that provide the temporal and spatial evolution of
the free surface and the velocity potential, which are the variables describing the motion
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of the flow, Laplace’s Equation needs to be integrated along with Boundary and Initial
Conditions.
3.3.1. Boundary Conditions
There are three different boundary conditions to be defined in this problem: one at the
bottom of the channel and two on the free surface. Note that, in an ideal flow, the no-slip
boundary condition is lost.
• No penetration boundary condition
The no penetration boundary condition states that the velocity component normal to
the surface at the bottom of the channel must be zero at every point, at all times. Defining
the vector N⃗ as the unitary vector normal to the bottom surface pointing towards the fluid,
N⃗ = (0, 0, 1), this condition can be formulated as:
∇ϕ · N⃗ = 0 (3.9)
at z = −H.
which in turn becomes:
∂ϕ
∂z
= ∂zϕ = vz = 0 (3.10)
at z = −H.
• Kinematic boundary condition
Refer to Figure 3.1 and let us define the free surface of the water as:
F(x, z, t) = z − h(x, t) = 0 (3.11)
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The kinematic boundary condition imposes that a fluid particle initially on the free
surface, stays at all times on the free surface:
DF
Dt
= 0 (3.12)
Using the definition of the substantial derivative:
DF
Dt
= ∂tF + ∇ϕ · ∇F = 0 (3.13)
And introducing the expression for F, Equation 3.11, the kinematic boundary condi-
tion results in:
−∂th − ∂xϕ ∂xh + ∂zϕ = 0 (3.14)
• Dynamic boundary condition
Starting from Bernoulli’s Equation (obtained from the Navier-Stokes momentum equa-
tion for a flow with no vorticity):
ρ∂tv⃗ + ρ∇| v⃗ |
2
2
= −∇p − ∇(ρgz) (3.15)
Introducing the previously derived conditions ρ = constant and v⃗ = ∇ϕ, and dividing
by density, ρ, Equation 3.15 can be expressed as:
∇(∂tϕ + 12 | ∇ϕ |
2 +p/ρ + gz) = 0 (3.16)
This new equation states that the expression between parenthesis is not a function of
the position, only of time. Therefore:
∂tϕ +
1
2
| ∇ϕ |2 +p/ρ + gz = f (t) (3.17)
If Equation 3.17 is particularized for a fluid particle on the free surface, for which
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p
ρ
= Pa
ρ
z = H + h
it becomes the following Equation 3.18:
∂tϕ +
1
2
| ∇ϕ |2 +gh = f (t)
ρ
− Pa
ρ
− gH (3.18)
In the equation above, it can be seen that the Left Hand Side depends on the position
while the Right Hand Side does not. This fact allows to define the function f (t) in such
a way that the RHS becomes zero without affecting in any way the velocity field (since
the velocity field remains unaffected if the potential is shifted by a function of the time).
After this step, Equation 3.18 finally becomes:
∂tϕ +
1
2
| ∇ϕ |2 +gh = 0 (3.19)
Which is the final statement for the dynamic boundary condition.
3.3.2. Airy Wave Theory
Airy Wave Theory provides the linearized equations that describe the propagation of grav-
ity waves along the surface of an ideal fluid, considering that the mean depth of the prop-
agation domain is constant.
Having defined the governing equations of the flow (Laplace Equation, 3.8) along with
the boundary conditions (Equations 3.10, 3.14 and 3.19), linearizing the problem consists
in assuming that the amplitude of the oscillations of the free surface is very small. In this
way, in first approximation:
• The free surface can be defined as the line z = 0 .
• The water height can be defined as: h = ϵ H η, where ϵ << 1 and η is a new
parameter representing the non-dimensional amplitude of the wave, i.e, O(η) ∼ 1.
• The velocity potential can be expressed as: ϕ = Ux + φ (x, z), where the first term
accounts for the uniform velocity field of the unperturbed stream, and the second
for the perturbation potential.
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• The uniform velocity is non-dimensionalized by means of a characteristic velocity,
Uc, such that U = U/Uc.
• The perturbation potential is linearized as φ = ϵ ϕc φ (x, z), where O(φ) ∼ 1, x and
z are the non-dimensional x and z coordinates, respectively, and φc is a prefactor
that contains the order of magnitude of such potential. Note that the problem is
planar and it is for this reason that the velocity potential has been expressed only as
function of the x and z coordinates and time.
• τ = t/tc, is the non-dimensional time, such that O(τ) ∼ 1.
Using the definitions given above, the variables of the problem and their derivatives
can be expressed as:
∂zϕ = ϵ φc ∂zφ =
ϵ φc
H
∂zφ (3.20)
∂th =
1
tc
∂τh =
ϵ H
tc
∂τη (3.21)
∂xϕ =
ϵ φc
H
∂xφ (3.22)
∂xh = ϵ ∂xη (3.23)
∂tϕ =
ϵ φc
tc
∂τφ (3.24)
∇ϕ = (∂xϕ, ∂zϕ) = (ϵ φcH ∂xφ,
ϵ φc
H
∂zφ) (3.25)
| ∇ϕ |2= (ϵ φc
H
)2((∂xφ)2 + (∂zφ)2) (3.26)
If these expressions (Equations 3.20 to 3.26) are introduced into the equations derived
for the boundary conditions (Equations 3.10, 3.14 and 3.19), the latter become (after some
previous mathematical development):
∂zφ = 0 (3.27)
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−ϵH
tc
∂τη − Uc ϵ U ∂xη − ϵ φcH ∂xφ ϵ ∂xη +
ϵ φc
H
∂zφ = 0 (3.28)
ϵ φc
tc
∂τφ +
1
2
((UcU +
ϵ φc
H
∂xφ)2 + (
ϵ φc
H
∂xφ)2) + ϵ g H η = 0 (3.29)
Dropping the second order terms (i.e, O(ϵ2)), Equations 3.28 and 3.29 become:
H
tc
∂τη + UcU ∂xη − φcH ∂zφ = 0 (3.30)
ϵ
φc
tc
∂τφ +
1
2
U2c U
2
+
ϵ Uc U φc
H
∂xφ + ϵ g H η = 0 (3.31)
In Equation 3.31, the second term is a constant and therefore can be dropped, as it can
be absorbed in the definition of ϕ. Then the expression for the non-dimensional dynamic
boundary condition finally becomes:
φc
tc
∂τφ +
Uc U φc
H
∂xφ + g H η = 0 (3.32)
In terms of orders of magnitude, from Equations 3.30 and 3.32, one may write:
H
tc
= Uc =
φc
H
(3.33)
φc
tc
=
Uc φc
H
= g H (3.34)
Combining these two previous expressions (3.33, 3.34), the orders of magnitude of
the characteristic time, velocity and velocity potential are found to be:
tc =
√
H
g
(3.35)
Uc =
√
gH (3.36)
φc =
√
gH3 (3.37)
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At this point and from now on, the non-dimensional velocity of the flume, U is:
U =
U
Uc
=
U√
gH
= Fr (3.38)
Which is the so called Froude number and will be explained in more detail in a
following section.
Finally, the non-dimensional statement of the problem consists in the non-dimensional
Laplace Equation:
∂2xxφ + ∂
2
zzφ = 0 (3.39)
to be integrated with the non-dimensional, linearized boundary conditions (Equations
3.40 - 3.42).
∂zφ = 0 (3.40)
at z = −1
∂τη + Fr ∂τη − ∂zφ = 0 (3.41)
∂τφ + Fr ∂xφ + η = 0 (3.42)
at z = 0
3.4. Solution to the Homogeneous Linear Problem
In order to solve Equation 3.39 with boundary conditions 3.40 to 3.42, wave-like funda-
mental solutions were proposed. Any wave can be represented with an exponential func-
tion as η (x, t) = a eiθ (x,t), where a is the amplitude and θ (x, t) the phase function (in radi-
ans), which depends on the horizontal position and time: θ(x, t) = 2π(x/λ−t/T ) = kx−ωt.
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Thereafter, the non-dimensional flow variables, φ and η, can be expressed as follows:
φ = f (z) ei(ωτ−kx) (3.43)
η = η0 ei(ωτ−kx) (3.44)
Where f (z) is a function of the non-dimensional vertical coordinate (since the poten-
tial is defined in all the domain and, therefore, it has to depend on all spatial coordinates
and time), representing the amplitude of the oscillations of the velocity potential, and η0
is a parameter representing the amplitude of the oscillations of the free surface.
In what follows, two different analytical methods have been used in order to solve the
problem. The first one is a more intuitive approach while the second has a more extended
use in the literature and is more rigorous. Different things can be learned from both of
them.
3.4.1. A first approach
This first approach consists in obtaining an expression for η in terms of φ from Equation
3.42, and then introducing it in Equation 3.41 in order to arrive at a single equation in
terms of one variable.
First of all, let the following expressions for the derivatives of φ and η be introduced,
since they will result useful in the subsequent analysis.
∂xφ = −i k f (z) ei(ωτ−kx) (3.45)
∂zφ = f ′(z) ei(ωτ−kx) (3.46)
∂2xxφ = −k2 f (z) ei(ωτ−kx) (3.47)
∂2zzφ = f
′′(z) ei(ωτ−kx) (3.48)
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∂τφ = i ω f (z) ei(ωτ−kx) (3.49)
∂xη = −i k η0 ei(ωτ−kx) (3.50)
∂τη = i ω η0 ei(ωτ−kx) (3.51)
Introducing 3.47 and 3.48 into Laplace’s non-dimensional equation (Equation 3.39),
one arrives to an expression of the form:
f ′′(z) − k2 f (z) = 0 (3.52)
Equation 3.52 is a homogeneous ordinary differential equation of second order and,
therefore, its solution will be of the form f (z) = eαz. Then f ′′(z) = α2eαz. Into Equation
3.52:
α2eαz − k2eαz = 0 =⇒ α2 = k2 =⇒ α = ±k (3.53)
Therefore,
f (z) = C1 ekz +C2 e−kz (3.54)
Which may also be expressed as:
f (z) = C3 cosh(k z) +C4 sinh(k z) (3.55)
So that,
f ′(z) = C3 k sinh(k z) +C4 k cosh(k z) (3.56)
If the expression for f (z) in 3.55 is introduced in the no-penetration boundary condi-
tion, Equation 3.40, this yields:
∂zφ = (C3 k sinh(k z) +C4 k cosh(k z)) ei(ωτ−kx) = 0 (3.57)
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at z = −1
Then:
C3 k sinh(−k) +C4 k cosh(−k) = 0 (3.58)
And therefore, C4 = C3 tanh(k). If C4 is introduced in the expressions for f (z) and
f ′(z), Equations 3.55 and 3.56, and these are evaluated at z = 0 (step that will become
useful in what follows), one obtains f (z = 0) = C3/2 and f ′(z = 0) = (C3/2) k tanh(k).
At this point, η can be retrieved from Equation 3.42 as:
η = −i ω f (z) ei(ωτ−kx) + i k Fr f (z) ei(ωτ−kx) (3.59)
at z = 0.
Introducing it into the kinematic boundary condition (Equation 3.41), and dropping
the exponential term since it is a common factor different from zero, gives:
ω2 f (z) − ω k Fr f (z) cosh(k z) + Fr [−ω k f (z) + k2 Fr f (z)] − f ′(z) = 0 (3.60)
at z = 0.
If the equation above is evaluated, using the values just defined for f (0) and f ′(0), it
becomes:
C3
2
ω2 − C3
2
ω k Fr − C3
2
ω k Fr +
C3
2
k2 Fr2 − C3
2
k tanh(k) = 0 (3.61)
Which can be rearranged into the following Equation 3.62:
ω2 − 2 ω k Fr + k2 Fr2 = k tanh(k) (3.62)
Or:
(ω − kFr)2 = k tanh(k) (3.63)
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Which finally brings one to the following relation:
ω = kFr ± √k tanh(k) (3.64)
Equation 3.64 is the so called dispersion relation and it is of great interest in the
problem because it states that the temporal and spatial frequencies of the waves generated
in the channel cannot be independent. This means that, for a given mean flow in the
channel, only those waves whose temporal frequency and wavenumber satisfy the
above relationship, will be able to propagate with non-zero amplitude.
3.4.2. Formal computation of the dispersion relation
This second approach consists in solving the system of equations formed by the non-
dimensional boundary conditions in matrix form. The key ingredient of this method is
that it formulates the problem as a homogeneous linear system of equations, relating the
free constants. The objective is then to find the conditions that would lead to a solution
for the system different from the trivial one.
Note that a different notation with respect to the previous approach will be used and
now the constants appearing in the expression for f (z) are called A and B:
f (z) = A cosh(k z) + B sinh(k z) (3.65)
η is also rewritten as:
η = C ei(ωτ−kx) (3.66)
The first derivatives of φ and η with respect to the non-dimensional spatial coordinates
and time, can be computed as:
∂xφ = −i (A cosh(k z) + B sinh(k z)) k ei(ωτ−kx) (3.67)
∂zφ = (A k sinh(k z) + B k cosh(k z)) ei(ωτ−kx) (3.68)
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∂τφ = i (A cosh(k z) + B sinh(k z)) ω ei(ωτ−kx) (3.69)
∂xη = −i C k ei(ωτ−kx) (3.70)
∂τη = i C ω ei(ωτ−kx) (3.71)
Introducing the expressions above into the boundary conditions given by Equation
3.40 (evaluated at z = −1) and Equations 3.41 and 3.42 (evaluated at z = 0), one arrives
to the following three equations, respectively:
−A k sinh(k) + B k cosh(k) = 0 (3.72)
i (ω − k Fr) C − B k = 0 (3.73)
i (ω − k Fr) A +C = 0 (3.74)
Which can be rearranged into matrix form as:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− sinh(k) cosh(k) 0
0 −k i (ω − kFr)
i (ω − kFr) 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A
B
C
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ = 0⃗ (3.75)
In order for the system to have a solution different than the trivial one (A = B = C =
0), the determinant of the matrix has to be equal to zero. Therefore:
k sinh(k) − (ω − kFr)2 cosh(k) = 0 (3.76)
Also written as:
(ω − Frk)2 − k tanh(k) = 0 (3.77)
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Which is the exact same expression as Equation 3.63, and therefore will lead to the
same dispersion relation found before, Equation 3.64. This last method is more rigorous
and more amenable to be extended to more general problems.
As it was previously introduced, the dispersion relation is of great importance in the
description of the motion of a gravity wave. In the following section, Equation 3.64 and
its implications in the physics of the wave will be explained in detail.
3.5. Dispersion Relation
As it was introduced in Chapter 2, the fact that a wave is dispersive means that its speed of
propagation is a function of its wavelength. At this point, we recall that the problem has
been linearized and it is homogeneous and, therefore, any solution can be decomposed
as a linear combination of fundamental solutions. This means that any arbitrary wave
function that is a solution to Equation 3.8 with boundary conditions 3.40-3.42, can be
expressed as the superposition of simple harmonic functions (sines and cosines), each
of them with a different amplitude, wavelength, initial phase and propagation direction.
The wave resulting from the linear combination of fundamental solutions can be therefore
understood as a wave packet or a multi-component wave. The effect of the dispersion
relation on such wave packet is that each of the components will propagate with its own
phase speed in accordance with Equation 3.64, and therefore, the spatial and temporal
properties of the wave envelope will change over time. In order to understand how any
initial perturbation on the free surface will propagate in the fluid, one needs to be able
to predict how each one of the components that build up the wave describing this initial
perturbation varies in time. For this, the Fourier transform is a key tool in the analysis.
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Fig. 3.2. Sketch of a wave packet. [23]
3.5.1. Effect of the Froude number: Doppler shift
Before going into further detail regarding the Fourier analysis of the problem, it is inter-
esting to look at the effect that the Froude number (i.e., the fact that there is a mean flow
in the channel before a perturbation appears) has on the propagation of a perturbation.
For a flow in which the mean current is zero, the dispersion relation is not given by
Equation 3.64, but by the following Equation 3.78:
ω = ±√k tanh(k) (3.78)
Comparing both relations,
ω = ±√k tanh(k)
ω = kFr ± √k tanh(k)
it can be seen that the waves that propagate in a channel where there is a mean current,
experience a Doppler shift, since their frequency of propagation is affected by the velocity
of the flow (present in the term kFr). In this way, if the wave propagates in the opposite
direction to that of the mean flow, then by the addition of the mean velocity, the wave will
propagate slower, i.e, the space it will cover in a given time will decrease. This means
that its wavelength will decrease for a given frequency, since recall that the wavelength
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is the space travelled by the wave in one period. Accordingly, in the case in which the
wave propagates in the same direction as that of the mean current, by the addition of the
velocities, the wave components will have an increasing phase velocity, hence a larger
wavelength at a given frequency. In conclusion, the Froude number plays a key role in the
propagation of a perturbation since it modifies the relation between the frequency and the
wavenumber, thus determining which waves can exist, which other cannot, which ones
are dragged by the mean flow and which ones can propagate upstream. This is illustrated
in the following Figure 3.2. The different graphs show the dispersion relation for different
values of the Froude number.
(a)
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(b)
(c)
Fig. 3.2. Dispersion relation for Fr = 0.1, 0.5 and 1, respectively.
Note that, as it can be seen in Figure 3.2, Equation 3.64 has two solutions for ω for a
given k due to the square root. This represents the fact that a wave can propagate in both
the positive and negative directions of x. Following the expression for the perturbation
potential given by Equation 3.43, φ = f (z) ei(ωτ−kx), the waves with the same sign for
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the wavenumber and the angular frequency will propagate to the right, and those having
opposite signs for k and ω will propagate to the left. In order to provide a clearer expla-
nation, take for example Fr = 0.1 and k = 50. From Figure 3.2 (a), one may extract
that the two possible angular frequencies for this wavenumber are ω1 = 12 and ω1 = −2,
approximately. In the next Figure 3.3, what has just been explained above is represented.
Indeed, the wave with the same sign for ω and k propagates to the right, and the one with
opposite signs for ω and k propagates to the left.
Fig. 3.3. Propagation direction of the waves according to the signs of their wavenumber and an-
gular frequency.
Depending on the flow being simulated, a given wavenumber may be associated to one
branch of the angular frequencies or the other. For instance, in order to simulate a wave
propagating symmetrically to the left and to the right from the center of the channel as in
the present case, one needs to associate to positive (negative) values of the wavenumber,
positive (negative) angular frequencies, accordingly. This association is done by means
of the sign of the square root in Equation 3.64. In the graphs above, Figure 3.2, the
blue curve represents the positive branch of the square root and the orange curve, the
negative branch. An important remark is to be done regarding Figure 3.2: note that as
the Froude number increases, the curves change in such a way that the two branches
come closer to one another. This in turn means that, as the Froude number increases,
less waves are able to propagate upstream (to the left) because they get dragged by the
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mean current. In order to illustrate this, take again the example for k = 50. In Figure
3.2, it can be seen that for Fr = 0.1, waves can propagate upstream, as it was shown in
Figure 3.3. However, for Fr = 0.5, there are no negative angular frequencies for positive
wavenumbers and viceversa, i.e, waves cannot propagate to the left anymore. Actually,
for Fr ≥ 0.5, the graphs represent a situation in which, for positive wavenumbers, only
positive angular frequencies exist, and similarly for negative wavenumbers and negative
angular frequencies. Following the explanation given above, this means that only waves
propagating to the right can exist in the channel as the Froude number increases. In other
words, as the mean current velocity increases, waves cannot overcome it and they all get
dragged by it. As a final remark to entirely understand the influence of the Froude number
in the propagation of the waves, think of the ideal case in which Fr → ∞. See that in
Equation 3.64, and following the behaviour described by the graphs in Figure 3.2, in this
limit, the term of the square root is lost and only the linear contribution of k would play a
role in the value of ω, which would be represented as a single straight line. In this is the
case the wave is only carried away by the fluid and no waveis able to propagate upstream.
3.6. Fourier Analysis
A monochromatic wave is a wave with a single wavelength (a single color): a pure wave.
This type of wave is really an idealization: on the one hand, because being a periodic pro-
cess both in space and time, it should propagate infinitely in space and have an infinitely
large duration in time, two points that are obviously not attainable. On the other hand,
because there do not exist in nature pure monochromatic wave emitters: every emission
process has a damping associated to it which is translated into the emission of frequencies
different from the central or carrier frequency. Consequently, a real undulatory process is
a result of the superposition or interference of several monochromatic waves [24]. It is at
this point where the Fourier Analysis is introduced.
The Fourier transform maps a function from the time or the space domain into the
frequency domain. Similarly to what happens when one projects a three-dimensional
vector into the Cartesian coordinate basis (for instance), when one projects a function into
the Fourier space, this function is decomposed as a linear combination of the fundamental
components of the basis of the Fourier space, each of them multiplied by a factor, named
30
Fourier coefficient. The fundamental components of the Fourier space are the simplest
possible waves, the sine and cosine waves, along the infinite frequency spectrum. One
may notice that, in contrast to the previous example of the Cartesian coordinate basis,
the Fourier space is formed by an infinite basis. Projecting a function into the Fourier
space provides the frequency components of the function. The interest in decomposing
a function into its frequency components (the simple sine waves that form it) lies in the
fact that it is much simpler to analyze the evolution of each of the components rather than
the evolution of the wave as a whole. This may be better understood with the following
Figure 3.4: the functions f (t1) and f (t2) are much more simple to represent and study than
their superposition. The lowest plot shows the frequency components of the total wave.
(Note that the functions in the figure depend on time and not on space, but the analysis is
similar and for the purpose of understanding, equally valid).
Fig. 3.4. Sketch illustrating the interpretation of the Fourier transform. [25]
As it was introduced above, the Fourier transform of a function yields its frequency
components and a coefficient associated to each of them. Similarly to the situation of
projecting a vector in the Cartesian coordinate basis, each of these coefficients represents
the intensity of its associated frequency in the whole solution. The Fourier coefficients
are the amplitude of the sinusoidal wave at the corresponding frequency.
Mathematically, the Fourier transform is performed by means of the following expres-
31
sion:
fˆ (ξ) =
∫ ∞
−∞
f (x)e−i2πξxdx (3.79)
where x is the spatial coordinate and ξ the spatial frequency.
If one analyzes the above expression, its usefulness can be seen straightaway: knowing
that the notation ei2πξ0 x is used to represent a wave with zero initial phase and frequency
ξ0 as introduced in Section 3.4, note that the negative sign of the exponential term of the
Fourier transform will cause its product with the wave under analysis, ei2πξ0 x, be equal
to one when ξ = ξ0. This will result in the integral diverging, yielding the Dirac delta
function at ξ = ξ0: exactly the result aimed for since this is the only frequency compo-
nent of the sinusoidal wave ei2πξ0 x. In this way, the Fourier transform "unmasks" all the
frequencies comprised in a function.
The Fourier coefficient of each frequency is found by evaluating Equation 3.79 at the
corresponding frequency. The function f (x) can be reconstructed from its transformed in
the frequency domain through the inverse Fourier transform:
f (x) =
∫ +∞
−∞
fˆ (ξ)ei2πξxdξ (3.80)
Note that Equation 3.79 gives the Fourier transform of a generic non-periodic func-
tion, and it is for this reason that the integration domain extends from −∞ to +∞: non-
periodic functions can only be mapped into the continuous frequency domain in order
to be completely determined. The situation is different, however, for periodic functions.
The latter can be expressed as a discrete superposition of sine waves in an interval (the
period of the function). Thus a periodic function in the space (or time) domain can be
reconstructed from its frequency components by means of a series (Fourier Series) rather
than an unbounded integral as:
f (x) =
+∞∑
−∞
cnei2πnx/Ldξ (3.81)
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where cn are the Fourier coefficients, defined as:
cn =
1
L
∫ + L2
− L2
f (x)e−i2πnx/Ldξ (3.82)
and L is the spatial period.
Nonetheless, there is a close relation between the definition of the Fourier series given
by 3.81 and that of the Fourier transform, given by 3.79, for a function that is zero ev-
erywhere except at a given interval. For such a function, one can define both the Fourier
transform and the Fourier series, considering for the last case an interval that includes all
the points in which f is not zero. As the interval in which the Fourier series is calculated
increases, the Fourier coefficients of the series start to resemble the Fourier transform
evaluated at each given frequency, and the sum of the Fourier series of f starts to resem-
ble the inverse Fourier transform (Equation 3.80). In fact, assume that the period, L, of
this function f is such that the interval being considered completely contains the inter-
val [−L/2, L/2] in which f is different from zero. If one compares the definition of the
Fourier series coefficients, Equation 3.82, with that of the Fourier transform, Equation
3.79, and because f is zero at all points outside the interval [−L/2, L/2], then it is derived
that:
cn =
1
L
fˆ (
n
L
) (3.83)
All in all, for a function different from zero only in some interval [−L/2, L/2], the
Fourier coefficients are found to be the values of the Fourier transform sampled on a
grid of width 1/L and multiplied by this grid width. Understanding this last point is of
great use in the present analysis, since the initial condition of our problem is precisely a
function defined in some particular interval, namely, the channel. An interesting remark to
be made at this point is the relationship between the spatial width of this initial condition
in the given interval and the number of frequencies (and therefore, coefficients) that are
needed to represent it in the frequency domain. Given the domain we have been using up
to now, [−L/2, L/2], the lesser the periods the initial condition completes in this domain,
the wider its Fourier transform will be in the frequency domain, i.e, the more coefficients
it will need to be completely described. Similarly, in the opposite case, the higher the
number of periods the initial perturbation completes in the given interval, the narrower
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its Fourier transform will be. The reason is that, when the function completes a lot of
periods in the selected interval of the space (or time) domain, it can be represented with
high accuracy with just one frequency: it is as if just one single frequency defined the
pulse. However, take for example that the function completes only two periods in the
space (or time) domain. Then it is difficult to determine the exact point at which one
period finishes and the new one starts. In this latter situation, a high amount of harmonics
needs to be used in order to reconstruct the wave with enough accuracy. Let us illustrate
this with an example using the following function given by a Gaussian times a sine wave,
Equation 3.84:
f0(x) = e −x
2/W2 sin(2π fc x); (3.84)
where W is the width of the Gaussian function and fc is the central or carrier frequency
of the pulse.
In the following Figures 3.5 and 3.6, the phenomena just described above is clearly
represented: in Figure 3.5 (a), the width of the Gaussian has been set to W = 0.2. Corre-
spondingly, the initial condition in this case is a narrow pulse in the space domain, which
is translated into a wide spectrum of frequencies in the frequency domain, Figure 3.6, (a).
In contrast, in Figure 3.5 (b), the width of the Gaussian is W = 2, and the initial condi-
tion needs just a few Fourier coefficients to be completely represented in the frequency
domain, Figure 3.6 (b).
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(a)
(b)
Fig. 3.5. Initial condition for different widths of the Gaussian: (a) W = 0.2, (b) W = 2.
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(a)
(b)
Fig. 3.6. Fourier coefficients of the initial condition with different widths of the Gaussian: (a) W
= 0.2, (b) W = 2.
The Fourier coefficients of the initial condition, which are essential in order to under-
stand the evolution of this condition in time, can be obtained by means of the procedure
described above, through Equation 3.82. The function that was used as initial condition
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for the homogeneous linear problem consists in a simple Gaussian function:
η0(x) = 1 + 2 ϵ e
− x2
W2 (3.85)
where x ∈ [−5, 5], ϵ is a parameter such that ϵ << 1 in order to make the amplitude of
the initial condition small, in particular, ϵ = 0.1, and the width of the Gaussian has been
set to W = 2.
Even if this wave shape has an analytical Fourier transform, the Fourier coefficients
have been obtained by means of MATLAB in order to be able to change arbitrarily this
initial condition easily. MATLAB is able to obtain the Fourier coefficients of a given input
implementing the described method through its built-in functions fft or ifft, depending on
the input.
At this point, the reader may have noticed that this procedure was introduced in order
to find the evolution of the initial condition with time, nevertheless, time has not appeared
in the derivation up to this point.
Note that the wave appearing in the definition given for the Fourier transform, Equa-
tion 3.79, does not have exactly the same form as that used in Section 3.4 as a solution to
the problem under study. The difference is that the latter depends also on time. Therefore,
when performing the Fourier transform of η (x), the exponential term depending on time,
eiωτ, can be extracted out of the integral, since it does not depend on x, in such a way that
the Fourier coefficients of the present case can be defined as:
cn(τ) =
eiωnτ
L
fˆ (
n
L
) (3.86)
This relation determines the time evolution of the Fourier coefficients. It is important
also to remark that not only each Fourier coefficient depends on time, but this evolution
is determined by its angular frequency, ωn, which, as given by the dispersion relation,
Equation 3.64, depends on its associated wavenumber, kn. This means that each Fourier
coefficient will vary in a particular way determined uniquely by the frequency it is repre-
senting, i.e, each frequency component varies differently in time.
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3.7. A channel with variable depth: Shallow Water Theory
After we have seen the analytical approach to the simpler case of a straight channel, in
order to study the evolution of the flow when the channel presents a bottom topography,
some changes need to be done on such theoretical analysis. In particular, the presence
of the bottom topography introduces a new dependency of the flow parameters on x that
makes the problem no longer homogeneous. Consequently, the so-called Shallow Water
Theory needs to be used as opposed to Airy Wave Theory.
The Shallow Water equations are derived from the Navier-Stokes equations after tak-
ing into account some considerations, mainly: considering the variable depth of the chan-
nel, assuming that the horizontal flow velocity is constant with the depth, and neglecting
the viscosity and the surface tension [26]. As a result, these equations describe the flow
field below a surface of pressure (in this case the free surface of water), in terms of the
free surface depth, h(x), and the horizontal velocity of the flow.
See Figure 3.7 to picture the new problem geometry.
Fig. 3.7. Sketch of a channel with a bottom topography.
The main equation of the Shallow Water Theory, which gives the relation between the
depth of the free surface of water, the bottom height and the horizontal flow velocity, can
be obtained as follows:
Let q(x) be the mass flux through a vertical line at a given x coordinate (recall that
the problem is planar in the xz plane), q(x) = U(x) h(x), where U(x) is the horizontal
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velocity of the flow and h(x) is the depth of the free surface with respect to the bottom at
that x. Since the flow is assumed to be ideal and steady, Bernouilli’s Equation (3.15), can
be applied on the free surface, yielding:
pa +
1
2
ρU20 + ρgh0 = pa +
1
2
ρU(x)2 + ρg (h(x) + zb(x)) (3.87)
where the subindex 0 is assigned to the variables at x = 0, and zb stands for the height
of the bottom at a given x coordinate. Rearranging the previous equation and introducing
the definition given above for the mass flux, q(x):
1
2
U20 + gh0 =
q2
2h2
+ g(h + zb) (3.88)
Dividing this equation by gh0, one arrives to:
1
2
Fr20 + 1 =
Fr2
z2h
+ z + zb (3.89)
where zh = h/h0, zb = zb/h0 are new non-dimensional parameters representing the
depth of the free surface of water and the bottom’s height, respectively, and Fr represents
the Froude number, as already defined earlier in this report.
Solving Equation 3.89 for zb allows to visualize in a clearer way the dependency
between these three parameters: given the height of the bottom topography at each x
coordinate, the solution to the problem consists in finding the horizontal velocity and the
free surface depth that satisfy Equation 3.90 at that x.
zb =
1
2
Fr20
(
1 − 1
zh 2
)
+ 1 − zh (3.90)
Equation 3.90 illustrates how the presence of a topography at the bottom of the channel
displaces the free surface of water in such a way that, as the bottom height increases, the
depth of the free surface decreases. The reason is that the increase of the bottom height has
two consequences on the flow above it: first, an increase of the hydrostatic pressure, and
second, a reduction of the cross-sectional area of fluid. For flows in subcritical conditions
as it is the case here, the effect of the area reduction is more significant than the increase
of the hydrostatic pressure. As a result, since mass has to be conserved, given q(x) =
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U(x) h(x), as the bottom rises, the 2D cross-sectional area, h(x), decreases, which makes
the horizontal velocity increase. If the flow is accelerated, the pressure decreases making
the free surface of water descend, reaching its minimum value at the x coordinate in which
the bottom height is maximum. Let us denote the cross-section at which this occurs as
the throat of the channel. Note that this explanation applies only to the region before the
maximum bottom height. As we shall see later, after the flow has passed the obstacle,
the free surface of water may follow different behaviours depending on the horizontal
velocity of the flow.
3.7.1. Reaching critical conditions: Fr = 1 at the throat
Equation 3.90 allows us to arrive to another important result: the value of the maximum
height that will make Fr = 1 at that x coordinate for a given Fr0. The derivation of such
values provides us with important information and it is as follows.
On the one hand, if one takes the derivative of Equation 3.90 with respect to zh and
equals it to zero, it is found that the maximum of such function zb,max is at zh,c = Fr
2/3
0 .
On the other hand, following the definition of the Froude number, the critical Froude
number is given by, F˜r = Uc/
√
ghc = 1. Using the definition of the mass flux given
before, q = U0 h0 = Uc hc:
F˜r =
Uc√
ghc
=
U0 h0
hc
√
ghc
=
U0√
gh0
h3/20 h
−3/2
c (3.91)
So that, finally, F˜r = Fr0 z
−3/2
h,c = 1. And, therefore, zh,c = Fr
2/3
0 .
The two conditions given above imply that the x coordinates at which the bottom
height is maximum and the Froude number is critical are actually the same. Therefore,
Fr = 1 at zb,max.
Following this, if one introduces the maximum height of the bottom, zb,max in Equation
3.90 with the corresponding value of the free surface depth, zh = Fr
2/3
0 , the following
equation in terms of only Fr0 is obtained:
zb,max(x) =
1
2
Fr20
⎛⎜⎜⎜⎜⎜⎝1 − 1Fr4/30
⎞⎟⎟⎟⎟⎟⎠ + 1 − Fr2/30 (3.92)
40
which will lead to the value of the Froude number that the flow needs to be given at
the beginning of the channel in order to reach critical conditions at the throat. In this
case, the bottom topography was defined by means of the following function, because it
provides a gradual increment of the bottom surface and it reaches a convenient maximum
height:
zb (x) = 0.3 e−
(x−10) 2
4 (3.93)
for which the maximum is zb,max = 0.3. Introducing this value in Equation 3.92,
the initial Froude number required for the flow to be critical at zb,max = 0.3 is Fr0 =
0.3655, and the corresponding water depth, zh,c = 0.5112, approximately. Note that whole
derivation done above takes into account strong assumptions that greatly simplify the
problem, therefore, these values are not exactly the ones that would be obtained in a
real experiment, but they work as a first approximation and in order to implement the
numerical simulation.
3.7.2. Free surface of water: convergent-divergent nozzle analogy
As it was introduced earlier, the value of the horizontal velocity determines the position
of the free surface after it has passed the obstacle. If the value of the local Froude num-
ber of the flow is close but smaller than one as the flow approaches the throat, the free
surface of water will go back to its initial configuration symmetrically with respect to the
vertical line passing through the throat. In contrast, if the local Froude number before the
throat is slightly greater than one, once the maximum point is passed, the flow will reach
supercritical conditions, its pressure will decrease significantly and the depth of the free
surface will decrease accordingly. The reason is that the critical point is unstable and the
flow will always tend to return to the region it was before reaching it.
The whole situation can be explained by means of an analogy with the convergent-
divergent nozzle of an aircraft. Let us support this explanation with Figures 3.8 and 3.9:
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Fig. 3.8. Flow in a convergent-divergent nozzle. [27]
Fig. 3.9. Variation of the water depth with the bottom height for different values of Fr.
Refer first to Figure 3.8. The different curves show the behaviour of the pressure of the
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flow as it travels along the nozzle, depending on the value of the external pressure. The
flow accelerates in the convergent part of the nozzle and it expands (and therefore, decel-
erates) in the divergent section. As the external pressure decreases, the flow accelerates
more in the convergent zone up to the limiting point in which it reaches sonic conditions
at the throat (b), which is the section of minimum area, and therefore, maximum velocity.
In this situation, we say the throat is choked. From this value of the external pressure on,
the throat remains always choked. As the external pressure keeps decreasing, the diver-
gent section does not expand the flow enough to lower its pressure down to the external
one, thus, a normal shock wave appears inside the nozzle in order to decrease the pressure
to the required external value (c - e). This is the case until f , in which the evolution of the
flow is isentropic and it exits as a supersonic jet (i.e, the value of the internal pressure is
exactly that of the external one). For case g, the value of the pressure of the flow at the exit
is actually smaller than the external one and therefore, the flow undergoes an expansion
(Prandtl-Meyer expansion).
The cases of use to establish an analogy with the channel are a and f . In both, the
evolution of the flow is isentropic along the entire nozzle and sonic conditions are reached
at the throat. The difference between both cases lies in the value of the Mach number just
before the throat. The Mach number is a non-dimensional parameter representing the ratio
between the flow velocity and the speed of sound in a given media, and it is analogous
to the Froude number for the flow in the channel. In case a, the flow is subsonic before
the throat and therefore, after reaching sonic conditions at the throat, it continues to be
subsonic afterwards. In case f , the flow accelerates up to a value of the Mach number
slightly higher than one in the convergent section, and so after passing the throat at sonic
conditions, it continues in the divergent region in supersonic conditions. In this latter
scenario, since the flow is supersonic (higher velocity), its pressure is much smaller than
that for case a. These two situations represent exactly the two possible solutions for the
free surface depth after passing the maximum height in the channel.
At this point, refer to Figure 3.9, where Equation 3.90 has been plotted for different
values of the initial Froude number. It can be seen that as zh increases, zb increases
until it reaches its maximum value. This maximum height decreases with increasing Fr0.
This makes sense since, as explained above, at the point of maximum height, the Froude
number becomes critical. As the initial Froude number of the flow increases, the starting
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point of the flow is closer to F˜r = 1 and therefore, it will need to be less accelerated to
actually reach F˜r = 1.
In relation to Figure 3.8, for each zb, there are two solutions for zh (as for the case
of isentropic flow in the nozzle). This represents the two different behaviours the free
surface can follow. If after the top of the obstacle, zh is the greater solution, it means that
the flow was subsonic right before the maximum point and the free surface will recover
its depth symmetrically as the bottom height decreases. If zh is the smaller value, it means
that the flow is in supercritical conditions after it has passed the obstacle. The situation
of interest in this study is the first one because if the flow is supercritical and the free
surface descends, the initial perturbation will not even be able to reach the throat and
the pair-wave creation will not be observed. In contrast, if the free surface regains the
shape it had before the obstacle, the initial perturbation takes place at a region where
the flow is in subcritical conditions. Consequently, when it reaches the critical region at
the throat, it does not have enough kinetic energy to penetrate into it and it is blocked.
Given that the total momentum and energy of the system have to be conserved (except
for non-conservative effects that take place in a real facility, such as viscous dissipation),
when the incoming wave is blocked it rebounds into two short waves that propagate in the
opposite direction with amplitudes and frequencies such that both momentum and energy
are preserved.
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4. NUMERICAL SIMULATION.
As it was introduced at the beginning of this report, the first objective regarding the
numerical simulations is to obtain the evolution of an linear initial condition in a straight
channel in which there is a mean flow. The results of such simulation are to be compared
with those obtained from the Airy Wave Theory, Section 3.4 of Chapter 3, in order to
verify the validity of the computational methodology. It is needed to stress the great
practical importance of this step since, once the validity of the numerical procedure is
proven, one can increase the complexity of the problem for the numerical simulation in
order to obtain a reliable description of the behaviour of the fluid under conditions for
which an analytical solution is not possible or has not been found yet. One of such cases
is precisely the evolution of a flow in a channel with a bottom topography and a mean
current. Therefore, once the correlation between the analytical and the numerical results
for the linear problem has been successfully checked, the topography will be introduced
in the numerical domain and the evolution of the flow under the conditions described in
the Section 3.7 of Chapter 3 will be study with a new simulation, following the same
computational methodology.
As it has already been mentioned, the software used in order to perform the simula-
tions was Gerris, for which an introductory description will be given in the next section.
4.1. Introduction to the software: Gerris.
Gerris is a CFD software developed by Stéphane Popinet and supported by the Institut
Jean le Rond d’Alembert. The software is open-source and can be acquired for free under
the requirements of the GNU General Public License. Popinet introduced and described
Gerris’ features for the first time in two different articles published in the Journal of Com-
putational Physics in 2003 and 2009, named, respectively "Gerris: a tree-based adaptive
solver for the incompressible Euler equations in complex geometries" [28] and "An accu-
rate adaptive solver for surface-tension-driven interfacial flows" [29]. In what follows,
the most remarkable features of Gerris will be introduced. Note that Gerris solves both
2D and 3D flows but since the flow under study is planar, only the features for 2D flows
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will be described.
• Spatial discretization. The domain is discretized by means of square finite vol-
umes, each of them called a cell, that are organized hierarchically as a quadtree, as
shown in Figure 4.1.
Fig. 4.1. Quadtree discretization and corresponding tree representation. [28]
Each cell can be the parent cell of up to four children. The first cell of the do-
main is the root cell, and it is the base of the tree. A cell without any children is
called a leaf cell. The level of each cell is defined by adding one to the previous
level, where the level zero is that corresponding to the root cell. In a 2D domain,
each cell has a direct neighbouring cell in every direction of its same level. Those
cells that are cut by a solid boundary are called mixed cells. In order to simplify
the calculations of the gradient and the flux of the variables, the discretization of
the domain is subjected to two main constraints, namely: the levels of direct and
diagonally neighbouring cells cannot differ by more than one and those cells that
are neighbours of a mixed cell must be at the same level.
• Adaptive mesh refinement. The spatial discretization is adjusted dynamically to
the scale and temporal evolution of the flow features.
• Volume-of-Fluid interface representation. The VOF method provides a robust
and efficient representation of the interface as it evolves, even for complex topolo-
gies. The fact that Gerris combines the VOF representation with the adaptive
quadtree spatial discretization allows the resolution along the interface to vary. This
constitutes a break point with respect to previous methods in which the resolution
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for the interface was fixed, and only in regions far from it the resolution was allowed
to adapt.
• Flow variables. All the flow variables are defined at the center of each of the
cells. This definition simplifies the conservation of momentum in relation to the
adaptive mesh. Following the finite-volume discretization, the variables at each cell
are interpreted as the volume-average values for the corresponding discretization
volume.
• Governing equations and numerical scheme. Gerris solves the incompressible,
variable-density, Navier-Stokes equations with surface tension:
ρ(∂tu⃗ + u⃗ · ∇u⃗) = −∇p + ∇ · (2µD⃗) + σkδS n⃗ (4.1)
∂tρ + ∇ · (ρu⃗) = 0 (4.2)
∇ · u⃗ = 0 (4.3)
where u⃗ = (u, v,w) is the fluid velocity, ρ ≡ ρ(x⃗, t) is the fluid density, µ ≡ µ(x⃗, t) is
the dynamic viscosity and D⃗ the deformation tensor. The Dirac distribution function
δS states that the surface-tension term is concentrated on the interface, σ is the
surface-tension coefficient, and κ and n⃗ the curvature and normal to the interface.
The numerical scheme implemented is based on the previously explained quadtree
spatial discretization, a multilevel Poisson solver, an approximate projection method
and a momentum advection scheme.
• Two-phase flows. The density and viscosity fields for two-phase flows are defined
in terms of the volume fraction c(x⃗, t) of the first fluid as:
ρ(c˜) ≡ c˜ρ1 + (1 − c˜)ρ2 (4.4)
µ(c˜) ≡ c˜µ1 + (1 − c˜)µ2 (4.5)
where ρ1, ρ2 and µ1, µ2 are the density and viscosity of the first and second fluid,
respectively, and c˜ is the variable c with a spatial filter applied.
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• Advection equation. The advection equation in the case of two-phase flows can be
defined for the volume fraction c instead of for the density as:
∂tc + ∇ · (cu⃗) = 0 (4.6)
• Temporal discretization. The temporal discretization is done by means of a stag-
gered method for the volume fraction and the pressure that leads to a second-order
accurate system which is simplified through a time-splitting projection method. The
solution is then obtained solving iteratively a Poisson equation.
4.2. Numerical set-up: a straight channel
Gerris is designed to work with non-dimensional variables, therefore, the Navier-Stokes
equations (4.1 - 4.3) were made non-dimensional for both the water and the air, taking
as non-dimensionalizing variables: the water height of the still surface from the bottom
of the channel, H, as the length unit; the density of water, ρwater, as mass unit; and the
gravity constant, g. Recall that the surface tension is being neglected.
The geometry of the channel is defined by connecting several cells. In particular,
since the water height is the non-dimensionalizing length unit, the non-dimensional water
height is H = 1, and the length of each is cell is defined to be twice H, so that the
interface will be initially at the middle. In total, five cells where connected so that the
non-dimensional length of the channel is 10, coinciding with the value used for the linear
theoretical analysis.
In order to define the interface, Gerris defines the density gradient along a cell fol-
lowing Equation 4.4 non-dimensionalized, and by means of a variable Tracer, which can
be initialized with the shape of a given function, in this case the initial condition. The
viscosity is defined in the same way. Note that, even if in the theoretical analysis it has
been said that the viscosity can be neglected, here we need to define it explicitly in the
code for reasons that will become clear in what follows.
Boundary conditions have to be defined for each cell at a boundary of the channel.
Since the top of all cells together represents the upper boundary of the channel, for all of
them the condition BoundaryOutflow was imposed, stating that the flow is free to leave
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through this surface, and also that there is no pressure gradient along it. For the bottom of
the channel, the non-penetration boundary condition is set by default for all cells. Finally,
regarding the right and left boundaries of the channel, an important point is to be noted:
since the domain is periodic, the right-most cell was connected to the left-most cell, in
such a way that the channel is in itself an infinite loop in which the flow that exits through
one end is exactly the one that is going to renter in the channel through the other end,
yielding indeed a periodic domain. The numerical domain was defined in such a way in
order to have a complete numerical simulation as similar as possible to the theoretical
one, for which the domain is necessarily periodic since the analysis is done in the Fourier
space, as explained in the previous Chapter 3, Section 3.6.
The following Figure 4.2 provides a schematic representation of the described numer-
ical domain.
Fig. 4.2. Simulation set-up sketch.
As a final remark, Gerris asks the user to define the minimum and maximum levels of
refinement of the adaptive mesh. The level of refinement greatly affects the accuracy of the
results obtained from the simulation, since the greater the size of the cells, the greater the
numerical viscosity associated to them. In this way, having an upper refinement limit not
sufficiently high could lead to inaccurate results due to excessive dissipation coming from
this numerical viscosity. On the other hand, increasing the level of refinement increases
the computational time. In order to deal with both these situations, two measures were
applied. The first one was to define explicitly the values of the viscosity for the air and
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the water as it has been mentioned above. The reason to do this is that, in this way, the
solver will not introduce a numerical viscosity but it will use the one provided by the user,
which allows us to control the level of dissipation instead of leaving this issue a choice for
the solver. The viscosity was introduced in terms of the Reynolds numbers of both fluids,
which were obtained from the non-dimensionalization of the Navier-Stokes equations as:
Rew =
ρw g1/2 H3/2
µw
(4.7)
Rea =
ρa g1/2 H3/2
µa
(4.8)
in terms of the fluids’ properties and the initial water height, H. A value for H of
0.225 meters was chosen following the values taken in experiments performed and found
in the literature, as it was already mentioned above. Note that expressing the Reynolds
number in terms of the initial water height instead of the mean current velocity is useful
since it allows to fix the values for the Reynolds numbers of water and air for all those
simulations in which the initial water height is the same, but with different values of the
Froude number, as it is the case here. The values of the Reynolds numbers retrieved
by introducing the corresponding parameter’s values in Equations 4.7 and 4.8 are Rew =
293434 and Rea = 22720.
The second strategy has to do with the refinement method. The procedure followed
consisted in defining three different levels: one for the interface between the two fluids
(fixed), and then a minimum and a maximum one, used to refine the flow field according
to the value of the strain rate at each cell, at each time step. The logic behind this is that
we always want the maximum resolution possible for the interface, as it is there where
we see the shape of the perturbation propagating. However, for the rest of the flow field,
we are interested in having a higher resolution at those points in which the flow variables
are changing significantly with respect to a previous step. The strain rate is the most
appropriate variable to detect these changes since it indicates where there is a relative
velocity between the fluid particles. In fact, the strain rate is defined as the addition of the
change of the horizontal velocity in the vertical direction and the change of the vertical
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velocity in the horizontal direction, i.e,
exz = ezx =
1
2
(
∂u
∂z
+
∂w
∂x
)
(4.9)
The vorticity also provides information about the variation of the velocity field, how-
ever, for a potential flow the viscosity is zero and for this reason, the strain rate was
selected instead. Actually, the variable taken for the definition of the refinement equation
is not exactly the strain rate. Instead, both components in Equation 4.9 were squared in
the code in order to avoid the situation in which the value of these derivatives at a given
point is similar but with opposite signs, and therefore, their addition would give a small
value which would result in that particular cell not being refined when there might ac-
tually be important changes in the velocity field at it. By rising both components to the
second power, we make sure both of them are positive and, therefore, they cannot cancel
each other out.
The actual refinement equations used are given by Figure 4.3.
Fig. 4.3. Refinement equations.
Where Tmesh represents the variable Tracer filtered, and INILEVEL, MAXLEVEL
and INTERFACELEVEL are the minimum, maximum and interface refinement levels,
respectively. It can be seen in the second equation of Figure 4.3 that the "strain rate" is
multiplied by the Tracer in order to distinguish between the air (T = 0) and the water
(T = 1).
This explained refinement criteria provides efficiency in terms of computational re-
sources, since it allows to avoid refining the entire flow field at the maximum level in
order to obtain enough accuracy for the representation of the results. In this simulation
the lower and upper limits of 3 and 7, respectively, were found to be a compromise be-
tween the computational time and the accuracy of the results for the flow field, while the
level of refinement at the interface was set to 8.
Figure 4.4 shows the adaptive mesh zoomed in order to appreciate the refinement
levels that have been described. The colors are mapped to the different values of the hori-
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zontal velocity, going gradually from the minimum at the darkest blue up to the maximum
at the red regions.
Fig. 4.4. Adaptive mesh.
4.3. Introducing an obstacle at the bottom
In order to define the domain for the channel with the bottom topography, an obstacle was
introduced as a solid surface at the bottom following the shape given by Equation 3.93, in
order to reach critical conditions at the throat when setting the appropriate Froude number
at the beginning of the channel (we recall this was Fr = 0.3655). Gerris allows to define
solids within the simulation domain by means of the command GfsSolid. Including a solid
necessarily implies defining the level of refinement that will be applied on its surface by
means of the command GfsRefineSolid. In this case, the level of refinement set for the
bottom was 7 (MAXLEVEL).
The initial condition was redefined for this simulation. In this case, the shape followed
by the perturbation on the free surface is that given by Equation 4.10, where W = 4,
xc = 14 and fc is the central frequency of the wave packet. Note that this wave has an
amplitude too big to be in the linear regime, but this is not a concern in this case since for
this simulation we are not restricted to stay within the range of the linear theory (recall that
the point of the linear analysis was just to verify the validity of the numerical simulations,
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as we shall show in the next chapter).
η0(x) = 1 + 5 ϵ e
− (x−xc) 2
W2 sin (2π fc (x − xc)) (4.10)
The initial condition and its dispersion relation (zoomed) are represented in Figures
4.5 and 4.6, respectively.
Fig. 4.5. Initial condition.
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Fig. 4.6. Dispersion relation.
The Gaussian has been broadened in order to have a wave packet defined by more
frequencies in the Fourier domain. Introducing a sine displaces the center of the wave
packet along the frequency axis when performing the Fourier transform. Given Figure
4.6, the closest a given wavenumber is to the local minimum (or local maximum) of the
curve, the higher the relation between ω and k at that frequency. If fc is chosen to be
0.1, the Fourier transform of the initial condition yields Figure 4.7. As it can be seen, the
wavenumber of the central frequency is, approximately, k = 3. Going back to Figure 4.6,
the minimum of the curve is at k ∼ 3. Therefore, for fc = 0.1, the fastest possible wave
of the packet is simulated. This is the one of interest to us since this wave is the one with
better chances of reaching the throat.
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Fig. 4.7. Initial condition in the frequency domain.
Also in relation to the initial condition, note that it has been displaced to the right in
the horizontal axis with respect to the previous simulation in order to allow it to propagate
during the first instants without being contaminated by the effect of the bottom elevation.
Finally, the non-dimensional length of the channel is changed for this new case from
10 to 20 (x ∈ [0, 20]), and the obstacle has its maximum height at the x coordinate located
at the middle. The reason for changing the horizontal channel dimensions is to allow the
initial condition to propagate up to the throat before interacting with the right branch of
the perturbation, which will appear at the beginning of the channel after some time, due
to the fact that the domain is periodic, as we previously explained.
The rest of the simulation features (boundary conditions, refinement method, refine-
ment level and flow parameters) are exactly those used in the case of the channel without
topography. All in all, the final simulation set-up for the case of the channel with a bottom
topography can be seen in Figure 4.8.
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Fig. 4.8. Initial instant for the simulation of the channel with a bottom topography.
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5. RESULTS AND DISCUSSION
5.1. Homogeneous Linear Problem
We begin the analysis of the results by comparing those obtained from Airy Wave Theory
and from the numerical simulation of the flow in a straight channel. Note that, since in
both methods the equations have been non-dimensionalized, the results derived can be
compared straightway.
First of all, the initial condition defined for the theoretical analysis and the one imple-
mented in the numerical simulation are compared in the following Figure 5.1, in order to
verify the starting points of both methods.
Fig. 5.1. Initial condition: 1 + 2 ϵ e x
2/4.
As it can be seen in the figure above, the shape of the initial condition for both methods
coincides.
The theoretical and the numerical results have been obtained for different Froude num-
bers, in particular, Fr = 0, 0.1, 0.5 and 1, so as to cover the limiting situation in which
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there is no mean current in the channel, a case for which the mean current is so strong
that no wave can propagate upstream, and two intermediate cases. Let us begin with the
simplest case, the one with Fr = 0, i.e, with no mean current flowing in the channel.
a) b)
c) d)
Fig. 5.2. Time evolution of the intial condition for Fr = 0.
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Fig. 5.3. Kymograph for Fr = 0.
As it can be seen in Figure 5.2, the time evolution of the initial condition given by
the numerical simulation matches the one given by the analytical solution. Nevertheless,
there are some differences between the two curves. One of the reasons behind this lies
in the assumptions made during the theoretical analysis. Recall that the viscosity of both
fluids was completely neglected during the analytical approach, while it was included in
the code for the numerical simulation. The viscous effects on the flow lead to a slightly
different curve at each time step. Moreover, the refinement of the mesh plays a key role
as well in the accuracy of the numerical results, as explained in Chapter 4, and therefore,
it is also responsible for the difference between the curves.
In Figure 5.3, the kymograph for Fr = 0 is given in order to appreciate the evolution
of the amplitude of the wave with the time. Amplitude values are mapped to the color
given by the color bar on the left.
This situation in Figure 5.2 is very similar for the different values of the Froude num-
ber mentioned above:
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a) b)
c) d)
Fig. 5.4. Time evolution of the initial condition for Fr = 0.1.
Fig. 5.5. Kymograph for Fr = 0.1.
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a) b)
c) d)
Fig. 5.6. Time evolution of the initial condition for Fr = 0.5.
Fig. 5.7. Kymograph for Fr = 0.5.
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a) b)
c) d)
Fig. 5.8. Time evolution of the initial condition for Fr = 1.
Fig. 5.9. Kymograph for Fr = 1.
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It is interesting to compare the different graphs above and notice the effect of the
Froude number on the flow. For Fr = 0, it can be seen that the perturbation propagates
symmetrically to both sides of the channel. However, as the Froude number increases,
the waves are more strongly dragged by the mean current as it is clearly represented by
Figures 5.5, 5.7 and 5.9, in that order. These plots show in a very visual way the behaviour
that was explained in Section 3.5.1. Such conclusion may also be extracted from Figures
5.2, 5.4, 5.6 and 5.8. Take for example the instant for τ = 3. For increasing values of
Fr, the wave that wants to propagate to the left finds more and more opposition from the
mean current.
Finally, given the correlation between the linear theoretical results and the numerical
ones shown in graphs above, it may be concluded that the numerical simulations as im-
plemented are a valid tool to study the evolution of some initial condition in time. The
next step is to use such computational methodology to study the theoretical rebound of a
shallow water wave in a unitary Froude frontier, as we introduced earlier.
5.2. The limits of the Linear Theory
Before moving on to the results obtained for the flow in the channel with variable depth,
it is interesting to comment on the limits of the linear theory. Recall that such theory
assumes waves of small amplitude. When the amplitude of the initial condition starts to
increase, the theoretical results start to diverge more and more from the numerical ones,
as it is shown in Figure 5.11, for an example of an initial condition with a big amplitude
(Figure 5.10), in a channel with no mean current (Fr = 0). Given that it has been verified
that the numerical simulation is a consistent tool to analyze the evolution of the fluid,
the fact that the numerical results do not match the theoretical ones when increasing the
amplitude of the initial condition, means that Airy Wave Theory is no longer a valid
approach to describe the evolution of the flow. Instead, higher order terms need to be
considered in the analytical solution. The computation of the actual value at which the
amplitude of the initial condition goes out of the linear regime is out of the scope of this
report.
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Fig. 5.10. Initial condition: 1 + 0.5 e x
2/4.
a) b)
c) d)
Fig. 5.11. Time evolution of the initial condition of the form 1+0.5e x
2/4 in a channel with Fr = 0.
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5.3. The channel with a bottom topography
As it was introduced above, the main objective of the linear analysis and the corresponding
numerical simulations, was to verify that the latter provide us with a good tool to study
more complex problems for which we do not have analytical solutions. Once the validity
of the numerical approach has been proved in the previous section, the results obtained
when the bottom topography is introduced are discussed in what follows. Recall that the
objective of such simulations is to verify whether we can observe how the initial condition
given by Equation 4.10 arrives to throat, is blocked there, and gives place to two deep-
water waves.
Figure 5.12 represents the time evolution of the free surface at two different fixed x
stations. Figure 5.13 illustrates with a color line mapped to the amplitude of the waves,
the evolution of the simulation. Finally, Figure 5.13 provides different time instants to
clearly visualize the behaviour of the fluid as the initial perturbation propagates.
Fig. 5.12. Time evolution of the free surface at x = 11 and x = 12.
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Fig. 5.13. Time evolution of the simulation given by the color-mapped amplitude of the waves.
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(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
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(i)
(j)
(k)
Fig. 5.13. (a) τ = 0.00, (b) τ = 2.00, (c) τ = 4.30, (d) τ = 9.00, (e) τ = 11.00, (f) τ = 16.00, (g)
τ = 18.00, (h) τ = 20.00, (i) τ = 21.00, (j) τ = 22.50, (k) τ = 24.00. Red for positive
vertical velocity, blue for negative vertical velocity.
Rely on the figures above to support the following explanation. The initial perturba-
tion is a wave with big amplitude and it propagates both to the left and to the right. This
can be most clearly seen in Figure 5.13, where the initial perturbation is given by the ini-
tial zone in yellow, and the subsequent waves it generates in both directions can be seen
in the different scales of blue. The lighter the blue, the higher the amplitude. As the initial
propagation advances towards the left of the channel (branch which is of interest to us,
since it is the one approaching the throat), its amplitude is attenuated. This can be seen
especially in Figure 5.12, where at x = 12 the wave is still strong, but already at x = 11,
it has been quite attenuated due to the effect of the incoming current. Around τ = 9 ((d)
in Figure 5.13), the left side of the perturbation reaches the throat and it is blocked. From
that instant on, the following incoming waves that reach the throat also start to die there,
until around τ = 16 ( f ), they appear to die completely. This is also represented in Figure
5.13 by the region inside the pink box, and it may also be observed in Figure 5.12 that the
curve for x = 11 reaches a particularly low minimum. From this point, the free surface
of water starts to rise again and approximately at τ = 18, it can be clearly seen that a
new wave appears propagating in the opposite direction, this is, to the right. This may
be more clearly seen in Figure 5.13 (g) where the positive vertical velocity has increased
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significantly with respect to the previous instant depicted, in which the incoming wave
had already died. This first wave is also shown in Figure 5.13 as the region inside the
red box. Around τ = 20, such wave starts to die due to its interaction with the incoming
waves that are still propagating to the left. This may be seen in Figure 5.12, where the
free surface of water is seen to decrease, and also in Figure 5.13 (h), where the positive
vertical velocity has decreased while the negative one has increased with respect to the
previous step. Later on, at the instant τ = 21, the free surface rises again and, similarly,
the positive vertical velocity starts to increase (Figure 5.13 (i)). This second wave is ob-
served to die around τ = 22.5 ( j), for the same reasons as the first one. It could be argued
that these are the two rebounded waves we were expecting to find, however, the results are
not conclusive because there also exits the possibility that the two peaks shown in Figure
5.12 at τ ∼ 18 and τ ∼ 21 are due to the initial wave, which is back after going all the
way around the numerical domain. In this case, the initial wave approaching from the left
would have been attenuated before reaching the throat, and this is why it is not depicted
in lighter blue (big amplitude) in Figure 5.13. Finally, approximately at τ = 24, the right
branch of the initial perturbation which appeared at the left end of the channel due to the
periodicity of the domain, effectively reaches the throat, destroying the critical region and
any possibility of observing the theoretical deep-water waves. This is represented by the
zone in the purple box in Figure 5.13, and it may also be appreciated by the significant
increase of the free surface after this instant in Figure 5.12.
The results shown seem to indicate that the incoming initial perturbation is indeed
blocked but they do not allow us to guarantee the appearance of the two deep-water
waves. In order to reach solid conclusions, further simulations considering the attenu-
ation of the right branch of the initial condition, capillarity, a higher refinement of the
throat region and a more thorough post-processing should be conducted. This process
would be quite time-consuming and for this reason, it is out of the scope of this report.
As it was introduced at the beginning, the goal of this project was to reproduce with a
numerical simulation the experiments performed by S. Weinfurtner et al. in [1] in order to
develop a valid numerical tool for the study of the propagation of gravity waves in water.
The results obtained show the promising use of the tool developed and set the basis to
continue with further studies on the topic.
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5.4. Quantum Analogies
A thorough explanation of concepts of Quantum Mechanics is out of the scope of this
report, however, given the fundamental motivation of this project, it is interesting to end
the discussion of the results by giving some notions about the applications of the tool that
has been developed in the study of Quantum Mechanics problems.
As introduced at the beginning of this report, an open channel flow may be used as an
analogy to the event horizon of a white hole. The reason is that the mathematical relation
between the amplitudes of the two short waves appearing in the channel is the same as
that between the waves associated to the two subatomic particles resulting from a pair
creation 1.
A black hole is a region of spacetime with a gravitational acceleration so big that
not even electromagnetic radiation can escape from it. The boundary of such region is
called the event horizon of the black hole. In contrast, a white hole is an hypothetical
region of spacetime from which matter and radiation can escape, but into which nothing
can enter. In this sense, a white hole may be understood as the reverse of a black hole.
In 1974, Stephen Hawking suggested that in the event horizon of a black hole, photons
are constantly being created and annihilated. Given the strong gravitational attraction at
such region, it may occur that after a pair creation process and before the two particles
annihilate each other back into a photon, one of the two gets absorbed into the black
hole, while the other one escapes the gravitational pull and it leaves as if emitted by the
black hole. This process is called Hawking radiation and it explains the fact that the
mass of a black hole decreases over time if it is not increased by other means (black hole
evaporation)[30].
Since the black hole emits radiation, it may arrive to a thermal equilibrium state.
Such state is time-reversal-invariant, therefore, the time-reverse of a black hole in thermal
equilibrium is also a black hole in thermal equilibrium. This conclusion led Stephen
1In Quantum Mechanics, pair creation is the process by means of which a subatomic particle and its
antiparticle (a particle with the same mass as the first one but opposite electrical charge) are created from a
neutral boson. A photon (a particle of light) with enough energy can be decomposed into an electron and a
positron (the antiparticle of the electron). Similarly, an electron and a positron that find each other in space
and time annihilate one another to give a photon.
70
Hawking to state that white holes and black holes are actually the same object, given the
definition of a white hole provided before. In turn, this implies that the Hawking radiation
of a black hole is the white-hole emission. [31]
Up to this point it may appear that black and white holes are a field of study very
distant from the propagation of gravity waves in water. However, note that the event
horizon of a white hole is analogous to the frontier of Fr = 1 in the channel, in the sense
that it does not allow waves (light is a form of electromagnetic radiation, i.e, a wave) to
penetrate into the other side. When a pair creation process takes place at the event horizon
of a white hole and one of the particles gets absorbed while the other one is emitted, it
turns out that the mathematical relation between the amplitude of the waves associated
to such particles 2 is the same as the relation between the amplitudes of the two short
waves created from the shallow-water wave in the channel [1]. In this way, the usefulness
of the tool developed during this project can be appreciated, as it allows to establish an
experimental analogy between the channel and a purely theoretical system such as a black
hole. More importantly, detailed numerical simulations of the fluid-mechanical analogy
will allow us to determine to what extent the analogy really holds. In future works, other
effects can be explored with the numerical tool developed here, to name a few, how non-
linearity affects the analogy, effect of surface tension, and effect of a larger viscosity.
Moreover, this tool can be used for the study of other Quantum-related phenomena.
To give some other interesting examples, we may consider the electron cloud of a metal
or the alpha decay of unstable atomic nuclei in a potential sink [32].
In relation to the first of them, electrons in a metal move in a region where their
potential energy is approximately constant due to the properties of the metallic bond (the
"electron cloud"). When an electron reaches the end of such region, it is pushed back
inside because it does not have enough energy to pass through it and leave the metal.
Recall that quantum entities can be described both by means of particles and by means
of waves. Then an electron is a wave, and when it reaches the boundary of the electron
cloud, it is blocked. This situation is again analogous to the blocking of the gravity wave
in the throat of the channel.
2The wave-particle duality states that every particle or quantum entity can be described in terms of both
particles and waves.
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The situation is similar in the second example. Some atomic nuclei emit α particles,
which are given by two protons and two neutrons bound together. The theory of α decay
states that such particles are retained in the nucleus due to the action of forces similar
to those keeping together the neutrons and the protons of the nucleus itself. Such forces
have a very short range of action (of the order of the nuclear radius), therefore, outside
the nucleus, their effect on an α particle is negligible. Imagine the situation in which an α
particle is approaching the nucleus from far outside.. At the beginning, it will be repelled
by the electrostatic force, since both the particle and the nucleus are positively charged
(Coulomb repulsion). However, once inside the nucleus, the nuclear force will balance
the electrostatic repulsion, as it may be seen in Figure 5.14. In fact, if the α particle does
not have enough energy to reach the Coulomb repulsion branch of the potential, it will
become trapped inside the nucleus. In definitive, the particle (the wave) will be blocked
by a potential barrier, as in the case of the channel again.
Fig. 5.14. Potential curve of an α particle as function of the distance to the center of the nucleus.
[32]
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6. CONCLUSIONS AND FUTURE WORK
Along this project, we have developed a computational tool that allows the study of the
propagation of gravity waves in water. In order to do so, we reproduced with a numerical
situation the conditions of an experimental study performed by S. Weinfurtner et al. and
published in the Physical Review Letters, in which a shallow water wave propagating
upstream in a flume is blocked when it reaches a high-velocity region of the flow, and
subsequently decomposed into two deep-water waves. The key points of this work are
outlined in what follows.
First of all, a theoretical analysis of the problem was performed. The starting point
was a simpler version of the actual problem, in which we consider the propagation of
a perturbation in a straight channel with a mean flow. An analytical expression for the
evolution of the velocity potential and the height of the free surface in time can be obtained
for such case by means of the Airy Wave Theory (Linear Wave Theory). We saw that
even if the linear approach is useful for some purposes, such as checking the validity of
the numerical tool, it only works under restrictive conditions, namely, small-amplitude
waves and a constant-depth domain. Therefore, its applications are limited and in order
to study the evolution of a flow in a channel with a bottom topography, Shallow Water
Theory needs to be used instead.
The solution of the homogeneous linear problem was obtained and provided us with an
important result: the dispersion relation. Such equation states the dependency between the
frequency and the wavenumber of the waves that can exist in the channel after the initial
perturbation occurs. It also shows the influence of the flume velocity on the propagation
of these waves (by means of the Froude number), allowing us to determine which waves
are able propagate upstream in the channel, and which other will be dragged by the mean
current.
In order to study the time evolution of the waves in the channel, Fourier analysis needs
to be used. The time evolution of the initial condition can be determined from the time
evolution of its Fourier coefficients.
To conclude with the theoretical analysis, we saw that in order to reach the desired
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conditions at the throat of the channel (critical Froude number), the geometry of the to-
pography and the initial velocity of the mean flow need to satisfy a certain relation given
by the Shallow Water Equations.
In the second part of the project, numerical simulations were performed by means of
the Gerris Flow Solver. It was shown that Gerris is able to describe with high accuracy
the evolution of a flow under given conditions.
Given the correlation between the linear analytical results and the numerical ones, we
were able to state the validity of the numerical tool developed. This allowed us to use
this tool to study the evolution of a flow in a channel with a bottom topography, with the
aim of observing the rebound of a long water wave into two short waves. The results
obtained from this simulation were not conclusive, which sets a starting point to continue
with future studies.
Finally, it is interesting to comment on some points of the present study that could be
further investigated in order to improve the validity of the computational tool developed.
Some ideas are listed below:
• Study the effect of viscosity by performing simulations in which this parameter is
modified.
• Redefine the refinement strategy in order to focus on the throat region and obtain a
higher resolution of the flow variables there.
• Include in the simulations the term of the surface tension in order to consider the
presence of capillary waves.
• Work on strategies to attenuate the waves coming from the left end of the channel,
in order to find out whether those waves are actually contaminating the rebound we
seem to observe.
• Perform experiments in an actual channel reproducing the conditions of the simu-
lation to confirm if the rebound of the long water wave is observed.
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