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Abstrat
In two languages, Linear Algebra and Lie Algebra, we desribe the results of
Kostant and Wallah on the bre of matries with presribed eigenvalues of all
leading prinipal submatries. In addition, we present a brief introdution to ba-
si notions in Algebrai Geometry, Integrable Systems, and Lie Algebra aimed at
speialists in Linear Algebra.
0 Introdution
The well-known meeting-plae of linear algebra and Lie algebra is the lassial matrix
groups. This paper is not a survey of that theory, but is about a more spei onuene,
and we onsider only the general linear (type a) ase among the lassial groups.
For want of a standard name we designate as the Ritz values of a matrix the eigenval-
ues of all its leading prinipal submatries. In [KW1℄ and [KW2℄, Kostant and Wallah
studied the struture of the set (bre) of matries with given Ritz values. They on-
struted a ertain ommutative Lie group, whih ats on the spae of matries and whose
ation preserves Ritz values; the seond paper ulminates by showing that this naturally
leads to a partiularly nie set of oordinates on the spae of those matries whose Ritz
values satisfy some disjointness ondition.
Inspired by this work, Parlett and Strang [PS℄ studied suh problems using bona de
matrix theory and linear algebra. Later one of us [BNP℄ showed quite expliitly how to
parameterize the spae of matries with given generi Ritz values, without invoking any
Lie theory or algebrai geometry. However, hiding away the symmetry of the problem
does have some drawbaks: while the oordinates are easy to dene, it is not lear what
they mean, or that they satisfy any natural properties. Thus the extra struture of Lie
theory an give depth to the matrix theory.
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Kostant and Wallah's group, and their parameterization of generi bres, do appear
as suh in the matrix-theoreti approah, but the properties (suh as their version of the
GelfandKirillov theorem) that mark them as nie an only be seen by onsidering the
global geometry of the spae of matries, rather than a single bre at a time.
The purpose of the present work is twofold. The primary purpose is expository. We
need to introdue enough of the language of Lie theory to be able to state and apply some
of Kostant and Wallah's results. We hope the reader will be onvined that geometrial
intuition, using the mahinery of Lie/algebrai group theory and algebrai geometry,
while on the surfae very abstrat, an not only suggest the right way to think about a
problem in linear algebra, but, in fat, tell us how to do the atual omputation.
We show how to reover BNP's onstrution using the language and results of Kostant
and Wallah, and prove that the two sets of oordinates are, in fat, idential.
1 Matrix piture
1.1 Notation and basi fats
In ontrast to most papers on matrix theory, ertain matries will be denoted by lower-
ase Roman letters, suh as x, for ompatibility with the notation used in [KW1, KW2℄.
However, sometimes lower-ase Roman letters, suh as b and c, denote vetors, and
sometimes we will use them to denote salars, suh as t, et.; the type of objet will
always be unambiguous. For a square matrix x, the leading prinipal submatrix of
order m will be denoted by xm; in Matlab notation xm = x(1 : m, 1 : m).
Let E(x) denote the multiset of eigenvalues of x. The objet of study is Cn×n for a
xed natural number n, but, sine it will be endowed with extra (e.g., Lie) struture, we
use the standard notation M(n). What is not standard is R(x), x ∈M(n).
Denition. The set of Ritz values of x ∈M(n) is the tuple R(x) =
(
E(x1), E(x2), . . . , E(xn)
)
.
This name was hosen beause, in numerial linear algebra, when x is Hermitian
E(xm), for m < n, is regarded as an approximation to a subset of E(xn), and, indepen-
dently, Rayleigh and Ritz showed that the former are optimal approximations (in various
senses) from the subspae spanned by the rst m olumns of the identity matrix. See [P,
Chapter 11℄.
For Hermitian matries there are interlaing onditions onneting E(xm−1) and
E(xm). However, for M(n), there are no onstraints on R(x); any set of
(
n+1
2
)
om-
plex numbers is R(y) for some y ∈ M(n). Moreover, sharing Ritz values determines an
equivalene relation on M(n), and we have
M(n) =
∐
R
MR(n), (1.1.1)
where MR(n) = { x ∈M(n) | R(x) = R }. (The oprodut symbol
∐
here just means
the set-theoreti disjoint union.) In geometri theory the equivalene lass MR(n) is
alled a bre,
1
and we will use this terminology. We have the following
1
Speially, a bre of the map x 7→ R(x) whih assigns to eah matrix its Ritz values.
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Problem 1.1.2. Given R, desribe the bre MR(n).
The rst observation is that R determines the diagonal entries uniquely:
xmm =
∑
E(xm)−
∑
E(xm−1).
Thus all members of MR(n) share the same diagonal.
Elementary onjugations. For matrix theorists it seems a hallenge to generate the bre
for a given R. In the generi ase all elements are similar to eah other, and yet the
diagonal is xed. What mappings x 7→ gxg−1, with g ∈ GL(n), preserve R?
A little reetion suggests two types whih we will all elementary onjugations:
(i) transposition (not onjugate transpose), x 7→ xT,
(ii) diagonal similarity, x 7→ dxd−1, d ∈ GL(n) diagonal.
These two are far too weak to generate the bre; the eet of elementary onjugations
upon the dual oordinates s whih parameterize the bre will be shown later.
To state the rst signiant result of Kostant and Wallah, we need the notion of a
Hessenberg matrix.
Denition. A matrix H ∈M(n) is upper Hessenberg if Hij = 0 for i > j + 1. H is said
to be unredued if Hi+1, i 6= 0, 1 ≤ i ≤ n− 1. H is said to be unit upper Hessenberg if
Hi+1, i = 1, 1 ≤ i ≤ n− 1.
The result of Kostant and Wallah is that upper Hessenberg matries serve as a
natural set of representatives of eah MR(n). Formally,
Theorem 1.1.3 ([KW1℄, Theorem 0.1 and Remark 0.3). For any R, MR(n) ontains
exatly one unit upper Hessenberg matrix.
Remark. A matrix-oriented proof was given in [PS℄.
Another result of Kostant and Wallah, also established by elementary means in [PS℄,
is that when R is generi (dened below in Denition 1.2.1) then the stritly lower
triangular part of x ∈ MR(n) determines uniquely the stritly upper triangular part,
and vie versa. Thus it is tempting to think of the stritly lower part as a suitable set
of oordinates for x that is dual, or omplementary, to R. The parameter ount
(
n
2
)
is exatly right. For reasons that will be made lear below, this temptation must be
resisted.
The major result of [KW2℄ was to nd a nie set of oordinates to speify the
members of MR(n) for generi R. They are given by tuples s = (s
(1), . . . , s(n−1)), with
s(m) ∈ Cm, but no entry an vanish, so we invoke C×, the multipliative group C \ {0},
and have s(m) ∈ (C×)m. Thus Kostant and Wallah present a oordinate system (R, s)
for the generi elements of M(n) that is not familiar to matrix theorists. The goal of this
paper is to show the geometri meaning of those oordinates. In some sense this is an
instane of the Darboux oordinates (q, p) in the HamiltonJaobi theory of mehanis.2
2
The oordinates (R, s) will be ation-angle oordinates arising from an integrable system; see Se-
3
1.2 Eigenvalue disjointness
The simplest version of the theory, on whih we will fous and for reasons we will explain,
ours in the generi ase. Consider the following onditions on an n× n matrix x:
(G1m) The elements of E(xm) are distint.
(G2m) E(xm) ∩ E(xm+1) = ∅.
The signiane of these onditions will be disussed in Setion 1.5.
Denition 1.2.1. We all (G1m) and (G2m) the eigenvalue disjointness onditions. If
both (G1m), 1 ≤ m ≤ n, and (G2m), 1 ≤ m ≤ n − 1, hold for x ∈ M(n), we will all x
generi.
Denition.
MΩ(n) = { x ∈M(n) | x is generi } .
The omplement ofMΩ(n) in M(n) breaks up into piees speied by how badly on-
ditions (G1m) and (G2m) are violated. Eah suh violation translates into the vanishing
of some polynomial in the entries of x, e.g., (G21) is false exatly when x12x21 = 0, and
(G12) is false exatly when (x11 − x22)
2 + 4x12x21 = 0. The set MΩ(n) is, therefore, a
(nonempty, therefore dense) Zariski-open subset of M(n).3 For this reason we sometimes
say that a matrix x ∈MΩ(n) has generi Ritz values. Often the term generi refers to
any dense open subset. For example, one would say the ondition that a matrix be diag-
onalizable is a generi ondition. It is somewhat onfusing to refer to generi matries,
beause there are many dense open subsets. In fat, sine M(n) ∼= Cn
2
is an algebrai
variety, in the Zariski topology any nonempty open subset is dense. In this paper, for
the sake of brevity, generi will refer to the spei eigenvalue disjointness onditions
just desribed.
What is wrong with eigenvalues? A given set R of Ritz values may be designated in var-
ious ways by a matrix theorist. We ould write down the eigenvalues E(x1), E(x2), . . . ,
E(xn) in some spei order for eah m. We ould write down the set {P1, P2, . . . , Pn} of
moni harateristi polynomials of x1, x2, . . . , xn. We ould write down the oeients
of eah Pm other than the dominant one. The desriptions are equivalent. Life is not so
arefree for Lie theorists beause there is no natural global meaning to the ith eigenvalue
of x. For example, let
x = x(t) =
(
0 e2piit
1 0
)
.
As t goes from 0 to 1, x(t) desribes a smooth family of generi matries. We may
diagonalize x(0) =
(
0 1
1 0
)
via(
1 −1
1 1
)−1(
0 1
1 0
)(
1 −1
1 1
)
=
(
1 0
0 −1
)
.
tion 3.
3
If the appellation Zariski is intimidating, do not fret. Our exposition eshews further mention of it.
4
Extending this to the family, we have(
epiit −epiit
1 1
)−1
x(t)
(
epiit −epiit
1 1
)
=
(
epiit 0
0 −epiit
)
=: Λ(t).
However, Λ(0) 6= Λ(1) despite the fat that x(0) = x(1). Hene there is no onsistent
smooth global way to order the eigenvalues of a matrix. But Lie algebra is ommitted
to smooth maps.
In fat, Kostant andWallah do give a global denition of ith eigenvalue by means of
a overing MΩ(n, e) of MΩ(n). This extra tehniality is not needed for a desription of
the bres (it is only introdued in the seond part [KW2℄ of their paper whih establishes
a GelfandKirillov theorem for M(n)). We avoid this ompliation by onsidering a
single bre MR(n) with some ordering of eah E(xm) already given.
1.3 The omplementary oordinates
Now we desribe the omplementary oordinates s = (s1, . . . , s(n2)
) for a generi bre.
Consider a matrix x with generi Ritz values. Write R(x) =
(
E(x1), . . . , E(xn)
)
with a
xed ordering for eah E(xm). We will denote by
Λm = diag(µ
(m)
1 , . . . , µ
(m)
m )
the diagonal matrix with the elements of E(xm) plaed along the diagonal. For 1 ≤ m ≤
n− 1, (G1m) implies that xm is similar to Λm. Hene there exists a matrix gm ∈ GL(m)
suh that
xm = gmΛmg
−1
m , (1.3.1)
and it beomes unique if the last row of gm onsists of ones. (Note that the last entry of an
eigenvetor of xm must not vanish, sine (λIm−xm)
(
u
0
)
= 0 implies (λIm−1−xm−1)u = 0,
but xm−1 and xm are assumed to have no eigenvalues in ommon.) Then
xm+1 =
(
gm 0
0 1
)(
Λm cm
bTm δm+1
)(
g−1m 0
0 1
)
=
(
xm gmcm
bTmg
−1
m δm+1
)
(1.3.2)
(we onsistently write rows as transposed olumns), and our dual oordinates appear
in (1.3.2) as the entries of bTm. We all the pair (b
T
m, cm) the arrow oordinates of xm+1.
Claim 1.3.3. bTm is idential with Kostant and Wallah's oordinates s
(m)
.
A proof is given in Setion 3.1.
Notation. diag(v), v ∈ Cm, denotes the diagonal matrix diag(v1, v2, . . . , vm) ∈M(m).
It is a onsequene of the generi onditions (G1m) and (G2m) that diag(bm) diag(cm) is
invertible:
Theorem 1.3.4. diag(bm) diag(cm) = −Pm+1(Λm)
(
P ′m(Λm)
)−1
.
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Proof. By (1.3.2),
Pm+1(λ) = det(λIm+1 − xm+1)
= det
(
λIm − Λm −cm
−bTm λ− δm+1
)
= Pm(λ)
[
(λ− δm+1)− b
T
m(λIm − Λm)
−1cm
]
= Pm(λ)(λ − δm+1)− b
T
m diag
(
P 〈1〉m (λ), . . . , P
〈m〉
m (λ)
)
cm,
(1.3.5)
where
P 〈i〉m (λ) =
∏
µ∈E(xm)
∖
{µ
(m)
i }
(λ− µ), P 〈i〉m (µ
(m)
i ) = P
′
m(µ
(m)
i ).
Evaluating (1.3.5) at λ = µ
(m)
1 , µ
(m)
2 , . . . , µ
(m)
m gives
Pm+1(Λm) = 0− diag(bm)P
′
m(Λm) diag(cm),
and diagonal matries ommute.
Given all bTm, we an reonstrut a unique x ∈MR(n). First, a useful lemma:
Lemma 1.3.6. Consider a (down) arrow matrix
A =
(
D p
qT δ
)
∈M(m+ 1),
where D = diag(di) and A is similar to Λ = diag(λj), and di and λj are all distint. It
is onvenient to dene the (retangular and skew) matrix Cauchy(D,Λ),
Cauchy(D,Λ)ij = (di − λj)
−1
(usually Cauhy matries are dened as (di+λj)
−1
with same-sized parameter sets). Also,
dene ones to be an array all of whose entries are 1's; the shape of ones is ditated by
the ontext. Then the spetral fatorization of A is given by
A = Z−1ΛZ,
where
Z−1 =
[
− diag(p)Cauchy(D,Λ)
ones
]
, Z = Π−1 [Cauchy(Λ,D) diag(q), ones] ,
Π = −Cauchy(Λ,D) diag(q) diag(p)Cauchy(D,Λ) + ones,
Πij = 0 if i 6= j, Πjj = 1 +
∑
i
piqi
(λj − di)2
= 1−
∑
i
∏
m(di − λm)
(λj − di)
2∏
k 6=i(di − dk)
,
(thus Π is independent of p and q)
i.e., we have found the eigenvetors of A.
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Proof. The distintness of the di and λj implies that the last entry of an eigenvalue of A
must be non-zero. If µ is an eigenvalue of A, the equations
(µI −A)
(
u
1
)
= 0,
(
vT 1
)
(µI −A) = 0
imply
u = (µ−D)−1p
v = (µ−D)−1q.
(1.3.7)
Using (1.3.7) for eah eigenvalue λi of A, we nd
Z−1 =
olumn eigenvetors︷ ︸︸ ︷[
− diag(p)Cauchy(D,Λ)
ones
]
, ΠZ =
row eigenvetors︷ ︸︸ ︷[
Cauchy(Λ,D) diag(q) ones
]
. (1.3.8)
The produt of the matries in (1.3.8) is not I, but it must be diagonal sine the λj are
simple eigenvalues.
4
Π = ΠZZ−1 = [row eigenvetors][olumn eigenvetors]
=
[
Cauchy(Λ,D) diag(q) ones
] [− diag(p)Cauchy(D,Λ)
ones
]
= −Cauchy(Λ,D) diag(q) diag(p)Cauchy(D,Λ) + ones .
By Theorem 1.3.4, qipi =
∏
m
(di − λm)
/∏
k 6=i
(di − dk).
Now we are ready to speify the dual oordinates. Lemma 1.3.6 in our ase gives(
Λm cm
bTm δm+1
)
=
(
− diag(cm)Cauchy(Λm,Λm+1)
ones
)
Λm+1
(
− diag(cm)Cauchy(Λm,Λm+1)
ones
)−1
.
Substituting this in (1.3.2) gives
xm+1 = gm+1Λm+1g
−1
m+1
with
gm+1 =
(
gm 0
0 1
)(
− diag(cm)Cauchy(Λm,Λm+1)
ones
)
.
Using Theorem 1.3.4, diag(cm) = −Pm+1(Λm)P
′
m(Λm)
−1 diag(bm)
−1
, and so we get the
g-reurrene
g1 = (1),
gm+1 =
[
−gm diag(cm)Cauchy(Λm,Λm+1)
ones
]
(1.3.9)
=
[
gmPm+1(Λm)P
′
m(Λm)
−1diag(bm)
−1Cauchy(Λm, Λm+1)
ones
]
, (1.3.10)
4
If Au˜ = λiu˜ and v˜
TA = λj v˜
T
for some u˜, v˜ 6= 0 with λi 6= λj , then v˜
Tu˜ = 0.
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and we nd x = gnΛng
−1
n .
The reurrene (1.3.9) shows expliitly how Λm and Λm+1, i.e., E(xm) and E(xm+1),
determine the eigenvetors. Clearly (1.3.9) is simpler than (1.3.10), but we give preferene
to bm over cm to align our results with those of Kostant and Wallah.
We an put the parameters bm together and dene an invertible diagonal
(
n
2
)
×
(
n
2
)
matrix
b = diag(b1, . . . , bn−1) ∈ D
(
n
2
)
,
where D
(
n
2
)
is the group of invertible diagonal
(
n
2
)
×
(
n
2
)
matries. The reurrene (1.3.10)
onstruts a matrix gn = g
(b) ∈ GL(n) given any b ∈ D
(
n
2
)
, and we have proved that
MR(n) ∋ x↔
{
gn ∈ GL(n)
∣∣ gnΛng−1n ∈MR(n) and eTn gn = ones }↔ b
are bijetions. We an use these bijetions to dene an ation of D
(
n
2
)
on MR(n) by
D
(
n
2
)
×MR(n)→MR(n)
b′ · x = g(bb
′)Λn(g
(bb′))
−1
if x = g(b)Λn(g
(b))
−1
.
This is a desription of Kostant and Wallah's group ation in [KW2, Theorem 5.9℄,
whih is revisited in Setion 3 (see Remark 3.16) from a more natural point of view.
The onlusion (remember that we are still in the generi ase) is that eah hoie
of nonzero s = (bT1 , b
T
2 , . . . , b
T
n−1) will determine a member of MR(n), and dierent s's
yield dierent matries in MR(n). For eah xed s as R ranges over all generi R's we
get a transverse slie of MΩ(n). It seems a blemish that our dual oordinates bm had to
be non-zero; this will be removed naturally in the Lie format. The anonial oordinates
will be angle oordinates q, while the non-zero oordinates will essentially appear as eq.
The non-zero oordinates do have the advantage of being single-valued on the bres,
though.
1.4 Complementary oordinates for the elementary onjugations.
For ompleteness's sake, we desribe the dual oordinates that orrespond to the elemen-
tary onjugations for generi R.
Transposition. Let bT = (bT1 , b
T
2 , . . . , b
T
n−1) be the dual oordinates of x ∈MR(n) ⊆
MΩ(n). To nd the dual oordinates of x
T
, it is neessary to invoke the speial diagonal
matries
Σm = −Pm+1(Λm)
(
P ′m(Λm)
)−1
, 1 ≤ m ≤ n− 1,
relating bm to cm whih are given in Theorem 1.3.4, and also the diagonal matries Πm
(appearing as Π in Lemma 1.3.6) whih relate row and olumn eigenvetors. The diagonal
matries Σm and Πm depend only on R, not on bm.
Lemma 1.4.1. Let the dual oordinates of xT be b˜T = (b˜T1 , b˜
T
2 , . . . , b˜
T
n−1). Then, for 1 ≤
m ≤ n− 1,
diag(b˜m) = Πm diag(bm)
−1Σm.
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Proof. xm = gmΛmg
−1
m implies
xTm = (g
−1
m )
TΛmg
T
m = (g
−1
m )
TΠmΛmΠ
−1
m g
T
m,
and the last row of (g−1m )
TΠm is ones by (1.3.8). Transposition requires that the last
row of (Π−1m g
T
m ⊕ 1)x
T
m+1((g
−1
m )
TΠm ⊕ 1) be equal to the last olumn of
(Πmg
−1
m ⊕ 1)xm+1(gmΠ
−1
m ⊕ 1) =
(
Λm Πmcm
bTmΠ
−1
m δm+1
)
,
therefore b˜m = Πmcm, and the Lemma follows using diag(bm) diag(cm) = Σm.
Diagonal similarity. Let xˆ = dxd−1. As usual, dm denotes the leading prinipal sub-
matrix of d, and so we denote the (m,m)th entry by d(m). Let bˆT = (bˆT1 , bˆ
T
2 , . . . , bˆ
T
n−1)
denote the dual oordinates of dxd−1 = gˆnΛngˆ
−1
n . We note immediately that all g's
in (1.3.1) are normalized to have ones in the last row, so we annot have gˆm = dmgm. To
retify this we dene d˚m = dm
/
d(m). In partiular,
dmxmd
−1
m = d˚mxmd˚
−1
m .
Lemma 1.4.2. For generi R,
bˆm = bmd(m+ 1)
/
d(m), 1 ≤ m ≤ n− 1.
Proof. We have
xˆm = d˚mxmd˚
−1
m = d˚mgmΛmg
−1
m d˚
−1
m ,
so we alulate
(g−1m d˚
−1
m ⊕ 1)xˆm+1(d˚mgm ⊕ 1) = (g
−1
m d˚
−1
m ⊕ 1)dm+1xm+1d
−1
m+1(d˚mgm ⊕ 1) =
= d(m)
(
g−1m d˚
−1
m 0
0 1
)(
d˚m 0
0 d(m+1)
d(m)
)
xm+1
[
d(m)
(
g−1m d˚
−1
m 0
0 1
)(
d˚m 0
0 d(m+1)
d(m)
)]−1
=
=
(
d(m)Im 0
0 d(m+ 1)
)(
g−1m 0
0 1
)
xm+1
[(
d(m)Im 0
0 d(m+ 1)
)(
g−1m 0
0 1
)]−1
=
=
(
d(m)Im 0
0 d(m+ 1)
)(
Λm cm
bTm δm+1
)(
d(m)−1Im 0
0 d(m+ 1)−1
)
=
=
(
Λm
d(m)
d(m+1)cm
d(m+1)
d(m) b
T
m δm+1
)
,
so that
cˆm = cm
(
d(m)
/
d(m+ 1)
)
and
bˆm = bm
(
d(m+ 1)
/
d(m)
)
,
as laimed.
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One may ask what exatly is preserved by elementary onjugations, and the answer is
not Ritz values but rather all prinipal minor determinants. More preisely, a result due
to Loewy [Lo, Theorem 1℄ is that under some non-degeneray onditions two matries
have equal orresponding prinipal minors if and only if they are equivalent under an
elementary onjugation.
There are 2n−1 non-trivial prinipal minors, but only n2−n+1 of them are indepen-
dent, so the minors satisfy many relations, in ontrast to what happens for Ritz values.
While a full analysis of the problem is outside the sope of this artile, we emphasize that
this is again a prime example of the appliability of Lie- and representation-theoreti and
geometri methods to a problem in matrix theory by exploiting its symmetry.
1.5 Generiity onditions
Consider the following problem: let Bm ∈M(m) be any matrix, and suppose we wish to
nd
Bm+1 =
(
Bm c
bT δ
)
∈M(m+ 1)
suh that
det(λIm+1 −Bm+1) =
∏
1≤i≤m+1
(λ− λi) (1.5.1)
for given λ1, . . . , λm+1 ∈ C. (Reall that δ = tr(Bm+1) − tr(Bm) is xed.) Equa-
tion (1.5.1) is an algebrai onstraint on the 2m oordinates of b and c. The 2m oordi-
nates must satisfym polynomial equations, therefore under suiently general onditions
we expet anm-dimensional set of solutions, while under degenerate onditions the dimen-
sion may inrease, or there may be no solutions at all. Let us give several interpretations
of this problem, and examine the role of eah generiity ondition. This will introdue
useful notions from linear systems theory; this is another eld not generally known to
matrix theorists. These setions show why the stritly lower triangular part of x is not
a viable hoie of oordinates for x omplementary to R.
1.6 Observability and ontrollability
Consider the system of ordinary dierential equations given by
x˙(t) = Bmx(t) + cu(t),
y(t) = bTx(t) + δu(t).
(1.6.1)
This represents a ontinuous time-invariant linear system (SISO)
5
with state x(t) ∈ Cm,
ontrol u(t) ∈ C, and output y(t) ∈ C. Possibly abusing language,
The pair
(
Bm
bT
)
is observable when rank(b, BTmb, . . .) = m.
The pair
(
Bm c
)
is ontrollable when rank(c, Bmc, . . .) = m.
5
SISO = Single Input, Single Output
10
The algebrai signiane of observability and ontrollability will beome learer if
we introdue the following terminology. Let C
m
be the spae of olumn vetors. A
vetor v ∈ Cm is alled a yli vetor for a matrix Bm if for any w ∈ C
m
there exists a
polynomial f(x) ∈ C[x] suh that f(Bm)v = w. In this language, the system
(
Bm c
)
is ontrollable if and only if c is a yli vetor for Bm, and
(
Bm
bT
)
is observable if and
only if b is a yli vetor for BTm. Matrix theorists would say that c is a yli vetor
for Bm if the minimal polynomial of c for Bm has (maximal) degree m: f(Bm)c = 0
for a nonzero polynomial f only if deg f ≥ m. The entralizer of an element x of a Lie
algebra g is the set of elements { y ∈ g | xy = yx } that ommute with x. (Lie algebras
are briey disussed elsewhere. Here one may read g =M(n) and ignore the appellation.
Those familiar with funtional analysis or operator algebras will also reognize this as
the denition of the ommutant of {x} ⊆M(n) = End(Cn).)
Theorem 1.6.2. A matrix Bm has a yli vetor if and only if the entralizer of Bm
oinides with the algebra { f(Bm) | f ∈ C[x] } of polynomials in Bm.
This property is known to Lie theorists as regularity (not to be onfused with the
property of being invertiblea matrix with only zero eigenvalues may well be regular
in our sense). For matrix theorists, it is equivalent to being non-derogatory, i.e., the
minimal polynomial equals the harateristi polynomial. Clearly the identity element
is far from regular; a diagonal matrix is regular if and only if its diagonal entries are
distint.
Let Pm(λ) = det(λIm −Bm) and Pm+1(λ) = det(λIm+1 −Bm+1). Blok elimination
yields
Pm+1(λ) = Pm(λ)
(
λ− δ − bT(λIm −Bm)
−1c
)
. (1.6.3)
Assume (1.5.1), that is, that Bm+1 has the speied eigenvalues.
Theorem 1.6.4. Given b, there exists a unique c suh that (1.5.1) is satised if and only
if
(
Bm
bT
)
is observable. Given c, there exists a unique b suh that (1.5.1) is satised if
and only if
(
Bm c
)
is ontrollable.
Proof. This is a variation on a standard problem in ontrol theory. Re-write (1.6.3) as
bT(λIm −Bm)
−1c = λ− δ −
Pm+1(λ)
Pm(λ)
.
By onstrution (reall that δ is determined by δ = tr(Bm+1)− tr(Bm)), the right-hand
side is holomorphi at λ =∞, and expanding both sides into power series gives
∞∑
k=1
λ−kbTBk−1m c =
∞∑
k=1
λ−kgk
for some numbers gk ∈ C. Equating powers of λ, b and c must satisfy the (innite)
system of equations
bTBk−1m c = gk, k = 1, 2, . . .
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The ondition that there exist a unique solution c is exatly that
(
bT bTBm · · ·
)
T
have
full olumn rank, i.e., observability.
The proof onsidering ontrollability is analogous.
Note. Condition (G2m) holds exatly when Pm+1(λ) and Pm(λ) are relatively prime, in
whih ase the right-hand side of
∞∑
k=1
λ−kbTBk−1m c = b
T(λIm −Bm)
−1c = λ− δ −
Pm+1(λ)
Pm(λ)
.
is a rational funtion of degree m. In that ase, if b and c onstitute a solution, the
Hankel matrix 
 b
Tc bTBmc · · ·
bTBmc b
TB2mc · · ·
.
.
.

 =


bT
bTBm
bTB2m
.
.
.
.
.
.

(c Bc · · ·)
has rank m and so the system must be both observable and ontrollable.
Example. If Bm is an unredued upper Hessenberg matrix, then the row (0, . . . , 0, 1)
always yields an observable system.
Example 1.6.5. Consider the ase when Bm is a regular diagonal matrix (thus (G1m)
holds, and (G2m) by assumption; we are not assuming (G1m+1)). Then (1.5.1) has
solutions if and only if
(
Bm
bT
)
is observable, if and only if
(
Bm c
)
is ontrollable, if
and only if all the entries of b and of c are non-zero. (See Theorem 1.3.4.)
If Bm is regular and semi-simple, but not diagonal, then it is still true that
(
Bm
bT
)
is observable if and only if
(
Bm c
)
is ontrollable: if g−1m Bmgm is diagonal, then this
happens when bTgm, resp. g
−1
m c, has non-zero entries. (This is relevant to the matrix
in (1.3.2).)
A matrix Bm has a yli vetor (if and only if B
T
m has a yli vetor), if and only
if Bm is regular. So if Bm is not regular (in our sense), then the system
(
Bm
bT
)
is never
observable, nor is
(
Bm c
)
ever ontrollable.
1.7 Beyond the generi ase
The riterion in Example 1.6.5, that the entries of the row/olumn be non-zero, may be
readily generalized to the ase when Bm is regular, but (G1m) fails to hold.
Lemma 1.7.1. Suppose that Bm is in the form
Bm = diag
(
Jm1(d1), . . . , Jmt(dt)
)
,
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where eah Jordan blok
Jmi(di) =


di 0 . . .
1 di . . .
0 1 . . .
.
.
.

 ∈M(mi)
and d1, . . . , dt are distint. Then a row (y1, . . . , ym) is observable if and only if eah of
the entries ym1 , ym1+m2 , . . . , ym is nonzero, namely the last entry in eah segment.
Sketh of proof. The matrix BTm is blok-diagonal; let us write
BTm = Jm1(d1)
T ⊕ · · · ⊕ Jmt(dt)
T,
(y1, . . . , ym)
T = y(1) ⊕ · · · ⊕ y(t), y(i) = (yki+1, . . . , yki+mi)
T , ki =
∑
t′<i
mt′
so that
BTm(y1, . . . , ym)
T =
m⊕
i=1
Jmi(di)
Ty(i).
We laim that (y1, . . . , ym)
T
is a yli vetor for BTm if and only if y
(i)
is a yli
vetor for Jmi(di)
T
for eah 1 ≤ i ≤ t. One way to see this is to reall that a vetor y
is yli for any matrix Bm if and only if B
′y = 0 implies B′ = 0, for every B′ in
the entralizer of Bm. Beause our B
T
m is regular, its entralizer just onsists of blok-
diagonal matries B′ = J ′m1 ⊕ · · · ⊕ J
′
mt , where eah J
′
mi
ommutes with Jmi(di)
T
. This
veries our laim. This redues the problem to alulating yli vetors for a Jordan
blok, whih is straightforward.
Hene, if some generalized eigenvalue of a regular Bm has multipliity, the set of
rows making the system observable, and also the set of olumns making the system
ontrollable, is isomorphi to (C×)t × Cm−t. (And we reall that neither observability
nor ontrollability is possible when Bm is not regular.)
We onlude with the observation that the geometri struture of the set of solutions
for b and c satisfying (1.5.1), at least for regular Bm, depends only on how many Ritz
values oinide, and not on the Ritz values themselves. This explains why transverse slies
are possible when we restrit R to belong to a subset of Ritz values of xed ombinatorial
type, suh as the generi Ritz values introdued in Setion 1.2.
2 Lie theory
For the reader who is not familiar with Lie theory and geometri terminology, we inlude
an overview of the onepts neessary to present the results. Our purpose is not to give
formal or abstrat denitions, although we do so as neessary, but to paint a lear piture
of the onstrution and how it relates to several important areas of mathematis. This
setion is independent of the rest of the paper, and may be ignored by the ognosenti.
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2.1 Basi geometry: integral urves on a vetor eld
This onept is onstantly used in Setion 3, every time a formula ontains an expression
like exp(qξ). It also paves the way for our disussion of integrable systems.
Start with a vetor eld ξ onM . (For onreteness, think ofM as a smooth manifold,
although everything goes through for omplex or algebrai varieties, and, in partiular,
when we work with M = M(n) our salars will be in C.) We have a tangent vetor at
eah point ofM . Starting at some x ∈M , we may look for a urve that passes through x
and is everywhere tangent to the vetor eld ξ:
φ(0) = x,
d
dt
(φ(t)) = ξ (φ(t)) .
(2.1.1)
By the theory of ordinary dierential equations, there exists a unique solution for all t in
some open interval ontaining 0, but there is, in general, no reason to expet a solution
for all t ∈ R.
Denition. If (2.1.1) does have a solution for all x ∈M and all t ∈ R, one says, variously,
that the ow dened by ξ is omplete, or that ξ is omplete, or that ξ is (globally)
integrable.
For obvious reasons, the ow dened by (2.1.1) is alled exp(tξ), i.e., exp(tξ)(x) =
φ(t), where φ(t) is dened as above. One an hek that solutions to (2.1.1) satisfy
exp
(
(s + t)ξ
)
= exp(sξ) exp(tξ). The word ow is meant to suggest that as t hanges
all the points of M are smoothly displaed from their positions, like partiles in a uid.
Example. Sine the vetor eld ξ has no singularities, intuitively there should be no
obstrution to integrating it. If M is ompat, then any vetor eld is omplete (sine
there exists some ε > 0 suh that a solution to (2.1.1) exists for |t| < ε for any x ∈ M ,
and these path together).
Example. As an example of what an happen when M is not ompat, let M = R
with oordinate x, and let ξ = x2 d/dx. Then an integral urve of ξ through any point
would satisfy (d/dt)φ(t) = φ(t)2, whose solutions blow up. (The previous example shows
that nothing bad happens as long as the integral urve remains bounded. If φ(0) 6= 0,
what happens is that we fall o the end of M in a nite amount of time. The same
phenomenon may be seen with ξ = d/dx and M = (0, 1).)
Example. It may be argued that the last example is misleading: if we onsider R ⊆ P1 =
R ∪ {∞}, then
d
dt
φ(t) = φ(t)2  φ(t) =
1
φ(0)−1 − t
beomes a perfetly good ow, with a xed point at x = 0. No suh trik will enable one
to integrate x3 d/dx, though. The vetor eld x3 d/dx has a pole at x =∞, and there is
no way to embed R as a subset U of some manifold M and have a omplete ow on M
whose innitesimal ation on the subset U is x3 d/dx.
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2.2 Classial mehanis and Poisson geometry
The evolution of a mehanial system an be seen as the orbit of a point (initial state)
under the ation of time. In lassial mehanis, the evolution of the system in time is
determined by Hamilton's equations
dqi
dt
=
∂H
∂pi
dpi
dt
= −
∂H
∂qi
.
(2.2.1)
(for a partile in R
n
), where q ∈ Rn is position and p ∈ Rn is momentum, and the
Hamiltonian funtion H is the energy of the partile.
We must keep trak of time. Let f = f(q, p) be a lassial observable, whih means
any smooth funtion R
2n → R. The funtion f does not depend on time, but let us
write f(t) = f
(
q(t), p(t)
)
: R2n → R for the observable resulting from piking a point,
waiting for time t to elapse, and only then measuring the value of f . (In partiular,
f(0) = f = f(q, p).)
Instead of onsidering just position or just momentum, we an re-write Hamilton's
equations as
d
dt
(f(t)) = {H, f}(t), (2.2.2)
The right-hand side is the value at time t of the Poisson braket
{H, f} =
∑
i
∂H
∂pi
∂f
∂qi
−
∂H
∂qi
∂f
∂pi
. (2.2.3)
Physiists have onluded from staring at (2.1.1) and (2.2.2) that the Hamiltonian H
generates time evolution: if the map f 7→ {H, f} is thought of as dening a vetor
eld ξH =
∑
i
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
, then Hamilton's equations are satised if and only if the
state of the system follows the ow of ξH :
f(t) = f ◦ exp(tξH). (2.2.4)
Therefore, time and time-evolution naturally appear as soon as one writes down the
Hamiltonian. Any funtion H (thought of as energy) generates a omplementary oor-
dinate t (thought of as time), suh that the system evolves in time so that energy is
onserved. This is the essene of Hamiltonian geometry.
This formalism also goes through for any spaeM with a Poisson braket, not just R2n.
The appropriate generalization of (2.2.3) is
Denition. A manifold M is a Poisson manifold if the algebra O(M) of funtionsM → R
has a Poisson struture, i.e., there is a braket
{ , } : O(M)⊗ O(M)→ O(M)
making O(M) into a Lie algebra ({ , } is bilinear, antisymmetri, and satises the
Jaobi identity) and satisfying the Leibniz identity
{f, gh} = {f, g}h + g{f, h}.
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Classial mehanis takes plae on Poisson manifolds.
2.3 Integrable systems
Joseph Liouville onerned himself with haraterizing those ases when expliit solutions
to the equations (2.2.1) may atually be found. He proved this is the ase when there
are suiently many (independent) ommuting Hamiltonians; this is known as omplete
integrability in the sense of Liouville. The idea is that for a ompletely integrable system
we an (expliitly) nd anonial oordinates.
We have seen in (2.2.4) that every funtion (Hamiltonian) on a phase spae has
a omplementary oordinate assoiated with it, given by following some ow. Equa-
tion 2.2.2 says that a funtion f is onstant along the ow of ξH if and only if {H, f} = 0.
(In lassial mehanis, suh funtions are alled (rst) integrals.) So, if f1, . . . , fn are
funtions suh that {H, fi} = 0 and {fi, fj} = 0 for all i and j, then the trajetory of
the system is ontained in a level set of (f1, . . . , fn). (Commutativity with respet to
the Poisson braket means that the ow orresponding to eah funtion onserves all the
other funtions.)
Not every system has suiently many independent integrals of motion. (Indepen-
dent means that their dierentials are linearly independent (on a dense open subset of
the phase spae).) If there are enough independent rst integrals whih are simultane-
ously observable (≡ ommutativity with respet to { , }), then if the assoiated ows
are omplete we get a system of oordinates on the entire phase spae given by the values
of eah of the funtions together with the dual oordinates along the level sets (bres!)
given by following the ows.
Integrable systems are ommonly dened in the ase whenM is a sympleti manifold,
rather than in the more general ase of a Poisson manifold. (A sympleti manifold is a
manifold whih has a losed non-degenerate 2-form; it is a very speial kind of Poisson
manifold.) Sine we will later assert that Kostant and Wallah's GelfandZeitlin algebra
denes an integrable system
6
on M(n), whih is not sympleti, we give the more general
denition.
First of all, what is the maximum possible number of independent ommuting Hamil-
tonians? (For a sympleti M , this is 12 dimM .) Let M be a Poisson manifold. The
rank of the Poisson struture is dened to be the maximum possible number of linearly
independent Hamiltonian vetor elds at a point, i.e.,
rank{ , } = max
x∈M
dim〈 (ξf )x | f ∈ O(M) 〉.
One an show that any Poisson-ommutative algebra of funtions has dimension at
most dimM − 12 rank{ , }.
Denition 2.3.1. A Poisson manifold M of rank r together with a maximal Poisson-
ommutative algebra A ⊆ O(M) is a (ompletely) integrable Hamiltonian system if and
6
This system, and its omplete integrability, was already known to Thimm [T℄ and Guillemin
Sternberg [GS℄ in the 1980s.
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only if
dimA = dimM −
r
2
.
Liouville showed [Li℄ how to onstrut anonial oordinates for an integrable system
and solve Hamilton's equations. (A modern treatment may be found in [A℄; for the
generalization to the Poisson ase, see, for example, [LMV℄.)
The oordinates dual to the funtions are alled angle oordinates.
7
Denote them
by ϕi; we remark that one the angle oordinates are known, the system (2.2.1) is equiv-
alent to
d
dt
fi(t) = 0,
d
dt
ϕi(t) = onstant,
whih is trivial to integrate.
Note that the anonial oordinates do depend on the hoie of Hamiltonians. Also,
the omplementary oordinates are measured from a basepoint, whih must be speied
(note that the level sets may not even be onneted).
Example 2.3.2. An interesting system is a Lax pair
d
dt
L(t) = [A,L],
where A and L are matries. This dierential equation desribes an isospetral ow
L(t) = g(t)L(0)g(t)−1
(g(t) and A(t) are related via dg/dt = Ag), i.e., the eigenvalues of L are invariant over
time. It follows that any funtional f suh that f(gLg−1) = f(L) is onserved; e.g.,
the oeients of det (λ− L(t)), or, alternatively, the funtions tr(Lm), are onserved
quantities. Therefore, writing a system as a Lax pair exposes many integrals of motion (in
fat, any ompletely integrable system an be written as a Lax pair, although onstruting
Lax pairs equivalent to integrable systems, and vie versa, is a far-from-trivial subjet).
Not only is this an enormously suessful method for atually solving various inte-
grable systems (inluding various non-linear partial dierential equations, suh as KdV
8
),
Lax pairs bring in Lie theory and geometry in a natural way. While no disussion of in-
tegrable systems an be omplete without mentioning Lax pairs, the subjet is too great
to attempt a thorough treatment here; see [BBT℄ for an overview. For an appliation of
Lax pairs to the topi of this paper, see [BP℄.
7
Beware that the orresponding ation oordinates are not usually the same as the partiular funtions
used to speify an integrable system. In the ase of generi Ritz values, the Ritz values themselves will
be ation oordinates (f. [KW2, Theorem 5.23℄), but this point is not needed in this paper and we will
not pursue it.
8vτ = 6vvz + vzzz
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We addue that Kostant and Wallah's theory should be thought of in this frame-
work. There the phase spae will be the spae of all matries, and the Hamiltonians
the onserved quantitieswill be (ertain symmetri funtions of) the Ritz values; the
bres MR(n) will be their level sets. Taking all of the Ritz values gives a maximal
Poisson-ommutative algebra of observables, and their number is exatly enough to make
the system ompletely integrable.
3 KostantWallah theory
The algebra of matries M(n) has a Poisson struture: let αij be the linear funtional
dened so that αij(x) = xij , and let Eij be the matrix with a 1 in the (i, j)th position
and 0 elsewhere (so αij(Ekl) = δij, kl in terms of Kroneker's δ). Then
[Eij , Ekl] = δjkEil − δilEkj
whih speies the Poisson struture as
{αij , αkl} = δjkαil − δilαkj.
This extends naturally to dene the Poisson braket of any two polynomial, or even
holomorphi, funtions M(n)→ C, beause all suh may be written in terms of the αij .
The Leibniz rule yields
{f, g} =
∑
ij, kl
{αij , αkl}
∂f
∂αij
∂g
∂αkl
.
Keeping this Poisson struture in mind, motivation for Kostant and Wallah's theory
may be found in the theory of ompletely integrable Hamiltonian systems.
Kostant and Wallah do not use any general theory in their original paper; the main
ators there are the familiar algebra M(n) of all n×n matries, and the Lie group GL(n)
of invertible n× n matries, whih ats on M(n) via the adjoint representation
Ad(g)x := gxg−1. (3.1)
Reall that we are interested in quantities onserved under the ation of some group, and
that we should look in advane for funtions M(n)→ C that Poisson-ommute. Even if
we did not know about Ritz values, we might be led to onsider them as follows.
If we were interested in studying n×nmatries up to similarity, we would be studying
adjoint orbits, in other words, equivalene lasses of matries under similarity. A lassial
problem is to nd numerial invariants of these adjoint orbits, namely all polynomial
funtions f : M(n) → C (e.g., tr, det) suh that f(gxg−1) = f(x) for all x ∈ M(n) and
g ∈ GL(n). The set of suh funtions may be denoted by
Pol
(
M(n)
)GL(n)
= { f ∈ Pol (M(n)) | f is GL(n)-invariant } .
The solution to this lassial problem is that any suh funtion is a symmetri polynomial
in the roots of the harateristi polynomial, therefore is equal to a polynomial in tr(xk),
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k = 1, . . . , n.9 Sine these funtions are onstant on adjoint orbits, not only do they
Poisson-ommute, but the orresponding vetor elds are identially zero. However, using
this observation, it follows by indution downwards on m that
{
tr(xm1)
k1 , tr(xm2)
k2
}
= 0
for any m1, k1, m2, k2 (f. [KW1, Proposition 2.1℄).
Example. Let us write
{
tr(x2), tr(x3)
2
}
out in oordinates. We an ompute everything
in terms of the linear funtionals αij :{
tr(x2), tr(x3)
2
}
=
{
α11 + α22, α
2
11 + α
2
22 + α
2
33 + 2α12α21 + 2α13α31 + 2α23α32}.
If we use the Leibniz rule repeatedly and expand, we nd that
{α11 + α22, α
2
11 + 2α12α21 + · · · } = {α11, α
2
11}+ 2{α11, α12α21}+ · · · =
= 2α11{α11, α11}+ 2{α11, α12}α21 + 2α12{α11, α21}+ · · · =
= 0 + 2α12α21 − 2α12α21 + · · ·
then we see that all terms anel.
So all of the funtions Poisson-ommute, but the funtions tr(xm)
k
for m < n are not
Ad-invariant and their assoiated vetor elds on M(n) are non-zero. Someone looking
for a Poisson-ommutative algebra of funtions on M(n) might perhaps stumble upon
Ritz values as a way to greatly enlarge Pol
(
M(n)
)GL(n)
.
10
In any ase, Kostant and Wallah begin by onsidering the algebra
J(n) = Pol
(
M(1)
)GL(1)
Pol
(
M(2)
)GL(2)
· · ·Pol
(
M(n)
)GL(n)
⊆ Pol
(
M(n)
)
, (3.2)
whih is generated by the funtions tr
(
(xm)
k
)
for m = 1, . . . , n.11 To make this notation
lear, let us enumerate
f1 = tr(x1), f2 = tr(x2), f3 = tr(x2)
2, et. (3.3)
Then a typial element of J(n) looks like∑
αi≥0
cα1,α2,...f
α1
1 f
α2
2 · · · ,
whih maps M(n)→ C. Sine the fi turn out to be algebraially independent, and they
ommute, J(n) is isomorphi to a polynomial algebra C[f1, . . . , f(n+12 )
] in the variables fi.
9
As remarked in Example 2.3.2, any isospetral ow naturally onserves these quantities. To see that
any Ad-invariant polynomial is a symmetri funtion of the roots of the harateristi polynomial, a
quik way is to observe that any suh polynomial is determined by its value on diagonal matries.
10
Kostant and Wallah expliitly mention in the abstrat of [KW1℄ that they regard the algebra J(n)
generated by all the tr(xm)
k
as a lassial analogue of the GelfandZeitlin algebra, whih is a ommutative
(in the usual sense) subalgebra of the universal enveloping algebra of M(n).
11
Taking linear ombinations of produts of funtions on the submatries may be new to many read-
ers. A point of notation: we are impliitly using the trunation map x 7→ xm to embed eah Pol (M(m))
19
Proposition 3.4 ([KW1℄, Theorem 0.4). J(n) is a (maximal) ommutative subalgebra
of Pol
(
M(n)
)
. Furthermore, for any f ∈ J(n), the Hamiltonian vetor eld ξf assoiated
to f is globally integrable on M(n), dening an ation of C on M(n).12
This riher struture (onsidering the set of all Ritz values of x simultaneously) now
stands a hane of dening an integrable system on M(n).
Proposition 3.5. Let Ox ⊆ M(n) be an adjoint orbit
13
onsisting of regular
14
elements.
Then the Hamiltonians fi, 1 ≤ i ≤
(
n
2
)
, form a ompletely integrable system on Ox.
Moreover, the algebra J(n) forms an integrable system on M(n) in the sense of Deni-
tion 2.3.1.
This has a hane of being true beause we have exhibited the right number of om-
muting Hamiltonians: dimOx = n
2−n for regular x, and the number of Hamiltonians is
1+2+· · ·+(n−1) = n(n−1)
/
2. Similarly, the Poisson rank ofM(n) is n2−n, and the total
number of ommuting Hamiltonians inluding also f(n2)+1
, . . . , f(n+12 )
∈ Pol
(
M(n)
)GL(n)
is
(
n+1
2
)
= n2 − (n2 − n)
/
2. (Things do not work out this niely if, for instane, we
replae M(n) by the Lie algebra of sympleti matries; see [C, Remark 1.7.2℄.)
Complete integrability requires that the Hamiltonians Poisson-ommute and that
they be independent. We have already mentioned the rst ondition; the question of
independene leads to the notion of strong regularity. Kostant and Wallah give many
equivalent haraterizations of strong regularity. The ones relevant now are given by
their Theorem 2.7 and the denition immediately preeding it:
Denition/Theorem. A matrix x is strongly regular if and only if the dierentials (dfi)x,
1 ≤ i ≤
(
n+1
2
)
, are linearly independent, if and only if the tangent vetors (ξfi)x, 1 ≤
i ≤
(
n
2
)
, are linearly independent.
(The missing vetor elds ξf(n2)+1
, . . ., orresponding to the elements of
(
PolM(n)
)GL(n)
,
are zero, as explained before. Funtions whose assoiated Hamiltonian vetor elds are
zero are alled Casimir funtions. One has to take them into aount when dealing
with integrable systems on a Poisson manifold, rather than the more familiar ase of a
sympleti manifold.)
In other words, a strongly regular matrix is a regular point of the funtion x 7→(
f1(x), . . . , f(n+12 )
(x)
)
. It does not mean what is sometimes alled omplete (or strong)
regularity, that eah xm be invertible.
into Pol (M(n)), so eah fator in (3.2) is a subalgebra of Pol
`
M(n)
´
. This onstrution of a ommu-
tative algebra starting from a system of inlusions of subalgebras is assoiated with GelfandZeitlin
(a.k.a. GelfandTsetlin), and is not meant to be intuitively obvious.
12
Moreover, this ation is given by a nie, expliit formula; see (3.7).
13
We keep oming bak to adjoint orbits. Their importane is thatM(n) is Poisson but not sympleti;
the adjoint orbits are the sympleti leaves.
14
An element x ∈ M(n) is regular if and only if dimOx = n
2 − n. If x is not regular then dimOx is
stritly lower, and the Hamiltonians fi have no hane of being independent there. Hene the hypothesis
here that x be regular.
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Kostant and Wallah prove [KW1, Theorem 2.3℄ that unit upper Hessenberg matries
are strongly regular, and, therefore, that the set of strongly regular matries is a dense
open subset of M(n). This proves independene of the Hamiltonians fi.
We are thus in the situation desribed before: any matrix will be desribed by its
Ritz values, whih speify a bre MR(n), and the omplementary oordinates assoiated
to the Ritz values (measured from a point on the bre, whih must be speied). The
omplementary oordinates will be angle oordinates for the integrable system.
The GelfandZeitlin group A, entral to their theory, is just the group obtained by
integrating the vetor elds orresponding to the funtions tr(xm)
k ∈ J(n) for 1 ≤ m ≤
n − 1 and 1 ≤ k ≤ m. This Lie group turns out not to be so mysterious; it is a a
ommutative group, isomorphi to C
(n2)
. If (3.3) are our hosen generators of J(n), then
a typial element of A an be written
a = exp(q1ξf1) exp(q2ξf2) · · · exp(q(n2)
ξf(n2)
) (3.6)
where qi ∈ C. The reader unfamiliar with Lie groups may regard this expression as a
rather formal way of keeping trak of the oordinates qi; the group multipliation is given
by (∏
i
exp(qiξfi)
)(∏
i
exp(q′iξfi)
)
=
∏
i
exp(qi + q
′
i)ξfi .
The signiane of the exponential map in Lie theory is that it relates maps on Lie
groups with maps on Lie algebras. In this spei ase, given any matrix x ∈M(n) and
any a ∈ A, the matrix a · x ∈ M(n) is dened, and it is dened in terms of the vetor
elds ξfi (whih span a Lie algebra). This ation is omputed in [KW1℄, and we will use
the results. In partiular, we have the result, in ompat form,
exp
(
qξtr (xm)k
)
· x = Ad
(
exp
(
−qk(xm)
k−1
)
⊕ ones
)
x, (3.7)
giving an A-ation on matries.15 The key feature is that elements of A at by similar-
ity transformations, and that those similarity transformations involve powers of leading
prinipal submatries of x. Moreover, R(a · x) = R(x) (A stabilizes the bres MR(n)).
When x is suiently generi, the bre is a single A-orbit, that is, we have
MR(x)(n) = { a · x | a ∈ A } .
The
(
n
2
)
parameters dening a ∈ A, together with the initial hoie of x, indue a set of
oordinates along the bre, namely the qj in (3.6).
In general, in view of (3.7), the orbit is given expliitly in terms of ertain subgroups
of GL(n). To see whih subgroups, note that the matrix exp
(
(xm)
k−1
)
buried on the
right-hand side of (3.7) is invertible and is a polynomial in xm, and that suessively
15
The stated formula is an appliation of [KW1, Theorem 3.3℄. Note the minus sign on the right side
of (3.7).
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applying (3.7) with various q and k, but keeping m xed, results in Ad
(
exp
(
p(xm)
)
⊕
ones
)
(x), where p(xm) an be any polynomial in xm. Dene
Gx,m = { g ∈ GL(m) | g is a polynomial in xm } .
It will be onvenient to onsider Gx,m ⊆ GL(m) as a subgroup of GL(n) via the embed-
ding g 7→ diag(g,ones).
Theorem 3.8 ([KW1℄, Theorem 3.7). The orbit A · x of (an arbitrary, not neessarily
generi) matrix x is the image of the mapping
Gx,1 ×Gx,2 × · · · ×Gx,n−1 →M(n)(
g(1), . . . , g(n − 1)
)
7→ Ad
(
g(1)
)
· · ·Ad
(
g(n− 1)
)
(x).
(3.9)
This means that a general element in the A-orbit is obtained by performing a series
of similarity transformations of a partiular kind. Therefore, to desribeMR(n), we need
to understand how it deomposes into A-orbits, and, to desribe an A-orbit, we need to
understand the kernel of (3.9).
These onsiderations lead to another haraterization of strong regularity. The on-
dition is that dimA · x =
(
n
2
)
(the maximum possible).
Theorem 3.10. [[KW1℄, Theorem 3.14℄ Let x be strongly regular. Then the map
Gx,1 × · · · ×Gx,n−1 → A · x
is an algebrai isomorphism, so
A · x ∼= Gx,1 × · · · ×Gx,n−1,
where Gx,m is the entralizer of xm in GL(m).
This redues the desription of the orbit of any strongly regular matrix to the desrip-
tion of the groups Gx,m, whih an be done expliitly for any matrix. The only issue left
is in piking a set of oordinates for Gx,m that are somehow natural. (The group A was
originally dened starting from partiular symmetri funtions of the Ritz values, but, for
generi matries, it will be more onvenient to use instead the Ritz values themselves.)
Example 3.11. Let xm be a regular semi-simple matrix, and suppose xm = gmΛmg
−1
m ,
where Λm is diagonal. Then its entralizer isGx,m = { gmDg
−1
m | D is diagonal with non-zero entries }
∼=
(C×)m. The parameters are the diagonal entries.
Example 3.12. Let xm be any regular matrix, and suppose xm = gmJmg
−1
m , where Jm is
in Jordan anonial form. Then Gx,m = {gmD
′g−1m }, where D
′
is a blok-diagonal matrix
whose bloks are invertible triangular Toeplitz matries, one for eah Jordan blok. If
the Jordan bloks are of sizes mi with m1 + · · ·+mt = m, then Gx,m ∼= (C
×)t ×Cm−t.
In integrable systems language, our Hamiltonians are independent, but (f1, . . . , f(n+12 )
)
still has ritial pointswhere the matrix is not strongly regular. Kostant and Wallah
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give even more riteria for strong regularity, but we shall not need them. The point is
that if x is not strongly regular, then desribing A ·x involves more than just alulating
the groups Gx,m and applying Theorem 3.10, even if eah xm happens to be regular.
Note. Even when x is strongly regular, if (G2m) is violated, meaning E(xm)∩E(xm+1) 6=
0, then the desription of MR(x)(n) is ompliated by the fat that A does not at
transitively on the (strongly regular part M sreg
R(x)(n) of the) bre, whih breaks up into
several (isomorphi) orbits. For example,

0 . . . . . .
1 0 · · ·
0 1 · · ·
.
.
.


and its transpose belong to distint orbits. A point in M sreg
R(x)(n) an be speied by
indiating an element of A, the disrete data needed to speify a partiular A-orbit, and
a point in that orbit. Then, to dene oordinates along the bre, one needs to pik a
representative of eah orbit (note that there is a upper Hessenberg matrix in only one of
the orbits); for example, the ase R ≡ 0 is worked out in [PS, C℄.
When x is generi, a more natural hoie of funtions would be the Ritz values rj(x)
themselves. These are not globally dened funtions, even restrited to the set of generi
matries (they are dened only on a overing). However, for any generi x, along with
an ordering of eah E(xm), it is possible to dene vetor elds ηj , 1 ≤ j ≤
(
n
2
)
, suh that
the ation of C on MR(x)(n) orresponding to the jth Ritz value is given by the ation
of exp(qηj), q ∈ C. What follows is the expliit expression of the assoiated similarities
[see the proof of [KW2℄, Theorem 5.5℄
Theorem 3.13.
exp(qηj) · x = Ad
(
γj(e
−q))(x),
where
γj(e
−q) = diag
(
gmδl(e
−q)g−1m , ones
)
,
where, for j =
(
m
2
)
+ l, 1 ≤ l ≤ m, gm ∈ GL(m) is any matrix suh that xm = gmΛmg
−1
m
and δl(e
−q) is the m×m diagonal matrix
diag(1, . . . , 1, e−q︸ ︷︷ ︸
l
, 1, . . . , 1).
Next we put together the similarities assoiated to all the eigenvalues of a subma-
trix xm:
Corollary 3.14. Let 1 ≤ m ≤ n− 1 and
a(m) =
∏
(m2 )+1≤j≤(
m+1
2 )
exp(qjηj), qj ∈ C.
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Then
a(m) · x = Ad
((
gm diag(e
−q(m2 )+1 , . . . , e
−q(m+12 ))g−1m
)
⊕ ones
)
x, (3.15)
where gm ∈ GL(m) is any matrix suh that xm = gmΛmg
−1
m .
Proof. Apply Theorem 3.13, noting that the same gm works for eah j =
(
m
2
)
+1, . . . ,
(
m+1
2
)
.
Remark 3.16. A generi breMR(n) is a single orbit, and the element exp(q1η1) · · · exp(q(n2)
η(n2)
)
of A ats as the identity on the bre if and only if eah qj ∈ 2piiZ. (See [KW2℄, The-
orem 5.9.) Corollary 3.14 shows that the entries of the diagonal matries D in Exam-
ple 3.11 are, in fat, the oordinates e−qj dual to the Ritz values. The ondition that
the oordinates bTm and cm not vanish is lled automatially here by the exponentials.
Geometrially, a generi bre is an
(
n
2
)
-dimensional torus, beause it is isomorphi to a
produt of
(
n
2
)
opies of the multipliative group C
×
.
Remark. The oordinates introdued in Example 3.12 are a diret generalization, but it
would be interesting to hek whether they satisfy some nie properties analogous to the
generi ase.
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Finally, Kostant and Wallah dene the oordinates sj on a generi MR(n) by pik-
ing an initial point. Reall (Theorem 1.1.3) that MR(n) ontains a unique unit upper
Hessenberg matrix y. Then sj is dened by
sj
(
exp(q1η1) · · · exp(q(n2)
η(n2)
) · y
)
= e−qj
(so sj(y) = ones).
3.1 Relation to arrow oordinates
We now prove Claim 1.3.3, that (sj) above are idential to the arrow oordinates (b
T
1 , . . . , b
T
n−1)
dened in Setion 1.3, at the end of the matrix development.
Claim. If
x = a˜(1) · · · a˜(n− 1) · y
with
a˜(m) =
∏
(m2 )+1≤j≤(
m+1
2 )
exp(−qjηj),
then (1.3.2) holds with bTm = (e
q(m2 )+1 , . . . , e
q(m+12 )).
16
In the generi ase the nie property is that the diagonal entries in D in Example 3.11 are expo-
nentials of angle oordinates. This says something about the sympleti geometry of generi matries.
Generalizing this invokes the geometry of ertain less generi strata of the spae of strongly regular ma-
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Proof. Let gm ∈ GL(m), 1 ≤ m ≤ n − 1, be the speial matries dened by applying
the proedure desribed in Setion 1.1 to the unit Hessenberg matrix y. We shall need
the fat
ym = gmΛmg
−1
m (3.1.1)
as well as the normalization
eTmgm = ones, e
T
m = (0, . . . , 0, 1), (3.1.2)
i.e., the last row of gm is ones.
By Corollary 3.14, x = Ad
(
g(1)
)
· · ·Ad
(
g(n − 1)
)
y with
g(m) = gm diag(bm)
−1g−1m ⊕ ones ∈ Gy,m. (3.1.3)
Observe that onjugation by an element of Gy,m leaves ym xed, so(
Ad
(
g(n − 1)
)
y
)
n−1
= yn−1,(
Ad
(
g(n − 2)
)
Ad
(
g(n − 1)
)
y
)
n−2
= Ad
(
g(n− 2)n−2
)
yn−2 = yn−2,
et., and we have
xm = Ad
(
g(1)m · · · g(m− 1)m
)
ym, (3.1.4)
xm+1 = Ad
(
g(1)m+1 · · · g(m)m+1
)
ym+1. (3.1.5)
But (3.1.1) and (3.1.4) imply that xm = ZmΛmZ
−1
m with
Zm = g(1)m · · · g(m− 1)mgm, (3.1.6)
whene
(Z−1m ⊕ 1)xm+1(Zm ⊕ 1) = Ad
(
(Z−1m ⊕ 1)g(1)m+1 · · · g(m)m+1
)
ym+1
= Ad
(
(g−1m ⊕ 1)g(m)m+1
)
ym+1, by substituting (3.1.6),
= Ad
(
(g−1m ⊕ 1)(gm ⊕ 1)(diag(bm)
−1 ⊕ 1)(g−1m ⊕ 1)
)
ym+1, by (3.1.3),
= (diag(bm)
−1 ⊕ 1)(g−1m ⊕ 1)ym+1(gm ⊕ 1)(diag(bm)⊕ 1).
(3.1.7)
Due to our normalization of gm, we have (suppressing irrelevant entries)(
g−1m 0
0 1
)
ym+1
(
gm 0
0 1
)
=
(
g−1m 0
0 1
)(
ym ∗
eTm ∗
)(
gm 0
0 1
)
=
(
g−1m ymgm ∗
eTmgm ∗
)
=
(
Λm ∗
ones ∗
)
,
therefore (3.1.7) beomes(
diag(bm)
−1 0
0 1
)(
Λm ∗
ones ∗
)(
diag(bm) 0
0 1
)
=
(
Λm ∗
bTm ∗
)
.
tries, where the eigenvalues are allowed to oalese.
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3.2 Coordinates along a non-generi bre
As an illustration that the ideas of Setion 3 an be generalized to desribe any bre, we
onsider a ase studied by Mark Colarusso [C℄. He suggests looking at the set of matries
satisfying
• xm is regular, 1 ≤ m ≤ n.
• (G2m), 1 ≤ m ≤ n− 1.
Any suh matrix is strongly regular, and, moreover, the seond ondition further implies
thatM sreg
R(x)(n) is a single A-orbit. (This is the largest set of matries that an be speied
by naming a bre and an element of A.)
The disadvantage of relaxing (G1m) is that there will no longer be a global set of
omplementary oordinates, beause the geometry of the bre will vary when the mul-
tipliity of an eigenvalue hanges. A proper generalization of Kostant and Wallah's
results in [KW2℄ would onsider the geometry of the spae of strongly regular matries
(satisfying (G2m), for simpliity) suh that the generalized eigenvalues of xm have given
multipliity. However, sine we avoided the tehnial ompliation of onstruting global
oordinates by onsidering the bres individually, we an allow ourselves to examine a
single bre in this slightly less generi ase.
The answer is given by Example 3.12, and the orresponding arrow oordinates may
be omputed as follows. Reall that any eigenvetor of xm has non-zero last entry.
Claim 3.2.1. If the Jordan form of xm is Jm1(µ1)⊕ · · · ⊕ Jmt(µt), where eah Jml(µl) is
a lower Jordan blok, then there exists gm ∈ GL(m) suh that xm = gmJmg
−1
m and the
last row of gm is
(0, 0, 0, . . . , 1︸ ︷︷ ︸
m1
, 0, . . . , 1︸ ︷︷ ︸
m2
, . . .). (3.2.2)
Given m, let gm be as in Claim 3.2.1. Then the arrow oordinates b
T
m are given by
the rst m entries of the bottom row of diag(g−1m , 1)xm+1 diag(gm, 1). The oordinates
of a unit upper Hessenberg matrix are (3.2.2), and this oinides with the previous
onstrution in ase x is a generi matrix.
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