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Altay and Bas¸ar (2005) [1] and Altay, Bas¸ar and Mursaleen (2006) [2] introduced the Euler
sequence spaces et0, e
t
c and e
t∞. Bas¸arır and Kayıkçı (2009) [3] deﬁned the B(m)-difference
matrix and studied some topological and geometric properties of some generalized Riesz
B(m)-difference sequence space. In this paper, we introduce the Euler B(m)-difference
sequence spaces et0(B
(m)), etc(B
(m)) and et∞(B(m)) consisting of all sequences whose B(m)-
transforms are in the Euler spaces et0, e
t
c and e
t∞, respectively. Moreover, we determine the
α-, β- and γ -duals of these spaces and construct the Schauder basis of the spaces et0(B
(m))
and etc(B
(m)). Finally, we characterize some matrix classes concerning the spaces et0(B
(m))
and etc(B
(m)) and give the characterization of some classes of compact operators on the
sequence spaces et0(B
(m)) and et∞(B(m)).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let w be the set of all real valued sequences. We write ∞ , c, c0 and φ the sets of all bounded, convergent, null and ﬁnite
sequences, respectively. Also, by bs, cs, 1 and p (1< p < ∞); we denote the sequence spaces of all bounded, convergent,
absolutely convergent and p-absolutely convergent series, respectively.
The Euler sequence spaces have been studied by several authors in [1,2] and [4–9]. Recently, the generalized difference
matrix and the generalized difference matrix order m have been deﬁned by Altay and Bas¸ar [10] and Bas¸arır and Kayıkçı [3],
respectively. In this paper, we go on deﬁning some new Euler sequence spaces by using generalized difference matrix
order m and give the some topological properties of these spaces. Also, we characterize some compact matrix classes
between these spaces by applying the Hausdorff measure of noncompactness and using some results in [11–14].
2. Notations and known results
A sequence (b(n))∞n=0 in a linear metric space X is called Schauder basis if for every x ∈ X there is a unique sequence
(λn) of scalars such that x = ∑∞n=0 λnb(n) . For simplicity in notation, here and in what follows, the summation without
limits runs from 0 to ∞. Also, e and e(n) (n ∈N) are the sequence with ek = 1 for all k, e(n)n = 1 and e(n)k = 0 (k = n), where
N= {0,1, . . .}. If x ∈ w , then we write x = (xk) instead of x = (xk)∞k=0.
For the sequence spaces X and Y , deﬁne the set S(X, Y ) by
S(X, Y ) = {z = (zk) ∈ w: xz = (xkzk) ∈ Y for all x ∈ X}. (2.1)
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deﬁned by
Xα = S(X, l1), Xβ = S(X, cs) and Xγ = S(X,bs).
Let X and Y be two sequence spaces and A = (ank) be an inﬁnite matrix of real numbers ank , where n,k ∈ N. We write
A = (ank) instead of A = (ank)∞n,k=0. Also, we write An for the sequence in the nth row of A, i.e., An = (ank)∞k=0 for every
n ∈ N. Then, we say that A deﬁnes a matrix mapping from X into Y and we denote it by writing A : X → Y , if for every
sequence x= (xk) ∈ X the sequence A(x) = {(A(x))n}, the A-transform of x, is in Y ; where(
A(x)
)
n =
∑
k
ankxk (n ∈N). (2.2)
By (X, Y ), we denote the class of all matrices A such that A : X → Y . Thus, A ∈ (X, Y ) if and only if the series on
the right-hand side of (2.2) converges for each n ∈ N and every x ∈ X and we have A(x) = ((A(x))n)n∈N ∈ Y for all x ∈ X .
A sequence x is said to be A-summable to α if A(x) converges to α which is called as the A-limit of x.
The matrix domain XA of an inﬁnite matrix A in sequence space X is deﬁned by
XA =
{
x = (xk) ∈ w: A(x) ∈ X
}
(2.3)
which is a sequence space. In the most cases, the new sequence space XA generated by the limitation matrix A from a
sequence space X is the expansion or the contraction of the original space X . It is clear that A ∈ (X, Y ) if and only if
XA ⊂ Y or equivalently An ∈ Xβ for all n and A(x) ∈ Y for all x ∈ X .
A sequence space X is called F K -space if it is a complete linear metric space with continuous coordinates pn : X → R
(n ∈ N), where R denotes the real ﬁeld and pn(x) = xn for all x = (xk) ∈ X and every n ∈ N. A BK -space is a normed F K -
space, that is, a BK -space is a Banach space with continuous coordinates. An F K space X ⊃ φ is said to have AK if every
sequence x = (xk) ∈ X has a unique representation x =∑k xke(k) , that is x = limn→∞ x[n] . Here, x[n] is called the n-section
of x (n ∈N).
Let T = (tnk) be triangle, that is tnk = 0 for k > n and tnn = 0 (n ∈ N), and S be its inverse. The inverse of a triangle
exists, it is unique and a triangle [15, 1.4.8, p. 9]. Throughout we write T for triangle, S for its inverse and R transpose of S .
Let us give the deﬁnition of some triangle limitation matrices, which are used in text. Let 0 < t < 1, then Et = (etnk), the
Euler matrix of order t , is deﬁned by
etnk =
{(n
k
)
(1− t)n−ktk (0 k n),
0 (k > n).
The generalized difference matrix B = (bnk) is deﬁned by
bnk =
⎧⎨⎩
r (k = n),
s (k = n− 1),
0 (0 k < n− 1) or (k > n)
for all k,n ∈ N, r, s ∈ R − {0} (for the B matrix see [10,16]). If we take r = 1, s = −1 in this matrix B , then we obtain the
difference matrix  = (nk). Also, let deﬁne the matrix B(m) = (b(m)nk ) (see [3]) by
b(m)nk =
{( m
n−k
)
rm−n+ksn−k (max{0,n −m} k n),
0 (0 k <max{0,n −m}) or (k > n)
which is reduced the matrix (m) in case r = 1, s = −1, where (m) = ((m−1)) and m ∈N.
We shall denote the collection of all ﬁnite subsets of N by F .
The main purpose of this paper is to introduce the Euler B(m)-difference sequence spaces et0(B
(m)), etc(B
(m)) and et∞(B(m))
of the sequences whose Et B(m)-transform are in c0, c and ∞ , respectively, and to investigate the characterization of classes
of compact operators on the et0(B
(m)) and et∞(B(m)) sequence spaces.
3. The Euler Bm-difference sequence spaces et0(B
(m)), etc(B
(m)) and et∞(B(m))
In this section, we introduce the spaces et0(B
(m)), etc(B
(m)) and et∞(B(m)) of B(m)-difference sequences and show that
these spaces are the BK -spaces of nonabsolute type which are linearly isomorphic to the spaces c0, c and ∞ , respectively.
Also, we give two sequences of points of the spaces et0(B
(m)) and etc(B
(m)) that form the bases for these spaces.
The Euler sequence spaces et0, e
t
c and e
t∞ were deﬁned by Altay and Bas¸ar [1] and Altay, Bas¸ar and Mursaleen [2] as
follows;
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{
x = (xk) ∈ w: lim
n→∞
n∑
k=0
(
n
k
)
(1− t)n−ktkxk = 0
}
,
etc =
{
x = (xk) ∈ w: lim
n→∞
n∑
k=0
(
n
k
)
(1− t)n−ktkxk exists
}
and
et∞ =
{
x = (xk) ∈ w: sup
n∈N
∣∣∣∣∣
n∑
k=0
(
n
k
)
(1− t)n−ktkxk
∣∣∣∣∣< ∞
}
.
Now, we introduce the B(m)-Euler difference sequence spaces et0(B
(m)), etc(B
(m)) and et∞(B(m)) as the set of all such that
B(m)-transforms of them are in the Euler spaces et0, e
t
c and e
t∞ , respectively, that is,
et0
(
B(m)
)= {x = (xk) ∈ w: B(m)(x) ∈ et0},
etc
(
B(m)
)= {x = (xk) ∈ w: B(m)(x) ∈ etc}
and
et∞
(
B(m)
)= {x = (xk) ∈ w: B(m)(x) ∈ et∞}.
With notation of (2.3), we can redeﬁne the spaces et0(B
(m)), etc(B
(m)) and et∞(B(m)), respectively, as
et0
(
B(m)
)= (et0)B(m) , etc(B(m))= (etc)B(m) and et∞(B(m))= (et∞)B(m) . (3.1)
It is obvious that the space λ(B(m)) is reduced to the space λ((m)) of Polat and Bas¸ar [6] in the case r = 1, s = −1 and to
the space λ() of Polat and Altay [5] in the case r = 1, s = −1 and m = 1, where λ denotes any one of the Euler sequence
spaces et0, e
t
c and e
t∞ of nonabsolute type.
Also, putting T = Et B(m) with the notation (2.3), we can redeﬁne the spaces et0(B(m)), etc(B(m)) and et∞(B(m)), respec-
tively, as
et0
(
B(m)
)= (c0)T , etc(B(m))= (c)T and et∞(B(m))= (∞)T . (3.2)
Let us deﬁne the sequence y = (yk), which will be frequently used, as the T = Et B(m)-transform of a sequence x = (xk), that
is,
yk = Tk(x) =
k∑
j=0
(
k∑
i= j
(
m
i − j
)(
k
i
)
(1− t)k−itirm+ j−i si− j
)
x j (k,m ∈N). (3.3)
We note that the inverse S = (snk) of matrix T = Et B(m) is given by
snk =
{∑n
i=k
(m+n−i−1
n−i
)( i
k
)
(−1)n−k sn−i
rm+n−i (t − 1)i−kt−i (0 k n),
0 (k > n).
Now, we may begin with the following theorem which is essential in the text.
Theorem 3.1. Let λ ∈ {et0, etc, et∞}. Then the set λ(B(m)) becomes a linear space with coordinatewise addition and scalar multiplication
which is the BK -space with the norm ‖x‖λ(B(m)) = ‖B(m)(x)‖λ .
Proof. The ﬁrst part of the theorem is a routine veriﬁcation and so we omit it. Since (3.1) holds and is a BK -space with
respect to its natural norm (see [1, Theorem 2.1] and [2, Theorem 2.1]) and B(m) is a triangle, Theorem 4.3.2 of Wilansky
[15, p. 61] gives the fact that the space λ(B(m)) is a BK -space.
Therefore, one can easily check that the absolute property does not hold on the space λ(B(m)), that is, ‖x‖λ(B(m)) =
|||x|||λ(B(m)) for at least one sequence in the space λ(B(m)), and this means that λ(B(m)) is a sequence space of nonabsolute
type, where |x| = (|xk|). 
With the notation (3.3), consider the transformation L deﬁned from λ(B(m)) to c0, c or ∞ by x → L(x) = y. It is trivial
that L is linear bijection and preserves the norm. This leads us to the following theorem:
Theorem 3.2. The spaces et0(B
(m)), etc(B
(m)) and et∞(B(m)) are linearly isomorphic to the spaces c0 , c and ∞ , respectively; that is,
et (B(m)) ∼= c0 , etc(B(m)) ∼= c and et∞(B(m)) ∼= ∞ .0
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(m)) ⊂ etc(B(m)) ⊂ et∞(B(m)) are easily seen by combining the deﬁnition of the sequence
spaces et0(B
(m)), etc(B
(m)) and et∞(B(m)) with the well-known strict inclusions c0 ⊂ c ⊂ ∞ .
Now, we give some well-known results to determine the Schauder basis of the sequence spaces et0(B
(m)) and etc(B
(m)).
Lemma 3.3. (See [17, Remark 2.4].) The matrix domain XT of a normed sequence space X has a basis if and only if X has a basis.
Lemma 3.4. (See [17, Corollary 2.5].) Let X be a BK space with AK and the sequence c(k) (k ∈N) and c(−1) be deﬁned by
c(k)n =
{
0 (0 n k − 1),
snk (n k)
and c−1n =
n∑
j=0
snj (n ∈N).
(a) Every sequence y = (yk) ∈ Y = XT has a unique representation y =∑k Tk(y)c(k) .
(b) Every sequence w = (wk) ∈ W = (X ⊕ e)T has a unique representation w = η.c(−1) +∑k(Tk(w) − η)c(k) , where η is the
uniquely determined complex number such that T (x) − η.e ∈ X.
Proposition 3.5. For all m ∈N we deﬁne the sequences c(k) (k ∈N) and c(−1) by
c(k)n =
{
0 (0 n < k),∑n
i=k
(m+n−i−1
n−i
)( i
k
)
(−1)n−k sn−i
rm+n−i (t − 1)i−kt−i (n k)
and
c(−1)n =
n∑
j=0
n∑
i= j
(
m+ n− i − 1
n− i
)(
i
j
)
(−1)n− j s
n−i
rm+n−i
(t − 1)i− jt−i, n ∈N.
(a) Then (c(k)) is a Schauder basis for et0(B
(m)), and every sequence x = (xk) ∈ et0(B(m)) has a unique representation
x =
∑
k
(
Et B(m)(x)
)
kc
(k).
(b) Then (c(k))∞k=−1 is a Schauder basis for e
t
c(B
(m)), and every sequence x= (xk) ∈ etc(B(m)) has a unique representation
x = η.c(−1) +
∑
k
[(
Et B(m)(x)
)
k − η
]
c(k),
where η = limk→∞ Tk(x) = limk→∞(Et B(m)x)k.
Proof. This is an immediate consequence of Lemma 3.4. 
4. The α-, β- and γ -duals of the spaces et0(B
(m)), etc(B
(m)) and et∞(B(m))
In this section, we will determine the α-, β-, and γ -duals of the spaces et0(B
(m)), etc(B
(m)) and et∞(B(m)).
Throughout we shall assume that the sequences x = (xk) and y = (yk) are connected by the relation (3.3) and we write
for brevity that
∇( j,k) =
j∑
i=k
(
m+ j − i − 1
j − i
)(
i
k
)
(−1) j−k s
j−i
rm+ j−i
(t − 1)i−kt−i (4.1)
for any j, k ∈N. Also, for an inﬁnite matrix A = (ank) we will write
ank =
∑
j=k
∇( j,k)anj and ank =
∞∑
j=k
∇( j,k)anj (4.2)
for all k,n ∈N.
Now, we may begin with quoting the following lemmas (see [18]) which are needed in proving Theorems 4.5–4.7.
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sup
K∈F
∑
n
∣∣∣∣∑
k∈K
ank
∣∣∣∣< ∞.
Lemma 4.2. A ∈ (c0, c) if and only if
lim
n
ank exists for each k ∈N, (4.3)
sup
n∈N
∑
k
|ank| < ∞. (4.4)
Lemma 4.3. A ∈ (c, c) if and only if (4.3), (4.4) hold and
lim
n
∑
k
ank exists.
Lemma 4.4. A ∈ (c0, ∞) = (c, ∞) = (∞, ∞) if and only if (4.4) holds.
Now we prove the following results:
Theorem 4.5. The α-dual of the spaces et0(B
(m)), etc(B
(m)) and et∞(B(m)) is the set
D1 =
{
a = (ak) ∈ w: sup
K∈F
∑
n
∣∣∣∣∑
k∈K
d(m)nk
∣∣∣∣< ∞},
where the matrix Dm = (dmnk) is deﬁned by
dmnk =
{∇(n,k)an (0 k n),
0 (k > n)
for all k,m,n ∈N.
Proof. Let a = (an) ∈ w . Consider the equation
anxn =
n∑
k=0
[
n∑
j=k
(
m+ n − j − 1
n − j
)(
j
k
)
(−1)n−k s
n− j
rm+n− j
(t − 1) j−kt− jan
]
yk
=
n∑
k=0
(∇(n,k)an)yk = n∑
k=0
dmnk yk =
{
Dm(y)
}
n. (4.5)
Thus, we observe by (4.5) that ax= (anxn) ∈ 1 whenever x = (xk) ∈ et0(B(m)), etc(B(m)) or et∞(B(m)) if and only if Dm(y) ∈ 1
whenever y = (yk) ∈ c0, c or ∞ . This means that the sequence a = (an) is in the α-dual of the spaces et0(B(m)), etc(B(m))
or et∞(B(m)) if and only if Dm ∈ (c0, 1) = (c, 1) = (∞, 1). So we obtain by Lemma 4.1 with taking D(m) instead of A that
a ∈ [et0(B(m))]α = [etc(B(m))]α = [et∞(B(m))]α if and only if
sup
K∈F
∑
n
∣∣∣∣∑
k∈K
d(m)nk
∣∣∣∣< ∞
which leads us to the consequence that [et0(B(m))]α = [etc(B(m))]α = [et∞(B(m))]α = D1. This concludes the proof. 
Theorem 4.6. Deﬁne the sets D2 , D3 , D4 and D5 as follows:
D2 =
{
a = (ak) ∈ w: sup
n∈N
n∑
k=0
∣∣∣∣∣
n∑
i=k
∇(i,k)ai
∣∣∣∣∣< ∞
}
,
D3 =
{
a = (ak) ∈ w:
∞∑
i=k
∇(i,k)ai exists for all k ∈N
}
,
D4 =
{
a = (ak) ∈ w: lim
n→∞
n∑ n∑
∇(i,k)ai exists
}
k=0 i=k
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D5 =
{
a = (ak) ∈ w: lim
n→∞
∑
k
∣∣∣∣∣
n∑
i=k
∇(i,k)ai
∣∣∣∣∣=∑
k
∣∣∣∣∣
∞∑
i=k
∇(i,k)ai
∣∣∣∣∣
}
.
Then, [et0(B(m))]β = D2 ∩ D3 , [etc(B(m))]β = D2 ∩ D3 ∩ D4 , [et∞(B(m))]β = D3 ∩ D5 .
Proof. Now, we give the β-dual of the sequence space et0(B
(m)). Consider the equation
n∑
k=0
akxk =
n∑
k=0
{
k∑
i=0
∇(k, i)yi
}
ak =
n∑
k=0
{
n∑
i=k
∇(i,k)ai
}
yk =
(
Cm(y)
)
n (n ∈N), (4.6)
where Cm = (cmnk) is deﬁned by
cmnk =
{∑n
i=k ∇(i,k)ai (0 k n),
0 (k > n)
for all k,m,n ∈ N. Then, we deduce by (4.6) that ax = (anxn) ∈ cs whenever x = (xk) ∈ et0(B(m)) if and only if Cm(y) ∈ c
whenever y = (yk) ∈ c0. This means that a = (ak) ∈ [et0(B(m))]β if and only if Cm ∈ (c0, c). Therefore, by using Lemma 4.2,
we derive from (4.3) and (4.4) that
sup
n∈N
n∑
k=0
∣∣∣∣∣
n∑
i=k
∇(i,k)ai
∣∣∣∣∣< ∞
and
∞∑
i=k
∇(i,k)ai exists for all k ∈N.
Hence, we conclude that [et0(B(m))]β = D2 ∩ D3.
As the reader can easily show the facts about the β-duals of the sequence spaces etc(B
(m)) and et∞(B(m)) in the similar
manner, we omit their proofs. 
Theorem 4.7. The γ -dual of the spaces et0(B
(m)), etc(B
(m)) and et∞(B(m)) is the set D2 .
Proof. This result can be proved similarly as the proof of Theorem 4.6 with taking Lemma 4.4 instead of Lemma 4.2. 
5. Certain matrix mappings related to the spaces et0(B
(m)) and etc(B
(m))
In this section, we characterize matrix mappings from et0(B
(m)), and etc(B
(m)) into p , c and c0, where 1 p ∞.
The following lemmas will be needed in the proofs of our main results.
Lemma 5.1. (See [15, p. 57].) The matrix mappings between the BK -spaces are continuous.
Lemma 5.2. (See [18, pp. 7–8].) A ∈ (c, p) if and only if
sup
F∈F
∑
n
∣∣∣∣∑
k∈F
ank
∣∣∣∣p < ∞ (1 p < ∞). (5.1)
Theorem 5.3. (i) Let 1 p < ∞. Then, A ∈ (etc(B(m)), p) if and only if
sup
F∈F
∑
n
∣∣∣∣∑
k∈F
ank
∣∣∣∣p < ∞, (5.2)
sup
∈N
∑
k=0
∣∣ank∣∣< ∞, n ∈N, (5.3)
ank exists for all k,n ∈N, (5.4)∑
ank converges for all n ∈N; (5.5)
k
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sup
n∈N
∑
k
|ank| < ∞. (5.6)
Here ank and ank are deﬁned by (4.2).
Proof. Suppose that the conditions (5.2)–(5.5) hold and take x = (xk) ∈ etc(B(m)). Then we have by Theorem 4.6 that{ank}k∈N ∈ {etc(B(m))}β for all n ∈ N and this implies the existence of the A-transform of x, i.e, A(x) exists. In this situa-
tion, since condition (5.1) is satisﬁed for the matrix A = (ank), we have A ∈ (c, p). Now consider the following equality
from the th partial sum of the series
∑
k ankxk:
∑
k=0
ankxk =
∑
k=0
(
∑
j=k
∇( j,k)anj
)
yk =
∑
k=0
ank yk, n,  ∈N. (5.7)
Therefore, if we pass to the limit in (5.7) as  → ∞, then we obtain that∑
k
ankxk =
∑
k
ank yk, n ∈N, (5.8)
whence, taking the p-norm, we get∥∥A(x)∥∥
p
= ∥∥A(y)∥∥
p
< ∞.
This means that A ∈ (etc(B(m)), p).
Conversely, assume that A ∈ (etc(B(m)), p). Then, since etc(B(m)) and p are BK -spaces, it follows from Lemma 5.1 that
there exists a real constant K > 0 such that∥∥A(x)∥∥
p
 K‖x‖etc(B(m)) (5.9)
for all x ∈ etc(B(m)). Now let F ∈F . Since inequality (5.9) also holds for the sequence x = (xk) =
∑
k∈F c(k) belonging to the
space etc(B
(m)), where c(k) = {c(k)n }n∈N is deﬁned in Proposition 3.5, for every ﬁxed k ∈N, then we have
∥∥A(x)∥∥
p
=
(∑
n
∣∣∣∣∑
k∈F
ank
∣∣∣∣p)1/p  K‖x‖etc(B(m)) = K ,
which shows the necessity of (5.2).
Since A is applicable to the space etc(B
(m)) by assumption, the necessity of conditions (5.3)–(5.5) is trivial.
This completes the proof of part (i) of the theorem.
Since part (ii) can be proved by using the similar way of that used in the proof of part (i), we leave the detailed proof
to the reader. 
Now, we may note that (c0, p) = (c, p) for 1  p ∞ (see [18, pp. 7–8]). Thus, by means of Theorem 4.6 and Lem-
mas 5.2 and 4.4, we immediately conclude the following theorem:
Theorem 5.4. (i) Let 1 p < ∞. Then, A ∈ (et0(B(m)), p) if and only if (5.2), (5.3) and (5.4) hold.
(ii) A ∈ (et0(B(m)), ∞) if and only if (5.3), (5.4) and (5.6) hold.
Proof. It is natural that the present theorem can be proved by the same technique used in the proof of Theorem 5.3, above,
and so we omit the proof. 
Theorem 5.5. A ∈ (etc(B(m)), c) if and only if (5.3), (5.6) hold and
lim
n→∞ank = αk for each k ∈N, (5.10)
lim
n→∞
∑
k
ank = α, (5.11)
where ank is deﬁned by (4.2).
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k → ∞. Then, we have that {ank}k∈N ∈ {etc(B(m))}β for all n ∈ N, hence A(x) exists. We also observe from (5.10) and (5.6)
that
j=m∑
j=0
|α j| sup
n∈N
∑
j
|anj| < ∞
for every k ∈ N. This yields (αk) ∈ 1 and hence ∑k αk(yk − l) converges, where the sequence y = (yk) associated with the
sequence x= (xk) by relation (3.3) belongs to c and is such that yk → l as k → ∞. Considering (5.8), we write∑
k
ankxk =
∑
k
ank(yk − l) +
∑
k
ank, n ∈N. (5.12)
In this situation, letting n → ∞ in (5.12), we establish that the ﬁrst term on the right-hand side tends to ∑k αk(yk − l)
by (5.6) and (5.10), and the second term tends to lα by (5.11). Taking these facts into account, we deduce from (5.12) as
n → ∞ that(
A(x)
)
n →
∑
k
αk(yk − l) + lα, (5.13)
which shows that A ∈ (etc(B(m)), c).
Conversely, suppose that A ∈ (etc(B(m)), c). Then, since the inclusion c ⊂ ∞ holds, the necessity of (5.3) and (5.6) is
immediately obtained from part (ii) of Theorem 5.3. To prove the necessity (5.10), consider the sequence x = c(k) = {c(k)n }n∈N
in etc(B
(m)) deﬁned in Proposition 3.5 for every ﬁxed k ∈N. Since Ax exists and belongs to c for every x ∈ etc(B(m)), one can
easily see that A(c(k)) = {ank}n∈N ∈ c for each k ∈N, which yields the necessity of (5.10).
Similarly, by setting x = e in (5.8), we obtain A(x) = {∑k ank}n∈N , which belongs to the space c, and this shows the
necessity of (5.11) and this concludes the proof. 
Theorem 5.6. A ∈ (et0(B(m)), c) if and only if (5.3), (5.6) and (5.10) hold.
Proof. This result can be easily proved by using Lemma 4.2 and Theorems 4.6 and 5.4(ii). 
Theorem 5.7. A ∈ (etc(B(m)), c0) if and only if (5.3) and (5.6) hold, and
lim
n→∞ank = 0 (k ∈N),
lim
n→∞
∑
k
ank = 0. (5.14)
Proof. Since the present theorem can be proved by the similar way of that used in the proof of Theorem 5.5, we omit the
proof. 
Lemma 5.8. A ∈ (c0, c0) if and only if
sup
n
∑
k
|ank| < ∞, (5.15)
lim
n
ank = 0 for all k ∈N. (5.16)
Theorem 5.9. A ∈ (et0(B(m)), c0) if and only if (5.3), (5.6) and (5.14) hold.
Proof. This result can be easily proved by using Lemma 5.8 and Theorems 4.6 and 5.4(ii). 
6. The Hausdorff measure of noncompactness
In this section, we will show that LA is a compact operator for every matrix A ∈ ((∞)T , c0) or A ∈ ((∞)T , c) by applying
the Hausdorff measure of noncompactness and using some results in [11,13,14], where LA(x) = Ax for all x ∈ (∞)T . First
we give some notations, deﬁnitions and well-known results.
Let (X,‖.‖) be a normed space. Then the unit sphere and closed unit ball in X are deﬁned by S X = {x ∈ X: ‖x‖ = 1} and
BX = {x ∈ X: ‖x‖ 1}. If X and Y be Banach spaces then B(X, Y ) is the set of all continuous linear operators L : X → Y ;
B(X, Y ) is a Banach space with the operator norm deﬁned by ‖L‖ = sup{‖L(x)‖: ‖x‖ 1} (L ∈ B(X, Y )).
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∑∞
k=0 akxk| for a ∈ w provided the expression on
the right-hand side exits and is ﬁnite which is the case whenever X is a BK -space and a ∈ Xβ [15, Theorem 7.2.9, p. 107].
Also we write ‖a‖1 =∑k |ak| for all a = (ak).
Lemma 6.1. (See [11, Proposition 3.2(a)].) If X = c0 or X = ∞ then we have ‖a‖∗XT = ‖Ra‖1 for all a ∈ (XT )β .
Lemma 6.2. (See [19, Proposition 4.3].) Let X ⊃ φ be a BK -space. If A ∈ (X, 1), then
‖A‖(X,1)  ‖LA‖ 4.‖A‖(X,1),
where
‖A‖(X,1) = sup
N∈F
∥∥∥∥∑
n∈N
An
∥∥∥∥∗
X
< ∞.
We recall that if X and Y are Banach spaces and L is a linear operator from X to Y then L is said to be compact if its
domain is all of X and for every bounded sequence (xn) in X , the sequence (L(xn)) has a convergent subsequence in Y . We
denote the class of such operators by K (X, Y ).
If (X,d) is a metric space, we write MX for the class of all bounded subsets of X . By B(x, r) = {y ∈ X: d(x, y) < r} we
denote the open ball of radius r > 0 with centre in x. Then the Hausdorff measure of noncompactness of the set Q ∈ MX ,
denoted by χ(Q ), is given by
χ(Q ) = inf
{
 > 0: Q ⊂
n⋃
i=0
B(xi, ri), xi ∈ X, ri <  (i = 0,1, . . . ,n), n ∈N
}
.
The function χ : MX → [0,∞) is called the Hausdorff measure of noncompactness (for properties of χ see [20]).
Lemma 6.3. Let X and Y be BK -spaces.
(a) (See [15, Theorem 4.2.8].) Then we have (X, Y ) ⊂ B(X, Y ), that is, every A ∈ (X, Y ) deﬁnes a linear operator LA ∈ B(X, Y ) where
LA(x) = Ax for all x ∈ X.
(b) (See [17, Theorem 1.9].) If X has AK then we have B(X, Y ) ⊂ (X, Y ), that is, every L ∈ B(X, Y ) is given by a matrix A ∈ (X, Y )
such that Ax = L(x) for all x ∈ X.
Lemma 6.4. (See [20, Theorem 2.25 and Corollary 2.26].) Let X and Y be Banach spaces and L ∈ B(X, Y ). Then we have
‖L‖χ = χ
(
L(B X )
)= χ(L(LX )), (6.1)
L ∈ K (X, Y ) if and only if ‖L‖χ = 0. (6.2)
Theorem 6.5. (See [11, Lemma 5.5].) Let Q be a bounded subsets of the normed space X, where X is lp for 1  p < ∞ or c0 . If
Pn : X → X is the operator deﬁned by Pn(x) = x[n] for x = (xk) ∈ X, then we have χ(Q ) = limn→∞(supx∈Q ‖(I − Pn)(x)‖).
Lemma 6.6. (See [13, Theorem 3.4, Remark 3.5(a)].) Let X be a BK -space with AK or X = ∞ , Y be an arbitrary subset of w. Then
A ∈ (XT , Y ) if and only if Â ∈ (X, Y ) and W (n) ∈ (X, c0) for all n ∈ N, where the matrix Â = ( ânk) and the triangles W (n) = (w(n)mk)
are deﬁned by
ânk =
∞∑
j=k
anjs jk for all n,k ∈N (6.3)
and
w(n)mk =
{∑∞
j=m anjs jk (0 km),
0 (k >m)
(m = 0,1, . . .). (6.4)
Lemma 6.7. Let ânk be deﬁned as in (6.3).
(a) (See [14, Corollary 3.6(a)].) If A ∈ ((∞)T , c0), then we have
‖LA‖χ = lim
r→∞
(
sup
nr
( ∞∑
| ânk|
))
. (6.5)k=0
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1
2
lim
r→∞
(
sup
nr
( ∞∑
k=0
| ânk − âk|
))
 ‖LA‖χ  lim
r→∞
(
sup
nr
( ∞∑
k=0
| ânk − âk|
))
(6.6)
where âk = limn→∞ ânk for every k.
Now, let us recall that the upper limit (limit superior) of a bounded real sequence x= (xk) can be deﬁned by
limsup
n→∞
xn = lim
r→∞
(
sup
nr
xn
)
. (6.7)
Further, if xn  0 for all n, then
limsup
n→∞
xn = 0 if and only if lim
n→∞ xn = 0. (6.8)
Proposition 6.8. If A ∈ ((∞)T , c0), then we have ‖LA‖χ = 0.
Proof. Let A ∈ ((∞)T , c0). If we take X = ∞ and Y = c0 in Lemma 6.6, then we have{
(i) Â ∈ (∞, c0), and
(ii) W (n) ∈ (∞, c0). (6.9)
From (i) in (6.9) and the well-known characterization of (∞, c0), we can write
lim
n→∞
∞∑
k=0
| ânk| = 0. (6.10)
Also, we have by Lemma 6.7(a) and (5.7)
‖LA‖χ = limsup
n→∞
∞∑
k=0
| ânk|. (6.11)
Now we obtain ‖LA‖χ = 0 from (6.10) and (6.11). 
Corollary 6.9.We have ((∞)T , c0) ⊂ K ((∞)T , c0).
Proof. Let A ∈ ((∞)T , c0). Then, from (6.2) in Lemma 6.4 and Proposition 6.8, LA is compact. 
Proposition 6.10. If A ∈ ((∞)T , c), then we have ‖LA‖χ = 0.
Proof. Let A ∈ ((∞)T , c). If we take X = ∞ and Y = c in Lemma 6.6, then we have{
(i) Â ∈ (∞, c), and
(ii) W (n) ∈ (∞, c0).
(6.12)
From (i) in (6.12) and the well-known characterization of (∞, c) we can write
∞∑
k=0
| ânk| converges uniformly in n, and (6.13)
lim
n→∞ ânk = âk for every k. (6.14)
Also, from (6.13), (6.14) and (6.7) we have that
lim
r→∞
(
sup
nr
( ∞∑
k=0
| ânk − âk|
))
= limsup
n→∞
∞∑
k=0
| ânk − âk| = lim
n→∞
∞∑
k=0
(| ânk − âk|)= 0. (6.15)
Now ‖LA‖χ = 0 follows from (6.6) in Lemma 6.7(b) and (6.15). 
Corollary 6.11.We have ((∞)T , c) ⊂ K ((∞)T , c).
Proof. This is an immediate consequence of (6.2) in Lemma 6.4 and Proposition 6.10. 
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(m)) and et∞(B(m))
In this section we give the characterization some classes of compact operators on the sequence spaces et0(B
(m)) and
et∞(B(m)).
Lemma 7.1. (See [12, Theorem 3.7].) Let X ⊃ φ be a BK -space. Then, we have
(a) If A ∈ (X, c0), then
‖LA‖χ = limsup
n→∞
‖An‖∗X . (7.1)
(b) If A ∈ (X, ∞), then
0 ‖LA‖χ  limsup
n→∞
‖An‖∗X . (7.2)
Theorem 7.2. Let ank be deﬁned by (4.2).
(a) If A ∈ (et0(B(m)), c0), then
‖LA‖χ = limsup
n→∞
∞∑
k=0
|ank|. (7.3)
(b) If A ∈ (et0(B(m)), ∞) or A ∈ (et∞(B(m)), ∞), then
0 ‖LA‖χ  limsup
n→∞
∞∑
k=0
|ank|. (7.4)
Proof. (a) Let A ∈ (et0(B(m)), c0). Then we have An ∈ {et0(B(m))}β for all n. Also, If we take T = Et B(m) in Lemma 5.2, then
we obtain that
‖An‖∗et0(B(m)) = ‖R An‖1 =
∞∑
k=0
∣∣∣∣∣
∞∑
j=k
∇( j,k)anj
∣∣∣∣∣=
∞∑
k=0
|ank| for all n. (7.5)
Consequently, from (7.5) and Lemma 7.1(a) we get (7.3).
Part (b) can be proved similarly as the proof part (a) with part (b) instead of part (a) in Lemma 4.1. 
Corollary 7.3. (a) If A ∈ (et0(B(m)), c0) then LA is compact if and only if
lim
n→∞
∞∑
k=0
|ank| = 0. (7.6)
(b) If A ∈ (et0(B(m)), ∞) or A ∈ (et∞(B(m)), ∞), then LA is compact if condition (7.6) holds.
Proof. This is an immediate consequence of Theorem 7.2 with (5.2) in Lemma 6.4 and (6.8). 
Theorem 7.4. If A ∈ (et0(B(m)), c), then
1
2
. limsup
n→∞
∞∑
k=0
|ank − ak| ‖LA‖χ  limsup
n→∞
∞∑
k=0
|ank − αk|, (7.7)
where ank is deﬁned by (4.2) and αk = limn→∞ ank.
Proof. If we take T = Et B(m) in Lemma 6.7, we obtain (7.7) from (6.6) and (6.7). 
Corollary 7.5. If A ∈ (et0(B(m)), c) then LA is compact if and only if
lim
n→∞
∞∑
k=0
|ank − αk| = 0.
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Corollary 7.6. We have (et∞(B(m)), c0) ⊂ K (et∞(B(m)), c0) and (et∞(B(m)), c) ⊂ K (et∞(B(m)), c), that is, for every matrix A ∈
(et∞(B(m)), c0) or A ∈ (et∞(B(m)), c), the operator LA is compact.
Proof. Let A ∈ (et∞(B(m)), c0) or A ∈ (et∞(B(m)), c). If we take T = Et B(m) in Propositions 6.8 and 6.10 we obtain that‖LA‖χ = 0. Then, from (6.2) in Lemma 6.4 LA is compact. 
Now, let Fr (r ∈ N) be the subcollection of F consisting of all nonempty and ﬁnite subsets of N with elements that are
grater than r, that is
Fr = {N ∈F : n > r for all n ∈ N} (r ∈N).
Lemma 7.7. (See [21, Lemma 3.5].) Let x = (xn) ∈ 1 . Then, the inequalities
sup
N∈Fr
∣∣∣∣∑
n∈N
xn
∣∣∣∣ ∞∑
n=r+1
|xn| 4. sup
N∈Fr
∣∣∣∣∑
n∈N
xn
∣∣∣∣ (7.8)
hold for every r ∈N.
Theorem 7.8. If A ∈ (et0(B(m)), 1), then
lim
r→∞‖A‖
(r)
(et0(B
(m)),1)
 ‖LA‖χ  4. lim
r→∞‖A‖
(r)
(et0(B
(m)),1)
. (7.9)
and
LA is compact if and only if lim
r→∞‖A‖
(r)
(et0(B
(m)),1)
= 0,
where
‖A‖(r)
(et0(B
(m)),1)
= sup
N∈Fr
∞∑
k=0
∣∣∣∣∑
n∈N
ank
∣∣∣∣ (r ∈N).
Proof. Since F ⊃ F0 ⊃ F1 ⊃ . . . , the sequence (‖A‖(r)(et0(B(m)),1))
∞
r=0 of nonnegative reals is nonincreasing and bounded by
Lemma 6.2. Therefore, the limit in (7.9) exists.
Now, let S = Set0(B(m)) . Then, we have by Lemma 6.3(a) that LA(S) = AS ∈ M1 . Thus, it follows from (6.1) and Theorem 6.5
that
‖LA‖χ = χ(AS) = lim
r→∞
(
sup
x∈S
( ∞∑
n=r+1
∣∣An(x)∣∣)). (7.10)
Since A ∈ (et0(B(m)), 1), we obtain by Lemma 7.7 that
sup
N∈Fr
∣∣∣∣∑
n∈N
An(x)
∣∣∣∣ ∞∑
n=r+1
∣∣An(x)∣∣ 4. sup
N∈Fr
∣∣∣∣∑
n∈N
An(x)
∣∣∣∣ (7.11)
for all x ∈ et0(B(m)) and every r ∈N.
On the other hand, since An ∈ {et0(B(m))}β for all n ∈N, we derive from Lemma 6.1 that
sup
x∈S
∣∣∣∣∑
n∈N
An(x)
∣∣∣∣= sup
x∈S
∣∣∣∣∣
∞∑
k=0
(∑
n∈N
ank
)
xk
∣∣∣∣∣=
∥∥∥∥∑
n∈N
An
∥∥∥∥∗
et0(B
(m))
=
∥∥∥∥∑
n∈N
An
∥∥∥∥
1
for all N ∈Fr (r ∈N). This, together with (7.11), implies that
sup
N∈Fr
∥∥∥∥∑
n∈N
An
∥∥∥∥
1
 sup
x∈S
( ∞∑
n=r+1
∣∣An(x)∣∣) 4. sup
N∈Fr
∥∥∥∥∑
n∈N
An
∥∥∥∥
1
(7.12)
for every r ∈ N. Hence, we get (7.9) by passing to the limits in (7.12) as r → ∞ and using (6.10). This completes the
proof. 
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