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ABSTRACT
ABSTRACT
Proper integration
integration of
of scheduling
scheduling and
and control.
control. in
in
Proper
Flexible Manufacturing
Manufacturing Systems
Systems will
will make
make avail
availFlexible
.required le~el
le~el of decision-making
decision-making capacity
able the .required
to p,rovtde
p,rovlde a flexibly-automated, efficient, and
quality manufacturing process. To achieve this level
qualtty
of integration, the developments in computer tech
techinnolqgy and sophisticated techniques of artificial in
nol~gy
telligence (AI) should be applied to such FMS
functions as scheduling. In this paper, we present
an Intelligent Scheduling System for FMS under
development that makes use of the integration of
two AI technologies. These two Al technologies --Neural Networks and Expert Systems -- provide the
intef/igence that the scheduling junction
function requires in
intelligence
reorder to generate good schedules within the re
strictions imposed by real-time problems. Because
the system has the ability to plan ahead and learn,
it has a higher 'probability
probability of success than convenconven
tional approaches. The adaptive behavior that will
be achieved contribute to the integration of schedsched
uling and control in FMS.
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1. INTRODUCTION
INTRODUCTION
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and aa set
set of
of parts
parts
With
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requirements and due
dates, determine the start and completion time of
operations of each part to be produced".
The FMS scheduling
sc.heduling problem is a more general
case of the job
Job shop scheduling problem 44•.66••7, al
although several factors make FMS schedUling more
complex than classical job shop scheduling:
1. Additional resources constraints;
constraints'
2. Augmented decision alternatives
alternatives' because of

flexibility;
3. Real time operation.

on-line and avoid the
To generate responses on-line,
com.binatorial explosion, an effective problem
SOlvlllg strategy should be utilized that includes
real ~ime co~straints in order to provide a good
tIme. These qualifications of the FMS
solutIOn on time.
involvcs the utilization of sese
scheduling problem involves
veral A I disciplines, such as: data interpretation,
fea~ur~ e,xtraction,
e.xtraction, distributed decision-making,
fea~ur~
optimIzatIOn, and constrained-search. This must
optimizatIOn,
justify the use of AI to improve the efficiency and
accuracy of scheduling.
In this
this paper
paper aa problem-solving
problem-solving architecture
architecture isis
In
presented that
that makes
makes use
use of
of hybrid
hybrid neural
neural netnet
presented
works/ expert
expert systems.
systems. The
The architecture
architecture of
of this
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works/
~elligent Scheduling
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IS shown
shown in
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IS
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good
real
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time.
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the necessary
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to
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section of
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Figure 1.
I.

Intelligent Scheduling System for FMS
(ISS/FMS) Architecture.

2. BACKGROUND

The most common use of Al in scheduling has
been the development of expert systems which
emulate intelligent behavior. However, these are
stand-alone and isolated expert systems.
mainly stand·alone
On the other hand, the concept of FMS scheduling
(as explained above) is interdisciplinary in nature.
Therefore, it is appropriate to integrate several AI
technologies in the FMS to form intelligent sys
sys·
tems that can meet the requirements. In this papa
per, the synergy of neural networks and expert
systems is used to develop a hybrid system that
will increase the level of responsiveness of the
funda
scheduling function. This section gives a funda·
mental overview of how neural networks and exex
pert systems could utilize the best aspects of each
in order to create systems more responsive and
adaptive to their environment.

~_1
~.1

EXPERT SYSTEMS

Expert System technology has been concentrat
concentrating on the construction of high performance pro
programs in specialized professional domains. This
technology involves methods and techniques for
development of systems with specialized problem
problemsolving expertise. Expert systems have several
capabili
prominent characteristics: explanation capabilities, efficient problem-solving strategies, user
interface and documentation capabilities, mature
develop
technology, and commercially available development tools. However, expert systems have several
limitations: inability to learn, domain-dependence,
complex knOWledge acquisition process, slow exe·
cution speed, and inability to handle large data
sizes.

2.2 NEURAL NETWORKS
A neural network can be described as an
information-processing system composed of a large
number of interconnected processing elements
(See Figure 2).; Each of these processing elements
has a number of inputs which are modified by
adaptive coefftcients (weights) and generates an
output signal that is a function of its weighted in
inputs. The processing elements are often divided
into layers--groups of processing elements. Neural
networks have several "natural" characteristics
provided by 'their structure such as: generaliza
generalization, abstraction, speed, mappings of complex re
relationships, training by example, and graceful
degradation. On the other hand, there are several
imlimitations of neural networks, among them: im·
mature technology, no explanation capabilities,
and lack of flexible learning mechanisms.
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2.3 ANALYSIS
Expert systems and neural networks might be
integrated in order to strengthen the best features
of each. This integration will provide systems
more responsive and adaptive to the environment.
For example, an ES could utilize a neural network
to search for the implicit features of a database
(hypertext retrieval). In addition, a neural netnet·
work could be utilized to develop innovative
knowledge acquisition strategies, especially when
the problem to be solved has a great deal of pat
pattern classification. Also, a neural network might
help the expert system problem-solving strategy
providing an initial approach as well as support to
the user interface.
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Figure 2.

Neural Networks.

3.1 THE EXPERT SCHEDULER
In the following section, details are given of
how the ISSjFMS integrates the nature of the
"biologically inspired" behavior of neural networks
with the symbolic representation and inference
mechanism which characterize expert systems in
order to provide good schedules.

3. INTELLIGENT SCHEDULING SYSTEM
FOR FMS (ISS/FMS)
The architecture of the ISS(FMS consists of the
following subsystems (See Figure I):
Expert Scheduler;
Procedural Programs;
Neural Network System for Heuristics;
Expert Look-Ahead Scheduler;
Neural Network System for Coefficients;
Learning Unit (Under Development).
The ISS/FMS
ISS(FMS has been designed using modu
modularity principles in order to facilitate addition of
new units to enhance its planning and problem
problemsolving horizon. These units will be explained in
the following subsections.

The Expert Scheduler is a rule-based
rule· based expert
system (ES) that utilizes backward chaining. It is
able to call several other programs and expert sys
systems. The function of the Expert Scheduler is that
of knowledge controller in the rSS(FMS.
In the ISS/FMS, there are declarative, proce
procedural, and "biological inspired" knowledge. The
Expert Scheduler interprets the request for
sched uling/rescheduling. After that the Expert
Scheduler proceeds to read the files that contain
the task database with the following information:
A)

Task Code and Job Information. Details of
the implementation using predicate logic as
assertions written in PROLOG are given below:
task(Task_Code,Total_Number
task(Task_
Code,Total_Number_oCJobs).
_oelobs).
job(task_code(Task_Code),
job(task_code(Task_
Code),
job_number(Job_Number),
operations(Number_oCOperations,
operations(Number_oC
Operations,
(operation(Number,
(operation(Numbcr,
Machine,Ready_Time,
Machine,Ready
_Time,
Process_Time),
Process_
Time),...
...»priority(Priority»).
»priority(Priority»).

B)

Constraints imposed by the Shop Level:

3.1.2 Neural Network System for Heuristics

I.
2.

Performance Measure(s);
Constraints imposed by the performance
measure.,
Time in which the result is expected.

In order to use a neural network, One of the
problems to define is the input feature space. One
has to develop an appropriate way to represent the
problem in order to make it "understandable" for
the network. Without this key feature, the neural
network will fail to learn the relationship with the
efficiency and accuracy desired. For example, for
tardiness, we selected the following dimensions for
the input feature space (Figure 3).

3.

The Expert Scheduler reads the files corre
corresponding to the cell status, availability of materi
materials, and according to a time assigned by thf upper
level concludes if the generation of a result is
possible. If the Expert Scheduler perceives the
uptask to be infeasible, it sends a request to the up
per level.
The Expert Scheduler, based on the job data,
request data, and degree of feasibility, decides on
which heuristic to frre. Also, based on the time
frame provided, the Expert Look Ahead Scheduler
is fired.
The dispatching rules utilized by the Expert
Scheduler are:
SPT: Shortest Process Time;
EDD: Earliest Due Date;
CR: Critical Ratio;
SLACK: Slack Time Remaining;
S/OPN: Slack/Operation;
LWR: Least Work Remaining.
The dispatching heuristics are fired according
to a set of rules based on statistical analysis of
historical data, and the output of a neural network
system. The rules based on statistical analysis and
those to give specific directions to the neural net
network system are in two separate modules (See
Figure 1).
I). Presently the performance is strictly
based on tardiness, but future enhancements will
include:
Minimization of In-Process Inventory
Maximization of Machine Utilization.
3.1.1 Statistical Analysis
The statistical rule module was developed using
the results of of extensive simulation runs, done for
this purpose. The statistical analysis of these sim
simulation runs has taken into consideration the per
performance of each dispatching rule, the number of
jobs, the number of machines involved, the due
dates, processing times, and standard deviations
of some of the parameters mentioned above. This
rule module will generate a confidence factor for
each rule according to the expected performance
based on historical data.
After the confidence factors are developed, a
faccontrol strategy will compare the confidence fac
tors with certain heuristic thresholds. The sol
solutions will be part of the dynamic data base. If
th:ere is no satisfactory solution, the Expert
Scheduler has the capability of backtracking and
modifying the heuristic thresholds.

1.
I.
2.
3.

Group Technology.
Time Remaining Until Due Date.
Number of Jobs.

The job database is formatted to be utilized by
the Neural Network System. The output of the
network ranks the different scheduling heuristics
available. Several neural networks have been
trained using the results of simulation runs, taking
into consideration the input feature space and
ranking of priority rules achieved according to the
relative tardiness values. A typical network has
40 input units, 121 hidden units, and 6 outputs.
They have been trained using the backpropagation
rule.
When the Neural Network System (See Figure
I) receives the prompt from the Expert Scheduler,
a set of rules analyzes the job database and de
decides on which network to utilize. The outputs of
the neural network represent the ranking of each
heuristic according to the relationship saved in the
neural structure. This information is sent to· the
Expert Scheduler to be used by the controller as
explained below.
3.1.3 Controller
The Controller is a rule module in the Expert
Scheduler that takes into consideration the confi
confidence factors generated by the rule module based
on statistical analysis results and the ranking pro
provided by the Neural Network System. The C~n
troller makes the decision about the speCIfic
procedural programs to be called. This decision
process determines the best heuristic rule(s) to be
used for the problem by evaluating both inputs.
3.1.4 Discriminator
ExThe Discriminator is a rule module in the Ex
pert Scheduler. According to the time frame of the
decision making, the discriminator receives the
seanswers to the scheduling problem from the se
lected heuristics and the Expert Look Ahead
Scheduler. It selects the best among them, and
proceeds to send the answer to the global database
of the system. If the final schedule does not meet
C?ntrolsome of the high priority constraints, the C?ntrol
ler checks the decision time frame to determme the
time constraints. It then makes changes to the job
database and recursively proceeds with the proc
process.

3.2.1 Considerations to the Feedback Heuristic
There are important considerations to make
about the Feedback Heuristic scheduling proce
procedure. These considerations are necessary because
techthey provide the justifications for using AI tech
niques in order to improve the performance of this
algorithm .
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Input Feature Space for the FMS
Scheduling Problem.

3.2 LOOK AHEAD SCHEDULER
This expert system implements a neW
new feedback
based heuristic scheduling procedure.
This
heuristic procedure which was utilized mainly for
the tardiness criterion, has been proven to be
efficient
eFficient6•14 for the FMS scheduling problem (See
Table 1). A neural network system is utilized to
provide certain coefficients to accelerate the per
performance of the algorithm and improve its effi
efficiency. Also, it implements heuristics in order to
optimize the solution achieved if the decision time
frame permits.
The Feedback Heuristic of Kiran and
Alptekin 6 is based in a job priority according to:
Priority = (1 - lX) X PrioritYold + lX
0: X Tardiness P
where lXIX and p are two coefficients w{th
wah
and 0</3<5.

0<
0 < a<l
0:<1
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A neural network, with all its advantages of
learning without programming, and software
available for fast prototyping with information
about 120 pairs of coefficients, will perform the
mapping of the relationship and provide a solution
that could be evaluated faster than any set of
rules. Also, the probability of generating an effi
effiden t pair of coefficients will be increased.

23

Sensitivity of Coefficients for a
cific job database.

I. Iterations needed;
2. Learning performance;
3. Learning time.
The neural network selected had 10 inputs, 51
hidden units (one hidden layer), and 22 outputs.
It was able to map the relationship after 20,000
iterations. Scheduling problems out of the training
set were presented to the network, and it was able
to predict the optimum alpha and beta value in 90
repercent of the cases. After evaluation of the re
implesults the following modifications were imple
mented:

TARDINESS (I)

.S

3.2.2 Neural Network System For Coefficients

. ..

~HD

IlIOPN

4l,4l

'4S,I~

Heuristics to Search for Coefficients.
We have developed our own heuristics to work
from results of a set of pairs of alpha and beta to
get a better solution. These heuristics control the
strategy of getting new pairs of coefficients, and
also when to stop searching because of thc
the low
probability of generating better results.

Several prototypes were designed around the
backpropagation neural network paradigm. This
paradigm has been proven to be able to make
HO
KF'" complex mapping of relationships 11,15
A special editor was developed that took 150
23,26 23,204
2t.:Z7
20." ".n
3'1,311 3&,'I~
respecexamples and formatted the input and the respec
3'/.311
3&.'/~
output.
It
was
then
decided
to
generate
the
tiye
20,1'
20.1' IU.l
ao,H
ao,6f 11.'
11.'22,0'7 IU"
dIfferent prototype structUres. Finally, each one
22.0'7
4l,_
4l.• 61.113
of the structures was evaluated on the following
~1.1l3
~1.43
39,16
39.16
'1.43
parameters:
~1l.33
".Soi 45.33

TABLt 1 .. A.orogo 101.llordln
101.llordl . ... porform
porform....
.... of Ih. h ••
••rbtlel
rbtlel
for 900 prOblema

M~BI
M~BI

Coefficien
Coefficients.
ts.
The relationship between the job characteristics
and the coefficients is very complex. The coeffi
coefficients determine an optimal solution for the
sescheduling problems. It is possible to generate se
veral alpha and beta pairs and after that select the
~est among t~em. But .this might be computa
computatIOnally expenSIve or agaInst the real time control
necconsiderations (see Table 2). Therefore, it is nec
coeffiessary to provide a way to determine the coeffi
cient from the job database.

spespe

Increase the input units to 40;
Increase the hidden units to 225;
Increase the number of training examples to 300.

7.

With this structure the computational cost was re
reproduced and the performance of the algorithm pro
vided significantly better results.

8.

4. SUMMARY AND FUTURE
ENHANCEMENTS
The design of ISSjFMS has been the product
of several technologies. The key was the hybrid
neural network j expert system approach.
The addition of the learning unit to the system
is projected in order to provide a way to check
netwhether the different rule-based and neural net
works have been effective. If not, changes will be
advised and re-teaching sessions will be automated
in order to improve the system and make it more
responsive to the environment. A tandem expert
system for the learning unit with the backpropa
backpropahidgation learning rule, a set of rules to add new hid
den units or a hidden layer, and modified training
sets to improve the performance and responsive
responsiveness of the system are under development. This
unit will provide on-line learning. This additional
function will increase the level of responsiveness
of the scheduling function.
And, hence the
strenght necessary to integrate scheduling and
control functions in FMS.

9.

10.

II.

12.

0

13.
REFERENCES
I.

2.

3.

4.

5.
6.

S. Alptekin and L. Rabelo, "Expert System
Applications In CIM," presented at the
ORSAjTIMS
National
Conference,
ORSA/TIMS
Denver, Colorado, October 25, 1988.
H. Chochon and R. Alami, "NNS, A
Knowledge-Based On-Line For an Assem
Assembly Workcell," Proceedings of the 1986
IEEE
International
Conference
on
Robotics and Automation, San Francisco,
California, April 7-10, 1986, pp. 603-614.
M. Fox, "Job Shop Scheduling: An Investi
Investigation into Constraint Directed Reason
Reasoning," Ph. D. Thesis, CMU, 1983.
J. Gross, "Intelligent Feedback Control for
Flexible Manufacturing Systems," Ph. D.
Thesis, University of Illinois at Urbana
UrbanaChampaign, 1987.
R. Hetch-Nielsen, "Neurocomputing: pick
pickSPECing the human brain," IEEE SPEC
TRUM, March 1988, pp. 36-41.
A. Kiran and S. Alptekin, "A Tardiness
Heuristic For Scheduling Flexible Manu
Manufacturing Systems," 15th Conference on
Production Research and Technology: Ad
Advances in Manufacturing Systems Inte
Integration and Processes, University of
California
at
Berkeley,
Berkeley,

California, January 9-13, 1989, p;
559-564.
A. Kiran and S. Alptekin, "Scheduling Jo"""
in Flexible Manufacturing Systems," :SR~
Special Publication No. 724, pp. 393-4>%'
September 1986.
L. Lin and Chung S., "A Systematic F~!5J
Model for Real-Time On-Line Control arc,;
Question-Answerer Simulation Using A",
tificial Intelligence," Proceedings of
Second ORSAjTIMS
ORSA/TIMS Conference on F!'t~·
ible Manufacturing Systems, K. Ste'Cli'f
and R. Suri (Ed.), University of Michigar
Ann Arbor, MI, USA, August 12-1
1986, pp. 567-580.
O. Maimon, "FMS Real Time Operatj{)l'l~"
Operati<ll'l~"
Control," Autofact'85, Conference Pn'·
ceedings, Detroit, Michigan, Novembef
4-7, 1985, pp. 30-57.
J. Maley, S. Ruiz-Meyer and J. Solberi!'
"Dynamic Control in Automated M,HJ",
facturing: A Knowledge Integrated
proach,"
International
Journal
Production Research, 1988, Vol. 26, Nt!
11, pp. 1739-1748.
J. McClelland and D. Rumelhart, Exp!orJl,·
Exp!or,,·
tions In Parallel Distributed Processing: A
Handbook of Models, Programs, and E~,
ercises,
Cambridge,
MA:
Ml
PressjBradford
Pressj
Bradford Books, 1988.
W. Meyer, R. Isenberg, and M. Hubner
"Knowledge-based factory supervision .
The CIM shell," International Journal
Computer Integrated Manufacturing, V~,,;
I, No. I, pp. 31-43.
P. O'Grady and K. Lee, "An Intelligent Ceil
Control System for Automated Manufa.>
turing," International Journal of Pre.
Pre.duction Research, May 1988.
L. Rabelo, "Comparison of Heuristics f{~1'
Scheduling," Technical Report, Computtf
Integrated Manufacturing Laborau}f}.
UMR, November 23,1988.
D. Rumelhart, J. McClelland, & the PDf!
Research Group, Parallel Distributrtd
Processing: Explorations in the Micro"
structure of Cognition, Vol. 1:
I: Founda·
Foundla
tions.
Cambridge,
MA:
Mi
Press/Bradford Books, 1986.
A. Thesen and L. Lei, "An Expert Systel!l
For Scheduling Robots In A Flexib:lt
Electroplating System With Dynamicall~
Changing Workloads," in Proceedings n,f
the Second ORSA/TIMS Conference 0'];,;
. Flexible Man ufacturing Systems, 1986, p~'
pp
555-566.
S. Wu, "An Expert System for the Conw,j
ContH,j
and Scheduling of Flexible ManufacLurirqii
Cells," Ph. D. Thesis, The Pennsylvan,<l
State University, 1987.

14.

15.

o

16.

17.

