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EULER’S PARTITION THEOREM FOR ALL MODULI AND NEW
COMPANIONS TO ROGERS-RAMANUJAN-ANDREWS-GORDON IDENTITIES
XINHUA XIONG
Abstract. In this paper, we give a conjecture, which generalises Euler’s partition theorem involving
odd parts and different parts for all moduli. We prove this conjecture for two family partitions. We
give q-difference equations for the related generating function if the moduli is three. We provide new
companions to Rogers-Ramanujan-Andrews-Gordon identities under this conjecture.
1. Introduction
In the theory of partitions, Euler’s partition theorem involving odd parts and different parts is one
of the famous theorems. It claims that the number of partitions of n into odd parts is equal to the
number of partitions n into different parts. By constructing a bijection, Sylvester [26] not only proved
Euler’s theorem, but also provided a refinement of it which can be stated as the number of partitions
of n into odd parts with exactly k different parts is equal to the number of partitions of n into different
parts such that exactly k sequences of consecutive integers occur in each partition. Bessenrodt [12]
proved that Sylvester’s bijection implies that the number of partitions of n into different parts with
the alternating sum Σ is equal to the number of partitions of n with Σ odd parts. Here for a partition
λ = (λ1, λ2, . . . ), the alternating sum is defined by
Σ = λ1 − λ2 + λ3 − λ4 + . . . .
From the theorems on lecture hall partitions, Bousquet-Me´lou and Ericsson [13,14] also obtained this
result. In [21], Kim and Yee gave a different description of the Sylvester’s bijection which provide
a more simple proof of the refinement of Euler’s theorem due to Bessenrodt, Bousquet-Melou and
Ericsson. There are several other refinements and variants of Euler’s theorem. See [3,7,16,22,25,27–
29].
We can think Euler’s theorem as a theorem on partitions about moduli two by interpreting odd
parts as parts ≡ 1 (mod 2). The first nontrivial generalisation of Euler’s theorem to all moduli in this
sense is the following theorem due to Pak-Postinikov.
Theorem 1.1 (Pak-Postinikov [23]). The number of partitions of n with type (c,m− c, c,m− c, . . . )
is equal to the number of partitions of n with all parts ≡ c (mod m).
By the type (c,m− c, c,m− c, . . . ) for a partition λ, it means that λ has the length divisible by m
by allowing zero as parts and has c ≥ 1 largest part, m− c second large part, etc. So it has the form:
λ1 = λ2 = λ3 = · · · = λc > λc+1 = λc+2 = · · · = λm > λm+1 = · · · = λm+c > . . .
In this paper, we give a conjecture, which generalises Euler’s partition theorem mentioned above
to all moduli. Also it generalises Pak-Postinikov’s theorem. We prove this conjecture for two family
partitions. It is interesting that this conjecture provides new companions to Rogers-Ramanujan-
Andrews-Gordon identities.
In Section 2, we state our conjecture and give examples to illustrate our conjecture. In Section 3, we
prove the conjecture for two family partitions. In Section 4, we use q-difference equations method to
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study the conjecture for moduli three. In Section 5, we provide new companions to Rogers-Ramanujan-
Andrews-Gordon identities under the conjecture. Last section contains discussions of combinatorial
arguments behind our proofs.
2. Main conjecture
In order to state our conjecture, we introduce some notations and terminologies.
• For a partition λ = (λ1, λ2, λ3, . . . , λr) of n, we denote n by |λ|. We sometimes write a partition
as the form
λ1 + λ2 + λ3 + · · ·+ λr or the form λ1 ≥ λ2 ≥ λ3 ≥ · · · ≥ λr.
• Let m ≥ 2 be an integer, which is the moduli in our sense. For a partition λ1 ≥ λ2 ≥ λ3 ≥ · · · ≥
λkm (k ≥ 1 ) with length divisible by m, we define its alternating sum type to be a (m − 1)-tube
non-negative integers sequence (Σ1,Σ2, . . . ,Σm−2,Σm−1) by
Σ1 =
k∑
i=1
λ(i−1)m+1−λ(i−1)m+2,Σ2 =
k∑
i=1
λ(i−1)m+2−λ(i−1)m+3, . . . ,Σm−1 =
k∑
i=1
λ(i−1)m+m−1−λim.
For example, if m = 3, the partition 6+5+4+3+2+1 has the alternating sum type (6−5+3−2, 5−
4 + 2 − 1) = (2, 2). For the partitions appearing in the theorem of Pak-Postnikov, their alternating
sum types are special (m− 1)-tube integers : (0, 0, . . . , 0,Σ, 0, . . . , 0) and Σ lies at the cth position.
• For a partition λ1 ≥ λ2 ≥ λ3 ≥ · · · ≥ λkm (k ≥ 1 ), let 1 ≤ i ≤ k, then a partition piece
λ(i−1)m+1 ≥ λ(i−1)m+2 ≥ · · · ≥ λ(i−1)m+m−1 ≥ λim is called a basic unit of λ.
• When we speak of alternating sum types, we allow last few parts to be zero so that any partition
has length divisible by m. For example if m = 3, the partition 5 + 4 + 3 + 3 has length 6 by viewing
it as 5 + 4 + 3 + 3 + 0 + 0 and it has two basic units: 5 + 4 + 3 and 3 + 0 + 0.
• For a partition λ with all parts 6≡ 0 (mod m), we define its length type to be a (m − 1)-tube
non-negative integer sequence (l1, l2, l3, . . . , lm−2, lm−1), where for 1 ≤ i ≤ m − 1, li is the number
of parts of λ which are congruent to i modulo m. For example, for a partition λ with all parts are
congruent to c, its length type is (0, 0, . . . , 0, l, 0 . . . , 0), where l is the number of parts of λ and lies at
the cth position.
• Given a alternating sum type (Σ1,Σ2, . . . ,Σm−2,Σm−1), if only one Σi is non-zero, we call it a
pure alternating sum type, simply a pure type, otherwise, we call it a mixed alternating sum type,
simply a mixed type. We have similar notions of pure types and mixed types for length types.
Now we state our conjecture.
Conjecture 2.1. Let m ≥ 2, let P be the set of partitions with each part can be repeated at most m−1
times, this implies their alternating sum types can not be (0, 0, . . . , 0). Let Q be the set of partitions
with no parts ≡ 0 (mod m). Then we have the partition identity:∑
λ∈P
z
Σ1(λ)
1 z
Σ2(λ)
2 . . . z
Σm−1(λ)
m−1 q
|λ| =
∑
µ∈Q
z
l1(µ)
1 z
l2(µ)
2 . . . z
lm−1(µ)
m−1 q
|µ|.
Equivalently, the number of partitions of n with the alternating sum type (Σ1,Σ2, . . .Σm−1) is equal
to the number of partitions of n with Σ1 parts congruent to 1 modulo m, Σ2 parts congruent to 2
modulo m, . . . , Σm−1 parts congruent m− 1 modulo m.
If we let z1 = z2 = . . . zm−1 = z, we get the result that the number of partitions of n with parts
repeated at most m− 1 times and total alternating sum Σ1+Σ2+ · · ·+Σm−1 is equal to the number
of partitions of n with no parts congruent to 0 modulo m and Σ1 +Σ2 + · · ·+Σm−1 parts, which is
the refinement of a Glaisher’s theorem:
Theorem 2.2 (Glaisher [22]). The number of partitions of n with parts repeated at most m− 1 times
is equal to the number of partitions of n with no parts is congruent to 0 modulo m.
When the alternating sum type is pure type, this conjecture is reduce to Theorem 1.1 due to
Pak-Postinikov. When m is 2, this conjecture is reduce to the refinement of Euler’s theorem due to
Bessenrodt, Kim and Yee.
EULER’S PARTITION THEOREM 3
We give n = 10 and m = 3, 4 to illustrate this conjecture. We list partitions in P , their alternating
sum types and the numbers on the left, and the corresponding parts for partitions in Q on the right.
We only list all partitions with mixed types.
Partitions in P (Σ1,Σ2) ♯

3 + 3 + 2 + 2 + 1
5 + 4 + 2
4 + 4 + 2 + 1
4 + 3 + 2 + 1 + 1


(1, 2) 4


6 + 3 + 2
5 + 3 + 2 + 1
5 + 2 + 2 + 1 + 1
4 + 3 + 2 + 2


(3, 1) 4
{
6 + 4 + 1
5 + 4 + 1 + 1
}
(2, 3) 2
{
7 + 3 + 1
6 + 3 + 1 + 1
}
(4, 2) 2
{
8 + 2 + 1
7 + 2 + 1 + 1
}
(6, 1) 2
{
6 + 5
}
(1, 5) 1{
7 + 4
}
(3, 4) 1{
8 + 3
}
(5, 3) 1{
9 + 2
}
(7, 2) 1{
10 + 1
}
(9, 1) 1
Partitions in Q (l1, l2) ♯

8 + 2 + 1
7 + 2 + 2
5 + 5 + 1
5 + 4 + 2


(1, 2) 4


8 + 1 + 1 + 1
7 + 2 + 1 + 1
5 + 4 + 1 + 1
4 + 4 + 2 + 1


(3, 1) 4
{
5 + 2 + 2 + 1 + 1
4 + 2 + 2 + 2 + 1
}
(2, 3) 2
{
5 + 2 + 1 + 1 + 1 + 1
4 + 2 + 2 + 1 + 1 + 1
}
(4, 2) 2
{
5 + 1 + 1 + 1 + 1 + 1 + 1
4 + 2 + 1 + 1 + 1 + 1 + 1
}
(6, 1) 2
{
2 + 2 + 2 + 2 + 2 + 1
}
(1, 5) 1{
2 + 2 + 2 + 2 + 1 + 1 + 1
}
(3, 4) 1{
2 + 2 + 2 + 1 + 1 + 1 + 1 + 1
}
(5, 3) 1{
2 + 2 + 1 + 1 + 1 + 1 + 1 + 1 + 1
}
(7, 2) 1{
2 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1
}
(9, 1) 1
Partitions in P (Σ1,Σ2,Σ3)♯

4 + 3 + 2 + 1
3 + 3 + 2 + 1 + 1
3 + 2 + 2 + 1 + 1 + 1

 (1, 1, 1) 3
{
5 + 3 + 1 + 1
4 + 3 + 1 + 1 + 1
}
(2, 2, 0) 2
{
5 + 2 + 2 + 1
4 + 2 + 2 + 1 + 1
}
(3, 0, 1) 2
{
6 + 2 + 1 + 1
5 + 2 + 1 + 1 + 1
}
(4, 1, 0) 2
Partitions in Q (l1, l2, l3) ♯

5 + 3 + 2
6 + 3 + 1
7 + 2 + 1

 (1, 1, 1) 3
{
5 + 2 + 2 + 1
6 + 2 + 1 + 1
}
(2, 2, 0) 2
{
5 + 3 + 1 + 1
7 + 1 + 1 + 1
}
(3, 0, 1) 2
{
5 + 2 + 1 + 1 + 1
6 + 1 + 1 + 1 + 1
}
(4, 1, 0) 2
{
4 + 4 + 2
}
(0, 2, 2)1{
4 + 3 + 3
}
(1, 0, 3) 1{
5 + 4 + 1
}
(1, 3, 1) 1{
5 + 3 + 2
}
(2, 1, 2) 1{
6 + 4
}
(2, 4, 0) 1{
6 + 3 + 1
}
(3, 2, 1) 1{
6 + 2 + 2
}
(4, 0, 2) 1{
7 + 3
}
(4, 3, 0) 1{
7 + 2 + 1
}
(5, 1, 1) 1{
8 + 2
}
(6, 2, 0) 1{
8 + 1 + 1
}
(7, 0, 1) 1{
9 + 1
}
(8, 1, 0) 1
{
3 + 3 + 2 + 2
}
(0, 2, 2) 1{
3 + 3 + 3 + 1
}
(1, 0, 3) 1{
3 + 2 + 2 + 2 + 1
}
(1, 3, 1) 1{
3 + 3 + 2 + 1 + 1
}
(2, 1, 2) 1{
2 + 2 + 2 + 2 + 1 + 1
}
(2, 4, 0) 1{
3 + 2 + 2 + 1 + 1 + 1
}
(3, 2, 1) 1{
3 + 3 + 1 + 1 + 1 + 1
}
(4, 0, 2) 1{
2 + 2 + 2 + 1 + 1 + 1 + 1
}
(4, 3, 0) 1{
3 + 2 + 1 + 1 + 1 + 1 + 1
}
(5, 1, 1) 1{
2 + 2 + 1 + 1 + 1 + 1 + 1 + 1
}
(6, 2, 0) 1{
3 + 1 + 1 + 1 + 1 + 1 + 1 + 1
}
(7, 0, 1) 1{
2 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1
}
(8, 1, 0) 1
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3. Main results and proofs
In this section, we prove our conjecture is true for two family partitions classes, which is the main
results of this paper.
Theorem 3.1. The conjecture is true if m = 3 and the type of partitions is (Σ, 2) or (2,Σ). Σ can
be any positive integer.
Theorem 3.2. For any m ≥ 3, the conjecture is true if the type (Σ1,Σ2, . . . ,Σm−1) satisfies the
conditions:
• one Σ is 1,
• another Σ can be any positive integer,
• other m − 3 Σ are zero. Hence if m = 4, Σ > 0, this means that the conjecture is true for the
following types:
(Σ, 1, 0), (Σ, 0, 1), (0,Σ, 1), (1,Σ, 0), (1, 0,Σ), (0, 1,Σ).
In fact, for small m and Σi ≤ 2, we proved this conjecture is true, since the method for proving
them is the same as that is used to prove Theorem 3.1 and Theorem 3.2 but with less complication, so
we omit these parts. We should note that for general n, most of partitions belong to P have the types
appearing in Theorem 3.1 and Theorem 3.2. For example, for n = 16, the number of the partitions
belong to P is 89, 19 of them have pure types, 56 of them have the types appearing in Theorem 3.1
and Theorem 3.2, only 14 of them have other mixed types.
Our method for proving Theorem 3.1 and Theorem 3.2 is the comparison of the generating functions
for partitions appearing in both sides of the conjecture and verifying both of them satisfying the same
recurrences.
Lemma 3.3. Let m ≥ 2, 1 ≤ i ≤ m− 1. Let Qi be the set of partitions with all parts are congruent
to i modulo m, Let fQi(z, q) be the generating function for Qi, bi(l;n) be the number of partitions of
n with l parts and all parts ≡ i (mod m). Let fQ(z1, z2, . . . , zm−1, q) be the generating function of Q,
and b(l1, l2, . . . , lm−1;n) be the number of partitions of n with length type (l1, l2, . . . , lm−1). That is
fQi(z, q) =
∑
λ∈Qi
zl(λ)q|λ| =
∑
l≥0,n≥0
bi(l;n)z
lqn, l(λ) = length of λ,
and
fQ(z1, z2, . . . , zm−1, q) =
∑
λ∈Q
z
l1(λ)
1 z
l2(λ)
2 . . . z
lm−1(λ)
m−1 q
|λ| =
∑
li,n≥0
b(l1, l2, . . . , lm−1;n)z
l1
1 z
l2
2 . . . z
lm−1
m−1 q
n.
Then the generating function of Q satisfies
fQ(z1, z2, . . . , zm−1, q) =
m−1∏
i=1
fQi(zi, q).
Equivalently,
b(l1, l2, . . . , lm−1;n) =
∑
ni≥0,n1+...nm−1=n
b1(l1;n1)b2(l2;n2) . . . bm−1(lm−1;nm−1).
Proof. This is an application of basic counting principle. In order to construct a partition of n with
length type (l1, l2, . . . , lm−1), we firstly decomposition n into m− 1 positive integers n1, n2, . . . , nm−1,
for each ni, choose a partition of ni with all parts ≡ i (mod m) and li parts. Put all parts of these
m-1 partitions together, we get a partition of n with length type (l1, l2, . . . , lm−1). When considering
all partitions of ni with the given conditions and all possible decompositions of n, we get all partitions
of n with given the length type (l1, l2, . . . , lm−1).
From this lemma and the facts that the function
q2i
(1− q3)(1− q6)
(i = 1, 2)
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generates all partitions with exactly two parts and each part ≡ i (mod 3) and q
j
1−qm (1 ≤ j ≤ m− 1)
generates all partitions consisting only one part and this part is congruent to j modulo m, we get the
following results:
∑
l,n≥0
b(l, 2;n)zlqn =

∑
l,n≥0
b(l, 0;n)zlqn

 q4
(1 − q3)(1 − q6)
,(3.1)
∑
l,n≥0
b(2, l;n)zlqn =

∑
l,n≥0
b(0, l;n)zlqn

 q2
(1 − q3)(1 − q6)
,(3.2)
∑
l,n≥0
b˜i;j(l;n)z
lqn =

∑
l,n≥0
b(0, . . . , 0, l, 0, . . . , 0;n)zlqn

 qj
1− qm
.(3.3)
Where 1 ≤ j ≤ m− 1, j 66= i and b˜i;j(l;n) = b(0, 0, . . . , 0, l, 0, . . . , 0, 1, 0, . . . , 0;n), which is the number
of partitions of n with exactly l parts ≡ i (mod m) and one part ≡ j (mod m).
Now we prove Theorem 3.1 and Theorem 3.2.
Proof of Theorem 3.1.
We prove Theorem 3.1 for the type (Σ, 2), and the proof for the case of the type (2,Σ) is similar.
Let a(Σ1,Σ2;n) denote the number of partitions of n with the alternating sum type (Σ1,Σ2). Theorem
3.1 is equivalent to the claim: for any Σ ≥ 0, a(Σ, 2;n) = b(Σ, 2;n). Since a(Σ, 0;n) = b(Σ, 0;n), the
conjecture for the pure type (Σ, 0) , now is Theorem 1.1. So it is only to prove the generating function
of a(Σ, 2;n) satisfies the following identity by comparing with the identity (3.1):
∑
Σ,n≥0
a(Σ, 2;n)zΣqn =

 ∑
Σ,n≥0
a(Σ, 0;n)zΣqn

 q4
(1 − q3)(1− q6)
.(3.4)
Let λ be a partition with parts repeated times ≤ 2 and the alternating sum type (Σ, 2). The basic
units in λ have two cases:
• Case A. The basic units consist in forms:
λ1 > λ2 = λ3 and two forms λ
′
1 ≥ λ
′
2
1
> λ′3.
Where λ′2
1
> λ′3 means λ
′
2 − λ
′
3 = 1. Here is an example with four basic units:
10 > 8 = 8 > 7 = 7 > 6 = 6 > 5 = 5 > 2 > 2 > 1,
the first unit and third unit are the form λ1 > λ2 = λ3, the second unit and fourth unit (with blue
colour) are the form λ′1 ≥ λ
′
2
1
> λ′3.
• Case B. The basic units consist in forms:
λ1 > λ2 = λ3 and one form λ
′
1 ≥ λ
′
2
2
> λ′3.
Where λ′2
2
> λ′3 means λ
′
2− λ
′
3 = 2. We give an example for this case, 8 > 7 = 7 > 6 > 4 = 4 > 3 > 2,
where the first unit is λ1 = 8, λ2 = λ3 = 7, the second unit is λ4 = 6, λ5 = λ6 = 4, and the third unit
is λ7 = 3, λ8 = 2, λ9 = 0.
We call the types λ′1 ≥ λ
′
2
2
> λ′3 and λ
′
1 ≥ λ
′
2
1
> λ′3 to be special units.
We firstly consider Case A.
Lemma 3.4. The generating function for the number of partitions of fixed length 3n + 3 with al-
ternating sum type (Σ, 2) and belonging to the Case A is the sum of the following n terms, where
n ≥ 1.
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
(
n−1∑
k=1
(
1
z2q3k+1
+
1− q3k
zq3k
)
(n ≥ 2) +
(
q2
z2
+
q3(1 − q3n)
z
)
(n ≥ 1)
)
,(0)
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(1)
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
(
n−2∑
k=1
1
z2q6k+4
(n ≥ 3) +
1
z2q3n−5
(n ≥ 2)
)
,
(2)
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
(
n−3∑
k=1
1
z2q6k+7
(n ≥ 4) +
1
z2q3n−8
(n ≥ 3)
)
,
. . .
(n-2)
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1

n−(n−1)∑
k=1
1
z2q6k+3n−5
+
1
z2q4

 ,
(n-1)
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
1
z2q
.
Here we write them as a list so that we can easily see how each term of them corresponds to the
following analysis and the inequalities on n in brackets means the corresponding terms requiring n
satisfying this condition. Moreover we use the standard q-Pochhammer symbol notations for simplicity
defined by
(a; q)n :=
n−1∏
i=0
(1− aqi) and (a; q)∞ := lim
L→∞
(a; q)n.
But in the proof of our main results, we sometimes choose product forms instead of q-Pochhammer
symbol so that readers can easily track our transformations.
Lemma 3.5. The generating function for the number of partitions of fixed length 3n + 2 with the
alternating sum type (Σ, 2) and belonging to the Case A is the sum of the following n terms.
(0)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
(
q2
z2
+
q3(1 − q3n)
z
)
(n ≥ 1),
(1)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
z2q3n−5
(n ≥ 2),
(2)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
z2q3n−8
(n ≥ 3),
. . .
(n-2)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
z2q4
,
(n-1)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
z2q
.
Lemma 3.6. The generating function for the number of partitions of fixed length 3n+ 1 with alter-
nating sum type (Σ, 2) and belonging to the Case A is the sum of the following n− 1 terms.
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
n−1∑
k=1
(
1
z2q3k+1
+
1− q3k
zq3k
)
(n ≥ 2),(0)
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(1)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
n−2∑
k=1
1
z2q6k+4
(n ≥ 3),
(2)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
n−3∑
k=1
1
z2q6k+7
(n ≥ 4),
. . .
(n-2)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
n−(n−1)∑
k=1
1
z2q6k+3n−5
.
Proof of Lemma 3.4. Let λ be a partition of length 3n+ 3 and its basic units belonging to the Case
A. Note that λ has n+ 1 basic units, two of them are special units. We classify such partitions into
n classes by the distance of two special units. Here the distance 0 means that there is no basic unit
of the type λ1 > λ2 = λ3 between the two special units. The distance 1 means there is only one basic
unit of type λ1 > λ2 = λ3 between the two special units, etc. For example, the partition
9 > 8 = 8 > 7 = 7 > 6 > 5 > 4 = 4 > 3 > 2 > 1,
has the distance between special units (the color is blue) 1. By a partition of class d, 0 ≤ d ≤ n− 1,
it means the distance between special units is d. We consider each class as follows.
• Distance 0. Let λ be such a partition, if the two special units are not the last two basic units,
then it has the form:
λ1 > λ2 = λ3 > · · · > λ3k−5 > λ3k−4 = λ3k−3
>λ3k−2 ≥ λ3k−1
1
> λ3k > λ3k+1 ≥ λ3k+2
1
> λ3k+3
≥λ3k+4 > λ3k+5 = λ3k+6 > · · · > λ3n+1 > λ3n+2 = λ3n+3,
or the form:
λ1 > λ2 = λ3 > · · · > λ3k−5 > λ3k−4 = λ3k−3
>λ3k−2 ≥ λ3k−1
1
> λ3k = λ3k+1 > λ3k+2
1
> λ3k+3
≥λ3k+4 > λ3k+5 = λ3k+6 > · · · > λ3n+1 > λ3n+2 = λ3n+3.
Where λ3n+3 > 0 and 1 ≤ k ≤ n − 1. By considering conjugates of such partitions, the standard
partition analysis gives the generating function for the first case is
zq
1− zq
q3
1− q3
. . .
zq3k−5
1− zq3k−5
q3k−3
1− q3k−3
1
1− zq3k−2
· q3k−1 ·
q3k
1− q3k
·
1
1− zq3k+1
· q3k+2
1
1− q3k+3
·
zq3k+4
1− zq3k+4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
·
q2
z2
·
1
q3k+3
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
1
z2q3k+1
,(3.5)
and the generating function for the second case is
zq
1− zq
q3
1− q3
. . .
zq3k−5
1− zq3k−5
q3k−3
1− q3k−3
1
1− zq3k−2
· q3k−1
·
zq3k+1
1− zq3k+1
· q3k+2
1
1− q3k+3
·
zq3k+4
1− zq3k+4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
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=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
·
q3(1− q3k)
z
·
1
q3k+3
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
1− q3k
zq3k
.(3.6)
If the special units are the last two basic units, then it has the form:
λ1 > λ2 = λ3 > · · · > λ3n−5 > λ3n−4 = λ3n−3
>λ3n−2 ≥ λ3n−1
1
> λ3n > λ3n+1 ≥ λ3n+2
1
> λ3n+3, (λ3n+3 > 0),
or the form:
λ1 > λ2 = λ3 > · · · > λ3n−5 > λ3n−4 = λ3n−3
>λ3n−2 ≥ λ3n−1
1
> λ3n = λ3n+1 > λ3n+2
1
> λ3n+3, (λ3n+3 > 0).
By considering conjugates of such partitions, the standard partition analysis gives the generating
function for the first case is
zq
1− zq
q3
1− q3
. . .
zq3n−5
1− zq3n−5
q3n−3
1− q3n−3
1
1− zq3n−2
·q3n−1 ·
q3n
1− q3n
·
1
1− zq3n+1
· q3n+2
q3n+3
1− q3n+3
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
·
q2
z2
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
q2
z2
.(3.7)
And the generating function for the second case is
zq
1− zq
q3
1− q3
. . .
zq3n−5
1− zq3n−5
q3n−3
1− q3n−3
1
1− zq3n−2
· q3n−1 ·
zq3n+1
1− zq3n+1
· q3n+2
q3n+3
1− q3n+3
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
·
q3(1− q3n)
z
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
q3(1 − q3n)
z
.(3.8)
Add up (3.5) and (3.6), summing k from 1 to n− 1 and then add them to (3.7) and (3.8), the sum
is
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
(
n−1∑
k=1
(
1
z2q3k+1
+
1− q3k
zq3k
)
+
(
q2
z2
+
q3(1 − q3n)
z
))
,
which is the term (0) in Lemma 3.4. When special units are not the last basic unit, such a partition
has at least three basic units, hence in the term
n−1∑
k=1
(
1
z2q3k+1
+
1− q3k
zq3k
)
,
n should satisfy n ≥ 2. The term
q2
z2
+
q3(1 − q3n)
z
corresponds to the special units being the last two basic units, it implies λ has at least two basic units,
hence n ≥ 1. In the following cases, we have similar analysis on inequalities involving n.
• Distance 1. In this case, the two special units must appear in the following form:
λ3k−2 ≥ λ3k−1
1
> λ3k ≥ λ3k+1 > λ3k+2 = λ3k+3 > λ3k+4 ≥ λ3k+5
1
> λ3k+6,
if any special unit does not appear as the last basic unit, hence k can take from 1 to n−2, or the form
λ3n−5 ≥ λ3n−4
1
> λ3n−3 ≥ λ3n−2 > λ3n−1 = λ3n > λ3n+1 ≥ λ3n+2
1
> λ3n+3.
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if one special unit is exactly the last basic unit. The generating function for the former is
zq
1− zq
q3
1− q3
. . .
zq3k−5
1− zq3k−5
q3k−3
1− q3k−3
1
1− zq3k−2
· q3k−1 ·
1
1− q3k
·
zq3k+1
1− zq3k+1
·
q3k+3
1− q3k+3
1
1− zq3k+4
· q3k+5 ·
1
1− q3k+6
·
zq3k+7
1− zq3k+7
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
·
1
z2q6k+4
(n ≥ 3)
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
1
z2q6k+4
, (n ≥ 3),(3.9)
and for the later is
zq
1− zq
q3
1− q3
. . .
zq3n−7
1− zq3n−7
q3n−6
1− q3n−6
1
1− zq3n−5
· q3n−4 ·
1
1− q3n−3
·
zq3n−2
1− zq3n−2
·
q3n
1− q3n
·
1
1− zq3n+1
· q3n+2 ·
q3n+3
1− q3n+3
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
·
1
z2q3n−5
(n ≥ 2)
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
1
z2q3n−5
, (n ≥ 2).(3.10)
Sum (3.9) for k from 1 to n− 2 and then add it to (3.10), we get the term
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
(
n−2∑
k=1
1
z2q6k+4
(n ≥ 3) +
1
z2q3n−5
(n ≥ 2)
)
,
which is the term (1) in Lemma 3.4.
• Distance d satisfies 2 ≤ d ≤ n− 2. The two special units must appear in the form:
λ3k−2 ≥ λ3k−1
1
> λ3k ≥ λ3k+1 > λ3k+2 = λ3k+3 > · · · = λ3k+3d > λ3k+3d+1 ≥ λ3k+3d+2
1
> λ3k+3d+3,
corresponding to the last special unit being not the last basic unit, hence k can take from 1 to n−d−1
for fixed d, or in the form
λ3n−3d−2 ≥ λ3n−3d−1
1
> λ3n−3d ≥ λ3n−3d+1 > · · · > λ3n+1 ≥ λ3n+2
1
> λ3n+3,
corresponding to one special unit exactly being the last basic unit. The generating function for the
former is
zq
1− zq
q3
1− q3
. . .
zq3k−5
1− zq3k−5
q3k−3
1− q3k−3
1
1− zq3k−2
· q3k−1 ·
1
1− q3k
·
zq3k+1
1− zq3k+1
. . .
zq3k+3d−2
1− q3k+3d−2
q3k+3d
1− q3k+3d
1
1− zq3k+3d+1
· q3k+3d+2 ·
1
1− q3k+3d+3
·
zq3k+3d+4
1− zq3k+3d+4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
·
1
z2q6k+3d+1
(2 ≤ d ≤ n− 2, 1 ≤ k ≤ n− d− 1)
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
1
z2q6k+3d+1
, (2 ≤ d ≤ n− 2, 1 ≤ k ≤ n− d− 1).
(3.11)
And for the later is
zq
1− zq
q3
1− q3
. . .
q3n−3d−3
1− q3n−3d−3
1
1− zq3n−3d−2
· q3n−3d−1 ·
1
1− q3n−3d
·
zq3n−3d+1
1− zq3n−3d+1
. . .
q3n
1− q3n
·
1
1− zq3n+1
· q3n+2 ·
q3n+3
1− q3n+3
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=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
·
1
z2q3n−3d−2
(2 ≤ d ≤ n− 1)
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
1
z2q3n−3d−2
. (2 ≤ d ≤ n− 1)(3.12)
For each 2 ≤ d ≤ n − 2, sum (3.11) for k from 1 to n − d − 1 and then add up the term in (3.12)
corresponding to d, we get the term (d) in Lemma 3.4.
• Distance n − 1. This is the last case of Lemma 3.4, it corresponds to the distance n − 2 being
maximal. Hence one special unit is the first unit and another special unit is the last basic unit. λ has
the form:
λ1 ≥ λ2
1
> λ3 ≥ λ4 > · · · > λ3n+1 ≥ λ3n+2
1
> λ3n+3.
The generating function is
1
1− zq
· q2
1
1− q3
zq4
1− zq4
> · · · >
q3n
1− q3n
1
1− zq3n+1
· q3n+2 ·
q3n+3
1− q3n+3
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
·
1
z2q
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
1
z2q
.
Which is the term (n-1) in Lemma 3.4. We complete the proof of Lemma 3.4.
Proof of Lemma 3.5.
The analysis above holds for the case of λ has length 3n+2, except that in each case (0 ≤ d ≤ n−1,
d = distance), one special unit must be the last unit and λ3n+2 = 1 .
We use the case of distance 0 to illustrate them. λ has the form:
λ1 > λ2 = λ3 > · · · > λ3n−2 ≥ λ3n−1
1
> λ3n > λ3n+1 ≥ λ3n+2, (λ3n+2 = 1),
or the form:
λ1 > λ2 = λ3 > · · · > λ3n−2 ≥ λ3n−1
1
> λ3n = λ3n+1 > λ3n+2, (λ3n+2 = 1).
The generating function for the former is
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
q3n−1
q3n
1− q3n
1
1− zq3n+1
q3n+2
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q2
z2
=
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
q2
z2
.(3.13)
The generating function for the later is
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
q3n−1
zq3n+1
1− zq3n+1
q3n+2
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3(1− q3n)
z
=
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
q3(1 − q3n)
z
.(3.14)
Add up (3.13) and (3.14), we get the term (0) in Lemma 3.5. Such a partition has at least two basic
units, hence n ≥ 1. By the similar analysis in Lemma (3.4), we find that for the cases of distance from
1 to n − 1, partitions with length 3n + 2 and one special unit is the last unit can be obtained from
partitions with length 3n+3 and one special unit is the last basic unit by omitting the part λ3n+3 and
letting λ3n+2 = 1. Therefore, in each case, the generating function for partitions with length 3n+ 2
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and one special unit being the last basic unit is the same as that of the partitions of length 3n + 3
with one special unit being the last basic unit except without the factor
q3n+3
1− q3n+3
.
They correspond to the terms (1) to (n-1) in Lemma 3.5.
We complete the proof of Lemma 3.5.
Proof of Lemma 3.6.
Since such a partition has length 3n + 1, hence the last basic unit can not be a special unit.
Therefore, the range of distance between two special units is from 1 to n − 2. As the analysis of
the partitions with length 3n + 3, we find in each case (distance from 0 to n − 2), partitions with
length 3n + 1 and the last basic unit is not a special unit can be obtained from the partitions with
length 3n+ 3 and the last basic unit being not a special unit by omitting the parts λ3n+3 and λ3n+2.
Therefore, the generating function, for each 0 ≤ d ≤ n− 2, for partitions of length 3n+1 and the last
basic unit being not a special unit can be obtained from the generating function for partitions with
length 3n+ 3 and the last basic unit being not a special unit by omitting the factor
q3n+3
1− q3n+3
.
These correspond to the terms (0) to (n-2) in Lemma 3.6.
We complete the proof of Lemma 3.6.
We next consider the Case B.
Lemma 3.7. The generating function for the number of partitions with the given length and alter-
nating sum types (Σ, 2) and belonging to Case B is the the following 4 terms.
(1)
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
n
z
(n ≥ 1), for length 3n+ 3,
(2)
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
q3n+3
z
(n ≥ 0), for length 3n+ 3,
(3)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
n
z
(n ≥ 1), for length 3n+ 1,
(4)
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
q3n+3
z
(n ≥ 0), for length 3n+ 2.
Proof of Lemma 3.7.
In Case B, each partition has only one special unit. We still consider three partitions classes by
their length 3n+ 3, 3n + 2 and 3n + 1, where n ≥ 0. In each class, the special unit can be the last
basic unit or not.
• Length 3n+ 3. λ has the form:
λ1 > λ2 = λ3 > . . . λ3k−3 > λ3k−2 ≥ λ3k−1
2
> λ3k ≥ λ3k+1 > · · · > λ3n+3, (1 ≤ k ≤ n)
or the form:
λ1 > λ2 = λ3 > . . . λ3n > λ3n+1 ≥ λ3n+2
2
> λ3n+3, (n ≥ 0).
The generating function for the former is
zq
1− zq
q3
1− q3
. . .
q3k−3
1− q3k−3
1
zq3k−2
q6k−2
1
1− q3k
zq3k+1
1− zq3k+1
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
,
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
1
z
(1 ≤ k ≤ n)
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=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
1
z
.
The special unit can be any kth basic unit, 1 ≤ k ≤ n, so we get the term (1) in Lemma 3.7 by adding
them. The generating function for the later is
zq
1− zq
q3
1− q3
. . .
q3n
1− q3n
1
zq3n+1
q6n+4
q3n+3
1− q3n+3
,
=
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
q3n+3
1− q3n+3
q3n+3
z
(n ≥ 0)
=
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
q3n+3
z
.
We get the term (2) in lemma 3.7.
• Length 3n+ 2. Special unit in λ must be the last basic unit. We note that such partitions can
be obtained from partitions belonging to the Case B with length 3n+ 3 and the special unit being
the last basic unit by omitting the part λ3n+3 and Letting λ3n+2 = 2. Hence the generating function
for partitions belong to the Case B with length 3n+ 2 and the special unit being the last basic unit
can be obtained from the generating function for partitions belong to Case B with length 3n+3 and
the special is the last basic unit by omitting the factor
q3n+3
1− q3n+3
.
So we get the term (4) in Lemma 3.7.
• Length 3n+1. In this case, the special unit can not be the last basic unit. As the analysis above,
we find that such partitions can be obtained from partitions belonging to the Case B with length
3n + 3 and the special unit being not the last basic unit by omitting the part λ3n+3 and the part
λ3n+2. Hence the generating function for partitions belong to the Case B with length 3n+1 and the
special unit being not the last basic unit can be obtained from the generating function for partitions
belong to Case B with length 3n + 3 and the special being not the last basic unit by omitting the
factor
q3n+3
1− q3n+3
.
It corresponds the term (3) in Lemma 3.7.
We complete the proof of Lemma 3.7.
Now the generating function for a(Σ, 2;n) will be the sums of all terms in Lemma 3.4, Lemma 3.5,
Lemma 3.6 and Lemma 3.7 involving 3n+3, 3n+2, and 3n+1, and finally sums them on n over the
ranges indicating in these lemmas. We firstly compute the sum of terms only involving 1
z
. It is
∑
n≥1
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
n
z
+
∑
n≥1
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
n
z
+
∑
n≥0
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
q3n+3
z
+
∑
n≥0
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
q3n+3
z
+
∑
n≥2
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
n−1∑
k=1
1− q3k
zq3k
+
∑
n≥1
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
q3(1− q3n)
z
+
∑
n≥1
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
q3(1− q3n)
z
+
∑
n≥2
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
n−1∑
k=1
1− q3k
zq3k
=
∑
terms(n ≥ 2) + terms (n = 1) + terms (n = 0).
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After using the identity
∑
n≥2
zn+1q3n
2+7n+4
(zq; q3)n+1(q3; q3)n+1
A+
∑
n≥2
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
A =
∑
n≥2
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
A,
we have∑
terms(n ≥ 2)
=
∑
n≥2
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
n
z
+
∑
n≥2
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
q3n+3
z
+
∑
n≥2
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
q3(1− q3n)
z
+
∑
n≥2
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
n−1∑
k=1
1− q3k
zq3k
=
∑
n≥2
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
(
n
z
+
q3(1− q3n)
z
+
q3n+3
z
+
n−1∑
k=1
1− q3k
zq3k
)
=
∑
n≥2
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
q3n
1− q3n
1
1− zq3n+1(
nq3n+1
1− q3n+3
+
q3n+4(1 − q3n)
1− q3n+3
+
q6n+4
1− q3n+3
+
q4(1− q3n−3)
(1 − q3n+3)(1 − q3)
+
(1− n)q3n+1
1− q3n+3
)
=

∑
n≥2
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
q3n
1− q3n
1
1− zq3n+1

 q4
1− q3
.
And
terms(n = 0) + terms(n = 1)
=
1
1− zq
q4
1− q3
+
zq
1− zq
q3
1− q3
1
1− zq4
(
q10
1− q6
+
q4
1− q6
)
+
zq
1− zq
q3
1− q3
zq4
1− zq4
1
1− q6
q3(1 − q3)
z
=
1
1− zq
q4
1− q3
+
zq
1− zq
q3
1− q3
1
1− zq4
q4
1− q3
.
Combine it with the last equality above, we get the sum only involving 1
z
is
(3.15)

∑
n≥0
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
q3n
1− q3n
1
1− zq3n+1

 q4
1− q3
.
Now we compute the sum involving 1
z2
in Lemma 3.4 lemma 3.5 and Lemma 3.6. After using the
identity (
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
q3n+3
1− q3n+3
)
A+
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
)
A
=
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
)
A.
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We find there are four sums involving 1
z2
, three sums of them are
∑
n≥1
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
)
q2
z2
,(3.16)
∑
n≥2
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
)
n−1∑
k=1
1
z2q3k+1
,(3.17)
∑
n≥2
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
)
1
z2
(
1
q
+
1
q4
. . .
1
q3n−5
)
(3.18)
and the fourth is the sum of the following n− 2 terms:
∑
n≥3
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
)
n−2∑
k=1
1
z2q6k+4
(3.19)
+
∑
n≥4
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
)
n−3∑
k=1
1
z2q6k+7
(3.20)
+
∑
n≥5
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
)
n−4∑
k=1
1
z2q6k+10
(3.21)
+ . . .
+
∑
n≥3
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
)
n−(n−1)∑
k=1
1
z2q6k+3n−5
(3.22)
Where the last term (3.22) corresponds to the case that the distance between two special units is n−2
and the last unit is not a special unit, there is only one case, corresponding to k = 1, hence n > 2. So
the range for sum is n ≥ 3 in (3.22). Note that the case of the distance zero already appears in (3.19)
(the term of k = n− 2). Now,
The first sum =
∑
n≥1
(
zn+1q3n
2+4n+1
(zq; q3)n+1(q3; q3)n
1
1− q3n+3
)
q2
z2
=
(
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
1
1− q3n+3
)
q2
z2
=
(
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n−2
1− zq3n−2
q3n
1− q3n
zq3n+1
1− zq3n+1
1
1− q3n+3
)
q2
z2
=
∑
n≥1
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
)
q3n−2
1
·
q3n
1− q3n
·
1
1− zq3n+1
·
q3n+1
1− q3n+3
·
q2
1
=
∑
n≥1
(
zq
1− zq
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q3n−2
1
·
q3n
1− q3n
· (1 + zq3n+1 + . . . ) ·
q3n+1
1− q3n+3
·
q2
1
=
∑
n≥1
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
)
q3n−2
1
·
q3n
1− q3n
· 1 ·
q3n+1
1− q3n+3
·
q2
1
+
∑
n≥1
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
)
q3n−2
1
·
q3n
1− q3n
·
zq3n+1
1− zq3n+1
·
q3n+1
1− q3n+3
·
q2
1
=
∑
n≥1
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
)
q3n−2
1
·
q3n
1− q3n
· 1 ·
q3n+1
1− q3n+3
·
q2
1
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+
∑
n≥1
(
zq
1− zq
q3
1− q3
. . .
q3n
1− q3n
1
1− zq3n+1
)
q3n+1
1
·
q3n+1
1− q3n+3
·
q2
1
=
∑
n≥1
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
)
q9n+1
(1− q3n)(1− q3n+3)
+
∑
n≥1
(
zq
1− zq
q3
1− q3
. . .
q3n
1− q3n
1
1− zq3n+1
)
q6n+4
1− q3n+3
.
The second sum =
∑
n≥2
(
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
1
1− q3n+3
) n−1∑
k=1
1
z2q3k+1
=
∑
n≥2
(
zq
1− zq
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
)
q3n−2
1
·
q3n
1− q3n
·
1
1− zq3n+1
·
q3n+1
1− q3n+3
·
n−1∑
k=1
1
q3k+1
=
∑
n≥2
A1
q3n−2
1
·
q3n
1− q3n
· (1 + zq3n+1 + . . . ) ·
q3n+1
1− q3n+3
·
n−1∑
k=1
1
q3k+1
=
∑
n≥2
A1
q3n−2
1
·
q3n
1− q3n
· 1 ·
q3n+1
1− q3n+3
·
(
1
q4
+
1
q7
+ · · ·+
1
q3n−2
)
+
∑
n≥2
A1
q3n−2
1
·
q3n
1− q3n
·
zq3n+1
1− zq3n+1
·
q3n+1
1− q3n+3
·
(
1
q4
+
1
q7
+ · · ·+
1
q3n−2
)
=
∑
n≥2
A1
1
(1− q3n)(1− q3n+3)
·
(
q6n+1 + q6n+4 + · · ·+ q9n−5
)
+
∑
n≥2
A2
1
1− q3n+3
·
(
q3n+4 + q3n+7 + · · ·+ q6n−2
)
=
∑
n≥2
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q6n+1(1− q3n−3)
(1 − q3n)(1 − q3n+3)(1 − q3)
+
∑
n≥2
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q3n+4(1 − q3n−3)
(1 − q3n+3)(1 − q3)
.
where A1 =
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
, A2 =
zq
1− zq
q3
1− q3
. . .
q3n
1− q3n
1
1− zq3n+1
.
The third sum
=
∑
n≥2
(
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
1
1− q3n+3
)
1
z2
(
1
q
+
1
q4
+ · · ·+
1
q3n−5
)
=
∑
n≥2
(
zq
1− zq
. . .
1
1− zq3n−2
)
q3n−2
1
·
q3n
1− q3n
·
1
1− zq3n+1
·
q3n+1
1− q3n+3
·
(
1
q
+
1
q4
+ · · ·+
1
q3n−5
)
=
∑
n≥2
A1
q3n−2
1
·
q3n
1− q3n
· (1 + zq3n+1 + . . . ) ·
q3n+1
1− q3n+3
·
(
1
q
+
1
q4
+ · · ·+
1
q3n−5
)
=
∑
n≥2
A1
q3n−2
1
·
q3n
1− q3n
· 1 ·
q3n+1
1− q3n+3
·
(
1
q
+
1
q4
+ · · ·+
1
q3n−5
)
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+
∑
n≥2
A1
q3n−2
1
·
q3n
1− q3n
·
zq3n+1
1− zq3n+1
·
q3n+1
1− q3n+3
·
(
1
q
+
1
q4
+ · · ·+
1
q3n−5
)
=
∑
n≥2
A1
1
(1− q3n)(1 − q3n+3)
·
(
q6n+4 + q6n+4 + · · ·+ q9n−2
)
+
∑
n≥2
A2
1
1− q3n+3
·
(
q3n+7 + q3n+7 + · · ·+ q6n+1
)
=
∑
n≥2
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q6n+4(1 − q3n−3)
(1 − q3n)(1− q3n+3)(1− q3)
+
∑
n≥2
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q3n+7(1 − q3n−3)
(1− q3n+3)(1− q3)
.
where A1 =
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
, A2 =
zq
1− zq
q3
1− q3
. . .
q3n
1− q3n
1
1− zq3n+1
.
Before computing the fourth sum, we first compute the dth term in the fourth sum:
The dth term
=
∑
n≥d+2
(
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
zq3n+1
1− zq3n+1
1
1− q3n+3
) n−d−1∑
k=1
1
z2
1
q6k+3d+1
=
∑
n≥d+2
(
zq
1− zq
. . .
1
1− zq3n−2
)
q3n−2
1
·
q3n
1− q3n
·
1
1− zq3n+1
·
q3n+1
1− q3n+3
·
n−d−1∑
k=1
1
q6k+3d+1
=
∑
n≥d+2
A1
q3n−2
1
·
q3n
1− q3n
· (1 + zq3n+1 + . . . ) ·
q3n+1
1− q3n+3
·
n−d−1∑
k=1
1
q6k+3d+1
=
∑
n≥d+2
A1
q3n−2
1
·
q3n
1− q3n
· 1 ·
q3n+1
1− q3n+3
·
n−d−1∑
k=1
1
q6k+3d+1
+
∑
n≥d+2
A1
q3n−2
1
·
q3n
1− q3n
·
zq3n+1
1− zq3n+1
·
q3n+1
1− q3n+3
·
n−d−1∑
k=1
1
q6k+3d+1
=
∑
n≥d+2
A1
1
(1− q3n)(1 − q3n+3)
·
(
q3n+3d+4 + q3n+3d+10 + · · ·+ q9n−3d−8
)
+
∑
n≥d+2
A2
1
1− q3n+3
·
(
q3d+7 + q3d+13 + · · ·+ q6n−3d−5
)
=
∑
n≥d+2
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q3n+3d+4(1− q6n−6d−6)
(1− q3n)(1− q3n+3)(1− q6)
+
∑
n≥d+2
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q3d+7(1− q6n−6d−6)
(1− q3n+3)(1 − q6)
.
where A1 =
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
, A2 =
zq
1− zq
q3
1− q3
. . .
q3n
1− q3n
1
1− zq3n+1
.
Therefore, the fourth sum =
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
) n−2∑
d=1
q3n+3d+4(1− q6n−6d−6)
(1− q3n)(1− q3n+3)(1− q6)
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+
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
) n−2∑
d=1
q3d+7(1− q6n−6d−6)
(1− q3n+3)(1 − q6)
=
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q3n+7(1 − q3n−3)(1− q3n−6)
(1− q3n)(1− q3n+3)(1− q6)(1− q3)
+
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q10(1− q3n−3)(1− q3n−6)
(1− q3n+3)(1− q6)(1− q3)
.
Now the sum of four sums is the first sum+the second sum+ the third sum+the fourth sum indicated
above. Since in the four sums, the common range of n is n ≥ 3, so we first consider the four sums
over all n ≥ 3, and then consider terms corresponding to n = 1 and n = 2.
The first sum restrict to n ≥ 3 + the second sum restrict to n ≥ 3
+ the third sum restrict to n ≥ 3 + the fourth sum restrict to n ≥ 3
=
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q9n+1
(1− q3n)(1 − q3n+3)
+
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q6n+4
1− q3n+3
+
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q6n+1(1− q3n−3)
(1− q3n)(1 − q3n+3)(1 − q3)
+
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q3n+4(1− q3n−3)
(1− q3n+3)(1 − q3)
+
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q6n+4(1− q3n−3)
(1− q3n)(1 − q3n+3)(1 − q3)
+
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q3n+7(1− q3n−3)
(1− q3n+3)(1 − q3)
.
+
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q3n+7(1− q3n−3)(1 − q3n−6)
(1− q3n)(1 − q3n+3)(1 − q6)(1− q3)
+
∑
n≥3
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q10(1− q3n−3)(1 − q3n−6)
(1− q3n+3)(1 − q6)(1 − q3)
=
∑
n≥3
A1
(
q9n+1
(1 − q3n)(1− q3n+3)
+
q6n+1(1− q3n−3)
(1 − q3n)(1 − q3n+3)(1 − q3)
+
q6n+4(1− q3n−3)
(1− q3n)(1 − q3n+3)(1 − q3)
+
q3n+7(1− q3n−3)(1 − q3n−6)
(1− q3)(1 − q6)(1 − q3n)(1 − q3n+3)
)
+
∑
n≥3
A2
(
q6n+4
1− q3n+3
+
q3n+4(1− q3n−3)
(1− q3n+3)(1 − q3)
+
q3n+7(1− q3n−3)
(1− q3n+3)(1 − q3)
+
q10(1− q3n−3)(1− q3n−6)
(1− q3)(1 − q6)(1 − q3n+3)
)
=
∑
n≥3
A1
q3n+7
(1 − q3)(1− q6)
+
∑
n≥3
A2
q10(1− q3n)
(1− q3)(1 − q6)
.
where A1 =
zq
1− zq
q3
1− q3
. . .
q3n−3
1− q3n−3
1
1− zq3n−2
, A2 =
zq
1− zq
q3
1− q3
. . .
q3n
1− q3n
1
1− zq3n+1
.
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But ∑
n≥3
A1
q3n+7
(1− q3)(1 − q6)
=
∑
n≥2
A2
q3n+10
(1 − q3)(1− q6)
,
hence
The first sum restrict to n ≥ 3 + the second sum restrict to n ≥ 3
+ the third sum restrict to n ≥ 3 + the fourth sum restrict to n ≥ 3
=
zq
1− zq
q3
1− q3
zq4
1− zq4
q6
1− q6
1
1− zq7
q16
(1 − q3)(1− q6)
+
∑
n≥3
A2
q3n+10
(1− q3)(1− q6)
+
∑
n≥3
A2
q10(1− q3n)
(1 − q3)(1 − q6)
=
zq
1− zq
q3
1− q3
zq4
1− zq4
q6
1− q6
1
1− zq7
q16
(1 − q3)(1− q6)
+
∑
n≥3
A2
q10
(1− q3)(1 − q6)
.(3.23)
Now we consider the sum of terms n ≤ 2, their sum is
The first sum restrict to n < 3 + the second sum restrict to n < 3
+ the third sum restrict to n < 3 + the fourth sum restrict to n < 3
=
2∑
n=1
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q9n+1
(1− q3n)(1− q3n+3)
+
2∑
n=1
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q6n+4
1− q3n+3
+
2∑
n=2
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q6n+1(1− q3n−3)
(1− q3n)(1 − q3n+3)(1 − q3)
+
2∑
n=2
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q3n+4(1− q3n−3)
(1− q3n+3)(1− q3)
+
2∑
n=2
(
zq
1− zq
q3
1− q3
. . .
q3n−3
1− zq3n−3
1
1− zq3n−2
)
q6n+4(1− q3n−3)
(1− q3n)(1 − q3n+3)(1 − q3)
+
2∑
n=2
(
zq
1− zq
q3
1− q3
. . .
q3n
1− zq3n
1
1− zq3n+1
)
q3n+7(1− q3n−3)
(1− q3n+3)(1− q3)
+
zq
1− zq
q3
1− q3
zq4
1− zq4
q6
1− q6
1
1− zq7
q16
(1 − q3)(1 − q6)
(Note that last term above appears in (3.23). )
=
zq
1− zq
q10
(1− q3)(1− q6)
+
zq
1− zq
q3
1− q3
1
1− zq4
q19
(1− q6)(1− q9)
+
zq
1− zq
q3
1− q3
1
1− zq4
q10
1− q6
+
zq
1− zq
q3
1− q3
1
1− zq4
q13
(1− q6)(1 − q9)
+
zq
1− zq
q3
1− q3
1
1− zq4
q6
1− q6
1
1− zq7
q10
1− q9
+
zq
1− zq
q3
1− q3
1
1− zq4
q16
(1− q6)(1 − q9)
+
zq
1− zq
q3
1− q3
1
1− zq4
q6
1− q6
1
1− zq7
q13
1− q9
+
zq
1− zq
q3
1− q3
zq4
1− zq4
q6
1− q6
1
1− zq7
q16
(1− q3)(1− q6)
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=
(
zq
1− zq
+
zq
1− zq
q3
1− q3
1
1− zq4
+
zq
1− zq
q3
1− q3
1
1− zq4
q6
1− q6
1
1− zq7
)
q10
(1 − q3)(1 − q6)
.
(3.24)
Combine (3.23) with (3.24), we get the sum only involving 1
z2
is
(3.25)

∑
n≥0
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
q3n
1− q3n
1
1− zq3n+1

 q10
(1− q3)(1 − q6)
.
Therefore, the generating function for the partitions with repeated times ≤ 2 and alternating sum
types (Σ, 2) is∑
Σ,n≥0
a(Σ, 2;n)zΣqn = the sums involving
1
z
+ the sums involving
1
z2
= (3.15) + (3.25)
=

∑
n≥0
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
q3n
1− q3n
1
1− zq3n+1

 q4
(1 − q3)(1 − q6)
.
But the function ∑
n≥0
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
q3n
1− q3n
1
1− zq3n+1
is exactly the generating function of a(Σ, 0;n)! Since the general term
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
q3n
1− q3n
1
1− zq3n+1
generates all partitions with pure type (Σ, 0) with length 3n or 3n + 1: the generating function for
partitions with pure type (Σ, 0) and length 3n (by considering their conjugates) corresponds to
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
q3n
1− q3n
and the generating function for partitions with pure type (Σ, 0) and length 3n+ 1 corresponds to
zq
1− zq
q3
1− q3
zq4
1− zq4
. . .
q3n
1− q3n
(zq3n+1 + z2q6n+2 + . . . ).
Hence we proved a(Σ, 2;n) satisfies the same relation as b(Σ, 2;n).
The proof of Theorem 3.1 is completed.
Proof of Theorem 3.2.
We prove Theorem 3.2 for alternating sum types (Σ, 1, 0, . . . , 0). Proofs for other cases are similar.
A basic unit has length m consisting in two types:
λ1 ≥ λ2
1
> λ3 = · · · = λm or λ1 > λ2 = λ3 = · · · = λm.
We call the first type is a special unit. Note that there is only one special unit in each partition if its
alternating sum type is (Σ, 1, 0, . . . , 0). The alternating sum types (Σ, 1, 0, . . . , 0) above imply that
all partitions can be classified into 3 classes according to their length mn+ 1, mn+ 2 and mn +m,
n ≥ 0.
• Length mn+m. Such a partition has n + 1 basic units. If the special unit is the kth unit but
not the last basic unit, then such it has the form:
· · · > λ(k−1)m+1 ≥ λ(k−1)m+2
1
> λ(k−1)m+3 = · · · = λkm ≥ λkm+1 > . . . (1 ≤ k ≤ n)
or the form:
· · · = λnm > λnm+1 ≥ λnm+2
1
> λnm+3 = · · · = λnm+n,
if the special unit is the last basic unit.
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The generating function for the former is
zq
1− zq
qm
1− qm
zqm+1
1− zqm+1
q2m
1− q2m
. . .
q(k−1)m
1− q(k−1)m
×
1
1− zq(k−1)m+1
q(k−1)m+2
1
1− qkm
zqkm+1
1− zqkm+1
. . .
qnm+m
1− qnm+m
=
zq
1− zq
. . .
qmn+m
1− qmn+m
(
1
zq(k−1)m+1
· q(k−1)m+2 ·
1
qkm
)
=
zq
1− zq
. . .
qmn+m
1− qmn+m
1
zqkm−1
, (n ≥ 1),
and the generating function for the later is
zq
1− zq
qm
1− qm
zqm+1
1− zqm+1
q2m
1− q2m
. . .
qnm
1− qnm
1
1− zqnm+1
qnm+2
qnm+m
1− qnm+m
=
zq
1− zq
. . .
qmn+m
1− qmn+m
q
z
, (n ≥ 0).
Hence the generating function for partitions with length mn+m is
(3.26)
n∑
k=1
zq
1− zq
. . .
qmn+m
1− qmn+m
1
zqkm−1
(n ≥ 1) +
zq
1− zq
. . .
qmn+m
1− qmn+m
q
z
(n ≥ 0).
• Length mn + 2. In this case, the special unit must be the last unit. and λmn+2 = 1. The
generating function for such partitions is
zq
1− zq
. . .
qmn
1− qmn
·
1
1− zqmn+1
· qmn+2(n ≥ 0).(3.27)
• Length mn + 1. In this case, the special unit can not be the last unit, we can obtained such
partition from partitions with length mn+m and the special unit being not the last unit by omitting
the parts from λmn+2 to λmn+m. Therefore, the generating function for partitions with length nm+1
and the special unit being not the last unit can be obtained from the generating function for partitions
with length nm+m and the special unit being not the last unit by omitting the factor
qnm+m
1− qnm+m
.
It will be
(3.28)
n∑
k=1
zq
1− zq
. . .
zqmn+1
1− zqmn+1
1
zqkm−1
, (n ≥ 1).
Combining (3.26), (3.27) and (3.28) and summing them in the range n ≥ 0, we get the generating
function for a(Σ, 1, 0 . . . , 0;n). It is the sum of
∑
n≥1
(
n∑
k=1
zq
1− zq
. . .
qmn+m
1− qmn+m
1
zqkm−1
+
zq
1− zq
. . .
qmn+m
1− qmn+m
q
z
+
zq
1− zq
. . .
qmn
1− qmn
·
1
1− zqmn+1
· qmn+2 +
∑
n≥1
zq
1− zq
. . .
zqmn+1
1− zqmn+1
1
zqkm−1
)
=
∑
n≥1
zq
1− zq
. . .
zqmn+1
1− zqmn+1
(
n∑
k=1
1
zqkm−1
+
qmn+2
zqmn+1
+
qmn+m
1− qmn+m
q
z
+
qmn+m
1− qmn+m
n∑
k=1
1
zqkm−1
)
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=
∑
n≥1
zq
1− zq
. . .
zqmn+1
1− zqmn+1
(
1
1− qmn+m
n∑
k=1
1
zqkm−1
+
1
1− qmn+m
q
z
)
=
∑
n≥1
zq
1− zq
. . .
zqmn+1
1− zqmn+1
·
1
z(1− qmn+m)
·
(
n∑
k=1
1
qkm−1
+ q
)
=
∑
n≥1
zq
1− zq
. . .
1
1− zqmn+1
·
qmn+1
1− qmn+m
·
(
n∑
k=1
1
qkm−1
+ q
)
=
∑
n≥1
zq
1− zq
. . .
1
1− zqmn+1
·
1
1− qmn+m
·
(
q2 + qm+2 + · · ·+ qmn−m+2 + qmn+2
)
=
∑
n≥1
zq
1− zq
. . .
1
1− zqmn+1
·
1
1− qmn+m
· q2 ·
1− qmn+m
1− qm
=
∑
n≥1
zq
1− zq
. . .
1
1− zqmn+1
·
q2
1− qm
,
and the term corresponding to n = 0, which is
1
1− zq
· q2 +
zq
1− zq
qm
1− qm
·
q
z
=
1
1− zq
·
q2
1− qm
.
Hence, the generating function for a(Σ, 1, 0, . . . , 0;n) is∑
n≥0
zq
1− zq
. . .
1
1− zqmn+1
·
q2
1− qm
.
Comparing with (3.3) for i = 1, j = 2, it shows that Theorem 3.2 is true, since∑
n≥0
zq
1− zq
. . .
1
1− zqmn+1
generates all partitions with alternating sum types (Σ, 0, 0, . . . , 0).
The proof of Theorem 3.2 is completed.
4. q-difference equations for moduli three
Many theorems on partitions are proved by q-difference equations method. In this section, we use
this method to study our conjecture for moduli m = 3, we can get three q-difference equations related
to the generating function for partitions in P .
Let aN (Σ1,Σ2;n) denote the number of partitions of n with alternating sum types (Σ1,Σ2) and
the length N , let aN,k(Σ1,Σ2;n) denote the number of partitions of n with alternating sum types
(Σ1,Σ2) and length N and the last part λN = k, k ≥ 1. Note that aN,k(Σ1,Σ2;n) = 0 , if k > n or
n < 0, also aN,k(Σ1,Σ2;n) = 0 , if Σ1 < 0 or Σ2 < 0.
Lemma 4.1. For all Σ1 ≥ 0, Σ2 ≥ 0 and n ≥ 1,
a3N (Σ1,Σ2;n) =
∑
k≥1
a3N−1(Σ1,Σ2;n− 3Nk) +
∑
k≥1
a3N−2(Σ1,Σ2;n− 3Nk),(4.1)
a3N+1(Σ1,Σ2;n) =
∑
k≥1
a3N (Σ1 − k,Σ2;n− 3Nk − k) +
∑
k≥1
a3N−1(Σ1 − k,Σ2;n− 3Nk − k),
(4.2)
a3N+2(Σ1,Σ2;n) =
∑
k≥1
a3N+1(Σ1,Σ2 − k;n− 3Nk − 2k) +
∑
k≥1
a3N (Σ1,Σ2 − k;n− 3Nk − 2k).
(4.3)
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Proof. Let us firstly prove (4.1). The set of partitions counted by a3N (Σ1,Σ2;n) can be classified
according to the size of the last part λN and we have a3N (Σ1,Σ2;n) =
∑
k≥1 a3N,k(Σ1,Σ2;n). Let
us consider a partition counted by a3N,k(Σ1,Σ2;n), note that λ3N = k. By the condition each part
repeated at most two times, we have two cases:
• λ3N−2 ≥ λ3N−1 > λ3N .We subtract k from each part of this partition, we get a partition of length
3N − 1 and each part still repeated at most two times. Moreover, subtracting k from each part does
mot change its alternating sum type, hence we get a partition counted by a3N−1(Σ1,Σ2;n − 3Nk).
Conversely, we can add k to each part of a partition counted by a3N−1(Σ1,Σ2;n−3Nk) and next add
a new part λ3N = k, so we get a partition counted by a3N,k(Σ1,Σ2;n).
• λ3N−2 > λ3N−1 = λ3N . As before, we still subtract k from each part of this partition, however,
we get a partition of n− 3Nk with length 3N − 2 and each part repeated at most times, moreover, its
alternating sum type is still (Σ1,Σ2), hence a partition counted by a3n−2(Σ1,Σ2;n−3Nk). Conversely,
we can get a partition counted by a3N,k(Σ1,Σ2;n) by adding k to each part of a partition counted by
a3N−2(Σ1,Σ2;n− 3Nk) and taking λ3N−1 = λ3N = k.
Combine with these two cases, we have
a3N (Σ1,Σ2;n) =
∑
k≥1
a3N,k(Σ1,Σ2;n)
=
∑
k≥1
(
a3N−1(Σ1,Σ2;n− 3Nk) + a3N−2(Σ1,Σ2;n− 3Nk)
)
,
which is (4.1).
The proofs of equations (4.2) and (4.3) are similar to the proof of (4.1), except two things will
change. One is that when we subtract k from each part, the alternating sum type will change. In case
of (4.2), the length is 3N + 1, the alternating sum type will change to (Σ1 − k,Σ2), if λ3N+1 = k. In
case of (4.3), the length is 3N +2, its alternating sum type will change to (Σ1,Σ2 − k), if λ3N+2 = k.
The other change is when we subtract k from each part, the partitioned number is n− 3Nk − 3k in
case of (4.2) and the partitioned number is n− 3Nk − 2k in case of (4.3).
The proof of Lemma 4.1 is completed.
Let |x| < 1, |y| < 1 and |q| < 1, we define
A0(x, y, q) = 1,
AN (x, y, q) = 1 +
∞∑
Σ1=0
∞∑
Σ2=0
∞∑
n=1
aN (Σ1,Σ2;n)x
Σ1yΣ2qn, N ≥ 1.
The equations in Lemma 4.1 imply the following q-difference equations:
Lemma 4.2. For all N ≥ 1
A3N (x, y, q) = A3N−1(x, y, q)
q3N
1− q3N
+A3N−2(x, y, q)
q3N
1− q3N
,(4.4)
A3N+1(x, y, q) = A3N (x, y, q)
xq3N+1
1− xq3N+1
+A3N−1(x, y, q)
xq3N+1
1− xq3N+1
,(4.5)
A3N+2(x, y, q) = A3N+1(x, y, q)
yq3N+2
1− yq3N+2
+A3N (x, y, q)
yq3N+2
1− yq3N+2
.(4.6)
Let |x| < 1, |y| < 1 and |q| < 1, if we define
P0(x, y, q) = 1,
PN (x, y, q) = 1 +
N∑
i=1
∞∑
Σ1=1
∞∑
Σ2=1
∞∑
n=1
ai(Σ1,Σ2;n)x
Σ1yΣ2qn
= 1 +
N∑
i=1
Ai(x, y; q).
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Thus P (x, y; q) = limN→∞ PN (x, y; q) is the generating function for the partitions counted by
a(Σ1,Σ2;n). From Lemma (4.2), we have the following q-difference equations for PN (x, y, q).
Theorem 4.3. For N ≥ 1,
P0(x, y, q) = 1,
P1(x, y, q) =
1
1− xq
,
P2(x, y, q) =
1
(1− xq)(1 − yq2)
,
P3N (x, y, q) = P3N−1(x, y, q)
1
1− q3N
− P3N−3(x, y, q)
q3N
1− q3N
,(4.7)
P3N+1(x, y, q) = P3N (x, y, q)
1
1− xq3N+1
− P3N−2(x, y, q)
xq3N+1
1− xq3N+1
,(4.8)
P3N+2(x, y, q) = P3N+1(x, y, q)
1
1 − yq3N+2
− P3N−1(x, y, q)
yq3N+2
1− yq3N+2
.(4.9)
It is clear that the initial conditions and equations (4.7), (4.8) and (4.9) completely determine
PN (x, y, q), hence P (x, y, q).
Proof. The initial cases are easy to verify. We prove (4.7), the proofs of (4.8) and (4.9) are similar.
By using (4.4),
P3N (x, y, q)
= A0(x, y, q) +A1(x, y, q) + · · ·+A3N−2(x, y, q) +A3N−1(x, y, q) +A3N (x, y, q)
= A0(x, y, q) + · · ·+A3N−2(x, y, q) +A3N−1(x, y, q) +
(
A3N−1(x, y, q)
q3N
1− q3N
+A3N−2
q3N
1− q3N
)
= A0(x, y, q) + · · ·+A3N−3(x, y, q) + (A3N−2(x, y, q) +A3N−1(x, y, q))
1
1− q3N
= (A0(x, y, q) + · · ·+A3N−1(x, y, q))
1
1 − q3N
− (A0(x, y, q) + · · ·+A3N−3(x, y, q))
q3N
1− q3N
= P3N−1(x, y, q)
1
1 − q3N
− P3N−3(x, y, q)
q3N
1− q3N
.
Using PN (x, y, q), we can reformulate our conjecture for moduli three.
Conjecture 4.4.
lim
N→∞
PN (x, y, q) =
1
(1 − xq)(1 − yq2)
lim
N→∞
PN (x, y, q).
5. New companions to Rogers-Ramanujan-Andrews-Gordon identities under the
conjecture
Besides Euler’s partition theorem involving odd parts and different parts, Rogers-Ramanujan-
Andrews-Gordon identities are another famous partition theorem, see [4, 5, 10, 15, 24]. Recall that
the first Rogers-Ramanujan identity (partition version) says that the number of partitions n with the
condition that the difference between any two parts is at least 2 ( called Rogers-Ramanujan partitions)
is equal to the number of partitions of n such that each part congruent to 1 or 4 modulo 5. In view
our point, partitions with each pat congruent to 1 or 4 modulo 5 are exactly partitions belong to Q
with length types (l1, 0, 0, l4), (l1, l4) 6= (0, 0). Then our conjecture implies the following companion
to the first Rogers-Ramanujan identity:
Theorem 5.1. Suppose the conjecture is true, then the number of partitions of n with with the
difference between any two parts is at least 2 is equal to the number of partitions of n with parts
repeated at most 4 times and alternating sum types (Σ1, 0, 0,Σ4), where (Σ1,Σ4) 6= (0, 0).
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We give an example to illustrate this theorem. Let n = 11, the partitions of 11 with the condition
that the difference is at least 2 are
{11, 10 + 1, 9 + 2, 8 + 3, 7 + 4, 7 + 3 + 1, 6 + 4 + 1}.
And the partitions of 11 with alternating sum types (Σ1, 0, 0,Σ4) are
{3 + 2 + 2 + 2 + 2 (1, 0, 0, 0), 3 + 2 + 2 + 2 + 1 + 1 (2, 0, 0, 1), 4 + 2 + 2 + 2 + 1 (2, 0, 0, 1),
7 + 1 + 1 + 1 + 1 (6, 0, 0, 0), 5 + 2 + 2 + 2 (3, 0, 0, 2), 8 + 1 + 1 + 1 (7, 0, 0, 1), 11 (11, 0, 0, 0)} .
We list the alternating sum type following each partition. We have a similar companion on the second
Rogers-Ramanujan identity:
Theorem 5.2. Suppose the conjecture is true, then the number of partitions of n with with the
difference between any two parts is at least 2 and 1 is not a part is equal to the number of partitions
of n with parts repeated at most 4 times and alternating sum type (0,Σ2,Σ3, 0) and (Σ2,Σ3) 6= (0, 0).
We still use n = 11 to illustrate this theorem. The partitions of 11 with the condition that the
difference is at least 2 and 1 is not a part are
{11, 9 + 2, 8 + 3, 7 + 4}.
And the partitions of 11 with alternating sum types (0,Σ2,Σ3, 0) are
{3 + 3 + 3 + 1 + 1 (0, 0, 2, 0), 4 + 4 + 1 + 1 + 1 (0, 3, 0, 0), 4 + 4 + 3 (0, 1, 3, 0) 5+ 5 + 1 (0, 4, 1, 0)} .
We list the corresponding alternating sum type following each partition.
For Andrews-Gordan’s identities, we have
Theorem 5.3. Let d ≥ 1, 1 ≤ i ≤ 2d. Suppose the conjecture is true, then the number of partitions
λ1 + λ2 + λ3 + · · ·+ λr of n such that no more than i − 1 of the parts are 1 and pairs of consecutive
integers appear at most d − 1 times is equal to the number of partitions of n with parts repeated at
most 2d times and alternating sum type (Σ1,Σ2, . . . ,Σ2d−1,Σ2d) 6= (0, 0, . . . , 0) satisfying that both Σi
and Σ2d+1−i are zero.
6. Concluding remarks
In this paper, we give a conjectural generalisation of Euler’s partition theorem involving odd parts
and different parts for all moduli. We use generating functions and q-series analysis to prove the
conjecture for two family partitions. Clearly, this method can not be generalised to general cases,
it is very difficult to write out the generating functions for partitions in P . It is desirable to find
combinatorial bijections between two set of partitions appearing in the conjecture. We note simple
combinatorial arguments can not work in view of our analytic arguments. Let us consider Theorem
3.2 for n = 14, m = 3 and the alternating sum type is (3, 1). In this case, Theorem 3.2 claims the
equation:
a(3, 1; 14) = a(3, 0; 12) + a(3, 0; 9) + a(3, 0; 6) + a(3, 0; 3).
In fact, there are 7 partitions of 14 with the alternating sum type (3, 1) and they and their conjugates
are
7 + 4 + 3 ←→ 3 + 3 + 3 + 2 + 1 + 1 + 1
4 + 4 + 3 + 3 + 0 + 0 ←→ 4 + 4 + 4 + 2
5 + 4 + 3 + 2 + 0 + 0 ←→ 4 + 4 + 3 + 2 + 1
6 + 4 + 3 + 1 + 0 + 0 ←→ 4 + 3 + 3 + 2 + 1 + 1
5 + 3 + 3 + 2 + 1 + 0 ←→ 5 + 4 + 3 + 1 + 1
6 + 3 + 3 + 1 + 1 + 0 ←→ 5 + 3 + 3 + 1 + 1 + 1
5 + 3 + 2 + 2 + 1 + 1 ←→ 6 + 4 + 2 + 1 + 1.
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There are 3 partitions of 12 with the alternating sum type (3, 0) and their conjugates are
6 + 3 + 3 ←→ 3 + 3 + 3 + 1 + 1 + 1
4 + 3 + 3 + 2 + 0 + 0 ←→ 4 + 4 + 3 + 1
5 + 3 + 3 + 1 + 0 + 0 ←→ 4 + 3 + 3 + 1 + 1.
There are 2, 1, 1 partitions of 9, 6, 3 respectively with the alternating sum type (3, 0) and their conju-
gates are
5 + 2+2 ←→ 3 + 3 + 1 + 1 + 1,
4 + 2+2 + 1 + 0 + 0 ←→ 4 + 3 + 1 + 1,
4 + 1+1 ←→ 3 + 1 + 1 + 1,
3 + 0+0 ←→ 1 + 1 + 1.
It seems that each partition of 14 with the alternating sum type (3, 1) can be obtained from the
partitions of 12, 9, 6, 3 with the alternating sum type (3, 0) through the following steps:
• Step 1. Change each partition λ of 12, 9, 6, 3 into its conjugate µ,
• Step 2. Add 2 to µ, as a new part of µ, if |λ| = 12; add 5 to µ as a new part of µ, if |λ| = 9; add
8 to µ as a new part, if |λ| = 6; and add 11 to µ as a new part, if |λ| = 3. Denote µ′ for the obtained
partition in each case.
• Step 3. Change each µ′ into its conjugate.
However, we have two questions arising from this combinatorial arguments for general n. One is
some partitions of n can not be obtained in this way. For example, if you omit the part 2 from the
partition 4 + 4 + 4 + 2, you get the partition 4 + 4 + 4, which does not belong to conjugates of any
partitions of 12 with the alternating sum type (3, 0), since each conjugate of a partition of 12 with
type (3, 0) has at least 3 as its part ! Hence 4 + 4 + 4 + 2 can not be obtained by the steps above.
Second question is in Step 3, in some cases, the conjugate of µ′ may have parts repeated more than
3 times!
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