Understanding user flexibility and behavior patterns is becoming increasingly vital to the design of robust and efficient energy saving programs. Accurate prediction of consumption is a key part to this understanding. Existing prediction methods usually have high relative errors that can be larger than 30%.
historical data automatically by shrinking irrelevant coefficients to zero. This greatly improves the interpretation of order selections in autoregressive models. Second, we include one other user according to significance test to improve individual user's prediction. This aligns with the vector autoregressive (VAR) model; however, in our method the inclusion of the other user is not fixed in advance but rather selected through the proposed significance test.
The rest of the paper is organized as follows. Section I-B analyzes related work in short term load forecasting. Section II presents the autoregressive model for time series analysis. Section III introduces the formula for Lasso type estimation. Section IV proceeds with multi-user prediction.
It first deals with granger causality between pairs of users, then describes significance test for LASSO to select the most significant user to form the pair with the current user. Section V details the simulation of several prediction methods and discusses the obtained results. And finally Section VI concludes the paper and draws avenues for future work.
B. Literature review
There exists an extensive literature on short term load forcasting [5] [6] [7] . In summary, research on energy consumption prediction can be divided into three groups [7] , including simple averaging models, AI models and statistical models.
The simplest estimation is to employ moving average [8] . Such models make predictions on mean of consumption data from previous similar days, i.e., average historical loads in the past ten days or the average of the highest three out of ten most recent days. Another example from this is morning usage adjustment, which is the simple average accompanied with a morning usage adjustment of the current day [9] .
The second category includes models based on AI approaches. Techniques such as artificial neural networks, expert systems and pattern matching techniques can be beneficial to demand forecasting [10] . An overview can be found in [11] . This category yields high accuracy at the cost of complexity of the system, which may lead to overfitting. Other drawbacks include difficult parametrization and non-obvious selection of variables, which are also difficult to interpret.
The last group involves statistical methods, including regression models, probabilistic approach applied to regression models, and times series analysis such as autoregressive models.
Out of these statistical methods, regression models combine several independent features to form a linear function. In [12] , the authors build a regression tree model with weather data to predict consumption. Support vector machine is used in [13] , and probabilistic linear regression and gaussian process regression models are proposed in [14] . Another gaussian process framework for prediction mitigating the uncertainty problem is proposed recently [15] . Besides these methods, times series analysis has also been widely applied to consumption data prediction.
An overview can be found in [16] .
Another promising method is autoregressive intergrated moving average(ARIMA) model [17] .
Authors in [18] proposed a vector autoregressive model to include renewbles, prices and loads together with sparisty recovery. In addition, to extend from linearity to nonlinearity, [19] and [20] both address a mixed model combining ARIMA model to deal with the linear part and neural network with the nonlinear one.
In our work, we adopt autoregressive model in the framework of time series analysis, assuming the linearity of the underlying model, and recover the sparsity in the orders of the autoregressive model. Moreover, we resort to two significance tests, i.e., granger causality test and LASSO significance test, to include the other user into the autoregressive model to improve the prediction.
All these methods are applied to autoregressive model, which is introduced in the coming section.
II. AUTOREGRESSIVE MODEL
Autoregressive model is a tool to explain and predict time series data. It is similar to averaging in the sense that it uses historical data but from most recent values. It operates under the premise that past values have an effect on current values.
Suppose we regard hourly consumption data as a stochastic time series, then it can be expressed as:
where {ε t } is a white noise process, {y t } is the consumption time series for each individual user, β i is the coefficient for order (lag order) i in the autoregressive model, and t is the time tag in the scale of hours. Note that in this paper we denote a time series data by notation {• t }, where subscript t refers to the time slots in this time series data. In addition, I is the number of orders that we want to include in the model. An autoregressive model with maximum order I is denoted by AR(I).
In order to estimate the parameters in (1), the usual approach is to apply ordinary least squares (OLS) estimation. We can write [y t−1 y t−2 ... y t−I ] T as a vector denoted by X t . So the relationship in (1) can be written into canonical form of a linear regression problem:
where
The dimension of vectors Y, β β β and ε ε ε is the length of the vectors, i.e., T , I and T respectively.
The dimension of a matrix like X is the number of columns, which implies the number of regressors included in the model.
To make OLS work for time series, there are several assumptions, including stationarity of {y t } and weak exogeneity [21] , meaning that the white noise ε t at hour t is only independent of the historical data up till hour t, i.e., X t . Several restrictions are also imposed on the white noise term
to ensure the quality of the estimators, including no serial correlation and homoskedasticity [21] .
Under the above assumptions, we can apply OLS to the model in (2) .
The estimatedβ β β OLS is a consistent guess for the true β β β , meaning that the expected difference between the estimator and the true value approaches zero when sample size becomes very large. The other asymptotic analysis on the OLS also applies in this case, such as asymptotic distribution for gaussianality of estimators and significance tests; however, in autoregressive models the estimators are typically not unbiased anymore, although they are consistent with the true value.
III. SPARSITY RECOVERY IN AUTOREGRESSIVE MODEL
Using OLS can achieve optimal in-sample performance. In other words, adding more regressors into (2) can always decrease the sum of squared error and better fit the data within the training set. However, when we include too many irrelevant regressors, i.e. when we include too many lag orders in the historical data in (2) , we may be misled by the reduced in-sample bias but ignore the fact of high variance resided in estimators which leads to model overfitting. The performance for the test set data, which reflects the true prediction accuracy, will thus decrease.
For example, if we use the PG&E dataset, an AR(3) model for one randomly picked hourly individual consumption data will result in an average in-sample sum of squared error of 1. To this purpose, we resort to LASSO, which turns out to select most relevant lag orders, whether recent or distant in time. The intuition for using LASSO is to get a sparse autoregressive models with high orders. If the coefficients selected are at order 24, 48, 72, etc., then this method would be similar to simple averaging.
The LASSO [4] is a shrinkage and selection method for linear regression in (2) . Its purpose is to shrink parameter estimates towards zero in order to overcome the problem mentioned above such as overfitting. It minimizes the usual sum of squared errors, with a bound on the sum of the absolute values of the coefficients (l 1 norm). LASSO can be expressed as follows:
where λ is a tuning parameter to control the level of sparsity in the solution. The bigger λ is, the more sparse the solutionβ β β LASSO is. When λ = 0, the solution is the same as in (3) . For practical purposed, we are using k-fold cross validation to determine the value of λ in our simulations, where k is either 5 or 10.
Under some assumptions for the regressor matrix X [22] [23], LASSO is proved to have a good asymptotic property as to sign consistency, so it is preferred over some greedy algorithms such as forward stepwise selection. It turns out in our simulation that LASSO selects both the most recent lag orders and lag orders with intervals of roughly 24 hours, which performs as a combination of simple averaging and AR(·). As discussed later in Section V, lasso outperforms both simple averaging and AR(1) in terms of relative prediction error, reducing it down by 30%.
Furthermore, LASSO also gives a more interpretable results with regards to selected orders. In our simulation, for one electricity user as an example, LASSO selects lag orders as 1, 2, 5, 6, 16, 22, 23, 24, 48, 143, 144, 160, 191, 216, 238, 240 . From these orders we can observe a clear pattern of an interval of 24 hours, or a multiple of 24 hours. This implies that user behavior at current hour depends on similar hours happened in previous days. Unlike simple averaging which fix the lag orders at 24, 48, 72, etc., LASSO will automatically selects these orders for each individual based on their respective historical data, instead of directly imposing fixed orders. In addition, from the result we observe that not every lag order that LASSO picks is a multiple of 24, otherwise we would directly employ simple averaging rather than LASSO, so LASSO is more adaptive and flexible than simple averaging or AR(·).
IV. USER PAIRING BY SIGNIFICANCE TESTS
So far we have considered using historical data of an individual user for its own prediction. One way to leverage the fact that we have many user's data is to perform vector autoregression(VAR).
A VAR model describes the evolution of a set of k variables as a linear function of their historical values. The variables are collected in a k dimensional vector V V V t at hour t. If in our case we want to examine the possible relationship among k users, the regression model in (1) can be extended as:
is a vector composed of k users' consumption data at time t, I
is the number of orders to be considered, A A A i 's are the coefficient matrix for orders, and φ φ φ t is the k dimensional white noise.
Again, as stated before, including more users as regressors will reduce the bias but increase the variance for estimators. So the problem here is to select relevant users to be included in (5).
Selecting the right user to be included reduces the prediction error compared to AR models.
For example, the relative prediction error with the proposed methods will be reduced by around 40% in our simulations if the most relevant user is selected. In this section we propose two ways to find the most relevant user to be included, using the granger causality test and LASSO significance test. So the goal is to find the best pairing for each user and to construct a two dimensional V t .
A. Granger Causality between Pairs of Users
One way to interpret the pairing between users is to see if the two users are similar enough.
Intuitively, this can be accomplished by clustering. However, consider a scenario where two time predict the other. Therefore in our paper, we aim to find the pairing of users based on prediction performance rather than similarity. The causality in this paper should be clarified as a spurious causality only intended to help prediction but not intended to recover the true causes. Granger causality defines such spurious causality based on prediction performance.
Granger causality was proposed by Clive Granger, in 1969, to illustrate "causality" between two time series [24] . Now suppose that we have two users' consumption data, namely {y t,1 } and {y t,2 }. In the context of Granger causality, the cause is prior to the effect, meaning that if a time series {y t,1 } is granger causing time series {y t,2 }, then the past observations of {y t,1 } can help predict current status of {y t,2 }. Obviously granger causality does not imply real causality, in the way that {y t,1 } and {y t,2 } can be both generated by some latent factors but {y t,2 } bares certain lag orders behind {y t,1 }. Still, using historical data of {y t,1 } helps to predict {y t,2 }.
To test whether {y t,1 } granger causes {y t,2 }, we consider the restricted (regressors restricted to only one user's historical data) model and unrestricted (regressors including another user's historical data) model for predicting {y t,2 }:
where I and J are the lags to be included in the model, ε t and u t are the white noise. More specifically, we assume that ε t and u t follows normal distribution with zero mean and variance
We say {y t,1 } granger causes {y t,2 } if (7) is statistically significantly better than (6). For our application, this definition of causality is justified even if it implies spurious causes in place of real causes. Our focus is on the improvement of prediction accuracy, not on real cause discovery.
To test granger causality, the null hypothesis is:
The alternative hypothesis for (8) is that at least one γ i is not zero.
To both models, we estimate the parameters by OLS. With unrestricted model, which assumes the model in (7), the residual sum of squared error follows the χ 2 N−I−J−1 distribution:
where χ 2 N−I−J−1 distribution is a sum of the squares of N −I −J −1 independent standard normal random variables. Detailed deductions can be found in [25] .
On the other hand, the difference between the residual sum of squared error between the restricted model and unrestricted model also follows χ 2 distribution but with different degree of
Independence of ∑ N t=1û 2 t and ∑
t can also be shown using the independence between estimated parameters, i.e.,β i andγ j . Details can be found in [25] . Since the quantity in (9) and (10) are independent, we construct the F statistics as follows:
Under the null hypothesis,
. If the value of F is larger than some thresholds or the p-value is less than 0.05, then we reject the null and claim that at least one γ i is not zero.
To test granger causality, we set I = J, which equals to the maximum number of lag orders we wish to fit into the model. Here we set I = J = 1 to avoid overfitting. We test all possible pairs for each specific user using the F statistics defined in (11) and we reject the null hypothesis if its value is large, i.e., if the associated p-value is less than 0.05. We include the most relevant user into the final model by picking up the one user corresponding to the largest F statistics value.
B. Significance Test in LASSO for Fitted Residuals
Granger causality test above tells us whether historical data of lag order order one from another user can be used the predict the current user. We can naturally include more historical data, i.e.
at maximum lag order = p to further investigate the power of adding users. However, in our simulation we found that AR(1) is the best compared to higher order autoregressive models, so granger causality test should not go beyond lag order greater than one. Thus granger causality here aims to improve the performance of AR (1) is therefore performed and furthermore tested on this new linear regression problem. We use LASSO significance test to select the most correlated user from their historical data at lag order one, and fit this value to the residual {e t }.
Mathematically, the new linear regression problem for the residual is formulated as follows:
where E E E = [e t,s e t+1,s ...] T = [y t,s − X T t,sβ β β LASSO y t+1,s − X T t+1,sβ β β LASSO ...] T is the residual for the current user s, X t,s = [y t−1,s y t−2,s ... y t−I,s ] T and y t,s denotes the consumption data for user s at time t. Moreover, W is the regressor matrix made by lag order one historical data from all other users except for the current user s. In addition, ψ ψ ψ is the white noise, and its covariance matrix is Σ with σ 2 on the diagonals and zeros on the off-diagonals. Besides, α α α = [α 0 α 1 ... α P ] T are the parameters to be decided by the optimization problem, where P is the number of all users potentially helpful in predicting E E E, and is thus the dimension of W.
We again apply LASSO for (12), since we cannot possibly include all other users into the regression analysis. Building on the discussion in Section III, we define the LASSO path as the revolution of estimatorsα α α in terms of a sequence of λ k 's. The LASSO pathα(λ k ) is given by:
where λ k are called the knots along the LASSO path.
For different values of λ k , we would obtain different solutions and sparsity at different levels.
The active set at one particular value of λ k is the set of all non zero coefficients estimated at that value, i.e., A = {α p = 0, λ = λ k , p = 0, 1, ..., P}. More generally, we note that there is one variable entering the active set or one variable leaving the active set at some values of λ k . The pathα α α(λ k ) is continuous and piecewise linear with knots at these values λ 1 λ 2 ... 0. At λ k = ∞, the solution has no active variables. When we decrease the value of λ k , regressors will gradually be included( possibly later leave the active set) into the active set at different knots.
When λ k = 0, the solution is the OLS solution.
In 2013, authors in [26] propose a significance test for regressors progressively selected by the LASSO path, using the so called covariance statistic. The assumptions for their statement include that A and regressor j, which, in our case, is the user j, remain the same signs at λ k and λ k+1 . Plus, W is not ill-conditioned and the magnitude of the nonzero true coefficient is large. Under these assumptions, when the current active set A just before knot λ k contains all true coefficients, and when regressor j enters the set at λ k , the following covariance statistic T k is asymptotically distributed as a standard exponential random variable:
In the above formulation,α α α(λ k+1 ) is the solution at next knot λ k+1 in the path, using regressors in A and regressor j. We can write it as Wα(λ k+1 ) because the new regressor selected at λ k+1 still has zero coefficient upon entry so the regressors other than those in A and regressor j are shrinked with zero coefficients so far, hence :
α α α A (λ k+1 ) is the solution of the LASSO problem using only the active regressors in active
In this way, the covariance statistic in (14) is comparing the fitted values incorporating the jth regressor into the current active set and leaving it out.
In most cases, the value of σ 2 is unknown. Provided that the dimension of W is smaller than the sample size, i.e., P < N, we can estimate σ 2 by the residual sum of squared error using
Plugging this into (14), we have a new statistic F k , which is asymptotically following F distribution under the null [26] :
In our case of selecting the most possible pairing for the current user, the null hypothesis is that the true active set is an empty set, i.e., no other users can help better predict the current user:
Another way to interpret this is:
We are focused on the case of k = 1 because we only want to find out the most significant user who can reduce the prediction error for this current user. Moreover, when k = 1, the assumption of no sign changes inside active set A at interval [λ k , λ k+1 ] holds, since the active set just before λ 1 is empty. Thus T 1 follows the standard exponential distribution. When k 1, the standard exponential distribution would be a conservative limit, as according to [26] . We therefore perform hypothesis testing only for the first regressor that enters the active set in (16), as it is selected to provide the most drop in the residual. If the covariance test gives a p-value smaller than 0.05, then we reject the null in (19) and claim that the user corresponding to the first regressor entering the active set can help in predicting the current user. If not, we claim that the current user is not interacting with any other users.
If one would like to include more significant regressors selected by LASSO, the Tailstop criterion [20] for ordered selection can be used under the assumption that sequential p-values are independent. However, we restrain from looking at p-values at greater indexes because of the non-orthogonality of W in our case (which leads to misleading interpretation of p-values), as pointed out in [27] and [28] . To illustrate this point, we use Tailstop criteria in our simulation and it turns out that the first eighteen regressors are selected to limit the type I error of the global null in (19) under 
C. Prediction Evaluation Criterion
A naive way to evaluate prediction methods is to compare the residual sum of squared error estimated within the testing set. This can be misleading at times because data set in higher scales may have larger residual sum of squared error than data set in smaller scales, whereas methods applied to the former data set can actually have a better performance. One way to solve this problem is to compare the relative error, i.e., the prediction error with respect to the data scale.
Here we use the Mean Absolute Percentage Error(MAPE), to capture the relative error:
where y t is the actual value,ŷ t is the predicted value, and n is the number of fitted values.
In case of outliers, we adopt mean curtailing of 0.01 tail and head, or simply use the median to replace the mean value.
V. SIMULATION RESULTS
We use the data from Pacific Gas and Electric Company. It contains anonymized and secure hourly smart meter readings for residential users during a period of one year from 2010 to 2011.
Temperature data is retrieved from an online database [29] for the same period.
A. Data Preparation
Before proceeding with the prediction methods, we first decompose the consumption data into two parts: 24-hour periodic recurrence and the left-over non-periodic part is perceived as user consumption that reflects behavior. This is done by the decompose function in R language, using moving averaging techniques. The result of decomposition is shown in Fig.1 . We do not predict the periodic recurrence since it is regular. The aim is to better predict the left over user behavior, which is the original consumption data minus the periodic recurrence. We also separate the weekday data and weekend data and we focus on weekday data in this paper.
The time series of decomposed consumption data is stationary. To verify this, we use Augmented Dickey Fuller statistics to test the unit root for the autoregressive model. We also assume
Gaussian noise with constant variance for the underlying true model and no perfect collinearity resided in the time series data, thus the assumptions to apply OLS to the time series analysis is valid. To perform and evaluate the methods discussed in Section III and in Section IV, we separate the weekday data into training and testing sets. The training set is a sliding window with a length of 50 days, i.e., 1200 hours. The testing set contains one data point which is the next hour following this sliding window. We slide the window 240 times and evaluate the median MAPE based on the 240 obtained prediction errors.
B. Temperature Effect
According to the literature [30] , temperature plays an important role in predicting aggregated load. However, when it comes to individual load, the temperature effect is not that obvious due to the randomness of each individual. A linear regression of temperature and normalized load after removing the 24-hour recurrence is shown in Fig.2 . Since the slope is very small, with a value of 0.001741, against consumption data within the range between 0 and 1, in later analysis we exclude the temperature from regressors. 
C. Results for Univariate Time Series Analysis
We first compare the simple averaging, autoregression and autoregression with LASSO. The results are shown in Fig.3 and Table I , for 150 users.
As can be seen in Fig.3 , LASSO type regression reduces the range of MAPE for these 150
users. The mean is also reduced. A comparison of the three methods is summarized in Table I . Table I .
Particularly, we include as much as 240 lag orders for the LASSO selection, which includes all the historical data for the previous ten days. Taking user No.1 as an example, the LASSO selects 16 non zero lag orders, according to 10-fold cross validation with a sequence of decreasing {λ k }.
The lag orders that the LASSO picks are 1, 2, 5, 6, 16, 22, 23, 24, 48, 143, 144, 160, 191, 216, 238, 240 . This pattern reflects that LASSO not only selects the most recent lag orders (which is similar to AR (1)), but the lag orders roughly at interval of one day, i.e., 24 hours as well (which is similar to simple averaging). The coefficients for the lag orders also have different scales. In the example of user No.1, the most recent lag orders given the largest coefficient (β 1 = 0.259).
The second largest coefficient is give to lag order 24 (β 24 
D. Results for Pairing the Users
Following Section IV, we try to include historical consumption data from other users to fit the current user's data. We compare the results of three methods discussed as follows:
1) Reference method: LASSO selection in autoregressive model for univariate time series.
2) Pairing by granger causality. The optimal pairing for a user is selected by the highest F statistic obtained from granger causality testing;
3) Pairing by LASSO significance test. The optimal pairing for a user is selected by the best user fitted to the residuals obtained from this user' consumption data after LASSO in univariate autoregressive model. This best user corresponding to the regressors in W with the highest covariance statistic, or the smallest p-values in the significance test of LASSO.
The lag orders for this user are selected by LASSO in the reference method (which is still up to 240 lags), but the lag order for its paired user is fixed to one.
The results for the three methods are in Fig. 4 and Table I .
E. Aggregation Over Users
In the above analysis we consider each individual's consumption data as a stochastic time series data. Alternatively, we can aggregate multiple users together and treat the aggregated data as a time series data.
Intuitively, the more users we aggregate, the less the noise we will get. This is because the noise term is assumed to be zero mean and finite variance. With aggregation, the fluctuation of the individual-level noise will gradually cancel out with each other. Thus, aggregating users will reduce the overall error and will let to better prediction, but at the cost of sacrificing individual consumption information. Fig.5 shows user aggregation tradeoff. Note that the three methods that we propose in this paper, i.e, LASSO selection for individual user, granger causality test for multiple users and covariance test for multiple users all achieve reduced MAPEs as opposed to traditionally used methods, i.e., simple averaging and AR(1).
In addition, as discussed in Section IV-C, LASSO for individual user picks up automatically the lag orders. The exact order that it chooses depends on user's behavior. Therefore the optimal lag orders obtained from the aggregated time series data cannot be directly applied to the individual user's data. Take aggregation level at 50 users for the first 50 users as an example. No.10. Thus we claim that there is no direct inference from the lag orders selected in aggregated consumption data to the lag orders selected in individual consumption data. Nevertheless, we can still recover a fairly recurrent pattern at intervals around 24 hours, whether at aggregation level or at individual level.
We also simulated aggregation for multivariate time series analysis, i.e., granger causality test and significance test for LASSO. However, since multivariate time series analysis relies very much on how we aggregate the users into groups, the result is not robust due to the limited size of dataset. Based on the dataset, for aggregation level at 500 users, we can at most generate 3 aggregated consumption data from our data set through randomized grouping. Thus pairing for these consumption data is not as evident as in the individual consumption data analysis.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, we pose and analyze consumption prediction methods based on autoregressive models. For individual users, we treat their consumption data as univariate time series and adopt LASSO to recover the sparsity in lag orders. The LASSO method selects the most recent lag orders and important lag orders with multiples of 24 hours, which reveals the consumption pattern. Furthermore, we extend the idea from individual users to possible relations between users. We first test granger causality between pairs of users, and treat the two-user autoregression problem as a vector autoregressive model with lag order one. Then we again adopt the LASSO selection framework, and use the covariance statistic to select the pair of users. The test of granger causality can be seem as a possible improvement to AR(1) whereas the covariance test can be seem as an possible improvement for LASSO selection in individual user's analysis.
The simulation results show that LASSO selection outperforms both simple averaging method and autoregressive model with lag order one for individual consumption prediction. In addition, adding the lag order one historical data from another relevant user will enhance the prediction accuracy, just as adding most important lag orders from its own historical data. These prediction methods can help compare the user behavior with and without demand response incentives. In the future, we will use the results in this paper to investigate the demand response effect for users.
