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Abstrakt
Tato práce se zabývá agentními platformami pro bezdrátové senzorové sítě. Na začátku
práce jsou představeny bezdrátové senzorové sítě a softwarové a hardwarové prostředky pro
jejich programování. Nasledujíci kapitola se věnuje agentům a jejich možnému využití v be-
zdrátových senzorových sítích. Zbytek práce představuje a porovnává dvě agentní platformy
Agilla a WSageNt. Závěr práce uvádí hlavní odlišnosti obou platforem.
Abstract
This thesis deals with the agent platforms for wireless sensor networks. Wireless sensor
networks together with the software and hardware tools used for their programming are
introduced at the beginning of the thesis. The following chapter is devoted to the agents and
their possible usage in wireless sensor networks. Two agent platforms Agilla and WSageNt
are presented in the rest of the thesis. The end of the thesis presents the main differences
between both platforms.
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Kapitola 1
Úvod
Aj keď sú bezdrôtové senzorové siete (BSS) pomerne novou a hlavne stále sa rozvíjajúcou
technológiou, ich uplatnenie v rôznych odvetviach neustále narastá. Nie sú len bezdrôtovým
variantom senzorových sietí ale posúvajú možnosť využitia senzorov do aplikácií, pri ktorých
by pevné prepojenie neobstálo. Dávajú tak návrhárom senzorových sietí možnosť vytvárať
stále nové a nové spôsoby využitia senzorov v bežnom živote a tým čoraz viac využívať
potenciál, ktorý v sebe senzorové a predovšetkým bezdrôtové siete ukrývajú.
Jedným z mnohých využití BSS môže byť použitie v rozľahlých a ťažko dostupných
oblastiach, napríklad les ďaleko v horách. Senzory rozmiestnené v lese môžu pravidelne
kontrolovať teplotu, vlhkosť a zloženie vzduchu a tým varovať pred rizikom vzniku požia-
rov. Ťažko si však predstaviť les, v ktorom by sme rozmiestnené uzly prepojili pomocou
pevného káblového spojenia. Neutrpel by tým len vzhľad lesa ale museli by sme zabezpečiť
dopravu a umiestnenie množstva potrebnej kabeláže. Naproti tomu bezdrôtové uzly posky-
tujú možnosť vytvoriť sieť s čo najmenším dopadom na lokalitu, do ktorej sa umiestnia.
I pri použití bezdrôtovej technológie predstavuje rozmiestnenie množstva uzlov v roz-
siahlej oblasti náročnú úlohu a vyžaduje si určitý čas a prostriedky. Pri použití klasického
prístupu, kde do uzla nahráme požadovanú aplikáciu, je potrebné myslieť na to či apliká-
cia poskytuje všetko, čo budeme od uzlov vyžadovať po ich nasadení alebo v budúcnosti.
Jedinou možnosťou úpravy chovania uzlov po ich rozmiestnení je ich opätovné zozbieranie
alebo preprogramovanie priamo v teréne.
Táto práca predstavuje a porovnáva dve agentné platformy, ktoré riešia vyššie spome-
nutý problém. Obe k tomu využívajú princípy agentných systémov. Sú medzivrstvou medzi
fyzickým rozhraním uzlu a agentom, ktorý je na uzol nahraný. Poskytujú prostriedky pre
presun a príjem nových agentov. Tak je možné do stávajúcej siete nahrávať nových a no-
vých agentov s rozličným chovaním a plne tak využiť potenciál, ktorý nám bezdrôtová sieť
ponúka.
Začiatok tejto práce ponúka krátke zoznámenie sa s históriou BSS a možnosťou ich
využitia. Ďalej sú predstavené softvérové prostriedky, pomocou ktorých je možné vytvárať
aplikácie pre BSS a hardvérové vybavenie na ktoré je možné ich nahrať. Následne je predsta-
vený pojem agent a jeho použitie v bezdrôtových senzorových sieťach a princípy agentných
platforiem. Hlavnú časť práce tvorí porovnanie dvoch agentných platforiem: Agilla a WSa-
geNt. Platformy sú najskôr detailne opísané v samostatných kapitolách. Posledná kapitola
porovnáva platformy pomocou 3 vytvorených agentov a taktiež pomocou meraní zamera-
ných na spotrebu energie oboch platforiem. Záver práce poskytuje zhrnutie najdôležitejších
zistených poznatkov o oboch platformách s uvedením záverečného hodnotenia a návrhov
pre prípadné budúce testovanie.
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Kapitola 2
Bezdrôtové senzorové siete
Pod označením Bezdrôtové senzorové siete (Wireless Sensor Networks - WSN) chápeme
priestorovo distribuované samostatné senzory, ktoré sú prepojené pomocou bezdrôtovej
technológie za účelom kooperatívneho monitorovania, nahrávania a ukladania fyzikálnych
či okolitých podmienok, ako sú teplota, zvuk, vibrácie, tlak, pohyb alebo znečistenie[2].
2.1 História
História bezdrôtových senzorových sietí je spojená a nadväzuje na vývoj senzorových sietí.
Ich vývoj rovnako ako u mnohých iných technológií vznikol na základe vojenských[3] po-
žiadavkov.
Medzi prvé senzorové siete môžeme zaradiť systém zvaný SOSUS (Sound Surviliance
System). Jeho vytvorenie je spojené s počiatkom studenej vojny približne v polovici minu-
lého storočia a bol vytvorený pre potreby armády Spojených štátov amerických. Tá jeho
služby využívala na sledovanie nových tichých sovietskych ponoriek. Systém pozostával z
množstva akustických senzorov (hydrofónov) umiestnených na dne oceánu. Po skončení
studenej vojny jeho potreba pre armádu upadla a v súčasnosti je využívaný Národným úra-
dom pre oceán a atmosféru1 k monitorovaniu udalostí v oceáne (seizmické aktivity, pohyb
zvierat).
Ďalšia etapa výskumu senzorových sietí začala okolo roku 1980. Tento bod je taktiež mo-
žné považovať za začiatok výskumu v oblasti bezdrôtových senzorových sietí[15]. Spoločnosť
DARPA spustila projekt nazvaný Distributed Sensor Networks (DSN). Cieľom bolo zistiť,
či je možné preniesť princíp komunikácie Arpanetu do prostredia senzorových sietí. Snahou
bolo vytvorenie DSN ako siete s množstvom v priestore rozmiestnených nízkonákladových
uzlov, ktoré by spolu spolupracovali, avšak fungovali by úplne samostatne. Informácie by
mohli byť zasielané na ktorýkoľvek uzol.
V dobe svojho vzniku to bol veľmi ambiciózny projekt. Do technologických prvkov pre
DSN boli zaradené senzory, v tomto prípade akustické, komunikácia, techniky spracovania
a algoritmy a distribuovaný softvér. Reálny test systému bol vykonaný s cieľom sledovania
nízko letiaceho lietadla. Bolo pri tom využitých 9 akustických senzorov, ktoré komunikovali
pomocou Ethernetu a mikrovlnného rádia. Systém letiace lietadlo úspešne sledoval.
Aj keď sa prvý výskumníci na poli senzorových sietí snažili o čo najlepšie výsledky
vzhľadom k princípu a návrhu sietí splňujúcich predstavu o WSN, dostupné technológie
zaostávali. Celý systém bol vyrobený na zákazku a jednotlivé senzory boli pre svoju veľkosť
1National Oceanographic and Atmospheric Administration (NOAA)
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umiestnené na nákladných vozidlách spolu s generátormi elektrickej energie, čo okrem iného
výrazne limitovalo počet možných aplikácií.
Až vývoj počítačových a komunikačných technológií mal výrazný dopad na posun vý-
skumu BSS. Nová vlna výskumu začala okolo roku 1998. Hlavným zameraním sa stalo
smerovanie a spôsoby presunu informácií vo vysokodynamických ad-hoc prostrediach s vy-
užitím zdrojovo obmedzených uzlov. Senzorové uzle sa stávali čím ďalej menšími a rovnako
aj ich cena klesala. Použiteľnosť prechádzala z vojenského sektoru aj do civilného, ktorý sa
o technológiu začal zaujímať a rýchlo si v ňom našla svoje uplatnenie.
V dnešnej dobe je možné nájsť využitie pre bezdrôtové senzorové siete v rôznych oblas-
tiach verejného života.
Mestá
Veľký potenciál pre uplatnenie bezdrôtových senzorových sietí majú mestá. Využitím pros-
triedkov, ktoré poskytujú je možné zlepšovať kvalitu služieb poskytovaných mestom či do-
hliadať nad životom v meste. Medzi využitie BSS v mestách patrí napríklad sledovanie a
informovanie o stave využitia parkovacích miest[1]. Senzory rozmiestnené na parkoviskách
v meste snímajú zmeny magnetického poľa generovaného zaparkovanými automobilmi. Ďa-
lší projekt sleduje stav ovzdušia a jeho zmeny v meste. V tomto prípade však senzory nie
sú staticky rozmiestnené po meste ale na vozidlách mestskej hromadnej dopravy. Výhodou
takéhoto riešenia je možnosť pravidelne kontrolovať väčšie plochy, avšak monitorované po
menších častiach a s použitím menšieho množstva senzorov. Na internetových stránkach
spoločnosti Libelium[16] je možné sa dozvedieť o týchto projektov viac informácií spolu s
informáciami o ďalších riešeniach využitia BSS v mestách.
Životné prostredie
BSS je možné využiť aj pri ochrane životného prostredia. Jednou z aplikácií slúžiacou na
tento účel je napríklad možnosť detekcie stavu ovzdušia za účelom predvídania vzniku
požiaru či prípadné sledovanie jeho šírenia. Uzly vybavené skupinou senzorov merajú rôzne
parametre okolia ako zastúpenie chemických prvkov v ovzduší, vlhkosť a teplotu a namerané
hodnoty zasielajú na vyhodnotenie pomocou rádia[16]. Obdobne môžu byť podobné siete
využívané na kontrolu kvality ovzdušia, vodstva, prípadne na detekciu vzniku povodní. Je
možné merať úroveň radiácie či iných nebezpečných veličín pre človeka, či merať rôzne údaje
na miestach, kde je dlhodobý pobyt pre človeka nebezpečný.
Poľnohospodárstvo
Bezdrôtové senzorové siete získavajú stále väčší význam v poľnohospodárstve. Umožňujú
online získavanie aktuálnych informácií slúžiacich pre podporu rozhodovania, manažment a
evidenciu poľnohospodárskych operácií[12]. Využitie je možné napríklad pri sledovaní me-
teorologických javov a vegetácie, získané údaje pomáhajú pri riadení zavlažovania, kŕmení
zvierat. Pomocou BSS je možné ovládať a navádzať poľnohospodárske mechanizmy či riadiť
technologické procesy.
Inteligentné budovy
Využitie senzorov v budovách má svoje vysoké uplatnenie. Senzory merajú spotrebu ener-
gií a médií, pomáhajú pri zabezpečení budov, požiarnej bezpečnosti. Dovoľujú presnejšie
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riadenie a úspornejšie využitie svetelných zdrojov. V poslednej dobe rovnako pomáhajú aj
pri detekcii nebezpečných látok ako sú rôzne zbrane, plyny či výbušniny. S umiestnením
potrebných senzorov, ich prepojením a vyhodnocovaním hodnôt, ktoré poskytujú je dobré
počítať už pri návrhu a konštrukcii budov. Avšak veľmi často je potrebné inštalovať senzory
už do existujúcich budov. V takomto prípade poskytujú práve bezdrôtové senzorové siete
možnosť ako pri minimálnych konštrukčných zásahoch inštalovať potrebnú funkčnosť.
2.2 Hardvérové vybavenie
Bezdrôtová senzorová sieť pozostáva z priestorovo rozmiestnených senzorových uzlov, ktoré
nezávisle vykonávajú naprogramovanú činnosť a uskutočňujú merania pomocou senzorov.
Senzorové uzly medzi sebou komunikujú či už z dôvodu presunu nameraných hodnôt alebo
za účelom spolupráce. Medzi najrozšírenejšie uzly dnes patria univerzálne uzly firmy Cross-
bow. Patria medzi ne uzly typu Mica2, Micaz alebo Iris. My budeme v našej práci využívať
práve služby posledne menovaného uzlu typu Iris.
Aj keď sa jednotlivé druhy senzorových uzlov od seba odlišujú na väčšine z nich je
možné identifikovať niekoľko základných hardvérových prvkov. Jedná sa o procesor, pamäť,
vysielač-prijímač, zdroj energie a samotné senzory.
Procesor
Úlohou procesoru je plánovať úlohy, spracovávať dáta a starať sa o správu ostatných hard-
vérových súčastí uzlu. Môžeme sa stretnúť s použitím rôznych druhov procesorov ako sú
mikrokontroléry, DSP, FPGA alebo procesory typu ASIC. Najviac používaným typom sú
však prvé menované mikrokontroléry. Ich cena je nízka a možnosť ich využitia vysoká.
Vysielač-prijímač
Zodpovedá za bezdrôtovú komunikáciu senzorového uzlu. Medzi možnosti komunikácie pat-
ria napríklad laserové alebo infračervené vysielače-prijímače. V praxi sa však najviac vy-
užívajú rádiové vysielače-prijímače na rôznych frekvenciách.
Pre šetrenie energie sa využívajú rôzne stavy, v ktorých sa vysielač-prijímač môže na-
chádzať a ktoré majú odlišnú energetickú spotrebu.
• Odosielanie (Transmit) - slúži na odosielanie dát.
• Príjem (Receive) - v tomto stave prebieha príjem dát.
• Nečinnosť (Idle) - stav kedy je možné dáta prijímať ale k príjmu nedochádza. Niektoré
funckie hardvéru môžu byť vypnuté, čím je možné dosiahnuť mierne zníženie spotreby
energie.
• Spánok (Sleep) - hlavné časti príjímača-vysielača sú vypnuté. Nie je možnosť okamžite
prijímať ani vysielať. Prechod z tohto stavu do niektorého z vyššie popísaných je
energeticky aj časovo náročný.
Pamäť
Do tejto kategórie spadá RAM pamäť mikrokontroléru rovnako ako aj pamäť flash. Veľkosť
jednotlivých druhov pamäte závisí od druhu použitého mikrokontroléru. U uzlov od firmy
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Crossbow sa môžeme napríklad stretnúť s konfiguráciou 4 kB pamäte RAM a 512 kB pamäte
flash2. Pri využívaní dostupnej pamäte je potrebné mať hlavne na vedomí, že spotreba
energie pri prístupe k pamäti RAM je skoro zanedbateľná v porovnaní so spotrebou v
prípade pamäte flash.
Zdroj energie
Jeho úlohou je dodávať uzlu potrebnú energiu pre jeho fungovanie. Ako bolo spomenuté v
kapitole 2.1 prvé uzly boli napájané generátormi umiestnenými na nákladných vozidlách.
Dnes sa využívajú rôzne typy batérií, ktorých v dnešnej dobe existuje množstvo rôzneho
typu, ceny, kapacity, hmotnosti, prípadne dobou dobitia a dobou životnosti ale použitý
zdroj by mal odpovedať uzlu a jeho účelom. Nami využívaný uzol Iris je možné napájať
dvomi batériami typu AA.
Pri využití uzlov v podmienkach, kde je zložitá možnosť výmeny batérii a očakáva sa
dlhodobý beh uzlov je vhodné uvažovať nad nejakým druhom nabíjateľných batérií spolu
s mechanizmom ich dobíjania. Môže sa napríklad jednať o dobíjanie pomocou slnečného
žiarenia, vetra alebo pohybu vody.
Senzory
Ako už z názvu bezdrôtových senzorových sietí vidieť, uzly k svojej práci využívajú senzory.
Uzly môžeme rozdeliť do 2 kategórií podľa toho, či sú senzory súčasťou uzla alebo je potrebné
senzory k uzlu pomocou definovaného rozhrania pripojiť. Samozrejme aj v prípade, že uzol
obsahuje určitú sadu senzorov, nemusia poskytované senzory vyhovovať našim zámerom a
preto aj uzly so zabudovanými senzormi poskytujú možnosť pripojenia ďalších senzorov.
Senzory sú k uzlom pripájané väčšinou pomocou senzorových dosiek. Jedná sa o malé
plošné dosky s potrebnými senzormi, ktorých využitie je možné pomocou definovaného
konektoru, ku ktorému sú napojené. Medzi senzory, ktoré je možné na uzloch využívať, či
už ako súčasť uzlu alebo pomocou pripojenej senzorovej dosky, patria všetky bežné senzory
ako senzory teploty, tlaku, vlhkosti, akcelerácie či jasu. Samozrejme je možné pripojiť aj
zložitejšie senzory napríklad na analýzu zloženia okolitého vzduchu, detekciu nebezpečných
látok a iné. Rovnako ako aj u iných súčastí uzlu je dôležitým parametrom senzoru hlavne
jeho spotreba energie.
2.3 Uzol Iris
Cieľom práce je porovnať 2 agentné platformy pre bezdrôtové senzorové siete. K tomu, aby
sme ich mohli porovnať je potrebné dané platformy spustiť nad niektorým z dostupných
bezdrôtových uzlov. V dnešnej dobe existuje viacero výrobcov uzlov. My sme sa rozhodli
využívať uzol od firmy Crossbow s označením Iris. V nasledujúcom texte bude preto vždy
pod označením uzol chápaný práve tento konkrétny druh uzlu3.
Jedná sa o nízko-výkonový uzol, pracujúci na frekvencii 2.4GHz. Je dostupný ako pro-
cesorová doska pod označením XM2110 alebo ako samostatný modul označený M2110[19].
Pre prenos informácií využíva štandard IEEE 802.15.4 s prenosovou rýchlosťou do 250kbps.
Uzol je osadený procesorom Atmel ATmega1281. Ide o procesor s nízkou spotrebou,
ktorý spúšťa aplikácie zo svojej vnútornej flash pamäte. Samotná procesorová doska umo-
2Napríklad uzle mica, micaz.
3Ak nebude uzol inak špecifikovaný.
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žňuje spúšťať nahrané aplikácie a komunikovať pomocou rádia. Na rozšírenie funkcionality
slúži 51 pinový konektor, pomocou ktorého je možné pripojiť rôzne senzorové dosky. Tým
je možné využívať senzory, ako napríklad svetelné senzory, termistory alebo merače GPS
súradníc, teploty, vlhkosti a ďalších údajov.
Medzi základné vlastnosti uzlu Iris patrí[21],
• 8-bitový procesor ATMega1281 s frekvenciou 7.37 MHz,
• 128 kB programovej pamäte,
• 8 kB pamäte RAM,
• 10 bitový ADC konvertor,
• RF230 vysielač-prijímač s frekvenciou 2400 MHz,
• maximálna prenosová rýchlosť 250 kilobitov za sekundu,
• 512 kB flash pamäť,
• napájanie pomocou dvoch AA batérií,
• 3 led diódy,
• 51 pinový rozširujúci konektor.
Obr. 2.1: Uzol Iris[19]
2.3.1 Senzorová doska MDA100
Nakoľko uzol Iris neobsahuje žiadne zabudované senzory je nutné ich k nemu pripojiť. Ako
už bolo spomenuté, rozširujúce senzorové dosky je možné pripojiť pomocou 51 pinového
konektoru. Ako senzorovú dosku pre prácu sme si vybrali dosku MDA100 taktiež od firmy
Crossbow. Poskytuje dva samostatné senzory (svetelný a teplotný) a prototypové pole pre
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pripojenie ďalších komponentov. V práci sme využívali len tepelný senzor. Jedná sa o senzor
typu YSI 44006, ktorý dokáže pri správnom nakalibrovaní merať s presnosťou na 0,2 ◦C.
Existujú 2 varianty dosky MDA100. Prvá s označením MDA100ca a druhá MDA100cb,
ktorú sme využívali my. Pre správne fungovanie je nutné variantu dosky zadať pri preklade.
V inom prípade nebudú snímané správne údaje. V dostupnom manuály[4] síce nie je špeci-
fikovaný rozdiel medzi oboma variantmi, avšak pri doskách MTS300 a MTS310 je uvedené,
že rozdiel medzi verziami ca a cb je v pripojení napájania tepelného senzoru, kde v prvom
prípade je napájaný pomocou INT2 a v druhom prípade PW0 signálu. Predpokladáme teda,
že podobný rozdiel bude aj v prípade dosky MDA100.
2.3.2 Nahranie programu
K nahraniu vytvorených programov, v našom prípade porovnávaných platforiem, je po-
trebné spojenie s počítačom. To je v našom prípade zabezpečené pomocou základňovej
(programovacej) dosky MIB520. K počítaču sa pripája pomocou USB konektoru. Po pripo-
jení vytvorí dva virtuálne COM porty4. Pomocou nich je následne možné buďto nahrávať
programy do uzlu (port s nižším číslom) alebo v prípade, že uzol je pripojený k doske,
získavať údaje z uzlu a spracovávať ich priamo v počítači (port s vyšším číslom).
2.4 Programové vybavenie
V tejto sekcii bude predstavené programové vybavenie potrebné pre vytváranie aplikácií
pre bezdrôtové senzorové siete. Bude predstavený operačný systém TinyOS a jazyk nesC.
V jazyku nesC je napísaný operačný systém TinyOS a sú pomocou neho vytvárané aj
programy pre tento systém. Obe porovnávané platformy v tejto práci sú vytvorené pod
niektorou z verzií operačného systému TinyOS.
2.4.1 TinyOS
TinyOS je OpenSource operačný systém, pôvodne vyvinutý Univerzitou Berkeley v Kali-
fornii, navrhnutý na vytváranie aplikácii pre WSN. Knižnica komponentov TinyOS obsa-
huje sieťové protokoly, distribuované služby, ovládače k senzorom a nástroje na získavanie
dát[13].
Nie je to bežný operačný systém, ako ho poznáme z dnešných osobných počítačov. Jedná
sa skôr o programový framework a sadu komponentov, ktoré umožňujú vytvárať aplikačne
špecifický operačný systém pre každú aplikáciu. Takýto princíp zabezpečuje extrémne malú
náročnosť aplikácií na pamäť uzlu. Je navrhnutý bez podpory správy súborov, alokovania
dynamickej pamäte a poskytuje minimum abstrakcie.
Model TinyOS je založený na komponentoch a naprogramovaný v jazyku nesC. Rovnako
ako v iných operačných systémoch sú komponenty organizované do vrstiev. V čím nižšej
vrstve sa komponent nachádza, tým je bližšie k hardvéru, naopak v čím vyššej vrstve, tým
bližšie k aplikácii. Výslednú aplikáciu zostavenú pre operačný systém TinyOS je možné pre-
viesť do grafu jednotlivých komponentov, kde každý z nich predstavuje nezávislú výpočtovú
jednotku[13].
Komponenty je možné rozdeliť na 3 skupiny:
• príkazy(commands) sú požiadavky na vykonanie určitej služby smerované kompo-
nentom, napríklad začatie snímania dát zo senzoru,
4Najčastejšie /dev/ttyUSB0 a /dev/ttyUSB1.
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• udalosti(events) sa využívajú ako reakcie na požiadavky. Môžu byť vyvolané asynch-
rónne napríklad pri hardvérovom prerušení alebo príchode správy,
• úlohy(tasks) dovoľujú nevykonávať akcie okamžite. Vytvorená úloha bude spustená
pomocou plánovača neskôr. Vďaka použitiu úloh môžu byť príkazy a udalosti obslú-
žené okamžite prenechaním rozsiahlejších výpočtov úlohám. Úlohy poskytujú vnú-
tornú súbežnosť v rámci komponentu.
Operačný systém TinyOS definuje množstvo dôležitých konceptov vyjadrených v jazyku
nesC. Medzi základné z nich patria:
• aplikácie TinyOS/nesC pozostávajú z jedného alebo viacerých komponentov spoje-
ných dohromady,
• komponenty sú základné stavebné jednotky pre nesC aplikácie. Existujú 2 typy kom-
ponentov: moduly a konfigurácie. Komponenty systému TinyOS poskytujú a použí-
vajú rozhrania,
• modul je komponent, ktorý implementuje jeden či viacero komponentov,
• konfigurácia je komponentom, ktorý spája ostatné komponenty dohromady pomocou
prepájania rozhraní využívaných komponentov s rozhraniami komponentov, ktoré ich
poskytujú,
• rozhranie poskytuje definíciu interakcie dvoch komponentov navzájom. Obsahuje mno-
žinu funkcií, ktoré poskytovateľ rozhrania musí naprogramovať (príkazy) a množinu
funkcií, ktoré musí vytvoriť používateľ rozhrania. Komponent môže vyžadovať alebo
poskytovať niekoľko rozhraní a rovnako môže využívať niekoľko inštancií jedného ro-
zhrania. Rozhrania sú jediným prístupovým bodom ku komponentom.
2.4.2 NesC
TinyOS, rovnako ako jeho knižnice a aplikácie sú písané v jazyku nesC. Je určený pre
vstavané systémy ako sú senzorové siete. Je založený na komponentovom prístupe. Syntax
jazyka je založená na jazyku C, podporuje model súbežnosti TinyOS a umožňuje štruk-
turovať, pomenovávať a spájať softvérové komponenty do robustného systému. Dovoľuje
programátorovi vytvárať komponenty, ktoré môžu byť medzi sebou prepojované a vytvoriť
tak kompletný súbežný systém.
Základný koncept jazyka je možný rozdeliť na niekoľko bodov[13]:
• separácia konštrukcie a kompozície: aplikácie pozostávajú z komponentov, ktoré sú
pospájané do podoby programu. Komponenty pozostávajú z 2 častí. Jedna obsahuje
ich špecifikáciu obsahujúcu zoznam rozhraní a druhá ich konkrétnu implementáciu,
• vytvorenie správania komponentu na základe rozhraní: rozhrania môžu byť komponen-
tom buďto poskytované alebo využívané. Poskytované rozhranie komponentu pred-
stavuje funkcionalitu, ktorú je schopný komponent poskytnúť používateľovi. Naopak
využívané rozhrania vyjadrujú funkcionalitu, ktorú komponent potrebuje k vykoná-
vaniu svojej činnosti,
• rozhrania sú obojsmerné: rozhranie definuje sadu funkcií, ktoré musia byť naprogra-
mované poskytovateľom rozhrania - príkazy (commands) a používateľom - udalosti
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(events). To dovoľuje rozhraniu vytvárať interakciu medzi komponentmi ako je záu-
jem o vykonanie nejakej akcie (napríklad odoslanie správy) nasledovaný odpoveďou v
prípade dokončenia (odoslanie dokončené),
• statické spojenie komponentov pomocou rozhraní: tento prístup okrem lepšej statickej
analýzy programu znižuje nároky programu,
• využitie úloh a prerušení: model súbežnosti je založený na úlohách a prerušeniach,
ktoré môžu úlohy prerušiť. Kompilátor nesC varuje pred potencionálnymi problémami
pri použití prerušení.
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Kapitola 3
Agenti a bezdrôtové senzorové
siete
V tejto kapitole bude predstavené využitie agentov v bezdrôtových senzorových sieťach
využitím agentných platforiem.
3.1 Agent
Pojem agent pochádza z latinského slova agentum, ktoré je možné preložiť ako ”ten, ktorý
koná”. Agentom je obvykle označovaná osoba konajúca v záujme niekoho iného. My v tejto
práci budeme pod pojmom agent hovoriť o umelom agentovi. Ide o človekom vytvorené dielo,
ktoré v prostredí, do ktorého je umiestnené, jedná samostatne v prospech svojho klienta[24].
Hlavnou vlastnosťou agenta je autonómia, teda schopnosť jednať samostatne a mať kontrolu
nad vlastným stavom. Agent vníma prostredie do ktorého bol umiestnený pomocou senzorov
a samostatne vykonáva akcie pomocou efektorov tak, aby splnil stanovené požiadavky.
Príkladom triviálneho agenta môže byť napríklad termostat.
Inteligentným agentom je počítačový systém schopný flexibilne vykonávať akcie v pro-
stredí. Flexibilita znamená, že agent je reaktívny, proaktívny a sociálny. Reaktívny systém
udržiava interakciu s prostredím a okamžite reaguje na zmeny prostredia vhodnou akciou.
Proaktívny generuje ciele a vykonáva akcie smerujúce k ich dosiahnutiu. To sa deje nielen
ako reakcia na udalosť prostredia. Sociálnosť agentov zabezpečuje ich schopnosť interakcie
s ostatnými agentmi a schopnosť spolupracovať.
Ako bolo spomenuté, WSN môžu byť využité napríklad na detekciu požiarov v zales-
nenej oblasti. Vytvorenie takejto siete je náročné, nakoľko pozostáva z veľkého množstva
senzorov, niekedy umiestnených v zložitom a nepriaznivom prostredí. Z toho plynie aj sku-
točnosť, že veľké percento z uzlov môže prestať správne pracovať. Sieť je vo väčšine prípadov
projektovaná na dlhodobé získavanie údajov z prostredia. Pri takýchto sledovaniach sa ale
môže stať, že za nejaký čas bude žiadané alebo nutné zmeniť chovanie uzlov, nakoľko po-
žiadavky používateľa na sieť sa zmenili. Z tohto dôvodu musia byť WSN vysoko flexibilné.
V tradičnej klient-server architektúre sú dáta z viacerých zdrojov posielané na jedno
miesto. V prípade siete využívajúcej mobilných agentov sa kód, ktorý zbiera dáta môže
presúvať sieťou a agregovať nazbierané údaje. Použitie agentov môže výrazne znížiť cenu ko-
munikácie. Hlavne pri sieťach s nízkou šírkou pásma je presúvanie funkcie k dátam výrazne
vhodnejšie ako presúvanie dát k funkcii. Funkciou môže byť akýkoľvek proces spracúvajúci
dáta.
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3.2 Agentné platformy
Využitie agentov vo WSN má svoje opodstatnenie a uplatnenie. Avšak vytvorenie agenta
za pomoci bežného prístupu pomocou jazyka nesC a systému TinyOS nie je možné. Sa-
motný agent musí mať schopnosť presunu z jedného uzlu na druhý. Vytvorený, preložený a
nahraný kód v jazyku nesC sa však zapíše do uzlu a nie je možné ho zmeniť alebo nahradiť
bez opätovného prehrania. Ak by aj existovala nejaká možnosť presunu nahraného kódu,
musíme sa vyrovnať ešte s ďalším problémom. Jednotlivé uzly siete môžu využívať rôzne
senzory a ani celá sieť nemusí pozostávať z uzlov rovnakého typu. Agent však musí byť
schopný vyrovnať sa s takouto zmenou prístupu k jednotlivým súčastiam uzlu, na ktorý sa
presunie. Tu opäť narážame na problém s klasickým nesC a TinyOs, kde preklad kódu a
jeho nahratie je platformne závislé.
Aj vďaka týmto obmedzeniam nie je prakticky možné k vytvoreniu agentov pre WSN
využiť len jazyk nesC. Ako riešenie sa ponúka vytvorenie určitej medzivrstvy (agentnej
platformy), ktorá by bola nahraná na uzle a poskytovala by prostredníka medzi obsluhou
agentných požiadaviek a ich fyzickým spracovaním na uzle. Takto vytvorená platforma by
mala spĺňať niekoľko požiadaviek vychádzajúcich z povahy prostredia kde bude umiest-
nená. Prvá vyplýva z obmedzených výpočtových prostriedkov WSN uzlov. Platforma by
preto mala zaberať čo najmenšie množstvo pamäte a rovnako by nemala príliš zaťažovať
zdroje uzlu, hlavne v prípade nečinnosti agenta, napríklad pri čakaní na vonkajšiu uda-
losť. Rovnako by mala poskytovať dostatočnú funkcionalitu na vytvorenie rôznych agentov
do ktorej patria napríklad mechanizmy na komunikáciu agentov navzájom, prenášanie dát
medzi nimi a mala by zvládať presúvať agentov v sieti so zachovaním ich stavu.
V nasledujúcich kapitolách budú predstavené 2 agentné platformy, ktoré spĺňajú vyššie
uvedené kritéria a dovoľujú tak vytvárať agentov pre bezdrôtové senzorové siete.
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Kapitola 4
Agilla
Agilla je platforma pre bezdrôtové senzorové siete vyvinutá na Washington University v St.
Louis[8]. Agenti vytvorení pre systém Agilla sú schopní sa adaptovať na zmeny prostredia,
siete aj požiadaviek používateľa.
4.1 Agilla model
Na obrázku 4.1 je znázornený model systému Agilla.Je na ňom vidieť hlavné časti systému.
Základnou časťou starajúcou sa o chod celého systému je platforma systému Agilla (Agilla
Middleware). Tá spravuje zoznam susedných uzlov spolu so zdielanou pamäťou n-tíc (tuple
space). Je vytvorená pomocou operačného systému TinyOs a celý systém beží na niektorom
fyzickom bezdrôtovom uzle, v našom prípade sa jedná o uzle typu Iris.
Ako je ďalej na obrázku vidieť, na jednom uzle môže naraz vykonávať svoju činnosť
viacero agentov. Ich počet je možné nastaviť pri preklade systému. Prednastavená hod-
nota1 dovoľuje súbežný beh 3 agentov. Jednotlivé časti systému Agilla budú rozpísané v
nasledujúcom texte.
4.2 Nahranie platformy a spustenie prvého agenta
Zdrojové súbory je možné stiahnuť na stránkach platformy[17]. Na stránkach v sekcii do-
kumentácia je možné nájsť aj pomerne prehľadný návod ako platformu nainštalovať.
Platforma je napísaná pre operačný systém TinyOS verize 1. Ten však nepodporuje
nami používaný uzol Iris, nakoľko jeho podpora bola pridaná až neskôr vo verzii 2. Jedinou
možnosťou, ako používať platformu Agilla na uzloch typu Iris je využitie programu Mote-
Works. Návod na jeho inštaláciu a používanie je možné nájsť v dokumente [13]. Program
je určený pre operačný systém Windows a najvhodnejším variantom je 32 bitová verzia
systému XP.
Po nainštalovaní programu je nutné v kódoch platformy pozmeniť všetky odkazy na be-
žné knižnice TinyOS na súbory nainštalované programom MoteWorks. Väčšinou sa jedná
len o prepísanie zdrojových zložiek v Makefile súboroch a súboroch s nastaveniami plat-
formy.
Ak sa podarí správne všetko nastaviť malo by fungovať preloženie a nahranie platformy
do pripojeného uzlu. Zdrojové kódy platformy sa nachádzajú v podzložke /nesc/agilla.
1Parameter -DAGILLA NUM AGENTS v súbore Makefile.Agilla.
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V nej sa nachádza Makefile súbor, ktorý prevedie preklad platformy a jej prípadné nahranie
do uzlu.
Na nahrávanie agentov slúži aplikácia AgentInjector. Ak je všetko správne nastavené2
spustíme aplikáciu zo zložky /java príkazom
java agilla.AgentInjector -comm COM4:57600 -d. Parametrom -comm udávame, na
akom porte chceme zahájiť komunikáciu s pripojeným uzlom, v našom prípade pomocou
programovacej dosky MIB520. Ako bolo uvedené vyššie, doska vytvorí 2 virtuálne com
porty3, z ktorých v tomto prípade využívame ten s vyšším číslom. Číselné označenie 57600
udáva baud rýchlosť nami používaného uzla Iris, ktorý je pripojený. Voliteľný parameter -d
zapína vypisovanie pomocných výpisov do konzolového okna a odporúčame jeho použitie
pri prípadných problémoch.
Po spustení sa objaví okno aplikácie, v ktorom je jednoducho možné otvárať naprogra-
movaných agentov a pomocou pripojenej dosky s uzlom zasielať na požadované uzly.
Obr. 4.1: Model systému Agilla[6]
4.3 Architektúra platformy Agilla (Agilla Middleware)
Na obrázku 4.2 je znázornená architektúra Agilla platformy pre agentov. Skladá sa z nie-
koľkých častí, ktorých úlohou je zabezpečovanie správneho chodu platformy.
2Postupovali sme podľa návodu a všetko funguje.
3Na systémoch Windows je potrebné manuálne nainštalovať ovládač.
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Obr. 4.2: Model systému Agilla[7]
4.3.1 Agentný manažér
Agentný manažér spravuje prostriedky každého agenta od okamihu jeho príchodu či spus-
tenia a uchováva jeho kontext a alokuje pre neho potrebné zdroje. Po skončení činnosti
agenta alebo jeho presune na iný uzol uvoľňuje jeho zdroje. Rozhoduje o tom, kedy je agent
pripravený na spustenie a informuje o tomto stave Agilla engine. V základnom nastavení
dokáže agentný manažér spravovať naraz maximálne 3 agentov. Táto hodnota je limito-
vaná hlavne obmedzeným množstvom dostupnej pamäte. V prípade jej dostatku môže byť
navýšená používateľom.
4.3.2 Kontextový manažér
Spravuje údaje o polohe uzlu a zoznam jeho susedov. Po objavení susediaceho uzlu uloží
jeho údaje do zoznamu známych uzlov. Ten je prístupný pre každého agenta pomocou
niekoľkých špecializovaných inštrukcií (numnbrs, getnbr, randnbr).
4.3.3 Inštrukčný manažér
Inštrukčný manažér sa stará o dynamické prideľovanie potrebnej pamäte agentom. Nahrá-
dza tým nemožnosť dynamickej správy pamäte systémom TinyOS. Agent po príchode alebo
spustení žiada inštrukčného manažéra o pridelenie požadovaného množstva pamäte. Agen-
tovi je následne pridelený minimálny počet blokov potrebných pre uloženie kódu agenta.
Veľkosť každého bloku je 22 bytov4. Počas behu agentov inštrukčný manažér načíta ďa-
lšie inštrukcie k vykonaniu. Stará sa aj o zabalenie kódu agenta pri jeho presune do čo
najmenšieho počtu správ.
4.3.4 Manažér n-tíc
Manažér n-tíc vykonáva všetky neblokujúce operácie nad pamäťou n-tíc (tuple space) a
stará sa o vykonávanie reakcií na udalosti, lokálnu pamäť n-tíc a zoznam reakcií registro-
4Počet blokov udáva parameter -DAGILLA NUM CODE BLOCKS v súbore Makefile.Agilla.
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vaných jednotlivými agentmi. Dynamicky prideľuje pamäť pre každú n-ticu. Pre zabráne-
nie vnútornej fragmentácie dát a možnosti využívania dopredných ukazovateľov je pamäť
alokovaná lineárne. Po odstránení n-tice z pamäte sú všetky nasledujúce bloky posunuté
vpred[8].
Manažér uchováva všetky reakcie registrované jednotlivými agentmi. Vždy, keď je vlo-
žená nová hodnota do pamäte, je porovnaná s registrovanými reakciami na zhodu. Ak sa
n-tica zhoduje s niektorou z reakcií, manažér n-tíc informuje agentného manažéra. Ten ná-
sledne nastaví nasledujúcu inštrukciu v kontexte agenta, ktorý si reakciu registroval, na ním
zvolenú inštrukciu. Nakoľko sú registrované reakcie ukladané pre každého agenta zvlášť, je
ich možné presúvať spolu s agentom. Po príchode na nový uzol sa reakcie automaticky
uložia.
4.3.5 Agilla engine
Agilla engine je hlavným prvkom platformy, ktorý sa okrem vykonávania svojej činnosti
stará aj o riadenie manažérov platformy z predchádzajúceho textu.
Engine pracuje na spôsob virtuálneho stroja, ktorý sa stará o súbežnú činnosť agen-
tov na uzle. Reálna súbežná činnosť nie je možná. Engine využíva round-robin algoritmus
na postupné prideľovanie výpočtového výkonu jednotlivým agentom. Každý agent môže v
jednom cykle algoritmu vykonať konštantný počet inštrukcií5. Po zavolaní inštrukcie, na
výsledok ktorej musí agent čakať (sleep, sense, wait), engine automaticky prepne kon-
text na nasledujúceho agenta aj pred vyčerpaním počtu inštrukcií pre agenta. Engine sa
stará aj o prijímanie a odosielanie agentov. Agent rozdelený do niekoľkých správ je po-
stupne preposielaný na cieľový uzol. Pri strate jednej správy je ale celé odosielanie agenta
neúspešné. Vzhľadom na vysoké percento stratovosti správ sa agenti odosielajú postupne,
vždy len medzi dvoma susednými uzlami v ceste a príjem každej správy je nutné potvrdiť
odosielateľovi[7]. Opätovné zaslanie správy nastáva po neprijatí potvrdenia a opakuje sa
maximálne 4 krát. Ak niektorý uzol zistí, že sa mu nepodarilo odoslať agenta, spustí agenta
sám.
Vzdialené operácie sú takisto obsluhované Agilla engine-om. Engine odosiela požiadavku
obsahujúci požadovanú inštrukciu a vzor. Po prijatí cieľovým uzlom je operácia vykonaná
nad jeho tuple space a volajúcemu uzlu je odoslaný výsledok. Na rozdiel od presunu agentov
sa nevyužíva odosielanie a potvrdzovanie po jednom kroku, ale požiadavka je odoslaná ihneď
na cieľový uzol bez potvrdzovania. V prípade neprijatia odpovede do 2 sekúnd sa odoslanie
opakuje maximálne 2 krát.
4.4 Agenti platformy Agilla
Mobilnými agentmi v systéme Agilla nazývame procesy, vytvorené pre tento systém, ktoré
sa môžu samostatne presúvať v rámci siete uzlov.
Každý agent samostatne vykonáva svoj kód, prípadne komunikuje s ostatnými agentmi
alebo sa presúva v rámci siete. Na jednom uzle môže bežať viacero agentov naraz. Agent
zomiera uvoľnením využívaných prostriedkov po splnení svojej úlohy.
Architektúra agenta je zobrazená na obrázku 4.3. Agent pozostáva zo zásobníku, hro-
mady a niekoľkých registrov. Zásobník uchováva inštrukcie agenta. Hromada je random-
access pamäťový priestor, ktorý dovoľuje každému z agentov uložiť definovaný počet pre-
5V zdrojových textoch platformy je tento počet definovaný číslom 8 s komentárom, že sa môže jednať o
ľubovoľné číslo.
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menných. Prístup k nej je možný pomocou inštrukcií getvar a setvar . Veľkosť hromady
aj zásobníku je možné meniť v závislosti na pamäti poskytovanej uzlom.
Agent ďalej obsahuje 3 registre: unikátne ID, programový čítač a stavový register. Na-
koľko sa agenti môžu rôzne presúvať sieťou, dokonca môžu vytvárať vlastné klony, je nutné
rozlíšiť agentov navzájom. Preto každý z agentov obsahuje unikátnu ID hodnotu, ktorá sa
nemení ani pri presunoch agenta. Rovnako každý klon agenta dostane nové unikátne ID.
Programový čítač (PC) obsahuje adresu nasledujúcej inštrukcie. Stavový register slúži na
uchovanie výsledku vykonanej operácie. Neuchováva výsledky len bežných porovnávacích
operácií, ale aj výsledky presunu agenta.
Obr. 4.3: Architektúra Agilla agenta[6]
4.4.1 Zásobník (Stack)
Najdôležitejším prvkom každého agenta je jeho zásobník. Väčšina z inštrukcií platformy
ho využíva pre zisk parametrov, ktoré potrebujú k svojmu vykonaniu. Rovnako väčšina
inštrukcií ukladá svoje výsledky späť na zásobník. Nepatria sem len niektoré inštrukcie
využívajúce pre svoj výstup stavový register C a hromadu agenta, napríklad matematické
inštrukcie alebo inštrukcia rrdpg. Pred každým volaním inštrukcie vyžadujúcej ďalšie pa-
rametre, musia byť tieto parametre postupne vložené na vrchol zásobníku. Je potrebné
dodržať správne poradie parametrov a ich počet. Inštrukcia požadovaný počet prvkov z
vrcholu zásobníku vyberie a vykoná svoju úlohu. Následne, ak je výsledkom volania nejaká
hodnota a jedná sa o inštrukciu vracajúcu výsledok pomocou zásobníku, je výsledok uložený
na vrchol zásobníku.
Výsledky volania je vhodné z vrcholu zásobníku odstrániť i v prípade, že daný výsledok
nepotrebujeme. Takýto stav môže napríklad nastať pri prevedení inštrukcií, ktoré okrem
vloženia výsledku na vrchol zásobníku nastavujú aj stavový register C. V prípade využitia
len stavového registru po volaní inštrukcie odporúčame výsledok operácie zo zásobníku od-
strániť. Neodstránenie takéhoto výsledku nespôsobí samo o sebe žiadny problém pri ďalšom
behu agenta. Avšak pri viacnásobnom opakovaní takéhoto chovania môže dôjsť k postup-
nému zaplneniu a pretečeniu zásobníku. Veľkosť zásobníku je možné nastaviť podľa potreby.
V zdrojoch popisujúcich platformu Agilla je možné nájsť 2 rôzne hodnoty základnej veľkosti
zásobníku, 105 a 150. Verzia, ktorá bola voľne stiahnuteľná počas písania práce a ktorú sme
využívali má v zdrojových kódoch nastavenú veľkosť pre zásobník 105 bytov. Okrem pre-
tečenia zásobníku je potrebné dávať pozor aj na jeho podtečenie. V tom prípade rovnako
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beh agenta skončí. Počet záznamov v zásobníku je možné kontrolovať pomocou inštrukcií
platformy, avšak pri správne napísaných agentných kódoch to nemusí byť potrebné.
4.4.2 Hromada (Heap)
Ďalším prvkom agenta, ktorý je okrem zásobníku možné využiť pri vytváraní kódu agenta
je hromada. Umožňuje agentovi uložiť n premenných, ktoré sú prístupné pomocou ich adries
(číslo v rozmedzí 0 - n). Dáta v nej je možné uchovávať počas celého behu agenta. Až na
výnimky (napr. inštrukcia rrdgp) nepracujú inštrukcie s hromadou priamo. Pre prácu s ňou
je potrebné využiť zásobník. Dáta zapisované na zadanú pozíciu sú vyberané zo zásobníku
a rovnako prečítané dáta sú vkladané na vrchol zásobníku. Zdroje popisujúce platformu
sa rozchádzajú nielen v popisovanej veľkosti zásobníku ale aj vo veľkosti jednej premennej
hromady. Udávané hodnoty sú buďto 32 alebo 40 bitov. Po opätovnom nahliadnutí do
zdrojových kódov platformy sa ukázalo, že jedna položka hromady môže zaberať 24 alebo
40 bitov ale priestor pre ňu vyhradený je vždy 40 bitov. Rovnako zo zdrojových kódov
vyplýva, že v zdrojoch prezentovaná veľkosť hromady nie je v stiahnutej verzii 12 ale 20
premenných. Rovnako aj adresa premennej využívanej pri porovnávaní dvoch adries agentov
nie je 11 ale 16 a prípustné hodnoty n pre adresovanie hromady sú 0 - 19.
4.4.3 Programový čítač PC (Program Counter)
Jedná sa o 16 bitový register, ktorý uchováva adresu nasledujúcej inštrukcie, ktorá sa má
vykonať. Pri vyvolaní registrovanej reakcie je hodnota registru prepísaná adresou prvej
inštrukcie obsluhy reakcie.
4.4.4 Stavový register C (Condition)
Súčasťou agenta je aj stavový register C. Môže nadobúdať rôzne hodnoty podľa toho, ktorá
inštrukcia a po akom výsledku jej volania ho nastavila. Obecne platí, že po vykonaní inšt-
rukcie nenastavený register C znamená jej neúspech. Samozrejme berieme v úvahu len inšt-
rukcie, ktoré register nastavujú. Hodnota registru sa využíva hlavne volaním funkcií, ktoré
sa podľa nej rozhodujú. Je však možné jeho hodnotu zapísať na zásobník alebo manuálne
register naplniť hodnotou z vrcholu zásobníku.
4.4.5 ID register
Úlohou tohto registru je uchovávať unikátny identifikátor každého agenta. Tento identi-
fikátor sa získava konkatenáciou najmenej významného bytu adresy uzlu a postupne sa
zvyšujúceho čítača agentov na uzle. ID agenta je nemenné pri jeho prípadnom presune na
iný uzol. Pri klonovaní agenta dostáva novovzniknutý agent ID vypočítané podľa vyššie
uvedenej metódy.
4.5 Lokalizácia uzlov
Platforma využíva okrem klasického adresovania uzlov pomocou ich adries aj systém na
možnú lokalizáciu uzlov v priestore. Tento systém je založený na predpoklade rozmiestnenia
uzlov v štvorcovej mriežke zadanej veľkosti6. Výpočet lokalizácie z adresy ako aj adresy z
lokalizácie uzlu ukazuje príklad ??.
6Parameter -DDEFAULT NUM COLUMNS v Makefile.Agilla.
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ID = (x− 1) + (y − 1) ∗ (pocetStlpcov)
x = [(ID)mod(pocetStlpcov)] + 1
y = (ID − x+ 1)/(pocetStlpcov)
Príklad 4.4: Výpočet lokalizácie uzlu[22]
Použitie lokalizácie dovoľuje vytvárať agentov, ktorý majú predstavu, kde v sieti sa
nachádzajú a rovnako aj ktoré uzly sú v ich susedstve. Agenti tak môžu vykonávať špecifické
úkony len na určitých uzloch siete. Naprogramovanie takéhoto chovania by bolo samozrejme
možné aj bez použitia lokalizácie, avšak pri zmene veľkosti siete by muselo dôjsť aj k úprave
kódu.
4.6 Pamäťový priestor
Na každom uzle vytvára platforma Agilla asociatívnu pamäť n-tíc (tuple space). Jedná sa o
zdieľanú pamäť prístupnú pre agentov na danom uzle pomocou lokálnych operácií a rovnako
aj pre agentov na ostatných uzloch cez vzdialené operácie. Všetky operácie pracujúce s
pamäťou sú atomické. Prichádzajúce požiadavky na prácu s pamäťou sú ukladané do fronty
a postupne sa vykonávajú. Pre blokujúce operácie je vyčlenená samostatná fronta. Pri
vložení novej n-tice sú z nej operácie vyberané a kontrolované na zhodu. Až v prípade
zhody sú tieto blokujúce operácie vykonané.
4.7 Zoznam susedov
Na každom uzle je udržiavaný zoznam okolitých susedov. Uchovávajú sa len susedia, ku
ktorým má uzol priamy prístup, takzvaní one-hop susedia. O plnenie zoznamu sa stará
platforma a agent si môže nechať zoznam sprístupniť, prípadne len niektorú z jeho položiek.
Zoznam je napĺňaný v cyklických behoch. Po vypršaní náhodne nastaveného časovača
(alebo po spustení uzlu) uzol rozošle broadcast správu (beacon), ktorá informuje okolitých
susedov o prítomnosti uzlu. Rovnako po prijatí takejto správy od iného uzlu si uzol ukladá
záznam o tomto uzle do svojho zoznamu. Zoznam je po uplynutí daného času pravidelne
kontrolovaný na záznamy o uzloch, od ktorých nebola dlhšiu dobu prijatá beacon správa.
Ak táto doba presiahne stanovený limit7 je záznam o uzle zmazaný.
Pri práci so zoznamom susedov je dôležité si uvedomiť, že sa môže meniť. V prípade, že
si uložíme počet susedov, prípadne konkrétne adresy susedov je možné, že medzi časom ich
získania a časom použitia mohlo dôjsť k zmene zoznamu. Mohlo by sa tak stať, že adresa
uzlu na konkrétnej adrese zoznamu sa zmení a my budeme komunikovať s iným uzlom
ako sme zamýšlali. Samozrejme tento problém nie je možné nijak odstrániť ani zabrániť
jeho vzniku. Jeho minimalizovanie je možné docieliť získavaním údajov o susedoch tesne
predtým, ako ich plánujeme využiť.
7Nastavený parametrom -DBEACON TIMEOUT v Agilla.Makefile.
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4.8 Inštrukčná sada
Jazyk, v ktorom sú programovaní agenti pre platformu Agilla sa podobá jednoduchému
asembleru. Jedná sa o jednoduchú inštrukčnú sadu so základnými operáciami potrebnými
pre popis agenta a ovládanie uzlu. Veľa z inštrukcií tohto jazyka neprijíma za svojím me-
nom žiadne parametre ako to býva zvykom u bežných programovacích jazykov. Parametre
potrebné k vykonávaniu takýchto inštrukcií sú získavané zo zásobníku. Ten je aj najdôleži-
tejším komponentom platformy pri vytváraní agentných kódov.
V tejto kapitole je predstavená inštrukčná sada platformy Agilla. Inštrukcie sú rozdelené
do základných skupín podľa ich použitia a tieto skupiny sú bližšie popísané. Spomenuté sú
niektoré zo špecifických inštrukcií s prípadným popisom ich chovania a volania. Podrobný
výčet poskytovaných inštrukcií spolu s ich základným popisom je možné nájsť na interne-
tových stránkach projektu [18].
Dátové typy
Platforma podporuje niekoľko základných dátových typov. Rôzne dátové typy sa využívajú
pri volaniach inštrukcií, ktorým je potrebné predkladať dáta správnych typov aby nedošlo
k chybe agenta.
Dôležitým využitím dátových typov je aj práca s tuple space, či už lokálnou alebo vzdia-
lenou. Hlavne pri čítaní alebo vyhľadávaní v tuple space je veľmi časté využitie predpisu
n-tice. Ak napríklad očakávame n-ticu konkrétnej dĺžky a konkrétneho zloženia dátových
typov, avšak minimálne jeden z prvkov môže nadobúdať rozličné hodnoty8 pri vyhľadávaní
n-tice nahradíme hodnotu takéhoto prvku jeho dátovým typom. Tým docielime kontrolu
na typ a nie na konkrétnu hodnotu prvku.
Platforma Agilla rozlišuje nasledovné dátové typy9:
• AGENTID predstavuje 16 bitovú unikátnu hodnotu, ktorá identifikuje každého agenta,
• STRING je reprezentovaný rovnako ako 16 bitové číslo. Platforma podporuje a umo-
žňuje len zadávanie reťazcov dĺžky 3, ktoré sú následne prepočítané na výslednú hod-
notu. Tvar reťazca musí zodpovedať predpisu [a-z,0-9][a-z,0-9][a-z,0-9], kde jednotlivé
prvky sú transformované ako [a=1,b=2,. . .,0=26,1=27,. . .],
• TYPE nahrádza 16 bitovú premennú,
• VALUE reprezentuje vkladanú hodnotu pomocou inštrukcií pushc a pushcl,
• LOCATION je reprezentovaný dvomi 16 bitovými hodnotami, ktoré udávajú lokali-
záciu agenta ako súradnice x a y,
• ANY je posledný z podporovaných typov. Nemá fyzickú reprezentáciu a slúži len pri
práci s tuple space ako náhrada celého dátového typu pri neznámom alebo premenli-
vom prvku.
Platforma okrem bežných dátových typov rozlišuje aj typy dát získaných pomocou me-
rania zo senzorov. Jedná sa o typy PHOTO, TEMP, MIC, MAGX, MAGY, ACCELX a
ACCELY reprezentujúce výsledky meraní zo svetelného, teplotného či zvukového senzoru,
magnetometra alebo akcelerometra.
8Vždy však v rámci dátového typu prvku.
9Popis vznikol pomocou inštrukčnej sady platformy a jej zdrojových kódov.
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Bežné inštrukcie
Inštrukčná sada systému Agilla poskytuje základné služby použiteľné pri vytváraní agentov.
Jedná sa napríklad o služby riadenia chodu agenta, základné výpočtové služby a služby na
prácu so zásobníkom a hromadou. V nasledujúcom texte budú tieto skupiny služieb popísané
s prípadným uvedením niektorých inštrukcií, ktoré je možné využiť spolu so špecifikami ich
použitia.
Riadenie behu agenta
Do tejto kategórie patria inštrukcie halt, wait a sleep, inštrukcie skoku a inštrukcie pre
využitie registrovaných reakcií, ktoré sú vysvetlené v texte samostatne. Zavolaním inšt-
rukcie halt dôjde k ukončeniu činnosti agenta a uvoľneniu agentom alokovaných zdrojov.
Inštrukcie sleep a wait slúžia na pozastavenie činnosti agenta. Prvá z nich uspí agenta na
určitý časový interval a druhá do doby, pokiaľ nedôjde k vyvolaniu niektorej z registrova-
ných reakcií agenta.
Jedinou možnosťou na vytvorenie vetvenia kódu podľa vytvorených podmienok je využi-
tie inštrukcií skoku. Po ich zavolaní sa pokračuje vo vykonávaní kódu na zadanej inštrukcii.
Platforma poskytuje 2 druhy skokov. Relatívny a absolútny, ktoré sú zadané inštrukciami
rjump a jumps. Pri relatívnom skoku je možné skočiť až o 15 inštrukcií vpred alebo vzad
od miesta zavolania. Počet inštrukcií je zadávaný ako parameter inštrukcie za jej volaním
a môže byť zadaný aj návestím v rozsahu skoku. Pri absolútnom skoku je nutné pred vola-
ním na zásobník uložiť adresu na ktorú chceme skočiť. Rovnako je možné použiť vytvorené
návestie10. K obom funkciám existujú aj ich ekvivalenty, ktorá sa však vykonajú len vtedy,
ak nie je hodnota stavového registru 0. Jedná sa o inštrukcie rjumpc a jumpc.
Výpočtové inštrukcie
Inštrukčná sada poskytuje využitie základných operácii pre výpočty nad dátami. Je možné
využiť základné logické operácie ako AND, OR, matematické operácie, operácie na porovna-
nie alebo výmenu hodnôt a ďalšie. Počet parametrov volania, využitie hromady pri volaní,
spôsob vrátenia výsledku a prípadné nastavovanie stavového registru sa u jednotlivých fun-
kcií líši. Popis ich použitia je na internetových stránkach projektu [18].
Inštrukcie na prácu so zásobníkom
Zásobník agenta je najdôležitejším prvkom pri jeho behu. Platforma poskytuje niekoľko
inštrukcií pomocou ktorých je možné dáta na zásobník pridávať. Rozdiel medzi nimi spočíva
v type dát, ktoré je možné pomocou nich na zásobník vkladať. Inštrukcia pushc vloží na
zásobník hodnotu, ktorá môže byť z intervalu 0-63.
Rozšírením tejto funkcie je funkcia pushcl, ktorá dokáže vložiť 16 bitovú hodnotu.
Pomocou tejto funkcie je možné vkladať návestia, na ktoré má agent skočiť pri vykonávaní
inštrukcií skoku. Je potrebné nezabúdať, že vložené návestie pomocou jeho reťazcového
názvu je pri nahraní agenta transformované na adresu, na ktorom sa nachádza. Preto nie je
možné pomocou funkcie pushcl vkladať návestia, ktoré sa v kóde nevyskytujú lebo nahranie
agenta skončí s chybou.
10Návestia sú pri nahrávaní agenta zmenené na odpovedajúce hodnoty.
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Inštrukcia pushn vkladá na zásobník reťazec dĺžky 3, pushrt vloží identifikáciu jedného
z možných senzorových typov, pusht identifikáciu typu dát a pomocou pushloc je možné
na zásobník vložiť určitú lokáciu.
Inštrukcie na prácu s hromadou
Na získavanie dát uložených v hromade slúžia inštrukcie getvar a getvars. Líšia sa tým,
že funkcia getvar prijíma za svojím volaním adresu premennej hromady, z ktorej má dáta
načítať a inštrukcia getvars túto adresu berie zo zásobníku. K týmto inštrukciám existujú
aj ich varianty pre uloženie dát na adresu v hromade setvar a setvars. Pri ich volaní
sú vkladané dáta na zásobníku a adresa je opäť získavaná ako v prípade predchádzajúcich
inštrukcií.
Inštrukcie na získavanie dát zo senzorov
Na získanie dát zo senzorov slúži inštrukcia sense. Je ňou možné snímať niektorú z podporo-
vaných hodnôt, ktoré boli uvedené v sekcii o dátových typoch. Na zásobník je pred volaním
funkcie potrebné vložiť identifikátor typu, ktorý chceme zmerať. Po prevedení akcie bude
nameraná hodnota uložená na zásobník.
Inštrukcie na ovládanie led diód
Ovládanie led diód uzlu zabezpečuje inštrukcia putled. Prijíma jeden parameter zo zá-
sobníku predstavujúci predpis akcie, ktorú ma vykonať. Ten je tvorený najnižšími 5 bitmi
zadanej hodnoty. Prvé 3 najnižšie bity predstavujú jednotlivé diódy a zvyšné 2 akciu, ktorá
sa má vykonať. Kódy akcií sú 00 pre zasvietenie len konkrétnej diódy, 01 pre zhasnutie
diódy s hodnotou 0 v predpise, 10 pre zasvietenie a 11 pre zmenu hodnoty niektorej diódy.
Mobilita agentov
Mobilita agentov je riadená pomocou Agilla enginu. Platforma poskytuje agentom 4 druhy
presunu. Pre každý druh existuje samostatná inštrukcia. Inštrukcie sa delia na 2 skupiny,
podľa toho či vykonávajú presun (move) agenta alebo presun jeho klonu (clone). Pri presune
klonu sa celý agent skopíruje a táto kópia je presunutá na cieľový uzol. Pôvodný agent
následne pokračuje vo vykonávaní v bode, v ktorom bol prerušený. Obe skupiny podporujú
2 možnosti vykonania. Silnú (strong) a slabú (weak). Pri silnom presune sa kód agenta
presunie na cieľový uzol spoločne s jeho kontextom. Po presune je agent schopný pokračovať
v bode, v ktorom bol prerušený. Pri slabom presune sa naopak presunie len kód agenta a
ten následne vykonáva svoju činnosť zo zresetovaného stavu. Kombináciou týchto možností
dostávame inštrukciu smove (strong move) pre silný presun agenta, wmove (weak move) pre
slabý presun a analogicky k nim inštrukcie sclone a wclone pre klonovanie agentov.
Po vykonaní inštrukcií je možné kontrolou stavového registru zistiť, či sa vykonanie
podarilo a agent beží už na novom uzle a v prípade klonovania agenta určiť, či sa jedná o
pôvodného agenta alebo jeho klon.
Kontext agenta
Agent môže byť na nový uzol presunutý alebo naklonovaný spolu so svojím kontextom.
To umožňuje agentovi pokračovať vo vykonávaní kódu od miesta jeho prerušenia pred pre-
sunom s rovnakým stavom zásobníku, hromady či registrovanými reakciami. Okrem spo-
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menutých častí patrí do kontextu agenta ešte stavový register C, programový čítač PC, ID
agenta, veľkosť kódu a popis agenta. Posledný menovaný parameter je uvedený v zdrojových
kódoch platformy avšak jeho použitie nie je v dostupných materiáloch spomínané. Kontext
agenta obsahuje ešte ďalšie položky. Tie ale slúžia len virtuálnemu stroju na riadenie agenta
a nie sú spolu s agentom prenášané.
Inštrukcie na prácu s lokálnou pamäťou n-tíc
Každý uzol sprístupňuje agentom pamäť n-tíc (tuple space). Agentom môže slúžiť ako
úložisko dát ale hlavne umožňuje agentom vzájomne komunikovať či ovplyvňovať navzájom
svoje chovanie. Agent môže pamäť uzlu na ktorom sa nachádza meniť sadou lokálnych
inštrukcií. Platforma dovoľuje agentom pracovať aj s pamäťou okolitých uzlov pomocou
sady vzdialených inštrukcií.
Reprezenácia n-tíc
Samostatná práca s n-ticou ako celkom nie je na platforme Agilla možná. S n-ticami je možné
pracovať len s využitím zásobníku. N-ticu ako celok nie je možné uložiť ani do premennej
hromady. Ak použitie inštrukcie vyžaduje ako parameter n-ticu, je potrebné jej jednotlivé
prvky vložiť na zásobník spolu s jej veľkosťou. Prvky musia byť vkladané od konca nakoľko
je ich možné vkladať len pomocou vrcholu zásobníku. Ako posledná sa vkladá veľkosť n-tice
na zásobníku. Napríklad vloženie n-tice (abc,d,12) bude vykonané postupným vložením
prvkov 12, d, abc na zásobník nasledované číslom 3 udávajúcim veľkosť tejto n-tice. V
takomto formáte očakávajú n-tice všetky inštrukcie, ktoré s nimi pracujú. Rovnako sú v
tomto formáte uložené všetky výsledky v tvare n-tíc.
Lokálne inštrukcie
Inštrukčná sada platformy obsahuje niekoľko inštrukcií na prácu s lokálnou tuple space. Na
vkladanie dát slúži inštrukcia out. Vyberie n-ticu zadanú podľa vyššie uvedeného postupu
zo zásobníku a vloží ju do tuple space.
Na prečítanie n-tice slúži inštrukcia rd. Pomocou nej môžeme overiť, či sa v tuple
space nachádza konkrétna n-tica alebo či obsahuje nejakú n-ticu spĺňajúcu zadaný tvar
a vrátiť takúto n-ticu ako výsledok. Pred volaním je na zásobník potrebné vložiť tvar n-
tice, ktorú chceme vyhľadať. Prvou možnosťou je zadať kompletnú n-ticu pomocou hodnôt
jednotlivých prvkov spolu s jej dĺžkou. V prípade, že tuple space takúto n-ticu obsahuje
bude nastavený stavový register a totožná n-tica bude skopírovaná na zásobník. Druhou
možnosťou je zadať namiesto konkrétnej hodnoty prvkov n-tice len dátový typ, ktorý by sa
mal na danom mieste nachádzať. V takom prípade bude ako výsledok vrátená prvá n-tica
spĺňajúca zadaný predpis. Ak v tuple space nebude nájdený žiaden vyhovujúci záznam, bude
beh agenta pozastavený do tej doby, pokiaľ nebude vložená11 vyhovujúca n-tica. Podobne
ako funkcia rd pracuje funkcia in. Jediným rozdielom je, že výsledná n-tica nebude z tuple
space skopírovaná ale dôjde k jej presunu.
K obom vyššie spomenutým funkciám existujú aj ich neblokujúce varianty rdp a inp.
Tie pracujú na úplne rovnakom princípe avšak pri nenájdení vyhovujúcej n-tice nedochádza
k pozastaveniu behu agenta. V takomto prípade nie je na zásobník vložená žiadna n-tica a
stavový register je nastavený na hodnotu 0. V prípade úspešného volania je stavový register
nastavený na hodnotu 1.
11Vloženie musí vykonať nejaký iný agent.
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V rozšírenej inštrukčnej sade sa nachádza inštrukcia remove. Inštrukcia zmaže n-ticu
vyhovujúcu n-tici na zásobníku z tuple space ale samotnú n-ticu zo zásobníku nezmaže.
Táto funkcia je užitočná pri práci s reakciami, kde agent môže zmazať n-ticu, ktorá reakciu
vyvolala z tuple space a pritom si ju uchovať naďalej na zásobníku.
Vzdialené inštrukcie
K inštrukciám out, rdp a inp pracujúcich s lokálnou tuple space uzlu, na ktorom sa agent
nachádza, existujú aj ich ekvivalenty pre prácu s tuple space iného uzlu. Okrem povinného
parametru hľadanej alebo vkladanej n-tice s jej veľkosťou na zásobníku je nutné zadať ešte
adresu uzlu, nad ktorého tuple space má byť operácia vykonaná.
Platforma poskytuje ešte 2 inštrukcie pre vzdialenú prácu nad viacerými tuple space
naraz. Jedná sa o inštrukciu routg, ktorá vloží zadanú n-ticu do tuple space každému
susednému uzlu a inštrukciu rrdpg, ktorá vykoná vzdialenú read operáciu nad susednými
uzlami. Výsledok vracia pomocou hromady, kde na adresu 0 ukladá počet uzlov n, na
ktorých operácia prebehla úspešne a adresy 1-n naplní adresami týchto uzlov.
Inštrukcie pre správu reakcií
Platforma poskytuje agentom možnosť registrovania reakcií, ktoré po vyvolaní vykonajú
naprogramovanú činnosť. Registrovanie reakcií je možné pomocou inštrukcie regrxn. Pa-
rametre berie zo zásobníku a očakáva na vrchole hodnotu, na ktorú má byť po vyvolaní
nastavený programový čítač nasledovanú predpisom n-tice, ktorej umiestnenie do tuple
space vyvolanie spustí. Platforma asynchrónne kontroluje tuple space na výskyt n-tíc podľa
niektorého zo zadaných vzorov. V prípade, že nájde niektorý zo vzorov, zmení programový
čítač agenta, ktorý reakciu registroval, na registrovanú hodnotu. Kód reakcie môže pozos-
távať z ľubovoľného množstva inštrukcií. Poslednou z nich však musí byť inštrukcia endrxn,
ktorá platforme povie, že kód reakcie končí. Následne je programový čítač a stav agenta
zmenený na hodnoty, ktoré mali pred vyvolaním reakcie. Odregistrovanie reakcií je možné
pomocou funkcie deregrxn.
Pridanie inštrukcie
Platrotma Agilla na svojich stránkach poskytuje návod na pridanie novej inštrukcie do
inštrukčnej sady platformy[20]. Základnými krokmi pri pridávaní novej inštrukcie sú:
• vytvorenie potrebných zdrojových súborov v zložke opcodes platformy. V nej sa na-
chádzajú inštrukcie platformy vo forme 2 súborov, pre konfiguráciu a modul,
• definovanie poskytovania rozhrania BytecodeI, ktoré definuje jediný príkaz execute,
ktorý sa vykoná v prípade volania inštrukcie,
• pridelenie kódu inštrukcii v súbore AgillaOpcodes.h,
• prepojenie inštrukcie s Agilla Enginom v súbore Agilla.nc,
• pridanie inštrukcie do príslušného súboru AgentInjectoru aby bolo možné pomocou
neho nahrávať kód s novou inštrukciou.
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Kapitola 5
WSageNt
V tejto kapitole bude popísaná ďalšia platforma pre agentov pre BSS, WSageNt. Táto
platforma bola vyvinutá v rámci diplomových a bakalárskych prác pod vedením pána Ing.
Františka Zbořila Ph.D. na Fakulte informačných technológií Vysokého učení technického
v Brne. Je rozdelená do dvoch hlavných častí: platformy pre agentov a interpreter. Jedná
sa o dve samostatné časti, ktoré sú vzájomne prepojené sadou rozhraní. Model systému je
vidieť na obrázku 5.1.
Obr. 5.1: Model systému WsageNt
K jednoduchšiemu a lepšiemu využitiu služieb platformy WSageNt bolo v rámci dip-
lomového projektu Ing. Martina Gábora vyvinuté aj webové rozhranie pre komunikáciu
s Basestation alebo pre interakciu s agentmi. Jeho vlastnosti však v tejto práci nebudú
rozoberané. V prípade záujmu sú informácie o tomto rozhraní dostupné v [9].
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5.1 Nahranie platformy a spustenie prvého agenta
Zdrojové texty aktuálnej verzie platformy WSageNt je možné stiahnuť na stránke projektu[23].
Kód je napísaný pre operačný systém TinyOS verzie 2. Platformu je možné používať pod
operačným systémom Windows v spojení s MoteWorks alebo pod systémom Linux, pod
ktorým sme platformu používali my1.
Po úspešnom nainštalovaní TinyOS stačí zdrojovú zložku so súbormi platformy sko-
pírovať do zložky s aplikáciami pre TinyOS. Následne stačí platformu preložiť pomocou
Makefile súboru a nahrať do pripojeného uzlu.
Na nahranie agenta do uzlu je možné využiť buďto java aplikáciu alebo postup opísaný
v sekcii 5.6.1.
5.2 Interpreter
Interpreter pre platformu WSageNt vznikol v rámci bakalárskej práce Ing. Pavla Spáčila[14].
Vykonáva kód agenta, ktorý je napísaný v jazyku ALLL. Interpreter je založený na prin-
cípe zásobníkového automatu. Plán agenta, čiže postupnosť akcií, ktoré sa majú vykonať,
je preto uložený na zásobníku. Z neho sú následne jednotlivé akcie interpretované a inter-
preter sa posúva z aktuálneho stavu do nového. Počas jedného prechodu medzi stavmi má
interpreter možnosť volať služby poskytované platformou pre agentov. Vždy je však možné
volať maximálne jednu. Tým sa zabráni možným chybám so synchronizáciou alebo prepisu
niektorej z premenných na strane platformy, prípadne rekurzívnemu volaniu funkcií.
Riadenie interpretera je vykonávané platformou, ktorá aj rozhoduje, kedy bude vyko-
naná nasledujúca akcia interpretera.
5.3 Agenti platformy WSageNt
Platforma WSageNt poskytuje možnosť vytvárať agentov, ktorý sú schopní presunu sieťou
a samostatného vykonávania naprogramovaných činností. Platforma umožňuje na každom
uzle beh práve jedného agenta. Architektúra agenta platformy WSageNt je znázornená na
obrázku 5.2. Každý agent pozostáva z niekoľkých hlavných častí. Jedná sa o 3 tabuľky
a 3 registre. Uchovávajú dáta nevyhnutné k behu agenta ako jeho kód, aktuálny stav, či
agentom namerané hodnoty a prijaté správy. Súčasťou agenta je aj jeho identifikácia ID a
trieda agenta, do ktorej patrí.
Každá z tabuliek uchováva záznamy do nej vložené v neusporiadanej forme. Nové zá-
znamy sú vkladané na začiatok príslušnej tabuľky. Keďže každá tabuľka slúži na iný účel
aj význam jednotlivých záznamov v nej je spojený s účelom tabuľky.
5.3.1 Báza plánov (PlanBase)
Tabuľka slúži na uchovávanie jednotlivých plánov, ktoré je možné vykonať počas interpre-
tácie kódu agenta. Jednotlivé plány sa do PlanBase ukladajú pod menom, ktoré tento plán
identifikuje. Pomocou tohto mena je potom možné vyvolať vykonanie konkrétneho plánu
zavolaním akcie nepriameho spustenia (ˆMeno Planu). Tabuľka uchováva dvojice v tvare
(Meno Planu,Akcie Planu). V prípade volania mena plánu, ktorý sa v PlanBase agenta
1Ubuntu 10.04 x86.
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Obr. 5.2: Architektúra WsageNt agenta
nenachádza, končí takéto volanie neúspechom a aktuálne vykonávaný plán je zmazaný. In-
terpreter ani platforma neposkytujú funkcie, ktoré by bolo možné v pomenovanom pláne
využiť na prípadné doplnenie či odstránenie záznamov z PlanBase agenta. Vytvorený a
odoslaný agent sa na uzol presúva aj so svojou PlanBase a tá je nemenná počas celého
behu agenta.
5.3.2 Báza vstupov (InputBase)
Na ukladanie výsledkov akcií vykonávaných platformou slúži tabuľka InputBase. Rovnako
ako PlanBase aj ona uchováva dvojice, konkrétne dvojice tvaru (Identifikátor,Správa).
Identifikátorom je rozlíšené, či sa jedná o správu prijatú pomocou rádia alebo o výsledok
snímania údajov zo senzoru. V prvom prípade je ako identifikátor použitá adresa uzlu z
ktorého správa prišla. V druhom prípade niektoré z písmen s, m, M, a označujúce výsledok
merania zo senzoru. Interpreter rovnako ako v prípade PlanBase nemože pridávať záznamy
do tabuľky InputBase, ale má možnosť z nej uložené záznamy vyberať pomocou akcie ? na
test a prípadný výber z InputBase.
5.3.3 Báza znalostí (BeliefBase)
Táto tabuľka slúži ako úložisko záznamov agenta aj platformy. Počas vykonávania kódu
agenta je možné plne pristupovať k tabuľke. Záznamy v tvare n-tíc je možné zapisovať,
čítať alebo je možné BeliefBase prehľadať a zistiť, či obsahuje záznamy určitého typu.
Platforma do BeliefBase ukladá výsledky niektorých svojich operácii, napríklad zoznam
susedných uzlov či výpis pachových stôp.
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5.3.4 Registre č. 1,2,3
Niektoré volania akcií interpretera alebo služieb platformy majú ako výsledok svojho vyko-
nania hodnotu, ktorú vracajú agentovi a ten s ňou môže následne ďalej narábať. Na uloženie
takýchto výsledkov alebo aj prípadných medzivýpočtov či iných hodnôt, ktoré agent po-
trebuje uchovať, slúžia 3 registre. Počas behu interpretera musí byť vždy jeden z trojice
registrov nastavený ako aktívny register a práve do neho sú ukladané všetky prípadné
výsledky. Využívať hodnoty uložené v registri je však možné aj bez nutnosti nastavovať
príslušný register ako aktívny.
Tabuľky aj registre agenta sú vo veľkej miere využívané interpreterom a taktiež plat-
formou. Nakoľko na uzle môže byť len jeden agent, nebudeme v nasledujúcom texte upozo-
rňovať na fakt, že tabuľky a register patria agentovi.
5.3.5 ID a trieda agenta
Slúžia na odlíšenie agentov navzájom. Je možné ich meniť a získavať pomocou služieb
platformy.
5.4 ALLL
Jazyk ALLL (Agent Low Level Language) slúži na popis agentov pre WSN. Jeho použitie
oproti iným agentným jazykom prináša možnosť vytvoriť agenta so zachytávaním výnimiek,
meta-rozhodovaním a s možnosťou klonovania agentov. Vďaka tomu je aj schopný vyrovnať
sa s neočakávanými situáciami a zlyhaním plánu[25]. Ako každý iný jazyk je aj ALLL
zložený z viet. Tie reprezentujú plán agenta vo forme postupnosti akcií, ktoré sú vykonávané.
Plán dovoľuje vytvárať hierarchické zanorenie vykonávaním nejakého podplánu. Ak akcia
zlyhá, celý plán na danej úrovni skončí neúspechom a riadenie agenta je predané plánu
na vyššej úrovni. Agent ukončí svoju činnosť pri zlyhaní hlavného plánu alebo dokončení
poslednej akcie najvyššej úrovne.
5.5 Akcie jazyka ALLL
Jazyk ALLL poskytuje niekoľko rôznych akcií na popis agenta. Tieto akcie je možné rozdeliť
podľa toho, či k svojmu vykonaniu využívajú niektorú zo služieb platformy alebo nie. Do
skupiny akcií, ktoré využívajú služby platformy sme zaradili tie, ktoré síce priamo nevo-
lajú žiadnu zo služieb platformy, ale ich činnosť a výsledok ich volania je ovplyvňovaný
platformou.
Akcie nevyužívajúce služby platformy
V tejto sekcii budú predstavené akcie jazyka ALLL, ktoré k svojmu vykonaniu nevyužívajú
služby platformy pre agentov. Akcie pracujú iba s tabuľkami a registrami agenta.
Vloženie do BeliefBase +(vkladana n-tica): Zavolaním tejto akcie sa vloží nový
záznam do tabuľky BeliefBase. Za symbolom akcie nasleduje vkladaná n-tica. Tá môže
byť zadaná buď priamo alebo s využitím niektorého z registrov. Pri použití registru sa
po vložení záznamu do BeliefBase nahradí symbol registru jeho konkrétnou hodnotou v
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okamihu vkladania. Pred samotným vložením je BeliefBase unifikovaná s vkladanou n-ticou
a v prípade zhody sa akcia nevykoná. Tým sa zabraňuje duplicitným záznamom.
Zmazanie z BeliefBase -(mazaná n-tica): Po zavolaní akcie sa BeliefBase unifikuje s
hodnotou mazanej n-tice. Rovnako ako pri vkladaní je možné využiť zastúpenie znakov n-
tice niektorým z registrov, avšak náhrada hodnoty registru za jeho symbol v mazanej n-tici
sa vykoná už pred samotnou unifikáciou. Okrem registrov je možné využiť aj ďalší zástupný
znak . Prvok n-tice, ktorý bude zapísaný pomocou tohto znaku bude pri unifikácii vyka-
zovať zhodu pri akejkoľvek hodnote prvku, s ktorým bude porovnávaný. Použitím symbolu
je preto možné vymazávať viacero záznamov z BeliefBase pri jednom volaní akcie.
Test BeliefBase *(hľadaná n-tica): Akcia prehľadá tabuľku BeliefBase a vráti zo-
znam všetkých n-tíc totožných s hľadanou n-ticou. Výsledkom akcie je vždy zoznam, ktorý
sa vkladá do aktívneho registru. I v prípade nájdenia len jednej zhody je výsledkom akcie
jednoprvkový zoznam obsahujúci nájdený záznam. V prípade, že v BeliefBase sa nenájde
žiadny odpovedajúci záznam, končí akcia neúspechom. Opäť je možné využiť hodnoty re-
gistrov alebo zástupný symbol . Práve pri jeho použití môže vrátený zoznam obsahovať
viacero položiek.
Zarážka za plánom #: V prípade, že niektorá akcia v aktuálne vykonávanom pláne
skončí neúspechom, sú všetky ďalšie akcie za neúspešnou zmazané. Aby sa nezmazali akcie
patriace inému plánu, pred každým vložením nového podplánu sa na zásobník vkladá naj-
skôr znak zarážky a až následne nový podplán. Mazanie akcií následne skončí pri nájdení
prvého znaku zarážky. Rovnako je možné vytvorený plán rozdeliť na časti pomocou zarážok
a tým docieliť len zmazanie časti plánu, v ktorom sa vyskytla neúspešná operácia.
Priame spustenie @(postupnosť akcií): Na zásobník je vložená zarážka a pred ňu
sa postupne nakopírujú akcie zo zoznamu akcií z parametru volania. Použitie je vhodné
v prípade, že nechceme zmazať aktuálny plán po zavolaní akcie, ktorá by mohla skončiť
neúspechom. V takom prípade môžeme túto akciu zavolať pomocou priameho spustenia a v
prípade jej neúspechu bude zmazaný len priamym spustením vložený podplán s neúspešným
volaním.
Nepriame spustenie (ˆmeno plánu) : Po zavolaní akcie je v PlanBase agenta vyhľa-
daný plán s menom zadaným v parametri akcie. Meno plánu je možné zadať aj pomocou
niektorého z registrov. V prípade úspechu je na zásobník vložená zarážka a pred ňu sa vložia
akcie z nájdeného plánu. Nasledujúci krok interpretera bude prvým krokom z nájdeného
plánu. V prípade, že sa hľadaný plán v PlanBase nenachádza, končí volanie neúspechom a
obsah zásobníku bude zmazaný po najbližšiu zarážku.
Zmena aktívneho registru &(číslo registru) : Zavolaním akcie dôjde k zmene
aktívneho registru. Akcia prijíma ako parameter číslo z intervalu 1-3 udávajúce nový aktívny
register.
Akcie využívajúce služby platformy
Nasledujúce akcie patria do skupiny akcií interpretera, avšak ich vykonanie už vyžaduje aj
spoluprácu agentnej platformy. Jedná sa o akcie odoslania správy a test InputBase.
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Odoslanie správy !(adresa,správa) : Parametrom akcie je dvojprvková n-tica. Prvý
prvok udáva adresu uzlu, na ktorý má byť správa odoslaná. Druhý prvok obsahuje samotnú
správu, ktorá sa bude odosielať. Jedná sa o asynchrónnu operácia a preto je vykonávanie
nasledujúcich akcií pozastavené. O odoslanie správy sa uzol snaží dovtedy, pokým nedôjde
k jej úspešnému doručeniu a až v tom okamihu interpreter pokračuje vykonávaním nasledu-
júcej operácie. Samotné odoslanie správy a informovanie interpretera o dokončení operácie
je vykonávané platformou.
Test InputBase ?(zdroj) : Akcia vykoná test tabuľky InputBase na správu od kon-
krétneho odosielateľa alebo na výsledok merania dát zo senzoru. V prvom prípade je ako
parameter akcie číslo udávajúce adresu uzlu, od ktorého správa prišla. Pri teste na dáta zo
senzoru je ako zdroj dát použité niektoré z písmen udávajúcich meranie zo senzoru. Ak sa v
InputBase nachádza správa od zadaného zdroja (uzol alebo senzor), je táto správa z Input-
Base vybraná a vložená do aktívneho registru. V prípade, že InputBase neobsahuje hľadaný
záznam, končí akcia neúspechom. Adresa uzlu môže byť nahradená aj zástupným znakom
. V tomto prípade bude výsledkom akcie buď prvá správa v InputBase alebo neúspech.
Akcia sama o sebe nijak nevyužíva služby platformy, avšak plnenie tabuľky InputBase je
plne v réžii platformy a preto túto akciu zaraďujeme do skupiny akcií využívajúcich služby
platformy.
Volanie služieb platformy
Poslednou akciou, ktorú jazyk ALLL podporuje je volanie služby platformy. Takéto volanie
začína znakom $ a následne je v zátvorkách definované o ktoré volanie sa jedná. Napríklad
akcia tvaru $(l,(r,1)) zavolá službu platformy na ovládanie led na uzle s parametrami
(r,1), ktoré znamenajú žiadosť o rozsvietenie červenej (red) diódy. Služby poskytované
platformou aj s ukážkou ich volania sú predstavené v sekcii 5.7.
5.5.1 Veľkosť zásobníku
Nakoľko je možné v aktuálne vykonávanom pláne na zásobníku volať akcie nepriameho
alebo priameho spustenia a tým pridávať nové akcie na zásobník je potrebné písať agentov
tak, aby nedošlo k postupnému zaplneniu zásobníku.
To by mohlo nastať napríklad pri cyklickom volaní častí kódu agenta. Je preto potrebné
v takomto prípade vždy docieliť zmazanie všetkých nepotrebných akcií zo zásobníku pred
samotným cyklickým zavolaním. Príklad 5.1 ukazuje použitie nevhodnej konštrukcie plánu
OPAKUJ, ktorá za sebou zanecháva nepotrebný kód na zásobníku v prípade, že test BeliefBase
*(nasiel) skončí úspechom. Následné zavolanie opätovného testu preskočí zasvietenie čer-
venej diódy signalizujúce neúspešné hľadanie. Samotný príklad nemá hlbší význam a slúži
len na demonštratívne účely.
OPAKUJ: &(1)∗( n a s i e l ) ˆ (OPAKUJ)#$ ( l , ( r , 1 ) )
Príklad 5.1: Nevhodné použitie cyklického volania
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5.6 Platforma pre agentov
Platforma pre agentov vznikla v rámci diplomového projektu Ing. Jana Horáčka[10]. V
ďalších prácach Ing. Petra Žídka[5] a Ing. Mareka Houšťa[11] bola doplnená o niekoľko
služieb. Jej úlohou je riadenie interpretera a komunikácia so systémovými modulmi a ich
sprístupnenie pomocou abstraktnejších funkcií interpretera. Riadenie interpretera, ktoré
platforma poskytuje, je možné rozdeliť na 3 časti:
• inicializácia interpretera: pri prijatí kódu agenta nastavenie prostredia interpretera,
aby bolo možné začať vykonávať kód,
• vykonanie jedného kroku: predanie riadenia interpretrovi aby mohol vykonať prechod
do nového stavu a následné informovanie platformy o ďalšom postupe. Tým môže
byť buď pozastavenie interpretácie v dôsledku čakania na vonkajšiu udalosť alebo
pokračovanie v interpretácii,
• informovanie o zmene okolia alebo dokončenia vonkajšej udalosti: opätovné spustenie
interpretera po vypršaní časovača, príjme správy alebo merania dát zo senzorov.
5.6.1 Inicializácia
Prvým krokom je inicializácia platformy. Časti platformy vyžadujúce inicializáciu reagujú
na signál booted. Následne po všetkých moduloch platformy je volaná inicializácia inter-
pretera. Existujú dve možnosti, ako spustiť platformu. Prvou z nich je preloženie a nahratie
platformy do uzla bez definovaného agenta. Platforma v tomto prípade nevykonáva žiadnu
činnosť do okamihu príchodu agenta pomocou rádia.
Druhá poskytuje možnosť definovania agenta, ktorý bude na uzle spustený po jeho
zapnutí. Jednotlivé plány agenta je možné v zdrojovom kóde2 zapísať pomocou poskytova-
nej funkcie na vloženie plánu do tabuľky PlanBase Tabulka.add str3. Následne je možné
taktiež na zásobník vložiť počiatočný plán, ktorý sa bude po spustení uzlu vykonávať, po-
mocou funkcie Zasobnik.push str. Funkcie je potrebné vložiť do kódu pred volanie call
ControlI.run()
Po vytvorení agenta v zdrojovom kóde je nutné platformu znovu preložiť, nakoľko bola
vykonaná jej zmena. Po následnom nahratí platformy uzol začne okamžite vykonávať počia-
točný plán vložený na zásobník s prípadným využitím ďalších plánov uložených v PlanBase
agenta.
Možnosť vytvorenia agenta, ktorý by bol súčasťou platformy a po jej nahraní na uzol
začal sám vykonávať svoju činnosť dáva platforme lepšiu možnosť reagovať na prípadné
problémy. Napríklad v prípade chvíľkového výpadku energie síce dôjde k zresetovaniu uzlu
ale v prípade agenta zabudovaného priamo v platforme môže dôjsť k obnoveniu jeho fun-
kčnosti.
Príklad 5.2 ukazuje možnosť použitia takéhoto postupu na vytvorení agenta, ktorý bude
cyklicky rozsvecovať červenú led diódu. Premenná c slúži na uchovanie reťazcovej podoby
plánov. Nakoľko funkcia add str je používaná aj pri práci s ostatnými tabuľkami agenta
parameter TBL PLANBASE udáva, do ktorej z tabuliek má byť reťazec vložený.
2Súbor AgentC.nc v zdrojových kódoch interpreteru.
3PlanBase je v súbore AgentC pomenovaná ako Tabulka.
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char c [ 2 0 0 ] ;
strcpy ( c , ” (BLINK, ( $ ( l , ( r , 1 ) ) $ ( l , ( r , 0 ) ) ˆ (BLINK) ) ) ” ) ;
ca l l Tabulka . add s t r (TBL PLANBASE, c , ( u i n t 1 6 t ) s t r l e n ( c ) ) ;
strcpy ( c , ” ˆ(BLINK) ” ) ;
ca l l Zasobnik . push s t r ( c , ( u i n t 1 6 t ) s t r l e n ( c ) ) ;
Príklad 5.2: Agent blikajúci červenou LED diódou po spustení platformy
5.6.2 Cyklické volanie jedného kroku interpretera
Po inicializácii platformy a interpretera začne platforma vykonávať hlavnú riadiacu slučku.
Predpokladáme, že v uzle už je nahraný kód agenta získaný buď pomocou rádia alebo
vložením do platformy postupom opísaným vyššie.
Ako prvé sa kontroluje, či nie je požadované prijatie nového agenta. V tom prípade sa
zastaví činnosť aktuálneho agenta a prijme sa nový. Platforma poskytuje možnosť behu
len jedného agenta na každom uzle. Prijatý agent teda prepíše starého agenta. Platforma
nedisponuje nijakou možnosťou, ako by mohlo byť zabránené prepisu agenta v prípade
vykonávania určitej dôležitej činnosti a až po jej dokončení povoliť prepis agenta alebo
možnosťou zakázať príjem nových agentov v prípade, že na uzle sa nachádza agent, ktorého
činnosť nesmie byť prerušená.
Pred samotným zavolaním interpretera je nutné skontrolovať či nedošlo k príjmu správy
alebo správ pomocou rádia alebo či nebolo dokončené snímanie dát zo senzorov. Ak máme
nejaké nové dáta, je potrebné nimi naplniť tabuľku InputBase, aby pri vykonaní nasledu-
júceho kroku mohol interpreter v prípade potreby s dátami pracovať.
Následne je riadenie predané interpretrovi. Deje sa tak vyslaním signálu nextRun, ktorý
interpretrovi signalizuje, že môže vykonať jeden krok. Interpreter zistí, kde v aktuálne vy-
konávanom pláne skončil v minulom kroku a prejde na nasledujúcu akciu. Interpreter môže
počas jedného kroku vykonať buďto akciu nevyžadujúcu spoluprácu s platformou alebo vo-
lať niektorú zo služieb platformy. Volanie služieb platformy z interpretera bude vysvetlené
samostatne v nasledujúcej sekcii. V prípade, že je v kóde zapísaná akcia ktorú interpre-
ter nepozná, je vykonávanie plánu označené za neúspešné a dochádza k jeho zmazaniu po
najbližšiu zarážku.
Pri volaní akcie nevyžadujúcej spoluprácu s platformou4 je jej vykonanie v plnej moci
interpretera. Interpreter skontroluje o akú akciu sa jedná a na základe toho prevedie aj
kontrolu na správny počet a typ parametrov. Ak je všetko v poriadku, interpreter vykoná
požadovanú operáciu. V opačnom prípade opäť dochádza k zmazaniu plánu po zarážku.
Akcie nevyžadujúce spoluprácu platformy sú vždy synchrónne. Výsledkom akcie môže
byť buďto výsledok, ktorý akcia uloží do niektorej zo súčastí agenta alebo môže byť vý-
sledkom akcie úspech či neúspech. V prípade akcií, ktoré môžu a skončia neúspechom je po
takomto volaní zmazaný plán po zarážku.
V prípade úspešného dokončenia akcie si interpreter uloží aktuálnu pozíciu a pripraví sa
na ďalší krok. Vráti riadenie späť platforme. Ak je výsledkom volania interpreteru hodnota
FALSE, znamená to, že interpreter ukončil vykonávanie kódu agenta a platforma nebude
volať interpreter znovu. K obnoveniu volania interpretera následne dôjde až po príjme
nového agenta.
V prípade, že má platforma vykonať ďalší krok interpretera, pokračuje sa opäť od za-
čiatku kontrolou na príchod novej správy alebo merania zo senzoru.
4Pri vykonávaní kroku interpreteru sem patria aj akcie zo sekcie 5.5.
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Volanie akcie vyžadujúcej spoluprácu s platformou
V prípade, že interpreter narazí pri vykonávaní na akciu, ktorej vykonanie vyžaduje za-
volanie platformy, môže sa jednať o 2 druhy akcií. Synchrónne a asynchrónne. V takomto
prípade interpreter informuje platformu o tom, ktorú z jej služieb a s akými parametrami
si praje vykonať.
V prípade volania synchrónnej operácie je jej vykonanie podobné ako pri volaní akcií
nevyžadujúcich spoluprácu s platformou. Rozdiel je len v tom, že akciu nevykoná samotný
interpreter ale platforma, ktorá výsledok ihneď vráti interpretrovi. Takýmto volaním môže
byť napríklad funkcia na zistenie priemernej nameranej hodnoty senzorom.
V prípade, že je nutné vykonať niektorú z asynchrónnych operáciu poskytovaných plat-
formou5 je daná operácia platformou zavolaná a riadenie je okamžite vrátené späť inter-
pretrovi. Ten akciu zmaže zo zásobníku, uloží si svoju pozíciu a pripraví sa na ďalší krok
(ak oň žiada) a vráti riadenie späť platforme. Tá však nebude pokračovať vo vykonávaní
ďalšieho cyklu dovtedy, pokiaľ nebude vyvolaná asynchrónna operácia dokončená. Až po
jej dokončení platforma pokračuje vo vykonávaní nasledujúceho behu.
5.6.3 Nahradzovanie registrov
V prípade, že je pri volaní akcie použitý miesto niektorého parametru volania zástupný znak
niektorého z registrov (napríklad v prípade registru č.1 &1) pred samotným vykonaním akcie
je namiesto neho vložená hodnota, ktorú v dobe vykonania akcie register obsahuje.
Pri použití zástupných znakov pre jednotlivé registre pri akciách, ktoré výsledok svojho
vykonania ukladajú do aktívneho registru je nutné pre správne fungovanie nepoužívať ak-
tívny register aj ako register, ktorý vkladáme do parametrov volania. Príkladom nespráv-
neho volania môže byť postupnosť akcií &(2)$(t,( i))∗(&2,DOMA). Zavolaním týchto akcií
chceme zjavne prehľadanie BeliefBase agenta na n-ticu tvaru (<adresa>,DOMA), kde adresa
má udávať adresu aktuálneho uzlu na ktorom sa nachádzame. Pri obdobnom zápise danej
funkcionality napríklad v jazyku C by nevadilo použitie premennej (v našom prípade regis-
tru č.2) najskôr na získanie adresy, následné vloženie ako parameter funkcie a po dokončení
funkcie použitie na uloženie výsledku6. Ak však pri použití platformy WSageNt vykonáme
takýto kód, akcia vyhľadávania v BeliefBase agenta skončí vo väčšine prípadov neúspechom.
Volanie je nutné upraviť napríklad do tvaru &(2)$(t,( i))&(3)∗(&2,DOMA), ktorý sa líši
len zmenou aktívneho registru pred zavolaním akcie na test BeliefBase. Bez tejto zmeny
by však pri nahradzovaní symbolu registru č. 2 za jeho hodnotu došlo k nesprávnemu
vyhľadaniu.
Toto chovanie nemožno považovať za chybu platformy. Je to dané jej naprogramova-
ním využívajúcim ukozovatele na jednotlivé prvky agenta, ktoré sa pri práci s ním menia.
Pri správnom programovaní a uvedomení si tejto vlastnosti takéto chovanie nespôsobuje
problém pri vytváraní agentov.
5.7 Služby poskytované platformou
V nasledujúcej sekcii budú opísané jednotlivé služby, ktoré platforma poskytuje. U každej zo
služieb, prípadne u jej variantov bude uvedený popis služby, jej chovania, prípadne príklad
jej použitia, spôsob navracania výsledkov alebo iné doplňujúce informácie.
5Väčšina zo služieb platformy je asynchrónna.
6Samozrejme ak by typ premennej vyhovoval všetkým operáciám.
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Výstup na LED
Každý uzol obsahuje 3 led diódy. Platforma poskytuje operácie na kontrolu každej diódy.
Ovládanie diód je možné iba jednotlivo podľa ich farieb. Platforma poskytuje synchrónnu
službu na ovládanie sprístupnenú pomocou identifikátoru l jazyka ALLL na priame nasta-
venie stavu diódy alebo na zmenu aktuálneho stavu. To, ktorá dióda a ako bude nastavená
je zadávané parametrami volania služby.
Služba prijíma 2 parametre, kde prvý z nich identifikuje farbu diódy a druhý druh akcie,
ktorá má byť s diódou vykonaná.
Príkaz $(l,(r,1)) zasvieti červenú (red) diódu, $(l,(y,0)) zhasne žltú (yellow),
$(l,(g)) zmení aktuálny stav zelenej (green) diódy.
Uspanie agenta
Uspanie agenta na konkrétny časový úsek je možné pomocou služby pod parametrom w.
Očakáva jediný parameter: číselnú hodnotu vyjadrujúcu dobu v milisekundách, na ktorú
chceme interpreter uspať.
Čakanie na príchod správy
Ak chceme, aby agent pokračoval vo svojej činnosti až po prijatí správy, či už konkrétnej
alebo ľubovoľnej, môžeme využiť asynchrónnu službu platformy pod písmenom s na uspanie
agenta do doby príchodu správy. Po zavolaní služby je vykonávanie agenta pozastavené do
doby, než platforma prijme nejakú správu rádiom. Po prijatí správy je opäť vykonávanie
kódu agenta spustené.
Platforma neposkytuje možnosť čakať na určitý druh správy ale agent je prebudený po
príjme akejkoľvek správy. Je následne na agentovi, aby overil, že prijal očakávanú správu7 a
v prípade, že správa nesúhlasí je nutné nasledujúce čakanie opäť vyvolať zavolaním služby
s.
Aktivovanie sledovania správ
V prípade, že požadujeme pre ďalší beh agenta príjem správy a rozhodneme sa na takúto
správu v určitom bode agenta čakať pomocou služby čakania na príchod správy s, môže
nastať situácia, keď správa dorazí skôr ako sa stihne služba čakania vyvolať. Takáto situ-
ácia môže napríklad nastať pri agentovi, ktorý cyklicky čaká na prichádzajúce správy a po
ich prijatí na základe druhu správy vykoná určitú činnosť. Ak však v prípade vykonávania
činnosti definovanej predchádzajúcou správou uzol prijme novú správu, po následnom akti-
vovaní čakania na správu sa o tom agent nedozvie a bude prebudený až v prípade príchodu
novej správy.
Riešenie tohto problému poskytuje synchrónna služba platformy pod písmenom a. Ne-
prijíma žiaden parameter a jej úlohou je uvedomiť platformu, že od momentu jej zavolania
budú v prípade existencie nejakých správ v InputBase tieto predkladané agentovi ako novo
prijaté správy po zavolaní služby platformy s. Od jej zavolania teda agent nereaguje na
príchod novej správy ale na výskyt správy v InputBase agenta.
7V prípade že nechce byť prebudený hocijakou správou.
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Ukončenie činnosti agenta
Ukončenie činnosti agenta je okrem vykonania všetkých inštrukcií plánu možné zavolať aj
pomocou služby pod písmenom k.
Odoslanie správy
Agenti na rôznych uzloch môžu medzi sebou komunikovať prostredníctvom správ, ktoré
sa ukladajú do InputBase agentov. Odoslanie správy patrí medzi služby platformy, avšak
ako jediná zo služieb nie je volaná pomocou symbolu $ nasledovaného identifikáciou slu-
žby ale pomocou symbolu !. Za symbolom nasleduje dvojica parametrov, ktoré obsahujú
identifikáciu cieľového uzlu a samotnú správu.
Správa sa posiela po častiach. Ako prvý sa pošle paket obsahujúci hlavičku správy. Tá
pozostáva z dĺžky a kontrolného súčtu správy. Začiatok každého paketu obsahuje poradové
číslo. Číslo hlavičky je vždy 0. Po každom odoslanom pakete sa čaká 2 sekundy na jeho
potvrdenie. Po neprijatí potvrdenia nastáva znovuzaslanie paketu.
Príjem správy sa vykonáva nezávisle na činnosti interpretera. Platforma obsahuje vstupný
buffer, do ktorého sú postupne ukladané prijaté časti správy. Po prijatí hlavičky správy uzol
komunikuje len s jej odosielateľom. Paket od iného uzlu je počas príjmu správy zahodený.
Každé prijatie paketu je potvrdzované späť odosielateľovi. Po prijatí celej správy sa odošle
potvrdenie o prijatí kompletnej správy. Po prijatí správy musí cieľový uzol informovať o
tejto skutočnosti interpreter. Ak interpreter čaká na príjem správy je znova spustený.
Prijatá správa sa ukladá v tvare n-tice (<odosielateľ>,<správa>) do InputBase cie-
ľového agenta.
Mobilita agentov
Presun agenta na iný uzol je vykonávaný podobne ako pri zasielaní správ. Rozdielom je len
správa, ktorá sa odosiela. V tomto prípade sa jedná o kód agenta spolu s jeho kontextom.
Hlavička správy je rozšírená o indexy na jednotlivé časti agenta.
Prijatá hlavička prepíše indexy stávajúceho agenta až po tom, čo je dokončený aktuálny
krok interpretera na novom uzle. Následne sa prepíšu indexy interpretera na nové hodnoty
prijímaného agenta. V prípade, že na uzle nie je nahraný žiaden agent vykoná sa prepísanie
ihneď.
Následne je odoslané potvrdenie a platforma začne postupne odosielať jednotlivé časti
agenta. Prijaté dáta sa na cieľovom uzle ukladajú ako kód a kontext nového agenta, na
ktoré ukazujú predtým získané indexy.
Presun agenta poskytuje služba platformy s označením m. Očakáva identifikáciu cieľo-
vého uzlu ako povinný parameter. Takto zavolaná služba síce vykoná presun agenta na
cieľový uzol ale agent ostane aj na pôvodnom uzle a oba budú vo svojej činnosti pokračovať
z rovnakého bodu. Jedná sa teda o klonovanie agenta. Pomocou nepovinného parametru k
je možné definovať, že po presune agenta sa má odosielajúci agent ukončiť a tým docieliť
iba samotné presunutie agenta.
Kontext agenta
Pri presúvaní agenta sa okrem jeho kódu presúva aj celý jeho kontext. Inak by agent
nemohol pokračovať od bodu kódu v ktorom bol presunutý a rovnako by stratil aj všetky
doteraz získané údaje či prevedené výpočty.
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Ako bolo uvdené v sekcii 5.3, agent sa skladá z 3 tabuliek a 3 registrov, ID agenta
a jeho triedy. Tabuľka PlanBase uchováva kód agenta, takže ju nepovažujeme za súčasť
jeho kontextu. Ostatné časti agenta ale spadajú do jeho kontextu a sú spolu s agentom
prenášané. Ďalej je nutné spolu s agentom preniesť aj aktuálny stav zásobníku s aktuálne
vykonávaným plánom.
Služby pre získavanie dát zo senzorov
Platforma poskytuje 2 základné možnosti získavania teploty zo senzoru. Prvou je získanie
aktuálnej hodnoty a druhým získanie intervalového merania dát.
Na získavanie týchto hodnôt slúži synchrónna služba pod označením d. Podľa paramet-
rov jej volania sa následne vykoná jeden z popisovaných variantov získania dát.
Zavolaním služby bez parametrov dôjde k okamžitému odčítaniu teploty zo senzoru a
jej uloženiu do InputBase agenta v tvare (s, (<hodnota>)). Písmeno s odlišuje namerané
hodnoty zo senzoru od prijatých správ v InputBase agenta.
Platforma počas svojho behu každú jednu sekundu ukladá aktuálnu teplotu zo senzoru
a ukladá ju do pamäte flash. Pre získanie predstavy o vývoji teploty poskytuje platforma 3
varianty služby d na zistenie priemernej, minimálnej a maximálnej teploty za určitý časový
úsek. Služby sú volané na základe parametrov, kde zavolanie $(d,(m,15)) prevedie získanie
minimálnej hodnoty za posledných 15 sekúnd. Parameter pre maximálnu teplotu je M a pre
priemernú a. Výsledky volania sú v tvare (parameter služby,(<hodnota>)) ukladané do
InputBase .
V prípade, že flash pamäť neobsahuje potrebné množstvo údajov na zistenie požadovanej
hodnoty, skončí volanie služby neúspechom.
Služby na prácu so zoznamami
Aby bolo možné pracovať so zoznamami, ktoré platforma využíva napríklad na vrátenie
výsledku pri teste BeliefBase, poskytuje platforma niekoľko služieb na prácu s nimi. Pomo-
cou služieb pod označením f a r je možné zo zoznamu vybrať buďto prvý alebo posledný
prvok a uložiť ho do aktuálneho registru.
Platforma ešte poskytuje služby na kontrolu na prázdny zoznam a kopírovanie zo-
znamu8. Oba varianty sú volané pod označením služby e a s parametrami (e,<zoznam>)
pre test prázdnosti zoznamu alebo (c,<zoznam>) pre skopírovanie zoznamu do aktívneho
registru.
Meranie sily signálu
V práci[5] bola platforma rozšírená o niektoré služby. Jednou z nich je služba na meranie
sily signálu susedných uzlov. Táto služba je prístupná príkazom n. Po jej zavolaní odošle
uzol broadcast správu všetkým okolitým susedným uzlom a čaká na ich odpoveď. Následne
uloží adresy všetkých uzlov, ktoré na jeho výzvu reagovali spolu so silou signálu k nim do
BeliefBase ako n-tice v tvare (NB, <id>, <strength>), kde NB je reťazec identifikujúci
službu objavovania susedov, id určuje susedný uzol a strength silu nameraného signálu k
tomuto uzlu.
Služba bola v práci ?? rozšírená o variant, ktorá pracuje rovnako ako pôvodné volanie,
avšak výsledky ukladá v inom formáte. Uložené n-tice v BeliefBase sú identifikované znakom
8Vytvorené v práci [11]
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M a pribudol prvok n-tice udávajúci adresu uzlu, na ktorom bolo uloženie do BeliefBase
agenta vykonané. Výsledná n-tice má tvar (M, <adresa>, <id>, <strength>) a služba
je volaná príkazom $(n,m).
Pachové stopy agentov
Ďalším rozšírením služieb platformy v práci [5] sú služby na prácu s pachovými stopami
agentov. Služba je volaná pod argumentom t a podľa parametrov volania môžeme rozlíšiť
niekoľko variantov služby.
Prvá z nich je zadaná pomocou parametru (i) a po jej zavolaní je aktívny register
agenta naplnený adresou uzlu, na ktorom sa aktuálne nachádza.
Druhý variant služby slúži na vzdialené opýtanie sa uzlu, či pýtajúci sa agent v minulosti
tento uzol navštívil. Jej volanie má tvar $(t,(q,<adresa>)), kde q udáva identifikáciu
volania a adresa určuje uzol, ktorý bude oslovený. Po zavolaní služby je na uzol odoslaná
otázka spolu s ID a triedou agenta, ktorý sa na uzle aktuálne nachádza. Pýtaný uzol následne
prehľadá svoje záznamy a vráti odpoveď. Volanie služby skončí neúspechom v prípade, že
agent sa na pýtanom uzle už niekedy nachádzal.
Posledný variant služby volaná pomocou $(t,(b,<smer>)) slúži na navracanie sa agen-
tov, kde b udáva navracanie (backtracking) a parameter smer môže byť jeden z dvojice
symbolov f pri navracaní sa na prvý uzol, z ktorého agent prišiel alebo l pri navracaní na
posledný uzol, z ktorého agent na terajší uzol prišiel.
Na prácu s pachovými stopami agentov slúži ešte služba označená ako g. Služba naplní
BeliefBase agenta zadaným počtom logov z pachových stôp agenta. Služba prijíma dva pa-
rametre, kde prvý určuje od akého indexu sa majú logy vyberať a druhý udáva počet logov,
ktoré chceme vybrať. Logy sú do BeliefBase vložené v tvare (LOG,<a>,<b>,<c>,<d>,<e>),
kde a udáva adresu uzlu na ktorom je služba volaná, b udáva adresu, z ktorej agent na
uzol prišiel, c je ID a d trieda agenta a e udáva počet presunov agenta.
Rozlíšenie agentov
Ak chceme po presunutí agenta pomocou klonovania v kóde rozlíšiť, či sa nachádzame na
pôvodnom alebo novom uzle a teda, či sme pôvodný alebo klonovaný agent, musíme využiť
niektorú z identifikácií, ktorá sa neprenáša spolu s agentom v jeho kontexte. Takouto identi-
fikáciou je napríklad adresa uzlu na ktorej sa agent nachádza. Pred odoslaním klonu môžeme
aktuálnu adresu uložiť do BeliefBase agenta napríklad v tvare n-tice (FROM,<adresa>) pre
jej unikátnu identifikáciu. Následne po presunutí agenta môžeme v kóde volať test BeliefBase
na uloženú n-ticu s použitím aktuálnej adresy. U pôvodného agenta sa adresa nezmenila a
preto bude test úspešný. Nový agent sa však nachádza na uzle s inou adresou a preto test
skončí neúspechom.
Zmena identifikácie agenta
Agenti sú od seba odlišovaní pomocou ich ID a triedy agenta. V práci [11] bolo potrebné
s týmito hodnotami narábať a tak bola platforma rozšírená o službu pod označením e na
prácu s ID a triedou agenta. Služba prijíma ako parameter 2 prvkovú n-ticu, kde prvý prvok
udáva typ operácie a môže obsahovať znaky i pre inkrementáciu, d pre dekrementáciu a g
pre zisk hodnoty. To, s ktorou hodnotou sa bude narábať určuje druhý prvok n-tice, kde
označenie i značí ID agenta a c jeho triedu.
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Matematická operácie
Platforma poskytuje základné matematické operácie sprístupnené pod volaním služby s
označením o. Služba očakáva 6 parametrov, avšak pri jej volaní je potrebné vyplniť len prvé
3. Prvý parameter udáva označenie vykonávanej operácie, druhý a prípadne tretí parame-
ter potom dáta, s ktorými ma operácia pracovať. Volanie $(o,les,&1,(600),(),(),())
vykoná porovnanie hodnoty z registra č. 1 s hodnotou 600 a v prípade, že hodnota v registri
je menšia, uloží do aktívneho registru hodnotu (1) inak hodnotu (0).
Zoznam všetkých poskytovaných služieb platformy je možné nájsť npríklad v práci [11].
Rozšírenie služieb platformy
Platforma neposkytuje nijaké rozhranie alebo návod na rozšírenie alebo pridanie služby. V
prípade potreby sa musí záujemca o zmenu poskytovaných služieb zoznámiť zo zdrojovými
kódmi platformy a nájsť si vyhovujúci spôsob ako doplniť chýbajúcu funkčnosť.
Záujemcom odporúčame si najskôr preštudovať súbor PlatformSvcC.nc. Ten obsahuje
spracovanie pre všetky volania existujúcich platformných služieb s kontrolou ich parametrov
a následným zavolaním konkrétnych služieb. Vyhľadaním si volania konkrétnej služby je
možné sa následne dostať k jej konkrétnemu vykonaniu, zistiť ako poskytnuté parametre
využíva či ako komunikuje s ostatnými časťami platformy a prípadne aj inými uzlami v
sieti.
Pre zabránenie zvyšovaniu veľkosti platformy a jednoduchšiemu vytváraniu nových
vlastností odporúčame využiť už stávajúce služby a vhodne ich rozšíriť. Tým odpadne
aj prípadné ďalšie spracovávanie parametrov a ich kontrola.
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Kapitola 6
Porovnanie platforiem
Táto kapitola predstavuje troch vytvorených agentov, na ktorých sme overili možnosti oboch
platforiem. Každý agent je popísaný v samostatnej sekcii s uvedením jeho pseudokódu,
popisu jeho chovania, problémov s ktorými sme sa počas programovania stretli a s ich
riešením.
Ďalej kapitola obsahuje porovnanie platforiem na základe ich spotreby energie. Tá bola
meraná dvoma spôsobmi. Dlhodobým meraním a meraním pomocou osciloskopu. Pre každé
meranie boli vytvorení agenti a po ich nahraní na uzol vykonané príslušné meranie.
6.1 Agent č. 1 - Protokol
Prvý vytvorený agent pre obe platformy vznikol s cieľom overiť schopnosť agentov sa-
mostatne pracovať podľa nastavení zaslaných pomocou rádia. Snahou bolo vytvoriť agenta,
ktorý bude umiestnený na cieľovom uzle a bude cyklicky vykonávať činnosť podľa získaných
nastavení.
Cieľom agenta je meranie teploty pomocou senzorovej dosky MDA100cb. Podľa nastave-
nia sa môže jednať o okamžité zmeranie teploty s odoslaním výsledku, či o cyklické meranie
a uchovávanie minimálnej alebo maximálnej teploty v závislosti od nastavenia agenta.
6.1.1 Popis chovania
Príklad 6.1 prezentuje funkčnosť navrhnutého agenta v jednoduchom pseudokóde1. Riadenie
agenta je postavené na správach prijatých pomocou rádia. Na základe prijatej správy je buď
agent nastavený do jedného z jeho stavov alebo odosiela namerané hodnoty na zadaný uzol.
Agent sa môže nachádzať v 2 hlavných stavoch:
• stav ACT: V tomto stave agent pracuje len po príchode správy. Následne podľa typu
správy buďto prechádza do iného stavu alebo odošle aktuálnu hodnotu na zadanú
adresu,
• stav CYK: Tento stav je možné rozdeliť na 2 podstavy MIN a MAX. V závislosti na
tom, v akom podstave sa agent nachádza, cyklicky meria a ukladá buďto minimálnu
alebo maximálnu nameranú hodnotu.
Agent ako prvý krok po zahájení svojej činnosti očakáva príchod prvej správy. Pri platforme
WSageNt sa jedná o čakanie s využitím služieb platformy $(a)$(s)?( ). Služba $(a) je
1Agentné kódy pre obe platformy je možné nájsť v prílohe
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použitá z dôvodu zabránenia čakania na príchod správy v prípade, že správa už dorazila,
avšak agent ešte neukončil spracovanie predchádzajúcej prijatej správy a teda sa nedostal do
bodu, kde očakáva príjem správy. V prípade prijatej správy alebo správ agent vyberá prvú
správu z InputBase bez ohľadu na jej odosielateľa (?( )). V prípade platformy Agilla, ktorá
k zasielaniu správ agentom využíva vzdialený prístup k lokálnej tuple space cieľového uzlu
je čakanie na príchod správy vytvorené blokovaným čítaním tuple space podľa zadaného
predpisu. Tento prístup sám o sebe zabraňuje zbytočnému čakaniu na nasledujúcu správu
v prípade jej prijatia počas spracovávania predošlej správy.
#define TIME 1000
s t a t e = NOT SET;
// s t a t e = ACT; // DEFAULT NASTAVENIE
while (1){
i f ( s t a t e != CYK)
msg = waitForMessage ( ) ;
temp = getTemperature ( ) ;
i f (msg == GET && s t a t e != NOT SET) {
i f ( s t a t e == CYK) {
update ( extrem , temp ) ;
temp = extrem . value ;
}
sendData (msg . ID , temp , s t a t e == CYK ? extrem . type : ACT) ;
}
else i f (msg == SET) {
i f (msg . type == MIN | | msg . type == MAX) {
extrem . type = msg . type ;
extrem . va lue == temp ;
s t a t e = CYK;
}
else i f (msg . type == ACT)
s t a t e = ACT;
}
else
continue ;
i f ( s t a t e == CYK)
while (1 ) {
s l e e p (TIME) ;
i f (msg = haveMessage ( ) )
break ;
temp = getTemperature ( ) ;
update ( extrem , temp ) ;
}
}
Príklad 6.1: Pseudokód agenta č.1
6.1.2 Komunikačný protokol
Nakoľko obe platformy majú určité špecifiká na prácu s reťazcami, na možnosť ukladania
lokálnych premenných či aktuálneho stavu, boli pre obe platformy navrhnuté mierne odlišné
komunikačné protokoly. Obe platformy pracujú na rovnakom princípe, avšak tvar a zloženie
jednotlivých správ sa mierne odlišuje pre obe platformy.
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Agent reaguje na 2 správy:
• SET: Jedná sa o správu pre nastavenie agenta do jedného z jeho stavov (podstavov).
Správa obsahuje identifikáciu stavu, do ktorého má byť agent prepnutý, v prípade
prepnutia do stavu CYK aj identifikáciu podstavu,
• GET: Po prijatí správy agent zasiela nameranú hodnotu. Hodnota je zasielaná na
adresu uzlu špecifikovanú v správe. Hodnota, ktorá sa bude zasielať závisí od stavu,
v ktorom sa agent nachádza.
WSageNt
Protokol odosiela 2 alebo 3 prvkovú n-ticu v závislosti na druhu správy. Správa na zisk
merania GET má tvar (<adresa>,g), kde adresa udáva adresu uzlu, na ktorý má byť
odpoveď odoslaná a písmeno g je identifikátor typu správy. Správa SET slúžiaca na nasta-
venie agenta má tvar (s,<typ merania>,<doba uspania>). Písmeno s opäť označuje typ
správy, typ merania môže pre jednotlivé varianty obsahovať hodnoty N,X,A (pre MIN =
N, MAX = X a ACT = A). Posledný parameter udáva momentálne nepoužívanú hodnotu
pre variabilné uspanie agenta v prípade variantov MIN a MAX.
Agilla
V prípade platformy Agilla bol komunikačný protokol vytvorený s ohľadom na funkcionalitu
inštrukcie in. Nakoľko jej využitie je podmienené definovaním predpisu n-tice, ktorú chceme
v tuple space vyhľadať, bolo potrebné pre obe správy GET a SET vytvoriť typovo rovnaké
tvary. Predpis použitej správy, v tomto prípade n-tice vzdialene zapísanej do tuple space, je
(<adresa>,<typ>,<podtyp>). Po rozhodnutí vynechať možnosť nastavenia doby uspania,
nebol už v tomto prípade tento parameter zahrnutý do správy. Parameter adresa opäť
udáva uzol, na ktorý bude odosielaná odpoveď. Pri správe SET nie je využívaný a môže
byť nastavený na ľubovoľnú hodnotu. Druhý parameter typ určuje druh správy a môže
nadobúdať hodnoty get alebo set. Posledná hodnota v n-tici je využívaná len pri správe SET.
Udáva druh nastavenia agenta a môže obsahovať hodnoty min, max a act pre nastavenie
príslušných stavov.
6.1.3 Spracovanie správy
Ako je vidieť z pseudokódu agenta, agent reaguje po svojom spustení na správy GET len
v prípade, že už prijal nejakú správu SET a úspešne prešiel do niektorého zo stavov MIN,
MAX alebo ACT2. Po prijatí správy agent podľa jej obsahu volí buď zmenu aktuálneho
stavu alebo zaslanie požadovanej hodnoty. V prípade platformy WSageNt je na uchovanie
aktuálneho nastavenia, pomocných hodnôt, aktuálnej minimálnej či maximálnej teploty i
prijatej správy3 použitá BeliefBase agenta. Naproti tomu pri platforme Agilla využívame
prítomnosť hromady, do ktorej sú potrebné údaje vkladané na definované adresy.
Správy agent prijíma v dvoch bodoch kódu. V prvom prípade je agent buď v neiniciali-
zovanom stave alebo sa nachádza v stave ACT. Druhou možnosťou, kedy agent kontroluje
príchod novej správy je stav, keď agent v cykle meria hodnotu zo senzoru pri nastavení
MIN a MAX. V tomto prípade sa nevyužíva čakanie na správu. Nie je teda potrebná služba
2Toto chovanie je možné zrušiť použitím zakomentovaných DEFAULT sekcií v kódoch agenta.
3Pri správe GET potrebné pre uchovanie hodnoty cieľového uzlu.
42
$(s) platformy WSageNt a v prípade platformy Agilla je použitie inštrukcie in nahradené
jej neblokujúcou variantou inp. V nekonečnom cykle agent zostáva do doby príchodu no-
vej správy SET. V tomto momente pri prijatí nastavenia ACT agent prechádza do prvého
popisovaného čakania. V opačnom prípade začne vykonávať nový cyklus (nastavenie MIN,
MAX).
Ako bolo písané v sekcii 5.5.1 je dôležité písať agenta pre platformu WSageNt s ohľa-
dom na možné narastanie množstva kódu na zásobníku. Agent musí byť napísaný tak, aby
sa prípadné vetvenie kódu, hlavne pri opakujúcom sa kóde, buďto vykonalo alebo zma-
zalo. Tento princíp je možné vidieť napríklad pri spracovaní prijatej správy plánom TYPSP.
Prijatá správa je vložená v tvare (<správa>,now) do BeliefBase. Následne sa pomocou
unifikácie kontroluje druh prijatej správy. Avšak aj po úspešnej unifikácii na správu GET
pokračuje kód v tomto prípade vopred neúspešnou unifikáciou na správu SET. Táto neús-
pešná unifikácia následne vyvolá zmazanie celého podplánu až po zarážku a tým zabráni
hromadeniu nepoužitého kódu na zásobníku.
6.2 Agent č. 2 - Firetracker
Na overenie možností platformy WSageNt sme sa rozhodli naprogramovať agenta na detek-
ciu požiaru a vytvorenie bariéry okolo neho. Myšlienka na takéhoto agenta bola prebraná
z materiálov platformy Agilla. Ako vzor nám poslúžili zdrojové kódy agenta získané zo
stránok projektu. Funkcionalita bola mierne upravená našim požiadavkám a jej zápis v
pseudokóde je možné vidieť v príklade 6.2. Agent pre platformu Agilla v prílohe je taktiež
upravený podľa zmenenej funkcionality.
#define TIME 2000
while (1){
i f ( i n F i r e ( ) )
break ;
for ( i = getFirstNgb ( ) ; i < getLastNgb ( ) ; i++) {
i f ( i sNgbInFire ( i ) ) {
turnOn ( Yellow ) ;
continue ;
}
i f (wasOnNgb( i ) )
continue ;
bool c lone = cloneTo ( i ) ;
i f ( c l one )
break ;
}
s l e e p (TIME) ;
}
turnOn (Red ) ;
Príklad 6.2: Pseudokód agenta č.2
6.2.1 Priamy sused
Ako je vidieť v pseudokóde, agent kontroluje, či aktuálne skúmaný susedný uzol je jeho
priamym susedom. Priamym susedom rozumieme uzol, ku ktorému by sa agent v prípade
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usporiadania agentov do mriežky dostal najviac dvomi krokmi. Na obrázku 6.1 je možné
vidieť farebné označenie priamych susedov konkrétneho uzlu s adresou 15. Zelenou farbou
sú vyznačený priamy susedia a červenou susedia, ktorých vzdialenosť je väčšia ako 2.
Obr. 6.1: Farebné vyznačenie priamych susedov uzlu 15
Rovnaký princíp využíva aj platforma Agilla pre určenie priamych susedov. Výpočet
vzdialenosti susedov bol popísaný v sekcii 4.5. Priamym susedom uzlu je každý uzol, ktorého
vzdialenosť nie je väčšia ako 2.
Platforma WSageNt však nepracuje s lokalizáciou agentov. Uzly od seba odlišuje len
pomocou ID uzlu. Bolo teda potrebné vytvoriť systém lokalizácie využívajúci ID uzlu.
Vytvorené adresovanie je založené na rovnakom princípe aký bol popísaný vyššie. Uzly sú
rozmiestnené v mriežke so súradnicami x,y. Súradnica x je reprezentovaná hodnotou ID
na mieste jednotiek. Môže teda nadobúdať 10 rôznych hodnôt a dovoľuje teda umiestniť 10
uzlov vedľa seba. Súradnica y je získavaná z hodnoty ID uzlu na mieste desiatok. Teoreticky
tento spôsob dovoľuje neobmedzený počet uzlov v smere súradnice y.
Takto navrhnutý systém dovoľuje lokalizovať agentov do mriežky o rozmeroch 10 krát
(n/10), kde n je najvyššia možná adresa uzlu v sieti. V prípade potreby umiestnenia viac
ako 10 uzlov v smere súradnice x je možné systém upraviť4 tak, že celý výpočet lokalizácie
uzlu posunieme o rád vyššie. V takomto prípade by súradnicu x reprezentovali hodnoty na
mieste desiatok a súradnicu y na mieste stoviek. Týmto spôsboom by sme mohli vytvoriť
mriežku o rozmeroch 100 krát (n/100).
Na základe tohto návrhu bola doprogramovaná ďalšia matematická operácia interpretera
s názvom SUS. Ako parametre prijíma 2 adresy uzlov a v prípade, že sa jedná o priamych
susedov, ukladá do aktívneho registru hodnotu 1, inak 0.
Pre zjednodušenie práce potrebnej na získanie adries všetkých priamych susedov sme
sa rozhodli rozšíriť službu platformy na získavanie susedov $(n) o funkcionalitu, ktorá uloží
do BeliefBase všetkých priamych susedov uzlu. Služba pracuje ako pri vytváraní zoznamu
všetkých susedov. Avšak uzol je do zoznamu vložený len v prípade, že podľa hore popísaného
princípu ide o priameho suseda. Pre odlíšenie výsledkov nového volania sú uzly vkladané
4Vyžaduje zásah do kódu.
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do BeliefBase ako n-tice tvaru (NC,<id uzlu>). Vytvorené volanie služby na zisk priamych
susedov vyzerá $(n,c).
6.2.2 Popis chovania
Agent je do siete vyslaný jeho nahraním na prvý uzol. O ďalšie šírenie agenta sieťou sa
stará samotný agent.
Agent po svojom spustení (prípadne príchode na nový uzol) najskôr skontroluje, či ná-
hodou uzol nehorí. Pod označením, že uzol horí budeme v texte myslieť situáciu, že senzory
uzlu registrujú vyššiu teplotu ako je nastavená hraničná teplota. Ak uzol horí, agent rovno
prechádza do stavu INFIRE v ktorom zotrváva do konca svojho behu5. Avšak nastanie
tejto situácie ihneď po príchode agenta je za bežných okolností málo pravdepodobné, nako-
ľko agent sa odosiela len na uzly, ktoré pred samotným odoslaním ešte nehoreli.
Agent následne kontroluje, či niektorý z jeho priamych susedov nehorí. V prípade, že
agent zistí, že niektorý z jeho susedov horí, stáva sa z uzlu, na ktorom sa agent nachádza
bariérový uzol a vytvára tak bariéru medzi ohňom zasiahnutými a nezasiahnutými uzlami6.
Ak susedný uzol nehorí, agent skontroluje, či už na uzle nebol. Ak áno pokračuje v
kontrole nasledujúceho priameho suseda. V opačnom prípade agent odošle svoj klon, ktorý
začne svoju činnosť na susednom uzle. Pôvodný agent potom pokračuje ďalej v kontrole
nasledujúcich susedov.
Po dokončení kontroly všetkých susedov agent vyčká definovanú dobu a pokračuje v
kontrole odznova. Tak je schopný zmeniť svoj stav z nezasiahnutého na bariéru, prípadne
na uzol zasiahnutý ohňom. Agent označený ako oheň alebo bariéra už však nikdy nemôže
byť označený ako nezasiahnutý.
6.2.3 Kontrola susedov
Podľa výsledku kontroly susedov agent určuje, či je súčasťou bariéry alebo je od ohňa
vzdialený viac ako o jeden susedný uzol. Ako bolo spomenuté vyššie, agent je prebraný
zo vzorových príkladov platformy Agilla. Tá na kontrolu susedných uzlov využíva funkciu
vzdialeného testu tuple space rrdp. Funkcia nastavuje stavový register agenta v prípade, že
na kontrolovanom uzle našla v tuple space hľadaný záznam. Ide o inštrukciu typu otázka-
odpoveď vykonanú s konkrétnym uzlom.
Z princípu fungovania firetracker agenta bolo aj pri vytvorení pre platformu WSageNt
nutné využiť nejakú otázka-odpoveď funkciu. Jediná takáto funkcia, ktorú platforma posky-
tovala bola služba $(t,(q,<id>)). Tá podľa záznamov pachových stôp na uzle s adresou
ID zistí, či agent, ktorý službu zavolal už na danom uzle bol. K odlíšeniu agentov je v tomto
prípade použité ID agenta a jeho trieda. Službu by bolo možné využiť aj pre signalizovanie,
že uzol horí. Bolo by nutné zmeniť triedu agenta na definovanú hodnotu a uložiť záznam o
takomto agentovi do pachových stôp. Avšak tam sa agenti ukladajú len pri ich príchode na
uzol, takže bolo potrebné mierne upraviť službu na presun agenta.
Platforma v prípade, že sa agent pokúsi presunúť na uzol, na ktorom sa práve nachádza,
nevykonáva žiadny presun a rovno akciu vyhlási za úspešnú. Doprogramovali sme preto
funkčnosť tak, aby sa v tomto prípade vykonalo len vloženie pachových stôp agenta a mohli
sme tak využiť funkcie dotazovania.
5Signalizácia červenou diódou.
6Signalizácia oranžovou diódou.
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Po prvých testoch sa úpravy ukázali ako funkčné. Avšak použitie tohto princípu bolo
veľmi neprehľadné. Rovnako nevýhodou tohto riešenia je fakt, že pachové stopy agentov
sú ukladané do pamäte Flash uzlu, takže ich pravidelné kontrolovanie je výpočtovo aj
energeticky náročnejšie ako kontrolovanie dát uložených v RAM. Rozhodli sme sa preto
naprogramovať novú službu platformy poskytujúcu podobnú funkcionalitu ako inštrukcia
rrdp platformy Agilla.
6.2.4 Vzdialený test BeliefBase
Aby sme zbytočne nezvyšovali veľkosť kódu platformy, využili sme existujúce služby na
prácu s pachovými stopami. Vytvorili sme nové volanie v tvare $(t,(r,<id>,<abc>)),
ktoré sprístupňuje novú službu, kde r je identifikátorom služby, id je adresa uzlu, ktorého
BeliefBase sa má prehľadať a abc predstavuje trojicu znakov, ktoré budú vyhľadávané.
Zvolili sme možnosť vyhľadávania len jedno prvkových n-tíc s prvkom dĺžky práve 3 znaky.
Nemuseli sme tak doprogramovávať prácu s obecnými n-ticami a zvolená dĺžka poskytuje
dostatočné možnosti pre využitie novej služby.
Po zavolaní služby agent pracuje rovnako ako v prípade otázky na výskyt agenta na
danom uzle. Odosiela sa len iný typ správy. Po prijatí otázky prehľadávaný agent podľa
typu správy zistí, že nemá vykonať prehľadanie pachových stôp ale test BeliefBase. Po
vykonaní testu vracia opýtaný agent späť výsledok podľa toho, či hľadanú n-ticu vo svojej
BeliefBase má alebo nie. V prípade nájdenia je volanie služby úspešné. V opačnom prípade
končí volanie neúspechom a dochádza k zmazaniu plánu po zarážku.
Použitie služby je možné vidieť v kóde agenta v prílohe. Volaním $(t,(r,&2,fir))
dochádza ku kontrole aktuálne prehľadávaného uzlu7 na definovanú n-ticu (fir), ktorá je
do BeliefBase vkladaná v prípade, že uzol začne horieť.
V kóde sme ponechali využitie dotazovania na výskyt agenta na uzle pri kontrole, či
je potrebné na uzol odoslať klon agenta. Táto kontrola by sa dala nahradiť podobne ako
pri platforme Agilla využitím novej služby na vzdialený test BeliefBase a tak kontrolovať
výskyt agenta na uzle. Avšak použitie služby $(t,(q,<id>)) lepšie vystihuje charakter
dotazu a preto sme sa ho rozhodli ponechať.
6.2.5 Kontrola teploty
Ku kontrole, či agent nezačal horieť je využívané snímanie teploty zo senzorov. Hrani-
čná teplota je nastavená tak, aby pri normálnej izbovej teplote došlo k jej prekročeniu
po chvíľkovom zahrievaní senzoru8. Pri reálnom použití by bolo nutné použitie nejakého
sofistikovanejšieho riešenia, avšak pre naše testovacie potreby je to postačujúce.
Pri platforme Agilla je využitá jej schopnosť obsluhovať na jednom uzle viacero agentov
naraz. Bol preto vytvorený fire agent6.3, ktorý cyklicky meria teplotu a pri prekročení
hranice ukladá do tuple space hodnotu (fir). Na tú je tuple space testovaná agentmi
susedných uzlov a vyvoláva reakciu nastavenú agentom na horiacom uzle9.
Platforma WSageNt poskytuje možnosť behu len jedného agenta na jednom uzle a
nebolo teda možné využiť princíp z platformy Agilla úplne totožne. Fire agent na meranie
a kontrolu teploty sa nachádza aj na uzloch platformy WSageNt a rovnako v prípade
ohňa ukladá do svojej BeliefBase n-ticu (fir). Po detekovaní ohňa však svoju činnosť
7Adresa uzlu je v registri č. 2.
8Napríklad 40 wattovou žiarovkou.
9V prípade, že agent sa na uzle nachádza.
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neukončuje, aby bolo možné z ostatných uzlov vykonať vzdialený test na túto hodnotu a
tým určiť, že uzol horí. V prípade, že firetracker agent sa pri klonovaní sieťou presunie na
uzol, ktorý nehorí ale je na ňom fire agent merajúci teplotu, dôjde k jeho zmazaniu. Preto
bolo potrebné doplniť do firetracker agenta pre platformu WSageNt aj pravidelnú kontrolu
na teplotu, ktorá bude nahrádzať činnosť zmazaného agenta.
#define TIME 2000
while (1){
tmp = getTemperature ( ) ;
i f (tmp > f i r e t e m p ) {
wr i t e ( f i r ) ;
turnOn (Red ) ;
}
s l e e p (TIME) ;
}
Príklad 6.3: Pseudokód fire agenta
6.3 Agent č. 3 - Backtrack
Posledným agentom, ktorého sme vytvorili je agent nazvaný Backtrack. Jeho úlohou je
prejsť postupne celú sieť a na každom uzle vykonať naprogramovanú činnosť. Po prechode
sieťou sa agent vracia na uzol, kde s prechodom začal - domovský uzol. Úloha, ktorú má
agent vykonať je zistenie maximálnej teploty v sieti.
Agent teda postupne prechádza sieť a na každom novo navštívenom uzle vykoná meranie
teploty, ktorú porovná a prípadne vymení s doterajším maximom. Namerané hodnoty teda
nie sú odosielané z každého uzlu na domovský uzol ale agent ich postupne spracováva a
uchováva si len maximálnu hodnotu. Tým nedochádza k zbytočnému zasielaniu správ a
následnému spracovaniu všetkých hodnôt na jednom mieste. Dochádza len k minimálnemu
zvýšeniu veľkosti presúvaného agenta.
6.3.1 Zistenie maxima
Použitá verzia platformy WSageNt poskytuje niekoľko základných matematických operácií.
Bohužiaľ medzi ne nepatria operácie na zistenie maxima či minima dvojice prvkov. Opäť
sme preto pristúpili k rozšíreniu poskytovaných služieb o operácie MAX a MNM pre zistenie ma-
ximálnej a minimálnej hodnoty. Použitie $(o,MAX,op1,op2,(),(),()) uloží do aktívneho
registru maximálnu hodnotu operandov op1 a op2.
Tieto funkcie boli použité aj v kóde agenta č.2.
6.3.2 Popis chovania
Zápis činnosti agenta v pseudokóde je vidieť v príklade 6.4. Uzol, na ktorom je agent
spustený je takzvaným domovom agenta. Z neho je následne presunutý na prvý uzol od
ktorého začína svoju činnosť. Jeho cieľom je postupne prejsť celú sieť a určiť zadanú úlohu,
v tomto prípade maximálnu teplotu a vrátiť sa späť domov.
Po príchode na uzol agent zistí aktuálnu teplotu a v prípade, že je vyššia ako doterajšie
maximum, prepíše jeho hodnotu. Pri platforme WSageNt je maximum ukladané do Belief-
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Base agenta v tvare (<maximum>,tx) a pri platforme Agilla do hromady agenta na adresu
6.
Po vykonaní úlohy na uzle sa agent presúva na iný uzol. Postupne kontroluje všetkých
priamych susedov a v prípade, že na niektorom z nich ešte nebol sa naň presunie. Následne
pokračuje na novom uzle od merania aktuálnej teploty.
Ak agent preskúmal všetkých susedov a zistil, že každý z nich už navštívil, pristúpi
k navracaniu (backtrackingu) na uzol, z ktorého prišiel. V prípade, že sa agent navráti na
domovský uzol, skončí. Po navrátení sa agent nevykonáva opätovné meranie teploty a rovno
kontroluje susedov a hľadá uzol, na ktorom ešte nebol. Ak žiaden nenájde, opäť sa navráti
na predchádzajúci uzol v ceste. Týmto spôsobom agent nakoniec prejde celú sieť a zistí
maximálnu teplotu v nej.
int maxT = 0 ;
bool bcktrck = fa l se ;
wr i t e ( ”HOME” , getID ( ) ) ;
while (1){
i f ( ! backtrack ) {
tmp = getTemperature ( ) ;
i f (maxT < tmp)
maxT = tmp ;
}
else i f ( areHome ( ) )
break ;
cn = getCloseNeighbours ( ) ;
bcktrck = true ;
for ( i = cn . begin ( ) ; i != cn . end ( ) ; i++) {
i f ( wasThere ( i ) )
continue ;
moveTo( i ) ;
bcktrck = fa l se ;
break ;
}
i f ( bcktrck ) {
n = getFirstNode ( ) ;
moveTo(n ) ;
}
}
Príklad 6.4: Pseudokód agenta č. 3
6.3.3 Navracanie agenta
Pri navracaní agenta pri platforme WSageNt bola využitá služba pracujúca s pachovými
stopami agentov $(t,(b,f)), ktorá naplní aktívny register adresou uzlu, z ktorého agent
prišiel prvý krát.
Vytváranie navracania agenta pre platformu Agilla bolo mierne zložitejšie. Platforma
neukladá pachové stopy agentov a nebolo preto možné využiť žiadnu inštrukciu na určenie
uzlu, z ktorého agent prišiel.
Po niekoľkých návrhoch sme sa rozhodli k vytvoreniu systému navracania využiť lokálnej
tuple space každého uzlu. Po príchode na uzol agent do tuple space uloží 2 hodnoty. Prvá
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je jednoprvková n-tica (was) pomocou ktorej agent v budúcnosti určí, že na danom uzle
už bol. Druhou je n-tica (frm,<adresa>), ktorá do tuple space uloží informáciu o tom, z
akej adresy agent prišiel. Tá je pred jeho presunom uložená do hromady.
Ak agent prehľadal všetkých svojich susedov a na každom z nich už bol10, vyberie z
tuple space záznam o tom, odkiaľ prišiel a navráti sa.
6.3.4 Kontrola na domov
Pri navrhovaní kontroly na domovský uzol u platformy Agilla bolo možné jednoducho na
tomto uzle uložiť do jeho tuple space n-ticu reprezentujúcu domovský uzol a tú pri navracaní
kontrolovať.
V prípade platformy WSageNt však neexistuje možnosť uloženia hodnôt na uzle. Agent
môže ukladať dáta do registrov alebo BeliefBase. Tie ale patria agentovi a sú spolu s ním
aj presúvané sieťou. K uloženiu hodnôt do pamäte flash (podobne ako pachové stopy) zas
platforma neposkytuje žiadne operácie.
Situácie je riešená uložením n-tice tvaru (<id>,DOMA) do BeliefBase domovského uzla,
kde id predstavuje jeho adresu. Pri navracaní následne agent testuje BeliefBase na túto
n-ticu s predpisom obsahujúcim adresu uzlu, na ktorom sa aktuálne nachádza. Tento test
bude však úspešný len v prípade, že sa agent vrátil na domovský uzol.
6.4 Meranie spotreby
Po porovnaní možností platforiem, ktoré poskytujú po stránke funkcionality, sme platformy
porovnali aj po ich výkonnostnej stránke. Zaujímala nás hlavne ich náročnosť na zdroje uzlu
pri rôznych činnostiach a doba vykonávania jednotlivých činností.
6.4.1 Meranie dlhšieho behu
Ako jednu z možností overenia spotreby energie platforiem sme sa rozhodli určiť ich náro-
čnosť na zdroj energie pri dlhšom behu.
Pre meranie sme sa rozhodli využiť nových agentov. Vytvorení agenti č.1,2,3 síce vyko-
návajú obdobnú činnosť ale ich popis je prispôsobený platforme, pre ktorú sú naprogramo-
vané a rovnako je ovplyvnený nami ako tvorcami a našim štýlom programovania a riešenia
konkrétnych problémov. Preto sme sa rozhodli vytvoriť jednoduchých agentov s presne de-
finovanou činnosťou, ktorých kód je vytvorený len pomocou pár jednoduchých inštrukcií.
Agenti cyklicky vykonávajú tento kód počas dlhšej definovanej doby.
Agent č. 4
Prvým vytvoreným testovacím agentom je v skutočnosti dvojica agentov. Ich úloha je veľmi
jednoduchá a ich pseudokód je vidieť v príkladoch 6.5 a 6.6. Prvý agent cyklicky s prestávkou
3 sekundy odosiela na stanovený uzol správu (WSageNt) či ukladá do jeho tuple space
(Agilla) n-ticu tvaru (msg). Druhý agent (agent č. 4b), ktorý je na prijímacom uzle, len
čaká na príjem správy a po jej prijatí ju vyberie z InputBase či tuple space a opäť zaháji
čakanie na nasledujúcu správu.
10Tuple space obsahovala n-ticu (was).
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id = 4 ;
while (1 ) {
sentTo ( id , ”msg” ) ;
s l e e p ( 3 0 0 0 ) ;
}
Príklad 6.5: Pseudokód agenta č. 4
while (1 ) {
msg = waitForMessage ( ) ;
}
Príklad 6.6: Pseudokód agenta č. 4b
V prípade platformy Agilla je očakávanou správou identická správa (msg) a u platformy
WSageNt vyberáme prvú správu z InputBase. Jedná sa o mierne odlišné spôsoby ale oba
by mali splniť, že sa vyberie prvý a zároveň jediný záznam.
Agent č. 5
Druhý agent vytvorený pre dlhodobé meranie pracuje opäť cyklicky. Tento krát ale nevy-
konáva žiadnu medzi-uzlovú komunikáciu. Jeho úlohou je zmerať aktuálnu teplotu, uložiť
ju, počkať 2 sekundy, uloženú hodnotu načítať a určiť teplotu. Určenie teploty znamená jej
uloženie na vrchol zásobníku (Agilla) alebo uloženie do niektorého z registrov (WSageNt).
while (1 ) {
tmp = getTemperature ( ) ;
wr i t e (tmp , ”d” ) ;
s l e e p ( 2 0 0 0 ) ;
read ( , ”d” ) ;
}
Príklad 6.7: Pseudokód agenta č. 5
Postup merania
Meranie prebiehalo na 2 uzloch. Každý z agentov č. 4 a 5 vo verzii pre obe platformy bol
na uzle spustený po dobu 8 hodín.
Uzly boli napájané 8 nabíjateľnými batériami typu AA. Nakoľko sme nemali k dispozícii
identické batérie, boli použité 4 dvojice batérií. Boli rozdelené do dvoch skupín a tieto
skupiny boli následne využité pri teste agentov. V prípade agenta č. 4 boli použité batérie
rozdelené tak, aby vždy tie isté napájali odosielajúceho a prijímacieho agenta pri oboch
platformách.
Pred zapnutím uzlov a nahraním agentov sme vždy batérie nabili. U batérií dochádza
k samovoľnému vybíjaniu ale snažili sme sa o spustenie merania v čo najpodobnejších
hodnotách. Batérie použité pri testovaní agenta jednej platformy boli následne vždy využité
na meranie varianty tohto agenta druhej platformy. Snažili sme sa tak zabrániť zmenám
charakteristiky batérií pri dobíjaní na rozdiel jedného dobitia.
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Meranie hodnoty napätia batérie bolo vykonávané pomocou voltmetra pri nastavení
merania na maximum 2000 mV s presnosťou na 1 mV. Toto nastavenie poskytovalo najlepšiu
presnosť avšak bolo nutné merať batérie zvlášť. Napätie batérii bolo merané tesne pred
zapnutím uzlov a následne ihneď po ukončení ich činnosti. Namerané hodnoty je možné
vidieť v tabuľke 6.1. Jednotlivé stĺpce rozdeľujú merania podľa 4 skupín batérií, ktorých
úbytok napätia bol skúmaný. Jednotlivé položky zobrazujú úbytok napätia po 8 hodinách
behu agentov v mV.
B1 B2 B3 B4
W A W A W A W A
Agent č. 4 130 149 X X 141 141 X X
Agent č. 4b X X 139 123 X X 184 176
Agent č. 5 187 185 168 178 164 165 191 199
Tabuľka 6.1: Tabuľka výsledkov dlhodobejšieho merania
Výsledky
Toto meranie malo poslúžiť na zistenie, či niektorá z platforiem nie je výrazne úspornejšia
či náročnejšia na zdroje uzlu. Ako je vidieť z tabuľky 6.1, okrem pár výnimiek dopadli
merania pre obe platformy veľmi podobne. Dá sa preto usudzovať, že platformy sú na
podobnej úrovni čo sa týka spotreby energie.
Pre presnejšie určenie, ktorá z platforiem je úspornejšia by bolo potrebné dlhšie meranie
konkrétneho agenta, ktorého by sme hodlali využiť. Meranie by sa opäť muselo niekoľkokrát
opakovať. Následne by bolo možné určiť, ktorá z platforiem po energetickej stránke vyhovuje
viac.
6.4.2 Meranie osciloskopom
Pre lepšiu predstavu o činnosti platforiem vzhľadom k ich energetickým nárokom sme sa
rozhodli pre meranie pomocou osciloskopu.
Vytvorili sme jednoduchého agenta č. 6, ktorého úlohou bolo cyklicky vykonávať na-
sledujúce úlohy: prečítať teplotu zo senzoru, odoslať správu, presunúť svoj klon, vykonať
vzdialený test BeliefBase či tuple space na konkrétnu hodnotu. Presný zápis agentov pre
obe platformy je možné vidieť v prílohe. Agenti sa od seba mierne odlišujú ale základné
časti ostali zachované.
Agent bol nahraný na uzol, ktorý sme pripojili k osciloskopu. Následne sme ho nechali
vykonávať naprogramovanú činnosť a jeden cyklus behu sme zachytili na obrazovke osci-
loskopu. Zachytené merania je vidieť na obrázkoch v prílohe C.1 a C.3. Pre toto meranie
budeme používať označenie Meranie A.
Následne sme k osciloskopu pripojili aj druhý uzol, ktorý slúžil ako cieľ agentových
vzdialených operácií. Taktiež sme zachytili jeho činnosť pre obe platformy, obrázky prílohy
C.2 a C.4. Toto meranie budeme označovať ako Meranie B.
6.4.3 Meranie A
Pri porovnaní údajov z merania osciloskopom pre obe platformy je na prvý pohľad viditeľný
určitý rozdiel medzi platformami.
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Kým platforma WSageNt mimo vykonávania zadaných činností takpovediac nič nerobí,
pri platforme Agilla je vidieť sústavné energetické skoky aj v dobe nečinnosti. Predpokla-
dáme, že je to spôsobené rozdielnym spôsobom využitia rádia u oboch platforiem. WSageNt
odosielanie správy rádiom využíva len na žiadosť agenta. Mimo definovaných služieb komu-
nikujúcich pomocou rádia platforma sama od seba rádio nevyužíva k žiadnym účelom.
Naopak platforma Agilla rádio ustavične využíva pri získavaní aktuálneho zoznamu su-
sedných uzlov. Uzly platformy cyklicky odosielajú informáciu o svojej prítomnosti pomocou
broadcast správy a rovnako prijímajú tieto správy od susedných uzlov. Práve táto komuni-
kácia môže spôsobovať ustavičnú aktivitu platformy viditeľnú na meraniach. Tento odhad
je však veľmi ťažké potvrdiť len z jedného merania a situácia je skomplikovaná aj náhod-
nými intervalmi použitými pri zisťovaní susedov. Ide však o najpravdepodobnejšiu príčinu
aktivity platformy Agilla.
Druhým ihneď viditeľným rozdielom medzi meraniami je doba vykonania jedného cyklu.
Pri platforme WSageNt je doba jedného cyklu okolo 1,2 sekundy a to cyklus obsahuje dve
500 milisekundové čakania. Naproti tomu cyklus platformy Agilla trvá viac ako 4 sekundy
a obsahuje len jedno 125 milisekundové čakanie. Tento rozdiel bližšie rozpíšeme v nasledu-
júcom texte.
Ako bolo spomenuté vyššie, meranie A sledovalo aktivitu platformy pri niekoľkých zá-
kladných činnostiach vykonávaných v cykle. Výstup merania aj s rozdelením na niekoľko
základných častí je vidieť na obrázku 6.2. Rozdelenie na časti vzniklo na základe znalostí o
druhu, poradí a počte vykonávaných operácií pri každom cykle agenta. Meranie platformy
WSageNt je časovo rozdelené po úsekoch 200 ms a meranie platformy Agilla po 1 sekunde.
Obr. 6.2: merania A pre obe platformy rozdelené na časti
Časť A
Táto časť predstavuje dobu, počas ktorej agent začínal nový cyklus rozsvietením jednej
diódy. V prípade platformy WSageNt sa jednalo o rozsvietenie na dobu 500 ms na rozdiel
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od 125 ms pri platforme Agilla. Pri odhade času z výsledkov merania je vidieť, že časy
sedia.
Približne v strede časti A platformy WSageNt je vidieť chvíľkový nárast spotreby ener-
gie. Podobný jav je možné vidieť aj po začatí nasledujúceho cyklu. Ani po niekoľkonásobnom
preskúmaní chovania agenta sa nám nepodarilo určiť, čo tento zákmit mohlo vyvolať.
Časť B
Vyznačuje dobu, počas ktorej boli vykonané prvé 3 operácie a to snímanie teploty, odoslanie
správy a klon agenta.
Podľa odhadu času z výstupu osciloskopu sme určili približné časy trvania tejto časti
pre platformu WSageNt a platformu Agilla.
Z merania je veľmi ťažko posúdiť, ktorá akcia z časti B trvala akú dobu. Predpokla-
dáme, že najväčšiu časť tvorí odoslanie klonu agenta. Rozdiel medzi platformami môže byť
spôsobený ich návrhom hlavne pri odosielaní správ a agenta. Jedná sa hlavne o počet správ,
v ktorých je agent odoslaný, spôsobom ich potvrdzovania a aj veľkosti odosielanej správy
alebo agenta.
Na presné určenie spotreby jednotlivých vykonaných operácií by bolo potrebných viacero
meraní zameraných na jednotlivé operácie.
Časť C
Udáva dobu, ktorá zahrňuje rozhodnutie o tom, či agent je pôvodný agent alebo klon a v
prípade platformy WSageNt aj čakanie 500 ms. Doba čakania zodpovedá údajom z oscilo-
skopu.
Časť C platformy Agilla bola odvodená od merania B, kde po prijatí agenta uzlom trvá
približne rovnakú dobu rozhodnutie, že sa jedná o klon za ktorým nasleduje rozsvietenie
diódy. Práve doba medzi prijatím agenta a rozsvietením diódy je doba rozhodnutia a je
možné ju nájsť na oboch meraniach platformy Agilla.
Časť D
Udáva dobu vykonania poslednej operácie, ktorou je test vzdialeného uzlu na zadanú hod-
notu.
Táto časť nás najviac prekvapila pri porovnávaní výsledkov merania. Ako bolo spo-
menuté vyššie, jeden cyklus platformy Agilla trval niekoľko násobne dlhšie ako v prípade
platformy WSageNt. Najskôr sme si mysleli, že je to spôsobené presunom klonu agenta. Po
preskúmaní výsledkov sme však došli k presvedčeniu, že príčinou bude vzdialený test tuple
space pomocou funkcie rrdp. Vykonali sme preto ešte niekoľko pokusov a ukázalo sa, že
sme sa nemýlili. Vykonanie inštrukcie zaberie agentovi okolo 4 sekúnd. Rovnako je to aj
pri inštrukcii rinp. Nedokázali sme prísť na dôvod, prečo vykonanie trvá tak dlhú dobu.
Vzdialený test je niekoľko násobne pomalší ako odoslanie klonu agenta.
Pri vykonávaní inštrukcie vzdialeného zápisu do tuple space pomocou inštrukcie rout
sme sa s podobným chovaním nestretli.
6.4.4 Meranie B
Meranie B bolo vykonané na uzle, na ktorý boli smerované všetky vzdialené operácie agenta
č. 6. Výsledky merania je vidieť na obrázku 6.3, opäť aj s vyznačením jednotlivých častí.
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Obr. 6.3: Merania B pre obe platformy rozdelené na časti
Časť A
Zachytáva príjem správy a následne príjem klonu agenta. Na obrázku pre platformu WSa-
geNt je znázornený aj bod Ax. Tento bod zachytáva prechod od pôvodne nahraného agenta
na uzle na agenta prijatého pomocou rádia. Pred bodom Ax bol na uzle nahraný agent
v stave, v ktorom čakal na príchod správy. Bod Ax je začiatkom prijatia tejto správy. Po
prijatí správy pôvodný agent rozsvietil diódu na 500 ms. Avšak predtým ako ju stihol zhas-
núť prijala platforma nového agenta. Dióda tak ostala svietiť. Nový agent po zistení, že
sa jedná o klon rozsvecuje ďalšiu diódu. Preto je meranie platformy WSageNt energeticky
náročnejšie na zdroje.
Časť A merania časovo korešponduje s dobami potrebnými k odoslaniu údajov z časti
B merania A11.
Časť B
Táto časť začína prijatím nového agenta. Obsahuje aj časť s rozhodovaním a určením, že
agent je klonom. Následne agent rozsvecuje diódu na stanovený čas. V prípade platformy
WSageNt na 1 sekundu. V prípade platformy Agilla na 125 ms. Pri čakaní na zhasnutie
diódy je vidieť pri platforme WSageNt podobný energetický skok ako v prípade merania A.
Časť C
Táto časť zahŕňa príjem žiadosti o test BeliefBase či tuple space a odoslanie odpovede.
Časť C u platformy WSageNt nastala počas vykonávania časti B. Po príjme agenta
platforma na 1 sekundu rozsvieti diódu a až po tom je agent ukončený. Odosielací agent
však požiadavku na vzdialený test odosiela po 500 ms po odoslaní agenta. Tým dôjde k
prijatiu žiadosti počas svietenia diódy.
11Trvala dlhšiu dobu avšak je v nej započítané aj snímanie teploty.
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S časťou C u platformy Agilla je to zložitejšie. Ako bolo písané vyššie platforma vykonáva
vzdialený test tuple space pomerne dlhú dobu. Nevieme prečo je vykonanie také dlhé a ani
kedy dochádza k samotnému odoslaniu požiadavku pomocou rádia. Medzi odoslaním agenta
a testu nie je žiadne čakanie a preto nedokážeme rozlíšiť, či k prijatiu žiadosti neprišlo už
počas časti B. Preto je časť C na 2 miestach.
Časť D
Predstavuje dobu od ukončenia klonu agenta po príjem správy z ďalšieho cyklu. Pri plat-
forme Agilla je táto časť spojená s časťou C nakoľko nevieme presne určiť, kedy došlo k
odoslaniu odpovede na test tuple space v časti C a tým k jej ukončeniu.
6.4.5 Výsledky merania
Po rozdelení meraní na jednotlivé úseky sme sa pokúsili určiť ich dobu vykonania a ich
spotrebu energie. Výsledky je vidieť v tabuľke 6.2.
Priemerná spotreba (mV) Doba vykonania (ms)
WSageNt Agilla WSageNt Agilla
Čakanie U1 668 680 X X
Čakanie s LED U1 701 710 X X
Čakanie U2 692 706 X X
Čakanie s LED U2 728 752 X X
Časť B U1 691 685 276 143
Časť D U1 705 681 24 3900
Príjem A U2 721 703 248 121
Príjem C U2 697 N 22 N
Tabuľka 6.2: Tabuľka výsledkov z merania osciloskopom
Jednotlivé riadky tabuľky zobrazujú určené hodnoty pre jednotlivé časti meraní pre obe
platformy. Označenie U1 a U2 udáva, či sú hodnoty merané na uzle s agentom (Meranie A)
alebo na uzle, ktorý prijímal vzdialené operácie (Meranie B).
Prvé 4 riadky tabuľky zobrazujú priemernú spotrebu platformy pri ich uspaní na kon-
krétnu dobu. Meraním sa ukázalo, že spotreba platformy Agilla je vyššia. Je to dané jej
neustálym využívaním rádia pri vytváraní zoznamu susedných uzlov. Porovnanie spotreby
bez rozsvietenej led diódy so spotrebou pri uspaní s jednou rozsvietenou diódou ukázalo
nárast približne 30 mV v spotrebe u oboch platforiem12.
Pri porovnávaní meraní na uzle U2 sa ukázalo, že meranie spotreby pre obe platformy
pri uspaní vykazuje zvýšenú spotrebu o 24 a 26 mV. Nevieme povedať čo je príčinou tohto
zvýšenia. Pri zohľadnení tohto zvýšenia spotreby vykazovalo meranie spotreby u platformy
WSageNt pri uspaní podobné výsledky ako v prípade uzlu U1. U platformy Agilla došlo k
nárastu spotreby v prípade uspania s rozsvietenou diódou. Tento nárast mohol byť spôso-
bený príjmom požiadavku na vzdialený test tuple space. Jedná sa však len o domnienku.
Posledné 4 riadky tabuľky 6.2 ukazujú meranie spotreby a doby vykonania jednotlivých
operácií.
12Spotreba platformy Agilla pri uspaní bez rozsvietenej diódy bola odhadnutá z častí A a C.
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Ukázalo sa, že vykonanie časti B na uzle U1 zaberá platforme Agilla skoro polovičný čas
ako platforme WSageNt. Svoj podiel na tomto rozdiely zrejme zohráva nutnosť platformy
WSageNt aktivovať komunikáciu pomocou rádia. Agilla však komunikuje neustále a preto
jej táto úloha odpadá. Rozdiel môžu navyšovať aj veľkosti prenášaných dát, v tomto prípade
hlavne veľkosť agenta. Tieto faktory sa podpísali aj na vyššej spotrebe pri vykonaní časti
B u platformy WSageNt.
Ako už bolo spomenuté, vykonanie vzdialeného testu (časť D na uzle U1) sa u oboch
platforiem výrazne líšilo po stránke doby vykonania. V tabuľke je tento rozdiel vyjadrený
ako 24 ms pri platforme WSageNt ku 3900 ms pri platforme Agilla. V prípade priemernej
spotreby časti D sme sa pri platforme Agilla dostali takmer k spotrebe pri uspaní. Je to
spôsobené rozložením operácií vzdialeného testu na veľmi dlhom časovom úseku. Spotreba
u platformy WsageNt odpovedá očakávanému navýšeniu pri krátkodobom využití rádia.
Výsledky príjmu dát odoslaných z častí B a D z uzlu U1 prijatých v častiach A a C
na uzle U2 zobrazujú posledné 2 riadky tabuľky. Ako bolo spomenuté meranie na uzle U2
vykazovalo o viac ako 20 mV zvýšenú spotrebu ako pri uzle U1. Pri porovnaní časov s
vykonávaním akcií na uzle U1 môžeme konštatovať, že sú pomerovo podobné. Rozdielom je
absencia zisku teploty zo senzoru na strane príjmu, ktorá je zahrnutá do akcií na uzle U1.
Spotreba pri príjme dotazu na vzdialený test a odoslanie odpovede (časť D na uzle U2)
u platformy WSageNt bola získaná pomocou rozdielu medzi uspaním bez diódy a uspaním
s dvomi rozsvietenými diódami. Pri platforme Agilla nie sme schopný určiť spotrebu ani
dobu vykonania dotazu na uzle U2.
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Kapitola 7
Záver
Práca poskytuje prehľad o dvoch agentných platformách Agilla a WsageNt. Každá z plat-
foriem je zvlášť detailne predstavená s uvedením možností, ktoré ponúka. Opis platforiem
je doplnený o údaje, ktoré sme zistili pri zoznamovaní sa s platformami a pri ich reálnom
používaní.
Platformy majú odlišnú architektúru, na popis agentov využívajú iný jazyk, pracujú
nad odlišnými verziami operačného systému TinyOS ale obe dovoľujú vytvárať agentov
schopných presunu, klonovania a vzájomnej komunikácie. Tým poskytujú prostriedky pre
vytváranie aplikácií schopných počas behu meniť svoje chovanie a reagovať na zmeny pro-
stredia, v ktorom sa nachádzajú jednotlivé senzorové uzly.
Na vytvorených agentoch sme demonštrovali ich schopnosti. možnosti, použiteľnosť a aj
nedostatky. Po skúsenostiach s programovaním použitých agentov a z výsledkov vykonaných
meraní je možné kľúčové odlišnosti platforiem zhrnúť do niekoľkých bodov:
• počet agentov, ktoré platforma Agilla môže obsluhovať na jednom uzle je variabilný.
Naproti tomu platforma WsageNt umožňuje beh len jedného agenta. Tento rozdiel nie
je ani tak problémom funkčným, nakoľko je možné aj jedného agenta naprogramovať
tak, aby vykonával prácu viacerých. Problém spočíva v nemožnosti zabrániť zmazaniu
agenta na uzle príchodom nového agenta. Preto je pri platforme WSageNt veľmi
náročná prípadná prítomnosť viacerých rozdielnych agentov s voľným pohybom v
jednej sieti,
• zanechanie správy agentovi, ktorý sa na uzol dostane v budúcnosti je u platformy
Agilla jednoduché, nakoľko tuple space patrí platforme a je pre agentov zdieľaná.
Agenti platformy WSageNt nemajú možnosť zanechať budúcemu agentovi správu
uloženú na uzle (teoreticky možné využitím pachových stôp), nakoľko BeliefBase aj
InputBase su súčasťou agenta.
• vytvorenie východzích (default) agentov u platformy WSageNt dáva agentom a uzlom
väčšiu možnosť vyrovnať sa s prípadným výpadkom energie,
• programovacie jazyky platforiem sú odlišné avšak pri použití oboch je potrebné dávať
pozor na možné programátorské chyby, ktoré môžu viesť napríklad k zaplneniu pamäte
uzlu a tým k ukončeniu agenta,
• využitie senzorov u platformy WSageNt zahŕňa v súčasnej dobe len teplotný senzor.
To výrazne limituje rozsah jej použitia,
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• poskytovaná funkcionalita oboch platforiem je podobná ale Agilla poskytuje väčšie
možnosti. Počas práce sme platformu WSageNt rozšírili o niekoľko služieb, ktoré by
mohli byť nahradené pomocou existujúcich služieb, avšak použitie by bolo neefektívne.
Jedná sa o službu na vzdialený test BeliefBase, zisk priamych susedov a rozšírenie
matematických služieb o funkcie min a max,
• spotreba energie platforiem je rozdielna. V tomto faktore je plusom platformy WSa-
geNt jej nevyužívanie rádiovej komunikácie k žiadnym interným procesom, oproti
cyklickému určovaniu susedných uzlov platformou Agilla. Naproti tomu doba vyko-
nania vzdialených operácií je u platformy Agilla kratšia, čo má taktiež pozitívny vplyv
na spotrebu energie. U aplikácií pre BSS, pri ktorých je agent cyklicky dlhú dobu v
nečinnosti s následným vykonaním akcie je výhodnejšie využitie platformy WSageNt.
V prípade agentov s vysokým objemom vykonávaných akcií a komunikácie rádiom
oproti dobe nečinnosti je pravdepodobnejšie dosiahnutie úspory energie pri platforme
Agilla.
Nedá sa jasne určiť, ktorá z platforiem je lepšia. Obe poskytujú dostatočné možnosti pre
vytvorenie mobilných agentov pre BSS. Každá z nich má svoje funkčné limity a rozdielnu
náročnosť na zdroje uzlu. O vhodnosti určitej platformy je preto vhodné uvažovať skôr v
zmysle konkrétneho agenta ako v zmysle celkového pohľadu. Tu je možnosť určiť výhodne-
jšiu platformu pomocou funkcionality, ktorú ponúka a vykonaním či vykonaním meraní na
určenie vhodnosti vzhľadom k vyťaženiu zdrojov uzlu.
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Dodatok A
Zdrojové kódy WSageNt agentov
PlanBase :
zac : $ ( a ) $ ( s )&(1)?( )ˆ ( typsp )&(1)∗( c , ) ˆ ( cyk)#ˆ( zac )
typsp : +(&1,now)&(1)∗ ( ( , g ) , now)ˆ( get )#&(1)∗(( s , , ) , now)−( , now)ˆ( s e t )
#−( , now) $ (w, ( 2 0 0 0 ) )
get : &(2)∗( , g ) $ (d )&(3)?( s )&(1) $ ( f ,&2)&(2) $ ( f ,&1)ˆ&2ˆ( o d o s l i )
s e t : &(2)$ ( f ,&1)&(1)$ ( f ,&2)&(2) $ ( r ,&1)&(1) $ ( f ,&2)ˆ&1
a : #
n : &(2)∗( , tn )−( , tn )&(1) $ ( f ,&2)&(2) $ ( f ,&1)&(1)
$ (o ,MNM,&2 ,&3 , ( ) , ( ) , ( ) )&(3) $ ( f ,&1)+(&3 , tn )
x : &(2)∗( , tx )−( , tx )&(1) $ ( f ,&2)&(2)$ ( f ,&1)&(1)
$ (o ,MAX,&2 ,&3 , ( ) , ( ) , ( ) )&(3) $ ( f ,&1)+(&3 , tx )
A: −( , g)+(a , g)−(c , )
N: −( , g)+(n , g)−( , tn ) $ (d )&(3)?( s )+(&3, tn )+(c , n)
X: −( , g)+(x , g)−( , tx ) $ (d )&(3)?( s )+(&3, tx )+(c , x )
cyk : $ (w, ( 1000 ) )&(1 )? ( )ˆ ( typsp )#&(1)∗(c , )&(3) $ (d ) ? ( s )&(2) $ ( f ,&1)
&(1)$ ( r ,&2)&(2) $ ( f ,&1)ˆ&2ˆ( cyk )
o d o s l i : &(1)∗(( , g ) , now)&(2) $ ( f ,&1)&(1) $ ( f ,&2)&(2) $ ( f ,&1) ! (&2 , ( t ,&3))
Plan :
ˆ( zac )
// +(a , g ) // d e f a u l t nas tavenie , p r i d a t na z a c i a t o k planu
Príklad A.1: Kód WSageNt agenta č. 1
PlanBase :
TEPLOTA: −(V, ) $ (d )&(1)?( s )&(2) $ ( o , l e s , & 1 , ( 6 0 0 ) , ( ) , ( ) , ( ) ) & ( 1 ) $ ( f ,&2)
+(V,&1)∗(V, (1) )#∗ (V, ( 0 ) )+( f i r ) $ ( l , ( r ,1))# $ (w, ( 1 0 0 0 ) ) ˆ (TEPLOTA)
Plan :
−( f i r )&(1)ˆ(TEPLOTA)
Príklad A.2: Kód WSageNt fire agenta
61
PlanBase :
START: −(F , )+(a)−(n)−(hc)−(nb)+( n o f i r )ˆ (RUN)
RUN: −(N, )ˆ (CHECKFIRE)∗ ( n o f i r ) $ (n , c ) $ (n )ˆ (CN)ˆ(BARRIER)
ˆ(PRESUN)#∗( f i r ) ˆ ( INFIRE)#ˆ(RETRY)
RETRY: ∗( a )ˆ (SLEEP)+(N,RUN)#∗(n)+(N,START)#&(1)∗(N, )&(2) $ ( f ,&1)&(1)
$ ( r ,&2)&(2)$ ( f ,&1)ˆ&2
INFIRE : $ ( l , ( r , 1 ) ) ˆ ( INFIRE)
SLEEP: $ (w, ( 1 0 0 0 ) ) ˆ (CHECKFIRE) $ (w, ( 1 0 0 0 ) )
CHECKFIRE: ∗( n o f i r )ˆ (TEPLOTA)#∗( f i r )−( n o f i r )
CN: ˆ(GETCLOSE)&(3)∗( hc)−(hc )ˆ (CHECKCLOSE)ˆ(CN)
GETCLOSE: &(1)∗(NC, )+(hc )&(2) $ ( f ,&1)−&2
CHECKCLOSE:&(1) $ ( r ,&2)&(2) $ ( f ,&1)+(M,&2) $ ( t , ( r ,&2 , f i r ))+(F,&2)−(M,&2)
PRESUN: −(nx )ˆ (MOVE)&(3)∗(nb)−(nb)+(nx ) $ ( t , ( q ,&2))ˆ(ODOSLI)#∗(a )∗ ( nx )
ˆ(PRESUN)
MOVE: &(1)∗(M, )+(nb)&(2) $ ( f ,&1)−&2&(1)$ ( r ,&2)&(2) $ ( f ,&1)
ODOSLI : &(3)$ ( t , ( i ))+(&3 ,ACT) $ (m,&2)+(n)&(1) $ ( t , ( i ))&(2)∗(&1 ,ACT)−(n)
#∗(n)−(a )
BARRIER: ∗(F , ) $ ( l , ( y , 1 ) )
TEPLOTA: −(V, ) $ (d )&(1)?( s )&(2) $ ( o , l e s , & 1 , ( 6 0 0 ) , ( ) , ( ) , ( ) ) & ( 1 )
$ ( f ,&2)+(V,&1)∗(V, (1) )#∗ (V, ( 0 ) )+( f i r )
Plan :
−( f i r )&(1) $ ( t , ( i ) ) $ (m,&1)ˆ(START)
Príklad A.3: Kód WSageNt agenta č. 2
PlanBase :
RUN: &(2)$ ( t , ( i ))+(&2 ,DOMA)+(0 , tx )+(START)+(DOMA)+(PRESUNORBCT)
ˆ(START)
START: ˆ(GETT)ˆ(VYPOCET)ˆ(PRESUNORBCT)
GETT: $ (d )&(3)?( s )
VYPOCET: ˆ (MAX)
MAX: &(2)∗( , tx )−( , tx )&(1) $ ( f ,&2)&(2)$ ( f ,&1)&(1)
$ (o ,MAX,&2 ,&3 , ( ) , ( ) , ( ) )&(3) $ ( f ,&1)+(&3 , tx )
PRESUNORBCT:−(bk )ˆ (PRESUN)&(1)∗( bk )ˆ (BACKTRACK)#ˆ&2
BACKTRACK: &(1)$ ( t , ( b , f ) ) $ (m,(&1 , s ) ) ˆ (SOMDOMA)
SOMDOMA: +(d)&(2) $ ( t , ( i ))&(3)∗(&2 ,DOMA)−(d )&(1)∗(DOMA)
#∗(d)−(d )&(1)∗(PRESUNORBCT)#&(2)$ ( f ,&1)
PRESUN: −(NC, ) $ (n , c )−(k )ˆ (KONTROLA)∗ ( k )ˆ (MOVE)
KONTROLA: −(nx )ˆ (GETNEXT)+(bk )∗ ( nx)−(bk)+(k )
GETNEXT: ˆ(NEXT)&(1)∗(n )ˆ (BOLSOM)∗ (m)−(n)+(nx)#∗(n )ˆ (GETNEXT)
NEXT: &(1)−(n )∗ (NC, )+(n)&(2) $ ( f ,&1)−&2&(1)$ ( r ,&2)&(2) $ ( f ,&1)
BOLSOM: −(m) $ ( t , ( q ,&2))+(m)
MOVE: $ (m,(&2 , s ) )&(1)∗ (START)&(2) $ ( f ,&1)
DOMA: $ ( l , ( r , 1 ) ) $ (w, ( 3 0 0 ) $ ( l , ( r , 0 ) ) ˆ (DOMA)
Plan :
&(1)$ ( t , ( i ) ) $ (m,&1)ˆ(RUN)
Príklad A.4: Kód WSageNt agenta č. 3
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PlanBase :
RUN: ! ( 4 , ( msg ) ) $ (w, ( 3 0 0 0 ) ) ˆ (RUN)
Plan :
ˆ(RUN)
Príklad A.5: Kód WSageNt agenta č. 4
PlanBase :
RUN: $ ( s )&(1)?( )ˆ (RUN)
Plan :
ˆ(RUN)
Príklad A.6: Kód WSageNt agenta č. 4b
PlanBase :
RUN: $ (d )&(1)?( s )+(d ,&1) $ (w, (2000 ) )&(2 )∗ ( d , )&(3) $ ( f ,&2)−&3ˆ(RUN)
Plan :
−(d , )ˆ (RUN)
Príklad A.7: Kód WSageNt agenta č. 5
PlanBase :
RUN: $ ( l , ( g , 1 ) ) $ (w, ( 5 0 0 ) ) $ ( l , ( g , 0 ) ) ˆ ( FIRST)
FIRST : $ (d )&(1)?( s )ˆ (SECOND)
SECOND: ! ( 4 , ( sprava ) ) ˆ (THIRD)
THIRD: $ (m, (4 ) )+( n)&(2) $ ( t , ( i ))&(3)∗(&2 ,DOMA)−(n )&(1)∗(FOURTH)
#∗(n )&(1)∗(KILL)#−(n)&(2) $ ( f ,&1)ˆ&2)
FOURTH: $ (w, ( 5 0 0 ) ) $ ( t , ( r , 4 , f i r ))#ˆ(RUN)
KILL : $ ( l , ( r , 1 ) ) $ (w, ( 1 0 0 0 ) ) $ ( l , ( r , 0 ) ) $ ( k )
Plan :
ˆ(RUN)
Príklad A.8: Kód WSageNt agenta č. 6
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Dodatok B
Zdrojové kódy Agilla agentov
Kód Agilla agenta č. 1
pushcl START
setvar 4
START pusht STRING
pusht STRING
pusht LOCATION
pushc 3
in TYPSP pop
pushc 2
sense
setvar 6
setvar 1
setvar 2
setvar 3
getvar 2
pushn get
ceq
pushcl GET
jumpc
getvar 2
pushn set
ceq
pushcl SET
jumpc
pushcl WHERE
jumps
SET getvar 3
pushn act
ceq
pushcl SCT
jumpc
getvar 3
pushn min
ceq
pushcl SIN
jumpc
getvar 3
pushn max
ceq
pushcl SAX
jumpc
pushcl WHERE
jumps
SIN pushcl MIN
setvar 4
getvar 6
setvar 5
pushcl CYKLUS
jumps
SAX pushcl MAX
setvar 4
getvar 6
setvar 5
pushcl CYKLUS
jumps
SCT pushcl ACT
setvar 4
pushcl START
jumps
GET getvar 4
jumps
ACT pushcl WHERE
jumps
MIN getvar 5
getvar 6
clt
rjumpc MIN1
getvar 6
setvar 5 MIN1 getvar 5
setvar 6
pushcl WHERE
jumps
MAX getvar 5
getvar 6
cgt
rjumpc MAX1
getvar 6
setvar 5 MAX1 getvar 5
setvar 6
pushcl WHERE
jumps
CYKLUS pusht STRING
pusht STRING
pusht LOCATION
pushc 3
inp
pushcl TYPSP
jumpc
pushc 5
sleep
pushcl GET
jumps
WHERE pushn get
getvar 2
ceq
pushcl ODOSLI
jumpc
WHERE1 pushcl ACT
getvar 4
ceq
vpushcl START
jumpc
pushcl CYKLUS
jumps
ODOSLI getvar 6
getvar 4
pushc 2
getvar 1
rout
pushn snd
setvar 2
pushcl WHERE1
jumps
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Kód Agilla fire agenta
START pushn fir
pushc 1
inp
pushcl INFIRE
jumpc
pushc 2
sense
pop
CHECK pushc 2
sense
pushcl 188
cgt
pushcl INFIRE
jumpc
pushc 16
sleep
pushcl CHECK
jumps
INFIRE pushn fir
pushc 1
out
pushc 17
putled
halt
Kód Agilla agenta č. 2
BEGIN pushn det
pushc 1
rdp
rjumpc DIE
OUT DETECTOR pushn det
pushc 1
out
rjump REGISTER RXN
DIE halt
RXN FIRED pushn det
pushc 1
inp
halt
REGISTER RXN pushn fir
pushc 1
pushc RXN FIRED
regrxn
CHECK NEIGHBORS pushc 26
putled
FORM BARRIER pushc 0
setvar 1
BARRIER LOOP getvar 1
numnbrs
ceq
rjumpc BARRIER DONE
getvar 1
getnbr
loc
dist
pushc 2
clte
rjumpc BARRIER FIRE
pushcl BARRIER NXT2
jumps
BARRIER DONE pushc 26
putled
pushc 16
sleep
pushc CHECK NEIGHBORS
jumps
BARRIER FIRE pushn det
pushc 1
getvar 1
getnbr
rrdp
pushcl BARRIER NXT
jumpc
pushn fir
pushc 1
getvar 1
getnbr
rrdp
rjumpc NEIGHBOR FIRE
SEND getvar 1
getnbr
wclone
rjumpc BARRIER NXT2
NEIGHBOR FIRE pushc 20
putled BARRIER NXT clear
BARRIER NXT2 getvar 1
inc
setvar 1
pushcl BARRIER LOOP
jumps
65
Kód Agilla agenta č. 3
START pushn dom
pushc 1
out
pushn was
pushc 1
out
pushc 0
setvar 6
STARTNEW pushc 2
sense
setvar 5
getvar 5
getvar 6
cgt
rjumpc GREATER
getvar 6
setvar 5
GREATER getvar 5
setvar 6
PREPARE pushc 0
setvar 1
CHECK N C getvar 1
numnbrs
ceq
rjumpc BACKTRACK
pushcl WASTHERE
jumps
BACKTRACK pushn frm
pusht LOCATION
pushc 2
inp
rjumpc NAVRAT
pushcl DOMA
jumps
NAVRAT pop
setvar 4
pop
getvar 4
smove
pushcl PREPARE
jumps
WASTHERE loc
getvar 1
dist
pushc 2
cgt
pushcl NEXT N
jumpc
pushn was
pushc 1
getvar 1
getnbr
setvar 3
getvar 3
rrdp
pushcl NEXT N
jumpc
pushcl MOVE
jumps
NEXT N clear
getvar 1
inc
setvar 1
pushcl CHECK N C
jumps
MOVE loc
setvar 2
getvar 3
smove
rjumpc MOVE DONE
pushcl ERROR
jumps
MOVE DONE pushn was
pushc 1
out
pushn frm
getvar 2
pushc 2
out
pushcl STARTNEW
jumps
DOMA pushn dom
pushc 1
inp
rjumpc END
pushcl ERROR
jumps
END pushc 8
putled
pushc 23
putled
halt
ERROR pushc 8
putled
pushc 5
sleep
pushc 23
putled
rjump ERROR
Kód Agilla agenta č. 4
START pushn msg
pushc 1
pushc 4
rout
pushc 24
sleep
rjump START
Kód Agilla agenta č. 4b
pushn msg
pushc 1
START in
rjump START
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Kód Agilla agenta č. 5
START pushc 2
sense
pushn tmp
pushc 2
out
pushc 16
sleep
pushrt TEMP
pushn tmp
pushc 2
in
pop
pop
clear
pushcl START
jumps
B.0.6 Kód Agilla agenta č. 6
START pushc 18
putled
pushc 1
sleep
pushc 13
putled
pushc 2
sense
pop
pushn spr
pushc 1
pushc 4
rout
pushc 4
sclone
cpush
pushc 1
ceq
pushcl KILL
jumpc
pushn fir
pushc 1
pushc 4
rinp
pushcl START
jumps
KILL pushc 17
putled
pushc 1
sleep
pushc 14
putled
halt
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Dodatok C
Výsledky meraní osciloskopom
Obr. C.1: Meranie A platformy WSageNt
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Obr. C.2: Meranie B platformy WSageNt
Obr. C.3: Meranie A platformy Agilla
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Obr. C.4: Meranie B platformy Agilla
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