AND CONCLUSIONS 1. We studied the topographic organization of the response areas obtained from single-and multiunit recordings along the isofrequency planes of the primary auditory cortex in the barbiturate-anesthetized ferret. 2. Using a two-tone stimulus, we determined the excitatory and inhibitory portions of the response areas and then parameterized them in terms of an asymmetry index. The index measures the balance of excitatory and inhibitory influences around the best frequency (BF).
INTRODUCTION
The mammalian primary auditory cortex (AI) plays an important role in localizing and processing complex sounds (Brugge et al. 1969; Evans and Whitfield 1964; Jenkins and Merzenich 1984; Neff et al. 1975; Suga 1984; Whitfield 1980) . Despite extensive neurophysiological and anatomic study, the organizational principles underlying cortical auditory function and the primitives that the AI employs to represent sound remain poorly understood. Only two general organizational principles have been identified in AI: first, frequency is mapped in an orderly fashion across the surface of AI (the tonotopic axis) (Kelly et al. 1986; Merzenith et al. 1975 Merzenith et al. , 1976 Reale and Imig 1980) ; second, cells with similar responses to binaural stimuli tend to occupy irregular bands that are oriented parallel to the tonotopic axis and therefore approximately orthogonally to the isofrequency contours (Imig and Adrian 1977; Middlebrooks et al. 1980; Wenstrup et al. 1986 ). Such superimposed response maps also exist in other primary sensory cortices as, for instance, in the retinotopic map and the ocular dominance columns of the visual cortex (Hubel and Wiesel 1968) . In the visual cortex, maps have also been found for other image attributes such as selectivity to spatial frequencies, edge orientations, and direction of motion (Hubel and Wiesel 1962; de Valois and de Valois 1988; Zeki and Shipp 1988) . Corresponding ordered representations of complex spectral or temporal attributes of sound have not been identified in the auditory cortex of mammals, except in the echo-locating bat (Suga 1977; Suga and Manabe 1982; Suga and O'Neill 1979) . Recent data from cat's AI, however, have suggested a possible organization of frequency-modulation (FM) sensitivity along the isofrequency planes (Mendelson et al. 1988) .
The aim of this study was to determine whether features of the acoustic spectrum other than frequency and binaurality are represented topographically across the ferret AI. To do so, we examined the organization of the excitatory and inhibitory response areas in single-and multiunit clusters. Our specific goal was to establish whether systematic changes occur in these response areas as a function of position along the isofrequency contours. If so, it may be possible to determine what spectral features of the stimulus those changes represented and their functional significance. NY. Young adult ferrets (w 1 kg) were anesthetized with pentobarbital sodium (40 mg/kg ip) and given 0.1 mg/kg atropine subcutaneously. An areflexic level of anesthesia was maintained throughout the surgical preparation and subsequent neural recording session by continuous intravenous infusion of pentobarbital (-5 mg l kg-' l h-l) diluted with dextrose-electrolyte solution to maintain the animal hydration and to provide nourishment. In our experience, nutrition during the experiment was essential to keep the animals in good condition for prolonged recording periods up to 36 h. A tracheal cannula was inserted, and breathing was unassisted. Body temperature was maintained near 38°C using a heating pad and blankets. The ectosylvian gyrus, which includes the primary auditory cortex (Kavanagh and Kelly 1987; Kelly et al. 1986 ) was exposed by craniotomy, and the overlying dura was incised and reflected. The brain was covered in 2% agar in saline to reduce pulsations. The contralateral pinna and most of the fleshy meatus were resected. The ear canal was cleaned, and a speculum containing a Sony MDR-E464 miniature speaker was sutured to the meatal stump. The speculum is cone-shaped, tapering from 20 to 2.5 mm diam, and is 15 mm long. An experiment was concluded with an overdose of pentobarbital after 12-36 h of recordings.
Acoustic stimuli
Pure tone stimuli (single-and two-tone bursts, 200-ms duration, IO-ms rise-and fall times, 0-to 50-ms inter-tone delay) and FM sounds (10 ms rise-fall times, 500 ms duration) were generated using two independent function generators, gated and mixed, and then fed through a common equalizer into the earphone. Other parameters of the test stimuli are described in RESULTS. Noise bursts (200-ms duration, lo-ms rise-and fall times) were also used in some experiments. Before gating and delivery, they were spectrally shaped by an independent computer-controlled equalizer with %-octave resolution. With this resolution, the narrowest band of noise that could be generated was just under % of an octave, and the slopes of the noise band edges were -60 dB per octave. Calibration of the sound delivery system (520 kHz) was performed in situ before each experiment using a G-in. Briiel & Kjaer probe microphone (type 4170). The microphone was inserted into the ear canal through the wall of the speculum to within 5 mm of the tympanic membrane. The speculum and microphone setup resembles closely that suggested by Evans (1979) . The signal from the microphone is then fed into an amplifier and a narrow bandpass filter. An automatic calibration procedure is then performed where at each frequency the level of the signal is increased until the microphone output equals a predetermined level corresponding to 84 dB SPL. The absolute calibration reference is obtained independently using a Briiel & Kjaer Calibrator (type 4230) at 1 kHz. Maximum tone intensities used were limited to 85 dB SPL to ensure the linearity of our acoustic delivery system.
Recordings
Action potentials from multiunit clusters and single units were recorded using glass-insulated tungsten microelectrodes with 5 to 6-MQ tip impedances. Neural signals were led through a window discriminator, and the time of spike occurrence relative to stimulus delivery was stored using a Hewlett-Packard 9000/800 series minicomputer.
The computer also controlled stimulus delivery and created raster displays and spike count histograms of the responses.
In each animal, electrode penetrations were made orthogonally to the cortical surface. Our strategy was to maximize the number of such penetrations along the isofrequency planes. This necessarily limited the number of stimulus parameters tested in a given penetration.
An experiment typically consisted of lo-40 useful microelectrode penetrations spaced 100-300 ,um apart. In each penetration, one to nine cells or cell clusters were studied. In all recordings of clusters, the evoked potential was always filtered out before triggering, and the trigger level was set at a high enough level to accept the largest spikes. In several penetrations, responses were recorded at various depths to measure variations as a function of depth. The frequency range tested in a given animal was often dictated by the available cortical surface not obstructed by superficial blood vessels.
In all mapping experiments, recordings were made at a depth of 350-600 pm. Excitatory phasic responses to single tones at this depth are strongest. Histological examination of Nissl-stained sections showed that this depth corresponds to cortical layers III and IV in young adult ferrets. In a few experiments where columnar organization was studied, recordings ranged from 150 to 750 ,ccrn in depth. For each cell or cell cluster, we first determined the best frequency (BF) manually, followed by a tuning curve with up to G-octave resolution at near threshold intensity. BF was defined as the frequency of the lowest threshold. Determining the BF accurately was important, especially in cases where the tuning was broad at the moderate sound intensities used in the two-tone tests.
Single-unit and multiunit recordings
Cortical units are rather small and difficult to isolate and hold individually for long periods. Consequently, we most often opted to record spikes from cell clusters (2-5 cells) rather than single cells to map a large cortical area in reasonable time. In such multiunit recordings, one cannot be certain that the number of events detected corresponds exactly to the number of spikes present. To avoid ambiguity, we will strictly distinguish the two types of records in our figures and discussion by using the term response amplitude to signify the number of events recorded in multiunit records. The term spike count will be reserved for single-unit records only.
Terminology
In general, responses of cortical cells represent the final outcome of a complex series of transformations at all precortical nuclei and structures. This causes certain difficulties in the choice of appropriate 'terms to interpret the responses. For instance, our two-tone paradigm cannot distinguish between inhibitory responses due to neural processes at various auditory nuclei and suppression due to basilar membrane mechanics. Thus, to simplify the remainder of this text, we will not differentiate between these two processes and will use the term inhibition to refer to their net effect at the cortex.
Another term that is frequently used here is the response area of a cell or cluster. It is used to denote the response as a function of a tone's frequency and intensity. In some of our data, the response area of a cell or cluster is fully determined.
In many cases, however, the response is obtained only at one or a few intensities. When discussing the latter data, the context should make it clear that reference is made only to specific slices of the response area.
Data analysis
Responses described in this report were obtained from singleand multiunit recordings in the AI. In each recording, the BF was measured, together with the response area of the cell or cluster and its response to various FM sweeps and noise stimuli. The response area was determined using the two-tone stimulus depicted in Fig.  1 (Suga 1965a) . It consisted of two tone bursts of equal duration with staggered onset times, as illustrated in Fig. IA . The tone burst (Tl) was presented at several different frequencies centered around the BF of the cell to measure the excitatory response area (Fig. 1 A, top) . Because many cells exhibit low spontaneous firing the time axis of the two-tone rasters. The solid curve represents the rates, partly because of the depression of spontaneous activity by excitatory phasic responses to T 1. The dashed curve is the count the anesthetic used in these experiments (Brugge and Merzenich from the slightly delayed phasic responses to T2. Depression of 1973; Pfingst and O'Connor 198 l) , it was difficult to see the inhibiresponse counts in this latter curve reflects the inhibitory influtory portions of the response area using a single tone. Therefore, a ences due to Tl. Repeating these measurements at various T 1 tone burst (T2) was fixed at BF, with a delay of O-50 ms relative to intensities, the response area of a cell or cluster could be deterTl, to provide a level of background activity against which the mined.
inhibitory response area could be measured (Fig. lA, bottom two An important descriptive feature of the response area of a given rasters). For most recordings, the intertone delay was chosen at 25 cell or cluster is the symmetry of its inhibitory and excitatory ms. This value provided a good visual compromise between adeportions around the BF. To parameterize this feature, we first quate segregation of the phasic responses (to facilitate the compudefine the total response amplitude curve (Fig. 1 C) as the sum of tations of the response amplitude curves) and visual grouping of the two curves in Fig. 1 B, i.e., the combined count from the phasic the responses to allow for easy inspection of their properties.
responses to both Tl and T2. This curve represents the total excitResponse amplitude curves as a function of frequency are atory and inhibitory responses around the BF. To indicate the counted directly from the two-tone rasters (Fig. 1 B) C total response amplitude as a function of conditioning tone (T 1) frequency. Events are counted over the 80-ms window ( 1 OO-180 ms) marked by the bold arrows in the 2-tone raster in A, i.e., it is the sum of the solid and dashed response curves in the plot above. ent rates and intensities, as discussed later in the text. The symmetry of the average responses to the two sweep directions was assessed using the index C as follows c = RJ -Rf Ri + RJ (2) where Rt and RJ are the response amplitudes to the and down sweeps, respectively. In the case of the noise stimuli, only three spectrally shaped bursts were used. One was narrowband (<% of an octave) placed symmetrically about the BF. The response to this stimulus provided the reference against which the responses to two other asymmetric noise bands were compared. The asymmetric stimuli had spectral noise energy that extended up to an octave above BF in one case and down to an octave below BF in the other. The asymmetry index used in this case is defined as
where R,sF, R,,, and RcBF are the reamplitude to each of the three noise bands. Note that this index is identical to M except for the extra normalization by the count at BF (RBF). Without it, the index S becomes too sensitive when both R,BF and RcBF are small. This is not a problem with index M because many frequencies are tested about the BF, and thus R,BF + RtBF is never too small.
Topogruphic representation of the data
The primary objective of the experiments reported here is to determine the-topographic distribution of the M, C, and S index values across the surface of AI. In the ferret, AI is located on the ectosylvian gyrus (Kavanagh and Kelly 1987; Kelly et al. 1986 ). As in the cat, its exact location, orientation, and particularly its width, vary from one animal to another. On average, AI occupies the most dorsomedial3-4 mm of the ectosylvian gyrus, extending into the suprasylvian fissure. AI widens from l-2 mm in the lower BF regions to 3-4 mm at higher BFs.
To determine roughly the location and tonotopic organization of AI, it was generally necessary during the mapping experiments to make several initial exploratory penetrations. The physiological criteria by which the ferret AI responses are recognized are similar to those described in the cat (Abeles and Goldstein 1972; Kelly et al. 1986; Phillips et al. 1985) . They are strong, phasic, relatively sharply tuned, and have a short latency (15-20 ms) (Fleshman and Shamma 1988) . In each animal, the M, S, and/or C indexes were determined for numerous penetrations distributed across the AI and displayed using an arbitrary classification scheme. In this scheme, M values outside of the range of values to.07 are considered highly asymmetric, whereas M values in the range of to.03 are considered symmetric. A comparable proportion of the total number of penetrations was represented in each class (roughly 50-80 penetrations). Similar procedures were applied in representing the S and C indexes. The resulting maps for each animal show the topographic distribution of index values together with the suprasylvian fissure and a few schematic isofrequency lines.
RESULTS
Data illustrated here were collected from over 400 penetrations in the AI of 50 ferrets. In all recordings, a measure of the response area of the cell or cluster was obtained using the two-tone stimulus. In a large proportion of the recordings, responses to noise bursts and FM tones were also recorded. In the following, we first describe the primary response feature of interest in this study, that of categorizing the response areas on the basis of their symmetry. We then discuss the corresponding response patterns evoked by FM and noise stimuli. Finally, we examine the topographic distribution of these responses across the surface of AI.
Because all but one of these maps were obtained using multiunit records, our description of the response area types and other response features will mostly utilize these types of recordings. However, the correspondence between single-and multiunit records in our experimental paradigm is explored in some detail. Furthermore, single-unit recordings are used to demonstrate a columnar organization in AI.
Symmetry of response areas
Response areas in AI vary widely in the extent, efficacy, and detailed shape of their inhibitory and excitatory portions. Nevertheless, they can be broadly grouped into three types on the basis of their symmetry ( Fig. 2 ): symmetric (I) and asymmetric responses (II and III). In I, the excitatory response of the asymmetric cluster is sharply tuned at BF = 8.5 kHz. Tl inhibits the response to T2 over a broader range on either side of BF (-6-12 kHz). Two regions of T2 inhibition can be distinguished. The first region is at frequencies where Tl is excitatory, i.e., within the narrow tuning curve of the response. The second region is at frequencies where Tl elicits little or no response, i.e., the so-called sidebands of the tuning curve. This region is marked by arrows in the rasters. Response areas with such inhibitory responses are said to exhibit lateral inhibition.
The total response amplitude curve in this case has symmetric dips about the BF (Fig. 2C, I ).
A response with an asymmetric pattern of inhibition is shown in II. Its BF is at 3.5 kHz. However, in contrast to the earlier response, the inhibition due to Tl is nearly onesided, being relatively strong below the BF and weak above the BF. Therefore, its total response amplitude curve (Fig.  2C , II) has a larger dip below the BF.
The raster response in III exhibits the opposite asymmetry. Once again, the excitatory responses to Tl are well tuned (BF = 8.0 kHz). The inhibitory influences of Tl are stronger here above the BF. Thus its total response amplitude curve (Fig. 4C, III) is asymmetric, with a large dip above the BF.
The apparent symmetry or asymmetry of the above response patterns can be captured by the asymmetry index A4 as defined in METHODS. For the symmetric responses in I, A4is near zero (M = 0.02). The index is positive when inhibition is strongest below the BF (A4 = 0.23 in II) and is negative when the inhibition is strongest above the BF (IM = -0.2 1 in III).
Variability of response areas .
The three response types illustrated in Fig. 2 are typical in that they exemplify the majority of recorded cells and clusters. A significant range of variations, however, exists in the character of the responses observed within each of the three types. For instance, three variants of each response type are displayed in Fig. 3 . In I, the responses exhibit stronger and broader sideband inhibition (greater than or equal to t 1 (II and III) . A: rasters of responses to the 2-tone stimulus. Lateral inhibition is evidenced by the near absence of responses to either tone. Such frequency regions are marked by the side arrows. B: response amplitude as a function of conditioning tone (T 1) frequency. Solid and dashed curves in each plot are as in Fig. 1 B. C: total response amplitude as a function of T 1 frequency. For each curve, events are counted over the 80-ms window ( lOO-180 ms) marked by the bold arrows in the raster above it. All raster displays in this paper are labeled on top by a code used to identify each test record (e.g., the label 065/34aO 1 .t2 in A).
octave around the BF) than that typically found around the BF (approximately t1/2 octave as in Fig. 2A, I and III). In II, the responses exhibit sideband inhibition that is somewhat weaker and narrower in extent. Such sidebands do not necessarily imply broader excitatory tuning around the BF (e.g., top and bottom). In fact, it is common for well-tuned symmetric responses (top) to be accompanied by very narrow sideband inhibition that is difficult to detect.
In III, lateral inhibition is weakest. In such cases, a gradual overlap of the Tl and T2 responses results in shallow total response curves over all frequencies. In the asymmetric cases (bottom two rasters), and especially for negative A4 values, the weak sideband inhibition is typically accompanied by a considerable spread of the excitatory responses to Tl (see also, midde II).
In all response patterns illustrated so far, specific choices were made of stimulus parameters such as the intertone delays (=25 ms) and T 1 and T2 intensity levels. Changing these parameters for a given record affects somewhat the absolute values of the M, but rarely changes the response type, e.g., changing M from large positive to large negative values, or vice versa. Figure 4 illustrates the stability of the responses for 2 out of 20 cells that were tested with decreasing intertone delays. In the top, the cell maintained a strong inhibition above the BF for all delays tested. In the bottom, the inhibition was mostly below the BF.
The same observations hold for the choices of the intensity levels. In the ferret, the lowest response thresholds that we observed are -30 dB SPL, and more typically somewhat higher (40-50 dB SPL). As a rule, the intensity of the T2 (BF) tone was always chosen to provide an adequate background of responses against which inhibition could be detected (usually at 60-70 dB SPL). Tl tone levels spanned a wide range of intensities around the T2 level, from threshold up to 85 dB SPL. The most common change that occurs when increasing the T 1 level relative to T2 is for negative M values to become more negative and for positive M values to become more positive. Equivalently, the asymmetry of the response area of a cell becomes more accentuated at higher relative Tl levels. Changes of A4 index sign occur almost exclusively in the near symmetric penetrations. Examples of response areas from three single units measured over 30-dB change in T 1 intensities are shown in Fig. 5 . The thresholds of the excitatory and inhibitory portions of these response areas were measured from the two-tone raster recorded at each T 1 level as described in METHODS and Fig. 1 . 3 . Examples of the variability of responses for the 3 types of inhibition: symmetric inhibition (A), above best frequency (BF) inhibition (B), and below BF inhibition (C'). In all rasters, conditioning tone (T 1) frequencies span k 1 or t2 octaves around the BF, at %-or G-octave resolution; Tl intensity is indicated to the rig& of each raster. Right inset: total response amplitude curve computed from the time window 100-180 ms, i.e., exactly as in Fig. 1 C and 2C except plotted sideways against the same frequency axis of the raster. The value of the index M computed from this plot is shown in the bottom left of each raster.
Response Amplitude
In Fig. 54 the cell is narrowly tuned around 7.5 kHz and the inhibition of T2 responses mostly overlaps with the excitatory responses to Tl. In contrast, the inhibitory response area for the cell in Fig. 5B spreads extensively and asymmetrically below the BF. The opposite occurs in Fig. 5C . of cortical cell types and morphologies throughout the different cortical layers. Our records are restricted to intermediate depths and from cells/clusters that are excitatorily and phasically driven by single tones at BF. Within this group of cells in a given penetration, there seems to be no significant variability in the overall organization of the response areas, e.g., the symmetry of the inhibition.
This columnar organization of the response areas is illustrated in Fig. 6A . In each series of recordings, an electrode penetration was made orthogonal to the surface of AI, and single units were isolated at various depths. In I, all cells
Columnar organization of response area types
The origin of the variability in response area shapes (e.g., Fig. 3 exhibited relatively strong inhibition above the BF. In II, the response areas were symmetric. In III, the response areas exhibited broader inhibition below the BF. Such results were obtained from 66 single units in 16 electrode tracks. These data are quantitatively summarized in the plots of Fig. 6B . The left illustrates the distribution of M indexes from all these units (SD = 0.20). In this sample, the mean asymmetry index was -0.05, 30% of the cells were symmetric, 29% had stronger low-frequency inhibition, and 4 1 YO exhibited stronger high-frequency sideband inhibition. For comparison, the right shows the distribution of the deviation of the M index of each unit from the average index value of its penetration. It is evident that the latter distribution is narrower (SD = 0.13), implying a dependence between the index of a penetration and the single units within it, and thus the existence of a columnar organization. On average, 52% of units encountered in a given penetration are within kO.07 of the average index value, and >65% are within *O. 1. Consequently, it is unlikely to encounter units of extreme opposite asymmetries in the same penetration.
Correspondence between single-unit and multiunit recordings Another possible source of variability in the response area shapes is the use of cluster records. To assess the importance of this factor, we obtained 45 combined cluster and single-unit recordings at the same location so as to compare the two types of records. The basic finding illustrated by the raster responses in Fig. 7A is that the character of the response areas of a cluster and its nearby single units are very similar. This is demonstrated again in Fig. 7B using the data from all records (45 clusters and 6 1 associated single units). The A4 index value of each cluster is plotted against that of one to three single units isolated from the same trace. Linear regression analysis indicates a significant correlation in the value of the indexes obtained from both figure. The frequency is first swept upward from an octave below best frequency (BF) to an octave above it: it is maintained at 2 times BF for a short period, and then swept downward in the opposite direction. For all rates (indicated by the numbers to the I@), the stimulus is designed such that the BF is always traversed at the same times into the trial (at 100 ms for the upward sweep and at 400 ms for the downward sweep). The responses to the up and down sweeps, Rt and R&, are measured in the 1 OO-to 150-ms and 375-to 42%ms time windows, respectively. These intervals are indicated by the bold arrows in the rasters. The intensity of the FM tone is indicated to the r&@. In the I@ rasters, the response is strongly inhibited from below the BF, and is selectively sensitive to downward sweeps. The opposite case is shown in the right column. records. Thus, except near the origin where response areas are symmetric, indexes have the same signs, reflecting consistent response area types from both records. Note also that the spread in the single-unit indexes is larger than that of the clusters.
Responses to FM tones
One possible consequence of the asymmetry in the response area of a cell is its sensitivity to the direction of an FM stimulus. Such a property cannot be easily deduced from the two-tone stimulus because of its essentially stationary nature. To test this hypothesis directly, we swept FM tones up and down past the BF of the cells/clusters, spanning a total frequency range of _tl octave, and presented the tones at different rates, most often at 10, 30, and 50 kHz/s (see Fig. 84 , bottom, for an illustration of stimulus parameters). The symmetry of the average responses to the two sweep directions was assessed using the index C (as described in METHODS).
In a total of 110 cells or clusters, both FM and two-tone stimuli were presented. In -80% of all cases, there is agreement between the response type of the two stimuli, i.e., responses with relatively strong inhibition above the BF prefer upward-sweeping tones and those below the BF prefer downward-sweeping tones. Symmetric cells respond well to both FM directions. Figure 84 illustrates the correspondence between two-tone and FM raster responses of upward, bidirectional, and downward-sensitive cells (left to rig/@. In Fig. 8B , this correspondence is quantified in terms of the asymmetry and directional sensitivity indexes (IM and C, respectively) computed from the responses of 46 multiunit clusters in five experiments. The two indexes are significantly correlated (P < 0.001). Finally, note that, with few exceptions that occur in the near symmetric responses, FM directional sensitivity does not depend on sweep rate (Fig. 8A) . However, the strength of the responses does vary with sweep rate. Some cells/clusters respond well only at faster rates, whereas others only respond at slow or intermediate rates.
Responses to spectrally shaped noise stimuli
In six animals, an additional stimulus paradigm was used to assess asymmetry in the response area above and below BF. The stimuli were three spectrally shaped noise bursts has no energy below the BF (S = 0.15). The opposite is true in the right rasters (S = -0.14). In the middle rasters, lateral inhibition is strong, and the responses are consequently stronger for the narrowband stimulus (S = 0.03).
Topographic distribution of response area types
We examined the spatial distribution of response area asymmetry, as reflected in the M index, along the isofrequency contours of the primary auditory cortex in 24 animals. Frequencies represented in ferret AI range from 100 are shown in Figs. 11 and 12. In Fig. 11 , we illustrate two (Fig. 9) . One stimulus was narrowband ( c2/3 of an octave) maps with closely spaced electrode penetrations that were made orthogonally to the plane of the cortex and along placed symmetrically about the BF of the cell. The response isofrequency strips with BFs ranging from 1 to 10 kHz. to this stimulus provided the reference against which the Figure 12 summarizes experiments from 15 other animals. responses to the other two asymmetric bands were compared. For each recording, the asymmetry ndex, S, was compu ted from t he responses as described i n METHODS.
In -70% of all cases, the response obtained from the shaped noise is consistent with the asymmetry of the reThe value of M in any given penetration represents the average value of all tests performed in the penetration, which may include recordings of two or three separate units or unit clusters.
A consistent finding in our experiments is a clustering or sponse area as measured with the two-tone stimulus. Figure  a location-dependent change in the values of the index A4? 9 illustrates this correspondence for three different response due largely to a change in the efficacy of the inhibitory sidearea types. In the left rasters, the inhibition is below the BF, bands along the isofrequency contours. Specifically, at the and thus the most effective noise stimulus is the one that center of AI, the response areas typically possess a narrow excitatory region often flanked by narrow and symmetric orderly manner to give the appearance of continuous bands inhibitory sidebands, and A4 is near zero (-0 .07 c M < that run orthogonal to the isofrequency contours (Fig. 10) . 0.07; Figs. 1 I-12, partially shaded circles) .
In all maps, we have marked with dashed lines the borders In most maps, moving caudally from the center of AI, the of the region where M changes once from extreme positive high-frequency (>BF) inhibitory sidebands become to extreme negative values. These regions are quite variable broader and/or more potent than the low-frequency side-in width. On average, they span -1 mm along the surface bands (<BF). This is usually accompanied by a gradual of Al, but they may vary between 0.7 and 2 mm. Beyond broadening of the excitatory response area toward lower the dashed lines, the responses may either become weak or frequencies. The combined effect of these changes is a reversal in A4 index values occurs (see for instance maps to make the A4 values more negative (IM < -0.07; Figs. 49, 65, 74, and 102) . In general, we did not investigate in ll-12,O). detail the number of repeated bands. This was partly due to The opposite trends occur rostra1 to the center of AI.
experiment time limitations and partly because the reLow-frequency inhibition is strengthened relative to the sponses toward the edges of the AI often became weaker high-frequency sidebands. This is sometimes accompanied and units more difficult to isolate. by a spread of the Tl excitatory responses to higher frequencies, although not as commonly as the spread to low frequencies observed in the caudal penetrations. The comTopographic distribution ofFM directional sensitivity bined effect of these trends is to increase the values of M The correspondence established earlier between the re-(M > 0.07; 0) . sponse area type of a cell/cluster and its FM directional The distribution of the M values along the isofrequency sensitivity suggests that FM sensitivity is also mapped in a planes spans all the frequencies tested (OS-1 1 kHz) in an regular fashion along the isofrequency planes of AI. This is Fig. 13A , where maps of the 1M and C indexes were recorded from single units in the same animal. Three additional FM maps are shown in Fig. 13B . In all these maps, the basic distribution pattern of the C index mirrors that already described for the A4 index. To quantify the correspondence between the response area type and FM maps, a scatter plot of the C versus IM average penetration indexes is compiled from all pairs of maps 4 1, 43, 74, and 102 (Figs. 1 l-13) . The most significant feature in the plot is the clustering of the points along the diagonal, especially in the I and III quadrants. This, together with the positive slope of the regression line, indicates strong correlation between the indexes of the penetrations in the two-tone and FM maps.
Topographic distribution of responses to spectrally shaped noise
The topographic distribution of the response area types can be further confirmed by a corresponding distribution of the S index computed from spectrally shaped noise stimuli. Figure 14 shows six such maps. Filled circles represent penetrations excited best by the noise band 2BF; clear circles represent those excited best by the noise band rBF. These maps exhibit the same trends seen earlier with the two-tone stimulus in the corresponding maps in Figs. 11 and 12 . Figure 14B illustrates the correspondence between the M and S average penetration indexes in a scatter plot similar to that of Fig. 13C .
DISCUSSION
The data presented here suggest that there is an orderly change in the shape of response areas along the rostrocauda1 isofrequency contours of the ferret primary auditory cortex. In the center of AI, responses are sharply tuned with symmetric and narrow inhibitory sidebands. Toward the edges of AI, the response areas become both broad and asymmetric, with high-frequency (>BF) inhibition dominating caudally, and low-frequency (<BF) inhibition dominating rostrally. These response area types form ordered repeating bands that traverse the isofrequency planes orthogonally. Superimposed on this map is an orderly change in the responses to FM tones along the isofrequency planes. Cells/clusters with dominant inhibition from above the BF respond selectively to upward frequency sweeps; those from below the BF respond selectively to downward frequency sweeps. At the center of AI, both directions are equally effective.
Interpreting multiunit recordings
All cortical maps illustrated in this report (except for 102 in Fig. 13A ) were constructed using a mix of single-and multiunit records. In recording from clusters of cells, the trace may include action potentials from several cells of different types and sensitivities, as well as thalamic afferents, all of which superimposed on a slow evoked potential. Furthermore, the occurrences of these spikes often overlap, and so the number of events recorded may not always correspond to the actual total number of spikes occurring in the vicinity of the electrode tip. These problems place certain limitations on interpreting the results. Thus one can at best say that the maps reflect ordered changes in neuronal activity integrated over small volumes in AI. Dissecting further the origins of such changes is difficult because the response of a cluster may in principle differ substantially from its underlying neurons. For instance, a broadly tuned cluster may be due to similarly tuned constituents or to a collection of narrowly tuned cells at different BFs (Schreiner and Mendelson 1990).
All our recordings have been consistently obtained in cortical layers III and IV, where single tones at BF evoke strong excitatory onset potentials. At these intermediate depths, and using total stimuli, single-unit and multiunit records are quite similar (Fig. 7) . These data are consistent with the observation that two response features-the BF and the symmetry of the response area-remain relatively stable in single-unit recordings over 400 pm of depth (Fig.  6 ) indicating a columnar organization of the response area type and likely of other correlated features such as FM directional sensitivity.
Finally, it should be noted that the random character of the different sources of response variability (e.g., combining multi-and single-unit records, and the choice of stimulus parameters) can onlv serve to obscure regular trends in the maps. Consequently, evidence of systematic organization in the distribution of responses is a testimony to the robustness of its underlying causes.
Distribution ofcortical response features < Gradual changes of monaural response properties along the isofrequency planes have been described previously, both in AI (Mendelson et al. 1988; Schreiner and Mendelson 1990; Suga 1977) , in other cortical fields (Schreiner and Urbas 1986, 1988; Serkov and Yanouskii 197 l) , and in precortical nuclei (Rodrigues-Dagaeff et al. 1989; Schreiner and Langner 1988) . In AI, the maps of integrated excitation that Schreiner and Mendelson (1990) report in the cat are consistent with our response area maps. They show gradual broadening of bandwidths away from the center, similar to the one-sided spread of excitation seen in our asymmetric response areas. Interestingly, they also report a secondary narrowly tuned area that may correspond to the repeated nature of the response area map.
It is clear in our results that the balance of inhibitory inputs plays the critical role in shaping the symmetry of cortical response areas. The origin of this inhibition, however, is uncertain. The auditory cortex abounds with local inhibitory interneurons and inputs that may form the necessary substrate for these maps (de Ribaupierre et al. 1972; Serkov and Yanouskii 197 1, 1974) . Furthermore, response areas with inhibition of different symmetries (as in Fig. 5 ) have recently been demonstrated in all cortical fields, and especially in AI, in the alert monkey (Schwarz and Tomlinson 1990; Shamma and Symmes 1985) . Lateral inhibition of various symmetries, however, also exists at all other auditory nuclei (Aitken and Dunlop 1969; Martin and Dickson 1983; Moore et al. 1983; de Ribaupierre et al. 1972; Sachs et al. 1978; Suga 1965a Suga , 1969 Voigt and Young 1980) as well as in other sensory systems (Hartline 1974; Rall et al. 1966) . Consequently, it is uncertain whether the maps observed in these experiments are intrinsically cortical or are manifestations of already formed maps at earlier centers [as is the case, for instance, for the binaural columns in the inferior colliculus (IC) (Wenstrup et al. 1986) ].
Several anatomic studies have hinted at extended intracortical connectivities along the isofrequency planes (e.g., Matsubara and Phillips 1988; Wallace et al. 199 1) . Specifically, Matsubara and Phillips (1988) showed that microinjections of tracer in a group of AI neurons that are homogeneous with respect to their BFs and binaural response properties labeled as many as five patches of cells roughly spaced at 0.8-1.5 mm along the isofrequency planes. Because the labeled regions were heterogeneous with respect to their binaural responses, Matsubara and Phillips hypothesized that these connectivities may help fine-tune such monaural response properties as "sideband inhibition or sensitivity to frequency-modulated sound signals." This conjecture is supported by our physiological mappings. Furthermore, it is quite plausible that the patchy appearance of the anatomically labeled regions underlies the repeated character of the physiological maps.
Finally, there are indirect correspondences between our maps and those representing the amplitude spectrum in the Doppler-shifted constant frequency (DSCF) area of the AI in the mustached bat (Suga and Manabe 1982) . In the latter, sideband inhibition creates an "amplitopic representation" of the important 62-kHz component of the bat's biosonar signal, using cells tuned to different "best amplitudes" and arranged in an orderly fashion. Although in ferret AI the inhibitory response areas take various asymmetric forms around the central excitatory area, it is most probably the strength of the inhibition, and not its asymmetry per se, that is responsible for nonmonoticity in cortical cells, and thus their "amplitude tuning". Because we did not quantify specifically the strength of the inhibition nor the nonmonoticity of the responses in our maps, it is difficult to say whether the asymmetry index is related to a gradient of inhibition or nonmonoticity along the isofrequency planes. However, Schreiner and Mendelson (1990) found systematic spatial distribution of step-response magnitudes in the cat that they argued reflects inhibition strength.
Functional interpretation of response area maps. spectral gradient columns * From a functional point of view, there are two possible implications to this organization of the response areas. The first is that the response areas are directly responsible for the FM sensitivity and its ordered mapping along the isofrequency planes. Recent preliminary mappings in the cat's AI have exhibited similar, but not identical, FM maps (Mendelson et al. 1988) . The correspondence between the response areas' asymmetry and the direction of FM sensitivity has previously been demonstrated in the bat auditory system (Suga 1965a (Suga ,b, 1969 . A direct analogue of this phenomenon may exist in the visual system, where motion direction and edge orientation sensitivity are strongly correlated in the responses of the primary visual cortex (Hubel and Wiesel 1962, 1968; Mar-r 1982) .
This leads to the second interpretation of the results, namely that the response area maps primarily function to generate an explicit representation of the acoustic spectrum along the isofrequency planes. This is because a change in the symmetry of response areas along a particular isofrequency plane causes cells along this axis to respond differentially, reflecting the distribution of spectral energy around their BF, i.e., the local spectral shape. For instance, relatively narrow and symmetric spectral peaks (e.g., those due to low-intensity single tones or a sharp resonance in a complex spectrum) excite best cells near the center of the corresponding isofrequency planes where thresholds are lowest and little or no inhibition is recruited from the sidebands. However, for skewed spectral peaks or spectral edges, the locus of the maximal response shifts away from the center of the isofrequency plane toward cells with response areas of the opposite asymmetry, such that the input recruits the least inhibition. Consequently, in relation to the ferret maps (e.g., Fig. 1 1) , broadening of an input spectral peak toward higher frequencies causes a rostra1 shift in the maximal cortical response, because cells in caudal regions are more strongly inhibited above BF. The opposite shift occurs if the input peak is oriented toward lower frequencies.
Therefore, the organization of the response areas suggests a model in which the shape of the spectral envelope is encoded explicitly in the two-dimensional distribution of neural activity across the extent of AI. A concise statement of the model is that the location of the maximal response along a particular isofrequency plane encodes the locally smoothed gradient of the spectrum at that frequency. This mapping scheme provides a neurophysiological basis for the significant role that spectral gradients play in timbre perception and the recognition of complex sounds (Plomp 1976) . For instance, experiments on the perceptual distances between phonetic categories have revealed that the distance metrics that best correlate with perception are those based on spectral gradients rather than on the spectrum itself (Assmann and Summerfield 1989; KIatt 1982) . Furthermore, human subjects exhibit consistently high sensitivities to direct perceptual correlates of these physiological maps, namely to changes in spectral peak symmetry (Shamma et al. 1992 ).
Relution to spatial frequency selectivity and orientation columns in the visual cortex
The functional interpretation of the response area maps as spectral gradient maps has close parallels in the visual cortex. There, receptive fields (in 2-dimensional form) of various asymmetries are common and are thought to be involved in the production of ordered maps of spatial frequency-selective channels and orientation sensitivity (Jones and Palmer 1987; de Valois and de Valois 1988) . This suggests a common organizational principle that unifies the AI and visual cortical representations: both encode the locally smoothed gradients of their input patterns. For the one-dimensional world of auditory inputs, this encoding principle translates to sensitivity to the phase of the spectral envelopes, and thus to peak symmetries and spectral tilts. For the two-dimensional world of visual images, it translates to sensitivity to spatial phase and edge orientations, which are specified by spatial gradients in two directions (de Valois and de Valois 1988) . This hypothesis can presumably be readily tested with anatomic mappings (e.g., 2-DG technique or cyt-ox staining) analogous to those used to establish the orientation and spatial frequency organization in primary visual cortex (de Valois and de Valois 1988) . For instance, "gradient-specific slabs" may emerge with the use of acoustic stimuli with opposite spectral asymmetries and. that span all frequencies, such as the noise stimuli used in our experiments.
Finally, the above hypotheses are in harmony with recent experimental results in which retinal cells of newborn ferrets were induced to project to the auditory thalamus and cortex (Sur et al. 1988) . Many cortical cells in the adult animal then exhibited visually driven responses, with oriented receptive fields and other features typical of the visual cortex. A possible implication of these findings and of the auditory maps presented here is that the development of primary auditory and visual cortical maps may diverge largely because of the different nature of their inputs, rather than of their underlying functional principles.
