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ABSTRACT 
Fractures tend to propagate along the least resistance paths, and homogeneous-based models 
may not be able to reliably predict the true crack paths, as they are not capable of capturing 
nonlinearities and local damage induced by local inhomogeneity. This paper presents a 
stochastic numerical modelling framework for simulating fracturing in natural heterogeneous 
materials. Fracture propagation is modelled using Francfort and Marigo’s variational theory, 
and randomness in the material properties is introduced by random field principle. A 
computational strategy on the basis of nonlinear dimensionality reduction framework is 
developed that maps domain of spatially variable properties of the materials to a low-
dimensional space. This strategy allows us to predict the most probable fracture patterns 
leading to failure by an optimisation algorithm. The reliability and performance of the 
developed methodology are examined through simulation of experimental case studies and 
comparison of predictions with measured data. 
Key Words: stochastic damage modelling, heterogeneous materials, crack propagation, 
nonlinear dimensionality reduction 
 
 
 
 
 
 
 
 
 
 
 
  2 
1. Introduction  
Practice reveals that the presence of heterogeneous structure, enclosed joints, micro-cracks, 
natural discontinuities and laminations can significantly affect the strength and failure 
mechanism of a material. In recent years, many researchers have focused on the problem of 
modelling heterogeneous materials containing discontinuities.  
Multi-scale methods have offered a significant progress in description of the effects of 
microscale heterogeneity of the materials on their macroscale behaviour [1]. Heterogeneous 
structures, like concrete, rocks or composites, often need a finer scale determination of micro 
effects influencing the macroscopic mechanical response [2]. Several mechanical frameworks 
and corresponding numerical models have been proposed and implemented on the basis of 
the multi-scale method. However, applicability of the method is restricted to scenarios where 
a detailed knowledge of material microstructure is available.  
An increasing interest is therefore spreading to stochastic approaches, as they allow to 
probabilistically determine the degree of the material heterogeneity, through quantifying 
fluctuations of the mechanical properties, geometry, loading and boundary conditions [3-6]. 
Through this approach, the treatment of the uncertainties in the heterogeneous material 
response is achieved by means of probability principles and statistics, such as stochastic 
approaches, as the effect of uncertainties cannot be properly addressed by using conventional 
deterministic approaches.  
In addition to the need for a sound theory for microstructural description of material 
properties and comprehensive uncertainty analysis of the fracturing structures involving 
material properties randomness, a numerically compatible and efficient computational 
strategy is essential to predict evolution of discontinuity. 
In the context of the finite element method, modelling of discontinuities has been conducted 
with different approaches which can be categorised into two main groups: discrete or 
smeared approaches. The discrete approach [7], identifies the new cracks as localised newly-
emerged boundaries of the bulk material; while, the smeared approach [8], looks at cracks by 
incorporating strain or displacement discontinuities into standard finite-element interpolations 
[9].  
Cohesive crack methodology has been widely used by many researchers for stochastic 
analyses of fracture propagation e.g., [10-12], in which cohesive elements are inserted 
between element edges. If crack paths are unknown a priori, local r-adaptivity and mesh-
realignment techniques are required to resolve mesh dependency issues [13]. This can lead to 
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high computational cost, particularly if Monte Carlo (MC) simulation approach is employed.  
Few frameworks have been proposed in the context of the continuum approaches and 
smeared crack models to study the stochastic aspect of the failure. These frameworks which 
rely on the basis of non-local damage theory and mesh refinement algorithms to resolve mesh 
sensitivity of numerical solutions, suffer from some restrictions due to the complexities in 
introduction of an internal length scale in the continuum with spatially correlated random 
properties [14]. The key issue is, if fine mesh is used around crack tips for discretization of 
continuous random field, it may cause near perfect correlation between variables resulting in 
numerical instability [15], while a coarse discretization may result in overlapping important 
data features onto the same sample portion of the field or incomplete and partial description 
of spatially varying data. It is of particular importance to discretize the domain under analysis 
into stochastic elements for representing random field, maintaining all the characteristic of 
the field described in the heterogeneous structure with adequate accuracy. This paper focuses 
on this issue by developing a stochastic computational strategy through combining a 
stochastic damage theory with isometric mapping (IsoMap) theory for model order reduction 
(MOR).  
IsoMap theory was originally proposed by [16] for dimensionality reduction of nonlinear data 
sets. In this theory, every data element is connected to several other data elements using tree 
and graph concepts in a way to represent their inner nonlinear relationships. Therefore, this 
theory overcomes the shortcomings of traditionally dimensionality reduction techniques such 
as principal component analysis in preserving realistic features of realizations which are not 
arranged linearly in a sequential structure.  
Principal component analysis theories use an orthogonal transformation to convert a set of 
observations of possibly correlated variables into a set of linearly uncorrelated variables 
called principal components regardless of original linear or nonlinear structure of correlated 
data points.  
This paper is primarily concerned with predicting crack propagation in heterogeneous 
materials. Variational formulation proposed by [17] is implemented in the framework of a 
stochastic setting. A key component of the proposed framework is the introduction of an 
energy-based crack propagation direction criterion for randomly heterogeneous materials. 
The formulation provides both a rigorous theoretical method derived from Griffith’s concept 
of energy restitution between bulk and surface energies, and numerical schemes capable of 
dealing with complex unknown crack paths. Energy release rate is defined as a function of 
the randomly variable fracture energy and elastic modulus, introducing randomness in the 
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stiffness matrix. This is particularly beneficial as these properties, which represent the 
resistance of the material to crack advancement and deformation, are considered to be 
significant factors in determining the fracture network patterns. Automatic mesh refinement 
is implemented to subdivide the elements at the area with a high probability of failure for the 
purpose of reducing computational time. IsoMap is employed as dimensionality reduction 
technique in order to reduce the computational cost added by sampling random values for 
material properties. It is used in combination with a mapping procedure based on the so 
called ‘midpoint method’, which assigns a random field value obtained at the location of the 
centroid of a certain random field element to the corresponding element in finite element 
mesh. Monte Carlo simulations of crack propagation are carried out in order to predict 
realistic and more tortuous crack patterns and to evaluate the structural reliability of the 
heterogeneous system. The resulting strategy proposes possible simplifications to describe 
realistic models of the topology and property variation and provides improvements in 
reliability and efficiency in computational algorithms of stochastic continuum damage theory. 
 
2. Fracture advancement methodology 
2.1. The variational approach 
On the basis of the variational approach in fracture mechanics, developed by [18], the total 
energy of a brittle body in a reference configuration 𝛺 ⊂ ℝ𝑁 is defined as the sum of the bulk 
and surface energies 
 
ℰ(𝒇, 𝐾) = ∫ 𝑊(𝑭(𝑥))𝑑𝑥
Ω\𝐾
+ 𝐺ℋ𝑁−1(𝐾) (1) 
 
where f is the body deformation, K  is the fractured zone, W : ℝ𝑁𝑥𝑁 → ℝ is the stored energy 
function, F is the deformation gradient, 𝐺 is the fracture energy and ℋ𝑁−1 is the Hausdroff 
measure of K which provides the measure of  the length of the crack for sufficiently regular 
fractured zone. The first and the second terms on the right hand side of the Equation 1 
represent bulk and surface energy of the body, respectively.  
 
Deformation of the elastic body under load increases the bulk energy. When this value 
reaches to a critical value in a given zone, it is energetically favourable for the system to 
release its energy. Therefore, crack growth is traced by consequent minimization of energy 
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function (i.e., Equation 1) at fixed time steps. The minimization of the Equation 1 with 
respect to any kinematically admissible displacement and any set of crack paths introduces a 
high level of complexity for the solution of the discontinuity problems, particularly due to the 
presence of the non-smooth values of the K parameter. Following the methodology proposed 
by [19], we introduce K as a set of discontinuity points Sf of the function f, and set the 
problem in a space of discontinuous functions. The formulation of the energy, by replacing 
the term K with a set of jump points Sf  of deformation in a Sobolev space (Ω;ℝN ), is 
therefore given by 
 
ℰ(𝒇) = ∫ 𝑊(∇𝒇)𝑑𝑥
Ω\𝐾
+ 𝐺ℋ𝑁−1(𝑆𝑓). (2) 
 
Presence of the term ℋ𝑁−1(𝑆𝑓) creates difficulties in finite element discretization of the 
function. To overcome such challenges, Equation 2 is approximated, in the sense of Γ-
convergence [20], using a family of numerically more tractable functions defined over a 
Generalized Sobolev Space (GSBV). Based on the regularized formulation of the energy 
function for brittle fracture problems, [20 and 21], an auxiliary variable s, which is called 
damage parameter, is introduced. The parameter s is a regularized representation of the 
fractured zone defining the jump set in Equation 2. Therefore, a matric space X is considered 
which its elements are pairs of (f, s). Then function ℱ : X → [0,+∞] is used, which is defined 
as 
 
ℱ(𝒇, 𝑠) = {ℰ
(𝒇)         if 𝒇 𝜖 𝒟, s ≡ 1
+∞ otherwise
 (3) 
 
where 𝒟  is the domain of the functions belonging to GSBV. We consider the problem 
of minimizing { ℱ(𝒇, 𝑠): (𝒇, 𝑠) ϵ 𝑋 } to calculate the damage parameter. The damage 
parameter provides a picture of the damage state of the body, for an undamaged and intact 
body s is equal to 1 everywhere; while, it goes to zero in proximity of the jump set Sf.  
Following [20], the functional formulation for a general d > 1 is expressed in the form 
provided in [21] as 
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ℱ𝜀(𝒇, 𝑠) = ∫ (𝑠
2(𝑥) + 𝜅𝜀)𝑊(𝑭(𝑥))𝑑𝑥
Ω
+ 𝐺∫ (
𝜀ℓ−1
ℓ
|∇𝑠(𝑥)|ℓ +
𝑐
𝜀ℓ′
(1 − 𝑠(𝑥))ℓ)𝑑𝑥
Ω′
   
(4) 
 
where ℓ is the ℓth power of the norm of the function defined in the Sobolev space, ℓ′ = ℓ /( ℓ 
-1), 𝑐 = (2∫ (1 − 𝑡)ℓ/ℓ′𝑑𝑡10 )
−ℓ′
is the normalization constant, 𝜅𝜀  is a positive regularization 
parameter and 𝜀  is related to the material length scale. Bulk and surface terms are two 
integrations over two different physical Ω and logical domain Ω′. Ω′ is defined as an open set 
such that  
 
Ω ⊂ Ω′,  𝜕2Ω ⊂ ∂Ω′,         int 𝜕1Ω ∩ ∂Ω′ = ø 
 
where 𝜕1Ω and 𝜕2Ω are two disjoint parts of the boundary of Ω, and int 𝜕1Ω is the interior of 
𝜕1Ω relative to 𝜕Ω. The choice of the size of the logical domain is made on the consideration 
that it has to be big enough to avoid underestimation of the fracture energy when the crack 
reaches the boundary  𝜕1Ω. 
 
For a two-dimensional problem where ℓ = 2, the total energy formulation for the body can be 
represented as: 
 
ℱ𝜀(𝒇, 𝑠) = ∫ (𝑠2 + 𝜅𝜀)𝑊(∇0𝒇)𝑑𝑥0
Ω0
+
𝐺
2
∫ (𝜀|∇0𝑠|2 +
1
𝜀
(1 − 𝑠)2) 𝑑𝑥0
Ω0
′
 (5) 
 
where Ω0 and Ω0′  represent initial unfractured and stress-free configuration of the body in the 
physical and logical domains, respectively, 𝑥0  represents a physical point of the physical 
domain  Ω0 and ∇0represents the gradient with respect to  𝑥0.  
 
2.2. Stored Energy formulation  
Following [17], we used an isotropic, compressible neo-Hookean type stored energy model 
that is defined as 
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𝑊(𝑭) =
𝜇
2
(tr𝑪 − 2) + Ψ(𝐽)   (6) 
where 𝜇 is the Lamé's second parameter, and C is the right Cauchy-Green tensor. In the 
above equation, the first term represents the classical formulation of an incompressible neo-
Hookean material [22] and the second term is a convex function that is defined as [17]  
Ψ(𝐽) =
{
 
 
𝜆
2
(ln 𝐽)2 − 𝜇 ln 𝐽                                                         0 ≤ 𝐽 ≤ 𝒿
𝜆
2
(ln 𝐽)2 − 𝜇 ln 𝐽 + (𝜆ln 𝐽 − 𝜇) (
𝐽 − 𝒿
𝐽
)                        𝐽 ≥ 𝒿
, (7) 
 
where 𝜇 is the Lamé's first parameter and 𝒿 = 𝑒
(𝜆+𝜇)
𝜆⁄ . The Equation 7 is directly related to 
surface deformation, as it is function of the Jacobian of the deformation gradient (J). As J 
goes to zero the stored energy function goes to infinity, penalizing the extreme compression. 
To account for the tension-compression asymmetry of damage behavior of material, we 
followed the methodology proposed in [23], and the energy function is decomposed into two 
parts; a positive part which is considered to contribute to damage, and a negative part that 
resists to damage:  
 
𝑊(𝑭) = 𝑊+ +𝑊− (8) 
 
where  
 
𝑊+ = (𝑠2 + 𝑘𝜀) 𝑊|𝐽 > 1 (9) 
 
𝑊− = (1 + 𝑘𝜀) 𝑊|𝐽 < 1 (10) 
 
In the above equations, it can be noticed that the damage parameter appears only in the 
positive part of the energy function, the part associated to the elements that increase in 
surface (i.e., in the elements with J > 1), the value for damage in the elements is kept as 
calculated. The elements that decrease in surface (i.e., the elements with J < 1), do not 
contribute in damage. In this way, different behaviors for tension and compression are 
explicitly taken into account. 
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2.3. Numerical solution strategy  
An approximation solution of minimization of the Equation 5 is achieved using an iterative 
procedure, shown in algorithm 1, which consists of imposing a stationary condition 
alternatively to one of the deformation and damage variables, while keeping the other 
variable fixed. For all v ∈ W1,d (Ω,ℝ𝑛), w ∈ W1,d (Ω0), we look for a deformation that satisfy 
the stationary condition of   
 
𝛿ℱ𝜀(𝒇𝑛, 𝑠𝑛−1)[𝑣, 0] = ∫ (𝑠𝑛−1
2 (𝑥0) + 𝑘ℇ)𝑆(∇0𝒇𝑛(𝑥0)). ∇0𝑣(𝑥0)𝑑𝑥0Ω0 = 0, (11) 
 
and then for the scalar field s stationary condition of   
 
𝛿ℱ𝜀(𝒇𝑛, 𝑠𝑛)[0, 𝑤] = ∫ 2𝑊(∇0𝒇𝑛)𝑠𝑛𝑤 𝑑𝑥0 + 𝐺 ∫ 𝜀∇0s𝑛 ∙ ∇0𝑤 −
(1−s𝑛)𝑤
𝜀
 𝑑𝑥0Ω0′Ω0
.  (12) 
 
where 𝑺(𝑭) = 𝜕
𝜕𝑭
𝑊(𝑭) is the first Piola-Kirchhoff stress tensor.  
 
By taking the Updated Lagrangian formulation of Equation 11 and linearization of that we 
obtain [17] 
∫ (𝑠𝑛−1
2 + 𝑘𝜀) ((det 𝑭)
−1(𝑰 ⊠ 𝑭)[𝑺(𝑭)]
𝛺𝑛−1
+ (det 𝑭)−1(𝑰 ⊠ 𝑭)
𝜕𝑆(𝑭)
𝜕𝐹
(𝑰⊠ 𝑭)𝑇[∇?̅?𝑛]) ∙ ∇𝑣 𝑑𝑥 = 0 
 (13) 
 
 
where ⊠ represets the conjugation product [17] and using Equation 7  
𝐒(𝑭) = {
𝜇𝑭 + (𝜆𝑙𝑛𝐽 − 𝜇)𝑭−𝑇                                          0 ≤ 𝐽 ≤ 𝒿                   
𝜇𝑭 + 𝜆𝑒−(𝜆+𝜇)/𝜆 𝐽𝑭−𝑇                                                𝐽 ≥ 𝒿                   
.  (14) 
 
Applying the integration by parts, we obtain the final weak form of Equation 12 as [17] 
 
∫ 2𝑊(∇0𝒇𝑛)𝑠𝑛𝑤 𝑑𝑥0 − 𝐺 ∫ (𝜀∆0s𝑛 −
1−s𝑛
𝜀
)𝑤 𝑑𝑥0Ω0′Ω0
= 0.  (15) 
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MATLAB Partial Differential Equation Toolbox together with the Newton-Raphson iteration 
scheme is used to solve the above equations. The iteration stops when two consecutive pairs 
of solution (𝑓𝑛−1, 𝑠𝑛−1) and (𝑓𝑛, 𝑠𝑛) are close enough according to an identified convergence 
condition. In order to avoid the healing of the cracks, an approximation method was used to 
consider irreversibility condition for damage evolution. We followed the methodology 
proposed by [17]. Based on that, irreversibility condition of 𝑠𝑛(𝑥) = 𝑠𝑛−1(𝑥)  if 𝑠𝑛(𝑥) >
𝑠𝑛−1(𝑥) is set, and the value of damage parameter associated to each point in the body cannot 
exceed the one calculated at the previous time step. We leave the development of more 
advanced and rigorous methods for incorporating the irreversibility condition to future works. 
 
Algorithm 1: Numerical solution procedure 
Model input: Identifying model parameters, problem geometry and boundary conditions and initialization: Set 
(𝒇𝒏𝟎 , 𝒔𝒏𝟎) = (𝒇𝒏−𝟏, 𝒔𝒏−𝟏) 
while ‖𝒔𝒏
𝒋 − 𝒔𝒏
𝒋−𝟏‖
𝑳∞(𝛀𝟎)
> 𝒔𝒎𝒂𝒙  
         for a given (𝒇𝒏
𝒋−𝟏, 𝒔𝒏
𝒋−𝟏)   
         compute an approximate solution 𝒇𝒏
𝒋  for fixed s 
         compute 𝒔𝒏
𝒋  for fixed f 
 end 
Irreversibility condition: Set 𝒔𝒏
𝒋 (𝒙𝟎) = 𝒔𝒏
𝟎(𝒙𝟎) at all nodal points at which 𝒔𝒏𝟎(𝒙𝟎) becomes smaller than a 
given ?̌? > 𝟎. 
 
We also used an adaptive h refinement strategy [17] to automatically refine the elements with 
values of s lower that given thresholds. At new nodes generated through the remeshing 
strategy, values of displacement and damage are calculated by linear interpolation from the 
existing nodes. 
 
3. Stochastic approach 
For modeling material heterogeneity, simulations with both one and two random variables are 
executed. The Weibull distribution function [24] is used to generate samples of the fields, as 
it has a simple structure and its applicability for modelling failure of brittle materials has been 
tested [25-28]. For the simulation with only one random field, Cumulative Density Function 
(CDF), denoted by P(.), and Probability Density Function (PDF), denoted by p(.), for Weibull 
distribution, which are plotted in Figure 1, take the form of  
𝑃(𝜎) = 1 − 𝑒𝑥𝑝 (− (
𝜎
𝜎0
)
𝑚
) (16) 
 
  10 
𝑝𝑠(𝜎) =
𝑑𝑃(𝜎)
𝑑𝜎
=
𝑚
𝜎0
(
𝜎
𝜎0
)
𝑚−1
𝑒𝑥𝑝 (−(
𝜎
𝜎0
)
𝑚
) (17) 
 
where 𝜎 is the random parameter, m is the shape parameter and 𝜎0 is the scale parameter.  
 
Maximum Likelihood Estimator (MLE) is used to define both the shape and the scale 
parameters. Let 𝜎1, 𝜎2, ….𝜎𝓃be a set of hypothetical data which is randomly generated. It is 
plausible to fit a Weibull distribution to this hypothetical data [25-28]. In other words, we 
assume that 𝜎1, 𝜎2, ….𝜎𝓃 constitute a sample of size 𝓃 taken from a Weibull distribution 
with the PDF given in (17) where the 𝑝𝜎𝑖(𝜎𝑖,𝑚, 𝜎0) 𝜎0  and m are unknown parameters. 
These parameters can be estimated using the Maximum Likelihood (ML) method. For the 
hypothetical sample 𝜎 1, 𝜎 2, …. 𝜎𝓃  taken from 𝑝𝜎𝑖(𝜎|𝑚, 𝜎0), 𝜎0  the likelihood function 
𝐿(𝜎0,𝑚 , 𝜎1, … 𝜎𝓃) which is the joint density function of the 𝓃 random variables defined as  
𝐿(𝜎0,𝑚 , 𝜎1, … 𝜎𝓃) = 𝑝(𝜎1, 𝜎2, …𝜎𝓃|𝜎0 , 𝑚) =∏𝑝𝑥𝑖(𝜎𝑖|𝜎0 ,𝑚)
𝓃
𝑖=1
 (18) 
 
The maximum likelihood estimations (MLEs) of (𝜎0, m) are derived by maximising the 
likelihood function L given in (18) with respect to ( 𝜎0, m). This can be done by 
simultaneously solve the following equations: 
 
𝑑𝐿𝑜𝑔(𝐿)
𝑑𝑚
= 0.,
𝑑𝐿𝑜𝑔(𝐿)
𝑑𝜎0
= 0. (19) 
 
In order to obtain the MLEs of the Weibull parameters, we first substitute Equation (17) into 
Equation (18) and then solve Equation (19) to achieve the following system of equations 
[28]: 
 
∑ ln (𝜎𝑖)𝜎𝑖𝑚
𝓃
𝑖=1
∑ 𝜎𝑖𝑚
𝓃
𝑖=1
−
1
𝓃
∑ln(𝜎𝑖)
𝓃
𝑖=1
−
1
𝑚
= 0 
 
𝜎0 = (
∑ 𝜎𝑖𝑚
𝓃
𝑖=1
𝓃
) 
(20a) 
 
(20b) 
 
  11 
Unfortunately, this system of equations cannot be analytically evaluated and an iterative 
numerical algorithm should be used to solve it. We first apply Newton-Raphson algorithm on 
Equation (20a) to present m in terms of 𝜎0 , the details of Newton-Raphson algorithm to 
obtain the estimation of m are as follows: 
𝑚𝓃+1 = 𝑚𝓃 −
𝑓(𝑚𝓃)
𝑓′(𝑚𝓃)
 (21) 
 
where  
𝑓(𝑚𝓃) =∑𝜎𝑖
𝑚 ln(𝜎𝑖)
𝓃
𝑖=1
∑𝜎𝑖𝑚
𝓃
𝑖=1
⁄ −
1
𝑚
−
1
𝓃
∑ln(𝜎𝑖)
𝓃
𝑖=1
 (22) 
and  
 
𝑓′(𝑚𝓃) =∑𝜎𝑖
𝑚(ln 𝜎𝑖)2
𝓃
𝑖=1
−
1
𝑚2
∑𝜎𝑖
𝑚(m ln(𝜎𝑖) − 1)
𝓃
𝑖=1
− (
1
𝓃
∑ln(𝜎𝑖)
𝓃
𝑖=1
)(
1
𝓃
∑𝜎𝑖
𝑚 ln(𝜎𝑖)
𝓃
𝑖=1
). 
 
(23) 
The estimated value of m, denoted by ?̂?, is then substituted into Equation (20b) to obtain the 
estimation of scale parameter 𝜎0 denoted by ?̂?0 and finally define the Weibull distribution 
function. Given the estimated parameters, (?̂?, ?̂?0) we can generate random realisations from 
the Weibull distribution over the simulation domain using the inverse method [29]. In this 
method, we first draw a sample 𝑢1, … , 𝑢𝑛 from a uniform distribution defined over (0,1), and 
the corresponding sample taken from Weibull distribution can be then obtained by solving 
the following equation   
 
𝜎𝑖 = 𝑃−1(𝑢𝑖) = −?̂?0 √ln(1 − 𝑢𝑖)
?̂? ,          𝑓𝑜𝑟 𝑖 = 1,… , 𝑛  (24) 
 
In this work, the Young’s modulus and fracture energy are represented by two dimensional 
correlated stochastic fields. For the generation of a bivariate random field, the use of a 
multivariate Weibull PDF and CDF is needed. The approach used in this work, known as 
Normal-to-anything (NORTA), is to obtain the multivariate Weibull PDF from the 
multivariate Standard Normal PDF applying the change of variable. The details of 
formulation of the bivariate Weibull distribution considered in this work is the one proposed 
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in [30] and the transformation function between Gaussian to any other non-Gaussian 
distribution is also explicitly expressed in [31]. We briefly present this methodology to 
generate samples from the bivariate Weibull distribution derived from its relationship to the 
bivariate standard normal distribution.  The bivariate standard normal PDF is given by 
 
𝑓(𝑥1𝑁, 𝑥2𝑁|𝜌) =
1
2𝜋√1 − 𝜌2
exp (−
1
2(1 − 𝜌2)
(𝑥1𝑁
2 + 𝑥2𝑁
2 − 2𝜌𝑥1𝑁𝑥2𝑁))  (25) 
 
where ρ is the correlation coefficient between hypothetical random variables generated by the 
normal distributions [30] and is calculated by the exponential correlation function proposed 
in [26]. 
The bivariate Weibull distribution can be then obtained from the following equation 
 
𝑝𝑤(𝜎1𝑊, 𝜎2𝑊|𝜎01, 𝜎02,𝑚1,𝑚2, 𝜌) = 𝑓(𝑥1𝑁, 𝑥2𝑁|𝜌) ||
𝜕𝜎1𝑊
𝜕𝑥1𝑁
𝜕𝜎1𝑊
𝜕𝑥2𝑁
𝜕𝜎2𝑊
𝜕𝑥1𝑁
𝜕𝜎2𝑊
𝜕𝑥2𝑁
||
−1
  (26) 
 
By substituting Equation (25) into Equation (26), the bivariate Weibull distribution 
depending on five parameters (including 2 shape parameters, 2 scale parameters and the 
correlation coefficient parameter, 𝜌) takes the following form 
 
𝑝𝑊(𝜎1𝑊, 𝜎2𝑊|𝜎01, 𝜎02,𝑚1,𝑚2, 𝜌) = 
 
=
1
4√1 − 𝜌2
𝑒
(−
1
2(1−𝜌2)
(𝑥1𝑁
2 +𝑥2𝑁
2 −2𝜌𝑥1𝑁𝑥2𝑁))
||∏
𝜎0𝑖
𝑚𝑖
2
𝑖=1
𝑒(−
𝑥𝑖𝑁
2
2 )
(1 − erf(
𝑥𝑖𝑁
√2
)  )
(− log(
(1 − erf (
𝑥𝑖𝑁
√2
))
2 ))
𝑚𝑖
−1−1
||
. (27) 
 
Equation (27) can be then fully represented in terms of (𝜎1𝑊, 𝜎2𝑊) using the relationship 
between normally-distributed variables and the Weibull distributed ones as expressed in    
[30, 31] and  given below  
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𝑥𝑖𝑁 = √2erf
−1 (1 − 2 𝑒
(−(
𝜎𝑖𝑊
𝜎0𝑖
)
𝑚𝑖
)
) (28) 
 
The inverse of (28), represented in (29) can be used to generate samples from bivariate 
Weibull distribution in terms of the samples taken from the bivariate standard normal 
distribution: 
𝑥𝑖𝑊 = 𝜎0𝑖 [− log(
1 − erf (
𝑥𝑖𝑁
√2
)
2
)]
1
𝑚𝑖
 (29) 
 
The algorithm for generating realizations from a bivariate Weibull-distributed random field is 
expressed as follows: 
1) Generate a hypothetical data according to probabilistic characteristics of the 
heterogeneous material 
2) Given the hypothetical data,  the parameters of the bivariate Weibull distribution are 
estimated using ML method, denoted by (?̂?1, ?̂?2, ?̂?01, ?̂?02, ?̂?).  
3) A sample of desired size can be easily drawn from a bivariate standard normal 
distribution with the estimated correlation coefficient, ?̂?. We illustrate this bivariate 
sample as {(𝑥1𝑁
(𝑖), 𝑥2𝑁
(𝑖)), 𝑖 = 1,2, … , 𝑛}  
4) By replacing the sample generated in Step 3 into Equation (27), a bivariate sample 
{(𝑥1𝑊
(𝑖) , 𝑥2𝑊
(𝑖) ), 𝑖 = 1,2, … , 𝑛} can be generated from the  bivariate Weibull distribution 
with the  estimated parameters ?̂?1, ?̂?2, ?̂?01, ?̂?02, ?̂?. 
 
The size of the elements for stochastic discretisation should be selected to adequately capture 
the essential features of the stochastic spatially variable properties during the sampling phase. 
It should not be too large to cause underestimation of the spatial variability and should not be 
too small to prevent the numerical instability problems related to the decomposition of a too 
large covariance matrix [32]. Relationships for the optimal ratio between mesh size and 
correlation length of random properties as a measure of heterogeneity are provided in several 
studies [26 and 28]. It is suggested that the size of the element should be less than the half of 
the correlation length, and for optimal results, the element size of the mesh should be 
between one quarter and one half of the correlation length. For this study a dual mesh 
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methodology is employed, and therefore two different meshes are identified: a stochastic 
mesh, containing all the information related to the material heterogeneity, and a finite 
element mesh for the fracture problem. The material length scale defines the size of the initial 
stochastic mesh. IsoMap technique is used to reduce the dimensionality of the stochastic 
mesh. This simplifies and accelerates materials stochastic analysis tasks through constructing 
isometric low-dimensional representation of material formation variations.  
 
4. Model Order Reduction (MOR) 
4.1. IsoMap 
Each realization with D elements is considered as a point in D-dimensional space. Our plan is 
to map each realization to a d-dimensional space (𝒹 << D) while the intrinsic characteristics 
in the realization will be well maintained. We compute all the geodesic distances between all 
pairs of data points. The geodesic distance can be understood to be the shortest distance 
between the sample points in the high-dimensional space and is computed by constructing a 
neighbourhood graph 𝒢 in which every point is connected with its k nearest neighbours 𝜎𝑖𝑗(j 
= 1, 2, …, k). After choosing the size of the neighbourhood, we calculate the distances 
between all pairs of elements (distances are calculated between elements barycentre) and 
define the distance between elements as 𝒹E(i,j). Then, a line between each two neighbouring 
points is drawn if their distance is included within the neighbourhood size. By repeating this 
process for all the elements we will obtain the neighbourhood graph. The shortest pattern 
between points is calculated. The shortest path between two points in the graph forms an 
estimate of the geodesic distance between these two points, and can be computed by means of 
Floyd’s algorithm [32]. 
Geodesic distance 𝒹M between two points for IsoMap is measured by summing all the 
distances between points within the two nodes under consideration. The distances between 
points are initialised to 𝒹M = 𝒹 E if two points are directly connected and, to 𝒹M =∞ 
otherwise. For each couple of points, the shortest path is then defined as 
 
𝒹𝑀(𝑖, 𝑗) = 𝑚𝑖𝑛{𝒹𝑀(𝑖, 𝑗), 𝒹𝑀(𝑖, 𝑘) + 𝒹𝑀(𝑘, 𝑗)} (30) 
 
and is known as Floyd’s algorithm [32]. 
The matrix of shortest path distances is defined as (𝐷𝑀)𝑖𝑗 = (𝒹𝑀(𝑖, 𝑗))2 . In the next step, we 
calculate the matrix  
 
  15 
𝕮(𝐷𝑀) = −𝑯𝑫𝑴𝑯/𝟐 (31) 
 
where H is the “centering matrix” defined by [16] as 𝐻𝑖𝑗 = (𝛿𝑖𝑗 − 1/𝐷), with 𝛿𝑖𝑗 being the 
Kronecker delta. The eigenvalues 𝜆𝒹  of the matrix 𝕮(𝐷𝑀)  are calculated and sorted in 
decreasing order. The new dimension 𝒹 is specified by estimating the cumulative residual 
variance, defined as a measure of the difference between the initial and the reduced spatial 
configuration, given by the eigenvalues 𝜆𝒹. The new dimension 𝒹 is defined as the dimension 
for which the convergence criteria for cumulative variance is reached. Figure 2 shows the 
procedure followed for getting the reduced order stochastic model.  
 
The new dimension 𝒹  is directly connected to the size of its neighbourhood. Table 1 
summarizes how 𝒹 changes for a change of k for a sample of stochastic realization on a 
circular domain.  
 
In terms of computational effort, in Figure 3 we can observe how the time needed for 
generating a sample is decreasing when the size of the stochastic mesh increases until it 
reaches its optimal dimension. 
 
Based on the above, and considering the required precision level and its necessary 
computational effort, the values of k equal to 9 and 𝒹  equal to 307 are selected, as this 
combination reduces the computational cost of the sampling phase.  
 
4.2. Mapping from random field to finite element mesh 
After generating the reduced order mesh, we select a mapping procedure for transferring 
values of random parameter from the stochastic mesh to the finite element mesh.  
This mapping is necessary, in order to maintain the same distribution of material properties 
over the physical domain.  
The mapping is based on a graphical method which refers to the distance between elements 
and based on the ‘midpoint method’. Each element of the finer mesh has a different value of 
fracture energy. The elements from the coarser mesh are projected, as shown in Figure 4, on 
those of the finer mesh. To assign a value of fracture energy the mapping employed here 
considers the values of fracture energy of those elements of the fine mesh in proximity of the 
single element of the coarse mesh. This procedure can be attributed to the spatial averaging 
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method, which assigns a value obtained as an average of stochastic field values over another 
finite element domain [33]. Essentially, for mapping the values of fracture energy between 
the two meshes, both values of fracture energy and distance between elements barycentre, 
representing the distance between the elements, are considered. The final value of fracture 
energy is assigned using Equation 32: 
 
𝐺𝐹𝐸 =∑
𝐺𝑛𝑟
𝑑𝑛𝑟
𝑛𝑟
𝑖=1
 (32) 
 
where nr represents the number of element for which the relative distance between the 
reduced and the original barycentre is less than a given threshold which, for this work, is 
considered to be the size of the new mesh. In fact, as shown in Figure 4, the higher the 
distance between the elements is, the lower will be the influence of that element to the 
calculation of random parameter for the new element.  
If during the analysis an element is refined, the new value of fracture energy will be assigned 
considering the same procedure in order to keep the same local heterogeneity distribution 
during the whole analysis.  
 
The final equation describing the whole energy of the system, obtained by substituting 
Equation 32 into Equation 1, takes therefore the form 
 
ℰ(𝑓) = ∫ 𝑊(∇𝑓)𝑑𝑥
Ω\𝐾
+∑
𝐺𝑛𝑟
𝑑𝑛𝑟
𝑛𝑟
𝑖=1
 ℋ𝑁−1(𝑆𝑓). (33) 
 
5. Numerical example  
5.1. Brazilian test on a rock sample 
The first example analysed is a cylindrical natural rock disc. The geometry, boundary and 
loading conditions of the sample are shown in Figure 5a. The thickness and radius of the 
sample are 36.58 mm and 18.76 mm, respectively. The sample is discretised using triangular 
elements. The finite element mesh with size 2 mm consists of 1189 triangular elements and 
551 nodes that is shown in Figure 5b. Initially, the same mesh is used for the finite element 
and stochastic discretization.  
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Thickness of the damage zone and morphology of cracks are significantly influenced by the 
value of the 𝜀. A better approximation for crack patterns would be achieved with the smaller 
value of the epsilon. However, this would lead to a smaller mesh size and high computational 
costs [34 and 35]. We followed Lancioni and Royer-Carfagni [36] and Bazant and Planas 
[37], for identifying the value of the 𝜀. Based on the experimental observations, the value of 
epsilon is directly related to the size of the constituent grains of the material and should be 
approximately 2 to 3 times the size of constituent grains, and for this case-study we selected 
it to be equal to 2. In this study, a displacement-controlled condition was implemented. In 
[38], the authors mentioned that based on the International Society of Rock Mechanics’s 
guidelines, the experimental set up for a Brazilian test is usually designed with a 5º to 15º 
contact arc between specimen and loading jaws, and accordingly in order to reproduce a 
realistic simulation, the length of the section where load is applied should be between 1.5 and 
3.2 mm. Therefore, we applied a distributed displacement with a rate of 0.0005 mm/step over 
length equal to 2 mm at above and below of the disc. The residual stiffness 𝑘ℇ is set equal to 
0.01, to be one order of magnitude smaller than the finite element mesh size after refinement. 
Fracture energy is initially selected to be that property, with mean value of 2.5 x 10-2 N/mm 
and standard deviation equal to 0.1 x 10-3, 0.5 x 10-3 and 1 x 10-3. This value for fracture 
energy has been calculated from experiments following basic principles of fracture 
mechanics, given the geometry, the loading conditions and the modulus of elasticity. The 
three different standard deviations have been selected in order to study the effect of the 
degree of heterogeneity on the material response.  
 
Spatial variation of the random parameter is described by the Weibull distribution, which is 
generated using Equation 24. Figure 6 shows a realization of this property, which is randomly 
distributed over the spatial domain. The crack path obtained for a model with this specific 
realization of the fracture energy is shown in Figure 7 and is compared with the crack path 
obtained from the homogeneous model. It is observed that crack path obtained from the 
model considering a heterogeneous material property shows a more tortuous pattern, as crack 
tends to propagate towards zones of less resistance.  
 
Figure 8 shows a quick comparison explaining the importance of calculating a suitable 
reduced order model. In fact, with a reduced-order stochastic mesh we obtain a crack path 
almost identical to the one obtained with the initial stochastic mesh, which is not the case if 
we use a too coarse stochastic mesh.  
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In Figure 9 we can observe the evolution of the damage state of the body for both 
homogeneous and heterogeneous models. It shows that heterogeneity causes a random 
distribution of local damage zones in the domain, which significantly affects the mechanical 
performance of the body. Especially during the last steps of the simulation, it is clear how 
heterogeneity creates zones of weakness (low values of s) that will introduce that tortuous 
patterns observed in the crack path. These zones of weakness are not visible for the 
homogeneous model, where damage is concentrated only in correspondence of the loading 
points.  
 
Stochastic response of the fracturing sample is computed using MC simulations. In Figures 
10 and 11, the mean value and standard deviation of the tensile strength are plotted as a 
function of the number of MC simulations, which show that the statistical convergence is 
achieved after only 65 simulations.  
 
In Figure 12 all the stress-strain curves resulted from MC simulations associated to different 
random realizations of fracture energy together with their mean curve are plotted. The tensile 
strength is considered as the maximum value of stress, which occur at the center of the disc, 
obtained through experiment and numerical simulations. It is calculated using the second 
Piola-Kirchoff stress tensor formulation defined as 
 
𝓅 = 𝜇𝑰 + (𝜆 log 𝐽 − 𝜇)𝑪−𝑇, (34) 
and accordingly the strains are considered at the centre of the disc defined as function of 
Lagrangian strain tensor.  
 
Figure 13 compares stress-strain curves obtained from experimental test and numerical 
modelling considering simulations with both homogeneous and heterogeneous models. It is 
noticeable that the maximum tensile strength calculated from the stochastic based modelling 
is not very different from the one calculated by the homogeneous based modelling. The 
stochastic based modelling result shows a notably better agreement with experimental 
measurements particularly in terms of failure strain. The physical interpretation of the 
difference between strains at failure is related to the increase of material ductility for 
heterogeneous models, due to the higher roughness and tortuousness of cracks compared to 
those obtained with the homogeneous model. 
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Furthermore, we can observe how the local damages described above lead to a piecewise 
linear behaviour, in which material stiffness progressively decreases before failure, which 
still has brittle nature. The homogeneous model is not capable of reproducing this aspect of 
the sample behavior until brittle failure occurs.  
 
Figure 14 shows the stress-strain curve for the three degrees of standard deviation considered 
in this study. Despite the different values of standard deviation, we can observe, especially 
for the first phases of the simulations, that the simulated behaviours are very close and differ 
only in the last phase, closer to failure. A higher standard deviation, i.e., index of a higher 
degree of heterogeneity, leads to a curve closer to the experimental plot compared to the 
results obtained from simulations with smaller values of standard deviation.  
 
In order to study the effect of correlation between random parameters on the behaviour of 
fracturing body, we select both fracture energy and modulus of elasticity as random variables. 
A mean value of 29.1 GPa and standard deviation of 0.5 was selected for the modulus of 
elasticity. Three different degrees of correlation are analysed, for correlation coefficient equal 
to 1, 0.5 and 0, representing full, partial and absence of correlation, respectively.  
 
Figure 15 shows the stress – strain curve for the three different scenarios and the mean curve 
obtained from the 100 Monte Carlo simulations. Figure 16 compares the three mean curves 
with the curve obtained experimentally and from the homogeneous model, from where we 
can observe that a full correlation moves the curve from the experimental plot, while a lower 
degree of correlation leads to more realistic results in terms of material strength. Figure 17 
shows how convergence of the results is achieved after 60 analyses. 
 
5.2. Case study 2: dog bone concrete specimen 
The second example included in this study is the dog bone shaped concrete specimen studied 
experimentally by [39]. The specimen geometry and finite element discretization are shown 
in Figure 18. Mesh size is chosen equal to 7.5 mm, and therefore 117 nodes and 194 
triangular elements are used to discretize the problem domain. The thickness of the specimen 
is 100 mm. Therefore, the problem is analysed under plane strain conditions, as the thickness 
(z-direction) of the problem is predominant on the other two directions. Dual mesh technique 
is employed also for this case study.  
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A value of 0.4 was selected for the epsilon in this case-study. The mean value for fracture 
energy, selected from literature [39], is equal to 0.95 x 10-1 N/mm, and four different values 
for the standard deviation, including 0.1x10-2, 0.5x10-2, 1x10-2 and 5x10-2, are considered. 
 
The spatial fluctuation of the random parameter is described by Weibull distribution. Three 
different values of correlation length (lc = 1.2, 15 and 30 mm) are used, corresponding to 
stochastic field of low, moderate and strong spatial autocorrelation. In order to guarantee 
mesh convergence, the mesh refinement procedure for those elements subjected to high 
damage is incorporated for this example as well. The ratio between the correlation length of 
the random field and 𝜀 is kept in the range suggested by previous contributions [26 and 28]. 
The size of the refined finite element mesh is between one half and one quarter of the 
minimum correlation length selected for discretizing the random fields. 
 
Sample functions of a Weibull distributed stochastic field for standard deviation 5x10-2 and lc 
equal to 1.2 and 15 mm are shown in Figure 19. It is clear how a higher degree of 
heterogeneity is given not only by a higher standard deviation in input, but also by a lower 
correlation length, as observed in the study of [40]. Figure 20 shows the crack patterns 
obtained for four realizations with two different degrees of standard deviation (0.1x10-2 and 
5x10-2) and two different correlation lengths (1.2 and 15 mm). It is worth noticing that in the 
case with higher spatial variability the crack paths show an extremely tortuous pattern 
compared to the others. Together with the final crack patterns, in Figure 21 also contour plots 
for damage parameter for different realizations are shown for the time step immediately 
before the failure.  
 
The response variability is computed using MC simulation with sample size equal to 100. 
The statistical convergence achieved within this number for simulations with lc = 1.2 mm and 
the standard deviation equal to 5x10-2, is shown in Figure 22.  
 
Mean load-displacement curves obtained from the MC method corresponding to four 
different combined values of correlation length (lc = 1.2 and 15 mm) and standard deviation 
(0.1x10-2 and 5x10-2) are plotted in Figure 23. Comparison of the results shows that the low 
values of both standard deviation and correlation length are not capable to show a significant 
variation in the response of the material. Furthermore, if only one of the parameters is 
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modified to consider a higher degree of heterogeneity, the effect on the response is not 
appreciable. However, for low values of correlation length and high standard deviation a 
different mean curve is obtained, especially regarding the value of ultimate deformation on 
the elastic range. Figure 24 shows different plots for the same value of correlation length (lc = 
1.2 mm) and the four different values of standard deviation. Again, differences in the 
responses of different realizations are appreciable only for high standard deviations despite 
the low correlation length. 
 
Figure 25 shows realization for the same simulation of both fracture energy and modulus of 
elasticity when different degrees of cross correlation between variables are considered (0.95, 
0.5 and 0). The amount of variation for the fracture energy and modulus of elasticity is the 
same for the case with full correlation, while they vary randomly when cross correlation is 
equal to zero. Crack patterns are shown in Figure 26 together with the mesh topology after 
refinement.  
 
The statistical convergence achieved within 100 MC simulations is illustrated for the three 
different values of cross correlation in Figure 27 where the mean value and standard 
deviation of the peak load are plotted. Convergence is achieved quicker when partial 
correlation between variables is considered.  
 
Figure 28 shows the load–deformation curves obtained for different simulations with variable 
fracture energy and modulus of elasticity. Comparison with experimental results is provided. 
Always for an intermediate value of cross correlation the results are slightly closer to the 
experimental measurements. This conclusion is consistent with the results obtained by [41]. 
 
6. Conclusions  
In this paper, we presented a new methodology for numerical modelling of crack propagation 
of heterogeneous materials. Ignoring heterogeneity of materials results in prediction of the 
crack paths, which are different from the experimental observations. This is mainly because 
of the local effects (such as defects and loading conditions) that are not considered in the 
homogeneous models. An appreciable difference can be noted in terms of material strength. 
The homogeneous models overestimate the value of material strength and provide a fully 
linear plot, and are not capable of accounting for nonlinearities and reduction in stiffness 
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induced by local heterogeneities. Such non-linearity is visible also in the experimental plots. 
By incorporating the effect of heterogeneity, the numerical stress-strain plots coming from 
MC simulation method become closer to the experimental observations, in terms of both 
material strength and curve trends.  
 
By introducing the effect of heterogeneity, crack patterns don’t change significantly, as they 
are mostly determined by loading configuration and boundary conditions. They keep their 
major trends while becoming more tortuous.  
If multiple random variables are considered, results show that a high correlation leads to less 
realistic results compared to lower values of correlation. The application of a nonlinear 
dimensionality reduction technique leads to similar results, with the advantage in reducing 
the CPU time, especially the time associated to the sampling phase.  
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Tables 
 
Table 1. Dimension and mesh size for optimal cumulative variance trend for different sizes of neighbourhood k 
 Cumulative Variance 0.95 Cumulative Variance 0.9 
k 𝓭 Mesh size 
(mm) 
𝓭 Mesh size 
(mm) 
3 71 5.7 65 6.1 
4 103 4.6 94 4.8 
5 140 3.9 127 4 
6 180 3.3 164 3.5 
7 246 2.8 223 2.9 
8 290 2.6 264 2.75 
9 307 2.5 279 2.7 
10 342 2.4 310 2.5 
11 375 2.3 341 2.35 
12 424 2.25 383 2.3 
13 460 2.2 412 2.25 
14 488 2.2 432 2.25 
15 551 2 473 2.2 
16 551 2 508 2.1 
17 551 2 551 2 
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Figures 
 
 
    
Figure 1. Weibull function with different values of the shape parameter: Probability Density Function (left), 
Cumulative Distribution Function (right). 
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Figure 2. Algorithm for IsoMap 
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Figure 3. Sample generation: CPU evolution for different stochastic element sizes on the same problem. An 
increase in the size of the mesh leads to a reduction of the CPU time needed for the process. However, an 
excessive increase for the mesh size doesn’t lead to any significant improvement. 
 
 
 
 
 
 
Figure 4. Mapping procedure from stochastic to finite element mesh: projection of one mesh on the other (left) 
and calculation of the distances between barycentre (right). The new value of the random properties for the 
original finite element mesh is given by an average of the elements included within the projection, averaged 
according to the relative position between the elements. 
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(a)                                                                                        (b) 
Figure 5. a) Geometry, boundary and loading conditions of the rock sample; b) two-dimensional finite element 
mesh. 
 
 
 
 
Figure 6. A realization of the randomly distributed fracture energy in the cylindrical disc.  
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Figure 7. Comparison between crack paths achieved with homogeneous, one of the heterogeneous models and 
experiment.  
 
 
                  
Figure 8. Comparison between original stochastic mesh (left column), reduced-order stochastic mesh with 
correct size (central column) and excessive dimension (right column). The dimension of the reduced-order 
stochastic mesh is related to the size of its neighbourhood. With a very small neighbourhood size, the size of the 
mesh increases, leading to a loss of information of the stochastic field. This causes the predicted crack path to be 
significantly different from the original one. With an adequate dimension of the neighbourhood, crack path is 
still very close to the initial one. 
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Figure 9. Evolution of damage state in the disc for homogeneous (left) and one of the heterogeneous models 
with unit standard deviation (right). 
 
 
 
 
 
 
Figure 10. Brazilian disc test: Convergence of calculated mean value of tensile strength from simulations and 
comparison with tensile strength obtained from experiment for unit standard deviation. 
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Figure 11. Brazilian disc test: Effect of the number of MC simulation samples on the standard deviation of the 
tensile strength for unit standard deviation. Standard deviation’s trend gets stable after about 65 simulations. 
 
 
 
 
Figure 12. Brazilian disc test: Stress-Strain curves for 100 simulations and mean stress-strain curve. 
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Figure 13. Brazilian disc test: stress-strain curves, comparison between experimental data and numerical results 
from homogeneous and heterogeneous models for unit standard deviation.   
 
 
 
 
 
Figure 14. Brazilian disc test: stress-strain curves, comparison between experimental data and numerical results 
from homogeneous and heterogeneous models with different values of standard deviation: (model 1) 0.1 x 10-3; 
(model 2) 0.5 x 10-3; (model 3) 1 x 10-3. 
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(a) 
 
(b) 
 
(c) 
Figure 15. Brazilian disc test: stress – strain plots obtained from MC simulation for three different degrees of 
correlation. (a) full correlation, (b) partial correlation and (c) no correlation between fracture energy and 
modulus of elasticity.  
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Figure 16. Brazilian disc test: Comparison between the stress – strain curves obtained from MC simulation for 
three different degrees of correlation.  
 
(a)  
(b)  
(c)  
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Figure 17. Brazilian disc test: convergence of the mean value and standard deviation of the stress obtained from 
simulations with different degree of correlation. (a) full correlation, (b) partial correlation and (c) no correlation, 
between fracture energy and modulus of elasticity. 
 
  
Figure 18. Dog bone specimen: geometry definition  with D = 50 mm, r = 36. 53 mm and thickness = 100 mm 
(left) and Finite Element discretization (right)  
 
 
 
 
 
 
 
Figure 19. Dog bone specimen: Randomly selected realizations for standard deviation 5x10-2 and correlation 
length of 1.2 (left) and 15 (rigth) mm 
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(a)      (b)  
(c)       (d)  
Figure 20. Dog bone specimen: crack paths for randomly selected realization and for different values of 
correlation length and standard deviation. (a) lc = 1.2, Std Dev 0.1x10-2 ; (b) lc = 15, Std Dev 0.1x10-2; (c) lc = 
1.2, Std Dev 5x10-2; (d) lc = 15, Std Dev 5x10-2. 
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(a)  (b)  
(c)  (d)  
Figure 21. Dog bone specimen: damage distribution over the specimen for randomly selected realization and for 
different values of correlation length and standard deviation. (a) lc = 1.2, Std Dev 0.1x10-2; (b) lc = 15, Std Dev 
0.1x10-2; (c) lc = 1.2, Std Dev 5x10-2; (d) lc = 15, Std Dev 5x10-2. 
 
 
 
 
 
 
 
  40 
 
 
Figure 22. Dog bone specimen: convergence for mean (top) and standard deviation (bottom) of the peak load 
(stochastic fracture energy with standard deviation 5x10-2 and correlation length 1.2) 
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Figure 23. Dog bone specimen: load – displacements curves for different values of correlation length and 
standard deviation. (model a) lc = 1.2, Std Dev 0.1x10-2; (model b) lc = 15, Std Dev 0.1x10-2; (model c) lc = 1.2, 
Std Dev 5x10-2; (model d) lc = 15, Std Dev 5x10-2. 
 
 
Figure 24. Dog bone specimen: load – displacements curves for lc = 1.2 and different values of standard 
deviation: (model a) standard deviation 0.5x10-2; (model b) standard deviation 1x10-2; (model c) standard 
deviation 5x10-2. 
 
 
  42 
 
 
(a)  
(b)  
Figure 25. Dog bone specimen: randomly selected realizations for fracture energy and modulus of elasticity in 
case of full correlation (a) and no correlation (b) between variables. 
 
 
 
(a)  (b)  
Figure 26. Dog bone specimen: crack paths for randomly selected realization and for different values of cross 
correlation between fracture energy and modulus of elasticity. (a) fully correlated variables (b) uncorrelated 
variables. 
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(a)  
(b)  
(c)  
Figure 27. Dog bone specimen: convergence for mean (left) and standard deviation (right) of the peak load for 
different degrees of cross correlation. (a) fully correlated, (b) partially correlated and (c) uncorrelated variables. 
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Figure 28. Load – displacements plot for the dog bone specimen for realization with different values of cross-
correlation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
