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Abstract: Perturbative superstring theory is revisited, with the goal of giving a simpler
and more direct demonstration that multi-loop amplitudes are gauge-invariant (apart from
known anomalies), satisfy space-time supersymmetry when expected, and have the ex-
pected infrared behavior. The main technical tool is to make the whole analysis, including
especially those arguments that involve integration by parts, on supermoduli space, rather
than after descending to ordinary moduli space.
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1 Introduction
Powerful covariant methods to compute superstring scattering amplitudes in the RNS
formulation were introduced in the 1980’s [1] and have been widely used ever since.1 But
some aspects of the formalism have remained slightly opaque. In the present paper, we will
revisit this subject, aiming to give simpler and more direct demonstrations that multi-loop
superstring amplitudes are gauge-invariant (apart from known anomalies), satisfy space-
time supersymmetry when expected, and have the infrared behavior that one would expect
of a field theory with the same massless particles and low energy interactions.
These results are more transparent if superstring perturbation theory is formulated
in terms of super Riemann surfaces and supermoduli space, rather than aiming to reduce
everything to ordinary Riemann surfaces and moduli space. This is not a new idea and
most of the pieces of the puzzle have been described long ago. The literature is too vast to
be properly summarized here,2 but a few relevant points are as follows. The measures on
supermoduli space that should be integrated to compute perturbative superstring scattering
amplitudes were defined from several points of view [4–6] in the 1980’s. The link between
the picture-changing formalism of [1] and integration over fermionic moduli was made in
[7]. The article [8] gives a thorough review of much of what was known in the late 1980’s.
Some of the ideas that will be important in the present paper were introduced in the
1990’s in work that has unfortunately remained little-known [9–11]. Finally, we mention
a different kind of milestone; the first completely consistent one-loop computations were
performed in [12, 13], and two-loop calculations were first performed in [14].
We start by describing the appropriate measures on moduli space and supermoduli
space, and the framework for understanding gauge-invariance of loop amplitudes. We
review the bosonic string in section 2 in a way that straightforwardly generalizes to su-
perstrings in section 3. In sections 4 and 5, we extend the superstring analysis to include
external vertex operators, among other things incorporating the relevant aspects of the
covariant quantization of superstrings [1] and discussing the role of pictures. In section 6,
we use the general formalism to compute the string propagator, or in other words the inte-
gration measure for a string that propagates almost on-shell for a long proper time. This
is a good illustration, and also an important example, since it is the key to understanding
the infrared region and explaining why superstring theory has precisely the same singular-
ities as a field theory with the same low energy content. In section 7, we analyze BRST
anomalies and introduce the massless tadpoles that present the most subtle challenge for
superstring perturbation theory. We study loop-induced symmetry breaking in detail, even
though it is fairly rare, because it is a potential failure mode of superstring perturbation
theory and it is important to have criteria under which this failure mode does not occur. In
section 8, we analyze the spacetime supersymmetry of loop amplitudes and the vanishing
of massless tadpoles. The corresponding analysis for open and/or unoriented superstrings
involves some new ingredients related to spacetime anomalies and Ramond-Ramond tad-
poles and is treated in section 9. Finally, in section 10, we provide more details about the
1Parts of this construction were developed independently in [2].
2The history and development of string theory up to 1984 are recounted in [3].
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path integral of the bosonic ghost system in the presence of the delta function insertions
that are ubiquitous in superstring perturbation theory.
We will generally attempt to minimize the demands on the reader’s familiarity with
supermanifolds and integration on them and with super Riemann surfaces and their moduli.
More detail can be found, for example, in [15, 16] and references cited there.
It is tedious to always repeat everything for all of the open and closed, oriented and
unoriented, bosonic and supersymmetric string theories. Our default examples are usually
closed oriented bosonic strings and heterotic strings. When this is simplest, we explain a
point in the context of open strings. We only run through the full roster of string theories
when there are novelties involved, and otherwise leave generalizations to the reader.
We make several restrictions on the scope of this paper. First and very important,
we assume that the reader has already learned the basics about superstring perturbation
theory elsewhere, and we only review the basics here to the extent that it seems particularly
useful. Second, as explained in section 2.4.1, we consider only the simplest class of vertex
operators that suffice for computing the S-matrix. These are vertex operators that are
conformal or superconformal primaries with the simplest possible dependence on the ghost
fields. Techniques for computing with more general vertex operators (arbitrary BRST-
invariant vertex operators that are annihilated by b0− b˜0) are well-established [17, 18], but
the necessary details would make the present paper more complicated, possibly without
interacting in an interesting way with our main points.
Accordingly, we omit certain questions, such as mass renormalization and an analysis
of models in which a perturbative shift in the vacuum is necessary to maintain spacetime
supersymmetry, that are difficult to study in a conformally-invariant formalism. Actually,
an off-shell formalism appropriate for these questions has been developed in a relatively
recent series of papers (these papers were not available when the original version of the
present paper was submitted to the arXiv in 2012). For a selection of these papers, see [19–
24]. These papers have been written in the language of picture-changing operators rather
than in terms of super Riemann surfaces. It would certainly be possible to restate the results
of those papers in the super Riemann surface language employed in the present paper,
basically by working on a super Riemann surface with a choice of local superconformal
coordinates at each puncture. However, this has not yet been done.
Likewise, it is difficult to incorporate expectation values of Ramond-Ramond fields in
the superconformal framework, so we do not consider backgrounds with such expectation
values. Similarly, we do not make contact with the pure spinor formalism [25].
We will not discuss ultraviolet issues in this paper, since there are none. Modular
invariance, which was discovered over forty years ago [26] following the recognition of
the special role of 26 dimensions [27], removes the ultraviolet region from superstring
perturbation theory, though it took some time for this to be understood.
An informal account of some of the main ideas in this paper can be found in [28].
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2 A Measure On Moduli Space
2.1 The Vacuum Amplitude
We begin by recalling how the path integral of bosonic string theory generates a measure
on the moduli space of Riemann surfaces. For standard explanations, see [29–31] or section
5.3 of [32] (whose conventions we generally follow). The explanation that follows is chosen
to extend straightforwardly to superstring theory.
As usual, the worldsheet of a bosonic string is a Riemann surface Σ, endowed with
a metric tensor g and parametrized by local coordinates σi, i = 1, 2. We always assume
Weyl invariance, so we are really interested in the conformal structure, or equivalently the
complex structure, defined by g. The worldsheet theory has matter fields X and ghost
fields ci, bij ; geometrically, c is a vector field on Σ and b is a symmetric traceless tensor.
The gauge-fixed action I is the sum of a matter action IX and a ghost action Igh,
I = IX + Igh
Igh =
1
2pi
∫
d2σ
√
g bijD
icj . (2.1)
One defines an anomalous ghost number charge Ngh such that c and b have Ngh = 1 and
−1 respectively. On a surface3 Σ of genus g, the ghost number anomaly violates Ngh by
−(6g − 6), meaning that a product of operators of definite ghost number can have an
expectation value only if their total ghost number is −(6g− 6).
The gauge-fixed theory has a BRST symmetry with generator QB. Apart from the
fact that QB has ghost number 1 and obeys Q
2
B = 0, its most important property for our
purposes is that
{QB, bij} = Tij , (2.2)
where Tij is the stress tensor, defined as the response of the action to a change in the
metric:
δI =
1
4pi
∫
d2σ
√
g δgij T
ij . (2.3)
In asserting that the action I is BRST-invariant, one views the metric g as a fixed,
c-number quantity. However, it will be convenient to introduce a new fermionic variable
δg, of Ngh = 1, and to extend the BRST symmetry by
[QB, gij ] = δgij , {QB, δgij} = 0. (2.4)
We take δgij to be a symmetric traceless tensor (we define δg to be traceless as we are only
interested in g up to Weyl transformations).
The formula (2.3) shows that if we allow the metric to vary with an unspecified BRST
variation δgij , then the action I is not invariant. But the fundamental formula (2.2) shows
that we can restore BRST symmetry with a simple addition to the action:
I → Î = I + 1
4pi
∫
d2σ
√
gδgijb
ij . (2.5)
3 The function F (g|δg) that we will define vanishes if Σ has any conformal Killing vector fields, since in
this case the ghost field c has zero-modes and the integral over those zero-modes will vanish. Hence, until
we introduce punctures in section 2.4, the following discussion is non-trivial only if g > 1.
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Now we define a function4 of g and δg by integration over the fields X, b, c:
F (g|δg) =
∫
D(X, b, c) exp
(
−Î(X, b, c; g, δg)
)
=
∫
D(X, b, c) exp(−I) exp
(
− 1
4pi
∫
Σ
d2σ
√
g δgij b
ij
)
. (2.6)
Since the action and the integration measure are BRST-invariant, integrating out the fields
X, b, c is a BRST-invariant operation, so F (g|δg) is BRST-invariant:
[QB, F (g|δg)} = 0. (2.7)
The integrand in (2.6) is an inhomogeneous function of δg. However, the function
F (g|δg) is actually homogeneous in δg with a definite weight. To see this, we expand in
powers of δg:
exp
(
− 1
4pi
∫
Σ
d2σ
√
g δgijb
ij
)
=
∞∑
n=0
1
n!
(
− 1
4pi
∫
Σ
d2σ
√
g δgijb
ij
)n
. (2.8)
Each power of δg accompanies a power of b, and because of the ghost number anomaly, a
non-zero contribution comes only from n = 6g − 6. So actually, F (g|δg) is homogeneous
in δg of degree 6g − 6. (We are limited here to g > 1 as we have assumed that c has no
zero-modes. In section 2.4, we will make vertex operator insertions and then there is no
such restriction.)
Acting as in (2.7) on a function that depends only on g and δg, QB can be written in
more detail as
QB =
∫
Σ
d2σ
∑
i,j=1,2
√
gδgij
δ
δgij
. (2.9)
At this point, it is good to remember that on a manifold M with local coordinates xi, i =
1, . . . , s = dimM , one introduces odd variables dxi (which are usually called one-forms)
and defines the exterior derivative operator
d =
s∑
i=1
dxi
∂
∂xi
, (2.10)
which obeys d2 = 0. A function F (x1 . . . xs|dx1 . . . dxs) that is homogeneous of degree p in
the odd variables has an expansion
F (x1 . . . | . . . dxs) =
∑
i1<···<ip
Fi1...ip(x
1 . . . xs)dxi1 . . . dxip (2.11)
and is usually called a p-form. So d maps p-forms to (p + 1)-forms; a p-form ω is said to
be closed if dω = 0 and to be exact if ω = dλ for some (p− 1)-form λ. If we just identify
4The vertical bar in F (g|δg) is meant to remind us that g is bosonic or even and δg is fermionic or
odd. We often write F (t1 . . . tp|θ1 . . . θq) for a function F that depends on even variables t1 . . . tp and odd
variables θ1 . . . θq.
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δgij with dgij , we can think of the operator on the left hand side of (2.9) as the exterior
derivative on the space J of all of conformal structures on Σ (that is, the space of metrics
on Σ modulo Weyl transformations): the integral over Σ and sum over i, j = 1, 2 in (2.9)
is the analog of the sum over i in (2.10). So in fact, we can view F (g|δg) as a (6g−6)-form
on J. With this interpetation, (2.7) says that this form is closed, dF = 0.
2.2 Reducing To Moduli Space
To get farther, we must consider diffeomorphism invariance. We want to interpret F (g|δg)
as a form not on the infinite-dimensional space J, but on the quotient Mg = J/D, where
D is the group of orientation-preserving diffeomorphisms of Σ. Mg is the moduli space
of Riemann surfaces of genus g. To show that F (g|δg) is the “pullback” from Mg of a
differential form on Mg, we need to establish two things (see appendix A):
(1) F (g|δg) must be D-invariant. This is actually manifest from the diffeomorphism-
invariance of the whole construction.
(2) F (g|δg) must vanish if contracted with one of the vector fields on J that generates
the action of D. Such a vector field is
gij → gij + (Divj +Djvi), (2.12)
where vi is an ordinary vector field on Σ and  is an infinitesimal parameter. The operation
of contraction with this vector field transforms δgij by
δgij → δgij + (Divj +Djvi). (2.13)
(It may be helpful to compare to the finite-dimensional formulas (A.1) and (A.2).) For
F (g|δg) to be invariant under this shift of δgij means precisely that∫
Σ
d2σ
√
g (Divj +Djvi)
δ
δ(δgij)
F (g|δg) = 0. (2.14)
Explicitly, given the definition (2.6) of F (g|δg), the requirement is∫
D(X, b, c) exp(−Î)
∫
Σ
d2σ
√
g(Divj +Djvi)b
ij = 0. (2.15)
This is indeed true, as we learn upon integrating by parts and using the equation of motion
Dib
ij = 0. (2.16)
So in fact, F (g|δg) is the pullback to J of a (6g−6)-form onMg. This form, moreover,
is closed, since F (g|δg) is BRST-invariant. Actually, once we know that F (g|δg) is a
pullback from Mg, we do not really need BRST symmetry to prove that dF = 0. This is
automatically true; the dimension ofMg is 6g−6, so a (6g−6)-form onMg is automatically
closed. However, as we will see in section 2.4, once we consider vertex operator insertions,
the closedness of F (g|δg) does give non-trivial information.
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The equation (2.16) arises as the classical equation of motion δÎ/δcj = 0. The use of
the classical equation of motion is really a shorthand for the fact that the path integral is
invariant under the change of variables
ci → ci + vi, (2.17)
with  a parameter. Under this transformation, the measure is invariant and the action
shifts by Î → Î − (/2pi) ∫Σ d2σ√g bijDivj . To first order in , the path integral transforms
by ∫
D(X, b, c) exp(−Î)→
∫
D(X, b, c) exp(−Î)
(
1 +

2pi
∫
Σ
d2σ
√
gbijD
ivj
)
. (2.18)
The fact that the right hand side is independent of  gives (2.15).
In our derivation, we have not made use of the fact that J and Mg have complex
structures. In fact, picking local holomorphic and antiholomorphic coordinates5 z and z˜ on
Σ, we can decompose ci and bij into holomorphic components c
z, bzz and antiholomorphic
components cz˜, bz˜z˜, which we often denote as c, b and c˜, b˜, respectively. One can define
separate anomalous ghost number symmetries for c, b and for c˜, b˜. Each has an anomaly
−(3g−3). This means in practice that both b and b˜ have 3g−3 zero-modes on a surface Σ
of genus g, so it requires 3g− 3 insertions of b and 3g− 3 insertions of b˜ to get a non-zero
path integral. From this, it follows that F (g|δg) is a form of degree (3g − 3, 3g − 3), in
other words, its holomorphic and antiholomorphic degree are both 3g− 3.
A few more comments will be helpful background for the generalization to superstrings.
By a zero-mode of b, we will mean simply a solution of the classical equation Dib
ij = 0.
Let us expand bij in c-number zero-modes bα, α = 1, . . . , 6g− 6, and non-zero modes b′λ:
bij =
6g−6∑
α=1
uαbα,ij +
∑
λ
wλb
′
λ ij . (2.19)
Here uα and wλ are anticommuting coefficients. When we make this expansion, the coeffi-
cients uα do not appear in the original action I(X, b, c), precisely because the corresponding
modes are zero-modes. They do appear in the extended action Î:
Î = · · ·+ 1
4pi
6g−6∑
α=1
∫
Σ
d2σ
√
gδgijuαb
ij
α . (2.20)
The part of the path integral that depends on the zero-mode coefficients uα is therefore
particularly simple. This is a factor
6g−6∏
α=1
∫
duα exp
(
uα
4pi
∫
Σ
d2σ
√
gδgijb
ij
α
)
=
6g−6∏
α=1
1
4pi
∫
Σ
d2σ
√
gδgijb
ij
α . (2.21)
5We write z˜ for what is more commonly called z. Since all correlation functions are real-analytic, we can
analytically continue slightly away from z˜ = z and that is why we adopt this more flexible notation. The
ability to make this analytic continuation is more important in superstring theory, in which a condition
z˜ = z would not be invariant under superconformal transformations.
– 7 –
We have used the fact that if u and v are odd variables, then
∫
du exp(uv) = v. On the
right hand side of (2.21), we see explicitly that F (g|δg) is proportional to 6g− 6 factors of
δg. It is instructive to recall that if v is an odd variable, then v = δ(v). So if we set
vα =
1
4pi
∫
Σ
d2σ
√
gδgijb
ij
α , (2.22)
then F (g|δg) is proportional to
6g−6∏
α=1
δ(vα). (2.23)
Actually, (2.23) gives the complete dependence of F (g|δg) on δg. To see this, we can
assume that c has no zero-modes, since otherwise F (g|δg) = 0. So the mode expansion of
c involves only non-zero modes cλ with coefficients γλ:
ci =
∑
λ
γλc
i
λ. (2.24)
The part of the action Î that depends on the γλ has the general form −
∑
λmλwλγλ with
non-zero constants mλ, and the integral over the γλ is∏
λ
∫
Dγλ exp(mλγλwλ) =
∏
λ
mλ ·
∏
λ
δ(wλ) (2.25)
(here
∏
λmλ is the determinant of the non-zero ghost and antighost modes; of course
it requires regularization). The integral over wλ can be performed with the aid of the
δ functions in (2.25), so even though in the definition (2.5) of the extended action, the
coefficients wλ do couple to δg, this coupling does not affect the evaluation of F (g|δg).
Hence (2.21) or (2.23) does give the full dependence of F (g|δg) on δg.
2.3 Integration Over Moduli Space
Having understood that F (g|δg) is the pullback of a differential form of top degree onMg,
which we denote by the same name, we can formally define the genus g vacuum amplitude
of string theory by integration over Mg:
Zg =
∫
Mg
F (g|δg). (2.26)
The only problem with this formal definition is thatMg is not compact. This is an essential
fact in string theory, since the region at infinity inMg is the infrared region that generates
singularities – such as poles associated to on-shell particles and cuts associated to unitarity
– that are essential to the physical interpretation of the theory. But by the same token,
the noncompactness of Mg makes infrared divergences possible. In bosonic string theory,
in attempting to evaluate the integral (2.26), one indeed runs into infrared divergences
associated to tachyons and massless scalar tadpoles. The real arena of application of a
formula such as (2.26) is superstring theory, where in an appropriate class of tachyon-free
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vacua with spacetime supersymmetry, a similar formula arises (in a formalism based on
super Riemann surfaces rather than ordinary ones) without the infrared divergences.
In addition, it is a little artificial to focus on the vacuum amplitude (2.26). What we
really want to compute is the S-matrix, which is obtained by a generalization of what we
have so far explained to include external vertex operators. We discuss this in section 2.4.
Here we want to explain a key point that is largely unaffected by these generalizations.
We can explicitly evaluate the differential form that has to be integrated over Mg using
any local section of the fibration J → Mg, or equivalently any explicit family of metrics
gij(σ;m1, . . . ,mp) on Σ that depends on modular parameters m1, . . . ,mp. Here the ms,
s = 1, . . . , p = dimMg are local coordinates on Mg that we can interpret as moduli of
Σ, and gij(σ;m1, . . . ,mp) is a corresponding family of metrics on Σ. (We call this “a”
corresponding family of metrics, not “the” family, since the metric corresponding to a
given point in Mg is only determined up to diffeomorphism and Weyl transformation.)
The family of metrics gij(σ;m1, . . . ,mp) defines a local slice transverse to the action of
the diffeomorphism group on J, or equivalently a local section S of the fibration J→Mg.
We do not need to worry about the global properties of S; the differential form on Mg
that we are trying to evaluate is intrinsically defined, and we can evaluate it in a given
region of Mg using any local slice that we choose.
Once we specify the metric gij in terms of the modular parameters m1, . . . ,mp, we can
similarly express δg = {QB, g} in terms of ms and6 dms = {QB,ms}:
δgij =
p∑
s=1
∂gij
∂ms
dms. (2.27)
Accordingly, we can evaluate the term in the action that involves δg:
1
4pi
∫
Σ
d2σ
√
g δgijb
ij =
1
4pi
p∑
s=1
dms
∫
Σ
d2σ
∂(
√
ggij)
∂ms
bij . (2.28)
After expressing F (g|δg) in terms of ms and dms, s = 1, . . . , p, we get a differential
form F (m1, . . . ,mp|dm1, . . . ,dmp) that can be integrated over the variables ms and dms.
From the definition of F (g|δg), we have
F (g|δg) =
∫
D(X, b, c) exp
(
−Î
)
=
∫
D(X, b, c) exp
(
−I − 1
4pi
p∑
s=1
dms
∫
Σ
d2σ
∂(
√
ggij)
∂ms
bij
)
.
(2.29)
F (g|δg) is an inhomogeneous differential form, rather than a form of definite degree, since
the right hand side is not of definite degree in dm1, . . . ,dmp. The only part that can
be integrated over Mg is the part of top degree p. This is obtained by expanding the
exponent in (2.29) and picking out the term that is proportional to each of the odd variables
6Once we get down to a finite-dimensional slice, we denote {QB ,ms} as a one-form dms, rather than
using the notation δms, which is suggestive of infinite dimensions.
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dm1, . . . ,dmp:
Ftop(m1 . . . | . . . dmp) = (−1)p(p+1)/2dm1 . . . dmp
∫
D(X, b, c)e−I
p∏
s=1
1
4pi
∫
Σ
d2σ
∂(
√
ggij)
∂ms
bij .
(2.30)
In short, for each modulus ms over which one wishes to integrate, one must insert in
the path integral a factor of
Ψs =
1
4pi
∫
Σ
d2σ
∂(
√
ggij)
∂ms
bij . (2.31)
This is a standard result (see [30] or eqn. (5.3.9) of [32]). The integral over Mg is
(−1)p(p+1)/2
∫
D(m1 . . . | . . . dmp)dm1 . . . dmp
∫
D(X, b, c) exp(−I)Ψ1 . . .Ψp. (2.32)
Since the Ψi are odd variables, we have Ψi = δ(Ψi), and we could equivalently write
(−1)p(p+1)/2
∫
D(m1 . . . | . . . dmp)dm1 . . . dmp
∫
D(X, b, c) exp(−I)δ(Ψ1) . . . δ(Ψp).
(2.33)
One can perform the Berezin integral over the odd variables dms, s = 1, . . . , p and write
an equivalent formula∫
D(m1, . . . ,mp)
∫
D(X, b, c) exp(−I)δ(Ψ1) . . . δ(Ψp) (2.34)
that involves integration over only the ms and not the dms. This is a more standard
version of the formula. Any of the formulas in this paragraph expresses the form that has
to be integrated overMg to compute the vacuum amplitude of the bosonic string in terms
of correlation functions on the Riemann surface Σ.
We used a local slice in writing the formula, but the formula is independent of the
slice. Concretely, the mechanism by which this occurs is that the factors δ(Ψs) involve
both zero-modes and non-zero modes of b, but when we perform the integral over c, the
coefficients of non-zero modes are set to zero, as in the discussion following eqn. (2.23),
and only the zero-modes remain. At that point the dependence on the slice drops out.
Hopefully, the reader can see that the derivation of (2.34) and the other formulas of the
last paragraph is a close relative of the derivation of eqn. (2.23). In each case, the key
was the coupling of δg to the zero-modes of b. To get eqn. (2.23), we integrated over
those zero-modes to get a function of δg, while to get (2.34), we integrated over δg to get
a function of the zero-modes.
2.4 Vertex Operator Insertions
Typically, we want to calculate not the vacuum amplitude (2.6) but a more general ampli-
tude with insertion of some function Ω(X, b, c, g, δg):
FΩ(g|δg) =
∫
D(X, b, c) exp
(
−Î(X, b, c, g, δg)
)
Ω. (2.35)
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The right hand side of (2.35) is invariant if we transform all variables Φ = X, b, c, g, or δg
by Φ→ (1 + QB)Φ, with a small parameter . In general, Ω may not be invariant under
this transformation, so from this invariance we deduce not that dFΩ = 0, but that
dFΩ + FQBΩ = 0. (2.36)
The usual case is that Ω is a product of vertex operators Vs, s = 1, . . . ,n inserted at
points ps ∈ Σ:
Ω =
n∏
s=1
Vs(X, b, c; ps). (2.37)
The points ps are often called marked points or punctures. In this case, we write FV1,...,Vn
for FΩ.
2.4.1 Conformal Vertex Operators
We will consider only the simplest class of operators that suffices for computing the S-
matrix. These are operators of the form Vs = c˜cVs, where Vs is a (1,1) primary field7
constructed from the matter fields only. The reason that these are the simplest operators
to use is as follows.
To express S-matrix elements in terms of integrals of naturally-defined differential
forms on the appropriate finite-dimensional moduli space, we will need the vertex operators
to depend only on c and c˜ but not their derivatives. (See section 2.4.2.) An equivalent
condition8 is that
bnVs = b˜nVs = 0, n ≥ 0, (2.38)
where bn and b˜n are the antighost modes
bn =
1
2pii
∮
dz zn+1bzz, b˜n =
1
2pii
∮
dz˜ z˜n+1bz˜ z˜. (2.39)
If QBVs = 0 and Vs also obeys (2.38), then Vs is annihilated for n ≥ 0 by Ln = {QB, bn}
and by L˜n = {QB, b˜n}, n ≥ 0. So Vs will be a conformal primary of dimension (0, 0).
The most simple formalism also represents the external states by vertex operators of
ghost number 2; the usual physical states appear at this ghost number, and this value will
lead to differential forms on moduli space of the right degree to be integrated, as we will
see. Even without assuming BRST invariance, the most general vertex operator of ghost
number 2 that does not involve derivatives of c and c˜ is Vs = c˜cVs, where Vs is constructed
from matter fields only. Such a Vs is BRST-invariant if and only if Vs is a conformal
primary field of dimension (1, 1), and in this case Vs is indeed a conformal primary of
dimension (0, 0). So these are the simplest vertex operators to use and we will call them
conformal vertex operators.
7 By an (n,m) primary field, we mean a primary field of holomorphic and antiholomorphic conformal
dimensions n and m.
8This condition may have first been stated in eqn. (5.18) of [31]. See also [18].
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Every physical state of string theory with non-zero momentum9 can be represented
by a conformal vertex operator, so vertex operators of this type suffice for computing the
S-matrix. However, the representation of a physical state by a conformal vertex operator
is in general not unique. A matter primary Vs of dimension (1, 1) may be a null vector, in
which case the corresponding vertex operator Vs is a BRST commutator, Vs = {QB,Ws}.
We will have to demonstrate gauge-invariance of the S-matrix, by which we mean that a
conformal vertex operator of the form Vs = {QB,Ws} decouples from the S-matrix. In
doing so, an important fact, explained in appendix B, will be that if a conformal vertex
operator Vs is of the form {QB,Ws}, then Ws can be chosen to obey the same conditions
as Vs:
bnWs = b˜nWs = 0, n ≥ 0. (2.40)
This is equivalent to saying that just like Vs, Ws is constructed only from c and c˜ and not
their derivatives. Given this, Ws is a conformal primary of dimension (0, 0), just like Vs.
Indeed, we have LnWs = {QB, bn}Ws = QBbnWs+bnVs, and this vanishes for n ≥ 0, since
bnVs = bnWs = 0.
For insertions of conformal vertex operators, (2.36) reduces to dFV1,...,Vn = 0, since
conformal vertex operators are QB-invariant not just in the usual sense but also in the
extended sense. The usual QB transformations for an operator constructed just from
matter fields X, ghosts c, and the world sheet metric g – such as a conformal vertex
operator Vs – are
δci = cj∂jc
i
δX = cj∂jX
δgij = Dicj +Djci − gijDkck. (2.41)
A conformal vertex operator Vs(p) is invariant under this transformation. In the extended
formalism that we use here, only one thing is different: instead of δgij being defined as in
(2.41), it is treated, off-shell, as an arbitrary symmetric traceless tensor. However, on-shell
the formula δgij = Dicj + Djci − gijDkck is valid since this is the equation of motion
for the antighost field b derived from the extended action Î of eqn. (2.5). In general,
the equations of motion may be used in proving the invariance of an operator under a
symmetry. One may be slightly surprised at the need here to use the antighost equation of
motion; however, in standard approaches, this is necessary after gauge-fixing. Customarily,
after gauge-fixing, gij is treated as a c-number and so δgij is set to 0; after doing so, QB-
invariance of conformal vertex operators relies on the fact that the equation of motion for
b derived from the ordinary action I is Dicj +Djci − gijDkck = 0.
9This assertion is part of the BRST version of the no-ghost theorem; see [33–36], or, for example, section
4.2 of [32]. (For the original no-ghost theorem, see [37, 38].) The usual proof holds in compactification
to d ≥ 2 dimensions – or more precisely if the matter conformal field theory has at least 2 free fields. In
typical bosonic string compactifications, what we miss by considering only conformal vertex operators is
the ability to separate the zero momentum dilaton from the trace of the metric. (See section 7.2.2.) This
does not affect the ability to compute the S-matrix.
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2.4.2 Integration On Moduli Space
As we have defined it so far, FV1,...,Vn is a differential form on the space J of conformal
structures on Σ. However, as in section 2.1, we can interpret FV1,...,Vn as the pullback of a
differential form on the appropriate moduli space, which in the present case is the moduli
spaceMg,n that parametrizes a Riemann surface Σ of genus g with n punctures p1, . . . , pn.
Let Dp1,...,pn be the group of orientation-preserving diffeomorphisms of Σ that are trivial
at p1, . . . , pn. This group is generated by vector fields v on Σ that vanish at p1, . . . , pn:
vi(p1) = · · · = vi(pn) = 0. (2.42)
Mg,n is a quotient:
Mg,n = J/Dp1,...,pn . (2.43)
Just as in section 2.1, for FV1,...,Vn(g|δg) to be a pullback fromMg,n, we need two proper-
ties:
(1) FV1,...,Vn(g|δg) must be Dp1,...,pn-invariant. This is manifest from the definition.
(2) FV1,...,Vn(g|δg) must also be annihilated by contraction with any of the vector fields
generating Dp1,...,pn . The condition is as in eqn. (2.15) but now with the external vertex
operators included:∫
D(X, b, c) exp(−Î)
n∏
s=1
Vs(X, b, c; ps)
∫
Σ
d2σ
√
g(Divj +Djvi)b
ij = 0. (2.44)
To prove this using the change of variables (2.17), we need to know that the vertex operators
Vs(ps) are invariant under ci → ci + vi, so that including these vertex operators does not
modify the previous argument. This is true because Vs(ps) is proportional to c(ps) and
c˜(ps) but not their derivatives, and moreover v
i(ps) = 0 as in (2.42).
Having understood that FV1,...,Vn(g|δg) is the pullback of a differential form onMg,n –
which we denote by the same name – we can give a formal recipe for computing S-matrix
elements. If the vertex operators Vs all have ghost number 2, then the number of antighost
insertions needed to get a non-zero path integral is 6g − 6 + 2n, so that is the degree of
FV1,...Vn . But this number is the same as the real dimension of Mg,n, so formally we can
integrate FV1,...,Vn over Mg,n:
〈V1 . . .Vn〉g =
∫
Mg,n
FV1,...,Vn . (2.45)
This integral is supposed to give the genus g contribution to the scattering amplitudes of
the string states corresponding to V1, . . . ,Vn.
Just as in section 2.3, the only problem is that Mg,n is not compact. The inte-
grals (2.45) are infrared-divergent because of tachyons and massless tadpoles, and hence
in bosonic string theory the definition of the S-matrix is purely formal. The real arena of
application of the ideas that we have explained is superstring theory, which admits a similar
formalism, but with a sensible infrared behavior. At the most basic level, the infrared be-
havior of superstring theory is sensible because supersymmetric theories are tachyon-free;
more delicate questions of massless tadpoles will be discussed in section 8.
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2.4.3 Gauge Invariance
Now let us discuss the gauge-invariance of the formalism. Gauge-invariance of the S-matrix
means that the integral (2.45) must vanish if we replace one of the vertex operators, say
V1, with {QB,W1}: ∫
Mg,n
F{QB ,W1},V2,...,Vn = 0. (2.46)
To explore this question, we can invoke (2.36):
dFW1,V2,...,Vn + F{QB ,W1},V2,...,Vn = 0. (2.47)
As explained in appendix B, we can assume here that W1 is annihilated by bn and b˜n,
n ≥ 0, or equivalently that it is constructed from c and c˜ but not their derivatives. This
ensures thatW1(p1) is invariant under ci → ci+ vi, where vi vanishes at the points ps. So
the same argument that we have already given shows that FW1,V2,V3,...,Vn is the pullback
of a differential form on Mg,n, in this case a form of degree 6g− 7 + 2n = dimMg,n − 1.
So we can understand eqn. (2.47) as a relation between differential forms onMg,n, and in
particular we have ∫
Mg,n
F{QB ,W1},V2,...,Vn = −
∫
Mg,n
dFW1,V2,...,Vn . (2.48)
IfMg,n were compact, we would now invoke Stokes’s theorem to deduce the vanishing
of the right hand side of eqn. (2.48), and this would establish gauge-invariance. Since
actuallyMg,n is non-compact, to demonstrate the vanishing of the right hand side of eqn.
(2.48), we have to integrate by parts and show that there are no surface terms arising in
the infrared region at infinity. Because of the unphysical infrared singularities of bosonic
string theory, the proper framework for this discussion is really superstring theory. We
return to this question in section 7, after describing the appropriate superstring measure
and gaining some information about its behavior in the infrared region.
2.4.4 More General Vertex Operators
Had we represented our external states by arbitrary QB-invariant vertex operators,
10 rather
than the special ones we actually used, we would have needed a more elaborate formalism
[17, 18]. This does not seem necessary for the purposes of the present paper, so we will just
give a few hints of what is involved. If the Vs (or the gauge parameters Ws in the above
analysis) are QB-invariant and primary, but depend on derivatives of c and c˜, we can define
FV1,...,Vn (or FW1,V2,...,Vn) in a conformally invariant fashion as a closed form on the space J
of conformal structures, but it is not a pullback from J/Dp1,...,pn . However, at a given mass
level, the Vs and Ws can only depend on derivatives of c and c˜ up to some finite order N .
So FV1,...,Vn (or FW1,V2,...,Vn) is always a pullback from J/D
(N+1)
p1,...,pn , where D
(N+1)
p1,...,pn consists
of orientation-preserving diffeomorphisms of Σ that are trivial up to order N + 1 near the
10Actually, even in a very general formalism, the vertex operators should be constrained to be annihilated
by b0 − b˜0, for a reason that will appear in the next paragraph. It follows that they are also annihilated by
L0 − L˜0 = {QB , b0 − b˜0}.
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ps. If the Vs orWs are not primary, one must drop the assumption of conformal invariance
and endow Σ with a metric (or a suitable system of local parameters) near the punctures
ps.
In either or both of these cases, one can define FV1,...,Vn (or FW1,V2,...,Vn) as a closed
form of the appropriate degree on a space Zg,n that is a fiber bundle overMg,n. Provided
that the vertex operators are all annihilated by b0 − b˜0, one can define Zg,n so that its
fibers are contractible (see [18]). This ensures that it is possible to choose a section Υ of
the fibration Zg,n → Mg,n and that all such sections are homologous. One defines the
scattering amplitudes by integrating FV1,...,Vn over Υ. This procedure would give a unique
and gauge-invariant result, independent of the choice of Υ, if Mg,n were compact. So
as usual the only real subtleties – beyond the need for a somewhat intricate formalism –
involve the behavior in the infrared region at infinity.
2.4.5 Open And/Or Unoriented Strings
So far we have considered oriented closed strings only. The generalizations to open and/or
unoriented strings do not change much of what we have said so far.
In a theory of oriented open and closed strings, the string worldsheet Σ is an oriented
two-manifold that may have a boundary. Open-string vertex operators are inserted at
boundary points. The simplest open-string vertex operators are of the form U = cU , where
U is a primary field of dimension 1 constructed from matter fields only. The worldsheet
path integral may be analyzed along the above lines and – in the presence of both closed-
and open-string vertex operators – gives rise to a naturally defined differential form on
an appropriate moduli space of Riemann surfaces with boundary and in general with both
bulk and boundary punctures. To get a result of this form, one needs the fact that bnU = 0,
n ≥ 0; this is the case for U = cU .
In a theory of unoriented strings, the only change is that the worldsheet Σ is un-
oriented, and the vertex operators must be defined in a way that does not depend on a
choice of orientation; they must be invariant under exchange of local holomorphic and
antiholomorphic variables.
We will say much more about open and/or unoriented strings in section 9. Until that
point, we illustrate most ideas with closed oriented strings; we consider open strings when
this is illuminating or there is something distinctive to say.
2.5 Integrated Vertex Operators
2.5.1 Two Types Of Vertex Operator
As an important illustration of some of these ideas, we will explain the relation between
unintegrated and integrated vertex operators. See for example pp. 163-4 of [32].
Consider a closed-string vertex operator of the form V = c˜cV , where V is a primary
of dimension (1, 1). A primary of dimension (1, 1) is a two-form or measure that can be
integrated over the worldsheet in a natural way. So instead of inserting V at a point
in Σ, we could consider inserting a factor of
∫
Σ V , which one might prefer to write as∫
Σ dzdz˜Vzz˜. The operator V, inserted at a point in Σ, is called the unintegrated form of
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p1 p2 p3
Figure 1. On the locus in moduli space at which naively speaking several punctures in a Riemann
surface Σ collide, what actually happens in the Deligne-Mumford compactification is that Σ splits
off a genus zero component that contains the punctures. This is illustrated here for the case of
three coinciding punctures, labeled p1, p2, p3. The genus zero component in this example has four
distinguished points – the pi and the “node” at which it meets the other component of Σ – so it has
one complex modulus. This modulus is lost if one represents the vertex operator insertions at the pi
(or even 2 of them) in integrated form. Because of this, the use of integrated vertex operators does
not treat correctly questions for which this region of the moduli space is important. The difficulties
arise when the total momentum flowing through the node is on-shell.
the vertex operator, while the insertion
∫
Σ V (or sometimes just the operator V ) is called
the integrated form.
Roughly speaking, it is equivalent to insert V at a point in Σ – the choice of this point
is then one of the moduli over which we integrate in computing the scattering amplitude –
or to insert a factor of
∫
Σ V .
Similarly, for open strings, it is, roughly speaking, equivalent to insert an unintegrated
vertex operator U = cU or an integrated vertex operator ∮∂Σ U . Here U is integrated
over the boundary of Σ or a component thereof (if several open-string vertex operators are
inserted on the same boundary component, then as usual one can fix their cyclic order).
The formalism based on unintegrated vertex operators is always correct when used in
conjunction with the Deligne-Mumford compactification of the moduli space of Riemann
surfaces or super Riemann surfaces11 and with an appropriate infrared regulator. To make
this clear is one of the main goals of the present paper.
By contrast, relying on integrated vertex operators, though extremely useful in prac-
tice, will run into trouble for certain questions involving behavior at exceptional momenta,
including but not limited to questions about mass renormalization and massless tadpoles.
(For some examples, see [39, 42, 43]; the relevant models were studied at the level of low
energy effective field theory in [44].) The basic reason for this is illustrated in fig. 1: the
Deligne-Mumford compactification is constructed in such a way that external vertex oper-
ators never collide, while collisions of vertex operators occur if one represents an external
string state by an integrated insertion
∫
Σ V (the integral is over all of Σ including the
locations of other vertex operators). Accordingly, the map from integrated to unintegrated
vertex operators, which we derive in section 2.5.2, works only over the uncompactified
moduli space Mg,n, where all punctures are distinct, and does not give a good treatment
of the compactification.
11The Deligne-Mumford compactification for super Riemann surfaces was constructed by Deligne in the
1980’s [40]. This work is unfortunately unpublished, but has been presented in a series of lectures [41]. An
introduction to the Deligne-Mumford compactification can be found, for example, in section 6 of [16].
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Still, the formalism with integrated vertex operators is important as it is usually the
simplest approach when it is applicable and it is the basis for many practical calculations.
A sufficient criterion that, with minor extensions, accounts for most successful uses of
integrated vertex operators is that one may use integrated vertex operators if the external
momenta are sufficiently generic that the sum of the momenta in any set of colliding vertex
operators is off-shell.12 This ensures that one can compute by analytic continuation from
a region of external momenta in which the subtleties of the compactification are irrelevant.
2.5.2 The Derivation
Let z and z˜ be local holomorphic and antiholomorphic coordinates on Σ. We could insert
a vertex operator V = cc˜V at any point
z = z, z˜ = z˜. (2.49)
We are going to evaluate the formula (2.28) – or any of the related formulas of section 2.3
– with two of the moduli ms of Σ being the choice of z, z˜.
In the formalism of section 2.4, we are instructed to keep fixed the point p at which
V is inserted and instead vary the metric of Σ. How then do we vary z and z˜ keeping
everything else fixed? We do this by letting the metric gij of Σ depend on z and z˜ in a way
that can be removed by a diffeomorphism, but not by a diffeomorphism that leaves fixed
the point p.
We will make a diffeomorphism between two different parametrizations of Σ, which
we will call (i) and (ii). In (i), we describe Σ by local complex coordinates w, w˜ (which
for what follows may as well be complex conjugates). We suppose that a vertex operator
V = c˜cV is inserted at the point w = w˜ = 0, which we call p. We assume also that the
parameter w is well-defined in the disc |w| ≤ 1, and that no vertex operators other than
V are inserted in this disc. Here |w| = √ww˜. In general, w is a complex parameter, not
necessarily holomorphic, but it will be a holomorphic parameter near w = 0.
In description (ii), we use holomorphic and antiholomorphic local coordinates z and
z˜ (which may as well be complex conjugates). The two descriptions will be related by a
diffeomorphism that depends on a parameter z – which will be one of the moduli of Σ –
and which we will restrict to the region |z| ≤  for some small . We want
z =
{
w + z if |w| < 
w if |w| > 1− .
(2.50)
For example, we can have
z = w + f(|w|)z, (2.51)
where f(|w|) is a monotonic function that equals 1 for |w| <  and 0 for |w| > 1 − . We
similarly express z˜ in terms of w and w˜ and also z˜:
z˜ = w˜ + f(|w|)z˜. (2.52)
12For example, in computing a genus 0 scattering amplitude, three vertex operators are fixed and one
usually uses the integrated form of all other vertex operators. If the three fixed vertex operators have
reasonably generic momenta, then the criterion just stated is satisfied. This justifies the usual computation
of tree-level scattering amplitudes.
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The coordinate transformations (2.51) and (2.52) are not holomorphic in general, though
they are holomorphic when restricted to the region |w| ≤ . So although we assume z to
be a holomorphic parameter, w is only holomorphic for |w| < .
In description (ii), the vertex operator V is inserted at a z-dependent position, namely
z = z, z˜ = z˜. But we assume that in description (ii), the metric of Σ is independent of
z. In description (i), V is inserted at w = w˜ = 0, independent of z, but the metric of Σ
will then have to depend on z and z˜. Since this z and z˜-dependence of the metric could be
removed by using the coordinates z, z˜ instead of w, w˜, it is of the “pure gauge” form
∂zgIJ = DIvJ +DJvI
∂z˜gIJ = DI v˜J +DJ v˜I , (2.53)
for some vector fields vI and v˜I . In these formulas, one can consider the indices I, J to
take the values w, w˜. We can describe v by its components (vw, vw˜) in this basis. Up to
sign,13 these components are just the derivatives of (w, w˜) with respect to z at fixed z, z˜,
since those derivatives determine how w, w˜ must vary with z to keep z, z˜ fixed:
(vw, vw˜) = −
(
∂z|z,z˜ w, ∂z|z,z˜ w˜
)
. (2.54)
To evaluate these derivatives in general, we would need to differentiate the function f(|w|)
that appears in eqns. (2.51) and (2.52). But we are only interested in what happens near
w = 0. For |w| < , we have z = w + z, z˜ = w˜ + z˜, so the evaluation of the derivatives in
(2.54) just gives
(vw, vw˜) = (1, 0). (2.55)
Similarly, near w = 0, we have
(v˜w, v˜w˜) = (0, 1). (2.56)
Now we want to evaluate the measure of integration over the modular parameters z
and z˜. For this, we use description (i), since it satisfies the assumptions of our general
formalism that the metric of Σ varies but the insertion points of vertex operators are held
fixed. The measure for integration over z and z˜ is
dz dz˜ Ψz Ψz˜, (2.57)
where we evaluate (2.31) to get
Ψz =
1
2pi
∫
Σ
dw dw˜
√
gbijDivj , Ψz˜ =
1
2pi
∫
Σ
dw dw˜
√
gbijDiv˜j . (2.58)
We have to evaluate the product
ΨzΨz˜ c˜cV (0). (2.59)
13To understand the sign, observe that a function h that depends only on z and z˜ is annihilated by
∂z + ∂zw|z,z˜∂w + ∂zw˜|z,z˜∂w˜, and so obeys ∂zh = −(∂zw|z,z˜∂w + ∂zw˜|z,z˜∂w˜)h, with a minus sign. In (2.54),
we are applying the same idea for a metric that depends only on z and z˜.
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with an insertion of V = c˜cV at w = w˜ = 0. If we had no insertion c˜cV (0), we would
simply say that Ψz = Ψz˜ = 0 after integrating by parts and using the equation of motion
DIb
IJ = 0. However, with an insertion of c or c˜, we actually run into a delta function
contribution14 (
√
g/2pi)Dib
ij(p′)ck(p) = δjkδ(p′ − p). Evaluating Ψz and Ψz˜ with the help
of these delta functions, we find that we can replace ΨzΨz˜c˜cV (p) with v
wv˜w˜V (p) = V (p),
where in the last step we used (2.55) and (2.56). So we can replace dz dz˜ΨzΨz˜c˜cV (p) by
dz dz˜V (p). (There are no such contributions for other vertex operators, since by hypothesis
there are no other vertex operators inserted in the region where the metric in description
(i) depends on z and z˜.)
In description (i), the integral over z and z˜ will not be very transparent because the
metric of Σ depends on z and z˜. However, at this point, we can go over to description
(ii), in which the metric of Σ does not depend on z and z˜. In that description, the point
w = w˜ = 0 is mapped to (z, z˜) = (z, z˜), so the vertex operator insertion is V (z, z˜) and
the dependence on z and z˜ is entirely contained in the expression dz dz˜V (z, z˜). So the
dependence of the scattering amplitude on the insertion of the vertex operator V that we
have been analyzing comes entirely from a factor∫
Σ
dz dz˜V (z, z˜). (2.60)
We have to include this factor in addition to whatever other vertex operator insertions
there may be, and in addition to whatever other moduli Σ may have. We have arrived at
the description of the S-matrix in terms of an integrated vertex operator.
In this derivation, we chose local coordinates and considered only a small region |z| < .
To justify the statement that the integral in (2.60) should extend over all of Σ, we simply
cover Σ with small open sets in each of which we can proceed in the fashion just described,
using convenient local parameters. (Of course, there is a potential problem when the vertex
operator V meets another vertex operator. A sufficient criterion for avoiding trouble was
stated at the end of section 2.5.1.)
Obviously, in this derivation we assumed that the position at which V is inserted on Σ
is one of the moduli of the problem. There are a few exceptional cases in which this is not
true – the three-point function in genus 0, and the one-point function in genus 1. Those
examples are simple enough to be treated by hand and lead to natural formulas involving
correlation functions of the integrated vertex operators, even though the above derivation
does not apply. For example, for the three-point function in genus 0, there are no moduli at
all; one simply has to evaluate the three-point function 〈c˜cV1(z1, z˜1)c˜cV2(z2, z˜2)c˜cV3(z3, z˜3)〉,
which factors as 〈c˜c(z1, z˜1)c˜c(z2, z˜2)c˜c(z3, z˜3)〉〈V1(z1, z˜1)V2(z2, z˜2)V3(z3, z˜3)〉. So the result
can be conveniently expressed in terms of the three-point functions of the “integrated”
vertex operators Vi, even though in this example those operators are not integrated.
2.5.3 More On Gauge Invariance
Let us reconsider gauge invariance – that is, the decoupling of BRST-trivial states – from
the point of view of integrated vertex operators. The integrated vertex operator V is a
14The statement that there is such a delta function is a variant of the explanation in eqn. (2.17).
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matter primary field. We expect it to decouple if V is a null vector.
The cases of massless and massive particles are rather different, as we will see momen-
tarily. A null vector that represents a pure gauge mode of a massless particle is necessarily
of the form15 V = L−1Φ1,0 or V = L˜−1Φ0,1. We have L−1Φ1,0 = ∂zΦ1,0, L˜−1Φ0,1 = ∂z˜Φ0,1,
leading to
∫
Σ V =
∫
Σ ∂zΦ1,0 or
∫
Σ V =
∫
Σ ∂z˜Φ0,1. In each case, assuming for the mo-
ment that there are no surface terms,
∫
Σ V = 0 vanishes since V is a total derivative, or
equivalently an exact form.
For massive particles, the story is less simple. At a massive level, a null vector can be,
for example, of the form V = (L−2 + (3/2)L2−1)Φ1,−1. This is not a total derivative on the
Riemann surface Σ, so it is not true that
∫
Σ V vanishes. Rather, the null vector decouples
upon performing the full integral over the moduli spaceMg,n of Riemann surfaces of genus
g with n punctures. However, it is clumsy to make this argument in terms of integrated
vertex operators. It is much more effective to go back to the unintegrated vertex operator
V = c˜cV , which is of the form {QB,W} if V is a null vector. Then as in section 2.4.3, the
BRST machinery shows that the coupling of {QB,W} involves an exact form on Mg,n,
and the decoupling of {QB,W} follows by integration by parts on Mg,n.
In each of these cases, one needs to analyze possible surface terms at infinity in the
integral over Σ or overMg,n. In closed-string theory,16 in the integral over Σ, by “infinity”
one means points at which V meets another vertex operator. A simple criterion for ensuring
that there can be no difficulty is that the external momenta are sufficiently generic in a
sense stated in the last paragraph of section 2.5.1. This case suffices for computing the
S-matrix, so for massless modes of the closed bosonic string, there are no anomalies in
BRST-symmetry. Another way to reach this conclusion is to observe that a collision of
two vertex operators can already occur in genus zero, so whatever effects it produces are
already included in the definition of the tree-level BRST symmetry. A related statement
from a spacetime point of view is that in closed-string theories, loop effects do not trigger
spontaneous breaking of gauge symmetries that can be proved by integration by parts on
Σ. We elaborate on this in sections 7 and 8.
Matters are different for massive modes. Gauge-invariance for massive modes has to
be proved by integration by parts on Mg,n. In that context, “infinity” is associated to all
possible degenerations of Σ that occur in the Deligne-Mumford compactification of Mg,n
(see for example section 6 of [16] for an introduction). In this case, a full treatment involves
a variety of issues that we will attempt to elucidate in section 7.
The distinction between the two cases of massless and massive null vectors can be
phrased as follows. There is a forgetful map pi : Mg,n → Mg,n−1 that forgets one of the
punctures. This map is a fibration; the fiber is a copy of Σ, parametrizing the position of
15Φn,m will denote a matter primary field of antiholomorphic and holomorphic conformal dimensions n
and m. The simplest null vectors are treated in appendix B, with the antiholomorphic modes suppressed.
16The restriction to closed-string theories is important here because if Σ has a boundary, then integration
by parts on Σ can certainly produce a boundary term, giving a simple mechanism for gauge symmetry
breaking (see section 7.4). This is not a surface term at infinity in the everyday sense, though it has that
interpretation in the Deligne-Mumford compactification (see section 9.2.3). The argument given in the text
does apply to open-string gauge invariances in theories of open and closed strings, since the boundary of a
string worldsheet itself has no boundary.
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the puncture that one is forgetting:
Σ → Mg,n
↓ pi
Mg,n−1.
(2.61)
The use of the integrated vertex operator amounts to performing an integral overMg,n by
integrating first over the fibers of this fibration. The integral overMg,n that represents the
coupling of a massless null vector vanishes upon integration over the fibers of the fibration
(2.61), because in this case V is a total derivative on Σ. By contrast, integration over the
fibers of pi does not help much in understanding the coupling of a massive null vector; in
that case, the only simplicity arises upon performing the full integral over Mg,n.
What we have just described is a close analog of a phenomenon that occurs in super-
string theory and accounts for some of the subtlety of that subject. In superstring theory,
Σ becomes a super Riemann surface. As long as one considers only Neveu-Schwarz vertex
operators, there is a fibration like (2.61). Integration over the fibers of this fibration suffices
to establish the decoupling of massless null vectors in the NS sector. For Ramond vertex
operators, however, there is no fibration analogous to (2.61); this is because a Ramond
vertex operator is inserted at a singularity of the superconformal structure of Σ, and it
does not make sense to move such a vertex operator while keeping fixed the moduli of Σ.
Accordingly, in the Ramond sector, even for massless states – gravitinos – gauge-invariance
can only be established by a full integral over the supermoduli space, not just an integral
over the worldsheet. This fact was one source of difficulty in the literature of the 1980’s.
An important point is that as long as one is only forgetting one puncture, the fibration
(2.61) extends over the Deligne-Mumford compactifications of Mg,n and Mg,n−1. For an
analogous fibration that forgets two or more punctures, this would not be true. A locus in
which three or more punctures collide needs to be blown up to get the Deligne-Mumford
compactification (this was depicted in fig. 1). The three collliding vertex operators can be,
for example, two that are expressed in integrated form and a third that is either integrated
or unintegrated. Accordingly, the use of integrated vertex operators leads to difficulty in
some calculations, as already remarked in section 2.5.1.
2.6 Some Variations On The Theme
Since an odd variable is its own delta function, instead of writing the vertex operator as
V = c˜cV , we can write
V = δ(c˜)δ(c)V. (2.62)
This will be a good starting point for understanding superstring vertex operators.
The delta functions in (2.62) have an intuitive explanation. The ghost field ci is a
vector field on Σ – a generator of the diffeomorphism group of Σ. In the presence of an
unintegrated vertex operator insertion at a point p ∈ Σ, we want to consider as symmetries
only those diffeomorphisms that leave p fixed. They are generated by vector fields that
vanish at p. So we want to set the ghost fields c˜, c to zero at p. This is accomplished by
the delta functions.
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Another useful variation on what we have explained is as follows. A metric g on an
oriented two-manifold Σ determines a complex structure J . Instead of using the path
integral to define a differential form F (g|δg) on the space J of all metrics on Σ, we could
have used it to define a differential form F (J |δJ) on the space Z of all complex structures
on Σ. In fact, this has several advantages, including manifest conformal invariance.
If we work with variations of complex structures rather than metrics, then eqn. (2.3)
for the variation of the action becomes, in local complex coordinates,
δI =
−i
4pi
∫
Σ
dz˜ dz
(
δJzz˜Tzz − δJ z˜zTz˜z˜
)
, (2.63)
and similarly eqn. (2.5) for the extended action becomes
Î = I +
−i
4pi
∫
Σ
dz˜ dz
(
δJzz˜ bzz − δJ z˜z bz˜z˜
)
. (2.64)
From this starting point, the analysis proceeds in an obvious way. The complex structure
of Mg,n is more evident in this description. δJzz˜ is a form of type (1, 0) on the space of
complex structures and δJ z˜z is a form of type (0, 1). After dividing by diffeomorphisms
(which act holomorphically on the space of complex structures), δJzz˜ and δJ
z˜
z descend,
respectively, to (1, 0)- and (0, 1)-forms on Mg,n.
For bosonic strings, it does not much matter if one works with metrics or with com-
plex structures. In the generalization to superstrings, the description in terms of complex
structures is more efficient.
3 A Measure On Supermoduli Space
In this section, we will adapt the derivation of section 2 to superstring theory. For this,
one simply replaces Riemann surfaces by super Riemann surfaces, and extends the stress
tensors, ghosts, and antighosts of section 2 to supermultiplets. All of the bosonic formulas
have natural superanalogs as long as one has the courage to write them down.
To appreciate the construction of the superstring measure, one has to become comfort-
able with interpreting the integral over certain even variables (the commuting ghosts and
the differentials of odd moduli) as an algebraic operation – a slightly generalized Gaussian
integral – rather than interpreting it literally as an integral. This is natural in the general
theory of integration over supermanifolds; see for example section 3.3.2 of [15]. One also
has to become comfortable with certain delta function operators (aspects of which were
introduced in [7] and [5]) that may be slightly off-putting at first sight, but that on further
reflection make perfect sense. In the present section, we make only the minimum necessary
remarks on these matters, deferring more detail on the commuting ghost system to section
10.
One difference between superstrings and bosonic strings is that technically in the su-
perstring case, it seems simpler to express the construction in terms of complex structures
(as in section 2.6) rather than in terms of metrics (as in the rest of section 2).
For brevity, we concentrate here on the heterotic string, in which only the right-moving
modes have superconformal symmetry. The generalization to superstring constructions in
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which both left- and right-movers have superconformal symmetry should be clear and
occasionally we make a few remarks.
3.1 A Short Account Of Super Riemann Surfaces
We begin with a bare minimum background from super Riemann surface theory. Many
topics are treated much more fully in [16].
3.1.1 Worldsheets
The worldsheet Σ of a heterotic string has a local antiholomorphic coordinate z˜ and local
holomorphic coordinates z|θ. From a holomorphic point of view, Σ is endowed with a su-
perconformal structure, which in suitable coordinates – called superconformal coordinates
– is determined by the operator
Dθ =
∂
∂θ
+ θ
∂
∂z
. (3.1)
We are really not interested in Dθ but in the line bundle D whose holomorphic sections
are of the form f(z|θ)Dθ; this is a holomorphic subbundle of what we will call TRΣ,
the holomorphic tangent bundle of Σ. TRΣ is generated by ∂z and ∂θ. Similarly, we
write TLΣ for the antiholomorphic tangent bundle, which is generated by ∂z˜; T
∗
LΣ for
the antiholomorphic cotangent bundle, generated by dz˜; and T ∗RΣ for the holomorphic
cotangent bundle, generated by dz and dθ. We also call T ∗LΣ and T
∗
RΣ the spaces of
(0, 1)-forms and (1, 0)-forms on Σ.
The intuition that holomorphic and antiholomorphic variables on Σ are independent
of each other can be captured by thinking of Σ as a smooth submanifold of a complex
supermanifold ΣL×ΣR, where ΣL is an ordinary Riemann surface, ΣR is a super Riemann
surface, and ΣL is very close to the complex conjugate of the reduced space ΣR,red of ΣR.
(See section 5 of [15].) From that point of view, holomorphic and antiholomorphic functions
on Σ are restrictions to Σ of holomorphic functions on ΣR and ΣL; similarly TRΣ and TLΣ
are restrictions to Σ of the holomorphic tangent bundles TΣR and TΣL, respectively. This
gives the most precise approach to a heterotic string worldsheet and we will adopt this
point of view in the present paper when needed.
The simplest type of holomorphic field on Σ is a field Φ[n] that is a section of Dn. In
superconformal coordinates, such a field has an expansion
Φ[n] = u+ θv, (3.2)
where u has conformal dimension −n/2 and v has conformal dimension −n/2 + 1/2.
A coordinate transformation is called superconformal if it multiplies Dθ by a scalar
function (and hence preserves the line bundle D generated by Dθ). Superconformal coor-
dinates are only unique up to a superconformal transformation. A vector field generates
a superconformal transformation – and we call it a superconformal vector field – if its
commutator with Dθ is a (z|θ-dependent) multiple of Dθ. Odd and even superconformal
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vector fields take the form
νf = f(z) (∂θ − θ∂z)
Vg = g(z)∂z +
g′(z)
2
θ∂θ, (3.3)
with holomorphic functions f(z), g(z). These functions can be combined to a superfield
V[2](z|θ) = g(z) + 2θf(z), which is a section of D2.
The following are a basis of superconformal vector fields that are regular except possibly
for a pole at z = 0:
Gr = z
r+1/2 (∂θ − θ∂z) , r ∈ Z+ 1/2
Ln = −zn+1∂z − 1
2
(n+ 1)znθ∂θ, n ∈ Z. (3.4)
The pole is absent if
r ≥ −1/2, n ≥ −1. (3.5)
A short calculation shows that the vector fields (3.4) obey the super Virasoro algebra (with
zero central charge) in the Neveu-Schwarz (NS) sector:
[Lm, Ln] = (m− n)Lm+n
{Gr, Gs} = 2Lr+s
[Lm, Gr] =
(m
2
− r
)
Gm+r. (3.6)
If z|θ are local superconformal coordinates and z˜ is an antiholomorphic coordinate that
is sufficiently close to the complex conjugate of z, we call z˜;z|θ a system of standard local
coordinates. (We do not ask for z˜ to equal the complex conjugate of z as this condition
is not invariant under superconformal transformations. See section 5 of [15] for more
discussion.)
We will use the term supercomplex structure to refer to the complex structure of Σ
plus its holomorphic superconformal structure (the choice of the line bundle D generated by
Dθ). Just as on an ordinary complex manifold, the complex structure can be defined by a
linear transformation J of the cotangent bundle of Σ that obeys J (dz) = idz, J (dθ) = idθ,
J (dz˜) = −idz˜. These conditions can be described by saying that dz and dθ are one-forms
of type (1, 0), and furnish a basis of the holomorphic cotangent bundle T ∗RΣ, while dz˜
is of type (0, 1), and furnishes a basis of the antiholomorphic cotangent bundle T ∗LΣ. J
obeys J 2 = −1, just as on an ordinary complex manifold, and also is compatible with the
existence of a holomorphic superconformal structure, as described above. The space of all
such J ’s is an infinite-dimensional complex supermanifold J.
3.1.2 Deformations
To construct superstring perturbation theory, we have to study deformations of Σ. A priori,
we have to consider both deformations of the complex structure J of Σ and deformations
of its superconformal structure, that is deformations of the embedding of D in TRΣ. We
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will see shortly that there are no nontrivial deformations of the superconformal structure
without changing the complex structure, so we really only need to consider deformations
of J . Of course, we only allow deformations of J that preserve the existence of a holo-
morphic superconformal structure. For our purposes in this paper, what we need to know
can be summarized as follows (see for example sections 3.5.3-4 of [16]). The allowed varia-
tions of J are determined17 by the components δJ zz˜ and δJ z˜θ which respectively represent
deformations of the holomorphic and antiholomorphic structure of Σ. Their θ expansions
read
δJ zz˜ = hzz˜ + θχθz˜
δJ z˜θ = ez˜θ + θhz˜z. (3.7)
In the first equation, in conventional language, hzz˜ is a metric perturbation and χ
θ
z˜ is the
gravitino field. In the second equation, hz˜z is a metric perturbation while e
z˜
θ can be set
to zero as a gauge condition (using the θ-dependent part of qz˜ in eqn. (3.10) below).
Geometrically, δJ zz˜ is a (0, 1)-form on Σ with values in D2, and δJ z˜θ is a section of D−1
with values in TLΣ. For any point p ∈ Σ, we can interpret18 δJ zz˜ (p) as a (1, 0)-form on J,
the space of supercomplex structures, and δJ z˜θ (p) as a (0, 1)-form on J.
Now we have to take account of diffeomorphisms. Deformations of Σ that are gener-
ated by a vector field on Σ – the generator of an infinitesimal diffeomorphism of Σ – are
uninteresting in a diffeomorphism-invariant worldsheet theory. A general vector field takes
the form
qz˜∂z˜ +
(
qz∂z +
1
2
Dθq
zDθ
)
+ qθDθ. (3.8)
(The advantage of writing the expansion this way is explained in [16].) The qθDθ term is
used to eliminate deformations of Σ in which the embedding of D in TRΣ is changed. This
works as follows. The change in Dθ generated by q
θDθ is
δDθ = [Dθ, q
θDθ] = (Dθq
θ)Dθ − 2qθ∂z. (3.9)
On the right hand side, the first term proportional to Dθ does not change the line bundle D
generated by Dθ, but the second term −2qθ∂z, since qθ is an arbitrary function, represents
an arbitrary change in the embedding of D in TRΣ. (TRΣ is generated by Dθ and ∂z, while
D is generated by Dθ, so to change the embedding of D in TRΣ, one must shift Dθ by a
multiple of ∂z.) Thus, we need only consider deformations of the complex structure J of
Σ.
Given this, the nontrivial deformations of Σ are deformations of J modulo deforma-
tions generated by qz˜ and qz. Such deformations take the form
δJ zz˜ = ∂z˜qz
δJ z˜θ = Dθqz˜. (3.10)
17 The constraint J 2 = −1 implies the vanishing of δJ θθ , δJ θz , δJ zθ , δJ zz , and δJ z˜z˜ . The superconformal
structure determines δJ θz˜ in terms of δJ zz˜ and δJ z˜z in terms of δJ z˜θ .
18This is precisely analogous to what happens on an ordinary Riemann surface with complex structure
J : the variation δJzz˜ is a (1, 0)-form on the space of complex structures, while δJ
z˜
z is a (0, 1)-form.
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The moduli of Σ over which one ultimately has to integrate in order to compute scattering
amplitudes correspond to deformations of J modulo these trivial ones.
3.1.3 Action And Ghosts
Now consider a superconformal field theory on Σ with action I. In superstring theory, I is
the sum of a matter action that we call IX , where X refers generically to all matter fields
on the worldsheet, and a ghost action Igh. When we vary the supercomplex structure of
Σ, I changes by an amount proportional to the supercurrent and stress tensor of Σ. In
heterotic string theory, the formula reads
δI =
1
2pi
∫
Σ
D(z˜, z|θ)
(
δJ zz˜ Szθ + δJ z˜θ Tz˜z˜
)
. (3.11)
This is the analog of the bosonic formula eqn. (2.3). As in section 3.3 of [16], we make the
convenient abbreviation
D(z˜, z|θ) = −i[dz˜;dz|dθ], (3.12)
to get more natural-looking formulas.19 In eqn. (3.11), Szθ is the holomorphic superfield
that contains the holomorphic supercurrent and stress tensor,
Szθ = Szθ + θTzz, (3.13)
and Tz˜z˜ is the antiholomorphic stress tensor. These fields obey
∂z˜Szθ = 0 = DθTz˜z˜ = ∂zTz˜z˜, (3.14)
ensuring that δI vanishes if δJ is generated by an infinitesimal diffeomorphism (in other
words if δJ has the form of eqn. (3.10)). Geometrically, Szθ is a section of D−3 and Tz˜z˜ is
a section of (T ∗LΣ)
2. These facts ensure that the integrand in (3.11) is a (0, 1)-form on Σ
with values in D−1, so that the integral does not depend on the choice of coordinates.
Acting on possible operator insertions at z = 0, Szθ has a mode expansion
Szθ(z|θ) = 1
2
∑
r∈Z+1/2
z−r−3/2Gr + θ
∑
n∈Z
z−n−2Ln. (3.15)
The coefficients are quantum operators corresponding to the superconformal vector fields
in eqn. (3.4). Similarly, the modes of Tz˜z˜ are the left-moving Virasoro generators:
Tz˜z˜ =
∑
n∈Z
z˜−n−2L˜n. (3.16)
The last characters that we have to introduce are the supersymmetric ghosts and
antighosts, or superghosts for short. The holomorphic ghosts are a superfield20 Cz of
19The analog on an ordinary Riemann surface is as follows. If z = x + iy, then dz ∧ dz = 2idx ∧ dy is
imaginary, so it is sometimes convenient to introduce the real two-form d2z = −idz∧dz, which is a bosonic
analog of D(z˜, z|θ).
20Though we will display them for the moment, the traditional subscripts and superscripts in Cz and
Bzθ are natural only when the super Riemann surface Σ is split. In general, it is best to simply think of C
and B as sections of D2 and D−3, respectively. The same goes for related objects such as the supercurrent
S.
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Ngh = 1. C
z is an odd section of D2 and its theta expansion reads
Cz = cz + θγθ (3.17)
where cz and γθ have conformal dimensions −1 and −1/2, respectively. Similarly, the
holomorphic antighosts are a superfield Bzθ of Ngh = −1. B is a section of D−3, with theta
expansion
Bzθ = βzθ + θbzz, (3.18)
where β and b have conformal dimensions 3/2 and 2, respectively. The fields bzz, c
z are
the anticommuting Virasoro ghosts that are familiar from the bosonic string, while βzθ, γ
θ
are commuting ghost fields that are associated to the odd generators of the super-Virasoro
algebra. The βγ system has unusual properties that have long played a central role in
quantization of superstrings [1]. The antiholomorphic ghosts and antighosts are anticom-
muting fields C˜ z˜ of Ngh = 1 and B˜z˜z˜ of Ngh = −1 that are sections respectively of TLΣ
and (T ∗LΣ)
2. Their theta expansions read
B˜z˜z˜ = b˜z˜z˜ + θf˜z˜z˜θ, C˜
z˜ = c˜z˜ + θg˜z˜θ , (3.19)
where c˜ and b˜ play the role of antiholomorphic Virasoro ghosts that are familiar in the
bosonic string, while f˜ and g˜ are auxiliary fields that vanish on-shell. The ghost and
antighost fields are governed by the action
Igh =
1
2pi
∫
D(z˜, z|θ)
(
Bzθ∂z˜C
z + B˜z˜z˜DθC˜
z˜
)
, (3.20)
and in particular the equations of motion for the antighosts read
∂z˜Bzθ = 0 = DθB˜z˜z˜. (3.21)
The subscripts and superscripts carried by the fields are intended as reminders of how they
transform under reparametrizations; we often omit them to reduce clutter.
For the present paper, one of the most important properties of the ghost and antighost
fields is the BRST transformation law of the antighosts:
[QB, Bzθ] = Szθ
{QB, B˜z˜z˜} = Tz˜z˜. (3.22)
3.2 The Extended Action And The Integration Measure
The matter plus ghost action I of the heterotic string is BRST-invariant if J is regarded as
a fixed quantity. Suppose, however, that we let the BRST charge QB act on J , producing
variations δJ zz˜ and δJ z˜θ . We understand these as fields of Ngh = 1; δJ zz˜ is odd and δJ z˜θ is
even. To preserve Q2B = 0, we take
{QB, δJ zz˜ } = [QB, δJ z˜θ ] = 0. (3.23)
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If we extend the action of QB in this way, the action is no longer QB-invariant. But
from our study of the bosonic string, we know what to do. We restore the QB-invariance
by extending the action, adding a coupling of δJ to the antighosts:
I → Î = I + 1
2pi
∫
Σ
D(z˜, z|θ)
(
δJ zz˜ Bzθ − δJ z˜θ B˜z˜z˜
)
. (3.24)
The extended action Î is QB-invariant.
From here we proceed as in our study of the bosonic string. We integrate out all other
variables – both matter fields X and superghosts – to define a function of J and δJ only:
F (J , δJ ) =
∫
D(X,B,C, B˜, C˜) exp(−Î). (3.25)
Integrating over the BRST multipletsX,B,C, B˜, C˜ is aQB-invariant operation, so F (J , δJ )
is QB-invariant:
[QB, F (J , δJ )} = 0. (3.26)
From here, we can, up to a certain point, reason as we did in the case of the bosonic
string. Acting on functions of J and δJ only, QB can be regarded as the exterior derivative
on the space J of all supercomplex structures. Here, for any point p ∈ Σ, we interpret the
matrix elements of J acting on the cotangent space to Σ at p as functions on J, while δJ zz˜ (p)
and δJ z˜θ (p) are respectively (1, 0)-forms and (0, 1)-forms on J. With this interpretation,
we can understand F (J , δJ ) as a form on J; eqn. (3.26) says that this form is closed:
dF (J , δJ ) = 0. (3.27)
3.2.1 A Lightning Review Of Integration On Supermanifolds
We did not call F (J , δJ ) a differential form; in fact, technically it is better called a
pseudoform. The reader may wish to consult an introduction to integration theory on
supermanifolds (such as [15]), but here is a very brief summary. Let M be a supermanifold
with even coordinates t1 . . . tm and odd coordinates θ1 . . . θn. For each even or odd coordi-
nate ti or θj , we introduce corresponding variables dti or dθj with the opposite statistics
(so dti is odd and dθj is even). We write generically x for all variables t1 . . . | . . . θn and dx
for the corresponding differentials. We say that a function F (x, dx) has degree s if
F (x, λdx) = λsF (x,dx). (3.28)
We define the exterior derivative, mapping functions of degree s to functions of degree
s+ 1:
d =
∑
I
dxI
∂
∂xI
, d2 = 0. (3.29)
Whether or not the original set of variables t1 . . . | . . . θn had a natural measure, there is
always a natural measure for the extended set of variables x, dx, because of the way the
variables come in pairs with opposite statistics. The integral of a function F (x, dx) is
defined as a Berezin integral over all variables x and dx, whenever this makes sense:∫
D(x,dx)F (x,dx). (3.30)
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Here, however, we meet the main difference between ordinary integration theory and in-
tegration theory on supermanifolds. On an ordinary manifold with only even coordinates
t1 . . . tm and therefore only odd differentials dt1 . . . dtm, a function F (x,dx) is inevitably
polynomial in the differentials. But on a supermanifold, there are also odd coordinates
θ1 . . . θn and therefore even differentials dθ1 . . . dθn, so F (x,dx) is not necessarily polyno-
mial in the dx’s. If F (x, dx) has polynomial dependence on the dx’s, we call it a differential
form; otherwise we call it a pseudoform or just a form.
In fact, if F (x, dx) is polynomial in the even variables dθ1 . . . dθn, then the integral
over those variables diverges. A typical example of a form that can be integrated over a
supermanifold of dimension m|n is
F (x, dx) = f(t1 . . . | . . . θn)dt1 . . . dtmδ(dθ1) . . . δ(dθn). (3.31)
The integrals over the dθ’s can be done with the aid of the delta functions. Notice that
F (x,dx) has degree m − n. It also has another important “quantum number” which has
no analog in integration theory on ordinary manifolds. This is the “picture number,”
defined as minus21 the number of even differentials with respect to which F (x, dx) has
delta function support. So the form F (x,dx) defined in (3.31) has picture number −n. By
a form of superdegree m|n, we mean a form of degree m − n and picture number −n. A
form of superdegree m|n is also called an m|n-form. An m|n-form, such as F (x, dx) as
defined above, can be integrated over a supermanifold of dimension m|n.
The typical example (3.31) of a form that can be integrated may look unappealing,
because the odd differentials dti and even differentials dθj are treated differently. We can
write the definition in a possibly more pleasing way if we recall that an odd variable is its
own delta function, so that we can replace dti with δ(dti). Thus, we can rewrite (3.31) as
follows:
F (x,dx) =f(t1 . . . | . . . θn)δ(dt1) . . . δ(dθn)
=f(t1 . . . | . . . θn)δm|n(dt1 . . . | . . . dθn). (3.32)
In general, we want to consider forms that have delta function localization at dθ = 0 for
some of the dθ’s and polynomial dependence on the others. By “delta function localization,”
we refer to a function with distributional support at dθ = 0, either a delta function or a
(possibly repeated) derivative of a delta function. For example, for a single odd variable θ,
the form
∂r
∂(dθ)r
δ(dθ) (3.33)
has degree −r − 1 and picture number −1. So it is a form of superdegree −r|1. We allow
derivatives of a delta function, not just delta functions, because this is necessary to get a
theory in which all important operations can be defined (a key example is contraction with
a vector field, discussed in appendix A, which can involve the derivative with respect to an
even differential dθ).
21The minus sign is included in the definition to agree with the choice in [1].
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On a supermanifold M of any dimension, an m|n-form can potentially be integrated
on a submanifold N ⊂ M of dimension m|n. We say “potentially” because just as in
integration on a bosonic manifold, sometimes the integral may diverge.
We conclude this lightning introduction to integration theory on supermanifolds with
a simple example on R1|2 with coordinates t|θ1θ2. One purpose of the example is to show
that it is useful to consider objects like δ′(dθ). Consider the form
F (x,dx) = θ2 dt δ′(dθ1). (3.34)
This form has degree −1 and picture number −1, so it is a 0|1-form and can potentially be
integrated on a submanifold N ⊂M of that dimension. We define N by t = αθ1, θ2 = λθ1,
where α is an odd parameter and λ is an even one. So N is parametrized by θ1. Restricted
to N , we have F (x,dx) = −αλθ1dθ1δ′(dθ1) = −θ1αλδ(dθ1) (where we used the fact that
for an even variable y, yδ′(y) = −δ(y)). Performing the Berezin integral over θ1 and dθ1,
we get finally
∫
N D(θ1, dθ1)F = −αλ.
3.2.2 Bosonic Integration As An Algebraic Operation
An unusual feature of superstring quantization is that [1] the path integral of the βγ
commuting ghost system is not really an integral in the usual sense. That is because the
fields β, γ obey no reality condition and the action
Iβγ =
1
pi
∫
Σ
d2z β∂z˜γ (3.35)
has no reality or positivity property. As a result, the “path integral” of the βγ system has
to be understood as a formal algebraic operation, somewhat like the Berezin integral for
fermions.
Something similar happens in general integration theory over supermanifolds when the
odd variables θi do not have a real structure.22 One has to postulate formulas like∫
D(dθ) ∂
r
∂(dθ)r
δ(dθ) = δr,0, (3.36)
which have to be understood in a formal sense if dθ is a complex variable. We are in
that situation here, because δJ contains even as well as odd modes and these even modes
have no real structure. (Both δJ z˜θ and δJ zz˜ have even modes, but the even modes in δJ z˜θ
play little role because they couple to auxiliary fields in B˜ that vanish by their equation
of motion. The important even modes are the modes in δJ zz˜ that couple to β.) So the
coupling
∫
δJB in the extended action Î has the same basic property as the original action
Iβγ : it contains a bilinear coupling of complex bosons, with no reality or positivity property.
By analogy with what we did for the bosonic string in section 2, we eventually will want to
integrate over some modes of δJ to construct superstring scattering amplitudes. Because
of the lack of any reality or positivity property in the
∫
δJB coupling, this integral will
pose exactly the same type of question as is posed by the original βγ path integral.
22See for example section 3.3.2 of [16].
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In section 10, after gaining more experience with what sort of operator insertions are
important in the βγ path integral, we will give a more extensive discussion of such matters
(see also [7, 46, 47]). For now, we just explain the minimum so that we can proceed.
The troublesome integrals over complex bosons will always be Gaussian integrals or slight
generalizations thereof. Let ui, vj , i, j = 1, . . . , n be bosonic variables and let m be an
n × n complex matrix that is nondegenerate but obeys no reality or positivity condition.
We define the basic Gaussian integral∫
D(u, v) exp
−∑
i,j
uimijvj
 = 1
detm
. (3.37)
If m is positive define, uj is understood as the complex conjugate of vj , and the integration
measure D(u, v) is suitably normalized (with a factor of 1/2pii for each pair of variables),
then this formula is actually a true theorem about ordinary integration. In general, we
just take it as a definition of what we mean by Gaussian “integration” for complex bosons,
somewhat like the formal definition of the Berezin integral for fermions. As usual, we also
extend the Gaussian integral to allow linear (c-number) sources r and s in the exponent:
∫
D(u, v) exp
−∑
i,j
uimijvj −
∑
k
(rkuk + skvk)
 = exp(∑i,j si(m−1)ijrj)
detm
. (3.38)
We also need the conventional formulas for the integral of a Gaussian times a polynomial,
which involve Wick contractions using m−1 as a “propagator.” In a standard way, these
formulas can be obtained by differentiating (3.38) with respect to r and s a desired number
of times and then setting r = s = 0. And we want to allow an operation of integrating over
some components of r and s. For now, we just observe that since the exponent in (3.38)
is quadratic in the combined set of variables u, v, r, s, an extension of (3.38) in which we
want to integrate over some components of r and s is just a Gaussian integral with more
integration variables, so it is covered by the same definitions. We return to this in section
10.
If we set r = 0, we get a special case of (3.38):
∫
D(u, v) exp
−∑
i,j
uimijvj −
∑
k
skvk
 = 1
detm
, (3.39)
independent of s. This formula is useful for understanding how we should define the
following important integral:
G(v) =
∫
D(u) exp(−(u,mv)). (3.40)
If it is going to be possible to integrate over u and v by integrating first over u and then
over v, we should have∫
D(v)A(v)G(v) =
∫
D(u, v)A(v) exp(−(u,mv)), (3.41)
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for any allowed function A(v). Taking A(v) = exp(−(s, v)) and using (3.39), we see that
we need ∫
D(v) exp(−(s, v))G(v) = 1
detm
, (3.42)
independent of s. This motivates the definition G(v) = δ(mv), that is,∫
D(u) exp(−(u,mv)) = δ(mv), (3.43)
along with ∫
D(v)δ(mv) = 1
detm
. (3.44)
All of these formulas have analogs in the Berezin integral for fermions – the difference
being that the factors of detm would appear in the numerator rather than the denomina-
tor – and like the Berezin integral, they should be understood as a convenient algebraic
machinery for manipulating certain expressions.
3.2.3 The Zero-Mode Coupling
Given the formal calculus that we have just described, it is straightforward to generalize
bosonic formulas such as (2.21) or (2.23) and determine the exact dependence of F (J , δJ )
on δJ . We assume that Σ has genus g ≥ 2 so that the ghost fields C, C˜ have no zero-modes.
However, the antighost fields B˜ and B do have zero-modes. In the following derivation,
the holomorphic and antiholomorphic ghosts are decoupled from each other and can be
treated separately. We consider first the B,C system, whose coupling to δJ is given in
eqn. (3.24):
I˜δJB =
1
2pi
∫
D(z˜, z|θ) δJ zz˜ Bzθ. (3.45)
The number of zero-modes of the field Bzθ is 3g−3|2g−2 (that is, 3g−3 even zero-modes
and 2g − 2 odd ones). We will denote the zero-modes as Bα, α = 1 . . . 3g − 3|1 . . . 2g − 2;
that is, the Bα include all even and odd zero-modes of B.
Rather as in (2.19), we expand B as a sum of zero-modes Bα and non-zero modes B
′
λ
with coefficients uα and wλ:
B =
∑
α=1...|...2g−2
uαBα +
∑
λ
wλB
′
λ. (3.46)
C has an analogous expansion
C =
∑
λ
γλCλ, (3.47)
now with only non-zero modes Cλ with coefficients γλ. The ghost action (3.20) pairs the wλ
and the γλ by a nondegenerate bilinear pairing
∑
λmλwλγλ, mλ 6= 0. When we integrate
over γλ, we get delta functions setting the wλ to zero. This results from the formula∫
dγ exp(−mwγ) = δ(mw), (3.48)
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If w and γ are odd variables, this formula is a consequence of the Berezin integral (and was
used in our study of bosonic strings), while if they are even variables, the formula has been
explained in eqn. (3.43). Once we set the wλ to zero, the coupling of B to δJ reduces to
I˜δJB =
∑
α=1...|...2g−2
uαΨα, (3.49)
with
Ψα =
1
2pi
∫
Σ
D(z˜, z|θ) δJ zz˜ Bzθ α. (3.50)
The integral over the zero-mode coefficients uα therefore becomes∏
α=1...|...2g−2
∫
duα exp(uαΨα) =
∏
α=1...|...2g−2
δ(Ψα) = δ
3g−3|2g−2(Ψ′1 . . . | . . .Ψ′′2g−2).
(3.51)
(In the last version of the formula, we write Ψα as Ψ
′
α or Ψ
′′
α according to whether it is
even or odd.)
We can do a similar calculation for the antiholomorphic ghosts B˜ and their coupling
I˜
δJ B˜ =
1
2pi
∫
Σ
D(z˜, z|θ) δJ z˜θ B˜z˜z˜ (3.52)
to δJ . The number of zero-modes of B˜z˜z˜ is 3g − 3. We write B˜ =
∑
α=1...3g−3 u˜αB˜α +∑
λ w˜λB˜
′
λ where B˜α are zero-modes and B˜
′
λ are non-zero modes. The integral over C˜ sets
the coefficients w˜λ of non-zero modes to zero, whereupon we get
I˜
δJ B˜ =
3g−3∑
α=1
u˜αΨ˜α, (3.53)
with
Ψ˜α =
1
2pi
∫
Σ
[dz˜;dz|dθ] δJ z˜θ B˜z˜z˜ α. (3.54)
The integral over the u˜α gives
3g−3∏
α=1
∫
du˜α exp(u˜αΨ˜α) = δ
3g−3(Ψ˜1, . . . , Ψ˜3g−3). (3.55)
We have determined the exact dependence of F (J , δJ ) on δJ : it is the product of a
function that depends only on J and not on δJ times
δ3g−3(Ψ˜1 . . . Ψ˜3g−3)δ3g−3|2g−2(Ψ′1 . . . | . . .Ψ′′2g−2). (3.56)
This formula (cousins of which can be found in [5, 9]) has an obvious resemblance to the
formula (3.32) giving the prototype of a form of degree m|n. Clearly, we have learned that
F (J , δJ ) is a form on J of degree 6g−6|2g−2. More specifically, this form has holomorphic
degree 3g−3|2g−2 and antiholomorphic degree 3g−3|0. It is hopefully clear that a similar
derivation for Type II superstrings would proceed in essentially the same way and give a
form whose holomorphic and antiholomorphic degree would both be 3g− 3|2g− 2.
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3.3 Where To Integrate
3.3.1 Reduction To Supermoduli Space
The superdegree of F (J , δJ ) is appropriate for a form that would be integrated over
a supermanifold of dimension 6g − 6|2g − 2. The reader who has gotten this far will
undoubtedly anticipate that the supermanifold in question will be, in some sense, the
moduli space of super Riemann surfaces.
The basic idea for reducing from J to the moduli space of super Riemann surfaces is
the same as it was in section 2.2. We introduce the group D of superdiffeomorphisms of
Σ. We want to show that F (J , δJ ) is a pullback from, roughly speaking, the quotient
J/D. For this, we need the same two facts as before: (1) F (J , δJ ) should be D-invariant;
(2) F (J , δJ ) should vanish if contracted with one of the vector fields that generates the
action of D.
Property (1) is manifest from the definition of F , and property (2) is true by virtue
of the same reasoning as in section 2.2. In this case, we have to show that F (J , δJ ) is
invariant if we shift δJ in the fashion analogous to (2.13), or in other words, in view of
eqn. (3.10), by
δJ zz˜ → δJ zz˜ + ∂z˜qz, δJ z˜θ → δJ z˜θ +Dθqz˜. (3.57)
To show that F (J , δJ ) has this symmetry, we simply observe that the extended action Î
of eqn. (3.24) has this symmetry, as one sees by integration by parts and using the classical
equations of motion for B and B˜ that can be deduced from the ghost action (3.20). As we
discussed in relation to eqn. (2.17), instead of using the classical equations of motion for B
and B˜, it is better to accompany the transformation (3.57) of δJ by a shift in C and C˜ such
that Î is invariant. Since we integrate out C and C˜ in defining F (J , δJ ), the invariance
of the extended action Î under the shift (3.57) of δJ together with a suitable shift in C
and C˜ implies that F (J , δJ ) is invariant under the shift in δJ . (After introducing vertex
operators, we spell out some details of this argument in section 4.2.)
Thus, roughly speaking, F (J , δJ ) is a pullback from the moduli space Mg of super
Riemann surfaces of genus g. Moreover, counting both holomorphic and antiholomorphic
variables, F (J , δJ ) has the right superdegree to be integrated over Mg. So we can define
the integral of F (J , δJ ) over this moduli space, and this will give the genus g contribution
to the vacuum amplitude of the heterotic string.
As usual, some subtleties arise in the infrared region because Mg is not compact; these
will occupy our attention later. But as a preliminary, one has to grapple with an important
detail.
3.3.2 A Hard-To-Avoid Detail
To explain the relevant point without excess clutter, let us simplify and suppose that the
moduli space M of super Riemann surfaces has dimension 1|2 rather than 3g − 3|2g − 2.
Then locally we could pick holomorphic coordinates m|η1, η2 on M. Any such coordinate
system would be valid only locally in M. In another region of M, we might use another
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holomorphic coordinate system m′|η′1, η′2, related to the first by
m′ = f(m|η1, η2)
η′i = ψi(m|η1, η2), i = 1, 2, (3.58)
with some holomorphic functions f |ψ1, ψ2. M is said to be holomorphically projected if it
is possible to choose the coordinates so that f(m|η1η2) is a function of m only, and not of
the η’s. The more general possibility is that the relation is
m′ = f0(m) + η1η2f2(m), (3.59)
with functions f0 and f2 that depend on m only. M is said to be holomorphically split if
it is possible to choose the coordinates so that f is independent of the η’s and the ψi are
linear in the η’s. (With only two odd variables ηi, the second condition is trivial since the
ψi are odd functions.)
It is rather special for a complex supermanifold to be holomorphically projected or
split. There has been no reason to believe that the moduli space of super Riemann surfaces
has this property, and recently it has been shown that this is not the case in general [45].
(Supermoduli space is holomorphically projected in low orders and this fact has been
exploited in explicit computations, especially in [14].)
Now let us consider the antiholomorphic degrees of freedom of the heterotic string. If
supermoduli space has dimension 1|2, then the ordinary moduli space of bosonic Riemann
surfaces has dimension 1|0. We therefore describe the antiholomorphic structure of Σ by
a local coordinate m˜. In another region of the moduli space, we would use another local
coordinate m˜′ related to the first by a holomorphic change of coordinates
m˜′ = f˜(m˜). (3.60)
What relation can we assume between m˜ and m? Naively one would like to claim
that the coordinates can be chosen so that m˜ is the complex conjugate of m and m˜′ is the
complex conjugate of m′. However, if M is not holomorphically projected, these assertions
do not make sense. We cannot consistently claim that m˜ = m and m˜′ = m′ if the relation
between m′ and m depends on the η’s while the relation between m˜ and m˜′ does not.
An elegant way to proceed23 is as follows. We make use of the fact that the partition
functions and correlation functions of the worldsheet conformal field theories that are
relevant in string theory are all real-analytic. So we can analytically continue away from
m˜ = m as long as we do not go too far away. Similarly, if we insert a vertex operator at
a point z˜;z|θ; we can analytically continue away from z˜ = z, as long as we do not go too
far. When we make this sort of analytic continuation, we can treat the moduli of left and
right-movers on the worldsheet as independent complex variables.
If we proceed in this way, the arguments of section 3.3.1 show that F (J , δJ ) is the
pullback of a holomorphic form (which we denote by the same name) on a product ML ×
23See p. 95 of [50] for a very brief explanation, and section 5 of [15] for a more leisurely account, with
discussion of some alternative approaches.
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MR, where ML and MR parametrize respectively the complex structures “seen” by the
left-movers and right-movers.24 Any of the oriented closed-string theories can be described
in this way. For the heterotic string, MR is a copy of the moduli space of super Riemann
surfaces, parametrizing holomorphic structures on Σ, andML is a copy of the moduli space
of ordinary Riemann surfaces, parametrizing antiholomorphic structures on Σ. Analytic
continuation does not affect the statement that F (J , δJ ) is a form of superdegree 6g −
6|2g− 2, which is the same as the complex dimension of ML ×MR, or the fact that F is
closed, dF (J , δJ ) = 0.
In general, suppose that M is a complex supermanifold of dimension p|q, and F (x,dx)
is a closed holomorphic p|q-form on M . Then F can be integrated on a subsupermanifold
Γ ⊂ M of real codimension p|0 (and thus real dimension p|q), with a result that only
depends on the homology class of Γ . A natural source of such Γ ’s is as follows. Let Mred
be the reduced space of M , defined by setting the odd coordinates to zero. So Mred is an
ordinary complex manifold of complex dimension p. Let Γ be a middle-dimensional cycle
in Mred, or in other words a cycle of real codimension p. Then by relaxing the condition
that the odd variables should vanish, Γ ⊂Mred can be thickened to a cycle Γ ⊂M of the
same codimension in a way that is unique up to homology.25 So we can define the integral∫
Γ D(x,dx)F (x,dx), and (if Γ is compact) it only depends on the homology class of Γ.
The reduced space (ML ×MR)red ⊂ ML ×MR is defined by setting to zero all of
the odd coordinates. In the toy model above, the reduced space is defined by η1 = η2 = 0.
The naive conditions m˜ = m, m˜′ = m′ make sense once we set the odd variables to zero,
so they should be understood as defining a middle-dimensional cycle Γ ⊂ (ML ×MR)red.
Then we thicken Γ to a cycle Γ ⊂ ML ×MR. Though the thickening from Γ to Γ is not
completely canonical, the integral
Zg =
∫
Γ
D(J , δJ )F (J , δJ ) (3.61)
would be independent of the choices involved if Γ were compact. As it is, what we have
said about the definition of Γ needs to be supplemented with an explanation of how Γ
should behave at infinity. We postpone this until we have acquired in section 6 a basic
understanding of the behavior of the superstring measure in the infrared region.
Γ (and its generalizations with vertex operator insertions) is the appropriate inte-
gration cycle for heterotic string perturbation theory. The integral (3.61) is the g-loop
contribution to the vacuum amplitude of the heterotic string.
One might have hoped to define a natural moduli space of heterotic string worldsheets
over which one would integrate to compute scattering amplitudes. This appears to be too
optimistic, for the reasons sketched above. The integration cycle Γ is what exists instead.
24To be more exact, F (J , δJ ) is defined and holomorphic in an open set ofML×MR that includes the
region near m˜ = m that will be used in the following construction.
25The idea is very simple: whatever equations define Γ, one includes the odd variables in those equations
in an arbitrary way to get Γ . Because the odd variables are infinitesimal, there is no topology in whatever
choices have to be made. See appendix D for an example of choosing Γ , and eqn. D.12 for an explanation
of the fact that in the example, the possible choices are homologous.
– 36 –
3.4 Integration Over A Slice
In the analytic continuation of section 3.3.2, F (J , δJ ) is understood as a holomorphic
form on ML ×MR (which is supposed to be integrated on a cycle Γ that is close to the
“diagonal”). To make the following discussion concrete, it is useful to pick local holo-
morphic coordinates m1 . . .m3g−3|η1 . . . η2g−2 on MR; we often denote them collectively
as mα, α = 1 . . . | . . . 2g − 2. And we pick local holomorphic coordinates m˜1 . . . m˜3g−3 on
ML. We make no assumption about all these parameters except that they give a good
parametrization of a region of ML ×MR (sufficiently close to the “diagonal” m˜α = mα)
in which we want to get a better understanding of the heterotic string path integral.
The modular parameters m˜β and mα determine the supercomplex structure J of Σ up
to diffeomorphism. Just as in our study of the bosonic string in section 2.3, we can make
the formula for the vacuum amplitude Zg more concrete by picking a local slice transverse
to the action of the diffeomorphism group on J. Picking a slice means that we pick a
definite family of J ’s parametrized by the m˜β and mα. We then regard J as a function
of the m˜β and mα, and similarly we express δJ in terms of the corresponding differentials
dm˜β and dmα:
δJ zz˜ =
∑
α=1...|...2g−2
∂J zz˜
∂mα
dmα
δJ z˜θ =
∑
β=1...3g−3
∂J z˜θ
∂m˜β
dm˜β. (3.62)
The worldsheet action of the heterotic string will in general have a complicated de-
pendence on the modular parameters mα and m˜β. But it is always linear in the dm’s and
dm˜’s, since it is linear in δJ . So – as in section 2.3 – it is possible to “integrate out” the
differentials dmα and dm˜β, to get a reduced description with fewer variables.
Going back to (3.24), we see that the part of the action that is linear in the differentials
is
Idm,dm˜ =
∑
α=1...|...2g−2
dmαB
(α) +
∑
β=1...3g−3
dm˜βB˜
(β), (3.63)
with
B(α) =
1
2pi
∫
Σ
D(z˜, z|θ) ∂J
z
z˜
∂mα
Bzθ
B˜(β) =
1
2pi
∫
Σ
D(z˜, z|θ) ∂J
z˜
θ
∂m˜β
B˜z˜z˜. (3.64)
We can think of B(α) and B˜(β) as the antighost modes that are conjugate to the moduli
mα and m˜β. From (3.63), the integral over the differentials gives∏
β=1...3g−3
∫
D(dm˜β) exp
(
−dm˜βB˜(β)
)
·
∏
α=1...|...2g−2
D(dmα) exp
(
−dmαB(α)
)
=
∏
β=1...3g−3
δ(B˜(β)) ·
∏
α=1...|...2g−2
δ(B(α)). (3.65)
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In short, we can integrate out the differentials in favor of a delta function for each conjugate
antighost mode. We abbreviate the product of delta functions that we have just obtained
as
δ3g−3(B˜(β))δ3g−3|2g−2(B(α)). (3.66)
We now define a function Λ(m˜,m) of the moduli m˜β and mα by performing a path
integral over all worldsheet fields of the heterotic string (both matter and superghosts)
with the above delta functions included and the moduli held fixed:
Λ(m˜,m) =
∫
D(X,B,C, B˜, C˜) exp(−I) δ3g−3(B˜(β))δ3g−3|2g−2(B(α)). (3.67)
(Λ was first introduced in [5] and used to define what we will shortly call Ξ.) The argument
given in the last paragraph of section 2.3 applies here to show that Λ(m˜,m) does not depend
on the choice of slice that was used in the computation. The delta functions depend on
the slice, but the dependence disappears when we integrate over the fields C and C˜.
The delta function insertions in (3.67) are actually needed in order for the worldsheet
path integral to give a sensible and non-zero result. An antighost zero-mode that is not
removed by a delta function would cause the worldsheet path integral to vanish (in the
case of a fermionic zero-mode) or to diverge (in the case of a bosonic one). As usual,
when studying vacuum amplitudes, we restrict to g ≥ 2 so that there are no C or C˜ zero-
modes and hence delta functions for antighost zero-modes suffice to give a sensible path
integral. Later, when we include external vertex operators, we will always, for all g ≥ 0,
have a suitable set of delta functions either present in the vertex operators or coming from
integrating out the dm’s and dm˜’s so that the path integral is sensible and not trivially
zero.
Let us use an even more condensed notation in which x represents all moduli mα and
m˜β together. With the differentials dx included, there is a natural measure D(x, dx) for the
combined system of moduli and their differentials. (Here “natural” means that D(x,dx) is
invariant under any reparametrization of the x’s together with the induced transformation
of the dx’s.) As usual, this is so because of the way the variables come in pairs with
opposite statistics. Although D(x, dx) is completely natural, if we factor it as the product
of a measure for the x’s,
D(x) = [dm˜1 . . . dm˜3g−3;dm1 . . . dm3g−3|dη1 . . . dη2g−2] (3.68)
and the measure for the dx’s that we used in integrating them out in eqn. (3.65), then
neither factor is natural by itself. One way to get a natural formula is to multiply D(x) by
the function Λ(x) that we generated by integrating over the dx’s as well as other variables:
Ξ(x) = D(x) Λ(x). (3.69)
Concretely, if we transform to a new set of holomorphic coordinates on ML ×MR, then
D(x) is multiplied by the Berezinian of the change of coordinates (this Berezinian is the
superanalog of the Jacobian for a change of coordinates), while the inverse of this factor
multiplies the product of delta functions in (3.66), and likewise therefore the function Λ(x).
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Geometrically, Ξ(x) is a holomorphic section of the Berezinian line bundle ofML×MR.
This is just a fancy way to say that Ξ(x) is a well-defined measure on ML ×MR, in the
holomorphic sense. The relation between F (J , δJ ) and Ξ(x) is just that
Ξ(x) =
∫
D(dx)F (J , δJ ). (3.70)
Concretely, on the right hand side, F (J , δJ ) was defined by an integral over heterotic
string matter fields and superghosts, while on the left hand side Ξ(x) was defined by
integrating over the dx’s as well as the matter fields and superghosts. So we can map F to
Ξ by integrating out the dx’s. In general (see for example section 3.3.3 of [15]), integrating
out the differentials in this fashion gives a natural map from a pseudoform, in our case
F (J , δJ ), to a section of the Berezinian, here Ξ(x).
On a complex supermanifold M of complex dimension p|q, in general a holomorphic
section of the Berezinian can be integrated on a cycle of real codimension p|0; the integral
only depends on the homology class of the cycle. In our case, the cycle on which we wish
to integrate Ξ(x) is the integration cycle Γ of the heterotic string. This integral gives the
genus g contribution to the heterotic string vacuum amplitude:
Zg =
∫
Γ
Ξ(x). (3.71)
The formula (3.71) is completely equivalent to our earlier formula (3.61) for Zg. The
two formulas arise by performing the same integrals in different orders. Eqn. (3.61) arises in
a procedure in which we compute Zg by integrating first over matter fields and superghosts
to compute F (J , δJ ), after which we integrate over x and dx to get Zg. Eqn. (3.71)
corresponds to a procedure in which we first integrate over dx to get the product of delta
functions in (3.66), then integrate over matter fields and superghosts to compute Ξ(x), and
finally integrate over x.
The advantage of eqn. (3.61) it that it enables us to maintain manifest BRST symmetry
at all stages. Eqn. (3.71) has enabled us to make contact with the literature, and has other
applications as well.
3.4.1 More On Changes Of Coordinates
By now we understand that the vacuum amplitude of the heterotic string can be computed
by integrating the naturally-defined section Ξ(x) of Ber(ML ×MR) or equivalently the
pseudoform F (J , δJ ) over the integration cycle Γ . Moreover, once we introduce vertex
operators, the same machinery can be used to compute scattering amplitudes. The only
possible problems have to do with the behavior in the infrared region at infinity.
Here we will describe an important subtlety26 that arises when one tries to choose
coordinates and evaluate the integral over Γ . This subtlety is related to what was described
in section 3.3.2, so we will return to the simplified model in which we suppose that MR
has dimension 1|2, with local coordinates m|η1, η2, andML has dimension 1|0 with a local
coordinate m˜.
26See [48] for an early treatment of some of these issues.
– 39 –
With only two odd coordinates, the general possible form of an even section Ξ of
Ber(ML ×MR) is
Ξ = [dm˜;dm|dη1, dη2] (Υ0(m˜,m) + Υ2(m˜,m)η1η2) . (3.72)
Naively speaking, since we are planning to perform a Berezin integral over all variables
including η1 and η2, it looks like we only care about Υ2; one would think that Υ0 is
projected out when we integrate over η1 and η2.
The trouble with this way of thinking is that although Ξ is a naturally-defined object,
its separation into Υ0 and Υ2η
1η2 is not natural. Consider the change of coordinates from
m|η1, η2 to
m′ = m+ a(m)η1η2
η′1 = η1
η′2 = η2. (3.73)
In the new coordinate system,
Ξ = [dm˜;dm′|dη′1, dη′2] (Υ′0(m˜,m′) + Υ′2(m˜,m′)η′1η′2) , (3.74)
with
Υ′2(m˜,m
′) = Υ2(m˜,m′)− ∂m′
(
a(m′)Υ0(m˜;m′)
)
. (3.75)
We see that we need to know Υ0 in the old coordinate system in order to compute Υ
′
2 in
the new coordinate system.
It is true that the term in Υ′2 that depends on Υ0 is a total derivative, so one might
hope that it would integrate to zero. However, such arguments are not as useful in practice
as one might think. Any coordinate system is only valid locally, and locally anything is a
total derivative. It is only if MR is holomorphically projected, so that we can avoid ever
making changes of coordinates in which an even coordinate is shifted by a fermion bilinear,
that one can in a fairly natural way forget Υ0 and study only Υ2.
The moduli space of super Riemann surfaces is actually not holomorphically projected
in general [45]. Even if it were, relying on such a projection would possibly make it difficult
to understand the gauge invariance and spacetime supersymmetry of superstring scattering
amplitudes. Finally, it turns out that even in cases in which MR is holomorphically
projected, the proper definition of the integration cycle Γ (in the infrared region at infinity
that we will study in section 6) is sometimes such that a naive computation using the
holomorphic projection and throwing away Υ0 gives the wrong answer. For an example,
see appendix D.
In short, to understand superstring theory without generating multiple complications,
one has to work with the naturally-defined objects Ξ(x) or F (J , δJ ), rather than projec-
tions of them that depend on coordinate choices.
In the superstring literature of the 1980’s, one typically integrated over the odd vari-
ables to get a measure depending only on the even moduli m˜β and mα. This gave formulas
that were only locally defined and depended on a specific procedure for integrating over the
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odd variables. The formulas would change by a total derivative, as in eqn. (3.75) above, if
one changed the procedure. It was necessary to keep track of these total derivatives. All
this greatly added to the complexity of the subject. Working on supermoduli space with
the natural objects Ξ(x) and F (J , δJ ) may or may not help with practical calculations,
but it does make the conceptual framework more simple.
3.5 A Basis Of Odd Moduli
Now we will describe the parametrizations of ML ×MR that are most usual in practice.
One begins with a purely bosonic Riemann surface Σred with local moduli m˜β and mα,
and with a choice of spin structure. The spin structure determines a square root of the
canonical bundle of Σred that we call K
1/2; its inverse we call T 1/2. From Σred, we build a
super Riemann surface Σ by adding an odd variable θ that is valued in T 1/2.
We want to deform Σ by turning on a gravitino field χθz˜. This field enters the general
formula eqn. (3.7) for the (1, 0) part of the variation of J :
δJ zz˜ = hzz˜ + θχθz˜. (3.76)
Our main interest here is not the bosonic field hzz˜ that describes the bosonic moduli mα, but
the gravitino field χθz˜ that describes the odd moduli. At the linearized level, it is subject
to the gauge equivalence
χθz˜ → χθz˜ + ∂z˜yθ. (3.77)
(This equivalence follows from the action (3.10) of a vector field qz∂z on δJ zz˜ ; one expands
qz(z˜;z|θ) = sz(z˜;z) + θyθ(z˜;z) and then (3.77) is the symmetry generated by yθ.) Modulo
this gauge equivalence, χθz˜ takes values in the sheaf cohomology group H
1(Σred, T
1/2),
whose dimension is 2g− 2.
So we can specify a family of fermionic deformations of Σ by picking a set of 2g − 2
c-number χθz˜ fields, representing a basis of H
1(Σred, T
1/2). We call these fields χ
(σ)θ
z˜ , σ =
1, . . . , 2g − 2. Any generic set of χ(σ)’s will do, since the condition that they project to
linearly independent elements of H1(Σred, T
1/2) is satisfied generically. Then we expand
the gravitino field as
χθz˜ =
2g−2∑
σ=1
ησχ
(σ)θ
z˜ , (3.78)
with odd coefficients ησ. The ησ can serve as the odd moduli of MR, in a suitable region.
This is actually a convenient way to give a local parametrization of the odd directions
in supermoduli space. However, there are two very important pitfalls. The first is simply
that we have to make sure that the χ(σ)’s do give a basis for H1(Σred, T
1/2). This is untrue
precisely if a linear combination of the χ(σ)’s, with c-number coefficients eσ that are not
all zero, can be gauged away by some yθ:
∂z˜y
θ =
∑
σ
eσχ
(σ)θ
z˜ . (3.79)
The cokernel of the operator ∂z˜, mapping sections of T
1/2 to (0, 1)-forms with values in
T 1/2, is H1(Σred, T
1/2), which has dimension 2g − 2, and generically to get a non-zero
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solution of an equation such as (3.79) with a non-zero source on the right hand side, we
need to adjust 2g − 1 parameters.27 The 2g − 2 parameters eσ are not quite enough, but
if we also vary one of the bosonic moduli mα, then we have enough parameters so that it
is natural for eqn. (3.79) to have a solution for some isolated values of mα. The fermionic
gauge-fixing that is defined by the choice of slice (3.78) is then wrong at such a value of
mα, and the measure on supermoduli space, computed as in section 3.6.2 using this slice,
will develop a pole. (Explicitly, the pole arises because the product of delta functions in
(3.93) does not remove all of the zero-modes of the field βzθ.)
Except in very low genus, this phenomenon is practically unavoidable and in the lit-
erature there is a technical name for these poles – they are called spurious singularities.
They are spurious because they result from an invalid gauge-fixing. To compute correctly
in a formalism with spurious singularities can become complicated in general, as one has
to keep track of total derivatives supported on the locus of spurious singularities. We will
not try to explain how to do that here. Rather, our goal is to understand how to calculate
in a framework in which all singularities are physically sensible and represent the effects of
on-shell particles. So we want to avoid spurious singularities.
That does not mean avoiding the use of the slices we have described. It means that
such a slice should be used in the following sense. We pick a suitable set of χ(σ)’s and a
sufficiently small open set U in ML ×MR so that eqn. (3.79) has no solution when Σred
is parametrized by U . Then, in that region, we use eqn. (3.78) to define fermionic moduli
ησ. Together with the moduli mα and m˜β of Σred, this gives a local coordinate system on
ML×MR. In this coordinate system, we compute the invariant objects F (J , δJ ) or Ξ(x)
on ML ×MR that have to be integrated to compute the heterotic string amplitude. Of
course, with a particular basis of gravitino modes, this procedure works only in a suitable
open set U . But we can coverML×MR with open sets U (ζ) in each of which we can pick
an appropriate basis χ(σ;ζ) of gravitino fields such that eqn. (3.79) nowhere has a non-zero
solution. This gives us in each U (ζ) a good set of odd moduli ησ;ζ . Using these local slices,
we compute F (J , δJ ) or Ξ(x) in each U (ζ); the results automatically agree on intersections
U (ζ) ∩ U (ζ′) since F (J , δJ ) and Ξ(x) are independent of the coordinate choices.
After covering ML ×MR by the open sets U (ζ) and defining a basis of odd moduli
ησ;ζ , σ = 1, . . . , 2g−2 in each open set as in the last paragraph, what we do not want to do
is to integrate over the ησ;ζ in each U (ζ) to get a measure on the reduced space parametrized
by the bosonic moduli mα and m˜β only. These computations would not fit together in a
simple way on intersections U (ζ) ∩ U (ζ′), for the following reason. As we will see shortly,
when we change basis from χ(σ;ζ) to χ(σ;ζ
′) in the intersection U (ζ) ∩ U (ζ′), the moduli mα
undergo the sort of transformation that we studied in eqn. (3.73). In the language of that
discussion, integrating over the odd moduli ησ;ζ in each U (ζ) would entail dropping Υ0 and
keeping Υ2. A correct computation has to keep track of Υ0. Conceptually, the simplest
correct procedure is to use the local slices to compute the invariant objects F (J , δJ )
or Ξ(x) (or their generalizations with external vertex operators), and then evaluate the
27One of these parameters is an overall scaling of the right hand side of the equation, or in other words
of the eσ; this does not affect whether the equation has a solution. Modulo this scaling, we need to adjust
2g− 2 parameters to get a solution, the same number as the dimension of the cohomology group.
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amplitude using (3.61) or (3.71). In that way, we extract only invariant information from
the local slices and we never meet spurious singularities. It is also possible but cumbersome
to describe a correct procedure without the geometric interpretation that we have just
explained. See for example [49].
We still have to explain why, when we change basis for the gravitino modes from χ(σ;ζ)
to χ(σ;ζ
′), the bosonic moduli undergo a transformation such as (3.73). Any change of basis
for the χ(σ) can be made by replacing them with linear combinations of themselves and
modifying them by gauge transformations. The subtlety entirely comes from the gauge
transformations.28 To implement a general change of basis, we need to make a gauge
transformation on each χ(σ) separately
χ
(σ)θ
z˜ → χ
(σ)θ
z˜ + ∂z˜y
(σ)θ. (3.80)
This amounts to the gauge transformation
χ→ χ+ ∂z˜y, (3.81)
with χ as in (3.78) and
y =
2g−2∑
σ=1
ησy
(σ). (3.82)
The problem is that although in leading order in odd variables, a gauge transformation
with parameter y acts on χ as in (3.77) while leaving h invariant, in the next order, hzz˜ is
transformed by
hzz˜ → hzz˜ + yθχθz˜. (3.83)
In the present context, this is
hzz˜ → hzz˜ +
∑
σ,σ′
ησησ′y
(σ)θχ
(σ′)θ
z˜ . (3.84)
This deformation of hzz˜ arises as soon as there are two or more odd moduli. Importantly,
even though it is induced by a gauge transformation of χ, the shift in hzz˜ is not a pure
gauge from a purely bosonic point of view, since it is not of the form ∂z˜w
z for any wz. So
this shift in hzz˜ changes the bosonic geometry in a nontrivial fashion and shifts the even
moduli mα by bilinears in the η’s.
In the context of supergeometry, this mixing of even and odd variables is quite natural
and one should not expect to be able to define bosonic moduli while ignoring the existence
of odd variables. So the result probably should not be a surprise. It implies that except
in special cases in low orders, one should not expect to be able to avoid the subtleties
described in sections 3.3.2 and 3.4.1.
28The reason for this is that replacing the χ(σ) by linear combinations of themselves does not change
the space of gravitino modes over which we are integrating, only its parametrization by the η’s. See the
discussion of eqn. (3.91).
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3.6 Integrating Out Odd Variables
3.6.1 General Procedure
We will now make the considerations of section 3.5 more concrete. The worldsheet action
of the heterotic string is actually linear in the gravitino field χθz˜, so the dependence of
the action on this field is entirely contained in the linear formula (3.11). (For Type II
superstrings, matters are a little more complicated; the action has a term that involves the
product χθz˜χ
θ˜
z.) For the gravitino field (3.78), the gravitino coupling comes out to be
Iη =
2g−2∑
σ=1
ησ
2pi
∫
Σred
d2z χ
(σ)θ
z˜ Szθ. (3.85)
(This is an integral on the reduced space Σred, with θ integrated out; θ is similarly integrated
out in the following formulas.)
There is also a corresponding coupling of dησ to the holomorphic antighost field Bzθ.
We can deduce it from (3.24). It actually is related to (3.85) by the BRST symmetry
{QB, ησ} = dησ, [QB, βzθ] = Szθ:
Idη =
2g−2∑
σ=1
dησ
2pi
∫
Σred
d2z χ
(σ)θ
z˜ βzθ. (3.86)
We have given the reader fair warning that in general it is not illuminating to integrate
out the odd variables. On the other hand, it is also important to know what happens when
we do integrate them out, both to make contact with the literature and more importantly
because integrating out the odd variables is useful for performing practical calculations in
low orders.
According to the above formulas, for each σ, the dependence of the integrand of the
path integral on the pair ησ, dησ is a simple factor
exp
(
− 1
2pi
∫
Σred
d2z χ
(σ)θ
z˜ (ησSzθ + dησβzθ)
)
. (3.87)
If we integrate out the pair ησ and dησ, we get simply
δ
(∫
Σred
d2z χ
(σ)θ
z˜ βzθ
)
·
∫
Σred
d2z χ
(σ)θ
z˜ Szθ. (3.88)
This is a standard formula; see [5, 7] or eqn. (3.335) in [8]. Usually the differentials dησ
are not introduced explicitly in the formalism, and one says simply that (3.88) results from
integration over ησ. Since an odd variable is its own delta function, we can also write (3.88)
with the two factors treated more symmetrically:
δ
(∫
Σred
d2z χ
(σ)θ
z˜ βzθ
)
· δ
(∫
Σred
d2z χ
(σ)θ
z˜ Szθ
)
. (3.89)
The result (3.88) or (3.89) is invariant under a rescaling of the gravitino mode χ
(σ)θ
z˜ ,
because the two factors transform oppositely. A more fundamental explanation of why
such rescaling does not matter is that the gravitino field (3.78) is unchanged under
χ
(σ)θ
z˜ → λχ
(σ)θ
z˜ , ησ → λ−1ησ, λ ∈ C∗, (3.90)
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and the extended action is invariant if we also rescale dησ by a factor of λ
−1. So when
we integrate out ησ and dησ – an operation that is certainly invariant under a common
rescaling of ησ and dησ – we get a result that is invariant under rescaling of the gravitino
mode χ
(σ)θ
z˜ .
An important generalization of what we have just explained is that the operation
of integrating out several odd moduli η1, . . . , ηs only depends on the linear span of the
gravitino fields χ
(1)θ
z˜ . . . χ
(s)θ
z˜ . The reason for this is that in the definition of the gravitino
field and in the extended action we can compensate for a linear transformation
χ
(1)
z˜
...
χ
(s)θ
z˜
→M

χ
(1)
z˜
...
χ
(s)θ
z˜
 (3.91)
for any invertible matrix M by(
η1 . . . ηs
)
→
(
η1 . . . ηs
)
M−1,
(
dη1 . . . dηs
)
→
(
dη1 . . . dηs
)
M−1. (3.92)
The combined operation leaves fixed the gravitino field and the extended action. Integrating
out the η’s and dη’s is invariant under the transformation (3.92). So the factor
s∏
σ=1
(
δ
(∫
Σred
d2z χ
(σ)θ
z˜ βzθ
)
·
∫
Σred
d2z χ
(σ)θ
z˜ Szθ
)
(3.93)
that comes by integrating out the η’s and dη’s is invariant under (3.91), as one may readily
verify.
3.6.2 The Picture-Changing Operator
The example of this construction that is most often considered is that each gravitino mode
χ
(σ)θ
z˜ is a delta function supported at some point pσ ∈ Σred:
χ
(σ)θ
z˜ = δpσ . (3.94)
There is a subtlety here: χ
(σ)θ
z˜ is supposed to be a (0, 1)-form valued in T
1/2. The space
of such forms with delta function support at pσ is one-dimensional, but there is no natural
way to pick a non-zero vector in this space. So there is no natural way to normalize the
delta function in (3.94). However, if we are planning to integrate out the odd variables,
this does not matter very much, because of an observation in section 3.6.1: the formalism
is invariant under a rescaling of the gravitino modes (with a compensating rescaling of the
odd modulus ησ).
For a delta-function gravitino supported at p ∈ Σred, the factor (3.88) associated with
integrating out an odd modulus becomes
Y(p) = δ(β(p))Szθ(p). (3.95)
This is called the picture-changing operator. It was originally defined rather differently in
[1]. The definition (3.95) was first presented in [7, 46], where the meaning of operators such
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as δ(β(p)) was also analyzed. (We explore this subject further in section 10 of the present
paper.) Y(p) is a primary field of conformal dimension 0, the product of the supercurrent
Szθ, which has dimension 3/2, and δ(β), which has dimension −3/2.
Actually, the definition of Y(p) needs some clarification, because there is a singularity
in the operator product of Szθ(p) and δ(β(p)). The usual approach is to fix the ambiguity
(which involves an operator of the form δ′(β)∂zbzz, where bzz is the fermionic antighost)
by using BRST symmetry. Equivalently, one may regularize the definition of Y(p) by using
a smooth gravitino wavefunction with very concentrated support and taking the limit as
it approaches a delta function.
At least locally on the reduced space (ML ×MR)red, one can use picture-changing
operators to integrate over all odd moduli. For this, one picks points pσ, σ = 1, . . . , 2g− 2,
and one lets
χ
(σ)θ
z˜ = δpσ . (3.96)
Initially, we take the pσ to be distinct so that the χ
(σ)θ
z˜ ’s are linearly independent and
have a chance to provide a basis for H1(Σred, T
1/2). With this choice of gravitino modes,
integrating out the odd moduli will give a product of picture-changing operators
2g−2∏
σ=1
Y(pσ). (3.97)
It is interesting to ask when the use of picture-changing operators to integrate out
all the odd moduli will lead to a spurious singularity. This will happen when there is a
non-zero solution of the equation (3.79), which here reads
∂z˜y
θ =
2g−2∑
σ=1
eσδpσ . (3.98)
A solution yθ of this equation is a section of T 1/2 that has simple poles at the points
p1, . . . , p2g−2 (with residues e1, . . . , e2g−2) and is holomorphic elsewhere. So yθ is a holo-
morphic section of the line bundle T 1/2(p1 + · · · + p2g−2) = T 1/2 ⊗ O
(∑2g−2
σ=1 pσ
)
. This
is, by definition, the line bundle whose holomorphic sections are sections of T 1/2 that may
have simple poles at the pi. It has degree g−1, since T 1/2 has degree −(g−1) and allowing
the poles increases the degree by 2g− 2. A generic holomorphic line bundle of degree g− 1
has no holomorphic section; however, when one varies one complex parameter (a modulus
of Σred, or the choices of the pi), it is generic for such a section to arise at special values
of this parameter. In particular, if one integrates out the odd moduli of Σ via a product
of picture-changing operators, one should expect to encounter spurious singularities as the
bosonic moduli – the moduli of Σred – are varied. These are poles that appear where
H0(Σred, T
1/2(Σσpσ)) 6= 0. (3.99)
So far, we have assumed that the points pσ are distinct. However the criterion (3.99)
for a spurious singularity makes perfect sense even if some of the pσ coincide. In fact,
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the procedure of integrating out odd moduli by using gravitino wavefunctions with delta
function support has a generalization (not a limit; the distinction will become clear) when
some of the pσ coincide. To explain this heuristically, let us choose a local coordinate z such
that p1 and p2 correspond, say, to z = 0 and z = . So two of our gravitino wavefunctions
are
χ
(1)θ
z˜ = δ
2(z), χ
(2)θ
z˜ = δ
2(z − ). (3.100)
But the result of integrating out the odd moduli is invariant under a linear transformation
(3.91) of the gravitino modes, and as a special case of this, we can replace χ
(2)θ
z˜ with
χ̂
(2)θ
z˜ = −
1

(
χ
(2)θ
z˜ − χ
(1)θ
z˜
)
= −1

(
δ2(z − )− δ2(z)) . (3.101)
In this form, we can take the limit as → 0, getting
χ̂
(2)θ
z˜ = ∂zδ
2(z). (3.102)
Thus if one gravitino mode is a delta function at a given point, it is fairly natural to take
a second one to be the derivative of a delta function at the same point.
By evaluating (3.88), we find that if χ
(σ)θ
z˜ = ∂zδ
2(z− z0) for some z0, then integrating
out the corresponding odd modulus ησ and its differential dησ gives a factor
δ(∂zβ(z0))∂zSzθ(z0). (3.103)
Again some regularization of this singular product is required.
Similarly, the picture-changing formalism has a generalization when any number of the
points p1, . . . , p2g−2 coincide. If k of them are to coincide at some point in Σred, say z = 0,
we take k of the gravitino wavefunctions to be δ2(z), ∂zδ
2(z), . . . , ∂k−1z δ2(z).
The foregoing remarks must be treated with care. It is true, as we have just seen, that
the picture-changing formalism has a natural analog when two or more of the points pσ
coincide. However, this analog is not simply the limit of the picture-changing formalism
when, say, p1 → p2. The reason is that there is a short-distance singularity in the operator
product Y(p1)Y(p2) for p1 → p2. The above classical treatment amounted to normal-
ordering this product and dropping the singular terms. The singular terms are QB-exact,
so that their contribution to F (J , δJ ) is an exact form, but as usual such exact forms
must be treated carefully. So the picture-changing formalism, defined initially for distinct
points pσ, has an analog when some of the points are taken to coincide, but it does not in
general have a limit as the points approach each other.
3.6.3 Picture Number
We already observed in discussing eqn. (3.67) that on a genus g Riemann surface with no
vertex operator insertions, we need 2g− 2 delta functions of the commuting ghost field βzθ
in order to get a sensible path integral. These insertions remove singularities that would
otherwise arise from zero-modes of this field. These delta functions may be in general delta
functions of arbitrary modes of the field βzθ, of the form
δ
(∫
Σred
d2z χ
(σ)θ
z˜ βzθ
)
(3.104)
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for any c-number gravitino field χ
(σ)
z˜ . Any generic 2g− 2 insertions of this kind will give a
path integral that makes sense (in the absence of delta functions of γ, as discussed shortly).
We call an operator of the form (3.104) an operator of picture number 1. Generically,
the picture number 1 operators in (3.104) are not local operators. They become local
operators – although relatively unfamiliar ones – if χ
(σ)θ
z˜ has delta function or derivative of
delta function support. In that case, we get local operators of the form δ(β(z)), δ(∂zβ(z)),
δ(∂2zβ(z)), etc., all of picture number 1.
According to generalities of quantum field theory, once we allow a local operator
δ(β(z)), we also must allow its z-derivative ∂zδ(β(z)). Formally
∂zδ(β(z)) = ∂zβ(z) · δ′(β(z)). (3.105)
This indicates that a reasonable formalism will have to include not just delta function
operators δ(β(z)) but more general distributional operators δ′(β(z)), δ′′(β(z)), and so on.
In fact, an operator such as δ′(β(z)) can remove a β zero-mode and help give a sensible
path integral, just as δ(β) can. We will describe this in more detail in section 10. So we
assign picture number 1 to δ′(β(z)), and similarly to δ′′(β(z)), δ′(∂zβ(z)), etc., just as to
δ(β(z)). Similarly we consider a nonlocal operator
δ(k)
(∫
Σred
d2z χ
(σ)θ
z˜ βzθ
)
(3.106)
(where δ(k) is the kth derivative of a delta function) to have picture number 1.
All this matches integration theory on supermanifolds, as very briefly reviewed in
section 3.2.1. In that subject, one assigns picture number −1 to δ(dθ) (where θ is an odd
coordinate so dθ is an even differential) and also to δ′(dθ), δ′′(dθ), etc. (See eqn. (3.34)
for a concrete example using a form δ′(dθ).) The role of a picture number −1 operator is
to reduce by 1 the number of dθ’s over which one has to integrate, and any of these delta
functions has that effect. The reader who wishes to understand more deeply the analogy
between picture number in integration on supermanifolds and picture number in the βγ
system is urged to consult [11].
Now we will explain some important aspects of the βγ system. Some readers may
want to jump to section 10 (which does not depend on the intervening parts of this paper),
where the following is explained more systematically. Readers who find what is stated in
the next few paragraphs to be at least temporarily sufficient can simply proceed. In any
event, the relevant facts are this. The ghost field γ is a section of a line bundle T 1/2.
Suppose for simplicity that this line bundle has no holomorphic sections (which is the case
for g ≥ 2); then γ has no zero-modes. The index of the ∂z˜ operator acting on sections of
T 1/2 is −(2g− 2), so β has 2g− 2 zero-modes and it takes 2g− 2 insertions of δ(β) to get
a sensible path integral. Now suppose that we include in the path integral a factor δ(γ(p))
for some point p. Since this forces γ to vanish at p, it effectively replaces the line bundle
T 1/2 by T 1/2(−p) (whose sections are sections of T 1/2 that vanish at p). The index is now
−(2g− 1) and a sensible path integral requires 2g− 1 operators of the general type δ(β).
More generally, when delta functions of the commuting ghost γ are considered, as well as
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delta functions of β, one finds that a βγ path integral with r delta functions of β and s
delta functions of γ is sensible only if
r − s = 2g− 2. (3.107)
(This criterion is necessary but only generically sufficient, since exceptionally it can happen
that the delta functions do not remove all the zero-modes.) This statement is valid for all
g, not just the case g ≥ 2 that we started with.
The condition (3.107) does not depend on exactly what sort of delta functions are
considered; from this point of view, we do not want to distinguish δ(γ) from δ(∂zγ), δ
′(γ),
etc., just as we did not make such a distinction for delta functions of β. So we assign
picture number 1 to any delta function of β, regardless of details of its construction, and
picture number −1 to any delta function of γ. Then the general statement is that that the
net picture number of all operators must add up to 2g − 2 in order for the path integral
to be sensible. Needless to say, superstring scattering amplitudes are always described by
sensible path integrals.
The βγ system also has an anomalous symmetry – the holomorphic ghost number –
under which β and γ have charges −1 and 1, respectively. This quantum number is also
carried by b and c (the χθz˜Szθ term in the action does not allow separate ghost number
symmetries for b, c and for β, γ, though there is a separate antiholomorphic ghost number
symmetry carried by b˜, c˜). The b, c system has a ghost number anomaly −(3g − 3) and
the β, γ system has an anomaly 2g− 2, so the net ghost number anomaly is −(g− 1). So
to get a non-zero path integral, we need to insert a product of operators with a net ghost
number −(g− 1). A typical example is the product of delta functions of b and β that we
generated in (3.66). This was
δ3g−3|2g−2(B(α)) =
3g−3∏
α′=1
δ(b(α
′))
2g−2∏
α′′=1
δ(β(α
′′)). (3.108)
Each δ(b) has ghost number −1 and each δ(β) has ghost number 1. (That is because under
the scaling (b, β)→ λ−1(b, β), which is the ghost number symmetry of the antighosts, δ(b)
scales like b but δ(β) scales oppositely to β.) So the product of delta functions in (3.108)
does have net ghost number −(g− 1).
The assertion that the ghost number is an anomalous symmetry means that a path
integral with operator insertions of the wrong ghost number is well-defined but vanishes.
Picture number is not really a symmetry in that sense, anomalous or not, since a path
integral with operator insertions of the wrong picture number is divergent or not well-
defined, rather than being zero.
4 The Neveu-Schwarz Sector
In this section, we begin our study of superstring vertex operators. For the most part, it
does not matter much which supersymmetric string theory we consider, since left- and right-
moving worldsheet degrees of freedom can be treated independently in many respects. For
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definiteness, we concentrate on the heterotic string. In this case, there is a supersymmetric
structure only for right-movers, and there are two types of vertex operator – Neveu-Schwarz
(NS) and Ramond (R). We begin with the more straightforward NS case, deferring Ramond
vertex operators to section 5.
4.1 Neveu-Schwarz Vertex Operators
A Neveu-Schwarz vertex operator is simply inserted at a point z˜;z|θ on a heterotic string
worldsheet Σ. This operation increases the holomorphic dimension of the moduli space by
1|1, the extra moduli being simply the values of z and θ at which the vertex operator is
inserted. Similarly, the antiholomorphic dimension of the moduli space is increased by 1|0,
the extra modulus being z˜.
Let us try to understand, by analogy with section 2.4.1, what is the simplest type29 of
vertex operator that we can use to compute scattering amplitudes involving NS states.
Just as in section 2.4, for it to be possible to express scattering amplitudes in terms of
forms on a finite-dimensional space (basically the moduli space of super Riemann surfaces
with punctures), we will want the vertex operators to depend only on the ghost fields c˜, c,
and γ, and not on their derivatives. An equivalent condition is that
bnV = b˜nV = βrV = 0, n, r ≥ 0, (4.1)
where the b, b˜ modes were defined in eqn. (2.39) and
βr =
1
2pii
∮
dz zr+1/2βzθ. (4.2)
(The need for the condition (4.1) is explained in section 4.2.)
We certainly also want our vertex operators to be annihilated by the BRST charge
QB. As in our discussion of the bosonic string, if QBV = 0 and V also obeys (4.1), then it
follows that from a holomorphic point of view, V is a superconformal primary of dimension
0
LnV = 0, n ≥ 0
GrV = 0, r ≥ 1/2, (4.3)
and similarly that from an antiholomorphic point of view, V is a conformal primary of
dimension 0,
L˜nV = 0, n ≥ 0. (4.4)
This latter condition is familiar from the bosonic string.
The conditions (4.3) have an intuitive meaning. Looking back to (3.4), we see that the
generators Ln and Gr with n, r ≥ 0 are precisely the ones that vanish at z = θ = 0. So
the point z = θ = 0 is invariant under the symmetries generated by those operators, and
29Instead of the simplest choice, one can ask for the most general possible choice. As discussed for the
bosonic string in section 2.4.4, in general we could use arbitrary QB-invariant operators that are annihilated
by b0− b˜0. To use this larger class of vertex operators, one needs a more elaborate formalism that does not
assume superconformal symmetry.
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if we want to insert a vertex operator at z = θ = 0 that preserves all the superconformal
symmetries that leave fixed this point, then that operator should obey (4.3). Similarly,
(4.4) says that V is invariant under antiholomorphic changes of coordinate that leave fixed
the point at which it is inserted.
How should V depend on the ghost fields? We can answer this as follows. Since
inserting an NS vertex operator increases the antiholomorphic dimension of moduli space
by 1|0 and the holomorphic dimension by 1|1, in a formalism similar to what we had for
bosonic strings in section 2 or for the superstring vacuum amplitude in section 3, there will
be an extra delta function insertion for each of b˜, b, and β. We write this schematically as
δ(˜b)δ(b)δ(β). (4.5)
Let us consider first the holomorphic degrees of freedom. The operator δ(b)δ(β) has ghost
number 0 and picture number 1. We want V to be such that when we include V in the
path integral and also include an operator with the quantum numbers δ(b)δ(β), the path
integral remains sensible and non-zero. For this, V must have holomorphic ghost number
0 and picture number −1. The only operator with these quantum numbers that does not
depend on derivatives of c or γ is cδ(γ). We need the factor δ(γ) to get picture number
−1 (we cannot use other delta functions such as δ(∂zγ) or ∂zδ(γ) = ∂zγδ′(γ), since they
depend on derivatives of γ). And given that δ(γ) has ghost number −1, we need a factor
of c to make the holomorphic ghost number of V vanish.
As a bonus, we can extend this argument to show that V cannot depend on the
holomorphic antighosts b and β. Ordinary functions of b and β would make the holomorphic
ghost number negative, and delta functions of β would make the picture number positive.
For the antiholomorphic degrees of freedom, we can make a shorter version of the
same argument. If when we insert V in the path integral, we can insert an extra factor of
δ(˜b) with the path integral remaining non-zero, then V must have antiholomorphic ghost
number 1. Given that V does not depend on the derivatives of c˜, it must be precisely
proportional to c˜, with no dependence on b˜.
The conclusion then is that an NS vertex operator that will lead to a simple supercon-
formal formalism has the form
V = c˜cδ(γ)V, (4.6)
where V is constructed from matter fields only. In fact, as we will discuss, such an oper-
ator is QB-invariant if and only if V is a superconformal primary of antiholomorphic and
holomorphic dimensions (1, 1/2).
The need for the factor δ(γ) is perhaps daunting, though by now this is an old story,
going back to [1, 7]. But we should not be faint of heart; we know from section 3 that
operators of the general form δ(β) are unavoidable, so we should be prepared to deal with
δ(γ) as well.
Actually, the factor cδ(γ) has an intuitive explanation. As in eqn. (2.62), we can write
c as δ(c) so cδ(γ) becomes δ(c)δ(γ). The ghosts represent symmetry generators, but in the
presence of a vertex operator, only superconformal vector fields that vanish at the position
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of the vertex operator are symmetries. So c and γ should both be constrained to vanish at
the position of the vertex operator, and this is achieved via the delta functions.30
Finally, we have to impose the condition of BRST invariance. A vertex operator of the
form V = c˜cδ(γ)V is QB-invariant if and only if V is a conformal and superconformal pri-
mary (for antiholomorphic and holomorphic variables, respectively) of dimension (1, 1/2).
Thus, V must obey
LXn V =
1
2
δn,0V, n ≥ 0
GXr V = 0, r > 0
L˜Xn V = δn,0V, n ≥ 0, (4.7)
where the operators on the left are Virasoro and super Virasoro generators of the matter
system. The ghost factor c˜cδ(γ) is a primary of conformal dimension (−1,−1/2), so V
being a primary of dimension (1, 1/2) ensures that V is a primary of dimension (0, 0). We
refer to such a V as a superconformal vertex operator. According to the BRST version
of the no-ghost theorem, every BRST cohomology class (at non-zero momentum) contains
a representative that is a superconformal vertex operator, so in particular such operators
suffice for computing the S-matrix.
Let us briefly explain the role of the δ(γ) factor in V, since this is the most unusual
feature. In verifying that QBV = 0 for V a superconformal vertex operator, one needs
among other things to verify that V is annihilated by the following part of QB:
Q∗B =
∑
r∈Z+1/2
γrG
X
−r. (4.8)
Here γr are the modes
γ(z) =
∑
r∈Z+1/2
z−r+1/2γr. (4.9)
The conditions (4.7) ensure that γrG
X−rV = 0 for r < 0. For r > 0, we see from (4.9) that
vanishing of γr for r positive means that γ(z) vanishes at z = 0. In the presence of the
identity operator, γ(z) would be regular but non vanishing at z = 0; to make γ vanish at
z = 0, we need to insert an operator δ(γ(0)). That is why V(z) is proportional to δ(γ(z)).
For our applications, we need to know that the operator V = c˜cδ(γ)V is QB-invariant
not just in the ordinary sense but also in the extended sense in which QB acts on J .
This is true by the same sort of argument given at the end of section 2.4.1, using the
antighost equation of motion derived from the extended action (3.24). The same goes for
the superconformal Ramond vertex operators that we will study in section 5.
30To elaborate on this slightly, let us go back to the formula (3.3) for general superconformal vector fields.
The condition that νf and Vg both leave fixed the point z = θ = 0 is that f(0) = g(0) = 0. The fields γ
and c are ghosts that correspond to the vector fields f and g, so we want γ(0) = c(0) = 0. This is enforced
by the delta functions.
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4.1.1 Other Picture Numbers?
In conventional language, we seem to have arrived at a unique choice for the picture
numbers of the NS sector vertex operators: because of the factor of δ(γ), they have picture
number −1. (This is the picture number of the unintegrated form of the vertex operator;
passing to the integrated form of the vertex operator maps the picture number to 0, as we
describe later.) However, this resulted from a possibly innocent-looking assertion that we
made at the beginning: we claimed that adding an NS puncture increases the holomorphic
dimension of the moduli space of super Riemann surfaces by 1|1. This is the right answer
for the conventional definition of the moduli space of super Riemann surfaces with NS
punctures. Actually, as explained in section 4.3 of [16], one can modify the definition of
supermoduli space in a way that increases its odd dimension, and then one can calculate
using NS vertex operators of any desired integer picture number k ≤ −1. (One can choose
the picture number of each NS vertex operator independently, as long as they are all no
greater than −1.) The main property of this more general formalism is that it can be
reduced to the standard one by integrating out the extra odd moduli. We will not pursue
the generalization, which seems to have no benefit, except to answer the question, “Is
there a natural way to calculate scattering amplitudes using NS vertex operators of picture
number different from −1?”
There seems to be no natural way to compute scattering amplitudes, in general, using
(unintegrated) NS vertex operators of picture number greater than −1. To do this, one
would want a version of supermoduli space with punctures with an odd dimension less than
the usual value, and this appears not to exist. In genus 0, one can integrate over odd moduli
with the help of picture-changing operators, and then, after placing the picture-changing
operators at the positions of the external vertex operators, one can compute scattering
amplitudes with vertex operators of arbitrary picture number (with the right overall sum);
see eqn. (4.31). In higher genus, such an approach will lead to the spurious singularities
described in section 3, and also to difficulties in understanding massless tadpoles, as we
describe starting in section 6.
In section 5, we introduce Ramond vertex operators, and there a similar story holds.
The simplest procedure is based on Ramond vertex operators of picture number −1/2, but
if one wishes, one can modify the definition of supermoduli space and compute with vertex
operators of any picture number less than −1/2.
4.2 Scattering Amplitudes For NS States
Now we would like to explain how to calculate amplitudes for the scattering of n string
states, all in the NS sector, described by superconformal vertex operators V1, . . . ,Vn. The
derivations in sections 2 and 3 were phrased so as to generalize straightforwardly, so we
can be relatively brief.
Combining the definitions of sections 2.4 and 3.2, we define a form FV1,...,Vn(J , δJ ) on
the space J of supercomplex structures:
FV1,...,Vn(J , δJ ) =
∫
D(X,B,C, B˜, C˜) exp(−Î)
n∏
i=1
Vi(pi), (4.10)
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with pi being points in Σ. This definition makes sense for vertex operators that are not
necessarily superconformal, though it is particularly useful in the superconformal case.
If V1 = {QB,W1} and the other Vi are all QB-invariant, then
F{QB ,W1},V2,...,Vn + dFW1,V2,...,Vn = 0, (4.11)
just as in eqn. (2.47). This relation is the basis for the proof of gauge-invariance, that is,
the decoupling of BRST-trivial states from the scattering amplitudes.
As we will explain momentarily, superconformal symmetry can be used in a simple
way to analyze the scattering amplitudes only if the vertex operators Vi obey
b˜nV = bnV = βrV = 0, n, r ≥ 0. (4.12)
To prove gauge-invariance in a superconformally invariant framework, one needs to know
that if V obeys (4.12) and can be written as {QB,W} for some W, then W can be chosen
to obey the same constraints:
b˜nW = bnW = βrW = 0, n, r ≥ 0. (4.13)
This is shown in appendix C, by adapting the corresponding bosonic argument of appendix
B.
To reduce to computations on a finite-dimensional moduli space, one would like to
know that FV1,...,Vn(J , δJ ) is a pullback from the quotient J/Dp1,...,pn , where Dp1,...,pn is
the group of diffeomorphisms of Σ that leaves fixed the punctures at p1, . . . , pn. For this, we
need to know the usual two facts: (1) FV1,...,Vn(J , δJ ) must be Dp1,...,pn-invariant, which
is obvious from the definition; (2) FV1,...,Vn(J , δJ ) must vanish if contracted with a vector
field on J that is a generator of Dp1,...,pn . The explanation of this is very similar to what
it was in section 2.4.2. Contraction with a vector field qz(z˜;z|θ)∂z + 12DθqzDθ on Σ will
generate a shift δJ zz˜ → δJ zz˜ + ∂z˜qz. This shifts the extended action (3.24) by
Î → Î + 1
2pi
∫
Σ
D(z˜, z|θ) ∂z˜qzBzθ. (4.14)
Looking back to the ghost action (3.20), we see that we can restore the invariance of the
extended action by shifting Cz by Cz → Cz − qz. But we need to know that the vertex
operators V1, . . . ,Vn are invariant under Cz → Cz − qz. The only constraint on qz is that
qz = Dθq
z = 0 at the points pi (so that the vector field q
z∂z +
1
2Dθq
zDθ leaves those points
fixed). There is no constraint on the derivatives of qz with respect to z. Accordingly,
the condition for V1(p1), . . . ,Vn(pn) to be invariant under Cz → Cz − qz is that, although
V1, . . . ,Vn may depend on the ghost fields c and γ at the points pi, they do not depend
on the derivatives of those ghost fields with respect to z. In other words, the condition
that we need is precisely that bnV = βrV = 0, n, r ≥ 0. The remaining condition b˜nV = 0,
n ≥ 0, arises by considering in a similar way vector fields qz˜(z˜;z|θ)∂z˜. (As remarked in
relation to eqn. (3.9), vector fields qθDθ have already been used to eliminate the possibility
of deforming the superconformal structure of Σ independent of its complex structure, so
we need not consider such vector fields now.)
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The superdegree of the form F (J , δJ ) can be determined by asking what generaliza-
tion of the delta function insertions of eqn. (3.66) is needed to get a sensible and non-zero
path integral for the matter fields. Given the way that we determined what class of vertex
operators we wanted, there is not much to say here: for each superconformal vertex op-
erator V, we need one extra δ(B˜) insertion and 1|1 additional δ(B) insertions. So with n
external superconformal NS vertex operators, F (J , δJ ) has antiholomorphic superdegree
3g− 3 + n|0 and holomorphic superdegree 3g− 3 + n|2g− 2 + n.
So the superdegree of FV1,...,Vn(J , δJ ) is that of a form that can be integrated over a
supermanifold of dimension 6g − 6 + 2n|2g − 2 + n. The right supermanifold is roughly
speaking the quotient J/Dp1,...,pn , from which FV1,...,Vn(J , δJ ) is a pullback; and roughly
speaking this is the moduli space of super Riemann surfaces of genus g with n NS punctures.
Actually, we meet here the same subtlety as in section 3.3.2, and we will proceed as we did
there.
We use the real analyticity of the worldsheet path integral to regard the moduli
m˜β of left-movers and mα, ησ of right-movers as independent complex variables. Then
FV1...,Vn(J , δJ ) can be interpreted as a form31 on a product ML ×MR, where ML and
MR parametrize respectively the antiholomorphic structure and the holomorphic structure
of Σ. This structure holds for all of the oriented closed string theories; for the heterotic
string, ML is a copy of Mg,n, the moduli space of Riemann surfaces of genus g with n
punctures, while MR is a copy of Mg,n, the moduli space of super Riemann surfaces of
genus g with n NS punctures. Inside the reduced space (ML ×MR)red, there is a “di-
agonal” Γ characterized by saying that, when one reduces modulo the odd variables, Σ
is real – its holomorphic and antiholomorphic structures are complex conjugates. With a
suitable choice of coordinates, this means that m˜α = mα. Letting the odd moduli vary, we
“thicken” Γ slightly to a cycle Γ ⊂ ML ×MR of the same codimension. Then Γ is the
integration cycle of the heterotic string with external NS vertex operators. The genus g
contribution to the scattering amplitude is
〈V1 . . .Vn〉 =
∫
Γ
FV1,...,Vn(J , δJ ). (4.15)
We can make this formula concrete by the same methods of integrating over a slice and/or
integrating out odd moduli as in section 3.
The formula (4.11) for gauge invariance becomes a statement about integration over
Γ : ∫
Γ
F{QB ,W1},V2,...,Vn = −
∫
Γ
dFW1,V2,...,Vn = 0. (4.16)
The supermanifold version of Stokes’s theorem can be applied to the right hand side,
so as for bosonic strings, the only potential obstruction to gauge-invariance is the possible
occurrence of a surface term at infinity. We return to this after analyzing the basic structure
at infinity in section 6.
The topic of this kind that perhaps requires more detail is the superstring analog of
an integrated vertex operator. We turn to this next.
31To be more precise, FV1,...,Vn(J , δJ ) is the pullback of a section of Ber(ML×MR) that is defined and
holomorphic on a neighborhood of the “diagonal” Γ that is introduced shortly.
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4.3 Integrated NS Vertex Operators
For Neveu-Schwarz vertex operators (but not for Ramond vertex operators), there is a
superconformally invariant notion of an integrated vertex operator, analogous to what we
explained in section 2.5 for the bosonic string. Let V = c˜cδ(γ)V , where V is a supercon-
formal primary of dimension (1, 1/2) constructed from the matter system only. This is the
right dimension so that V can be integrated over Σ in a natural way. Thus we can define
KV =
∫
Σ
D(z˜, z|θ)V (z˜;z|θ), (4.17)
and instead of inserting V at a point in Σ, we can insert a factor of KV in the worldsheet
path integral. For many purposes, it is equivalent to insert an NS vertex operator on Σ in
its integrated or unintegrated form.
We can relate the two types of vertex operator by adapting the derivation of section
2.5.2. We compare two different descriptions (i) and (ii). In description (i), we use local
coordinates w˜;w|ζ on Σ. The vertex operator V = c˜cδ(γ)V is inserted at w˜ = w = ζ =
0. The complex structure J depends on moduli z˜;z|θ (as well as other moduli that are
not relevant for this discussion). In description (ii), Σ is described by local holomorphic
coordinates z˜;z|θ. The complex structure J does not depend on the moduli z˜;z|θ, but the
vertex operator V is inserted at z˜;z|θ = z˜;z|θ.
In section 2.5.2, the key point in the derivation was the identity(
1
2pi
∫
Σ
d2zgz∂z˜bzz
)
· cz(0) = gz(0). (4.18)
This identity – and the corresponding one for antiholomorphic variables – was used to
remove the ghost factors c˜c from the vertex operator and replace them by an integration
measure dz˜ dz.
For the superstring case, certainly we are going to need a superanalog of eqn. (4.18).
We can rewrite (4.18) in terms of delta functions:
δ
(
1
2pi
∫
Σ
d2zgz∂z˜bzz
)
· δ(cz(0)) = gz(0). (4.19)
In this form, it is easy to guess the superanalog:
δ
(
1
2pi
∫
Σ
d2zfθ∂z˜βzθ
)
· δ(γθ(0)) = 1
fθ(0)
. (4.20)
This formula will be justified in section 10 (see eqn. (10.48)).
With the help of this identity, one proceeds just as in section 2.5.2. We start in
description (i), which fits the framework of section 4.2. In this framework, the integral
over z˜, z, and θ is made by inserting suitable delta functions defined in eqns. (3.64) and
(3.66). We write schematically
δ(B˜(z˜))δ(B(z))δ(B(θ)) (4.21)
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for these delta functions. In (3.64), we have explicit formulas for them in terms of the
derivatives of J with respect to z˜, z, and θ. These derivatives are very simple; since
the dependence of J on z˜, z, and θ is induced from a diffeomorphism, we get formulas
such as ∂zJ ww˜ = ∂w˜vw, for some vector field vw∂w, and similarly for z˜ and θ. Inserting
∂zδJ ww˜ = ∂w˜vw in (3.64) and integrating by parts, the delta functions (4.21) have arguments
that naively vanish by the equations of motion ∂w˜Bwζ = DζB˜w˜w˜ = 0. So we get the
opportunity to use the identities in (4.19) and (4.20) (and the antiholomorphic counterpart
of (4.19)). These identities can be used to remove the delta functions while also removing
the factors of c˜cδ(γ) from the vertex operator. The net effect of this and the change of
coordinates to description (ii) is to transform the insertion
[dz˜;dz|dθ] δ(B˜(z˜))δ(B(z))δ(B(θ))c˜cδ(γ)V, (4.22)
which represents the general procedure for integration over z˜;z|θ with an insertion of V =
c˜cδ(γ)V , into simply
[dz˜;dz|dθ]V (z˜;z|θ). (4.23)
This is the description in terms of an integrated vertex operator. The steps that we have
omitted are quite similar to those in section 2.5.2.
Just as for bosonic strings, the equivalence between integrated and unintegrated ver-
tex operators is not quite valid at infinity in moduli space (see fig. 1 of section 2.5.1).
The description by unintegrated vertex operators is always valid, while the description by
integrated vertex operators can lead to difficulty.
4.3.1 More On Gauge Invariance
The remarks of section 2.5.3 have a close analog for Neveu-Schwarz vertex operators of
superstring theory. The analogy is so close that we will be brief.
If a superconformal primary field V of the matter system of dimension (1, 1/2) is also
a descendant (in which case it is a null vector), then V = c˜cδ(γ)V is BRST-trivial and
should decouple. In the case of massless string states, this has a natural explanation by
integration by parts on Σ. If (in the heterotic string) V is a massless vertex operator that
is also null, then V = G−1/2W where W is a primary of dimension (1, 0), or V = L˜−1W ′,
where W ′ is of conformal dimension (0, 1/2). In these cases, the integrated vertex operator
insertion is ∫
Σ
[dz˜;dz|dθ]V =
{∫
Σ[dz˜;dz|dθ]DθW∫
Σ[dz˜;dz|dθ] ∂z˜W ′,
(4.24)
and vanishes by integration by parts. (To understand how to integrate by parts in the case
of DθW , see section 2.4.1 of [16].)
If instead V is a null vector corresponding to a massive string state, then just as in
section 2.5.3, V is not a total derivative on Σ. Its decoupling has to be proved by using
(4.16) and integrating by parts on Γ , not just by integrating by parts on Σ.
The first few examples of Neveu-Schwarz gauge parameters are described in appendix
C.
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4.4 Tree-Level Scattering
Having understood the integrated version of an NS vertex operator, it is straightforward
to compute tree amplitudes.
Let us first recall how this is done for the bosonic string. We begin with n vertex
operators Vi = c˜cVi, inserted at prescribed points in a genus 0 Riemann surface Σ0. We
can identify Σ0 as the complex z-plane together with a point at infinity. We use the SL(2,C)
symmetry of Σ0 to map three of the Vi, say the first three, to arbitrary points zi ∈ C. For
the moduli of Σ0, we can take the positions z4, . . . , zn of the other vertex operators. As
in section 2.5, to integrate over those positions, we simply replace the unintegrated vertex
operators Vi by their integrated counterparts
∫
d2zi Vi(z˜i, zi). The scattering amplitude is
then 〈
3∏
i=1
c˜cVi(z˜i, zi)
n∏
j=4
∫
d2zj V (z˜j , zj)
〉
. (4.25)
To extend this to superstring theory with NS vertex operators, the main subtlety arises
for the three-point function. We start with three unintegrated vertex operators. In the
heterotic string, they take the form Vi = c˜cδ(γ)Vi. The moduli space M0,3 of an ordinary
Riemann surface of genus 0 with three punctures is a point, but the supermoduli space
M0,3 of a super Riemann surface of genus 0 with three NS punctures has dimension 0|1.
So in computing the heterotic string NS three-point function in genus zero, there are no
antiholomorphic moduli and 0|1 holomorphic ones. So there are no δ(˜b) or δ(b) insertions,
and one δ(β) insertion. Via eqn. (4.20), we use the δ(β) insertion to remove the δ(γ) from
any one of the three vertex operators, say V3. We still have to integrate over one odd
modulus, which we take to be the odd coordinate θ3 of V3. The integral is easily evaluated:∫
dθ3c˜cV3(z˜3;z3|θ3) = c˜cDθV3(z˜3;z3|0). (4.26)
The NS three-point function in genus 0 is therefore〈
c˜cδ(γ)V1(z˜1, z1|0) c˜cδ(γ)V2(z˜2, z2|0) c˜cDθV3(z˜3, z3|0)
〉
. (4.27)
Here the zi and z˜i may be chosen arbitrarily.
When we add an additional NS vertex insertion, we gain 1|0 antiholomorphic moduli
and 1|1 holomorphic moduli. The extra moduli are simply the coordinates z˜;z|θ at which an
additional NS vertex operator is inserted. For each added vertex operator Vj = c˜cδ(γ)Vj ,
we gain a full complement of delta functions δ(˜b)δ(b)δ(β). As in section 4.3, we can use
the delta functions to convert the unintegrated vertex operator Vj into its integrated form∫
[dz˜j ;dzj |dθj ]Vj(z˜j ;zj |θj), whereupon the scattering amplitude becomes〈
c˜cδ(γ)V1(z˜1, z1|0) c˜cδ(γ)V2(z˜2, z2|0) c˜cDθV3(z˜3, z3|0)
n∏
j=4
∫
[dz˜j ;dzj |dθj ]Vj(z˜j ;zj |θj)
〉
.
(4.28)
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Σℓ Σr
Figure 2. At infinity in moduli space, a genus 0 surface Σ splits into two genus zero components
Σ` and Σr, joined at a common singularity. The external vertex operators are distributed between
the two sides in an arbitrary fashion. In the case of external NS vertex operators, to treat the
compactification of moduli space correctly, both Σ` and Σr should have two unintegrated vertex
operators – counting the singularity as one. Regardless of which two of the original vertex operators
we take in unintegrated form, this is not always the case, since they might be both on Σ` or
both on Σr. So the formalism based on integrated vertex operators does not treat correctly the
compactification of the moduli space. In the more general formalism of section 4.5 based on vertex
operators of general picture numbers, one has the same problem. One would like the condition
(4.32) to hold on each side; but no choice of picture numbers ensures this.
In this procedure for calculating the tree-level scattering, two vertex operators, namely V1
and V2, have picture number −1, while the others have picture number 0. In section 4.5,
we describe a more general formula for the tree-level S-matrix.
To arrive at (4.28), we have followed the usual procedure of integrating over some
moduli by the use of integrated vertex operators. (Since we are in genus 0, we were able to
integrate over all moduli this way.) This procedure treats the interior of M0,n correctly, but
actually does not treat correctly the compactification. One reason for this has nothing to
do with worldsheet supersymmetry and was described in fig. 1 of section 2.5.1. With super
Riemann surfaces, there is actually a second, somewhat analogous problem. At infinity
in M0,n, Σ splits up into the union of two genus 0 components Σ` and Σr joined at a
common singularity (fig. 2). When this happens, a correct procedure requires that each
of Σ` and Σr should have two unintegrated vertex operators – counting the singularity as
an unintegrated vertex operator. (We are here imposing the condition (3.107) on both
Σ` and Σr. If the path integrals on Σ` and Σr are not separately sensible, we cannot
expect the path integral on Σ to factor naturally when Σ degenerates. For more on such
factorization, and also for the interpretation of the singularity as an unintegrated vertex
operator, see section 6.) In eqn. (4.28), this condition is satisfied if some of the integrated
vertex operators collide with one of the unintegrated ones, but not if they collide only with
each other.
Even though (4.28) does not treat the compactification of M0,n correctly, it does give
the right tree-level S-matrix. In general, a method of integration that treats the compact-
ification incorrectly will differ from a correct treatment by surface terms at infinity.32 In
32This follows from the analysis in section 3.4.1. Any two methods of integrating over odd variables differ
by a total derivative, so in particular a treatment that is correct except at infinity differs from a treatment
that is correct everywhere by a surface term at infinity.
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the case of a genus 0 scattering amplitude, as long as the external momenta are sufficiently
generic (so that the momentum flowing through the singularity is off-shell), the relevant in-
tegral is highly convergent at infinity (or more precisely the calculation is made by analytic
continuation from a region of external momenta where the integral is convergent) and there
is no surface term. In higher genus, a formalism that treats the region at infinity incorrectly
will lead to difficulty in understanding massless tadpoles and mass renormalization, but
these are not problems in genus 0.
4.5 Integration Over Odd Moduli
The procedure introduced in sections 3.5 and 3.6 for integrating over odd moduli can
straightforwardly be extended to include NS vertex operators. We start again with a
reduced Riemann surface Σred with spin bundle K
1/2; by adding an odd coordinate θ, we
build a super Riemann surface Σ. We insert NS vertex operators at n points q1, . . . , qn ∈
Σred (and thus at θ = 0).
In this framework, odd moduli are incorporated by turning on a gravitino field. We
expand the gravitino field as in (3.78),
χθz˜ =
2g−2+n∑
σ=1
ησχ
(σ)θ
z˜ . (4.29)
We can still make a gauge transformation χθz˜ → χθz˜ + ∂z˜yθ. But now yθ should vanish at
q1, . . . , qn, so the gravitino modes should be understood as elements of H
1(Σred, T
1/2 ⊗
O(−∑ni=1 qi)). This space has dimension 2g− 2 + n (which therefore is the odd dimension
of the supermoduli space Mg,n of genus g surfaces with n NS punctures), and that is the
number of gravitino modes that we need. A spurious singularity will arise if the χ
(σ)θ
z˜ are
not linearly independent as elements of H1(Σred, T
1/2 ⊗O(−∑i qi)).
The general procedure for integrating out the odd moduli is precisely as described in
section 3.6.1, and leads to the insertions described in eqns. (3.88) or (3.89). If we wish,
then as in section 3.6.2, we can take the gravitino modes to have delta function support at
points pσ ∈ Σred, σ = 1, . . . , 2g − 2 + n. The necessary insertions for integrating out odd
moduli are then simply a product of picture-changing operators,
∏2g−2+n
σ=1 Y(pσ), where
Y(pσ) was defined in (3.95). The condition (3.99) for a spurious singularity becomes
H0
(
Σred, T
1/2 ⊗O
(
2g−2+n∑
σ=1
pσ −
n∑
i=1
qi
))
6= 0. (4.30)
The line bundle L = T 1/2⊗O(∑2g−2+nσ=1 pσ −∑ni=1 qi) has degree g− 1, and just as in
the discussion of eqns. (3.98) and (3.99), this implies that H0(Σred,L) generically vanishes,
but can generically become non-zero as one varies one complex parameter. For example,
the parameter in question could be the choice of one of the points qi at which a vertex
operator is inserted, or one of the points pσ at which a picture-changing operator is inserted.
When H0(Σred,L) 6= 0, the gauge-fixing procedure is incorrect, and the integration measure
computed with this procedure acquires a pole.
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There is one important situation in which spurious poles do not arise. This is the case
that Σ has genus zero. For g = 0, the line bundle L has degree −1; a line bundle of this
degree is unique up to isomorphism, and its sheaf cohomology vanishes.
Even for g = 0, we still have to decide where to insert the picture-changing operators.
If the pσ do not vary holomorphically with the qi, the resulting formulas will be inelegant,
though free of spurious singularities (and correct as long as the pσ do not vary too wildly
near infinity in M0,n). The usual procedure [1] to insure holomorphy and minimize ex-
traneous choices is to take the pσ to coincide with some of the qi. Concretely, one picks
nonnegative integers ri, i = 1, . . . ,n with
∑
i ri = n − 2, and for each i one takes ri of
the pσ to coincide
33 with qi. The vertex operators Vi = c˜cδ(γ)Vi are thereby transformed
into vertex operators V(si)i = c˜cV̂ (si)i of picture number si = ri − 1. (One can show that
V̂
(0)
i = DθVi. Explicit formulas for the V̂
(si) quickly become complicated for si > 0.)
One still has to integrate over the qi. This can be done just as in bosonic string theory
by removing the factors c˜c from n − 3 of the vertex operators and integrating over their
positions. The scattering amplitude is thus〈
3∏
i=1
c˜cV(si)(z˜i, zi)
n∏
j=4
∫
d2zj V̂
(sj)
j (z˜j , zj)
〉
. (4.31)
We have fixed in an arbitrary way the positions of the first three vertex operators and
integrated over the others.
In this fashion, we may compute tree amplitudes using NS vertex operators of any
pictures34 si ≥ −1, constrained only by∑
i
si = −2. (4.32)
What we have just described is a generalization of the procedure of section 4.4, in which
two unintegrated vertex operators had picture −1 and all others had picture 0.
An important detail is the following. The absence of spurious singularities means
that the procedure for gauge-fixing and integration over fermionic moduli is correct in the
interior of M0,n. It does not guarantee that this procedure is correct at infinity. In fact,
regardless of what one chooses for the si, the formula (4.31) does not treat correctly the
compactification of M0,n. This assertion is a generalization of what was explained at the
end of section 4.4. To treat properly the compactification, when Σ breaks into a union
of two components Σ` and Σr, joined at a singularity (as in fig. 2 of section 4.4), one
needs a condition analogous to (4.32) on each of Σ` and Σr separately, with the singularity
considered to contribute s = −1 on each branch. (This statement amounts to imposing
eqn. (3.107) on Σ` and Σr separately, and is a special case of what we will explain in
section 6.4.6.) Moreover, this should be the case irrespective of how the points q1, . . . , qn
are distributed between Σ` and Σr. No choice of the si obeys these conditions, so regardless
33We have understood in section 3.6.2 that there is no trouble letting several of the pσ coincide.
34One may also remove the restriction to si ≥ −1 by modifying the definition of M0,n so that more than
one odd modulus is associated to each puncture, as in section 4.3 of [16].
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of what pictures one chooses, the picture-changing formalism always treats incorrectly the
compactification of the supermoduli space.
Nevertheless, for the same reason as in section 4.4, the picture-changing formalism
computes tree amplitudes correctly.
5 The Ramond Sector
5.1 Ramond Insertion Points And Superconformal Algebra
A Neveu-Schwarz vertex operator is inserted at a generic point on a super Riemann surface
Σ. By contrast, a Ramond vertex operator is inserted at a singularity of the superconformal
structure of Σ. (See for example section 4.1 of [16].) In the presence of a Ramond vertex
operator, Σ is still from a holomorphic point of view a complex supermanifold of dimension
1|1, with local complex coordinates z|θ. Moreover, the holomorphic tangent bundle TRΣ
of Σ still has a distinguished subbundle D. But it is no longer true that it is possible
everywhere to pick local superconformal coordinates τ |ζ so that D has a section of the
form Dζ = ∂ζ + ζ∂τ . Rather the local form near a Ramond puncture at z = 0 is that D is
generated by
D∗θ = ∂θ + θz∂z. (5.1)
For z 6= 0, we can reduce to the superconformal form by setting
τ |ζ = (log z)|θ, (5.2)
whence D∗θ = Dζ . But at z = 0, no change of coordinates will put D
∗
θ (or any other section
f(z|θ)D∗θ of D) in the superconformal form ∂ζ + ζ∂τ . The obstruction is that
(D∗θ)
2 = z∂z, (5.3)
which vanishes at z = 0. By contrast, if a change of coordinates could put D∗θ in the form
f(τ |ζ)(∂ζ + ζ∂τ ) where inevitably the function f(τ |ζ) would be everywhere non-zero (since
D∗θ is), then D
∗
θ and (D
∗
θ)
2 would everywhere be linearly independent.
Where D∗θ and (D
∗
θ)
2 are linearly dependent, we say that the superconformal structure
of Σ is singular. In our example, this occurs precisely for z = 0. The locus z = 0 defines
not a point but a divisor F ⊂ Σ, of dimension 0|1. We call a divisor of this kind a Ramond
divisor or Ramond puncture.
Now let us discuss superconformal symmetry in the presence of a Ramond puncture.
A superconformal vector field W is a vector field that preserves the subbundle D ⊂ TRΣ;
concretely, this means that the commutator of W with D∗θ is a (z|θ-dependent) multiple
of D∗θ . A little calculation reveals that odd and even superconformal vector fields take the
form
νf = f(z)(∂θ − θz∂z)
Vg = z
(
g(z)∂z +
g′(z)
2
θ∂θ
)
. (5.4)
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In particular, a basis of superconformal vector fields that are holomorphic except possibly
for a pole at z = 0 is given by
Gr = z
r (∂θ − θz∂z)
Ln = −zn+1∂z − nz
n
2
θ∂θ, (5.5)
with n, r ∈ Z. A short calculation reveals that
[Lm, Ln] = (m− n)Lm+n
{Gr, Gs} = 2Lr+s
[Lm, Gr] =
(m
2
− r
)
Gm+r. (5.6)
This is the super Virasoro algebra (3.6), but now in the Ramond sector, since the odd
generators Gr have integral grading.
The subalgebra of the super Virasoro algebra that leaves fixed the divisor F at z = 0
is generated by Gr, Ln, r, n ≥ 0. In contrast to the other vector fields just mentioned, G0,
when restricted to F, is not zero:
G0|z=0 = ∂θ. (5.7)
Rather than vanishing when restricted to F, G0 generates a nontrivial automorphism of F:
θ → θ + α, (5.8)
with α an odd constant. Obviously, this symmetry does not leave F fixed pointwise.
What are the simplest possible vertex operators? For the bosonic string and the NS
sector of superstrings, the simplest vertex operators are what we have called conformal or
superconformal vertex operators. They obey three conditions, beyond BRST-invariance:
1. They are invariant under conformal or superconformal transformations that leave
fixed the point at which the vertex operator is inserted.
2. They also obey a more subtle condition of invariance under shifting the ghost fields
by a conformal or superconformal vector field that leaves fixed the vertex operator
insertions. (For NS vertex operators in superstring theory, this condition is stated in
eqn. (4.12).)
3. They have the right ghost and (in the superstring case) picture numbers so that their
insertion in the path integral gives a sensible and non-zero result.
Condition 1 lets us deduce from the worldsheet path integral with insertions of BRST-
invariant vertex operators V1, . . . ,Vn a closed form FV1,...,Vn(J , δJ ) in a superconformally
invariant fashion. Condition 2 enables one to prove that FV1,...,Vn is a pullback from the
appropriate finite-dimensional moduli space. Condition 3 then suffices to single out a very
special class of vertex operators. (Condition 1 is a consequence of Condition 2 plus BRST
symmetry, so one can consider Condition 2 to be more fundamental.)
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For the Ramond sector, we want to follow the same pattern. But first we have to
decide if a Ramond vertex operator should be inserted at a point in the divisor F or should
be associated to the whole divisor. Both choices are viable (see section 4.3 of [16]), but the
simpler formalism – and the one that is compatible with using the standard definition of
the moduli space of super Riemann surfaces with punctures – associates a Ramond vertex
operator to the whole divisor F, not to a particular point in it.
In this case, the constraints that we want are that the vertex operator V should be
invariant under all the super Virasoro generators that leave fixed the divisor F:
GrV = LnV = 0, r, n ≥ 0. (5.9)
Since G0 does not leave fixed any point on F, the G0 constraint implies that V is associated
to the whole divisor F, and not to a point in it.
As in our previous experience, the simplest vertex operators that can be used to com-
pute the S-matrix are given by a standard ghost vertex operator times a matter vertex
operator that will be a superconformal primary of the appropriate dimension. More pre-
cisely, we will have
V = c˜cΘV, (5.10)
where c˜ and c are the usual anticommuting ghosts, Θ is a special vertex operator of the
βγ system (first constructed in [1] and described below), and V is a vertex operator of the
matter system. The matter vertex operator V will be a superconformal primary:
LXn V =
5
8
δn,0V, n ≥ 0
GXr V = 0, r ≥ 0. (5.11)
Here LXn and G
X
r are super-Virasoro generators of the matter system. In particular, V
has holomorphic dimension 5/8, which is the appropriate value because Θ has dimension
3/8. (The value 5/8 is the analog of dimension 1 for bosonic strings or dimension 1/2 for
NS vertex operators of superstring theory. Antiholomorphically, V will be a primary of
dimension 1 and Θ will be the identity operator, of dimension 0.) The no-ghost theorem
ensures that vertex operators of this kind, with Θ as described shortly, suffice for computing
the S-matrix.
To obtain from BRST invariance the conditions (5.11), including the G0 constraint, V
will have to be a vertex operator of picture number −1/2. Indeed, the mode expansion of
the βγ fields reads
β(z) =
∑
r
z−r−3/2βr, γ(z) =
∑
r
z−r+1/2γr, (5.12)
where r takes integer values in the Ramond sector. (The meaning of these formulas for the
Ramond sector in the context of super Riemann surfaces is described in section 5.3.) The
BRST operator QB contains a term
Q∗B =
∑
r∈Z
γ−rGXr . (5.13)
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If we want QB-invariance of V to give precisely the GXr constraints in (5.11), then Θ should
be annihilated by γr precisely if r > 0. We will thus have
γrΘ = 0, r > 0. (5.14)
On the other hand, Condition 2 above – stating that Θ should be invariant under shifts of
γ by an odd superconformal vector field – means for the Ramond sector that
βrΘ = 0, r ≥ 0. (5.15)
The constraints (5.14) and (5.15) together uniquely uniquely determine Θ. In conventional
language, they mean that Θ corresponds to the βγ vacuum of picture number −1/2. When
we want to emphasize this, we denote it as Θ−1/2.
As in our study of bosonic strings or the NS sector of superstrings, one can organize
this discussion more systematically as follows. Condition 2 requires eqn. (5.15). States
of the βγ system that obey (5.15) but not (5.14) can be obtained from Θ−1/2 by acting
with operators β−m or δ(β−m), m ≥ 1; As we explain in the next paragraph, the part of
V constructed from the βγ system should have ghost number and picture number −1/2;
Θ−1/2 has these properties and acting with β−m or δ(β−m) will either reduce its ghost
number or increase its picture number. (That the ghost number of Θ−1/2 is −1/2 is a
standard result [1], which we will explain in section 5.3.) So the βγ part of the vertex
operator must be Θ−1/2.
Now let Mg,nNS,nR be the moduli space of super Riemann surfaces Σ of genus g with
nNS punctures and nR Ramond punctures (that is, nR divisors Fi, i = 1, . . . ,nR along
which the superconformal structure has the sort of singularity described in eqn. (5.3)). For
topological reasons, nR is always even. As explained, for example, in [16], the dimension
of Mg,nNS,nR is
dim Mg,nNS,nR = 3g− 3 + nNS + nR|2g− 2 + nNS +
1
2
nR. (5.16)
In particular, this dimension receives a contribution 1|12 for each Ramond puncture. That is
why the simplest formalism uses Ramond vertex operators of picture number −1/2. Adding
nR Ramond punctures increases the odd dimension of supermoduli space by nR/2, so in the
computation of a scattering amplitude, there will be an additional nR/2 insertions of the
general type δ(β), each of picture number 1. But as just sketched, a natural superconformal
formalism (with Ramond insertions associated to divisors rather than points) requires each
Ramond vertex operator to have picture number −1/2. The balance is preserved nicely:
adding nR Ramond punctures adds nR/2 insertions δ(β), each of picture number 1, and
nR Ramond vertex operators, each of picture number −1/2. Since the operator δ(β) has
ghost number 1, it follows also that Θ should have ghost number −1/2 and hence must
obey (5.14) as well as (5.15).
5.1.1 The Alternative
The alternative to what we have described is to define vertex operators that are inserted
at a point on a Ramond divisor, as explained in section 4.3 of [16]. In this case, the
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definition of supermoduli space and the dimension formula (5.16) are modified so that the
contribution of a Ramond puncture to the odd dimension is 3/2. Moreover, if a Ramond
vertex operator is supposed to be inserted at a point, one must drop the G0 constraint in
(5.11), and accordingly one replaces (5.14) with
γrΘ = 0, r ≥ 0
βrΘ = 0, r > 0. (5.17)
In this case, in conventional language, Θ has picture number −3/2, again matching the
contribution of the Ramond puncture to the odd dimension of moduli space. (Its ghost
number is −3/2, also balancing that of the relevant δ(β) insertions.)
More generally, as explained in [16], one can calculate with Ramond vertex operators
with any picture number that is no greater than −1/2, if one suitably modifies the definition
of supermoduli space. We will stick with the simplest procedure, based on the standard
definition of the supermoduli space and Ramond vertex operators of picture number −1/2.
There seems to be no systematic procedure to compute with Ramond vertex operators
of picture number greater than −1/2, though this can certainly be done in genus 0, as
explained in [1] and in section 5.4 below.
5.1.2 A Pair Of Ramond Punctures
Since it is an important point, we want to look in another way at the claim that supercon-
formal symmetry in the neighborhood of a Ramond puncture leads naturally to the use of
Ramond vertex operators of picture number −1/2.
First let us describe a general example with an arbitrary number of Ramond divisors.
We take C1|1 with coordinates z|θ and superconformal structure defined by
D∗θ = ∂θ + θw(z)∂z, (5.18)
with
w(z) =
nR∏
i=1
(z − zi). (5.19)
Thus there are Ramond punctures at z = zi, i = 1, . . . ,nR. Superconformal vector fields
are now
νf = f(z)(∂θ − θw(z)∂z)
Vg = w(z)
(
g(z)∂z +
g′(z)
2
θ∂θ
)
(5.20)
Let us specialize to the case nR = 2 and place the Ramond punctures at z = 0 and
z = a. So the superconformal structure is defined by
D∗θ = ∂θ + θz(z − a)∂z. (5.21)
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Setting f(z) = zs, g(z) = zn, some interesting examples of superconformal vector fields
that are everywhere holomorphic are
νs = z
s(∂θ − θz(z − a)∂z)
Vn = z(z − a)
(
zn∂z +
nzn−1
2
θ∂θ
)
, (5.22)
with s, n ≥ 0.
We want to see what this Lie algebra of superconformal symmetries looks like when
viewed from near ∞ on the complex z-plane. As a shortcut, since we only going to be
considering the behavior for large z, let us just set a = 0. The superconformal structure
can be put in a standard form by setting θ = θ∗/z; indeed, z|θ∗ are superconformal
coordinates, as D∗θ is a multiple of Dθ∗ = ∂θ∗ + θ
∗∂z. Transforming to the coordinates z|θ∗
and comparing to eqn. (3.4) for the superconformal symmetries of C1|1, we see that Vn
corresponds to Ln+1 and νs corresponds to Gs+1/2.
Accordingly, the unbroken symmetries in the presence of two Ramond punctures, as
seen from large z, are generated by Ln, n ≥ 1 and Gr, with r half-integral and ≥ 1/2.
(Happily, these form a super Lie algebra!) Missing are the following symmetry generators
of C1|1: L−1, L0, and G−1/2. Each insertion of a Ramond vertex operator has removed one
bosonic symmetry; a pair of Ramond vertex operator insertions has removed one fermionic
symmetry.
In terms of ghost fields c and γ that correspond to superconformal symmetries, a
standard NS vertex operator is proportional to cδ(γ) (or equivalently δ(c)δ(γ)). By setting
c and γ to zero at z = 0, an insertion of this operator removes the symmetries L−1 and
G−1/2. In a similar spirit, the operator that removes L−1, L0, and G−1/2 is c∂cδ(γ) (or
δ(c)δ(∂c)δ(γ)). So if a Ramond sector vertex operator depends on the ghosts as cΘ, where
Θ is some vertex operator constructed from the βγ system, we would like the OPE’s to
read
cΘ(a) cΘ(0) ∼ c∂cδ(γ), a→ 0. (5.23)
(The symbol ∼ means that the operator on the right is the leading operator appearing in
the OPE; there is no claim about the a-dependence. In the present example, the higher
order terms are BRST-trivial.) The non-trivial part of the OPE is
Θ(a)Θ(0) ∼ δ(γ), a→ 0. (5.24)
Since δ(γ) has picture number −1, Θ must have picture number −1/2. Thus we see in
a slightly different way from before that if the vertex operators are supposed to naturally
reflect the superconformal symmetry of the worldsheet, then the Ramond vertex operators
should have picture number −1/2.
5.2 Matter Vertex Operators In The Ramond Sector
In general, what can be integrated naturally35 over a heterotic string world sheet Σ without
a choice of coordinates is a (0, 1)-form with values in D−1. For example, if τ˜ ;τ |ζ are
35This and related facts cited below are explained much more fully in [16].
– 67 –
standard coordinates (meaning that τ |ζ are holomorphic superconformal coordinates and
τ˜ is antiholomorphic and close to the complex conjugate of τ) and X(τ˜ ;τ |ζ) is a scalar
superfield, then ∂τ˜X is a (0, 1)-form and DζX is a section of D−1. So ∂τ˜XDζX is a (0, 1)-
form with values in D−1. This makes it possible to write an action for a collection of scalar
fields XI , I = 1 . . . 10, describing a map from Σ to spacetime, that is to the target space of
the string theory. If GIJ is the metric of spacetime, then we can write the supersymmetric
action
IX =
1
2pii
∫
Σ
[dτ˜ ;dτ |dζ]GIJ(XK)∂τ˜XIDζXJ , (5.25)
which is globally-defined, independent of the choice of standard coordinates.
In the presence of a Ramond puncture supported on a divisor F, matters are a little
different. Let O(−F) be the holomorphic line bundle whose sections are holomorphic
functions that vanish along F. What can be integrated in a natural way is a (0, 1)-form
valued in D⊗O(−F). The Lagrangian density associated to the action IX is a (0, 1)-form
valued in D, not D ⊗O(−F), and the geometrical interpretation of the fields XI in terms
of maps to spacetime does not allow us to “twist” them and change this statement. So the
integrand of IX is a section of the wrong line bundle. It will have a pole along Ramond
divisors, since a section of D can be regarded as a section of D ⊗ O(−F) that has a pole
along F.
Let us go back to our local model of a Ramond divisor with coordinates z˜;z|θ and
superconformal structure defined by D∗θ = ∂θ + θz∂z. We cannot choose superconformal
coordinates in a neighborhood of the Ramond divisor at z = 0, precisely because the
superconformal structure is degenerate there. But we can certainly find superconformal
coordinates away from z = 0:
τ˜ = log z˜
τ = log z
ζ = θ. (5.26)
Using the relation D∗θ = Dζ = ∂ζ + ζ∂τ , we can transform the action IX of eqn. (5.25)
from the standard coordinate system τ˜ ;τ |ζ to the coordinates z˜;z|θ that behave well along
F. The action acquires the expected pole from the change of coordinates:
IX =
1
2pii
∫
Σ
[dz˜;dz|dθ]1
z
GIJ(X
K)∂z˜X
ID∗θX
J . (5.27)
To understand the implications, it is convenient to expand XI = xI+θψI , and perform
the θ integral:36
IX =
1
2pi
∫
Σred
d2z
(
GIJ∂z˜x
I∂zx
J +
1
z
GIJψ
I D
Dz˜
ψJ
)
. (5.28)
We see that the pole has disappeared from the bosonic part of the action, and affects only
the fermions.
36As usual, the connection that enters the covariant derivative D/Dz˜ is the pullback to the worldsheet
of the Riemannian connection in spacetime.
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To understand the fermion action, it actually helps to return to the description by τ
and τ˜ . (For present purposes, one may identify z˜ and τ˜ with z and τ .) Since τ = log z
where z is single-valued, τ is subject to the identification
τ ∼= τ + 2pii. (5.29)
So in terms of τ , the reduced worldsheet Σred is a cylinder of circumference 2pi. The point
z = 0 has been projected to Re τ = −∞.
In terms of τ , the fermion action is
Iψ =
1
2pi
∫
Σred
d2τGIJ(x
K)ψI
D
Dτ˜
ψJ , (5.30)
so it is just the standard Dirac action for a fermion of positive chirality, with no unusual
factors. Since they are single-valued functions of z, the ψI are periodic under τ → τ + 2pii.
Thus we have landed in what is usually called the Ramond sector [51]. From here, the
quantization is standard. Each of the ψI , I = 1, . . . , 10 has a zero-mode along the circle
that is parametrized by Im τ . Quantizing these zero-modes gives a multiplet of states in
the spinor representation of SO(10). (In constructions with spacetime supersymmetry,
the GSO projection [52] projects out one of the two chiralities of this spinor.) The cor-
responding vertex operators have dimension 5/8; this number is 10 · 1/16 where 10 is the
number of components of the field ψI (in ten-dimensional superstring theory) and 1/16 is
the dimension of the spin field for a single fermion. The relation to the spin field of the
Ising model was elucidated in [1].
We have arrived at a standard answer, but not quite in the most familiar way. There
were no square roots or double-valued fields. We associated the insertion of a Ramond
vertex operator (in the matter sector, so far) to a divisor F along which the heterotic
string worldsheet Σ was itself perfectly smooth and all fields and coordinates were single-
valued, but the superconformal structure was degenerate, because (D∗θ)
2 vanishes along
that divisor. The relation of our derivation to the standard one is that locally one can
put the superconformal structure of Σ in a standard form by setting θ = θ′/z1/2, so that
D∗θ = z
1/2(∂θ′ + θ
′∂z). The coordinates z|θ′ are superconformal, but of course θ′ is double-
valued. In the new coordinates, we expand X = x+ θ′ψ′, with ψ′ = ψ/z1/2. Now there is
no pole in the action, but ψ′ has a square root branch point at z = 0.
5.3 Ghost Vertex Operators In The Ramond Sector
With or without Ramond punctures, superconformal vector fields are sections of the line
bundle D2. In general, in quantization of gauge theory, the ghosts transform as symmetry
generators with reversed statistics. So the holomorphic ghost field C is an odd section of
D2, whether or not Ramond punctures are present.
The action density for the holomorphic ghosts is LBC = B∂z˜C, whereB is the antighost
field. In the absence of Ramond punctures, the Berezinian of Σ in the holomorphic sense
is D−1, so for it to be possible to integrate LBC , B must be a section of D−3. The action
is then
IBC =
1
2pii
∫
Σ
[dz˜;dz|dθ]B∂z˜C. (5.31)
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This formula is actually valid in an arbitrary coordinate system, not necessarily supercon-
formal. Invariance under a change of the antiholomorphic coordinate z˜ is manifest. Under
an arbitrary change of the holomorphic coordinates from z|θ to, say, z∗|θ∗, the holomorphic
measure [dz|dθ] transforms as
[dz|dθ] = [dz∗|dθ∗] Ber−1
(
∂zz
∗ ∂zθ∗
∂θz
∗ ∂θθ∗
)
. (5.32)
And similarly C and B transform as appropriate powers of the same Berezinian:
C = C∗ · Ber−2
(
∂zz
∗ ∂zθ∗
∂θz
∗ ∂θθ∗
)
B = B∗ · Ber3
(
∂zz
∗ ∂zθ∗
∂θz
∗ ∂θθ∗
)
. (5.33)
So the holomorphic ghost action in the absence of Ramond punctures can be written in the
form (5.31) in terms of arbitrary holomorphic local coordinates z|θ and antiholomorphic
local coordinate z˜.
There is one immediate change in the presence of Ramond punctures. The Berezinian
of Σ in the holomorphic sense is now not D−1 but D−1 ⊗O(−F), where F is the divisor of
Ramond punctures (so F =
∑nR
i=1 Fi if there are Ramond punctures supported on divisors
F1, . . . ,FnR). So now, in order for the action IBC to make sense, we must interpret B as
a section of D−3 ⊗O(−F). The fact that we can twist B in this way to accommodate the
Ramond punctures means that, in contrast to the matter action IX , the ghost action IBC
will have no pole along F. However, the definition of the ghost fields will be modified along
F.
To compare to standard conformal field theory formulas, we want to reduce IBC to
an action defined on an ordinary Riemann surface. For this, we take Σ to be a split
super Riemann surface with Ramond punctures at points zi ∈ Σred. For Σred of genus 0,
the relevant superconformal structure was described explicitly in eqn. (5.18). To make
the reduction, we need to know the restriction of D to Σred. In the absence of Ramond
punctures, the restriction of D to Σred is T 1/2, a square root of the holomorphic tangent
bundle T → Σred. (A choice of square root involves a choice of spin structure on Σred, and
this is therefore built into the construction of a super Riemann surface with reduced space
Σred.) In the presence of Ramond punctures at points z1, . . . , znR , however, the restriction
of D to Σred is not a square root of T but a square root of T ⊗O(−q1− · · · − qnR). See for
example section 4.2.4 of [16]. Thus, constructing a super Riemann surface Σ with Ramond
punctures at the points q1, . . . , qnR requires a choice of a line bundle R → Σred with an
isomorphism
R2 ∼= T ⊗O(−q1 − · · · − qnR). (5.34)
For our purposes here, we are interested in the local behavior near a single Ramond punc-
ture, which we may call q, at z = 0. So
R2 ∼= T ⊗O(−q). (5.35)
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The dual relation reads
R−2 ∼= K ⊗O(q), (5.36)
where K – the dual of T – is the canonical bundle of Σred. R is the restriction of D to
Σred.
We expand the ghost field C in powers of θ:
C(z|θ) = ĉ(z) + θγ̂(z). (5.37)
The reason for the hats is that, as will become clear, ĉ and γ̂ do not quite coincide with
the ghost fields c and γ as conventionally defined. ĉ is a section of R2 ∼= T ⊗ O(−q). In
other words, we can view ĉ as a section of T that vanishes at z = 0. Since θ is a section of
R, we can understand γ̂ as a section of R.
We make a similar expansion for B:
B = β̂ + θb̂. (5.38)
Here, as B is a section of R−3⊗O(−q), it follows that β̂ is a section of R−3⊗O(−q), and
that b̂ is a section of R−4 ⊗ O(−q). In view of (5.36), it is equivalent to say that b̂ is a
section of K2 ⊗O(q) – in other words b̂ is a quadratic differential that may have a pole at
z = 0 – and β̂ is a section of K ⊗R−1.
In terms of these variables, the ghost action becomes
IBC =
1
2pi
∫
Σred
d2z
(
b̂∂z˜ ĉ+ β̂∂z˜γ̂
)
. (5.39)
This description of the fermionic ghosts b̂ and ĉ and the action describing them is
almost standard. The only novelty is that ĉ is constrained to vanish at z = 0 while b̂ is
allowed to have a pole there. We discuss the significance of this in section 5.3.2.
More unusual is the description that we have reached for the commuting ghosts β̂ and
γ̂. There are no square root branch points in sight. γ̂ is a section of a line bundle R, but
perfectly single-valued, and similarly β̂ is a perfectly single-valued section of K⊗R−1. The
β̂γ̂ system is just a system of chiral bosons coupled to a line bundle – or loosely speaking,
to an abelian gauge field. What then is the relation to the usual description [1] by spin
fields?
5.3.1 The Usual Description Of The βγ System
As in section 5.2, we can transform to the usual description of the βγ system by introducing
a double-valued coordinate θ′ = θ
√
z, so that z|θ′ are superconformal coordinates but θ′
has a branch point at z = 0. To understand how to transform γ̂ and β̂ under the change
of coordinates, we recall that γ̂ is a section of R ∼= D|Σred , so that γ̂∂θ should be invariant
under the redefinition of θ. So we transform to the new coordinates by γ̂∂θ = γ∂θ′ , or
γ̂
√
z = γ. In transforming β̂, we view it as a section of R−1⊗K, so we set β̂/√z = β. The
conventional ghost fields γ and β in superconformal coordinates z|θ′ are often denoted as
γθ
′
and βzθ′ ; this sort of notation makes the transformation we just made more obvious.
– 71 –
The fields γ̂ and β̂ are regular at z = 0 – as they are simply chiral bosons valued in a
line bundle. So the behavior of γ and β near z = 0 is
γ ∼ z1/2, β ∼ z−1/2, z → 0. (5.40)
In conventional language, eqn. (5.40) means that γ and β are coupled to a vertex
operator Θ−1/2 at z = 0 that is a spin operator of picture number −1/2. This follows from
the Ramond sector mode expansions
γ(z) =
∑
r∈Z
z−r+1/2γr, β(z) =
∑
r∈Z
z−r−3/2βr. (5.41)
To get the behavior (5.40), we want
γrΘ−1/2 = 0, r > 0
βrΘ−1/2 = 0, r ≥ 0, (5.42)
and these are the picture number −1/2 conditions that we found in another way in eqns.
(5.14) and (5.15).
For completeness, we will explain why the operator Θ−1/2 has ghost number −1/2 and
dimension 3/8. The original explanation [1] involved a transformation from fields βzθ′ , γ
θ′
to a new set of fields φ, η, ξ. As these variables do not have a very transparent interpretation
in terms of the geometry of super Riemann surfaces,37 we will instead follow a method [53]
that has been used in the theory of orbifolds. The short distance behavior of the β(z) ·γ(w)
operator product for z → w is
βzθ′(z)γ
θ′(w) ∼ − 1
z − w. (5.43)
The β · γ two-point function in the presence of the operator Θ−1/2 inserted at z = 0 with
no other operator insertions38 is
〈βzθ′(z)γθ′(w)〉Θ−1/2 = −
1
z − w
√
w
z
. (5.44)
This formula is determined by the fact that it is has the right behavior for z → w, for
z → 0, and for w → 0, and also has no other singularities and the slowest possible growth
at infinity (the last condition reflects the fact that we take the spin field at infinity to be
a primary). The ghost number current of the βγ system is Jβγ(w) = − : βγ(w) : or more
explicitly
Jβγ(w) = lim
z→w
(
−β(z)γ(w)− 1
z − w
)
, (5.45)
37The reader may object that also the double-valued coordinate θ′ is not entirely natural in super Riemann
surface theory. Indeed, one may prefer to rephrase the computation we describe here in the coordinates z|θ
that behave well at z = 0.
38To be more exact, we assume that there are no more operator insertions except a second spin field at
z = ∞. This second spin field has picture number −3/2, as one may learn by transforming z → z′ = 1/z
and examining the behavior of βzθ′ and γ
θ′ for z′ → 0. More generally, as explained in section 3.6.3, a
sensible βγ path integral in genus 0 always involves a product of operator insertions of total picture number
−2.
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where here normal-ordering is carried out by subtracting the vacuum expectation value
〈−β(z)γ(w)〉vac = 1/(z − w). A short calculation reveals that in the presence of the
operator Θ−1/2, Jβγ(w) has a simple pole at w = 0 with residue −1/2,
〈Jβγ(w)〉Θ−1/2 = −
1
2w
, (5.46)
so Θ−1/2 has ghost number −1/2. Similarly, the stress tensor of the βγ system is
Tβγ =: ∂zβzθ′ · γθ′ : −3
2
∂z(: βzθ′γ
θ′ :). (5.47)
A short calculation gives
〈Tβγ(w)〉Θ−1/2 =
3
8w2
, (5.48)
so that Θ−1/2 has dimension 3/8.
It is straightforward to generalize this analysis to determine the conformal dimension
and the ghost number of the operator Θ−t that represents the βγ ground state with picture
number −t, for any integer or half-integer t. In this case, we want γ(w) to behave as wt
and β(z) to behave as z−t near z = 0. The analog of (5.44) is〈
βzθ′(z)γ
θ′(w)
〉
Θ−t
= − 1
z − w
(w
z
)t
. (5.49)
A calculation along the above lines gives〈
Jβγ(w)
〉
Θ−t
= − t
w〈
Tβγ(w)
〉
Θ−t
= − t(t− 2)
2w2
. (5.50)
Thus Θ−t has ghost number −t and dimension −t(t − 2)/2. For integer t, this operator
can be constructed from a product of delta functions, as in eqn. (10.75) for t ≥ 0, and its
ghost number and dimension can be computed classically.
5.3.2 The Definition Of The Ghosts
The description of the anticommuting ghosts b̂ and ĉ that we arrived at in eqn. (5.39)
differs in precisely one way from the usual description. In the conventional formulation, c
is a vector field – a section of T – and b is a quadratic differential – a section of K2. Instead,
in our derivation, ĉ was a section of T ⊗ O(−q), that is a vector field that is constrained
to vanish at the Ramond puncture, while b̂ was a section of K2⊗O(q), that is a quadratic
differential that is allowed to have a pole at the Ramond puncture.
The relation between the two descriptions is that in the standard approach, vanishing
of c at the insertion point of a vertex operator is not part of the definition of c, but the
vertex operator contains a factor of c, or equivalently of δ(c), that enforces this vanishing.
Once this factor is included, b can have a pole at the location of the vertex operator.
Instead of including in a bosonic string conformal vertex operator a factor c˜c, as one
usually does, we could declare c˜ and c to be fields (sections of TLΣ and TRΣ, respectively)
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that vanish at the positions of all vertex operator insertions. Then we would say that the
simplest conformal vertex operators are constructed from matter fields only.39 Defining c˜
and c to vanish at vertex operator insertions is natural because c˜ and c are associated to
gauge symmetries, and the symmetries of bosonic string theory are worldsheet diffeomor-
phisms that leave fixed the vertex operator insertions.
Similarly, for the NS sector of superstrings, instead of including a factor c˜cδ(γ) in the
vertex operator, we could equivalently say that c˜, c, and γ are all constrained to vanish at
points at which vertex operators are inserted. This is natural for the same reason as in the
last paragraph.
We did not adopt this viewpoint in the present paper, in part because it might have
made the formulas look unfamiliar. However, for the Ramond sector, this viewpoint has
been more or less forced upon us. What is usually regarded as a spin operator Θ of the βγ
system really appeared in the derivation of eqn. (5.39) as a modification of the definitions
of the fields β and γ. γ, rather than being a section of T 1/2, was a section of a more
general line bundle R, and similarly β was a section of K ⊗R−1. The vertex operator was
just this instruction about how to modify the definition of the fields. The reason that the
Ramond sector gives a sharper message about how the formalism should be developed is
that a Ramond puncture is an intrinsic part of the geometry of a super Riemann surface, in
contrast to an NS puncture (or a puncture on a purely bosonic worldsheet), which can be
viewed if one wishes as something extra that is tacked on to a preexisting super Riemann
surface. At any rate, part of the message of the Ramond sector seems to be that we should
view the traditional factors c˜c, c˜cδ(γ), and c˜cΘ in the vertex operators as shorthand ways of
saying how the definition of the ghosts is modified by the presence of the vertex operators.
For more on some matters considered in this section, see section 10.3.4.
5.4 Ramond Amplitudes
Now we will discuss scattering amplitudes including Ramond states.
Once one constructs BRST-invariant Ramond vertex operators, many steps follow
in the familiar fashion. Given any assortment of Ramond and/or Neveu-Schwarz BRST-
invariant vertex operators V1, . . . ,Vs, the worldsheet integral computes for us a closed form
FV1,...,Vs(J , δJ ) on the space of supercomplex structures. If the vertex operators obey the
usual conditions
bnV1 = βrV1 = 0, n, r ≥ 0, (5.51)
that make possible a superconformally invariant formalism, then FV1,...,Vs(J , δJ ) is as usual
a pullback from an appropriate product ML ×MR of left and right moduli spaces. For
example, for the heterotic string, ML is the moduli space of genus g Riemann surfaces
39 A constraint that c˜ and c should vanish at a given point p could be enforced by incorporating additional
variables – Lagrange multipliers – in the path integral, as in eqn. (10.21). If we do this, the path integral
measure, instead of being conformally invariant as in the usual description, transforms under conformal
transformations like the operator c˜c(p), in other words like a field of dimension (−1,−1) at the point p;
this reflects the scaling behavior of the measure of the Lagrange multipliers. Hence insertion of a (1, 1)
matter vertex operator V at the point p is necessary to restore conformal invariance of the path integral.
Analogous statements hold for the NS and R sectors of superstrings.
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with s punctures, and MR is the moduli space of genus g super Riemann surfaces with
an appropriate number of NS and Ramond punctures. In the familiar way, one defines an
integration cycle Γ ⊂ML×MR and one defines the genus g contribution to the scattering
amplitude as
∫
Γ FV1,...,Vs(J , δJ ).
There are also no surprises concerning gauge-invariance. If for example V1 = {QB,W1},
then one has the standard relation
F{QB ,W1},V2,...,Vs + dFW1,V2,...,Vs = 0. (5.52)
Here it is important to know that if V1 obeys the conditions (5.51), and V1 = {QB,W1}
for some W1, then we can choose W1 to also obey the same conditions (see appendix C.2).
This enables one to pull FW1,V2,...,Vs back to the finite-dimensional space ML ×MR, and
to deduce from (5.52) a relation between finite-dimensional integrals:∫
Γ
F{QB ,W1},V2,...,Vs +
∫
Γ
dFW1,V2,...,Vs = 0. (5.53)
This relation shows as usual that gauge-invariance holds if there are no surface terms when
one integrates by parts over Γ .
One important difference between Ramond vertex operators and the other cases is that
there does not exist, in a natural sense, an integrated version of a Ramond vertex operator.
The fundamental reason for this is that the forgetful map (2.61) does not have an analog
for Ramond punctures. For NS punctures there is such a map:
Σ → Mg,nNS,nR
↓ pi
Mg,nNS−1,nR .
(5.54)
Here Mg,nNS,nR is the moduli space of genus g super Riemann surfaces with nNS NS
punctures and nR Ramond punctures. Since a NS puncture is simply a chosen point
in a pre-existing super Riemann surface, we can forget such a puncture if we wish, and
this gives the fibration (5.54). An integral over Mg,nNS,nR can be reduced to an integral
over Mg,nNS−1,nR by integrating first over the fibers of this fibration, with the help of the
integrated NS vertex operator. There is no analogous forgetful map for Ramond punctures,
since a Ramond puncture is part of the superconformal structure of Σ; there is no way to
forget such a puncture while keeping fixed the rest of a super Riemann surface, and there
is no sensible notion of two super Riemann surfaces being the same except with Ramond
punctures in different places. So there is no superconformal notion of an integrated Ramond
vertex operator. Any definition of an integrated Ramond vertex operator depends on a
method of integrating over odd moduli, and has the limitations of such methods.
However, more or less everything else we have said, for instance in sections 3.4-3.6,
about how to compute F (J , δJ ) is substantially unaffected by Ramond punctures. A few
minor differences are as follows. We originally introduced the gravitino field χθz˜ in section
3.5 as a section of T 1/2, a square root of the holomorphic tangent bundle T of the reduced
space Σred. A choice of T
1/2 is equivalent to a choice of spin structure on Σred. The reason
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that χθz˜ takes values in T
1/2 is that the restriction of D to Σred is isomorphic to T 1/2,
in the absence of Ramond punctures. However, in the presence of Ramond punctures at
points q1, . . . , qnR , the restriction of D to Σred is not a square root of T but a square root
of T ⊗ O(−q1 − · · · − qnR). (This fact played a prominent role in section 5.3.) In other
words, the restriction of D, which we denote R, possesses an isomorphism
R2 ∼= T ⊗O(−q1 − · · · − qnR). (5.55)
The degree of R is
degR = 1− g− 1
2
nR. (5.56)
With Ramond punctures, the gravitino field χθz˜ is a (0, 1)-form with values in R. If we
include also NS punctures at points p1, . . . , pNS, then χ
θ
z˜ becomes a (0, 1)-form valued in
R̂ = R⊗O(−∑nNSi=1 pi). The degree of this line bundle is
deg R̂ = 1− g− nNS − 1
2
nR. (5.57)
A gauge transformation of the gravitino is χθz˜ → χθz˜ + ∂z˜yθ, where now yθ is valued in
R̂. Modulo gauge transformations, χθz˜ is an element of H1(Σred, R̂), whose dimension is
∆ = 2g− 2 + nNS + 12nR, which accordingly is the odd dimension of Mg,nNS,nR .
In the picture-changing formalism, we select points r1, . . . , r∆ and write
χθz˜ =
∆∑
σ=1
ησδrσ (5.58)
with anticommuting parameters ησ. A spurious singularity occurs where the gravitino
modes in this expression do not furnish a basis of H1(Σred, R̂). The condition for this is
now that
H0(Σ, R̂ ⊗ O(
∆∑
σ=1
rσ)) 6= 0. (5.59)
The line bundle R̂ ⊗ O(∑∆σ=1 rσ) has degree g − 1, as always. Generically, the condition
(5.59) will be satisfied as one varies one parameter, leading to a spurious pole. However,
in genus 0, a line bundle of degree −1 has no holomorphic section, so the gauge-fixing
prescription associated to the picture-changing formalism is always correct in the interior
of moduli space. The subtleties that occur at infinity in moduli space are not important
for tree-level amplitudes at reasonably generic external momenta, so there is no problem
to compute scattering amplitudes of Ramond and Neveu-Schwarz states at tree-level in the
picture-changing formalism.
5.4.1 The Simplest Examples
The simplest examples of scattering amplitudes are those for which the odd dimension ∆
of the moduli space vanishes, so that no picture-changing insertions are necessary. This
happens only for g = 0, for which ∆ = −2 + nNS + 12nR. So ∆ = 0 for nNS = 1, nR = 2,
and for nNS = 0, nR = 4.
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For nNS = 1, nR = 2, the even and odd dimensions of the moduli space both vanish.
The scattering amplitude is simply computed as a three-point function on a genus 0 super
Riemann surface of one NS vertex operator and two Ramond vertex operators:〈
c˜cδ(γ)V1(z˜1;z1|0) c˜cΘ−1/2V ′2(z˜2;z2)c˜cΘ−1/2V ′3(z˜3;z3)
〉
. (5.60)
Here V1 is a matter vertex operator in the NS sector, while V
′
2 and V
′
3 are Ramond sector
matter vertex operators. The points z1, z2, and z3 are arbitrary and there are no moduli to
integrate over. The formula is a shorthand for the following recipe. Pick points z1, z2, z3 in
a purely bosonic CP1 and use the formula (5.18) to construct a super Riemann surface Σ
with Ramond divisors at z2 and z3, and no others. Pick a matter vertex operator V1(z˜;z|θ)
in the NS sector and evaluate it at40 z˜1;z1|0. Insert matter vertex operators V ′2 and V ′3 at
the Ramond divisors at z = z2 and z = z3, respectively.
41 Compute the path integral with
these insertions to get the amplitude (5.60).
For nNS = 0, nR = 4, since there are no odd moduli, the moduli space is just the
bosonic moduli space that parametrizes four points in CP1, up to the action of SL(2,C).
We can use SL(2,C) to specify three points in an arbitrary way; then we integrate over
the fourth point. The scattering amplitude is〈 3∏
i=1
c˜cΘ−1/2V ′i (z˜i;zi)
∫
d2z4Θ−1/2V ′4(z˜4;z4)
〉
, (5.61)
where V ′i , i = 1, . . . , 4 are Ramond sector matter vertex operators. This formula is again a
shorthand for a recipe that involves constructing a super Riemann surface with the specified
Ramond divisors and inserting the indicated matter vertex operators at those divisors.
Still in g = 0, let us consider amplitudes with ∆ > 0. If nR ≤ 4, one has ∆ ≤ nNS.
If one were to forget the NS insertions, there would be no odd moduli at all, so one can
integrate over all odd moduli by replacing some of the NS vertex operators with their
integrated versions. If nR > 4, one additionally needs
1
2nR− 2 picture-changing operators.
To minimize arbitrary choices and preserve holomorphy, a relatively simple procedure is to
pick 12nR−2 of the Ramond vertex operators and attach a single picture-changing operator
to each one. Thus one calculates tree amplitudes using Ramond vertex operators of picture
number +1/2 as well as −1/2, as originally described in [1]. One may also compute tree
amplitudes with more general choices of the pictures.
5.5 Duality
Let H be the space of all string states in a given string theory model or – by the state-
operator correspondence – the space of all vertex operators. The two-point function in
40The automorphism group of a genus 0 super Riemann surface with two Ramond punctures has dimension
1|1 and enables one to map a given NS puncture to a chosen point such as z˜1;z1|0 in a unique way. See for
example section 5.1.4 of [16].
41These vertex operators are associated to Ramond divisors, so there is no choice in where they are to be
inserted once the geometry of Σ is fixed. When we denote them as V ′i (z˜i;zi), i = 2, 3, this is just meant as
a reminder of which Ramond operator is inserted at which Ramond divisor. In any case, as these operators
are associated to divisors, not points, they do not depend on θ, only on z˜ and z. There is no misprint in
the fact that a θ-dependence of V ′2 and V
′
3 is not indicated in (5.60).
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genus 0 gives a nondegenerate pairing ω : H ×H → C or equivalently an identification –
which we also call ω – between H and its dual space H∗. For brevity, we will describe this
for open strings. As usual, the discussion for a chiral sector of closed strings is almost the
same. We take the string worldsheet (or its reduced space, in the case of superstrings) to
be the upper half of the complex z-plane.
The pairing ω is defined by a two-point function of vertex operators inserted at, say,
z = 0 and z = 1. For vertex operators V, W, we set
ω(V,W) = 〈V(0)W(1)〉. (5.62)
This formula defines a nondegenerate bilinear form on the space of all vertex operators.
This pairing is BRST-invariant in the sense that
ω(QB U ,V) + (−1)|U|ω(U , QBV) = 0. (5.63)
(Here |U| is 0 or 1 depending on whether the state U is bosonic or fermionic.) As a result,
there is an induced pairing on the BRST cohomology: if V and W are in the kernel of QB,
then ω(V,W) is invariant under V → V + QBU , or under a similar transformation of W.
This pairing on the BRST cohomology is nondegenerate. This assertion follows from the
BRST version of the no-ghost theorem, which gives convenient lightcone representatives
of the BRST cohomology classes, making the nondegeneracy of the pairing manifest. An
instructive example of passing from the pairing among all vertex operators to the pairing
between physical states can be found in section 5.5.1.
In the case of bosonic strings, ω has ghost number −3; this means that if U and V
have definite ghost numbers, the sum of their ghost numbers must be 3 in order to have
ω(U ,V) 6= 0. For example, if U and V are primary fields in the matter sector, we can have
〈c∂cU(0) cV (1)〉 6= 0. (5.64)
The insertions of c∂c(0) and c(1) have the following intuitive interpretation. To get a non-
zero path integral, we must remove the zero-modes of the ghost field c, by eliminating the
SL(2,R) symmetry of Σ. We can do this by restricting the diffeomorphism group of Σ to
its subgroup generated by vector fields that vanish, together with their first derivative, at
z = 0 and that also vanish at z = 1. To achieve this, we must place these constraints on
the ghost field c, so we insert δ(c)δ(∂c) = c∂c at z = 0, and δ(c) = c at z = 1.
It is convenient to write Hn for the subspace of H consisting of states of ghost number
n. Then ω is a nondegenerate pairing Hn × H3−n → C, or equivalently an isomorphism
between H3−n and the dual of Hn:
ω : H∗n ∼= H3−n. (5.65)
For superstring theory, one should specify the picture numbers as well as the ghost
numbers of the states. We write Hn;k for the space of vertex operators of ghost number n
and picture number k. The inner product ω(U ,V) is again defined as in (5.62); for it to
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be non-zero, the ghost numbers must add to 1 and the picture numbers to −2. So ω is a
nondegenerate pairing Hn;k ⊗H1−n;−2−k → C, or equivalently an isomorphism
ω : H∗n;k ∼= H1−n;−2−k. (5.66)
In this paper, we almost always restrict ourselves to the canonical picture numbers,
namely −1 for NS states and −1/2 for Ramond states. For the NS sector, there is no
problem with this restriction: we get a nondegenerate pairing (5.62) or an isomorphism
(5.66) with k = −2− k = −1. Given matter primaries U and V with a non-zero two-point
function in the matter sector, a typical non-zero pairing in the full theory with the ghosts
is
〈c∂cδ(γ)U(0) cδ(γ)V (1)〉 6= 0. (5.67)
For the Ramond sector, the picture number is a half-integer, and if one state has the
canonical picture number −1/2, then the second will have to have picture number −3/2.
This corresponds to an isomorphism
ω : H∗n;−3/2 ∼= H1−n;−1/2. (5.68)
The fact that the dual of a state in the canonical picture is a state of picture number
−3/2 can be given the following interpretation. The superconformal structure of a world-
sheet whose reduced space is the upper half-plane and that has Ramond punctures at z = 0
and z = 1 is generated by the odd vector field
D∗θ = ∂θ + z(z − 1)θ∂z. (5.69)
This worldsheet has an automorphism group of dimension 0|1, generated by the odd su-
perconformal vector field
ν = ∂θ − z(z − 1)θ∂z, (5.70)
which is regular (and nonvanishing) at z =∞. To get a sensible worldsheet path integral
(without a zero-mode of the commuting ghost field γ), we have to remove this automor-
phism group. For this, we have to insert at one of the two Ramond divisors – either at
z = 0 or at z = 1 – a vertex operator that is associated to a point on the divisor in question,
not to the whole divisor. In other words, as explained in section 5.1.1, one of the two vertex
operators has to have picture number −3/2 rather than the canonical value −1/2.
In section 6.5, we will find that this occurrence in the duality of an operator of non-
canonical picture number is related to the fact that the Ramond sector propagator is
proportional to G0/L0, in constrast to 1/L0 in the NS sector (or for bosonic strings). The
field theory limit of this is that fermions obey first order wave equations (such as the Dirac
equation for spin 1/2) in contrast to the second order wave equations obeyed by bosons.
5.5.1 Massless Fermions In Ten Dimensions
We will make the Ramond sector duality more explicit for the basic case of massless fermion
vertex operators in ten-dimensional Minkowski spacetime R1,9. The basic fermion vertex
operator constructed from the matter fields is [1] a spin field Σ that transforms in the
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spinor representation of SO(1, 9). Σ can have either SO(1, 9) chirality; for its components
of positive or negative chirality, we write Σα and Σ
β, respectively, with α, β = 1, . . . , 16. Σα
and Σβ transform oppositely under the GSO projection. We also write Σα(p), Σ
β(p) for the
corresponding operators at spacetime momentum p (for example, Σα(p) = Σα exp(ip ·X),
where XI , I = 0 . . . 9 are bosonic fields describing the motion of the string in R1,9).
Let Θ−1/2 and Θ−3/2 be the ground states of the βγ system at picture number −1/2
and −3/2, respectively. These operators transform oppositely under the GSO projection.
(For example, this follows from the fact that the part of the picture-changing operator that
acts on the βγ system, namely δ(β), is GSO-odd, since42 it is odd under β → −β.) So if
Θ−1/2Σα(p) is GSO-even, then Θ−3/2Σβ(p) is likewise GSO-even.
Let uα and vβ be commuting c-number spinors of the indicated chirality. The pairing
in the Ramond sector at the lowest mass level is〈
c∂cΘ−1/2uαΣα(p) · cΘ−3/2vβΣβ(q)
〉
= uαvα(2pi)
10δ10(p+ q). (5.71)
Clearly, this pairing is nondegenerate in the space of all vertex operators of this type.
It remains nondegenerate if we pass to the BRST cohomology. To do this, we must restrict
p and q by p2 = q2 = 0, which follows from QB-invariance. QB-invariance also imposes on
uα the constraint
pIΓIαβu
β = 0, (5.72)
where ΓI , I = 0, . . . , 9 are the gamma matrices. This constraint is simply the Dirac equa-
tion written in momentum space, and arises because the condition QB(cΘ−1/2uαΣα(p)) = 0
implies G0(u
αΣα(p)) = 0, where G0 acts on the massless level as the Dirac operator of field
theory. On vβ, QB-invariance imposes no such constraint,
43 but instead when we pass to
the QB cohomology, there is an equivalence relation
vβ ∼= vβ + pIΓIβγwγ , (5.73)
for any wγ . Evidently, with the constraint (5.72) and the equivalence relation (5.73), the
pairing (5.71) remains nondegenerate.
6 The Propagator
In field theory, the Feynman propagator can be represented as an integral over elapsed
proper time. For example, for a scalar particle of mass m, the propagator in Euclidean
signature is
1
p2 +m2
=
∫ ∞
0
ds exp
(−s(p2 +m2)) , (6.1)
42In treating bosonic integration as an algebraic operation in the sense introduced in section 3.2.2, one
uses δ(λβ) = λ−1δ(β), not δ(λβ) = |λ|−1δ(β). See for example eqn. (3.37) of [15].
43The G0 constraint on u
αΣα(p) arises because QB = γ0G0 + . . . and γ0Θ−1/2 6= 0. Because
γ0Θ−3/2 = 0, the condition QB(cΘ−3/2vβΣ
β(q)) = 0 does not lead to a G0 constraint on vβΣ
β(q). In-
stead, there is a gauge-equivalence on vβΣ
β(q), generated by a gauge transformation with gauge parameter
cβ0Θ−3/2w
γΣγ(q).
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ΣrΣr
(a)
Σ` Σ`
(b)
Figure 3. (a) A long strip connecting two parts of an open-string worldsheet. This is meant to be
a “flat,” purely two-dimensional picture. (b) A long tube connecting two parts of a closed-string
worldsheet.
where s is the Schwinger proper time parameter. The two limits of the s integral are both
very important. The ultraviolet region is s ∼= 0. The ultraviolet divergences of Feynman
diagrams arise when the proper time parameters associated to the propagators in a loop
are all simultaneously small. On the other hand, s → ∞ is the infrared region. The pole
of the propagator for p2 +m2 = 0 comes from the behavior of the integral for s→∞; the
pole results from an almost on-shell particle propagating in spacetime for a long proper
time. (The almost on-shell particle also propagates a long distance in spacetime along
the lightcone, as one sees from the position space form of the propagator.) More generally,
when one evaluates a Feynman diagram, the singularities that are associated to unitarity all
arise from poles of propagators, so they all arise when some or all proper time parameters
become large. So we can think of large s as the infrared or on-shell region.
In string theory, there is an immediate analog of the large s region. An open or closed
string propagating for a long proper time is described by a long strip or a long tube,
respectively. For examples of string worldsheets containing such a long strip or tube, see
fig. 3. But one of the most fundamental facts about perturbative string theory is that
there is no ultraviolet region. The roots of this statement go back nearly forty years to the
original study of modular invariance in string theory [26]. In one description of a string
worldsheet, it may appear that a proper time parameter becomes small in some limit.
But the same worldsheet always has an alternative description in which the proper time
parameters are all bounded safely away from zero.
The most precise statement that there is no ultraviolet region in string perturbation
theory is the existence of the Deligne-Mumford compactification of the moduli space of
Riemann surfaces (or of super Riemann surfaces). Moduli space can be compactified by
adding only limit points that correspond to s → ∞; there is no need for additional limit
points that would correspond to s → 0 or anything else. This means that there is no
potential for ultraviolet divergences in string theory; the delicate questions all involve the
behavior in the infrared. It also means that in any integration by parts on moduli space –
such as we have contemplated at many points in this paper, beginning with our discussion
of eqn. (2.48) – the subtle issues involve the region s → ∞ where one of the string states
goes on-shell.
In the Deligne-Mumford compactification, one assigns a limit to a sequence of string
– 81 –
worldsheets in which the length or a tube or strip diverges. In doing this, one exploits
worldsheet conformal invariance. A string worldsheet with a long tube is conformally
equivalent to a worldsheet (fig. 4) with a very narrow neck. In the case of an ordinary
Riemann surface, such a worldsheet is described locally by an equation44
xy = q, (6.2)
where x is a local complex parameter on one side of the narrow neck, y is a local complex
parameter on the other side, and q is a complex modulus that controls the width of the
neck. The relation of this description to the “long tube” description is made simply by the
change of variables or conformal mapping
x = e%, y = qe−%, (6.3)
with
% = u+ iϕ, u, ϕ ∈ R. (6.4)
Here ϕ is an angular variable of period 2pi. If the coordinates x, y are valid for |x|, |y| < 1,
then the description by % is good for 0 > u > − ln(1/|q|). So for q → 0, the % coordinate
describes a tube of circumference 2pi and length ln(1/|q|). In the “long tube” description,
the Riemann surface seems to diverge for q → 0, but the description by x and y has a
limit for q = 0. The equation simply becomes xy = 0, which describes two branches,
one characterized by x = 0 for any y, and one characterized by y = 0 for any x, and
meeting at a singularity at x = y = 0. This is a rather special singularity, called a node or
ordinary double point, where two branches meet.45 The Deligne-Mumford compactification
ofMg,n is achieved by allowing this type of singularity and no other. The existence of this
compactification is a precise statement of the fact that in string perturbation theory there
is an infrared region and no ultraviolet region. Similarly, the existence of an analogous
Deligne-Mumford compactification of the moduli space of super Riemann surfaces means
that there is no ultraviolet region in superstring perturbation theory. For an introduction to
the Deligne-Mumford compactification, including its extensions for super Riemann surfaces
and for open strings, see sections 6 and 7.4 of [16].
We will proceed as follows. In sections 6.1 and 6.2, we compute the behavior of
the string measure when a Riemann surface develops a long strip or tube. This entails
calculating what one may call the string propagator; in fact, with a standard gauge-fixing,
string field theory leads precisely to the propagators that we will calculate (for example,
see [30, 54]). The goal is to show that in all cases (open and closed bosonic strings or
superstrings, including all sectors of superstrings), the string propagator has the same
singular behavior – the same on-shell poles – that one would expect in a field theory with
the same particles and couplings. Apart from giving a nice illustration of the machinery
44For the analogous case of a long strip, roughly speaking one takes q real and identifies x, y with x, y,
whereupon the gluing formula of eqn. (6.2) is applicable to gluing of open-string worldsheets through a
narrow neck. For more detail, see section 7.4 of [16].
45We have already discussed the singular limiting configurations for certain cases in which one branch
has genus 0; see fig. 1 of section 2.5.1 and fig. 2 of section 4.4.
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(a) (b)
Figure 4. As explained in the text, a narrow neck in a Riemann surface – marked here by an arrow
– is conformally equivalent to a long tube. The singularity or “degeneration” that occurs when the
neck collapses is said to be separating in (a), and non-separating in (b).
that we have developed up to this point, this is an essential step in proving that perturbative
string scattering amplitudes have the same infrared singularities (and more generally the
same singularities due to on-shell intermediate particles) that one would expect in a field
theory with the same particles and couplings. The main additional step required is an
analysis of the on-shell factorization of the string amplitudes, which we discuss in sections
6.4 and 6.5. Understanding what produces this factorization is also a good starting point
to complete our description of the integration cycle of superstring perturbation theory;
this is the topic of section 6.6. All this will prepare the ground for section 7, in which
we discuss the troublesome exceptional cases of on-shell behavior in string perturbation
theory: mass renormalization and massless tadpoles. These are the only possible sources
of BRST anomalies for closed oriented strings, though for open and/or unoriented strings,
there are additional anomalies, which we will discuss in section 9.
6.1 Open-String Propagators
6.1.1 Bosonic Open Strings
We begin with the propagator of the bosonic open string.
We describe a strip S of length s and width pi by real coordinates ϕ, u with
0 ≤ u ≤ s, 0 ≤ ϕ ≤ pi. (6.5)
We take the metric on the strip to be
ds2 = du2 + dϕ2. (6.6)
Viewing u as the “time” direction, a string propagating on the strip has a conserved
Hamiltonian
L0 = − 1
2pi
∫ pi
0
dϕTuu, (6.7)
where Tij is the worldsheet stress tensor. The odd-looking minus sign comes from writing
the formula in Euclidean signature. Similarly the antighost field bij has a zero-mode
b0 = − 1
2pi
∫ pi
0
dϕ buu. (6.8)
– 83 –
(The ghost field ci also has a zero-mode on the strip, but this will be less important.) It is
useful to define
z = −i% = ϕ− iu. (6.9)
In quantization of an open string, the stress tensor and the antighost field are both
free fields with left- and right-moving components. As usual, a free field on the strip is
very similar to a chiral free field (purely left-moving or right-moving) on a tube obtained
by gluing together two copies of the strip along their boundaries. A quick way to exhibit
this is to extend ϕ to a real variable and extend the definition of the fields by
Tzz(u, ϕ) = Tz˜z˜(u,−ϕ) = Tzz(u, ϕ+ 2pi),
bzz(u, ϕ) = bz˜z˜(u,−ϕ) = bzz(u, ϕ+ 2pi). (6.10)
The zero-modes are then
L0 =
1
2pi
∫ 2pi
0
dϕTzz
b0 =
1
2pi
∫ 2pi
0
dϕ bzz (6.11)
The strip S has a single real modulus, the parameter s ≥ 0. We want to learn how to
integrate over s, using the general recipe of section 2.3. In this procedure, we are supposed
to work on a fixed worldsheet with a metric that depends on the modulus, in contrast to
the description we have given above, with a metric (6.6) that does not depend on s while
the definition (6.5) of the strip S does depend on s. To convert to a description of the
desired sort, we simply introduce a new “time” coordinate t = u/s, so that the definition
of the strip becomes
0 ≤ t ≤ 1, 0 ≤ ϕ ≤ pi, (6.12)
and the metric is
ds2 = s2 dt2 + dϕ2. (6.13)
According to eqn. (2.31), in integrating over s, we must insert in the path integral a factor
of
Ψs =
1
4pi
∫
S
dtdϕ
∂(
√
ggij)
ds
bij =
1
2pi
∫ 1
0
dt
∫ pi
0
dϕs2btt
=
1
2pi
∫ 1
0
dt
∫ pi
0
dϕ buu =
∫ 1
0
dt b0 = b0. (6.14)
In the last step, we used the fact that b0 is time-independent, so that
∫ 1
0 dt b0 = b0.
We conclude that integration over the strip means integration over s with an insertion
of b0. The path integral on the strip without any insertion is described by the operator
exp(−sL0). So integrating over s and including an insertion of b0, we learn that the open-
string propagator is ∫ ∞
0
ds b0 exp(−sL0) = b0
L0
. (6.15)
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It is also convenient to express the propagator as an integral over q = e−s. Here q, which
clearly is real and ranges from 0 to 1 for 0 ≤ s < ∞, is the open-string analog of the
gluing parameter that we introduced for closed bosonic strings in (6.2). In terms of q, the
open-string propagator is
b0
∫ 1
0
dq
q
qL0 . (6.16)
The operator L0 is
L0 =
α′
4
p2 +N, (6.17)
where p is the momentum and N contains the contributions of ghost and matter oscillators.
For uncompactified bosonic strings, N has eigenvalues −1, 0, 1, 2, . . . . The condition for
an open string to be on-shell is L0 = 0, so the mass squared operator of the string is
M2 = 4N/α′. Thus we can write the propagator as
4
α′
b0
p2 +M2
. (6.18)
Since b20 = 0, the operator b0 projects the string propagation onto states annihilated by
b0, and means (in a sense that we will state more precisely in section 6.5) that only states
annihilated by b0 propagate. The factor 4/α
′ is a normalization factor that could be
eliminated, if we wish, by rescaling the string coupling constant and the external vertex
operators.46 Modulo the normalization factor and the projection on states annihilated by
b0, the open-string propagator is just what one would guess from field theory.
The precise use of this propagator is as follows. Suppose that as in fig. 3(a), the strip
is attached to Riemann surfaces Σ` and Σr at its left and right ends. We want to keep
Σ` and Σr fixed and integrate over the length s of the strip.
47 Keeping Σ` and Σr fixed,
the path integral on those surfaces generates quantum states ψ` and ψr. The path integral
on the full surface Σ is obtained by taking ψ` and ψr as initial and final states for the
propagation on the strip. The propagation on the strip is described by the propagator
(6.18), so the path integral on Σ after integrating over s is
ZΣ;s =
〈
ψ`
∣∣∣∣ b0L0
∣∣∣∣ψr〉. (6.19)
A complete calculation will of course include also integrating over the moduli of Σ`
and Σr; in fact integrating just over s is only sensible in the region where s is large. What
the computation that we have just done is good for is to isolate the singularities that arise
when an open string in a particular channel goes on shell. As we have just seen, these
46In ordinary field theory, one usually normalizes the fields so that the Feynman propagator is 1/(p2+m2),
but if one wishes, one can multiply one’s fields by an arbitrary constant κ and then the propagator becomes
κ2/(p2 + m2). Changing the normalization of the fields will rescale the coupling parameters and the
wavefunctions of external particles. The situation is precisely the same in string theory; multiplying the
propagator by a constant is equivalent to changing the string coupling constant and the normalization of
vertex operators.
47To be more fastidious, we include antighost insertions on Σ` and Σr, to make the path integral non-zero,
but do not integrate over their moduli.
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singularities are precisely the simple poles at p2 + m2 = 0 that one would expect in field
theory.
One can analyze in a similar fashion the contribution of a region in which any number of
open-string states simultaneously go on-shell. We get a propagator b0/L0 in each channel,
leading to a standard 1/(p2 +m2) pole in every channel. Presently, we will obtain similar
results for open superstrings and for all the closed-string theories. Since the usual infrared
and on-shell singularities of Feynman amplitudes come from the poles of propagators, this
makes it more or less obvious that string theory will have the same infrared and on-shell
singularities as field theory.
To be more precise, this is more or less obvious once one incorporates an important
refinement, the Feynman i, which will be described in section 6.3. We go in more detail
about the residue of the pole of the propagator in section 6.4.
6.1.2 The NS Propagator
Now we consider the NS sector of open superstrings.
On the worldsheet of an open superstring, in addition to bosonic coordinates u and
ϕ, there are holomorphic and antiholomorphic odd coordinates θ and θ˜. At the endpoints
ϕ = 0, pi of a strip S, they are glued together, with some choices of signs. In the NS sector,
the signs are opposite at the two ends.
θ˜ =
{
θ if ϕ = 0
−θ if ϕ = pi.
(6.20)
The minus sign can be moved from one end of the strip to the other by a change of variables
θ˜ → −θ˜.
Right-moving massless free fields along the string depend on θ (as well as z) and
left-moving ones depend on θ˜ (and z˜). By extending the range of ϕ beyond the interval
0 ≤ ϕ ≤ pi, one can combine these two types of modes to a chiral field that depends only
on ϕ and θ, subject to
ϕ→ ϕ+ 2pi, θ → −θ. (6.21)
The minus sign, which comes about because the signs in (6.20) are opposite, is the reason
that quantization of open strings with the boundary conditions (6.20) leads to what is
usually called the NS sector.
Now let us discuss the propagator in the NS sector. In fact, the minus sign in the
boundary conditions makes things simple. The strip in the NS sector has no odd moduli.
An odd modulus would arise as always from a mode of the gravitino field that cannot be
gauged away. To be more exact, for open superstrings we have left and right gravitino
fields χθz˜ and χ
θ˜
z that are glued together on the boundary by analogy with (6.20):
χθ˜z =
{
χθz˜ if ϕ = 0
−χθz˜ if ϕ = pi.
(6.22)
They fit together to a single gravitino field χθz˜ that is defined for all ϕ and obeys
χθz˜(u, ϕ+ 2pi) = −χθz˜(u, ϕ). (6.23)
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OFigure 5. An annulus, built by gluing together the ends of a long strip, with an operator insertion
O.
The minus sign ensures that χθz˜ can be gauged away by
χθz˜ → χθz˜ + ∂z˜yθ, (6.24)
as one may prove via a Fourier expansion with respect to ϕ, using the absence of a zero-
mode. Thus the strip has no odd moduli. Similarly, the minus sign in (6.21) means that
the mode expansion of the commuting ghost fields β and γ involves modes βr, γr with
r ∈ Z+ 1/2; in particular, there are no zero-modes.
Accordingly, the derivation of the propagator is almost straightforward. We only have
to integrate over one even modulus s, the “length” of the strip. The same calculation as
in section 6.1.1 shows that the integral gives
∫∞
0 ds b0 exp(−sL0) = b0/L0.
To this we only have to add one detail and answer one question. What we need to
add is the GSO projection [52]. The GSO projection, which removes the tachyon from
superstring theory, reflects the fact that the worldsheet path integral of superstring theory
includes a sum over worldsheet spin structures. In general, this sum cannot be carried
out independently of the integral over supermoduli space, because the spin structure is
part of the structure of a super Riemann surface and there is no way to sum over the spin
structures of a super Riemann surface except as part of the integral over all of the even
and odd moduli. However, in the region s→∞ that gives rise to the on-shell singularities
of a superstring amplitude, a very partial sum over spin structures makes sense: this is
the sum over pairs of spin structures that differ only by a minus sign “twist” in the u
direction. For a detailed explanation of this, see section 6.2.3 of [16]; the basic idea is also
indicated in section 6.4.5 below. The sum over pairs of spin structures that differ only by
this particular twist gives the GSO projection ΠGSO that removes half the states of the NS
sector, including the tachyon. With this included, the open superstring propagator in the
NS sector is
b0
L0
ΠGSO. (6.25)
We also need to answer a question: What are the states that are propagated by the
propagator (6.25)? To be more precise, what is the picture number of these states?
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6.1.3 Picture Number And The Propagator
Before getting to picture number, let us remember that for an ordinary anomaly-free or
anomalous symmetry such as ghost number, the answer to a question like the last one is
that states of all possible quantum numbers can propagate down the strip. To illustrate
this in a precise context, let us glue together the two ends of the strip at u = 0 and s to
make an annulus (fig. 5). In the gluing, we insert some operator O. The path integral on
the annulus with this insertion is∫ ∞
0
dsTrO b0 exp(−sL0)ΠGSO. (6.26)
The trace is a sum over all states, including states with all possible values of the ghost
number and other quantum numbers.
We have already explained at the end of section 3.6.3 one reason that picture number
cannot be interpreted as a symmetry, anomalous or not. Here we are about to come upon
another such reason. In explaining this, we first consider the case that O is independent
of β and γ, so that β and γ are decoupled from the other fields in (6.26) and the βγ path
integral that we want is simply the partition function. We claim that the βγ partition
function on an annulus in the NS sector is a sum only over states of picture number −1,
with no sum over the picture number of the states propagating around the annulus.
We will explain this in two ways. First, this is the only answer that makes any sense;
otherwise the annulus path integral would diverge, since L0 would be unbounded below.
The ghost vacuum with picture number |q〉 is defined by the conditions
βr|q〉 = 0, r > −q− 3/2
γr|q〉 = 0, r ≥ q + 3/2. (6.27)
For any value of q other than −1, the state |q〉 is annihilated by some βr or γr with r < 0,
and then the states βk−r|q〉 or γk−r|q〉, k = 0, 1, 2, . . . are linearly independent and have
L0 unbounded below. So for q 6= −1, the trace in (6.26) that is supposed to give the
annulus path integral does not make any sense, at least for generic O. For q = −1, there
is no problem, since (6.27) says that |q〉 is annihilated by what one would want to call the
annihilation operators,
βr|q〉 = γr|q〉 = 0, r > 0. (6.28)
For a deeper explanation, we should ask how we define the βγ path integral so that
it does make sense. We explore this question more fully in section 10. However, the basic
idea is that the βγ path integral without operator insertions is understood as a bosonic
Gaussian integral that equals 1/ det ∂˜βγ , where ∂˜βγ is the kinetic operator of the βγ system.
Moreover det ∂˜βγ (defined with any standard type of regularization) is a definite function
of s and therefore the question, “What is the picture number of the states that propagate
around the annulus?” is going to have a definite answer; we are not free to make any choice.
As a shortcut to determine the answer, let us note that if we replace β and γ with fields β∗
and γ∗ of opposite statistics (and thus fermionic) but otherwise with the same Lagrangian
and boundary conditions, this simply replaces the path integral of the βγ system by its
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inverse. So the β∗γ∗ path integral is det ∂˜βγ . On the other hand, we certainly know how
to interpret the β∗γ∗ path integral on an annulus as a sum over quantum states. On an
annulus of circumference s in the time direction, taking the fields β∗ and γ∗ to be periodic
in the s direction (this gives an insertion of (−1)F , the operator that counts fermions mod
2), and setting q = e−s, the β∗γ∗ path integral can be evaluated in a standard fashion as
a trace in the fermion Fock space:
det ∂˜βγ = Tr (−1)F exp(−sL0;β∗γ∗) = qf
∏
r= 1
2
, 3
2
,...
(1− qr). (6.29)
(There is no analog of picture number for fermions, so there is no choice to be made in
writing this formula.) Here L0;β∗γ∗ is the Hamiltonian of the β
∗γ∗ system and f is the
ground state energy of the β∗γ∗ system in the NS sector. The βγ path integral on the
annulus is therefore the inverse of this, or
1
det ∂˜βγ
= q−f
∏
r= 1
2
, 3
2
,...
1
1− qr . (6.30)
As expected, we see that the energy levels of the βγ system are bounded below; the βγ
path integral on the annulus is q−f times a series in positive powers of q. Moreover, we see
a standard partition function for a Fock space of bosons, confirming that it does make sense
to define a bosonic Gaussian integral as the inverse of a corresponding fermionic Gaussian
integral. Finally, we see that the ground state energy of the βγ system is precisely minus
that of the β∗γ∗ system. According to [1], this is true precisely at picture number −1.
Now let us restore the operator O in eqn. (6.26). Part of what we have said is valid in
general. The βγ path integral defined as a generalized Gaussian integral will always lead
to a definite answer, with no freedom in the choice of picture number. Moreover, if O is
simply a polynomial in β and γ and their derivatives, its inclusion does not really affect
the above reasoning. (The βγ path integral with insertions of elementary fields is analyzed
in section 10.2.1.)
However, in general, it is possible to find an O such that the states that propagate
around the annulus have non-canonical picture number. A simple example with this prop-
erty is O = δ(β−1/2)δ(γ1/2). We have taken a product of picture-raising and picture-
lowering operators, so that the path integral with insertion of O remains sensible. The
operator O projects onto states that are annihilated by β−1/2. The Fock vacuum |q〉 with
picture number q = −1 is not annihilated by β−1/2, but the corresponding Fock vacuum
with q = 0 does have this property.
It can be shown using methods of section 10 that the βγ path integral on an annulus
with insertion of O computes
TrO qL0 (6.31)
where the trace is taken in the βγ Fock space with q = 0 (we denote the Fock vacuum in this
Fock space as |0〉). This claim may seem to present a paradox: for q = 0, L0 is not bounded
below, so how can the trace converge? In fact, L0 is unbounded below for q = 0 because
the oscillator γ1/2 lowers L0 by 1/2. But this causes no problem in the trace TrOqL0 ,
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since the potentially dangerous states γp1/2|0〉 with p > 0 (and any other states constructed
with the negative energy creation operator γ1/2) are annihilated by O = δ(β−1/2)δ(γ1/2),
because of the second factor. Such an apparently “lucky” rescue occurs in any sensible βγ
path integral that receives contributions from NS or R states whose picture number is such
that L0 is unbounded below.
So it is not true in general that in an arbitrary sensible βγ path integral, the βγ
propagator in the NS sector only propagates states of picture number −1. But this is true
in the context of superstring perturbation theory. See section 6.4.6 for further discussion.
6.1.4 The Ramond Propagator
The Ramond sector of open superstrings is obtained by dropping some minus signs in the
gluing relations. Thus, eqn. (6.20) for the identification of the fermionic coordinates at the
end of the strip becomes
θ˜ =
{
θ if ϕ = 0
θ if ϕ = pi,
(6.32)
with the same sign at both ends. The left- and right-moving supercurrents can accordingly
be combined to a holomorphic supercurrent Szθ(u, ϕ) that is invariant under ϕ→ ϕ+ 2pi.
As a result, the odd generators Gr of the super-Virasoro algebra are graded by integers,
and in particular, the algebra contains a zero-mode that commutes with the Hamiltonian
L0:
G0 =
1
2pi
∫ 2pi
0
dϕSzθ(0, ϕ). (6.33)
Similarly we can combine left- and right-moving antighost fields to a single holomorphic
field βzθ(u, ϕ) that is also invariant under ϕ→ ϕ+ 2pi, so that it has a zero-mode:
β0 =
1
2pi
∫ 2pi
0
dϕβzθ(u, ϕ). (6.34)
Finally, the gravitino field χθz˜(u, ϕ) is now a periodic variable,
χθz˜(u, ϕ+ 2pi) = χ
θ
z˜(u, ϕ). (6.35)
The consequence of this last statement is that the gravitino field in the strip has a
zero-mode that should be treated as a modulus. This can be represented by the constant
gravitino field
χθz˜ = η, (6.36)
where η is a constant anticommuting parameter. To gauge this mode away by
χθz˜ → χθz˜ + ∂z˜yθ, (6.37)
where yθ should be invariant under ϕ → ϕ + 2pi, we would have to let yθ grow in the u
direction. Since u ranges from 0 to s, a gauge transformation that grows with u does not
behave well for s→∞, where we are trying to extract on-shell poles. This explains at least
heuristically why one should treat the constant mode (6.36) as a modulus and not try to
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gauge it away. A precise explanation involves the Deligne-Mumford compactification; see
the discussion of eqn. (6.76) below.
It is straightforward48 to integrate over η using the procedure of eqn. (3.88) or (3.89).
In fact, we can do this using the bosonic coordinates u, ϕ without even transforming to
t = u/s. Replacing χ
(σ)θ
z˜ by 1, the factor (3.87) in the path integral becomes
exp
(
− 1
2pi
∫ 2pi
0
dϕ
∫ s
0
du (ηSzθ + dη βzθ)
)
= exp (−s(ηG0 + dηβ0)) . (6.38)
The integral over η and dη gives
G0δ(β0). (6.39)
This is the only part of the evaluation of the propagator that is special to the Ramond
sector. The integral over s gives the usual result b0/L0, and the sum over the possible
twists of the fermions in the u direction gives the GSO projection ΠGSO. So the Ramond
sector propagator for open strings is
b0δ(β0)ΠGSOG0
L0
. (6.40)
Clearly, only states that are annihilated by b0 and β0 and are invariant under ΠGSO
propagate down the strip. To understand the result (6.40) more fully, we recall that in the
Ramond sector, G20 = L0, so we can write the propagator as
b0δ(β0)ΠGSO
G0
. (6.41)
The operator G0 is the string theory analog of the Dirac operator of field theory, and so
1/G0 (with some states projected out by the numerator) is the natural string theory analog
of the usual Dirac propagator. For example, for massless Ramond states, G0 reduces to
1
2(α
′)1/2Γ · p (where ΓI are spacetime gamma matrices and pI is the momentum), which
apart from the factor 12(α
′)1/2 is the massless Dirac operator in momentum space as usually
normalized. In general, G0 =
1
2(α
′)1/2Γ · p + NR, where NR is the oscillator contribution
to G0 and 2(α
′)−1/2NR is the mass operator for open strings in the Ramond sector.
As in section 6.1.2, we should now ask what is the picture number of the Ramond
states whose propagation is described by this propagator. For a simple example, let us
glue together the two ends of the strip with insertion of some operator O to make an
annulus. Thus the βγ path integral, if it can be interpreted in terms of a sum over states,
computes TrOδ(β0)qL0 . We cannot simply take O = 1, since the criterion of eqn. (3.107)
for a sensible βγ path integral would not be satisfied. We need an operator of picture
number −1, such as O = δ(γ0). So we want to calculate a βγ path integral on the strip
with insertion of δ(γ0)δ(β0). What is the picture number of the states that contribute to
this path integral? The obvious candidates are q = −1/2 and −3/2, since those are the
values of q at which L0 is bounded below; this is clear from the definition (6.27) of the ghost
48Since there is only one odd modulus associated to the strip, none of the subtleties of integrating over
odd moduli come into play. As explained in sections 3.3.2, 3.4.1, and 3.5, these subtleties become relevant
when there are two or more odd moduli.
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vacuum |q〉 with picture number q. If we treat any of the βn or γn with n > 0 as a creation
operator, the trace Tr δ(γ0)δ(β0)q
L0 will certainly diverge. And the explicit factor of δ(β0)
in the propagator shows that the states that are propagated are annihilated by β0. Putting
these facts together, we find that in this minimal example, the states whose propagation
is described by the Ramond propagator have canonical picture number q = −1/2. As in
the NS case, one can construct sensible βγ path integrals that receive contributions from
states of noncanonical picture number, but these are not the path integrals that arise in
superstring perturbation theory.
6.2 Closed-String Propagators
Now we turn to closed-string propagators.
6.2.1 Closed Bosonic Strings
A long strip describing an almost on-shell open string has a single real modulus s, also
usefully parametrized by q = exp(−s). For closed strings, s and q become complexified.
For closed strings, the gluing parameter q appears in formula (6.2) that describes the gluing
of two branches of a Riemann surface. But q is naturally a complex parameter, one of the
moduli of the Riemann surface. So for closed strings, s must combine with a second real
parameter to make a complex modulus.
Concretely, this second real modulus is obtained by “cutting” the long tube T in fig.
3(b) to separate the two ends, and then rotating one piece relative to the other by an angle
α before gluing them back together. Assuming that this rotation cannot be extended as a
symmetry of either Σ` or Σr, α is a modulus of Σ. In the Deligne-Mumford compactification
of Mg,n, one only considers decompositions such that Σ` and Σr (with their punctures
deleted) both have negative Euler characteristic, and then it is automatically true that the
symmetry does not extend and α is a modulus. This is also almost always true for open
and/or unoriented string worldsheets, though the exceptions turn out to be important.49
In one description of this situation, we can describe the tube T by a flat metric that
does not depend on α
ds2 = du2 + dϕ2, 0 ≤ u ≤ s, 0 ≤ ϕ ≤ 2pi. (6.42)
ϕ is now an angular variable. For closed strings, we have separate holomorphic and anti-
holomorphic Virasoro algebras, each with its own zero-mode:
L0 = − 1
2pi
∫ 2pi
0
dϕTzz
L˜0 = − 1
2pi
∫ 2pi
0
dϕTz˜z˜. (6.43)
49 The exceptional cases are that Σr (or Σ`) is a disc or a copy of RP2 with only one puncture (the node).
These examples will be important in studying anomalies in section 9.
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Similarly, there are separate holomorphic and antiholomorphic antighost zero-modes. For
closed bosonic strings, these are
b0 = − 1
2pi
∫ 2pi
0
dϕ bzz
b˜0 = − 1
2pi
∫ 2pi
0
dϕ bz˜z˜. (6.44)
To the tube T , we want to associate the real modulus s that already appears in the
metric (6.42), and another real modulus α. If Σ is obtained by gluing T at its ends onto
surfaces Σ` and Σr, then the extra modulus can be obtained by gluing T onto Σ` in a way
that is independent of α, but rotating it by an angle α before gluing it onto Σr.
This is a simple description, but it has two drawbacks. It does not explain in what
sense α should be associated to T , rather than to the whole surface Σ. And it does not
lend itself to computing the measure for the string path integral via formulas such as eqn.
(2.31). For that purpose, we want to describe Σ as a fixed two-manifold, independent of
α, but with a metric that depends on α. We can easily get such a description by replacing
ϕ with a new angular coordinate
ϕ̂ = ϕ− αf(u), (6.45)
where f(u) is any smooth function with f(0) = 0, f(s) = 1. If T is described by the
coordinates u, ϕ̂, then its metric becomes
ds2 = du2 + d(ϕ̂+ αf(u))2. (6.46)
Now the definition of the space T and the gluing recipe are both independent of α, which
appears only in the metric of T .
It is now straightforward to apply the recipe of eqn. (2.31). The integral over α must
be accompanied by an insertion of
Ψα =
1
4pi
∫ 2pi
0
dϕ
∫ s
0
du
∂(
√
ggij)
∂α
bij . (6.47)
We can evaluate Ψα in a simple way, since the α dependence of the metric is equivalent to
a change of coordinates. It follows from this that
∂gij
∂α
= Divj +Djvi (6.48)
where v is a vector field. In fact,
v = f(u)
∂
∂ϕ
, (6.49)
or in other words vu = 0, vϕ = f(u). (Thus, exp(αv) is the transformation from coordinates
s, ϕ̂ back to s, ϕ.) It follows that
Ψα =
1
4pi
∫ 2pi
0
dϕ
∫ s
0
du
√
gbij(Divj +Djvi). (6.50)
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Integrating by parts and using the equation of motion Dib
ij = 0, we find that we can
evaluate Ψα as a surface term at u = s:
Ψα = − 1
2pi
∫ 2pi
0
dϕ buϕ(ϕ, s) = b0 − b˜0. (6.51)
The computation of Ψs, the ghost insertion that accompanies the integration over s,
proceeds just as in eqn. (6.14), except that for closed strings, in the final step, we get
− 12pi
∫ 2pi
0 dϕbuu = b0 + b˜0. So ΨsΨα = 2b˜0b0. The operator that propagates a closed string
through an imaginary time s and rotates it by an angle α is
exp
(
−s(L0 + L˜0)
)
exp
(
−iα(L0 − L˜0)
)
. (6.52)
The closed bosonic string propagator is then
2ΨsΨα
∫ ∞
0
ds
∫ 2pi
0
dα exp
(
−s(L0 + L˜0)
)
exp
(
−iα(L0 − L˜0)
)
= 4pib˜0b0δL0−L˜0
∫ ∞
0
ds exp(−s(L0 + L˜0)) =
2pib˜0b0δL0−L˜0
L0
. (6.53)
Here the integral over α has given a factor δ
L0−L˜0 that ensures that only states annihilated
by L0 − L˜0 propagate through the tube. The integral over s gives a factor 1/L0 (or
equivalently 1/L˜0), which contains the expected closed-string poles.
The closed-string gluing parameter is q = exp(−(s + iα)). Its antiholomorphic coun-
terpart is q˜ = exp(−(s− iα)). We can write the closed bosonic string propagator as
b˜0b0
∫
|q|≤1
d2q
|q|2 q
L0 q˜L˜0 . (6.54)
6.2.2 Closed Superstrings
Closed superstring propagators can be obtained by combining the constructions that we
have explained so far.
For the heterotic string, we have to consider the NS and Ramond sectors. In the NS
sector, the only moduli of a long tube are the parameters s and α that we already have
considered. The derivation of the propagator is precisely the same as in section 6.2.1,
except that as in section 6.1.2, we have to include the GSO projection, which comes from
summing over fermionic twists in the u direction. So the NS sector propagator of the
heterotic string is
2pib˜0b0δL0−L˜0ΠGSO
L0
. (6.55)
For the Ramond sector of the heterotic string, there is also a gravitino mode. Just as in
section 6.1.4, integrating over the corresponding odd modulus gives a factor of δ(β0)G0.
So the Ramond sector propagator is
2pib˜0b0δ(β0)δL0−L˜0G0ΠGSO
L0
=
2pib˜0b0δ(β0)δL0−L˜0ΠGSO
G0
. (6.56)
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Just as for open superstrings, the projection operators in the numerator place some restric-
tions on what classes of states can propagate, and the factors 1/L0 and 1/G0 reproduce
the poles that one would expect in field theory.
The propagator is one subject for which the generalization from the heterotic string to
Type II superstrings merits some comment. The left- and right-movers can independently
be placed in the NS or R sector, so overall there are four sectors, namely NS-NS, NS-R,
R-NS, and R-R. In each case, the sum over fermionic twists in the u direction can be carried
out separately for holomorphic and antiholomorphic degrees of freedom, giving separate
GSO projections ΠGSO and Π˜GSO for the two types of mode. Apart from this, in the NS-NS
sector, the derivation is the same as for closed bosonic strings and the propagator is
2pib˜0b0δL0−L˜0ΠGSOΠ˜GSO
L0
. (6.57)
In the R-NS and NS-R sectors, one also has a holomorphic or antiholomorphic gravitino
mode. Integration over the corresponding odd modulus gives the familiar factors δ(β0)G0
or δ(β˜0)G˜0, so the propagator is
2pib˜0b0δL0−L˜0δ(β0)G0ΠGSOΠ˜GSO
L0
(6.58)
or
2pib˜0b0δL0−L˜0δ(β˜0)G˜0ΠGSOΠ˜GSO
L0
. (6.59)
Finally, in the R-R sector, there is both a holomorphic gravitino mode and an antiholo-
morphic one. Integrating over the corresponding odd moduli gives a factor of δ(β0)G0 and
also a factor of δ(β˜0)G˜0, and the propagator is
2pib˜0b0δ(β0)G0δ(β˜0)G˜0δL0−L˜0ΠGSOΠ˜GSO
L0
. (6.60)
The only case that really requires discussion is the R-R propagator; the meaning of
the factor G0G˜0 in the numerator may be unclear. There is no problem of principle. The
factor of 1/L0 gives the expected poles for on-shell bosons. The factors G0 and G˜0 in
the numerator are nonsingular on-shell, so in matching to field theory expectations, those
factors could be absorbed in the couplings of the R-R fields rather than regarded as part
of the propagator. However, it is possible to learn more by considering the massless states
in the R-R sector. For simplicity, we do this for uncompactified superstrings in R10. The
gauge-invariant field strength of a massless R-R field can be regarded as a bispinor φαβ,
where α and β are spinor indices in R10 (one of which comes by quantizing holomorphic
degrees of freedom of the string, and one by quantizing antiholomorphic degrees of freedom).
The field φαβ is subject to a chirality projection on each index (coming from the GSO
projections), but this will not affect our remarks here. From a field theory point of view,
treating the R-R fields as free fields, the two-point function of φαβ at momentum p is
〈φαβ(p)φα′β′(−p)〉 =
(Γ · p)αα′(Γ · p)ββ′
p2
+ constant. (6.61)
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Here Γ · p is the Dirac operator in momentum space. (Eqn. (6.61) has been used in
computing the gravitational anomalies of R-R fields; see eqn. (48) of [57].) This agrees,
up to an inessential constant factor, with the low energy limit of the massless propagator
(6.60), since for massless R-R states, G0 =
1
2α
′1/2(Γ · p)αα′ and G˜0 = 12α′1/2(Γ · p)ββ′ .
We conclude that for massless states, the R-R propagator for Type II superstrings
matches the field theory two-point function of the R-R field strength, not the two-point
function of the R-R gauge field. Hence in perturbation theory, for oriented closed su-
perstrings, R-R fields couple only via their field strength. In particular they decouple at
zero momentum, ensuring that there is no R-R analog of the subtleties involving mass-
less NS tadpoles that we will explore beginning in section 7. For open and/or unoriented
superstrings, there is a more complicated story that we will study in section 9.
6.3 The Feynman i
Our discussion of the propagators is so far missing a crucial detail: the Feynman i.
6.3.1 The Propagator In Lorentz Signature
In Euclidean signature, p2 is positive-definite, and the propagator 1/(p2 +m2) is singular
only at p = 0. In Lorentz signature – where we ultimately must work in order to compute
scattering amplitudes – p2 is no longer positive-definite and the propagator has a pole
on-shell at p2 + m2 = 0. The appropriate treatment of this pole was explained long ago
by Feynman; it is essential in Lorentz signature to include the Feynman i, replacing
1/(p2 +m2) by 1/(p2 +m2− i), where  is an infinitesimal positive quantity, and one takes
the limit → 0 at the end of any computation. The Feynman i, in other words, is a recipe
to avoid the pole at p2 +m2 = 0.
The Feynman i similarly must be incorporated in any string theory computation.
How to do this has been explained in [55, 56]. The latter reference contains a detailed
explanation in the spirit of the present paper; we will be much more brief here.
We start with bosonic open strings. Upon setting q = e−t, the integral in (6.16)
becomes
1
p2 +m2
=
∫ ∞
0
dt exp(−t(p2 +m2)). (6.62)
Here t is a Euclidean Schwinger parameter. We can think of it as a proper time parameter
in Euclidean signature. To get a Lorentz signature propagator, we should integrate over
a proper time parameter in Lorentz signature. One way to do this is to set t = iτ and
integrate over real positive τ . The integral becomes oscillatory and needs a convergence
factor exp(−τ), where  is taken to zero at the end. We get the Feynman propagator
1
p2 +m2 − i = i
∫ ∞
0
dτ exp(−iτ(p2 +m2)− τ). (6.63)
What can be the analog of this in string theory? The open string modulus q is naturally
real, as is t = − log q. What is worse, q is only defined when it is small; equivalently, in
the context of string theory, t is only defined when it is large. What can it mean to make
t imaginary?
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0t0
Figure 6. An integration contour that is useful in generalizing the Feynman i to string theory.
A procedure that is valid in field theory and is closer to what we can do in string
theory is to integrate over real t from 0 up to some very large value t0 and then to continue
in the positive imaginary direction (fig. 6). This procedure, which gives the right answer
in field theory, can be generalized to string theory if we interpret it correctly. We will give
just an outline of how this goes, referring to the above-cited papers for more detail.
Let Σ0 be an open-string worldsheet, that is, a Riemann surface with boundary, and
let Γ be the moduli space of conformal structures on Σ. Σ0 has a closed oriented double
cover Σ. Let M be the moduli space of complex structures on Σ.
Then Γ is a middle-dimensional real cycle inM. More specifically, Γ is a component of
the fixed point set of an antiholomorphic involution of M. (Such matters are discussed in
section 7 of [16].) This implies in particular that we can regardM as a complexification of
Γ. Likewise any covering space T ofM is a complexification of Γ. Saying thatM or T is a
complexification of Γ means that, locally, a real analytic function on Γ can be analytically
continued to a holomorphic function on M or T .
In particular, near an open-string degeneration, one can define the real, positive func-
tion q on Γ; likewise we can define t = − log q. To be more precise, these functions can be
defined when q is sufficiently small or when t is sufficiently large. Moreover, t can be de-
fined as a real-analytic function on Γ, so it can be analytically continued to a holomorphic
function on M. This function is well-defined for sufficiently large Re t. As is explained in
[56], one must replaceM by a cover thereof to make Im t single-valued. Once this is done,
the integration contour in fig. 6 makes sense in string theory.
Let us explain concretely what this means for the special case that Σ0 is an annu-
lus without punctures. The moduli space of conformal structures on Σ0 is a half-line
parametrized by a positive parameter t (one can think of Σ0 as an annulus of width pi and
circumference t). Thus in this special case, t is naturally-defined for all positive values,
not just when it is large. The oriented double cover of Σ0 is a genus 1 Riemann surface Σ.
The Teichmuller space T of Σ (which is a cover of its moduli space M) is a copy of the
upper half-plane, parametrized by a complex variable τ . If Σ is the oriented double cover
of an annulus Σ0, then τ is imaginary and the relation between τ and t is τ = it. Writing
this relation in the form t = −iτ , we see that −iτ is a holomorphic function on T that
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coincides with t on Γ and thus represents the analytic continuation of t from a function on
Γ to a holomorphic function on T .
At this point, we can explain what the Feynman i means for the special case of an
annulus. Instead of integrating over real t, we integrate t over the contour that was sketched
in fig. 6, or equivalently, we integrate τ = it over the contour in the upper half-plane that
corresponds to this.50 We include the usual convergence factor exp(− Im t). Of course,
we do not need to integrate precisely over the stated contour. Any contour homologous to
this one and with the same behavior at infinity will do.
The generalization for other topologies proceeds in the same way, treating each open-
string degeneration as we have just described. One defines the scattering amplitudes by
integrating over an integration cycle Γ that coincides with the naive one Γ except near a
degeneration, where t is integrated over a contour like that of fig. 6. One can find more
detail in [56], but further details are not really essential for the remainder of the present
paper. However, one point is really worth spelling out.
6.3.2 An Interesting Analogy
Naively open-string scattering amplitudes are computed by integrating over the moduli
space Γ of conformal structures on the open-string worldsheet. However, as we have seen,
the Feynman i means that in reality, we must integrate (with a convergence factor) over
a more general cycle Γ in a complexification of Γ. The appropriate complexification of Γ
is a cover T of the complex moduli space M.
In the supersymmetric case, given an open-string worldsheet Σ0, it seems that, for
technical reasons involving supermoduli, there is no natural definition of a moduli space Γ
of superconformal structures on Σ0. (See section 5 of [15] and section 7 of [16].) Because
of this fact, the naive idea that open-superstring scattering amplitudes are computed by
integrating over a moduli space Γ of open-superstring worldsheets in not really correct.
Instead, one must integrate over a cycle Γ in a complex supermanifold M that parametrizes
superconformal structures on a closed super Riemann surface Σ that corresponds to the
oriented double cover of Σ0.
Thus, whether we consider the Feynman i or the details of supermoduli, the conclusion
is similar. Open-string scattering amplitudes must be defined by integrating not over the
naive moduli space Γ, but over a more general cycle Γ in a suitable complexification of Γ,
either because the naive Γ does not exist (open superstrings) or because it exists but does
not incorporate the Feynman i (open bosonic strings). For open superstrings, we have
both problems and we must define Γ in a suitable cover of M.
In each case, there is no natural choice of Γ . Any homologous cycle with the same
behavior at infinity is equally good.
50 To show that what we need to integrate is holomorphic in t, observe that the partition function on the
annulus is Tr exp(−tH), where H is the Hamiltonian, and this is manifestly holomorphic in t for Re t > 0.
In general, an open-string worldsheet that is close to an open-string degeneration is built by gluing two
surfaces Σ` and Σr via a long strip of length t, as in fig. 3(a). The path integral on such a worldsheet is
the matrix element of e−tH between initial and final states that are determined by the path integrals on Σ`
and Σr. Keeping Re t large (where this description is meaningful) and giving t an imaginary part, such a
matrix element is holomorphic in t.
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The two issues of the Feynman i and the Deligne-Mumford compactification are ac-
tually complementary in the following sense. At a generic degeneration not associated to
mass renormalization or massless tadpoles (see section 7.1), the Feynman i is important
and we integrate over a contour such as that of fig. 6. In particular, we do not integrate up
to Re t =∞, where the compactification occurs, so we do not see the details of the Deligne-
Mumford compactification.51 (We can still use the Deligne-Mumford compactification to
analyze the residue of the pole in the propagator, as discussed later.) On the other hand,
at special degenerations (associated to mass renormalization or massless tadpoles) at which
p2 +m2 is identically 0, the Feynman propagator 1/(p2 +m2− i) = i/ has a pole at  = 0
and the Feynman i is not useful. That case, as we will discuss starting in section 7.1, calls
for a different approach that does require a knowledge of the compactification.
6.3.3 Closed Strings
All this persists if we consider the Feynman i for closed strings. Let Σ be the worldsheet of
a closed bosonic string, and M the moduli space of conformal structures on Σ. To exploit
the fact that the functions and measures usually encountered in string perturbation theory
are real-analytic, we can viewM as the diagonal in a productML×MR, whereMR and
ML parametrize respectively holomorphic and antiholomorphic structures on Σ. (In the
bosonic case,ML andMR are isomorphic spaces with opposite complex structures; each is
naturally isomorphic to M.) A real-analytic function on M can be analytically continued
to a holomorphic function on ML ×MR, or on a covering space thereof.
A closed-string degeneration is described by vanishing of a complex parameter q; the
Euclidean proper time variable is for closed strings t = − log |q|. (This coincides with the
integration variable s that appears in eqn. (6.53) above.) As t is a real-analytic function
on M, it can be continued locally to a holomorphic function on ML ×MR. One wants
to replace ML × MR by a cover that is large enough so that Im t is single-valued at
every degeneration, but small enough that one can find in it an integration cycle that is
topologically the same as the diagonal M ⊂ ML ×MR. For this, we observe that the
universal cover ofM is a Teichmuller space T , withM = T /F where F is a discrete group
(the mapping class group). The universal cover of ML ×MR is therefore TL × TR, the
product of two Teichmuller spaces. A suitable cover of ML × TR is (TL × TR)/F , with
the diagonal action of F on the two factors. This contains M, embedded as the diagonal,
but is “large” enough so that Im t is single-valued at each degeneration. Then the contour
of fig. 6 makes sense in this situation: it is part of the definition of an integration cycle
Γ ⊂ (ML ×MR)/F that coincides with the diagonal M ⊂ (ML ×MR)/F except near
a degeneration. To incorporate for bosonic strings the Feynman i, we replace M with Γ
and include in the integral a convergence factor exp(− Im t).
Everything is the same for closed superstrings, except that in this case there is no
natural moduli space of closed superstring worldsheets to begin with. Even without the
51This is the reason for something that was explained in a slightly different way in sections 4.4 and
4.5: tree-level scattering amplitudes can be computed correctly with a procedure that treats correctly the
interior of moduli space, but does not treat the compactification correctly. At tree level, one does not
encounter tadpoles or mass renormalization.
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Figure 7. Cutting an internal line (marked ×) in a Feynman diagram will reduce the number of
loops by 1, as in (a), or disconnect the diagram, as in (b).
Feynman i, all that one can naturally define in any case is an integration cycle Γ ⊂
ML×MR (whereMR andML parametrize holomorphic and antiholomorphic structures
on the worldsheet). This framework, which is forced on us by properties of supermoduli,
is in any event what we need to incorporate the Feynman i. For this, we have to replace
ML ×MR by its cover (TL × TR)/F and define Γ in this cover.
6.4 The On-Shell And Infrared Behavior Of String Theory
6.4.1 Overview
At this stage, it is almost clear that string theory amplitudes will match the on-shell and
infrared singularities that one would expect in a field theory with the same particles and
interactions. In field theory, the singularities come from the poles of propagators. In string
theory, the singularities can only come from integration over the length of a long tube or
strip, and we have seen that the singularities generated in this way precisely match the
poles in a corresponding field theory propagator.
To pursue this further, we need a certain factorization property of the worldsheet path
integral of string theory. In field theory, one can always imagine “cutting” an arbitrary
line in a Feynman diagram to make a diagram with one less propagator and two more
external lines. Cutting a line either causes a Feynman diagram to become disconnected or
else reduces the number of loops by 1 (fig. 7) .
The cutting procedure is most useful when the line that is cut is on-shell or almost on-
shell. Of course, one can simultaneously cut several lines, taking the corresponding lines to
be on-shell. The main purpose of cutting is to understand the singularity that a Feynman
diagram develops when one or more internal lines go on-shell. A fundamental fact about
Feynman diagrams is the following “factorization” property: evaluating a diagram with
the momentum flowing through a given line held fixed is equivalent to cutting that line,
treating its ends as external lines, and evaluating what remains of the diagram.
We need an analogous fact in string theory. It can be understood from the Deligne-
Mumford compactification of moduli space (for background to much of what follows, see
section 6 of [16]). For illustration, until section 6.4.5 we consider bosonic closed strings
only. We write M̂g,n for the Deligne-Mumford compactification of the moduli spaceMg,n
of Riemann surfaces Σ of genus g and n punctures. M̂g,n has a number of “divisors
at infinity” corresponding to the possible ways that Σ can degenerate. A nonseparating
degeneration reduces the genus of Σ by 1 while adding two punctures (fig. 8(a)). The
corresponding divisor Dnonsep ⊂ M̂g,n is simply the moduli space of Riemann surfaces
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Figure 8. (a) A nonseparating degeneration reduces the genus of Σ by 1 while adding two punctures
– one on each side. So this divisor in M̂g,n is a copy of M̂g−1,n+2. (b) A separating degeneration
splits Σ in two components, whose genera g1 and g2 sum to g. The punctures are divided between
the two components and an extra puncture is added on each branch. So this divisor in M̂g,n is a
copy of M̂g1,n1+1 × M̂g2,n1+1, where g1 + g2 = g, n1 + n2 = n.
PP
(a) (b)
Figure 9. (a) A separating degeneration of a Riemann surface with momentum P flowing between
the left and right. (b) The field theory analog, in which a total momentum P enters on the left and
exits on the right.
with the appropriate genus and number of punctures:
Dnonsep
∼= M̂g−1,n+2. (6.64)
A separating degeneration divides Σ into two components while dividing the punctures in
some way between the two sides (fig. 8(b)); in addition, the singularity counts as an extra
puncture on both sides. So the corresponding divisor Dsep ⊂ M̂g,n factorizes:
Dsep
∼= M̂g1,n1+1 × M̂g2,n2+1, (6.65)
where
g1 + g2 = g, n1 + n2 = n. (6.66)
Moreover, as we will now explain, the measure on moduli space that comes from the
worldsheet path integral factorizes at these degenerations in a way that is very similar to
the behavior of a Feynman diagram when a line is cut.
6.4.2 The Separating Case
In either field theory or string theory, separating degenerations are simpler to analyze. The
total momentum P flowing through the separating line from the left to the right of the
graph or worldsheet of fig. 9 is equal to the sum of all momenta flowing in from the left
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or out to the right. The amplitude has a pole 1/(P 2 + m2) whenever a particle σ that
propagates between the two parts of the diagram is on-shell at momentum P . In field
theory, the residue of the pole is simply obtained by evaluating the rest of the diagram,
with the separating line cut and σ and its conjugate (its antiparticle) attached at its two
ends. We need a similar result in string theory.
The key assertion is that the worldsheet path integral of string theory behaves in the
way that is suggested by the description (6.65) of the compactification divisor. Let us
consider a Riemann surface Σ that is degenerating to a pair of surfaces Σ`, Σr. We pick
local coordinates x and y on Σ` and Σr. Picking points x = a in Σ` and y = b in Σr, we
glue the two surfaces together by
(x− a)(y − b) = q. (6.67)
Thus, at q = 0, the point x = a in Σ` is glued to the point y = b in Σr. For q 6= 0, the two
branches join together smoothly.
Near the degeneration, the moduli of Σ consist of the following: the gluing parameter
q; the positions a and b of the extra punctures in Σ` and Σr at which the gluing is made;
and the other moduli of Σ` and Σr. The worldsheet path integral can be evaluated as
follows. The integral over q gives the closed bosonic string propagator
b˜0b0
∫
|q|≤1
d2q
|q|2 q
L0qL˜0 . (6.68)
An important detail here is that the precise upper limit on the q integral is not important.
The pole comes entirely from an arbitrarily small neighborhood of q = 0. Indeed, the pole
arose in section 6.2.1 as the contribution of a string state that flows through the narrow neck
between Σ` and Σr. Let σ be one of the string states that contributes to the pole; let Vσ be
the corresponding vertex operator, and let Vσ be the vertex operator for the antiparticle
of σ. By the state-operator correspondence of conformal field theory, propagation of σ
through the neck can be represented in an effective path integral on Σr by the insertion of
Vσ at the point b; similarly it is represented in an effective path integral on Σ` by insertion
of Vσ. (For more on this, see [17] and also section 6.5 below.) The residue of the pole due
to the string state σ is computed by integration over Dsep = M̂g1,n1+1 × M̂g2,n2+1 (that
is, over a, b, and all the other moduli of Σ` and Σr) with the insertions of Vσ and Vσ just
described, along with any other vertex operators that may be present. This gives the same
sort of description of the residue of a pole that we had in field theory.
We have implicitly assumed that the momentum P flowing between Σ` and Σr is
generically off-shell. This is true as long as there are two or more external states attached
to both Σ` and Σr (for example, in fig. 9(a), there are four external states on each side).
In this case, the 1/(P 2 +m2) singularity of the propagator gives a pole as a function of the
external momenta; these poles are important in the physical interpretation of scattering
amplitudes. If the number of external particles on Σ` and/or Σr is either 1 or 0, then P
is automatically on-shell, independent of the external momenta, and the propagator has a
1/0 singularity. We will return to these cases in section 7.
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Figure 10. In this contribution to an S-matrix element, when the line labeled a goes to zero
momentum, the lines labeled b are forced to be on-shell. For spacetime dimension d ≤ 4, this leads
to infrared divergences in gravity and in gauge theory with massless gauge fields. These divergences
follow from very general properties of phase space and momentum conservation, along with the low
energy limits of the gauge and gravitational couplings. So they are common to field theory and
string theory.
6.4.3 The Nonseparating Case
In field theory, when a nonseparating line goes on-shell, one has to integrate over the
momentum flowing through the relevant line. In D-dimensional Minkowski spacetime with
d > 2 (possibly multiplied by a compact manifold of some sort), there is no infrared
singularity associated to the momentum integral for a single generic propagator, even for
a massless field, since the integral ∫
ddp
(2pi)d
1
p2
(6.69)
is convergent at p = 0. The divergence at d ≤ 2 is common to field theory and string
theory, since it only depends on the pole of the propagator and on d-dimensional phase
space. The usual on-shell infrared divergences for theories with massless fields in d ≤ 4
dimensions arise because in some cases (fig. 10) taking the momentum of one line to zero
forces adjacent lines to be on-shell, leading to an infrared behavior that is less convergent
than that of (6.69). Again, this depends only on momentum conservation, the poles of
propagators, and d-dimensional phase space, as well as the low energy limits of couplings,
so it does not distinguish field theory and string theory in any way.52
In field theory, the most interesting singularities that come from cutting of nonsep-
arating lines are the singularities associated to unitarity. Nothing happens in a generic
52In four-dimensional field theories with massless particles, infrared divergences in the perturbative S-
matrix are often dealt with via dimensional regularization. One works in 4−ε dimensions and one takes the
limit ε→ 0 only after imposing a lower bound on the energy of an observable soft particle. One presumably
could do something similar in string theory, by compactifying from R4 to R4−ε × T ε, where T ε is a torus
of dimension ε.
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Figure 11. A trivalent graph in which the lines represent NS or R states and the vertices represent
genus 0 three-point functions of type NS3 or NS · R2. Leading singularities of string theory ampli-
tudes are associated to such trivalent graphs. The example considered here is a five-loop amplitude
with four external NS lines. Internal lines and vertices are of both types.
Feynman diagram when a single generic nonseparating line goes on-shell, but if enough
nonseparating lines go on-shell that their removal would “cut” the diagram in two disjoint
pieces, then one gets singularities associated to unitarity. These singularities come ulti-
mately from the poles of propagators and the way the Feynman rules factorize when a line
is cut. The contributions of these singularities depend crucially on the Feynman i.
In string theory, one has the same poles and – via (6.64) and reasoning that we have just
sketched above – the same sort of factorization of the worldsheet path integral. Moreover,
the Feynman i can be incorporated along lines explained in section 6.3. With this in place,
it is reasonable to expect that perturbative string theory is unitary. A proof of unitarity
that proceeds roughly along these lines, by adapting to string theory what is known about
field theory with the Feynman propagator, has been given recently [22].
An older approach to unitarity in string theory was based on light cone gauge, in which
unitarity is manifest. Light cone string diagrams give a triangulation of the moduli space of
ordinary Riemann surfaces [58], and this has been used in bosonic string theory to establish
the equivalence of light cone string perturbation theory to the covariant description [59].
Analogous arguments have also been developed in superstring theory [60, 61]. Finally, we
mention that a rare example in which analytic properties of a string theory loop amplitude
have been analyzed explicitly with manifest unitarity can be found in [62].
6.4.4 The Leading Singularity
Much easier than describing unitarity, or giving a full description of all singularities of
scattering amplitudes, is to describe the analog in string theory of what in field theory is
called the “leading singularity” of an amplitude. (For a modern explanation and application
of this notion, see [63].)
Any string worldsheet Σ with g > 0 or with g = 0 and more than three punctures has a
strictly positive number of bosonic moduli and can undergo a separating or nonseparating
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degeneration. In the nonseparating case, this reduces the genus of Σ; in the separating
case, Σ is decomposed into two components each of which has a smaller genus and/or fewer
punctures than Σ. We can continue this process, degenerating Σ again or degenerating its
components, until finally Σ is built out of a collection of three-punctured spheres, glued
together pairwise along their punctures. This gives the string theory analog of a Feynman
diagram in which all possible internal lines have been placed on-shell. The simultaneous
poles in all possible channels give the leading singularity.
From a completely degenerated Riemann surface, we can build a trivalent graph in
which a three-punctured sphere is represented by a trivalent vertex, while the gluing of two
punctures is represented by a line between two vertices. Leading singularities come from
these trivalent graphs. Though we have not yet described degenerations of super Riemann
surfaces, the generalization of these trivalent graphs to superstrings is so straightforward
that we will describe it without further ado. In – for example – the heterotic string, there
are two types of string states – NS and R – and there are two types of three-punctured
spheres, which we will call NS3 (three punctures of NS type) and NS ·R2 (one NS puncture
and two R punctures). Leading singularities of heterotic string amplitudes are associated to
trivalent graphs labeled as in fig. 11, with two types of internal line and two types of vertex.
The vertices represent the NS3 genus 0 three-point function described in eqn. (4.27), and
the NS · R2 genus 0 three-point function described in eqn. (5.60). These trivalent graphs
have an obvious analogy with Feynman diagrams of field theory. This is part of the match
between the on-shell singularities of field theory and string theory.
6.4.5 Factorization Of Superstring Amplitudes
In our explanation of how to compare the singularities of string theory and field theory
amplitudes, there were several key ingredients, which we may roughly summarize as follows:
1. A singularity develops when a certain modulus q vanishes and Σ degenerates. Integra-
tion over q produces poles that are analogous to the poles of a Feynman propagator.
2. The locus q = 0 is a divisor D in the moduli space; it can be factored as in (6.64) or
(6.65).
3. The integral over D that gives the residue of a pole due to a given string state σ is
itself a string theory scattering amplitude, now with extra insertions of the vertex
operator Vσ and its conjugate on the two sides.
All of these ingredients have analogs in superstring theory, with just a few added
wrinkles. The bosonic gluing formula xy = q has two different superanalogs, one for the
NS sector and one for the R sector (these were originally constructed by Deligne [40, 41];
for more detail on the following, see section 6 of [16]). In the NS sector, we glue together
two copies of C1|1, one with superconformal coordinates x|θ and one with superconformal
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coordinates y|ψ, via
xy = −ε2
yθ = εψ
xψ = −εθ
θψ = 0. (6.70)
It is convenient to define
qNS = −ε2. (6.71)
qNS is the closest analog of the bosonic gluing parameter q. For given qNS, ε is determined
only up to sign. The sum over the possible signs of ε gives the GSO projection in the NS
sector, as explained in section 6.2.3 of [16].
To describe a Ramond degeneration, we again glue two copies of C1|1 with local coor-
dinates x|θ and y|ψ. But now we endow each copy with a superconformal structure defined
by the odd vector fields
D∗θ =
∂
∂θ
+ θx
∂
∂x
, D∗ψ =
∂
∂ψ
+ ψy
∂
∂y
. (6.72)
This is chosen to describe Ramond punctures at x = 0 and y = 0, respectively. The gluing
formulas are now simply
xy = qR
θ = ±√−1ψ. (6.73)
The GSO projection in the Ramond sector comes from the sum over the sign that is
explicitly written in eqn. (6.73). The parameter qR plays the role of the bosonic gluing
parameter q and the NS gluing parameter qNS.
Now let us move on to the second item in the above list. In the NS sector, the
factorizations (6.64) and (6.65) have immediate analogs. For example, let M̂g,nNS,nR be
the Deligne-Mumford compactification of Mg,nNS,nR , the moduli space of super Riemann
surfaces of genus g with nNS NS punctures and nR Ramond punctures. The nonseparating
divisor Dnonsep has the same sort of description as for bosonic Riemann surfaces. At a
nonseparating degeneration, the genus is reduced by 1 and nNS increases by 2; an extra
NS puncture appears on each branch:
Dnonsep
∼= M̂g,nNS+2,nR . (6.74)
This is the obvious analog of eqn. (6.64). Similarly the obvious analog of eqn (6.65) holds
for separating degenerations. Any separating divisor has the form
Dsep
∼= M̂g1,nNS,1+1,nR,1 × M̂g2,nNS,2+1,nR,2 , (6.75)
with g1 + g2 = g, nNS,1 + nNS,2 = nNS, and nR,1 + nR,2 = nR.
Given this, the analog of the third item is clear. We can describe the residue of
the pole due to an on-shell NS state in the same way that we did for bosonic strings in
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sections 6.4.2 and 6.4.3. Integration over qNS gives poles due to on-shell string states; if a
string state σ contributes such a pole, then according to the state-operator correspondence
of superconformal field theory, vertex operators Vσ and Vσ appear on the two branches.
Integration over the remaining moduli gives a description of the residue of the pole due to
σ in terms of a scattering amplitude with the extra insertions of Vσ and Vσ.
By contrast, the most obvious analog of eqns. (6.74) and (6.75) does not hold for
Ramond degenerations. The reason is that Ramond punctures are really divisors. For
brevity, we will describe the situation for separating degenerations; the same idea holds
for nonseparating ones. Suppose that we are given two super Riemann surfaces Σ` and Σr
each with a distinguished Ramond divisor. Suppose further that near each of these divisors
we are given local coordinates x|θ or y|ψ, with the superconformal structure being as in
(6.72). The distinguished divisors are given respectively by x = 0 and by y = 0, and are
parametrized by θ and by ψ. We want to glue together these two divisors to make a super
Riemann surface Σ. We can do this by gluing θ = ±√−1ψ as in (6.73). But we can also
introduce an odd parameter η and make the gluing θ = ±√−1(ψ + η). Here η is an odd
modulus that we should for our present purposes associate to the gluing and not to Σ` or
Σr. We call η the fermionic gluing parameter.
One can generalize (6.74) or (6.75) for a Ramond degeneration if one takes proper
acount of the fermionic gluing parameter. For example, instead of a separating Ramond
divisor Dsep being a product M̂g1,nNS,1,nR,1+1 × M̂g2,nNS,2,nR,2+1, it is a fiber bundle over
such a product. We denote the fibration as
Π : Dsep → M̂g1,nNS,1,nR,1+1 × M̂g2,nNS,2,nR,2+1. (6.76)
The fibers have dimension 0|1 and are parametrized by the fermionic gluing parameter.
There is a precisely analogous fibration for nonseparating degenerations.
Now let us consider the pole due to an on-shell Ramond string state. What is the
residue of such a pole? In the separating case, imitating what we have done for bosonic
strings and for the NS sector of superstrings, we would like to express this residue in terms
of an integral over M̂g1,nNS,1,nR,1+1×M̂g2,nNS,2,nR,2+1. If we simply integrate over qR, we will
extract in the usual way a pole 1/L0, and we learn that its residue can be computed as an
integral over Dsep. To further reduce to an integral over M̂g1,nNS,1,nR,1+1×M̂g2,nNS,2,nR,2+1,
we have to integrate over the fibers of the fibration Π. In other words, we have to integrate
over the fermionic gluing parameter η.
This parameter was introduced in another way in section 6.1.4. As we explained
there, integration over η gives a factor of G0. So the contribution of an on-shell Ramond
state to a scattering amplitude is G0/L0 = 1/G0 times an integral over M̂g1,nNS,1,nR,1+1 ×
M̂g2,nNS,2,nR,2+1. Just as in the case of an NS degeneration, the operator-state correspon-
dence of conformal field theory tells us how to compute the residue of the pole associ-
ated to an on-shell Ramond sector string state σ: we integrate over M̂g1,nNS,1,nR,1+1 ×
M̂g2,nNS,2,nR,2+1 with insertions of the appropriate vertex operators Vσ and Vσ on the two
sides.
To compare the description of the gluing parameter that we have given here with that
of section 6.1.4, one may observe the following. In the local model (6.73), including the
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ΣrΣ`
Figure 12. A super Riemann surface Σ decomposes to a union of two components Σ` and Σr,
meeting at a point (or at a Ramond divisor).
fermionic gluing parameter is equivalent to acting on y|ψ with a superconformal transfor-
mation exp(ηG0), where G0 is the superconformal vector field
G0 =
∂
∂ψ
− ψy ∂
∂y
(6.77)
that acts nontrivially on the Ramond divisor at y = 0. (In particular, at y = 0, exp(ηG0)
transforms ψ to ψ + η.) Because of this geometrical fact, a shift in the fermionic gluing
parameter acts on the string state flowing between the two branches of Σ by exp(ηG0),
which is the result that we obtained in another but related way in section 6.1.4.
Remark. A further remark will be important when we study anomalies in section 9. There
is an important special case in which the fermionic gluing parameter does not represent
a modulus. If Σr has a superconformal symmetry that acts on the divisor at y = 0 by
ψ → ψ+η (or if Σ` has a superconformal symmetry that acts as such a shift at x = 0) then
the fermionic gluing parameter is not a modulus of the super Riemann surface Σ made
by gluing of Σ` and Σr. In practice, this happens only for the Ramond-Ramond sector of
open and/or unoriented superstring theory, and only for very particular cases of Σr or Σ`.
6.4.6 Picture Numbers And Picture-Changing Operators
As we have just explained, the physical interpretation of superstring theory depends on
the fact that the residue of a pole at L0 = 0 can be interpreted as a sum of contributions of
on-shell states. Thus (fig. 12), if a super Riemann surface Σ splits locally into a product of
two branches Σ` and Σr meeting at a point (or at a Ramond divisor), then the contribution
of an on-shell string state σ to the pole can be evaluated by inserting vertex operators Vσ
and Vσ on Σ` and Σr, respectively.
This statement reflects the factorization of the divisor at infinity, which for a separating
NS degeneration takes the form (6.75):
Dsep
∼= M̂g1,nNS,1+1,nR,1 × M̂g2,nNS,2+1,nR,2 , (6.78)
where Σ` has genus g1 with nNS,1 + 1 NS punctures and nR,1 Ramond punctures, while the
corresponding values for Σ2 are g2, nNS,2 + 1, and nR,2. At a separating Ramond degen-
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eration, the divisor at infinity has an analogous but slightly more complicated structure
described in eqn. (6.76).
There is one very simple but important observation to add to what we have already
said. Interpreting the residue of the pole by using the factorization of the divisor at infinity
requires that the vertex operators Vσ and Vσ should have the canonical picture numbers,
namely −1 in the NS sector and −1/2 in the R sector. Indeed, as we know from sections
4.1 and 5.1, in a superconformal formalism, only vertex operators of canonical picture can
be inserted at a puncture of NS or R type, assuming that those punctures are defined in the
conventional way. One can modify the definition of a puncture by endowing it with more
structure in a way that increases the odd dimension of the moduli space (see section 4.3
of [16]) and this makes it possible to compute in a superconformal formalism using vertex
operators of picture number more negative than −1 or −1/2. If we wish, though there is
no apparent benefit in doing so, we can do this for the punctures at which external vertex
operators in fig. 12 are inserted. But we do not have any such freedom for the “internal”
punctures that appear when Σ degenerates; they are the standard punctures described in
sections 4.1 and 5.1, and in a superconformally-invariant formalism, the vertex operators
inserted at those punctures will have canonical picture number.
Another type of comment about picture number may be helpful. In this paper, we
never make any fundamental statements in terms of positions of picture-changing operators
(PCO’s); we view the PCO’s as a possible method of integration over odd moduli, but not a
basic definition. Still, it may be helpful to spell out in terms of PCO’s what it means to treat
correctly the compactification of the moduli space. To the extent that the decomposition
(6.75) of the divisor Dsep is important, one would like the procedure for integrating over odd
moduli using the PCO’s to respect this factorization. This means that when Σ decomposes
to two intersecting components Σ` and Σr, the location of the PCO’s should have a limit
as qNS → 0, and Σ` and Σr should each have the right number of PCO’s to describe its
odd moduli. Moreover, the PCO’s should be placed to avoid spurious singularities on Σ`
and on Σr. (To compute correctly with PCO’s, they must be used piecewise, avoiding
spurious singularities, as described in section 3.5. One follows this same procedure along
both Σ` and Σr.) With notation as above, the odd dimension of the moduli space of Σ` is
(2g1− 2) + (nNS,1 + 1) +nR,1/2, and that is the number of PCO’s that should be placed on
Σ`. The corresponding number of PCO’s on Σr is then (2g2−2)+(nNS,2 +1)+nR,2/2. And
if Σ` and Σr undergo further separating degenerations, the conditions just stated should
be satisfied again on each of the resulting components.
All this has a close analog for Ramond degenerations, with one correction: for a
Ramond degeneration, there is one odd modulus associated to the gluing rather than to
Σ` or Σr. So as Σ degenerates via formation of a long neck, one of the PCO’s should be
placed in the neck.
It is a slightly tricky question to what extent one will actually get wrong answers in the
picture-changing formalism if one distributes the PCO’s incorrectly when Σ degenerates.
In genus 0, as long as the momentum flowing between Σ` and Σr is generically off-shell,
one can distribute the PCO’s between Σ` and Σr in an arbitrary fashion, treating the
compactification of the moduli space incorrectly, and still get the correct tree-level S-
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matrix. This was explained in section 4.4. It is not entirely clear if this remains true in
higher genus; the spurious singularities may cause trouble. (The recipe explained in section
3.5 to compute piecewise and avoid spurious singularities certainly cannot be extended
over the compactification if one treats the compactification incorrectly.) At any rate, in
higher genus, one will run into degenerations (associated to massless tadpoles and mass
renormalization) for which the momentum flowing between Σ` and Σr is generically on-
shell. In our treatment of such questions, starting in section 7, it will be clear that one
should expect trouble if one does not treat the compactification of moduli space correctly.
6.5 The States That Contribute To The Pole
Now we want to explain that only physical states contribute to the singularities described
in section 6.4. (For a slightly different view with some further details, see [17].)
6.5.1 Bosonic Open Strings
To illustrate the idea, we consider bosonic open strings. The propagator is b0/L0, and the
residue of the pole at L0 = 0 is
R = b0Π0, (6.79)
where Π0 is the projector onto states with L0 = 0. To define Π0, one expands any state
V ∈ H in eigenstates of L0 and defines Π0V as the component of V with L0 = 0. This can
be done in a sector of fixed spacetime momentum; in such a sector, the spectrum of L0 is
discrete. The residue R is BRST-invariant:
{QB,R} = {QB, b0}Π0 = L0Π0 = 0. (6.80)
Of course, R has ghost number Ngh = −1.
Let H be the space of all string states. We can view R as a linear map R : H → H,
or equivalently as an element of H ⊗ H∗, where H∗ is the dual space to H. Since R has
ghost number −1, it maps states of ghost number n+ 1 to states of ghost number n, so it
is, more specifically, an element of
⊕n∈Z Hn ⊗H∗n+1, (6.81)
where Hn is the subspace of H with Ngh = n, and H∗n is the dual of Hn.
So far, we have viewed the propagator and its residue as maps from one string state
to another. But for what follows, it will be more convenient to view R more symmetrically
as an element of H⊗H, representing a pair of string states that are to be inserted at the
two ends of the long strip. For this, we simply use the duality H∗n ∼= H3−n of eqn. (5.65) ,
via which we can identify R with an element
R′ ∈ ⊕n∈ZHn ⊗H2−n, (6.82)
or more simply as an element
R′ ∈ (H⊗H)2, (6.83)
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where (H ⊗ H)2 is the subspace of H ⊗ H consisting of pairs of states with total ghost
number 2.
Since R and the duality map are both BRST-invariant, it follows that R′ ∈ (H⊗H)2
is BRST-invariant. Hence, it helps to know the cohomology of the BRST operator QB
acting on H⊗H. This is simply the tensor product of two copies of the cohomology of QB
acting on H. The non-zero cohomology groups of QB acting on H are as follows53:
1. In Ngh = 0, there is the identity operator 1, with zero spacetime momentum.
2. In Ngh = 1, the cohomology can be identified with the space of states V = cU , where
U is a dimension 1 conformal primary of the matter system.
3. In Ngh = 2, the cohomology can be identified with the space of states V = c∂cU ,
with U as before.
4. In Ngh = 3, there is the operator c∂c∂
2c, with zero spacetime momentum.
It follows immediately that the Ngh = 2 cohomology of QB acting on H ⊗ H is, at
any non-zero momentum, the tensor product of two copies of the Ngh = 1 cohomology of
QB acting on H. It is convenient now to let Ui be a basis of matter primaries of L0 = 1,
and U i a dual basis (so that the genus zero two-point functions in the matter theory are
〈Ui(0)U j(1)〉 = δji ). Then we have
R′ =
∑
i
cUi ⊗ cU i +QBX , (6.84)
for some X ∈ (H⊗H)1, of the general form
X =
∑
j
Sj ⊗ Tj , Sj , Tj ∈ H. (6.85)
The contribution
∑
i cUi ⊗ cU i in (6.84) is important, so we will explain it in detail.
Let us go back to the original definition of R as the map b0Π0 from Hn+1 to Hn. As
such, R maps c∂cUi to cUi; indeed, c∂cUi is invariant under Π0, and b0 removes the ∂c
factor. On the other hand, the dual of c∂cUi is cU
i. Combining these statements, the
cohomologically nontrivial part of R is
∑
i cUi ⊗ cU i, as claimed in (6.84).
Eqn. (6.84) implies that the residue of a scattering amplitude at L0 = 0, with all other
vertex operators being BRST-invariant, can be computed from a sum over physical states
where we insert cUi on one side of the degeneration, cU
i at the other side, and sum over i.
The residue receives no contribution from the BRST-trivial term QBX . That QBX decou-
ples is possibly most obvious for a separating degeneration, at which the worldsheet path in-
tegral factorizes as a product of path integrals on the two components of the worldsheet. In
this case, the path integral with an insertion of QB(Sj⊗Tj) = QBSj⊗Tj+(−1)|Sj |Sj⊗QBTj
vanishes, since a BRST-trivial state QBSj or QBTj is inserted on one branch or the other.
53Here and also in the corresponding discussion below of open superstrings, we omit possible Chan-Paton
factors. If present, these must be included in an obvious way, taking the tensor product of what is described
momentarily with an algebra of matrices acting on the Chan-Paton factors.
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To show the decoupling of QBX at a nonseparating degeneration, we have to use in a
slightly more general way than we have done before the fundamental identity (2.36) for the
decoupling of BRST-trivial states:
dFΩ + FQBΩ = 0. (6.86)
Given any BRST-invariant vertex operators V1, . . . ,Vn, we set Ω = V1V2 · · · VnX (where
the Vi and the two factors of X are inserted at n + 2 distinct punctures) and learn that
dFV1···VnX + FV1···VnQBX = 0. (6.87)
The contribution of QBX to a genus g non-separating residue is therefore∫
Mg−1,n+2
FV1···VnQBX = −
∫
Mg−1,n+2
dFV1···VnX . (6.88)
Thus this contribution vanishes, modulo possible anomalous contributions at infinity in
moduli space. The contributions at infinity in arguments such as this will be analyzed in
section 7 and do not affect our present discussion.
For future reference, we make a small aside. In studying gauge-invariance and BRST
anomalies, it will be useful to replace the residue R = b0Π0 with R˜ = Π0. R˜ is BRST-
invariant but of course not annihilated by b0. Duality maps R˜ to a QB-invariant element
R˜′ ∈ (H⊗H)3. At non-zero spacetime momentum, by arguments similar to those above,
R˜′ =
∑
i
(
c∂cUi ⊗ cU i + cUi ⊗ c∂cU i
)
+QBY, (6.89)
with Y ∈ (H⊗H)2. Note that R˜′ is invariant under exchanging the two factors of H⊗H.
At zero momentum, there is an additional term(
c∂c∂2c⊗ 1 + 1⊗ c∂c∂2c) . (6.90)
Returning to our main theme, we now have to discuss the role of conformal invariance
in the above analysis. A careful reader may have noted a small sleight of hand in our
explanation of the decoupling of QBX . We have based the present paper on a conformally-
invariant formalism in which the only vertex operators considered are conformal or super-
conformal vertex operators (primary fields that do not depend on derivatives of the ghost
fields). But as we briefly described in section 2.4.4, it is also possible to develop a more
general formalism in which conformal invariance is not assumed and vertex operators are
more general QB-invariant local operators (annihilated by b0 − b˜0 in the case of closed
strings). In such a formalism, the argument for decoupling of QBX proceeds exactly as
stated above. However, in our conformally-invariant formalism, we cannot define a corre-
lation function with insertion of QBX unless QBX is a conformal vertex operator. More
precisely, QBX ∈ H⊗H must be annihilated by Ln and bn, n ≥ 0, acting on either of the
two factors of H in H⊗H. On the other hand, in a conformally-invariant formalism, the
residue of a pole at L0 = 0 must be conformally invariant, so the BRST-trivial contribution
– 112 –
to the residue must come from an operator QBX ∈ H⊗H that obeys these conditions. So
at least what we have to show to vanish is well-defined. Given that QBX is annihilated by
Ln and bn, n ≥ 0, in each factor, the argument of appendix B, applied to H⊗H rather than
H, shows that we can assume that X obeys the same conditions, and then the argument
for decoupling of QBX proceeds as above.
6.5.2 Open Superstrings
In open superstring theory, we let Hn,m be the space of string states of ghost number n
and picture number m.
In the NS sector, there is not much new to say. As explained in section 6.4.6, we set
the picture number to the canonical value m = −1. The residue of a scattering amplitude
at L0 = 0 is still R = b0Π0, which we can understand as an element of ⊕nHn,−1⊗H∗n+1,−1.
Via the duality H∗n,−1 ∼= H1−n,−1 (eqn. (5.66)), we can identify R with a QB-invariant
element R′ ∈ (H ⊗ H)0,−1⊗−1, where the notation means that R′ ∈ H ⊗ H has ghost
number 0 and has picture number −1 in each factor.
At this stage, we can now give a slightly different explanation of the fact that we should
use vertex operators of picture number −1 in each factor, relying on the form of the duality
map rather than on a knowledge of the factorization of the divisor at infinity in the moduli
space. If we take R to act on states of picture number m, then after applying the duality
map, R′ will take values in (H × H)0,m⊗(−2−m), with picture numbers m and −2 −m in
the two factors. There appears to be no moduli space suitable for computing superstring
scattering amplitudes using vertex operators of positive or zero picture number; on the
other hand, the only way to make both m and −2−m negative is to set m = −2−m = −1.
So to understand the pole at L0 = 0, we will have to use NS vertex operators with picture
number −1. A similar argument can be applied later in the Ramond sector to show that
the residue of a pole should be computed with vertex operators of the canonical picture
number −1/2.
The cohomology of QB acting on (H ⊗H)−1⊗−1 (where we allow states of any ghost
number but set the picture number to −1 in each factor) is as follows:
1. In Ngh = −1, there is the operator cδ′(γ), with zero spacetime momentum. (In
conventional language, this operator is related to the identity operator by picture-
changing.)
2. In Ngh = 0, the cohomology can be identified with the space of states V = cδ(γ)U ,
where U is a dimension 1/2 superconformal primary of the matter system.
3. In Ngh = 1, the cohomology can be identified with the space of states V = c∂cδ(γ)U ,
with U as before.
4. In Ngh = 2, there is the operator c∂cδ(γ)∂γ, with zero spacetime momentum.
Given this, the results of section 6.5.1 have straightforward analogs. The analog of
eqn. (6.84), at non-zero spacetime momentum, is
R′ =
∑
i
cδ(γ)Ui ⊗ cδ(γ)U i +QBX . (6.91)
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Eqn. (6.89) similarly has an obvious analog constructed by including factors of δ(γ), and
eqn. (6.90) has an analog with cδ′(γ) and c∂cδ(γ)∂γ replacing 1 and c∂c∂2c.
The Ramond sector involves some new elements. The residue of the pole at L0 = 0 is
R = b0δ(β0)G0Π0. (6.92)
This operator commutes with the ghost number, and increases the picture number by 1. We
are interested in the case that the image of R – which is the operator that will be inserted
on one of the two branches of a degenerating string worldsheet – has the canonical picture
number −1/2. So we can view R as a linear transformation from Hn;−3/2 to Hn;−1/2, or in
other words as an element of ⊕nHn;−1/2 ⊗ H∗n;−3/2. The duality (5.68) lets us identify R
with an element
R′ ∈ (H⊗H)1;−1/2⊗−1/2, (6.93)
where the notation means that R′ has overall ghost number 1 and has picture number −1/2
in each factor.
At picture number −1/2, the cohomology of QB acting on H is nonvanishing only for
ghost number 1/2 or 3/2. At ghost number 1/2, the cohomology is generated by states
cΘ−1/2Φ, where Θ−1/2 is the βγ ground state of picture number −1/2, and Φ is a matter
primary of dimension 5/8. Similarly, at ghost number 3/2, the cohomology is generated
by states c∂cΘ−1/2Φ.
Given the facts stated in the last paragraph, the general form of R′ must be
R′ =
∑
i
cΘ−1/2Φi ⊗ cΘ−1/2Φ′i +QBX , (6.94)
where Φi and Φ
′
i are matter primaries of dimension 5/8. The exact term QBX will decouple
as usual, so the pole can be evaluated by insertions on the two branches of the physical
states cΘ−1/2Φi and cΘ−1/2Φ′i. However, because of the factor of G0 in the original formula
(6.92) for R, the relation between Φi and Φ
′
i is not as simple as in the cases that we have
considered so far.
We will explain in detail what happens for the important case of massless Ramond
states of uncompactified ten-dimensional superstring theory. The residue R maps the
picture number −3/2 state c∂cΘ−3/2Σα(p) to cΘ−1/2pIΓαβI Σβ(p). On the other hand, the
dual of c∂cΘ−3/2Σα(p) is cΘ−1/2Σα(−p). So the contribution of massless Ramond states
of momentum p to the residue is∑
αβ
(p · Γ)αβ cΘ−1/2Σα(p)⊗ cΘ−1/2Σβ(−p). (6.95)
To match this to what one would expect from field theory, we simply observe that (p ·Γ)αβ
is the numerator of the Dirac propagator (describing the propagation of a massless fermion
field of momentum p and specified SO(1, 9) chirality), while cΘ−1/2Σα(p) is the string
theory operator that describes the coupling of such a fermion to other fields.
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6.5.3 Analog For Closed Strings
For the most part, the analog of all this for closed strings is fairly clear, so we will be brief.
But a few points are worthy of note.
The residue of the pole in the closed bosonic string propagator is R = b˜0b0Π˜0Π0, where
Π˜0 and Π0 are respectively the projectors to L˜0 = 0 and to L0 = 0. By analogy to what we
did for open strings, this can be converted to an element R′ ∈ (H⊗H)4, with H being the
space of physical states and the subscript indicating the total ghost number. Reasoning as
for open strings gives at non-zero momentum
R′ =
∑
i
c˜c Ui ⊗ c˜c U i + {QB,X}. (6.96)
The sum runs over a complete set of conformal vertex operators. The conditions for
dropping the {QB,X} term are the same as they were for open strings.
In studying anomalies, it will be important to know what happens if the residue R is
replaced by R˜ = (b0 − b˜0)Π˜0Π0. This can be mapped to an element R˜′ ∈ (H × H)5. At
non-zero momentum, the analog of (6.89) reads
R˜′ =
∑
i
(
c˜c(∂˜c˜+ ∂c)Ui ⊗ c˜c U i + c˜c Ui ⊗ c˜c(∂˜c˜+ ∂c)U i
)
+ {QB,X}. (6.97)
At zero momentum, there are exceptional contributions analogous to (6.90). The reason for
this is that at zero momentum, the closed bosonic string has cohomology at ghost number
1, generated (for bosonic strings in R26) by the operators c∂XI and c˜∂˜XI , I = 0, . . . , 25,
that are related to momentum and winding number symmetries (see section 8.2.1), as well
as cohomology at ghost number 4, obtained by multiplying those operators by, respectively,
c˜∂˜c˜∂˜2c˜ and c∂c∂2c. We can make an element of (H⊗H)5 by multiplying exceptional classes
of ghost number 1 and 4. At zero momentum, these classes appear in an exceptional
contribution to R˜′:∑
I
(
c˜ ∂˜c˜ ∂˜2c˜ · c∂XI ⊗ c∂XI + c∂XI ⊗ c˜ ∂˜c˜ ∂˜2c˜ · c∂XI
)
+ z ↔ z˜. (6.98)
The ingredients needed to generalize this to closed superstrings should be fairly clear
from what we said about open superstrings in section 6.5.2. Perhaps the only real subtlety
concerns the generalization of the exceptional zero-momentum contribution (6.98). In the
NS sector, the analog of c∂c∂2c is c∂c∂2cδ(γ)δ(∂γ), and the analog of c∂XI is cδ(γ)DXI .
In the Ramond sector, there is no analog of the identity operator or of c∂c∂2c, but c∂XI has
an analog, namely the supersymmetry generator Sα = cΘ−1/2Σα studied in section 8.2.2.
This is a p = 0 limit of the chiral Ramond vertex operator cΘ−1/2Σαeip·X . Because of the
factor of p in the residue formula (6.95), which arose from integration over the fermionic
gluing parameter, it appears that there is no exceptional zero-momentum contribution to
R˜′ in Ramond sectors. Under certain conditions, there is a loophole in this reasoning, but
we defer this to section 9.
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6.5.4 Another Look At The Pole Of The Propagator
Since the pole of the string theory propagator is so important, we will explain another way
to look at it. For brevity, we consider only open strings or a chiral sector of closed strings.
We start with bosonic string theory.
We consider gluing of two Riemann surfaces Σ` and Σr with local parameters x and
y. We slightly generalize the usual gluing relation xy = q so that the gluing is centered at
x = a and y = b:
(x− a)(y − b) = q. (6.99)
We want to determine how the worldsheet path integral depends on a, b, and q, keeping
other moduli fixed. Focusing on these three moduli makes sense when (but only when) q
is small. The analysis we will give is suitable for understanding the singular behavior for
q → 0.
In a first pass, we will ignore insertions of operators other than the identity operator
and represent the dependence of the path integral on the moduli a, b, and q by a three-form
Ω = f(a, b, q)da dbdq. By translation symmetry, we assume that f is independent of a and
b. The dependence of f on q can be determined from the scaling symmetry
(x, a)→ (λx, λa), (y, b)→ (λ˜y, λ˜b), q → λλ˜q. (6.100)
of the gluing equation (6.99). This implies that f must be a constant multiple of 1/q2,
so the contribution to the worldsheet path integral in which the operator inserted on each
branch is the identity operator is
Ω ∼ dadb dq
q2
. (6.101)
The formula in the last paragraph involves integrated vertex operators in the sense of
section 2.5. An analogous formulas with unintegrated vertex operators is simply
Ω ∼ c(a)⊗ c(b) dq
q2
. (6.102)
The meaning of this formula is that to evaluate this contribution to the scattering am-
plitude, we are supposed to insert c(a) on Σ`, and c(b) on Σr, and integrate over q, as
well as over the moduli of Σ` and Σr. Those latter moduli include a and b. The passage
from unintegrated to integrated vertex operators replaces c(a) and c(b) by one-forms da
and db. Notice that c(a) and da transform the same way under scaling; indeed, c(a) has
mass dimension −1 (since it has L0 = −1) and hence length dimension 1, just like da. The
factor dq/q2 in (6.102) is dq qL0−1 where L0 = −1 for the operator c.
This discussion is rather formal, since the operator c is not QB-invariant and there
is no way to isolate or define its contribution to a scattering amplitude. In fact, that is
clear from eqn. (6.102): to evaluate the contribution of the operator c to a scattering
amplitude, we would have to integrate the form dq/q2 near q = 0, where that form is
unintegrable. The operator c can be viewed as the tachyon vertex operator c exp(ik · X)
at k = 0, so the dq/q2 singularity reflects the existence of the tachyon; there is no such
singularity in tachyon-free theories. Let us consider a more general contribution in which
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(unintegrated) vertex operators V` and Vr are inserted on Σ` and Σr, respectively, and
suppose that they have conformal dimension h` and hr. This means that they scale under
(6.100) as V` → λ−h`V`, Vr → λ˜−hrVr. A scale-invariant generalization of (6.102) exists
only if h` = hr, and takes the form
V`(a)⊗ Vr(b) dq qL0−1 (6.103)
where we consider L0 to act on V` or Vr, so that it can be set to h` or hr. The integral
over q near q = 0 now has a pole at L0 = 0 and the residue of the pole can be computed
by inserting the operator V`(a)⊗ Vr(b) on the two sides.
In generalizing this to superstring theory, for brevity we will consider only the NS
sector. We start with super Riemann surfaces Σ` and Σr with local coordinates x|θ and
y|ψ, respectively. We glue them by slightly generalizing (6.70) so that the gluing is centered
at a|α ∈ Σ` and b|β ∈ Σr:
(x− a− αθ)(y − b− βψ) = −ε2
(y − b− βψ)(θ − α) = ε(ψ − β)
(x− a− αθ)(ψ − β) = −ε(θ − α)
(θ − α)(ψ − β) = 0. (6.104)
For the moment, all we really need to know of this formula is the scaling symmetry
(x, a, α)→(λx, λa, λ1/2α)
(y, b, β)→(λ˜y, λ˜b, λ˜1/2β)
ε→(λλ˜)1/2ε. (6.105)
This is enough to determine that the analog of (6.101) is, in an obvious notation,
Ω ∼ [da|dα]⊗ [db|dβ] dε
ε2
. (6.106)
The analog of (6.102) is similarly
Ω ∼ cδ(γ)⊗ cδ(γ) dε
ε2
. (6.107)
Finally with general operator insertions, the analog of (6.103) is
V`(a|α)⊗ Vr(b|β) dε ε2L0−1. (6.108)
We can also write this in terms of qNS = −ε2 using
dε ε2L0−1 ∼ dqNS qL0−1NS . (6.109)
Again the integral over ε or qNS has a pole at L0 = 0, whose residue can be computed by
inserting V`(a|α)⊗ Vr(b|β) on the two sides.
Several well-known but relatively subtle facets of superstring theory follow from these
simple formulas. Since the GSO projection comes from the sum over the sign of ε, and
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the form dε/ε2 in (6.106) is odd under ε → −ε, we see that the identity operator – or
equivalently the RNS tachyon – is removed by the GSO projection. Also, the behavior
dε/ε2 in (6.106), compared to dq/q2 in (6.101), shows that the tachyon mass squared in
superstring theory is one-half what it is in bosonic string theory.
Returning to the bosonic string (the superanalog of what we are about to explain is
fairly evident), the only transformations of the local coordinates x and y that we have
considered so far are the affine linear transformations x→ λ(x−a), y → λ˜(y− b). Suppose
that we replace x and y with general local coordinates x̂(x) and ŷ(y), and that the points
x = a, y = b correspond in the new coordinate system to x̂ = â and ŷ = b̂. Then to first
order in q, the gluing is described by
(x̂− â)(ŷ − b̂) = q̂, (6.110)
where
q̂ = q
∂â
∂a
∂b̂
∂b
. (6.111)
The fact that q is rescaled under a change of local parameters means that it is really not
best understood as a complex number but as a section of a complex line bundle over the
divisor D at infinity; the fact that this rescaling is by the product of a function ∂â/∂a of
the local parameters on Σ` times a function ∂b̂/∂b of the local parameters on Σr means
that the line bundle in question is the tensor product of a line bundle over M̂` with one
over M̂r. For more on this, see, for instance, section 6 of [16].
Beyond first order in q, the relation between q̂ and q becomes nonlinear. Ω can be
expanded in powers of q with contributions of the form written in (6.103) that come from
both primary fields and descendants. The descendant contributions can be related to
the primary contributions using invariance under reparametrizations of Σ` and Σr, but
in doing so, one has to use the nonlinear transformation of the gluing parameter under
reparametrizations.
6.6 The Deligne-Mumford Compactification And The Integration Cycle
Having introduced the Deligne-Mumford compactification in section 6.4, we can now com-
plete the description given in section 3.3.2 of the integration cycle of superstring perturba-
tion theory. In section 6.6.1, we consider the heterotic string. Since the idea of choosing
an integration cycle as a step in formulating superstring perturbation theory may be un-
familiar, in section 6.6.2 we consider an example. Finally, in section 6.6.3, we consider the
other superstring theories. The description we give here of the integration cycle resolves
what in the 1980’s was described as an ambiguity in superstring perturbation theory [48].
6.6.1 The Heterotic String
We first recall the problem as presented in section 3.3.2. The worldsheet Σ of a heterotic
string has holomorphic moduli m1 . . .mp|η1 . . . ηs and antiholomorphic moduli m˜1 . . . m˜p.
Roughly speaking, one wants to integrate over the cycle Γ defined by taking the m˜i to be
the complex conjugates of the mi. But this is not well-defined (unless supermoduli space
is projected) because of the possibility of shifting the mi by expressions of quadratic and
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higher order in the ηj . In the interior of moduli space, we simply choose any integration
cycle Γ such that m˜i = mi, modulo fermion bilinears. There is no natural choice, but
any two choices are homologous. If, therefore, Γ were compact, the choice of Γ would not
matter at all; as it is, we have to specify how Γ should behave at infinity in moduli space.
We are now in a position to answer this question. The inspiration for the answer
comes from the factorization described in section 6.4. For simplicity in terminology, let
us consider a separating degeneration in the NS sector. The idea behind the factorization
was roughly that the integral over the bosonic gluing parameter qNS gives a pole 1/L0.
At qNS = 0, the other moduli of Σ are the moduli of Σ` and Σr (including the moduli of
the points on Σ` and Σr at which these surfaces are glued together to make Σ), and the
integral over those other moduli will then give the residue of the pole.
In more detail, the heterotic string worldsheet Σ has an antiholomorphic gluing pa-
rameter q˜ as well as the holomorphic gluing parameter qNS. The 1/L0 pole is supposed to
come from an integration over q˜ and qNS keeping fixed the moduli of Σ` and Σr, and the
pole specifically arises at qNS = q˜ = 0. This suggests that the definition of Γ should let us
set q˜ = qNS = 0 without affecting the other moduli. To this end, the definition of Γ should
include a condition
q˜ = qNS (6.112)
or
q˜ = qNS(1 +O(ηiηj)), (6.113)
but not
q˜ = qNS +O(ηiηj). (6.114)
If as in (6.114), we were to add to the relation between q˜ and qNS a fermion bilinear with
a coefficient that does not vanish at qNS = 0, then naively speaking, we could not set
q˜ = qNS = 0 without disturbing the other moduli.
It turns out that the right procedure in defining Γ is to impose (6.112) or (6.113), as
opposed to (6.114), but the reason that this is necessary is a little subtle. The most critical
case to understand is the case that the momentum flowing between Σ` and Σr is on-shell
regardless of the external momenta. As usual, the problem first arises when there are two
odd moduli. It is possible for the measure that must be integrated to compute a heterotic
string amplitude to behave near qNS = q˜ = 0 as
Ξ = [dq˜; dqNS|dη1,dη2] q˜−1. (6.115)
When this is the case,
∫
Ξ is invariant under qNS → qNS(1 + η1η2) but not under qNS →
qNS+η1η2. Under any infinitesimal change of coordinates,
∫
Ξ changes by a total derivative.
For the particular case qNS → qNS + η1η2, the shift in
∫
Ξ is∫
Ξ→
∫
Ξ +
∫
[dq˜; dqNS|dη1,dη2]η1η2 ∂
∂qNS
1
q˜
. (6.116)
But this is non-zero, because once we interpret qNS as q˜, the expression ∂qNS(1/q˜) has a
delta function contribution at qNS = q˜ = 0. For more detail on how this phenomenon arises
in heterotic string computations, see section 6.6.2 and appendix D.
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Once one knows that a condition is required on the behavior of the integration cycle
at infinity, the right condition must be (6.112) or more precisely (6.113), since this is the
only condition that can be stated using the data at hand.
Indeed, because of facts explored in section 6.3 of [16] and also at the end of section
6.5.4 above, only the more general condition (6.113) really makes sense, and not the more
restrictive (6.112). In brief, q˜ and qNS are really not complex numbers but sections of
complex line bundles that we will call L˜ and L, respectively. (L˜ and L are line bundles
over the left and right moduli spaces ML and MR, respectively.) By q˜ or qNS we mean
a holomorphic section of L˜ or of L that has a simple zero on the compactification divisor.
This defines them only up to
q˜ → eϕ˜q˜, qNS → eϕqNS, (6.117)
for some functions ϕ˜ and ϕ. Because of this, a condition as precise as (6.112) would not
be well-defined. However, once one reduces modulo the odd moduli η1 . . . ηs and identifies
ML,red as the complex conjugate of MR,red, L˜ is the complex conjugate of L. Therefore,
a well-defined condition is that q˜ = qNSe
φ where φ vanishes modulo the odd moduli. This
is what we have written in (6.113).
At this point, we can complete the description of the heterotic string integration cycle
Γ . An inductive procedure is involved. When Σ degenerates, we impose the condition
(6.113). Beyond this, as long as Σ` and Σr are smooth, Γ may be any cycle of the right
dimension whose reduced space is the diagonal in ML,red × MR,red. When Σ` or Σr
degenerates, one needs a further condition with the same form as (6.113). This continues
until we finally reach a maximal degeneration, such as the one depicted schematically in
fig. 11.
It is noteworthy that the condition (6.113) that we actually need makes sense, and a
more precise condition (6.112) that we do not need does not make sense. This is the story
of superstring perturbation theory: precisely what one needs is true, and in general no
more.
The condition (6.113) is formulated in terms of qNS = −ε2 rather than in terms of ε,
so for given q˜, the sign of ε is not fixed; the sum over this sign leads to the GSO projection.
(Changing the sign of ε while keeping the other variables fixed only makes sense for ε→ 0,
but the poles at L0 = 0 come from the behavior for ε → 0, so the sum over the two signs
of ε does make sense in analyzing which states contribute a pole at L0 = 0.)
For a Ramond degeneration of the heterotic string, we simply replace qNS by qR in the
foregoing. For the other superstring theories, just a few minor modifications are needed;
see section 6.6.3. For a treatment of some of these issues in terms of conditions on the
placement of picture-changing operators, see [64].
6.6.2 An Example
An example explored in the literature [39, 42, 43] gives a good illustration of these ideas.
In this case, the degeneration involves a collision of two NS vertex operators. On a het-
erotic string worldsheet with local coordinates z˜;z|θ, we consider two NS punctures, at say
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z˜;z|θ = u˜1;u1|ζ1 and u˜2;u2|ζ2. The degeneration occurs at u˜1 → u˜2, u1 → u2. The gluing
parameters are
q˜ = u˜1 − u˜2
qNS = u1 − u2 − ζ1ζ2. (6.118)
The only nontrivial point is the term −ζ1ζ2 in qNS. This term is easily motivated from
global supersymmetry (it is determined by invariance under the global supersymmetry
generator G−1/2 = ∂θ − θ∂z) and is derived54 in section 6.3.2 of [16].
At this stage, we need to know one fact that will be more systematically developed
in section 7.6. Infrared singularities in string theory are regularized by placing a lower
bound on the magnitude of the gluing parameters. In the present example, the cutoff can
be |q˜| ≥ , where we take → 0 at the end of the computation. Since the integration cycle
is defined by a condition such as q˜ = qNS, the infrared cutoff also bounds qNS away from
zero.
Now let u12 = u1−u2 and u˜12 = q˜ = u˜1−u˜2. The reasoning of section 6.6.1, specialized
to this situation, together with the infrared cutoff procedure stated in the last paragraph,
amounts to saying that near u12 = u˜12 = 0, instead of integrating over u˜12, u12, ζ1, and ζ2
with u˜12 = u12, we want to integrate over q˜, qNS, ζ1, and ζ2 with q˜ = qNS. This is precisely
the conclusion of the above-cited papers, where it is shown that the alternative procedure
leads to the wrong answer.
In appendix D, we give a more detailed and precise account of this example. See also
[28] for much more detail.
6.6.3 Other Superstring Theories
Here we extend the description of the integration cycle to Type II and Type I superstring
theories. There are only a few details to explain.
Let Σ be a Type II superstring worldsheet. It has holomorphic and antiholomorphic
moduli m1 . . .mp|η1 . . . ηs and m˜1 . . . m˜p|η˜1 . . . η˜s˜. (The numbers of holomorphic and anti-
holomorphic even moduli are always equal, but this is not so in general for the odd moduli;
s and s˜ can be unequal if there are operator insertions of types NS-R and/or R-NS.)
Let us consider for definiteness in the notation a degeneration of NS-NS type. There
are then holomorphic and antiholomorphic gluing parameters qNS and q˜NS. (For other
degenerations, simply replace q˜NS by q˜R and/or qNS by qR in the following.) As in the case
of the heterotic string, roughly speaking, we want to constrain the behavior at infinity of
the integration cycle Γ by setting q˜NS = qNS. However, there is a problem here: q˜NS is a
function on a complex supermanifold (the moduli space of super Riemann surfaces with
punctures) and there is no natural notion of complex-conjugating a function on a complex
supermanifold. The problem becomes obvious if we recall that q˜NS is only well-defined up
to multiplication by a function exp(φ˜) where φ˜ may depend on the η˜j . So it does not make
54The factor of 1/2 in eqn. (6.28) of that paper is inessential, since qNS = −ε2 is only defined up to
qNS → qNSeφ.
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much sense to complex conjugate q˜NS without being able to complex conjugate the η˜j , but
the complex conjugates of the η˜j are certainly not part of the formalism.
Writing the relation between q˜NS and qNS in the form q˜NS = qNS would merely move
the problem from antiholomorphic to holomorphic degrees of freedom. For the heterotic
string, we were able to avoid this issue, because q˜ was a function on an ordinary complex
manifold, where it makes sense to take the complex conjugate of a function.
The appropriate procedure (see [15], especially section 5, for background) is to describe
the relation between q˜NS and qNS in parametric form. Γ is a smooth cs supermanifold,
meaning that it is parametrized by even and odd coordinates t1 . . . t2p|ζ1 . . . ζs+s˜, where
the ti can be considered real modulo the odd variables ζj . The locus at infinity in Γ is of
codimension 2|0 and we pick coordinates so that this locus is defined by t1 = t2 = 0. Then
qNS and q˜NS are defined in terms of functions on Γ by any condition of the form
qNS(1 +O(η2)) = t1 + it2
q˜NS(1 +O(η˜2)) = t1 − it2. (6.119)
In this way, one formulates a relation that roughly corresponds to q˜NS = qNS or q˜NS = qNS
without complex-conjugating either q˜NS or qNS.
Since the asymptotic behavior of Γ has been defined via conditions on qNS and q˜NS, the
signs of the gluing parameters ε and ε˜ are unspecified. The sum over these signs leads to the
chiral GSO projection – separate GSO projections for holomorphic and antiholomorphic
modes. As usual, reversing the signs of ε and ε˜ while keeping fixed the other variables only
makes sense for ε, ε˜→ 0, but this suffices for studying the pole at L0 = 0.
For open superstrings, a basic fact to start with (see section 7.4 of [16] as well as
section 9.2.1 below for more detail on much that follows) is that on an ordinary Riemann
surface with boundary, the gluing parameter q associated to an open-string degeneration is
real and positive (modulo the odd variables). In particular, an open-string degeneration is
associated to a boundary of moduli space at q = 0. The same is true of certain closed-string
degenerations of open and/or unoriented strings. Because of this, the integration cycle Γ of
open and/or unoriented superstring theory is going to be a supermanifold with boundary.
This notion is a little delicate; see for example section 3.5 of [15]. The essential point is that
to make sense of supermanifolds with boundary and especially to make sense of integration
on them, one needs an equivalence class of nonnegative functions ρ with a first order zero
along the boundary, modulo rescaling ρ→ ρef for a function f . Roughly speaking, ρ will
be the gluing parameter qNS or qR. A fuller explanation involves the following.
For bosonic strings, there is a natural moduli space of open and/or unoriented Riemann
surfaces. But this does not appear to have a superstring analog.55 Just as we explained
for closed oriented superstrings in section 3.3.2, it seems that open and/or unoriented
superstring world sheets have a natural integration cycle (up to homology) but not a
natural moduli space. To construct the integration cycle, we begin by associating to an open
and/or unoriented superstring worldsheet Σ a certain double cover that is a closed oriented
55It does have an analog in the nonsupersymmetric and tachyonic Type 0 string theory, in which holo-
morphic and antiholomorphic odd coordinates are complex conjugates.
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super Riemann surface Σ̂. Let M̂ be the moduli space that parametrizes deformations of
Σ̂. It is a complex supermanifold, say of complex dimension p|s, with even and odd
modulim1 . . .mp|η1 . . . ηs. The integration cycle for open and/or unoriented super Riemann
surfaces is a (real) codimension p|0 cycle Γ ⊂ M̂ that is defined, roughly speaking, by taking
the mi to be real, modulo the odd variables. To be more exact, inside the reduced space
M̂, there is a natural real cycle Γ of codimension p that parametrizes the deformations of
the reduced space of Σ, and Γ is defined by thickening this in the fermionic directions.
Just as for closed oriented superstrings, Γ is not uniquely determined, but the possible
choices are homologous. So as usual, all we need to do is to put a condition on how Γ
should behave at infinity. For this, we require first a few generalities. Γ will be again a
smooth cs supermanifold with coordinates t1 . . . tp|ζ1 . . . ζs, where the ti can be considered
real modulo the ζj . But now, as observed above, Γ will be a supermanifold with boundary.
This means that we can pick the coordinates, locally, so that t1 plays a special role; t1 ≥ 0
on Γ and the boundary of Γ is defined by t1 = 0. Of course, the function t1 with these
properties is not uniquely determined; it is determined modulo t1 → ef t1, where f is a
function on Γ . (Importantly, this does not allow a substitution such as t1 → t1 + ζ1ζ2,
though it does allow t1 → t1(1 + ζ1ζ2).) The integration cycle Γ for open superstrings
near, say, an NS degeneration is constrained to obey
t1 = qNS(1 +O(η2)). (6.120)
Here qNS is the complex gluing parameter of the double cover Σ̂, defined in the usual
way. (For a Ramond degeneration, just replace qNS by qR.) What we have done, roughly
speaking, is to put the assertion that qNS is real and nonnegative near the boundary of Γ
in parametric form, without mentioning the complex conjugate of qNS or making any other
claim that does not make sense on a complex supermanifold.
Another way to express the idea of the last paragraph is to say that the boundary of
the integration cycle Γ is contained in the divisor D ⊂M defined by qNS = 0.
For Type II superstrings as well as for open and/or unoriented superstrings, what we
have explained is the condition that should be imposed on the integration cycle when a
single degeneration occurs. For multiple degenerations, one places such conditions on the
gluing parameters at each degeneration.
7 BRST Anomalies, Massless Tadpoles, And All That
7.1 BRST Anomalies
At many points in the present paper, beginning in section 2.4.3, we have seen that the
proof of gauge-invariance and related properties relies on integration by parts on moduli
space. One simply uses eqn. (2.48) together with Stokes’s theorem (or the superanalogs
of these formulas) to express a scattering amplitude with insertion of a BRST-trivial state
such as QBW1 in terms of a boundary integral:∫
Γ
F{QB ,W1},V2,...,Vn = −
∫
∂Γ
FW1,V2,...,Vn . (7.1)
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Here Γ is the integration cycle of the worldsheet path integral, as described in section 6.6.
(For bosonic string theory, it is simply the moduli spaceMg,n.) The scattering amplitude
with insertion of QBW1 is zero if the boundary integral on the right hand side of (7.1)
vanishes.
Actually, this phrasing of the problem is a little too schematic. In closed oriented string
theories, Γ has no boundary, but the forms that must be integrated over Γ are singular
along a divisor D (which has multiple components, corresponding to different ways that Σ
may degenerate). We place a cutoff on the integral on the left of (7.1) by removing a small
neighborhood of D; details of this will be described. By ∂Γ , we mean the boundary of the
resulting cutoff version of Γ . Then we consider the limit in which the cutoff is removed;
there is no anomaly if the right hand side of (7.1) vanishes in this limit.
By now we have assembled the ingredients to understand when a problem may actually
arise. Infinity in moduli space is the region in which one of the gluing parameters vanishes.
The gluing parameters are q = e−s for open strings or q = e−(s+iα) for closed strings, and
vanish for s → ∞. We cut off Γ by placing an upper bound on s, so to get a component
of ∂Γ , we simply set s to a large value56 rather than integrating over it.
The basic idea of what will happen is visible for open bosonic strings. Propagation of
an open string through a proper time s is described by a factor exp(−sL0). To construct
the open bosonic string propagator in section 6.1.1, we multiplied by b0 and integrated
over s, giving
b0
∫ ∞
0
ds exp(−sL0). (7.2)
In looking for a possible boundary contribution on the right hand side of a formula like
eqn. (7.1), we do not want to integrate over s, but rather to set it to a large value. So we
drop the b0 factor and the integration in (7.2). We are left simply with a factor exp(−sL0),
so a boundary term can only arise if exp(−sL0) is nonvanishing for large s.
An immediate consequence is that only certain types of degeneration can generate
anomalies. Let us consider first a typical separating degeneration, such as that of fig. 9
in section 6.4.2, with more than one external particle on each side. The momentum P
flowing through the separating line is a sum of several external momenta and is generically
not on-shell. Moreover, for suitable external momenta, P 2 can have any real or complex
value. In this situation, there is no possible anomaly. This follows from the relation
L0 = (α
′/4)P 2 + N , where N is the mass squared operator of the string. In a region of
external momenta in which the real part of P 2 is sufficiently positive, exp(−sL0) vanishes
for large s. So for such external momenta, there is no surface term at large s. The general
result for the scattering amplitude can be obtained by analytic continuation from the region
just indicated, and so possesses no anomaly associated to a degeneration of this type.
A somewhat similar argument shows that there are never anomalies associated to
nonseparating degenerations. Nonseparating degenerations only arise in loop amplitudes
56More precisely, we set s to be the sum of a large constant and an arbitrary, but fixed, function of the
remaining worldsheet moduli. This more careful statement is needed because q is a section of a complex
line bundle rather than a complex number, as explained at the end of section 6.5.4. We cannot simply set
q to 0 or s to ∞, since FW1,V2,...,Vn is typically singular at q = 0. See section 7.7 for more on these points.
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(a) (b)
PP
Figure 13. With only one external particle to the left (or right) of a separating degeneration,
the momentum P flowing through the separating line is constrained to be on-shell. This is the
configuration associated with mass renormalization. The configuration is sketched in string theory
and in field theory in (a) and (b), respectively.
(such as the one-loop diagram of fig. 4(b) in section 6.1.1), and loop amplitudes do not
make sense in theories with tachyons. So to discuss anomalies associated to nonseparating
degenerations, we should consider only tachyon-free theories, that is we should assume that
N ≥ 0 (possibly after projecting to the GSO-invariant part of the spectrum in the case
of superstring theory). In the case of a nonseparating degeneration, the momentum P
flowing through the separating line is an integration variable (the loop momentum). The
loop integration can be performed over the cycle on which P is real in Euclidean signature,
so that L0 is positive semidefinite and vanishes only when N and P both vanish. Away
from N = P = 0, exp(−sL0) vanishes exponentially. Since P = 0 has measure zero, there
is no anomaly associated to the fact that L0 = 0 just for P = 0. (Even for N = 0, the
integral
∫
dDP exp(−sL0) =
∫
dDP exp(−s(α′/4)P 2) vanishes for large s, though only as
a power of s.)
Going back to separating degenerations, there are two critical cases that actually do
cause trouble. These are the cases, sketched in figs. 13 and 14, in which the momentum
P flowing through the separating line is automatically on-shell. (The figures are drawn for
closed strings, though this involves jumping slightly ahead of our story.) In fig. 13, there is
just one external particle to the left of the separating line, so P is equal to the momentum
of that external particle and in particular is constrained to be on-shell. In fig. 14, there are
no external particles at all on the left, and momentum conservation forces P = 0, which is
on-shell in the case of a massless particle.
These then are the troublesome cases for superstring perturbation theory. We will
review the analogous issues in field theory in section 7.2, after which we explain some
basics of what happens in string theory. The issues that arise here will occupy us for most
of the rest of this paper.
What we have said so far generalizes straightforwardly to the other string theories.
For example, consider closed bosonic string theory. To extract a boundary term involving
a closed-string degeneration, we modify eqn. (6.53) for the closed-string propagator in the
following way. We keep the integration over α and the associated factor of Ψα = b0 − b˜0.
But we set s to a large constant and omit the factor of Ψs that is associated to the s
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P(b)(a)
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Figure 14. With no external particles at all to the left (or right) of a separating degeneration, the
momentum P flowing throught the separating line automatically vanishes. Hence a massless particle
flowing through this line is on-shell. This is the most troublesome configuration for superstring
perturbation theory.
integral. We are left with
2pi(b0 − b˜0)δL0−L˜0 exp(−s(L0 + L˜0)). (7.3)
By essentially the same arguments that we have given for open strings, an anomaly can
only arise from states of L0 = L˜0 = 0, and only for separating degenerations of the types
sketched in figs. 13 and 14. In passing from bosonic string theory to superstring theory,
the only modifications of the above formulas are the obvious factors of δ(β0)G0 in the
Ramond sector. These factors do not affect the discussion of which types of degeneration
can contribute anomalies.
7.2 Review Of Field Theory
Before trying to understand what is happening in string theory, it helps to review how the
troublesome cases are understood in field theory.
The two cases are completely different. In fig. 13, let the external particle flowing in
from the left have momentum p and mass m. Momentum conservation implies that the
momentum P of the separating internal line is simply equal to p. In an S-matrix element,
the external particle is always on-shell, so p2+m2 = 0. Consequently, if we directly evaluate
the contribution to the S-matrix from a Feynman diagram such as that of fig. 13(b), we
are sitting on top of the pole 1/(P 2 +m2) of the propagator. We cannot simply calculate
the S-matrix by summing Feynman diagrams with on-shell external particles.
The solution to this problem is well-known. Instead of computing an S-matrix element
directly, one introduces a local field O that can create the particle in question from the
vacuum, and one computes matrix elements of O. This enables one to vary the momentum
p (and therefore also P ) away from its mass-shell, and then by searching for a pole in the
matrix element of O, one recovers the appropriate S-matrix element. The effect of diagrams
such as that of fig. 13(b) is to shift the position of the pole away from its tree-level value;
this is called mass renormalization. Mass renormalization generally57 does not affect the
existence of a sensible perturbation expansion for a given theory. A physically sensible
57 There is a potential exception in the case of a theory that at tree level has a massless scalar; perturbative
effects of mass renormalization might make the scalar tachyonic, in which case the theory has no perturbative
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Figure 15. The shaded region represents symbolically the “tadpole” of a massless scalar field –
its amplitude to disappear into the vacuum. In general in quantum field theory, to make possible a
sensible perturbation expansion around a chosen classical vacuum, the tadpoles of massless scalar
fields must vanish.
perturbation expansion remains physically sensible, whatever the mass renormalization
effects may be.
Quite different is the configuration of fig. 14. There are no particle insertions at all
to the left of the separating line, so the momentum flowing through that line is P = 0.
Thus the separating line is on-shell if and only if it is associated to a field of mass 0. Let
us call this field w. The left half of fig. 14(b) represents a contribution to the “tadpole”
of w – the amplitude for a single w quantum to disappear into the vacuum. By Lorentz
invariance, this tadpole vanishes unless w is Lorentz-invariant. In practice, w is either a
massless scalar field or else the trace of the metric tensor.
If such a massless tadpole is non-zero, then the associated contributions to the scat-
tering amplitude are proportional to 1/0 – that is, they are proportional to the scalar
propagator 1/(P 2 + m2) at P = m = 0. Accordingly, for a theory to have a perturba-
tion expansion around an initially assumed classical vacuum, the tadpoles for all massless
scalars, computed in that vacuum, must vanish (fig. 15). Otherwise, one has to search for
an extremum of an appropriate quantum effective potential. Nonvanishing of the tadpole
means that this extremum will not coincide with the initially assumed value.
What can happen in detail depends on the underlying classical potential for the field
w. Rather than trying to be general, let us discuss the situation that prevails in ten-
dimensional supergravity and in other theories that arise as low energy limits of superstring
compactifications to d > 2 Lorentzian dimensions. Whenever there is a perturbative string
theory, there is always at least one massless scalar field at the classical level – the dilaton
field φ. Perturbation theory is an expansion in gst = e
φ, which is called the string coupling
constant. In particular, the effective action at string tree level is (in the closed-string
sector) proportional to 1/g2st = e
−2φ, and so the classical potential for φ, if not identically
zero, is a multiple of e−2φ. Since this function has no stationary point as a function of φ, a
classical vacuum that could represent the starting point of superstring perturbation theory
expansion near the originally considered classical vacuum. In practice, if there is a good reason – such as
supersymmetry or a spontaneously broken continuous bosonic symmetry – to have a massless scalar at
tree level, this usually prevents mass renormalization for the scalar in question. However, if (as in three-
dimensional theories with only two supercharges, for example), supersymmetry does allow perturbative
mass renormalization for massless scalars, then perturbation theory must be developed around a minimum
of an appropriate effective potential, not around an arbitrary classical vacuum.
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can only exist if the potential is identically zero as a function of φ at the classical level. By
familiar arguments [68], the relationship gst = e
φ implies that a stable vacuum accessible
to perturbation theory exists if and only if the effective potential for the dilaton field is
identically zero in perturbation theory, not just classically (in particular, the dilaton mass
renormalization must vanish as well as the dilaton tadpole). The basic idea here is that if
a non-zero effective potential is generated in loops, then for weak coupling or φ << 0, it
is dominated by the non-zero contribution of lowest order and has no critical point.58 If
other moduli are present – in addition to the expectation value of φ – this argument holds
for any values they may have. So for perturbation theory to work, the effective potential
must vanish identically as a function of the moduli of the compactification – or at least all
moduli that parametrize vacua that are accessible to perturbation theory.
7.2.1 The Importance Of Spacetime Supersymmetry
Such a result will not hold without a special reason. The reason usually considered is
spacetime supersymmetry. Typically, in the field theory that arises as the low energy limit
of a supersymmetric string compactification to d > 3 dimensions (or a compactification
with more than 2 unbroken supercharges to d = 3), it is straightforward to show that
supersymmetry remains unbroken to all orders of perturbation theory. Conversely, in the
relatively rare cases that supersymmetry is unbroken at tree level but is spontaneously
broken by loop effects, it is typically possible to predict this using the low energy effective
field theory.
For example, the arguments that are relevant for analyzing the behavior in perturbation
theory of a compactification to 4 dimensions with N = 1 supersymmetry are well-known.
If absent at tree level, a tadpole for the dilaton and other classical moduli can be triggered
only by loop corrections to the superpotential for chiral superfields, or a D-term for a
U(1) gauge field. A simple argument using holomorphy59 shows that a superpotential is
not generated in loops. As for a D-term, this can be generated in perturbation theory
for a U(1) gauge field that lacks a D-term at tree level, but only at the one-loop level.60
These are the necessary facts to understand the fate in perturbation theory of a classical
supersymmetric vacuum of closed oriented strings. For open and/or unoriented strings,
one also has to analyze one-loop anomalies, which we defer to section 9.
Supersymmetry breaking by loop effects is only harder to come by in models with more
unbroken supersymmetry at tree level, including all supersymmetric compactifications with
58The genus g contribution to the effective potential is a multiple of g2g−2st = exp((2g− 2)φ). When one
adds this to the kinetic energy of the metric and the gravitational field, which at the classical level is a
multiple of e−2φ(R+4∂Iφ∂Iφ), one finds that to get a classical solution in a homogeneous spacetime – even
with a cosmological constant – one needs a cancellation between contributions to the effective potential
associated to different values of g. Such cancellations may occur but only if gst is sufficiently large, so they
are not accessible to perturbation theory.
59The superpotential depends holomorphically on a complex field whose real part is the dilaton and
whose imaginary part is an axion-like field that in perturbation theory decouples at zero momentum.
This decoupling, plus the known dependence of loop corrections on the dilaton field, implies [69] that a
superpotential cannot be generated in loops.
60The Fayet-Iliopoulos D-term is a constant, independent of all fields. The known dependence of loop
corrections on the dilaton field implies [44] that such a constant can only be generated at one-loop order.
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d > 4. Rather than reviewing all the possible cases here, we will just jump to d = 10. A
rather general reasoning shows that if a supersymmetric action is going to have a non-
vanishing potential energy function V (φ) (or possibly V (φ, a) for Type IIB supergravity,
which has a second scalar field a as well as the dilaton φ), then the supersymmetrization
of this interaction will require a non-derivative Yukawa-like coupling Wij(φ)ψ
iψj that is
bilinear in fermion fields ψi. In general, these fermion fields might have spin 1/2 and/or
spin 3/2. In most of the ten-dimensional supergravity theories, Lorentz invariance makes
it impossible to write such a Yukawa-like coupling. (For example, in the supergravity limit
of the heterotic string, the massless neutral fermions are a spin 3/2 field ψI of one chirality
and a spin 1/2 field λ of opposite chirality; no Lorentz-invariant bilinear ψ2, ψλ, or λ2
exists. There are also massless chiral fermions in the adjoint representation of the gauge
group, and again there is no Lorentz-invariant and gauge-invariant fermion bilinear.) The
only ten-dimensional supergravity theory in which a non-zero effective potential (including
a constant potential – a cosmological constant) is not excluded by this simple argument is
the Type IIA supergravity. This theory actually does admit a supersymmetric deformation
with a nontrivial potential [70]. However, this deformation violates the symmetry (−1)FL ,
which assigns the value −1 (or +1) to states in the left-moving Ramond (or NS) sector,
and which is conserved in perturbative Type IIA superstring theory. When supplemented
by that last statement, low energy field theory predicts that a nontrivial potential cannot
be generated in any of the ten-dimensional superstring theories in perturbation theory.
We have here emphasized tadpoles for massless scalars, rather than for the trace of
the metric tensor. From a field theory point of view, in the absence of massless scalars (or
at least in the absence of massless scalar tadpoles), a tadpole for the trace of the metric
tensor simply represents the generation of a cosmological constant. Assuming that this
tadpole is finite and small, a perturbative expansion might exist in de Sitter or Anti de
Sitter spacetime. This situation is not realized in perturbative string theory (at least not
for d > 2), because the structure of string perturbation theory is such that if the dilaton
tadpole vanishes, the vacuum energy also vanishes and there is no tadpole for the trace of
the metric. It follows that in string theory compactifications, it is not necessary to study
a tadpole for the trace of the metric separately from the dilaton tadpole.
7.2.2 A Subtlety At Zero Momentum
It probably is no coincidence that in addition to it being unnecessary to analyze a tadpole
for the trace of the metric separately from that for the dilaton, it is also difficult to do
so. The reason for the last statement is that although at non-zero momentum, there are
separate conformal or superconformal vertex operators for the dilaton and the graviton,
at zero momentum there is only a single Lorentz-invariant conformal or superconformal
vertex operator, which represents the coupling of a linear combination of the dilaton and
the trace of the metric.
For example, for bosonic strings, the operator in question is c˜cηIJ ∂˜X
I∂XJ , while for
the heterotic string, it is c˜cδ(γ)ηIJ ∂˜X
IDθX
J . (Here ηIJ is the Lorentz metric.) These
formulas have simple modifications for the other superstring theories. In each case, there
is no other conformal or superconformal primary with the same quantum numbers. This
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a)
Σr
b)
Σ!Σ!
Figure 16. A string worldsheet Σ degenerates to a union of two branches Σ` and Σr in a manner
related to mass renormalization and anomalies. A dot represents a generic conformal vertex operator
which may be any of V2, . . . ,Vn, while a dot surrounded by a circle represents the QB-trivial vertex
operator V1 = {QB ,W1}. There are two interesting configurations – a separating degeneration (a)
on which all but 1 of V2, . . . ,Vn are on the same branch as V1, and a separating degeneration (b)
in which they are all on the opposite branch.
operator couples to a linear combination of the dilaton and the trace of the metric, as
analyzed in [71].
It is also true from the point of view of the low energy effective field theory that there
is only one tadpole condition at g-loop order. That is because the g-loop contribution to
the effective potential has a known dependence on the dilaton φ and the spacetime metric
G, namely it is proportional to
√
detG exp((2g− 2)φ).
It is possible to construct separate QB-invariant vertex operators for the dilaton and
the trace of the metric, but the “second” vertex operator is not conformal or supercon-
formal. As we remarked in section 2.4.4, methods to compute with such more general
vertex operators are known [17, 18], but involve some extra machinery beyond what we
have described in the present paper. For our purposes, we do not need to develop this
machinery, since the tadpole of an operator that is not superconformal cannot appear in a
superconformal formalism.
7.3 Back To String Theory
The reader may have noticed that although we began in section 7.1 with a discussion
of BRST anomalies in string theory, the field theory discussion of section 7.2 focused on
infrared singularities – poles associated to mass renormalization and massless tadpoles –
rather than anomalies. The two effects are different, but closely related. Both involve the
effects of on-shell intermediate particles.
It is possible to understand heuristically why, in string theory, mass renormalization
and massless tadpoles are associated to BRST anomalies. BRST symmetry in string theory
incorporates the mass shell condition for string states, so if the mass shell condition is
modified by quantum mass renormalization, this will show up as an anomaly in the classical
BRST symmetry. Likewise, BRST symmetry incorporates the equations of motion for
background fields. A non-zero massless tadpole means that the equations of motion have
not been satisfied, so BRST symmetry will fail.
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Σ! Σr
Figure 17. A separating degeneration related to tadpoles and the associated anomalies. All vertex
operators, including the BRST-trivial vertex operator labeled by a circle, are on the same branch.
In figs. 16 and 17, we have sketched the separating degenerations that can lead to
BRST anomalies. In each case, we consider a product of n conformal or superconformal
vertex operators V1, . . . ,Vn on a string worldsheet Σ, of genus g. These operators are all
QB-invariant, have canonical ghost number and (in the superstring case) picture number,
and are annihilated by bn, βm, n,m ≥ 0. We single out one of these operators, say V1,
to be BRST-trivial, obeying V1 = {QB,W1}, where W1 obeys the same conditions as the
Vi except that its ghost number is 1 less (and, of course, W1 is not QB-invariant). Σ
degenerates to a union of two components Σ` and Σr, where we can assume that V1 is
inserted on, say, Σ`. There are two interesting cases related to mass renormalization –
the operators V2, . . . ,Vn may be all but one on Σ` or all on Σr, as in figs. 16(a) and (b),
respectively. There is essentially only one configuration associated to massless tadpoles,
with all vertex operators on Σ`, as in fig. 17.
To properly understand any of these three cases, we need a sharper result than the
one that we obtained in section 7.1. Let us first recall the description in section 6.5 of the
residue of the pole at L0 = 0. In that analysis, we showed that the residue of the pole can
be computed by inserting on each side conformal vertex operators associated to physical
states. For example, for bosonic open strings, according to eqn. (6.84), the residue is
computed by inserting
∑
i cUi ⊗ cU i, where the sum runs over a complete set of matter
primaries of L0 = 1 (modulo null vectors), and the two factors are to be inserted on Σ` and
Σr, respectively. An essential point here is that the residue of the pole can be computed
by inserting only the vertex operators associated to physical states, not to more general
states of L0 = 0. (In fact, the conformally-invariant formalism assumed in this paper does
not enable us to define insertions of such more general vertex operators.)
By contrast, in section 7.1, we associated the anomaly to states of L0 = 0 propagating
between Σ` and Σr, but we did not restrict these to physical states. To understand the
BRST anomalies associated to the processes sketched in the above figures, we need a
sharper result, more similar to that of section 6.5, relating the anomaly to couplings of
physical states.
There is an obvious and almost correct guess for how to compute the anomaly. One
step in the derivation in section 7.1 was to omit the usual factor of b0 that appears in
the residue of the 1/L0 pole. According to (6.89), this means that we need to replace
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∑
i cUi ⊗ cU i by ∑
i
(c∂cUi ⊗ cU i + cUi ⊗ c∂cU i). (7.4)
So on either Σ` or Σr we must insert an operator c∂cUi rather than cUi, with ghost number
greater by 1 than the canonical value. On the other hand, when we calculate the anomaly
by evaluating the right hand side of eqn. (7.1), one of the operators inserted on Σ` is
the operator W1, whose ghost number is less by 1 than the canonical value. So to get a
non-zero path integral, we should insert c∂cUi on Σ` and the conformal vertex operator
cU i on Σr.
Both the derivation and the conclusion in the last paragraph are oversimplified. This
must be so for the following simple reason: our formalism does not allow an insertion of
the operator c∂cUi, since it is not annihilated by b0. A more precise explanation is given
in section 7.7. However, it is true that, as the heuristic argument in the last paragraph
suggests, the anomaly can be evaluated as a sum of contributions in each of which a
conformal or superconformal vertex operator is inserted on Σr. Thus, the anomaly can be
evaluated as a path integral on Σr with an insertion of
O =
∑
i
aiY i, (7.5)
where the sum runs over all conformal or superconformal vertex operators Y i of the appro-
priate momentum and the coefficients ai are computed by path integrals on Σ`. For open
bosonic strings, the Y i are cU i, where U i are matter primaries of L0 = 1. The analogs for
the other string theories are familiar.
We can now get a clearer understanding of the various BRST anomalies. Let us begin
with the tadpole-like diagram of fig. 17. The genus gr of Σr is strictly positive (or the
indicated degeneration would not arise in the Deligne-Mumford compactification).61 For
such a degeneration, the anomaly can be computed by inserting O = ∑i aiY i on Σr, where
the Y i are conformal or superconformal primaries of spacetime momentum P = 0. Thus
the anomaly is
∑
i ai〈Y i〉gr , where 〈Y i〉gr is the tadpole of Y i in genus gr. In particular, if
the massless tadpoles vanish, then the anomalies associated to the tadpole diagrams also
vanish. The reader would probably guess this result based on sections 7.1 and 7.2.
The basic fact about fig. 17 is really the tadpole (the perturbative vacuum does not
satisfy the loop-corrected equations of motion) rather than the BRST anomaly (which
reflects the fact that in string theory the equations of motion are built into the BRST
symmetry). For oriented closed strings, there is not really a BRST anomaly independent
of the equations of motion. Matters are different for open and/or unoriented strings, as we
analyze in section 9.4. In that case, anomalies have a life of their own, independent of the
equations of motion.
61 With the right definition of the genus, this statement holds in all string theories, not just closed
oriented string theory. For any possibly open or unorientable string worldsheet Σ of Euler characteristic
χ, we define the genus g by χ = 2 − 2g. For example, by this definition, a disc has g = 1/2. The general
topological constraint for fig. 17 to be relevant in string perturbation theory is then indeed simply gr > 0.
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The next most obvious case is perhaps fig. 16(a) in which there is just one vertex
operator, say Vn, supported on Σr. The anomaly is∑
i
ai〈Y i Vn〉gr . (7.6)
By momentum conservation, we can assume that the spacetime momentum carried by Y i is
minus that of Vn. The expression 〈Y i Vn〉gr represents a genus gr coupling of two physical
states; it is a contribution to mass renormalization for the physical states in question. Thus
if the state corresponding to Vn undergoes no mass renormalization in genus gr, then there
is no anomaly of this type. This again is probably the result that the reader would guess.
We are left with the anomaly of fig. 16(b). This is best-understood as a loop correction
to classical BRST symmetry. At tree-level, the state {QB,W1} decouples from the S-
matrix. The genus g` of Σ` is strictly positive,
62 or the configuration of fig. 16(b) does not
arise in the Deligne-Mumford compactification. The anomaly of fig. 16(b) means that in
genus g ≥ g`, the coupling of {QB,W1} is not zero but equals the coupling of O =
∑
i aiY i
in genus gr. In other words, what decouples is not {QB,W1} but
QB(W1) = {QB,W1} − g2g`st O(W1), (7.7)
where we write O(W1) (and not just O) to emphasize that O is a linear function of W1.
Since O(W1) is a physical vertex operator, obeying {QB,O(W1)} = 0, the deformation
preserves the fact that Q2B = 0, to this order. Thus, BRST symmetry is retained in this
order, but deformed. We discuss the physical interpretation of this phenomenon in section
7.4.
Going back to fig. 16(a), one might be slightly puzzled about why mass renormal-
ization of the string state associated to Vn causes an anomaly in the BRST symmetry
V1 → V1 + {QB,W1} associated to particle 1. An intuitive reason for this has already
been explained. To show vanishing of 〈{QB,W1} V2 . . .Vn〉, one needs BRST invariance
of V2, . . . ,Vn. But since classical BRST symmetry incorporates the mass shell conditions,
mass renormalization of the string states associated to V2, . . . ,Vn implies a correction to
the condition of BRST invariance for those vertex operators, leading to a failure of BRST-
invariance for V1.
We can write a formula for the correction to BRST symmetry of physical states by
representing the anomaly by the operator insertion in (7.4). Given this and defining yi =
〈cU i Vn〉Σr , the anomaly amounts to replacing {QB,Vn} by
∑
i y
ic∂cUi. The corrected
BRST symmetry is
QB(Vn) = {QB,Vn}+
∑
i
yic∂cUi, (7.8)
a formula described in [67]. Eqns. (7.7) and (7.8) give the leading corrections to the BRST
symmetry for two adjacent values of the ghost number, corresponding to gauge parameters
and physical states, respectively. A systematic framework to study such deformations to all
orders has been developed [22], though this has not been expressed in the super Riemann
surface language.
62See footnote 61 for the most general version of this statement.
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7.4 Gauge Symmetry Breaking
Our next task is to explain the physical meaning of the correction to BRST symmetry
described in eqn. (7.7). At least for gauge symmetries of massless string states, this
correction represents spontaneous breaking of gauge symmetry. (For massive string states,
the gauge symmetries are already spontaneously broken at tree level, so the corrections to
the BRST transformations do not seem to have an interpretation in terms of spontaneous
symmetry breakdown.)
For example, V1 might be the vertex operator of a gauge field A that is massless at
tree level. In bosonic open string theory, we might have V1 = c ε · ∂X exp(ip ·X), where p
and ε are momentum and polarization vectors, obeying p2 = ε ·p = 0. In this example, the
gauge parameter is W1 = exp(ip ·X); it generates the gauge transformation ε → ε − iλp
(where λ is a constant). We could consider in a similar way any other string theory that
has a massless gauge field at tree level, coming from an open- or closed-string state; the
specific formulas for V1 and W1 will not be important for now. The operator W1 is not
the vertex operator of a physical state, since it is not QB-invariant, but O(W1), if not
zero, is the vertex operator of a physical state with the same Poincare´ quantum numbers
as W1. So it carries spacetime momentum p and is invariant under the little group (the
subgroup of Lorentz transformations that keep p fixed). In other words, O(W1) is the
vertex operator of a scalar field σ that is massless at tree level. That is the key point. The
formula QB(W1) = QB(W1)−g2g`st O(W1) tells us that a gauge transformation ε→ ε− iλ p
generated by W1 must be accompanied by an insertion of the O(W1) vertex operator with
a coefficient −g2g`st λ or in other words by the shift
σ → σ − g2g`st λ. (7.9)
This leads to what is usually called gauge symmetry breaking. The essential phenomenon
(but without the factor of g
2g`
st ) is exhibited by the basic Stueckelberg model of U(1) gauge
symmetry breaking, ∫ (
FIJF
IJ + (∂Iσ +AI)
2
)
, (7.10)
which is invariant under A → A + ∂λ, σ → σ − λ. In vacuum, σ = 0 up to a gauge
transformation; in expanding around this vacuum, A is a massive spin 1 particle.
The power of gst given in eqn. (7.9) is correct if A and σ are both closed-string states
or both open-string states; it requires some modification otherwise, as we discuss presently.
This power of gst, which is not a constant but equals e
φ with φ the dilaton field, is unnatural
in the context of gauge symmetry breaking and this gives one reason to suspect that the
phenomenon just described will be hard to realize in string theory. This is true and will
be explained below.
For another example, V1 might be the vertex operator for the massless spin 3/2 grav-
itino field ψI in a supersymmetric string compactification. In that case,W1 would have the
Poincare´ quantum numbers of a spin 1/2 field obeying the massless Dirac equation, and
O(W1) is the vertex operator for a physical fermion field λ that is massless at tree level.
(The fermion fields corresponding to V1 and to O(W1) have the same spacetime chirality.)
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The anomaly means that a gravitino gauge transformation, which at the linearized level is
ψI → ψI + ∂Iζ, where ζ is a c-number spinor field with the same chirality as ψ, must be
accompanied by
λ→ λ− g2g`st ζ. (7.11)
λ is usually called the Goldstino, and what we have just described is spontaneous breaking
of supersymmetry.
For a further example, one might be tempted to consider p-form gauge fields arising
in the Ramond-Ramond sector of superstrings. However, these are not a useful example
because in perturbative string theory there are no Ramond sector gauge parameters63 at
the massless level; the first Ramond sector gauge parameter arises at the first massive level
(see eqn. C.9). Instead, the last example relevant to our discussion arises for the B-field of
closed oriented strings. If V1 is the B-field vertex operator, then the corresponding gauge
parameter
W1 = εI · (cz∂zXI − c˜z˜∂z˜XI) exp(ip ·X), p2 = ε · p = 0, (7.12)
has the Poincare´ quantum numbers of a U(1) gauge field, and O(W1), if not zero, actually
is the vertex operator for a U(1) gauge field A that is massless at tree level. The anomaly
means that a B-field gauge transformation BIJ → BIJ +∂IλJ−∂JλI must be accompanied
by AI → AI − g2g`st λI . This results in the breakdown of B-field gauge-invariance; A can be
gauged away and B becomes massive [72].
Based on field theory intuition, one might surmise – correctly – that the phenomena
we have described here are actually rather rare among string theory compactifications.
We have already explained in section 7.2.1 that spontaneous supersymmetry breaking by
loops – in models in which supersymmetry is unbroken at tree level – can occur only under
rather special circumstances. The only known models are those described in [44], involving
the generation of a Fayet-Iliopoulos D-term at one-loop order. For ordinary bosonic gauge
symmetries, the difficulty in triggering symmetry breaking by loops is even more obvious.
If all charged scalar fields have positive masses at tree level, then perturbative quantum
corrections cannot trigger gauge symmetry breaking; if there is a charged scalar field with
a negative mass squared at tree level, then the gauge symmetry was spontaneously broken
already classically. For a gauge symmetry unbroken at tree level to be spontaneously broken
by weak quantum corrections, there must be a charged scalar field that is massless at tree
level and acquires a negative mass squared from perturbative quantum corrections.
This is obviously rather special, but it can be natural if supersymmetry accounted
for existence of massless charged scalars at tree level and is spontaneously broken by loop
effects, as in the models of [44]. But even then, this mechanism for gauge symmetry
breaking as a result of loop effects does not correspond to the BRST anomaly described
in eqn. (7.7). That anomaly is a loop correction to the gauge transformation laws of the
fields, not to the masses.
63This is related to the fact that the vertex operator of a Ramond-Ramond field, in the canonical picture
which we use to compute the S-matrix, describes the p+1-form field strength rather than the p-form gauge
field. See section 6.2.2 for one explanation of that fact.
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Field theory offers only less guidance about how spontaneous breakdown of B-field
gauge symmetry might be triggered by small quantum corrections.
7.4.1 Examples
Given all this, one might despair of finding an example in which the perturbative BRST
anomaly of eqn. (7.7) occurs for bosonic gauge symmetries of massless modes of string
theory. In fact, this happens only in a very restricted way. To understand where to
look, it helps to start with something that was explained in sections 2.5.3 and 4.3.1 for
closed bosonic strings and the NS sector of closed superstrings. (The phenomenon under
discussion does not occur for the R-R sector, as explained above.)
The key point is that in those cases, the gauge invariances of massless fields can be
proved by integration by parts on the worldsheet Σ, as opposed to the moduli space of
Riemann surfaces. We consider a closed-string vertex operator V whose integrated form is
V . V is a (1, 1)-form constructed from the matter fields only, and couples via the integral∫
Σ V . A gauge transformation acts by V → V + dW , where W is a 1-form constructed
from the matter fields. For example, if V is the vertex operator of the B-field of the closed
oriented bosonic string, then
W = εI dX
I exp(ip ·X), p2 = ε · p = 0. (7.13)
The gauge symmetry is simply the vanishing of
∫
Σ dW . In closed-string theory, there is no
problem with the vanishing of that integral. The only singularities in the integral occur
when W meets another vertex operator X , in which case the worldsheet Σ splits off a genus
zero component containing W and X . This is not a degeneration of the form of fig. 16(b)
that can lead to quantum corrections to gauge-invariance; the total momentum carried by
W and X is generically off-shell, so a collision between them does not lead to an anomaly.
The situation for open-string vertex operators is no different. If W is an open-string
vertex operator, its integrated form is a 1-form W , constructed from the matter fields,
that couples via
∮
∂ΣW . A gauge transformation acts by W → W + dP , where now P is
a scalar or 0-form operator constructed from the matter fields. But dP decouples, since∮
∂Σ dP = 0. Again, there may be singularities where P meets another open-string vertex
operator, but they do not affect the vanishing of the integral.
But something new does happen in the combined theory of open and closed strings,
specifically for the case of a closed-string gauge parameter. Let us go back to the closed-
string vertex operator V with integrated form V and gauge-invariance V → V + dW .
Clearly, if Σ has a nonempty boundary, then
∫
Σ dW need not vanish. Rather, by Stokes’s
theorem, it equals
∫
∂ΣW . Here we can regard W as an open-string vertex operator, in
integrated form. For example, in the case that V was the vertex operator for the BRST-
invariant B-field, the gauge parameter W was presented in (7.13), and we recognize it as
the classic formula for the vertex operator of a massless open-string gauge field. When
W is understood as an open-string vertex operator, rather than a closed-string gauge
parameter, we will denote it as Wopen. The corresponding unintegrated vertex operator is
Wopen = cWopen.
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Clearly, in this situation, the closed-string mode that is represented (in integrated
form) by V = dW does not decouple from the S-matrix; rather its coupling is that of
the open-string mode with integrated vertex operator Wopen, as originally explained long
ago [72]. (The original construction was for breakdown of B-field gauge invariance; to get
a similar model with breaking of a U(1) gauge symmetry, it suffices to compactify the
target space on a circle, whereupon part of the B-field becomes a U(1) gauge field which
undergoes the same mechanism.) In our terminology, the fact that the closed-string pure
gauge mode V = {Q,W} (or in integrated form V = dW ) does not decouple, but rather
couples via the open-string vertex operator Wopen, is expressed in the form
O(W) =Wopen, Wopen = cWopen. (7.14)
Indeed, this type of example perfectly illustrates eqn. (7.7). The boundary term that
prevents decoupling of dW occurs when W approaches the boundary of Σ. From the
point of view of the Deligne-Mumford compactification, this means that Σ splits off an
additional component Σ` which is a disc that contains W, but contains none of the other
vertex operators that may originally have been present. (See section 9.2.1 for more on
such open-string degenerations.) In other words, this example fits the framework of fig.
16(b), with Σ` being a disc, V1 = {Q,W1} being a closed-string vertex operator, O(W1)
an open-string vertex operator, and no restriction on Σr or V2, . . . ,Vn.
Though it perfectly fits the framework of fig. 16(b), the example challenges the termi-
nology that we used in describing that figure. A worldsheet with disc topology generates
the classical action of open strings, but is a correction of some sort – it is not clear that one
should call it a quantum correction – for the closed strings. With the most natural way
to normalize the vertex operators, there is no factor of gst in the correction to BRST sym-
metry in this example; instead the transformation W → O(W) maps closed-string gauge
parameters to open string vertex operators (whose natural scaling with gst is different).
For example, for the breakdown of B-field gauge symmetry, the action is naturally written∫
dDx
(
1
g2st
H2IJK +
1
gst
(∂IAJ − ∂JAI +BIJ)2
)
, H = dB. (7.15)
The gauge symmetry is δBIJ = ∂IλJ − ∂JλI , AI → AI − λI , with no factor of gst.
Symmetry breaking by mixing of open and closed strings can also occur for space-
time supersymmetry; this is discussed in section 9.2.3. But, even though there are severe
constraints, there are additional possibilities for spontaneous breaking of spacetime super-
symmetry by loop effects that do not have analogs for gauge symmetries associated to
massless bosonic gauge fields. That is because (section 5.4) there is no forgetful map for
Ramond punctures. Decoupling of a pure gauge mode of the gravitino field can only be
proved by a full integral over the moduli space of super Riemann surfaces, not simply by
an integral over Σ. As a result, some of the arguments that apply for bosonic gauge sym-
metries cannot be used to constrain supersymmetry breaking by loops. In particular, in
the models described and studied in [39, 42, 44], the phenomenon of fig. 16(b) does occur,
with Σ` having genus 1. From the point of view of low energy effective field theory, what
happens is the following. At tree level, the theory has a massless neutral spin 1/2 field λ
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with a supersymmetry transformation law δλ = D + . . . , where D is the auxiliary field in
the vector multiplet associated to a U(1) gauge symmetry. At tree level, D vanishes in a
vacuum with unbroken U(1) gauge symmetry. At one-loop order, the value of D in such
a vacuum is shifted by a constant ζ (called the Fayet-Iliopoulos term) and so the trans-
formation law becomes δλ = ζ + . . . , where the . . . terms are bilinear and higher order
in charged fields. The constant term means that, at least if we keep the U(1) unbroken,
supersymmetry is spontaneously broken. (For a framework, not expressed in terms of super
Riemann surfaces, in which one can study the restoration of supersymmetry with the U(1)
symmetry spontaneously broken, see [23].)
From the vantage point of the present paper, the main importance of the phenomenon
depicted in fig. 16(b) is that it is a failure mode for superstring perturbation theory. We
have to know that loop corrections do not trigger the breaking of spacetime supersymmetry
in order to have any hope of using supersymmetry to prove the vanishing of massless
tadpoles. Happily, there is no difficulty, as supersymmetry breaking by loops is highly
constrained and it is possible to effectively determine when it occurs.
7.4.2 Some Miscellaneous Remarks
We conclude this discussion with some miscellaneous remarks.
First of all, spontaneous gauge symmetry breaking always leads to mass renormaliza-
tion, since the gauge field gains a non-zero mass. When this happens, as in any situation
with mass renormalization, the S-matrix diverges if one attempts to calculate on the clas-
sical mass shell.
Although spontaneous gauge symmetry breaking always leads to mass renormalization
for a massless gauge field, the converse is not true. (In contrast to gauge symmetry break-
ing, the phenomenon that we are about to describe is limited to abelian gauge fields.) For
example, consider a closed-string compactification to four dimensions with a U(1) gauge
field A and also a two-form gauge field B. At tree level, the action is schematically∫
R4
d4x e−2φ
(
(dA)2 + (dB)2
)
. (7.16)
At one-loop order, one may generate a gauge-invariant interaction∫
R4
B ∧ dA. (7.17)
This interaction can only be generated at one-loop order, since the presence of a non-
zero power of gst = e
φ would spoil the invariance under the B-field gauge transformations
B → B+dΛ; the proof of this invariance requires integration by parts. If generated, the in-
teraction (7.17) leads to mass renormalization for A and B, without modifying the classical
gauge-invariance. The fact that this interaction can only be generated at one-loop order
means that it is possible, in a given string theory compactification, to effectively determine
whether it is generated or not. The main known case in which such a one-loop interaction
is generated is the class of models studied in [39, 42, 44]. The mechanism for generating
this interaction in these models is as follows: in certain heterotic string compactifications
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to four dimensions, the ten-dimensional Green-Schwarz interaction B ∧TrF 4 + . . . (which
arises in heterotic string theory at one-loop order) generates the interaction (7.17). When
this interaction is generated at one-loop order, the one-loop S-matrix elements of A or B
are divergent, because of the mass renormalization or more precisely the on-shell pole that
results from the A-B mixing.64
From a field theory point of view, in such a four-dimensional model, one can dualize B
to a scalar field σ. In the dual description, A gets a mass from gauge symmetry breaking.
Outside of perturbation theory, there is no distinction between massless spin-zero particles
that are associated to spin-zero fields and those that are associated to two-form fields;
nonperturbative dualities can exchange different descriptions of the same massless modes.
In string perturbation theory, however, there are two kinds of massless spin-zero mode in
four dimensions – those whose vertex operator is derived from a zero-form and those whose
vertex operator is derived from a two-form. Therefore, in perturbation theory, the two
mechanisms for an abelian gauge field to gain a mass, by mixing with a spin-zero mode of
one of the two types, are distinct. Both mechanisms are severely restricted, in ways that
we have explained.
7.4.3 Restricting To The Massless S-Matrix
Although perturbative mass renormalization is heavily constrained for massless gauge
fields, it is almost ubiquitous for massive string states. The only obvious exception is
that in some models, massive BPS states are not subject to mass renormalization.
This leads us to a problem that will place a significant restriction on what we can
accomplish in the rest of this paper. As soon as there is mass renormalization, the usual
conformal or superconformal framework of superstring perturbation theory does not work.
It is necessary to go slightly off-shell in order to proceed. This can be done by endowing
all Riemann surfaces or super Riemann surfaces with local parameters at punctures (in
the super Riemann surface case, the analog of a local parameter is a local system of
superconformal coordinates). This approach goes back to [17, 18] and has been much
developed recently for superstrings (in the language of picture-changing operators, not
super Riemann surfaces); for example see [19–24].
However, in the present paper, to avoid an extra layer of complication, we prefer to
avoid these issues. Therefore, we will limit ourselves in the rest of this paper to studying
the S-matrix of massless particles. Moreover we will consider only supersymmetric theories
and more specifically only theories in which spacetime supersymmetry and general consid-
erations of low energy field theory suffice to show that in perturbation theory there is no
spontaneous supersymmetry breaking and no mass renormalization for any of the particles
that are massless at tree level. (This includes most supersymmetric theories, as we have
explained.)
64This example is rather tricky. Even when the interaction (7.17) is generated at one-loop level, the
on-shell one-loop two-point function 〈AB〉 vanishes. (This follows just from conservation of angular mo-
mentum.) Accordingly there is no one-loop BRST anomaly. However, as stated in the text, the mixing and
the resulting pole do cause a divergence in one-loop S-matrix elements of A or B.
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The restriction to the massless S-matrix is unfortunate. However, in one sense the
restriction is less severe than it might appear. Massive particles that decay to stable ones
are most precisely understood as resonances in the S-matrix of massless particles, so it is
really only the existence of stable massive particles that obstructs our ability to compute the
complete S-matrix in perturbation theory. For example, in four of the five ten-dimensional
superstring theories, the massive string states are all unstable against decay to massless
ones, so the massless S-matrix is the complete S-matrix in perturbation theory. The
exception is the Spin(32)/Z2 heterotic string, whose perturbative spectrum includes stable
massive particles in the spinor representation of the gauge group.
7.5 Massless Tadpoles In String Theory
Ultimately, the most critical question for superstring perturbation theory is to make sure
that the vacuum state that one attempts to construct in perturbation theory is not desta-
bilized by massless tadpoles. The show this, we will use spacetime supersymmetry. As
just explained, we consider only the massless S-matrix, and only string compactifications
in which there is no perturbative mass renormalization for massless particles.
Additionally, to begin with, we consider only closed oriented strings. This leads to
several simplifications. One immediate simplification is that for closed, oriented strings, we
only have to consider tadpoles in the NS sector (or the NS-NS sector in the case of Type
II superstrings). R-R tadpoles are prevented both by the (−1)FL symmetry65 of closed
oriented Type II string theory, and by the decoupling of R-R fields at zero momentum.
In open and/or unoriented superstring theory, there are some new ingredients (there is
no (−1)FL symmetry, and the decoupling of R-R fields at zero momentum can fail under
certain circumstances), and R-R tadpoles become relevant. We discuss these matters in
section 9.
The proof that the amplitudes are spacetime supersymmetric and free of massless
tadpoles will proceed by induction in the genus g of the string worldsheet. Assuming that
there are no massless tadpoles and that spacetime supersymmetry holds up to genus g− 1,
we will show that this is also true in genus g.
The arguments are deferred to section 8. However, one important detail about the
interpretation of the result will be explained here.
Whenever one has a perturbative superstring S-matrix, it depends on at least one
modulus, namely the string coupling constant gst = e
φ. There may possibly be other
moduli. Let Z be the moduli space that is parametrized by gst and any other moduli.
The output of our discussion will be to show that the perturbative S-matrix is well-defined
as a function on Z. But in general there is no reason to expect Z to have a natural
parametrization in terms of fields such as φ.
We will find that in general there is no such natural parametrization. This will be
the conclusion of an analysis in section 7.6 of infrared divergences and their regularization.
We will find that when massless tadpoles vanish, the integrals that have to be evaluated
65The superconformal formalism only works when the expectation values of R-R fields vanishes. This
ensures the existence in perturbation theory of a symmetry (−1)FL that acts as +1 or −1 on states from
the left-moving NS or R sector.
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Σ Σr
ℓ
Figure 18. A Riemann surface Σ splits into two components Σ` and Σr. All external vertex
operators are on Σ`.
to compute the S-matrix are convergent, but only conditionally so. Different infrared
regulators lead to results for the S-matrix that differ by reparametrizations of Z. (Some
of the issues have been treated in [73].)
What we have just explained has an analog for wavefunction renormalization (section
7.6.3). When mass renormalization vanishes, this causes the cancellation of certain loga-
rithmically divergent contributions to the scattering amplitudes. One is left with integrals
that are conditionally convergent. The result of regulating these conditionally convergent
integrals is unique up to a coupling-dependent renormalization of the vertex operators that
are used to compute the scattering amplitudes. So the S-matrix is naturally determined,
but the vertex operators that are used to evaluate it are not.
Though this will not be explored in the present paper, one anticipates that in compact-
ifications with much unbroken supersymmetry, Z will often have a natural parametrization
or at least a small class of natural parametrizations. This would correspond in our analysis
in section 7.6 to using supersymmetry to find a distinguished infrared regulator.
7.6 What Happens When The Tadpole Vanishes
7.6.1 Conditionally Convergent Integrals
In describing how to proceed when tadpoles vanish, we will use the language of bosonic
string theory since the subtleties of worldsheet and spacetime supersymmetry play no
essential role. We ignore the tachyon of bosonic string theory as we are really interested in
applying the reasoning that follows to tachyon-free superstring theories. (For a systematic
approach to these issues, not expressed in the super Riemann surface language, see [22].)
We consider the separating degeneration of fig. 18 in which a Riemann or super
Riemann surface surface Σ splits into two components Σ` and Σr; the delicate case is that
all external vertex operators are on one branch, say Σ`. In bosonic string theory, the
splitting is described by an equation
xy = q, (7.18)
where x and y are local parameters on Σ` and Σr respectively, and q is a complex param-
eter that controls the degeneration. In superstring theory, q is replaced by an analogous
parameter qNS or qR, defined in section 6.4.5, and the analysis then proceeds in the same
way.
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In general, Σ is a Riemann surface of genus g with n punctures, and Σl and Σr are of
genus g` and gr with g` + gr = g. The complex structures of Σ is parametrized by Mg,n,
the moduli space of Riemann surfaces of genus g with n punctures. We write M̂ for the
Deligne-Mumford compactification ofMg,n that arises if one allows degenerations such as
the one at q = 0.
If we set q = 0 in (7.18), then Σ decomposes as the union of Σ` and Σr, joined together
at the single point x = y = 0. This defines a divisor D ⊂ M̂, and this divisor has a very
simple structure, as already explained in eqn. (6.66):
D = M̂` × M̂r. (7.19)
Here M̂` and M̂r are the Deligne-Mumford compactions ofM` andMr, which parametrize
complex structures on Σ` and Σr, respectively. This just says that at q = 0, the moduli of
Σ` and Σr (including the choices of the points at which they are glued together to make
Σ) can be varied independently, and a choice of those moduli determines Σ.
if all external vertex operators are on Σ`, then M̂` is a copy of M̂g`,n+1, which
parametrizes a genus g` surface with n + 1 punctures. The n + 1
th puncture is the point
at which Σ` is glued to Σr. Similarly in this situation, M̂r is a copy of M̂gr,1.
Near D, M̂ is parametrized by q as well as D and can be approximated as a small
neighborhood of D embedded as the zero section of a complex line bundle N → D. N
is the normal bundle to D in M̂. The parameter q in (7.18) is not well-defined as a
complex number, because its definition depends on the choices of local parameters x and
y. Rather, q is a linear function on the line bundle N (or equivalently a section of N−1).
The transformation of q under a change in the local parameter was described explicitly in
eqn. (6.111). The only aspect of that formula that we will use is that q is well-defined up
to a transformation
q → ef`+frq. (7.20)
Here f` is a function on M̂` and reflects the dependence of q on the choice of x; similarly,
fr is a function on M̂r and reflects the dependence of q on the choice of y. The factorized
form of (7.20) reflects the fact that N is the tensor product of a line bundle over M̂` and
one over M̂r:
N = L` ⊗ Lr, (7.21)
as described in more detail in section 6.1.3 of [16].
The g-loop contribution to a scattering amplitude is obtained by integrating over M̂
a differential form F (g|δg), which of course depends on the momenta pi and the other
quantum numbers ζi of the external string states:
Ag(p1, ζ1; . . . ; pn, ζn) =
∫
M̂
Fp1,ζ1;...;pn,ζn(g|δg) (7.22)
We usually write just F (g|δg) or simply F rather than Fp1,ζ1;...;pn,ζn(g|δg). The contribution
to F of a massless scalar of zero momentum that propagates between Σ` and Σr was
analyzed in section 6.2. It factors as the product of d2q/qq multiplied by a form G` on
M̂` and a form Gr on M̂r. (We use here the language of bosonic string theory and do not
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distinguish q˜ from q; d2q is short for −idq dq.) The forms G` and Gr describe the coupling
of a single massless scalar of zero momentum to the surfaces Σ` and Σr, respectively, in
addition to the n external strings that are already coupled to Σ`. The singular part of the
integral at q = 0 is thus
Ag,sing =
s∑
α=1
∫
d2q
qq
∫
M̂`
G`,α
∫
M̂r
Gr,α. (7.23)
The sum runs over all massless scalars φα, α = 1, . . . , s, that might contribute tadpoles.
The factor 1/qq is qL˜0−1qL0−1 with L˜0 = L0 = 0.
The integral (7.23) diverges at q = 0. On the other hand, our hypothesis that the
g-loop tadpoles vanish means that∫
M̂r
Gr,α = 0, α = 1, . . . , s. (7.24)
So the divergence at q = 0 is multiplied by 0, rather like the 0/0 that one gets in field
theory if the tadople vanishes.
Suppose that we cut off the integral by placing a lower bound |q| ≥  for some small
 > 0. The integral66 ∫
<|q|<Λ
d2q
qq
(7.25)
diverges for  → 0 as −4pi log , but the coefficient of log  vanishes after integration over
M̂` × M̂r, because of (7.24). So the cutoff integral
Ag, =
∫
M̂
F (g|δg), (7.26)
where M̂ is the region in M̂ defined by |q| ≥ , has a limit as  → 0. Vanishing of the
tadpoles has made the scattering amplitude convergent.
This is not the whole story, however, since q is really not a complex number, as assumed
in the above derivation, but a section of the line bundle N−1. This bundle is topologically
nontrivial, so there is no way to trivialize it (even if we do not ask to do so holomorphically).
However, what we need to make sense of the cutoff that we used is not a trivalization of N
but merely a hermitian metric on N , or equivalently on N−1. The condition |q| >  means
that the norm of q, computed using some chosen hermitian metric on N−1, is greater than
. A change in the hermitian metric on N−1 would be equivalent to replacing the cutoff
condition |q| >  by |q| > eh, for some real-valued function h on M̂` × M̂r. This has the
effect of shifting log  to log  + h. This does not affect the fact that Ag has a limit for
→ 0, but it shifts the value of the limit by
Ag → Ag − 4pi
∑
α
∫
M̂`×M̂r
hG`,αGr,α. (7.27)
66Λ is an irrelevant cutoff at large |q|. The approximation (7.23) to the integral over M̂ is only valid for
q small.
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This is certainly not zero in general, so we seem to be in trouble.
What saves the day is the following. Since N−1 is the tensor product of a line bundle
on L−1` → M̂` and a line bundle L−1r → M̂r, it is natural to choose the metric on N−1 to
be the tensor product of a metric on L−1` and a metric on L−1r . This means that we can
naturally restrict to the case that h = h` + hr, where h` and hr are functions on M̂` and
M̂r, respectively. Using the vanishing tadpole condition (7.24), we see that h` does not
contribute to the integral in (7.27). Defining
∆grφα = −
1
4pi
∫
M̂r
hrGr,α, (7.28)
the metric dependence of Ag is
Ag → Ag +
∑
α
∆grφα
∫
M̂`
G`,α. (7.29)
Here
∫
M̂` G`,α is the genus g` contribution to a scattering amplitude with the n vertex
operators that we started with plus one more vertex operator that represents a φα field
at zero momentum. This insertion gives the derivative of the scattering amplitude with
respect to φα. So we can interpret (7.29) as
Ag → Ag +
∑
α
∆grφα
∂
∂φα
Ag` , (7.30)
where Ag` is the genus g` contribution to the scattering amplitude under study.
However, what we have analyzed here is a particular degeneration corresponding to the
decomposition g = g` + gr. For the full story, we have to sum over all such degenerations,
analyzing each one in the same way. This gives
Ag → Ag +
∑
g`+gr=g
∑
α
∆grφα
∂
∂φα
Ag` . (7.31)
The full perturbative scattering amplitude is A = ∑∞g=0Ag. We include factors of
the string coupling constant gst in the definition of Ag (so explicitly Ag is proportional to
g2g−2st ), so this infinite sum is really an expansion in powers of gst. In perturbation theory,
one views this sum over genus as a formal power series in powers of gst. The reason to
not write explicitly the powers of gst is that we do not want to treat the dilaton, whose
expectation value determines gst, differently from the rest of the φα. Similarly, we define
∆φα =
∑∞
gr=0
∆grφα. Now, summing (7.31) over g, we find that the dependence of A on
the choice of infrared cutoff used in calculating it is
A → A+
∑
α
∆φα
∂
∂φα
A. (7.32)
This is still not the full answer because in arriving at this formula, we have only
included contributions in which Σ`, to which the external vertex operators are attached,
couples through a massless scalar of zero momentum to a single additional component Σr.
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Figure 19. A Riemann surface that degenerates to a union of Σ` with several other branches Σr,i,
i = 1, 2, 3.
In reality, Σ` may couple to any number k ≥ 0 of such components (fig. 19). Associated
to each such component is its own gluing parameter q with its logarithmically divergent
measure d2q/qq. We regulate each such integral as before by a suitable choice of hermitian
metric. The dependence on the choice of infrared regulator always gives the same factor∑
α ∆φα · Vα found above, where by Vα we mean the insertion in the scattering amplitude
of a zero momentum φα vertex operator. As usual, Vα can be replaced by a derivative
of the scattering amplitude with respect to φα. Summing over k and remembering to
include a factor of 1/k! since the components disappearing into the vacuum are equivalent,
we exponentiate the result in (7.32). At this level, the full dependence of the scattering
amplitude on the choice of infrared regulator takes the form
A → exp
(∑
α
∆φα
∂
∂φα
)
A. (7.33)
The operator
K =
∑
α
∆φα
∂
∂φα
(7.34)
is a vector field on the parameter space of the string compactifications under consideration,
or in other words on the moduli space Z of string theory vacua. So exp(K) is a diffeo-
morphism of that parameter space (in the sense of formal power series in gst). What we
learn from this analysis is that when massless tadpoles vanish, string perturbation theory
constructs a natural family of perturbative S-matrices parametrized by Z, but – at this
level of generality – without a natural choice of parametrization of Z. Different infrared
regulators will give results that differ by a reparametrization of Z.
What we have just described is really only part of an inductive procedure. The moduli
spaces M` and Mr are themselves not compact, and in evaluating the integrals
∫
M` A`
and
∫
Mr Ar, one may have met tadpoles in lower order. Inductively, once all integrals up to
genus g−1 have been defined, one applies the above reasoning to the genus g integrals. The
full analysis amounts to regularizing the contributions of “trees” of Riemann surfaces, with
all external vertex operators on the same component, as indicated in fig. 20. Consider any
component Σ∗ in such a tree other than the component that contains the external vertex
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Figure 20. A “tree” of Riemann surfaces, with all vertex operators inserted on one component.
operators; let g∗ be its genus. In general, Σ∗ is joined at double points to some number
s > 0 of other components, and the analysis of the simultaneous d2q/qq singularities
associated to all the double points leads to a sum of terms, each of which is proportional to
a correlation function 〈Vα1 . . .Vαs〉g∗ , where the Vαi are vertex operators of moduli fields at
zero momentum. If all such correlation functions vanish (after integration over the moduli
of Σ∗) then the analysis of general trees is similar to what we have already explained and
the result is the same, except that K becomes a nonlinear function of the ∆φα. Vanishing
of the zero-momentum correlation functions amounts to the condition that the effective
potential is identically zero as a function of the φα. It is desireable but more difficult to
develop the theory without this assumption, so as to include scalar fields that are massless
without being moduli.
One can consider in a similar way infrared divergences associated to massless open
strings. An open-string degeneration is still described by a gluing formula xy = q (or its
superanalog), but now q is real. The d2q/qq singularity that we have analyzed is replaced
by a slightly simpler dq/q singularity, which has the same logarithmic divergence and can be
treated the same way. Different regularizations of the massless open-string degenerations
differ by shifts in the expectation values of massless open-string fields of spin zero.
7.6.2 Another Infrared Regulator
Here, we will explain another type of infrared regularization that can be used in analyzing
these questions. The results will be equivalent to what we had before. One reason to
describe this alternative regulator is to emphasize that different types of infrared regulator
are possible and do lead to equivalent results.
We return to the basic question of studying the integral (7.22) that defines a scattering
amplitude near the separating degeneration at q = 0. The form F can be approximated
near q = 0 as
F0 =
∑
α
d2q
qq
∧ G`,α ∧ Gr,α. (7.35)
An important point, which applies also to some expressions written below, is that the form
F0 is invariant under q → efq, where f is a function on M̂` × M̂r, because G`,α ∧ Gr,α is
a form of top degree on M̂` × M̂r. So F0 is well-defined, independent of precisely how
we define the q parameter, as a differential form on what we will call M̂0, the total space
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of the line bundle N−1 → M̂` × M̂r. Suppose we can write F0 = dΛ, where Λ is a form
of real codimension 1. Then we modify the cutoff definition (7.26) by adding a boundary
term:
Ag, =
∫
M̂
F −
∫
∂M̂
Λ. (7.36)
Here M̂ is defined by |q| ≥ , and ∂M̂ its its boundary, defined by |q| = . If F = dΛ,
Stokes’s theorem implies that the right hand side of (7.36) is invariant under  → eh. If
instead we actually have dΛ = F0, where F0 coincides with F only near q = 0, then the
correct conclusion from Stokes’s theorem is that the limit of Ag, for  → 0 is invariant
under → eh.
We have eliminated the need to choose a hermitian metric on N , but now we need to
find a way to write F0 = dΛ. For this, let us restrict to a point in M̂` and view q as a
section of the line bundle L−1r → M̂r. Consider the differential form
χr,α =
d2q
qq
Gr,α. (7.37)
We view this as a top form on what we will call Xr – the total space of the line bundle
L−1r → M̂r, with the zero section removed. The reason that we remove the zero section
is that χr,α is singular at q = 0. We note that χr,α is invariant under q → efq for any
function f , so in particular it is well-defined. We want to find a form λr,α with
χr,α = dλr,α. (7.38)
Abstractly, λr,α exists since (because of the noncompactness of Xr) the top-dimensional
cohomology of Xr vanishes. We will explain shortly how to make a fairly nice choice of
λr,α, but for the moment suppose this has been done. Then in the cutoff formula (7.36),
we take
Λ =
∑
α
G`,α ∧ λr,α. (7.39)
Clearly dΛ = F0, as desired.
Let us now investigate the extent to which (7.36) depends on the choice of λr,α. Since
we are supposed to obey dλr,α = χr,α, we can only add to λr,α a closed form. On the other
hand, if we add an exact form to λr,α, then Λ will change by an exact form and (7.36) is
invariant. So we are only interested in shifting λr,α by a form ∆λr,α that is closed but not
exact. Let us write X for the subspace of X defined by |q| = . X is contractible onto X
(and topologically, X does not depend on the metric used in the condition |q| = ). The
only invariant information in ∆λr,α, modulo exact forms, is the “period”
∆φα = −
∫
X
∆λr,α. (7.40)
If we do shift λr,α in this fashion, then Λ is shifted by
Λ→ Λ +
∑
α
G`,α ∧∆λr,α, (7.41)
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and when we insert this in (7.36), and take the limit → 0, we find that Ag shifts by
Ag → Ag +
∑
α
∆φα
∫
M̂`
G`,α. (7.42)
This is the familiar result of eqn. (7.29), and the rest of the analysis proceeds from there.
To conclude, we will describe a nice class of choices for λr,α. A naive way to proceed
is as follows. The vanishing tadpole condition (7.24) implies that the form Gr,α on Mr is
exact, Gr,α = dβr,α, for some βr,α. So one might try
λ(0)r,α =
d2q
qq
βr,α. (7.43)
But this expression is not invariant under q → efq, so it only makes sense once one is given
a trivialization of L−1r . Under q → efq, we have λ(0)r,α → λ(0)r,α−i
(
df(dq/q) + dq/q · df)βr,α.
Note that ∆λ
(0)
r,α = −i
(
df(dq/q) + dq/q · df)βr,α is closed (since dq/q, dq/q, df ∧βr,α, and
df ∧ βr,α are all closed; the last two are closed because they are top forms on M̂r), so this
shift in λ
(0)
r,α does not affect the condition dλ
(0)
r,α = χr,α. The upshot of this is that instead
of (7.43), we should try
λr,α =
d2q
qq
βr,α +
dq
q
γr,α +
dq
q
γ˜r,α, (7.44)
where γr,α and γ˜r,α are top forms on M̂r. There is no problem in globally solving dλr,α =
χr,α with λr,α of this form, though the way of writing λr,α as a sum of the three indicated
terms depends on a choice of local trivialization of L−1r . To prove that a global choice of
λr,α of the claimed form does exist, one covers Mr by small open sets on which one can
pick a trivialization of L−1r , so that one can choose λr,α in the form (7.43). Since βr,α is
globally defined, two such local solutions differ by terms of the form ∆λ = (dq/q)∆γr,α +
(dq/q)∆γ˜r,α. The obstruction to modifying the local choices of λr,α by adding terms of
the form ∆λ so that they fit together into a global λr,α is given by a one-dimensional
cohomology class of a smooth manifold, namely M̂r, with values in a coherent sheaf. Such
cohomology always vanishes above dimension zero, so there is no obstruction to finding
λr,α.
7.6.3 Wavefunction Renormalization
Starting in section 7.4.3, we restricted attention to the case that mass renormalization
vanishes. To understand mass renormalization in superstring perturbation theory requires
a more general formalism than the one developed in the present paper. But there is
something to say even if mass renormalization vanishes.
When mass renormalization vanishes, we meet a question that is exactly analogous to
the question that we have been studying in the context of tadpoles. Mass renormalization
is associated to a degeneration of the type sketched in fig. 16(b), with a single external
vertex operator V on one side, say on Σ`, and arbitrary insertions on Σr. Near such
a degeneration, the genus g contribution to the scattering amplitude Ag has a singular
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behavior that is just like that of the integral (7.23) that we have studied in the tadpole
case. The behavior near the degeneration is
Ag,sing =
s∑
α=1
∫
d2q
qq
∫
M̂`
G`,α
∫
M̂r
Gr,α. (7.45)
The label α now runs over all physical string states that at tree level are degenerate in
mass with the external particle associated to the vertex operator V.
The integral has a potential logarithmic divergence near q = 0, but absence of mass
renormalization means that ∫
M̂`
G`,α = 0 (7.46)
for all α. This ensures the cancellation of the logarithmic divergence in Ag,sing. We are
now in a familiar situation. Vanishing of mass renormalization ensures that the integral for
Ag converges, but only conditionally so. If one introduces an infrared cutoff by restricting
to |q| ≥ , then Ag has a limit for  → 0, but this limit depends on the hermitian metric
that was used to define what we mean by |q|.
The interpretation is quite similar to what it was in the tadpole case. By imitating
the previous arguments, one shows that the change in Ag resulting from a change in
the hermitian metric is equivalent to a scattering amplitude computed on Σr with an
insertion of one more vertex operator, which reflects the output of the path integral on
Σ`. This vertex operator is a linear combination of the vertex operators Vα that represent
physical string states that have the same momentum and therefore the same mass as the
one corresponding to V. Thus the dependence on the choice of cutoff is equivalent to a
wavefunction renormalization V → V +∑α cαVα. The constants cα are of order g2g`st .
Note that V itself is a linear combination of the Vα. It is helpful to generalize the
problem slightly by inserting on Σ` an arbitrary linear combination of the Vα, rather than
making a particular choice as we did in the above presentation. Then the dependence on
the choice of cutoff would give us a general s× s wavefunction renormalization matrix, as
one might expect in field theory. The S-matrix is natural, but there is no natural notion in
general of computing it using vertex operators that are independent of the string coupling
constant and the other moduli.
7.7 More Detail On The Anomaly
In section 7.3, we gave a somewhat heuristic explanation of an important result. The result
concerned a separating degeneration in string theory, in which a worldsheet Σ decomposes
to two components Σ` and Σr, joined at a double point, with a BRST-trivial vertex operator
{QB,W1} inserted on Σ`. The claim is that any BRST anomaly arising in this situation
is always proportional to the amplitude obtained by inserting at the double point on Σr a
physical state vertex operator O(W1) that depends linearly onW1. To be more precise, this
is supposed to be true in an inductive sense: assuming that there are no BRST anomalies
in genus less than g, any BRST anomaly in genus g should have the property just stated.
The relevant ideas can be explained somewhat more simply for the case of an open-
string degeneration. Moreover, supersymmetry will not be important and we will use the
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language of bosonic strings. Gluing for open strings is described by the usual gluing formula
xy = q, (7.47)
where q is real and positive and x and y are local parameters on Σ` and Σr that are real
along the boundary. For q → 0, we glue the boundary point x = 0 in Σ` to the boundary
point y = 0 in Σr. In section 7.3, we used the parameter s defined by q = e
−s, which
parametrizes the length of a long strip joining the two branches, but here it will be more
convenient to work with q, since this makes it easier to describe what is happening at q = 0
or s =∞. The condition q = 0 defines a component B of the boundary of M̂g,n. The last
statement, which is explained in more detail in section 7.4 of [16] (and also in section 9.2.1
below), makes open-string degenerations slightly simpler than closed-string degenerations
for our present purposes, and that is why we consider this case. B is a product of moduli
spaces:
B ∼= M̂` × M̂r. (7.48)
This statement is an open-string analog of the closed-string statement (6.65). For open
superstrings, q is replaced by the analogous parameter qNS or qR.
In section 7.3, motivated by eqn. (6.89), we claimed that the anomaly can be evaluated
by inserting at the double point∑
i
(
c∂cUi ⊗ cU i + cUi ⊗ c∂cU i
)
. (7.49)
The sum runs over a complete set of physical open-string states with momentum and spin
that match those of W1. We have omitted the BRST-trivial term in (6.89), which can
be dropped because we assume that there are no BRST anomalies in lower orders. The
formula (7.49) suggests that, with Vi = cUi, the anomaly can be computed by a path
integral on Σr with insertion of
O(W1) =
∑
i
aiVi, (7.50)
where the coefficient ai is to be computed by a path integral on Σ` with an insertion of
c∂cUi (along with W1 and possibly other vertex operators).
Although it is true that the anomaly can be computed from an insertion of an operator
O(W1) of the form indicated in (7.50), the proposed formula for the coefficients ai is over-
simplified. This must be the case, as the insertion of c∂cUi cannot arise in our formalism,
for this operator is not annihilated by b0.
To analyze the problem more systematically, we return to the basic eqn. (7.1) for the
anomaly, which we repeat for convenience:∫
M̂g,n
F{QB ,W1},V2,...,Vn = −
∫
∂M̂g,n
FW1,V2,...,Vn . (7.51)
Since W1 and V2, . . . ,Vn are all conformal vertex operators – conformal primary fields
of dimension 0 annihilated by the antighost modes bn, n ≥ 0 (and by βr, r ≥ 0, in the
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superstring case) – the forms F{QB ,W1},V2,...,Vn and FW1,V2,...,Vn are both pullbacks from
M̂g,n. The former is a top form that can be integrated over M̂g,n, and the latter is a
form of codimension 1 that can be integrated over a codimension 1 submanifold, such as
the boundary of M̂g,n. In particular, we will study the behavior near the component B of
the boundary.
If FW1,V2,...,Vn were non-singular along B, then we could literally restrict it to B ∼=
M̂` × M̂r. The restriction could be expressed in terms of insertion at the double point
of some bilinear expression in local operators, schematically S = ∑αRα ⊗R′α, where Rα
and R′α are local operators on Σ` and Σr, respectively. But Rα and R′α must be conformal
vertex operators because of the conformal invariance of our formalism, and S must have
total ghost number 3. These conditions are incompatible, as the maximum possible ghost
number of a conformal vertex operator is 1 (corresponding to conformal vertex operators
V = cU , where U is a matter primary of dimension 1), and 1 + 1 < 3. We conclude
that if FW1,V2,...,Vn is nonsingular along B, so that its restriction to B can be defined,
then this restriction is actually 0, and in particular there is no anomaly. (Essentially the
same argument applies to open superstring theory, using the constraints on superconformal
vertex operators explained in sections 4 and 5. The extension to closed-string degenerations
is also straightforward.)
In general, FW1,V2,...,Vn is singular at q = 0. In fact, the singularity can be computed
via the insertion
dq
q
∑
i
cUi ⊗ cU i (7.52)
that is familiar from section 6 and especially from eqn. (6.84). (The operators cUi that
appear here are the most general conformal vertex operators of ghost number 1. The
conformal invariance of the formalism ensures that other operators cannot arise.) At first
sight, it may seem that we are not interested in this contribution to FW1,V2,...,Vn , since we
are interested in setting q to a small “constant,” rather than integrating over q. However,
this is not correct because q is really a section of a real line bundle, rather than a real
number, so setting q to a constant value is not a natural operation. (The dependence of q
on the choice of local parameters was described explicitly in eqn. (6.111).) It is meaningful
to multiply q by a small positive constant or equivalently to add a large constant to s, but
there is no natural notion of setting q to a constant value. We will see that the dq/q term
has to be included to write a conformally invariant formula for the coefficients ai of eqn.
(7.50).
In writing eqn. (7.52), we are using a sort of hybrid formalism. The expression dq/q is
an explicit one-form on the normal direction to B in M̂. In addition, the path integral on
Σ = Σ`∪Σr with insertion of
∑
i cUi⊗cU i will generate a codimension 1 form onM`×Mr.
(This form has codimension 1 because one of the operators inserted on Σ`, namely W1, is
a gauge parameter rather than the vertex operator for a physical state.) So eqn. (7.52)
describes the singularity along B of the codimension 1 form FW1,V2,...,Vn on M̂.
In addition to the singular terms (7.52), FW1,V2,...,Vn has the contributions of eqn.
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(7.49) that are nonsingular for q → 0. Combining them gives
dq
q
∑
cUi ⊗ cU i +
∑
i
(
c∂cUi ⊗ cU i + cUi ⊗ c∂cU i
)
, (7.53)
a formula that suffices for evaluating FW1,V2,...,Vn modulo terms that vanish along B. The
fact that the same matter primary fields Ui appear in these singular and nonsingular
contributions to FW1,V2,...,Vn can be explained as follows. To evaluate the codimension 1
differential form FW1,V2,...,Vn , we are supposed to make all possible insertions of antighost
modes. To evaluate a term in FW1,V2,...,Vn that is proportional to ds = dq/q, one of the
insertions should be a b0 insertion in the narrow neck. This removes ∂c from the operators.
To evaluate contributions to FW1,V2,...,Vn with no dq/q, we omit the b0 insertion (making
instead an extra antighost insertion somewhere else), in which case we are left with ∂c in
the operators. But the matter primaries that appear are the same.
Now let us show that the combined formula (7.53) behaves correctly with respect to
reparametrizations of Σ` and Σr. It suffices to consider reparametrizations of Σ`. Consider
a reparametrization x → x̂(x) that leaves fixed the point at which the gluing occurs, so
that x̂ = 0 at x = 0. The operators cUi and c∂cUi are primary fields of dimension 0, so
they are unaffected by this reparametrization. The reparametrization multiplies q by the
constant ∂x̂/∂x|x=0 (see eqn. (6.111)). The differential form dq/q is invariant under this
rescaling. So eqn. (7.53) is reparametrization-invariant.
Just as in section 2.4.2, we need an additional condition beyond reparametrization
invariance to ensure that FW1,V2,...,Vn is a pullback from moduli space. The additional
condition says that FW1,V2,...,Vn should vanish if contracted with a vector field induced
from a diffeomorphism of Σ. In the present context, such a vector field is induced from
a vector field that generates a reparametrization of Σ` that leaves fixed the point x = 0
along with the corresponding rescaling of q:
v(x)∂x +
∂v(x)
∂x
∣∣∣∣
x=0
q∂q, v(0) = 0. (7.54)
(Of course, we also consider in a similar way reparametrizations of Σr.) As we know from
section 2.4.2, contraction with the vector field on the space of metrics that is induced from
the vector field v(x)∂x on Σ` has the effect of c → c + v. On an operator supported at
x = 0, since v(0) = 0, this leaves c(0) unchanged and this acts by ∂c(0) → v′(0). On the
other hand, contraction with v′(0)q∂q maps dq/q to v′(0). The two contributions cancel
(a minus sign appears because the contraction operation ∂c(0)→ v′(0) anticommutes with
the fermionic field c), so the expression in (7.53) does have the desired property to make
FW1,V2,...,Vn a pullback.
To evaluate the anomaly, we observe the following. First of all, an insertion of c∂cU i
on Σr will vanish because the ghost number of this operator is too large by 1. So the
anomaly will come from an insertion of
∑
i aicU
i on Σr, where the coefficients ai can be
computed by integration on Σ`. To compute the ai, we cannot set q = 0 and integrate
over M`, since the form we want to integrate is singular at q = 0. Rather, we define an
integration cycle M∗` that is isomorphic to M` by taking q to be small (for example, we
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could fix any metric on the real line bundle where q takes values and defineM∗` by |q| = ,
with  a small positive constant). If we set
Xi = dq
q
cUi + c∂cUi, (7.55)
then the coefficients ai are
ai =
∫
M∗`
FW1,...,Xi . (7.56)
In other words, they are obtained by a path integral in which we insert on Σ` the expression
Xi as well as W1 and any other operators (indicated by the ellipses in (7.56)) that were
present on Σ` at the beginning, and then integrate overM∗` . It is hopefully now clear that
the dq/q term in Xi is necessary here.
For open-string degenerations in superstring theory, everything is almost the same,
with q replaced by qNS or qR, and with cUi replaced by its superconformal analog. For Ra-
mond degenerations, one has to include the integration over the fermionic gluing parameter.
For closed bosonic strings, the gluing parameter is a complex variable q = exp(−(s+ iα)).
To evaluate the anomaly, we want to integrate over α while fixing |q|. As in the derivation
of the propagator in section 6.2.1, the integration over α is associated to an insertion of
b0 − b˜0 and leads to a factor or 2piδL0−L˜0 . Just as in the open-string case, there is no
natural operation of setting |q| to a constant and instead one must develop a formalism
with terms proportional to d|q|/|q|. The anomaly form FW1,V2,...,Vn has terms proportional
to d|q|/|q| that can be computed by making a b0 + b˜0 insertion and regular terms that can
be computed by instead making a different antighost insertion. The analog of eqn. (7.53)
is
d(|q|2)
|q|2
∑
i
c˜cUi ⊗ c˜cU i +
∑
i
(
c˜c(∂˜c˜+ ∂c)Ui ⊗ c˜cU i + c˜cUi ⊗ c˜c(∂˜c˜+ ∂c)U i
)
. (7.57)
This leads to an obvious analog of the formula (7.56) for the anomaly coefficients. For
closed superstrings, one has left and right gluing parameters q` and qr (as in section 6.6,
one can define the integration cycle so that they are complex conjugates modulo the odd
variables). Eqn. (7.57) has an immediate analog, with |q|2 replaced by q`qr, and the vertex
operators c˜c Ui replaced by their superconformal analogs. In Ramond sectors, one also
integrates over the fermionic gluing parameters.
The main conclusions of this analysis – such as eqns. (7.53) and (7.57) – must be
supplemented at zero momentum with exceptional terms whose origin we first saw in eqns.
(6.90) and (6.98).
8 Spacetime Supersymmetry And Its Consequences
We focus here on the spacetime supersymmetry of the S-matrix. In fact, in any super-
symmetric compactification of string theory, there is at tree level a massless field of spin
3/2, known as the gravitino. Its tree-level couplings are constrained by spacetime super-
symmetry and in particular at zero momentum these couplings are proportional to the
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matrix elements of the supercurrent. Perturbative corrections cannot alter the fact that
the gravitino couplings are non-zero at zero momentum.
Assuming that the perturbative S-matrix exists and the gravitino remains massless
in perturbation theory, spacetime supersymmetry of the perturbative S-matrix follows
just from these facts. Indeed, just as the existence of a massless spin 1 particle with
nonvanishing couplings at zero momentum implies conservation of electric charge, and a
massless spin 2 particle with nonvanishing couplings at zero momentum must interact like
a graviton [74], the existence of a massless spin 3/2 particle with nonvanishing couplings at
zero momentum implies spacetime supersymmetry [75]. (Such arguments were originally
applied to string theory in [76, 77].)
We elaborate on this point in section 8.1. However, the information one can gain from
such arguments appears to be not quite adequate for our purposes. To address the tadpole
problem, we seem to need an argument that can be formulated directly at zero momentum
in spacetime, not by taking a limit from non-zero momentum. Also, we should not assume
a priori that the perturbative S-matrix exists; spacetime supersymmetry is supposed to
be an ingredient in proving this.
So in section 8.2.2, we describe a more precise and stringy proof of spacetime su-
persymmetry. The main tool is what one might call the spacetime supercurrent. In the
standard conformal field theory language, this is simply the holomorphic (or antiholomor-
phic) fermion vertex operator of [1], at zero spacetime momentum. We then go on to show
in what sense this operator generates spacetime supersymmetry, and how it can be used
to show – under appropriate conditions – that massless tadpoles vanish and hence the
S-matrix exists.
8.1 Massless Particles and Conserved Charges
Here we will review the arguments [74, 75] showing that massless particles of spin ≥ 1
couple at zero momentum to conserved charges. The couplings of a given massless field
might vanish at zero momentum (this is the case in perturbative superstring theory for
massless Ramond-Ramond gauge fields in the absence of D-branes), but if a massless field
of spin ≥ 1 has nonvanishing couplings at zero momentum, then it couples to a conserved
charge. We will be brief since the considerations here are not novel, and in any event we
will introduce a more explicit approach to conserved charges in string theory in section
8.2.2. The purpose of this section is to explain what can be understood based on general
arguments that do not involve the details of string theory.
8.1.1 Gauge Theory
Let us consider an S-matrix element describing the coupling of a massless spin 1 “photon”
of momentum k and polarization vector ε (with k2 = k · ε = 0) to n additional particles of
masses mi, momenta pi, and charges ei, with i = 1, . . . ,n. Gauge invariance means that
S-matrix elements must vanish if ε = k. We consider the photon to be soft, meaning that
we will study the limit k → 0, and we consider the other particles to be non-soft, meaning
that their momenta will have non-zero limits for k → 0. For simplicity, we take the non-soft
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Figure 21. The vertex coupling a massless “photon” to a massive charged scalar.
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Figure 22. The most singular contributions to scattering of a soft photon come from processes in
which the photon is attached to an external charged line, as sketched here.
particles to have spin 0, in which case, their propagators (in Lorentz signature) are
i
p2i −m2i
. (8.1)
For small k, the vertex by which the photon couples to the ith non-soft particle is (fig. 21)
− iei ε · (pi + p′i), p′i = pi + k. (8.2)
The specific form of the trilinear vertex assumed in (8.2) follows from67 gauge invariance
and Lorentz invariance applied to the on-shell three-point function.
The condition of gauge invariance can be usefully analyzed for small k. For k → 0, the
most singular contributions to the scattering amplitude A come from processes in which the
soft photon is attached to one of the external lines (fig. 22). In perturbative field theory,
67This statement holds above four dimensions. In four dimensions, there is a more general possibility
involving magnetic charge. This is not relevant to superstring perturbation theory, as there are no magnetic
monopoles in superstring perturbation theory.
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Figure 23. Couplings of two soft photons of types a and b to non-soft particles. The most
singular contributions to the S-matrix arise from (a) processes in which the photons attach to
distinct external lines, (b) processes in which they couple to the same external line in one of the
two possible orderings, and (c) processes involving a trilinear coupling of massless fields of spin 1.
The label [a, b] in (c) indicates a massless spin 1 field coupling to [ta, tb].
one can understand this picture in terms of Feynman diagrams, but more generally one
can understand it simply as a pictorial description of a certain singularity of the S-matrix,
associated to an on-shell particle in a particular channel. The contribution to A with the
soft photon attached to the ith external line factors as
− iei ε · (pi + p′i)
i
(p′i)2 −m2i
=
ei ε · pi
k · pi , (8.3)
times an amplitude A′ with no external photon and with the ith external momentum shifted
slightly from pi to p
′
i. (We used p
2
i = m
2
i , k
2 = 0, and p′i = pi + k; we also dropped a term
proportional to k in the numerator.) The shift in pi is unimportant in the soft limit, by
which we mean the limit k → 0 with the other momenta fixed. Adding all contributions
with a soft photon attached to an external line, the scattering amplitude A with the soft
photon behaves for k → 0 as
A ∼
n∑
i=1
ei ε · pi
k · pi A
′. (8.4)
Therefore, in the soft limit, the condition for A to vanish if ε = k is∑
i
ei = 0, (8.5)
or in other words conservation of electric charge. We simplified the reasoning slightly by
assuming that the non-soft particles were all of spin 0; for the general case, see [74].
It is instructive to generalize this to the case of several massless fields of spin 1. In that
case, it is important to consider the possibility that there are several non-soft particles of
the same mass, so rather than speaking of the ith non-soft particle in a given amplitude, we
speak of the ith mass level of non-soft particle in that amplitude. A massless field close to
zero momentum can only couple a non-soft particle to another particle of the same mass. If
there are s massless “photons,” then in general the coupling of the ath one to the non-soft
particles will take the form
− ita,i ε · (p+ p′), (8.6)
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where ta,i is a matrix that acts on the states at the i
th mass level.68 First let us consider
processes in which a single soft “photon” of type a is coupled to non-soft particles of
momenta p1, . . . , pn. As in (8.4), the amplitude behaves for small photon momentum k as
A ∼
n∑
i=1
ta,i ε · pi
k · pi A
′, (8.7)
and gauge-invariance implies that ∑
i
ta,iA′ = 0. (8.8)
This is usually described by saying that the spin-one field of type a couples to the conserved
charge ta; one interprets ta,i as the matrix by which the symmetry ta acts on the i
th mass
level. So far, this is not really a significant generalization of (8.5); as long as we consider
only one massless field of spin 1, we can diagonalize the charge matrices ta,i and reduce
to the previous result. Now consider an amplitude with two soft photons, say of types a
and b, with momenta ka, kb and polarization vectors εa, εb, coupling to non-soft particles.
The most singular contributions are found by attaching the soft particles on external lines.
If we attach the two soft photons to two different external lines (fig. 23(a)), we get a
contribution ∑
i 6=i′
ta,i εa · pi
ka · pi
tb,i′ εb · pi′
kb · pi′ A
′ (8.9)
to the scattering amplitude. We test gauge invariance for particle a by setting εa = ka,
whereupon this contribution becomes∑
i 6=i′
ta,i
tb,i′ εb · pi′
kb · pi′ A
′ = −
∑
i
tb,i εb · pi
kb · pi ta,iA
′, (8.10)
where in the last step, we use (8.8) (and the fact that ta,i commutes with tb,i′ for i 6=
i′). Evidently, these contributions to the scattering amplitude are not gauge-invariant by
themselves. Another contribution comes by attaching the two soft photons to the same
external line. This can be done in two possible orderings (fig. 23(b)). The resulting
contribution to the amplitude is, in the soft limit ka, kb → 0,(∑
i
ta,i εa · pi
ka · pi
tb,i εb · pi
(ka + kb) · pi + a↔ b
)
A′. (8.11)
Upon setting εa = ka, this becomes(∑
i
tb,iεb · pi
kb · pi ta,i +
∑
i
[ta,i, tb,i]
εb · pi
(ka + kb) · pi
)
A′. (8.12)
The first term in (8.12) cancels the contribution (8.10) from insertions on distinct lines.
To cancel the second term, we need a new singular contribution (fig. 23(c)) involving a
68We absorb the coupling constants in the definition of the ta,i, and again we assume for simplicity that
the non-soft fields have spin 0.
– 157 –
massless spin 1 particle that couples to [ta, tb]; this field must participate in a trilinear
vertex with the external photons of types a and b. We are beginning to uncover here
the basic structure of Yang-Mills theory: the conserved charges form a Lie algebra, and
the structure constants of this Lie algebra determine trilinear couplings of massless spin 1
fields.
All of these considerations are valid only if the spin 1 fields under discussion are truly
massless. The soft limit does not make sense for massive spin 1 particles.
8.1.2 Gravity And Supergravity
What we have summarized in section 8.1.1 has close analogs for theories with massless
particles of spin 3/2 or 2. We refer the reader to the references and merely state the
conclusions. In the context of a Poincare´ invariant S-matrix, a massless particle of spin
2 that does not decouple in the zero-momentum limit must couple at zero momentum to
the stress tensor, with a universal coefficient [74]. This statement can be expressed as the
equality of gravitational and inertial mass, something that is usually deduced from the
Principle of Equivalence. The proof is rather similar to the proof of charge conservation
in the spin 1 case. Going farther in this vein, one can deduce the Einstein equations (with
possible higher derivative corrections), starting simply with a Poincare´-invariant theory of
a massless spin 2 particle – the “graviton” – that does not decouple at zero momentum
[78]. A derivation of this along the lines of what we explained for Yang-Mills theory would
proceed by considering a scattering amplitude with two or more soft gravitons coupled
to non-soft particles; as we saw for Yang-Mills theory, gauge-invariance would require
nonlinear interactions among the gravitons.
There is a similar story for massless fields of spin 3/2. In the context of a Poincare´
invariant S-matrix, a massless spin 3/2 field – the “gravitino” – that does not decouple
at zero momentum must couple at zero momentum to a conserved supersymmetry current
[75], and the S-matrix must be supersymmetric. The proof is again rather similar to the
proof of charge conservation in the spin 1 case. To show that the conserved supercharges
obey the standard supersymmetry algebra, one considers S-matrix elements with two soft
gravitinos. From gauge-invariance of such S-matrix elements, one can deduce [75] that
the supersymmetry algebra must take a standard form and also that in addition to the
gravitino, there must be a massless spin 2 particle, the graviton. (If there are massless
fields of spin 1, then in the right dimensions and with the right amount of unbroken
supersymmetry, it is possible for the supersymmetry algebra to have central charges.)
The low energy structure is that of supergravity. The reasoning involved is similar to the
reasoning by which we showed in section 8.1.1 that if there are massless spin 1 fields coupled
to ta and to tb, then there must be one coupled to [ta, tb].
The output of this reasoning is a supersymmetric identity obeyed by the S-matrix,
which can be stated as follows. Let A′ be an amplitude for scattering of particles with
masses m1, . . . ,mn. Let Qα be the supercharges of the theory and let Qα,i be the matrices
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by which these act at the ith mass level. Then
n∑
i=1
Qα,iA′ = 0. (8.13)
The resemblance to eqn. (8.8) is hopefully obvious, and the derivation by taking a k → 0
limit of a scattering amplitude with a soft gravitino is similar. Of course, the relation (8.13)
only holds if the gravitino is truly massless; otherwise one cannot take the limit k → 0.
In perturbation theory around a supersymmetric classical background, the relation holds
if the gravitino remains massless in perturbation theory.
8.2 Gauge Symmetries In String Theory And Conserved Charges
We will now examine the relation between gauge symmetries and conserved charges in string
theory. We begin in section 8.2.1 with symmetries of bosonic string theory and symmetries
coming from the NS (or NS-NS) sector of superstring theory. These are easy to understand
because the conserved charges in question are manifest symmetries of string perturbation
theory. Then starting in section 8.2.2, we investigate spacetime supersymmetry.
8.2.1 Manifest Symmetries Of The Worldsheet Theory
Let us begin with the closed bosonic string theory in R26, and consider for illustration the
gauge parameter W = cεI∂XI eik·X . For k2 = ε · k = 0, this is a conformal primary of
dimension 0, and of course it obeys our usual condition of not depending on ∂c or ∂˜c˜. The
corresponding null state is
V = {QB,W} = c˜cikJεI ∂˜XJ∂XIeik·X (8.14)
and is a linear combination of longitudinal graviton and B-field vertex operators. (The
orientation-reversed gauge parameter W˜ = c˜εI ∂˜XIeik·X generates a different linear combi-
nation of graviton and B-field gauge transformations; symmetric and antisymmetric com-
binations are associated to graviton or B-field gauge transformations only.)
The decoupling of the pure gauge mode V can be proved using the BRST machinery,
but as we have described in sections 2.5.3 and 7.4.1, for gauge transformations of massless
states of the bosonic string, a more explicit approach is available. The vertex operator V
can be written
V = c˜c∂˜(εI∂XIeik·X), (8.15)
so its integrated version is the total derivative V = ∂˜(εI∂X
Ieik·X). As V is a total deriva-
tive, its integral
∫
Σ V vanishes, and this ensures the decoupling of the null state represented
by V, establishing gauge-invariance for the fields in question.
The arguments reviewed in section 8.1 relating gauge-invariance and conserved charges
make perfect sense in string theory as well as in field theory. These arguments involve taking
a limit of S-matrix elements for k → 0. However, it will become clear that one can learn
more by setting k = 0 at the beginning, whereupon V = V = 0, as is evident in eqn. (8.14).
The relation V = {QB,W} becomes
0 = {QB,W} (8.16)
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Figure 24. Σ′ is made by omitting small open balls around each of the vertex operator insertions
V1, . . . ,Vn in the string worldsheet Σ. The boundary of Σ′ is a union of circles γ1, . . . , γn that
enclose the Vi. In the example sketched here, n = 4.
and the relation V = ∂˜(εI∂X
Ieik·X) becomes
0 = ∂˜J, J = εI∂X
I . (8.17)
So J is a conserved current and therefore generates a manifest symmetry of the world-
sheet theory. Actually, once we set k to zero, the constraint ε · k = 0 becomes vacuous and
any ε is allowed. So we get a whole family of conserved currents
JI = ∂XI . (8.18)
For the bosonic string in R26, the symmetry associated to these conserved currents is simply
translation invariance XI → XI + aI (with constant aI) and the associated conserved
quantity is the energy-momentum (or more briefly the momentum). Conservation of JI
can be applied to closed-string amplitudes on a worldsheet Σ of any genus and therefore
the associated conservation law is valid to all orders of bosonic closed-string perturbation
theory.
Of course, we can also define a second conserved current J˜I = ∂˜XI . In R26, the currents
JI and J˜I are associated to the same conserved quantities – the energy-momentum. But if
some of the XI are circle-valued, as is appropriate to describe strings in R26−m×Tm, where
Tm is an m-torus, then the conserved charges generated by JI are linear combinations of
momentum and winding numbers, while J˜I are associated to different linear combinations
of the same conserved quantities. The linear combinations JI+ = ?dX
I and JI− = dXI are
associated to momentum and winding, respectively.
In the case of a theory with open as well as closed bosonic strings, the statements
of the last two paragraphs assume that the boundary conditions along ∂Σ are invariant
under the symmetry generated by the current under consideration (this is so precisely if
the normal component of the current vanishes along ∂Σ). Otherwise, mixing of closed
and open strings can spontaneously break a closed-string gauge symmetry, as explained
in section 7.4.1. Some examples of boundary conditions that preserve or do not preserve
a symmetry are as follows [80, 81]. Neumann boundary conditions for a scalar field XI
preserve JI+ but not J
I−, while Dirichlet boundary conditions preserve JI− but not JI+.
Symmetries associated to conserved currents on the string worldsheet are usually so
obvious in perturbation theory that a sophisticated formalism is not really necessary. That
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is certainly so in the case of translation invariance. However, for comparison with what
we will say about spacetime supersymmetry, it is instructive to derive a Ward identity, as
follows. A vertex operator V is said to have momentum pI if
1
2piα′
∮
γ
JI · V = pIV. (8.19)
The integral is taken over a contour γ that encloses the operator V once in the counter-
clockwise direction. Now consider n vertex operators V1, . . . ,Vn of momenta p1, . . . , pn,
inserted at points u1, . . . , un ∈ Σ. Let Σ′ be obtained from Σ by omitting a small open
ball around each of the ui (fig. 24). The boundary of Σ
′ is a union of circles γ1, . . . , γn,
with γi wrapping once around ui in the counterclockwise direction. Since dJ = 0, we have
0 =
〈∫
Σ′
dJ · V1 . . .Vn
〉
=
n∑
i=1
〈
V1 . . .Vi−1
(∮
γi
J · Vi
)
Vi+1 . . .Vn
〉
. (8.20)
No integration over moduli is relevant here; we make the appropriate antighost insertions
so that the correlation function in question is not trivially zero, but we do not integrate
over any moduli. The correlation function 〈J V1 . . .Vn〉 is singular when J approaches any
of the Vi. It is only because of this singularity that the integral over a small circle γi
surrounding one of the operators is non-zero. According to (8.19), the contribution of the
singularity can be evaluated by replacing
∮
γi
JI · Vi with 2piα′pIi Vi, so that (8.20) becomes
0 =
(
n∑
i=1
pi
)〈V1 . . .Vn〉. (8.21)
Thus the correlation function 〈V1 . . .Vn〉 vanishes unless the charge associated to J is
conserved,
n∑
i=1
pi = 0. (8.22)
This is analogous to the conservation laws that we derived in section 8.1.1.
There have been two main steps in our reasoning:
1. At k = 0, the gauge parameter W becomes BRST-invariant; the relation V =
{QB,W} reduces to {QB,W} = 0.
2. The integrated version of the vertex operator is a total derivative, V = dJ , so the
fact that V = V = 0 at k = 0 means that J becomes a conserved current on the
string worldsheet.
The first of these two steps is completely general and applies to gauge symmetries of
all massless states in all of the bosonic and supersymmetric string theories. It just reflects
the fact that gauge transformations of massless fields are proportional to the derivative of
the gauge parameter, so that the gauge transformations act trivially at k = 0.
The second step is more special. It applies to gauge symmetries of arbitrary massless
states of the bosonic string. It also applies to gauge symmetries of massless superstring
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states that come from the NS (or NS-NS) sector, because the integrated vertex operator
corresponding to a massless NS null vector is a total derivative on the worldsheet, as
explained in section 4.3.1. So momentum and winding symmetry of superstring theory
can be treated exactly as we have described for the bosonic string. For example, for the
heterotic string, the relevant conserved currents are ∂˜XI and DθX
I .
However, the second step listed above does not hold for spacetime supersymmetry, to
which we turn next.
8.2.2 Spacetime Supersymmetry
In discussing spacetime supersymmetry in closed, oriented string theory, we will take the
heterotic string as the basic example. As we explain in section 9, the analog for Type II
superstring theory involves no essential novelty, but some new things do happen for open
and/or unoriented superstrings.
We consider a supersymmetric compactification of the heterotic string to Rd. The
value of d, the number of unbroken supersymmetries, and the chirality (if d is of the form
4k + 2, k ∈ Z) of the supersymmetry generators will not play a major role. So we will not
specify these and we will attempt to keep the notation generic.
The gravitino gauge parameter, at momentum k, is the operator
W(k, u) = cΘ−1/2uαΣα eik·X , (8.23)
inserted at a Ramond divisor. Here k2 = 0 and uα is a c-number spinor that obeys the
massless Dirac equation in momentum space,
(γ · k)αβuβ = 0. (8.24)
Also, as in section 5, Θ−1/2 represents the βγ ground state at picture number −1/2 (or in
other words in the presence of the Ramond divisor) and Σα, which transforms as a spinor
under rotations of Rd, is the fermion vertex operator of [1]. (We need not be concerned
with the details of how Σα depends on the variables that describe the compact dimensions,
if there are any.)
The null state
V(k, u) = {QB,W(k, u)} = ic˜ck · ∂˜X Θ−1/2uαΣαeik·X (8.25)
is the vertex operator for a longitudinal gravitino. Because this vertex operator is BRST-
trivial, the corresponding state will decouple from the S-matrix. As in [75], and as sum-
marized in section 8.1.2, decoupling of this state implies spacetime supersymmetry of the
S-matrix, provided the S-matrix exists and the gravitino is exactly massless.
To prove the vanishing of massless tadpoles and the existence of the S-matrix, it
seems best to use a formalism in which k is set to 0 from the outset. Precisely at k = 0,
we have V(0, u) = 0 and thus {QB,W(0, u)} = 0. This is the first main step in section
8.2.1. However, there is no analog of the second step. We can think of W(0, u) as being
holomorphic, in the sense that it varies holomorphically with the moduli of Σ. (What this
means is explained more precisely in the next paragraph.) But we cannot view W(0, u) as
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a holomorphic function (or form) on Σ because the only place that it can be inserted on
Σ is at a Ramond divisor. The only way to “move” the Ramond divisor at which W(0, u)
is inserted is to vary the moduli of Σ, and among these moduli, there is no distinguished
one that controls only the position of a given Ramond divisor. Hence, the only type
of “integration” involving W(0, u) that is possible is integration over the moduli of Σ.
Accordingly, we will have to prove spacetime supersymmetry by integration over the moduli
space, not just by integration over Σ. It is because of this that it is possible [39, 42, 44],
though somewhat unusual, for spacetime supersymmetry to be spontaneously broken in
loops though unbroken at tree level. This is impossible for those gauge symmetries for
which the second step of section 8.2.1 goes through.
Since V(0, u) = 0, we have ∂˜W(0, u) = 0. Does not this mean that W(0, u) can be
viewed as a conserved current? Here it helps to remember (see section 5 of [15]) that
the precise interpretation of a heterotic string worldsheet Σ is that it is a smooth cs su-
permanifold of dimension 2|1 embedded in a product ΣL × ΣR, where ΣL is an ordinary
Riemann surface and ΣR is a super Riemann surface. The symbol ∂˜ is ∂z˜, where z˜ is a local
holomorphic parameter on ΣL. The equation ∂˜W(0, u) = 0 reflects the fact that W(0, u)
is the product of the identity operator on ΣL (which is annihilated by ∂˜) times an object
on ΣR. That object, which we may as well just call W(0, u), can only be inserted at a
Ramond puncture and there is no way to “move” it except by varying the moduli of ΣR.
The statement that W(0, u) varies holomorphically with the moduli of Σ just means that
it varies holomorphically with the moduli of ΣR and is independent of those of ΣL.
Once we set k = 0, the condition k2 = 0 is satisfied and the Dirac equation (8.24) holds
for all u. So, as in the case of translation symmetry, we can drop u from the definition and
take the basic object to be
Sα = cΘ−1/2Σα. (8.26)
This is the worldsheet operator that, in a sense that we will explore, generates spacetime
supersymmetry.
On a heterotic string worldsheet Σ of genus g, we will consider a correlation function
of Sα together with nNS physical state vertex operators from the NS sector and nR such
operators from the Ramond sector. (The total number of Ramond punctures is nR + 1,
so nR must be odd.) It is convenient to set n = nNS + nR and denote the physical state
vertex operators simply as V1, . . . ,Vn, without specifying which are of which type.
By the machinery described in sections 3-5, we can define a form FSαV1...Vn(J , δJ ) on
the appropriate moduli space. We can view it as a holomorphic form onML×MR (defined
in a suitable neighborhood of the “diagonal” in the reduced space), whereML andMR are
the moduli spaces of ΣL and ΣR, respectively. However, FSαV1...Vn is not an integral form
of top degree that could be integrated over the usual integration cycle69 Γ ⊂ ML ×MR
to compute a scattering amplitude. The reason for this is that the ghost number of Sα is
lower by 1 than that of a physical state vertex operator; accordingly FSαV1...Vn is a form
of codimension 1. After all, Sα is a symmetry generator, not the vertex operator of a
69We define this cycle in the usual way for a heterotic string worldsheet of genus g with nNS NS punctures
and nR + 1 Ramond punctures, just as in section 6.6.
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Figure 25. Four types of separating degeneration that potentially can contribute to the supersym-
metric Ward identity. The dot enclosed by a circle represents the supercurrent Sα; the other dots
represent vertex operators of physical states.
physical state. The exterior derivative operator d increases the degree by 1, so it would
map FSαV1...Vn to a form of top degree. But since Sα and V1, . . . ,Vn are all QB-invariant,
the usual relation dFX = −F{QB ,X} tells us in this case that
dFSαV1...Vn = 0. (8.27)
Since this is the case, we have via the supermanifold version of Stokes’s theorem
0 =
∫
Γ
dFSαV1...Vn =
∫
∂Γ
FSαV1...Vn . (8.28)
This formula is the Ramond sector analog of (8.20); it involves the use of Stokes’s theorem
on Γ , not just on Σ. We will study this formula exactly the way that we studied the general
formula (7.1) for decoupling of pure gauge modes.
In fact, there are only two differences from that rather general case. First, the left
hand side is now 0, since V(0, u) = 0. This means that, rather than a relation saying that a
pure gauge mode decouples, we will get, under appropriate conditions, a conservation law,
saying that a certain linear combination of scattering amplitudes vanishes. Second, since
Sα carries zero momentum in spacetime, some considerations of section 7 will be modified.
8.2.3 The Supersymmetric Ward Identity
Which components of ∂Γ can contribute on the right hand side of eqn. (8.28)? The analysis
of this question is very similar to the analysis in section 7.1 of which boundary components
can contribute BRST anomalies. In fact, the only relevant difference between the right
hand sides of (8.28) and of the general BRST anomaly formula (7.1) is that in (8.28), we
have set k = 0.
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Just as in section 7.1, we only need to consider separating degenerations, at which Σ
splits into two components Σ` and Σr, say of genera g` and gr, joined at a double point;
we label these so that Sα is contained in Σ`. And a separating degeneration can only
contribute if the momentum-carrying vertex operators V1, . . . ,Vn are divided between Σ`
and Σr in a way that forces the total momentum flowing between Σ` and Σr to be on-shell.
In our previous analysis, BRST anomalies came from three types of separating degen-
erations, pictured in figs. 16 and 17 of section 7.3. Setting k = 0 adds only one novelty. A
fourth type of degeneration can contribute; if Σ` contains Sα and precisely one additional
vertex operator Vi, then the total momentum flowing between the two branches is precisely
that of Vi and hence is on-shell.
For convenience, we display the four potentially relevant degenerations in fig. 25. They
can each be analyzed as described in sections 7.3 and 7.7. In each case, Σ` can be replaced
by a conformal or superconformal vertex operator O that is inserted on Σr. O can be
determined by a path integral on Σ`, as described most precisely in section 7.7.
The physical interpretation of the four interesting types of degeneration is as follows.
After replacing Σ` by an insertion of O on Σr, fig. 25(c) is equal to an on-shell two-point
function 〈OVi〉gr (where Vi is the vertex operator in ΣR). This is a matrix element of
mass renormalization. For reasons explained in section 7.4.3, we restrict ourselves to the
S-matrix of massless particles, and we only consider compactifications in which supersym-
metry prevents mass renormalization for massless particles. (This condition is satisfied in
the ten-dimensional superstring theories and, because of nonrenormalization theorems for
the superpotential and the Fayet-Iliopoulos terms, in most supersymmetric compactifica-
tions to 4 or more dimensions.) Thus, we will not have to analyze fig. 25(c).
In fig. 25(b), O carries zero momentum and is the vertex operator of a massless boson
of zero momentum. Thus the boundary contribution from fig. 25(b) is proportional to
the massless tadpole 〈O〉gr . We will prove in section 8.3 that massless tadpoles vanish
in models in which supersymmetry is unbroken in perturbation theory. For the moment,
let us simply assume that this is true and also that we are studying a model in which
supersymmetry is unbroken in perturbation theory. Given this, we need not worry about
fig. 25(b).
Fig. 25(d) was analyzed in section 7.4 (without specializing to k = 0). If O 6= 0,
this degeneration will lead to an extra contribution to the supersymmetric Ward identity,
and supersymmetry will be spontaneously broken, in the vacuum under study. Since O in
this degeneration is completely determined by Sα, it is natural to denote it as Oα. Oα is
the vertex operator for a physical fermion field of spin 1/2 – the Goldstino or Goldstone
fermion of spontaneous supersymmetry breaking – at zero momentum. In practice, in any
given model, it is possible to explicitly show that Oα 6= 0 for some g` (for example, Oα 6= 0
for g` = 1 in the models studied in [39, 42, 44]), or else to argue that Oα = 0 on general
grounds.
For example,70 in the ten-dimensional superstring theories, Oα = 0 simply because
70Arguments similar to the following were used in section 7.2.1 in analyzing the implications of super-
symmetry for massless tadpoles.
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there is no massless fermion with the same chirality as Sα and the same transformation
under the global symmetries of perturbation theory. To spell this out in more detail,
consider first the heterotic string. This theory has a massless neutral fermion of spin 1/2,
but its chirality is opposite from that of the spacetime supersymmetry generator Sα, so it
cannot arise as a contribution to Oα. In Type I and Type IIB superstring theories, there
again is no massless neutral fermion with the same chirality as Sα. In Type IIA superstring
theory, there is no such fermion with the same chirality and the same transformation under
(−1)FL as Sα.71
Below ten dimensions, we need more detailed arguments. We can use low energy ef-
fective field theory to analyze the problem because we have seen in section 7.4 that in
the lowest order of perturbation theory in which it occurs, spontaneous supersymmetry
breaking means that the effective action is supersymmetric with a correction (7.11) to
the transformation law of the Goldstino. Thus if the supersymmetric Ward identity has
a contribution in g-loop order from fig. 25(b), this means that in g-loop order, the low
energy effective action is spacetime supersymmetric but describes spontaneous breakdown
of supersymmetry. One expects that in this case, massless tadpoles will arise in 2g-loop
order and perturbation theory will break down, but in g-loop order one will only see an
effective action that describes spontaneous supersymmetry breaking. Accordingly, in com-
pactifications to four-dimensions with N = 1 supersymmetry, nonrenormalization of the
superpotential by loops [69] and nonrenormalization of Fayet-Iliopoulos D-terms beyond
one-loop [44] means that spontaneous supersymmetry breaking by loops is limited to the
models in which it is known to occur (and perhaps some of their close relatives in string
theories other than the Spin(32)/Z2 heterotic string). In higher dimensions or with more
unbroken supersymmetry, the constraints are only more severe.
At any rate, we limit ourselves here to models in which general considerations show that
spacetime supersymmetry cannot be spontaneously broken by loop effects. This being so,
the only boundary contributions that remain are those of fig. 25(a). These are the “new”
contributions in which the vertex operators on Σ` are Sα and just one of the Vi. In this case,
O is bilinear in Sα and in Vi, so we will denote it as Qα(Vi), where Qα is a transformation
between superconformal vertex operators of the NS and R sectors. From its definition,
Qα manifestly commutes with the spacetime momentum so in particular it acts within the
space of physical string states at a given mass level. It also clearly has the same spinor
quantum numbers as Sα. We define Qα to be the spacetime supersymmetry charge.
Obviously, there are precisely n degenerations of the type of fig. 25(a), corresponding
to n possible choices for which of the Vi is on Σ`. Let us write Di for the ith such boundary
component. The contribution of Di to the right hand side of eqn. (8.28) is an n-particle
scattering amplitude with Vi replaced by Qα(Vi). So the vanishing of eqn. (8.28) becomes
n∑
i=1
〈V1 . . .Vi−1Qα(Vi)Vi+1 . . .Vn〉 = 0. (8.29)
71 In Type IIA and Type IIB, one must consider both holomorphic and antiholomorphic supersymmetry
generators, but this does not affect what we have just stated. In Type I, there is more to the story when
open and/or unoriented string worldsheets are considered; see section 9.
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Figure 26. The g` = 0 contribution to the action of Qα on a vertex operator V. Whether V is of
NS or R type, because of the Sα insertion in Σ`, the vertex operator inserted at the double point
is of the opposite type, as sketched in (a) and (b). So in either case, Σ` is a super Riemann surface
of genus 0 with one NS puncture and two R punctures, and therefore has no even or odd moduli.
However, there is an important difference between the two cases; if V is of NS type as in (a), the
vertex operator at the double point is of R type, so there is a fermionic gluing parameter. If V is
of R type as in (b), the vertex operator at the double point is of NS type and there is no fermionic
gluing parameter.
This is our supersymmetric Ward identity, the precise analog of the field theory relation
(8.13).
In general, ∂Γ has many different algebraic components, corresponding to different
ways that the string worldsheet Σ may degenerate. But these components can intersect
each other, since Σ can undergo multiple degenerations. Because of this, it is not clear a
priori that the contributions to the right hand side of (8.28) of individual components of
Γ are well-defined. However, the Di do not intersect each other (see fig. 6 in section 6.1.2
of [16] for an explanation), so that if they are the only relevant divisors (in other words,
if the other configurations sketched in fig. 25 do not contribute), there is no problem in
defining their individual contributions.
8.2.4 Comparison To The Standard Description
We would now like to compare our definition of the spacetime supersymmetry generators
to the standard one [1].
In fact, we can recover the standard definition by just setting g` = 0. In this case,
Σ` is simply a three-punctured sphere. The subtleties of section 7.7 are irrelevant, since
a three-punctured sphere has no bosonic moduli, and we can omit the d|q|2/|q|2 terms
from eqn. (7.57). To evaluate Qα(V), for a superconformal vertex operator V, we need
to compute a three-point function on Σ` (fig. 26). A genus zero three-point function is
determined by the operator product expansion, which was also the basis for the definition
of the supercharges given in [1], so it should come as no surprise that the two definitions
agree.
When we evaluate Qα(V), because of the Sα insertion in Σ`, the string state that flows
through the double point connecting Σ` to Σr is of opposite NS or R type from V, as
indicated in the figure, so regardless of whether V is of NS or R type, Σ` contains one
NS insertion and two R insertions. Accordingly, Σ` has no even or odd moduli (a super
Riemann surface of genus 0 with one NS insertion and two R insertions has no moduli).
However, there is an interesting difference between the two cases. If V is of NS type, then
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the vertex operator at the double point is of R type and hence in the gluing of Σ` to
Σr, there is a fermionic gluing parameter. If V is of R type, there is no fermionic gluing
parameter.
Eqn. (7.57), or its superconformal analog, applies uniformly for all g`, but to calculate
just for g` = 0, it is easier to remember where eqn. (7.57) came from. A degeneration
in which Σ splits off a genus 0 component Σ` that contains two vertex operators (in our
case Sα and V) is the way that in the Deligne-Mumford compactification one describes a
collision between two vertex operators. So let us consider an operator product Sα(z)V(0).
For the degeneration that occurs as z → 0, the gluing parameter qNS or qR is simply equal
to z. So our usual procedure for cutting off the moduli space amounts, in this example,
to requiring |z| ≥  for some small , and the boundary of the cutoff moduli space is the
circle |z| = . We wish to integrate over this circle. It is convenient to define
Sα = cŜα, Ŝα = Θ−1/2Σα. (8.30)
By essentially the usual procedure of passing from a vertex operator to its integrated form,
as described in sections 2.5.2 and 4.3, the integral can be accomplished by replacing c with
a one-form dz, so that Sα is replaced by its “integrated form” dz Ŝα. Then we simply
integrate over the circle |z| = :
1
2pii
∮
|z|=
dz Ŝα · V. (8.31)
(We have taken the liberty of dividing the integral by 2pii to agree with standard normal-
izations.) The integral picks out the residue of the pole in the operator product Ŝα(z)·V(0).
If V is in the Ramond sector, this residue is the genus 0 approximation to Qα(V); if V is
in the NS sector, we still have to integrate over the fermionic gluing parameter, which can
be accomplished by multiplying by a picture-changing operator.72 What we have arrived
at is the definition of the spacetime supercharges Qα given in [1].
It is interesting that we have a framework to compute higher genus corrections to the
supersymmetry generators Qα, namely the contributions with g` > 0. But to make this
transparent, it really needs to be combined with an understanding of mass renormalization,
presumably via an off-shell approach such as that of [19, 21]. From the point of view of
low energy effective field theory, the representations of the supersymmetry algebra are
completely determined by the particle masses, spins, and possibly the central charges (in
string theory compactifications in which these are present in the supersymmetry algebra).
One expects therefore that renormalizations of the masses and possibly the central charges
completely determine the corrections to the Qα.
Our definition of the Qα is actually a very close cousin of what is briefly explained in
[10]. The main difference is that we use a superconformally invariant formalism, while [10]
is based on a more general formalism along the lines of section 2.4.4.
72One integrates over the fermionic gluing parameter by acting with δ(β0)G0, while the usual picture-
changing recipe is to multiply with the picture-changing operator Y(z′) (defined in eqn. (3.95)), with z′ → 0.
In general, these operations coincide modulo QB(. . . ); on superconformal vertex operators with the usual
simple dependence on the ghosts, they coincide precisely. A useful reference on such matters is [11].
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8.2.5 More On Momentum Conservation
The definition of the spacetime supercharge in section 8.2.2 was notably more sophisticated
than the treatment of bosonic symmetries such as momentum and winding in section 8.2.
It does not seem that the definition of spacetime supersymmetry can be reduced to the
more elementary ideas used in section 8.2, but there is no problem to go in the opposite
direction and describe bosonic gauge symmetries in the same language that we used for
supersymmetry.
For example, let us consider the momentum and winding symmetries of the bosonic
string, either in R26 or toroidally compactified. The gauge parameters for the sum and
difference of the metric and B-field areW = cε·∂X exp(ip·X), W˜ = c˜ε·∂˜X exp(ip·X), with
p2 = p · ε = 0. Taking p = 0, ε becomes arbitrary and we define PI = c∂XI , P˜I = c˜∂˜XI .
These QB-invariant operators can be used to define conservation laws in the same way
that we did for supersymmetry. In the case of PI , for example, we use the correlation
function 〈PIV1, . . .Vn〉 to define a differential form FPI ,V1,...,Vn on M̂g,n+1. It is closed and
of codimension 1, so as usual
0 =
∫
M̂g,n+1
dFPIV1...Vn =
∫
∂M̂g,n+1
FPIV1...Vn . (8.32)
Analysis of the surface terms here leads to a conservation law, which is the same one that
we deduced in section 8.2 using the conserved worldsheet current JI = ∂XI .
For the heterotic string, one defines similarly PI = cδ(γ)DθXI , P˜I = c˜∂˜XI . The
Type II analog is evident. Again, the same formalism can be used to deduce momentum
and winding conservation. In the language of [1], the operator PI is related by picture-
changing to the conserved worldsheet current DθX
I that is used in the more elementary
explanation. (To be more precise, PI is a picture-changed version of ∂zXI =
∫
dθDθX
I .)
The advantage of the more abstract approach to momentum and winding symmetry using
the operator PI rather than the current DθXI is that it enables one to treat momentum
conservation and spacetime supersymmetry in the same framework. When we study the
spacetime supersymmetry algebra in section 8.2.6, it will be hard to avoid treating the
different spacetime symmetries in the same framework.
Though it is not clear that this is useful, one can also place in the same framework
the conservation laws associated to massless spin 1 gauge fields. We will just mention
a few illustrative examples. In the fermionic description of the Spin(32)/Z2 heterotic
string, one describes the left-moving current algebra via fermionic primary fields Λa, a =
1, . . . , 32 of dimension (1/2, 0). The associated current operators are Rab = c˜ΛaΛb and
can be used in an argument along the lines of eqn. (8.32) to establish the relevant global
symmetries. In Type I superstring theory, the usual massless gauge fields are open-string
modes. Including the Chan-Paton factors (we usually do not make them explicit in this
paper), the corresponding vertex operators are VT = cδ(γ)ε · ∂X exp(ip ·X)T , where T is
a group generator acting on the Chan-Paton factors. The corresponding gauge parameter
(see eqn. (C.3)) is WT = cδ′(γ) exp(ip · X)T . Setting p = 0, we define the current
operator RT = cδ′(γ)T , and one can use this operator, inserted on ∂Σ, to prove the
global symmetries associated to Chan-Paton gauge-invariance by following the procedure
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ΣrΣℓ
Sα Sβ V
Figure 27. As a preliminary to evaluating the anticommutator {Qα, Qβ}, we restrict the closed
integral form FSαSβV1...Vn(J , δJ ) to a locus |q| = , where the divisor indicated here is defined by
q = 0. After this restriction, FSαSβV1...Vn(J , δJ ) still has codimension 1.
of eqn. (8.32). Of course, what we have just described are rather long routes to establish
symmetries that actually are manifest in the perturbative formalism.
The fields of perturbative string theory that are usually called gauge fields but that
cannot be put in this framework are the r-form gauge-fields of the R-R sector of Type II
superstring theory (possibly enriched with D-branes and/or orientifold planes). They are
not really gauge fields in the relevant sense. There are no R sector gauge parameters at the
massless level of perturbative string theory (the first R sector gauge parameter is described
in eqn. C.9). Moreover, the elementary string states are all neutral under the R-R gauge
symmetries, so R-R gauge symmetry does not lead to a non-trivial conservation law in
scattering of these states. R-R gauge invariance comes into play when one constrains the
D-branes and orientifold planes via R-R tadpole cancellation; see section 9.4.
8.2.6 The Supersymmetry Algebra
Since we have obtained the standard supersymmetry generators, at least in the g` = 0
approximation, it is fairly obvious that we must get the standard supersymmetry algebra,
at least in that approximation. It is interesting to see how to compute this algebra, in
the present formulation. First let us recall how we would do this at non-zero momentum.
For this, we can follow a procedure described in section 8.1.2. Given any n non-soft string
states represented by vertex operators V1, . . . ,Vn, we would add two vertex operators for
soft gravitinos, compute a g-loop contribution by integrating a suitable integral form on
the appropriate integration cycle Γ , and deduce the supersymmetry algebra by studying
the limit of this integral as the gravitino momentum goes to zero.
Instead here we want to describe an analogous procedure with the soft gravitino vertex
operators replaced by supersymmetry generators Sα and Sβ, which carry zero momentum.
The usual procedure will extract from the worldsheet path integral a closed integral form
FSαSβV1...Vn(J , δJ ) on the same cycle Γ as before, but now, as two physical state vertex
operators have been replaced by Sα or Sβ (whose ghost number is smaller by 1), F (J , δJ )
is a form of codimension 2. So it certainly cannot be integrated over Γ .
We can reduce the gap in dimension from 2 to 1 by restricting F (J , δJ ) from Γ to
one of its boundary components B. (This is done in the usual way by a relation such as
|q| = , where q is a complex gluing parameter; such a relation reduces the real dimension
by 1.) We pick B to correspond (fig. 27) to a separating degeneration in which Σ splits
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VSβ SβSαSα V
Σℓ,2Σℓ,1b)
Sα
Σℓ,2Σℓ,1c)
VSβ
Σℓ,2Σℓ,1a) Σr Σr Σr
Figure 28. Stokes’s theorem applied to the configuration of fig. 27 says that the sum of these
three contributions vanishes. This yields the spacetime supersymmetry algebra.
OQα(V) Sβ
a) b)
Σ`,2 Σr ΣrΣ`,2
SαQβ(V)
ΣrΣ`,2
c)
V
Figure 29. As described in the text, these three pictures represent a step in evaluating the
contributions from the three pictures in fig. 28. The operator labeled O in (c) is bilinear in Sα and
Sβ .
into two components Σ` and Σr, where Σ` contains precisely Sα, Sβ, and one more vertex
operator that we will call simply V; all other vertex operators are in Σr.
We still cannot integrate F (J , δJ ) over B since even after restriction to B, it is of
codimension 1. However, B itself has boundaries associated to further degenerations. Since
dF (J , δJ ) = 0, we have a relation just analogous to (8.28) but with Γ replaced by B:
0 =
∫
B
dF (J , δJ ) =
∫
∂B
F (J , δJ ). (8.33)
Among the boundary component of B, those that arise by degeneration of Σr are not
relevant, since all vertex operators on Σr are those of physical states; the path integral on
Σr is already generating a form of top degree. We only care about degenerations of Σ`.
To keep things simple,73 we will only analyze the genus 0 contribution to the super-
symmetry algebra. If Σ` has genus 0, it can degenerate in precisely three ways, sketched
in fig. 28. In each of these cases, Σ` splits into two components Σ`,1 and Σ`,2 where only
the second intersects Σr. We can compute the corresponding amplitudes by iterating ideas
we have already explained. In each case, we can replace Σ`,1 by some operator insertion
on Σ`,2. In fig. 28(a), this operator is by definition Qα(V). Replacing Σ`,1 by an insertion
of Qα(V) on Σ`,2, we arrive at fig. 29(a), where now we can replace Σ`,2 by an insertion of
Qβ(Qα(V)) on Σr. A similar analysis of fig. 28(b), leads via fig. 29(b) to an insertion of
Qα(Qβ(V)) on Σr. Finally, in fig. 28(c), we can replace Σ`,1 by an insertion of an operator
73And also because of not fully understanding the exceptional zero-momentum contributions that will
enter momentarily. One expects no higher loop corrections to the supersymmetry algebra, probably because
there are no contributions in which the genus of Σ`,1 in fig. 28(c) is positive. To show this, one needs to
analyze the exceptional contributions.
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that is bilinear in Sα and Sβ; we call this operator OSα,Sβ or simply O. And then from fig.
29(c), we can replace Σ`,2 by an insertion on Σr of an operator bilinear in O and V, which
we call O(V). The identity (8.33) becomes
Qα(Qβ(V)) +Qβ(Qα(V)) +O(V) = 0. (8.34)
Hence
O = −{Qα, Qβ}, (8.35)
and we can determine the supersymmetry algebra by a path integral on Σ`,1 in fig. 28(c).
In this figure, the momentum flowing between Σ`,1 and Σ`,2 is zero, so to understand
the path integral on Σ`,1, we need the exceptional zero-momentum contribution whose
origin we have first seen in formulas such as (6.90) and (6.98) for bosonic strings. The
relevant contribution is
c˜ ∂˜c˜ ∂˜2c˜ cδ(γ)DθX
I ⊗ cδ(γ)DθXI + . . . (8.36)
where we omit similar terms (with the two factors of the tensor product exchanged, or
holomorphic factors exchanged with analogous antiholomorphic ones) that do not con-
tribute to evaluating the supersymmetry algebra. In eqn. (8.36), we see the operator
PI = cδ(γ)DθXI whose relation to energy-momentum conservation was described in sec-
tion 8.2.5.
However, as in section 8.2.4, it is easier, for Σ`,1 of genus 0, to recognize that what
we are trying to calculate is simply a term in the operator product expansion. The same
reasoning that led to (8.31) gives
OSα,Sβ =
1
2pii
∮
|z|=
dz Ŝα(z)Sβ(0). (8.37)
This is the standard answer, in the sense that the supersymmetry algebra is computed in
[1, 2] from just this operator product. For superstrings in R10, the right hand side of (8.37)
can be evaluated to give γIαβPI = cδ(γ)ΓIαβDθXI . (Not coincidentally, the same operator
cδ(γ)DθX
I appears in (8.36), giving another route to the same result for {Qα, Qβ}.) Here,
as we explained in section 8.2.5, the operator PI is related to energy-momentum conserva-
tion in precisely the same way that Sα is related to spacetime supersymmetry. So we have
arrived at the usual spacetime supersymmetry algebra.
In the language of [1], the operator PI = cδ(γ)DθXI is related by picture-changing to
the holomorphic current that generates translation symmetry (or after toroidal compactifi-
cation, a linear combination of translation and winding symmetry). The picture-changing
is a way to describe the integration over the fermionic gluing parameter in fig. 29(c).
A brief explanation of a calculation of the supersymmetry algebra somewhat similar
to what we have explained but in a rather different language can be found in section 6.3
of [10].
For superstring theory compactified to Rd × Z with d < 10 for some space Z, the
operator product in eqn. (8.37) may involve, in addition to the PI , also operators associated
to symmetries of Z. In that case, generators of these symmetries appear as central charges
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in the supersymmetry algebra. If not prevented by arguments of holomorphy or other
considerations of low energy effective field theory, there may be loop corrections to the
central charges, which would appear as loop corrections to the supersymmetry algebra.
This may be most likely for d ≤ 3, where constraints of low energy field theory can be less
powerful.
8.3 Vanishing Of Massless Tadpoles
Finally we come to the question of proving that perturbative massless tadpoles vanish
in those supersymmetric compactifications in which supersymmetry is not spontaneously
broken in perturbation theory.
The one fact that we need to know is that if Vφ is the vertex operator of a massless
neutral spin-zero field φ at zero momentum, then there is always a fermion vertex operator
Vψα of a zero-momentum neutral fermion field ψα that satisfies a relation
Vφ =
∑
α
Qα(Vψα). (8.38)
One can show this by explicitly exhibiting Vψα in each case. For example, in ten-dimensional
heterotic string theory, the only Vφ is
Vφ = c˜cδ(γ)∂˜XIDXI , (8.39)
and the corresponding Vψα is
Vψα = ΓαβI c˜c∂˜XIΘ−1/2Σβ. (8.40)
(The ΓI are spacetime gamma matrices and Σβ is a spin field of the matter system.)
Rather than exhibit such formulas in all the cases, we prefer to observe that the result
actually follows from the general form of the low energy supersymmetry transformations.
Under spacetime supersymmetry, φ always transforms into a fermion field, Qα(φ) = ψα,
and ψα is non-zero at zero momentum. On the other hand, at zero momentum we have
Qα(ψβ) = 0, assuming that supersymmetry is not spontaneously broken.
74 Now consider
turning on φ and ψα at zero momentum, perturbing the worldsheet action by φVφ +
ψαVψα . For this class of perturbations to be closed under spacetime supersymmetry, since
φ transforms into ψα while ψα is invariant, Vψα must transform into Vφ, giving a relation
(8.38).
Supersymmetric invariance of φVφ + ψαVψα gives one more interesting condition: at
zero momentum, Vφ must be invariant under supersymmetry. This simply means that the
perturbation by Vφ preserves spacetime supersymmetry, so the expectation value of φ is a
modulus of the supersymmetric theory, at least to first order.
74In supersymmetric field theories with unbroken supersymmetry (which excludes a constant term in the
transformation law of a fermion field), massless neutral spin 1/2 fields transform under supersymmetry
into derivatives of scalars and also into the field strengths of abelian gauge fields. These vanish at zero
momentum. Note as well that the derivative of a scalar and the field strength of a gauge field are not
Lorentz scalars, so for that reason alone, they could not contribute to
∑
αQα(Vψα).
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Figure 30. With only two vertex operators, only two types of separating degeneration are relevant
to the supersymmetric Ward identity. They are related to (a) spontaneous supersymmetry breaking
or (b) the massless tadpole.
Going back to eqns. (8.38) and (8.40), there is actually an interesting detail here,
which echoes a comment in section 7.2.2. Just as Vφ is the vertex operator for a linear
combination of the dilaton and the trace of the metric, so Vψα is the vertex operator for
a linear combination of gravitino and dilatino fields. (By the dilatino, we mean the spin
1/2 field in the ten-dimensional N = 1 supergravity multiplet.) At non-zero momentum,
there are separate superconformal vertex operators for dilatons and gravitons and likewise
for dilatinos and gravitinos. At zero momentum, in a superconformal formalism, there is
only one Vφ, so only one linear combination of the tadpoles of the dilaton and the trace
of the metric is a potential obstruction to the validity of perturbation theory, and there is
only one Vψα that we can use to prove the vanishing of this one obstruction. In a more
general formalism as summarized in section 2.4.4, we could potentially encounter separate
tadpoles for the dilaton and the trace of the graviton, and we would have two separate
Vψα ’s to deal with these two tadpoles.
Given the relation (8.38), the proof that massless tadpoles vanish in g-loop order is
very short. We simply consider the two-point function∑
α
〈Sα Vψα〉 (8.41)
in genus g. As usual, we use this correlator to define a closed integral form FS,V on the
relevant integration cycle Γ , leading to the usual relation
0 =
∫
Γ
dFS V =
∫
∂Γ
FS V . (8.42)
With only two vertex operators, there are only two types of boundary contribution that
may contribute to the relation (8.42); the two vertex operators are contained in opposite
components or the same component of Σ (fig. 30). The two cases correspond respectively
to spontaneous supersymmetry breaking (fig. 30(a)) and massless tadpoles (fig. 30(b)).
In fig. 30(a), the two branches Σ` and Σr both have positive genus, or else this
degeneration does not arise in the Deligne-Mumford compactification. Since g` + gr = g,
it follows that g`, gr ≤ g− 1. In fig. 30(b), gr > 0 but g` may vanish, so gr can equal g.
A very short argument now shows the vanishing of massless tadpoles. Inductively,
suppose that we know that massless tadpoles vanish and spacetime supersymmetry is
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unbroken up to and including genus g − 1. Then almost all boundary contributions to
the relation (8.42) vanish. The only contribution that is not ruled out by the inductive
hypothesis comes from the degeneration of fig. 30(b) with g` = 0, gr = g. Using (8.38),
this is simply the genus g tadpole 〈Vφ〉g. So that tadpole vanishes.
Once we know that the massless tadpoles vanish in genus g, the g-loop amplitudes
make sense and the arguments of section 8.2.3 show that these amplitudes have spacetime
supersymmetry, in general possibly with spontaneous supersymmetry breaking in g-loop
order. If (as in most cases) general arguments show that spacetime supersymmetry is
not spontaneously broken at g-loop order, then the inductive step is complete and we can
repeat the argument for genus g + 1.
Just one more comment is perhaps called for here. It was crucial for the inductive
argument that if spacetime supersymmetry is unbroken up to and including g-loop order,
there are no massless tadpoles below g + 1-loop order. We deduced this from general
properties of the Deligne-Mumford compactification. But in fact, low energy effective field
theory implies that if supersymmetry is unbroken up to g-loop order, then massless tadpoles
appear only in order 2g.
9 Open And/Or Unoriented Strings
9.1 Overview
In section 8, we took the heterotic string as the basic example of a string theory with
spacetime supersymmetry. In that string theory, the supersymmetry generator Sα is a
right-moving or holomorphic field, and the distinction between NS and R sectors only exists
for right-moving and not for left-moving degrees of freedom on the string worldsheet.
The analysis of section 8 extends almost at once to oriented closed Type II superstring
theory. In this theory, there are two types of spin 0 field, arising either in the NS-NS sector
or the R-R sector. In the superconformal framework, expectation values of R-R fields
cannot be conveniently incorporated, so they are assumed to vanish; as a result, there is a
global symmetry (−1)FL that distinguishes between the left-moving NS and R sectors and
ensures the vanishing of R-R tadpoles. So only NS-NS tadpoles need to be considered.
In oriented closed Type II superstring theory, there are separate spaces SL and SR of
left- and right-moving supersymmetry generators. (In ten dimensions and in the obvious
compactifications, SL and SR have the same dimension, but this is not true in general; for
example [79], it is not always true for asymmetric orbifolds.) The left- and right-moving
symmetries can each be treated exactly as we treated the supersymmetry generators of
the heterotic string. For example, every left- or right-moving supersymmetry generator
S ′α ∈ SL or S ′′β ∈ SR is associated to a spacetime supersymmetry generator Q′α or Q′′β,
each defined exactly by the procedure of section 8.2.3. Q′α exchanges the left-moving NS
and R sectors, and Q′′β does the same for right-moving ones. Q
′
α anticommutes with Q
′′
β,
since there is no short distance singularity between S ′α and S ′′β . If VNS,NS is a spin-zero and
momentum zero superconformal vertex operator from the NS-NS sector, then eqn. (8.38)
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bifurcates into two separate formulas, one involving Q′α and one involving Q′′β:
VNS,NS =
∑
α
{Q′α,VαR,NS} =
∑
β
{Q′′β,VβNS,R}, (9.1)
where VαR,NS and VβNS,R are vertex operators of the indicated types. Each of these relations
holds for the same reasons as (8.38), and either one of them can be used, independent of
the other, as input for the proof of vanishing of massless tadpoles given in section 8.3.
There is much more to say if we generalize Type II superstring theory to include
open and/or unoriented string worldsheets, by including either orientifold planes or D-
branes. In this paper,75 orientifold planes and D-branes are assumed to preserve the full
d-dimensional Poincare´ symmetry of an underlying oriented closed-string compactification
to Rd × Z, for some Z (here d ≥ 2). In the presence of D-branes and/or orientifolds, the
symmetry (−1)FL is lost and no longer prevents R-R tadpoles. Such tadpoles are possible
and play an important role. Also, separate conservation of Q′α and Q′′β is not possible when
the worldsheet can be open and/or unoriented. One must form linear combinations, for
reasons we explain momentarily. This ends up leading to a subtle interplay between NS-NS
and R-R fields.
9.1.1 Orientifolds And D-Branes
In practice, the string worldsheet Σ can be unorientable in an orientifold theory. Such
a theory is constructed starting from an underlying Type II superstring theory (possibly
with D-branes included, as discussed shortly), by projecting the string states onto states
that are invariant under an orientifold projection Ω. Here Ω is defined by combining
a diffeomorphism of the string that reverses its orientation with some symmetry of the
target spacetime (or more generally some σ-model symmetry). In the orientifold theory, in
traversing a loop in Σ around which its orientation is reversed, every left-moving field and
in particular every left-moving supersymmetry generator is exchanged with some right-
moving one. This exchange corresponds to an invertible map φ : SL → SR; in particular,
in this situation, SL and SR always have the same dimension. Unorientability means
that we cannot distinguish the spacetime supersymmetry associated to S ′α ∈ SL from that
associated to φ(S ′α) ∈ SR. So for unoriented superstrings, the unbroken supersymmetries
are associated to the sums of left- and right-moving supercharges, S ′α +φ(S ′α). A standard
way to express this reasoning is to say that these sums are Ω-invariant and so make sense
after projecting to the orientifold theory.
If Σ can have a boundary, which is the case when D-branes are present, then the purely
left- and/or right-moving bulk supersymmetries are broken; any unbroken supersymmetries
are linear combinations of left- and right-moving ones. This is usually proved by considering
the conditions for a worldsheet supercurrent to be conserved in the presence of a boundary;
we give a slightly more precise explanation in section 9.2.3. We are mainly interested in
75More general cases can be studied similarly. In all cases, one aims to prove that the low energy behavior
in string theory is consistent with what one would expect from the appropriate low energy effective field
theory.
– 176 –
the case that there are some unbroken supersymmetries, since unbroken supersymmetry
will be an ingredient in proving the vanishing of massless tadpoles.
A prototype is Type I superstring theory. To construct this theory, one starts with
Type IIB superstring theory, in which the spaces SL and SR are isomorphic; they are 16-
dimensional, and transform under the ten-dimensional Lorentz group SO(1, 9) as a spinor
of, say, positive chirality. A spacetime-filling orientifold plane and associated D-branes are
then introduced in a way that preserves half of the supersymmetry. We can consider φ to
be 1. The unbroken supersymmetries are Qα = Q
′
α + Q
′′
α, where α is a positive chirality
spinor index. They correspond to the supersymmetry generators Sα = S ′α + S ′′α.
9.1.2 What We Will Learn
After establishing some fundamentals in section 9.2, we analyze tadpoles in open and/or
unoriented superstring theory in section 9.3. What emerges is more complicated than for
closed oriented superstring theory: instead of a proof that NS-NS tadpoles vanish, we get
a formula that in a sense relates NS-NS tadpoles to R-R tadpoles. The precise statement is
rather delicate and leads to a severe constraint on R-R tadpoles: they arise only when the
worldsheet Σ has the topology of a disc or of RP2. Since only finitely many topologies can
contribute to R-R tadpoles, it is possible to completely evaluate those tadpoles in a given
superstring theory. Moreover, the disc and RP2 both have Euler characteristic 1 and hence
contribute in the same order of superstring perturbation theory – the lowest order in which
open and/or unoriented worldsheets appear at all. Accordingly it is possible for their
contributions to cancel. A celebrated calculation [82] that triggered what is sometimes
called the first superstring revolution showed, in effect, that this cancellation occurs in
Type I superstring theory precisely if the Chan-Paton gauge group of the open strings is
SO(32). More generally, R-R tadpole cancellation is a standard and important ingredient
in constructing superstring models with orientifolds and/or D-branes.
From general considerations such as those of section 7.2, one might expect that R-R
tadpoles would be associated to infrared divergences, just like other massless tadpoles.
There is a certain important sense in which this is not true: R-R tadpoles lead to gauge
and gravitational anomalies in spacetime, not directly to infrared divergences. It is true
[83] that infrared divergences cancel in (for example) Type I superstring theory precisely
when R-R tadpoles cancel, but the reason for this is that spacetime supersymmetry relates
R-R tadpoles to NS-NS tadpoles, which in turn are associated to infrared divergences. Our
explanation of these facts relies on the fermionic gluing parameter associated to a Ramond
degeneration; for an earlier approach, see [84]. The relation of anomaly cancellation (can-
cellation of R-R tadpoles) to the cancellation of infrared divergences (cancellation of NS-NS
tadpoles) is important in superstring model-building.
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Figure 31. These closed-string degenerations, in which the right-hand component Σr is a disc, as
in (a), or a copy of RP2, as in (b), are the exceptional cases in which the gluing parameter q is real
and positive. Typically, for closed-string degenerations, gluing depends on a complex parameter.
In these particular cases, the argument of the gluing parameter can be absorbed in a rotation of
Σr around its intersection with Σ`.
9.2 Fundamentals
9.2.1 Geometry
The Deligne-Mumford compactification of the moduli space of oriented closed Riemann
surfaces Σ is a manifold without boundary.76 Compactification is achieved by adjoining to
the ordinary moduli spaceM a divisor D at infinity; D is a union of irreducible components
Dα, each defined by the vanishing of an appropriate complex gluing parameter qα. As usual,
we write M̂ for the compactification.
When we speak loosely of the “boundary” of M̂, we really mean the following. Because
the integration measures of interest are typically singular at qα = 0, we introduce an
infrared cutoff by requiring |qα| ≥  for some small positive . (As usual, the definition
of |qα| depends on a suitable choice of hermitian metric.) This inequality gives a cutoff
version of M̂ that we might call M̂. It is really M̂ that has a boundary, namely the
boundary at |qα| = . The “boundary” contributions to Ward identities of closed oriented
string theories, as studied in sections 7 and 8, are always boundary contributions in this
sense. They are more precisely contributions from the divisors at infinity in M̂. For short,
we call them the contributions of virtual boundaries.
For open and/or unoriented Riemann surfaces, things are different; the relevant moduli
spaces have boundaries in the naive sense. Technically, the details are a little easier to
describe for ordinary Riemann surfaces, so we consider that case first. (What follows
is a summary of matters explained more fully in section 7.4 of [16].) For open and/or
unoriented Riemann surfaces, M̂ has three types of boundary component. Two of them
arise from closed-string degenerations in which, exceptionally, the gluing parameter q is
real and nonnegative rather than being, as usual, a complex parameter. This happens (fig.
31) when Σ decomposes to a union of components Σ` and Σr, with one of them, say Σr,
being a disc D with one puncture or a copy of RP2 with one puncture. Precisely in those
two cases, Σr has a U(1) symmetry group (consisting of rotations around the puncture)
that can be used to eliminate the argument of the gluing parameter; accordingly, one
can take q to be real and nonnegative. The condition q = 0 then defines a boundary
76To be more precise, it is an orbifold or in fancier language a stack without boundary, rather than a
manifold. This refinement will not be important and we will loosely refer to the moduli space as a manifold.
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Figure 32. (a) An open-string worldsheet with a long strip connecting two branches Σ` and Σr.
(b) Compactification is achieved by allowing an open-string degeneration, shown here, to represent
the limit that the length of the strip becomes infinite.
component of the compactified moduli space. The third type of boundary component
arises from what one might call an open-string degeneration, in which (fig. 32) Σ is a
union of two components joined by a long strip rather than a long tube. In other words,
this degeneration is associated to an on-shell open string rather than an on-shell closed
string. If s is the length of the strip, one defines the gluing parameter q = e−s; it is
real and positive, and compactification of the moduli space is achieved by including the
degeneration at q = 0. Again, the condition q = 0 defines a boundary component of the
compactified moduli space.
All this is for open and/or unoriented bosonic strings. The supersymmetric case in-
volves some further details. For open and/or unoriented superstring worldsheets Σ, it
seems that there is no natural definition of a moduli space, but instead one can define an
integration cycle Γ suitable for superstring perturbation theory. (This has been discussed
in sections 3.3.2 and 6.6.3, as well as section 7.4 of [16].) The compactification Γ̂ is a
smooth supermanifold (or more precisely superorbifold) with boundary. Its boundaries
again correspond77 to the degenerations of figs. 31 and 32. In superstring theory, each
of these degenerations is of two types. In fig. 31, the closed-string state that propagates
through the double point may be of either NS-NS or R-R type. In fig. 32, the open-string
state that propagates through the double point may be of either NS or R type.
In each of these cases, the gluing parameter q is real and nonnegative modulo the odd
variables. Moreover, it is defined up to
q → efq, (9.2)
where f is real modulo the odd variables. The existence of such a function q, vanishing
on the boundary, is part of the definition of a smooth supermanifold with boundary; see
for instance section 3.5 of [15]. With this definition, integration of a smooth measure is a
well-defined operation on a supermanifold with boundary; there is no integration ambiguity.
In general, of course, in superstring perturbation theory, one is not dealing with smooth
measures. The thorniest singularity that can arise at q = 0 is the dq/q singularity associated
to a massless tadpole (this will be a closed-string tadpole in fig. 31, or an open-string
77In addition to these ordinary boundaries, Γ̂ has virtual boundaries associated to generic closed-string
degenerations, just as in the case of oriented closed strings.
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tadpole in fig. 32). When the integrated tadpole vanishes, there is a natural procedure
described in section 7.6 to regularize the singularity and evaluate the resulting integral.
As usual, we can be a little more precise than (9.2); we can restrict to f = f` + fr,
where f` depends only on the moduli of Σ` and fr depends only on the moduli of Σr. The
indeterminacy of q is really only of the form
q → ef`+frq. (9.3)
This has an important implication for the exceptional closed-string degenerations of fig.
31. In those cases, Σr, being a disc or a copy of RP2 with only one puncture, has no moduli
at all. So fr is a function on a point, in other words a constant. Now suppose that Σ`
is the same in figs. 31(a) and (b), and denote the gluing parameter as qΣ`,D or qΣ`,RP2
depending on whether Σr is a disc D or a copy of RP2. Since Σ` is the same in the two
cases, we can use the same local parameters on Σ` in defining qΣ`,D and qΣ`,RP2 . If we do
this, a change in those local parameters multiplies qΣ`,D and qΣ`,RP2 by the same factor
ef` , and this cancels out of the ratio qΣ`,D/qΣ`,RP2 . What about fr? If one has what one
regards as a preferred way to fix a local coordinate at the puncture of a once-punctured
disc or RP2, then one can also eliminate the indeterminacy in this ratio due to fr. But
even if one does not wish to select preferred local coordinates in these two special cases,
the ambiguity due to fr only affects the ratio by a multiplicative constant, since fr is itself
a constant in each of the two cases. So the ratio of gluing parameters is well-defined up to
a positive multiplicative constant:
qΣ`,D
qΣ`,RP2
→ eκ qΣ`,D
qΣ`,RP2
, κ ∈ R. (9.4)
Here κ is entirely independent of Σ`. This is ultimately important in canceling infrared
divergences.
9.2.2 BRST Anomalies
Obviously, once we consider superstring theories with open as well as closed strings, we have
to consider gauge transformations V → V + {QB,W}, where now V may be an open-string
vertex operator. We also have to allow for the fact that in open and/or unoriented string
theory, the integration cycle Γ̂ may have actual boundaries, as well as virtual boundaries
associated to closed-string degenerations.
Still, our analysis in section 7 carries over, with only a few changes. For example, just
as before, BRST anomalies in a scattering amplitude can come only from degenerations
of a worldsheet Σ to two branches Σ` and Σr, of such a type that the momentum flowing
between the two branches is automatically on-shell. The anomalies can therefore only come
from the obvious generalizations of figs. 16 and 17 of section 7.3, as follows: in general,
Σ` and Σr may be open and/or unoriented surfaces, they may be joined at an open-string
degeneration rather than a closed-string degeneration, and some or all of the external vertex
operators may be open-string vertex operators. These generalizations do not affect much
that we said previously, and the conclusion relating anomalies to mass renormalization and
tadpoles is almost unaffected.
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Figure 33. (a) The action of a supercharge Qα associated to a supercurrent Sα on an open-string
vertex operator V is obtained by evaluating the contribution to the Ward identity (9.5) of degener-
ations of this type, with only Sα and V on the left, and any collection of open and/or closed-string
vertex operators on the right. (b) The proof that massless open-string tadpoles vanish comes by
considering the correlator 〈Sα V〉, where V is an open-string vertex operator. The Ward identity has
only the two contributions sketched here; they are associated respectively to spontaneous breaking
of the supersymmetry Qα and to the tadpole of the vertex operator {Qα,V}. If there is unbroken
supersymmetry in perturbation theory, then the vanishing of massless open-string tadpoles follows.
Clearly, mass renormalization for open-string states is now relevant. We avoid this as
usual by restricting to the massless S-matrix in models in which supersymmetry prevents
mass renormalization for massless particles.
Also, tadpoles may now arise for either open- or closed-string states, and closed-string
tadpoles may be of either NS-NS or R-R type. The open-string tadpoles do not lead
to much novelty, as will be clear in section 9.2.3. The R-R tadpoles do involve novelties,
related to the peculiar fermionic gluing parameter that appears at a Ramond degeneration;
see section 9.3. In particular, hexagon anomalies that appear at one-loop order in Type I
superstring theory if the gauge group is not SO(32) [82] have their origin in R-R tadpoles.
As we will see, the real importance of the exceptional closed-string degenerations of fig.
31 is their relation to R-R tadpoles. They also represent potential new contributions to NS-
NS tadpoles, but in this they are not unique. Open and/or unoriented superstring theory
has more options for the worldsheet topology than closed oriented superstring theory, and
all of them are equally relevant in analyzing NS-NS tadpoles.
9.2.3 Spacetime Supersymmetry For Open And/Or Unoriented Superstrings
The analysis of spacetime supersymmetry from section 8.2.3 must likewise be generalized
to open and/or unoriented superstring theory. The basic idea as before is to analyze the
identity
0 =
∫
∂Γ̂
FSαV1...Vn (9.5)
where now V1 . . .Vn may be open- or closed-string vertex operators, and we must consider
real as well as virtual boundary components of the compactified integration cycle Γ̂ . (For
the moment, Sα may be a left- or right-moving supersymmetry generator or a linear com-
bination.) For the same reasons as before, contributions to this formula can only come
from the four types of degeneration sketched in fig. 25 of section 8.2.3, generalized in the
obvious way to allow for open and/or unoriented string worldsheets and open-string vertex
operators.
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Figure 34. (a) Supersymmetry breaking by mixing of open and closed strings is reflected in a
non-zero contribution to the Ward identity from the degeneration shown here, in which the left
branch is a disc and contains only the supercurrent S ′. The right branch in the example shown
is an annulus with several closed-string vertex operators. (b) As usual, this contribution can be
evaluated via an insertion on the right branch of an operator O(S ′) – the vertex operator for the
Goldstone fermion, which in this mechanism for supersymmetry breaking is an open-string mode.
(c) At tree level (that is, when the left branch is a disc), the operator O(S ′) is simply the limit
of the supercurrent S ′ as the point at which it is inserted approaches the boundary; this limit is
conformally equivalent to the degeneration in (a). Hence, O(S ′) at tree level is a matrix element of
the bulk-to-boundary analog of the operator product expansion.
In particular, we use the open-string analog of the degeneration of fig. 25(a) to define
how the supercharge Qα associated to Sα acts on an open-string vertex operator Vi. The
contribution for the case that Σ` is a disc is sketched in fig. 33(a). (Just as for closed strings,
there may also be loop corrections to Qα(Vi), presumably associated to mass renormaliza-
tion.) As before, as long as spontaneous supersymmetry breaking, mass renormalization,
and tadpoles do not come into play, the analogs of the other degenerations in fig. 25 do not
contribute. Under this hypothesis, one gets a linear supersymmetric Ward identity among
scattering amplitudes, with the standard form of eqn. (8.29). In particular, under these
conditions, massless open-string tadpoles vanish (fig. 33(b)).
However, the question of spontaneous supersymmetry breaking does have some special
features in the presence of open strings. What we will now describe is the analog for
spacetime supersymmetry of spontaneous breaking of B-field gauge-invariance by mixing
of open and closed strings, as described in [72] and in section 7.4.1.
Matters are particularly simple for a theory of oriented open and closed superstrings,
in other words an extension of Type II superstring theory with D-branes but no orientifold
plane. It is instructive to examine this case even though in higher orders such theories
are frequently anomalous. (The anomaly, which we study in section 9.4, arises in a higher
order of perturbation theory than the effect we will describe now, since it comes from an
annulus diagram rather than a disc.)
Let us consider the supersymmetry-breaking degeneration of fig. 25(d), in which a
surface Σ splits into two components Σ` and Σr, with only a supercurrent inserted on Σ`.
But now we focus on the special case that Σ` is a disc (fig. 34(a)); and for definiteness, we
consider the supercurrent to be a left-moving one S ′α. By familiar reasoning, the contribu-
tion to the path integral from the degeneration indicated in the figure can be computed by
replacing Σ` by an insertion of an operator O(S ′α) on Σr (fig. 34(b)). O(S ′α) is the vertex
operator of a physical open-string state of spin 1/2 (and momentum zero) – a Goldstone
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fermion. Specifically for the case that Σ` is a disc, the operator O(S ′α) is always non-zero.
Indeed, for Σ` a disc, the degeneration of fig. 34(a) is conformally equivalent to a limit in
which the operator S ′α approaches the boundary of Σ from the interior (as in fig. 34(c)).
Thus, for Σ` a disc, O(S ′α) is simply a matrix element of the bulk-to-boundary analog of
the OPE [85]. A holomorphic field such as S ′α always has a non-zero limit as it approaches
the boundary. It can in general be oversimplified to think of a Ramond vertex operator
as a conformal field, since in this viewpoint it is difficult to incorporate the odd moduli of
a super Riemann surface. However, the behavior as S ′α approaches the boundary can be
computed by a local bulk-to-boundary computation in which odd moduli, which are global
in nature, play no important role. So for this purpose, one may view S ′α as just another
type of holomorphic conformal field, and it is inevitably non-zero along the boundary of Σ.
The fact that O(S ′α) 6= 0 means that the presence of a boundary definitely breaks the
supersymmetry generated by a left-moving supercurrent S ′α. Similarly, if S ′′α˜ is a right-
moving supercurrent, then O(S ′′α˜) is non-zero and the supersymmetry generated by S ′′α˜ is
definitely broken by the boundary condition. The only way to find a spacetime supersym-
metry that is not broken by the boundary condition is to find S ′α and S ′′α˜ such that
O(S ′α) +O(S ′′α˜) = 0. (9.6)
We write SL for the space of left-moving supercurrents S ′α and S∗L for the subspace of
SL such that this eqn. (9.6) is satisfied for some right-moving supercurrent S ′′α˜. For
S ′α ∈ S∗L, the solution S ′′α˜ is unique (since O(S ′′) is non-zero for all non-zero right-moving
supercurrents S ′′) and of course it is linear in S ′α. We denote S ′′α˜ as φD(S ′α), where the
notation is meant to remind us that φD reflects the effects of D-branes. Thus a generator
of unbroken supersymmetry is a linear combination
Sα = S ′α + φD(S ′α) (9.7)
of left and right-moving supercurrents.
A simple example [87] that illustrates these ideas is Type IIB superstring theory in R10,
with D9-branes. Half of the bulk supersymmetry is spontaneously broken by the coupling
to the branes. The Goldstone fermion is an open-string mode.
In unoriented superstring theory, the starting point is simpler. Even in bulk, the only
supercurrents that can be defined without a choice of orientation are mixtures of left- and
right-moving supercurrents of an underlying Type II theory. In the notation of section 9.1,
such mixtures take the form Sα = S ′α +φ(S ′α), where φ is the orientifold projection viewed
as a map from left-moving to right-moving supercurrents. In a theory with D-branes as
well as an orientifold projection, the condition that the mixing of open and closed strings
at the level of the disc amplitude does not spontaneously break supersymmetry is that
O(Sα) = 0. Supersymmetries that are unbroken in the presence of both the D-branes
and the orientifold projection are derived from left-moving supercurrents S ′α such that
φ(S ′α) = φD(S ′α). Henceforth we restrict to such supercurrents and drop the distinction
between φ and φD.
After analyzing the disc amplitudes, one can ask whether higher order perturbative
corrections trigger further spontaneous breaking of supersymmetry. Just as for closed
– 183 –
oriented strings, simple arguments can usually be given to show that this does not occur
(or, more exceptionally, that it does). For example, in section 8.2.3, we gave an elementary
argument of spacetime chirality to show that in ten-dimensional Type I superstring theory,
the supersymmetry that is allowed by the orientifold projection is not spontaneously broken
in perturbation theory. Given such an argument, one has the right ingredients for the
considerations that we will present next.
9.3 NS-NS and R-R Tadpoles
9.3.1 Preview
We now come to a point at which open and/or unoriented superstring theories are really
different. For closed oriented superstrings, we were able in section 8.3 to use spacetime
supersymmetry to prove the vanishing of all massless tadpoles. But for open and/or un-
oriented superstrings, spacetime supersymmetry does not lead to a result as strong as this.
Given our usual assumptions, supersymmetry leads to a relation that expresses NS-NS
tadpoles in terms of R-R tadpoles, schematically
〈VNS-NS〉+ 〈VR-R〉 = 0, (9.8)
but not to a general proof that the tadpoles vanish.
There is a surprise here. Physical R-R fields decouple at zero momentum, even in open
and/or unoriented superstring theory. This is a consequence of the fact that R-R fields are
r-form gauge fields (for various values of r, depending on the model), which couple only
via their r+1-form field strengths. For example, the field strength of a physical R-R scalar
field is a closed one-form, which vanishes at zero spacetime momentum. In section 6.2.2,
we essentially deduced this vanishing as a consequence of integration over fermionic gluing
parameters. That being so, one might not expect R-R tadpoles.
It is indeed true that there are no tadpoles for physical R-R fields. What we will call
an R-R tadpole is the expectation value of a certain R-R vertex operator, but this is not
the superconformal vertex operator of a physical R-R field. Why do we have to worry
about R-R fields outside of the usual pantheon of superconformal vertex operators? The
answer is subtle and involves the fact that at certain exceptional R-R degenerations, the
usual fermionic gluing parameter is absent. Explaining this is our main goal.
The net effect is that R-R tadpoles arise from string worldsheets of only two possible
topologies: a disc or RP2. As already noted in section 9.1.2, it follows that in a given
superstring compactification, R-R tadpoles can be completely calculated.
To convince oneself without any technicalities that the R-R operators that lead to
tadpoles cannot be vertex operators of physical states, it suffices to consider the most
classic example of a superstring theory in which R-R tadpoles are important. This is Type I
superstring theory in ten dimensions, where R-R tadpoles underlie the classic computations
[82, 83] of anomalies and NS-NS tadpoles. (This is explained and the key points are
analyzed in [84], in a language somewhat different from ours.) This theory has no physical
R-R field of spin zero, so the tadpole must be associated to some R-R vertex operator that
is not the vertex operator of a physical field.
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9.3.2 Ward Identity With R-R Vertex Operators
We start with a simplified explanation of why R-R vertex operators appear in studying NS-
NS tadpoles for open and/or unoriented superstrings. First we consider the illustrative case
of a Type II superstring compactification modified by adding D-branes but not orientifold
planes.
In a Type II model, let VNS-NS be the vertex operator for a spin 0 field of zero mo-
mentum whose tadpole we wish to study. As already observed in the discussion of eqn.
(9.1), in the absence of D-branes and orientifold planes, we could establish the vanishing
of the tadpole using spacetime supersymmetries associated to either a left- or right-moving
supercurrent. For example, we can take a left-moving supercurrent, and find a relation at
zero momentum
VNS-NS =
∑
α
{Q′α,VαR-NS}, (9.9)
where VαR-NS is a fermion vertex operator of R-NS type. From this we deduce the vanishing
of the NS-NS tadpole as in section 8.3, assuming that supersymmetry is not spontaneously
broken.
When we add D-branes, the supersymmetry generated by the left-moving supercurrent
S ′α is always broken by the boundary conditions and instead we must use a linear combi-
nation S ′α +S ′′α (or S ′α +φD(S ′α), in the notation of eqn. (9.7)) that generates an unbroken
supersymmetry. What happens now, roughly speaking, is that the supersymmetry Q′′α gen-
erated by S ′′α acts on the right-moving part of the vertex operator VαR-NS, transforming it
into a vertex operator of R-R type that we will schematically call VR-R. So in the presence
of D-branes, eqn. (9.9) must be replaced by something more like
VNS-NS + VR-R =
∑
α
{Q′α +Q′′α,VαR-NS}. (9.10)
This formula is very schematic and we will see that it needs some corrections.
If we consider an orientifold plane as well as (or instead of) D-branes, everything is
much the same except that we must use operators invariant under the orientifold projection.
So in the starting point, the operator VαR,NS must be replaced by a linear combination of
operators from the R-NS and NS-R sectors. With orientifold planes, a better (though still
schematic) statement of the identity that constrains R-R tadpoles is
VNS-NS + VR-R =
∑
α
{Q′α +Q′′α,VαR-NS + VαNS-R}. (9.11)
These formulas suggest that spacetime supersymmetry for open and/or unoriented
superstring theory will only tell us that NS-NS tadpoles can be expressed in terms of R-R
tadpoles, not that they each vanish separately. In a sense, that is the right answer, but we
are still several steps removed from a correct explanation.
A more careful derivation, as we explain shortly, shows that if eqn. (9.11) is under-
stood as a relation between physical state vertex operators, then VR-R must be multiplied
by a factor of the spacetime momentum kI . This factor is related to the spacetime su-
persymmetry algebra {Qα, Qβ} = ΓIαβPI ; by virtue of this formula, when we act with Qα
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on the vertex operators, a factor of momentum has to appear somewhere. The purpose of
section 9.3.3 is to explain that this factor actually appears multiplying VR-R. From this it
seems that upon setting kI = 0 to study the tadpoles, the R-R contribution will disappear
and we will learn, just as for Type II, that the NS-NS tadpoles vanish. That conclusion
is mistaken, but only for the case that the superstring worldsheet Σ is a disc or a copy
of RP2. It seems difficult to understand the exceptions through a corrected version of a
formula such as (9.11); we will really have to go back to the identity (9.5) that was the
starting point in defining the spacetime supercharges Qα.
9.3.3 A Factor Of Momentum
To proceed, instead of being abstract, we consider the illustrative example of Type I su-
perstring theory in ten dimensions. For the more general case of a compactification to
d < 10 dimensions, one essentially repeats the analysis once for every relevant zero-mode
wavefunction in the internal space [86]. These wavefunctions behave as constants in the
following analysis, so keeping track of them would mostly modify only our notation.
The action of spacetime supersymmetry on vertex operators can be computed [1] using
the operator product expansion of superconformal field theory. In doing so, one can treat
the relevant vertex operators as products of holomorphic and antiholomorphic factors.78
The relevant building blocks of physical state vertex operators are the right-moving bosonic
and fermionic massless vertex operators
YI = cδ(γ)DθXI exp(ik ·X)
Zα = cΘ−1/2Σα exp(ik ·X), (9.12)
and their left-moving counterparts
Y˜I = c˜δ(γ˜)D
θ˜
XI exp(ik ·X)
Z˜α = c˜Θ˜−1/2Σ˜α exp(ik ·X). (9.13)
The expressions we have written here have the canonical picture numbers −1 for bosons and
−1/2 for fermions; as we know from sections 4.1 and 5.1, superconformal vertex operators
appropriate for evaluating the scattering amplitudes by integration over the usual moduli
spaces exist only at those picture numbers. Θ−1/2 represents the βγ ground state at
picture number −1/2, and Σα is the spin field of the matter system, projected to the
positive chirality part so that Zα is invariant under the GSO projection ΠGSO. For k 6= 0,
the physical state conditions require us to take certain linear combinations of the above
operators (such as εIYI with ε · k = 0 or uαZα, with (Γ · k)αβuα = 0). At k = 0, this
is unnecessary. Physical state vertex operators are constructed by multiplying left- and
78The vertex operator of a string state of momentum k contains a factor exp(ik · X) that only factor-
izes locally, but this is good enough for computing OPE’s. The factors exp(ik · X) in eqns. (9.12) and
(9.13) below are understand as functions of the right-moving and left-moving parts of X, respectively. In
compactifications, the zero-mode wavefunctions mentioned in the last paragraph do not factorize, but they
behave as constants in the specific OPE’s we will need and do not affect the analysis.
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right-moving factors of this type. For example, the NS-NS vertex operator whose tadpole
we need to analyze is the operator Vφ = Y˜IYI at zero momentum.
Finally, we will also need the fermion vertex operators at picture number −3/2:
Zα∗ = cΘ−3/2Σα exp(ik ·X)
Z˜α∗ = c˜Θ˜−3/2Σ˜α exp(ik · X˜). (9.14)
Here Θ−3/2 represents the βγ ground state now at picture number −3/2, and Σα is the
chirality −1 part of the spin field of the matter system. Θ−3/2 and Σα are both GSO-odd,
so their product is even (see section 5.5.1). Thus Zα∗ is GSO-invariant, and so similarly
is Z˜α∗ . Importantly, they have opposite spacetime chirality from Zα and Z˜α. The right-
moving picture-changing operator Y maps Zα∗ to Zβ, modulo a BRST-exact operator, with
an important factor of the momentum:
Y · Zα∗ = (Γ · k)αβZβ + {QB, ·}. (9.15)
There is of course a similar formula for left-movers.
Since Zα∗ and Z˜α∗ are not superconformal vertex operators, they cannot be used in
computing scattering amplitudes by integration over the usual moduli space of super Rie-
mann surfaces. But it will turn out that it is difficult to discuss R-R tadpoles without
considering these operators.
As we have already discussed in section 8.2.4 in the context of oriented closed super-
strings, the usual procedure [1] to construct the spacetime supersymmetry generators is
as follows. The basic ingredient is the spin 1 holomorphic field Ŝα = Θ−1/2Σα, which we
have written at the canonical and most convenient picture number −1/2. This field may
loosely speaking be regarded as a conserved current on the string worldsheet, and as such
it generates a symmetry – spacetime supersymmetry. This interpretation is valid locally,
though globally it somewhat obscures the super Riemann surface geometry. (What we call
the supercurrent in the present paper is not Ŝα but Sα = cŜα.) The action of spacetime
supersymmetry on a vertex operator V is usually defined by extracting a pole in the OPE
Ŝ(z)V(w), and if necessary applying a picture-changing operation so as to return to a
canonical value of the picture number. For example
Ŝα(z)Zβ(w) ∼ 1
z − wΓ
I
αβYI . (9.16)
In this case, picture-changing is unnecessary, and one interprets the formula to mean that
{Qα,Zβ} = ΓIαβYI . (9.17)
On the other hand, since Ŝ has picture number −1/2 and YI has picture number −1, the
product Ŝ · YI has picture number −3/2, so in this case we will want to apply a picture-
changing operation to map back to the canonical picture number, which for Ramond vertex
operators is −1/2. The pole in the OPE is
Ŝα(z)YI(w) ∼ 1
z − wΓIαβZ
β
∗ . (9.18)
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VR-NS R-R
Figure 35. A right-moving supercurrent acting on a vertex operator of R-NS type to produce an
R-R vertex operator.
After picture-changing via eqn. (9.15), one therefore defines
{Qα,YI} = (ΓIΓ · k)αβZβ. (9.19)
Eqns. (9.17) and (9.19) are compatible79 with the expected supersymmetry algebra {Qα, Qβ} =
ΓIαβPI . We will also want later a variant of (9.18); with Sα = cŜα, we have
Sα(z)YI(w) ∼ ΓIαβ∂cZβ∗ . (9.20)
The purpose of this explanation has been to show that the action of Qα on a massless
NS vertex operator to produce a Ramond vertex operator has no factor of the momentum
kI (eqn. (9.17)), while its action on a massless Ramond vertex operator to produce a vertex
operator in the NS sector is proportional to kI (eqn. (9.19)). Accordingly, in a more careful
derivation, the R-R vertex operator VR-R on the left hand side of eqns. (9.10) or (9.11)
would be multiplied by a factor of kI .
Setting k = 0 to study tadpoles, this contribution would therefore disappear. This
result is consistent with the intuition that R-R fields decouple at zero momentum, but it
leaves one wondering: How can R-R tadpoles can possibly appear?
9.3.4 When The Fermionic Gluing Parameter Disappears
The answer to the last question is that under certain conditions, there is no picture-changing
in the derivation of the supersymmetric Ward identity.
Let us return to our definition of the supercharge, based on the process sketched in
fig. 26 of section 8.2.3. What in the usual description is called picture-changing in the
action of the supercharge Qα on an NS vertex operator arises in our point of view from
integration over the fermionic gluing parameter in fig. 26(a). If we want the usual picture-
changing not to appear, we need to find a reason that the usual fermionic gluing parameter
is missing. The way to eliminate it is the same as the way to eliminate the argument of
the closed-string gluing parameter q, as described in section 9.2.1 and fig. 31. If either
Σ` or Σr has a fermionic symmetry that acts by shifting the fermionic divisor at which
Σ` and Σr are glued together, then the fermionic gluing parameter can be absorbed in an
automorphism of Σ` or Σr.
79To demonstrate this is a little tricky. One must use the fact that YI only appears in a combination
εIYI where ε · k = 0, and one must also use the fact that kIYI is QB-trivial. And similarly, one must use
the fact that Zα only appears in a combination uαZα where k · Γu = 0.
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For convenience, we repeat the relevant picture here (fig. 35) for the case of a right-
moving supercurrent S ′′α acting on a vertex operator VR-NS from the R-NS sector. An R-R
state is propagating between Σ` and Σr. If Σ` and Σr were completely generic, then to
evaluate the matrix element represented by this picture, we would have to integrate over
both a left-moving and right-moving (antiholomorphic and holomorphic) fermionic gluing
parameter.
However, we will take Σ` to have genus 0, and in this case something special happens.
From an antiholomorphic point of view, the operator S ′′α is the identity and hence Σ` is
a genus 0 surface with only two punctures, associated to the insertion of VR-NS and the
intersection of Σ` and Σr. These are both Ramond punctures. A genus 0 super Riemann
surface with only two Ramond punctures has a fermionic automorphism which can be used
to remove the antiholomorphic gluing parameter. One can describe such a surface Σ` by
coordinates z˜|θ˜ (including a divisor at z˜ = ∞), with the superconformal structure being
defined by D∗
θ˜
= ∂
θ˜
+ θ˜z˜∂z˜. The Ramond divisors are defined by z˜ = 0 and z˜ =∞; we call
them F˜0 and F˜∞, respectively. Σ` admits the odd superconformal vector field
ν˜ = ∂
θ˜
− θ˜z˜∂z˜. (9.21)
For future reference, we note that
ν˜2 = −z˜∂z˜. (9.22)
When restricted to either F˜0 or F˜∞, ν˜ reduces to ∂θ˜ (to see this for F˜∞, it helps to transform
z˜ → 1/z˜), and generates the symmetry
θ˜ → θ˜ + α, (9.23)
with an anticommuting parameter α. For more on this, see sections 5.1.4 and 7.4.4 of [16].
The symmetry of Σ` that we have just described, since it shifts θ˜ by an arbitrary constant,
can be used to transform away the gluing parameter that arises when F˜0 or F˜∞ is glued to
a Ramond divisor in Σr.
From a holomorphic point of view, Σ` has a third puncture and no fermionic auto-
morphism. According, if Σr is generic, then to evaluate the action of the supercharge, we
will have to integrate over one fermionic gluing parameter, the holomorphic one. This will
reproduce what in the conventional approach comes from picture-changing.
To eliminate the holomorphic fermionic gluing parameter from fig. 35, Σr will have
to have a fermionic automorphism. A closed, oriented super Riemann surface Σr with at
least one puncture (the point at which Σr intersects Σ`) appearing in the Deligne-Mumford
compactification80 never has such an automorphism, so for closed oriented superstrings,
it is never possible to get rid of the fermionic gluing parameter. If Σr is open and/or
unoriented, it can have a fermionic automorphism, but only in two special cases: Σr must
be a disc or a copy of RP2, with precisely one puncture which must be of R-R type. In
either of these cases, the closed oriented double cover Σ̂r of Σr is a genus 0 super Riemann
80We exclude the case that Σr is a genus 0 surface with at most two punctures, since this case does not
arise in the Deligne-Mumford compactification.
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NS R
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Sα Sα
Σ` Σ`Σr
Figure 36. Contributions to the supersymmetric Ward identity that give an R-R operator without
a fermionic gluing parameter. Σr in fig. 35 must be either (a) a disc or (b) a copy of RP2, in either
case with no vertex operator insertions.
S′′
b)
VR-NS
a)
S′′
VR-NS
Figure 37. Correlation function 〈S ′′ VR-NS〉 on (a) a disc or (b) a copy of RP2.
surface with two punctures of R type, and its fermionic symmetry can again be described
as in eqn. (9.21). Moreover, just as before, this symmetry generates a shift of the Ramond
divisors at which gluing occurs and hence can be used to transform away the fermionic
gluing parameter.
It is no coincidence that the two cases in which Σr has a fermionic automorphism are
the two cases in which Σr has a continuous bosonic symmetry group, whose role was dis-
cussed in section 9.2.1. If Σr has an odd superconformal vector field ν, then (as illustrated
in eqn. (9.22)), ν2 is an even superconformal vector field that generates a one-parameter
bosonic symmetry group of Σr.
In short, the cases in which there is no fermionic gluing parameter are the cases that
Σr is a disc or a copy of RP2 (fig. 36). Since the absence of a fermionic gluing parameter in
those two cases is an important result, we will explain it in another way. The worldsheets
in fig. 36 arise by degeneration (as the two vertex operators approach each other) from
the smooth worldsheets Σ sketched in fig. 37, consisting of a disc or a copy of RP2 with
insertions of the two vertex operators S ′′α and VR-NS. In each of these cases, the closed
oriented double cover of Σ is a genus zero surface with one NS puncture and two R punc-
tures. (Since the supercurrent S ′′α is the identity operator from an antiholomorphic point of
view, its insertion point lifts on the double cover to a single R puncture. But the insertion
point of VR-NS lifts on the closed oriented double cover to a pair of punctures, one of NS
type and one of R type.) A surface of genus 0 with one NS puncture and two R punctures
has no fermionic moduli, and there are still none when one degenerates from the smooth
worldsheets of fig. 37 to the singular ones of fig. 36. So in particular, there are no fermionic
gluing parameters in that figure.
Since picture-changing does not come into play, the R-R vertex operator VR-R that
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propagates between Σ` and Σr in fig. 36 has picture numbers (−1/2,−3/2). Actually, in
open and/or unoriented string theory, we should use a mixture of left- and right-moving
supercurrents, such as Sα = S ′α + φ(S ′α), rather than the right-moving one that we con-
sidered for brevity in explaining how the fermionic gluing parameter can disappear. Also,
in the unoriented case, a closed-string fermion vertex operator cannot simply come from
the R-NS sector; it must be a linear combination of R-NS and NS-R vertex operators. We
denote such a linear combination by VNS/R. These refinements do not affect the essence of
what we have said.
9.3.5 The Tadpoles
We are finally ready to analyze the tadpoles of open and/or unoriented superstring theory.
We consider on a string worldsheet Σ of genus g the Ward identity associated to a two-point
function 〈Sα VαNS/R〉, with Sα chosen as the generator of a supersymmetry that is unbroken
in perturbation theory, and a suitable NS/R vertex operator VαNS/R.
Since supersymmetry is unbroken, the Ward identity
0 =
∫
∂Γ̂
FSαVαNS/R (9.24)
will receive contributions only from one-point functions or in other words tadpoles. Just
as explained in section 9.3.2, the commutator of a supercharge with a vertex operator
of mixed NS/R type will in general be a linear combination of NS-NS and R-R vertex
operators. However, if Σ (or more precisely its reduced space) is anything other than a
disc or RP2, the R-R contribution vanishes at zero momentum after integrating over the
fermionic gluing parameter in fig. 35. So for generic Σ, the Ward identity just tells us that
the contribution of Σ to an NS-NS tadpole vanishes:
〈VNS-NS〉Σ = 0. (9.25)
Hence in supersymmetric compactifications of open and/or unoriented superstrings that
obey the usual mild conditions ensuring that supersymmetry is not spontaneously broken
in perturbation theory, there are no NS-NS tadpoles except possibly for the case that Σ is
a disc or a copy of RP2.
Precisely in those two cases, there is no fermionic gluing parameter that would kill the
R-R contribution. Such a contribution may appear and the identity becomes schematically
〈VNS-NS〉Σ + 〈VR-R〉Σ = 0. (9.26)
Accordingly, supersymmetry tells us not that NS-NS tadpoles vanish, but that they vanish
if and only if the R-R contribution also vanishes. But simplicity persists because the R-R
contributions arise only from a disc or RP2. Since those Riemann surfaces both have Euler
characteristic 1, they arise in the same order of perturbation theory and their contributions
should be added together. The tadpoles of any given NS vertex operator VNS-NS vanish to
all orders of perturbation theory if and only if precisely one number vanishes, namely the
sum of the disc and RP2 contributions to the corresponding R-R tadpole.
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Let us make all this more concrete for the important example of Type I superstring
theory in ten dimensions. In this case, in the notation of section 9.3.3, the only NS-NS
vertex operator that might have a tadpole is VNS-NS = Y˜IYI . The supercurrent of interest
is the usual Type I supercurrent Sα = S ′α+S ′′α. The NS/R vertex operator that is related by
supersymmetry to VNS-NS is VαNS/R = ΓαβI (Y˜IZβ + Z˜βYI). In deriving the Ward identity,
since there is no fermionic gluing parameter, we simply use (9.20) to evaluate the R-R
contribution. So the R-R vertex operator that contributes in the Ward identity is the
operator
VR-R = ∂˜c˜Z˜α∗ Zα + Z˜α ∂cZα∗ . (9.27)
Although this operator is not a superconformal vertex operator that we could use
to calculate scattering amplitudes in the usual way, it does have a well-defined one-point
function on a disc or RP2. A naive way to explain why is that a disc or RP2 with only
one puncture has no even or odd moduli. Therefore, in computing the one-point function
in question, we do not need to know how to integrate over moduli. We give a better
explanation momentarily.
The one-point function of VR-R on a worldsheet Σ whose reduced space is a disc or RP2
is indeed non-zero. This can actually be demonstrated by a simple computation on the
closed oriented double cover Σ̂ of Σ. Σ̂ is a genus 0 super Riemann surface in the purely
holomorphic sense, with two Ramond punctures. Passing to Σ̂ separates the holomorphic
and antiholomorphic factors in VR-R, which lift to holomorphic operators at the two distinct
Ramond punctures of Σ̂. So the one-point function 〈VR-R〉Σ is proportional to the purely
holomorphic two-point function 〈∂cZα∗ (z)Zα(z′)〉Σ̂. This two-point function is non-zero
(see eqn. (5.71)).
It is tricky to correctly normalize the contributions of a disc and RP2 and thereby show
(for example) that the R-R tadpole cancels in Type I superstring theory precisely for gauge
group SO(32). Factorization from an annulus and a Mobius strip is a convenient way to
do this [82]; annulus and Mobius strip amplitudes can be conveniently normalized using
their Hamiltonian interpretation in the open string channel. The boundary state formalism
for superstrings [88] is also useful in constraining and understanding R-R tadpoles. For
instance, the operator VR-R was related to anomalies using this formalism [89].
The geometrical meaning of the one-point function of VR-R on a disc or RP2 is as follows.
As explained in sections 4.1.1 and 5.1.1 of this paper and in more detail in section 4.3 and
Appendix C of [16], in superstring perturbation theory, one can calculate systematically
with vertex operators of picture number more negative than the canonical values, provided
that one suitably modifies the definition of supermoduli space in a way that increases its
odd dimension. Usually this does not add much, since one can immediately integrate over
the extra odd moduli and reduce to vertex operators of canonical picture number. We are
discussing here the one case in which that step is not possible. As explained in section 5.1.1
above and in [16], a Ramond operator of picture number −1/2 is associated to a Ramond
divisor, while one of picture number −3/2 is associated to a Ramond divisor together
with a choice of a point on the divisor; the choice of point usually adds an odd modulus.
On a purely holomorphic super Riemann surface, a Ramond divisor is a subvariety F of
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dimension 0|1. For Type II superstrings (possibly enriched with D-branes or orientifold
planes), an R-R vertex operator of canonical picture numbers (−1/2,−1/2) is associated
to a product F˜ × F of antiholomorphic and holomorphic submanifolds of dimension 0|1.
An R-R vertex operator of picture numbers (−3/2,−1/2) or (−1/2,−3/2) is associated to
F˜× F with a choice of a point on F˜ or on F, respectively. For a generic choice of the string
worldsheet Σ, the choice of a point on F˜ or F adds one odd modulus, and by integrating
over this odd modulus, we can reduce to the case of a vertex operator of picture number
(−1/2,−1/2). However, by now we know that a disc or RP2 with only one R-R puncture
has a fermionic automorphism that acts by shifting F˜ and F and hence can be used to
gauge away the choice of a point on F˜ or F (just as earlier we used it to gauge away a
gluing parameter). Thus the choice of this point does not constitute an odd modulus that
one could integrate over to reduce to the canonical picture numbers (−1/2,−1/2). So the
R-R one-point function on a disc or RP2 is the only computation that one can perform with
vertex operators of picture (−3/2,−1/2) and (−1/2,−3/2) but which one cannot reduce
to a computation with vertex operators of canonical picture numbers.
We are actually here running into precisely the exceptional case [90] in which there
is no isomorphism between vertex operators of different picture numbers. At non-zero
momentum, there are always picture-changing isomorphisms between vertex operators of
different picture number, but this fails at zero momentum in precisely the case that we
have just encountered.
9.3.6 What Happens When R-R Tadpoles Cancel?
It remains to discuss the following two questions. What happens when R-R tadpoles cancel?
And what happens when they do not cancel? The second question is tricky and is reserved
to section 9.4. The first question is more straightforward; all we have to do is to restate
what we have said in section 7.6 in a context in which vanishing of tadpoles depends on a
cancellation between worldsheets of different topologies.
Let us consider a supersymmetric model (for example Type I superstring theory in
ten dimensions with gauge group SO(32)) in which the R-R tadpoles on a disc D and on
RP2 are separately non-zero, but add up to zero. Then likewise, the same is true of the
NS-NS tadpoles on D and on RP2. We write VNS-NS for the zero-momentum NS-NS vertex
operator that has a tadpole (we can always pick a basis of operators so that there is just one
such operator), and let 〈VNS-NS〉D and 〈VNS-NS〉RP2 be its tadpoles. Tadpole cancellation
means that
〈VNS-NS〉D + 〈VNS-NS〉RP2 = 0. (9.28)
Consider a scattering amplitude AV1...Vn with vertex operators V1 . . .Vn. An NS-NS
degeneration in which one component is a disc or RP2 with no vertex operator insertions
(fig. 38) will make an infrared-divergent contribution to this scattering amplitude. (There
are no infrared divergences associated to R-R tadpoles. This will be explained in section
9.4.) To get physically sensible scattering amplitudes, we will need to cancel these infrared
divergences in a natural way.
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(a) (b)
Figure 38. Infrared divergences in scattering amplitudes due to the NS-NS tadpole on (a) a disc,
and (b) RP2. When R-R tadpoles cancel, these infrared divergences also cancel in a natural way.
We let Σ1 be a string worldsheet that can degenerate as in fig. 38(a), to an intersection
of an arbitrary worldsheet Σ` with a disc D. Similarly, let Σ2 be a string worldsheet that
has the degeneration of fig. 38(b), with branches Σ` and RP2. The contributions of Σ1 and
Σ2 to the scattering amplitude AV1...Vn are infrared-divergent; we will give a natural recipe
to cancel the divergence and get a finite sum. As in section 9.2.1, we write qΣ`,D and qΣ`,RP2
for the gluing parameters in the two cases. Let m1 . . . | . . . ηs be the even and odd moduli
of Σ` (including the point at which it meets Σr) and let M` be the corresponding moduli
space. Near qΣ`,D = 0, the integral that gives the contribution of Σ1 to the scattering
amplitude looks like
I1 ∼
∫
[dm1 . . . | . . . dηs]G1(m1 . . . ; qΣ`,D| . . . ηs)
dqΣ`,D
qΣ`,D
, (9.29)
where the dqΣ`,D/qΣ`,D singularity reflects the tadpole, and the function G1(m1 . . . ; qΣ`,D| . . . ηs)
in general depends on all even and odd moduli, including qΣ`,D. Similarly, the contribution
of Σ2 to the same scattering amplitude looks near qΣ`,RP2 = 0 like
I2 ∼
∫
[dm1 . . . | . . . dηs]G2(m1 . . . ; qΣ`,RP2 | . . . ηs)
dqΣ`,RP2
qΣ`,RP2
, (9.30)
with some function G2 that depends on all moduli, including qΣ`,RP2 . Both integrals have
logarithmic divergences whose coefficients can be extracted by setting qΣ,D to zero in G1
and setting qΣ`,RP2 to zero in G2. The coefficients of the divergences are
I1,log =
∫
M`
[dm1 . . . | . . . dηs]G1(m1 . . . ; 0| . . . ηs)
I2,log =
∫
M`
[dm1 . . . | . . . dηs]G2(m1 . . . ; 0| . . . ηs). (9.31)
As usual, G1(m1 . . . ; qΣ`;D| . . . ηs) and Gs(m1 . . . ; qΣ`;RP2 | . . . ηs) factor at qΣ`;D = qΣ`;RP2 =
0:
G1(m1 . . . ; 0| . . . ηs) = G0(m1 . . . | . . . ηs) 〈VNS-NS〉D
G2(m1 . . . ; 0| . . . ηs) = G0(m1 . . . | . . . ηs) 〈VNS-NS〉RP2 , (9.32)
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where G0(m1 . . . | . . . ηs) depends only on Σ`. In fact, integration of [dm1 . . . | . . . dηs]G0 over
M` gives the contribution of Σ` to a scattering amplitude AV1...Vn;VNS-NS with an insertion
of VNS-NS at zero momentum, as well as insertions of V1, . . . ,Vn:
AV1...Vn;VNS-NS =
∫
M`
[dm1 . . . | . . . dηs]G0. (9.33)
The reasoning here should be familiar from section 7.6.
In view of (9.32), tadpole cancellation (9.28) ensures that logarithmic divergences
cancel
I1,log + I2,log = 0. (9.34)
This condition is enough to eliminate the divergent part of I1 + I2, but not enough
by itself to give meaning to the finite remainder. We might introduce infrared cutoffs in
I1 and I2 by restricting to |qΣ`,D|, |qΣ`,RP2 | ≥ , where  is a small positive constant and
the definitions of |qΣ`,D| and |qΣ`,RP2 | depend on arbitrary choices of metric on the relevant
line bundles. Tadpole cancellation is enough to ensure that the sum I1 + I2 has a limit for
→ 0, but in general this limit will depend on the choices of metric.
This problem is very similar to the one that we grappled with in section 7.6, and its
resolution is similar. There is a natural ratio qΣ`,D/qΣ`,RP2 up to a multiplicative constant,
as we asserted in eqn. (9.4). So once we make an arbitrary choice of infrared cutoff
|qΣ`,D| ≥  in I1, the corresponding choice |qΣ`,RP2 | ≥  in I2 is naturally determined, up to
a multiplicative constant qΣ`,RP2 → e−κqΣ`,RP2 .
If we transform qΣ`,D and qΣ`,RP2 by common factors of e
h, for some function h, then
the limits of I1 and I2 for → 0 are both shifted. For example, similarly to the derivation
of (7.27), the limit of I1 for → 0 is shifted by
I1 →I1 −
∫
M`
[dm1 . . . | . . . dηs]hG1(m1 . . . ; 0| . . . ηs)
=I1 − 〈VNS-NS〉D
∫
M`
[dm1 . . . | . . . dηs]hG0(m1, . . . | . . . ηs), (9.35)
where we used the factorization condition (9.32). Similarly
I2 → I2 − 〈VNS-NS〉RP2
∫
M`
[dm1 . . . | . . . dηs]hG0(m1, . . . | . . . ηs). (9.36)
So the tadpole cancellation condition (9.28) ensures that the sum I1 + I2 does not depend
on h. On the other hand, a transformation qΣ`,RP2 → e−κqΣ`,RP2 with constant κ (and with
no such change in qΣ`,D) transforms I2, in the limit → 0, by
I2 → I2 + κ〈VNS-NS〉RP2
∫
M`
[dm1 . . . | . . . dηs]G0(m1, . . . | . . . ηs), (9.37)
which is just the special case of (9.36) with h = −κ. So in view of (9.33), the effect of the
rescaling by e−κ on the scattering amplitude AV1...Vn is
AV1...Vn → AV1...Vn + κ〈VNS-NS〉RP2AV1...Vn;VNS-NS . (9.38)
– 195 –
b)a)
s s
Figure 39. (a) A cylinder Σ of width s with n open-string vertex operators attached to its left
boundary Σ` (pictured for n = 6). (b) A Mobius strip of width s with n open-string vertex operators
attached to its boundary.
This shift in the scattering amplitude can be interpreted as the result of shifting the scalar
field that couples to VNS-NS by the constant κ〈VNS-NS〉RP2 . So the change in the S-matrix
under the shift by κ can be absorbed in a field redefinition. This is the answer one should
expect from section 7.6.
9.4 What Happens When R-R Tadpoles Do Not Cancel?
Now let us ask what happens if the R-R tadpoles on a disc and RP2 do not add to zero.
In this case, in a supersymmetric model, there will also be a nonvanishing sum of
the NS-NS tadpoles on a disc and RP2, leading to an infrared divergence and spoiling the
validity of perturbation theory.
But what is the significance of the R-R tadpoles themselves? At first, one might
assume that R-R tadpoles will lead to an infrared divergence in the R-R channel, but a little
reflection might make one skeptical. After all, infrared divergences should be associated
with propagation of on-shell physical fields, and the R-R vertex operator VR-R whose one-
point function is the tadpole is not the vertex operator of a physical field.
What happens is rather [82, 84] that an R-R tadpole leads to an anomaly – a failure
of gauge invariance. This is a more serious deficiency than an infrared divergence. An
infrared divergence in perturbation theory can possibly be eliminated by expanding around
a different – possibly time-dependent – classical solution. But an anomaly not related to
any infrared divergence is an overall inconsistency of a theory, independent of the choice of
a particular classical state or quantum solution. To be more exact, it is clear in field theory
that anomalies are not affected by the choice of a quantum state, or of a classical solution
around which one expands in order to do perturbation theory. One expects the same in
string theory, though string theory is not well enough understood to make it possible to
make this statement completely clear.
The classic example [82, 83] of a scattering amplitude that is affected by R-R tadpoles
is the one-loop contribution to scattering of massless bosonic open-string states. We aim
here to study this example in the framework of the present paper. The worldsheets Σ that
contribute to open-string scattering at one-loop order are a cylinder or a Mobius strip.
We focus on the “single trace” contribution to the scattering amplitude. This means that
if Σ is a cylinder, we take all open-string vertex operator insertions V1, . . . ,Vn on its left
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Figure 40. For s → ∞, the string worldsheets in fig. 39 undergo a closed-string degeneration, as
pictured here. Σ` is a disc with vertex operator insertions, while Σr is a disc in (a), or a copy of
RP2 in (b). These particular closed-string degenerations are the ones that produces R-R tadpoles
and other exceptional behavior.
boundary component, which we call ∂`Σ (fig. 39). It will become clear that the anomaly
arises precisely in this case. If Σ is a Mobius strip, it has only one boundary component,
which we again call ∂`Σ. As the width s of Σ goes to infinity, Σ undergoes a closed-string
degeneration (fig. 40) with Σ` a disc with n open-string insertions and Σr a disc or a copy
of RP2. For the case that the closed string propagating from left to right in fig. 39 is in the
R-R sector, we want to investigate whether this type of closed-string degeneration, which
is associated to R-R tadpoles, leads to infrared divergences and/or anomalies.
Whether Σ is a cylinder or a Mobius strip, its closed oriented double cover Σ̂ has
genus 1. A spin structure on Σ̂ is specified by a pair of binary choices. We fix one of
these choices by asking that the closed-string state propagating from left to right in fig. 39
should be in the R-R sector. This still leaves another binary choice to determine the spin
structure of Σ̂. This second binary choice will determine whether the spin structure of Σ̂
is either odd or even. From a spacetime point of view, the resulting scattering amplitudes
are parity-violating (odd spin structure on Σ̂) or parity-conserving (even spin structure).
We will consider both cases.
If the spin structure of Σ̂ is odd, then both β and γ have a single zero-mode. This
being so, the vacuum path integral 〈1〉 of the βγ system is not well-defined. The simplest
well-defined and non-zero path integral is obtained by inserting a single factor δ(β) and a
single factor δ(γ) to remove the zero-modes:〈
δ(γ(z1)) δ(β(z2))
〉 6= 0. (9.39)
Instead of local operators δ(γ(z1)) and δ(β(z2)), we could similarly consider delta functions
of integrated modes of γ or β. Any generic delta functions will remove the zero-modes and
give a sensible and non-zero path integral. The same goes for other formulas below. If we
replace δ(γ) in (9.39) by δ′(γ), the path integral vanishes:〈
δ′(γ(z1)) δ(β(z2))
〉
= 0. (9.40)
One way to explain why is that the operator δ′(γ) has ghost number 1 less than that of
δ(γ) (it transforms as λ−2 rather than λ−1 under γ → λγ) so (9.40) vanishes because the
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integrand has the wrong βγ ghost number. We can restore the ghost number balance by
adding an insertion of γ; this gives another non-zero path integral:〈
δ′(γ(z1)) δ(β(z2)) γ(z3)
〉 6= 0. (9.41)
If the assertions (9.40) and (9.41) are not already clear, they will hopefully become so in
section 10.
If the spin structure of Σ̂ is even, then neither β nor γ has a zero-mode. This being
so, the βγ vacuum amplitude 〈1〉 is well-defined and non-zero. But that will not really be
relevant as we will always have δ(β) and δ(γ) insertions. The other statements in the last
paragraph concerning which correlation functions are nonvanishing remain valid with an
even spin structure.
The anticommuting ghost and antighost fields b and c are not sensitive to the spin
structure. They both have one zero-mode, so the vacuum correlation function 〈1〉 vanishes,
but the bc path integral with one b insertion and one c insertion is non-zero:
〈b(z1)c(z2)〉 6= 0. (9.42)
Overall, then, typical non-zero correlation functions for the bcβγ ghost system are〈
bc δ(β) δ(γ)
〉 6= 0〈
bc δ(β) δ′(γ) γ
〉 6= 0. (9.43)
We have written the formulas of the last few paragraphs in terms of holomorphic ghost fields
bcβγ, but in the context of open and/or unoriented superstrings, one should remember
that upon lifting to Σ̂, there is no difference between bcβγ and their antiholomorphic
counterparts b˜c˜β˜γ˜. Both holomorphic and antiholomorphic ghosts on Σ descend from
holomorphic variables on Σ̂. So in (9.43), to write the formulas on Σ rather than Σ̂, one
can for example replace b with b˜ or β with β + β˜.
We will look for an infrared divergence (and later for an anomaly) in the scattering of
n massless bosonic open-string states, with momenta k(i) and polarization vectors ε(i). It
is convenient to represent n − 1 of the external vertex operators, say V2, . . . ,Vn, in their
integrated form.81 For example, in Type I superstring theory, the corresponding factor in
the worldsheet path integral is
n∏
i=2
∮
∂`Σ
[dz|dθ]ε(i)I DθXI exp(ik(i) ·X). (9.44)
(More generally, one should include Chan-Paton factors and restrict the integral to a region
in which the Vi are inserted on ∂`Σ in a definite cyclic order.) The only important property
81In general, the use of integrated vertex operators has a drawback that we have explained in sections
2.5.1 and 4.4: it makes it difficult to describe correctly the compactification of the moduli space. For our
purposes here, there is no problem, because the use of integrated open-string vertex operators does not
cause any trouble in understanding the closed-string R-R degeneration of interest. As long as the momenta
k(i) are generic, the only problem that might be difficult to properly understand in terms of integrated
open-string vertex operators is the open-string tadpole that may arise (in some models) when the insertion
points of all n open-string vertex operators become coincident.
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of this formula for what follows is that it does not depend on the ghosts. It is not convenient
to try to represent the last vertex operator V1 in integrated form; because of the symmetries
of Σ, the position at which V1 is inserted is not a modulus. So we use the unintegrated
form of the vertex operator, which for Type I is
V1 = cδ(γ)ε(1) ·DθX exp(ik(1) ·X). (9.45)
Now we are ready to integrate over the moduli of Σ, to look for an infrared divergence
and/or an anomaly. We have to integrate over the proper time s that the closed string
propagates from left to right in fig. 39. The closed-string gluing parameter is q = e−s. We
also have to integrate over the sum of holomorphic and antiholomorphic gluing parameters.
We do not have to integrate over either the argument of q or the difference of holomorphic
and antiholomorphic gluing parameters, since these can be absorbed in automorphisms of
Σr, as we have learned in sections 9.2.1 and 9.3.4. So we modify the usual construction
of the closed string propagator by integrating over only s and the sum of fermionic gluing
parameters. This gives82
(b0 + b˜0)
∫ ∞
s0
ds exp(−s(L0 + L˜0)) δ(β0 + β˜0)(G0 + G˜0). (9.46)
Including also (9.45), the factors in the worldsheet path integral that depend on the ghosts
are
cδ(γ)ε(1) ·DθX exp(ik(1) ·X)(b0 + b˜0)
∫ ∞
s0
ds exp(−s(L0 + L˜0)) δ(β0 + β˜0)(G0 +G˜0). (9.47)
Explicitly written in eqn. (9.47), though somewhat scattered, are the factors bcδ(β)δ(γ)
that we need to get a non-zero path integral (eqn. (9.43)). If we could drop the G0 + G˜0
factor in eqn. (9.47), the integral over s would give the infrared divergence that one would
naively expect from an R-R tadpole. However the factor of G0+G˜0 eliminates the apparent
infrared divergence. We write
G0 = G
X
0 +G
gh
0 , (9.48)
where GX0 and G
gh
0 are respectively the G0 operators of the matter and ghost systems.
Similarly
G˜0 = G˜
X
0 + G˜
gh
0 . (9.49)
The massless on-shell R-R state that contributes the tadpole83 is annihilated by GX0 and
G˜X0 . Nor do G
gh
0 and G˜
gh
0 help. We may as well consider G
gh
0 , which has terms bγ and β∂c.
Insertion of a single factor of either of these in (9.47) causes the path integral to vanish.
For instance, an insertion of bγ lowers the bc ghost number by 1 and raises the βγ ghost
number by 1; either of these shifts causes the path integral to vanish.
So there is no infrared divergence from a closed-string degeneration of R-R type. Now
let us instead look for an anomaly. For this, we should replace one of the open-string
82In the following, s0 is an arbitrary lower cutoff in the integral over s. We are really only interested in
a possible infrared divergence for s→∞.
83For Type I superstring theory, it was described explicitly in eqn. (9.27). It is annihilated by GX0 and
by G˜X0 because these are some of the defining conditions of a superconformal vertex operator.
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vertex operators, say V1, by {Q,W1}, where the gauge parameter W1 obeys the usual
superconformal conditions. There is an anomaly if the resulting amplitude does not vanish.
For massless open-string states from the NS sector, the appropriate gauge parameter84 is
W1 = cδ′(γ) exp(ik(1) ·X). (9.50)
To evaluate the anomaly, according to section 7.1, we consider an amplitude with insertion
of W1 instead of {Q,W1}, and we dispense with the integration over s. Instead of inte-
grating over s, we set s to a large value, and omit the factor (b0 + b˜0) that is associated
to the integral over s. So for computing anomalies rather than infrared divergences, eqn.
(9.47) must be replaced by
cδ′(γ) exp(ik(1) ·X) exp(−s(L0 + L˜0))δ(β0 + β˜0)(G0 + G˜0). (9.51)
The anomaly is computed from a path integral with this insertion (multiplied by the factor
(9.44) that does not involve the ghosts) in the limit of large s.
Now we are in the opposite situation from before. If we drop the G0 + G˜0 factor, the
path integral will vanish since the bc and βγ ghost numbers are both wrong. Comparing
to the second line of (9.43), we see that to get a non-zero path integral, we need a b (or b˜)
insertion and a γ (or γ˜) insertion. But Ggh0 contains a term bγ, and similarly G˜
gh
0 contains
a term b˜γ˜. So it is possible to get an anomaly.
Whether we actually get an anomaly depends on whether the contributions from Ggh0
and G˜gh0 add or cancel. This depends on whether the spin structure of Σ is even or odd
(which determines the sign in the mixing between γ˜ and γ). A more careful study of
the boundary states [89], [84] shows that the anomaly comes from the odd spin structure.
Hence, as one would expect from field theory, at one-loop order, the anomaly affects only
the parity-violating amplitudes. The contribution from the odd spin structure vanishes if
n is too small because of the zero-modes of the matter fermions ψI = DθX
I , I = 1, . . . , d.
Each of the n − 1 integrated vertex operators in (9.44) can absorb two of these d zero-
modes, so an anomaly can only occur if n− 1 ≥ d/2. In d = 10, the condition is n ≥ 6 and
the anomaly is traditionally called a hexagon anomaly.
10 More On The βγ System
10.1 Preliminaries
The goal of the present section is to increase our comfort level with the commuting βγ
ghosts of superstring theory. As in [7, 46, 47] and as explained in section 3.2.2 above,
we treat the βγ path integral algebraically, using the rules of Gaussian integration, rather
than literally trying to interpret it as an integral.
We particularly want to gain more experience with the delta function operators that
are ubiquitous in superstring perturbation theory. Super Riemann surfaces will play no
role; we work simply on an ordinary compact Riemann surface Σ of genus g. We assume
84This comes from eqn. (C.3), with Φ0 = exp(ik
(1) ·X).
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that Σ is closed and oriented. The generalization to open and/or unoriented surfaces is
immediate, since the combined β˜γ˜βγ system on an open and/or unoriented surface Σ is
equivalent to a holomorphic βγ system on the closed oriented double cover Σ̂ of Σ.
Our basic approach is to compare the βγ system to a system of fields β∗ and γ∗ that
are identical in all respects except that they have the opposite statistics. So β and γ are
governed by the action
Iβγ =
1
2pi
∫
Σ
d2z β∂z˜γ (10.1)
and β∗ and γ∗ are governed by an identical-looking action
Iβ∗γ∗ =
1
2pi
∫
Σ
d2z β∗∂z˜γ∗. (10.2)
We define an anomalous ghost number symmetry that assigns the values 1 and −1 to γ
and β, respectively, and similarly for γ∗ and β∗.
In superstring theory, to begin with β is a section of K3/2 and γ a section of K−1/2,
where K1/2 is a square root of the canonical line bundle K of Σ. However, the βγ system
makes sense more generally with γ a section of an arbitrary holomorphic line bundle L,
and β a section of K ⊗ L−1. For example, if L = Ks, then γ is a primary field of spin or
dimension s and β is a primary of dimension 1 − s. In superstring perturbation theory,
once one includes Ramond punctures, one has to study the βγ system with a variety of
choices of L, so we do not want to restrict to the case L = K−1/2.
The simplest case is actually L = K1/2, so that β and γ have spin 1/2. This being
so, if we chose K1/2 to define an even spin structure, then for generic complex structure of
Σ, neither β nor γ has zero-modes. This allows a minor simplification in the presentation,
since it means that we do not need to introduce delta function operators (which can remove
the zero-modes) at the very start. Ultimately, however, we certainly want to introduce and
study them.
Let M = ∂z˜/2pi be the kinetic operator of the βγ or β
∗γ∗ system. (One often writes ∂
for what we call ∂z˜.) The path integral of the β
∗γ∗ system is a determinant:∫
Dβ∗Dγ∗ exp(−Iβ∗γ∗) = det M. (10.3)
Similarly, the path integral of the βγ system is an inverse determinant:∫
DβDγ exp(−Iβγ) = 1
det M
. (10.4)
The theory of determinants of differential operators, and their anomalies, is rather subtle,
but we will assume that it is known, so we will not discuss the properties of the holomorphic
object det M . We focus here only on understanding the correlation functions of the βγ
system.
For L = K1/2, there generically are no β or γ zero-modes, but such modes may occur
(for g ≥ 3) as the complex structure of Σ is varied. When this happens, det M = 0, so the
partition function of the β∗γ∗ system vanishes. On the other hand, the partition function
of the βγ system acquires a pole. In superstring perturbation theory, such poles are called
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spurious singularities; they result from an incorrect gauge-fixing procedure. Superstring
perturbation theory with a correct gauge-fixing procedure always leads to a sensible and
finite βγ path integral; when there are zero modes, there always are delta function operators
that remove them.
It will be convenient to write 〈1〉 for the vacuum amplitude, or in other words the path
integral with no operator insertion. We write 〈O〉 for an unnormalized path integral with
insertion of an operator (or product of operators) O. The normalized expectation value
〈O〉N is defined as the ratio
〈O〉N = 〈O〉〈1〉 . (10.5)
10.1.1 The Importance Of Ghost Number
The algebraic treatment that we will give for the βγ system would not work well for a
bosonic system without a conserved ghost number symmetry. To see why, let us consider
a bosonic Gaussian integral with finitely many variables x1, . . . , xn and a quadratic form
(x,Nx) =
∑
a,bNabxaxb. With a suitable normalization of the measure d
nx, the Gaussian
integral gives ∫
dnx exp
(
−1
2
(x,Nx)
)
=
1√
detN
. (10.6)
The square root poses an immediate problem. To pick the correct sign of the square root
requires some use of calculus, not just algebra.
A bigger problem is that our main idea is of comparing a bosonic system to a fermionic
one does not work well for an abstract Gaussian integral with no ghost number symmetry.
Suppose that we replace the bosonic variables x1, . . . , xn with fermionic ones x
∗
1, . . . , x
∗
n.
A quadratic action would have to be (x∗, N˜x∗) =
∑
a,b N˜abx
∗
ax
∗
b where now N˜ is an anti-
symmetric, rather than symmetric, bilinear form. But there is no natural way to convert
a symmetric bilinear form to an antisymmetric one, so there is no natural map in general
from a bosonic Gaussian integral to a fermionic one.
Both problems are removed if we assume the existence of a ghost number symmetry,
with the xa split into variables βi of Ngh = −1 and variables γi of Ngh = +1. This
corresponds to taking
N =
(
0 M
M t 0
)
, (10.7)
whereupon √
detN = detM, (10.8)
and there is no problem with the square root. Moreover, there is now a natural map from
a symmetric form N to an antisymmetric one N˜ , namely
N˜ =
(
0 M
−M t 0
)
. (10.9)
Finally, there is no difficulty in this general context to understand the case that the
ghost number symmetry is anomalous. This means that the number of variables with
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Ngh = −1 differs from the number of variables with Ngh = 1, so that the measure dβ1 . . . dγs
(or dβ∗1 . . . dγ∗s ) transforms nontrivially under ghost number. That being so, only operator
insertions that transform in an appropriate fashion under ghost number can have non-zero
expectation values. In the bosonic case, as well as balancing the ghost number, the operator
insertions will also have to remove the zero-modes of M that are inescapably present if the
number of β’s and γ’s are unequal. Within the class of operators that we will consider
in our algebraic treatment – polynomials and/or delta functions of the β’s and γ’s – the
ones that can remove the zero-modes are the delta function operators. That is one reason
that they are a crucial part of the formalism. Removing the correct number of zero-modes
amounts to balancing the picture number as well as the ghost number.
10.2 Correlation Functions For Spin 1/2
10.2.1 Elementary Fields
As explained in section 10.1, we begin with the case that all fields have spin 1/2. The
rules of Gaussian integration tell us how to compute the expectation value of a product of
elementary fields β∗ and γ∗ or β and γ. The normalized two-point function is
〈γ(u)β(w)〉N = 〈γ∗(u)β∗(w)〉N = S(u,w), (10.10)
where S(z, z′), which is called the propagator, is the inverse of the kinetic operator M =
∂z˜/2pi. S(z, z
′) can be understood as a section of the line bundle K1/2 K1/2 → Σ × Σ
(that is, S(z, z′) is a section of K1/2 in each variable) with a pole of unit residue on the
diagonal. It is antisymmetric under z ↔ z′ and is holomorphic away from the diagonal:
∂z˜
2pi
S(z, z′) = δ2(z, z′). (10.11)
Our assumption that β and γ have no zero-modes ensures that S(z, z′) exists and is unique.
The expectation value of any product of elementary fields is directly constructed in
the usual way from the propagator. For fermions
〈
γ∗(u1)γ∗(u2) . . . γ∗(us)β∗(ws)β∗(ws−1) . . . β∗(w1)
〉
N
=
∑
pi
(−1)pi
s∏
i=1
S(ui, wpi(i)), (10.12)
where the sum runs over all permutations pi of s objects, and (−1)pi is 1 or −1 for even or
odd permutations. More succinctly, the right hand side of (10.12) is detP(s), where P(s) is
the s × s matrix whose ij matrix element is P(s)ij = S(ui, wj). For bosons, we need not
worry about the ordering of the factors. The correlation function is given by a formula like
(10.12), but without the factor (−1)pi:〈 s∏
i=1
γ(ui)
s∏
j=1
β(wj)
〉
N
=
∑
pi
s∏
i=1
S(ui, wpi(i)). (10.13)
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10.2.2 Delta Function Operators
Now we consider delta function operators. For fermions this is straightforward, since
δ(γ∗) = γ∗ and δ(β∗) = β∗. Hence 〈δ(γ∗(u))δ(β∗(w))〉N = S(u,w). It will be more conve-
nient to express this in terms of the unnormalized path integral:
〈δ(γ∗(u))δ(β∗(w))〉 = (detM)S(u,w). (10.14)
How can we go from here to a corresponding formula for 〈δ(β)δ(γ)〉 in the bosonic case?
The idea is to express the unnormalized path integral 〈δ(γ∗(u))δ(β∗(w))〉 as a Gaussian
integral. We introduce an anticommuting variable σ∗ that we consider to have ghost
number −1, like β∗, and a variable τ∗ that has ghost number 1 like γ∗. Then we have85∫
dτ∗ dσ∗ exp(−σ∗γ∗(u)− β∗(w)τ∗) = γ∗(u)β∗(w) = δ(γ∗(u)) δ(β∗(w)). (10.15)
Given this, we see that the unnormalized path integral (10.14) can actually be represented
as a Gaussian integral〈
δ(γ∗(u))δ(β∗(w))
〉
=
∫
Dβ∗Dγ∗ dτ∗ dσ∗ exp (−Iβ∗γ∗ − σ∗γ∗(u)− β∗(w)τ∗) . (10.16)
It is convenient to combine all variables of ghost number 1 to γ̂∗ = (γ∗(z), τ∗) and all
variables of ghost number −1 to β̂∗ = (β∗(z), σ∗). We also define the extended action
Î
β̂∗γ̂∗ = Iβ∗γ∗ + σ
∗γ∗(u) + β∗(w)τ∗. (10.17)
This function is a homogeneous and quadratic function of the full set of variables. It is
convenient to view β̂∗ and γ̂∗ as row and column vectors
β̂∗ = (β∗(z) σ∗), γ̂∗ =
(
γ∗(z)
τ∗
)
, (10.18)
and to view the extended action as (β̂∗, M̂ γ̂∗), where M̂ is an extended version of M . The
integral in (10.16) is simply a fermionic Gaussian integral with kinetic operator M̂ , so〈
δ(γ∗(u))δ(β∗(w))
〉
= det M̂. (10.19)
Comparing to eqn. (10.14), we see that we must have
det M̂ = (detM)S(u,w). (10.20)
The enterprising reader can verify this directly, thinking of M̂ as a matrix that is obtained
by adding one row and one column to the ∞×∞ matrix M .
It is now fairly obvious how to imitate this for bosons. We just drop the ∗’s everywhere
and repeat all the steps with bosonic variables. We introduce bosonic variables σ, τ of ghost
numbers −1 and 1 and write
δ(γ(u))δ(β(w)) =
∫
dτ dσ exp(−σγ(u)− β(w)τ). (10.21)
85Signs are most simple if in writing the exponent, we place fields of ghost number −1 to the left of fields
of ghost number +1, just as we did in defining the classical action Iβ∗γ∗ .
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This representation of the delta function in the context of an algebraic treatment of Gaus-
sian integrals was explained in the discussion of eqn. (3.43). So if as in the bosonic case
we define the extended action
Î
β̂γ̂
= Iβγ + σγ(u) + β(w)τ, (10.22)
then we can write
〈
δ(γ(u))δ(β(w))〉 as a Gaussian integral:
〈
δ(γ(u))δ(β(w))
〉
=
∫
Dβ̂Dγ̂ exp(−Î
β̂γ̂
) =
1
det M̂
. (10.23)
In view of (10.20), this is the same as 1/(detM · S(u,w)). The normalized two-point
function
〈
δ(γ(u)) δ(β(w))
〉
N
is therefore
〈
δ(γ(u)) δ(β(w))
〉
N
=
1
S(u,w)
. (10.24)
This formula has many interesting consequences and generalizations. For one thing, we
can immediately determine the dimensions of the operators δ(β) and δ(γ). The propagator
S(u,w) is the two-point function of operators β∗ and γ∗ of dimension 1/2 (since β∗ and γ∗
are sections of L = K1/2); this is encoded in the way that it transforms under changes of
coordinates. The inverse function 1/S(u,w) transforms oppositely, so if it is a two-point
function, then it is the two-point function of operators of dimension −1/2. This should not
be a surprise. Our algebraic treatment of the delta functions ensures that under scaling,
δ(β) and δ(γ) transform oppositely to β and γ. But β and γ have conformal dimension 1/2
so naturally δ(β) and δ(γ) have dimension −1/2. Similarly, we will see in section 10.2.4
that δ(β) and δ(γ) have opposite ghost numbers from β and γ.
The short distance behavior of S(u,w) is S(u,w) ∼ 1/(u−w) for u→ w, corresponding
to the OPE γ∗(u)β∗(w) ∼ 1/(u− w). So 1/S(u,w) ∼ u− w, giving the OPE
δ(γ(u))δ(β(w)) ∼ u− w. (10.25)
In general, a fermionic Gaussian integral vanishes if and only if there is a fermion
zero-mode. Let us investigate this condition in the context of the extended action Î
β̂∗γ̂∗ .
We will look for a zero-mode of γ̂∗. (With L = K1/2, the index of the operator M̂ vanishes,
and there is a γ̂∗ zero-mode if and only if there is a β̂∗ zero-mode. We will write an explicit
formula shortly.) The classical equations for γ̂∗ are
γ∗(u) = 0
∂z˜γ
∗
2pi
+ δ2(z, w)τ∗ = 0. (10.26)
The second condition says that γ∗(z) is holomorphic away from z = w, with at most a
simple pole (of residue τ∗) at z = w. Taking account also of the first condition, we see
that γ∗(z) is a section of K1/2 that vanishes at z = u and may have a pole at z = w, but
is otherwise holomorphic.
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We can summarize all this by saying that γ∗(z) is a holomorphic section of K1/2 ⊗
O(w) ⊗ O(u)−1. Under what conditions does such a section exist? We have assumed
that K1/2 has no holomorphic sections, so upon allowing a pole at w, there is at most a
one-dimensional space of holomorphic sections. Explicitly, such a section is the propagator
S(z, w), regarded as a function of z for fixed w. This section (with τ∗ given by eqn.
(10.26)) gives a γ̂∗ zero-mode if and only if γ∗(z) vanishes at z = u, that is if and only
if S(u,w) = 0. So S(u,w) = 0 is the condition under which the Gaussian integral of the
β̂∗γ̂∗ system should vanish, and that is indeed what we see in eqn. (10.20). If and only if
there is a γ̂∗ zero-mode, there is also a β̂∗ zero-mode, with β∗(z) now given by S(u, z) as
a function of z for fixed u.
By the same token, in the case of bosons, the β̂γ̂ system has a zero-mode if and only
if S(u,w) = 0, and that should be the condition under which the β̂γ̂ path integral is not
well-defined. And this of course is what we see in eqn. (10.24). The pole in that formula
when there are zero-modes is a typical example of what in superstring perturbation theory
is called a spurious singularity. The βγ path integral with δ(β) and δ(γ) insertions can in
general develop a pole, but in superstring perturbation theory with a correct gauge fixing,
the δ(β) and δ(γ) insertions are always such as to keep one away from the poles.
10.2.3 Multiple Delta Function Insertions
More generally, we would like to understand how to calculate a βγ path integral with an
arbitrary collection of delta function insertions
〈∏s
i=1 δ(γ(ui))
∏s
j=1 δ(β(wj))
〉
. We can do
this by the same reasoning as before. The corresponding fermionic correlation function〈
δ(γ∗(u1)) . . . δ(γ∗(us))δ(β∗(ws)) . . . δ(β∗(w1))
〉
is completely equivalent to the correlator
(10.12) of a product of elementary fields. On the other hand, by adding auxiliary variables
σ∗i , τ
∗
i , i = 1, . . . , s, this fermionic correlation function can be expressed as a fermionic
Gaussian integral:
∫
Dβ∗Dγ∗
s∏
i=1
dτ∗i dσ
∗
i exp
−Iβ∗γ∗ −∑
i
σ∗i γ
∗(ui)−
∑
j
β∗(wj)τ∗j
 . (10.27)
Dropping all the ∗’s, we get a bosonic Gaussian integral that computes 〈∏si=1 δ(γ(ui))∏sj=1 δ(β(wj)〉.
From this, we deduce that the normalized correlation function of a product of delta function
operators is simply the inverse of (10.12):〈 s∏
i=1
δ(γ(ui))
s∏
j=1
δ(β(wj))
〉
N
=
1∑
pi(−1)pi
∏s
i=1 S(ui, wpi(i))
. (10.28)
Just as for s = 1, the poles of this correlation function arise from zero-modes of the extended
system in which it can be computed as a Gaussian integral. One will never encounter such
poles in superstring perturbation theory with a correct gauge-fixing.
Eqn. (10.28) has a number of interesting consequences. First of all, this formula is
antisymmetric in the ui and also antisymmetric in the wj , so we see that the local operators
δ(γ) and also δ(β) are fermionic.
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We have already analyzed the δ(γ) · δ(β) operator product in eqn. (10.25). Now we
can similarly study the δ(γ) · δ(γ) and δ(β) · δ(β) operator products. For fermions, we have
γ∗(u1)γ∗(u2) ∼ −(u1 − u2)γ∗∂γ∗(u2). (This statement is shorthand for saying that the
product γ∗(u1)γ∗(u2) is for u1−u2 → 0 the product of u1−u2 with a dimension 2 primary
that is conveniently denoted γ∗∂γ∗. That the leading operator that appears in the product
γ∗(u1)γ∗(u2) is of dimension 2 can be deduced from (10.12).) Equivalently, for fermions
δ(γ∗(u1)) · δ(γ∗(u2)) ∼ −(u1−u2)δ(γ∗)δ(∂γ∗). Since the bosonic correlation function is the
inverse of the fermionic one, it follows that the product δ(γ(u1)) · δ(γ(u2)) for u1 → u2 is
the product of 1/(u1 − u2) times an operator that is conveniently denoted −δ(γ)δ(∂γ):
δ(γ(u1))δ(γ(u2)) ∼ − 1
u1 − u2 δ(γ)δ(∂γ)(u2). (10.29)
Since δ(γ) has dimension −1/2, the factor of 1/(u1−u2) implies that the operator δ(γ)δ(∂γ)
has dimension −2, the opposite of the dimension of the corresponding fermionic operator.
Note that δ(∂γ) is again fermionic, and in particular δ(γ)δ(∂γ) = −δ(∂γ)δ(γ).
More generally, the leading singularity as t operators δ(γ) approach each other is a
primary field of dimension −t2/2 that can conveniently be denoted
Θ−t = δ(γ)δ(∂γ) . . . δ(∂t−1γ). (10.30)
The justification for the notation is that near a point at which Θ−t is inserted, the elemen-
tary field γ has a zero of order t. This can be established using formulas of section 10.2.4.
Similarly, β has a pole of order t at an insertion point of this operator. In conventional
language, the fact that γ has a zero of order t at a point at which Θ−t is inserted while β
has a pole of order t at such a point means that this operator is associated to the ground
state in picture number −t. The ground state with positive picture number is similarly
constructed from delta functions of β.
Eqns. (10.29) and (10.30) have obvious analogs with β replacing γ. The interested
reader can deduce additional OPE relations from eqn. (10.28), such as
δ(γ(u1)) δ(β)δ(∂β)(u2) ∼ (u1 − u2)2δ(β(u2)). (10.31)
10.2.4 Mixed Correlation Functions
So far we have understood how to compute correlation functions of elementary fields β and
γ, and also of delta function insertions δ(β) and δ(γ). For superstring perturbation theory,
in general one also needs mixed correlation functions such as 〈δ(γ(u))δ(β(w))γ(u′)β(w′)〉.
These can be computed by slightly extending what we have described so far.
First of all, for fermions, since there is no difference between a delta function and an el-
ementary field, this correlation function is just the correlation function (10.12) of a product
of elementary fields. However, it will be useful to write (10.12) in terms of unnormalized
path integrals, and also to break the symmetry between the operator insertions by writing
two operators as delta functions and the other two as elementary fields:〈
δ(γ∗(u)) δ(β∗(w)) γ∗(u′)β∗(w′)
〉
= detM
(
S(u,w)S(u′, w′)− S(u,w′)S(u′, w)) . (10.32)
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We will now proceed as in eqn. (10.15), introducing new variables τ∗ and σ∗ and using
the exponential representation of the delta functions. As before, we introduce extended
variables γ̂∗ = (γ∗(z), τ∗) and β̂∗ = (β∗(z), σ∗), and define the extended action Î
β̂∗γ̂∗ . Then
we can write the correlation function that we want as a two-point function in the extended
Gaussian theory with this extended action:〈
δ(γ∗(u)) δ(β∗(w)) γ∗(u′)β∗(w′)
〉
=
∫
Dβ̂∗Dγ̂∗ exp(−Î
β̂∗γ̂∗) γ
∗(u′)β∗(w′). (10.33)
This is simply a Gaussian integral with insertion of elementary fields γ∗(u′) and β∗(w′).
So 〈
δ(γ∗(u)) δ(β∗(w)) γ∗(u′)β∗(w′)
〉
= (det M̂) Ŝ(u′, w′), (10.34)
where as before M̂ is the extended kinetic operator, and Ŝ(u′, w′) is a matrix element of
the inverse operator to M̂ , which we will call the extended propagator.
Using the formula (10.20) for det M̂ , and eqn. (10.32) for the correlation function in
(10.34), we deduce a formula for the relevant matrix elements of the extended propagator:
Ŝ(u′, w′) =
1
S(u,w)
(
S(u,w)S(u′, w′)− S(u,w′)S(u′, w)) . (10.35)
Now it is straightforward to understand the analog of this for bosons. To compute a
mixed correlation function
〈
δ(γ(u)) δ(β(w)) γ(u′)β(w′)
〉
, we introduce the new variables σ
and τ and use the integral representation of the delta functions. In this way, we arrive at
(10.33) without the ∗’s. Performing the Gaussian integral gives the same result as before,
except that in the case of a bosonic Gaussian integral, the determinant appears in the
denominator: 〈
δ(γ(u)) δ(β(w)) γ(u′)β(w′)
〉
=
1
det M̂
Ŝ(u′, w′). (10.36)
Upon using (10.20) and (10.35) and also multiplying by detM to pass to normalized cor-
relation functions, we get finally〈
δ(γ(u)) δ(β(w)) γ(u′)β(w′)
〉
N
=
1
S(u,w)2
(
S(u,w)S(u′, w′)− S(u,w′)S(u′, w)) . (10.37)
Given this, we can work out the OPE of an elementary field times a delta function
operator. For example, eqn. (10.37) has a simple zero for u′ → u. This means that the
leading contribution to the product of γ(u′) and δ(γ(u)) is an operator of dimension 1 that
is naturally understood as ∂γ · δ(γ):
γ(u′)δ(γ(u)) ∼ (u′ − u) ∂γ · δ(γ)(u). (10.38)
Similarly, eqn. (10.37) has a simple pole for w′ → u. This means that the leading contri-
bution to the product β(w′) · δ(γ(u)) involves an operator of dimension −1. It is natural
to interpret this operator as δ′(γ(u)):
β(w′)δ(γ(u)) ∼ 1
w′ − uδ
′(γ(u)). (10.39)
– 208 –
The justification for this notation comes from the OPE of γ and δ′(γ), which one can
compute by letting u′ approach u in (10.37) after having let w′ approach u to define the
operator that we are calling δ′(γ). After we extract the pole of (10.39) as w′ → u, there is
no further singularity as u′ → u, but there is a minus sign because of the sign of the second
term in (10.37). Apart from this minus sign, the result of taking u′ → u after w′ → u gives
back the two-point function 〈δ(γ(u)) δ(β(w))〉N with the operators γ(u′) and β(w′) simply
omitted, so86
γ(u′)δ′(γ(u)) ∼ −δ(γ(u)). (10.40)
The name δ′(γ) for the operator in question is an intuitive way to express this fact. Eqns.
(10.38) and (10.39), taken together, mean in the terminology of [1] that the operator δ(γ)
is the vertex operator of the βγ vacuum of picture number −1. Similarly, we have
γ(u′)δ(β(w)) ∼ 1
u′ − wδ
′(β(w))
β(w′)δ(β(w)) ∼ (w′ − w) ∂β · δ(β)(w). (10.41)
These formulas mean that, in conventional language, δ(β) is the vertex operator of the βγ
ground state at picture number +1. Similarly, the operator in eqn. (10.30) represents the
βγ vacuum with picture number −t, and its cousin with γ replaced by β represents the
vacuum with picture number +t.
To determine the ghost number of the operators δ(γ) and δ(β), we can proceed as
follows. The ghost number current of the βγ system is defined as the normal-ordered
expression Jβγ(u
′) = − : βγ : (u′). Taking the limit as w′ → u′ in (10.37) after subtracting
out the pole term to define the normal-ordered operator J , we get the three-point function〈
δ(γ(u))δ(β(w))Jβγ(u
′)
〉
. This three-point function has simple poles as u′ → u or u′ → w.
The poles come from the term −S(u,w′)S(u′, w) in the numerator of (10.37). The residues
of these poles determine the ghost numbers of the operators δ(γ) and δ(β). A quick and
largely error-proof way to proceed is to observe that we could compute the ghost numbers
of the elementary fields γ and β in the same way starting with the four-point function〈
γ(u)β(w) γ(u′)β(w′)
〉
= S(u,w)S(u′, w′) + S(u,w′)S(u′, w). (10.42)
Again from the behavior for w′ → u′, we extract the three-point function 〈γ(u)β(w) Jβγ(u′)〉,
and then from the residues of the poles at u′ = u or u′ = w, one finds the ghost numbers
of the elementary fields γ and β. The only material difference in the two computations
is that the crucial term S(u,w′)S(u′, w) appears with opposite sign in (10.42) relative to
(10.37). As a result, the operators δ(γ) and δ(β) have opposite ghost numbers from γ and
β; thus δ(γ) and δ(β) have ghost numbers −1 and +1, respectively.
86To fully verify that the operator on the right hand side of this OPE is indeed −δ(γ(u)) rather than a
new operator that we have not seen before, we really should extend this analysis to consider a limit u′ → u
after w′ → u in an arbitrary correlation function containing multiple insertions of δ(γ), δ(β), γ, and β, not
just the example considered in the text. This is fairly straightforward given what we have explained, and
is left to the reader.
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Once this is known, the OPE’s given above suffice to determine the ghost numbers of
the other operators that we have encountered. For example, (10.39) implies that δ′(γ) has
ghost number −2 and (10.29) implies that δ(γ)δ(∂γ) also has ghost number −2.
Now that we have encountered operators such as δ′(γ), it is instructive to analyze
the operator product in (10.29) in higher orders. To shorten the formulas, we replace
u1 and u2 by u and 0, and also write γ
′ and γ′′ for ∂γ and ∂2γ. For u → 0, we have
γ(u) = γ(0) + uγ′(0) + u
2
2 γ
′′(0) + . . . , so
δ(γ(u))δ(γ(0)) = δ
(
γ(0) + uγ′(0) +
u2
2
γ′′(0) + . . .
)
δ(γ(0)). (10.43)
Since δ(a+ b)δ(a) = δ(b)δ(a) and δ(λb) = δ(b)/λ, this is
δ
(
γ(0) + uγ′(0) +
u2
2
γ′′(0) + . . .
)
δ(γ(0)) = δ
(
uγ′(0) +
u2
2
γ′′(0) + . . .
)
δ(γ(0))
=
1
u
δ
(
γ′(0) +
u
2
γ′′(0) + . . .
)
δ(γ(0)). (10.44)
Now we simply expand δ
(
γ′(0) + u2γ
′′(0) + . . .
)
= δ(γ′(0)) + u2γ
′′(0)δ′(γ′(0)) + . . . to get
δ(γ(u))δ(γ(0)) ∼ 1
u
δ(γ′)δ(γ)(0) +
1
2
γ′′δ′(γ′)δ(γ)(0) + . . . , (10.45)
where the expansion can be straightforwardly carried out to any desired order. All these
manipulations are valid in the context of an algebraic treatment of Gaussian integrals.
10.2.5 Extended Delta Functions
In superstring perturbation theory, one encounters more general delta functions that are
not necessarily local operators. Let f and g be (0, 1)-forms on Σ with values in K1/2 and
define
γf =
∫
Σ
f(z)γ(z), βg =
∫
Σ
g(z)β(z). (10.46)
We would like to calculate corresponding correlation functions such as
〈
δ(γf ) δ(βg)
〉
N
.
For fermions, this would be completely straightforward. With γ∗f and β
∗
g defined by
the obvious analogs of eqn. (10.46), we have
〈
δ(γ∗f ) δ(β
∗
g )
〉
N
=
〈
γ∗f β
∗
g 〉N =
∫
Σ×Σ
f(z)S(z, z′)g(z′). (10.47)
Repeating the derivation in section 10.2.2, we find that the normalized bosonic correlation
function is the inverse of this:〈
δ(γf ) δ(βg)
〉
N
=
1∫
Σ×Σ f(z)S(z, z
′)g(z′)
. (10.48)
In superstring perturbation theory, one meets operators δ(βg) for arbitrary g, though
usually one only encounters δ(γf ) for the case that f is a delta function. All our statements
about correlation functions with multiple delta function insertions or with insertions of
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elementary fields as well as delta function operators have fairly immediate analogs in the
presence of nonlocal operators such as δ(βg) and/or δ(γf ).
If we specialize eqn. (10.48) to the case that f and g are delta functions, we recover
eqn. (10.24). More generally, if f and g are derivatives of delta functions, we get formulas
such as 〈
δ(γ(u)) δ(∂β(w))
〉
N
=
1
∂wS(u,w)
. (10.49)
Here δ(∂β) is a local operator, though not a primary field. (In fact, a Virasoro module
containing a state corresponding to δ(∂β) is not a highest weight module and does not
contain a primary state. So δ(∂β) is also not a descendant. Still, it is possible to make
sense of its correlation functions. By contrast, the operator δ(β)δ(∂β) is primary.)
Hopefully the βγ system with spin 1/2 does not retain much mystery. The general-
ization that we need for superstring perturbation theory is only a short step, to which we
turn next.
10.3 The βγ System With Zero-Modes
Now we generalize the βγ system to the case that γ is a section of a holomorphic line bundle
L and β is a section of K ⊗ L−1. The main novelty is that depending on the choice of L,
β or γ may have zero-modes. According to the Riemann-Roch theorem, the number of γ
zero-modes minus the number of β zero-modes is nγ−nβ = 1−g+degL, where degL is the
degree of L. For a generic choice of the moduli of Σ or L, the total number of zero-modes is
the minimum required by the Riemann-Roch theorem, which means that generically either
nγ = 0 or nβ = 0. Correlation functions have poles at values of the moduli at which the
number of zero-modes exceeds the minimum required by the Riemann-Roch theorem, so it
is natural to begin with the generic case. Ordinarily,87 in superstring perturbation theory,
L is such that nβ 6= 0, nγ = 0. In the absence of Ramond punctures, one has L = K−1/2,
with degL = 1 − g, nγ = 0, nβ = 2g − 2. With Ramond punctures, degL becomes more
negative, nβ becomes larger, and nγ remains zero.
For these reasons, in developing the theory, we will assume that nγ = 0, nβ > 0.
Since γ and β zero-modes are respectively holomorphic sections of L and of K ⊗L−1, our
hypothesis means that H0(Σ,L) = 0, H0(Σ,K ⊗ L−1) 6= 0. According to Serre duality,
H0(Σ,L) is dual to H1(Σ,K ⊗ L−1), and therefore our hypothesis implies that
H1(Σ,K ⊗ L−1) = 0. (10.50)
10.3.1 The Minimal Delta Function Insertion
Setting nβ = t, let us suppose that β has zero-modes y1, . . . , yt, obeying
M tyi(z) = 0, i = 1, . . . , t, (10.51)
87There are a few exceptional cases. For g = 0 and no more than 2 Ramond punctures, one has nγ 6= 0,
nβ = 0. The βγ system can be described exactly as we do below, with the roles of β and γ reversed.
We actually do this for nR = 2 in section 10.3.4 below. For g = 1 and no Ramond punctures, in an odd
spin structure, nβ = nγ = 1. What we will say can be adapted to this case, starting with the fact that
for the β∗γ∗ system, the vacuum amplitude vanishes in this example because of fermion zero modes, but
〈γ∗(u)β∗(w)〉 6= 0.
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with88 M t = −∂z˜/2pi. This being so, the vacuum path integral of the βγ system is not
well-defined. To make sense of it, we need delta function operators that will remove the
zero-modes from the path integral.
As usual, it is easier to begin with fermions. So we consider a β∗γ∗ system with γ∗ and
β∗ being fermionic variables that are sections respectively of L and of K⊗L−1. The vacuum
amplitude 〈1〉 vanishes because of the zero modes yi(z). A minimal non-zero correlation
function is 〈β∗(w1) . . . β∗(wt)〉, with enough β∗ insertions to absorb the zero-modes.
The correlation function 〈β∗(w1) . . . β∗(wt)〉 will be annihilated by ∂w˜ in each of its ar-
guments. This ensures that it is a linear combination of expressions
∏t
i=1 yji(wi) for some
sequence j1, . . . , jt. But fermi statistics imply that 〈β∗(w1) . . . β∗(wt)〉 must be antisym-
metric in w1, . . . , wt. This implies that it must be proportional to detN(t), where N(t) is
the t×t matrix whose ij matrix element is N(t)ij = yi(wj). The constant of proportionality
is by definition det′M , the determinant of M in the space of βγ fields with the zero-modes
divided out. So for fermions
〈β∗(w1) . . . β∗(wt)〉 = det′M det N. (10.52)
As usual, we can write this more suggestively as
〈δ(β∗(w1)) . . . δ(β∗(wt))〉 = det′M det N. (10.53)
The reader will probably now not be surprised that the result for bosons is simply the
inverse of this:
〈δ(β(w1)) . . . δ(β(wt))〉 = 1
det′M
1
detN
. (10.54)
To deduce this, we simply use the fact that the left-hand side of (10.53) can be written as
a Gaussian integral. As in eqn. (10.27), we add variables τ∗i , i = 1, . . . , t, of ghost number
1, and write
δ(β∗(w1)) . . . δ(β∗(wt)) =
∫
dτ∗1 . . . dτ
∗
t exp
(
−
∑
i
β(wi)τ
∗
i
)
. (10.55)
Letting γ̂∗ = (γ∗(z), τ∗1 , . . . , τ∗t ), we define the extended action
Îβ∗γ̂∗ = Iβ∗γ∗ +
t∑
i=1
β∗(wi)τ∗i , (10.56)
and then
〈δ(β∗(w1)) . . . δ(β∗(wt))〉 =
∫
Dβ∗Dγ̂∗ exp(−Îβ∗γ̂∗). (10.57)
Now that we have expressed the correlation function of interest as a Gaussian integral, the
generalization to bosons is straightforward. We simply drop the ∗’s everywhere, introducing
bosonic variables τ1, . . . , τt and the extended action
Îβγ̂ = Iβγ +
t∑
i=1
β(wi)τi, (10.58)
88The transpose of the operator M = ∂z˜/2pi acting on γ is the operator M
t = −∂z˜/2pi acting on β.
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where γ̂ = (γ(z), τ1, . . . , τt). Then
〈δ(β(w1)) . . . δ(β(wt))〉 =
∫
DβDγ̂ exp(−Îβγ̂). (10.59)
The result of the bosonic Gaussian integral is inverse to the fermionic one, so we arrive at
(10.54).
This formula shows that 〈δ(β(w1)) . . . δ(β(wt))〉 has a pole precisely when the matrix
N has a non-zero kernel. This occurs precisely if a non-zero linear combination of the zero-
modes y1, . . . , yt vanishes at all the points w1, . . . , wt, so that the insertion of the delta
functions δ(β(w1)) . . . δ(β(wt)) does not remove all of the zero-modes from the functional
integral.
10.3.2 More General Correlation Functions
To understand more general correlation functions, we again begin with fermions.
Consider a correlation function with t + 1 insertions β∗(wi), i = 1, . . . , t + 1 and a
single insertion γ∗(u). We would like to compute the correlation function〈
γ∗(u)β∗(w1) . . . β∗(wt+1)
〉
. (10.60)
As a function of any one variable wi, this correlation function is a holomorphic section of
K ⊗L−1 except for a simple pole at wi = u. Differently put, the correlation function in its
dependence on wi is a holomorphic section of K ⊗ L−1 ⊗O(u).
The spaceH0(Σ,K⊗L−1⊗O(u)) has dimension t+1. This follows89 from the Riemann-
Roch theorem plus the assumption (10.50). Of the t+ 1 linearly independent holomorphic
sections of K⊗L−1⊗O(u), t are the modes y1, . . . , yt that actually come from holomorphic
sections of K ⊗L−1 with no pole at u. To get a basis of H0(Σ,K ⊗L−1 ⊗O(u)), we need
one more section of K ⊗ L−1 that actually does have a pole at u. We can denote that
last section as fu(w). It is convenient to ask that in its dependence on u, fu(w) should
be a section of L; we denote it as S(u,w), a section of L  (K ⊗ L−1) → Σ × Σ (that is,
S(u,w) is a section of L in the first variable and a section of K ⊗L−1 in the second) with
a pole on the diagonal. We can constrain S(u,w) by requiring that the residue of the pole
at w = u is 1 (the fact that this condition makes sense is the reason to define S(u,w) as a
section of L in its dependence on the first variable); once we do this, S(u,w) is uniquely
determined modulo the possibility of adding a linear combination of the zero-modes yi with
u-dependent coefficients
S(u,w)→ S(u,w) +
∑
i
hi(u)yi(w). (10.61)
S(u,w) is the closest analog of the propagator, given the presence of the zero-modes yi.
Now we can analyze the correlation function (10.60) by the same reasoning that led
to (10.52). As a function of any of the wj , this correlation function is a linear combination
89The Riemann-Roch theorem says that dimH0(Σ,K⊗L−1⊗O(u))−dimH1(Σ,K⊗L−1⊗O(u)) = t+1.
But H1(Σ,K ⊗L−1 ⊗O(u)) vanishes by virtue of (10.50) and the long exact cohomology sequence derived
from the short exact sequence of sheaves 0→ K ⊗ L−1 → K ⊗ L−1 ⊗O(u)→ L−1∣∣
u
→ 0.
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of the t + 1 modes yi(wj), i = 1, . . . , t, and S(u,wi). Fermi statistics implies that as
a function of the t + 1 variables w1, . . . , wt+1, the correlation function must be, up to a
multiplicative constant, the “Slater determinant” constructed from those t+1 modes. This
Slater determinant is by definition the determinant of the t+ 1× t+ 1 matrix
N(t+1) =

y1(w1) y1(w2) . . . y1(wt+1)
y2(w1) y2(w2) . . . y2(wt+1)
. . .
yt(w1) yt(w2) . . . yt(wt+1)
S(u,w1) S(u,w2) . . . S(u,wt+1)
 . (10.62)
Note that this determinant is not affected by the nonuniqueness (10.61) of S(u,w) (and
therefore we do not need to ask whether there is a global choice of S(u,w)).
The constant multiplying detN(t+1) in the correlation function is precisely det
′ M , the
same factor that appeared in (10.52). To show this, we simply take the limit that one of
the wi approaches u, and use the condition that the residue of S(u,w) at u = w is 1. So
finally, we get a formula for the correlation function (10.60):〈
γ∗(u)β∗(w1) . . . β∗(wt+1)
〉
= det′M detN(t+1). (10.63)
There are two ways to extrapolate from this formula to a corresponding formula for
bosons. In one approach, we replace all operators β∗ or γ∗ with δ(β∗) or δ(γ∗):〈
δ(γ∗(u)) δ(β∗(w1)) . . . δ(β∗(wt+1))
〉
= det′M detN(t+1). (10.64)
In the now familiar fashion, by using an exponential representation of the delta functions,
one can express the left hand side as a fermionic Gaussian integral. The analogous correla-
tion function for bosons can be expressed as the corresponding bosonic Gaussian integral,
so for the βγ system, we have〈
δ(γ(u)) δ(β(w1)) . . . δ(β(wt+1))
〉
=
1
det′M
1
detN(t+1)
. (10.65)
The second thing we can do is to replace only the fields β∗(w1), . . . , β∗(wt) in (10.63)
with delta functions, and leave γ∗(u) and β∗(wt+1) as elementary fields. In this case, it
is convenient to consider a ratio of (10.63) and the corresponding correlator (10.53) with
γ∗(u) and β∗(wt+1) omitted:〈
γ∗(u) δ(β∗(w1)) . . . δ(β∗(wt)) β∗(wt+1)
〉〈
δ(β∗(w1)) . . . δ(β∗(wt))
〉 = det N(t+1)
det N(t)
. (10.66)
We can regard the left hand side as the propagator in the fermionic Gaussian theory of
eqn. (10.56). As a propagator, this ratio is unchanged in replacing fermions by bosons. So
for the βγ system 〈
γ(u) δ(β(w1)) . . . δ(β(wt)) β(wt+1)
〉〈
δ(β(w1)) . . . δ(β(wt))
〉 = det N(t+1)
det N(t)
. (10.67)
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Using (10.54) for the denominator, we find
〈
γ(u) δ(β(w1)) . . . δ(β(wt)) β(wt+1)
〉
=
det N(t+1)
det′M (det N(t))2
. (10.68)
But actually, for some purposes, the normalized two-point function (10.67) of the operators
γ(u) and β(wt+1) in the presence of the given delta function insertions is more useful. Once
one has this formula, the correlation function of an arbitrary collection of elementary fields
in the presence of the delta function insertions follows via the general free-field formula of
eqn. (10.13).
It is straightforward to extend all this to a correlation function with additional delta
function insertions. Given any s points u1, . . . , us ∈ Σ, and t + s points w1, . . . , wt+s, we
define a (t+ s)× (t+ s) Slater determinant detN(t+s), where
N(t+s) =

y1(w1) y1(w2) . . . y1(wt+s)
y2(w1) y2(w2) . . . y2(wt+s)
. . .
yt(w1) yt(w2) . . . yt(wt+s)
S(u1, w1) S(u1, w2) . . . S(u1, wt+s)
. . .
S(us, w1) S(us, w2) . . . S(us, wt+s)

. (10.69)
Then 〈
γ∗(u1) . . . γ∗(us)β∗(u1) . . . β∗(ut+s)
〉
= det′M det N(t+s). (10.70)
For bosons, this extrapolates to a generalization of eqn. (10.65) with s > 1:〈
δ(γ(u1)) . . . δ(γ
∗(us))δ(β∗(u1)) . . . δ(β∗(ut+s))
〉
=
1
det′M
1
det N(t+s)
. (10.71)
After replacing t and s by t+1 and s+1, it also extrapolates to the following generalization
of eqn. (10.68) for the two-point function of elementary fields β and γ in the presence of
any number of delta function insertions:
〈
δ(γ(u1))δ(γ(u2)) . . . δ(γ(us))γ(us+1) δ(β(w1)) . . . δ(β(wt+s)) β(wt+s+1)
〉
=
det N(t+s+1)
det′M (det N(t+s))2
.
(10.72)
The normalized correlation function of β and γ in the presence of the delta function inser-
tions is〈
δ(γ(u1))δ(γ(u2)) . . . δ(γ(us))γ(us+1) δ(β(w1)) . . . δ(β(wt+s)) β(wt+s+1)
〉〈
δ(γ(u1))δ(γ(u2)) . . . δ(γ(us)) δ(β(w1)) . . . δ(β(wt+s))
〉 = det N(t+s+1)
det N(t+s)
.
(10.73)
This formula again has an immediate extension to the case of a larger number of elementary
field insertions in the presence of the same delta functions. One just uses eqn. (10.13) to
express the 2n-point functions of elementary free fields in terms of the two-point functions.
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From these general formulas for correlation functions, one can evaluate the operator
products of the general βγ system, for an arbitrary collection of elementary fields and delta
function operators. As in the spin 1/2 case, a variety of interesting additional operators
appear in this operator product expansion. The operators built from products of elementary
fields and delta functions are all of the local operators of the βγ system that one needs in
superstring perturbation theory. (They correspond to the operators of the “small Hilbert
space” in the language of [1].) It is convenient in superstring perturbation theory to also
include nonlocal delta function operators described in section 10.2.5; as we have seen, the
extension of the theory to include such operators is straightforward.
10.3.3 Spin Fields?
At this point, the reader may well ask what has happened to the usual spin fields [1] of
superstring perturbation theory. The answer to this question is that in fact, the spin fields
are hidden in what we have already explained. (See section 5.3.2 for related remarks.)
In superstring perturbation theory, in the absence of Ramond insertions, the line bun-
dle L is K−1/2, or more precisely it is endowed with an isomorphism L2 ∼= K−1. In the
presence of Ramond punctures supported at points90 p1, . . . , pnR ∈ Σ, the isomorphism
becomes
L2 ∼= K−1 ⊗nRi=1 O(−pi). (10.74)
In particular, with arbitrary Ramond insertions, the βγ system is the system that we
have already described, with a particular choice of L. There is no need to discuss separately
a case in which spin fields are included.
Still, the reader may feel that something is missing from what we have said so far. In
fact, what is missing is not a discussion of spin fields, but a discussion of reparametrization
invariance.
10.3.4 Reparametrization Invariance
For general L, the question of reparametrization invariance does not arise. Given an
abstract holomorphic line bundle L over a Riemann surface Σ, there is no natural way to
lift local reparametrizations of Σ to symmetries of L. For this question to make sense, L
must be defined in terms of the geometry of Σ, such that we know how reparametrizations
of Σ should act on L.
For example, this is the case if L = Ks for some s; reparametrizations of Σ lift in a
natural way to an action on K and also on Ks.
The space of local operators of the βγ system is independent of L, in the following
sense. A local operator is a locally-defined notion, and since any L is locally trivial, the
choice of L cannot affect the space of local operators. Likewise, operator product relations
can be computed locally and thus are independent of L.
90We consider a split super Riemann surfaces so that the positions of the Ramond divisors can be described
by points in an ordinary Riemann surface Σ. This assumption does not affect the local structure, which is
of interest here.
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What depends on L is the way that reparametrizations act on the local operators. Let
us consider, for example, the vertex operator (10.30) that represents the ground state of
the βγ system at picture number −t:
Θ−t = δ(γ)δ(∂γ) . . . δ(∂t−1γ). (10.75)
It can be defined for any L. The question of its conformal dimension makes sense if L is of
the form L = Ks for any s, but the answer certainly depends on s. Indeed, γ has dimension
s. Hence, reasoning classically, δ(γ) has dimension −s, and δ(∂kγ) has dimension −s− k,
so Θ−t has dimension −ts−t(t−1)/2. These formulas are also valid quantum mechanically,
for the following reasons. The fact that δ(γ) has the opposite conformal dimension from γ
follows from the usual mapping from the β∗γ∗ system to the βγ system. Given this, the
conformal dimension of Θ−t can be deduced from operator product relations such as eqn.
(10.29), leading to the classical result −ts− t(t−1)/2. Ultimately, the reason that classical
formulas for the dimensions are valid is that we are looking at operators made only from γ
and there is no singularity in the γ ·γ operator product. In superstring perturbation theory
in the absence of Ramond punctures, this discussion applies with s = −1/2 and hence the
dimension of Θ−t is −t(t− 2)/2.
Now let us discuss what happens in the presence of a Ramond puncture. In the presence
of a Ramond puncture at a point p, L is endowed with an isomorphism
L2 ∼= K−1 ⊗O(−p). (10.76)
(We do not specify the positions of other Ramond punctures, since we will be looking at
the local behavior near p.) The line bundle O(−p) is canonically trivial away from p; it
is trivialized by the section 1 (understood as a section of O(−p) with a simple pole at p).
So away from p, L is presented with an isomorphism to K−1/2, and therefore it makes
sense to ask how reparametrizations of the punctured z-plane act on the operators of the
βγ system. The generators of such reparametrizations comprise the Virasoro algebra, so
in particular the Virasoro algebra acts on the operators that can be inserted at p. This
action, however, is different from what it would be in the absence of the Ramond puncture
at p.
To spell this out a little more fully, we will compare two descriptions of the βγ system
in the presence of a Ramond puncture – the same two descriptions that were considered in
section 5.3. Pick a local holomorphic coordinate z that vanishes at the point p. Then the
line bundle K−1 ⊗ O(−p) ∼= T ⊗ O(−p) is trivialized locally by the section z−1∂z. L can
be trivialized locally by a section s whose square maps to z−1∂z under the isomorphism
(10.76). This condition determines s only up to sign. Make a choice of sign and denote s
as (z−1∂z)1/2. In the notation of section 5.3, we write the ghost field γ near z = 0 as
γ̂(z)(z−1∂z)1/2, (10.77)
where the function γ̂(z) is single-valued and regular near z = 0. In this description, there is
no spin operator at z = 0. The more conventional approach is to take advantage of the fact
that O(−p) is canonically trivial when the point z = 0 is omitted, so on the complement
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of that point, the line bundle K−1 ⊗ O(−p) is isomorphic to K−1 ∼= T , and is trivialized
by the section ∂z. So away from z = 0, the isomorphism (10.76) means that L can be
trivialized locally by a section s whose square maps to ∂z. Again, s is locally determined
up to sign, but now there is no consistent way to define the sign; s has a monodromy
around z = 0, since
s =
1
z1/2
s, (10.78)
and s has no monodromy. Let us write (∂z)
1/2 for s. The conventional description of the
βγ system is to write γ near z = 0 as
γ(z)(∂z)1/2. (10.79)
Clearly, the function γ(z) has a monodromy around z = 0. γ(z) is usually denoted simply
as γ(z) (and we did so in section 5.3).
The advantage of the description by γ(z) (and its conjugate β(z)) is that the action
of reparametrizations is clear. Away from z = 0, the βγ system is a standard βγ system
of spins (3/2,−1/2); the local operators and operator product relations, the stress tensor,
and the transformation of local operators under reparametrizations are all the same as if
there were no Ramond puncture at z = 0. Of course, the local operators at z = 0 look
exotic from this point of view; they are spin fields. However, the βγ description gives a
very effective way to determine how those spin fields transform under reparametrizations;
for one approach relying on bosonization, see [1], and for another approach, relying on a
knowledge of how the stress tensor is defined away from z = 0, see section 5.3.1 above. In
the β̂γ̂ description, there is nothing unusual about the operators that are inserted at z = 0,
but it is less obvious how to compute their behavior under reparametrization.
10.3.5 Another Interpretation Of The Delta Function Insertions
We will conclude by explaining another interpretation of the formula (10.73) for the two-
point function of elementary fields γ and β in the presence of arbitrary delta function
insertions. We simplify notation by writing u and w instead of us+1 and wt+s+1, and we
write the left hand side of eqn. (10.73) as
〈
γ(u)β(w)
〉
N,δ
, where the notation is meant to
indicate a normalized two-point function in the presence of a collection of delta function
insertions: 〈
γ(u)β(w)
〉
N,δ
=
det N(t+s+1)
det N(t+s)
. (10.80)
We want to consider this as a function of u and w with the locations of the delta function
insertions held fixed. This means that the denominator is a constant, and all zeroes and
poles come from the numerator det N(t+s+1).
This Slater determinant has a simple pole at u = w, with a coefficient such that the
residue of
〈
γ(u)β(w)
〉
N,δ
at u = w is 1. It also has simple poles at u = wi, i = 1, . . . , t+ s,
and simple zeroes at u = ui, i = 1, . . . , s, with no other zeroes or poles. These conditions
define the normalized two-point function
〈
γ(u)β(w)
〉
N,L˜, with no delta functions at all but
with the line bundle L that enters the definition of the βγ system replaced by another line
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bundle
L˜ = L ⊗si=1 O(−ui)⊗t+sj=1 O(wj). (10.81)
Thus, the βγ system defined with a line bundle L and an arbitrary collection of delta
function insertions is simply equivalent to a βγ system with a different line bundle L˜ and
no delta function insertions at all.
Hopefully the bosonic delta function operators of superstring perturbation theory do
not retain much mystery.
A Pullback Of Differential Forms
Suppose that a group G acts on a manifold Y with quotient M = Y/G. Let yi, i =
1, . . . , n = dim Y be local coordinates on Y . A differential form on Y is a function
F (y1 . . . yn|dy1 . . . dyn).
F is said to be a pullback from M if it can be written as F (x1 . . . xm|dx1 . . . dxm),
where xi, i = 1, . . . ,m = dim M are local coordinates on M . We can pick the local
coordinates of Y to be the xi and also local coordinates fi, i = 1, . . . , n−m on the fibers
of the fibration Y → M . For F to be a pullback from M means that it is independent of
the fi and of the dfi.
This is equivalent to the following two conditions:
(1) F must be G-invariant.
(2) F must be annihilated by contraction with any of the vector fields that generate
the action of G.
Concretely, G is generated by vector fields of the general form
Va =
n−m∑
i=1
va,i
∂
∂fi
(A.1)
and the corresponding contraction operators are
iVa =
n−m∑
i=1
va,i
∂
∂dfi
. (A.2)
The condition that iVaF = 0, a = 1, . . . , n −m means precisely that F is independent of
the dfi, and then the condition that F is G-invariant means that it is also independent of
the fi. (The matrix va,i is invertible if G acts freely on M , but in any event the vector
fields Va span the tangent space to the fibers of the projection Y → M , so the condition
that iVaF = 0 for all a means that F is independent of all dfi.)
This argument is equally applicable if n and/or m is infinite. In the application in
section 2.1, we have Y = J, the space of all complex structures on a given surface Σ
of genus g; M = Mg the moduli space of Riemann surfaces; and G = D, the group of
orientation-preserving diffeomorphisms of Σ. So n is infinite but m is finite. The argument
also generalizes without difficulty to supermanifolds and supergroups, a fact we exploit in
section 3. In the context of supermanifolds, the reasoning applies to forms of any picture
number.
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B Bosonic String Gauge Parameters
B.1 Examples
In bosonic string theory, in compactification to Rd with d ≥ 2, every physical state of
non-zero momentum is associated to a primary field V of dimension (1, 1) constructed
from matter fields only.91 However, in general this representation is not unique; V can be
shifted by adding to it a null vector.
A primary field V is said to be a null vector if it is a Virasoro descendant, meaning
that it is of the form
V =
∞∑
n=1
L−nUn, (B.1)
with Virasoro generators L−n and some states Un. (In practice, if V is a state of definite
momentum, the sum over n is a finite sum since there is a lower bound on the possible
dimension of Un.) If V is of this form, then according to the no-ghost theorem, the
corresponding BRST-invariant vertex operator V = cV is a BRST commutator, V =
{QB,W} for some W, and should decouple from the S-matrix.92
As we saw in section 2.4.3, to analyze this decoupling, it helps to know that we can
assume that
bnW = 0, n ≥ 0, (B.2)
or equivalently thatW is constructed using only c and not its derivatives. Before presenting
any general theory, we will describe the first few examples.
The first case of a null vector is
V = L−1Φ0, (B.3)
where Φ0 is a matter primary of dimension 0. In this case, V = cV obeys V = QBW, with
W = Φ0. (B.4)
So W does not involve c at all. The next case is
V =
(
L−2 +
3
2
L2−1
)
Φ−1, (B.5)
where Φ−1 is a matter primary of dimension −1. In this case V = cV is of the form QBW
with
W = bcΦ−1 + 3
2
L−1Φ−1. (B.6)
So W depends on c, though not on its derivatives.
91This statement and some others below are part of the BRST version of the no-ghost theorem; see
[33–36], or, for example, section 4.4 of [32]. For the original no-ghost theorem, see [37, 38].
92For brevity, in this appendix, we consider either open strings or a chiral sector of closed strings, so we
omit the antiholomorphic ghosts c˜. Also, motivated by the operator-state correspondence of conformal field
theory, we write just QBW instead of {QB ,W}.
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B.2 General Proof
The BRST version of the no-ghost theorem says that if V is a Virasoro primary of dimension
1 constructed from matter fields that is also null, meaning that it is a Virasoro descendant
in the sense of eqn. (B.1), then V = cV is of the form QBW for someW. We want to show
that in general, not just in the examples described above, we can pickW so that bnW = 0,
n ≥ 0.
There is actually a surprising shortcut to this conclusion, provided by the appendix to
[36]. If V is a dimension 1 primary that can be expanded as in eqn. (B.1), then actually
this expansion can be drastically shortened and put in the very special form
V = L−1Φ0 +
(
L−2 +
3
2
L2−1
)
Φ−1, (B.7)
where Φ0 and Φ−1 are primaries of the indicated dimension. In other words, a dimension
1 primary V that is null is always a linear combination of null vectors of the sort that
we analyzed in appendix B.1. So we can use equations (B.4) and (B.6) to explicitly write
V = cV in the desired form V = {Q,W} where W is the primary
W = Φ0 +
(
bc+
3
2
L−1
)
Φ−1. (B.8)
We have actually learned more than we needed. We aimed to prove that W can be chosen
not to depend on the derivatives of c; we have learned that it can be chosen to depend on
derivatives of neither b nor c. The significance of this is unclear.
The considerations in [36] are closely related to the no-ghost theorem, and here we will
give an alternative argument that is closely related to the BRST version of the no-ghost
theorem and especially to the proofs given in [33] and in section 4.4 of [32]. This argument
will have two steps: (i) a general argument to show that we can assume that W does not
involve ∂nc, n ≥ 2; (ii) a more special argument to show that we can assume that W also
does not involve ∂c.
Step (ii) goes as follows. Associated to every matter primary V of dimension 1, there
are a dual pair of QB-invariant vertex operators, namely V = cV and V∗ = c∂cV . The
no-ghost theorem shows that V is trivial in QB-cohomology if and only if V∗ is (and if and
only if V is a descendant). Now suppose that V∗ = QBW∗ for some W∗. After averaging
over the compact group generated by L0, we can assume that L0W∗ = 0; the whole analysis
that follows will be made in the subspace with L0 = 0. Our reasoning in step (i) will apply
equally to V∗ and V and show that, if V∗ = QBW∗ for some W∗, we can assume that
bnW∗ = 0, n > 0. Then setting W = −b0W∗, we see that bnW = 0, n ≥ 0. Moreover
QBW = −QBb0W∗ = b0QBW∗ = b0V∗ = V. So we have found an operator W with the
desired properties QBW = V and bnW = 0, n ≥ 0.
As for step (i), we define a grading on the space of operators by assigning degree 0
to matter fields as well as b, c, ∂c, and derivatives of b, but degree 1 to ∂nc, n ≥ 2. We
call this grading the c′′-degree. So for example, the operator bc ∂X∂2c ∂5c has c′′-degree 2,
with a contribution of 1 from ∂2c and from ∂5c and no contribution from b, c, or ∂X. (The
name c′′-degree is motivated by the fact that we are counting the number of times that the
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second or higher derivative of c appears in an operator.) The c′′-degree of any operator is
non-negative.
We can write the BRST operator QB as
QB = Q> +Q0, (B.9)
where Q> increases the c
′′-degree by 1, and Q0 leaves it unchanged. The equation Q2B = 0
implies that Q2> = 0, so we can define the cohomology of Q>.
Moreover, since Q> increases the c
′′-degree by a definite amount (namely 1), we can
define the cohomology of Q> for states of any given c
′′-degree. We will show below that
this cohomology vanishes except for c′′-degree 0. Let us first explain how this implies what
we want.
We assume that there exists some W such that
QBW = V, (B.10)
where V has c′′-degree 0. (So V can be either cV or c∂cV , where V is constructed from
matter fields only.) We assume that V has energy-momentum k, and we can require thatW
has the same energy-momentum. Suppose that the expansion ofW in operators of definite
c′′-degree is W = ∑tr=0Wr and to begin with suppose that t, which is the maximal c′′-
degree of any term in W, is greater than 0. (t is finite since the c′′-degree of states of fixed
energy-momentum and L0 = 0 is bounded.) Since the right hand side of (B.10) has c
′′-
degree 0, (B.10) implies that Q>Wt = 0. If it is true that the cohomology of Q> vanishes
for c′′-degree greater than 0, it follows that Wt = Q>Ut−1 for some Ut−1 of c′′-degree t− 1.
This being so, we can replace W by W − QBUt−1 without disturbing eqn. (B.10); so we
reduce to the case that the maximum c′′-degree of any term in W is t − 1. Continuing in
this way, we reduce to the case that W has maximum c′′-degree 0. At this point, we have
bnW = 0, n > 0 (since the operators bn with n > 0 lower the c′′-degree), and we have
completed step (i).
It remains to show that the cohomology of Q> vanishes as claimed for positive c
′′-
degree. For this we will imitate the proof of the no-ghost theorem, as presented in section
4.4 of [32], whose notation and reasoning we follow as closely as possible.
The argument assumes that the matter sector of the theory has at least two free
fields X0 and X1, with Lorentz metric −(dX0)2 + (dX1)2. We use a lightcone basis
X± = (X0±X1)/√2. The corresponding oscillators α±m, m ∈ Z, obey [α+m, α−n ] = −mδm+n,
with other commutators vanishing. We introduce the operator
N lc∗ =
∑
m≥1
1
m
α+−mα
−
m, (B.11)
which counts minus the number of + excitations and has eigenvalues 0,−1,−2, . . . . (Our
N lc∗ is the relevant half of the definition in eqn. (4.4.8) of [32].) Q> has a decomposition
Q> = Q>,1 +Q>,0 +Q>,−1, (B.12)
where [N lc∗ , Q>,j ] = jQ>,j , so that Q>,j shifts N lc∗ by j units. The fact that Q2> = 0 implies
that Q2>,1 = 0, so we can compute its cohomology.
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Assuming that the energy-momentum k carried by V is non-zero, we can pick our
coordinates so that k+ 6= 0. (Because of this step, the analysis given here fails for k =
0. This case requires special treatment and has unusual properties; see section 7.2.2.)
Explicitly
Q>,1 = −(2α′)1/2k+
∑
m≥1
α−mc−m. (B.13)
(From Q1 as defined in eqn. (4.4.13) of [32], we have omitted the terms that reduce the
c′′-degree.) A convenient way93 to compute the cohomology of Q>,1 is to define
R =
1
(2α′)1/2k+
∑
m≥1
α+−mbm, (B.14)
which reduces N lc∗ by 1. We also define
S = {Q>,1, R} =
∞∑
m=1
(
mc−mbm − α+−mα−m
)
, (B.15)
which commutes with N lc∗ .
The operator S is positive semi-definite. Its kernel consists of states annihilated by bm
and also by α−m, with m > 0. In particular, states annihilated by S have c′′-degree 0.
Since S commutes with Q>,1, the cohomology of Q>,1 can be decomposed in the
eigenspaces of S. Q>,1 annihilates the kernel of S, as is clear from the description of that
kernel in the last paragraph. On the other hand, the cohomology of Q>,1 vanishes for
S 6= 0. Indeed, if SΨ0 = sΨ0 with s 6= 0, and Q>,1Ψ0 = 0, then Ψ0 = s−1{Q>,1, R}Ψ0 =
Q>,1(s
−1RΨ0), so Ψ0 vanishes in the cohomology of Q>,1.
These statements imply that the cohomology of Q>,1 is supported at c
′′-degree 0. Now
let us examine the cohomology of Q>.
We will give an argument similar to one above. Suppose that Y is an element of the
cohomology of Q> at c
′′-degree q > 0, and let Y = ∑−t′r=−t Yr be the expansion of Y in
states Yr of N lc∗ = r. This expansion is a finite sum since N lc∗ is bounded above and below
in the space of states of fixed energy-momentum with L0 = 0; in fact, −t′ ≤ 0 since N lc∗
is bounded above by 0. If Q>Y = 0, then Q>,1Y−t′ = 0. Since the cohomology of Q>,1
vanishes at positive c′′-degree, there is a state U−t′−1 of N lc∗ = −t′ − 1 (and with c′′-degree
1 less than that of Y) such that Q>,1U−t′−1 = Y−t′ . Without changing the Q> cohomology
class of Y, we can replace Y by Y −Q>U−t′−1, whose expansion in eigenstates of N lc∗ now
runs over eigenvalues that are bounded above by −t′ − 1. After repeating this process
finitely many times, we eventually reach the lower bound on N lc∗ in the chosen sector and
reduce to the case Y = 0. So the Q> cohomology vanishes for positive c′′-degree.
93Since Q>,1 is bilinear in oscillators, and commutes with L0, one can also simply compute its cohomology
via a mode-by-mode analysis. We will proceed that way in the superstring case, though it would also be
possible to imitate the argument involving R and S.
– 223 –
C Superstring Gauge Parameters
C.1 Examples
The goal here is to generalize the results of appendix B to superstring theory. We begin by
we describing the first few examples of null vectors and gauge parameters in superstring
theory.
In the Neveu-Schwarz sector, a physical state that should decouple from the S-matrix
is associated to a primary field V of dimension 1/2 constructed from the matter system
that is also null. In other words, V is a superconformal descendant, that is it can be written
V =
∑
n>0
LX−nWn +
∑
r>0
GX−rΛr, (C.1)
where LXn , G
X
r are the superconformal generators of the matter system and Wn, Λr, n, r >
0, are some states of the matter system. The first such null vector arises at the massless
level and takes the form
V = GX−1/2Φ0, (C.2)
where Φ0 is a matter primary of dimension 0. The corresponding superconformal vertex
operator V = cδ(γ)V can be written V = {QB,W}, with
W = cδ′(γ)Φ0. (C.3)
In terms of modes, if | − 1〉 represents the βγ ground state of picture number −1, obeying
βr| − 1〉 = γr| − 1〉 = 0, r > 0, (C.4)
then
W = −c1β−1/2| − 1〉 ⊗ Φ0. (C.5)
W is annihilated by bn and βr, n, r ≥ 0.
The first example of gauge-invariance for massive Neveu-Schwarz states is associated
to a level 1 null vector
V =
(
GX−3/2 + 2G
X
−1/2L
X
−1
)
Φ−1 (C.6)
of the matter system. Here Φ−1 is a matter primary of dimension −1. The corresponding
superconformal vertex operator V = cδ(γ)V is V = {QB,W}, with
W =
(
δ(γ)GX−1/2 − cβδ(γ) + cδ′(γ)LX−1
)
Φ−1. (C.7)
In modes
W =
(
GX−1/2 − c1β−3/2 − c1β−1/2LX−1
)
| − 1〉 ⊗ Φ−1. (C.8)
W is annihilated by the modes bn, βr, n, r ≥ 0.
In the Ramond sector, a physical state that should decouple from the S-matrix is
associated to a primary field V of dimension 5/8 constructed from the matter system only
that is a descendant in the sense that it can be written as in (C.1), again with n, r > 0.
(Now r takes integer values. We do not allow a term GX0 Λ0 in the sum in (C.1), or else
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we would be claiming that the usual massless fermions should decouple.) There are no
massless string states of this form. The first non-trivial example arises at the first massive
level of the Ramond sector and is
V =
(
LX−1 −
1
2
GX−1G
X
0
)
Φ, (C.9)
where Φ is a matter primary of dimension −3/8. The corresponding vertex operator is
V = cΘ−1/2V , where Θ−1/2 is the −1/2 picture spin field of the βγ system, obeying
βnΘ−1/2 = 0, n ≥ 0,
γnΘ−1/2 = 0, n > 0. (C.10)
We have V = {QB,W}, with
W =
(
1−Ggh0 GX0
)
Θ−1/2Φ, (C.11)
where Ggh0 is the G0 operator of the ghost system. In terms of ghost oscillator modes, this
can be written
W =
(
1 +
1
2
c1β−1GX0
)
Θ−1/2Φ. (C.12)
In particular W depends non-trivially on c, as is typical of gauge parameters for massive
string states, but is annihilated by bn and βr, n, r ≥ 0.
C.2 General Proof
Now we want to show that in general, gauge parameters in superstring theory can be
chosen to be annihilated by antighost modes bn and βr, n, r ≥ 0, so that in analyzing
gauge-invariance, a superconformal formalism is possible.
Let us consider first the NS sector. Let V = cδ(γ)V be a superconformal vertex
operator, where V is a superconformal primary of the matter system of dimension 1/2.
The no-ghost theorem says that V = {QB,W} for some W if and only if V is a null vector
in the sense that it can be written as in eqn. (C.1). To the matter primary V we can also
associate the QB-invariant operator V∗ = c∂cδ(γ)V . The no-ghost theorem says further
that V∗ is BRST-trivial, V∗ = {QB,W∗} for some W∗, if and only if V is a null vector. In
these statements, we can assume that W and W∗ are annihilated by L0.
We aim to show that if V = {QB,W} for some W, then W can be chosen to be
independent of ∂nc and ∂mγ, with n,m > 0. Equivalently, we want to show that one can
chose W to be annihilated by antighost modes bn and βr, n, r ≥ 0.
It is possible to generalize either of the two arguments described in section B.2, but
here we will present a generalization only of the second one.94 As before, the argument
consists of (i) a general proof to show that we can assume that W and W∗ do not involve
∂nc, n ≥ 2 or ∂mγ, m ≥ 1; and (ii) a special argument to show that we can further assume
that W does not involve ∂c.
94For a generalization of the first one, see [91].
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Step (ii) is exactly as it was in section B.2: once we find W∗ obeying V∗ = {QB,W∗},
annihilated by L0, and independent of ∂
nc, n ≥ 2 and ∂mγ, m ≥ 1, we simply set W =
b0W∗. Then W obeys all the desired properties.
For step (i), we imitate the proof in section B.2. We define what we will call the c′′γ′
degree of an operator to be the number of times that ∂nc, n ≥ 2 or ∂mγ, m ≥ 1 appear in
an operator. For example, c∂c∂2cδ′(γ)∂γ has c′′γ′ degree 2. We write the BRST operator
as
QB = Q> +Q0, (C.13)
where Q> increases the c
′′γ′ degree by 1, and Q0 leaves it unchanged. The condition
Q2B = 0 implies that Q
2
> = 0, so we can define the cohomology of Q>. Just as in section
B.2, it suffices to show that the cohomology of the operator Q> is supported at c
′′γ′ degree
0.
To prove this, just as in the bosonic case, we introduce lightcone coordinates X± =
(X0 ± X1)/√2, and an operator N lc∗ equal to minus the number of + excitations. Now,
however, we must consider fermionic as well as bosonic + excitations. We expand the
worldsheet fermions as ψI(z) =
∑
r∈Z+1/2 ψ
I
r/z
r+1/2, I = 0, . . . , 9 with {ψIr , ψJs } = ηIJδrs,
and define light cone operators ψ±r = (ψ0r ± ψ1r )/
√
2, obeying {ψ+r , ψ−s } = δrs. Then we
define
N lc∗ =
∑
m≥1
1
m
α+−mα
−
m −
∑
r≥1/2
ψ+−rψ
−
r . (C.14)
As before, we expand Q> as a sum of terms Q>,k that shift N
lc∗ by k:
Q> = Q>,1 +Q>,0 +Q>,−1. (C.15)
Exactly as in section B.2, it suffices to show that the cohomology of Q>,1 is supported at
c′′γ′-degree 0. Again, the explicit form of Q>,1 makes this an easy result:
Q>,1 = −(2α′)1/2k+
∑
m≥1
α−mc−m + (2α
′)1/2k+
∑
r≥1/2
γ−rψ−r . (C.16)
To make a similar analysis for the Ramond sector, we mainly need to change our
terminology slightly. A basis of states of the βγ system at picture number −1/2 is given
by ∏
s≥1
βns−s
∏
r≥0
γmr−r Θ−1/2, (C.17)
where all but finitely many ns and mr are zero. We say that such a state has γ˙ degree∑
r≥0mr. After including the bc ghosts and the matter fields, we define the c
′′γ˙-degree
of a state to be the sum of the c′′-degree and the γ˙-degree of that state. (The c′′γ˙-degree
is bounded in states of picture number −1/2 and fixed L0 and ghost number.) Consider
a pair of QB-invariant states V = cΘ−1/2Φ, V∗ = c∂cΘ−1/2, where Φ is a Ramond-sector
matter primary of dimension 5/8. According to the no-ghost theorem, V and V∗ are QB-
trivial if and only if Φ is a null vector. In this case, we want to prove that we can write
V = {QB,W}, with W not depending on derivatives of c and constructed only from states
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of mr = 0 in (C.17). As in the other examples, it suffices to find W∗ of c′′γ˙-degree 0 with
V∗ = {Q,W∗}; then we set W = b0W∗.
To find a suitable W∗, we make the same expansion as in (C.13), but now using the
c′′γ˙-degree, and again it will suffice to show that the cohomology of Q> is supported at c′′γ˙-
degree 0. The worldsheet fermion fields still have an expansion ψI(z) =
∑
r∈Z ψ
I
r/z
r+1/2,
but now with integer r. In defining N lc∗ , we now need to be careful with the treatment of
modes with r = 0. We set
N lc∗ =
∑
m≥1
1
m
α+−mα
−
m −
∑
r≥0
ψ+−rψ
−
r . (C.18)
Again we expand Q> as in (C.15) in terms of operators Q>,k that shift N
lc∗ by k, and it
suffices to show that the cohomology of Q>,1 is supported at c
′′γ˙ degree 0. This follows
directly from the explicit form:
Q>,1 = −(2α′)1/2k+
∑
m≥1
α−mc−m + (2α
′)1/2k+
∑
r≥0
γ−rψ−r . (C.19)
D An Example Of Fermion Integration
Here we explore in more detail the example briefly cited in section 6.6.2. This will also
enable us to show some of the subtleties of fermionic integration in a concrete example.
(The same example is explored in much more detail in [28].)
The example, which was studied in [39, 42, 43], involves a one-loop heterotic string
amplitude with two NS vertex operators, with an even spin structure. We will not describe
here the full string theory context for this computation. We will simply describe what is
involved in this example in constructing the right integration cycle and integrating over it.
First we describe the string worldsheet. From a holomorphic point of view, a heterotic
string worldsheet Σ is a super Riemann surface. A genus one super Riemann surface
with an even spin structure can be described by superconformal coordinates z|θ with the
equivalence relations
z ∼=z + 1
θ ∼=− θ (D.1)
and
z ∼=z + τ
θ ∼=θ. (D.2)
From an antiholomorphic point of view, Σ is an ordinary genus 1 Riemann surface, de-
scribed by a complex coordinate z˜ with the equivalence relations
z˜ ∼= z˜ + 1 ∼= z˜ + τ˜ . (D.3)
We will just set τ˜ = τ , though the general formalism would let us relax this slightly. τ
is an even modulus of Σ, and in superstring perturbation theory, one integrates over it.
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(a) (b)
Figure 41. (a) A Riemann surface Σ of genus 1 with two marked points. (b) As the two marked
points approach each other, Σ splits into two components Σ` and Σr. The external vertex operators
are on Σr, which has genus 0.
However, the interesting subtleties do not involve the integral over τ , and for our purposes
we will just set τ to a constant.
In general, the two NS vertex operators can be inserted at arbitrary points z|θ = u1|ζ1
and z|θ = u2|ζ2. The interesting subtlety will arise when the two vertex operators approach
each other, or in other words when u1 → u2. As depicted in fig. 41, this is actually a special
case of a separating degeneration of a Riemann surface. The natural gluing parameter at
this degeneration is
qNS = u1 − u2 − ζ1ζ2, (D.4)
as already explained in section 6.6.2 (and in section 6.3.2 of [16]). We should stress that
what is important in (D.4) is that the function whose vanishing defines the separating
degeneration is u1 − u2 − ζ1ζ2, rather than, say u1 − u2 or u1 − u2 − 2ζ1ζ2. The precise
coefficient multiplying u1 − u2 − ζ1ζ2 is not relevant and has been chosen for convenience
in (D.4). (The normalization used in [16] actually differs from this by a factor of 2.)
A genus 1 surface has a translation symmetry z → z + constant. Using this, we can
set, say, u2 = 0. We write simply u instead of u1. With this choice, the insertion points of
the two NS vertex operators are z˜;z|θ = u˜;u|ζ1 and 0;0|ζ2. The equivalence relations (D.1),
(D.2), and (D.3) become
u ∼=u+ 1
ζ1 ∼= − ζ1
ζ2 ∼= ζ2
u˜ ∼= u˜+ 1 (D.5)
and
u ∼=u+ τ
ζ1 ∼= ζ1
ζ2 ∼= ζ2
u˜ ∼= u˜+ τ (D.6)
The gluing parameters are
q˜ = u˜ (D.7)
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and
qNS = u− ζ1ζ2. (D.8)
The moduli space MR is parameterized by u|ζ1, ζ2, and the moduli space ML is
parameterized by u˜, in each case with equivalence relations stated in (D.5) and (D.6). Now
we want to define an integration cycle Γ ⊂ML×MR. We will aim for the simplest choice
of Γ , meaning that its reduced space Γred will be the “diagonal,” by which we mean the
subspace of ML,red ×MR,red defined by u˜ = u. Once we specify Γred, the most general
possible choice of Γ is made by generalizing the equation u˜ = u to include the odd variables.
Since in this example, we only have two odd variables ζ1 and ζ2, the most general choice
of Γ is defined by
u˜ = u+ ζ1ζ2h(u˜, u) (D.9)
for some function h(u, u˜). For Γ to be invariant under the equivalences (D.5) and (D.6),
we require
h(u˜+ 1, u+ 1) = −h(u˜, u), h(u˜+ τ , u+ τ) = h(u˜, u). (D.10)
These conditions would allow us to set h = 0, but they would not allow us, for example, to
set h = −1. However, we need one more condition for h. At the degeneration u = u˜ = 0,
Γ is supposed to be defined by q˜ = qNS, and this implies that we want
h(0, 0) = −1. (D.11)
We cannot set h to a constant, because no constant is compatible with both (D.11) and
(D.10). Functions h obeying the conditions do exist, but there is no canonical choice. And
therefore, there is no canonical choice for the integration cycle Γ of superstring perturbation
theory in this situation. However, any two choices give homologous integration cycles.
Indeed, if h1 and h2 are any two functions that obey the conditions, we can interpolate
between them via
hλ = λh1 + (1− λ)h2, 0 ≤ λ ≤ 1, (D.12)
and this gives an explicit homology between the two choices of Γ .
Now let us discuss what sort of measure we want to integrate over Γ . Perhaps the
most obvious idea is to consider a section of the Berezinian of ML ×MR of the simple
form [du˜;du|dζ1 dζ2]. This measure behaves well at infinity, since it is invariant under the
change of variables u→ u− ζ1ζ2, where according to (D.8), u− ζ1ζ2 is a good coordinate
at infinity. However, [du˜;du|dζ1 dζ2] is odd under (D.5) and so cannot be the form we want
to integrate. Instead we consider an integration form
Ω = [du˜;du|dζ1 dζ2]P (u˜), (D.13)
where
P (u˜+ 1) = −P (u˜), P (u˜+ τ) = P (u˜), (D.14)
so that Ω respects the necessary equivalences and is well-defined and holomorphic near
∆? ⊂ML×MR. We further require that P (u˜) is a meromorphic function of u˜ whose only
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singularity is a simple pole with residue 1 at u˜ = 0. These conditions uniquely determine
P (u˜):
P (u˜) =
∑
n,m∈Z
(−1)n
u˜+ n+mτ
. (D.15)
We now want to evaluate the integral
I =
∫
Γ
Ω. (D.16)
How such an integral arises in superstring perturbation theory is explained in [39, 42].
The singularity of Ω at u˜ = u = 0 is du˜du/u˜, milder than the du˜du/u˜u singularity that
leads to subtleties with massless tadpoles, but singular enough to lead to the interesting
phenomenon that we are about to describe.
To evaluate the integral, we simply use the condition (D.9) that defines the integration
cycle to solve for u. Since (D.9) says that u = u˜ mod ζ1ζ2, and since (ζ1ζ2)
2 = 0, we can
solve (D.9) by
u = u˜− ζ1ζ2h(u˜, u˜). (D.17)
This enables us to express the measure [du˜;du|dζ1 dζ2] in terms of u˜, u˜, ζ1, and ζ2 only:
[du˜;du|dζ1 dζ2] =
(
1− ζ1ζ2∂h
∂u˜
)
[du˜du˜|dζ1 dζ2]. (D.18)
So our integral is
I =
∫
Γ
[du˜du˜|dζ1dζ2]
(
1− ζ1ζ2∂h
∂u˜
)
P (u˜). (D.19)
Integrating first over the fermions, via the Berezin integral
∫
[dζ1 dζ2] 1 = 0,
∫
[dζ1 dζ2]ζ1ζ2 =
1, we reduce to an ordinary integral over the torus Σred:
I = −
∫
Σred
du˜ ∧ du˜ ∂h
∂u˜
P (u˜). (D.20)
Integrating by parts and using the fact that ∂u˜P (u˜) = 2piδ
2(u˜), because of the pole of P (u˜)
at u˜ = 0, and the fact that h(0, 0) = −1, we get
I = 4pii. (D.21)
As expected, the integral did not depend on the choice of h, as long as it behaves correctly
at infinity.
D.1 What We Have Learned
One lesson to learn from this example is that the evaluation of a superstring scattering
amplitude depends crucially on knowing how the integration cycle Γ is supposed to behave
near infinity. Another lesson is that although the integral has a well-defined value, there
is no natural answer to the question of where on moduli space the answer came from; this
depends on the unnatural choice of Γ .
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It is true that after integration by parts, the answer in this example seemed to come
from a delta function at u = 0. However, this appears to be special to this low genus
example, somewhat analogous to the fact that in genus 1, the vanishing of the dilaton
tadpole can be established by summing over spin structures.
The basic reason that in this example it is possible to isolate a delta function contri-
bution at infinity is that the moduli spaces ML and MR are holomorphically split (this
notion was defined in section 3.3.2). MR is holomorphically split by the map that takes
z|ζ1ζ2 to z, andML is trivially split since it is purely bosonic. WhenML andMR are holo-
morphically split, we have a natural holomorphic map pi :ML×MR →ML,red×MR,red,
and then there is a fairly natural choice of integration cycle, namely Γ0 = pi
−1(∆), where
∆ ⊂ML,red×MR,red is the “diagonal.” The only thing that may be wrong with Γ0 is that
it may have the wrong behavior at infinity. In our example, this is the case; Γ0 corresponds
to taking h to be identically zero, while the desired behavior at infinity is h(0, 0) = −1.
Still, we can pick Γ to coincide with Γ0 except in a small neighborhood of infinity, so one
can write the superstring amplitude as an integral over Γ0 plus a correction at infinity.
Our example has the further property that the bulk contribution – the integral over Γ0
– vanishes. In a more generic situation, there is no holomorphic splitting [45], and one
should expect that there is no natural choice of integration cycle even away from divisors
at infinity, and no natural way to write a superstring amplitude as the sum of a “bulk”
contribution and a contribution at infinity.
D.2 The Moduli Space As An Orbifold
Now let us look more closely at the moduli space M1,2,0;+ that parametrizes a super
Riemann surface Σ with two NS punctures. As above, it can be parametrized by u|ζ1, ζ2,
with the equivalences in (D.5) and (D.6).
However, there is one more symmetry that we should take into account. The super
Riemann surface Σ that we started with in eqns. (D.1) and (D.2) has the additional
symmetry
z → −z
θ → ±√−1θ. (D.22)
The transformation of θ by ±√−1θ ensures that $ = dz − θdθ, which defines the super-
conformal structure, maps to a multiple of itself. With some choice of the sign, let us call
this automorphism κ. There is no natural choice of sign and indeed we must allow both
signs. κ2 is the universal symmetry z|θ → z| − θ of any split super Riemann surface, and
κ3 is obtained from κ by reversing the sign.
Accordingly, we should impose on the variables u|ζ1, ζ2 the equivalence relation
u→ −u
ζi → ±
√−1ζi, i = 1, 2. (D.23)
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generated by κ. κ2 is the universal symmetry
u→ u
ζi → −ζi, i = 1, 2 (D.24)
that reverses the sign of all odd moduli, and again κ3 is obtained from κ by reversing the
sign.
So M1,2,0;+ must be understand as an orbifold (or stack). There is a Z2 automorphism
group, generated by κ2, whenever ζ1 = ζ2 = 0. This automorphism group is enhanced to
Z4, generated by κ, at u = ζ1 = ζ2 = 0. In fact, taking account the equivalences (D.5) and
(D.6), the automorphism group is enhanced to Z4 at the four points u = 0, 1/2, τ/2, and
(1 + τ)/2, with ζ1 = ζ2 = 0.
κ maps qNS = u− ζ1ζ2 to −qNS, consistent with the claim that the gluing parameters
are well-defined up to multiplication by an invertible function.
We did not take the automorphism κ into account in our discussion of integration.
However, the form (D.13) that we integrated is κ-invariant, with κ acting on u˜ by u˜→ −u˜.
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