The Defense Meteorological Satellite Program (DMSP) launches 12 and maintains a network of satellites to monitor the meteorological, oceano- 
Introduction
Satellite derived geomagnetic field measurements from recent missions have facilitated or insufficiently calibrated data. Both the small and large-scale structure seen in the figure could have detrimental effects on attempts to create a main field model, and so it 119 is necessary to carefully detect and remove these features from the data. Therefore, we 120 have recalibrated the DMSP SSM measurements using a multi-step procedure, following 121 the work of other satellite missions (e.g. [Yin and Lühr , 2011; Le et al., 2011] corrections is the EGM96 [Lemoine et al., 1998 ] model truncated to a 48 × 48 field. The 132 special perturbation integration also includes third-body gravitational effects of the sun 133 and moon, solar radiation pressure, earth and ocean tide effects, and accelerations due 134 to atmospheric drag. The atmospheric density model used in the integration is a modi-135 fied Jacchia [Jacchia, 1970] of each calibration satellite is estimated for a 2-day fit span interval, the density correc-152 tion parameters are estimated on 3-hour sub-intervals within the fit span. This approach 153 is used to extract the time resolution needed to accurately determine the dynamically 154 changing thermospheric density. This is especially important during geomagnetic storms,
155
when the Joule heating and particle precipitation of the auroral ovals drive rapidly chang-156 ing density features. However, to obtain this 3-hour resolution requires that the density parameters be constrained within the parameter solution. The constraints can be mini-158 mized though because of the large number (about 75 to 80) of calibration satellites used 159 in the fits, and because of the heavy space surveillance sensor tasking which provides 160 observations on almost every pass over almost every SSN sensor.
161
For non-calibration satellites such as DMSP the model also employs a segmented so-162 lution for the ballistic coefficient. This is a technique whereby an overall ballistic coeffi-cient is estimated over the fit span and additional B type corrections are allowed to vary 164 throughout the fit span. 
Coordinate Systems
The DMSP attitude control system is designed to keep the Operational Linescan System 174 (OLS) instrument aligned with the local geodetic vertical to within 0.01
• . This essentially 175 means we can define a satellite-fixed coordinate system using the local geodetic vertical 176 direction, as well as the satellite's velocity vector. We define unit vectors in our satellite-177 fixed basis as 
where t i is the timestamp recorded with the scalar field measurement 
220
The timing shift δt is calculated from Eq. (5) using 24 hours of data at a time and 221 minimizing the error function using robust regression. Robust regression is used due to 222 the high sensitivity of the timing shift calculation to data outliers as shown in Fig. 1 .
223
Robust regression is designed to reduce the effect of data outliers by assigning them small 224 weights through iteration. While robust regression helps to counteract the effect of these 225 data jumps, it cannot produce a long-term stable signal of the timing delay on its own, and [2013] and are given below: 
264 where E i is the SSM vector measurement and δt is the previously computed timing shift.
265
The scale factors, offsets, and non-orthogonality angles are recovered from Eq. (9) for each 266 24 hour period using nonlinear least squares regression. While only the scalar magnitude 267 of the calibrated field vector is used in the least-squares inversion, unique solutions for 268 the scale factors, offsets and non-orthogonality angles are guaranteed by using 24 hour periods of data, representing many orbits over which the magnetometer is rotated into 270 many spatial orientations. 
Outlier Detection
As mentioned in Sec. 3.3, data outliers can significantly influence the timing shift 272 calculation, and this is also true for the 9 scalar calibration parameters discussed above.
273
During a typical DMSP orbit, there can be between 5 and 10 large data jumps (as seen 274 in Fig. 1 tracks. In some of these cases, the polynomial fit to the residuals will be poor which can The profiles are then iterated several more times until no further outliers are detected.
316
The bottom row of the figure shows the final scalar residuals, after removing all outliers 317 and computing and applying final timing shift and scalar calibration parameters. We 318 see that the residual profile in the right column has been significantly flattened over 319 the course of the calibration procedure. This is primarily due to the scalar calibration 320 procedure discussed in Section 3.4, and indicates that the original DMSP data were not 321 fully calibrated, leading to minima features at low-latitudes.
322 Figure 3 shows the final timing shift signal for all 4 satellites. We see significant day-323 to-day variability, which is likely due to the noise in the dataset, and occasionally could 324 result from a failure to detect all outliers as previously discussed. In addition to the day-
325
to-day variability, we see longer term trends which vary on timescales of a year or more.
326
These are most likely due to thermal noise relating to the amount of sunlight and heat 
Euler Angles
After the timing shift and scalar calibration parameters have been calculated, three
357
Euler angles are computed which rotate the field vector into the spacecraft frame defined fixed with respect to the satellite (up to errors in the attitude control system), and so we assume a constant three dimensional rotation from the provided coordinate system to our 361 spacecraft basis. This rotation is defined by three Euler angles α, β, γ and the rotation is
362
given by 
400
402 403 where the degree n is summed from 1 to 15, order m is summed from 0 to n, r, θ, φ are 404 the standard geocentric spherical coordinates, P nm (cos θ) is the Schmidt semi-normalized 405 associated Legendre function, a is the geomagnetic reference radius (6371.2 km), and the 406 time-dependent coefficients are given by and magnetospheric currents at high-latitudes. The B z component is also influenced to a 419 lesser extent by these systems, however it is required to include this in the modeling since 420 the scalar data alone cannot guarantee a unique solution [Backus, 1986] . Therefore, we high-latitude currents, and use the scalar data at all latitudes.
423
Since the polar regions are sampled much more frequently than mid and low-latitudes,
424
we organize the data into 1.8
• latitude by 3.6
• longitude bins and assign initial weights to 425 the data as
where a ij , n ij are the area on a unit sphere and number of measurements for bin (i, j),
428
respectively. These are designed to upweight sparsely sampled regions with larger areas
429
(typically low-latitudes) and downweight densely sampled regions with smaller areas (typ-430 ically at the poles). K is a normalization constant chosen so that ij w ij = 1. Applying 431 these weights to the data significantly reduces the condition number of the least squares 432 matrix and improves the resulting solution.
433
Further reduction of the matrix condition number was achieved by nondimensionaliz-
434
ing the time dependent factors t − t 0 in the model and applying Tikhonov regularization
435
[ Tikhonov et al., 1995] to the secular acceleration coefficients above degree 8. ing these coefficients helps to mitigate the effect of the polar data gap due to DMSP's 437 inclination of 98.8
• .
438
Additional weighting factors are computed via iteratively reweighted least squares
439
(IRLS) using the Huber weighting function [Huber , 1996] . At each step of the itera- Fig. 9 . We see here that the spectrum decreases relatively smoothly with co- 
