Abstract. We draw the connection between the model theoretic notions of internality and the binding group on one hand, and the Tannakian formalism on the other.
Introduction
The aim of this paper is to exhibit the analogy and relationship between two seemingly unrelated theories. On the one hand, the Tannakian formalism, giving a duality theory between affine group schemes (or, more generally, gerbs) and a certain type of categories with additional structure, the Tannakian categories. On the other hand, a general notion of internality in model theory, valid for an arbitrary first order theory, that gives rise to a definable Galois group. The analogy is made precise by deriving (a weak version of) the fundamental theorem of the Tannakian duality (3.7) using the model theoretic internality.
The Tannakian formalism assigns to a group G over a field k, its category of representations R ep G . In the version we are mainly interested in, due to Saavedra (Saavedra-Rivano [28] ), the group is an affine group scheme over a field. A similar approach works with groups in other categories, the first due to Krein and Tannaka, concerned with locally compact topological groups. Another example is provided in section 5. In the algebraic case, the category is the category of algebraic finitedimensional representations. This is a k-linear category, but the category structure alone is not sufficient to recover the group. One therefore considers the additional structure given by the tensor product. The Tannakian formalism says that G can be recovered from this structure, together with the forgetful functor to the category of vector-spaces. The other half of the theory is a description of the tensor categories that arise as categories of representations: any tensor category satisfying suitable axioms is of the form R ep G , provided it has a "fibre functor" into the category of vector spaces. Our main references for this subject are the first three sections of Deligne and Milne [5] and Deligne [4] .
In model theory, internality was discovered by Zilber as a tool to study the structure of strongly minimal structure (Zil ½ ber [31] ). Later, Poizat realised (in Poizat [27] ) that this notion can be used to treat the Galois theory of differential equations. The definable Galois correspondence outlined in 2.5 has its origins there. Later, the theory was generalised to larger classes of theories (Hrushovski [13] , Hart and Shami [10] , etc.), and applied in various contexts (e.g., Pillay [25] extended the differential Galois theory to arbitrary "D-groups" definable in DCF ).
In appendix B of Hrushovski [11] , internality was reformulated in a way that holds in an arbitrary theory. One is interested in the group of automorphisms G of a definable set Q over another definable set C. Q is internal to another set C if, after extending the base parameters, any element of Q is definable over the elements of C. The idea is that under this condition, Q is close enough to C so that the G has a chance to be definable, but the requirement that a base extension is required prevents it from being trivial. The theorem is that indeed G is the group of points of a (pro-) definable group (see 2.5). This theory is reformulated again in Hrushovski [12] , where the same construction is described as an abstract duality theory between definable groupoids in a theory T , and certain expansions of it, called internal covers. It is this formulation that we use.
In section 4 we apply this theory by constructing, for a tensor category C an internal cover T C of ACF k . Models of this theory correspond, roughly, with fibre functors on C. The theory of internality provides a definable group in ACF k , and this is the group corresponding to C. The other parts of the theory follow from the Galois theory, and from the abstract duality theory of Hrushovski [12] . The proof has the advantage that it is simple and more "geometric" than the algebraic one (though the result is slightly weaker). In section 5 we then define differential tensor categories, and explain how precisely the same approach gives an analogous theorem there. A similar result, using a somewhat different language was first obtain using algebraic methods in Ovchinnikov [23, 24] . It seems obvious that similar formalisms are possible in other contexts (e.g., difference fields, real closed fields).
The fundamental definitions and results required for the paper are explain in the first three sections. More precisely, the definitions and properties of tensor categories are given in sections 1 and 3. In section 2 we give some model theoretic background, including the statement of the internality theorem. In the first two sections we also explain how we can "go back" and deduce (again, a weak version of) the internality theorem from a categorical statement, which can be viewed as an abstract version of the Tannakian formalism. The categorical statement is in 1.13, and its application to internality starts with the translation between the languages in 2.9. 0.1. Questions. (Probably best read after the rest of the paper). Several questions (some vague) remain unanswered in the paper. The main ones, from my point of view, are the following. 0.1.1. As described in 4.12 and 4.13, the main results of Deligne [4] have very natural model theoretic translations. It seems reasonable to expect that there is a model theoretic proof, especially of the main theorem (which translates to having no new structure on ACF k ), but I could not find it. The case when C is neutral appears to be easier from the algebraic point of view (and is proven already in Deligne and Milne [5] ), but model theoretically I don't know how to do even this case. 0.1.2. Conversely, the results and methods of Deligne and Milne [5] and Deligne [4] seem to suggest that one can do "model theory" inside a Tannakian category (and perhaps more generally in a tensor category). For example, as can be seen from 4.10, the statement of 3.7.2 can be viewed as saying that C has elimination of quantifiers and elimination of imaginaries. I think it would be interesting to find out if this makes sense, and make it precise. 0.1.3. What is a general model theoretic machinery to prove results as in 4.7, but in full generality? (rather than just for fields). This can also be asked purely in terms of functors (though in this context there is probably no answer): Assume there is a functor F from k-algebras to sets (or groups), and a scheme (or group scheme) G with a map G F that is a bijection on fields. What are conditions on F that allow us to deduce that this map is an isomorphism? 0.2. Acknowledgements. I would like to thank Ehud Hrushovski for suggesting this approach, and for help along the way. I would also like to thank Anand Pillay for his interest and useful remarks.
Monoidal categories
We start with an overview of some of the notions related to monoidal categories. See Mac Lane [17, Ch. VII] or Deligne and Milne [5, sec. 1] for details (but note that we use the term "symmetric monoidal category" instead of "tensor category"; we use the latter for the abelian case).
Monoidal categories. A symmetric monoidal category is given by a tuple
ÔC, , φ, ψÕ, where:
(1) C is a category (2) is a functor C ¢ C C, ÔX, YÕ X Y (in other words, the operation is functorial in each coordinate separately). The commutativity constraint is required to satisfy ψ X,Y ¥ ψ Y,X id X Y for all objects X, Y. In addition, φ and ψ are required to satisfy certain "pentagon" and "hexagon" identities, which ensure that any two tensor expressions computed from the same set of objects are canonically isomorphic.
Finally, C is required have an identity object : this is an object 1, together with an isomorphism u : 1 1 1, such that X 1 X is an equivalence of categories.
It follows (Deligne and Milne [5, prop. 1.3] ) that Ô1, uÕ is unique up to a unique isomorphism with the property that u can be uniquely extended to isomorphisms l X : X 1 X, commuting with φ and ψ. We denote by ΓÔXÕ (global sections of X) the set HomÔ1, XÕ. Using the map u, we get a map ΓÔXÕ ¢ ΓÔYÕ ΓÔX YÕ, Ôf, gÕ Ôf gÕ ¥ u.
Monoidal functors.
Let C and D be symmetric monoidal categories. A monoidal functor from C to D is a pair ÔF, χÕ, where F : C D is a functor, and χ is a collection of isomorphisms χ X,Y : F ÔXÕ F ÔYÕ F ÔX YÕ, compatible with the constraints, such that ÔF, χÕ takes identity objects to identity objects.
If ÔF, χÕ and ÔG, δÕ are two tensor functors from C to D, a map from ÔF, χÕ to ÔG, δÕ is a map of functors that commutes with χ and δ. We denote by AutÔF Õ the group of automorphisms of F as a monoidal functor (we will not consider automorphisms of a monoidal functor as a functor).
More generally, if C 0 is a third monoidal category, and ÔI, εÕ : C 0 C is a monoidal functor, we denote by AutÔF ßC 0 Õ (or AutÔF ßIÕ) the subgroup of AutÔF Õ consisting of elements θ such that θ IÔXÕ is the identity for all objects X of C 0 .
1.3. Closed categories. Let C be a symmetric monoidal category. If, for any object X of C, the functor Y Y X has a right adjoint Z HomÔX, ZÕ, then C is said to be closed. Thus, if C is closed, we have for any three objects X, Y and Z, HomÔY X, ZÕ 1.6. Example. If R is a commutative ring, the category M od R of R-modules, and the subcategory Vec R of finitely generated projective R-modules, are symmetric monoidal categories, with the usual tensor product and the usual constraints. Examples of this type will be considered in more details starting from section 3.
1.7. Ind-closed monoidal categories. Let C be a category, and let Ô C be the category of pre-sheaves (contra-variant functors to the category of sets) on C. Recall that IndÔCÕ, the category of ind-objects of C, is the full subcategory of Ô C consisting of functors of the form lim yÔX i Õ, where X i is a filtering system, and y : C Ô C is the Yoneda embedding (cf. Grothendieck et al. [9, p. I] or Artin and Mazur [1] for details on ind-and pro-objects; Gaitsgory and Kazhdan [7] or Kamensky [15] for a short overview). We view C as a (full) subcategory of IndÔCÕ. We call a pre-sheaf on C ind-representable if it is in IndÔCÕ.
If F : C D is a functor, we also denote by F : IndÔCÕ IndÔDÕ its extension to the ind categories. In particular, if C is a monoidal category, we denote by the extension of the tensor functor to IndÔCÕ. It is easy to see that the constraints on C extend to IndÔCÕ, and so, IndÔCÕ is again a (symmetric) monoidal category. If ÔF, cÕ is a monoidal functor, it is again easy to see that c extends to give a monoidal structure on (the extended) F . In particular, C is a monoidal subcategory of IndÔCÕ.
We say that C is ind-closed if for any two objects X and Y of C, the presheaf HomÔX, YÕ given by Z HomÔZ X, YÕ is ind-representable. It follows immediately that HomÔX, YÕ is the right adjoint of Z Z X as a functor on IndÔCÕ (however, it is not true that IndÔCÕ is closed!).
1.8. Proposition. Assume C has all finite direct limits (or, more generally, that these limits exist in ProÔCÕ or in IndÔCÕ). Then C is ind-closed if and only if, for any object X of C, ¡ X is right exact (i.e., preserves these limits). Proof. If ¡ X has a right adjoint, then it is right exact. The converse follows from the Grothendieck construction (cf. Mac Lane and Moerdijk [18, p. VII]), which shows that in this situation, IndÔCÕ consists precisely of the left exact pre-sheaves (those that take direct limits to the corresponding inverse limits). Since yÔYÕ is left exact by definition, HomÔX, YÕ is left exact if ¡ X is right exact. 1.9. Closed monoidal functors. If C and D are (ind-) closed, and ÔF, cÕ is a monoidal functor, we get, for any two objects X, Y of C, a map F Ôev X,Y Õ ¥ c HomÔX,YÕ,X from F ÔHomÔX, YÕÕ F ÔXÕ to F ÔYÕ, and therefore a map from F ÔHomÔX, YÕÕ to HomÔF ÔXÕ, F ÔYÕÕ. We say that F is closed if this map is an isomorphism for any two objects X and Y of C.
For example, if R is a commutative ring, and S is a (commutative) R-algebra, then the functor M S M from Vec R to Vec S (as in example 1.6) is closed. More generally, any monoidal functor between rigid categories (3.1) is closed (cf. Deligne and Milne [5, Prop. 1.9]).
1.10. The rest of this section is devoted to the proof of a result (1.13) that I consider to be an analogue of the existence of definable Galois groups in the context of internal covers (2.5). It will be used in section 2 to recover that result, but is not needed elsewhere in the paper.
Till the end of this section, we will restrict to the case, as in example 1.4, of categories with finite inverse limits, with the Cartesian monoidal structure. Note that if F is a monoidal functor from such a category to a monoidal category D, and F is left exact, then the monoidal structure on D is also Cartesian, at least when restricted to the essential image of F . We will also assume that monoidal functors between two such categories preserve all finite inverse limits (rather than just products).
We call a category ind-Cartesian if it is ind-closed with this monoidal structure. Thus, any Cartesian-closed category, and in particular any elementary topos, in the sense of Mac Lane and Moerdijk [18] , is ind-Cartesian, and any "logical morphism" is a closed monoidal functor. However, the category of definable sets in a theory, considered in section 2, is usually at most ind-Cartesian, and hence is not an elementary topos.
Let F : C D be a left exact functor between two categories. Given an object
T of D, we denote by End T ÔFÕ the set of natural transformations from T ¢ F to F . This is a contra-variant functor in T. We denote by T If C is a category with finite products, a pro-group in C is a co-filtering system of group objects in C (viewed as a group object of ProÔCÕ). We note that an arbitrary group object in ProÔCÕ need not be of this form. Proof. We first assume that C 0 is empty. Let J be the following category: An object of J is a morphism f of C, and a morphism from f to g is a pair of morphisms
HomÔZ, vÕ ¥ HomÔu, YÕ HomÔu, WÕ ¥ HomÔX, vÕ. We set M Pro J ÔM i Õ (the category J is not co-filtering, but the system can be canonically completed to a co-filtering one, since D has finite inverse limits). For X an object of C, we denote by X also the object id X : X X of J . A morphism t from T to M corresponds to a suitable collection of maps t f : T M f .
We claim that the system θ X : T ¢FÔXÕ F ÔXÕ corresponding to the transposed maps of the t X is a natural map. Indeed, if g : X Y is a map in C, then
Both of these should be equal to t g , and in particular should be equal to each other.
Conversely, if θ : T ¢ F F is a natural map, we define a map t : T M by t f M ÔidX,fÕ ¥t X , where f : X Y is an object of J , and t X is the transpose of θ X . If Ôu, vÕ is a map from f : X Y to g : Z W, then M Ôu,vÕ ¥ t f M Ôu,v¥fÕ ¥ t X . This map corresponds under transposition to the map T ¢FÔZÕ F ÔWÕ given by Ôid T ¢Ôv ¥fÕÕ¥θ X ¥Ôid T ¢FÔuÕÕ. Since θ is natural, θ X ¥Ôid T ¢FÔuÕÕ F ÔuÕ¥θ Z , and substituting this in the last equality, we get Ôid T ¢Ôv¥f¥uÕÕ¥θ Z Ôid T ¢gÕ¥θ Z , which corresponds to M ÔidZ,gÕ ¥ t Z t g .
This concludes the proof that M represents End T ÔFÕ. Since this functor is a monoid, so is M. If I : C 0 C is now as in the statement, and M 0 is the pro-object corresponding to F ¥I, then we have an obvious map ("restriction") from M to M 0 , and the monoid that represents End T ÔFßIÕ is the pullback of this map under the map 1 M 0 corresponding to the monoid identity. Likewise, G is the sub-object of M of "invertible elements", again given by a suitable pullback.
The statement that M and G are a pro-monoid and a pro-group follow since one could present C as a union of "finitely generated" sub-categories, so that on each step the system is equivalent to a finite one.
The last statement follows since HÔM f Õ is identified with the corresponding construction for the functor H ¥F when H is closed (and by applying the statement with T 1).
1.12.
Internal covers. In model theory, one is interested in the automorphisms of functors of the form Γ ¥ F (for particular functors F ). Proposition 1.11 is not very helpful in this situation, since Γ is almost never closed. However, a similar conclusion holds for Γ under the assumption of internality.
By analogy with the model-theoretic terminology, we say that a pair of left-exact functors I : C 0 C, F : C C 0 between ind-closed categories is an internal cover (or that C is an internal cover of C 0 ) if they are closed, and F ¥ I is isomorphic to the identity.
We denote by G AutÔCßC 0 Õ the pro-group provided by 1.11, with F the embedding of C in IndÔCÕ. Thus, G is a projective system of groups in IndÔCÕ.
1.13. Theorem. Let I : C 0 C, F : C C 0 be an internal cover. Then for any left-exact H : C 0 D, the map
Proof. The proof closely follows the proof of the analogous result 2.5 in model theory. We identify F ¥ I with the identity, by fixing an isomorphism, and set R Γ D ¥ H ¥ F . Let θ be an automorphism over I of R, let Q be an object of C, and set X HomÔQ, IÔF ÔQÕÕÕ. We will prove that θ Q is represented by a (unique) element of RÔXÕ. We first note that
and F ¥ I is the identity. RÔXÕ therefore contains an element 1, corresponding to the identity map on F ÔQÕ. Also, the evaluation map ev : RÔXÕ ¢ RÔQÕ RÔIÔF ÔQÕÕÕ RÔQÕ is preserved by θ, since it comes from C. Finally, θ is constant on the co-domain of ev, since it has the form RÔIÔCÕÕ (for C F ÔQÕ). Hence, if f È RÔXÕ and u È RÔQÕ, then θ X ÔfÕÔθ Q ÔuÕÕ f ÔuÕ (where f ÔuÕ evÔf, uÕ). In particular, for f 1 we get that θ X Ô1Õ is invertible, and θ Q Ôθ X Ô1ÕÕ ¡1 . In other words, θ ¡1 Q is given by HÔF Ôev Q,IÔF ÔQÕÕ ÕÕ ¥ Ôθ X Ô1Õ ¢ IdÕ, a morphism in D.
In the model theoretic setting, the group AutÔCßC 0 Õ above is actually a pro-group in C, rather than IndÔCÕ. This seems to require additional assumptions.
1.14. We mention two alternative formulations of 1.13.
1.14.1. Assume we are given functors I 1 : C 0 C 1 , J : C 1 C and F : C C 1 such that J and F form an internal cover, and assume that I J¥I 1 is closed. Then the theorem holds for I and F (for any left-exact H : C 1 D), since AutÔTßIÕ AutÔTßJÕ for any functor T.
In particular, if I : C 0 C is closed, we can take C 1 to be the essential image of I, and J the inclusion. In this case, F is a functor from C to itself. We will call such a pair an internal cover as well.
1.14.2. If C is an ind-closed category, and F ½ : C C is a closed functor such that F ½ ¥ F ½ is isomorphic to F ½ , we may apply the previous part with F I F ½ . Conversely, in the situation of 1.13, F ½ I ¥ F is closed and isomorphic to F ½ ¥ F ½ .
Internality in model theory
In this section, we recall some notions from model theory. Our goal is to explain the notions of internality and the associated Galois group. We then demonstrate how part of this result can be interpreted in the language of the previous section. We shall, for the most part, follow the presentation and terminology from Hrushovski [12] .
2.1. We assume standard notions from logic to be known. We briefly recall that a theory is collection of statements (axioms) written in a fixed formal language, and a model of the theory T is a structure consisting of an interpretation of the symbols in the language of T , in which all the axioms of T hold. For example, the theory ACF of algebraically closed fields can be written in a language containing symbols Ô0, 1, , ¡, ¤Õ, and a model of this theory is an algebraically closed field.
A formula is written in the same formal language, but has free variables, into which elements of the model can be plugged. For the example of ACF above, any finite collection of polynomial equations and inequalities can be viewed as a formula, but there are other formulas, involving quantifiers. Any such formula φÔx 1 , . . . , x n Õ (where x 1 , . . . , x n contain all free variables of φ) thus determines a subset φÔM Õ of M n , for any model M , namely, the set of all tuplesā for which φÔāÕ holds. Two formulas φ and ψ are equivalent if φÔM Õ ψÔM Õ for all models M . An equivalence class under this relation is called a definable set.
If M is the model of some theory, the set of all statements (in the underlying language) that are true in M is a theory T ÔMÕ, and M is a model of T ÔMÕ.
We will assume all our theories to be multi-sorted, i.e., the variables of a formula can take values in any number of disjoint sets. In fact, if X and Y are sorts, we view X ¢ Y as a new sort. In particular, any definable set is a subset of some sort. By a statement such as a È M we will mean that a is an element of one of the sorts.
Definable closure and automorphisms.
A definable function f from a definable set X to another definable set Y is a definable subset of X ¢ Y that determines the graph of a function
there is a definable function f : X n Y for some n, such that f ÔāÕ b for somē a È A n (note that even though we are working in M , it is T that should think that f is a function, rather than just T ÔMÕ). A subset is definably closed if it is closed under definable functions. The definable closure dclÔAÕ of a subset A M is the smallest definably closed subset of M containing A. We denote by YÔAÕ, the set of all elements in YÔM Õ definable over A.
We note that if T is complete, then the definable closure XÔ0Õ of the empty set does not depend on the model. For general T , we denote by XÔ0Õ the set of definable subsets of X containing one element.
More generally, a formula over A is a formula φÔx, aÕ, where φÔx, yÕ X ¢ Y is a regular formula, and a È YÔAÕ. It defines a subset of XÔM Õ for any model M containing A, in the same way as regular formulas do.
An automorphism of a model M is a bijection ϕ from M to itself such that the induced bijection 
Imaginaries and interpretations.
A definable equivalence relation on a definable set X is a definable subset of X ¢X that determines an equivalence relation in any model. The theory eliminates imaginaries if any equivalence relation has a quotient, i.e., any equivalence relation can be represented as f ÔxÕ f ÔyÕ for some definable function f on X.
A definition of a theory T 1 in another theory T 2 is specified by giving, for each sort X of T 1 a definable set X 2 of T 2 , and for each atomic relation Y X of T 1 a definable subset Y 2 of X 2 , such that for any model M 2 of T 2 , the sets X 2 ÔM 2 Õ form a model M 1 of T 1 (when interpreted as a T 1 structure in the obvious way). It follows that any definable set of T 1 determines a definable set in T 2 , and M 1 can be viewed as a subset of M 2 . For any theory T there is a theory T eq and a definition of T in T eq , where T eq eliminates imaginaries, and the definition is universal with this property. Any model of T can be expanded uniquely to a model of T eq . Replacing T with T eq , if necessary, we shall usually assume that all our theories eliminate imaginaries.
An interpretation of T 1 in T 2 is a definition of T 1 in T eq 2 . Hence, with the above convention, interpretations and definitions coincide. Given an interpretation of T 1 in T 2 , we view the definable sets of T 1 as definable sets in T 2 via the interpretation.
If M is a model of a theory T , and A M , we denote by T A the theory obtained by adding constants for A to the language, and the axioms satisfied for A in M (in particular, T A is complete). There is an obvious interpretation of T in T A . The model M is in a natural way a model of T A , and for any definable set X of T , XÔAÕ in the sense of T is identified with XÔ0Õ in T A .
Internal covers.
An interpretation of T 0 in T is stably embedded if any subset of the sorts of T 0 definable in T with parameters from T is also definable in T 0 with parameters from T 0 .
A stably embedded interpretation of T 0 in T is an internal cover (of T 0 ) if any large enough model M of T has a small subset A M such that dclÔM 0 AÕ M . T itself is also called an internal cover of T 0 . A set A as above will be called a set of internality parameters, and will always be taken to be definably closed. We denote by A 0 the restriction of A to T 0 . (In the language of Hrushovski [12] , this implies that the corresponding groupoid in T 0 is equivalent to a groupoid with objects over A 0 .)
We note that by compactness, a finite number of elements of A suffices to define all elements of a given sort of T over M 0 . Thus, if T has a finite number of sorts that do not come from T 0 over which everything is definable, then A can be taken to be generated by one tuple a. In general, A can be thought of as an element of a pro-definable set. Furthermore, given a set of internality parameters A (whose restriction to T 0 is A 0 ), there is a Galois correspondence between A-definable pro-subgroups of G and definably closed subsets A 0 B A. Such a subset B H for a subgroup H is always of the form CÔAÕ, where C is an A-definable ind-set in T , and H is the subgroup of G fixing CÔM Õ pointwise. If H is normal, then GßHÔM Õ is identified with AutÔCÔM ÕßM 0 Õ.
Here, a pro-group is a filtering inverse system of definable groups.
2.6. In fact, the result is slightly stronger. With notation as above, the assumption that T 0 is stably embedded implies that any automorphism of M 0 fixing A 0 can be extended (uniquely) to an automorphism of M fixing A. In other words, we have a split exact sequence
where G is as provided by 2.5.
For any definably closed subset B 0 M 0 containing A 0 , let B dclÔA B 0 Õ. We claim that GÔBÕ AutÔBßB 0 Õ. Indeed, any g È GÔBÕ acts as an automorphism, preserves B as a set (since B is definably closed), and fixes B 0 pointwise, so GÔBÕ AutÔBßB 0 Õ. Conversely, since B 0 is definably closed and contains A 0 , B M B 0 , and so any automorphism of B over B 0 extends to an automorphism of B over M 0 . Since M 0 is stably embedded, this automorphism extends to an automorphism of M . Thus, any element of AutÔBßB 0 Õ is represented by some g È GÔM Õ. Since it is fixed by any automorphism fixing B pointwise, it is in fact in GÔBÕ.
2.7. We make the assumption that a set A as above can be found (in some model) such that the corresponding set A 0 is (the definable closure of) the empty set. This is not a real assumption in the current context, since the results will hold in general for the theory with parameters from A.
Likewise, the interpretation of T 0 in T factors through a maximal extension T 1 of T 0 (i.e., T 1 is the theory, in T , of the definable sets coming from T 0 ). We assume from now on that T 1 T 0 .
Combining the two assumptions, we get that B 0 B dclÔA B 0 Õ gives an equivalence between definably closed sets B 0 of T 0 and definably closed sets B containing A of T . In particular, we have a definable group G A in T 0 . The following proposition says that all definable group action of G A in T 0 come from the canonical action of G in T .
2.8. Proposition. Assume 2.7, and let a :
There is a definable set X D in T , and an A-definable isomorphism of G A actions from X D to D. If D and E are two such G A -sets, and f : D E is a definable map of G A sets in T 0 , it also comes from a definable map F :
Proof. The proof of 2.5 produces a definable G-torsor X in T , which is 0-definable with our assumptions. There is an A-definable isomorphism f b : G G A , which, composed with a, defines an A-definable action c b :
equivalence relation is invariant under the action of G, and hence X D is definable without parameters.
If b È XÔAÕ is any element (known to exist), the map Öb, d× d is an isomorphism of G A actions from X D to D. The proof for maps is similar.
2.9. We now give a partial proof of 2.5, using 1.13, partial in that it produces only an pro-ind-definable group, rather than an pro-group. The rest of this section will not be used later.
To each theory T we associate the category D T of definable sets and definable maps between them. This category is closed under finite inverse limits and under co-products (this requires that T has a least two constants, which we assume, and which is automatic if T eliminates imaginaries). We write 1 for the one-element set, and 2 for its co-product with itself.
We list the categorical interpretation of some of the notions mentioned above. Most of this can be found in much greater detail (and in a slightly different language) in Makkai and Reyes [19] . Let T be a theory, not necessarily with elimination of imaginaries. Proof. Assume D T is ind-Cartesian, and let E X ¢ X be an equivalence relation. The corresponding characteristic function χ E : X ¢ X 2 corresponds, by assumption, to some t : X PÔXÕ : HomÔX, 2Õ. If PÔXÕ is represented by some system ÔY a , f a,b Õ, the map t is represented by some t a : X Y a , and so the relation EÔx, yÕ is equivalent to the intersection over all b of the conditions Proof. Assume that I ¦ is an equivalence, and let X be a definable set of T 2 . If X IÔYÕ for some Y, then for any two models M and N of T 2 such that M ¥I N ¥I, we have M ÔXÕ N ÔYÕ (by equivalence). Hence by Beth's definability theorem,
T eliminates imaginaries if and only if
If X is not contained in any IÔYÕ, but there is a surjective map f : IÔYÕ X, the kernel is a definable subset of IÔYÕ 2 , hence by the previous case comes from T 1 . Since T 1 eliminates imaginaries, the quotient X also comes from T 1 .
If there is no surjective map as above, then a model of T 2 has automorphisms over the restriction to T 1 , contradicting the equivalence. This shows that I is essentially surjective. It is full since any map is a definable set, and it is faithful since for equality of definable sets is first order. This shows that I is an equivalence. The other direction is trivial. 2.9.5. If A is a definably closed subset of a model M of the theory T , we denote by I A the functor from D T to D TA corresponding to the natural interpretation.
Assume T eliminates imaginaries. Then for any such A, the functor I A is closed (in the sense of 1.9).
Proof. A definable map f in T A from Z to I A ÔHomÔX, YÕÕ is given by formulas φÔw, zÕ Proof. According to 2.9.6 and 2.9.5,
2.9.8. Let I : D T1 D T2 be the exact functor corresponding to an interpretation, where both theories eliminate imaginaries. Then the interpretation is stably embedded if and only if I is closed.
Proof. Assume that the interpretation is stably embedded, let X, Y be definable sets in T 1 , and let M be a model of T 2 . The map t : IÔHomÔX, YÕÕ HomÔIÔXÕ, IÔYÕÕ gives a map t : IÔHomÔX, YÕÕÔM Õ HomÔIÔXÕ, IÔYÕÕÔM Õ By 2.9.7, the co-domain is the set of M -definable maps from IÔXÕ to IÔYÕ in T 2 , while the domain is the set of definable maps from X to Y in T 1 with parameters from the model M ¥ I (and t assigns to each map the same map viewed as a map between IÔXÕ and IÔYÕ). Since T 1 asserts that all maps in HomÔX, YÕ are distinct, and so the same has to hold in T 2 . Therefore, t is injective. Since T 1 is stably embedded, any M -definable map between IÔXÕ and IÔYÕ is definable with parameters in M ¥ I, hence t is surjective. Since t is a bijection in every model, θ is an isomorphism.
Assume conversely that I is closed, let X be a definable set in T 1 , and let M be a model of T 2 . Any M -definable subset Z IÔXÕ (in T 2 ), corresponds to an M -point of PÔIÔXÕÕ (by 2.9.7), hence to an M ¥ I point of PÔXÕ, which can be used to define Z.
2.10. Proof of 2.5. Let I : T 0 T be an internal cover. By assumption, it is stably embedded, and therefore closed by 2.9.8.
Let A be as in 2.7. As explained there, definable closure gives an equivalence between models of T containing A, and models of T 0 . The former are precisely models of T A . Since I A ¥ I : T 0 T A (with I A as in 2.9.5) induces an equivalence on the categories of models, it is itself an equivalence (2.9.4). Let F T ¥ I A , where T is an inverse of I A ¥ I. Since F is trivially closed, the pair ÔI, F Õ forms an internal cover in the sense of 1.14.1.
Hence by 1.13, there is a pro-group G in IndÔT Õ such that Γ D ÔHÔFÔGÕÕÕ AutÔΓ D ¥ H ¥ F ßIÕ. Setting D T 0M , and H I M : T 0 T 1M (for any model M of T 0 ), and using 2.9.6, we get GÔM ¥ F Õ AutÔM ¥ F ßMÕ. Since any model of T has this form, the theorem is proved.
2.11. Remark. One advantage of this formulation is that the category of definable sets in T can be replaced by another category. For example, taking particular subcategories of this category, one easily recovers most of Kamensky [14, thm. 19 ].
Tannakian categories
In this section we review, without proofs, the definitions and basic properties of Tannakian categories. The proofs, as well as more details (originally from SaavedraRivano [28] ) can be found in the first two sections of Deligne and Milne [5] . The section contains no new results (though the terminology is slightly different).
3.1. Definition. Let C be a closed symmetric monoidal category, and let 1 be a fixed identity object. The dual Õ X of an object X, is the object HomÔX, 1Õ. The adjunction map together the commutativity constraint give rise to a map X Õ Õ X. X is called reflexive if this map is an isomorphism.
For any objects X 1 , X 2 and Y 1 , Y 2 , the adjunction also gives maps
C is said to be rigid if all objects are reflexive, and the above map is always an isomorphism.
We note that setting Y 1 X 2 1 in the above map, we get an isomorphism called the trace of f . The trace map Tr X : EndÔXÕ k : EndÔ1Õ is multiplicative (with respect to the tensor product), and Tr 1 is the identity. The rank of an object X is defined to be Tr X Ôid X Õ. Thus it is an element of k.
3.3.
A monoidal functor from a rigid category is automatically closed. If F is a monoidal functor from C to D, where C is rigid, then F Ôk C Õ k D , and in this sense, F preserves the trace. In particular, rkÔXÕ rkÔF ÔXÕÕ.
Definition.
A tensor category is a rigid monoidal category C which is abelian. It follows that is additive and exact in each coordinate. It also follows that k is a commutative ring, and that C has a natural k-linear structure, where is k-bilinear, and Tr X is k-linear. A tensor functor is a monoidal functor between tensor categories which is additive (and therefore k-linear).
Given an object X of a tensor category C, we denote by C X the full subcategory of C whose objects are isomorphic to sub-quotients of finite sums of tensor powers of X (including X ¡1 Õ X and its powers). C X is a tensor sub-category of C, and C is a filtered union of sub-categories of this form. X is called a tensor generator for
For most of what follows we will restrict our attention to categories that have a tensor generator.
3.5. Definition. A neutral Tannakian category over a field k is a tensor category C with EndÔ1Õ k, which admits an exact tensor functor into the category Vec k of finite-dimensional k-vector spaces (with the usual tensor structure). Such a functor is called a fibre functor. It is automatically faithful.
Given a fibre functor ω and a k-algebra A, the functor ω k A (with Ôω k AÕÔXÕ ωÔXÕ k A) is again an exact tensor functor (into a tensor subcategory of the category Vec A of projective finitely presented A-modules). We thus get a functor A AutÔω k AÕ from the category of k-algebras to groups. This functor is denoted by Aut k ÔωÕ.
3.6. Example. If G is an affine group scheme over k, the category R ep G of (finitedimensional) representations of G over k is an abelian tensor category which neutral Tannakian, as witnessed by the forgetful functor ω. If A is a k-algebra, and g È G ÔAÕ, the action of G exhibits g as an automorphism of ω k A. This determines a map (of functors) G Aut k ÔωÕ. The main theorem states that this map is an isomorphism, and that this example is the most general one:
3.7. Theorem (Saavedra). Let C be a neutral Tannakian category, and let ω : C Vec k be a fibre functor.
3.7.1. The functor Aut k ÔωÕ is representable by an affine group scheme G over k.
The fibre functor ω factors through a tensor equivalence
3.7.3. If C R ep H for some affine group scheme H , then the natural map H G given in 3.6 is an isomorphism.
In the following section we present a proof of (a slightly weaker version of) this theorem, using the model theoretic tools of section 2.
The theory associated with a tensor category
In this section, we associate a theory with any Tannakian category, and use theorem 2.5 to prove the main theorem 3.7.
4.1. Let ÔC, , φ, ψÕ be a tensor category over a field k of characteristic 0, such that the rank of every object is a natural number. Let K be an extension field of k. The theories T C and T C (depending on K, which is omitted from the notation) are defined as follows: 4.1.1. T C has a sort L, as well as a sort V X for every object X of C, and a function symbol v f : V X V Y for any morphism f : X Y. There are a binary operation symbol X on each V X , and a function symbol ¤ X : L ¢ V X V X for each object X. L contains a constant symbol for each element of K.
The theory says that L is an algebraically closed field, whose field operations
are given by 1 and ¤ 1 . The restriction of the operation to the constant symbols is given by the field structure on K.
It also says that X and ¤ X determine a vector space structure over L on every V X , and V X has dimension rkÔXÕ over L. Each v f is an L-linear map. 
The theory says that b X,Y is bilinear, and the induced map
Here L is the usual tensor product of vector spaces over L (in a given model). This statement is first order, since the spaces are finite-dimensional.
The theory also says that v ψX,Y Ôb X,Y Ôx, yÕÕ b Y,X Ôy, xÕ, and similarly for φ. If u È V X and v È V Y (either terms or elements in some model), we write u v for b X,Y Ôu, vÕ.
4.1.5. The theory T C is the expansion of T C by an extra sort P X , for every object X, together with a surjective map π X : V X P X identifying P X with the projective space associated with V X . It also includes function symbols p f : P X P Y and d X,Y : P X ¢ P Y P X Y for any objects X, Y and morphism f of C, and the theory says that they are the projectivisations of the corresponding maps v f and b X,Y .
4.2.
Proposition. The theory T C is stable. In particular, L is stably embedded. In each model, L is a pure algebraically closed field (possibly with additional constants).
Proof. A choice of basis for each vector space identifies it with a power of L. All linear and bilinear maps are definable in the pure field structure on L. Since L is stable and stability is not affected by parameters, so is T C .
Proposition. The theories T C and Ö
T C eliminate quantifiers (possibly after naming some constants). The theory Ö T C eliminates imaginaries.
Proof. That Ö T C eliminates imaginaries is precisely the statement of Hrushovski [12, prop. 4.2] (see also 5.5.6). The proof of quantifier elimination is similar: since all sorts are interpretable (with parameters) in ACF , all definable sets are boolean combinations of Zariski-closed subsets. A Zariski-closed subset of V X or P X is the set of zeroes of polynomials, which are elements of the symmetric algebra on V X . But V X is identified with V Õ X , and the tensor algebra on it, as well as the action on V X or P X is definable without quantifiers.
4.4.
Models and fibre functors. Models of T C are essentially fibre functors over algebraically closed fields. More precisely, we have the following statements.
4.4.1. Let M be a model of T C , and let A be a subset of M such that for any object X, V X ÔAÕ contains a basis of V X ÔMÕ over LÔM Õ. Then X V X ÔAÕ determines a fibre functor over the field extension LÔAÕ of K.
Proof. We first note that since (by definition) LÔAÕ is definably closed, it is indeed a field. Likewise, since each V X ÔAÕ is definably closed, it is a vector space over LÔAÕ, and the V X ÔAÕ are closed under the linear maps that come from C. Thus X V X ÔAÕ defines a k-linear functor from C to the category of vector spaces over LÔAÕ.
injective, so is c X,Y , and so the whole statement will follow from knowing that the dimension of V X ÔAÕ over LÔAÕ is rkÔXÕ. Since V X ÔAÕ contains a basis over LÔM Õ, we know that it is at least rkÔXÕ.
For any a 1 , . . . , a n È V X ÔAÕ, the set of all Ôx 1 , . . . , x n Õ È L n such that x i a i 0 is an A-definable subspace of L n , Since L is stably embedded, it is LÔAÕ definable. Hence it has an LÔAÕ-definable basis (Milne [22, Lemma 4.10] ). This shows that the dimension is correct.
Let
A be a subset of a model M of T C such that dclÔA LÔM ÕÕ M , and such that LÔAÕ is algebraically closed. Then dclÔAÕ is a model. In particular, X V X ÔAÕ determines a fibre functor for C over LÔAÕ. Proof. We only need to prove that each V X ÔAÕ contains a basis over LÔM Õ. By assumption, there is an A-definable map f from a subset U of L m to V n X , where n rkÔXÕ, such that f ÔuÕ is a basis of V X ÔMÕ for all u È UÔM Õ. Since U is LÔAÕ-definable, and LÔAÕ is algebraically closed, UÔAÕ contains a point u, and f ÔuÕ is thus a basis in V X ÔAÕ.
4.4.3. Conversely, if K 1 is a field extension of K, ω : C Vec K1 is a fibre functor, andK is an algebraically closed field containing K 1 , the assignment V X ωÔXÕ K1K determines a model M ω of T C , such that A ω M satisfies dclÔA LÔM ω ÕÕ M ω , and LÔAÕ K 1 .
In particular, T C is consistent if and only if C is has a fibre functor.
Proof. Sinceω ω K1K is itself a fibre functor, it is clear that M ω is a model (b X,Y is defined to be the composition of the canonical pairingωÔXÕ ¢ωÔYÕ ωÔXÕ KωÔYÕ with the structure map c X,Y :ωÔXÕ ωÔYÕ ωÔX YÕ). Also, it is clear that dclÔA LÔM ω ÕÕ M ω . To prove that LÔAÕ K 1 , we note that any automorphism ofK over K 1 extends to an automorphism of the model by acting the second term.
4.5.
From now on we assume that C has a fibre functor ω, and denote the theory of the model M ω constructed in 4.4.3 by T ω (so T ω is a completion of T C ). We also assume that the category C has a tensor generator (3.4). The general results are obtained as a limit of this case, in the usual way. (This is not really necessary, since, as mentioned in 2.4, the theory works in general, but it makes it easier to apply standard model theoretic results about definable, rather than pro-definable set.) We fix a tensor generator Q.
4.6.
Claim. The theory T C is an internal cover of L, viewed as an interpretation of ACF K .
Proof. L is stably embedded in T C since T C is stable. Given a model M of T C , any element of V X ÔMÕ is a linear combination of elements of a basis a for V X ÔMÕ over LÔM Õ, hence is definable over a and LÔM Õ. We note that if Q is a tensor generator, then a basis for V Q determines a basis for any other V X (This is clear for tensor products, direct sums, duals and quotients. For a sub-object Y X, the set of all tuples x in L such that x i a i È V Y is a-definable, hence has a point in LÔaÕ.)
4.7. Proof of 3.7.1. Let G be the definable group in T C corresponding to it as an internal cover of L (2.5). By 4.4.3, ω determines a definably closed subset A of an arbitrarily large model M , such that dclÔA LÔM ÕÕ M and LÔAÕ k. Given a field extension K, we may assume that LÔM Õ contains K. For each object X, V X ÔA KÕ ωÔXÕ k K (again by 4.4.3), It follows by 2.6 that for such field K, GÔdclÔA KÕÕ AutÔdclÔA KÕßKÕ, and since by the definition of the theory, such automorphisms are the same as automorphisms of ω k K as a tensor functor, we get that GÔdclÔA KÕÕ Aut ÔωÕÔKÕ.
On the other hand, A satisfies assumption 2.7, hence we get a definable group
any such group is algebraic.
4.8.
Remark. By inspecting the proof of 2.6 and the construction of G in this particular case, it is easy to extend the above proof to the case when K is an integral domain. However, I don't know how to use the same argument for more general K.
4.9. Proof of 3.7.3. Let C R ep H , where H is an algebraic group over k, which we view as a definable group H in ACF k . Let G be the definable internality group in T ω and A the definable subset corresponding to the (forgetful) fibre functor ω, all as in 4.7. We obtain a definable group G A , and the action of H on its representations determines a map of group functors from H to G A , which by Beth definability is definable and therefore algebraic. This homomorphism is injective (on points in any field extension) since H has a faithful representation. We identify H with its image in G A . By the Galois correspondence (2.5), to prove that H G A it is enough to show that any A-definable element in T eq C fixed by HÔM Õ is also fixed by G A ÔMÕ, i.e., is
given by 1 v is a map of H representations, hence is given by a function symbol f , so v f Ô1Õ is 0-definable. Likewise, if p È P X ÔAÕ is fixed by H, then it corresponds to a sub-representation l p V X (over k), hence is given by a predicate, so again p is 0-definable. This proves that the map from H to G A is bijective on points in any field. Any such algebraic map (in characteristic 0) is an isomorphism (Waterhouse [30, p. 11.4] ).
4.10. Proof of 3.7.2 (sketch). Let T C , G, A and G A be as above, and let Vec L be the category of definable L-vector spaces interpretable in T C , with definable linear maps between them as morphisms. This is clearly a tensor category, and X V X is an exact faithful k-linear tensor functor from C to Vec L .
On the other hand, a representation of G A is given by some definable action in ACF , and by 2.8, this action comes from some action of G on a definable set in T C , which must therefore be a vector space over L. Conversely, each linear action of G on an object in Vec L gives a representation of G A after taking A-points, and similarly for morphisms. Thus, we get an equivalence (of k-linear tensor categories) between Vec L and R ep GA .
It remains to show that the functor X V X from C to Vec L is full and surjective on isomorphism classes, i.e., that any definable L-vector space is essentially of the form V X , and that any map between is of the form v f . To prove the first, we consider the group G and its torsor X. These are defined by some 0-definable subspaces of powers of V Õ Q (where Q is a tensor generator.) By examining the explicit definition of G and X, one concludes that these 0-definable subspaces in fact come from C. We omit the proof, since it is very similar to the original algebraic one. Once this is know, given any other representation D, the set X D in 2.8 is explicitly given by tensor operations, and so comes from C as well. Then proof for morphisms is again similar.
4.11.
Corollary. Quantifier elimination in T C holds without parameters: any definable set is quantifier-free without parameters.
Proof. This holds anyway with parameters from the definable closure of the empty set. We now know that any such parameter is given by a term in the language.
4.12.
Remark. In Hrushovski [12] , an equivalence is constructed between internal covers of a complete theory T , and connected definable groupoids in T . It follows from theorem 2.8 there that if T C is consistent and the induced structure on L is precisely ACF k , then the associated groupoid is connected. It also follows that T C itself is complete. It then follows from lemma 2.4 in the same paper that any two models of T C are isomorphic. Given two fibre functors of C (over some extension field), extending both to a model of T C thus shows that the fibre functors are locally isomorphic. Conversely, if T C induces new structure on L, it is easy to construct fibre functors which are not locally isomorphic (cf. Deligne and Milne [5, p. 3.15] ).
The main result of Deligne [4] can be viewed as stating that the induced structure on L is indeed ACF k . More precisely, given a fibre functor ω over an (affine) scheme S over k, Deligne constructs a groupoid scheme Aut k ÔωÕ, with object scheme S .
The main result of Deligne [4] (theorem 1.12) states that this groupoid scheme is faithfully flat over S ¢ S (hence connected). A K-valued point of S (for some field K) determines a fibre functor ω K over K. Viewing this fibre functor as subset of a model, a choice of a basis for a tensor generator determines a type over L, and therefore an object of the groupoid corresponding to T C (choosing a different basis amounts to choosing a different object which is isomorphic over K in the groupoid).
It is clear from definition of Aut k ÔωÕ that this process gives an equivalence from this groupoid to the groupoid associated with the internal cover T C . Thus, Deligne's theorem implies that this groupoid is connected, and therefore that the induced structure on L is that of ACF k . It seems plausible that there should be a direct model theoretic proof of this result, but I could not find it. We note that the nonexistence of new structure also directly implies (by the existence of prime models) Deligne [4, corollary 6.20] , which states that C has a fibre functor over the algebraic closure of k.
We note also that any definable groupoid in ACF k is equivalent to a groupoid scheme (any such groupoid is equivalent to one with a finite set of objects, and the automorphism group of each object is algebraic). The category C of representations of the (gerb associated with the) groupoid is a tensor category satisfying EndÔ1Õ k (Deligne and Milne [5, section 3]), and it is easy to see (using the same methods as in 4.9) that the groupoid associated with the internal cover T C is equivalent to the original one. Therefore, we obtain that any internal cover of ACF k has (up to equivalence) the form T C for some Tannakian category over k.
4.13.
Remark. We interpret model theoretically two additional result of Deligne [4] . In section 7, it is shown that in our context (i.e., charÔkÕ 0 and rkÔXÕ is a natural number), C always has a fibre functor. In light of 4.4.3, this result asserts that T C is consistent for any such C.
In section 8, Deligne defines, for a Tannakian category C (and even somewhat more generally), a C-group πÔCÕ, called the fundamental group of C (a C-group is a commutative Hopf algebra object in IndÔCÕ; similarly for affine C-schemes). The basic idea is that the concepts associated with neutral Tannakian categories, also make sense for "fibre functors" into other tensor categories, and πÔCÕ is obtain by reconstructing a group from the identity functor.
Thus, πÔCÕ comes with an action on each object, commuting with all morphisms. It thus represents the tensor automorphisms of the identity functor from C to itself, in the sense that for any affine C-scheme X, the action identifies πÔCÕÔXÕ with the group of tensor automorphisms of the functor A A X (from C to the tensor category of vector bundles over X). It has the property that for any "real" fibre functor ω over a scheme S , applying ω to the action identifies ωÔπÔCÕÕ with the group scheme Aut S ÔωÕ constructed.
Using either the explicit construction, or the properties above, it is clear that in terms of the theory T C , πÔCÕ is nothing but the definable automorphism group (more precisely, the Hopf algebra object that defines it maps to an ind-definable Hopf algebra in T C , which is definably isomorphic to the ind-definable Hopf algebra of functions on the internality group). This also compares with 1.13: the group G is obtained by considering the automorphisms of (essentially) the identity functor, rather than of the "fibre functor" F there.
4.14. Remark. One can recover in a similar manner (and somewhat more easily) Grothendieck's approach to usual Galois theory (cf. Grothendieck et al. [8, Exposé V.4]). Briefly, given a category C with a "fibre functor" F into the category of finite sets, satisfying conditions (G1)-(G6), one constructs as above a theory T C with a sort V X for each object, and a function symbol for each morphism. T C is then the theory of F viewed as a structure in this language. Since every sort is finite, they are all internal to 2 (the co-product of the terminal object 1 with itself). Conditions (G1)-(G5) ensure that any definable set in fact comes from C, and (G2), (G5) ensure that T C has elimination of imaginaries. The Galois objects P i that appear in the proof are precisely the 1-types of internality parameters that appear in the model theoretic construction of Galois group.
Differential Tannakian categories
Our purpose in this section is to define differential tensor categories, and to give a model theoretic proof of the basic theorem, corresponding such categories, endowed with a suitably defined fibre functor, with linear differential algebraic groups. The method is completely analogous to that in the previous section.
Throughout this section, k is a field of characteristic 0.
Prolongations of abelian categories.
We assume that in a tensor category ÔC, Õ, the functor is exact; this is automatic if C is rigid (see Deligne and Milne 5.1.1. Definition. Let C be a k-linear category. The prolongation PÔCÕ of C is defined as follows: The objects are exact sequences X : 0 X 0 iX X 1 πX X 0 0 of C, and the morphisms between such objects are morphisms of exact sequences whose two X 0 parts coincide.
An exact functor F : C 1 C 2 gives rise to an induced functor PÔF Õ : PÔC 1 Õ PÔC 2 Õ. We denote by Π i (i 0, 1) the functors from PÔCÕ to C assigning X i to the object 0 X 0 iX X 1 πX X 0 0 of PÔCÕ (thus there is an exact sequence 0 Π 0 iΠ Π 1 πΠ Π 0 0.) Π i ÔXÕ is also abbreviated as X i , and X is said to be over X 0 (and similarly for morphisms.)
We note that PÔCÕ can be viewed as the full subcategory of the category of "differential objects" in C, consisting of objects whose homology is 0. A differential object is a pair ÔX, φÕ where X is an object of C and φ is an endomorphism of X with φ 2 0. A morphism is a morphism in C that commutes with φ, and the homology is kerÔφÕß imÔφÕ. This is the same as the category of kÖǫ×-modules in C, in the sense of Deligne and Milne [5, p. 155 ] (where ǫ 2 0). The advantage of this category is that it is again k-linear. However, I don't know how to extend the tensor structure (defined below) to this whole category (in particular, the tensor structure defined there does not seem to coincide with ours).
Let
A and B be two objects over X 0 . Their Yoneda sum A AE B is a new object over X 0 , defined as follows (this is the addition in Yoneda's description of Ext
and together with the map X 0 1,¡1 X 0 ¢ X 0 gives rise to a mapf : X 0 A 1 ¢ X0 B 1 . Let W 1 be the co-kernel of this map. The map f composed with the projection from A 1 ¢ X0 B 1 to X 0 is 0, so we obtain an induced map p :
The diagonal inclusion ∆ of X 0 in W 1 together with p give rise to an exact sequence 0 X 0 ∆ W 1 p X 0 0, which is the required object.
For any object A of PÔCÕ, we denote by T ÔAÕ the object obtained by negating all arrows that appear in A.
5.1.3. Let ÔC, , φ 0 , ψ 0 Õ be a tensor category. An object X 0 of C gives rise to a functor from PÔCÕ to itself, by tensoring the exact sequence pointwise. Since we assumed to be exact, this functor also commutes with Yoneda sums: ÔAAEBÕ X 0 is canonically isomorphic with ÔA X 0 ÕAEÔB X 0 Õ. Also, T ÔAÕ X 0 is isomorphic to T ÔA X 0 Õ.
We endow PÔCÕ with a monoidal structure. The tensor product A B of the two PÔCÕ objects A and B is defined as follows: After tensoring the first with B 0 and the second with A 0 , we obtain two objects over A 0 B 0 . We now take their Yoneda sum.
We shall make use of the following exact sequence.
5.1.4.
Lemma. for any two objects A and B of PÔCÕ, there is an exact sequence
where π is the quotient of the map obtained from the maps π A 1 and 1 π B , and i is the restriction of the map obtained from the maps i A 1 and ¡1 i B .
Proof. Exactness in the middle follows directly from the definitions. We prove that π is surjective, the injectivity of i being similar. We shall use the Mitchell embedding theorem (cf. Freyd [6] ), which reduces the question to the case of abelian groups. We in fact prove that already the map
is surjective. Let y be an element of U , and let y 1 and y 2 be its two projections to the components of U . Since the map z is a lifting of y.
5.1.5. Let A, B, C be three objects of PÔCÕ. The associativity constraint φ 0 of C gives rise to an isomorphism of ÔA BÕ C with the quotient of
that identifies the three natural inclusions of A 0 B 0 C 0 , and similarly for A ÔB CÕ. We thus get an associativity constraint φ on PÔCÕ, over φ 0 .
Likewise, the commutativity constraint ψ 0 induces a commutativity constraint ψ on PÔCÕ over ψ 0 .
5.1.6. Proposition. The data ÔPÔCÕ, , φ, ψÕ as defined above forms a symmetric monoidal category, and Π 0 is a monoidal functor. It is rigid if C is rigid.
Proof. We define the additional data. Verification of the axioms reduces, as in lemma 5.1.4, to the case of abelian groups, where it is easy.
Let u : 1 0 1 0 1 0 be an identity object of C. We set 1 0
. This is canonically isomorphic (over C) to A, and so 1 acquires a structure of an identity object.
Assume that C is rigid. For an object A of PÔCÕ, we set Õ under the adjunction, this pair of maps corresponds to Ôi A , ¡π A Õ, and so comes from the identity map on A 0 . It follows that ev A1 induces a map on ÔA Õ AÕ 1 , which is the required map. The second map is obtained by projecting to A 0 A 0 , and using the evaluation map on A 0 . By definition, this second map commutes with the projections to A 0 A 0 and the second coordinate of 1, restricting to the evaluation on A 0 . To prove that the first map restricts to the evaluation as well, we note that there is a commutative diagram
where i is the (restriction of the) map obtained from the two maps i A 1 and
Since π A Õ A is surjective, it is therefore enough to prove that the maps ev A1 ¥ i and ev A0 ¥ π A coincide. This is indeed the case, since they both correspond to the inclusion of A 0 in A 1 .
Differential tensor categories.
5.2.1. Definition. A differential structure on a tensor category C is a tensor functor D from C to PÔCÕ which is a section of Π 0 . If D 1 and D 2 are two differential structures on C, a morphism from D 1 to D 2 is a morphism of tensor functors that induces the identity morphism under Π 0 . A differential tensor category is a tensor category together with a differential structure.
Let D be a differential structure on C. Since D is a section of Π 0 , it is determined by Π 1 ¥D. In other words, on the abelian level, it is given by a functor : C C, together with an exact sequence 0 Id Id 0. However, this description does not include the tensor structure. We also note that is necessarily exact.
5.2.2.
Let ÔC, DÕ be a differential tensor category, let Π 1 ¥ D, and let A EndÔ1Õ. Recall that for any object X, EndÔXÕ is an A-algebra. The functor defines another ring homomorphism 1 : A EndÔ Ô1ÕÕ. Given a È A, the morphism 1 ÔaÕ ¡ a in EndÔ Ô1ÕÕ restricts to 0 on 1, and thus induces a morphism from 1 to Ô1Õ. Similarly, its composition with the projection Ô1Õ 1 is 0, so it factors through 1. We thus get a new element a ½ of A.
Claim. The map a a ½ is a derivation on A.
Proof. We need to show that given elements a, b È A, the maps ÔabÕ ¡ ab and Ô ÔaÕ ¡ aÕb aÔ ÔbÕ ¡ bÕ coincide on 1. This follows from the formula ÔabÕ ¡ ab ÔaÕÔ ÔbÕ ¡ bÕ Ô ÔaÕ ¡ aÕb, together with the fact that ÔaÕÔ ÔbÕ ¡ bÕ induces aÔ ÔbÕ ¡ bÕ on 1.
5.2.3.
Example. Let C be the tensor category Vec k of finite dimensional vector spaces over a field k. Given a derivative ½ on k, we construct a differential structure on C as follows: For a vector space X, define dÔXÕ Dˆ X, where D is the vector space with basis 1, , andˆ is the tensor product with respect to the right vector space structure on D, given by 1 ¤ a a ¤ 1 and ¤ a a ½ ¤ 1 a ¤ . The exact sequence DÔXÕ is defined by x 1ˆ x, 1ˆ x 0 and ˆ x x, for any x È X.
If T : X Y is a linear map, dÔT Õ 1ˆ T . We shall write x for 1ˆ x and x for ˆ x. The structure of a tensor functor is obtained by sending Ôx yÕ È dÔX YÕ to the image of ÔxÕ y x ÔyÕ in ÔDÔXÕ DÔYÕÕ 1 . 
where
Given a differential tensor functor ω, we denote by Aut ÔωÕ the group of automorphisms of ω. If C is a differential tensor category, and k EndÔ1Õ is a field, a k-linear differential tensor functor into Vec k (with the induced differential structure) is called a differential fibre functor. Given such a functor ω, we denote by G ω the functor from differential k-algebras to groups assigning to an algebra A the group Aut ÔA ωÕ. Therefore, a fibre functor on ÔC, DÕ is a fibre functor ω in the sense of tensor categories, together with a functorial derivation d X0 : ωÔX 0 Õ ωÔ X 0 Õ (where
, satisfying the Leibniz rule with respect to the tensor product (and additional conditions). The condition that the restriction to ω is the identity corresponds to the derivation being relative to the canonical inclusion of ωÔX 0 Õ in ωÔ X 0 Õ given by the differential structure.
Similarly, a differential automorphism of ω is an automorphism t of ω as a tensor functor, with the additional condition that for any object X 0 , the diagram
commutes. Thus the condition (4) really is about preservation of the differentiation.
5.2.8. More generally, we define a derivation on an object X 0 of C to be a morphism d : X 1 : 5.3.1. Let K be a differential field (i.e., a field endowed with a derivation). We recall (Kolchin [16] ) that a Kolchin closed subset (of a affine n-space) is given by a collection of polynomial (ordinary) differential equations in variables x 1 , . . . , x n , i.e., polynomial equations in variables δ i Ôx j Õ, for i 0. Such a collection determines a set of points (solutions) in any differential field extension of K. As with algebraic varieties, it is possible to study these sets by considering points in a fixed field, provided that it is differentially closed. The Kolchin closed sets form a basis of closed sets for a Noetherian topology. Morphisms are also given by differential polynomials. A differential algebraic group is a group object in this category.
More generally, it is possible to consider a differential K-algebra, i.e., a Kalgebra with a vector field extending the derivation on K, and develop consider these notions there.
5.3.2. By a linear differential algebraic group, we mean a differential algebraic group which is represented by a differential Hopf algebra. A differential algebraic group which is affine as a differential algebraic variety need not be linear in this sense, since a morphism of affine differential varieties need not correspond to a map of differential algebras. Any linear differential algebraic group has a faithful representation. All these results appear in Cassidy [2] , along with an example of an affine non-linear group. In Cassidy [3] it is shown that any representation of a linear group (and more generally, any morphism of linear groups) does correspond to a map of differential algebras.
Differential representations.
Let G be a linear differential algebraic group over a differential field k. A representation of G is given by a finite dimensional vector space V over k, together with a morphism G GLÔV Õ. A map of representations is a linear transformation that gives a map of group representations for each differential k-algebra. The category of all such representations is denoted R ep G .
We endow R ep G with a differential structure in the same way as for vector spaces.
If V is a representation of G , assigning gv to Ôg, vÕ, then the action of G on Dˆ V is given by Ôg, xˆ vÕ xˆ gv. With this differential structure, the forgetful functor ω into Vec k has an obvious structure of a differential tensor functor. A differential automorphism t of ω is given by a collection of vector space automorphisms t V , for any representation V of G. The commutativity condition (5) above translates to the condition that t Dˆ V 1ˆ t V .
In particular, given a differential k-algebra A, and g È G ÔAÕ, action by g gives an automorphism of A ω as a differential tensor functor, since the action of g on Dˆ V is deduced from its action on V . Thus we get a map G G ω . We shall prove in 5.5.5 that the map is an isomorphism.
5.3.4.
Example. Let G m be the (differential) multiplicative group, and let G m be the multiplicative group of the constants (thus, as differential varieties, G m is given by the equation xy 1, and G m is the subvariety given by x ½ 0.) There is a differential algebraic group homomorphism dlog from G m to G a (the additive group), sending x to x ½ ßx, and x x ½ is a differential algebraic group endomorphism of G a .
Let V be the standard 2-dimensional algebraic representation of G a . Using dlog and the derivative, we get for any i 0 a 2-dimensional irreducible representation V i of G m , which are all unrelated in terms of the tensor structure (and unrelated with the non-trivial 1-dimensional algebraic representations of G m .)
However, if X is the G m representation corresponding to the identity map on
The inclusion of G m in G m gives a functor from R ep Gm to R ep Gm . But in R ep Gm , V 0 is isomorphic to 1 1 (and X to X X.)
Differential schemes in C.
5.4.1. We recall that the operation on C extends canonically to IndÔCÕ, making it again an abelian monoidal category. The prolongation PÔIndÔCÕÕ can be identified with IndÔPÔCÕÕ, and a differential structure on C thus extends canonically to a differential structure on IndÔCÕ.
Recall (Deligne [4, p. 7.5] ) that if C is a tensor category, a ring in IndÔCÕ is an object A of IndÔCÕ together with maps m : A A A and u : 1 A satisfying the usual axioms.
5.4.2.
Definition. Let ÔC, DÕ be a differential tensor category, and let A be a commutative ring in IndÔCÕ. A vector field on A is a derivation on A in the sense of 5.2.8, which commutes with the product, and which restricts to the canonical derivation d 1 on 1. A differential algebra in IndÔCÕ is a commutative ring in IndÔCÕ together with a vector field. An (affine) differential scheme in C is a differential algebra in IndÔCÕ, viewed as an object in the opposite category.
5.4.3.
Higher derivations. Let X 0 be an object of a differential tensor category ÔC, DÕ. As explained above, DÔX 0 Õ can be viewed as representing a universal derivation on X 0 . We now construct the analogue of higher derivatives. More precisely, we define, by induction for each n 0, the following data:
(1) An object X n (of C) (2) A map q n : X n¡1 X n (3) A map t n : X n¡1 X n such that q n 1 ¥ t n t n 1 ¥ Ôq n Õ. In the context of Vec k , the data can be thought of as follows: X n is the space of expressions v 0 v 1 ¤ ¤ ¤ n v n with v j È X 0 ;
q n the inclusion of elements as above; the map t n linear map corresponding to the derivation.
For the base, setting X ¡1 0 determines all the data in an obvious way. Given X n , t n 1 : ÔX n Õ X n 1 is defined to be the co-equaliser of the following two maps:
Where i is part of the structure of DÔX n Õ. The map q n 1 is the composition t n 1 ¥i.
Clearly the commutativity condition is satisfied. We note that the two object we denote by X 1 coincide, and the map q 1 coincides with the map i for DÔX 0 Õ. The map t 1 is the identity.
5.4.4.
Definition. Let X 0 be an object of of C. The differential scheme associated with X 0 , denoted AÔX 0 Õ, is a differential scheme in C defined as follows: Let D be the ind-object defined by the system Õ X i , with maps q i (as in 5.4.3). The maps t i there define a derivation t on D. This derivation induces a derivation on tensor powers of D (as in 5.2.8), which descends to the symmetric powers. It is easy to see that this determines a differential algebra structure on the symmetric algebra on D. AÔX 0 Õ is the associated scheme.
A morphism in C clearly determines a morphism of schemes on the associated schemes, making AÔ¡Õ into a functor.
5.5.
Model theory of differential fibre functors. We now wish to prove statements analogous to the ones for algebraic Tannakian categories, using the same approach as in section 4. We work with a fixed differential tensor category ÔC, DÕ, with k EndÔ1Õ a field. We view k as a differential field, with the differential structure induced from D, as in 5.2.2.
We will be using the theory DCF of differentially closed fields. We refer the reader to Marker [20] or Marker et al. [21] for more information. 5.5.1. The theory associated with a fibre functor. The theory T C associated with the data above, as well as a differential field extension K of k is an expansion of the theory T C as defined in 4.1 by the following structure:
(1) L has an additional function symbol ½ , and the theory says that ½ is a derivation, and that L is a differentially closed field (and with the restriction of ½ to K as given). 5.5.2. Let ω be a differential fibre functor on C, and let L M 1 be a differentially closed field containing K. As in section 4, we expand M 1 to a model M of T C by tensoring with L. The differential structure of ω gives (as in 5.2.7) a universal derivation ωÔXÕ ωÔ ÔXÕÕ, which extends uniquely to a (universal) derivation Ôd X Õ M on M X .
As in the algebraic case, the model M ω just constructed contains, in a natural way, the subset of elements coming from the fibre functor ω. This set, which will also be denoted by ω is definably closed, as before. In particular, we get, as before, the following corollary (with K k):
Corollary. Assume that C has a differential fibre functor over K. Then T C is consistent, and (in a model) dclÔ0Õ L k.
5.5.3.
Internality. Since the differential T C is an expansion of the algebraic one with no new sorts, it is again an internal cover of L. Furthermore, if B is a basis for some V X , then B d X ÔBÕ is a basis for V ÔXÕ . Therefore, if C is generated as a differential tensor category by one object (in the sense that the objects i X generate C as a tensor category), then all of the sorts are internal using the same finite parameter. As usual, the general case is obtained by taking a limit of such. 5.5.4. Let ω be a fibre functor, and recall (5.2.6) that G ω denotes the group functor A Aut ÔA ωÕ on the category of differential k-algebras. As in the algebraic case, G ω is isomorphic to A GÔA k ωÕ, where G is the (pro-) definable group associated with the internal cover T C (and A is any differential field extension of k). 5.5.5. Let H be a differential algebraic group over k, let C R ep H (example 5.3.3), and let ω be the forgetful functor. We consider H as a functor on differential field extensions of k. As before, the action of H on its representations gives rise to a definable, and therefore differential algebraic map H G ω GÔ¡ ωÕ. As in the algebraic case, we would like to conclude that this is a bijection. For this purpose, we need to determine the imaginaries in T C . The following is an analogue of Hrushovski [12, Proposition 4.2] . The rest of the proof is precisely as before.
5.5.6. Proposition. T C eliminates imaginaries to the level of projective spaces.
Proof. We need to show that any definable set S over parameters can be defined with a canonical parameter. Since, by assumption, no new structure is induced on L, and any set is internal to L, every such set is Kolchin constructible. By Noetherian induction, it is enough to consider S Kolchin closed.
We claim that the algebra of differential polynomials on a sort U is ind-definable in T C . Indeed, it is precisely given by the interpretation of scheme structure associated with U (5.4.4). We only mention the definition of the evaluation map (using the notation there): it is enough to the evaluation on (the interpretation of) D, since the rest is as in the algebraic case. We define the evaluation e n : Õ U n ¢ U L by induction on n: e 0 is the usual evaluation. If u È U , the map d e n Ôd, uÕ ½ is a derivation on Õ U n , and so defines a linear map from Ô Õ U n Õ to L. Inspection of the definition of Õ U n 1 (for vector spaces) reveals that this map descends to a linear map e n 1 Ô¡, uÕ on Õ U n 1 . The rest of the proof is the same as in Hrushovski [12] , namely, the Kolchin closed set S is determined by the finite dimensional linear space spanned by the defining equations, and this space is an elements of some Grassmanian, which is, in turn, a closed subset of some projective space. 5.5.7. We note that conversely, given C and ω, the automorphism group G is a Kolchin closed subgroup of GLÔV X Õ, where X generates C as a differential tensor category, and the category of definable L vector spaces in T C and definable linear maps between them is equivalent to R ep G .
