Breast cancer is the second most common cause of cancer-related deaths among women. Early detection leads to better prognosis and saves lives. The 5-year survival rate of breast cancer is 99% if it is located only in breast. Conventional computer-aided diagnosis (CADx) systems for breast cancer use the single view information of mammograms to assist the radiologists. More recent work has focused on more than one views. Existing multi-view based CADx systems normally employ only two views namely Cranio-Caudal (CC) and Medio-Lateral-Oblique (MLO). The information fusion of the two views proved the effectiveness of the system for mammogram classification which cannot be achieved by single view information. However, combining the information of four views of mammograms increases the performance of classification. In this study, we propose Multi-View Feature Fusion (MVFF) based CADx system using feature fusion technique of four views for classification of mammogram. The complete CADx tool contains three stages, the first stage have the ability to classify mammogram into abnormal or normal, second stage is about classification of mass or calcification and in the final stage classification of malignant or benign classification is performed. Convolutional Neural Network (CNN) based feature extraction models operate on each view separately. These extracted features were fused into one final layer for ultimate prediction. Our proposed system is trained on four views of mammograms, after data augmentation. We performed our experiments on publicly available datasets such as CBIS-DDSM (Curated Breast Imaging Subset of DDSM) and mini-MIAS database of mammograms. In comparison with literature the MVFF based system is performed better than a single view-based system for mammogram classification. We have achieved area under ROC curve (AUC) of 0.932 for mass and calcification and 0.84 for malignant and benign, which is higher than all single-view based systems. The value of AUC for normal and abnormal classification is 0.93.
I. INTRODUCTION
Breast cancer is the second most leading cause of cancer related deaths among women. Statistically, 266,120 new breast cancer cases were diagnosed in the US in 2018, which is the highest occurrence level of 30% among women [1] . World Health Organization (WHO) estimated that in 2018, breast cancer-related death exceeded 627,000 cases around the world [2] . According to the American Cancer The associate editor coordinating the review of this manuscript and approving it for publication was Yongming Li . Society (ACS), only in America, the average risk of a woman developing breast cancer over the course of her lifetime is about 12%, that is every eighth woman [3] . Studies continue to uncover lifestyle factors and habits such as feeding, smoking, drinking, and stress which may cause the disease [4] .
Breast cancer is usually detected in its later stages. Early detection of breast cancer significantly increases the chances of survival. Mammography is a well-known and very effective method for breast cancer screening. A lot of differences (such as shape, size, distribution and boundary etc.) present in breast lesions increase the misdiagnosis ratio [5] . Mammograms are normally taken earlier than biopsies. The latter is only done to confirm the findings of the former. Earlier detection can save lives, and mammograms are the first line of action when it comes to cancer diagnosis [6] . Hence, this effort is directed towards the use of mammography for early diagnosis of the disease. Much effort has already gone into diagnosis and detection of breast cancer through mammograms. Like other images, they are subjected to similar steps and procedures, such as segmentation, feature extraction, and classification.
Manual evaluation of mammograms is time consuming and is prone to errors. CADx system is a well-researched technique for improving the accuracy of mammogram based diagnosis and reducing the chances of error due to variation in human visual perception. This system helps the radiologists by diagnosing medical images more accurately and at low cost [7] . Computer aided detection and diagnostic systems are employed to act as the second opinion on medical images in many hospitals [8] . In traditional CADx systems, the focus has always been on handcrafted features learning techniques. However, over the last five years deep learning paradigm has been increasingly employed in computer vision related tasks. Deep learning has been commonly used in activities related to medical imaging [9] - [12] . It is based on the workings of the human brain and it models them in deep architectures to detect abnormalities in images.
Multi-view representation learning has been gaining significant interest in the artificial intelligence field in recent years. This work deals with the limitations of the current research in multi-view based CADx systems using deep learning. Previously single-view information from mammograms has been used for breast cancer diagnosis. In multiview CADx systems, radiologists normally use four views information of mammograms to analyze the breast cancer prediction. Screening mammogram mostly provides four xray images of both breasts or two different views of each breast. These two views are CC (the view from above) and MLO is an oblique or angled view (taken under 45 degree). They start the analysis by looking at Left Cranio-Caudal (L-CC) view. If they find any abnormality in this view, then they prefer to check Left Medio-Lateral-Oblique (L-MLO), Right Cranio-Caudal (R-CC) and Right Medio-Lateral Oblique (R-MLO) views of the mammogram, respectively. The chances of abnormality increase with existence of suspicious regions in these views [13] . However, combining the information of multiple views of a mammogram increases the performance of the CADx system.
Most of the studies in multi-view CADx have normally focused on just two views of mammograms (CC and MLO) [14] , [15] . Li et al. [13] drew the focus on using fourview mammogram based CADx systems. They point out the importance of its usage in modern CADx system to improve the accuracy of breast cancer prediction.
The main objective of this paper is to evaluate deep Convolutional Neural Network (CNN) to classify mammogram into (abnormal or nomral), (mass or calcification) and finally in last (malignant or benign) using a fusion of four-views (R-CC, R-MLO, L-CC, and L-MLO). We can get useful feature information from all views in different training stages. Combining the data information from all the views before training is called early fusion and can be applied by concatenation of all features [16] , [17] . The proposed framework based on the four-view feature fusion technique outperforms state-of-the-art approaches that are evaluated on benchmark datasets: CBIS-DDSM and mini-MIAS. Figure 1 shows the mammograms and extracted patches of different views (Right MLO, Left CC, Right CC and Left MLO) from CBIS-DDSM dataset.
In our assessment the main contributions of this paper are:
• We proposed a novel MVFF CADx system that is based on the feature fusion strategy of four views of mammogram of each patient which significantly improves the performance of classification.
• This paper presents a complete MVFF CADx tool which have the ability to classify any mammogram into normal, malignant and benign. Further, the tool can classify the mammogram into mass or calcification.
• In the framework of CADx of the breast cancer, we analyze the performance of augmentation on state-of-theart CNN architectures through transfer learning between different domains (natural images and mammograms).
• The proposed MVFF CADx system not only boosts the performance of mammogram classification but also decrease the computational complexity. The reason behind it, we used simple network with less number of parameters instead of using complex networks which normally have large number of parameters. [19] . Charkraborty et al. proposed a novel system to detect masses in mammogram using high-to-low intensity thresholding and then multi-resolution analysis of the orientation of tissue is performed for classification of masses. They achieved 85% sensitivity for mass detection and AUC of 0.92 for masses diagnosis [22] . A CADx system for mass classification into malignant and benign was proposed by Zheng et al. [20] using a deep convolutional neural network. They claimed 0.8 area under the curve (AUC) performance of ROC. Significant work has been done regarding mass detection using state-of-the-art methods such as R-CNN and random forests [21] . All the above CADx systems were trained on just a single view however, these studies ignored the multi-view information of mammograms. Carneir et al.
proposed an automated technique for two view mammogram (CC and MLO) analysis. Their system estimated the risk of breast cancer among women by observing different views of a mammogram. Their approach classified the whole mammographic image into micro-calcification and mass [15] . Gu et al. [23] proposed a multi-view-based auto-diagnostic system to improve the accuracy of CADx systems using CNN. Multi-view metric learning with global consistency and local smoothness (MVML-GL) applied in this work to view mammogram from a different view. Performance of risk assessment is increased using multi-view mammograms and segmented breast lesion. Their results showed that multiview-based systems perform better than single view systems. Dhungel et al. [24] created and trained a multi-view deep residual neural network (mResNet) which consists of ResNet blocks. This pre-trained model has six input images including CC and MLO views as well as segmentation of breast lesion with multi-view. Their results showed that the proposed mResNet based on fully automatic classification produced reasonable results. Bekker et al. [25] developed a multi-view logistic regression-based classifier for microcalcifications indication into malignant or benign. They concluded the advantage of multi-view classifier by evaluating on standardized DDSM dataset.
Several studies other than medical imaging, for instance [16] , [26] , [27] also have been carried out on multi-view classification machine learning methods. Houthuys et al. [16] proposed a classification approach named as multi-view least squares support vector machines. Their main contribution is a coupling term for reducing the combination of error from multiple views. Few researchers have proposed four views-based systems [28] , [29] . Wei et al. [28] proposed a CADx system which fused the extracted information of four views with a decision tree. The authors selected AdaBoost algorithm for training of decision tree after the comparison with linear discriminant analysis and support vector machine. Tan et al. [29] developed a breast cancer risk prediction model which is based on the three artificial neural networks. The model used two bilateral views of mammogram to fuse characteristics of images. They successfully demonstrated the effectiveness of a fusion of four-view mammographic features image which helped to predict the near term risk of breast cancer.
III. METHODOLOGY
In this section, we describe the data pre-processing steps used in this study, the data selection criteria, the data augmentation approach, most commonly used CNN architectures for the classification task, and the proposed strategy of four-view mammogram-based system.
A. DATA PRE-PROCESSING
Classification of raw medical mammograms without preprocessing steps do not create good results. We performed some well-known pre-processing steps like rescaling, bilateral filtering, contrast enhancement, etc., on our dataset for achieving better performance. Some quality distortion techniques were also performed.
B. DATA AUGMENTATION
In order to apply deep learning, a large number of images are required for proper training. A model trained on a smaller dataset tends to overfit. To minimize the effect of overfitting, we have augmented our training part of dataset more than seven times. The main variations adopted for image augmentation were random rotation up to 90 degrees, random vertical and horizontal shifts with a range of 0.2, random zoom with a range of 0.2, random shear with a range of 0.2 and nearest fill model.
C. CNN ARCHITECTURES
In this work, we evaluated four specific types of CNN architectures for training and fine-tuning strategies. In recent years, all of these well-known architectures have been the winners of the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) classification benchmark [30] . We adapted these architectures for classification of mammograms on different levels (i.e.; normal vs abnormal, mass vs calcification and malignant vs benign) and compared their performance using four-views feature fusion strategy.
1) VGGNet
The main idea behind VGGNet architecture is much deeper networks with much smaller filters. VGGNet was introduced by Simonyan and Zisserman [31] from VGG (Visual Geometry Group), University of Oxford. This network performed very well in the ILSVRC 2014 challenge [30] . They performed best in the image localization task and were runners up in the image classification task with 7.3% top five error rate. The number of layers was increased from 8 in AlexNet [32] to 16 or 19, depending on the model, in VGGNet with a small 3x3 convolutional filter size. The two architectures with different layers were named VGG16 and VGG19 for obvious reasons. The 19 layers network performed slightly better but consumed more memory. Figure 2 show the architecture of VGGNet used in ILSVRC 2014 challenge.
2) GoogLeNet
In 2014, Szegedy et al. [33] from Google designed a much deeper network with 22 layers. GoogLeNet was the winner of the ILSVRC 2014 challenge in image classification task with 6.7% top five error rate. The special thing about this architecture is inception modules that make it very efficient in terms of computational cost. This architecture was able to save a lot of parameters due to the absence of fully connected layers. In this architecture, several types of filter operations were used in parallel rather than in a sequential manner. The feature depth of GoogLeNet was reduced using 1x1 convolutional bottleneck layers, which helped to manage computational complexity. Figure 3 shows the Inception module of GoogleNet used in ILSVRC 2014 challenge.
3) ResNet
In 2015, the residual neural network won the competition of ILSVRC with 3.6% top five error rate [34] . ResNet outperformed all previous architectures in almost all tracks i.e.; image classification, detection, and localization. It was a much deeper architecture with 152 layers. The ultra-deep architecture used a stack of residual blocks and each block had two 3 × 3 convolutional layers. The concept of residual mapping resolved the optimization problem in deeper models. The skip connections or residual blocks in ResNet helps the architecture to avoid gradient diminishing problem [35] . Figure 4 shows the residual blocks of ResNet used in ILSVRC 2015 challenge.
D. PROPOSED FOUR-VIEW FEATURES FUSION BASED CADx SYSTEM
It is a deep convolutional neural network model that has been used for training on four mammogram views of each patient separately. CBIS-DDSM (Curated Breast Imaging Subset of DDSM) and mini-MIAS datasets have been used for this system. Figure 1 shows a four-view sample of mammograms and their extracted augmented ROIs. The proposed CNN model extracts multiple features from four representations of mammograms. In the training phase, for getting the information from multiple views, early fusion is applied. Early fusion is the technique of merging multiple feature vectors into single feature vector [36] . The four-views' features' fusion based CADx system comprises of two strategies.
Extensive experiments with different variations in hyperparameters is performed before consideration of such network. We performed following variations of hyperparameters to choose best classification network:
• For the first stage of feature extraction, we changed the number of convolution layers between 3 to 7 layers. The experimental evaluation is also performed with max pooling and average pooling after all convolution layers.
• Two activation function i.e.; ReLU and Leaky ReLU are evaluated with convolution layers and last two fully connected layers. The sigmoid and softmax function are tested in final classification layer.
• Stochastic gradient descent with different initial learning rate from 1e-2 to 1e-5 is tested as optimization algorithm. The value of momentum is tuned between 0.7 to 0.9. • The dropout after different convolution layers and full connected layers are evaluated with the ratio exist between 15% to 50%.
Under this proposed explaination, we have done several experiments and consider a network that outperformed other evaluated networks. The complete details about our proposed network is discussed in the next section.
1) FEATURE EXTRACTION STRATEGY
The first stage applies for feature extraction of each class of mammogram using deep learning. We have experimented with a different type of architecture in single or multi-view techniques. However, due to the simple nature of VGGNet, it performs better than others on the validation set for mammogram classification. We have done extensive experiments with several versions of VGGNet-like architectures for best architecture selection. The experiments showed that the architecture with (16, 32, 64, 128) layers performed best for the feature extraction stage. So, we decided to use this small version of VGGNet architecture for feature extraction using four view input of mammograms, as is shown in Figure 6 . As in VGGNet, it is based on the 3x3 smaller convolutional filter size idea. The stride size of 1 pixel is fixed for each layer. A total number of four convolutional layers have been used in this network. The input image size fed to the network was fixed to 128 × 128. The maximum pooling with 2x2 kernel size was used for down sampling in image representation after each convolution layer. The activation function 'ReLu' was used with convolution layers. In this feature extraction step, the same convolutional neural network structure was used for each view separately. 
2) MULTI-VIEW FEATURE FUSION STRATEGY
The second stage is about the fusion of multiple features from various views. These features have been extracted from four views of mammograms in the first step. Mammography provides total of four views of mammogram (L-CC, L-MLO, RMLO, and R-CC) of each patient. There are two views of each breast from a different angle. In this early fusion technique, we concatenated all feature vectors of four views of mammogram into a single vector which helped to provide final classification. Our proposed system model is shown in Figure 5 and the complete MVFF network is summarized in Table 1 .
IV. RESULTS AND DISCUSSION
In this work, we used the feature fusion strategy of four views to build a mammogram classification model. We also investigated the performance of state-of-the-art CNN architectures on the mammogram classification problem in order to give a comparison with our proposed multi-view model.
A. DATASETS
In this work, we aim to train and evaluate our model on two publicly available datasets. A final dataset was prepared by combining both of these datasets in the context of normal vs abnormal, mass vs calcification and malignant vs benign classification in the breast region.
1) CBIS-DDSM
Digital Database for Screening Mammography (DDSM) is one of the most commonly used and largest publicly available datasets for the mammographic classification task. This dataset contains scanned mammography films of approximately 2620 studies. Each study includes four mammograms (i.e.; two images from each breast) with verified information of image and patient. An updated version of DDSM is Curated Breast Imaging Subset of DDSM (CBIS-DDSM), which is used for performance evaluation of our work. This subset of images from the original DDSM dataset is selected and curated by expert radiologists. These images have been compressed and converted into standardized DICOM format. The dataset contains two views of each breast (i.e.; CC and MLO), abnormality type and pathologic diagnosis. Table 2 shows the standardized train/test split of abnormality type.
2) MIAS
The Mammographic Imaging Analysis Society (MIAS) dataset is another well-curated publicly available mammographic dataset. This dataset consists of 322 digitized films with radiologist's annotation on the position of abnormalities. All the images in this dataset have a resolution of 1024 × 1024 and contain left and right mammogram of each patient. Class and severity of abnormality are present in dataset details.
In all the experiments, the ROI size for input patches was 128 × 128 pixels which passed through the CNN models. We used following parameters for the training of deep learning models: the optimization algorithm used is stochastic gradient descent with initial learning rate as 1e-4, momentum was equal to 0.9, the batch size was 32, and categorical cross entropy as a loss fuction was used. The performance of trained models to correctly classify mammograms were evaluated on the validation set (20%) in a random fashion. The stopping criteria for training was set to 100 epochs and early stopping with the patience of 5 was also used. In this early stopping setup, the training process is terminated when the performance of network did not improve for five consecutive epochs or finished the cycle of maximum value of 100 epochs. The mammogram classification models were trained on NVIDIA Tesla P100, with 13 gigabytes of memory using keras (2.2.4) version and tensorflow (1.13.1) version at backend.
For transfer learning, all the deep learning architectures were pre-trained using ImageNet [30] dataset which contains 1000 classes. We fine-tuned these architectures for the two class problem by replacing the last three layers with two fully connected layers with 300 nodes each and a single classification layer. The number of trainable parameters and batch size used during training of CNN models are shown in Table 3 .
B. RESULTS OF CADx SYSTEM
The basic structure of our proposed complete MVFF CADx system is divided into three stages. In the first stages MVFF CADx system classify mammogram into normal or abnormal, in the second stage classification of mass or calcification performs and finally mammogram is classified into malignant or benign. A flow diagram of complete MVFF CADx system is shown in Figure 7 .
The performance of CADx system to correctly classify mammogram for all stages are evaluated using standard medical metrics such as sensitivity, specificity, and accuracy. Sensitivity means that model predict the positive class of test mammogram when actual class is also positive (true positive rate). Specificity means that model predicts the negative class of test mammogram when mammogram also belong to the negative class (true negative rate). We also evaluated our models using ROC curve and area under the ROC for detailed analysis of proposed CADx system. The ROC plot is in two dimensional space where x-axis shows the false positive rate (1-specificity) and y-axis shows the true positive rate (sensitivity) of system. The strategy of five independent model In the first series of experiments, the classification of normal and abnormal mammogram was performed. The CBIS-DDSM dataset only contains abnormal images i.e.; mass and calcification images (see Table 2 ), and normal images are not available. However, for this stage of CADx system normal images are required. We used the mini-MIAS dataset to solve this issue. We randomly extracted the 128 x 128 pixel of patches from normal images of this dataset. A balanced dataset was prepared by randomaly selecting the equal number of patches from both classes. The results of experiments are listed in Table 4 which shows that VGG19 obtains the best result for mammogram classification with AUC of 0.940, a sensitivity of 98.07%, a specificity of 88.13% and accurcy of 93.45%. The proposed MVFF model was the second best model for this stage with AUC of 0.934, a sensitivity of 96.31%, a specificity of 90.47% and accurcy of 93.73%. The ROC curve of all models for normal and abnomral classification stage is shown in Figure 8 .
b: STAGE 2: CLASSIFICATION OF ABNORMALITY
In this second stage of CADx system, the classification of abnormality type is performed. CBIS-DDSM dataset contains two type of abnormalities in mammogram: mass and calcification. According to the of experiments shows that the proposed MVFF model outperformed the best performing mammogram classification models by a significant margin. The highest overall accuracy achieved by our proposed classification model is 92.29%, which is approximately 3% better than the second best model. The sensitivity of the model is 93.37%, specificity is 91.17%, the AUC is 0.923 and the ROC curve is shown in Figure 9 . The worst case is obtained by ResNet50 with AUC value of 0.855, a sensitivity of 83.13%, a specificity of 89.03% and accurcy of 85.69%.
c: STAGE 3: CLASSIFICATION OF PATHOLOGY
The final stage of CADx system, a series of experiments for malignant and benign classification is performed. accuracy of 77.66%. Figure 10 plots the ROC curve for malignant and benign classification that shows the tradeoff VOLUME 7, 2019 between true positive rate and false positive rate. The results in Table 6 demonstrates that our proposed MVFF model was able to surpass the performance of all other state-ofthe-art model and proving the strength of our MVFF CADx system.
V. CONCLUSION AND FUTURE WORK
In this study, we proposed a MVFF model that utilizes the extracted information of four views of mammogram for classification. We concluded that multi-view feature fusion based CADx system is more efficient than single-view based system. The experimental results show the improvement of 2% to 4% in classification of mammogram using MVFF CADx for CBIS-DDSM and MIAS database, what confirms the effectiveness of this method. Furthermore, a comparison study depicts that small and simple architectures significantly perform better than the complex architectures in mammogram classification. According to our findings, augmentation plays an important role in MVFF based systems, because we faced overfitting problem in our experiments due to the unbalanced and limited number of images of each view. Data augmentation reduced the overfitting problem and helps to increase the testing accuracy from 3% to 5%. The strategy of data augmentation of mammogram with pre-trained weights of ImageNet did not achieve a big difference in mammogram classification accuracies. This strategy significantly performs better in complex architectures like GoogleNet and ResNet. We believe that our proposed MVFF CADx system introduces an important research topic in the domain of mammograms information fusion. We undertook this study to provide a baseline classification results of normal versus abnormal, mass versus calcification and malignant versus benign using MVFF strategy on CBIS-DDSM dataset.
In the future work, the developed methodology will be extended for the segmentation of mammogram. We will also focus on the use of the state-of-the-art architectures along with pre-trained weights for feature extraction stage and then use it into MVFF system.
