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Abstract
The GapDensest-k-Subgraph(α) problem (GapDkS(α)) is defined as follows: given a
graph G and parameters α, k, distinguish between the case that G contains a k-clique, and
the case that every k-subgraph of G has density at most α.
GapDkS(α) is a natural relaxation of the standard k-Clique problem, which is known
to be NP-complete. For α very close to 1, the GapDkS(α) problem is equivalent to the
k-Clique problem, and when α is very close to 0 the GapDkS(α) problem can easily
be solved in polynomial time. However, despite much work on both the algorithmic and
hardness front, the exact k and α parameter values for which GapDkS(α) can be solved in
polynomial time are still unknown. In particular, the best polynomial-time algorithms can
solve GapDkS(α) when α is an inverse polynomial in the number of vertices n, but there
have been no NP-hardness results beyond the trivial result.
This thesis attempts to understand the GapDkS(α) problem better by studying the case
when k is restricted to be linear in n (where n is the number of vertices in G). In particular,
we survey the GapDkS(α) algorithms and hardness results that can be best applied to this
restriction in an attempt to determine the threshold for when the problem becomes NP-hard.
With some modifications to the algorithms and proofs, we produce algorithms and hardness
results for the GapDkS(α) problem with k = Ω(n). Informally, we show that GapDkS(α)
with k = Ω(n):
• is NP-hard to solve when α > 1−O(n−δ) for any constant δ > 0,
• can be solved in randomized polynomial time when α < 1− Ω(1/ log n), and
• can be solved in polynomial time when α < 1− ε for any constant ε > 0.
In addition, we study the connection between GapDkS(α) and MaxClique, and show that
despite having strong hardness results for MaxClique, reductions from MaxClique do
not give strong hardness bounds for GapDkS(α).
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The NP-complete problems are a class of decision problems that appear across many areas
of computer science. The boolean satisfiability problem was the first problem shown to be
NP-complete, proven independently by Cook [10] and Levin [26]. Shortly after, many other
problems were shown to be NP-complete, including a list of 21 problems by Karp [21]. These
problems are all related in that if we could solve any one of them in polynomial time, we
could solve all of them in polynomial time. However, despite much effort, there have been
no polynomial-time algorithms found for these problems, and it is conjectured that these
problems require superpolynomial time to solve. This is the famous P vs NP conjecture.
The k-Clique problem is a standard NP-complete problem [21]. The input to k-Clique is
a graph G and a parameter k, and the output is YES if G contains a clique of size k, and
NO otherwise.
In an effort to understand the NP-complete class better, we can study relaxations of NP-
complete problems. One way to relax the k-Clique problem is to only demand that the
output is NO when all k-subgraphs of G have density lower than some input parameter.
We call this decision problem the GapDensest-k-Subgraph(α) problem, shortened to
GapDkS(α).
GapDkS(α): The input to GapDkS(α) is a graph G, on n vertices, and parameters k ≤
n, α ∈ (0, 1). The goal is to distinguish between the case that G contains a clique of
size k, and the case that every k-subgraph of G has density less than α (where the






The above definition is often referred to as the decision version of Densest-k-Subgraph
(DkS) with perfect completeness. The “perfect completeness” refers to the fact that the YES
instances are graphs containing k-subgraphs of density 1. There is a more general problem
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without perfect completeness where the YES instances have density greater than some other
input parameter. We give more details on these related problems in Section 2.3.
A natural question is: for what values of k and α can the GapDkS(α) problem be solved
in polynomial time, and for what values is it NP-complete?
There are two trivial bounds for GapDkS(α). If α < k/2
(k2)
then the problem can be solved in
polynomial time by simply checking if the graph contains k/2 edges. On the other extreme,
if α > 1− 1
(k2)
then the problem is NP-complete because it is equivalent to distinguishing if
the graph contains a k-clique or not.
For general k the answer to the above question is still widely unknown. The best polynomial-
time algorithms can solve GapDkS(α) when α < n−ε for any constant ε > 0 [16, 28], but
there have been no NP-hardness results beyond the trivial hardness result.1 To gain insight
into this question, this thesis studies the k = Ω(n) restriction of the GapDkS(α) problem.
In particular, this thesis aims to answer the following question.
Question. With the restriction that k = Ω(n), for what values of α can the GapDkS(α)
problem be solved in polynomial time, and for what values is it NP-Complete?
There are a few reasons why this restriction of GapDkS(α) makes sense to study. First,
under the k = Ω(n) restriction, the GapDkS(α) problem is still NP-hard for general α.
However, it is believed that the k = Ω(n) instances are slightly easier to solve than the
general case. In particular, there are polynomial-time algorithms for GapDkS(α) with
k = Ω(n) and constant α [16], but, assuming the Exponential Time Hypothesis (ETH), there
are no polynomial-time algorithms to solve GapDkS(α) for general k and constant α [9, 27].
1.2 Main Results
This thesis covers both the algorithmic and hardness bounds on the GapDkS(α) problem
when k = Ω(n).
On the algorithmic side, we review a deterministic algorithm by Feige and Seltser that
illustrates the use of the greedy strategy [16].
Theorem 1.1 (Feige, Seltser 1997). For any constant ε > 0, GapDkS(α) with k = Ω(n)
and α < 1 − ε can be solved in deterministic polynomial time. More generally, for any k
there exists an algorithm which runs in time nO((log(n/k)+1)/ε).
The algorithm from Theorem 1.1 is the best known deterministic polynomial-time algo-
rithm for GapDkS(α) when k = Ω(n), however, if we allow randomization we can solve
GapDkS(α) for a larger α parameter range. We show this by modifying a Clique testing
algorithm by Goldreich et al. [18] to get the following theorem.
1See Section 3.1 and 4.1 for more details on the history of the problem.
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Theorem 1.2. For any constant ε > 0, GapDkS(α) with k = Ω(n) and α < 1 − ε/ log n
can be solved in randomized polynomial time. More generally, for any k there exists an
algorithm which runs in time nO((n/k) log(n/k)/ε).
On the hardness side, we adapt Manurangsi’s hardness proof [27] for the general GapDkS(α)
problem to get a NP-hardness result for GapDkS(α) with k = Ω(n).
Theorem 1.3. For any constant δ ∈ (0, 1), there exists a parameter k = Ω(n) and a constant
c > 0 such that GapDkS(α) is NP-hard when α > 1− c/nδ.
We note that there remains a gap between the algorithmic and hardness bounds on α from
Theorem 1.2 and 1.3.
1.3 Structure of this Thesis
Chapter 2 reviews some notation and definitions we use throughout the thesis.
In Chapter 3 we give a brief history of the algorithmic techniques for DkS and study the
most applicable algorithms to GapDkS(α) with k = Ω(n). We utilize the greedy strategy to
get a simple algorithm for GapDkS(α), and show how it can be extended to prove Theorem
1.1. We also show the relationship between property testing of the k-Clique problem, and
the GapDkS(α) problem when k = Ω(n). We modify and strengthen the algorithm from
Goldreich et al. [18] to prove Theorem 1.2.
In Chapter 4, we give a brief history of the hardness results for DkS. We motivate the proof
techniques for Theorem 1.3 by proving two simple hardness results for GapDkS(α). We
prove Theorem 1.3 by modifying a hardness proof of Manurangsi [27]. We complete the
chapter by demonstrating the limitations of the reduction technique used.
In Chapter 5 we study the relationship between GapDkS(α) and another common relax-
ation of k-Clique called MaxClique. We show that we can use the hardness results
of MaxClique to get a hardness result for GapDkS(α), but this method cannot prove
stronger hardness results than Theorem 1.3.




In this section we review some definitions and notations that are used throughout the thesis.
2.1 Graphs
Throughout this thesis we only consider finite, undirected, unweighted graphs without self
loops or multi-edges. We denote graphs by G = (V,E) and use n to denote the number of
vertices in the graph. We use deg(v) to denote the degree of a vertex. When the graph is
not clear, we use degG(v) to specify the graph for which the degree is calculated.
A graph G = (V,E) has a clique of size k if there exists a subset K ⊆ V , of size k, such that
for every two distinct v1, v2 ∈ K, (v1, v2) ∈ E. We use the terminology k-subgraph of G to
mean an induced subgraph of size k within G.





. The density ranges from
0 to 1, where 0 corresponds to an empty graph, and 1 corresponds to a complete graph.
In Chapter 4 we study graph homomorphisms on bipartite graphs. A graph homomorphism
from G1 to G2 is a function mapping vertices of G1 to vertices of G2 such that adjacent
vertices in G1 become adjacent vertices in G2. In other words, a function f : V1 → V2 is a
homomorphism from G1 = (V1, E1) to G2 = (V2, E2) if for every pair of vertices u, v ∈ V1,
we have that (u, v) ∈ E1 ⇒ (f(u), f(v)) ∈ E2. Since we are dealing with graphs without self
loops, this means that adjacent vertices in G1 must map to distinct vertices in G2. However,
we note that if two vertices are not adjacent in G1, then it is possible they map to the same
vertex in G2.
For any t ∈ N, let Kt,t denote the complete bipartite graph with t vertices per part. We
specifically study homomorphisms from Kt,t, and in particular, a labelled copy of Kt,t.
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2.2 CSPs and PCPs
This thesis uses the Constraint Satisfaction Problem (CSP) to prove hardness results for
GapDkS(α). The input to CSP is a formula φ. A formula is a set of M constraints
{C1, . . . , CM} over a set of N variables {x1, . . . , xN}, where each variable can take a value
from some alphabet Σ. Each constraint Ci is a function that takes as input some subset of
the variables, and produces a boolean value as output. We say φ is satisfiable if there is
an assignment to the variables such that every constraint evaluates to true. The output of
CSP is YES if φ is satisfiable, and NO otherwise.
In this thesis we study two restrictions of the CSP problem.
• An instance to 2CSPΣ is a formula where each constraint depends on at most two
variables, and the variables come from the alphabet Σ.
• An instance to 3Sat is a formula where each constraint depends on at most three
variables, and each constraint is a disjunction (“OR” function) of literals, where a
literal is a variable or its negation. Each variable is on the boolean alphabet. For
example, (x1 ∨ x2 ∨ ¬x4) is a 3Sat constraint. In the 3Sat problem, constraints are
referred to as clauses, and formulas are often written as C1 ∧ C2 ∧ . . . ∧ CM .
For any CSP instance φ, we define the value of φ, denoted val(φ), to be the maximum
fraction of constraints that can be simultaneously satisfied over all possible assignments to
the variables. In particular, if φ is satisfiable then val(φ) = 1, and if φ is unsatisfiable then
val(φ) < 1.
Both 2CSPΣ and 3Sat are known to be NP-hard. In other words, it is NP-hard to distinguish
between the cases that val(φ) = 1 and val(φ) < 1. In a series of works, culminating in the
Probabilistically Checkable Proof (PCP) Theorem [5, 4], it was shown that it is NP-hard to
distinguish between the cases that val(φ) = 1 and val(φ) < 1 − δ for some constant δ > 0.
Chapter 4 uses results from Dinur’s simplified proof of the PCP theorem [11].
The Exponential Time Hypothesis (ETH) is a conjecture stating that 3Sat cannot be decided
in 2o(N) time [20]. ETH is commonly used as an assumption in DkS hardness proofs.
2.3 Related Problems
There are a number of related problems that we use to prove results about GapDkS(α).
GapDkS(β, α): GapDkS(β, α) is the same problem as GapDkS(α) but without perfect
completeness. In other words, the input to GapDkS(β, α) is a graph G and a param-
eter k, and the output is YES if G contains a k-subgraph of density at least β, and
NO if every k-subgraph of G has density less than α. When β = 1 then we recover the
GapDkS(α) problem.
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Many algorithms are meant for the more general GapDkS(β, α), but they can still be
applied to GapDkS(α).
Densest-k-Subgraph Optimization (DkS): DkS is defined as an optimization problem
as opposed to a decision problem. In the optimization problem, the input is a graph
G and a parameter k, where G is guaranteed to contain a k-clique, and the goal is to
find a k-subgraph with high density. Again, this is the perfect completeness version of
the problem because G is guaranteed to contain a k-clique.
In the optimization view, we study algorithms that have some density guarantee on
the output. All algorithms in this thesis aim to approximate the optimization version
of DkS, and these algorithms can be used to solve the decision version GapDkS(α).
This connection is summarized in the lemma below.1
Lemma 2.1. Let A be a polynomial-time algorithm for DkS optimization that, on
input G, k, is guaranteed to find a k-subgraph with density at least δ. Then there exists
a polynomial-time algorithm for GapDkS(δ).
Proof. Let G be an instance of GapDkS(δ). Consider a new algorithm A′ that runs
A(G, k) and returns YES if A(G, k) returns a k-subgraph with density larger than δ,
and returns NO otherwise.
If G contains a k-clique then A(G, k) is guaranteed to find a subgraph with density at
least δ, and hence A′ returns YES. If every k-subgraph of G has density strictly less
than δ, then it’s not possible for A(G, k) to find a k-subgraph with density δ. In this
case the algorithm returns NO. In either case A′ correctly decides GapDkS(δ), and
its running time is the same as the running time of algorithm A.
Similarly, hardness results for the optimization version follow immediately from proving
hardness for the decision version. In other words, if GapDkS(δ) is NP-hard, then it
is NP-hard to solve DkS with density guarantee δ.
In the literature, the density guarantee is called an approximation ratio. An algorithm
is said to have approximation ratio η > 1 if it finds an estimate to the solution that is
at least as large as the optimal value divided by η. In the case of DkS, an algorithm
that has an approximation ratio η is guaranteed to find a k-subgraph with density
larger than 1/η.
MaxClique: MaxClique is a second common relaxation of the clique problem. Given
input G, instead of finding a subgraph with maximal density, the goal is to find a
clique of maximal size (the size of the maximal clique is called the clique number).
This problem has been studied extensively. On the hardness side it has been shown
that it is NP-hard to approximate to n1−ε for any constant ε > 0 [19, 32]. This has
been strengthened to n1−ε for some subconstant ε by Khot [22, 24]. The best known





in polynomial time [13].
1We note that Lemma 2.1 applies to both deterministic and randomized algorithms.
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Property Testing Clique: In this problem the input is a graph G and parameters ρ, ε > 0
and the goal is to distinguish, with high probability, between the case that G has a
clique of size ρn and the case that G is ε-far from having a clique of size ρn (where ε-far
means that at least εn2 edges must be added to contain a clique) [18]. While the focus
of property testing algorithms is generally to have sublinear running time and query




-far from having a clique of size k.
2.4 Useful Bounds
Throughout this thesis we use the following inequalities to simplify expressions.
Exponential Approximations: 1 + x ≤ ex for any x ∈ R and 1 − y
2
≥ 2−y for any













for any 1 ≤ ` ≤ n.






Markov’s Inequality: If X is a non-negative random variable and a > 0 then
Pr[X ≥ a] ≤ E[X]
a
.




In this chapter we first give a history of DkS algorithms. Then we study two algorithmic
techniques that can be applied to the GapDkS(α) problem. In Section 3.2 we study the
greedy strategy. In particular, we give a basic greedy algorithm and demonstrate how it can
be improved to the following deterministic algorithm (which was proven by Feige and Seltser
[16]).
Theorem 1.1 (Feige, Seltser 1997). For any constant ε > 0, GapDkS(α) with k = Ω(n)
and α < 1 − ε can be solved in deterministic polynomial time. More generally, for any k
there exists an algorithm which runs in time nO((log(n/k)+1)/ε).
In section 3.3 we apply property testing algorithms for k-Clique to GapDkS(α). We
demonstrate how the original Clique testing algorithm of Goldreich et al. [18] can be used
directly to solve GapDkS(α). Further, we simplify the algorithm and improve the proof to
get the randomized algorithm in Theorem 1.2. The algorithm in Theorem 1.2 finds a higher
density k-subgraph than Theorem 1.1, however, Theorem 1.2 is a randomized algorithm,
whereas Theorem 1.1 is deterministic.
Theorem 1.2. For any constant ε > 0, GapDkS(α) with k = Ω(n) and α < 1 − ε/ log n
can be solved in randomized polynomial time. More generally, for any k there exists an
algorithm which runs in time nO((n/k) log(n/k)/ε).
As mentioned in Section 2.3, to prove Theorem 1.1 and Theorem 1.2 we find algorithms to
approximate the DkS optimization problem. Then the theorems follow directly by applying
Lemma 2.1.
3.1 History of DkS Algorithms
Most algorithms for the DkS problem aim to solve the more general DkS problem without
perfect completeness. In this problem, the input is a graph G and a parameter k, without
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the promise that G contains a k-clique, and the output is a k-subgraph with some density
guarantee relative to the optimal (see Section 2.3 for more details).
The best polynomial-time algorithms for the general DkS problem without perfect complete-
ness achieve polynomial approximation ratios. In particular, algorithms with approximation
ratios of roughly n0.3885, n1/3, n1/4 for DkS without perfect completeness are given by Kort-
sarz and Peleg [25], Feige et al. [15], and Bhaskara et al. [7] respectively.
All of the above algorithms can be used to solve GapDkS(α) (with perfect completeness)
for any k, however the α parameter must be less than an inverse polynomial. For example,
the n1/4 approximation algorithm of Bhaskara et al. [7] corresponds to α < n−1/4.
There are some algorithms for DkS without perfect completeness that can do better for
GapDkS(α) with k = Ω(n) because they have a dependence on k in the approximation
ratio. Algorithms by Feige and Langberg [14], Sritsav and Wolf [29], and Asahiro et al. [6]
use various techniques to achieve approximation ratios of roughly n/k in polynomial time.
These algorithms correspond to polynomial-time algorithms for GapDkS(α) when α < k/n,
which is a constant when k = Ω(n).
The algorithms that are best suited to the k = Ω(n) case come from results by Arora et
al. [3] and Feige and Seltser [16]. The algorithm by Arora et al. is specifically designed for
the k = Ω(n) case (but not necessarily perfect completeness), whereas the algorithm by
Feige and Seltser has an explicit dependence on k in the running time of the algorithm.
Both of these algorithms approximate DkS to any constant approximation ratio, and when
k = Ω(n) they can be used to solve GapDkS(α) with perfect completeness when α < c for
any constant c ∈ (0, 1) in polynomial time.
The algorithm by Feige and Seltser [16] is specifically designed to solve the perfect complete-
ness case of DkS. In addition to giving any constant approximation ratio in polynomial time
when k = Ω(n), it provides the best polynomial-time approximation (with ratio nε for any
constant ε) for DkS with perfect completeness on general k. The algorithm uses a greedy
strategy which has similarities with some of the other algorithms above [15, 6]. For these
reasons we study the greedy strategy and the full proof of the Feige and Seltser algorithm
in Section 3.2.
The algorithm of Arora et al. [3] (as well as some of the algorithms above [29, 14]) utilize
the technique of relaxing the DkS problem to a quadratic integer program. Similar to
the technique of Goemans and Williamson for MaxCut [17], they observe that by letting
{x1, . . . , xn} be boolean values corresponding to whether each vertex is in the k-subgraph,









xi ∈ {0, 1}.
Written this way, there are many techniques that can be used to approximate the problem,
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including semi-definite programming (SDP) [29, 14] or smooth integer programming [3].
Finally, in a completely separate area, the property testing paper of Goldreich, Goldwasser
and Ron studies the testing problem for Clique [18]. In this problem the input is a graph
G and parameters ρ and ε, where ρ and ε are constants. The goal is to distinguish between
the following cases with probability ≥ 2/3:
• G has a ρn-clique, and
• G is ε-far from having a ρn-clique,
where ε-far means that G is missing at least εn2 edges from having a clique of size ρn.
The algorithm by Goldreich et al. can be used directly to study the GapDkS(α) when
k = Ω(n). We study this algorithm in Section 3.3.
We also note that the algorithm by Goldreich et al. has some similarities with work by Suzuki
and Tokuyama [30], however the latter were focused on the bipartite DkS problem and their
algorithm only applies to GapDkS(α) when α < 1/2.
3.2 Greedy Algorithms for DkS
The greedy algorithms utilize the fact that vertices with high degree are likely part of a dense
subgraph. To illustrate this point, we make the observation that removing the lowest degree
vertex never decreases the density of a graph. The following lemma comes from the work of
Feige and Seltser [16], and is useful in the analysis of the algorithms in Sections 3.2.1 and
3.3.1.
Lemma 3.1. Let G be a graph with density δ. Let vmin be the lowest degree vertex of G, and
let G′ be the same graph as G but with vmin removed. Then the density of G
′ is at least δ.
Proof. Let G = (V,E) be a graph on n vertices and |E| edges. Let the density of G be





). Let vmin ∈ V be the lowest degree vertex in G, and let
G′ = (V ′, E ′) be the graph by taking G and removing vmin. Observe that deg(vmin) ≤ 2|E|n .














) ≥ δ(n2) (1− 2n)(n−1
2
) = δ.
Building on Lemma 3.1, we can construct a simple greedy algorithm to solve GapDkS(α)
with α = k
2n
.
Proposition 3.2. Let G be a graph on n vertices that contains a clique of size k, where





Proof. Start with G, and at each step remove the lowest degree vertex until we are left with
k vertices. This runs in O(n3) time because we can calculate the degree of each vertex in
time O(n2), and the algorithm iterates at most n times.
To bound the density of the resulting k-subgraph, observe that the k-clique in G corresponds
to k vertices with degree ≥ k−1. Hence, as we remove the lowest degree vertices one by one,
at some point we reach a graph where all vertices have degree ≥ k−1. Call this intermediate









where the last inequality is because n′ − 1 ≤ n and k − 1 ≥ k/2 so long as k ≥ 2.




Proposition 3.2, combined with Lemma 2.1, demonstrates that when k is linear in n, there
exists a polynomial time algorithm to solve GapDkS(α) when α is smaller than the constant
k
2n
. In Section 3.2.1 we outline an extension of the simple greedy algorithm that can solve
GapDkS(α) for any constant α < 1.
3.2.1 Feige and Seltser Algorithm
Feige and Seltser gave a deterministic algorithm to approximate the DkS optimization prob-
lem [16]. This algorithm utilizes the greedy approach in one of the main steps of the algo-
rithm. We can use this algorithm to prove Theorem 1.1.
Theorem 1.1 (Feige, Seltser 1997). For any constant ε > 0, GapDkS(α) with k = Ω(n)
and α < 1 − ε can be solved in deterministic polynomial time. More generally, for any k
there exists an algorithm which runs in time nO((log(n/k)+1)/ε).
Proof. Let ε > 0 be any constant. Consider the algorithm by Feige and Seltser [16] in
Figure 3.1.
Claim 3.3 (Correctness). If G contains a k-clique then FeigeSeltser(G, k, ε) returns a k-
subgraph with density at least 1− ε.
Before proving the claim fully, we give an intuitive argument. If all the vertices in G have
high degree, then G is a dense graph. So, we can apply Lemma 3.1 to show that repeatedly
removing the lowest degree vertex (line 20 in the algorithm) does not decrease the density.
If there are vertices with low degree, then we recurse on the two cases Gv and G−v. Since G
is guaranteed to have a k-clique then at least one of the two cases must contain a k-clique.
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Algorithm 1: FeigeSeltser(G, k, ε)
1 if k > n then
2 return the empty graph ;
3 else if k = n and G is not a k-clique then
4 return the empty graph ;
5 else if k = n and G is a k-clique then
6 return G ;
7 else
8 let v ∈ V be the lowest degree vertex in G ;
9 let h = deg(v) ;
10 if h < (1− ε)n then
11 let Gv to be the induced subgraph by v and all of its neighbours ;
12 let G′ =FeigeSeltser(Gv, k, ε) ;
13 if G′ is non-empty then
14 return G′ ;
15 else
16 let G−v be G with v removed ;
17 return FeigeSeltser(G−v, k, ε) ;
18 end
19 else
20 Repeatedly remove the lowest degree vertex from G until we have a graph G′
of size k ;
21 return G′ ;
22 end
23 end
Figure 3.1: The Feige and Seltser DkS Algorithm [16].
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Proof of Claim 3.3. We first observe that on any input G (regardless of if G contains a k-
clique) the algorithm can only return an empty graph or a k-subgraph with density at least
1−ε. This can be shown by examining the two places where the algorithm stops and returns
a non-empty graph. In line 6 the algorithm returns a k-clique, and in line 20 the algorithm
returns a k-subgraph with density 1 − ε (by Lemma 3.1). All other “return” statements in
the algorithm return an empty graph or are a recursive call.
We now prove the claim using induction on the number of vertices. Let G be any graph on
n vertices.
Base Cases: The base cases are when n ≤ k (lines 1-6 in the algorithm). In any of these
cases, if G contains a k-clique then the algorithm returns it. This corresponds to line
3 in the algorithm.
Inductive Hypothesis: Assume Claim 3.3 holds for all graphs of size n′ < n.
Inductive Conclusion: If h < (1− ε)n then at least one of Gv, G−v is guaranteed to have
a k-clique. If Gv contains a k-clique then the FeigeSeltser(Gv, k, ε) recursive call finds
a k-subgraph with density at least 1 − ε by the Inductive Hypothesis. If Gv does not
contain a k-clique, then FeigeSeltser(Gv, k, ε) can only return an empty graph or a
k-subgraph with density ≥ (1 − ε). If it returns empty then we recurse on G−v. In
this case we know that G−v must have the k-clique and so the FeigeSeltser(G−v, k, ε)
recursive call finds a k-subgraph with density at least 1−ε by the Inductive Hypothesis.
Finally, if h ≥ (1− ε)n then G has density at least (1− ε), and so by Lemma 3.1 the
algorithm finds a k-subgraph of density 1− ε.
Claim 3.4 (Running Time). FeigeSeltser(G, k, ε) runs in time nO(
log(n/k)+1
ε ), where n is the
number of vertices in G.
Proof of Claim 3.4. In the worst case the algorithm makes recursive calls until reaching the
base cases of n ≤ k. To find the running time we analyze the recurrence. Let T (n) be the
number of steps to run FeigeSeltser(G, k, ε) on a graph of size n. Recursing on Gv results
in at most T ((1 − ε)n + 1) steps because v has degree < (1 − ε)n. For simplicity in the
analysis we upper bound T ((1− ε)n+1) ≤ T ((1− ε/2)n), which is true when ε is a constant.
Recursing on G−v results in at most T (n− 1) steps.
All other steps take at most nc for some constant c. The constant does not matter for the
theorem, but for a worst case analysis we can show all other steps can be done in O(n3). In
particular, checking the base cases and calculating the lowest degree vertex requires O(n2).
Line 20 of the algorithm requires (n− k) ·O(n2) = O(n3) time to reach a base case, totally
O(n2) +O(n3) = O(n3) time.
Putting it all together we get the following recurrence:
T (n) ≤ O(nc) + T (n− 1) + T ((1− ε/2)n).
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To simplify the recurrence we can repeatedly expand the T (n − i) term until we reach the
base case of k ≥ n:
T (n) ≤ O(nc) + T (n− 1) + T ((1− ε/2)n)
≤ O(nc) + T (k) + (n− k) [O(nc) + T ((1− ε/2)n)]
= O(nc+1) + (n− k)T ((1− ε/2)n).
We can expand the new recurrence T (n) ≤ O(nc+1) + (n − k)T ((1 − ε/2)n) until we reach
the base case of k ≥ n. This gives us the bound of T (n) ≤ O(nc+1+x) where x is the number
of times we need to repeat until we reach the base case. This happens when (1− ε/2)xn ≤ k.














suffices, giving a running time of nO(
log(n/k)+1
ε ).
Hence the FeigeSeltser algorithm runs in polynomial time when k = Ω(n) and ε = Ω(1), and
approximates the DkS optimization problem with density guarantee 1−ε. Applying Lemma
2.1 completes the proof of Theorem 1.1.
3.3 Property Testing Algorithm for DkS
The property testing paper of Goldreich et al. provides a testing algorithm for the k-Clique
problem [18]. In the process, they prove the following intermediate step.
Theorem 3.5 (Theorem 7.1 of [18]). Let G be a graph on n vertices and let ρ be a constant.








time algorithm to find, with probability at least 2/3, a ρn-subgraph that is missing at most
εn2 edges from being a clique.
Theorem 3.5 provides an algorithm for GapDkS(α).
Corollary 3.6. There exists a randomized polynomial time algorithm for GapDkS(α) when












. Apply Theorem 3.5 to find a subgraph of size ρn = k that is missing at






























log log n) log n
log log n
))
· n = nO(1).
Applying Lemma 2.1 converts the DkS optimization algorithm to an algorithm for GapDkS(α).
Corollary 3.6 can solve GapDkS(α) for a larger range of α than the FeigeSeltser algorithm.
However, with some modifications to the algorithm and proof, we can get an even better






polynomial time. We study the modified algorithm and proof in Section 3.3.1.
3.3.1 Modified Clique Testing Algorithm
In this section we strengthen Theorem 3.5 to prove the following theorem.
Theorem 3.7. Let G be a graph on n vertices. If G contains a k-clique then for any ε > 0







·n2 time algorithm to find, with probability at least 2/3,
a k-subgraph with density at least 1− ε.
We prove Theorem 3.7 below, but first observe that if we select ε = ε
′
logn
, for any constant
ε′ > 0, and k = Ω(n), then by applying Lemma 2.1 we prove Theorem 1.2.
Theorem 1.2. For any constant ε > 0, GapDkS(α) with k = Ω(n) and α < 1 − ε/ log n
can be solved in randomized polynomial time. More generally, for any k there exists an
algorithm which runs in time nO((n/k) log(n/k)/ε).
Proof of Theorem 3.7. Let G be a graph on n vertices with a k-clique. Consider the algo-
rithm in Figure 3.2, which is a simplified version of the algorithm from Goldreich et al. [18].
Claim 3.8 (Running Time). Let G be a graph on n vertices. Then CliqueTester(G, k, ε)








Proof of Claim 3.8. Each iteration of the loop takes O(n2) time to select and calculate all



















Claim 3.9 (Correctness). Let G be a graph on n vertices with a k-clique. With probability
2/3, CliqueTester(G, k, ε) returns a k-subgraph with density at least 1− ε.
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Algorithm 2: CliqueTester(G, k, ε)
1 Let t = 12n
εk
;
2 for i = 1 to 2(n/k)t do
3 Select t vertices uniformly at random with replacement to create a set Ui ;
4 Let T (Ui) be the set of vertices in G that are adjacent to every v ∈ Ui ;
5 Let C(Ui) be the set of k vertices with highest degree in T (Ui) (if there are less
than k vertices in T (Ui) then ignore this Ui and continue) ;
6 end
7 return C(Ui) with the highest density ;
Figure 3.2: A Modified Clique Testing Algorithm for DkS
Before proving the claim we give an intuitive argument. First, we repeat the loop enough
times so that one set Ui is completely contained within the clique C. For this specific Ui, the
clique is contained in T (Ui) because every vertex in Ui is connected to every vertex in the
clique. If there are no other vertices in T (Ui) then C(Ui) certainly has high density, however,
there may be many other vertices in T (Ui).
Let C = V \ C. For any v ∈ C let kv be the number of vertices that v is adjacent to in
C. In other words, let kv = |{c ∈ C : (v, c) ∈ E}|. The intuitive idea is that if kv is small
then, for a random U ⊂ C, v is unlikely to be connected to all of U and so it is unlikely that
v ∈ T (U). If kv is large then v could be selected in T (U), but because it is connected to lots
of vertices in C then v could still be part of a dense subgraph. In particular, we want to
argue that the vertices of C have high degree within T (U), and so when we select the highest
degree vertices to C(U) we find a dense subgraph. We formalize this intuition below.
Proof of Claim 3.9. Let G = (V,E) contain a clique C of size k. First observe that the
probability that a random selection of t vertices, with replacement, is contained within the
clique C is (k/n)t. In other words, for any 1 ≤ i ≤ 2(n/k)t,
Pr[Ui 6⊂ C] = 1− (k/n)t ≤ e−(k/n)
t
.











Hence, with probability at least 5/6 the algorithm will find a Ui ⊂ C. For the rest of the
proof we focus on this specific set U ⊂ C, and for this U we can assume the vertices are
drawn from C randomly.
Since U ⊂ C then C ⊆ T (U) because every vertex in the clique connects to every vertex in
U . As mentioned above, let C = V \ C and, for any v ∈ C, let kv = |{c ∈ C : (v, c) ∈ E}|.
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For each v ∈ C, the probability that v is connected to a random vertex in C is kv
k
. Hence, v is





because U is t vertices at random (with replacement)
from C. If v is selected in T (U), then it contributes k − kv missing edges to the sum of the
degrees of the vertices of C.
So, in expectation, for any c ∈ C, we can calculate the expected degree of c within T (U) as




















Let x = kv
k
so that the term inside the summation is xt(1 − x). We can find the maximum




xt(1− x)⇒ x = t
t+ 1
.
Given this maximal value for x = kv
k
, the term inside the summation can be upper bounded








. Substituting this expression into the expectation calculation,
we find that for any c ∈ C




Next, we need to calculate the expected degree of any vertex selected in C(U). We make
the following two observations.
1. If a vertex c ∈ C is selected to be in C(U), then degC(U)(c) is smaller than degT (U)(c)




is because when the algorithm creates C(U) it effectively removes |T (U)| − |C(U)|
vertices from T (U).
2. Since C(U) is selected to be the k vertices with highest degree in T (U), then for any
v ∈ C(U) the above bound E[degC(U)(v)] ≥ |C(U)|− 1−
|C|
t
also holds (even if v is not
from the clique C).
Putting it all together, the expected number of edges in C(U) is at least k
(




Hence, in expectation, the density of C(U) is at least
k
(











since |C| ≤ n and k − 1 ≥ k/2.
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Finally, we need to show that with high probability the density of C(U) is larger than 1− ε.
We use Markov’s inequality to convert the expected value into a probability.
Let the density of C(U) be a random variable δ, and let δ = 1 − δ. Observe that δ is a
non-negative random variable with expectation E[δ] = 2n
tk
. Applying Markov’s inequality, we
find that Pr[δ ≥ a] ≤ E[δ]
a
for any a > 0. Selecting a = 6E[δ] and substituting t = 12n
εk
, we
find that Pr[δ ≥ ε] ≤ 1
6
. In other words, with probability at least 5
6
the density of C(U) is
at least 1− ε.








Claims 3.8 and 3.9 combined prove that CliqueTester(G, k, ε) has the desired runtime and
density guarantee. This completes the proof of Theorem 3.7.
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Chapter 4
GapDkS(α) Hardness when k = Ω(n)
In this chapter we first give a summary of the previous DkS hardness results. Then we apply
Manurangsi’s proof techniques [27] to the GapDkS(α) problem when k = Ω(n). With a few
small modifications to the original proof, we prove the following theorem.
Theorem 1.3. For any constant δ ∈ (0, 1), there exists a parameter k = Ω(n) and a constant
c > 0 such that GapDkS(α) is NP-hard when α > 1− c/nδ.
4.1 Brief History of DkS Hardness
Most hardness results for the DkS problem focus on the more general case of DkS without
perfect completeness. In this case the problem is conjectured to be NP-hard to approximate
to a polynomial ratio [27], but it has not been proven that a constant approximation is NP-
hard. However, there have been many results that rule out constant approximations under
various other assumptions [12, 23, 2].
There are two results that apply to the perfect completeness case of GapDkS(α). Braver-
man et al. proved that assuming ETH there are no polynomial-time algorithms to solve
GapDkS(α) when α is larger than some constant [9]. Manurangsi strengthened the result
by Braverman et al. to show that assuming ETH, there are no polynomial-time algorithms
to solve GapDkS(α) when α is nearly inverse polynomial. The results by Manurangsi and
Braverman et al. use a similar reduction from the CSP problem. We study the reduction in
the proof of Theorem 1.3.
4.2 Warmup
Before proving Theorem 1.3, we go through a simple reduction from 2CSPΣ to GapDkS(α)
to demonstrate the techniques. Proposition 4.1 is a proof of the trivial hardness result for
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GapDkS(α). The proposition proves that it is NP-hard to distinguish between graphs with
a k-clique and graphs without a k-clique. Proposition 4.3 demonstrates how to strengthen
the reduction technique to get a non-trivial hardness result for GapDkS(α).
Proposition 4.1. The GapDkS(α) problem with k = Ω(n) is NP-hard when α > 1− 1
(k2)
,
where n is the number of vertices in the input graph.
Proof. It is known that 2CSPΣ is NP-hard when |Σ| ≥ 3 because it is equivalent to the graph
coloring problem [21]. Let φ be a instance of 2CSPΣ on N variables and M constraints where
|Σ| is a constant. Then, in general, it is NP-hard to distinguish between:
• val(φ) = 1 (φ is satisfiable), and
• val(φ) ≤ 1− 1
M
(φ is unsatisfiable).
Consider the following procedure to convert φ into a graph Gφ = (Vφ, Eφ).
1. For every variable in φ, add a vertex for every possible assignment from Σ to that
variable. So the number of vertices in Gφ is n = |Σ| · N . We label each vertex with
the corresponding single variable assignment.
2. For any u, v ∈ Vφ, the pair (u, v) is an edge in Eφ if the corresponding assignments are
consistent and do not falsify any constraints.
Observe that if φ is satisfiable then there exists a N -clique in Gφ corresponding to a satisfying
assignment. In the case that val(φ) ≤ 1 − 1
M
, we want to upper bound the density of any
subgraph of size N .
First, consider any N -subgraph S corresponding to a full assignment to all N variables (so
each vertex in the N -subgraph corresponds to a different variable). Between every pair of
vertices in S the assignments will be consistent, but since φ is unsatisfiable then at least one
constraint is falsified by this assignment. This corresponds to at least one edge missing in S.
Now, if we consider any N -subgraph S ′ that doesn’t correspond to a full assignment, then
there will be at least two vertices with corresponding assignments onto the same variable,
so these vertices will be inconsistent. So, in this case we again get that there is at least one
edge missing in S.
In other words, it is NP-hard to distinguish between:
• Gφ contains a clique of size N , and
• any N -subgraph in Gφ has density at most 1− 1(N2 )
.
Selecting k = N = n/|Σ| = Ω(n) completes the proof.
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There are two natural modifications that allow us to prove non-trivial hardness results for
GapDkS(α).
1. Instead of starting with any 2CSPΣ instance, we can start with the output of Dinur’s
Gap Amplification PCP theorem [11].
2. Instead of creating a vertex for every single-variable assignment, we can create a vertex
for every `-variable assignment.
In Section 4.2.1 we study the first modification, and in Section 4.3 we complete the proof of
Theorem 1.3 by using both of the modifications.
4.2.1 Strengthening with Dinur’s PCP Theorem
Proposition 4.1 can be strengthened using Dinur’s PCP theorem.1
Theorem 4.2 (Dinur’s PCP theorem [11]). Let ψ be a 3Sat instance with N ′ variables and
M ′ clauses. For some constants ε, d, there is a polynomial-time reduction that produces a
2CSPΣ instance φ, with at most M = M
′ polylogM ′ constraints and with constant sized Σ,
such that
• If val(ψ) = 1 then val(φ) = 1.
• If val(ψ) < 1 then val(φ) < 1− ε.
• Every variable in φ occurs in at most d constraints.
Combining Theorem 4.2 with the same reduction from Proposition 4.1, we obtain Proposition
4.3.
Proposition 4.3. The GapDkS(α) problem with k = Ω(n) is NP-hard when α > 1 −
Ω(1/n).
Proof. Let ψ be a 3Sat instance and let φ be a 2CSPΣ instance on N variables and M
constraints from the output of Theorem 4.2. Use the same reduction as from Proposition
4.1 to create Gφ on n = |Σ|N vertices.
Similar to the proof of Proposition 4.1, if val(φ) = 1 then there is a N -clique in Gφ corre-
sponding to a satisfying assignment.
In the case that val(φ) < 1 − ε, let S be any N -subgraph of Gφ. Let X be the largest
subgraph of S corresponding to assignments to distinct variables. Let Y = S \ X. So |Y |
can be viewed as the number of assignments to repeated variables in S. The main idea is
1This particular version of Dinur’s PCP theorem comes from [9].
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that if |Y | is small then there are many edges missing due to falsified constraints, and if |Y |
is large then there are many edges missing due to inconsistencies.
To be more specific, we make the two following observations.
1. S is missing |Y | edges due to inconsistencies. This is because for any vertex in Y , there
is a vertex in X with an inconsistent assignment.
2. S is also missing at least max(εM − d(N − |X|), 0) = max(εM − d|Y |, 0) edges. This
is because there are εM falsified constraints in φ by any full assignment, and there are
only N − |X| variables not in X, each occurring in at most d constraints. In other
words, within the X component of S, there must be at least εM − d(N − |X|) missing
edges corresponding to falsified constraints. We take the max with 0 because it is
possible that εM − d|Y | is less than 0.
Overall, S is missing at least |Y | + max(εM − d|Y |, 0) edges. This value will always be
Ω(M) regardless of the value of |Y | since d is a constant. We also know that M ≥ N since
each variable occurs in at least one constraint. Hence, S is missing Ω(N) = Ω(n) edges,
corresponding to a density of at most 1− Ω(1/n).
So, if we could distinguish between the case that Gφ contains a N -clique and the case that
every N -subgraph of Gφ has density at most 1−Ω(1/n), then we could decide 3Sat. Selecting
k = N = Ω(n) completes the proof.
4.3 Hardness using Manurangsi’s Method
In this section we prove Theorem 1.3. The proof follows Manurangsi’s proof [27] very closely,
with a few modifications to handle the k = Ω(n) restriction.
4.3.1 Summary of Manurangsi’s Proof
As motivated in the warmup, we start with a CSP produced from Dinur’s PCP theorem [11].
For this proof we use a translation of Dinur’s PCP theorem that outputs a 3Sat instance
instead of a 2CSPΣ instance.
2
Theorem 4.4 (Dinur’s PCP theorem [11]). Let ψ be a 3Sat instance with N ′ variables and
M ′ clauses. For some constants ε, d, there is a polynomial-time reduction that produces a
3Sat instance φ, with at most M = M ′ polylogM ′ clauses such that
• If val(ψ) = 1 then val(φ) = 1.
• If val(ψ) < 1 then val(φ) < 1− ε.
2This particular version of Dinur’s PCP theorem comes from [27].
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• Every variable in φ occurs in at most d clauses.
Let φ be a 3Sat formula with N variables and M clauses from the output of Theorem 4.4,
let ` be a constant integer (to be selected later), and construct Gφ,` = (VN,`, Eφ,`) in the
following way.3
• VN,` is constructed by adding a vertex for every partial assignment to ` variables of φ.
• Two vertices u, v ∈ VN,` are adjacent if and only if the corresponding partial assign-
ments are consistent and the partial assignments combined do not falsify any clauses
in φ.












to pick ` variables and 2` possible assignments to the ` variables. Throughout the proof we
utilize the same notation to represent a vertex VN,` and a partial assignment to ` variables






= 2−`n. We first observe that if φ is satisfiable then there exists a clique of size
k corresponding to a satisfying assignment. The rest of the section involves upper bounding
the density of any k-subgraph when val(φ) < 1− ε.
Let S be any k-subgraph of Gφ,` and let α be the density of S. The goal is to upper bound
the density of S when val(φ) < 1−ε. To upper bound the density of S, we use a relationship,
proved by Alon [1], between the density of a graph and the number of homomorphisms from
a complete bipartite graph into the graph.4
We also use the following notation, where t is an integer.
• Let Kt,t be the complete bipartite graph with t vertices per part.
• Let Kt,t be the set of all homomorphisms from a labelled copy of Kt,t into Gφ,`. We
note that these homomorphisms could map multiple vertices in Kt,t to the same vertex,
so long as they are from the same partition of Kt,t. Mathematically,
Kt,t = {(L,R) ∈ (VN,`)t × (VN,`)t : ∀u ∈ L,∀v ∈ R, u 6= v ∧ (u, v) ∈ Eφ,`}.
• Let the set of homomorphisms from a labelled copy of Kt,t into S be KSt,t.
• Let AN be the set of all single variable partial assignments to the N variables. We
note that |AN | = 2N .
• In order to upper bound |Kt,t|, we break Kt,t into smaller subsets denoted Kt,t(A,B).
For any A,B ⊆ AN , Kt,t(A,B) is the set of all (L,R) ∈ Kt,t such that
⋃
u∈L u = A and⋃
v∈R v = B.
3We note that in Manurangsi’s original proof he selects ` = NpolylogN .
4See Section 2.1 for the definition of homomorphism.
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The proof consists of four steps, which can be summarized by Claims 4.5–4.8. We note that
the first three steps are very simple to prove, and the majority of this chapter is the proof
of Claim 4.8.









Claim 4.6. For any integer t ≥ 1, |KSt,t| ≤ |Kt,t|.
Claim 4.7. For any integer t ≥ 1, |Kt,t| ≤ 24N ·maxA,B⊆AN |Kt,t(A,B)|.
Claim 4.8. In the case that val(φ) < 1 − ε, there exists a constant λ > 0 (depending on ε









In Section 4.3.2 we complete the proof of Theorem 1.3 using the above claims. In Section
4.3.3 we prove the Claims 4.5–4.7, and in Section 4.3.4 we prove Claim 4.8.
4.3.2 Completing the Proof of Theorem 1.3
Using the claims from above we now complete the proof of Theorem 1.3.
Theorem 1.3. For any constant δ ∈ (0, 1), there exists a parameter k = Ω(n) and a constant
c > 0 such that GapDkS(α) is NP-hard when α > 1− c/nδ.
Proof. Let ψ be any 3Sat instance with N ′ variables and M ′ clauses. Create φ using Theo-
rem 4.4 (Dinur’s PCP theorem). Then φ is on N variables and at most M = M ′ polylogM ′
clauses such that each variable occurs in at most d clauses.










. Observe that k = 2−`n = Ω(n) since `
is a constant.





corresponding to a full
satisfying assignment.
Now consider the case when val(φ) < 1− ε. Let S be any k-subgraph of Gφ,`, and let α be
the density of S. Then applying Claims 4.5–4.8, we find that there exists a constant λ > 0






































We select t = 4N
2
λ`2
















= 1 + 1
(N` )−1
≤ 1 + 2
(N` )
and 2−λ
2`4/(4N3) ≤ 1 − λ2`4
8N3
. Substituting into
















We now want to show that the −λ2`4
8N3
term dominates the 2
(N` )





and since ` > 3 (but still a constant) then 2`
`
N`
= o(1/N3). Hence, for some constant c,
α ≤ 1− c
N3
.










, then N ≤ `n1/`
2
. So, α ≤ 1 − c′
n3/`
, where c′ = 8c/`3 is a
constant. We finally substitute ` = d3/δe ≥ 3/δ to find that




So, if we could distinguish between the case that Gφ,` has a k-clique and the case that every
k-subgraph of Gφ,` has density less than 1 − c
′
nδ
in polynomial time, then we could decide
3Sat in polynomial time. Hence this problem is NP-hard.
4.3.3 Proofs of Claims 4.5–4.7
Claim 4.5 requires a lemma by Alon [1].
Lemma 4.9 (Alon 2002). For any s, t ∈ N, any graph G on n vertices with at least γn2
edges has at least (2γ)stns+t homomorphisms from a labelled Ks,t into G.
We do not prove Alon’s lemma here, but we argue why it makes sense intuitively. If G has
γn2 edges, then the fraction of edges out of all possible edges is roughly 2γ. Observe that
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if we are given a random set of 2t vertices of G, then the probability that those vertices
form a copy of Kt,t is roughly (2γ)
t2 . This is because there are t2 edges in Kt,t and an edge
should exist in G with probability approximately (2γ). Further, there are n2t ways to select
2t vertices, with repetition, from G. Overall, there should be roughly (2γ)t
2
n2t copies of Kt,t
in G. The complete proof can be found in Alon’s paper [1].
We now prove Claim 4.5.

























edges. Letting γ =
α((N` )−1)
2(N` )
, s = t, and applying Lemma 4.9 completes the proof.5
Claim 4.6. For any integer t ≥ 1, |KSt,t| ≤ |Kt,t|.
Proof. This step is straightforward. Since S is a subgraph of Gφ,`, the number of copies of
Kt,t in S is at most the number of copies of Kt,t in Gφ,`.
In general, Claim 4.6 could be a very bad approximation. However, as we show in Section
4.4, the final hardness result is nearly optimal for this specific reduction technique.
Claim 4.7. For any integer t ≥ 1, |Kt,t| ≤ 24N ·maxA,B⊆AN |Kt,t(A,B)|.




|Kt,t(A,B)| ≤ 24N · max
A,B⊆AN
|Kt,t(A,B)|
because there are 24N possible ways to select A,B ⊆ AN .
Similar to the previous step, Claim 4.7 could be another bad approximation. Despite these
two potentially bad approximations, the overall hardness result we prove is almost optimal
for this reduction technique (see Section 4.4).
4.3.4 Proof of Claim 4.8
Claim 4.8. In the case that val(φ) < 1 − ε, there exists a constant λ > 0 (depending on ε













In a later step of the proof, we require the slightly stronger result of Claim 4.5.
26
Proof. Fix any t ∈ N and A,B ⊆ AN . To get an initial upper bound on |Kt,t(A,B)|, we











(|A| − `)! `!
|B|!















we observe that |A|+ |B| ≤ 2N because, for any variable x and b ∈ {0, 1}, if the assignment
x = b appears in A then x = ¬b cannot appear in B, otherwise there would not be an edge












We can sharpen this bound by considering the probability that each of these selections of
2t vertices form a copy of Kt,t. Recall that A,B are sets of single variable assignments from
AN . We can organize the variables of φ into three types based on how each variable appears
in A and B.
1. Variable x is of type 1 if it occurs at most once in all of the single variable assignments
of A and B.
2. Variable x is of type 2 if it occurs with both partial assignments in one of A or B. In
other words, (x = 0), (x = 1) ∈ A or (x = 0), (x = 1) ∈ B.
3. Variable x is of type 3 if it occurs in both A and B with the same assignment. In other
words, (x = b) ∈ A ∩B for some b ∈ {0, 1}.
Based on the restriction that B cannot contain a contradicting partial assignment to any
assignments in A, these are the only three types of variables, and each variable is of exactly
one type. See Figure 4.1 for an example.





bound by considering three cases based on how
many variables there are of each type.
We need the following lemma to complete the proof of Claim 4.8. We prove Lemma 4.10
after finishing this proof.
Lemma 4.10. Let A be a set of single-variable partial assignments. Let X be a set of pairs
of single-variable assignments such that every variable appears in at most one pair. Then
the probability that a random selection of ` distinct elements of A does not contain both



















A = {x1 = 0, x1 = 1, x2 = 1, x3 = 0} B = {x2 = 1, x3 = 0, x4 = 0, x5 = 1}
Figure 4.1: Consider the following copy of K3,3 which could appear in Gφ,2. This copy of Kt,t
is contained in Kt,t(A,B) for the specific sets A and B shown above. For this subgraph, variables
x4 and x5 are of type 1 because they appear at most one time in A and B, variable x1 is of type
2 because it appears with both partial assignments in A, and variables x2 and x3 are of type 3
because they have consistent assignments that appear in A ∩B.
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Let X1, X2, X3 be the sets of variables of the three different types. The main idea is that at
least one of |X1|, |X2|, |X3| must be linear in N (the number of variables in φ). Let β = ε4d
(recall that d is an upper bound on the number of clauses each variable appears in). Consider
the following three cases.
Type 1: If |X1| ≥ βN then at least βN variables appear at most once in A,B. Hence,















Observe that N(1− β/2)− i ≤ (1− β/2)(N − i) ≤ exp (−β/2) (N − i). Substituting
back into the |Kt,t(A,B)| bound we get
|Kt,t(A,B)| ≤
(∏`−1

























Type 2: If |X2| ≥ βN then without loss of generality assume that A contains at least βN/2
variables of type 2. Let X be the set of pairs of assignments to variables in A that are of
type 2. A vertex u containing ` random variables is legal if no pair of assignments from
X are in the vertex. Applying Lemma 4.10 on A and X, we find that the probability





. This can be





since |X| ≥ βN/2 and |A| ≤ 2N . Finally, we can use
this to simplify the earlier upper bound on |Kt,t(A,B)| by bounding the number of






































Type 3: If neither of the above cases occur, then |X3| ≥ (1 − 2β)N . Let C3 be the set of
clauses from φ that only contain variables fromX3. First observe that |C3| ≥M−2βdN
because each of the variables not in X3 appears in at most d clauses. Now recall that
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since val(φ) < 1−ε, any full assignment falsifies at least εM clauses. So any assignment
to the variables in X3 must falsify at least εM − 2βdN clauses from C3 (otherwise we
could augment X3 with any assignment to the other variables to satisfy more than
M − εM clauses). Simplifying, we find any assignment to the variables in X3 falsifies
at least
εM − 2βdN ≥ εN − 2βdN = (ε− 2βd)N
clauses.
Since we select β = ε
4d
, then the above expression is always larger than 0. In particular,
any assignment to the variables in X3 falsifies at least εN/2 clauses.
Using the assignments from A∩B to the variables in X3, let the falsified clauses in C3
be F . Observe that if two variables from a clause in F occur in the same vertex, then
that vertex is not part of a valid copy of Kt,t(A,B). This is because both A and B
contain all the variables from all the clauses in F , hence if two variables from a clause
in F occur in the same vertex v ∈ L, then there is no edge between v and the vertex
in R containing the third variable of the clause.
Using the clauses from F , we can construct a set X of at least εN
4d
pairs of variables
such that each pair of variables share a clause, and no variable appears twice. We can
do this by going through F one clause at a time and from each clause add one pair
of variables to X, and then remove all clauses from F containing those two variables.





pairs. Again use Lemma 4.10 with |A| ≤ 2N and |X| ≥ εN
4d
to find that the












Again we can upper bound the number of copies of Kt,t by upper bounding the number
























Finally, if we select λ = ε log e
128d










4.3.5 Proof of Lemma 4.10
Lemma 4.10. Let A be a set of single-variable partial assignments. Let X be a set of pairs
of single-variable assignments such that every variable appears in at most one pair. Then
the probability that a random selection of ` distinct elements of A does not contain both







Proof. Let v be a random selection of ` distinct elements of A. Let Ei be the event that at
most one of the assignments in pair i of X appears in v, where 1 ≤ i ≤ |X|. The events
{E1, . . . , E|X|} are negatively correlated because if one pair is not contained in v then the















We now compute Pr[E1]. Let ((x1 = b1), (x2 = b2)) be the first pair of assignments from X.
The event E1 occurs if one of these two assignments do not appear in v. In other words,
Pr[Ei] = Pr[(x1 = b1) /∈ v ∨ (x2 = b2) /∈ v] = 1− Pr [(x1 = b1) ∈ v ∧ (x2 = b2) ∈ v] .
Observe that Pr [(x1 = b1) ∈ v ∧ (x2 = b2) ∈ v] =
(|A|−2`−2 )
(|A|` )
, which is at least `
2
2|A|2 .














4.4 Limitations of this Reduction Technique
There were a number of upper bounds used in the proof of Theorem 1.3. In particular, Claims
4.6 and 4.7 use upper bounds that are not tight in general. It is natural to ask whether tighter
bounds in the argument could give stronger hardness results. In the proposition below we





in Gφ,` that demonstrate the limitations of the reduction
technique.
Proposition 4.11. Let φ be a 3Sat formula with N variables and M clauses from the
output of Theorem 4.4 (Dinur’s PCP Theorem). If val(φ) = 1− γ < 1− ε for some constant











, where n is the number of vertices in Gφ,`.
Proof. Let A be an assignment to all N variables that satisfies (1 − γ)M clauses of φ, and





-subgraph of Gφ,` corresponding to the assignment A. Observe that
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• all the vertices in S correspond to consistent assignments, and
• there are γM clauses that are falsified in φ by the assignment A, and γM ≤ γdN since
each variable occurs in at most d clauses.
So the missing edges in S can only be as a result of falsified clauses. For each falsified clause
Ci(xi,1, xi,2, xi,3) on variables xi,1, xi,2 and xi,3, we want to upper bound the number of pairs









ways to select two sets of ` variables such that one set contains at least two of







ways to select two sets of ` variables such that xi,1, xi,2, xi,3 all appear in one set.
These are the only ways to falsify a clause between two vertices in S, so we can upper bound
































we find that for any constant ` and γ, the subgraph




































subgraph in Gφ,` with density at least 1−Θ(n−δ), where δ = 2/`. This suggests that in order
to prove stronger hardness results we need to use a different reduction than the reduction




Aside from DkS, there is a second very common approximation of the Clique problem. On
input G, instead of finding a subgraph with maximal density, the output of MaxClique is
a clique of maximal size (the size of the maximal clique is called the clique number). This
problem has been studied extensively. MaxClique hardness results are shown by proving
hardness for the decision version of the problem. In particular, it has been shown that for
any constant ε > 0, it is NP-hard to distinguish between graphs with clique number larger
than n1−ε and graphs with clique number less than nε [19, 32]. This has been strengthened






in polynomial time [13].
DkS and MaxClique appear to be similar problems, but the algorithms and hardness
results are not easily transferable. This disconnection has been mentioned a few times
[3, 18, 9]. To demonstrate this point, Proposition 5.1 constructs two graphs with the same
clique number, but with very different densities.
Proposition 5.1. There exists two graphs, each on n vertices, with the same clique number
of
√
n but with densities that have an additive difference of at least 1− 2√
n
.
Proof. Let G1 and G2 be two graphs on n vertices defined as follows.




n vertices per part.
• Let G2 be a graph with a clique of size
√
n and with no other edges.
First observe that the clique number of both G1 and G2 is
√
n. For G2 this is obvious, but
for G1 observe that we can find a clique of size
√
n in G1 by selecting one vertex from each
part. Further, this is the maximum sized clique because we cannot select more than one
vertex per part.
































Despite the above observation, in Section 5.1 we show that hardness results for the decision
version of MaxClique translate to weak hardness results for the GapDkS(α) problem
with k = Ω(n). With this approach, stronger hardness results for MaxClique would
correspond to stronger hardness results for GapDkS(α). This appears promising, however
based on algorithms for approximating MaxClique we show that this method cannot prove
hardness results for GapDkS(α) that beat Theorem 1.3.
5.1 GapDkS(α) Hardness from MaxClique Hardness
In this section we prove the following theorem by translating hardness results for the decision
version of MaxClique into hardness results for GapDkS(α). We note that this hardness
result was also proved in Proposition 4.3 as a warmup to the proof of Theorem 1.3.




As mentioned above, the main hardness of approximation results for MaxClique show
that it is NP-hard to distinguish between graphs with a clique of size n1−ε and graphs for
which no graph has size larger than nε [19, 22, 24]. Since the YES instances are graphs with
cliques of size o(n), these results cannot be used to give hardness for GapDkS(α) when
k = Ω(n). Instead, we first prove a simple MaxClique hardness result that can be used
for the k = Ω(n) case.
Lemma 5.3. For some constant ε > 0, it is NP-Hard to distinguish between graphs with a
clique number of n/3 and graphs with a clique number less than (1 − ε)n/3, where n is the
number of vertices in the graph.
Proof. For any 3Sat instance ψ, apply Theorem 4.4 (Dinur’s PCP theorem) to create a 3Sat
instance φ such that if val(ψ) = 1 then val(φ) = 1, and if val(ψ) < 1 then val(φ) < 1− ε for
some constant ε.
Let N be the number of variables in φ, and M be the number of clauses. Now construct a
graph Gφ as follows.
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• Let the clauses of φ be labelled C1, . . . , CM . For each clause Ci(xi,1, xi,2, xi,3) in φ,
add 3 vertices to Gφ where each vertex corresponds to a single-variable assignment to
xi,1, xi,2, xi,3 that would satisfy the clause. For example, if the clause is (x1∨x2∨¬x3),
then we add a vertex corresponding to the assignment x1 = 1, a vertex corresponding
to the assignment x2 = 1, and a vertex corresponding to the assignment x3 = 0.
• There is an edge between two vertices if the two vertices are from different clauses and
the two corresponding single-variable assignments are consistent.
With this reduction, Gφ has n = 3M vertices.
1 First observe that if φ is satisfiable then
there exists a clique of size M = n/3 corresponding to a satisfying assignment.
In the case that val(φ) < 1− ε, we make the observation that if Gφ contained a clique of size
(1− ε)M , then we could construct an assignment to satisfy at least (1− ε)M clauses. This
is because two vertices coming from the same clause cannot be adjacent, and so a clique of
size (1− ε)M would correspond to satisfying (1− ε)M clauses with consistent single-variable
assignments. This is a contradiction with val(φ) < 1 − ε. Hence, when val(φ) < 1 − ε then
the clique number of Gφ is less than (1− ε)M = (1− ε)n/3.
So if we could distinguish between graphs with a clique number of n/3 and graphs with clique
number less than (1 − ε)n/3 in polynomial time, then we could decide 3Sat in polynomial
time.
In order to translate Lemma 5.3 to a GapDkS(α) hardness result, we need Turán’s Theorem
[31]. Turán’s Theorem relates the clique number with the maximum number of edges that
can exist in a graph.
Theorem 5.4 (Turán’s Theorem). Let G = (V,E) be a graph on n vertices and let k ≤ n−1.





This theorem tells us that G1 from Proposition 5.1 is in fact the highest density graph that
has a clique number at most
√
n.
We now complete the proof of Theorem 5.2.




Proof. Let G be a graph on n vertices. Lemma 5.3 states that in general it is NP-hard to
distinguish between the case that G has a n/3-clique and the case that the largest clique in
G is less than (1− ε)n/3.
1If any clause has less than 3 variables, then by adding dummy variables we ensure that every clause has
exactly 3 variables.
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In the case when the graph has no clique larger than (1− ε)n/3, let S be any n
3
-subgraph of
G. We apply Turán’s theorem, with k = (1 − ε)n/3, to find that the number of edges in S

































The above expression simplifies to 1 − 3ε
(1−ε)(n−3) , so by selecting c =
3ε
1−ε and we find that






Hence, if for any G we could distinguish between the cases:
• G contains a clique of size n/3, and
• Every n
3
-subgraph of G has density at most 1− c/n, for some constant c,
in polynomial time, then we could solve any problem in NP in polynomial time.
5.2 Limitations of MaxClique Hardness Results
If it was possible to start with a stronger MaxClique hardness result than Lemma 5.3,
then it would be possible to prove stronger hardness results for GapDkS(α) using the above
method. There exist very strong hardness results for MaxClique, and so this appears
promising. If it is NP-hard to distinguish between graphs with clique number Ω(n) and
graphs with clique number no(1), then we could significantly strengthen Theorem 5.2 to beat
the result from Theorem 1.3.
Unfortunately, the best hardness results [19, 32, 22, 24] do not show this type of hardness
result. Further, this type of hardness result is ruled out by a MaxClique approximation
algorithm by Boppana and Halldórsson [8].
Theorem 5.5 (Boppana, Halldórsson 1992). Let G be a graph on n vertices with a clique of
size n/c for some constant c > 1. There exists a polynomial-time algorithm to find a clique







Theorem 5.5 tells us that, in polynomial time, it is possible to distinguish between the cases
that G has a clique of size Ω(n), and the case that G has no clique larger than nΩ(1). Hence it
is not possible to use MaxClique hardness results directly to get stronger hardness results
for GapDkS(α) when k = Ω(n).
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Chapter 6
Discussion and Open Problems
Informally, this thesis proves that GapDkS(α) with k = Ω(n):
• is NP-hard to solve when α > 1−O(n−δ) for any constant δ > 0,
• can be solved in randomized polynomial time when α < 1− Ω(1/ log n), and
• can be solved in polynomial time when α < 1− ε for any constant ε > 0.
There are two immediate questions for the GapDkS(α) problem with k = Ω(n).
Question 1: Can we close the gap by proving stronger hardness results or finding better
algorithms? Is there an α range where the problem is neither NP-hard nor in P?
Question 2: Can GapDkS(α) be solved in deterministic polynomial time when α < 1 −
Ω(1/ log n)? In other words, can we derandomize the algorithm from Theorem 1.2 and
still have a polynomial-time algorithm.
For Question 1, Proposition 4.11 suggests that in order to prove stronger hardness results
we need to use a different reduction than the reduction used in Chapter 4. However, it is
possible the neither hardness results or algorithms can be strengthened. It is known that for
general k, assuming ETH, solving GapDkS(α) when α is a constant requires nΘ(logn) time,
and there are algorithms that match this bound [9, 16]. This suggests that GapDkS(α)
with α constant lies somewhere between P and NP-Complete. Perhaps there is an α range
when k = Ω(n) which also requires nΘ(logn) time.
Beyond the k = Ω(n) restriction, there are a few natural extensions of this work.
Question 3: Can the simplified clique testing algorithm from Theorem 1.2 be used to solve
GapDkS(α) on general k?
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Question 4: Can we use similar techniques to study the GapDkS(β, α) problem when
k = Ω(n)?
In general, the complexity of the GapDkS(α) and GapDkS(β, α) problems are still mostly
unknown. GapDkS(α) can be solved in nO(logn) time when α is a constant [16], suggesting
that it is unlikely to be NP-hard when α is a constant. We expect that when α = 1− ε for
some ε = o(1) there is a threshold for when the problem becomes NP-hard.
GapDkS(β, α) is conjectured to be NP-hard when β/α is some polynomial [27], but it has
not been shown to be NP-hard when β/α is a constant. This leaves a large gap between the
best polynomial-time algorithms which solve GapDkS(β, α) when β/α is roughly n1/4 [7].
We hope that our continued work on the GapDkS(α) problem when k = Ω(n) helps to
determine the complexity of the more general problems.
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