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Abstract: Automatic face recognition technology has attracted a great amount of attention from both 
academia and industry in the recent trends. It is usually possible for practical recognition systems to 
capture multiple face images from each subject. Selecting face images with high quality for recognition is 
a promising stratagem for improving the system performance. We propose a simple and flexible 
framework for face image quality assessment, in which multiple feature fusion and learning to rank are 
used. The proposed method is simple and can adapt to different recognition methods. To demonstrate the 
overall effectiveness of the proposed method, we use heuristic criteria for data selection in our 
experiments. 
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I. INTRODUCTION 
Many researchers have been proposed for 
identifying or verifying personal identities based on 
face images [1]–[3]. However, the effectiveness of 
automatic face recognition is challenged by 
variations in illumination, pose, occlusion and 
expression in the captured face images [4] largely 
because the face image acquisition process is non-
contact in nature. Such problems become even 
more serious in real applications with 
uncooperative users and uncontrolled 
environments. Human face is believed to be an 
ideal biometric feature for personal authentication 
because it is universal, discriminative, non-
intrusive, and easy to obtain.  
During the past two decades, automatic face 
recognition technology has attracted a great amount 
of attention from both academia and industry. 
Although many approaches have been proposed for 
improving the robustness of face recognition 
against different kinds of face image quality 
degradation [5]–[7], it is still widely understood 
that most face recognition methods achieve better 
performance on high quality face images [8]. Take 
face verification vendor tests for example. In the 
Multiple Biometrics Evaluation (MBE) organized 
by NIST in year 2010, on a face database consists 
of high quality visa photo images, the lowest error 
rate reported was 0.3% (False Rejection Rate at 
False Acceptance Rate = 0.001) [9]. However, on 
the LFW database [10] made up of wild face 
images collected from the web, the latest reported 
result indicates a corresponding error rate of no less 
than 18% [11], which is nearly two orders of 
magnitude worse than that in MBE. 
In many practical video based face recognition 
systems, it is actually possible to acquire multiple 
face images from the target subjects. Selecting high 
quality face images for recognition can not only 
improve the system robustness and suppress false 
alarms, but also reduce the overall computation 
load considering that face feature extraction is 
usually complex. Berrani and Garcia were among 
the first to study this problem and proposed to use 
robust PCA for removing low quality face images 
as outliers [12]. This method, however, cannot be 
applied in situations like video surveillance in 
which low quality face images dominate.  
A more straightforward approach to solve this 
problem is face image quality assessment, of which 
most existing methods are based on the analysis of 
specific facial properties. Yang et al. adopted a tree 
structure for pose estimation and used the results 
for evaluating face image quality [13]. Gao et al. 
proposed to use the degree of facial asymmetry to 
quantify the face quality degradation caused by 
non-frontal illumination and poses [14]. Sellahewa 
et al. directly used the universal image quality 
index [15][16] for measuring the face image quality 
in terms of illumination distortion in comparison to 
a specified reference face image [17].Wong et al. 
proposed a  patch based probabilistic model for 
quality assessment trained on reference face images 
with frontal poses, uniform illumination and neutral 
expressions [18]. However, the effectiveness of 
these methods are limited by the applicability of 
the artificially defined facial properties and 
empirically selected reference face images. To 
solve this problem, we propose a simple and 
flexible framework for face image quality 
assessment, in which multiple feature fusion and 
learning to rank are used. 
II. SYSTEM DESIGN MODEL 
A big difference between ordinary data privacy and 
video data privacy is the amorphous nature of the 
latter, and the difficulty in processing it 
N. Siddartha* et al. 
  (IJITR) INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY AND RESEARCH 
  Volume No.4, Issue No.5, August – September 2016, 3844–3847.  
2320 –5547 @ 2013-2016 http://www.ijitr.com All rights Reserved.  Page | 3845 
automatically to extract useful information. A 
video clip can convey negligible amounts of 
information   or may contain very detailed and 
specific information. Privacy is hard to define, even 
for explicit textual information such as name, 
address and social security number fields in a 
database, knowledge of which can be used for 
identity theft, fraud and the mining of copious 
information about the individual from other 
databases. 
III. FACE NORMALIZATION 
Ideally, only image pixels inside the human face 
should be used for assessing face quality. This can 
be realized, for example, by locating contour 
landmarks and generating a specific mask for each 
face in the image. However, this can be time 
consuming and may cause difficulties in 
subsequent feature extraction due to shape 
irregularity. 
 
Fig. 1. Face normalization using smallest 
enclosing circle. 
 
Fig. 2. Structure of the CNN for landmark 
location. 
On the other hand, most face detectors [19] simply 
output square bounding boxes which obviously 
deviate from human face shapes and may contain a 
considerable amount of non-face information. In 
addition, in-plane rotation of faces should not be 
treated as quality degradation since most face 
recognition systems are able to handle it properly 
[4]. Based on all these considerations, we propose 
the face normalization process shown in Fig. 1. Fig. 
1(a) shows the face detection [19] result on an 
image from the LFW database. The detected face 
area is then resized to pixels and passed to a CNN 
(Convolutional Neural Network) for landmark 
location [20].We use the eye/mouth corners 
because these landmarks are clearly defined and 
covermost face regions. Fig. 2 shows the structure 
of the CNN which contains three convolution 
layers and three downsampling layers. 
Altogether 164 convolution kernels of size are used 
and the output of the network is the vector form of 
the landmark coordinates. We randomly select 
10000 images from LFW for training and the 
remaining images are used for testing. The average 
landmark location error is 1.4 pixels on the test set. 
Fig. 1(b) shows the located landmarks. To 
normalize the face area and eliminate in-plane 
rotation, we first calculate the center and radius of 
the smallest circle that enclose all the landmarks 
using the linear time algorithm proposed in 
[21].We then place a rectangle of size centered at 
as is shown in Fig. 1(c). Obviously, all the 
landmarks are guaranteed to be enclosed by . 
Suppose the coordinates of the four eye corners are 
, the orientation of the rectangle can be determined 
by equation (1), in which and are the mean values 
of the horizontal and vertical coordinates 
respectively. Thus, the shorter side of is parallel to 
the line that best fits the four eye corners. The 
normalized face area in Fig. 1(d) can thus be 
achieved by rotating the rectangular area inside 
around by angle, 
 
More face normalization results on LFW images 
are shown in  Fig. 1(e), (f), (g). It can be observed 
that the normalized faces are compact and 
guaranteed to contain main facial parts. The 
normalized faces are then used as inputs to the face 
quality assessment process to be introduced in the 
next section. The proposed normalization method is 
somewhat robust to inaccuracy in landmark 
location. Nevertheless, in case that multiple 
landmarks are significantly incorrectly located 
simultaneously, the normalization result may 
deteriorate and lead to a low face quality assessing 
result. This problem, however, can be tolerated in 
our work considering that such a situation, for most 
cases, does indicate very low face quality. 
IV. FACE QUALITY ASSESSMENT 
It is in general difficult to explicitly define and 
quantify the quality of a face image. There have 
been mainly two approaches for solving this 
problem in previous research. The first one is to 
empirically use certain facial properties, such as the 
resolution, pose angle, or illumination parameters, 
to quantify face image quality [13][14]. The second 
one is to compare a face image to selected 
‘standard’ faces and use their discrepancies for 
measuring face quality [17][18]. Both approaches 
are inflexible and lack of applicability since neither 
of them has taken into account the possible 
differences among face recognition methods. For a 
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face recognition algorithm good at solving the 
occlusion problem [7], Fig. 1(g) is probably more 
preferable than Fig 1(f). On the contrary, for a 
recognition method in which poses can be properly 
handled [6], Fig. 1(f) should be considered of 
higher quality. Also, face image quality should be 
considered in a relative manner. For most 
recognition methods, Fig. 1(d) is better than Fig. 
1(f) but worse than Fig 1(e) in terms of face 
quality. Based on the above considerations, we 
propose a simple and flexible face quality 
assessment approach based on learning to rank 
[22]. Suppose a face recognition method is tested 
on two different face databases and ; and the 
recognition performance on is better than it is on .  
This indicates that for this specific recognition 
method, face images in have higher quality than 
those in . We note this as . Let and be two images 
selected from and respectively; and let be the 
function that transform a face image to a feature 
vector. Define a linear form quality assessment 
function ,and our goal is to find the value of rank 
weight that satisfies  as many constraints in 
equation (2) as possible. Also, images in the same 
face database should be considered of similar face 
quality. This can be expressed by the equality 
constraints in equations (3) and (4). Considering 
the ranking nature of this formulation, we name the 




The above problem formulation is identical to that 
in [23] and thus can be transformed into a convex 
max-margin formulation shown in equation (5) by 
introducing non-negative slack variables. , and are 
constants balancing the degree of slackness 
allowed by the corresponding constraints. The 
primal optimization problem defined by equation 
(5) can be efficiently solved using Newton’s 
method. The proposed formulation can be extended 
to multiple databases and features. For multiple 
feature fusion, we use a two level learning 
stratagem. 
V. SIMULATION RESULTS 
To demonstrate the overall effectiveness of the 
proposed method, we use heuristic criteria for data 
selection in our experiments. Three sets of data and 
are prepared. Consists of face images selected from 
face databases collected in controlled 
environments, such as FERET, FRGC and a 
Chinese ID card photo database in our laboratory. 
Consists of face images selected from two real 
world face databases: LFW [10] and AFLW. 
Consists of non-face natural images in which the 
face detector [19] generates false positive detection 
results. Each dataset contains 6000 images and 
among which 5000 are used for training and 1000 
are used for testing. 
VI. CONCLUSION 
We propose to apply the proposed method to a 
specific face recognition system; we suggest 
selecting the training datasets accordingly for 
achieving better performance. To formulate the 
face image quality assessing problem in a relative 
manner and use learning to rank for solving it. For 
practical systems, the proposed RQS value can be 
used for improving face detection robustness, 
controlling the face quality in registration and 
selecting high quality images for recognition. It is 
also possible to use RQS for evaluating the 
confidence of different face images in multi-
instance face recognition 
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