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Abstract
Let G be a topological commutative semigroup with unit. We
prove that a continuous function f : G→ C is a generalized exponen-
tial polynomial if and only if there is an n ≥ 2 such that f(x1+. . .+xn)
is decomposable; that is, if f(x1 + . . . + xn) =
∑k
i=1 ui · vi, where
the function ui only depends on the variables belonging to a set
∅ 6= Ei ( {x1, . . . , xn}, and vi only depends on the variables belonging
to {x1, . . . , xn} \ Ei (i = 1, . . . , k).
1 Introduction and main results
Let X be a nonempty set. A function of n variables F : Xn → C is called
decomposable of order k if there are functions ui, vi : X
n → C (i = 1, . . . , k)
such that F =
∑k
i=1 ui · vi and, for every i = 1, . . . , k, ui only depends on the
variables belonging to a set ∅ 6= Ei ( {x1, . . . , xn}, and vi only depends on
the variables belonging to {x1, . . . , xn}\Ei. For example, if G is a semigroup
and f : G → C satisfies a Levi-Civita equation f(xy) =
∑k
i=1 ai(x) · bi(y)
(x, y ∈ G), then f(xy) is decomposable of order k.
The following remarkable result was proved by Ekaterina Shulman in [5,
Theorem 6]. Let G be a topological semigroup with unit. If a continuous
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function f : G→ C is such that f(x1 · · ·xn) is decomposable for some n > 1,
then f is an almost matrix function.
A function is a matrix function if f(xy) satisfies a Levi-Civita equation.
The function f is an almost matrix function if, for every finite set E ⊂ G,
there is a finite dimensional subspace of C(G) containing f and invariant
under the subsemigroup generated by E. It was also shown by Shulman that
if G is the union of an increasing net of topologically p-generated subsemi-
groups, then, whenever f ∈ C(G) is such that f(x1 · · ·xn) is decomposable
for some n > 1, then f is a matrix function. In particular, if f ∈ C(Rp)
is such that f(x1 + . . . + xn) is decomposable for some n > 1, then f is an
exponential polynomial ([5, Corollary 8]).
In this note our aim is to prove that in the commutative case, if f(x1 +
. . . + xn) is decomposable, then f is necessarily a generalized exponential
polynomial. The relevant definitions are as follows.
Let G be an Abelian topological semigroup with unit, written additively.
Let C(G) denote the set of complex valued continuous functions defined on
G. The difference operator ∆h is defined by ∆hf(x) = f(x + h) − f(x)
(x ∈ G) for every h ∈ G and f : G → C. A function f ∈ C(G) is a
generalized polynomial, if there is an n ≥ 0 such that ∆h1 . . .∆hn+1f = 0 for
every h1, . . . , hn+1 ∈ G. The smallest n with this property is the degree of f ,
denoted by deg f . The degree of the identically zero function is −1. The set
of generalized polynomials will be denoted by GP.
A function m ∈ C(G) is an exponential, if m 6= 0 and m(x + y) =
m(x) ·m(y) for every x, y ∈ G. The functions of the form
∑s
i=1 pi ·mi, where
pi ∈ GP and mi is an exponential for every i = 1, . . . , s are called generalized
exponential polynomials. The set of generalized exponential polynomials will
be denoted by GEP.
In the rest of the paper we assume that G is a commutative unital semi-
group written additively. Our main result is the following.
Theorem 1. For every continuous function f ∈ C(G) the following are
equivalent.
(i) There is an n ≥ 2 such that f(x1 + . . .+ xn) is decomposable.
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(ii) f is a generalized exponential polynomial.
It is easy to see that if f(x1 + . . . + xn) is decomposable, then so is
f(x1 + . . . + xn′) for every n
′ > n. Thus (i) is equivalent to the statement
that f(x1 + . . .+ xn) is decomposable for every n large enough.
Note that the class GEP is contained in the class of almost matrix func-
tions, and the containment, in general, is strict (see [5, example 1, p. 18]).
Therefore, Theorem 1 is more precise than [5, Theorem 6] (in the commuta-
tive case).
Let f =
∑s
i=1 pi · mi, where m1, . . . , ms are distinct exponentials and
p1, . . . , ps are nonzero generalized polynomials. Then the degree of f is defined
by deg f =
∑s
i=1(1 + deg pi) if mi 6= 1 for every i = 1, . . . , s, and by deg f =
−1 +
∑s
i=1(1 + deg pi) if mi = 1 for one of the i’s. If f = 0, then we put
deg f = −1.
It is well-known that every f ∈ GEP, f 6= 0 has a unique representation
of the form
∑s
i=1 pi · mi, where m1, . . . , ms are distinct exponentials and
p1, . . . , ps are nonzero generalized polynomials. (For Abelian groups this is
proved in [6, Lemma 4.3, p. 41] and in [4, Lemma 6]. It is easy to check that
the proof of [4, Lemma 6] works in Abelian semigroups as well.) Thus deg f
is well-defined for every f ∈ GEP. It is clear that deg f equals the usual
degree of f if f ∈ GP.
The following result gives the direction (ii)=⇒(i) of Theorem 1.
Theorem 2. Let f =
∑s
i=1 pi · mi, where pi ∈ GP, pi 6= 0 (i = 1, . . . , s),
and m1, . . . , ms are distinct exponentials. Put n0 = max1≤i≤s deg pi and k =
deg f .
(i) If mi 6= 1 for every i = 1, . . . , s, then f(x1 + . . . + xn) is decomposable
of order k for every n > n0.
(ii) If mi = 1 for one of the indices i = 1, . . . , s, then f(x1 + . . . + xn) is
decomposable of order k + 1 for every n > n0.
Proof. It is enough to prove the theorem in the special case when s = 1.
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The function of i variables A : Gi → C is called i-additive, if it is additive
in each of its variables (the other variables being fixed). A function fi : G→
C is a monom of degree i, if there exists a symmetric and i-additive function
Ai such that fi(x) = Ai(x, . . . , x) for every x ∈ G.
Let p ∈ GP be given, and let deg p = k. Then p =
∑k
i=0 fi, where fi
is a monom of degree i for every i = 1, . . . , k, and f0 is constant. (See [3,
Theorem 3].) Suppose fi(x) = Ai(x, . . . , x) (x ∈ G), where Ai is symmetric
and i-additive for every i = 1, . . . , k. If 1 ≤ i ≤ k, then
fi(x1+ . . .+ xk+1) = Ai(x1 + . . .+ xk+1, . . . , x1 + . . .+ xk+1) =
=
k+1∑
j1,...,ji=1
Ai(xj1, . . . , xji).
Since i < k + 1, each term of the sum depends on the variables belonging to
a proper subset of {x1, . . . , xk+1}. Grouping the terms appropriately we find
that
fi(x1 + . . .+ xk+1) =
k+1∑
j=1
ui,j (i = 1, . . . , k),
where ui,j does not depend on xj (j = 1, . . . , k+1). Putting uj =
∑k
i=1 ui,j+
(f0/(k + 1)), we obtain
p(x1 + . . .+ xk+1) = f0 +
k∑
i=1
k+1∑
j=1
ui,j =
k+1∑
j=1
uj · 1, (1)
where uj does not depend on xj (j = 1, . . . , k+1). Therefore, if p ∈ GP and
deg f = k, then p(x1 + . . .+ xk+1) is decomposable of order k + 1, and then
so is p(x1 + . . .+ xn) for every n > k.
Let f = p ·m, where p ∈ GP, deg p = k ≥ 0 and m is an exponential. If
m = 1, then deg f = k, and we obtain that (ii) holds in this special case.
Supposem 6= 1. Multiplying (1) bym(x1+. . .+xk+1) = m(x1) · · ·m(xk+1),
we find that f(x1+ . . .+ xk+1) is decomposable of order k + 1, and then the
same is true for f(x1 + . . . + xn) for every n > k. By m 6= 1, we have
deg f = k + 1, and thus f satisfies (i) (with k + 1 in place of k).
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We note that the bound k + 1 in (ii) cannot be replaced by k, as the
following example shows. Let Fω denote the free Abelian group generated
by countable infinitely many generators. We shall represent Fω as
Fω = {(t1, t2, . . .) : ti ∈ Z (i = 1, 2, . . .), ∃ i0, ti = 0 (i > i0)},
where the sum of the elements (t1, t2, . . .) and (y1, y2, . . .) is (t1+y1, t2+y2, . . .).
We take the discrete topology on Fω.
Let q(x) =
∑∞
i=1 t
2
i for every x = (t1, t2, . . .) ∈ Fω. Then q ∈ GP and
deg q = 2. We prove that q(x1 + . . . + xn) is not decomposable of order 2
for any n ≥ 2. Indeed, q(x1 + x2) is not decomposable (of any order), since
otherwise the translates of q would span a linear space of finite dimension,
which is not the case (see [7]). Let n ≥ 3, and suppose that q(x1 + . . .+ xn)
is decomposable of order 2. Then we have
q(x1 + . . .+ xn) = u1 · v1 + u2 · v2,
where the function ui only depends on the variables belonging to a set
∅ 6= Ei ( {x1, . . . , xn}, and vi only depends on the variables belonging
to {x1, . . . , xn} \ Ei (i = 1, 2). It is easy to check that there are indices
1 ≤ j < k ≤ n such that xj and xk are separated by both E1 and E2; that
is, xj ∈ E1 and xk /∈ E1 or the other way around, and xj ∈ E2 and xk /∈ E2
or the other way around. Fixing xi at zero for every i 6= j, k we can see that
q(xj + xk) is decomposable of order 2, which is impossible.
The following result gives the direction (i)=⇒(ii) of Theorem 1.
Theorem 3. If f ∈ C(G) is such that f(x1 + . . .+ xn) is decomposable for
some n ≥ 2, then f ∈ GEP. More precisely, if f(x1+. . .+xn) is decomposable
of order k, then f ∈ GEP, and deg f ≤ k.
As (i) of Theorem 2 shows, the upper bound deg f ≤ k is sharp in The-
orem 3. We prove Theorem 3 in Section 3, using the results of the next
section.
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2 Lemmas
In this section we assume that G is a commutative unital semigroup written
additively. A function f : G → C is a polynomial, if f = P (a1, . . . , an),
where P ∈ C[x1, . . . , xn] and a1, . . . , an are continuous additive functions
mapping G into C. (These functions are called normal polynomials in [6].)
The functions of the form
∑k
i=1 pi ·mi, where pi is a polynomial and mi is
an exponential for every i = 1, . . . , k are called exponential polynomials. If
f ∈ C(G) then we denote by Vf the linear span of the translates of f .
Proposition 4. If f is an exponential polynomial, then deg f ≤ dimVf .
Proof. If f is a polynomial, then even the stronger statement deg f < dimVf
follows from [6, Lemma 2.8, p. 30]. We give a simple direct proof. We prove
by induction on n = deg f . If n = −1, then f = 0, Vf = {0}, and deg f =
−1 < 0 = dim Vf . Let n = deg f ≥ 0, and suppose that the statement is
true for smaller degrees. There exists an h ∈ G such that deg∆hf = n− 1.
Fixing such an h we find that f /∈ V∆hf , since the elements of V∆hf are of
degree ≤ n− 1. As V∆hf + 〈f〉 ⊂ Vf , it follows that dimVf > dimV∆hf . By
the induction hypothesis we have dimV∆hf > deg∆hf = n − 1, and thus
dimVf > n. This proves the statement for polynomials.
To prove the general statement, let f =
∑n
i=1 pi ·mi, where m1, . . . , mn
are distinct exponentials and p1, . . . , pn are nonzero polynomials. For every
i, we have Vpi·mi = mi · Vpi = {mi · p : p ∈ Vpi}, and thus
dimVpi·mi = dim Vpi ≥ 1 + deg pi.
It is well-known that pi · mi ∈ Vf for every i. (See, e.g., [4, Lemma 6].
Although the lemma is stated for groups, the proof works in every Abelian
semigroup.) Then we have Vf = Vp1·m1 + . . . + Vpn·mn , where the right hand
side is a direct sum, as Vpi·mi ∩
∑
j 6=i Vpj ·mj = {0} for every i = 1, . . . , n.
Therefore, we obtain
dimVf =
n∑
i=1
dimVpi·mi ≥
n∑
i=1
(1 + deg pi) ≥ deg f.
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We shall need the notion of modified difference operators introduced by
Almira and Sze´kelyhidi in [2]. If f, φ : G → C and h ∈ G, then we put
∆φ,hf(x) = f(x + h) − φ(h) · f(x) for every x ∈ G. The statement of the
following lemma is a consequence of [2, Theorem 17] and of [6, Theorem 8.12,
p. 68]. In order to make these note as self-contained as possible, we give an
independent direct proof.
Lemma 5. (i) Let f =
∑k
i=1 pi ·mi, where p1, . . . , pk are generalized poly-
nomials and m1, . . . , mk are exponentials. If ni > deg pi for every
i = 1, . . . , k, then we have
∆n1m1,h1 . . .∆
nk
mk ,hk
f = 0 (2)
for every h1, . . . , hk ∈ G.
(ii) Let m1, . . . , mk be different exponentials, and let n1, . . . , nk be nonnega-
tive integers. If f : G→ C is such that (2) holds for every h1, . . . , hk ∈
G, then f =
∑k
i=1 pi ·mi, where p1, . . . , pk are generalized polynomials,
and deg pi < ni for every i = 1, . . . , k.
Proof. (i) If m is an exponential, then we have
∆m,h pi ·mi = pi(x+ h) ·mi(x) ·mi(h)−m(h) · pi(x) ·mi(x) =
= [pi(x+ h) ·mi(h)− pi(x) ·m(h)] ·mi(x) =
= q(x) ·mi(x),
where q ∈ GP, deg q ≤ deg pi, and deg q < deg pi if m = mi. From this
observation the statement follows by induction on
∑k
i=1 deg pi.
(ii) First we prove the statement for k = 1. We have to prove that if m
is an exponential and ∆nm,hf = 0 for every h ∈ G, then f = p · m, where
p ∈ GP and deg p < n. If n = 0, then we interpret the condition as f = 0.
In this case we have f = 0 · m, where deg 0 = −1, and so the statement
is true. Let n > 0. It is easy to see that for every f : G → C we have
∆m,hf(x) = m(h) ·m(x) ·∆h(f/m)(x). Therefore, by induction we find
∆nm,hf = m(h)
n ·m ·∆nh(f/m) (h ∈ G). (3)
If ∆nm,hf = 0 for every h, then we obtain ∆
n
h(f/m) = 0 for every h. By
Djokovic´’s theorem this condition implies f/m ∈ GP and deg p ≤ n− 1 (see
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[3, Corollary 1]). Then, by f = (f/m) ·m, we obtain the statement of (ii)
for k = 1.
Suppose that k > 1 and the statement is true for k − 1. We argue by
induction on n = n1 + . . . + nk. If n = 0, then f = 0 =
∑k
i=1 0 · mi, and
the statement is true. Suppose that n > 0 and that the statement is true for
n− 1. By symmetry, we may assume n1 > 0. Let f be a function satisfying
the condition of (ii). Let h2, . . . , hk ∈ G be fixed, and put
f1 = ∆
n2
m2,h2
. . .∆nkmk ,hkf.
Then ∆n1m1,h1f1 = 0 for every h1 ∈ G. As we saw above, this implies f1 =
p·m1, where p ∈ GP and deg p < n1. Then ∆h∆
n1−1
h1
p = 0 for every h, h1 ∈ G,
and thus ∆m1,h∆
n1−1
m1,h1
f1 = 0 for every h, h1 ∈ G by (3).
Fix a h such that m1(h) 6= m2(h). Since the difference operators com-
mute, we find that
∆n1−1m1,h1∆
n2
m2,h2
. . .∆nkmk ,hk∆m1,hf = 0
for every h1, . . . , hk. By the induction hypothesis, this implies
∆m1,hf =
k∑
i=1
pi ·mi, (4)
where pi ∈ GP and deg pi < ni for every i. By the same argument we find
that
∆m2,hf =
k∑
i=1
qi ·mi, (5)
where qi ∈ GP and deg qi < ni for every i. We have
∆m1,hf(x)−∆m2,hf(x) = (m2(h)−m1(h)) · f(x),
and thus, subtracting (5) from (4) we get
(m2(h)−m1(h)) · f =
k∑
i=1
(pi − qi) ·mi.
Dividing by (m2(h)−m1(h)) we obtain the statement of (ii).
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Lemma 6. Let V be a linear subspace of GEP such that V 6= {0}, and
deg f ≤ N < ∞ for every f ∈ V . Then there are exponentials m1, . . . , mk
and positive integers n1, . . . , nk such that
(i)
∑k
i=1 ni ≤
{
N if 1 /∈ {m1, . . . , mk},
N + 1 if 1 ∈ {m1, . . . , mk};
(ii) every f ∈ V is of the form
∑k
i=1 qi ·mi, where qi ∈ GP and deg qi < ni
(i = 1, . . . , k);
(iii) there exists a function f0 ∈ V such that f0 =
∑k
i=1 pi·mi, where pi ∈ GP
and deg pi = ni − 1 for every i = 1, . . . , k, and
(iv) (2) holds for every f ∈ V and for every h1, . . . , hk ∈ G.
Proof. If f =
∑s
i=1 pi · mi, where m1, . . . , ms are distinct exponentials and
p1, . . . , ps are nonzero generalized polynomials, then we define the spectrum
of f as sp f = {m1, . . . , ms}. If f = 0, then we let sp f = ∅.
Put S =
⋃
f∈V sp f . We show that S has at most N+1 elements. Suppose
this is not true. Then there are functions f1, . . . , fn ∈ V such that
n⋃
i=1
sp fi = {m1, . . . , ms}, (6)
where m1, . . . , ms are distinct exponentials, and s ≥ N + 2. Let fi =∑s
j=1 pi,j · mj (i = 1, . . . , n), where pi,j ∈ GP for every i = 1, . . . , n and
j = 1, . . . , s. It follows from (6) that for every j = 1, . . . , s there is an i such
that pi,j 6= 0. If c1, . . . , cn ∈ C, then
n∑
i=1
ci · fi =
s∑
j=1
(
n∑
i=1
ci · pi,j
)
·mj
belongs to V . For every j, the set of n-tuples (c1, . . . , cn) with
∑n
i=1 ci·pi,j = 0
constitutes a linear subspace Lj of C
n. The linear subspace Lj is proper,
since pi,j 6= 0 for a suitable i, and thus (δ1,i, . . . , δn,i) /∈ Lj , where δk,i is
the Kronecker delta. Since
⋃s
j=1Lj ( C
n, there is an n-tuple (c1, . . . , cn)
such that
∑n
i=1 ci · pi,j 6= 0 for every j = 1, . . . , s, and then the spectrum
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of f =
∑n
i=1 ci · fi equals {m1, . . . , ms}. Then deg f ≥ s − 1 > N , which
contradicts the condition on V .
We proved that S has at most N + 1 elements. Let S = {m1, . . . , mk},
wherem1, . . . , mk are distinct exponentials, and k ≤ N+1. Then every f ∈ V
is of the form
∑k
i=1 qi ·mi, where qi = qi(f) ∈ GP for every i = 1, . . . , k. Since
deg f ≤ N for every f ∈ V , it follows that deg qi(f) ≤ N for every f ∈ V
and for every i = 1, . . . , k. Let ni = 1 + max{deg qi(f) : f ∈ V } for every
i = 1, . . . , k, and let fi ∈ V be such that deg qi(fi) = ni − 1 (i = 1, . . . , k).
The set of k-tuples (c1, . . . , ck) ∈ C
k such that deg
(∑k
j=1 cj · qi(fj)
)
<
ni−1 is a linear subspace Mi of C
k for every i = 1, . . . , k. We have Mi ( C
k,
as (δ1,i, . . . , δn,i) /∈ Mi. Thus Mi is a proper subspace of C
k for every i.
Therefore, we have
⋃k
i=1Mi ( C
k, and there is an k-tuple (c1, . . . , ck) such
that deg
(∑k
j=1 cj · qi(fj)
)
= ni−1 for every i = 1, . . . , k. Put f0 =
∑k
j=1 cj ·
fj; then f0 ∈ V , and (iii) holds.
We have f0 =
∑k
i=1 pi ·mi, where p1, . . . , pk are nonzero generalized poly-
nomials with deg pi = ni − 1 (i = 1, . . . , k). If 1 /∈ {m1, . . . , mk}, then
N ≥ deg f0 =
∑k
i=1 ni. On the other hand, if 1 ∈ {m1, . . . , mk}, then
N ≥ deg f0 = −1 +
∑k
i=1 ni, proving (i). Statement (ii) is obvious from the
construction. Finally, (iv) follows from (ii) and from Lemma 5.
Lemma 7. Let n,N be positive integers, and suppose that
(i) V is a linear subspace of GEP such that deg f ≤ N for every f ∈ V ,
and
(ii) W is a linear subspace of C(G) such that dimW ≤ n.
Then the number of exponentials contained in W + V is at most n+N + 1.
Proof. By the previous lemma, there are exponentials m1, . . . , mk such that
k ≤ N+1, and every f ∈ V is of the form
∑k
i=1 qi ·mi, where q1, . . . , qk ∈ GP.
We prove that there are at most n exponentials in W + V different from
m1, . . . , mk.
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Suppose this is not true, and let e1, . . . , en+1 ∈ W + V be distinct ex-
ponentials different from m1, . . . , mk. Let ei = wi + vi, where wi ∈ W and
vi ∈ V for every i = 1, . . . , n+1. Since dimW ≤ n, the elements w1, . . . , wn+1
are linearly dependent. That is, there are complex numbers c1, . . . , cn+1, not
all zero, such that
∑n+1
j=1 cjwj = 0. Then
n+1∑
j=1
cjej =
n+1∑
j=1
cjvj ∈ V.
Therefore, we have
∑n+1
j=1 cjej =
∑k
i=1 qi ·mi with suitable q1, . . . , qk ∈ GP.
However, the representation of this form is unique, and thus, if cj 6= 0 for a
j, then ej = mi for some i = 1, . . . , k, which is impossible.
Lemma 8. Let n,N be positive integers, and suppose that
(i) V is a linear subspace of GEP such that deg f ≤ N for every f ∈ V ,
(ii) W is a linear subspace of C(G) such that dimW ≤ n, and
(iii) F is a translation invariant linear subspace of W + V .
Then F ⊂ GEP, and deg f ≤ n+N for every f ∈ F .
Proof. Let m1, . . . , mk and n1, . . . , nk be as in Lemma 6. Then we have∑k
i=1 ni ≤ N +1 or
∑k
i=1 ni ≤ N according to whether or not mi = 1 for one
of the indices i = 1, . . . , k. By Lemma 7, the number of exponentials con-
tained in W + V is finite. Let mk+1, . . . , mk+s be the exponentials contained
in W + V and different from m1, . . . , mk.
We show that every function in F ∩ GEP is of the form
∑k+s
i=1 qi · mi,
where qi ∈ GP for every i. Suppose f ∈ F ∩ GEP and f =
∑t
j=1 pj · ej ,
where e1, . . . , et are distinct exponentials and p1, . . . , pt ∈ GP \ {0}. Since
F is a translation invariant linear space, it follows that ej ∈ F ⊂ W + V
for every j. Thus ej equals one of m1, . . . , mk+s for every j, proving the
statement.
For every h1, . . . , hk ∈ G we put h = (h1, . . . , hk) and
∆(h) = ∆
n1
m1,h1
. . .∆nkmk,hk .
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Fix h1, . . . , hk. By the choice of the numbers ni and by (iv) of Lemma 6, we
have ∆(h)v = 0 for every v ∈ V .
It is clear that F(h) = {∆(h)f : f ∈ F} is a translation invariant linear
subspace of F . If f ∈ F , then f = w + v for some w ∈ W and v ∈ V .
Then ∆(h)f = ∆(h)w +∆(h)v = ∆(h)w, and thus F(h) is a linear subspace of
W(h) = {∆(h)w : w ∈ W}. Clearly, W(h) is of dimension ≤ n, and then the
same is true for F(h).
Therefore, by a well-known theorem (see [6, Theorem 10.1] and the refer-
ences given on [6, p. 79]), each element of F(h) is an exponential polynomial.
By Proposition 4, deg φ ≤ n for every φ ∈ F(h). Therefore, by (i) of Lemma
5, we have
∆n+1m1,h1 . . .∆
n+1
mk+s,hk+s
∆(h)φ = 0
for every φ ∈ F(h) and for every hk+1, . . . , hk+s ∈ G. According to the
definition of ∆(h), this implies
∆n1+n+1m1,h1 . . .∆
nk+n+1
mk,hk
∆n+1mk+1,hk+1 . . .∆
n+1
mk+s,hk+s
f = 0
for every f ∈ F and for every h1, . . . , hk+s ∈ G. Then, by (ii) of Lemma 5, it
follows that F ⊂ GEP and supf∈F deg f <∞. We show that deg f ≤ n+N
for every f ∈ F .
Applying Lemma 6 with F in place of V , we find a set of indices J ⊂
{1, . . . , k + s} and positive numbers di (i ∈ J) such that every f ∈ F is
of the form
∑
i∈J qi · mi, where qi ∈ GP and deg qi < di (i ∈ J), and
there is a function f0 ∈ F such that f0 =
∑
i∈J pi · mi, where pi ∈ GP
and deg pi = di − 1 (i ∈ J). Therefore, we have
∑
i∈J di = deg f0 + 1 or∑k+s
i=1 di = deg f0 according to whether or not mi = 1 for one of the indices
i ∈ J .
We put ni = 0 for every i ∈ J \ {1, . . . , k}. We prove that∑
i∈J
(di − ni) ≤ n. (7)
Suppose this is not true, and let I denote the set of indices i ∈ J such that
di > ni. Then ∑
i∈I
(di − ni) ≥
∑
i∈J
(di − ni) > n. (8)
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Since f0 =
∑
i∈J pi · mi ∈ F and f is a translation invariant linear space,
we have pi · mi ∈ F for every i ∈ J . Moreover, Vpi·mi = mi · Vpi ⊂ F for
every i ∈ J . For every p ∈ GP we have deg∆hp = (deg p)− 1 for a suitable
h ∈ G, and thus Vp contains generalized polynomials of any degree between
0 and deg p. Let pi,j ∈ Vpi be such that deg pi,j = j for every i ∈ I and
ni ≤ j ≤ di − 1.
Let f1, . . . , ft be an enumeration of the functions pi,j · mi with i ∈ I
and ni ≤ j ≤ di − 1. Then the functions f1, . . . , ft belong to F , and t =∑
i∈I(di − ni) > n by (8). Since f1, . . . , ft ∈ F , we have fν = wν + vν , where
wν ∈ W , vν ∈ V (ν = 1, . . . , t). Now dimW ≤ n < t implies that there
are complex numbers c1, . . . , ct, not all zero, such that
∑t
ν=1 cν ·wν = 0. Let
f =
∑t
ν=1 cν ·fν . Then f ∈ F , and f =
∑t
ν=1 cν ·vν ∈ V . On the other hand,
f =
t∑
ν=1
cν · fν =
∑
i∈I
di−1∑
j=ni
ci,j · pi,j ·mi,
where ci,j (i ∈ I, ni ≤ j ≤ di − 1) is an enumeration of the numbers cν
(ν = 1, . . . , t). Thus f =
∑
i∈I qi · mi, where qi =
∑di−1
j=ni
ci,j · pi,j (i ∈ I).
If i ∈ I is such that ci,j is nonzero for at least one ni ≤ j ≤ di − 1, then
deg qi ≥ ni. If 1 ≤ i ≤ k, then deg qi < ni by the choice of ni, which is
impossible. If i ∈ J \ {1, . . . , k}, then ni = 0, and thus deg qi ≥ ni implies
qi 6= 0, contradicting the choice of m1, . . . , mk. Both cases are impossible, so
we must have (7).
Now we consider three cases. First we assume that mi 6= 1 for every
i ∈ J ∪ {1, . . . , k}. Then we have
∑k
i=1 ni ≤ N and thus, by (7), we obtain
deg f0 =
∑
i∈J
di ≤ n+
∑
i∈J
ni ≤ n+
k∑
i=1
ni ≤ n +N.
Next consider the case when mi = 1 for some i ∈ J . Then we have
∑k
i=1 ni ≤
N + 1 and thus, by (7), we obtain
deg f0 = −1 +
∑
i∈J
di ≤ n− 1 +
∑
i∈J
ni ≤ n− 1 +
k∑
i=1
ni ≤ n+N.
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Finally, if mi = 1 for some i ∈ {1, . . . , k} \ J , Then we have
∑
i∈J
ni <
k∑
i=1
ni ≤ N + 1
and thus, by (7), we obtain
deg f0 =
∑
i∈J
di ≤ n+
∑
i∈J
ni ≤ n+N.
Summing up: we have deg f0 ≤ n + N in each of the cases. Therefore, we
have deg f ≤ deg f0 ≤ n +N for every f ∈ F .
3 Proof of Theorem 3
We follow the argument of the proof of [5, Theorem 6]. We prove by induction
on n. If n = 2 and f(x1 + x2) is decomposable of order k, then f(x1+ x2) =∑k
i=1 ui(x1) · vi(x2) for every x1, x2 ∈ G. This implies that the translates
of f belong to the linear space generated by the functions u1, . . . , uk, and
thus Vf is of dimension ≤ k. Therefore, f is an exponential polynomial, and
deg f ≤ k by Proposition 4.
Let n > 2, and suppose that the statement is true for n − 1. Suppose
that f(x1 + . . .+ xn) =
∑k
i=1 ui · vi, where ui only depends on the variables
belonging to a nonempty set Ei ( {x1, . . . , xn}, and vi only depends on the
variables belonging to {x1, . . . , xn} \Ei (i = 1, . . . , k). Switching ui and vi if
necessary, we may assume that xn /∈ Ei for every i. We may also assume that
Ei = {x1, . . . , xn−1} for every i ≤ p, and Ei ( {x1, . . . , xn−1} for p < i ≤ k.
If p = 0, then substituting xn = 0 in f(x1 + . . . + xn) =
∑k
i=1 ui · vi we
can see that f(x1 + . . . + xn−1) is decomposable of order k. Then, by the
induction hypothesis, we have f ∈ GEP, and deg f ≤ k, and we are done.
Therefore, we may assume that p > 0. Note that the functions v1, . . . , vp
only depend on xn. We have
p∑
i=1
ui · vi = f(x1 + . . .+ xn)−
k∑
j=p+1
uj · vj . (9)
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We may assume that the functions v1, . . . , vp are linearly independent. Then
there are elements g1, . . . , gp ∈ G such that the determinant det |vi(gj)| is
nonzero (see [1, Lemma 1, p. 229]). Substituting xn = gν into (9) for every
ν = 1, . . . , p we obtain a system of linear equations with unknowns u1, . . . , up.
Since the determinant of the system is nonzero, we find that each of u1, . . . , up
is a linear combination of the right hand sides. None of u1, . . . , uk depends
on xn, so we obtain
ui = fi(x1 + . . .+ xn−1) +
k∑
j=p+1
uj · wi,j (i = 1, . . . , p), (10)
where f1, . . . , fp are functions of one variable mapping G into C, and wi,j only
depends on the variables belonging to the nonempty set {x1, . . . , xn−1} \ Ej
for every i = 1, . . . , p and j = p+ 1, . . . , k.
Substituting the right hand sides of (10) into f(x1+. . .+xn) =
∑k
i=1 ui ·vi
and rearranging the terms we obtain
f(x1+ . . .+ xn)−
p∑
i=1
fi(x1 + . . .+ xn−1) · vi(xn) =
=
p∑
i=1
k∑
j=p+1
uj · wi,j · vi(xn) +
k∑
i=p+1
uj · vj =
k∑
j=p+1
uj · zj ,
(11)
where zj =
∑p
i=1(wi,j · vi(xn) + vj). Note that, for every j = p + 1, . . . , k,
zj only depends on the variables belonging to {x1, . . . , xn} \ Ej, since each
function appearing in the definition of zj has this property.
Let Σ denote the set of (k+1)-tuples (φ, a1, . . . , ap, bp+1, . . . , bk) satisfying
the following conditions:
(i) φ ∈ C(G) and a1, . . . , ap : G→ C,
(ii) for every j = p+ 1, . . . , k, bj : G
n → C is a function only depending on
the variables belonging to {x1, . . . , xn} \ Ej , and
(iii)
φ(x1 + . . .+ xn)−
p∑
i=1
fi(x1 + . . .+ xn−1) · ai(xn) =
k∑
j=p+1
uj · bj (12)
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for every x1, . . . , xn ∈ G.
It is clear that Σ is a linear space over C under addition and multiplication
by complex numbers coordinate-wise.
Let F denote the set of functions φ ∈ C(G) such that
(φ, a1, . . . , ap, bp+1, . . . , bk) ∈ Σ (13)
for some a1, . . . , ap, bp+1, . . . , bk. By (11), we have f ∈ F . Since Σ is a linear
space over C, so is F .
We show that F is translation invariant. Let φ ∈ F and h ∈ G be
arbitrary. Let (φ, a1, . . . , ap, bp+1, . . . , bk) ∈ Σ. Then (12) holds for every
x1, . . . , xn ∈ G. Replacing xn by xn + g we obtain
Tgφ(x1 + . . .+ xn)−
p∑
i=1
fi(x1 + . . .+ xn−1) · Tgai(xn) =
k∑
j=p+1
uj · bj ,
where bj = T(0,...,0,g)bj . It is clear that bj only depends on the variables
belonging to {x1, . . . , xn} \ Ej . Therefore, we have
(Tgφ, Tga1, . . . , Tgap, bp+1, . . . , bk) ∈ Σ,
and Tgφ ∈ F .
Let V denote the set of functions φ−
∑p
i=1 ai(0) · fi such that (13) holds
for suitable functions bp+1, . . . , bk. It is clear that V is a linear space. If
v ∈ V , then (12) gives
v(x1 + . . .+ xn−1) =
k∑
j=p+1
uj · b˜j ,
where b˜j is obtained from bj by putting xn = 0. Since Ej is a proper subset
of {x1, . . . , xn−1} for every j = p + 1, . . . , k, we find that v(x1 + . . . + xn−1)
is decomposable of order k − p. By the induction hypothesis it follows that
V ⊂ GEP and deg v ≤ k − p for every v ∈ V .
Let W denote the linear span of f1, . . . , fp. It is clear that every φ ∈ F
is of the form w + v, where w ∈ W and v ∈ V . Therefore, by Lemma 8,
16
we have φ ∈ GEP and deg φ ≤ p + (k − p) = k. Since f ∈ F , the proof is
complete. 
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