Abstract In Part 2 of this two-part paper, documentation is provided of key aspects of a version of the AM4.0/LM4.0 atmosphere/land model that will serve as a base for a new set of climate and Earth system models (CM4 and ESM4) under development at NOAA's Geophysical Fluid Dynamics Laboratory (GFDL). The quality of the simulation in AMIP (Atmospheric Model Intercomparison Project) mode has been provided in Part 1. Part 2 provides documentation of key components and some sensitivities to choices of model formulation and values of parameters, highlighting the convection parameterization and orographic gravity wave drag. The approach taken to tune the model's clouds to observations is a particular focal point. Care is taken to describe the extent to which aerosol effective forcing and Cess sensitivity have been tuned through the model development process, both of which are relevant to the ability of the model to simulate the evolution of temperatures over the last century when coupled to an ocean model.
Introduction
A description of the simulation, in AMIP mode, provided by the AM4.0/LM4.0 atmosphere/land model has been provided in Zhao et al. (2018) (below referred to as Part 1). This model has roughly 100 km horizontal resolution, a relatively low top with 33 levels, and a ''light'' chemistry that allows simulation of aerosols from emissions but prescribes ozone and other oxidants. The land model assumes static vegetation. Models with more stratospheric resolution and with more comprehensive stratospheric and tropospheric chemistry will be described elsewhere. Aspects of the simulation that have been discussed in Part 1 include top-ofatmosphere (TOA) radiative fluxes, mean precipitation, surface pressure, surface land temperatures, zonalmean temperatures and zonal winds, extratropical transients, the Madden-Julian Oscillation (MJO), tropical storms, stratospheric variability, responses of precipitation and surface fluxes to sea surface temperature (SST) anomalies associated with the El Niño-Southern Oscillation (ENSO), the aerosols simulation, and the resulting Cess sensitivity and aerosol radiative forcing. The description of the simulation in Part 1 is necessarily incomplete but includes some impressive aspects of the simulation (e.g., TOA fluxes and surface responses to ENSO), some persistent problems (e.g., the ''Philippines hotspot'' in precipitation and the diurnal cycle of precipitation over land), and some aspects that are understandably deficient due to low horizontal or stratospheric resolution in this version (tropical storms and stratospheric influences on tropospheric winds, respectively).
The goal in Part 2 is to explain the key choices made in the development of the model, describe some sensitivities to model formulation and parameter values, and discuss the optimization strategy. The model formulation is first described in a series of sections, focusing on changes from previous GFDL models, AM2.1 (GFDL-GAMDT, 2004) , AM3 , and HiRAM (Zhao et al., 2009 ). The topics covered will be the atmospheric dynamical core, the radiation code and radiative forcing, the shallow and deep convection schemes, the orographic and nonorographic gravity wave drag formulation, the light chemistry and aerosol modules, the clouds and aerosol-cloud interaction scheme, the PBL and surface flux formulation, the land model, and the computational efficiency and workflow (sections 2-11). The sensitivity of the simulation to some of the choices within these model components is discussed within each section as appropriate, with particular attention to the choices in the convection, cloud, and orographic gravity wave drag schemes. We make a special effort to describe our optimization strategy for the simulation of clouds and TOA fluxes in section 12. Finally, we try to make clear the extent to which we have tuned toward values of RFP and Cess sensitivity in sections 13 and 14.
For studies of model sensitivity to changes in various parameterizations, we use simulations prescribed with no interannual variability of SSTs or sea-ice extent. The control we use for this purpose (referred to here as C0 and in Part 1 as 2010RAD) uses radiative forcing agents from 2010 and the climatological SSTs and seaice averaged for the 1981-2014 period based on the CMIP6 specification as described in Part 1. In general, C0 produces model mean climatology as well as the subseasonal to seasonal variability very similar to its corresponding AMIP simulations shown in Part 1. The quality of a model's simulation of present-day climatology and variability forced by this climatological SST, sea-ice concentration, and fixed radiative forcings is also well correlated to the quality of its corresponding AMIP simulation, thus this kind of climatological run has played an important role during the AM4 development and tuning processes.
Dynamical Core
AM4.0 uses the most recent version of the GFDL Finite-Volume Cubed-Sphere dynamical core (FV 3 ; Harris & Lin, 2013; Putman & Lin, 2007) developed for weather and climate applications at GFDL, NASA Goddard Space Flight Center, and at the National Centers for Environmental Prediction. FV 3 solves the hydrostatic primitive equations (with a runtime option to instead solve the nonhydrostatic fully compressible Euler equations) using the finite-volume solution method described by Lin and Rood (1997) based on the multidimensional monotone transport scheme of Lin and Rood (1996) , with the finite-volume pressure gradient force of Lin (1997) and Lagrangian vertical coordinate described by Lin (2004) . The dynamical core is broadly configured the same as in HiRAM and AM3 (AM2.1 utilizes an older version of the finite-volume code on a lat-lon grid), although many minor refinements, bug fixes, and performance improvements have been implemented.
One significant change in the configuration of the dynamics in AM4.0 is the use of a sixth-order divergence damping (described in Zhao et al., 2012) rather than the more diffusive second-order damping used in AM3. The divergence damping can have strong effects on the TC frequency in the model, with stronger damping resulting in more TCs, as described in Zhao et al. (2012) . We have not considered the overall frequency of TCs as a critical target for this 100 km resolution model, and we have not tuned the divergence damping strength to optimize TC numbers, which are, in any case, sensitive to the criteria used to count TCs. This issue is of more relevance for the tuning of higher resolution versions of the model. Also, the previous means of applying diffusion in the model-top sponge layer by the use of first-order upwind fluxes has been deprecated, and is replaced by a second-order horizontal hyperdiffusion. This allows finer control of the strength of the diffusive sponge-layer damping. In AM4.0, the sponge is only applied at the top two model levels, so is primarily meant to control noise rather than to prevent reflection of planetary waves. The model simulation in the stratosphere is sensitive to this change in the sponge but the convective gravity wave drag was adjusted to compensate for changes in the sponge to minimize changes in mean winds. In higher top versions of the model, we find that the sponge has less effect on the circulation and there is less need to adjust the convective gravity wave drag when the sponge is altered.
A concern when using the cubed-sphere grid is imprinting of the grid on the model's climatology. Figure 1 shows an example of the grid imprinting in AM3 in a plot of the climatological mean precipitation distribution in August, the season in which this distortion is most evident. The effect on precipitation of the northern edge of the cube face that passes through the North Pacific is especially visible. It is the large-scale rather than parameterized convective precipitation that suffers from this imprinting. This is the worst case of distortion that we have found in any single month in this field. In this figure, we plot the precipitation on the model's native cubed-sphere grid because interpolation to a lat-lon grid obscures this distortion. We also show the same result for AM4.0 in which the imprinting is hardly visible in any months that we have
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visualized. We have not had the opportunity to study the cause of this difference, but we presume that it is primarily due to the factor of two reduction in grid size in AM4.0.
The treatment of dissipation of kinetic energy and associated energy conservation is described in supporting information S1. The overall structure of the interaction between the dynamics and physics is unchanged from previous GFDL models. A distinguishing feature of this structure is the separation of the atmospheric code into two parts, which we refer to Atmosphere-down and Atmosphere-up, with the state of the land model updated between these two steps. This structure allows a fully implicit treatment of the diffusive fluxes in the atmosphere and land without any need for iteration, while retaining a fully modular separation between atmosphere and land models, as described in Balaji (2012) .
There are several distinct time steps in the model; from shortest to longest, these are the gravity wave and the Lagrangian dynamics step (both 150 s), the vertical remapping and the horizontal advection step 
(1,800 s), the physics and the land step (also 1,800 s), and the radiation steps, which differ for the shortwave (1 h) and longwave (3 h) computations. The choice of different radiation time steps for short and long waves is discussed in section 3.
Radiation
Both the longwave and shortwave components of the GFDL radiation code have been extensively benchmarked and updated for AM4. This represents the first significant update to the GFDL radiation code since AM2 (GFDL-GAMDT, 2004) , as the updates for AM3 were generally minor. The longwave and shortwave codes can be considered as independent and will be dealt with separately in the following. These updates and their resulting impact upon climate will be detailed in an upcoming paper. Here we summarize the key changes.
The longwave code continues to be based upon the simplified exchange approximation (SEA; Fels & Schwarzkopf, 1975; Schwarzkopf & Fels, 1991; Schwarzkopf & Ramaswamy, 1999) . For the AM4 version, we have retained the SEA approximation for H 2 O line calculations but have updated the spectral information used for other species. Random band coefficients for H 2 O, O 3 ; CO 2 ; N 2 O; CH 4 , and halocarbons were all updated from HITRAN 2000 (Rothman et al., 2003) to HITRAN 2012 (Rothman et al., 2013) , while the water vapor continuum was updated from CKD 2.1 (Clough et al., 1989) to MT-CKD 2.5 . The code also allows for and provides accurate calculation of radiative transfer at much higher quantities of CO 2 ; CH 4 , and N 2 O than previously. CO 2 amounts may be as high as 10,000 ppmv; CH 4 (N 2 O) amounts may range up to 6,000 (800) ppbv. The interpolation algorithm for these species has also been modified to increase code stability for the higher species amounts.
The most significant update to the longwave radiation code is the inclusion of the CO 2 bands in the 990-1,200 cm 21 range (commonly called the 10 lm band). While these weaker CO 2 lines have a small impact on forcing due to present-day CO 2 , they become increasingly significant for higher amounts of CO 2 . Accordingly, our 2010 effective radiative forcing (ERF) due to CO 2 (Pincus et al., 2016) increases by 10%. The ERF from quadrupling CO 2 increases from 7.74 to 8.46 W m 22 . This update also makes the GFDL radiation code estimate of CO 2 instantaneous clear-sky radiative forcing agree much better with clear-sky forcing estimates of a benchmark line-by-line radiation code (Paynter & Ramaswamy, 2012) . For example in the CIRC1 (Oreopoulos et al., 2012) , benchmark atmosphere (which represents a typical midlatitude summer case) the instantaneous forcing at the tropopause due to a quadrupling of CO 2 was previously 9% too small; now it is within 1% of the line-by-line calculation.
The impact of all the longwave updates on the control climatological simulation (C0) is modest. For example, the updates only alter the clear-sky OLR by 0.40 W m 22 and clear-sky downwelling surface radiation by 1.9 W m 22 . Nearly all of these changes are due to the water vapor continuum changing from CKD 2.1 to MTCKD 2.5. When benchmarked against a line-by-line radiation code these updates do not lead to a significant improvement, with both old and new code underestimating OLR by 2% in CIRC2 (a typical tropical profile) and 1% for CIRC4 (a typical Arctic summer case). We have identified the major causes of these underestimates, which are related to the treatment of O 3 and H 2 O and also to the neglect of bands above 2,200 cm 21 . An update to fix these issues is in preparation for future releases of AM4.
The shortwave code is an update of the 18 band formulation utilized in AM2 and AM3 simulations (Freidenreich & Ramaswamy, 2005) . We have updated the H 2 O; CO 2 , and O 2 formulations, and added parameterizations to account for shortwave absorption due to the CH 4 and N 2 O, based on line-by-line reference calculations utilizing a more recent version (2012) of the HITRAN catalog. In addition, we have incorporated the effects of the shortwave water self continuum (BPS 2.0), updated the foreign continuum from CKD 2.1 to BPS 1.1 (Paynter & Ramaswamy, 2012 , 2014 and added the effects of the O 2 and N 2 continua. Two specific improvements are (1) including additional exponential-sum-fit terms in the parameterization of H 2 O to now account for stratospheric absorption and improve tropospheric absorption and (2) utilizing the exponential-sum-fit technique to more accurately parameterize the CO 2 absorption. The impact of these updates has been to considerably increase the shortwave absorption by the atmosphere in C0. standard observational data sets, but the changes in this direction are modest compared to the size of the bias.
In the CIRC2 benchmark, the shortwave absorption by atmosphere is now within 1% of the line-by-line calculation, compared to a previous underestimate of 6% in the AM3 code. We see similar results in the benchmark CIRC4 atmosphere (a typical Arctic summer case), where a previous 6% underestimate is reduced to within 1% of the line-by-line calculation. Recent analysis comparing the shortwave code at every GCM grid point for a day also reveals a less than 1% bias. A list of the specific differences in radiation code between AM3 and AM4 is provided in supporting information Table S1 .
The radiative fluxes in AM4.0 have some sensitivity to the radiative time step, as discussed in Balaji et al. (2016) . Comparing simulations with a radiative time step of 3 h (the AM3 value) and 30 min (the physics time step at which all radiatively active species are updated), the difference in the net TOA flux is substantial, $3 W m 22 . Most of this difference is in the shortwave and the major part of this shortwave difference is due to the cloud radiative effect. The shortwave computation in all GFDL models since AM2 includes a solar interpolator that renormalizes all shortwave fluxes each physics time step according to the evolving incident solar flux. But the atmospheric state (temperatures and all radiatively active species) enter the radiation computation only at each radiative time step. While we do not have a complete analysis of this sensitivity to time step, we believe that it may be primarily associated with the diurnal cycle of low clouds over the oceans. (The sign of the dependence on time step can be understood if it is dominated by the part of the day in which cloud cover is decaying, being burned away as the incident shortwave flux is increasing, resulting in an overestimate of the reflection.)
As illustrated in Table 1 , simulations with a 1 h time step produce results much closer to the 1/2 h case. Because the longwave computation is roughly 50% of the total radiation workload when using equal shortwave and longwave time steps, we have compromised between accuracy and efficiency in AM4.0 by choosing a 1 h shortwave step, but retaining the 3 h step for the longwave.
Moist Convection
A variety of convection schemes have been utilized in the GFDL AM2-AM3-HiRAM series of models. A Relaxed Arakawa-Schubert scheme (Moorthi & Suarez, 1992 ) is used in AM2. This is a unified scheme for both shallow and deep convection involving a spectrum of entraining plumes which detrain only at the plume top, with a mass flux closure determined by relaxation of the cloud work function in which the relaxation time and precipitation production efficiency are specified to vary across the plume spectrum. The entraining plume model which detrains only at plume top has long been argued as a poor representation of shallow cumulus clouds (e.g., Bretherton et al., 2004a; Emanuel, 1991; Raymond & Blyth, 1986; von Salzen & McFarlane, 2002; Zhao & Austin, 2003) . The plumes in AM2 are tuned in a way that undilute plumes are permitted for shallow plumes with top below 500 hPa while they are prevented for deep plumes with top above 500 hPa following a procedure suggested by Tokioka et al. (1988) . The model's TOA radiation could not plausibly be tuned to balance when undilute shallow plumes are also prevented from forming. Moreover, the critical cloud work function toward which the convective plumes are relaxed is set to zero for all plumes with top below 600 hPa. With this tuning, the shallow convection in AM2 tends to be dominated by the least entraining plumes and the simulated low cloud amount and condensate tend to peak at a higher level (600-800 hPa) than in observations and other models (Wyant et al., 2006) . Note. OLR, TOA outgoing LW radiation; SWABS, TOA net downward SW radiation; NETRAD, TOA net radiation (positive: downward). LW, SW, and total CREs are respectively for the LW, SW, and total cloud radiative effects.
Journal of Advances in Modeling Earth Systems 10.1002/2017MS001209
In addition to the unrealistic aspects of the mixing behavior in its shallow convection, the treatment of precipitation in AM2 convection scheme is also crude. A plume precipitates only at its top with an arbitrarily specified efficiency parameter. There is extreme sensitivity of the model's TOA energy balance to the precipitation efficiency of the most weakly entraining plumes (Held et al., 2007) . Furthermore, the AM2 convective plume ignores the convective inhibition below its neutral buoyancy level and it does not explicitly compute its buoyancy and vertical velocity. This makes it difficult to couple with an aerosol activation scheme for which the vertical velocity is a key.
In part due to these unrealistic aspects of the shallow convection in AM2, shallow and deep convection were separated in AM3, with shallow convection replaced by the University of Washington Shallow Cumulus scheme originally developed by Bretherton et al. (2004a) . This is a continuously entrainingdetraining bulk plume with the profiles of entrainment and detrainment determined by a simple parcel buoyancy-sorting method. It also includes plume-top entrainment, taking air from layers between the neutral buoyancy level and the point at which the plume vertical motion reaches zero and mixing it into the air at neutral buoyancy level. This scheme has support from observations and large-eddysimulations (LES) of shallow cumulus clouds (e.g., Siebesma et al., 2003; Zhao & Austin, 2005a , 2005b . The cloud base mass flux for this shallow plume is determined by convective inhibition and boundary layer turbulent velocities, similar to that proposed by Mapes (2000) . The deep convection in AM3 is treated using a version of the Donner et al. (2001) scheme discretized on the model's native vertical grid, in which it assumes a spectrum of entraining plumes with a fixed fraction of the cloud base mass flux in each plume and the total cloud base mass flux is determined by relaxation of the convective available potential energy (CAPE). AM3 also includes an explicit treatment of cloudiness and precipitation from convective anvils.
The goal in HiRAM was to simplify the treatment of convection while trying to produce a high-quality climate simulation, with an eye toward convection schemes appropriate for higher resolution models. To this end, the explicit treatment of convective anvils was removed with the hope that these anvils would be produced by the resolved scale as horizontal resolution increased, and the shallow and deep convection were again unified using a single plume of the University of Washington Shallow Cumulus type to represent all convection. The overall strength of the lateral mixing between environment and plume was reduced to make it easier for the plume to penetrate deeply. Some local modifications to the plume model described by Bretherton et al. (2004a) have previously been documented in Zhao et al. (2009, Appendix A) . This modified version has been used in GFDL HiRAM for the CMIP5 high resolution timeslice simulations and the intermodel comparison project for the US CLIVAR Hurricane Working Group (Walsh et al., 2015) .
Despite its simplicity, HiRAM, and an early version of AM4 incorporating HiRAM's convective scheme, produce high-quality simulations of the tropical atmosphere, including tropical cyclone statistics in versions of the model with 50 km grid size or smaller, when the model is forced by observed SSTs. Some noteworthy exceptions are that, especially with grid size of 100 km or larger, the model produces too little rainfall over tropical continents, as noted in Zhao et al. (2009) , and too weak MJO. Furthermore, when this HiRAM-like version of AM4 is coupled to an ocean model we find that it produces overly strong equatorial Pacific cold biases and too zonal a South Pacific convergence zone (SPCZ), which in turn negatively affect model simulations of ENSO. Our hypothesis is that these deficiencies are at least in part related to the inability of a single fractional lateral mixing rate E in HiRAM's single bulk plume to simultaneously mimic shallow and deep convection (Zhao et al., 2009 ).
In AM4.0, we introduce an additional bulk plume so that the new scheme can contain two plumes at a given time, one for shallow and one for deep convection. We refer to the resulting new scheme as a double plume convection scheme. The assumptions concerning the determination of the entrainment and detrainment rate through inhomogeneous mixing and a buoyancy-sorting algorithm and the representations of vertical velocity in each of the two plumes are identical to the original scheme described in Bretherton et al. (2004a) except that the fractional lateral mixing rates E in the two plumes are parameterized differently. We use a simple constant value E s 5 3 km 21 for the shallow plume. The fractional lateral mixing rate of the deep plume E d is parameterized to be a linear function of the free troposphere column relative humidity f5W=W Ã , where W and W Ã denote respectively the vertically integrated specific humidity and saturation specific humidity above the planetary boundary layer.
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where f 0 50:4; E 1 50:9 km 21 , and E 2 50:1 km 21 . While E s ; E 1 ; and E 2 are tunable parameters, the values for shallow and deep plumes that we have chosen are broadly consistent with those used in typical GCM cumulus convection schemes. They are also consistent with a recent numerical study that produces a measure of cumulus entrainment rates (i.e., roughly 2-3 km 21 for shallow convection and 0.5-1 km 21 for deep convection) using a LES of cumulus clouds (Romps, 2011) .
In this parameterization, deep convection may occur only when the ambient environment is sufficiently moist (i.e., f > f 0 ). Reducing the lateral mixing rate in a more humid environment attempts to very roughly account for the effect of convective organization on cumulus mixing because a more humid atmosphere is conducive for organized convection, resulting in less mixing of air with the properties of the large-scale environment (e.g., Bretherton et al., 2004b; Brown & Zhang, 1997; Holloway & Neelin, 2009; Mapes & Neale, 2011; Redelsperger et al., 2002; Sherwood, 1999; Zhang et al., 2003) . While the nature of convective organization in modifying cumulus mixing remains a topic of active research, a more realistic representation of the convection organization would require a sophisticated model which accounts for not only the lateral mixing rate but also the cloud immediate environment (Becker et al., 2017 (Becker et al., , 2018 . Thus, our current approach was deemed to be expedient in this development cycle. Similar approaches have also been used in the ECMWF model and other models for improving simulations of tropical variability such as the MJO, and previous studies suggest broad support by observations and the cloud resolving model (CRM) results (e.g., Bechtold et al., 2008; DelGenio, 2012; Derbyshire et al., 2004; de Rooy et al., 2013; Johnson, 1997; Raymond, 2000; Raymond & Zeng, 2000; Redelsperger et al., 2002; Sherwood, 1999; Tompkins, 2001 ).
For the deep plume, AM4.0 uses a cloud work function (CWFN) relaxation closure to determine the cloud base mass flux (e.g., Arakawa & Schubert, 1974; Moorthi & Suarez, 1992; Neale et al., 2008; Zhang & McFarlane, 1995) . Specifically, we relax the CWFN defined as the vertical integral of plume buoyancy from cloud base to the level of neutral buoyancy, to a reference value CWFN 0 510 J kg 21 with the relaxation time scale s d set to be 8 h. The relaxation time and the small value to which the CWFN is relaxed are tuning parameters. While it is not ideal to use independent closures for shallow and deep convective mass fluxes, the decoupling of the deep convective mass flux from any measure of convective inhibition was deemed expedient, in part because the latter is poorly resolved over the ocean by the model's coarse vertical grid and can be noisy in time, and results in a model that is not easily tuned.
A description of the treatment of convective precipitation and its reevaporation and a parameterization of convective gustiness is provided in supporting information sections S3 and S4.
Sensitivities to Convective Parameterization
We do not try to provide an exhaustive analysis of sensitivities to all aspects of this convection scheme. Instead, here and in supporting information S5, we illustrate several of the key sensitivities that played significant roles in the AM4 development process. For this purpose, we use 10 year climatological simulations similar to C0 except with perturbations of parameters in the convection scheme. Changes in the convection scheme generally result in significant change in the global TOA energy balance (see supporting information Table S2 ). We choose not to rebalance the TOA radiative fluxes here when we change a model parameter so as not to obscure the underlying sensitivity with other changes that would be required to create an acceptably balanced alternative model. Two parameters that have large impact on AM4.0 simulations of the spatial distribution of precipitation are the strength of the lateral mixing rate in the deep plume and the strength of precipitation reevaporation. We discuss the former here and the latter in supporting information S5.3.
We modify the deep plume base lateral mixing rate E 1 from the AM4.0 default value 0:9 km 21 to 0.5, 0.7, 1.1, and 1.3 (km 21 ) and refer to the four models as C1, C2, C3, and C4, respectively. Figure 2 shows the distribution of the difference in annual mean surface precipitation between each perturbation experiment and the control experiment. As discussed in Part 1, a particularly significant bias in AM4.0 is excessive precipitation in the ''Philippines hotspot.'' As E 1 decreases, the most significant changes are, indeed, a reduction of precipitation in the Philippine hotspot and in the SPCZ with an increase of precipitation over the maritime continent and the equatorial Indian Ocean, as well as the Gulf of Mexico. This sensitivity is monotonic within
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the range of the parameter explored, and overall a decrease in E 1 does decrease precipitation biases in these regions. However, the explanation for this precipitation sensitivity to E 1 is not straightforward due to strong interactions between the parameterized convection and the PBL, stratiform clouds and associated radiation, as well as resolved dynamics. For example, as E 1 decreases, parameterized deep plumes become more penetrative due to reduced lateral mixing, which in isolation would increase convective rainfall. While this is indeed true for the convective precipitation averaged over the entire tropics or the ITCZ, the spatial distribution of this increase is far from uniform because a change in parameterized convection modifies the vertical distribution of temperature and humidity, which feeds backs to convection. We believe that a possible cause of the reduction of precipitation in the Philippine hotspot with decreasing E 1 is that more penetrative plumes over this region produce more drying in the PBL and lower troposphere and more warming in the upper troposphere which together increase the gross moist stability (e.g., Neelin & Held, 1987) . Everything else being equal, this would reduce the climatological rainfall over this region. We hope to pursue analysis of this sensitivity elsewhere.
In Part 1, we show that AM4.0 has roughly 18C cold temperature bias in the tropical upper troposphere (200-300 hPa). Figure 3 shows that this bias can be largely controlled by E 1 . This response is roughly linear in E 1 . The temperature response results directly from the changes in the deep plumes' lateral mixing, which determines both the convective updraft temperature and their frequency of occurrence, both of which affect the temperature. If the tropical upper tropospheric temperature cold bias was the only concern, we would choose a smaller E 1 for AM4.0 optimization. However, a smaller E 1 tends to degrade AM4.0 simulations of upper level winds. For example, the global root-mean-square error (RMSE) of 200 hPa zonal wind 
increases significantly from C0 to C1, especially in the boreal winter and spring ($15%, see Figure 4 ). This bias may result from the fact that warming the tropical upper troposphere in this model cools the extratropical lower stratosphere, increasing biases in horizontal temperature gradients. Some of the degradation of wind biases may be due to changes in the distribution of tropical convection and its induced change in extratropical circulation.
An even more significant problem associated with a smaller E 1 is that it causes a dramatic deterioration in AM4.0 simulations of tropical transient activity. In these perturbed E 1 simulations, the global and tropical mean precipitation hardly vary at all (<1.7%) because these are controlled primarily by the atmospheric radiative cooling rate which does not change much in this fixed SST model. However, the partition of total precipitation between the parameterized convection and large-scale (stratiform) clouds in the tropics can vary substantially. As the parameterized convection is more inhibited with increasing E 1 , large-scale precipitation increases to balance the atmospheric radiative cooling. Figure 5 shows the latitudinal distribution of f l , the fraction of precipitation that is large-scale, generated by C0, C1, C2, C3, and C4 along with that from AM2, AM3, and HiRAM simulations. There is a large difference in f l among the models. In the tropics, AM4.0 produces roughly 30% large-sale precipitation (for comparison, ERA-Interim produces a similar fraction for the large-scale precipitation in the tropics). As the deep plume lateral mixing rate decreases from C0 to C1, there is roughly a 8% decrease in the large-scale precipitation in the tropics. The opposite is true when E 1 increases. This parameter has less impact in the extratropics where precipitation is already dominated by the large-scale component. In contrast to AM4.0, AM2 and AM3 produce much less large-scale precipitation in the tropics ($5% for AM2 and $10% for AM3) while HiRAM generates a similar amount of large-scale precipitation in the tropics and significantly more outside the tropics. These results are consistent with the fact that the lateral mixing rate of the deep convective plumes in AM2 and AM3 are significantly smaller than that in AM4.0 and HiRAM. In addition, the higher spatial resolution in AM4.0 and HiRAM also contribute to their increase of large-scale precipitation. 
While the GCM's explicit clouds, which generate the large-scale precipitation, are often referred to as stratiform clouds, they do not always manifest the characteristics of observed stratiform clouds in the tropics. Often, they are associated with deep ascent throughout the troposphere (Held et al., 2007) . Many of these large-scale clouds and precipitation may be better considered as related to mesoscale convective systems and tropical storms, which the model struggles to resolve as well as it can, when the parameterized convection is significantly inhibited. The decaying phase of these large-scale systems do behave like stratiform clouds in that they produce significant radiative heating aloft and evaporative cooling in the lower Compared to C0, the reduction in large-scale precipitation in C1 and C2 is associated with a large decrease in tropical transient activity. Figure 6 shows the difference in 20-100 day band-pass filtered intraseasonal variance of precipitation between each perturbation experiment and C0. As the parameterized convection becomes incrementally less restricted through reduced lateral mixing, there is a large reduction ($50% from C0 to C1) in intraseasonal variance of precipitation. A comparison of these experiments using the familiar Wheeler-Kiladis wave number-frequency power spectrum plot is provided in supporting information Figure S1 , which is consistent with the variance plot. In particular, as E 1 decreases (increases), there are decreased (increased) activities in the equatorial Kelvin waves, the MJO, as well as the westward moving disturbances associated with the tropical storms/depressions. These results are broadly consistent with many previous GCM studies which suggest that an overly active parameterized convection tends to kill tropical transients in many models, resulting in too quiescent tropics (e.g., Crueger et al., 2013; Lin et al., 2006) . On the other hand, when the parameterized deep convection is overly inhibited (or turned off in the extreme limit), the model-simulated mean state can deteriorate dramatically. In particular, it has often been reported that models with better MJO simulations tend to produce poor mean climate (e.g., Kim et al., 2012) . Consistent with this literature, in optimizing AM4.0 convection, we have also compromised between the mean state (precipitation, TOA radiation, temperature, and circulation) and tropical transients (MJO and tropical storms). The compromise chosen has many realistic features, as portrayed in Part 1, but with, e.g., a weak tropical upper tropospheric temperature cold bias and a ''Philippines hotspot'' (unrealistic precipitation maximum).
Another parameter in the convection scheme which also strongly affects AM4.0 simulations of spatial distribution of precipitation is the strength of precipitation reevaporation. To demonstrate this, we modified a parameter that controls the fraction of precipitation falling outside the convective updrafts and conducted four sensitivity experiments which are referred to as C5, C6, C7, and C8, respectively. We find that as the convective precipitation reevaporation decreases, the precipitation in the Philippine Sea decreases substantially with an increase in precipitation over the eastern Pacific ITCZ. The shift of precipitation from the west to east in the Pacific helps to produce more eastern and less western Pacific TCs. However, it weakens the model's simulation of MJO. More importantly, coupled experiments suggested that this strengthening of the eastern Pacific ITCZ tends to produce a larger equatorial cold SST bias. We describe the experiments and discuss the results in more detail in supporting information S5.3. . Latitudinal distribution of the fraction of total precipitation that results from the large-scale (or stratiform) cloud parameterization module generated in C0, C1, C2, C3, C4, AM2, AM3, and HiRAM. C1-C4 denote experiments with increasing lateral mixing rate E 1 (i.e., E 1 5 0.5, 0.7, 1.1, and 1.3 km 21 ) while C0 is the control (E 1 5 0:9 km 21 ).
We also emphasize one modification to the shallow convective closure in AM4.0 and the model's sensitivity to this change. The starting point for AM4.0's parameterization of the shallow plume cloud base mass flux is the same as in the original University of Washington Shallow Cumulus scheme (Bretherton et al., 2004a) , which is based on boundary layer TKE and convective inhibition (CIN; Mapes, 2000) . However, we find the modeled shallow convection is occasionally unrealistically active (although weak) in regions with very large lower tropospheric static stability. This degrades the model's simulation of stratocumulus and stratus clouds. One plausible reason for this deficiency is that CIN is not well resolved due to the model's poor vertical and horizontal resolution, and, as a result, shallow convection is not properly shut down by the closure. It is also likely that our choice of shallow plume lateral mixing rate is too small in this regime. (The lateral mixing rate in shallow plumes is a constant value optimized for representing all shallow cumuli including regimes of both large-scale ascent and descent.)
To alleviate this deficiency in AM4.0, shallow convection is turned off where the lower tropospheric stability as measured by an estimated inversion strength (EIS) exceeds a critical value. The EIS was originally designed to provide an estimate of the strength of the PBL inversion given the temperatures at 700 hPa and at the surface. In particular, we use the EIS formulation derived in Wood and Bretherton (2006, see their equation (4) ), which assumes a moist adiabat in the lower troposphere above the boundary layer. This EIS accounts for the general observation that the free-tropospheric temperature profile is often close to a moist adiabat and its lapse rate is strongly temperature dependent. Thus, it attempts to remove the impact of surface warming on lower tropospheric stability, which may be particularly important in a climate change scenario. We choose the critical EIS value to be 8K. The arbitrariness of this cutoff is of concern, and may become relevant if this model is used to simulate climates very different from Earth's. One can conceive of two atmospheric columns with the same EIS: one with smaller inversion strength but larger stability immediately above the inversion and another with a larger inversion and less stability immediately above the inversion. When the EIS is sufficiently large, AM4.0 cuts off shallow convection even if the model's inversion . C1-C4 denote experiments with increasing lateral mixing rate E 1 (i.e., E 1 5 0.5, 0.7, 1.1, and 1.3 km 21 ) while C0 is the control (E 1 5 0:9 km 21 ).
is weak, thereby transferring control of the convection from the model's poorly represented inversion to a measure of the bulk stability of the lower troposphere. The clouds are not directly tied to the EIS; rather, the EIS affects the convection which, in turn affects the cloud simulation.
We show a comparison of AM4.0 with an alternative model that is identical to AM4.0 except with the EIS constraint on shallow convection removed. We have conducted a similar climatological run with this model and refer to it as C9. Figure 7 shows the model-simulated low cloud amount from C0, C9, and their difference. The EIS constraint tends to produce a modest increase in low cloud amount over the southern highlatitude ocean with especially large increase concentrated off the west coasts of the south America, the south Africa, and to a less extent the Australia and the northern America, where stratocumulus clouds 
typically occur. Globally, there is less than 1% increase of the low cloud amount. While it is not hard to tune the global low cloud amount, it has been proved challenging to improve the bias in underestimate of the low cloud amount over the stratocumulus region. One motivation for using this EIS constraint in AM4.0 is to improve its simulation of stratocumulus cloud, although significant underestimates of the low cloud cover and associated SW CRE remain near the coast. Other than the increase in stratocumulus and stratus clouds and associated SW CRE, we found little impacts of the EIS constraint on the model-simulated climate.
To further contrast the results from C0 and C9, and simultaneously to take a closer look at CRE biases in the tropics of AM4.0, we sort the simulated CREs over the tropical ocean into different large-scale dynamical regimes characterized by 500 hPa vertical pressure velocity, x 500 , following Bony et al. (2004) . Figure  8 shows that C0 and C9 produce very similar probability distribution of x 500 as well as the LW CRE for all x 500 regimes. Compared to the ERA-Interim reanalysis (Dee et al., 2011) , both models tend to underestimate the frequency of weak ascent and descent and overestimate the frequency of strong descent. Both models slightly overestimate LW CRE over the ascent regimes and underestimate it in the modest and strong descent regimes (x 500 > 30 hPa d 21 ). The two models also produce a very similar overestimate of the SW CREs in all large-scale ascent regimes compared to the CERES-EBAF-ed2.8. The difference between the two models occurs nearly entirely in the SW CRE over the subsidence regimes, where C0 produces systematically more negative SW CRE and agrees better with the CERES-EBAF-ed2.8 data. This reduction in SW CRE bias further results in better agreement of total CRE over the subsidence regimes in C0 (Figure 8d ). This is our primary justification for using the EIS constraint for shallow convection in AM4.0. We return to the effects of this EIS constraint on Cess sensitivity in section 13. 
Subgrid Orographic Drag
AM4.0 uses the subgrid orographic drag scheme developed by Garner (2005) , referred to here as G05. The scheme used in AM2.1 and AM3 is documented in Stern and Pierrehumbert (1988) and is referred to here as SP88. The new scheme differs in two important respects.
First, the base flux is built on an analytical expression for the tensor relationship between the near-surface wind and the total column drag. This handles anisotropy naturally and directly via the nonisotropic statistics of the topography. Specifically, the linear drag is given bỹ
where ( u; v), q, and N are the resolved low-level velocity, density, and static stability (with N 0 a reference value), v is the analytical disturbance velocity potential, and h(x, y) is the topographic height and the angle brackets denote an average over the grid cell. Withx denoting position on the sphere, the velocity potential is the integral
over spherical area (G05). The evaluation of this integral and the remaining work of generating the tensor elements in equation (2) can all be done off-line. This approach requires no approximate description of the characteristic orientation of the subgrid topography. Alternative approaches to anisotropic topography (e.g., Kim & Doyle, 2005; Scinocca & McFarlane, 2000) are more ad hoc.
Second, as also described in G05, the transition to nonlinearity (blocking) at the ground is accomplished by setting up an idealized distribution of mountains within the grid cell and comparing the corresponding Froude numbers, or nondimensional mountain heights, with a critical Froude number, rather than by using a single characteristic Froude number and an arbitrarily specified shape of the transition from laminar to blocked flow. The drag associated with an individual local maximum of h(x, y) is estimated according to dimensional analysis of an orographically adjusted flow (Pierrehumbert & Wyman, 1985) . The degree of blocking is governed by an individual feature's Froude number and the critical Froude number. The resulting estimate is integrated analytically over the simplified distribution of heights and widths (see G05).
As in SP88, the vertical profile of forcing is derived from the wave saturation principle (Lindzen, 1981; Palmer et al., 1986) , but with a modification described in G05 to incorporate the distribution of mountain heights, with the drag in the blocked flows being distributed over the lowest vertical half-wavelength of a stationary wave. Unlike the SP88 scheme, the blocked part of the drag is separate and additive in the G05 scheme.
Let D p and D b refer to the dimensional formulas for the propagating and blocked parts of the drag, normalized so that D p matches the analytical drag in the limit of small mountains. We allow ourselves the freedom of introducing two parameters, a p and a b , and write
for the total drag D. While a departure of a b from unity is not difficult to justify due to the approximate treatment of blocked flows, the drag coefficient a p should be set to unity if we trust the linear theory for the propagating component. We mention two sources of uncertainty in the treatment of the latter.
Drag schemes must ignore topographic scales that generate drag that the model resolves (to avoid double counting) and scales that are inconsistent with physical assumptions in the scheme. The common approach is to apply a high-pass filter to the raw topography before performing any other analysis. For AM4.0, we apply the spatial filtering simultaneously with the linear transformation (equation (3)) by multiplying the integrand by a kernel Bðx 0 ;xÞ. We use a Blackman kernel on the sphere that has nonzero weights only within a radius R. We set R to 100 km (the approximate model grid size) equatorward of 208 and 100 3 sin 20 jsin hj km, i.e., inversely proportional to the Coriolis parameter, at higher latitudes h. In this way, the subgrid Rossby number based on a fixed velocity scale remains large and uniform across all latitudes (the theory is
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invalid if the response to topography is affected by rotation). There is some arbitrariness in how to define this window function B.
The scheme also requires a specification of the level at which the resolved flow, density and static stability are defined in the computation for the base flux. The choice of these resolved variables is a source of some uncertainty. We generally use the first two layers above the planetary boundary layer (PBL) as defined by the model's PBL scheme. However, when the PBL depth collapses to zero, we use the 10 m wind provided by the boundary layer scheme, rather than the wind from the lowest model level. Because the 10 m wind is smaller, this reduces the drag in very stable regions, leading to certain improvements in the climatology, including a reduction of the cold bias in the Arctic 2 m temperature. Within the PBL, there is no parameterized orographic drag (SP88 excludes forcing from a certain mass fraction of the lower atmosphere that is usually deeper than the boundary layer).
Given the uncertainties, we believe some level of tuning is justified. In AM4.0, we use a p 5 0.9 and a b 5 3.0.
The large value of a b is justified by high resolution simulations of flow over the Rockies in which much of the drag parametrized here is directly simulated. We hope to describe these simulations elsewhere. Sensitivity of the AM4.0 simulation to a p and a b are described in supporting information S6.
We compare the results from AM4.0 incorporating G05 orographic drag with results from the same model but incorporating the scheme of SP88, as used in AM2.1 and AM3. The control simulation is C0 as described above. All results are averages over DJF (northern winter), the season in which the effects of subgrid topographic drag are largest, and using 30 years of the simulation in each model to help reduce the large natural variability in this season. Journal of Advances in Modeling Earth Systems 10.1002/2017MS001209 Figure 9 shows the geographical distribution of total zonal component of the base flux for the two schemes along with the zonal averages and the partition between blocked and propagating drag for the G05 scheme. The geographical distributions (Figures 9a and 9b ) are generally similar, with the most noticeable differences appearing in Siberia, Alaska, and Greenland. As seen in the zonal averages (Figure 9c ), G05 can generate twice as much drag as SP88 in the tropics and much of the middle latitudes. The increase is locally even greater at some higher northern latitudes. In the G05 scheme, the blocking part of the drag is generally about half as strong as the propagating drag (Figure 9d ). Figure 10 shows the zonal acceleration due to mountain drag in the two schemes. The blocking part of the drag is contoured for the G05 scheme (top figure) . The base flux seen in Figure 9 is the vertical integral of these accelerations weighted by the density. Most of the acceleration below 500 hPa comes from the blocked component, which is maximized just above the PBL. By contrast, the SP88 scheme (bottom figure) deposits all of the drag according to the saturation hypothesis without regard to the degree of nonlinearity at the ground. The strongest accelerations occur in the stratosphere and are weaker for G05 in the northern hemisphere but stronger in the southern hemisphere compared to SP88.
To illustrate the implications of basing the drag on a linear analysis that automatically accounts for the anisotropy of the terrain, we show the total DJF base-flux vector in Figure 11 for a region centered on the Himalayas. The SP88 scheme (bottom figure) simply orients the base flux opposite the low-level wind. There Journal of Advances in Modeling Earth Systems 10.1002/2017MS001209 are differences in wind direction between the simulations, but most of the differences in drag direction are due to the incorporation of mountain anisotropy in the G05 scheme (top figure). Figure 12 displays the biases relative to ERA-Interim reanalysis in the zonal-mean zonal wind when G05 and SP88 are used in otherwise identical models. G05 alleviates tropospheric westerly biases in the middle latitudes of the southern hemisphere and high latitudes of the northern hemisphere. It also mitigates the easterly bias at the top of the tropospheric jet (consistent with the reduced drag on the westerlies) and the westerly bias in the stratospheric jet. In response to increased eastward drag on the trade winds, there is also a modest improvement in the tropical lower tropospheric easterly bias.
There is also sensitivity of the Arctic surface air temperature to highlatitude orographic drag in AM4.0. The drag from Greenland, which dominates the Arctic forcing, is much larger in the G05 scheme than in the SP88 scheme. The latter produces warmer Arctic temperatures. We find that completely removing the drag over Greenland in simulations using G05 leads to an increase in the Arctic surface air temperature. The cold bias when Greenland is included may be related to the northward shift of the polar jet and a consequent reduction in northward energy transport but is not fully understood.
Nonorographic Gravity Wave Drag
Nonorographic gravity wave drag, of importance in the stratosphere, is unchanged in form from that in AM3 (AM2.1 does not have a convective gravity wave drag parameterization due to its lower model top). Assumptions about the wave spectrum and the deposition of the drag follow Alexander and Dunkerton (1999) , but no attempt is made to relate the wave source to parameterized convection or aspects of the resolved flow. Instead, as in AM3 we simply specify the magnitude of the wave flux above 350 hPa, with three different values (St, Sn, and Ss) for the tropics, northern extratropics, and southern extratropics. These values are simply tuned to improve the stratospheric winds. In AM4.0, they are given the relative magnitude of 0.005, 0.007, and 0.0047 (m 2 s 22 ), respectively. Given the relatively low resolution in the model stratosphere, we do not pretend that there is any fundamental significance to these values. As evidence of this, we find that the values need to be modified to retain reasonable stratospheric winds when the treatment of the sponge layer at the model top is altered, a sensitivity that is not present in models with more stratospheric resolution.
''Light'' Chemistry and Aerosols
AM4.0 simulates the mass distribution of five aerosol types including sulfate, dust, black carbon, organic carbon, and sea salt. Their size distribution is prescribed as lognormal for all but dust and sea salt, which are discretized into five size bins from 0.1 to 10 lm radius. Their concentrations are calculated based on their emission (and precursor emissions), chemical production for sulfate and secondary organics, dry and wet (rainout and washout) deposition, transport by advection, and dry and wet convection. Modeling of these processes has been described in detail for AM3 by Donner et al. (2011) and Naik et al. (2013) . A major difference in the treatment of aerosols with AM4.0 is in the simplified chemical production of sulfate. This simplification reduces the number of tracers by a factor of 3, which allows maintaining sustainable throughput ($10 simulation years per day at 1,152 cores) at high (50 km) spatial resolution. 
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As in AM3, optical properties of aerosols are precalculated using Mie theory assuming sphericity. The extinction efficiency, single scattering albedo, and asymmetry parameter are tabulated with dependency on wavelength, aerosol type, aerosol size (for dust and sea salt), and relative humidity. Sulfate is assumed to be internally mixed with black carbon for the calculation of optical properties, which are tabulated using their relative mass concentration.
As in AM3, dust emission is calculated interactively following the parameterization of Ginoux et al. (2001) with a threshold of wind erosion and global scaling factor of 3.5 m s 21 and 0.2 lg s 2 m 25 , respectively. The latter parameter is tuned to fit surface concentration of dust on islands measured by the University of Miami (Arimoto et al., 1995; Prospero et al., 1989) . For sea salt emission, the particles larger than 1.4 lm are parameterized following Monahan et al. (1986) while smaller particles are parameterized according to Martensson et al. (2003) , with a 1.33 global scaling factor for both parameterizations. The treatment of emission of carbonaceous aerosols and sulfate precursors, including dimethylsulfide (DMS) and SO 2 , is unchanged from AM3 Naik et al., 2013) , but the emissions inventory has been updated following the CMIP6 protocol. An additional direct emission of sulfate aerosols is considered by assuming that 1% of SO 2 emissions are released as sulfate. DMS is emitted from phytoplankton in seawater and is parameterized as a (Naik et al., 2013) , which was done using the MOZART comprehensive mechanism of ozone chemistry (Horowitz et al., 2003) . Ozone for radiation is specified using the CMIP6 data set.
Following Koch et al. (1999) Three model improvements are primarily responsible for the improved aerosol simulations in AM4 described in Part 1: (1) reduced wet removal by frozen precipitation produced by the Bergeron process (Liu et al., 2011; Paulot et al., 2017) , (2) increased wet removal by convective precipitation (Paulot et al., 2016 (Paulot et al., , 2017 , and (3) more accurate representation of SO 2 oxidation in clouds (Paulot et al., 2016 (Paulot et al., , 2017 . In particular, (1) and (3) increase the long-range transport of sulfate from midlatitude sources to the Arctic in winter and spring, while (2) reduces transport in summer and in the tropics. As these sensitivities are fully described in the cited papers, we do not discuss them further here.
Clouds and Aerosol-Cloud Interaction
The treatment of large-scale cloud macrophysics and microphysics in AM4.0 is essentially the same as that in AM2 and AM3. The aerosol microphysics is similar to AM3. The source and sink terms for cloud condensates (liquid and ice) are parameterized largely following Rotstayn (1997) and Rotstayn et al. (2000) . AM3 and AM4.0 also include a prognostic scheme of cloud droplet number concentrations (N d ; Ming et al., 2007) with droplet activation dependent on updraft velocity and aerosol properties (Ming et al., 2006) . The subgrid distribution of updraft velocity used for droplet activation is linked to the eddy diffusivity coefficient, with a specified lower bound on the standard deviation (r w;min ; Golaz et al., 2011) , which is set at 0.7 m s 21 in both AM3 and AM4. The autoconversion from cloud liquid to rain is related to N d and a specified threshold value for droplet radius (r thresh ), which is set at 8.5 lm in AM4, only slightly larger than 8.2 lm in AM3. As shown in Golaz et al. (2011) , the magnitude of the aerosol indirect effects is sensitive to the choice of r thresh in AM3, an issue that we will return to in section 13.
Droplet activation is assumed to occur both in newly formed clouds and in preexisting clouds in AM4 (see Golaz et al., 2011, equation 7) . In contrast, AM3 considers only the former (see Ming et al., 2007, equation 7) . This switch from partial to total activation tends to increase droplet number concentrations considerably. Another difference is that the size distribution of sulfate aerosol for computing activation no longer varies with the mass concentration of sulfate or that of primary aerosols in AM4. Sulfate is always assumed to follow distribution 1 in Donner et al. (2011) (N 1 : N 2 5 17:3, D p1 5 0.01 lm, r 1 51.6, D p2 5 0.15 lm, and r 2 5 2, with N i denoting number concentrations, D pi median diameters, r i geometric standard deviations, and the subscripts i different lognormal modes). This change has an effect of lowering droplet number concentrations. The upper bound for supersaturation used in the activation parameterization is also increased to avoid sporadic nonconvergence of the iteration involved in the algorithm.
Similar to AM3, AM4 contains a prognostic variable for grid-box mean cloud liquid droplet number, which is transported by both resolved-scale flow and the parameterized convection and diffusion. Potential numerical issues related to advecting drop number and prognosticating droplet activation have been pointed out in Stevens et al. (1996) . In AM4.0's convection scheme, the liquid cloud drop number in the convective updrafts is modified by dilution due to entrainment as well as new aerosol activation at the cloud base and
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any layers where entrainment takes place (i.e., secondary activation). Given the updraft vertical velocity, temperature, and total aerosol mass at a pressure level, the activation of aerosols into droplets uses the parameterization of Ming et al. (2006) . Above cloud base, only the entrained aerosol mass is used for secondary activation. The aerosol tracers are transported by the convective plumes as passive tracers following the plume's mixing, entrainment, and detrainment characteristics described in Bretherton et al. (2004a) . A portion of the aerosols is removed by wet deposition due to convective precipitation. The removal scheme is as in AM3, although the efficiency of removal of tracers by convective precipitation is significantly greater than the unrealistically weak removal in AM3 (Fang et al., 2011; Paulot et al., 2016) . The convective scavenging of tracers in AM3 was reduced by ''limiters'' implemented to enforce monotonicity and positive definiteness in the tracer mixing ratio profiles. The relaxation of the monotonicity constraint in AM4.0, as well as other changes in the convection scheme contribute to the stronger convective scavenging in AM4.0.
PBL and Surface Fluxes
In AM4.0, we retain the PBL scheme of Lock et al. (2000) that was utilized in both AM2.1 and AM3 (as described in GFDL-GAMDT, 2004 ). The only parameter in this scheme that we vary in the process of tuning is the strength of the turbulent mixing generated in a cloud-topped PBL by radiative cooling at the cloud top, as described in section 12.
In the development of AM4.0, we implemented the CLUBB (Cloud Layers Unified by Binormals) higher order turbulence closure (Golaz et al., 2002; Larson & Golaz, 2005) to unify the treatment of PBL, shallow convection and large-scale clouds (Guo et al., 2014) as well as deep convection (Guo et al., 2015) . This approach showed interesting results, for example, better simulation of coastal stratocumulus, better capture of the transition of stratocumulus to cumulus, and better capture of liquid water path responses to aerosols (Guo et al., 2015) . But it was computationally expensive. Compared to standard AM3, adding CLUBB increased overall expense by 70%. With the choice of a ''light'' chemistry package in AM4.0, the relative cost increase for CLUBB would have been around 140%, which was deemed to be prohibitive. We worked on formulating a simpler and more cost effective scheme retaining key concepts of CLUBB but were unable to configure this model successfully within the time frame of this development.
We have incorporated the neutral drag formulation over the oceans endorsed by the Coupled OceanAtmosphere Response Experiment version 3.5 (COARE3.5) consortium (Edson et al., 2013) into AM4.0. This change has little effect on our simulations in AMIP mode. Stability corrections in the Monin-Obukhov similarity theory are unchanged from those used in AM2 and AM3. The contribution of gusts in the wind speed used for the flux computation is estimated as before from a convective velocity scale based on boundary layer depth and surface buoyancy flux. For the stable boundary layer, the diffusivity is zero when the bulk Richardson number (Ri) exceeds 1 as in AM3. AM2 uses the same formulation but with a much longer tail, the critical Ri is set to 10. A topographic roughness parameterization that ties the roughness length over land to the subgrid-scale topography is also identical to that in AM2.1/AM3.
The Land Model LM4.0
LM4.0, which uses the same grid as AM4.0, is based on the model LM3.1 described by Milly et al. (2014) and is summarized here. Land grid cells are tiled to represent different land types (soil, lake, or glacier) and, for soil tiles, differing histories of land use/land cover change. The reconstructions of land use/land cover change are from CMIP5 forcing (Hurtt et al., 2011) . Runoff is transported to the ocean by a grid-scale river and lake network. Prognostic variables for soil, lake, and overlying (constant-density) snowpack, all vertically distributed, are liquid content, ice content, and temperature. The soil is treated as a dual-domain (Beven & Germann, 1982) , saturated-unsaturated, soil-bedrock continuum, in which matrix flow is governed by Richard's equation (Hillel, 1980) , and both infiltration and parameterized subgrid discharge to rivers may be facilitated by idealized macropores. Lakes are represented by one or more vertical columns, with densitydriven stratification and overturning. Prognostic variables for each river reach are depth-averaged liquid mass, solid mass, and sensible heat content. Rivers flow according to the hydraulic geometry of Leopold and Maddock (1953) . Prognostic variables for vegetation are mass of carbon in each of five plant compartments (leaves, fine roots, heartwood, sapwood, and labile), and liquid and solid water storage and temperature on leaves. Vegetation type (C 3 or C 4 grass, temperate deciduous tree, tropical tree, or cold evergreen
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tree) is determined by plant biomass and climate (Shevliakova et al., 2009 ). Photosynthesis and stomatal conductance are determined mechanistically (Leuning, 1995) .
Several changes were made from LM3.1 to LM4.0. Soil depth was decreased from 200 to 10 m (the LM3.0 value) in order to reduce spin-up times. Significant changes also were made to the soil-type characterization, to surface albedo, and to plant hydraulics and biogeography, as described below. LM3.1 had been developed with dynamic vegetation and without the land use/land cover change, while AM4.0/LM4.0 instead uses prescribed land use tile distribution and seasonal cycle of vegetation characteristics. The latter were derived from stand-alone LM4.0 simulations forced by Sheffield et al. (2006) surface-climate reanalysis.
The Harmonized World Soil Database Version 1.2 (Fischer et al., 2008) was used to define the global distribution of soil texture, in order to have an updated and higher-resolution soil representation, with a wider range of soil types.
The finite xylem resistance and increased root membrane permeability that were introduced in LM3.1, which had been chosen in stand-alone simulations with the Sheffield et al. (2006) forcing, were set back to the zero xylem resistance and lower root permeability of LM3.0 (Milly et al., 2014) ; liquid interception capacity per unit leaf area was changed from 0.1 mm back to the LM3.0 value of 0.02 mm. In an early prototype of AM4.0/LM4.0, the LM3.1 values of these parameters were judged to have inhibited transpiration sufficiently to suppress precipitation and realistic vegetation growth over the Amazon basin.
Values of several parameters affecting surface albedo were changed, largely to adjust for biases in nearsurface air temperature. Leaf reflectances were set back to LM3.0 values, except that values in the nearinfrared were decreased from LM3.0's 0.5 to 0.39 for cold evergreen trees and 0.45 for other trees. All leaf reflectances were higher than in LM3.1, having the direct effect of brightening and cooling snow-free vegetated surfaces. The isotropic weights in the RossThickLiSparseReciprocal bidirectional reflectance distribution function (Schaaf et al., 2002 ; similar in magnitude to snow albedo) for snowpack were made to vary linearly from their cold (LM3.1) values (0.92, 0.58 for visible and near-infrared, respectively) to lower warm values (0.77, 0.43) over a 10 K range below the freezing point. Additionally, the critical snowpack depth at which snow cover of bare ground reaches 50% was decreased from 5 to 1.25 cm. The direct effect these changes is to brighten and cool the surface when snow depth is low and to do the opposite when snow is deep and warm.
Computational Efficiency and Work-Flow
All models at GFDL are built upon a software infrastructure known as the Flexible Modeling System (FMS; Balaji, 2012) and its associated workflow system, the FMS Runtime Environment (FRE; Balaji & Langenhorst, 2012) . FMS provides a highly efficient parallel programming environment using MPI and OpenMP constructs (as well as hardware-specific optimizations such as hyperthreading), and FRE enables remote execution, postprocessing, analysis, and monitoring of jobs. The computations were performed on the NOAA Cray supercomputer Gaea, in Oak Ridge, Tennessee, and all analysis and postprocessing on the GFDL analysis cluster Pan, in Princeton.
In measuring computational efficiency, one must take into account both the time to solution, measured in simulated years per day (SYPD), as well the best use of the allocation, measured in compute-hours per simulated year (CHSY). With perfect scaling, CHSY will not change as one increases parallelism. However, as scaling efficiency drops, CHSY will increase and it may not be the most economical use of one's resources to run at the maximum SYPD possible (see Balaji et al., 2017 , for a full analysis of these metrics).
The AM4.0/LM4.0 configuration used in this paper achieves $24 SYPD at 864 processors, at a cost of 900 CHSY. While it can run on higher counts to achieve speeds as high as 77 SYPD on 6,912 PEs, this increases the cost to 2,200 CHSY.
As the current simulations are based on relatively short AMIP runs, we have chosen to run the $24 SYPD configuration for best use of the available compute resources, as this allows individual simulations to complete within 1-2 days. For the same reason, we have forgone further scaling optimizations such as those achieved by the ''concurrent radiation'' configuration of AM4 (Balaji et al., 2016) . This again serves to increase SYPD but at additional cost in CHSY.
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Tuning of TOA Radiative Flux and Cloud Radiative Effects
We calibrate AM4.0 TOA radiative fluxes (OLR and SW absorption) toward the observed values primarily through tuning the parameters related to cloud processes. These parameters affect distributions of high and low (including boundary layer) cloud amount (q a ), cloud liquid (q l ) and ice (q i ) water content, cloud liquid droplet number (q n ), as well as cloud overlap assumptions which together determine the net TOA LW and SW CRE. The cloud ice crystal number (or effective radius of ice particles), which is parameterized as a function of temperature in the model, is an additional important cloud optical property that affects CRE, but we did not explore it for tuning purposes in AM4.0.
We try to optimize the LW and SW CREs (both global means and spatial distribution) instead of cloud properties. This choice is a consequence of our feeling that the consistency with observed CREs is fundamental to simulation quality, especially when the model is coupled. The imprecision and lack of consistency between existing cloud data sets, especially when combined with potentially serious limitations in our cloud model formulation, have made it difficult to use water and ice condensate amounts, for example, in the model optimization process. So we choose in AM4.0 to focus on the initial step of optimizing CREs within the chosen model formulation, leaving process-level critiques of our simulations to guide future development strategies, accepting the likelihood of compensating errors that can arise with this strategy.
Large-scale or stratiform clouds are the dominant clouds in the model that interact with radiation; convective clouds are also seen by the model's radiation scheme but play a much less important role due to their small spatial extent. AM4.0 utilizes an explicit prognostic equation for each of the four cloud properties (q a , q l , q i , and q n ), with the cloud amount in particular following the scheme of Tiedtke (1993) as in AM2.1 and AM3. Therefore, it is useful to think of the cloud optimization through tuning of the source and sink terms, each of which may involve a variety of processes (e.g., subgrid-scale condensation/deposition, cloud and precipitation microphysics, and turbulent mixing) and have large uncertainty in parameter estimates. A key aspect of the explicit cloud model is its connections to the parameterized convection, which acts directly as a source term through convective detrainment but also indirectly as a sink through convective precipitation and associated drying. Because convective detrainment tends to dominate near cloud top while convective drying dominates near cloud base, the parameterized convection typically increases high cloud amount and reduces low cloud amount. But the strength of this interaction is sensitive to details of the parameterized convection (e.g., Vial et al., 2016) , especially the representation of convective precipitation microphysics and cumulus mixing, which together determine the bulk convective precipitation efficiency (Zhao, 2014; Zhao et al., 2016) .
In the tropics, high clouds in AM4.0 are primarily generated by convective detrainment and dissipated by the gravitational settling of ice particles in the representation of explicit clouds. In regions of significant large-scale precipitation (mostly the midlatitude storm track regions), high clouds are also formed directly by cooling due to large-scale ascent. To tune the amount of convective detrainment, we use parameters that control the precipitation efficiency in the convection scheme (e l ; e i ; and q l0 in supporting information equation (S2)). An increase of the convective precipitation efficiency (especially e i ) can be thought of as assuming that more condensate falls through the convective updrafts, leaving less water for detrainment and therefore reduces high clouds.
Independent from this convective source term, a parameter we used to tune the sink of the high (ice) clouds is the fall speed of ice particles V f , which is parameterized as a function of in-cloud ice water content (V f 5c 1 3:29ðqq i =q a Þ 0:16 ). This formulation with c 1 5 1 was suggested by Heymsfield and Donner (1990) and was used in AM2.1. The tuning parameter c 1 is set to c 1 5 1.5 in AM3 and to 0.9 in AM4.0. With the parameters controlling both the source and sink terms, we can tune not only the global mean OLR toward the observed value but also its distribution between the tropics and extratropics, because convective detrainment impacts mostly the tropics while the ice fall speed affects the entire globe. While the representation of ice cloud microphysics in both the convection and the explicit cloud schemes is rudimentary in AM4.0, as in many current GCMs, with tuning they do appear to be capable of producing realistic simulations of high clouds and associated LW CRE and OLR in AM4.0 (see Figure 5 in Part 1).
Compared to high clouds, tuning of low clouds in AM4.0 is more complicated due to the variety of processes which directly affect the low cloud distribution or affect it indirectly through impact on humidity and temperature. Above the PBL, in regions of abundant shallow convection, AM4.0 low clouds are primarily
Journal of Advances in Modeling Earth Systems 10.1002/2017MS001209 generated by convective detrainment (controlled by e l in supporting information equation (S2)) and dissipated by cloud erosion (controlled by a cloud erosion time scale s eros ), which roughly accounts for the effects of turbulent mixing of dry air into existing clouds (Tiedtke, 1993) . In addition, because the convective plumes are allowed to penetrate beyond their neutral buoyancy level and mix dry air down to the convective layer this process tends to dry the cloud layer and diminish clouds. The strength of this cloud top penetrative mixing is parameterized to be proportional to the lateral mixing rate with a constant enhancement factor r p (Bretherton et al., 2004a ). An increase in r p enhances the penetrative mixing and reduces low clouds. We find this cloud top penetrative mixing to be a powerful control on low cloud amount. In these shallow convection regions, e l , r p , and s eros are all used for tuning the amount and distribution of low clouds in AM4.0.
Within the PBL, moist convection and its associated downward flux of free-tropospheric air mass through either downdrafts or PBL entrainment typically reduces relative humidity and PBL cloudiness through ventilation of moisture (Vial et al., 2017) . However, reevaporation of the rain associated with the convection can also moisten the PBL and reduce this drying. These effects depend again on the details of convective parameterization, including the treatment of cumulus lateral mixing and convective rain reevaporation. The parameters we used to tune the efficiency of convective rain reevaporation in AM4.0 are H c and a in supporting information equations (S3) and (S4). An increase in H c and/or a enhances convective rain reevaporation and associated moistening and therefore formation of low cloud. In contrast, cumulus lateral mixing affects low clouds primarily through impacts on convective depth and precipitation efficiency. A reduction of lateral mixing rate E s ; E d (see section 4) allows plumes to penetrate more deeply, producing more rain and drying in the lower troposphere. This drying propagates further into the PBL through PBL entrainment and leads to a strong reduction of low clouds both above and within the PBL.
Compared to other aspects of cloud parameters/processes, changes in cumulus lateral mixing rate and precipitation reevaporation also impact clouds indirectly through changes in circulation and precipitation, by their modification of the vertical distribution of heating profiles and through strong interactions with other processes (e.g., large-scale condensation, the PBL and surface fluxes). As a result, one must be cautious in using these parameters for tuning clouds. In particular, we do not use these parameters to fine-tune the global TOA fluxes.
In contrast, a parameter that is relatively benign in its effects on circulation and precipitation, and even the clouds themselves, is a parameter affecting the cloud overlap assumption used in taking into account partial cloudiness in the radiative transfer. We continue to use the Monte Carlo Independent Column Approximation (McICA; Pincus et al., 2003) as in AM3, which treats subgrid-scale cloud variability by creating subcolumns with consistent cloud properties and vertical structure (Pincus et al., 2005 (Pincus et al., , 2006 . As in AM3, we use the exponentially decaying overlap assumption which assumes a specified length scale controlling the decorrelation of clouds in the column. This coherence length has been used for tuning the TOA fluxes. In particular, we choose 2 km (a value broadly consistent with the CRM results in Pincus et al. (2005) ) in AM4.0 (AM3 used 1 km while AM2.1 did not use the stochastically generated subcolumns for cloud radiation calculation).
AM4.0 continues to use Lock et al. (2000) for its boundary layer scheme, as in AM2 and AM3. In AM4.0, boundary layer clouds are also strongly affected by the PBL entrainment of free-tropospheric air, which controls the PBL depth and relative humidity in regions of little or no moist convection. In particular, a parameter used in tuning the AM4.0 boundary layer clouds is a scaling factor b rad that controls the strength of PBL entrainment velocity due to radiative cooling (Lock et al., 2000) . In AM4.0, b rad is set to 0.23, the default value used in Lock et al. (2000) . b rad was previously tuned to 0.5 in AM2.1 and AM3. Everything else being equal, a reduction of b rad reduces the PBL entrainment and increases PBL clouds especially over the eastern Pacific stratus and stratocumulus regions.
Among the numerous parameters which affect AM4.0 simulations of low clouds, one requiring special mention is a liquid cloud microphysics parameter in the explicit (stratiform or large-scale) cloud module, referred to as critical cloud drop radius (r thresh ), above which cloud liquid is converted to rain. For a given cloud liquid water content and droplet number, an increase of r thresh makes it harder for the liquid cloud to precipitate and therefore increases cloud liquid water content. This parameter has larger impact in the extratropics where large-scale stratiform clouds dominate. A key aspect of the AM4.0 sensitivity to this parameter is that
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it not only affects the present-day liquid water path and associated SW CRE but also exerts strong control on the aerosol RFP similar to that seen in AM3 (Golaz et al., 2011 (Golaz et al., , 2013 . See discussions in section 13.
In addition to cloud amount/coverage, liquid and ice water content, the optical properties of clouds (e.g., droplet number concentration and effective radius) can also affect AM4.0 simulated CREs. In AM4.0, cloud liquid drops are generated by nucleation of aerosols and destroyed primarily by cloud dissipation processes associated with precipitation and turbulent mixing (erosion). The parameterized convection, which also activates aerosols and detrains liquid drops, serves as an additional source to drop number. But the convective source tends to be secondary compared with the aerosol activation in the explicit cloud scheme. The primary parameter we have used to tune the cloud droplet number is a specified limiting standard deviation of the subgrid-scale distribution of vertical velocity (r w;min , see section 8 for details).
Cess Sensitivity and RFP
A goal of our model development is to create a model that simulates a climate evolution of the past century that is consistent with observations. This often involves model tuning either explicitly or implicitly. The climate model tuning process has been discussed in some detail from different perspectives in Mauritsen et al. (2012) , Hourdin et al. (2017), and Schmidt et al. (2017) . While it is conceptually useful to distinguish between model formulation and parameter estimation, the distinction is not always clear-cut in climate model tuning. In general, model parameters or parameterization may be tuned for two different considerations. One is to improve physical realism based on evaluation of specific processes (Randall & Wielicki, 1997) . The other is to improve some overall emergent property of a simulation based on some hypothesis and experience. In some cases, these can be pursued without contradiction. But there are also aspects of our AM4.0 development that were admittedly driven primarily by the quality of the emerging climate simulation rather than process-level fidelity, effectively admitting that our process-level parameterizations are not fully adequate to this task. The characteristics of the tuning process are of special interest in the context of obtaining a plausible simulation of temperature trends over twentieth century. This issue has come to the forefront of modern model development with the advent of models of the indirect aerosol effect and the accompanying uncertainty in the strength of aerosol cooling, increasing the potential for creating unrealistic historical simulations without implicit or explicit tuning.
One often sees the argument that the twentieth century warming does not strongly constrain either climate sensitivity or the strength of aerosol cooling because similar overall warming can result from relatively low sensitivity to CO 2 and weak aerosol cooling, or by high sensitivity and strong aerosol cooling. But this is true only to a limited extent, because of the likelihood of their having been a peak, or at least a plateau, in aerosol forcing in the 1980-1990s. As a result, in order to create the correct overall warming if climate sensitivity is high, one requires large enough aerosol forcing to cancel much of the warming prior to the 1980s, while after the aerosols peak the high sensitivity and reductions in aerosols combine to produce very rapid warming, as illustrated in the crude schematic in Figure 13 . The result is a warming trajectory that can be difficult to reconcile with observations. See Golaz et al. (2013) for discussion of this type of behavior in the CM3 model. This is also a central aspect of one of the arguments used by Stevens (2015) to argue for a less negative lower bound in aerosol forcing.
The most relevant measure of climate sensitivity in this context is the transient climate response (TCR), the warming at the time of doubling when CO 2 increases at a rate of 1%/yr. Most attempts at inferring the TCR from the historical record yield a value on the low end of typical GCM estimates. For example, Gillett et al. (2012) estimate 1.3-1.8K for TCR (as compared to the median of the CMIP5 models of 1.8K) when fitting the historical temperature evolution. The case is far from foolproof, given the uncertainty in the historical aerosol forcing, the presence of other forcing agents, and internal variability, but we have considered it desirable to avoid a large value of TCR (>2K) to minimize the potential for the creation of an unrealistic warming evolution. To this end, and given that the CM2.1 coupled model has a TCR of 1.5-1.6K while the CM3 model has a TCR of 2.0-2.1K, we considered it desirable to create a model with Cess sensitivity closer to that of AM2.1 rather than AM3, assuming that the TCR of the resulting coupled model would follow the Cess sensitivity qualitatively.
Our first decision along these lines, early in the development process, was a choice of scheme for converting convective cloud condensate to precipitation (or equivalently the transfer of convective condensate to
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the large scale) in the convection parameterization. From the work of Zhao et al. (2016) , we knew that this choice does affect cloud feedback and Cess sensitivity in a prototype AM4 model. In particular, if we take the formulation similar to that used in AM2 rather than that used in the shallow plume of AM3, the resulting Cess sensitivity in the prototype model analyzed by Zhao et al. (2016) is reduced significantly. The AM2 version effectively produces condensate that is proportional to precipitation, while the scheme in AM3 shallow convection results in condensation per unit precipitation decreasing with increasing temperature, due to increased efficiency in generating precipitation, producing less cloud and more positive low and middle cloud feedback. Given the limitations of the plume model that underlies the convection scheme and the complexity of convective organization seen in nature, our preference for one or the other scheme on a process level was not strong, and we chose the AM2-like version for its lower Cess sensitivity. In large part because of this choice, AM4.0's Cess sensitivity (0:57K W 21 m 2 ) is closer to that of AM2.1 than AM3, as described in Part 1.
The model's high-latitude cloud feedbacks may also be influenced by behavior of the cloud droplet number module. We have constructed a fixed drop number version of AM4.0 by setting the droplet number concentration to one value over land (150 cm 23 ) and another over ocean (50 cm 23 ), holding all other aspects of the model's parameterization unchanged. The resulting model has a lower Cess sensitivity than our standard AM4.0 (0:52K W 21 m 2 ), in which, on average, the number of cloud drops decreases with warming. We do not fully understand at present the process within the model generating this result, nor are we confident that it is physical, but it does appear to play a modest role in raising our Cess sensitivity by $10%. While we were aware of this result in the development process, and tried model versions with different total droplet numbers to mitigate this effect (changing the assumptions concerning the subgrid distribution of vertical motion), we were not able to obtain values of Cess sensitivity close to this fixed droplet number result. (The sense of these small changes was to decrease TCR with increasing droplet numbers through an increase of high-latitude negative cloud feedback.) We did not pursue this further due to the smallness of the effects seen.
In spite of our attention to the Cess sensitivity, our first coupled simulations with prototypes of AM4.0 still generated large values of TCR, often greater than 2K and still substantially higher than CM2.1's value of 1.5- Figure 13 . A schematic diagram of two alternative models' simulation of twentieth century warming trend. Model 1 (stars) assumes low sensitivity to well-mixed greenhouse gases (WMGG) and low aerosol cooling effect (AERO); Model 2 (squares) assumes high sensitivity and higher aerosol cooling effect. Both models produce the same surface temperature trend before 1980, but diverge significantly after 1980 (black symbols: TOTAL 5 WGMM 1 AERO). Vertical coordinate is for illustrative purpose and is not meant to be quantitative.
1.6K. The assumption of proportionality between TCR and Cess sensitivity would have predicted a lower value, closer to 1.6-1.8K, taking into account the increased CO 2 forcing due to changes in the radiation module discussed in section 3. While analysis of this behavior is still underway, we believe that this difference is in large part due to the stronger polar amplification in coupled models incorporating AM4.0 than in CM2.1, which has unusually low polar amplification. The polar amplified warming combined with relatively weak negative low cloud feedback over the midlatitude and subpolar oceans evidently produces a larger ratio of TCR to Cess sensitivity in AM4.0-based coupled models.
Given these results, we looked for other options for reducing the TCR, but with modest results. One option that was adopted has already been described above, the EIS constraint on shallow convection. The model without this modification included has been referred to as C9 above in contrast to C0, the standard AM4.0. These two models have similar Cess sensitivities but significant difference in low cloud feedback over regions of large-scale subsidence (see supporting information Figures S5 and S6 ). In particular, both C0 and C9 produce a positive cloud feedback over the tropical large-scale subsidence region. However, the magnitude of this positive feedback is significantly smaller in C0 (supporting information Figures S6c and S6d) . The importance of this change in coupled simulations has yet to be determined, but our incorporation of this change into AM4.0 can be thought of as partially motivated by an improvement in stratocumulus simulation and partly by the desire to nudge the model to lower sensitivity. It is worth pointing out the difficulty of documenting and evaluating the physical realism of all modeling decisions that effect how the system response to perturbations, since many are embedded deeply in legacy code inherited from previous development cycles. We do not claim to be providing a complete accounting of all of these decision trees here.
The difference in aerosol RFP between AM4.0 and AM3 has been presented in Part 1. In particular, the time variation of the aerosol RFP has been estimated using pairs of long AMIP simulations starting in 1870, running with time-varying SSTs, with and without anthropogenic aerosol emissions. Before 1980, the magnitude of AM4.0's aerosol RFP is uniformly smaller than AM3's by a factor of 0.72. Experimentation suggests that there is not one single cause for this reduction, but at least three significant contributors: (1) We see a decrease in RFP with increasing horizontal resolution in both models. Because AM4.0 has twice the horizontal resolution as AM3, we estimate that this difference results in roughly a 10% reduction in the magnitude of the aerosol RFP, consistent with the scaling estimate by Donner et al. (2016) ; (2) the changes in the aerosol model and convection scheme, specifically the change in aerosol wet deposition that result in an improved aerosol simulation in AM4, with reduced sulfate in heavily polluted regions and more sulfate and black carbon in northern high latitudes than AM3, result in another 10% reduction; and (3) the changes in aerosol activation and the resulting increase in droplet numbers in AM4, described in section 8 above, also result in roughly a 10% decrease in the magnitude of the aerosol RFP. The detailed mechanisms explaining these three contributions all require further study.
However, the long AMIP simulations also indicate that the aerosol RFP difference between AM4.0 and AM3 increases after 1980, with the ratio changing from 0.72 to 0.55. In particular, AM4.0 shows a substantial reduction in global aerosol RFP magnitude (and aerosol optical depth) after 1980 while AM3 shows a flatter evolution. This is not caused by the differences in emissions as running AM4.0 with CMIP5 emissions (which are used in AM3) yields a similar decrease. Further analysis shows that it is mostly due to the change in the spatial distribution of emissions and the models' difference in representing wet deposition. As sulfur emissions shift gradually from the NH midlatitudes (Atlantic sector) to the tropics Pacific sector after 1980, AM3 gives rise to an increase in sulfate burden due to its suppressed efficiency in convective wet removal. In contrast, AM4.0 produces no such increase as the wet removal efficiency is comparable between the midlatitudes and the tropics. Other modeling studies also suggest the effect of shifting emissions from the Atlantic to the Pacific sector and the strength of the effect appears to be related to differences in precipitation scavenging in the downwind regions of Asia versus North America (e.g., Fiedler et al., 2017) . We leave a full investigation of the two models' difference in post-1980 aerosol trend for future work. Golaz et al. (2013) document the sensitivity of aerosol RFP in AM3 to the parameter r thresh controlling the value at which precipitation is assumed to begin in the large-scale cloud scheme, and AM4.0 has a similar sensitivity to this parameter. The model's second aerosol indirect effect (the response of cloud liquid water to aerosols) is responsible, an effect that most GCMs with aerosol-cloud interactions tend to overproduce compared to recent observational studies (e.g., Malavelle et al., 2017; Quaas et al., 2009 with a larger droplet concentration (e.g., Seifert et al., 2015; Stevens, 2017) . However, this effect is not parameterized in our GCMs. We have not adjusted r thresh in a significant way during AM4.0 development (r thresh 5 8, 8.2, and 8.5 in AM2.1, AM3, and AM4.0, respectively). While it has been argued that a larger value (>10 lm) may be more consistent with satellite observations (Suzuki et al., 2015) , it produces stronger aerosol cooling effect in AM4.0 which likely would negatively affect coupled model simulations of historical temperature trend in a way similar to CM3 (Golaz et al., 2013) . Further, it also degrades model simulations of present-day clouds and TOA radiative fluxes by generating excessive amount of middle latitude clouds especially over the storm track regions. The parameterization of clouds and cloud microphysics in most current GCMs (including AM3 and AM4.0) is still very crude. In particular, the cloud scheme uses grid-box incloud mean drop size to determine precipitation, which does not account for subgrid variability of clouds and size distribution of hydrometeors. In reality, precipitation depends mostly on the size of the largest drops. This makes many observational estimates and comparisons with the parameters used in a cloud model far from straightforward. While further investigations of the model-observation discrepancies discussed in Suzuki et al. (2015) are clearly needed, future development of cloud parameterizations will focus not only on parameter estimates but more importantly on formulation refinement such as use of twomoment microphysics schemes.
Summary and Discussions
The starting point for the development of AM4.0/LM4.0 model can be thought of as its dynamical core, its radiative transfer code, and its land model, none of which have changed in their fundamental formulation from previous models. The radiative transfer has been modified significantly to reduce its biases compared to line-by-line results using up-to-date spectroscopy, as described in section 3, resulting in a $10% increase 
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in the radiative forcing at the TOA for doubling of CO 2 . Recent development of the FV 3 dynamical core has focused primarily on its nonhydrostatic version, which is not relevant at the roughly 100 km resolution of this model. The land model LM4.0 is very similar to LM3.1, with some changes in parameter settings.
The deep convection scheme has been completely retooled as described in section 4 and is a key distinctive feature of this model. This double plume convection scheme has been developed in large part with an eye toward optimizing tropical precipitation and, especially, TOA fluxes. The result is a model that is closer to the observed TOA fluxes than any other AMIP model that has been entered into the CMIP database. To illustrate this, we include in Figures 14-16 , box and whisker plots showing the biases in precipitation, TOA net SW and LW radiative fluxes in the CMIP5 ensemble compared to AM4.0.
The tuning leading to the cloud and precipitation simulations has been described in sections 12 and 13. Our confidence in the resulting model is increased by the low spatial biases throughout the seasonal cycle, but also the simulation of the seasonal cycle and interannual variability of global means of the TOA fluxes described in Part 1. The precipitation has important biases, especially regarding the excessive precipitation maximum in the West Pacific (the Philippines hotspot) but biases throughout the seasonal cycle are still comparable to the best AMIP simulations in the CMIP5 archive. Importantly, also documented in Part 1, the response to ENSO SSTs in precipitation, wind stresses, and surface heat fluxes agree well with observations and recent reanalyses. Despite the relatively low resolution, the spatial distribution and frequency of tropical storms is realistic though not quite of the quality we have seen in higher resolution models, especially as regards the simulation of the interannual variability of genesis in the North Atlantic. In addition, the simulated MJO has reasonable amplitude and propagation characteristics, but only when coupled to an ocean model.
Another distinctive aspect of this model is the parameterization of subgrid topographic gravity wave stresses due to Garner (2005) . We have tried to incorporate this scheme into both AM2 and AM3 in the past, attracted especially by its natural treatment of anisotropy. Our success in AM4.0 has resulted from a better appreciation of the importance of some key parameters in the scheme as well as a greater willingness to tune some of these parameters to optimize the resulting circulation.
Also noteworthy are the improvements in the aerosol simulation, resulting from a combination of changes, including the removal of aerosols by convection and by precipitation from mixed phase clouds, and changes in the sulfate chemistry within cloud drops (see section 7).
Following earlier work by Mauritsen et al. (2012) and Hourdin et al. (2017) on climate model tuning processes, Schmidt et al. (2017) provides a convenient summary of tuning strategies at a number of major US climate modeling centers, allowing a comparison of the strategy used in AM4.0 development and that used by other climate modelers. The models used for decadal-to-centennial simulations in the set described by Schmidt et al. (2017) tune global mean top-of-atmosphere energy balance to some extent, as it is universally recognized that simulations leading to an accurate enough balance for long coupled simulations cannot otherwise be obtained. There is an interesting difference between groups that tune energy balance for PD (present-day) conditions and those that tune for PI (preindustrial) conditions. Our tuning has been entirely based on the standard AMIP period , tuning to estimates of PD energy balance using observed SSTs as boundary conditions. Some of the advantages of trying to tune instead to zero net balance in PI conditions are discussed in Schmidt et al. (2017) . We feel it is important to optimize the SW and LW fluxes separately, and not just the net difference, for which we have no PI constraints.
As in AM4.0 development, models used for decadal-to-centennial simulations are often tuned, not simply for global mean TOA fluxes but for regional patterns of mean climate (e.g., shortwave and longwave cloud radiative effects, precipitation, sea level pressure, geopotential height, temperature, humidity, zonal wind, near-surface wind stress, implied ocean heat transports, and aerosol optical depth). The emphasis placed upon the various aspects of mean climate varies among modeling groups described in Schmidt et al. (2017) . But it still remains rare to base a tuning strategy on an automated optimization process. In AM4.0 we have also refrained from trying to automate the tuning process. The development of AM4.0 to date has Journal of Advances in Modeling Earth Systems 10.1002/2017MS001209 isolated key parameters, and metrics sensitive to those parameters, helping to define the parameter space of most interest. We believe that we have prepared the way for future work on automating the final stages of the tuning process in this model, working with the key parameters identified by our work to date.
An area of difference in strategies across models is the extent to which decisions on model optimization are made in atmosphere/land AMIP simulations or in the fully coupled context. Our approach in AM4.0 development has been to develop primarily in AMIP mode, with an eye toward coupled simulations for reassurance that no serious deficiencies emerge. Aspects of the coupled model on which we focused attention were the MJO, ENSO, the strength of the Atlantic overturning circulation, the Arctic ice cover, the structure of drifts in SSTs, and ocean heat uptake, typically in simulations lasting 100 years or less. But these inspections of coupled simulations rarely provided systematic ways of modifying the atmospheric component. For example, coupled simulations of ENSO, which varied in quality through the development of the coupled model, did not always feed back directly on atmospheric development due in part to our limited ability to predict how coupled simulations would react to changes in the atmospheric model and partly to the fact that ENSO characteristics also depended on oceanic tuning in prototypes of our CM4 coupled model.
Conclusions
The tuning of the climate sensitivity and aerosol radiative forcing are of special interest when documenting a model development path, because they effectively determine the amplitude and shape of the anthropogenic warming over the past century. Other than preconceptions based on the simplest energy balance models as to the qualitative historical trajectory to expect from particular values of Cess sensitivity and aerosol RFP, we did not explicitly vary parameters to fit coupled model historical simulations. To maximize transparency, we list here the concerns and ways we tried to push Cess sensitivity and aerosol RFP in a particular direction.
1. At the start of AM4.0 development we made a choice of a microphysics scheme within the moist convection module, based on the analysis of Zhao et al. (2016) of some early AM4 prototypes. By choosing a scheme similar to that in AM2 rather than that in AM3 shallow convection, without a clear process-level rationale for doing so, we began the model development process with a relatively low Cess sensitivity close to AM2 rather than the higher value in AM3. 2. Early preliminary coupled simulations suggested that our TCR was still relatively high, 2K or even higher, more comparable to AM3 than AM2, despite a lower Cess sensitivity. This result, still not understood fully but presumably related to strong polar amplification, has encouraged us to continue thinking about alternatives for lowering the sensitivity. 3. Contributing to this concern were results from the model's newly updated radiation scheme, which increased the radiative forcing for doubling CO 2 by $10%. 4. The EIS modification to the shallow convection scheme (see sections 4 and 13) reduces the positive low cloud feedback in tropical subsidence region. It also improves the simulation of stratocumulus decks. This modification was implemented not only to reduce the sensitivity but also because it improved simulations. 5. Golaz et al. (2013) describes how AM3's aerosol RFP can be manipulated by changing an autoconversion threshold parameter controlling the drop size required before precipitation occurs in the model's largescale cloud scheme. Reducing AM3's value from 8.2 to 6 lm was beneficial in that model for qualitatively fitting the evolution of global mean temperature. While larger values ($10 lm) were preferred observationally (Suzuki et al., 2015) , precipitation in the real atmosphere depends not on the grid-box averaged cloud droplet size, but rather on the size of largest drops. Experimentation with a coupled version of a prototype of AM4.0 suggested that we had a similar sensitivity to that parameter but could get by with a value close to 8.2 lm (we chose 8.5 lm). We then left this value unchanged as we developed AM4.0.) 6. The several changes in the aerosol model that happened to change the aerosol RFP from that in AM3
were accepted simply to improve the aerosol simulation or to simplify and improve the numerical stability of the activation scheme (section 8). They happened to decrease the magnitude of the aerosol RFP by about 30% in combination. The one change that we thought might have this effect, but that was also motivated by an improvement in the droplet numbers (i.e., allowing aerosol activation when cloud is has not yet been frozen at the time our submission of this manuscript, the final AM4/LM4 truly parallel with the GFDL CMIP6 DECK submission will involve some changes in the land model. This involves mostly the use of dynamical vegetation and some changes in snow albedo over glacier.
