ABSTRACT Complex multi-cluster tools have been extensively used in semiconductor manufacturing. It is crucial to increase their productivity by their effective operation. With structural complexity, multiple robots, and the interaction among individual tools, it is very challenging to schedule a tree-like multi-cluster tool. This paper investigates the scheduling problem of such a tool whose bottleneck individual tool is processbound. The system is modeled by well-known discrete-event models, i.e., resource-oriented Petri nets. Based on the models, for the first time, this work develops necessary and sufficient conditions under which a oneunit (wafer) periodic schedule exists and shows that an optimal one-unit periodic schedule can always be found. Algorithms with polynomial complexity are presented to find the optimal cycle time and the oneunit periodic schedule. Industrial examples are used to illustrate the proposed method, and they show that a significant reduction in cycle time can be obtained in comparison with the existing method.
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The
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={e ∈ ∪χ (k,m) |m ∈ ρ(k), ω j(n[j]) > 0, j ∈ ∪χ (h,e) and h = V(k), and ω (e+1)(n[e+1]) = 0, e / ∈ ρ(k)}.
Y(k)
={∪χ (h,s) |s ∈ E(k) and h = V(k)}.
I. INTRODUCTION
Over the past two decades, the application of robotic cluster tools booms in semiconductor wafer fabrication. A cluster tool is made up of several process modules (PM), a wafer handling robot and two cassette modules with loadlocks (LL) for inputting/outputting wafers. The robot has one or two blades for grasping one or two wafers, respectively. To increase the productivity, two or more cluster tools can be integrated into a multi-cluster tool by sharing buffering modules (BM) [2] , [3] , [6] , [45] , [46] . However, the tight coupling among the tools brings great challenge for scheduling a multi-cluster tool system. Studies have been conducted on the modeling and scheduling analysis for single-cluster tools [12] , [16] , [18] , [19] , [21] - [32] , [34] , [36] - [42] , [44] , [53] , [54] . In the view of workload, if one of the processing steps is the bottleneck, a single-cluster tool is called to be process-bound, while if the robot is the bottleneck, it is transport-bound. In the industrial practice, the robot activity time is usually much shorter than the processing time [7] , [12] , [16] , [33] such that it is processbound and a backward strategy is optimal for a single-blade cluster tool [5] , [16] , [18] .
For some wafer fabrication processes, it is required that when a wafer finishes its processing, it can reside in a PM for a limited time; otherwise, it would be damaged [12] , [19] . This requirement is called wafer residency time constraints and greatly complicates the scheduling problem due to the absence of immediate buffer between PMs in a tool. Based on Petri net (PN) modeling, mathematical programming formulations are adopted to find an optimal cyclic schedule for a dual-blade cluster tool subject to wafer residency time constraints [13] , [19] . With generic PN models developed, Qiao et al. [30] , and Wu et al. [36] further investigate this problem for both single and dual-blade tools and a so called robot waiting method is proposed. By this method, upon schedule existence analysis, closed-form algorithms are developed to find an optimal periodic schedule.
Recently, more attention has been paid to the issue of scheduling multi-cluster tools in semiconductor manufacturing. A multi-cluster tool consisting of K single-cluster tools is called a K -cluster tool in this paper. If a K -cluster tool is formed by single-blade cluster tools, it is called a single-blade K -cluster tool. A heuristic method is applied to schedule a multi-cluster tool by dynamically assigning priorities to PMs [10] , [11] . An industrial case of a 3-cluster tool with single-blade robots and parallel PMs is investigated by using a backward strategy [8] and it is shown that the lower-bound of cycle time can be reached for 87% instances. Ding et al. [6] adopt an event graph model to analyze the dynamics of a multi-cluster tool and develop simulation-based searching algorithms to find a cyclic schedule.
For a multi-cluster tool system, Yi et al. [46] propose a decomposition-based method to find a schedule by calculating the fundamental period (FP) for individual tools with the robot moving time being ignored. The cycle time of the system is then determined by analyzing the time delays caused from accessing the shared buffers by adjacent robots.
For a serial single-blade K -cluster tool with robot moving time being taken into account, Chan et al. [2] propose a resource-based method to find a multi-unit periodic schedule. A K -cluster tool is said to be process-dominant if, among the K individual tools, the one with the heaviest workload is process-bound. For a single-blade K -cluster tool, the existence of a one-unit periodic schedule is proved and an efficient algorithm is given to find an optimal one in [48] - [50] . Yang et al. [43] investigate the effect of the buffer capacity in BMs on the productivity and show that a one-unit cyclic schedule can be found to reach the lower bound of cycle time if all the BMs in a process-dominant serial K -cluster tool have two spaces. For a single-blade K -cluster tool with two-space BMs and wafer residency time constraints, Liu and Zhou [20] develop a non-linear programming model and a heuristic algorithm to find a schedule. For a single-blade K -cluster tool with single-space BMs and wafer residency time constraints, necessary and sufficient schedulability conditions are established and efficient algorithms are developed to find an optimal one-unit schedule if it is schedulable [51] , [52] .
As the scheduling problem of a tree-like multi-cluster tool is very challenging, to the authors' best knowledge, the only study on the scheduling of a multi-cluster tool with a tree-like topology is done by Chan et al. [3] . They present a method to find a multi-unit periodic schedule and claim that for some situations there is no one-unit periodic schedule. Due to easy implementation and understandability of a one-unit periodic schedule, it is desired to be found if its productivity is equal to or greater than that obtained by a multi-unit schedule. Aiming to find a one-unit periodic schedule, this work studies the scheduling problem of a tree-like multi-cluster tool.
With the fact that, in practice, a single-cluster is often process-bound [7] , [12] , [16] , [33] , this work assumes that the bottleneck individual tool in a tree-like K -cluster tool is process-bound, i.e., the addressed tree-like K -cluster tool is process-dominant. The system is modeled by a type of PNs with the robots' waiting time being explicitly described. Compared with the existing work, this work has made the following contributions. First, by following the robot waiting time method in [36] and [39] , we prove that, for a processdominant tree-like K -cluster tool, there is always a one-unit periodic schedule, and derive necessary and sufficient conditions of its existence. Second, we propose algorithms with polynomial complexity to find such an optimal schedule. Furthermore, the obtained one-unit schedule is not worse than a multi-unit one. For example, Chan et al. [3] identify some cases where a periodic schedule that reaches the lower bound of cycle time does not exist. However, our proposed method can obtain a one-unit schedule with lower bound of cycle time for them, to be shown later. This is clearly a significant advancement in this field.
The next section briefly introduces the configuration of a tree-like K-cluster tool and presents its PN model. Necessary and sufficient conditions under which a one-unit cyclic schedule exists are derived in Section III. Efficient algorithms are developed in Section IV to find an optimal one-unit schedule. Several industrial examples are given to demonstrate the application of proposed method in Section V. Finally, conclusions are drawn in Section VI.
II. SYSTEM MODELING BY PETRI NET A. TREE-LIKE MULTI-CLUSTER TOOL
A tree-like K -cluster tool is illustrated in Fig. 1 . Thereafter, without confusion, when we mention a K -cluster tool, it means a tree-like K -cluster tool, unless otherwise specified. Let N K = {1, 2, . . . , K } be the set of indices for the K individual tools. The ''root tool'' equipped with two LLs is denoted by C 1 . There is a directed path that connects C 1 to each leaf tool, where C j is the downstream tool of C i if C j locates further away from C 1 than C i , namely, C i is the upstream tool of C j . C i , i ∈ N K \{1}, is said to be a leaf tool if it has just one upstream adjacent tool but none of downstream tool.
As done in [3] , we have the following assumptions: 1) there are two LLs in C 1 ; 2) a BM between two adjacent tools, without processing function, can accommodate only one wafer; 3) only one wafer can be processed in a PM at a time; 4) all the wafers in a cassette are fabricated according to the same recipe and enter a PM (excluding the BM) no more than once; 5) the robot moving, loading/unloading time, and wafer processing time in a PM are known as constants; 6) the robot loading time is the same as its unloading one, and the robot moving time between two PMs is identical regardless of whether grasping a wafer or not; and 7) each step is configured with just one PM.
When one lot of wafers in one LL are being processed, the other LL can be used to load/unload another lot of wafers, which is equivalent to that the LLs can hold all the wafers in the tool to make sure that a K -cluster tool can operate consecutively without interruption. Thus, for most of time, a K -cluster tool works under a steady state.
B. OPERATION PROCESS
In C i , i ∈ N K \{1}, let PM i0 denote the BM that is seen as a virtual LL for injecting wafers from the upstream, while the other BM(s) (PM ij (j > 0)) are seen as virtual PMs. The BM linking adjacent tools C i and C j is viewed as an outlet for C i and an inlet for C j . The LLs in C 1 is viewed as an inlet buffer with infinite capacity and denoted as PM 10 . Let denote the set of indices of leaf tools and V(i) the set of indices of C i 's adjacent downstream tools, i / ∈ . Obviously, we have
There are a number of processing steps in each tool. The j-th step in C i is denoted by PS ij and the LLs and a BM are viewed as a processing step with processing time being zero. PM k0 (PS 13 ) → PS 14 → PS 10 (LL). For a process-dominant K -cluster tool, a backward strategy is optimal for every individual tool since it is not meaningful to shorten the cycle time of a non-bottleneck tool by changing its scheduling strategy. Then, we model the system by using a backward strategy to each individual tool.
C. MODELING THE WAFER FLOW
In this work, a K -cluster tool is modeled by a resourceoriented PN (ROPN) [35] , [36] , [55] , [56] defined as PN = (P, T , I , O, M , K / ), where P and T denote finite sets of places and transitions respectively such that P ∪ T = Ø and P ∩T = Ø; I : P×T → N = {0, 1, 2, . . .} and O: P×T → N are input and output functions, respectively; M : P → N is a marking with M (p) representing the number of tokens in p ∈ P; and K / : P → N\{0} is a capacity function with K / (p) being the maximal token count that p can accommodate. We use M 0 to denote the initial marking. More details for PN and the transition enabling and firing rules for ROPN can be found in [35] and [47] .
To describe the behavior of the system, we model
Step j in C i as follows. Timed place p ij with K / (p ij ) = 1 models a PM at
Step j in C i with i = 1 and j = 0. The loadlocks in C 1 are modeled by p 10 with K / (p 10 ) = ∞. R i 's carrying a wafer (token) for moving to p ij is modeled by places z ij and its moving from Steps j to j + 1 (
Step j before unloading a wafer from there is modeled by q ij . R i 's loading (unloading) a wafer into (from) PM ij is modeled by transition t ij (u ij ). By adding arcs
Step j in C i is obtained as shown in Fig. 2 . Then, based on the PN module for a step, the PN model for C i is built as follows. Robot R i is modeled by place r i with K / (r i ) = 1 indicating that R i , with one blade, can grip only one wafer at a time. R i 's moving from Steps j+2 to j, j ∈ 
Step 0 in C a , respectively. In this way, the PN model for the BM between C i and C a is obtained and shown in Fig. 3 . With the built PN structure, we need to set marking M 0 . To properly describe the dynamic behavior of the system, a particular type of tokens V 0 representing virtual wafers is introduced to describe the idle state of a PM. It is known that, if a backward strategy is applied under the steady state, there is a wafer at every processing step. Based on this fact, by putting V 0 tokens into the model, M 0 is set as follows. Let m = N m ∪{0} and ℵ denote the set of indices of the non-leaf tools with ℵ ∩ = Ø and
It is easy to verify that the obtained PN is deadlock-prone. Similar to that in [36] , a control policy on y ij 's is given to ensure the deadlock-freedom of the PN model as follows.
It follows from [36] that, by the policy given in Definition 1, an individual tool is deadlock-free. It can be verified that, under this policy, the PN model here for a K -cluster tool is deadlock-free. Hereafter, the PN is assumed to be controlled by the above policy.
In the PN model shown in Fig. 3 Definition 3: For i ∈ ℵ, a ∈ V(i), the color of the token that goes into
It is easy to verify that Definition 3 makes the model conflict-free. Then, we can analyze the initial and final transient processes for the model. At M 0 , y i0 is enabled and its firing leads to Marking M 1 with M 1 (q i0 ) = 1. At M 1 , firing u 10 results in that real wafer W 1 (token) is unloaded from p 10 . In this way, every time when u 10 fires, a token representing a real wafer is put into p 11 . If this process is continued, Marking M can be reached such that all V 0 tokens return to p 10 and they are replaced by tokens representing real wafers. At this marking, the system reaches its steady state. The initial start-up process is exactly described by the evolution from M 0 to M . Similarly, when the operation is to be terminated, every time u 10 fires, a V 0 token is put into p 11 , until the model goes back to M 0 , which exactly describes the final close-down process.
D. MODELING ACTIVITY TIME
We associate transitions and places with time to describe the temporal aspect of a K -cluster tool. It is assumed that the time taken for robot moving between any two steps within a tool is a constant [12] , [17] , and so is the time taken for the robot loading/unloading [12] , [17] . Table 1 lists the symbols and time durations associated with places and transitions. 
III. PROPERTIES OF SCHEDULING A K-CLUSTER TOOL
The scheduling properties of an individual tool in [50] are recalled in this section. For a process-dominant K -cluster tool, since a backward strategy is optimal for each individual tool, with the PN model shown in Fig. 2 , R i 's cycle time is [36] 
j=0 ω ij is the robot waiting time during a cycle. Robot waiting is treated as an activity and the time to complete a wafer at Step j in C i , i ∈ N K , is [36] 
Note that (3.3) is obtained based on the fact that
. With λ i , µ i , and α ij being constants and ω ij 's being variable, if ω ij set to be zero, we have that the shortest time to complete a wafer at Step j in C i is
A wafer can be scheduled to stay in PM ij for some time after its completion, i.e., τ ij ≥ α ij , where τ ij is the wafer sojourn time in PM ij . For
Step j ∈{0, b[i, a]}, a ∈ V(i), or a BM, the wafer that is unloaded from PS ij by the f-th firing of u ij is not the one that is dropped into PS ij by the f-th firing of t ij . However, from a viewpoint of scheduling, we concern only when a wafer is loaded (unloaded) into (from) a BM but not the wafer that is delivered. For this purpose, we introduce a concept of virtual wafer sojourn time at
Step j ∈{0, b[i, a]}, a ∈ V(i) as follows. Let υ 1 and υ 2 denote the end and start time points of the k-th firing of t ij and u ij , respectively. Then, the virtual wafer sojourn time at Step j ∈{0, b[i, a]}, a ∈ V(i) is defined as τ ij = υ 2 − υ 1 . In this way, the meaning of τ ij for every step in C i is uniform. Then, with τ ij replacing α ij in (3.2) and (3.3), the cycle time of PS ij is
With a backward strategy being applied, an individual C i is a flow shop. Let Θ i be the cycle time of C i . Then, we have
To make a schedule feasible, Θ i ≥ i must hold and, given Θ i for C i , R i should be scheduled to have ψ i = Θ i . Thus, for R i , in a cycle the total robot waiting time is ψ i2 = Θ i − ψ i1 , i.e., a schedule is dependent on R i 's waiting time only. This implies that, for a K -cluster tool, the robots' waiting time determines a one-unit periodic schedule and the scheduling problem is simplified to determine the robots' waiting time. Then, the key is to determine the cycle time such that a one-unit periodic schedule is found and the productivity is maximized. Based on the PN model, we discuss this issue next.
Let Θ i and Θ denote the cycle time of C i , i ∈ N K , and a K -cluster tool, respectively. To find a one-unit periodic schedule for a K -cluster tool, Θ i = Θ, i ∈ N K , must hold [50] . Let C h , h ∈ N K , and h denote the bottleneck tool in the system and its FP respectively. Then, Θ i = Θ ≥ h , i ∈ N K , must hold, i.e., every tool C i , i ∈ N K , should be scheduled to have the same cycle time such that every tool C i , i ∈ N K , operates in a paced way.
Suppose that C i , i ∈ N K , is scheduled with cycle time Θ. Consider adjacent tool pair C a and C i , i / ∈ and a ∈ V(i). If the system is scheduled such that, when R i finishes loading a wafer into
, R a can unload that wafer immediately by firing u a0 , then C a and C i can operate in a paced way. If any pair of C i and C a in the system is scheduled in this way, a one-unit cyclic schedule is obtained. Now, we discuss how this can be done. Let φ i0 denote the time point when firing u i0 starts. Between the firings of u i0 and
∈ . In other words, to make C a and C i operate in a paced way with cycle time Θ, u a0 should fire ∆ i time units later after u i0 does.
With the PN model, the above requirement can be implemented by properly scheduling C a and C i as follows. With M 0 being set as above, firing u 10 means that the first real wafer W 1 is unloaded from p 10 and released to the system. Then, for an i ∈ V(1), firing sequence σ 1 = firing u 10 
is performed for C 1 . By firing t 11 , W 1 is loaded into PS 11 . After firing t 1(b [1,i] ) , u i0 is enabled and fired. The time taken by σ 1 is
At the same time a cycle in C i is also finished. Since both C 1 and C i have the same cycle time Θ, u i0 fires again just after t 1(b[1,i]) fires. During this cycle, W 2 goes into the system.
By starting from the firing of u i0 , firing sequence After firing t i(b[i,a] ) , u a0 is enabled and fired. The time taken by σ i is ∆ i such that φ a0 = φ i0 + ∆ i . This process can be executed for every pair of C i and C a , a ∈ V(i), such that every tool C i , i ∈N K , operates with the same cycle time. Notice that, after each cycle in C 1 , a V 0 returns to p 10 . When all V 0 tokens return to p 10 , the system reaches the steady state and operates with a one-unit cyclic schedule under a backward strategy.
Notice that, to perform the above process for C i and C a , a ∈ V(i), it requires that: 1) when R i arrives at firing u i(b[i,a]) (t i(b[i,a]) ), there is a token in p i(b[i,a]) (p i(b[i,a] ) is emptied); and 2) when R a arrives at p a0 for firing u a0 (t a0 ), there is a token in p a0 (p a0 is emptied). We have the following result.
Theorem 4: For a process-dominant K -cluster tool, a one-unit cyclic schedule with cycle time being Θ ≥ h exists, if and only if, for any pair of C i and C a , i ∈ ℵ and a ∈ V(i), the following conditions are satisfied by determining ω ij 's and ω af 's:
Proof: By (3.7), Θ ij = Θ i and Θ af = Θ a hold. Then, Θ i = Θ a = Θ holds if and only if (3.8) holds by setting ω ij 's and ω af 's properly. Thus, we need to show the necessity and sufficiency of (3.9) and (3.10) only. During the following discussion, a token is referred to as a wafer without confusion.
(⇒). We first show the necessity of (3.9) and (3.10). It is known that Θ is the cycle time for C a . By (3.6), a] ) must hold. For C a , the wafer sojourn time at Step 0 is τ a0 = Θ − (4λ a + 3µ a + ω a(n[a] 
holds. Therefore, suppose that inequality (3.9) is not satisfied, namely,
to Θ > Θ, which contradicts the assumption that the cycle time of C a is Θ. Thus, (3.9) is necessary.
Similarly, if
is violated, we can show that the cycle time of C i is greater than Θ. Hence, (3.10) is also necessary.
(⇐). Next, we show the sufficiency of (3.9) and (3.10). To do so, based on the PN model, we analyze the behavior at
Step 0 in C a . Let ϕ 4 denote the end time of firing t a0 (loading a wafer into p a0 ) and u * a0 the first time when u a0 fires after VOLUME 4, 2016
firing t a0 , and ϕ 5 the start time when u * a0 fires (unloading a wafer from p a0 ). Then, for C a , the virtual wafer sojourn time at Step 0 is τ a0 = ϕ 5 − ϕ 4 that is the allowed longest time for a wafer to stay in PM a0 such that the cycle time of C a is not longer than Θ. Suppose that, a wafer is unloaded from p i(b [i,a]) at ϕ 4 by firing u i0 as soon as it has just been loaded into p a0 (p i(b[i,a] firing t i(b[i,a]) . We have ϕ 6 −ϕ 4 = 4λ i +3µ i + ω i (b[i,a]−1) . After σ 1 , a wafer is put into p a0 (p i(b[i,a]) ) at ϕ 6 and u a0 is enabled. By (3.9), we have 4 , which guarantees that u a0 is enabled when it is scheduled to fire, i.e., if (3.9) holds, the buffering step does not affect the operation of C a .
In a similar way, it can be shown that, if (3.10) is satisfied, the operation of C i can be realized as scheduled.
Hence, if for any pair of C i and C a , i ∈ ℵ and a ∈ V(i), (3.9) and (3.10) hold, a one-wafer cyclic schedule with cycle time Θ for ∀C i , i ∈ N K , can be obtained. Since every tool can operate as scheduled, a one-wafer periodic schedule with cycle time Θ for a K -cluster tool is obtained.
Theorem 4 presents the conditions under which the multiple robots can be coordinated to obtain a one-unit periodic schedule. Intuitively, (3.9) states that, when a wafer is loaded into Step b[i, a] by R i from C i , R a can be scheduled to unload this wafer, while (3.10) states that, when R a loads a wafer into Step 0, R i can be scheduled to unload this wafer from
Step b[i, a] ( Step 0 in C a ).
IV. ONE-UNIT PERIODIC SCHEDULE A. SCHEDULING OF CLUSTER-TOOL-CHAIN
If an individual tool is viewed as a vertex, the topology of a K -cluster tool is a tree (a digraph) [4] . Let χ (i,j) be the set of indices of individual tools on the path from C i to C j , including i and j, |χ (i,j) | be the cardinality of χ (i,j) , and L(i, j) = |χ (i,j) | − 1 be the length of the path from C i to C j , or the number of arcs connecting two adjacent tools on a path. For a path from C i to C j , if L(1, i) < L(1, j), C i is an upstream tool of C j and C j is a downstream one of C i . Let (i) denote the number of downstream tools immediately adjacent to C i . Then, C i is called a fork tool if (i) ≥ 2. For example, in the 5-tree-cluster tool shown in Fig. 1 , we have L(1, 5) = 3, (1) = 2, and (3) = (4) = 1. If a multi-cluster tool with linear topology is treated as a cluster-tool-chain (CTC), a tree-like K -cluster tool is formed by a number of CTCs. Then, to schedule a K -cluster tool is to coordinate the CTCs that form the K -cluster tool. Let CTC[f , l] denote a CTC starting from C f and ending at C l . In a K -cluster tool, a CTC can be formed by a single tool, in this case, we have f = l. Let U(i) be the index of upstream adjacent tool of C i with U(1) = 0. Then, a K -cluster tool can be decomposed into a number of CTC[f , l]s according to 1) the start tool C f is the root or its upstream adjacent tool is a fork, i.e., f = 1 or U(f ) = j and (j) ≥ 2; and 2) the end tool C l is a leaf or a fork, i.e. (l) ≥ 2 or (l) = 0. Based on this decomposition rule, for a CTC[f , l], we have (i) = 1, i ∈ χ (i,j) , i = f , and i = l. For the simplicity of presentation, we assume that, the tools in a CTC [f , l] are labeled with consecutive numbers in an ascending order from f to l, i.e., C i−1 and C i+1 are the immediate upstream and downstream tools of C i , respectively. In the 5-tree-cluster tool shown in Fig. 1, C 1 is the root and it is also a fork with C 2 and C 3 being its immediate downstream tools, and C 2 and C 5 are the leaf tools. Thus, we have three CTCs: {C 1 }, {C 2 }, and {C 3 , C 4 , C 5 }. In order to present the method for scheduling a K -cluster tool, we discuss how to schedule a CTC first.
In 
Algorithm 1 Scheduling a CTC[f , l]
Input: Θ, α ij , λ i , and
m=0 ω lm ; 3. τ l0 = Θ − ϕ l0 ; and set ω ij 's from i = l − 1 to f as:
, Conditions (3.8)-(3.10) in Theorem 4 are met, i.e., given Θ ≥ h , a one-unit cyclic schedule can be found for a CTC[f , l] by setting ω ij 's. However, due to Θ − 2( 
B. MINIMAL CYCLE TIME OF CTC
Since a CTC[f , l] in a tree-like multi-cluster tool may end with a fork tool, it may have more than one downstream CTC and its downstream CTCs have effect on the its cycle time. To determine the minimal cycle time of a CTC[f , l] in a tree-like multi-cluster tool, we need to coordinate the robots in the downstream CTCs to make the conditions given in Theorem 4 satisfied. Hence, it is much more difficult to determine its cycle time than to determine the cycle time for a linear multi-cluster tool that is a single CTC and the method developed for a linear multi-cluster tool in [50] is not applicable here.
Notice that, by increasing Θ, we can reduce ω i(n [i] ) and
, which implies that a one-unit periodic schedule may be found for a CTC[f , l] by increasing Θ, when Algorithm 1 finds no one-unit periodic schedule. The key is how to find the minimal cycle time Θ. We discuss how to do it and show that there is always a one-unit periodic schedule next.
For CTC [f , l] , given Θ, if, by Algorithm 1, we have
. In this case, without loss of generality, we assume that
hold, the only way is to increase τ (k+1)0 since its right side is a constant. With τ (k+1)0 = Θ − (4λ k+1 + 3µ k+1 +ω (k+1)(n[k+1]) ) and (4λ k+1 +3µ k+1 ) being constants, to increase τ (k+1)0 , one needs to increase Θ, or decrease ω (k+1)(n[k+1]) , or both. By Algorithm 1, when Θ is increased, the portion of ψ (k+1)2 that can be assigned to ω (k+1)j , j ∈ n[k+1]−1 \{b[k + 1] − 1}, is increased, which results in the decrease of ω (k+1)(n[k+1]) . In this way, τ (k+1)0 can be increased by decreasing ω (k+1)(n[k+1]) and increasing Θ at the same time.
By increasing Θ, the cycle time for all C i in the system is increased. Thus, by increasing Θ 
) cannot be reduced any more, i.e., the increase of Θ i for C i and C i 's downstream tools has no effect on ω (k+1)(n[k+1]) . With this property, we discuss how to find the minimal cycle time for a CTC.
Assume that,
< 0 by using Algorithm 1. Based on the above analysis, we discuss how to find the minimal cycle time for CTC [f , l] by considering the effect of the downstream CTCs. In this case, to find a one-unit periodic schedule for CTC[f , l] is to make τ (k+1)0 = (4λ k + 3µ k ) hold. This can be done by increasing Θ such that ω (k+1)(n[k+1]) is decreased. Assume that, to make τ (k+1)0 = (4λ k + 3µ k ) hold, an increment ∆ is made, i.e., Θ ← Θ + ∆. Notice that, in C k+1 , the decrease of ω (k+1)(n[k+1]) is resulted from that more portion of ψ (k+1)2 is assigned into 
With Θ ← Θ + ∆, in order to consider the effect of the
, denote the set of indices of all the downstream tools of C i , ρ(i) the set of indices of leaf tools in D(i), and β(i) = {j|j > 0 and PM ij is a buffer}. Further, define
By s ∈ E(k), it means that there is a path from C k to C s such that, for any C j on this path, we have
by increasing Θ, C j and its downstream tools have no effect on ω (k+1)(n[k+1]) . Thus, to find ∆, we need to consider the tools of C s 's, s ∈ E(k). Further, let Y(k) = {∪χ (h,s) |s ∈ E(k) and h ∈ V(k)}. Notice that, C h , h ∈ V(k), is the immediate downstream tool of C k . Then, ∆ is determined as
, and Q(k) = {a ∈ ∪χ (k,d) |d ∈E(k)}. By δ g , it means that, when ∆ = δ g , by scheduling C g and its downstream tools, it makes the updated ω g(n[g]) = 0, while the updated ω (k+1)(n[k+1]) = 0 holds if ∆ = δ k . Notice that if there is δ g with δ g < δ k , then let ∆ = δ g and schedule C g and its downstream tools, we can have the updated ω g(n[g]) = 0 and ω (k+1)(n[k+1]) > 0. Since, when ω g(n[g]) = 0 occurs, C g and its downstream tools have no effect on ω (k+1)(n[k+1]) by increasing Θ. Thus, we can increase Θ by ∆ with ∆ = Min{δ g 's, δ k }, otherwise it is meaningless. After Θ is increased by ∆ = δ g such that the updated ω g(n[g]) = 0, we can remove the indices of C g and its downstream tools from E(k) and do the same again. Continuing this process, we can find the minimal ∆. Based on this property, let ∆ = min h∈Q(k) δ h . Then, we have the following two cases.
Case 1: If ∆ = δ k , set the robots' waiting time as follows. For ∀i ∈ D(a) with a ∈ E(k), set ω i0 = A i0 + ∆, τ i0 = i0 + ∆, and
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. Then, with Θ ← Θ + ∆ and the ω ij 's, it is easy to verify that Conditions (3.9-3.10) are satisfied for i ∈ D(k).
Case 2:
. By doing so, it follows from (3.5-3.6) that Conditions (3.9-3.10) are satisfied for i ∈ D(k). As δ k > ∆ = δ g , τ (k+1)0 < (4λ k + 3µ k ) must hold. However, with Θ being increased by ∆ = δ g , g = argmin{δ h |h ∈ Q(k)}, we have the updated ω g(n[g]) = 0. Thus, C g and its downstream tools have no effect on ω (k+1)(n[k+1]) by further increase of Θ. Then, based on the updated ω ij 's, let
, and δ k . With the updated δ h and δ k , let ∆ = δ g = min h∈Q(k) δ h and Θ ← Θ + ∆. Then, repeat the above process. Continue this process until Case 1 occurs
By the above process, we finally have τ (k+1)0 = (4λ k + 3µ k ) with the obtained Θ such that Conditions (3.9)-(3.10) for any pair of C i and C i+1 , i ∈ N [f ,l] , are satisfied. In addition, since τ (k+1)0 = (4λ k + 3µ k ), a Θ that is less than the obtained one must result in τ (k+1)0 < (4λ k + 3µ k ). This implies that the obtained Θ is the minimal one. A CTC without downstream CTCs is a special case of a CTC with downstream CTCs and the above process can be applied to it.
By the above process, each individual tool C i is scheduled such that
The above derivation is summarized as Algorithm 2, where the inputs include the indices of the individual tools in CTC[f , l] and each downstream CTC and the given cycle time Θ ≥ h , respectively with α ij , λ i , and µ i being constants. It outputs the minimal Θ and the obtained schedule.
In Algorithm 2, Statements 4.6-4.8, 3.1-3.13 schedule the individual tools in a CTC and its downstream CTCs such that they can operate in a paced way.
C. SCHEDULING K-CLUSTER TOOL
A K -cluster tool consists of a number of CTCs. It is necessary to minimize
for every C i in each CTC to obtain the minimal cycle time of the system. This can be realized as follows. Let L-CTC be the set of CTC[f , l]s with C l being a leaf tool of a K -cluster tool and assume that |L-CTC| = g. Set Θ = h , the lower bound of cycle time for a K -cluster tool, as the initial cycle time. Then, each CTC in L-CTC is scheduled via 
Algorithm 2. Assume that the minimal cycle time obtained for these g CTCs in L-CTC is Θ 1 , . . ., and Θ g , respectively. Then, with Θ = max{Θ 1 , . . . , Θ g } as the cycle time, for each C i in any CTC∈L-CTC, set ω ij 's by using Algorithm 1. We call these CTCs the scheduled CTCs and the others unscheduled ones. Based on the scheduled CTCs, we then schedule an unscheduled CTC whose downstream CTCs are all scheduled ones. By repeating such a process, one can find a one-unit cyclic schedule for the entire K -cluster tool by minimizing ϕ i0 = 4λ i + 3µ i + ω i(n[i]) for every individual tool C i . If the obtained minimal cycle time is finally Θ = h , the lower bound of cycle time is reached by a one-unit cyclic schedule. Algorithm 3 is proposed to do so.
By Algorithm 3, the CTCs in a K -cluster tool are identified and scheduled via Algorithm 2 by finding the minimal cycle time and setting the robots' waiting time. This is done from the leaves to the root in a backward way as above discussed. Algorithm 3 calls Algorithm 2 to set or update robot's waiting time ω ij 's. Assume that L(1, i) = m. Then, to schedule the system from C i to C 1 , the worst case occurs when the cycle time needs to be updated for every node on the path from C 1 to C i . In this case, the number of times for updating the cycle time and setting the robot waiting time of a tool is at most (m + 1 + m j=1 j 2 ), or it has computational complexity O(m 3 ). This implies that, with K tools in a K -cluster tool, the computational complexity for the proposed method is polynomial.
With the result obtained by Algorithm 3, it presents if Θ = h . Thus, Algorithm 3 can be used to check whether a
Algorithm 3 Schedule a K -Cluster Tool
Input: α ij , λ i , and
For each e ∈ do 7.
← {e}, m ←U(e) 8.
While m = 0 and (m)
For ∀j ∈ β(i) and ε ij < ε 22. If Algorithm 3 returns Θ > h , the cycle time for the obtained schedule is greater than the lower bound of cycle time of the system. However, the obtained one-unit cyclic schedule is still optimal as pointed out by the following theorem.
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Theorem 6: For a process-dominant K -cluster tool, if Algorithm 3 returns Θ > h , the obtained one-unit cyclic schedule is optimal in terms of cycle time.
Proof: By applying Algorithms 2 and 3 to a K -cluster tool, every time if τ (i+1)0 < (4λ i + 3µ i ), i ∈ N K , occurs, which is indicated by Statements 4.2 -4.15 in Algorithm 2, the cycle time Θ is increased by ∆ as Θ ← Θ + ∆ such that τ (i+1)0 = (4λ i + 3µ i ). Hence, by Algorithm 3, finally a one-unit cyclic schedule is obtained with cycle time Θ > h . This implies that there is at least an i ∈ N K such that τ (i+1)0 = (4λ i + 3µ i ). Any decrease of Θ would result in τ (i+1)0 < (4λ i + 3µ i ), leading to the violation of Conditions (3.9)-(3.10). Thus, the obtained Θ > h is the minimal cycle time.
Notice that, for a process-dominant K -cluster tool, a backward strategy is applied to schedule each individual tool with a one-unit schedule. However, when an individual tool is scheduled, we need to consider the effect of all its downstream tools. Due to the complexity of a K -cluster tool, the scheduling problem is extremely complicated. In addition, by our method, a one-unit periodic schedule can be obtained other than a multi-unit schedule as done in [3] . Owing to the conceptual simplicity, ease of control and implementation, and wide use in industry [7] , it is meaningful to find a one-unit schedule. Hence, this is a significant advancement in the field of scheduling tree-like multi-cluster tools.
Up to now, we have presented how to find an optimal one-unit cyclic schedule for the addressed multi-cluster tool. It should be pointed out that the proposed method is very easy to implement. Notice that, for any pair of adjacent tools C i and C a , i / ∈ and a ∈ V(i), the system is scheduled such that every time after R i in C i loads a wafer into
, u a0 fires immediately to unload this wafer by R a in C a . By doing so, we determine when a tool starts to operate. By Algorithms 2 and 3, the robots' waiting time is determined such that the time when every activity should start is determined. Thus, it is easy to realize.
V. ILLUSTRATIVE EXAMPLES
In this section, two examples are used to illustrate how to apply the proposed method and its effectiveness. Example 1 is an industrial case from [3] . For this example, the obtained schedule by our method yields higher productivity than that obtained in [3] . For Example 2, it is shown that the optimality conditions for the application of a backward schedule are not met such that an optimal schedule cannot be found in [3] . However, by our method, an optimal one-unit schedule is found. In the examples, the time unit is second and omitted for simplicity.
Example 1: It is an industrial case from [3] . As shown in Fig. 4 , it is a single-blade 3-tree-cluster tool, where PS 10 is the loadlocks, PS 20 and PS 30 are inlet buffers for C 2 and C 3 , and, PS 12 and PS 13 are outlet buffers for C 1 . The activity time [3, 3] , and CTC [1, 1] . For this example, a multi-unit cyclic schedule is obtained with cycle time 102.8 in [3] .
By [3] .
With this topology of this example, by changing the activity time, four other cases are generated as done in [3] . For these cases, multi-unit cyclic schedules are found in [3] and their cycle time is 102.7, 102, 104, and 99.7, respectively. By our method, a one-unit cyclic schedule with cycle time 85 is obtained for all of them. In comparison with that in [3] , the cycle time is reduced by 17.2%, 16.6%, 22.3%, and 14.7% respectively. It is shown that a significant improvement has been made.
Such an improvement is economically significant for a wafer fab. For example, the cost of a finished wafer is $5,000 [9] , and the throughput is 5,000 wafers per week. Thus, only 1% improvement in throughput can bring a revenue increase of $250,000 per week, approximately $13 million a year.
Furthermore, our Petri net-based method contributes to polynomial complexity algorithms to find a schedule instead of exponential ones as that in [3] .
Example 2: It is a 5-tree-cluster tool composed of five single-blade cluster tools as shown in Fig. 1 , where PS 10 is the loadlocks, PS 20 , PS 30 , PS 40 , and PS 50 are inlet buffers for C 2 , C 3 , C 4 , and C 5 , PS 12 and PS 13 are outlet buffers for C 1 , and PS 32 and PS 42 are outlet buffers for C 3 and C 4 . The activity time ℘ i = (α i0 , α i1 , α i2 , α i3 , α i4 ; λ i , µ i ) of C i is given as: ℘ 1 = (0, 30, 0, 0, 4; 2, 5); ℘ 2 = (0, 70, 70, 58, 35; 3, 1); ℘ 3 = (0, 34, 0, 31, 34; 8, 1); ℘ 4 = (0, 100, 0, 100, 98; 1, 1); and ℘ 5 = (0, 100, 100, 100, 100; 1, 1). The wafer processing route is given in Section II. It contains three CTCs: CTC [3, 5] , CTC [2, 2] , and CTC [1, 1] .
By 
VI. CONCLUSIONS
A tree-like multi-cluster tool is formed by a number of singlecluster tools, some of which have more than one downstream tools linked by buffering modules. Due to structural complexity of such a tool, the behavior of the downstream tools has effect on the behavior of their upstream tools. It is very difficult to coordinate the activities of multiple robots in the system. Thus, it is very challenging to schedule such a multi-cluster tool. So far, the existing work can obtain a multi-unit periodic schedule and cannot ensure the optimality of the obtained schedule. Since a one-unit cyclic schedule is desired by industrial practitioners for its simplicity and easy implementation, this work investigates the scheduling problem of a tree-like multi-cluster tool with a processbound bottleneck individual tool to obtain an optimal one-unit periodic schedule. A Petri net model [47] - [57] is developed to explore the dynamic behavior for scheduling the system. By analyzing the properties of the PN model, this work derives necessary and sufficient conditions for optimality and shows that a one-unit cyclic schedule can always be found for the addressed multi-cluster tools, which is contrary to the result that no one-unit cyclic schedule exists for some cases. Furthermore, we develop algorithms to calculate the minimal cycle time and find the optimal one-unit cyclic schedule by setting the robots' waiting time. The method is shown to be polynomial in computational complexity. Thus, it is computationally efficient.
The multi-cluster tools addressed in this work are formed with single-blade cluster tools and single-space buffering modules. To handle both single and dual-blade cluster tools and two-space buffer modules, different scheduling methods are required, which will be investigated in our future work.
