In this article, a semi-supervised learning model with local and global regularization is built for process monitoring. In current approaches, models are built based on historical data without expert guidance. The main contributions are as follows: (1) a new intelligent learning method for historical data with expert guidance is proposed. (2) A new similarity measurement for data with high dimensions is proposed. (3) Fault isolation approach is proposed based on the intelligent learning method. Fault isolation is considered as classification problem. In this article, the fault is isolated according to the extracted fault feature. The proposed method is applied to a robotic-arm-based spray marking system. The simulation results show the effectiveness of the proposed method.
Introduction
The data samples from industrial processes are mainly divided into labeled data samples and unlabeled data samples. Labeled data samples are usually difficult to obtain because they involve expert knowledge and substantial time consumption, and some data samples are restricted by the actual work site. Compared to labeled data samples, unlabeled data samples are more prevalent. Determining reasonable uses of the two types of data samples while reducing the cost of labeling is a challenging problem in the fault isolation method based on data.
Statistical process monitoring (SPM) methods (such as principal component analysis (PCA), independent component analysis (ICA), and partial least squares (PLS)) that are typically studied use only unlabeled data samples to explore the internal data structure. This type of method is a dimension-reduction and feature-extraction technology for unlabeled data sets. Multivariate statistics are applied to detect and diagnose failure data. [1] [2] [3] Currently, PCA is the most basic multivariate statistical analysis method. Using PCA, the relationship between the variables can be extracted, and a model of the relationship between the observed variables and latent variables is constructed, so the PCA can be widely used in industry processes. With the development of PCA, many improved methods based on PCA have been proposed. Kernel principal component analysis (KPCA) is an extension of PCA. 4, 5 KPCA can obtain better effects in coping with nonlinear data by choosing the appropriate kernel function. PLS is a regression modeling method that can effectively overcome the complex correlation among variables. Thus, PLS can effectively overcome the influence of noise. 6, 7 These methods have been widely used 1 in the field of fault detection and isolation; however, expert knowledge in the form of labeled data samples has not been fully utilized. Semi-supervised learning was first proposed by Merz et al. 8 and applied to a classification problem. Three basic assumptions exist in semi-supervised learning: the smooth hypothesis, the clustering hypothesis, and the manifold hypothesis. 9 Nigam et al. 10 combine expectation-maximization (EM) and a naive Bayes classifier (NB) by introducing weighing coefficients of dynamic adjustment with the influence of unlabeled data, and the objective is to improve classification accuracy. Disagreement-based semisupervised learning is proposed by Zhou and Li, 11 this approach reduces time consumption and improves generalization ability. Y-L Wu and PB Yuan 12 introduced a density-sensitive (DS) distance measure that reflects the clustering assumption and fully exploits the competitive inherent structure information among data sets. Combined with a graph-based semi-supervised learning method, it leads to prominent clustering performance. Semi-supervised learning with nuclear norm regularization is proposed by Shang et al.; 13 this approach simultaneously handles both sparse labeled data and additional pairwise constraints together with unlabeled data. To avoid the over-fitting problem, regularization terms are introduced. However, standard linear global regularization cannot deal with sophisticated applications.
In this article, an intelligent fault isolation (IFI) method of semi-supervised learning based on a regularization framework is proposed. With global learning alone, it is difficult to obtain a good decision function in the whole space. However, local learning can obtain the decision function with better characteristics in a certain local area, so we put forward an IFI algorithm with expert guidance based on global and local spline regression (IFI-GLSR). This algorithm can smooth sample class labels and avoid the problem of local study insufficiency. The class label of each sample will possess ideal properties by introducing local spline regression. In sum, an intelligent learning objective function of the fault diagnosis can be constructed. The experiment results show that the performance of the proposed algorithm is superior to the standard regularization method.
The rest of this article is organized as follows. Section ''Fault isolation problem based on expert guidance'' introduces basic knowledge of fault isolation. Section ''Expert guidance based fault isolation method with global and local regularization'' introduces how to perform local and global regularization for fault isolation. Section ''Simulation results and analysis'' gives the application tests of given faults and comparison results with other methods. Finally, section ''Conclusion'' summarizes our work.
Fault isolation problem based on expert guidance
Given a training set
Among them, x i 2 R d , i = 1, . . . , n are the input data for a multiclass fault classification problem and y i 2 f1, 2, . . . , cg, i = 1, . . . , l, c are fault status classes. The goal is to predict the fault status classes y l + 1 , . . . , y n of inputs x l + 1 , . . . , x n .
According to the regularization framework of the classification algorithm, a multiclass fault classification problem is converted into an unconstrained optimization problem 14, 15 
where f is the classification function and H is the Hilbert space. The first term
is the experience loss. The second term c(f) is the regularization term, which reflects the generalization ability of the classification algorithm and solves the over-fitting problem. n.0 is the weighing coefficient and controls the complexity of the regularization.
Multiclass fault classification problem expression is derived from the unconstrained optimization problem [16] [17] [18] [19] [20] J(F) = min
Among them, the first term (F À Y) T D(F À Y) is the experience loss, which is a measurement of the difference between prediction matrix F and the initial marking matrix Y; D 2 R n 3 n is a diagonal matrix with
n 3 c is the initial label matrix; and F 2 R n 3 c is the prediction label matrix, which is the optimal solution to equation (3) . The role of minimizing empirical risk is to make the optimal solution consistent with the actual category to the extent possible. The second term F T QF is a regularization term, which makes the whole figure smooth. Specifically, the regular operator is used to ensure that labels are sufficiently similar between adjacent samples, so that the label distribution in the figure is sufficiently smooth. The Laplacian matrix Q is denoted as Q = S À W. W = ½w ij 2 R n 3 n is an undirected weighted graph whose vertexes correspond to the samples, and their edges w ij correspond to the similarity between x i and x j . W is the Gauss similarity function. S is a diagonal matrix, S ii = P n j = 1 w ij , i = 1, 2, . . . , n. The derivation process of the optimization problem is as follows
According to the derivation above, the inputs x l + 1 , . . . , x n correspond to the fault status classes
Expert guidance-based fault isolation with global and local regularization Expert guidance-based fault isolation with global and local regularization can be expressed as the following optimization problem
where F 2 R n 3 c is the prediction label matrix, which is the optimal solution to equation (6) , Y 2 R n 3 c is the initial label matrix, D is a diagonal matrix, and
And g is a positive adjustment parameter, n is the number of samples, G is a global regularization matrix, and M is a local regularization matrix.
Global regularization
There are very few labeled samples with expert guidance; therefore, the standard framework unconstrained optimization problem cannot guarantee learning sufficiently. Global regularization item f k k 2 I reflects the intrinsic geometric distribution information of p(x).
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p(x) is the distribution probability of samples, and p(yjx) is the condition possibility where the sample class label y is under the condition of known sample x. When x 1 and x 2 are adjacent, that is, p(yjx 1 ) ' p(yjx 2 ), the samples are most likely to have a similar class label. That is to say, p(yjx) shall be very smooth under intrinsic geometric properties. For the Riemann integral f k k 2 I , its form is as follows
Among them, M is the low-dimensional data manifold. r M f is a gradient of f about M, and f is the classification function. f k k 2 I reflects the smoothness of f.
Among them, n is the total number of samples, g is the adjustment parameter, and G is the global regularization matrix, and the calculation method is as follows
n is an undirected weighted graph whose vertexes correspond to the samples, and their edges w ij correspond to the similarity of samples x i and x j . The traditional calculation formula 15 of w ij is
Among them, d.0 is the attenuation parameter. N i is a collection of k-nearest neighbors (KNN) of x i . S is a diagonal matrix, where the diagonal elements are
. . , n. The selection of calculation method is very important to similarity matrix W, and it determines the final accuracy of fault classification. Local reconstruction is a more accurate calculation method of matrix W, and it is calculated by the neighbor points. The reconstruction error equation 22 is
where P k i = 1 w ij = 1, and W can be obtained by calculating the minimum value of the above formula.
Because neighbors with different distances have different influences on the sample, we decided to introduce a weight distance formula to solve the distance of neighbor points of x i , and on this basis, the kernel technique is applied to obtain the similarity matrix that is closer to the actual model.
A new distance formula is introduced as follows
Among them, M(i) and M(j) refer to the mean of the distance of k neighbors of x i and x j , respectively. Through high-dimensional kernel mapping, we can obtain the following formula
where
We can use K ij to replace F(x i )F(x j ). The derivation process is as follows:
Then, the improved distance formula is expressed as
The concrete solving steps for the similarity matrix W are as follows:
The distance between samples is calculated by
Euclidean distance, and the formula is as follows
By the kernel technique, the formula is transformed as follows
Among them,
2. According to formula (17), we can obtain k neighbor sample points of x i through the KNN algorithm. Neighbor domain of x i is D i . 3. The following formula is introduced to improve the distance formula
4. Using formula (18) to define a similarity measure of samples
À a, labels of x i and x j are same ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
b is a control parameter, which depends on the density of the data set, and a is an adjustment parameter.
5. According to formula (19), we can obtain k neighbor sample points of x i through the KNN algorithm. 6. Calculating weight matrix W: by calculating the minimum value of the reconstruction error of x i , we can obtain the optimal W arg min
Á k k is the Euclidean norm. w ij has two constraints, which are P x j 2D i w ij = 1 and w ij = 0 when x j 6 2 D i . A regularization Laplacian matrix is put forward, which is defined as follows
Accordingly, global regularization based on the figure is as follows
where G is the global regularization matrix, and F is the prediction label matrix.
Local regularization
The article proposes that the local learning algorithm is usually better than the global learning algorithm in terms of the performance, as finding an effective fault diagnosis model in the whole sample space is relatively difficult. In many practical applications, the local learning algorithm is therefore a better choice. This section uses a spline curve of Sobolev space 23 to map neighborhood sample points and to estimate regularization loss. According to the local residual sum of all neighborhoods, local regularization matrix M is constructed eventually.
For each point x i 2 X , its KNN can be determined by Euclidean distance. Define the nearest neighbor sets N i = fx i j g k j = 1 , the subscript i j 2 f1, 2, . . . , ng, and i 1 = i. The class label f i j of x i j belongs to the set { + 1,21}. The task is to find a function g i : R m ! R, so that each point corresponds to a label by the mapping
To solve the regression task above, the following general objective function is considered
The first term is the fitting function, and the second term S(g i ) is the penalty function, for which l is the adapting parameter. For different hypothesis spaces, g i can take different forms. We consider the continuous splines based on Sobolev space. The punishment function is defined by a semi-norm. 24 Some experts have posed
s is the order of partial derivative of a semi-norm.
constructs a polynomial space of the order no less than s, 2s.m. For example, when s = 2 and m = 3, we can define x = ½x 1 , x 2 , x 3 T 2 R 3 ; then, we get four basic polynomials: p 1 (x) = 1, p 2 (x) = x 1 , p 3 (x) = x 2 , and p 4 (x) = x 3 . In this case, the spline is a C 1 smooth function (2s À m = 1).
In which f i, j (x) is Green's function, given as
Replacing k data of N i into equation (10) yields k equations. However, there are k + d coefficients that need to be solved. Finally, we introduce d new equations by the positive semi-definite condition of the function. We get
where e = ½1, 1, . . . , 1 T 2 R k , which corresponds to constant polynomial 1 in fp j (x)g
Coefficients a i are given as a i = ½a i, 1 , a i, 2 , . . . , a i, k 2 R k . Adjusting parameters l is introduced to balance the smoothness and accuracy of the splines. Combining k equations with d new equations, we get
where K i is a k 3 k symmetric matrix with its (r, c) element K r, c = f i, c (x i r ).
T 2 R k , and b i, 0 2 R. Because the class labels are unknown, the equation above cannot be solved. Some studies show that for k scattered data points, the minimum value of regularization loss can be estimated by following equation
As can be seen from equation (28), when l is zero, the mapping of the data points is perfect. However, this presents the over-fitting problem; therefore, the function g could be degraded, and it cannot predict new data well. Thus, we can assume a small l, usually 0.0001; then, the mapping of the data points is better. Thus, the first term can be approximated to zero; then, we get
To construct a local regularization matrix, we need to prove the following two theorems:
1. For a small l, minimum regularization loss can be estimated by a label matrix:
where M i is the upper left k 3 k sub-block matrix of the inverse matrix of the coefficient matrix.
Proof. Through equation (28), we have
We can get
For a small l, we get
2. M i is a Laplacian matrix.
Proof. We need to prove two points. One is that M i is a positive semi-definite matrix, and the other is that the sum of elements in each row of M i equals zero. According to theorem 1, it is easy to prove that for any vector z 2 R k , there is a vector a 2 R k that satisfies
Because the Green function is the conditional positive semi-definite function, 26 for vector a, we have a T K i a ! 0. Because l is a positive number, there is z
For the second point, we only need to prove M i e = 0, where e = ½1, 1, . . . , 1 T 2 R k . Substituting e for F i , we get vector a 2 R k . According to matrix theory, for the positive semidefinite matrix M i , there is a matrix Q, so that
Thus, M i is a Laplace matrix, and we can introduce our algorithm to a typical Laplace regularization framework.
Construct matrix M. Now, it is natural to add the estimated losses of the n neighborhoods fN i g n i = 1 together. Minimizing total losses makes it possible to obtain the global consistency convergence on the labeled and unlabeled data. Thus, we get
where f = ½f 1 , f 2 , . . . , f n T 2 R n is a class label vector.
k is a sub-vector of f. Thus, there is a line-selection matrix S i 2 R k 3 n that satisfies F i = S i f. Among them, the element of r row and c column of S i is defined by the formula
In the calculation, we can ignore the coefficient l, and the formula becomes
M i is a k 3 k matrix because some neighbors will influence each other, and M will contain nk 2 non-zero elements at most. M is a highly sparse matrix.
We explain this point as follows: in the multiclass case, in each neighborhood N i , the k-dimensional label vector F i in equation (31) is replaced by a k 3 c class label matrix. Accordingly, in each neighborhood, the splines in equation (25) are operated c times. A total of c splines are constructed to interpolate the c column vectors. Then, c losses written in the same form as in equation (31) can be derived. Sum these c losses together. With the trace operator of the matrix and the application of row selection matrix S i , this sum can finally be formulated as l tr(F T S T i M i S i F). M i equals that in equation (31). Hence, we can get
where M is identical to that in equation (35).
Fault isolation. Prior knowledge-based fault isolation with global and local regularization can be converted to solve the following optimization problem
The first term is experience loss. The second term is the global regularization matrix, whose role is to make the distribution of the sample label smooth. The third item is the local regularization matrix, and its role is to make F with ideal characteristics. F 2 R n 3 c is the prediction label matrix, which is the optimal solution to equation (36). Y 2 R n 3 c is the initial label matrix. D is a diagonal matrix, and D ii = D l .0, where i = 1, . . . , l and D ii = D u ! 0, i = l + 1, . . . , n. g is a positive adjustment parameter, and n is the total number of samples. G is the global regularization matrix. M is the local regularization matrix. Here, tr is a trace symbol of the matrix, and Y is an n 3 c matrix that records the sample labels. Y is defined as follows
Then, we get
With expert guidance, we can isolate the faults occurred in the industrial processes. Online fault isolation steps are as follows:
is the labeled data with expert prior knowledge.
is unlabeled data. According to equation (37), we can get Y 2 R n 3 c , which is the initial expert guidance matrix. 2. The neighborhood size of KNN is searched from {5, 10, 25}. According to the local spline regression algorithm, we can obtain the optimal value of parameters a and b by equation (29) 
Simulation results and analysis
To verify effectiveness, the proposed method is applied to a robotic-arm-based spray marking system, which is shown in Figure 1 . Steel enterprises need to mark important parameters, the mintmark, size, batch number, date, and other information, to meet the standard management rules. Traditionally the marking work is done by human workers. Because of the bad working conditions, high temperature, hazardous and noxious substances, and repetitive work for a long time in fast speed, it is unavoidable for human workers to mark occasionally the wrong label on the products. Hence, robotic-arm-based spray marking system shown in Figure 1 is designed for replacing human labor as to enhancing marking efficiency with high quality. Robotic-arm-based spray marking system holds a spray gun at its robotic-arm's end, and the spray gun can be freely moved by its arm to any position along the half arc surface of the coil toward the robot to mark the information. The coil is taken by walking beam soon after being bundled; therefore, it is of high temperature about 300°C. During the 2-min stay, the robotic-arm-based spray marking system will use radius measure end of the spray gun to touch three different spots of the coil surface to calculate the radius of the coil; if radius meets the demand, then the spray end will be rotated to mark the information; otherwise, the robot will refuse to mark and get back to its rest room where there is a partition diving off the hot coil. Finally, the coil will be moved to another area by the walking beam waiting for electromagnet crane to carry away to the stacking area. Variables include velocity and acceleration of the joint motors, pressure of the spray nozzle, and current of paint pumps.
The faults listed in Table 1 are designed for testing the proposed method.
Case study results
First, the simulation experiments are done with data containing normal and the fault 1 samples. The preceding 300 samples of the data are under normal conditions and then fault 1 is introduced. To determine the influence of different numbers of labeled data samples, different training samples containing 5%, 10%, and 15% labeled data samples are employed to do the modeling. As shown in Figure 2 , the model can extract normal characteristics from the preceding 300 data of the test samples and then extract the fault 1 characteristics from the remaining 400 data. Different monitoring results of different training samples during the experiment are shown in Figure 2(a)-(c) .
From Figure 2 (a)-(c), the model can extract normal characteristics from the preceding 300 data of the test samples and obviously distinguishes fault 1 from the others for the remaining 400 data. With the increase in the number of labeled samples in training data, the guidance information increases, so it is advantageous to label the unlabeled data. With the increase in guidance information, class differentiation gradually increases, namely, the fault isolation effect is better without being affected by the interference. From Figure 2 (b) and (c), the fault isolation performance tends to saturation. Thus, when the number of labeled samples reaches a certain number, the class differentiation increases slowly or even stabilizes.
Then, the simulation experiments are done containing data for normal and fault 2 samples. The preceding 300 samples are normal and then fault 2 is introduced. To determine the influence of different numbers of labeled data samples, different training samples containing 5%, 10%, and 15% labeled data samples are employed to do the modeling. As shown in Figure 3 , the model can extract normal characteristics from the first 300 data of the test samples and then extract the fault 2 characteristics from the remaining 400 data. Different monitoring results of different training samples are shown in Figure 3(a)-(c) .
From Figure 3 (a)-(c), the model can extract normal characteristics from the preceding 300 data of the test samples and then fault 2 is distinguished from the others for the remaining 400 data. With the increase in the number of labeled samples in the training data, the guidance information increases, so it is advantageous to label the unlabeled data. With the increase in guidance information, class differentiation gradually increases, namely, the fault isolation effect is better without being affected by interference. From Figure 3 (b) and (c), the fault isolation performance improves slightly.
As can be seen from the above experiments, 10% labeled samples are employed for fairly good modeling. Labeled data samples are rarely obtained in reality because, apart from the huge consumption of time, expert guidance is difficult to perform in restricted conditions. Hence, using only the least labeled samples to obtain a better fault isolation result through an intelligent learning algorithm with regularization is feasible.
Finally, the simulation experiments are done with data containing fault 1 with 10% labeled samples. Observe how to affect the fault isolation performance when adjusting parameter g changes. The preceding 300 samples are normal. Then, fault 1 is introduced. The isolation results of different adjusting parameter g are shown in Figure 4 (a)-(f).
As can be seen from Figure 4 (a), the category gap is approximately equal to 0.3 between normal and fault 1 in normal circumstances, and the class differentiation is not so obvious, and characteristic curves fluctuate around the 300th sample. The category gap is approximately equal to 0.45 between normal and fault 1 in fault circumstances, so fault 1 can be distinguished from the others.
As can be seen from Figure 4 (b)-(d), the category gap is approximately equal to 0.8 in normal circumstances, the class differentiation is obvious, and characteristic curves fluctuate smoothly around the 300th sample, which makes it not susceptible to interference. The category gap is approximately equal to 1 in fault circumstances, so fault 1 can be distinguished from the others.
As can be seen from Figure 4 (e), the category gap is approximately equal to 0.5 in normal circumstances, and the class differentiation is obvious for extracting the features. The category gap is approximately equal to 0.01-0.4 in fault circumstances, so it is difficult to distinguish fault 1 from the others.
As can be seen from Figure 4 (f), the model cannot detect fault 1. Because the category gap is too small, the fault features are ambiguous. The performance is the worst in this experiment. Conclusion. When 10 1 \g\10 3 , we can obtain a good effect. When g is too small (g\10 À1 ), the effect of the curve is good, but the curve in the normal circumstances is not so obvious. When g is appropriate (10 4 \g\10 5 ), the class difference is small, which makes it difficult for classification. When g is too large (g.10 5 ), the category cannot be judged.
Comparison with other methods
Support vector machine (SVM). We used LIBSVM to implement the SVM method. The cost parameter is selected 2 À5 , and the width of the Gaussian kernel is selected 2 2 . EM&NB. The implementation of method is the same as Nigam et al. 10 
DS.
12 The parameter r = 0:5 is obtained by fivefold cross-validation.
Nuclear norm regression (NNR).
14 The constant parameter a = 0:01. And the number of nearest neighbors is set by grid search.
Average accuracy is one of the most important indexes for evaluating the performance of the semisupervised learning algorithm. The comparison result with other semi-supervised learning methods under different percentages of label data is shown in Figure 5 . The comparison result between the proposed IFI-GLSR method and other semi-supervised methods is shown in Table 2 for the case where 10% of the total amount of data are chosen as label data.
Conclusion
In this article, an IFI method with expert guidance learning based on a regularization framework is proposed. In the above work, the expert guidance is used to define the features of data, and the data are used as training data. For example, the data labeled normal, fault 1, and fault 2 are used for learning. Based on the expert guidance, faults can be isolated. In industry, there are a large number of sample data, but only a few labeled sample data are collected in the training process. In this article, the validity of the proposed method is verified by robotic-arm-based spray marking process. By analyzing the simulation results and the influence of the parameters, the faults can be isolated in the industry through the proposed fault isolation steps with suitable parameters. In the robotic-arm-based spray marking process, the faults can be isolated more accurately by the novel similarity measurement proposed in the article than other compared methods, and the proposed method can deal with nonlinear data. The accuracy of the proposed method varies with different applications. Hence, the guidelines with parameter selection are described in the fault isolation steps. According to the features of the data, additional research must be performed to determine the optimal parameters. In addition, the identification of unknown faults is of great value for future work. 
