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Even a first approximation of bound states requires contributions of all powers in the coupling.
This means that the concept of “lowest order bound state” needs to be defined. In these lectures
I discuss the “Born” (no loop, lowest order in ~) approximation. Born level states are bound by
gauge fields which satisfy the classical field equations.
As a check of the method, Positronium states of any momentum are determined as eigenstates of
the QED Hamiltonian, quantized at equal time. Analogously, states bound by a strong external field
Aµ(x) are found as eigenstates of the Dirac Hamiltonian. Their Fock states have dynamically created
e+e− pairs, whose distribution is determined by the Dirac wave function. The linear potential of
D = 1 + 1 dimensions confines electrons but repels positrons. As a result, the mass spectrum is
continuous and the wave functions have features of both bound states and plane waves.
The classical solutions of Gauss’ law are explored for hadrons in QCD. A non-vanishing boundary
condition at spatial infinity generates a constant O (α0s) color electric field between quarks of specific
colors. Poincare´ invariance limits the spectrum to color singlet qq¯ and qqq states, which do not
generate an external color field. This restricts the O (α0s) interactions between hadrons to string
breaking dynamics as in dual diagrams. Light mesons lie on linear Regge and parallel daughter
trajectories. There are massless states which may be significant for chiral symmetry breaking. Since
the bound states are defined at equal time in all frames they have a non-trivial Lorentz covariance.
Contents
I. Introduction and Summary 3
1. Basics of bound state perturbation theory 3
2. Bound state Born term 5
3. Positronium bound by its classical gauge field 6
4. Dirac states 7
5. Application to hadrons in QCD 7
6. Hadrons at tree level 8
II. Positronium at Born level 8
1. State definition 8
2. Classical Gauge Field 10
3. The Hamiltonian 10
4. Schro¨dinger Equation for Positronium in motion 11
III. Dirac states 12
A. General analysis 12
1. Dirac equation and wave function 13
2. Dirac states [18] 13
3. The vacuum state 15
B. Dirac states in D = 1 + 1 dimensions 16
1. Wave function 16
∗ Based on lectures presented during 2014-15 at NIKHEF, Amsterdam; IPhT Saclay; CP3, Odense; GSI, Darmstadt; Bloomington, IN
and Subatech, Nantes.
ar
X
iv
:1
60
5.
01
53
2v
1 
 [h
ep
-p
h]
  5
 M
ay
 20
16
22. Continuous spectrum 17
3. Relative amount of valence and sea 18
4. The electron and positron distributions 19
5. Case of m = 0 21
IV. Features of hadrons 22
1. General remarks 22
2. Perturbative aspects of the hadron spectrum 22
3. Duality 24
4. αs(Q
2) at low scales Q 25
V. QCD Bound States in the rest frame 26
A. The meson and baryon states 26
B. Symmetries: Poincare´, Parity and Charge Conjugation for Mesons 26
1. Space translations 26
2. Rotations 27
3. Parity 28
4. Charge conjugation 28
C. The confining field Aµ 29
1. Requirements on a viable solution 29
2. Field energy of the meson component (5.36) 30
3. Field energy of the baryon component (5.37) 31
D. The bound state equations (P = 0) 32
1. The meson confining potential 32
2. The baryon confining potential 32
3. Meson bound state equation 33
4. Baryon bound state equation 33
VI. Rest frame meson wave functions 34
A. D = 1 + 1 dimensions 34
1. Analytic solution 34
2. Non-relativistic and relativistic limits 35
3. Discrete spectrum 36
4. Duality 37
B. Mesons in D = 2 + 1 dimensions 40
1. Bound state equation 40
2. Wave function in the r →∞ limit 41
3. Spectrum in D = 2 + 1 41
C. Mesons in D = 3 + 1 dimensions 43
1. Quantum numbers 43
2. pi trajectory 43
33. a1 trajectory 44
4. ρ trajectory 45
D. Chiral symmetry 47
1. Chiral transformations 47
2. Chiral properties of the bound state solutions 47
3. Massless bound states 49
VII. Frame dependence 50
A. Mesons with P 6= 0 in D = 1 + 1 dimensions 51
1. QED2 bound states with A
1 = 0 51
2. QED2 bound states with a boosted classical gauge field 52
B. Mesons with P 6= 0 in D = 2 + 1 and D = 3 + 1 dimensions 54
1. The bound state equation 54
2. An ansatz for the boost property of meson wave functions 54
VIII. What’s new – and what’s next? 56
1. QED bound states of lowest order in ~ 56
2. Dirac states vs. wave functions 56
3. Confinement from an O (α0s) classical gluon field 56
4. Hadron spectra 57
5. Boost covariance 57
6. String breaking and hadron loops 57
7. Scattering amplitudes 57
Acknowledgments 58
References 58
I. INTRODUCTION AND SUMMARY
Perturbation theory is a central tool in studies of the Standard Model of particle physics. Basic principles, e.g.,
analyticity and the factorization of hard QCD subprocesses, are supported by generic properties of Feynman diagrams.
Scattering amplitudes are generally well approximated by contributions of low order in the coupling.
Bound states are different: No Feynman diagram has a bound state pole. Bound states are generated by the divergence
of the perturbative expansion.
1. Basics of bound state perturbation theory
Introductory Quantum Mechanics describes the Hydrogen atom by postulating the Schro¨dinger equation with the
classical potential V (r),
V (r) = −α/r Φ0(r) = N exp(−αmr) (1.1)
The wave function Φ0(r) is exponential in α, whereas Feynman diagrams are of fixed order in α. It is important to
understand how the QM description of bound states emerges from the underlying Quantum Field Theory (QED) [1].
4Why does the perturbative expansion diverge for bound states – no matter how small is α? The typical momentum
transfer between the atomic constituents is of the order of the inverse atomic radius, p ∼ αm. This Bohr momentum
scale brings powers of α into the denominators of electron and photon propagators. They can balance the powers of
α from the vertices.
It is straightforward to verify1 that in the e+e− → e+e− amplitude the powers of α balance for the “ladder” diagrams
in Fig. 1 (and only for them). As indicated, the sum can be expressed as a convolution between single photon exchange
and the amplitude itself. This is called a “Dyson-Schwinger equation”.
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FIG. 1: For momentum transfers p = O (αm) the leading contribution to the e+e− → e+e− scattering amplitude (left) comes
from ladder diagrams (middle). Their sum can be expressed as a convolution between single photon exchange and the scattering
amplitude itself (right). This gives the “Dyson-Schwinger equation” (1.3) for the e+e− → e+e− amplitude.
The loop integrals in the ladder diagrams range over all momenta p. Only loop momenta p ∼ αm contribute at
leading order. The intermediate e+e− propagators may then be treated as being on-shell. This reduces the ladder
sum to a geometric sum of single photon exchange amplitudes, analogous to the familiar
G(x) = x+ x2 + x3 + . . . = x+ xG(x) =⇒ G(x) = x
1− x (1.2)
The pole of G(x) at x = 1 is analogous to a bound state pole. More precisely, let G(P ) be the Green function of total
momentum P with external propagators removed, K the similarly truncated single photon exchange amplitude and
S the two-particle (e+e−) propagator. Then the Dyson-Schwinger equation of Fig. 1 is
G(P ) = K +KSK +KSKSK + . . . = K +K SG(P ) (1.3)
Each product denotes a convolution integral over the relative momentum between the e+ and the e−. Let G(P ) have
a bound state pole at P 0 = En, where En =
√
M2n + P
2 is the energy of the bound state. On general grounds the
residue of the pole is the product of the bound state wave functions Φn for the initial and final states. Because neither
K nor S have bound state poles the Dyson-Schwinger relation (1.3) implies a “Bethe-Salpeter” equation for the wave
function shown in Fig. 2(b),
G(P ) =
ΦnΦ
†
n
P 0 − En + . . . =⇒ Φn = K S Φn (1.4)
  
n
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FIG. 2: (a) The residue of a bound state pole in a scattering amplitude G factorizes into a product of wave functions for the
initial and final state. (b) The Dyson-Schwinger relation in Fig. 1 implies a “Bethe-Salpeter equation” for the wave function.
The Bethe-Salpeter equation is based on Feynman diagrams and thus explicitly Lorentz covariant. In the rest frame
it reduces to the Schro¨dinger equation in the limit α → 0. Loop corrections to the single photon exchange kernel K
and to the two-particle propagator S can be added perturbatively. In this way the Bethe-Salpeter equation provides
an in principle exact, Lorentz-covariant framework for field theory calculations of bound states. Many topical studies
of QCD and hadron physics are based on the Dyson-Schwinger equations [3].
1 See, for example, section II A of my previous lecture notes [2]. Those notes give more details also on other issues mentioned here.
5Explicit Lorentz covariance is very helpful in evaluating scattering amplitudes, but has turned out to complicate
bound state calculations. In the bound state rest frame the momentum transfers are |p| ∼ αm and p0 ∼ α2m. The
photon propagator ∼ 1/p2 ' −1/p2 is thus independent of p0 at lowest order: The interaction is instantaneous in
time. This simplification is specific to the rest frame, in a general frame p0 ∼ |p| ∝ αm. In a Lorentz covariant
formulation we must therefore keep the p0 dependence of the propagator. This makes the equation hard to solve –
in fact no analytic solution of the Bethe-Salpeter equation is known, even for a single photon exchange kernel. The
calculation of higher order corrections is progressively more difficult [4].
For reasons such as this the Bethe-Salpeter framework is impractical in precision calculations of atomic structure.
The preferred method is Non-Relativistic QED (NRQED), which is an effective field theory based on expanding the
QED action in powers of |p|/m [5]. At lowest order this gives the Schro¨dinger equation of Introductory QM. NRQED
is applicable only in the rest frame of the bound state, but this is sufficient to determine energy levels. Positronium
hyperfine structure at O (α7 logα) provides one of the most stringent tests of the Standard Model [6].
2. Bound state Born term
We have seen that already the first approximation of a bound state wave function (1.1) requires all powers of α.
The higher order corrections are also expressed as powers of α. This makes the choice of the first approximation
ambiguous. We can apparently rearrange the infinite series by moving some of the “higher order corrections” into the
“lowest order”, or vice versa. We already saw a hint of this in the handling of the p0 dependence of the single photon
exchange kernel.
It turns out that the Dyson-Schwinger equation can be formulated in many equivalent ways [1]. In its exact version
the equation contains power series in α for both the kernel K and the two-particle propagator S. Either of the
expansions can be freely chosen, then the other one is fixed by the known expansion of the Green function G.
In considering this ambiguity it is helpful to recall a more familiar situation where the perturbative expansion diverges
even more dramatically than for Positronium: Classical E &M˙. Phenomena well described by classical electromagnetic
fields involve very low momentum transfers, |p|  αm. In this regime the relevant degrees of freedom are not
individual photons but their collective fields, which obey Maxwell’s equations. The classical dynamics is unambiguous.
Classical field theory emerges in the ~→ 0 limit of the quantum theory. The Green function of a scalar field is in the
functional integral formulation given by
G(x1, . . . , xn) =
∫
[dϕ] exp
(
iS[ϕ]/~
)
ϕ(x1) . . . ϕ(xn) (1.5)
The main contribution to the functional integral in the ~→ 0 limit is from classical field configurations for which the
action is stationary, δS[ϕ]/δϕ = 0. Fluctuations of the field ϕ around the classical configurations are suppressed by
powers of ~. They correspond to loop corrections in the perturbative expansion.
The ~ expansion seems equivalent to the expansion in α: Each loop correction brings one power of ~ and one of α
[7]. However, the ~ and α powers do not match in the lowest order (Born) term. Tree-level Feynman diagrams have
no loops, whereas their power of α depends on the number of external legs. A bound state is built from repeated
scattering and thus has an unlimited number of external legs. The geometric sum of single photon exchange amplitudes
in Fig. 1 is equivalent to a sum of O (~0) tree diagrams, it has no loop contributions but all powers of α. A loop
correction to the ladder diagrams does bring a factor ~α.
The functional integral (1.5) provides a physically motivated definition of “lowest order” bound states: They are of
lowest order in ~, not in α. Born-level bound states are characterized by interactions mediated by a classical gauge
field. This is regarded as evident in Introductory QM, where the classical potential (1.1) of Hydrogen is adopted.
Perturbation theory expands around free fields. The infinite sum of ladder diagrams builds the classical potential.
Consider the expression for the S-matrix,
Sfi = out〈f, t→∞|
{
T exp
[
− i
∫ ∞
−∞
dtHI(t)
]}
|i, t→ −∞〉in (1.6)
The interaction Hamiltonian is proportional to the coupling constant, in QED
HI = e
∫
dx ψ¯ e /Aψ (1.7)
6Feynman diagrams of O (en) are given by an nth order expansion of the time-ordered exponential. The | 〉in and
out〈 | states are O
(
e0
)
free states at asymptotic times. Thus the charged particles in |e+e−〉in = b† d† |0〉 have no
associated photon field. This violates the classical field equations. If the electron is at x = x1 and the positron at x2
Gauss’ law for A0 requires
−∇2A0(x) = e[δ(x− x1)− δ(x− x2)] (1.8)
Nevertheless, the expression (1.6) for the S-matrix is formally exact since the free |e+e−〉in state at t→ −∞ has an
unlimited time to relax to the physical |e+e−〉 state, via repeated interactions specified by HI . Building the classical
gauge field requires an infinite number of interactions, hence the need for the infinite sum of ladder diagrams in Fig. 1.
The classical gauge field provides the binding potential in bound states. In “hard” QED interactions, |p|  αm, the
classical field is of secondary importance. Nevertheless, its absence in the in and out states manifests itself in the
appearance of infrared singularities in the perturbative expansion. The soft photons decouple from neutral atoms
at momenta corresponding to the atomic radius, |p| ∼ αm. This gives rise to logα contributions in bound state
perturbation theory.
In conclusion, describing Positronium in terms of Feynman diagrams requires a divergent sum to generate the classical
−α/r potential. The ~ expansion provides a physically motivated first approximation. The gauge field operator in
the Hamiltonian takes the value of the classical field, given by the equations of motion (1.8). Loop corrections to the
Born level bound states may be evaluated by using them as in and out states in the expression (1.6) of the S-matrix.
3. Positronium bound by its classical gauge field
In section II I determine the Positronium state and binding energy at Born level according to the above principles.
The state (2.3) is expressed in terms of the electron and positron field operators taken at equal time and with a spatial
distribution described by a c-numbered (4× 4) wave function Φ. The requirement (2.1) that this state be stationary
in time, i.e., be an eigenstate of the QED Hamiltonian, determines the bound state equation for Φ. Each Fock state
|e−(x1)e+(x2)〉 generates a specific classical field. The Positronium state reduces to (2.8) in the limit of weak binding,
α→ 0.
The use of the classical gauge field Aµ in the interaction Hamiltonian (1.7) merits some remarks. In the Positronium
rest frame (P=0) the A0 field dominates and is given by Gauss’ law (1.8),
A0(x) =
e
4pi
(
1
|x− x1| −
1
|x− x2|
)
(1.9)
Note that:
1. The e∓ positions x1,x2 determine A0(x) for all x at each instant of time.
2. Each position x1,x2 is associated with a distinct A
0(x) field.
3. The potential energy of the electron is
eA0(x1) = − α|x1 − x2| (1.10)
plus an infinite “self-energy” α/0. The latter is independent of x1,x2 and can be subtracted.
4. The potential energy of the positron equals that of the electron,
− eA0(x2) = − α|x1 − x2| (1.11)
5. The field energy calculated from (1.9) is
1
4
∫
d3xFµν(x)F
µν(x) =
α
|x1 − x2| (1.12)
The sum of (1.10) – (1.12) gives the Positronium potential V (r) in (1.1).
Each order of the ~ expansion is Poincare´ invariant. In section II 4 I determine how the Positronium wave function
and energy depend on its momentum P by Lorentz transforming the classical gauge field as in (2.12). The outcome
confirms expectations: E =
√
P 2 +M2 and the wave function Lorentz contracts as in classical relativity. The same
result was found using the Bethe-Salpeter equation [8].
74. Dirac states
The Born level Positronium state (2.8) consists of a single e+e− pair and its associated classical gauge field. The
situation is different for a relativistic electron bound in an external field, described by the Dirac equation. Relativistic
dynamics involves virtual pairs created by the field (cf. Fig. 3b), as first demonstrated by the Klein Paradox [9]. This
obscures the relation between the ostensibly single-particle Dirac wave function and the multiparticle state. I consider
the structure of Dirac states in section III.
A Dirac state (3.4) can be expressed in terms of the electron field ψ(t,x) operating on a non-trivial ground state |Ω〉.
The Dirac wave function specifies the spatial distribution of the e± creation and annihilation operators. The ground
state (3.14) is a superposition of e+e− pairs, determined by the complete set of Dirac wave functions.
In section III B I apply the general expressions to the case of Dirac states in D = 1+ 1 dimensions, where the classical
external field eA0(x) = V ′|x| is linear and A1 = 0. The analytic solution (3.34) has features of both bound and
scattering states: The energy spectrum is continuous and the norm of the wave function approaches a constant value
as |x| → ∞. These features are generic for power potentials V (r) ∝ r±n in all dimensions – with the exception of the
1/r potential in D = 3 + 1 [10].
The linear potential eA0(x) = V ′|x| confines electrons but repels positrons. Thus the electron and positron in an
e+e− pair are distributed asymmetrically, with the e− at small and the e+ at large |x|. In particular, the constant
norm of the wave function as |x| → ∞ is due only to the positrons. The kinetic energy of a positron grows with |x|,
due to its increasingly negative potential.
For a sizeable electron mass m (in units of
√
V ′) the Dirac spectrum is similar to the quantized Schro¨dinger spectrum
for nearly all values of the parameter β in the solution (3.34). The continuous part of the Dirac spectrum is limited to
states with wave functions that are suppressed at small |x|. The full set of Dirac states is complete and orthonormal,
with δ-function normalization as for plane waves.
5. Application to hadrons in QCD
Hadrons are very different from atoms – which makes their similarities surprising. The fact that most hadrons can
be classified as qq¯ and qqq states is indicative of a perturbative coupling. The likeness of the quarkonium and atomic
spectra makes this rather compelling. I review these and other phenomenological aspects of hadron physics in section
IV.
In the perturbative approach to QED bound states described here the emphasis is on a proper definition of the lowest
order contribution. For bound states this must be understood as lowest order in ~, not in α. At Born level the binding
is due to a classical gauge field. In the Positronium rest frame the instantaneity of A0 avoids issues of retardation.
The state can be boosted by Lorentz transforming the classical gauge field.
This approach may apply also to hadrons in QCD. The classical gauge field then needs to cause confinement and chiral
symmetry breaking. The solution of Gauss’ law is unique up to homogeneous solutions, specified by the boundary
condition at spatial infinity. A non-vanishing gauge field for x→∞ generally breaks Poincare´ invariance. In section
V C 1 I list the arguments which point to a single acceptable solution. It allows bound states only in the form of color
singlet mesons (5.36) and baryons (5.37). It is characterized by one dimensionful parameter Λ related to the strength
of the classical field. The homogeneous solution is of O (α0s), i.e., independent of the QCD coupling.
In analogy to the QED case (1.9) there is a specific color field for each quark configuration of the hadron. Since the
overall state is a singlet under (global) gauge transformations the gluon field vanishes when summed over the quark
colors in mesons (5.45) as well as in baryons (5.55). Hence the classical field is invisible to external observers (such as
other hadrons). The only O (α0s) interactions between hadrons occur through quark overlap: the creation/annihilation
of qq¯ pairs. The dynamics resembles that described by dual diagrams [11, 12], such as Fig. 11.
The classical field results in a linear potential (5.59) for mesons. The baryon potential (5.61) agrees with the meson
one when two of the quarks are at the same position. The two color components a = 3, 8 confine along x1 − x2 and
x1 +x2−2x3 respectively, as seen from (5.48). There is no analogous solution for states with more than three quarks.
The classical field is non-perturbative in the sense that a comparable solution cannot be found for single quarks or
gluons – only color singlet states are physical, in analogy to QED2 [13]. Perturbative corrections are expected to be
calculable using the standard S-matrix expression (1.6), with the O (α0s) mesons and baryons as in and out states.
The strong coupling αs(Q
2) will freeze as Q2 → 0 if the ~ expansion is relevant (loop corrections are suppressed).
8The indications that αs does freeze are briefly discussed in section IV 4.
Since ~ is a fundamental parameter the full symmetries of the exact result, as well as unitarity, must be realized at each
order of the expansion. Poincare´ invariance is addressed in sections V B and VII, and a non-trivial example of gauge
invariance given in section VII A. Unitarity is an infinite set of non-linear relations between bound state scattering
amplitudes that can only be satisfied order by order in an expansion. The solution appears to be analogous to the
familiar one based on Feynman diagrams. The tree approximation (discussed further below) implies calculable hadron
loop corrections, corresponding to squaring the dual diagram in Fig. 11. The hadron loop expansion is equivalent to
an expansion in 1/Nc. Unitarity may be satisfied at each order of 1/Nc.
6. Hadrons at tree level
Two distinct levels of approximation for hadrons emerge. The first one ignores perturbative effects of O (αs). In the
O (α0s) sector there is what might be called a tree level, where string breaking caused by contributions such as Fig. 11
(and the associated hadron loops) are neglected. Tree level results are straightforward to calculate. The first task is
then to study whether they provide a reasonable first approximation to hadron physics, motivating further studies.
In section VI A I discuss the spectrum and wave functions of mesons in D = 1 + 1 dimensions. The solutions are
similar to those of the Dirac equation in section III B, but there is an important difference. Some components of the
2×2 meson wave functions are generally singular at M = V (x), where M is the bound state mass and V (x) the linear
potential (see (6.4)). Taking the quark mass m→∞ shows that requiring the relativistic wave function to be regular
at M = V is analogous to requiring normalizability of the non-relativistic Schro¨dinger wave function. At finite m the
wave functions are regular only for specific values of the bound state mass M (section VI A 3). The meson spectrum
is thus discrete, in contrast to the continuous Dirac spectrum.
The completeness and orthonormality of the Dirac states relies on a δ-function normalization, as appropriate for a
continuous spectrum. The discrete meson states are not complete and orthogonal, since two meson states have a
non-vanishing overlap with a single one through string-breaking as in Fig. 11. Unitarity and completeness can emerge
only when hadron loop effects are included.
The tree level meson states can approximate physical phenomena via duality between bound and scattering states. As
previously mentioned, the Dirac wave functions have aspects of both bound and plane wave states: The linear potential
confines electrons but repels positrons. In section VI A 4 I discuss how meson states reduce to plane wave quark states
in certain limits, as in the parton model. Specifically, the wave functions accomodate the duality illustrated in Fig. 13.
Meson states in D = 3 + 1 dimensions can be classified according to their spin, parity and charge conjugation (section
VI C, (6.66)). For vanishing quark mass (m = 0) the spectrum resembles that of dual models [14, 15], with straight
Regge and daughter trajectories.
Aspects of chiral symmetry are discussed in section VI D. For m = 0 the action has exact chiral invariance. Since the
ground state is chirally symmetric each meson should have a partner with the same mass but opposite parity. This
is also seen in the solutions. However, in some cases the condition that the wave function be regular is incompatible
with chiral invariance. Then there is no parity degeneracy.
There are states with zero mass M that have a regular wave function at M −V (r) = V ′r = 0. String breaking effects
may be particularly important for them, since the whole wave function is in the classically forbidden domain V (r) > M .
Nevertheless, these solutions may be relevant for chiral symmetry breaking. In particular, the M = 0, JPC = 0++
meson can mix with the chirally symmetric ground state without breaking Poincare´ invariance. Then also the massless
JPC = 0−+ pion couples to the axial current. The existence of massless bound states is intriguing, and their relevance
for chiral symmetry breaking in QCD merits further study.
II. POSITRONIUM AT BORN LEVEL
1. State definition
The first step in our quest is the derivation of a Positronium state n at Born level directly from the QED action.
Bound states are stationary in time and thus by definition eigenstates of the Hamiltonian,
H |n,P 〉 = E |n,P 〉 (2.1)
9The operator fields of the QED Hamiltonian H are taken at the same instant of time t as the Positronium state
|n,P 〉. The Poincare´ invariance of the QED action ensures that the energy eigenvalue has the proper dependence on
the momentum P of the state,
E =
√
M2 + P 2 (2.2)
This is not explicit in (2.1) since the concept of equal time is frame dependent. The Hamiltonian transforms under
boosts, and so do the states. Since we may consider ~ to be a free parameter the correct energy dependence must
hold at each order of ~, and so also for the Born contribution. Eq. (2.2) provides a non-trivial check that the Born
state is correctly evaluated.
Due to the non-relativistic internal dynamics Fock states with more than one e+e− pair do not contribute, so the
state should have the structure
|n,P 〉 =
∫
dx1dx2 e
iP ·(x1+x2)/2ψ¯α(x1)Φαβ(x1 − x2)ψβ(x2) |0〉 (2.3)
Remarks:
• Each state |e−(x1)e+(x2)〉 is associated with a classical gauge field Aµ(x;x1,x2). The gauge field operator in
the Hamiltonian takes the value of the classical field when imposing (2.1) at Born level (section I 3).
• The operator valued electron field satisfies the canonical anticommutation relation{
ψ†α(t,x), ψβ(t,y)
}
= δα,β δ
3(x− y) (2.4)
and may be expanded in the free state basis,
ψα(t = 0,x) =
∫
dk
(2pi)32Ek
∑
λ
[
uα(k, λ)e
ik·xbk,λ + vα(k, λ)e−ik·xd
†
k,λ
]
(2.5)
{
bp,λ, b
†
q,λ′
}
=
{
dp,λ, d
†
q,λ′
}
= 2Ep (2pi)
3δ3(p− q)δλ,λ′ (2.6)
• The time t is implicit in (2.3) and may be take to be t = 0. Time evolution gives the state a phase exp(−iEt)
and shifts the electron fields to t.
• The c-numbered wave function Φαβ(x1 − x2) depends implicitly on P and on the quantum numbers n of
the Positronium state. Its 4 × 4 Dirac matrix structure simplifies for non-relativistic internal dynamics. The
momentum space ansatz
Φαβ(x) =
∫
dk
(2pi)3
eik·x
α
[
γ0u( 12P + k, λ)
] [
v¯( 12P − k, λ′)γ0
]
β
φP (k) (2.7)
where the scalar wave function φP (k) is helicity independent, gives in (2.3)
|n,P 〉 =
∫
dk
(2pi)3
φP (k) b
†( 12P + k, λ) d
†( 12P − k, λ′) |0〉 (2.8)
We shall see that this state solves (2.1) for Positronium.
• In a space translation xi → xi + a (i = 1, 2) the integrand of (2.3) picks up the phase exp(iP · a), implying
that the state has overall momentum P . More directly, (2.3) is an eigenstate of the momentum operator (see
section V B),
P = −i
∫
dxψ†(x)∇ψ(x) (2.9)
with eigenvalue P . Similarly, the symmetry of H under rotations ensures that the wave function Φ(x1 − x2)
transforms according to the angular momentum representation of n in the rest frame, P = 0.
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2. Classical Gauge Field
Maxwell’s equations specify the classical electromagnetic field in the presence of charges,
∂µF
µν(x) = jν(x) (2.10)
In the rest frame of Positronium (P = 0) its electron and positron constituents move non-relativistically, v ' α 1.
Hence the vector field A is of O (α) compared to the Coulomb field A0 (up to gauge transformations). Once we know
the field in the rest frame we can boost it to a frame where P 6= 0.
For A = 0 (2.10) gives Gauss’ law (1.8), which determines the expression (1.9) for A0. I recall some features of this
solution, which were already mentioned in section I 3 and are due to the instantaneous nature of A0:
(i) Each component |e−(x1, λ)e+(x2, λ′)〉 of the Positronium state carries a specific classical field.
(ii) The value of A0(x) is determined instantaneously for all x.
The gauge field may be boosted in the usual way. For a boost ξ in the z-direction
P = (M cosh ξ, 0, 0,M sinh ξ) (2.11)
A0(x) = cosh ξ A0R(xR;x1R,x2R)
A1(x) = A2(x) = 0 (2.12)
A3(x) = sinh ξ A0R(xR;x1R,x2R)
where the rest frame quantities are marked by R. Since the distances are measured at equal time they are Lorentz
contracted in the direction of the boost. Conversely, the rest frame coordinates in terms of the boosted ones are
xR = (x, y, z)R = (x, y, z cosh ξ) ≡ (x⊥, x‖ cosh ξ) (2.13)
The boosted field, expressed in the coordinates of the moving frame, is determined by A0 (1.9) in the rest frame,(
A0(x)
A3(x)
)
=
(
cosh ξ
sinh ξ
)
× e
4pi
 1√
(x− x1)2⊥ + (x− x1)2‖ cosh2 ξ
− 1√
(x− x2)2⊥ + (x− x2)2‖ cosh2 ξ
 (2.14)
In terms of the rest frame coordinates (2.13) this may be expressed as
/A =
/P
M
e
4pi
[
1
|x− x1|R −
1
|x− x2|R
]
(2.15)
3. The Hamiltonian
It is convenient to divide the Hamiltonian into a kinetic and interaction part,
H = H0 +HI (2.16)
In the absence of physical, transverse photons only the fermions contribute to the kinetic energy,
H0 =
∫
dx ψ¯(x)
(
i/∂ −m)ψ(x) = ∫ dp
(2pi)3 2Ep
Ep
∑
λ
[
b†p,λbp,λ + d
†
p,λdp,λ
]
(2.17)
The classical field contributes to the energy through the terms 14FµνF
µν and ψ¯ e /Aψ of the Hamiltonian density (their
signs are opposite compared to the Lagrangian). In the rest frame, using (1.8),
1
4
∫
dxFµνF
µν = − 12
∫
dx∇A0 ·∇A0 = 12
∫
dxA0 ·∇2A0 = − 12e
[
A0(x1)−A0(x1)
]
=
e2
4pi|x1 − x2| (2.18)
In the last equality I discarded the infinite “self-energies” ∝ α/0, which are independent of x1,x2 and thus irrelevant.
The result has the same form as the Coulomb potential −α/r but is of opposite sign. It removes the double counting
otherwise arising from the electron feeling the positron field and vice versa, cf. (1.10) – (1.12).
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The contribution (2.18) is conveniently taken into account using the equation of motion for the gauge field operators,
∂µF
µν(x) = eψ¯(x)γνψ(x) (2.19)
In the absence of time dependent (propagating) gauge fields we can partially integrate in the expression for the field
energy (now regarded as an operator expression),
1
4
∫
dxFµνF
µν = − 12
∫
dxAν∂µF
µν = − 12
∫
dx ψ¯ e /Aψ (2.20)
This removes half of the fermion interaction term, so that the total interaction Hamiltonian becomes
HI =
1
2
∫
dx ψ¯ e /Aψ (2.21)
4. Schro¨dinger Equation for Positronium in motion
I determine the bound state equation by imposing (2.1) in the general frame (2.12). Thus we find the bound state
equation for Positronium in motion. The present Hamiltonian formulation with a classical gauge field is equivalent to
the approach in [8], which used a time-ordered Bethe-Salpeter equation.
The kinetic energy is given by applying H0 (2.17) to the Positronium state (2.8),
H0 |n,P 〉 =
∫
dk
(2pi)3
φP (k)(E+ + E−) b†( 12P + k, λ) d
†( 12P − k, λ′) |0〉 E± ≡
√
( 12P ± k)2 +m2 (2.22)
The binding energy Eb is defined as the difference between the bound state mass M and twice the electron mass m,
M = 2m+ Eb (2.23)
Expanding the energy eigenvalue E in powers of the O (α2) Eb gives
E =
√
P 2 + (2m+ Eb)2 ' E + 2mEbE E ≡
√
P 2 + 4m2 (2.24)
Expressing E(P ) in this form implies that the bound state equation should give a P -independent result for Eb.
Expanding the fermion energies E± in powers of the O (α) relative momentum k gives at O
(
α2
)
,
E± ' 12E +
±P · k + k2
E −
(P · k)2
E3 (2.25)
I denote the component of k along P by k‖ and the orthogonal components by k⊥. The difference between the total
energy E and the e± kinetic energies is of O (α2) as it should be
E − E+ − E− ' 1
cosh ξ
[
Eb − 1
m
(
k2⊥ +
k2‖
cosh2 ξ
)]
=
1
cosh ξ
(
Eb − k
2
R
m
)
(2.26)
where the rest frame momentum is conjugate to xR in (2.13),
kR =
(
k⊥,
k‖
cosh ξ
)
kR · xR = k · x (2.27)
I brought the boost ξ into (2.26) through the approximation
cosh ξ =
√
P 2 + (2m+ Eb)2
2m+ Eb
' E
2m
(2.28)
which is allowed since (2.26) is already of O (α2), the accuracy of this calculation. Thus
(H0 − E) |n,P 〉 = 1
cosh ξ
∫
dk
(2pi)3
[ 1
m
(
k2⊥ +
k2‖
cosh2 ξ
)
− Eb
]
φP (k) b
†( 12P + k, λ) d
†( 12P − k, λ′) |0〉 (2.29)
12
As HI (2.21) acts on the bound state (2.3) we get contributions only for its commutation with the fermion operators
since pair production effects may be neglected,[
HI , ψ¯(x1)
]
= 12e ψ¯(x1) /A(x1)γ
0 [HI , ψ(x2)] = − 12e γ0 /A(x2)ψ¯(x1) (2.30)
Up to the x1,x2-independent self-energies ∝ α/0 (2.15) gives
e /A(x1) = −e /A(x2) =
/P
M
−α
|x1 − x2|R ≡
/P
M
V (x1R − x2R) (2.31)
Hence
HI |n,P 〉 = 1
2M
∫
dx1dx2 e
iP ·(x1+x2)/2 ψ¯(x1)
[
/Pγ0Φ(x1 − x2) + Φ(x1 − x2)γ0 /P
]
V (x1R − x2R)ψ(x2) |0〉 (2.32)
Since this contribution is of O (α2) we may neglect the O (α) k-dependence of the u- and v¯-spinors in the expression
(2.7) of the wave function,
Φαβ(x1 − x2) =
α
[
γ0u( 12P , λ)
] [
v¯( 12P , λ
′)γ0
]
β
φP (x1 − x2)
[
1 +O (α) ] (2.33)
where φP (x) is the Fourier transform of φP (k). The Dirac structure in (2.32) is then explicit,
/Pγ0Φ(x) = 2mu( 12P , λ) v¯(
1
2P , λ
′)φP (x)
Φ(x)γ0 /P = −2mγ0u( 12P , λ) v¯( 12P , λ′)φP (x) (2.34)
To combine HI |n,P 〉 with (H0 − E) |n,P 〉 I express (2.29) in coordinate space. Expanding the fermion fields as in
(2.5) it is readily seen that
(H0−E) |n,P 〉 = 1
2
∫
dx1dx2 e
iP ·(x1+x2)/2 ψ¯(x1)
[
− 1
m
(
∂21⊥+
∂21‖
cosh2 ξ
)
−Eb
][
γ0Φ(x1−x2)−Φ(x1−x2)γ0
]
ψ(x2) |0〉
(2.35)
is equivalent to (2.29) (the γ0’s cause the factor 1/ cosh ξ). Together with (2.32), using also (2.33), the bound station
condition becomes
(H0 − E +HI) |n,P 〉 = 1
2
∫
dx1dx2 e
iP ·(x1+x2)/2 ψ¯(x1)
[
− 1
m
(
∂21⊥ +
∂21‖
cosh2 ξ
)
+ V (x1R − x2R)− Eb
]
φP (x1 − x2)
× [u( 12P , λ) v¯( 12P , λ′)γ0 − γ0u( 12P , λ) v¯( 12P , λ′)]ψ(x2) |0〉 = 0 (2.36)
The bound state equation is thus (
− ∇
2
R
m
− α|xR|
)
φP (x) = Eb φP (x) (2.37)
which implies that the scalar wave function φP (x) defined by (2.8) for a bound state with momentum P is given by
the Lorentz contracted rest frame Schro¨dinger wave function φ,
φP (x) = φ(xR) (2.38)
The relation between x and xR is given in (2.13). The fact that Eb is independent of P ensures that the bound
state energy (2.24) is Lorentz covariant. This is a dynamical (not explicit) feature of Hamiltonian formulations, and
provides a non-trivial check that the evaluation is complete at leading order.
III. DIRAC STATES
A. General analysis
In the previous section I discussed the frame dependence of a non-relativistic bound state (Positronium) governed by
the Schro¨dinger equation. Strongly coupled states cannot be addressed within perturbative QED. For the binding
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energy − 14mα2 to be commensurate with the electron mass m the coupling α must be ofO (1) – but then a perturbative
treatment is no longer meaningful. Our understanding of relativistic bound states is consequently model dependent.
The Dirac equation provides a familiar model for relativistic binding. It describes the bound states of an electron in
a strong external gauge field Aµ(x), which I take to be independent of time. The essential simplifications compared
to full QED are:
(i) Aµ(x) is a fixed classical field, unaffected by the electron.
(ii) The electron interacts only with the external field. Loop corrections are neglected.
The x-dependence of Aµ means that space translation invariance is lost, so there is no conserved momentum nor
boost covariance. Binding energies are well defined since a static field preserves time translation invariance.
1. Dirac equation and wave function
It is useful to consider separately the Dirac (4-spinor) wave functions Φn with positive eigenvalues En > 0, and wave
functions Φ¯n with negative eigenvalues −E¯n < 0. The corresponding Dirac equations are(− i∇ · γ +m+ e /A)Φn(x) = Enγ0Φn(x) (3.1)(− i∇ · γ +m+ e /A)Φ¯n(x) = −E¯nγ0Φ¯n(x) (3.2)
The Positronium states in e+e− scattering are at lowest order described by the sum of ladder diagrams in Fig. 1.
Dirac states with a Coulomb (A0) potential can be analogously obtained from the scattering of an electron on a heavy
particle at rest [16]. As indicated in Fig. 3(a) also crossed photon diagrams must then be included. In the limit
of infinite target mass only instantaneous Coulomb photons are exchanged. When time-ordered, the crossed photon
diagram in (a) takes the appearance of Fig. 3(b): at an intermediate time the electron is accompanied by an e+e−
pair. For N photon exchanges N ! diagrams contribute, with up to N − 1 simultaneous e+e− pairs.
(a) (b)
FIG. 3: (a) Feynman diagrams contributing to the Dirac states in the limit where the mass of the lower particle (thick blue
line) tends to infinity. In the rest frame of the heavy particle the wavy lines represent instantaneous Coulomb photons. (b)
When the crossed-photon diagram in (a) is time-ordered it reveals the creation and subsequent annihilation of an e+e− pair.
Soon after Dirac proposed his equation it was realized that the wave function cannot be a single particle probability
amplitude in the same sense as the Schro¨dinger wave function. In electron scattering on potentials V & m the Dirac
wave function does not conserve probability density, a phenomenon that is known as “Klein’s paradox” [9]. The
paradox is related to the e+e− pairs in the Dirac state. A proper description requires the methods of quantum field
theory as explained, e.g., in [17].
Dirac bound states provide a model for the dynamics of relativistic binding which is relevant also for hadrons. Like
hadrons, Dirac states have Fock components with any number of constituents, yet their quantum numbers reflect only
the “valence” electron. How does the ostensibly single particle wave function Φ(x) in (3.1) specify the higher Fock
states? The Hamiltonian formalism I used for Positronium in Section II is helpful in answering this question.
2. Dirac states [18]
The Dirac Hamiltonian has the same appearance as the fermion Hamiltonian of QED,
HD =
∫
dx ψ¯(x)
[− i∇ · γ +m+ e /A]ψ(x) (3.3)
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However, now the field Aµ is a fixed classical background field. There are no physical (propagating) photons. Since
the Hamiltonian is quadratic in the fermion operator fields it can be diagonalized [19].
The positive (3.1) and negative (3.2) energy Dirac wave functions determine e− and e+ bound states defined as
|n〉 =
∫
dxψ†α(x)Φnα(x) |Ω〉 ≡ c†n |Ω〉
|n¯〉 =
∫
dx Φ¯†nα(x)ψα(x) |Ω〉 ≡ c¯†n |Ω〉 (3.4)
where ψ(x) is the electron field operator (2.5) and there is a sum over the Dirac index α. The vacuum state |Ω〉 is an
eigenstate of the Hamiltonian with eigenvalue taken to be zero,
HD |Ω〉 = 0 (3.5)
Two equivalent expressions for |Ω〉 are given in Eqs. (3.14) and (3.17) below. Using[
HD, ψ
†(x)
]
= ψ†(x)γ0(i
←
∇ · γ +m+ e /A) [HD, ψ(x)] = −γ0(−i
→
∇ · γ +m+ e /A)ψ(x) (3.6)
we see that the states (3.4) are eigenstates of the Dirac Hamiltonian with positive eigenvalues,
HD |n〉 = En |n〉 En > 0
HD |n¯〉 = E¯n |n¯〉 E¯n > 0 (3.7)
In terms of the wave functions in momentum space,
Φn(x) =
∫
dp
(2pi)3
Φn(p)e
ip·x Φ¯n(x) =
∫
dp
(2pi)3
Φ¯n(p)e
ip·x (3.8)
the eigenstate operators defined in (3.4) can be expressed as
cn =
∑
p
Φ†n(p)
[
u(p, λ)bp,λ + v(−p, λ)d†−p,λ
] ≡ Bnpbp +Dnpd†p (3.9)∑
p
≡
∫
dp
(2pi)32Ep
∑
λ
c¯n =
∑
p
[
b†p,λu
†(p, λ) + d−p,λv†(−p, λ)
]
Φ¯n(p) ≡ B¯npb†p + D¯npdp (3.10)
In the second expressions on the rhs. a sum over the repeated index p ≡ (p, λ) is implied. In the weak binding limit
(|p|  m) the positive energy wave function Φn has only upper Dirac components, whereas Φ¯n has only lower Dirac
components. Then |n〉 is a single electron state, whereas |n¯〉 is a single positron state.
The operators cn and c¯n are related to b, d via a Bogoliubov transformation. Using the commutation relations (2.6)
and the orthonormality of the Dirac wave functions we see that they obey standard anticommutation relations,{
cm, c
†
n
}
=
∑
p
Φ†m,α(p)
[
uα(p, λ)u
†
β(p, λ) + vα(−p, λ)v†β(−p, λ)
]
Φn,β(p) =
∫
dp
(2pi)3
Φ†m,α(p)Φn,α(p) = δmn
{
c¯m, c
†
n
}
= 0
{
c¯m, c¯
†
n
}
=
∫
dp
(2pi)3
Φ¯†m,α(p)Φ¯n,α(p) = δmn (3.11)
Inserting the completeness condition for the Dirac wave functions,∑
n
[
Φn,α(x)Φ
†
n,β(y) + Φ¯n,α(x)Φ¯
†
n,β(y)
]
= δαβδ
3(x− y) (3.12)
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into the Dirac Hamiltonian (3.3) we find, recalling that the wave functions satisfy (3.1) and (3.2),
HD =
∫
dx dy ψ¯α′(x)
[− i∇x · γ +m+ e /A(x)]α′α∑
n
[
Φn,α(x)Φ
†
n,β(y) + Φ¯n,α(x)Φ¯
†
n,β(y)
]
ψβ(y)
=
∑
n
∫
dx dy ψ†α(x)
[
EnΦn,α(x)Φ
†
n,β(y)− E¯nΦ¯n,α(x)Φ¯†n,β(y)
]
ψβ(y)
=
∑
n
[
Enc
†
ncn − E¯nc¯nc¯†n
]→∑
n
[
Enc
†
ncn + E¯nc¯
†
nc¯n
]
(3.13)
In the last step I normal-ordered the operators, neglecting the zero-point energies according to (3.5).
3. The vacuum state
The expression for the vacuum state may be found using the methods in [19]. In terms of the coefficients defined in
(3.9),
|Ω〉 = N0 exp
[
− b†q
(
B−1
)
qm
Dmrd
†
r
]
|0〉 (3.14)
Sums over the repeated indices q,m, r are implied in the exponent, and the normalization factor N0 ensures that
〈Ω|Ω〉 = 1. The vacuum state may alternatively be expressed in terms of B¯, D¯ using the relation
BmpB¯np +DmpD¯np =
∑
p
Φ†m,α(p)
[
uα(p, λ)u
†
β(p, λ) + vα(−p, λ)v†β(−p, λ)
]
Φ¯n,β(p) =
∫
dp
(2pi)3
Φ†m,α(p)Φ¯n,α(p) = 0
(3.15)
Multiplying by (B−1)qm(D¯−1)rn and summing over m,n gives
− (B−1)qmDmr = (D¯−1)rnB¯nq (3.16)
Using also b†qd
†
r = −d†rb†q we find the form of the vacuum equivalent to (3.14),
|Ω〉 = N0 exp
[
− d†r
(
D¯−1)rnB¯nqb†q
]
|0〉 (3.17)
In order to verify that cn |Ω〉 = 0 we note that since bp essentially differentiates the exponent in (3.14),
Bnqbq |Ω〉 = −Bnq
(
B−1
)
qm
Dmrd
†
r |Ω〉 = −Dnrd†r |Ω〉 (3.18)
This cancels the contribution of the second term in the definition (3.9) of cn. The demonstration that c¯n annihilates
the vacuum is simular. Thus
cn |Ω〉 = c¯n |Ω〉 = H |Ω〉 = 0 (3.19)
According to (3.9) the e− bound state takes the form,
c†n |Ω〉 ≡
[
b†rBrn + drDrn
] |Ω〉 (3.20)
which also serves to define the coefficients Brn and Drn. The “sea” contribution ∝ dr is
drDrnN0 exp
[
− b†q
(
B−1
)
qm
Dmrd
†
r
]
|0〉 = b†q
(
B−1
)
qm
DmrDrn |Ω〉 (3.21)
Similarly as in (3.15) we have∑
p
(BmpBpn +DmpDpn) =
∫
dp
(2pi)3
Φ†m(p) Φn(p) = δmn (3.22)
Using this in (3.21) gives
drDrn |Ω〉 =
[
b†q(B
−1)qn − b†rBrn
] |Ω〉 (3.23)
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Hence the fermion state (3.20) can be alternatively expressed as
c†n |Ω〉 = b†p(B−1)pn |Ω〉 (3.24)
The vacuum state |Ω〉 (3.14) describes the distribution of the e+e− pairs that appear in the bound state through
perturbative diagrams such as Fig. 3(b). It is a formal expression, involving a sum over all states m and the inverted
matrix
(
B−1
)
qm
. In the weak binding limit Dnp → 0 and |Ω〉 → |0〉. Then (3.22) ensures that (B−1)pn = Bnp.
The coefficient Bpn describes the “valence” electron momentum distribution in the bound state (3.20). For a confining
potential it is expected to be limited to low |p|. In the next section I verify this for a linear potential in D = 1 + 1
dimensions. This presumably also holds for the valence + sea electron distribution described by
(
B−1
)
pn
of (3.24).
B. Dirac states in D = 1 + 1 dimensions
Physics in D = 1 + 1 dimensions is often used as a model for confinement since the QED potential is linear. The
Dirac equation can be solved analytically in terms of Confluent Hypergeometric functions. These turn out to have
quite different properties compared to the Airy-function solutions of the Schro¨dinger equation with a linear potential.
The difference stems from the e+e− pairs that contribute to relativistic dynamics.
1. Wave function
The Dirac wave function for a linear potential in D = 1 + 1 is known since a long time [20]. The following discussion
uses the notation and results of [21], as well as the relation between the wave function and the states presented in
section III A 2.
Denoting the (positive or negative) eigenvalues by M the Dirac equation in D = 1 + 1 with A1 = 0 is[− iγ0γ1∂x + γ0m+ eA0]Φ(M,x) = MΦ(M,x) (3.25)
The Dirac matrices can be represented in terms of Pauli matrices,
γ0 = σ3 γ
1 = iσ2 γ
0γ1 = σ1 (3.26)
The energy scale is set by the coupling e = 1 and the potential is linear as in QED2,
V (x) ≡ eA0(x) = V ′|x| = 12e2|x| ≡ 12 |x| (3.27)
Let
Φ(M,x) =
[
ϕ(x)
χ(x)
]
σ(x) = (M − V )2 ∂x = ε(−x)(M − V )∂σ (3.28)
where ε(x) = x/|x| is the sign function. The equations for the two components of the Dirac wave function are
− i∂xχ = (M − V −m)ϕ,
−i∂xϕ = (M − V +m)χ. (3.29)
They depend on M and x only in the combination M − V , motivating the introduction of σ in (3.28). The 2nd order
equation for ϕ(x) is
∂2xϕ(x) +
ε(x)
2(M − V +m) ∂xϕ(x) +
[
(M − V )2 −m2]ϕ(x) = 0 (3.30)
Let ϕ(x = 0) be real and χ(x = 0) imaginary. This reduces the four real parameters of the general solution to two
real parameters. The differential equations (3.29) ensure that the phases imposed at x = 0 hold at all x,
ϕ∗(x) = ϕ(x) χ∗(x) = −χ(x) (3.31)
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For states of definite parity η = ±1 it suffices to find the wave function for x ≥ 0 since
ϕ(−x) = ηϕ(x) χ(−x) = −ηχ(x) (3.32)
Continuity at x = 0 requires that χ(0) = 0 for η = +1, while ϕ(0) = 0 for η = −1.
The solution of the differential equations (3.29) are conveniently expressed in terms of the functions
f(x) ≡ [ϕ(x) + χ(x)]eiσ
g(x) ≡ [ϕ(x)− χ(x)]eiσ (3.33)
Then for x > 0,
f(x) = NM
[
eiβ 1F1(−i 12m2, 12 , 2iσ) + 2ime−iβ(M − V ) 1F1( 12 − i 12m2, 32 , 2iσ)
]
g(x) = NM
[
e−iβ 1F1( 12 − i 12m2, 12 , 2iσ)− 2imeiβ(M − V ) 1F1(1− i 12m2, 32 , 2iσ)
]
(3.34)
The real normalization constant NM > 0 and the phase β are defined in terms of the real constants a, b of Eq. (2.15)
in [21] through a + ib = NM e
iβ . Since β → β + pi only gives an overall sign change we may restrict the phase to
−pi/2 ≤ β < pi/2.
2. Continuous spectrum
The continuity condition at x = 0 determines M as a function of β. Since β is a continuous variable also the eigenvalues
M take a continuous range of (positive and negative) values. This is in stark contrast to the discrete spectrum of the
Schro¨dinger equation in D = 1 + 1 with a linear potential. Already in the 1930’s Plesset [10] noted that the Dirac
spectrum is continuous for positive and negative power-law potentials in any dimension. The only exception is the
1/r potential in D = 3 + 1 dimensions.
The expression (3.20) for the electron bound state has Fock components with any number of e+e− pairs due to the
structure (3.14) of the vacuum |Ω〉. The linear potential (3.27) confines electrons but repulses positrons: the e+
potential is negative, −V (x) = − 12 |x|. A positron can appear at any x provided the sum of its kinetic and potential
energies Ep − V (x) is commensurate with the energy eigenvalue M of the state (hence |p| ' 12 |x| at large distances).
This condition can be satisfied for any M , allowing a continuous spectrum.
The analytic solution (3.34) bears out these intuitive expectations. The parameter β determines the relative amount
of “valence” e− and “sea” e+e− contributions. For finite fermion mass m there is a specific value β = βmin which cor-
responds to a minimal sea. This minimum is exponentially damped in m2, similarly as the Schwinger pair production
rate in a constant electric field [22]. Conversely, there is a value of β that minimizes the valence e− contribution.
The large x behavior of the wave functions in (3.34) is, with σ ' 14x2 −M |x|,
1
NM
lim
x→∞ e
−iσf(x) = CM e−iσ(2σ)im
2/2 − m
2
√
σ
C∗M e
iσ(2σ)−im
2/2 +O (x−2) (3.35)
where
CM = e
i(β−δ) Γ(1− im2/2)
m
√
2pi
e3pim
2/4
√
1− e−pim2
[√
1 + e−pim2 + ei(δ−2β−pi/4)
√
1− e−pim2
]
(3.36)
δ = arg
[
Γ(1− i 12m2)
Γ( 12 − i 12m2)
]
m→∞→ −pi
4
(3.37)
The corresponding result for the g-function is obtained from the relation e−iσg(x) =
[
e−iσf(x)
]∗
, which follows from
(3.33) and the phase choice (3.31). The wave functions (3.34) thus have constant asymptotic magnitude,
lim
x→∞ |f(x)| = limx→∞ |g(x)| = NM |CM | (3.38)
The continuous spectrum means that the orthonormality relation (3.22) involves a Dirac δ-function,∫ ∞
−∞
dxΦ†η(M,x)Φη′(M
′, x) = δηη′δ(M −M ′) (3.39)
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where η, η′ denote parities. As for plane waves the δ-function must arise from the infinite range of the x-integral. For
arbitrarily large Λ, ∫ ∞
Λ
dxΦ†η(M,x)Φη(M
′, x) = 12δ(M −M ′) + . . . (3.40)
where . . . represents Λ-dependent finite contributions. Recalling that ϕ(x) is real and χ(x) is imaginary, as well as
the definition (3.33) of f(x), (3.40) requires∫ ∞
Λ
dx
[
ϕM (x)ϕM ′(x)− χM (x)χM ′(x)
]
= Re
∫ ∞
Λ
dx
[
e−iσfM (x)
][
e−iσ
′
fM ′(x)
]∗
= 12δ(M −M ′) + . . . (3.41)
Using the asymptotic expression (3.35) allows to determine the normalization constant,
NM =
1√
2pi |CM |
(3.42)
According to (3.38) this implies that |f(x→∞)| = 1/√2pi is independent of β and M . The normalization (3.42) also
gives the correct δ(x− y)-function in the completeness condition (3.12).
3. Relative amount of valence and sea
Let us now consider how the parameter β determines the relative amount of “valence” (small |x|) and “sea” (large
|x|) contributions. Since |f(x→∞)| is β-independent it suffices to consider the wave function in the region of small
|x|. The comparison is most meaningful for large m, since the V (x) . 2m region is classically forbidden for the sea.
At large m the dynamics is non-relativistic at small |x|. The Schro¨dinger equation with the linear potential (3.27) is
− 1
2m
∂2xρ(x) +
1
2
|x|ρ(x) = Ebρ(x), (3.43)
where Eb = M − m is the binding energy. Both the coordinate and binding energy scale as x,Eb ∝ m−1/3. The
normalizable solutions are given by the Airy function,
ρ(x) = N Ai[m1/3(x− 2Eb)] (x > 0), (3.44)
with ρ(x) = ±ρ(−x).
The non-relativistic limit of the wave function f(x) in (3.34) is given in Eq. (2.21) of [21], and the derivation is
detailed in App. B of [2],
lim
m→∞
m1/3x fixed
e−iσf(x) =
√
2piNM (cosβ + sinβ)m
1/3epim
2/2Ai[m1/3(x− 2Eb)] (3.45)
The result agrees (up to the normalization) with the Schro¨dinger Airy-function solution. Determining NM from (3.42)
and (3.36), with δ = − 14pi as in (3.37), we get
lim
m→∞
m1/3x fixed
e−iσf(x) =
1√
2
(cosβ + sinβ)m1/3Ai[m1/3(x− 2Eb)]∣∣cos (β + pi4 )+ i2e−pim2 sin (β + pi4 )∣∣ (3.46)
The value β = − 14pi minimizes the “valence” wave function at low |x|. Conversely, β = + 14pi suppresses the (relative)
amount of sea by a factor exp(−pim2), corresponding to the tunnelling rate from the classically forbidden region. As
in the Schwinger mechanism [22], there are always some virtual pairs in a non-vanishing electric field.
Fig. 4 illustrates the β-dependence of the positive parity ground state wave function when m = 1. In (a) β = βmin =
1
2δ +
3
8pi, the value which minimizes CM (3.36) and thus maximizes ϕ(0). The relative magnitude of the oscillations
at large x are indeed seen to be smaller in (a) than in (b), where β = 0. In both cases ϕ(x) agrees in shape with the
Schro¨dinger wave function ρ(x) at low x.
Fig. 5 compares the five first eigenvalues M for the Dirac solutions with β = βmin and β = 0 with the Schro¨dinger
values. The three solutions give nearly the same masses for the lowest excitations. Values of M that differ widely
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FIG. 4: The ground state Schro¨dinger wave function ρ(x) for m = 1 compared with the upper and lower components of the
Dirac wave function (3.28) for (a) β = βmin = 0.925 and (b) β = 0. For ease of comparison the Schro¨dinger wave function is
arbitrarily normalized by ρ(0) = ϕ(0).
n
Dirac
β = βmin
Schrödinger
M = m + Eb
1 2 3 4 5
1.5234 2.4554 3.0671 3.5644 3.9954
1.5094 2.6241 3.4100 4.0816 4.6861
Dirac and Schrödinger Eigenvalues M (m=1, η = +1)
Dirac
β = 0
1.5100 2.4490 3.0621 3.5602 3.9917
FIG. 5: The eigenvalues M (in units of the electron charge e) of the five lowest (positive parity) states calculated from the
Schro¨dinger and Dirac equations. In the Dirac case the fermion mass m = 1, β = 0.925 and β = 0.
from the Schro¨dinger ones occur only in a restricted range of β ' − 14pi, where the valence contribution is suppressed
according to (3.46). That range moreover narrows quickly as m increases. For the Dirac as well as the Schro¨dinger
equation the quantization of M is determined by the valence electron at low |x|. M can therefore take a continuous
range of values in the Dirac equation only when the valence contribution is suppressed.
The reduction of the Dirac wave function to the Schro¨dinger one is usually demonstrated by taking m → ∞ with
x ∝ m−1/3. From (3.46) we see that this is not quite adequate in the case of a linear potential, since the relative size
of the large x oscillations decrease with m only when β = βmin. A more proper limit is thus m→∞ with β = βmin.
4. The electron and positron distributions
I have been rather loosely referring to the low and high |x| regions as “valence” and “sea”, respectively. The analysis
in section III A 2 allows to specify the e± distributions more precisely. The M > 0 electron state (3.20) is
|M〉 = c†M |Ω〉 =
∫ ∞
−∞
dp
2pi 2Ep
[
b†pu
†(p) + d−pv†(−p)
]
ΦM (p) |Ω〉 ≡
∫ ∞
−∞
dp√
2pi 2Ep
[
b†pB˜pM + dpD˜pM
] |Ω〉 (3.47)
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The B˜, D˜ matrices are defined to absorb the convention-dependent factor 1/
√
2pi 2Ep arising from the definition of
the Fourier transform and the u, v-spinors,
B˜pM =
1√
2pi 2Ep
u†(p)ΦM (p) u(p) =
1√
Ep +m
(
Ep +m
p
)
(3.48)
D˜pM =
1√
2pi 2Ep
v†(p)ΦM (−p) v(p) = 1√
Ep +m
(
p
Ep +m
)
(3.49)
The p-depdendence of B˜pM determines at what momenta an e
− is added to the vacuum (3.14), whereas D˜pM deter-
mines the p-distribution of the e+ in the vacuum that is annihilated by dp.
In terms of the solutions (3.34) of the Dirac equation, for M > 0 positive parity states,
B˜η=+pM =
1√
2pi 2Ep(Ep +m)
Re
∫ ∞
0
dx e−iσf(x)
[
(Ep + p+m)e
−ipx + (Ep − p+m)eipx
]
= B˜η=+−p,M
D˜η=+pM =
−1√
2pi 2Ep(Ep +m)
Re
∫ ∞
0
dx e−iσf(x)
[
(Ep − p+m)e−ipx − (Ep + p+m)eipx
]
= −D˜−p,M (3.50)
For p→∞ the rapidly oscillating phases exp(±ipx) allows to approximate the x-integrals in (3.50) using the stationary
phase method, ∫ ∞
−∞
dxF (x)eiϕ(x) ' eε(ϕ′′(xs))ipi/4
√
2pi
|ϕ′′(xs)|F (xs)e
iϕ(xs) (3.51)
where ε(x) is the sign function and ϕ(x) ' ϕ(xs) + 12ϕ′′(xs)(x − xs)2 is a rapidly varying phase. The condition for
the stationary phase is that ∂xϕ(xs) = 0.
As x→∞ the phase of the leading term in e−iσf(x) (3.35) varies rapidly (the phase change of the power is subleading),
arg
[
lim
x→∞ e
−iσf(x)
]
= −σ = −M2 +Mx− 14x2 (3.52)
Due to the p→ −p symmetries in (3.50) we need only consider p→ +∞. Then (3.52) can give a stationary phase at
x = xs only with the Fourier phase exp(ipx) in (3.50),
d
dx
(−σ + px)
∣∣∣∣
x=xs
= M − 12xs + p = 0

p− V (xs) = −M
σ(xs) = p
2
pxs − σ(xs) = p(p+ 2M)
(3.53)
In (3.50) the factor multiplying exp(ipx) is of O (p−1) for BMp and of O (p0) for DMp. Hence the oscillations of the
wave function in Fig. 4 at large x are due to positrons, not electrons. The positron kinetic energy Ep ' p and potential
energy −V (xs) sum to −M . The sea electron forming the pair with the positron is confined by the potential to low
x, together with the valence electron created by b†pB˜pM . According to Fig. 4 the electrons are distributed similarly
to the Schro¨dinger wave function. The two of them thus contribute 2M to the energy, so that the total energy of the
e−(e+e−) Fock state adds up to the bound state energy M .
The next-to-leading term in the asymptotic expansion (3.35) of f(x) is suppressed by O (σ−1/2) = O (p−1) when
x ∝ p. It gives a stationary phase with the exp(−ipx) term in (3.50), whose coefficient in B˜pM is of O
(
p0
)
. This
contribution is of the same O (p−1) as the one from the exp(ipx) term in B˜pM . The two contributions cancel,
exp(ipx) :
m
√
2
p
NM Re
[
CM (2p
2)im
2/2 e−ipi/4eip(p+2M)
]
exp(−ipx) : −m
√
2
p
NM Re
[
C∗M (2p
2)−im
2/2 eipi/4e−ip(p+2M)
]
(3.54)
since the real part of a complex number and its conjugate are equal. Consequently
lim
p→∞ B˜
+
pM . O
(
p−2
)
(3.55)
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(a) (b)
FIG. 6: Numerical results for the momentum dependence of the (a) B˜η=+pM and (b) D˜
η=+
pM matrices (3.50) of the ground state,
for m = 1 and β = βmin. The stationary phase approximation for D˜
η=+
pM is indicated in (b).
5. Case of m = 0
The expressions of the previous section simplify considerably when the fermion mass m = 0. Using
1F1(0,
1
2 , 2iσ) = 1 1F1(
1
2 ,
1
2 , 2iσ) = e
2iσ (3.56)
and the parity η convention (3.32) the components ϕη(x), χη(x) of Dirac wave function Φ(M,x) (3.28) are for any x,
ϕ+(x) =
1√
2pi
cos
[
x(M − 14 |x|)
]
ϕ−(x) =
1√
2pi
sin
[
x(M − 14 |x|)
]
χ+(x) =
i√
2pi
sin
[
x(M − 14 |x|)
]
χ−(x) = − i√
2pi
cos
[
x(M − 14 |x|)
]
(3.57)
where M can be any real number. The relation between β and M is
β = M2 − npi (η = +1) β = M2 − pi
2
− npi (η = −1) (3.58)
with the integer n chosen so that −pi/2 ≤ β < pi/2.
The simple form (3.57) of the wave function allows orthonormality and completeness to be explicitly verified,∫ ∞
−∞
dxΦ†η(M,x)Φη′(M
′, x) = δηη′δ(M −M ′) (3.59)
∑
η=±
∫ ∞
−∞
dM Φη(M,x)Φ
†
η(M,y) =
∑
η
∫ ∞
−∞
dM
(
ϕη(x)ϕη(y) −ϕη(x)χη(y)
χη(x)ϕη(y) −χη(x)χη(y)
)
= δ(x− y)
(
1 0
0 1
)
(3.60)
With m = 0 the matrix elements of the operators in the electron state (3.47) are, for M > 0 and p > 0,
B˜η=+p>0,M =
1
pi
√
2
∫ ∞
0
dx cos
[
x(M − p)− 14x2
]
D˜η=+p>0,M =
1
pi
√
2
∫ ∞
0
dx cos
[
x(M + p)− 14x2
]
(3.61)
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The “valence” electron distribution decreases with momentum as 1/p3,
lim
p→∞ B˜
η=+
pM =
1
pi 2
√
2
1
(p−M)3
[
1 +O (p−1)] (3.62)
while the stationary phase contribution to D˜η=+pM is of O
(
p0
)
,
lim
p→∞ D˜
η=+
pM =
√
2√
pi
cos
[
(p+M)2 − 14pi
]
(3.63)
IV. FEATURES OF HADRONS
1. General remarks
Quantum Chromodynamics accurately describes hard scattering using perturbation theory and universal parton dis-
tributions. Numerical lattice calculations support the correctness of QCD also for soft processes. Comparisons of
QCD-inspired models with data have given a general understanding of hadron dynamics [23]. Color confinement
implies that the constituents of hadrons (quarks and gluons) do not exist as free states. This is related to their
relativistic binding energy, which enables pair production. The dynamical breaking of chiral symmetry leads, among
other things, to the observed small mass of the pion. The vast literature on QCD is summarized in [24].
Analytic approaches to soft hadron processes complement numerical evaluations. This has only been possible at the
expense of additional assumptions, outside the QCD field theory framework. It is desirable to derive from QCD those
model features which successfully describe data.
Perturbation theory is the main analytic, first-principles approach to QED and QCD. The perturbative characteristics
of soft QCD dynamics has been underlined by Dokshitzer [25–27]. It is not completely straightforward to apply
perturbation theory even to QED bound states. Already the first approximation of a bound state requires summing
an infinite number of Feynman diagrams. Reorderings of the perturbative expansion lead to different, and in principle
equivalent formulations [1, 28]. The ~ expansion motivates a specific “Born term” for bound states characterized by
the absence of loops: Only gauge fields which satisfy the classical field equations contribute.
In section II I derived the Born term for Positronium. In the rest frame it yields the standard Schro¨dinger equation
with the classical potential −α/r. It gives the correct dependence of the the Positronium energy on its momentum
P , and a wave function that Lorentz contracts as in classical physics. Higher order (loop) corrections are expected
to be calculable from the S-matrix (1.6), with the Born term used in the in and out states.
The loop expansion is a power series in ~α and as such converges only for small (perturbative) couplings. The binding
energy Eb = − 14meα2 of Positronium if of O (me) only for α & 1. Hence strongly bound (relativistic) states cannot
be accessed within perturbative QED. The situation for QCD may be different because the confining potential can
cause relativistic binding even at small αs. This is the scenario that will be explored below.
In section III I discussed some properties of strongly bound states in the familiar setting of the Dirac equation,
which describes the binding of an electron in a strong external field. Dirac states include virtual e+e− pairs whose
distributions are given by the negative energy components of the Dirac wave function. A potential which confines
electrons repulses positrons, giving dramatic effects on the spectrum and wave functions.
In the rest of these lectures I consider whether the concept of Born term could be applicable to hadrons. The novel
features of color confinement and chiral symmetry breaking then need to appear as a consequence of the classical
gluon field and ground state. I begin by recalling some phenomenological features of hadron dynamics which hint at
a perturbative framework.
2. Perturbative aspects of the hadron spectrum
The spectra of heavy quarkonia have features that are remarkably similar to the Positronium spectrum (Fig. 7). The
JPC = 1−− charmonium state J/ψ was dubbed the “Hydrogen atom of QCD” because it was thought to provide the
key to the deciphering of hadron structure. The quarkonium spectra are in fact well described [29] by the Schro¨dinger
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Similarity of atomic and hadronic spectra
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FIG. 7: Comparison of the Positronium and charmonium spectra. The overall features are surprisingly similar, considering
that the hyperfine splittings differ by a factor & 1011 and that QCD is a confining, non-abelian theory.
equation, provided a linear term is added to the single gluon exchange potential,
VQED(r) = −α
r
VQCD(r) = V
′r − 4
3
αs
r
(4.1)
The fine and hyperfine splittings agree with the perturbative corrections to the Schro¨dinger result. This hint from
Nature merits serious consideration. It suggests that the Born approximation of atoms discussed in section II is
applicable also in QCD. The QCD action has no dimensionful parameter corresponding to the slope V ′ of the linear
potential in (4.1). In the absence of loops (renormalization) V ′ can only arise via a boundary condition in the solution
of the classical gauge field equations.
The linear potential leads to color confinement and strong binding regardless of the size of αs. The ionization
threshold of QED becomes a threshold for open charm (D,Λc, . . .) pair production in QCD. Charmonium resonances
of high mass are indeed observed to decay mainly into open charm states. In recent years narrow “XYZ” states
have been discovered, often close to particle production thresholds [30]. As in QED, narrow widths and closeness
to thresholds indicates weak coupling. The new states may be characterized as “hadron molecules” [31], but a
quantitative description awaits a better understanding of hadron dynamics.
Hadrons composed of light quarks (u, d, s) have quantum numbers that allow them to be classified as qq¯ and qqq states
with specific values of quark spins and angular momenta. The bound state masses and couplings can be qualitatively
modelled [32, 33]. The success of the quark description encourages a perturbative approach, since the degrees of
freedom of strongly interacting constituents generally are not reflected in the spectrum. For example, the spectrum
of QED in D = 1 + 1 dimensions (the “massive Schwinger model”) has the features of e+e− “atomic” bound states
only at weak coupling, e/m  1. When the interaction is strong (e/m  1) loops dominate and the spectrum has
the characteristics of weakly bound scalars [13].
The binding energies (or mass splittings) of light hadrons are of the same order as the hadron masses. Hence the
internal dynamics must be ultrarelativistic, in stark contrast to atoms. One would expect to see the degrees of freedom
also of gluon constituents in the hadron spectrum. Searches for “hybrid” and “glueball” states, some of which would
stand out because of their quantum numbers, have not led to definite results. Physical gluons appear mainly as
radiative corrections to hard interactions. The gluon distribution in the proton is large at high Q2 and low x, but
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strongly scale-dependent. At Q ∼ 1 GeV the gluon distribution is insignificant, whereas the sea quark contribution
persists at low x [34].
3. Duality
Hadrons couple selectively to each other. An extreme example is the X(3872) (molecular?) charmonium state, whose
total width Γtot < 1.2 MeV is minimal despite apparently allowed, wide open decay channels. Light hadron dynamics
is selective as well. Already at the dawn of the quark model Zweig [11] found it remarkable that the φ(1020) perfers
to decay into KK¯ (82% of the time), even though kinematics favors pipipi. Fig. 8 illustrates Zweig’s rule, which he
formulated in terms of dual diagrams: The “connected” quark diagram (a) dominates the “disconnected” one in (b).
This rule is applicable to other processes as well and today is known as the OZI rule, after Okuba, Zweig and Iizuka
[35]. A review of the status of the OZI rule may be found in [36].
As indicated in Fig. 8(b) the φ(1020) → pipipi decay can be mediated by three (or more) gluons. The observed
suppression of this process indicates that gluon exchange contributions are subleading in soft dynamics. This is
consistent with the notion that the coupling αs remains perturbative at low scales.
ϕ
s
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_
u
K
_
K
ϕ
π
π
π
s
_
s
u
_
u
(a) (b)
 (1020)! KK¯  (1020)! ⇡⇡⇡
OZI Rule
FIG. 8: According to the OZI rule, the connected quark diagram (a) dominates over the disconnected one in (b). In today’s
perspective the dashed lines in (a) represent the confining color field (the linear potential of (4.1)). The uu¯ pair is created by
this field (“string breaking”). In (b) there is no confining field after the ss¯ annihilates, and the transition can be mediated only
by gluon exchange.
Quark diagrams like those of Fig. 8(a) illustrate the remarkable phenomenon of “duality” in hadron dynamics [12].
Phenomenological studies show that 2 → 2 hadron scattering amplitudes are described either by the resonances in
the direct (s-) channel or by particle exchange in the crossed (t-) channel – not by their sum. Resonances of different
spins and masses must contribute in a coherent manner for them to mimic particle exchange. One aspect of this
is that resonances are found to lie on approximately linear Regge trajectories [33]. A good illustration of duality is
provided by the dual amplitude for pi+pi− → pi+pi− [15].
Another aspect of duality was observed by Bloom and Gilman in deep inelastic lepton scattering, eN → eX [37].
Quite unexpectedly, the xBj-dependence of the N
∗ contributions to the inclusive system X agree (on average) with
the quark distribution of the target proton. A review of recent experimental results may be found in [38]. A further
apparition is Local Parton Hadron Duality, which relates the perturbatively calculated inclusive parton production to
the measured hadron distributions in high energy processes [26].
Duality is a pervasive and as yet poorly understood feature of hadron dynamics. It allows the average contribution of
resonances to be described by a smoothly distributed scattering amplitude. A hint of how bound state and scattering
features can mix is given by the Dirac bound states in D=1+1, discussed in section III B. The wave functions of
hadrons found below have dual features such as indicated in Fig. 13.
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4. αs(Q
2) at low scales Q
A perturbative description of hadrons in QCD requires that the coupling αs(Q
2) be of moderate size at low Q. Our
knowledge [39] of the perturbative coupling αs is summarized in Fig. 9. At the lowest perturbative scale α
MS
s (m
2
τ ) =
0.334± 0.014 [40].
The coupling αs is not directly measurable, and meaningful only in the context of a theoretical framework. Several
analyses raise the possibility that αs(Q
2) freezes around Q ' 1 GeV, at a value αMSs ' 0.5. In Gribov’s picture of
confinement [26, 41] there is, in QCD as well as in QED, a critical value of the coupling where the vacuum changes
character and new features emerge,
αcrit(QED) = pi
(
1−
√
2
3
)
' 0.58  1
137
αcrits (QCD) =
pi
CF
(
1−
√
2
3
)
' 0.43 & αs(m2τ ) (4.2)
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Figure 9.4: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).
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FIG. 9: The QCD coupling αs, as measured in several processes
and calculated using lattice QCD [39]. The point “αcrit” refers
to Eq. (4.2).
As indicated in Fig. 9 the running QCD coupling
reaches Gribov’s critical value at Q ' 1 GeV. The
value of the critical coupling is small enough that a
an expansion in αcrits /pi ' 0.14 may be relevant.
Fig. 10(a) shows estimates based on event shapes of
the QCD coupling α0(µI), averaged over 0 ≤ Q ≤
µI = 2 GeV [42]. A similar analysis of event shapes in
e+e− annihilation using NNLO perturbative QCD gave
α0(2 GeV) = 0.5132 ± 0.0115 (exp) ± 0.0381 (th) [43].
Fig. 10(b) shows the result of an analysis using the
pinch technique [44], in which the low scale coupling
was estimated as αPT (0) = 0.7 ± 0.3. Further studies
of the behaviour of the QCD coupling at low scales may
be found in Refs. [45].
The running of αs originates from the renormalization
of divergent loop integrals. The coupling does not run
at the Born (no loop) level. If the Born approximation
is adequate at low values of Q the couplin necessarily
freezes.
power-law type of running [48,49], given by (see the
Appendix for details)
m2ðq2Þ ¼ m
4
0
q2 þm20
!
ln
"
q2 þ 2m20
!2QCD
#
= ln
"
2m20
!2QCD
#$
3
: (4.5)
Notice that when q2 ! 0 one hasm2ð0Þ ¼ m20. A variety of
theoretical and phenomenological estimates place it in the
range m0 ¼ 350–700 MeV [1,3,36,50]. In Fig. 11 we plot
the behavior of m2ðq2Þ as given by Eq. (4.5), for the two
valuesm0 ¼ 500 MeV andm0 ¼ 600 MeV, which will be
used in the rest of this section.
On the left panel of Fig. 12, we show the results for
!PTðq2Þ when m0 ¼ 500 MeV in Eq. (4.5). The small
discrepancy between the three curves is mainly due to
the propagation of the tiny residual " dependence dis-
played by the quantity d^ðq2Þ as shown in Fig. 9. One clearly
sees that the effective coupling !PTðq2Þ freezes out and
acquires a finite value in the IR, while in the UV it shows
the expected perturbative behavior. For m0 ¼ 500 MeV,
one gets !PTð0Þ % 0:6. One should also notice that the
choice of smaller values of m0 would not produce a mono-
tonically decreasing !PTðq2Þ; instead, one observes the
appearance of ‘‘bumps’’ in the IR region. Therefore if
one were to introduce the monotonic decrease as an addi-
tional requirement of !PTðq2Þ, this would provide a lower
bound for the possible values of m0. Finally, on the right
panel of Fig. 12, we show the effective coupling for the
case m0 ¼ 600 MeV. Now, the freezing occurs at the
slightly higher value of !PTð0Þ % 0:85. Evidently, the
freezing value !PTð0Þ increases as one goes to higher
values of m0.
An accurate fit for the running charges shown in Fig. 12
is provided by the following functional form
!ðq2Þ ¼
!
4#b ln
"
q2 þ hðq2; m2ðq2ÞÞ
!2QCD
#$&1
; (4.6)
with the function hðq2; m2ðq2ÞÞ given by
hðq2; m2ðq2ÞÞ ¼ $1m2ðq2Þ þ $2 m
4ðq2Þ
q2 þm2ðq2Þ : (4.7)
Our best fits to the numerical results for !PTðq2Þ using
Eq. (4.6) above are shown in Fig. 13.
Finally, we compare numerically the two effective
charges, !PTðq2Þ and !ghðq2Þ. The results are shown in
Fig. 14, where r^ðq2Þ is compared with d^ðq2Þ (left panel),
and !ghðq2Þ with !PTðq2Þ (right panel). As anticipated, the
curves coincide in the deep IR and UV, and differ only
slightly in the intermediate region. To produce both curves,
we have factored out a mass of m0 ¼ 500 MeV, whose
FIG. 11 (color online). The behavior of the running mass given
by Eq. (4.5) when m0 ¼ 500 MeV (black continuous line) and
m0 ¼ 600 MeV (red dashed line). In both cases we used
!QCD ¼ 300 MeV.
FIG. 12 (color online). Left panel: The running charge obtained from (2.30) using the SDE solutions for "ðq2Þ, Dðq2Þ, and 1þ
Gðq2Þ. We use a running mass given by Eq. (4.5) with m0 ¼ 500 MeV. R ght panel: The same for m0 ¼ 600 MeV.
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Fig. 3. 95% CL contours for jet shape means (dashed) and some distributions
(solid). The curves for the T , C and old BT and BW distributions are taken
from [8]. The curves for the means are to be taken as purely indicative since
we have not accounted for the correlations between systematic e rors (which,
where available, are added in quadrature to the statistical errors). Additionally
for some observables we may not have found all the available data.
is greatly improved by the updated theoretical treatment. We expect the wide
broadening distribution to be equally improved, but this remains to be verified.
The fits for ↵s and ↵0 from the mean values are also generally consistent
with each other and with those from the distributions. However, the agreement
between di↵erent event shapes is still not perfect. In the case of the heavy-jet
mass we believe that this may in part be related to the treatment of particle
masses, which have more e↵ect on jet masses than on the thrust or the C-
parameter (which are both defined exclusively in terms of 3-momenta). We leave
this question for future consideration.
Outlook. Another important issue is that of the power correction to the jet-
broadening in DIS. Formally the extension of our results to the DIS case is
quite a non-trivial exercise. As a first step it would be necessary to carry out a
resummed PT calculation for the DIS broadening. This has so far not been done.
The situation for the mean broadening measured with respect to the thrust
axis is fairly simple though, since (modulo factors of two associated with the
definition of the broadening in DIS [23]) it is equivalent to a single hemisphere
http://link.springer.de/link/service/journals/10105/index.html
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empirically, since they typically result in a distortion of the
distribution, which can not be unfolded in a straightforward
manner.
In event-shape moments, one expects the hadronisation
corrections to be additive, such that they can be divided into
a perturbative and a non-perturbative contribution,〈
yn
〉= 〈yn〉pt + 〈yn〉np, (2)
where the non-perturbative contribution accounts for hadro-
nisation effects. Based upon the calculation of next-to-
next-to-leading order (NNLO) QCD corrections to the
event-shape distributions, which became available recently
[13, 26–31], the perturbative contribution to event-shape
moments is now known to NNLO [32, 33]. The non-
perturbative part is suppressed by powers of λp/Qp (p ≥ 1),
where Q≡√s is the centre-of-mass energy and λ1 is of the
order of ΛQCD. The functional form of λp has been dis-
cussed quite extensively in the literature, but as this parame-
ter is closely linked to non-perturbative effects, it cannot be
fully derived from first principles.
In this work, we use the dispersive model derived in
Refs. [34–37] to compute hadronisation corrections to
event-shape moments. This model provides analytical pre-
dictions for the power corrections, and introduces only a
single new parameter α0, which can be interpreted as the
average strong coupling in the non-perturbative region. This
model has been used extensively in combination with NLO
QCD perturbative calculations to study event-shape mo-
ments [16, 38–40]. To combine the dispersive model with
the perturbative prediction at NNLO QCD, we extended its
analytical expressions to compensate for all scale-dependent
terms at this order. By comparing the newly derived ex-
pressions with experimental data on event-shape moments,
we perform a combined determination of the perturbative
strong coupling constant αs and the non-perturbative para-
meter α0. Compared to previous results at NLO, we observe
that inclusion of NNLO effects results in a considerably im-
proved consistency in the parameters determined from dif-
ferent shape variables, and in a substantial reduction of the
error on αs .
In Sect. 2, we outline the structure of perturbative and
non-perturbative contributions to ev nt-shape moments. The
predictions of the dispersive model to power corrections are
extended to NNLO in Sect. 3, and used to extract αs and
α0 from experimental data in Sect. 4. In Sect. 5 the results
obtained within the dispersive model are compared to those
from multi-purpose event generator programs.
2 Power corrections to event-shape moments
Non-perturbative power corrections can be related to in-
frared renormalons in the perturbative QCD expansion for
the event-shape variable [34, 35, 41–46]. The analysis of in-
frared renormalon ambiguities suggests power corrections
of the form λp/Qp , but cannot make unique predictions for
λp: it is only the sum of perturbative and non-perturbative
contributions in (2) that becomes well-defined [47]. Differ-
ent ways to regularise the IR renormalon singularities have
been worked out in the literature [48–56].
One approach is to introduce an IR cutoff µI and to re-
place the strong coupling constant below the scale µI by
an effective coupling such that the integral of the coupling
below µI has a finite value [34–37]
1
µI
∫ µI
0
dQαeff
(
Q2
)= α0(µI ). (3)
This dispersive model for the strong coupling leads to a shift
in the distributions
dσ
dy
(y)= dσpt
dy
(y − ayP ), (4)
where the numerical factor ay depends on the event shape
and is listed in Table 1, while P is believed to be univer-
sal (universality breaking terms arise from hadron mass ef-
fects [57] in the moments of ρ, an estimate on these effects
can be obtained from general-purpose event generator pro-
grams, e.g. from PYTHIA [21]) and scales with the CMS
energy like µI/Q.
By inserting (4) into the definition of the moments, one
obtains:
〈
yn
〉 = ∫ ymax
0
dy yn
1
σhad
dσ
dy
(y) (5)
=
∫ ymax−ayP
−ayP
dy(y + ayP )n 1
σhad
dσpt
dy
(y) (6)
≈
∫ ymax
0
dy(y + ayP )n 1
σhad
dσpt
dy
(y) (7)
discarding the integration over the kinematic lly forbidden
values y. This leads to the non-perturbative predictions
Table 1 The ay coefficients of the non-perturbative event-shape mo-
ment prediction
Event-shape observable 1− T C Y3 ρ BT BW
ay 2 3π 0 1 1 12
α0(µI)
(a) (b)
FIG. 10: (a) The average value of αs for Q ≤ µI = 2 GeV based on everal mea ures of event shapes [42]. (b) The effective
coupling of the Pinch Technique, usi g Schwinger-Dy on equations [44].
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V. QCD BOUND STATES IN THE REST FRAME
A. The meson and baryon states
Based on the previous study of Positronium (2.3) and Dirac (3.4) states I express the meson (M) and baryon (B)
Born level states of QCD in the rest frame (P = 0) as
|M;M,P = 0〉 =
∫
dx1 dx2 ψ¯A(x1)Φ
AB
M (x1 − x2)ψB(x2) |0〉 (5.1)
|B;M,P = 0〉 =
∫
dx1 dx2 dx3 ψ
†
A(x1)ψ
†
B(x2)ψ
†
C(x3)Φ
ABC
B (x1,x2,x3) |0〉 (5.2)
The states and fields are all evaluated at a common time t (not shown). A sum over the repeated quark color indices
(A,B,C) is understood, and Dirac indices suppressed. The baryon wave function needs to be translation invariant,
ΦABCB (x1,x2,x3) = Φ
ABC
B (x1 + a,x2 + a,x3 + a) (5.3)
for the state to carry momentum P = 0.
Similarly as for Positronium, there are no gauge links connecting the fields. The meson state is invariant under a
local gauge transformation U(x) provided the wave function transforms accordingly,
ψ(x)→ U(x)ψ(x) ΦM(x1 − x2)→ U†(x1)ΦM(x1 − x2)U(x2) (5.4)
The baryon wave function ΦB is similarly gauge dependent. The usual “color singlet” wave functions,
ΦABM (x1 − x2) =
1√
NC
δABΦM(x1 − x2) (5.5)
(NC = 3)
ΦABCB (x1,x2,x3) =
1√
NC !
ABCΦB(x1,x2,x3) (5.6)
are in fact invariant only under global gauge transformations.
B. Symmetries: Poincare´, Parity and Charge Conjugation for Mesons
The QCD action is invariant under Poincare´ transformations (time and space translations, rotations and boosts)
as well as under the discrete parity and charge conjugation transformations. The “kinetic” transformations (space
translations, rotations, parity and charge conjugation) do not change the time coordinate of the field operators.
The transformation of the states under kinetic transformations is explicitly determined by the representation of the
corresponding subgroup to which the wave function belongs.
Time translations are generated by the Hamiltonian, which includes the interaction terms of the action. Consequently
this is called a “dynamic” transformation. In order that a state be an eigenstate of the Hamiltonian its wave function
should satisfy the bound state equation (section V D). Also boosts are dynamical, and moreover change the definition
of simultaneity. Equal-time states in one frame are non-trivially related to equal-time states in another frame. In
section II 4 we found the frame dependence of the Positronium wave function. In section VII I discuss how relativistic,
Born level bound states transform under boosts.
1. Space translations
Under space translations x→ x+ a the quark fields are transformed by the operator
U(a) = exp[−ia ·P ] where P =
∫
dxψ†(x)(−i∇)ψ(x) (5.7)
(I suppress the common time t in all operators). The momentum operator satisfies
[P , ψ(x)] = i∇ψ(x) [P , ψ¯(x)] = i∇ψ¯(x) (5.8)
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For finite translations,
U(a)ψ(x)U†(a) = ψ(x+ a) (5.9)
Using (5.8) and P |0〉 = 0 we may verify that the state (5.1) is indeed at rest,
P |M;M,P = 0〉 = 0 (5.10)
2. Rotations
A rotation x → Rx, where R is an orthogonal 3 × 3 matrix, should be represented by an operator U(R) which
transforms the quark momentum states accordingly,
U(R)b(p, λ)U†(R) = b(Rp, λ) U(R)d(p, λ)U†(R) = d(Rp, λ) (5.11)
where the quantization axis for the spin component λ is understood to be rotated. I next verify that this implies
U(R)ψ(x)U†(R) = S−1(R)ψ(Rx) (5.12)
For a rotation by an angle θ around the unit vector nˆ the Dirac matrix S(R) is
S(R) = exp
(
i 12θ nˆ ·Σ
)
where Σ = γ5γ
0γ =
(
σ 0
0 σ
)
(5.13)
S(R) has the property
S(R)γ S−1(R) = R−1γ (5.14)
which transforms the u-spinor,
S(R)u(p, λ) = S(R)
Eγ0 − p · γ +m√
E +m
(
ϕλ
0
)
=
Eγ0 − p ·R−1γ +m√
E +m
S(R)
(
ϕλ
0
)
≡ u(Rp, λ) (5.15)
In the last step I used p ·R−1γ = Rp · γ and defined the rotated u-spinor by
u(Rp, λ) =
Eγ0 −Rp · γ +m√
E +m
(
exp
(
i 12θ nˆ · σ
)
ϕλ
0
)
(5.16)
The v-spinor is rotated in the same way since Σ in (5.13) is block diagonal. Using the expression (2.5) for the field,
S(R)U(R)ψ(x)U†(R) =
∫
dp
(2pi)32E
∑
λ
[
u(Rp, λ)eiRp·Rxb(Rp, λ) + v(Rp, λ)e−iRp·Rxd†(Rp, λ)
]
= ψ(Rx) (5.17)
In the last step I changed the integration measure dp = d(Rp). Rotations are generated by the angular momentum
operator J ,
U(R) = exp[iθ nˆ ·J ] (5.18)
given by
J =
∫
dxψ†(x)J ψ(x) J = x× (−i∇) + 12Σ (5.19)
Using
[J , ψ(x)] = −[x× (−i→∇) + 12Σ]ψ(x) [J , ψ¯(x)] = ψ¯(x)[x× (i←∇) + 12Σ] (5.20)
and J |0〉 = 0 we can determine the condition that the meson state (5.1) is an eigenstate of some component of the
angular momentum operator J ,
J |M;M,P = 0〉 =
∫
dx1 dx2 ψ¯(x1)
{[
x1 × (−i
→
∇1) + 12Σ
]
ΦM(x1 − x2)
−ΦM(x1 − x2)
[
x2 × (i
←
∇2) + 12Σ
]}
ψ(x2) |0〉 (5.21)
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Thus
J z |M;M,P = 0〉 = λ |M;M,P = 0〉 provided [Jz,ΦM(x)] = λΦM(x) (5.22)
A finite rotation transforms the meson state as
U(R) |M;M,P = 0〉 =
∫
dx1 dx2 ψ¯(Rx1)S(R)ΦM(x1 − x2)S−1(R)ψ(Rx2) |0〉
=
∫
dx1 dx2 ψ¯(x1)S(R)ΦM
[
R−1(x1 − x2)
]
S−1(R)ψ(x2) |0〉 (5.23)
The wave function in the rotated coordinate system is thus given by
Φ
(R)
M (x) = S(R)ΦM
(
R−1x
)
S−1(R) (5.24)
3. Parity
The parity operator P reverses 3-momenta p but leaves spins λ invariant:
Pb(p, λ)P† = b(−p, λ) Pd(p, λ)P† = −d(−p, λ) (5.25)
We could add an “intrinsic” parity for the quarks, but it is irrelevant for qq¯ states so I omit it. The relative intrinsic
parity −1 of quarks and antiquarks in (5.25) ensures that the field transforms as
Pψ(t,x)P† = γ0ψ(t,−x) Pψ¯(t,x)P† = ψ¯(t,−x)γ0 (5.26)
That in turn allows to consider the condition for the (rest frame) meson states to be eigenstates of parity,
P |M;M,P = 0〉 =
∫
dx1 dx2 ψ¯(x1)γ
0ΦM(−x1 + x2)γ0ψ(x2) |0〉 = ηP |M;M,P = 0〉 (5.27)
The wave function of a parity eigenstate with eigenvalue ηP = ±1 satisfies
γ0ΦM(−x)γ0 = ηPΦM(x) (5.28)
4. Charge conjugation
The charge conjugation operator C transforms particles into antiparticles,
Cb(p, λ)C† = d(p, λ) Cd(p, λ)C† = b(p, λ) (5.29)
In the standard Dirac matrix representation this implies (T indicates transpose)
Cψ(t,x)C† = iγ0γ2ψ¯T (t,x) Cψ¯(t,x)C† = iψT (t,x)γ0γ2 (5.30)
For a meson state to be an eigenstate of charge conjugation with eigenvalue ηC = ±1,
C |M;M,P = 0〉 =
∫
dx1 dx2 ψ¯(x1)γ
0γ2ΦTM(x2 − x1)γ0γ2ψ(x2) |0〉 = ηC |M;M,P = 0〉 (5.31)
its wave function should satisfy
γ0γ2ΦTM(−x)γ0γ2 = ηCΦM(x) (5.32)
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C. The confining field Aµ
1. Requirements on a viable solution
I now consider whether there is a classical field Aµ which could be relevant for hadrons. Recall that in Positronium
the classical field (1.9) depends on the positions x1,x2 of the e
− and e+. In QCD the field will also depend on the
quark colors A,B,C. The total color field generated by the hadron (which would be felt by an external color probe,
excluding O (αs) gluon exchange) is the coherent sum of the fields of all quark color components. The total field
vanishes for the meson and baryon states, see (5.45) and (5.55) below. Hence the confining field Aµ referred to below
concerns only the field between quarks with specific colors.
To make my arguments concerning the confining field transparent I list them as separate items. The outcome is a
field with a single dimensionful parameter Λ. Possibly this is the only acceptable scenario.
#1. There is no dimensionful constant ΛQCD in the classical field equations. It can only appear in their solution via
a boundary condition.
#2. Rotational symmetry requires that Aµ depend on the positions of the quarks, cf. the QED case (1.9).
#3. The quark positions determine A0 for all x at an instant of time. The propagating components A respond to
the quark positions with a delay, which would be infinite at the spatial boundary, |x| → ∞.
#4. I choose A = 0 in the hadron rest frame (P = 0), in the gauge with wave functions (5.5), (5.6). The field felt
by a moving hadron (P 6= 0) is then given by a Lorentz boost of A0 as in (2.12).
#5. Each quark interacts with the confining field independently of the others. The color structures (5.5), (5.6) are
maintained only if A0aTABa ∝ δAB . Hence A0a 6= 0 only for a = 3, 8, in the standard notation where
T3 =
1
2
 1 0 00 −1 0
0 0 0
 T8 = 1
2
√
3
 1 0 00 1 0
0 0 −2
 (5.33)
#6. In the rest frame the confining field should be a homogeneous solution of Gauss’ law,
∇2A0a = 0 (a = 3, 8) (5.34)
#7. The field energy density is, including a convenient normalization factor,∑
a=3,8
[∇A0a(x)] · [∇A0a(x)] ≡ Λ43 + Λ48 ≡ 12Λ4 (5.35)
Translation invariance requires that Λ be x-independent, Λ 6= Λ(x).
#8. The infinite field energy
∫
dx
∑
a=3,8
[∇A0a(x)]2 = 12Λ4 ∫ dx must be universal. Hence Λ is independent of
the quark positions and colors.
#9. The simplest field A0a which satisfies the above requirements is linear in x. Color and Poincare´ invariance
imposes a scalar product between x and a vector formed from the quark positions xi weighted by their color
charges. This implies a specific classical field for each quark component of a hadron with the color structure of
(5.5), (5.6) (no sum on colors):
ψ¯A(x1)ψA(x2) |0〉 : A0a(x) = x ·
TAAa (x1 − x2)
|TAAa (x1 − x2)|
Λ2a(xi, A) (5.36)
(a = 3, 8)
ψ†A(x1)ψ
†
B(x2)ψ
†
C(x3) |0〉 : A0a(x) = x ·
TAAa x1 + T
BB
a x2 + T
CC
a x3
|TAAa x1 + TBBa x2 + TCCa x3
∣∣ Λ2a(xi, A,B,C) (5.37)
As indicated, Λ3 and Λ8 may depend on the quark positions and colors, but not on x. (5.35) requires that their
4th powers sum to the universal scale 12Λ4.
#10. The ratio Λ3/Λ8 is determined by stationarity of the field energy density (5.35).
The parameter Λ (5.35) is of O (g0) and determines the energy scale through the strength of the confining field A0a.
The quark interactions with the confining field are ∝ gA0a, i.e., of O
(
gΛ2
)
.
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2. Field energy of the meson component (5.36)
The field energy
∫
dx 12Fj0F
j0 has a universal O (Λ4) contribution (#8) and an O (gΛ2) contribution from the
interference of the confining field A0a with the standard Coulomb field A0a due to the quark color charges. The field
energy needs to be evaluated to the same O (gΛ2) as the quark interactions.
The standard Coulomb field A0 generated by the qA(x1)q¯A(x2) component of the meson state (no sum on color A)
is an inhomogeneous solution of Gauss’ law,
−∇2A0a(x) = gTAAa
[
δ3(x− x1)− δ3(x− x2)
]
(5.38)
When the quarks move relativistically they will generate also a vector field Aa. The vector field does not interfere
with A0a and so contributes only at O
(
g2
)
. To O (gΛ2),
EAAM (x1,x2) = − 12
∑
a=3,8
∫
dx∇(A0a +A0a) ·∇(A0a +A0a)→ 12
∑
a=3,8
∫
dxA0a∇2A0a (5.39)
In the second step I omitted the O (Λ4) and O (g2) contributions, as well as the insertion at spatial infinity from
the partial integration. The integral of the O (gΛ2) contribution is marginally convergent, its definition affects the
coefficient of the result. This scheme dependence is absorbed in the definition of Λ. From (5.36) and (5.38) we have
EAAM (x1,x2) = − 12
∑
a=3,8
gTAAa
[A0a(x1)−A0a(x2)] = − 12 ∑
a=3,8
gΛ2a |TAAa (x1 − x2)| ≡ EM(x1,x2) (5.40)
Let us verify that the energy is independent of the quark color A = 1, 2, 3. Since Λ43 + Λ
4
8 = 12Λ
4 I parametrize
Λ23 = 2
√
3 Λ2 sinβ Λ28 = 2
√
3 Λ2 cosβ (5.41)
A=1:
E11M(x1,x2) = − 14g
(
Λ23 +
1√
3
Λ28
)
|x1 − x2| = −
√
3
2
gΛ2
(
sinβ +
1√
3
cosβ
)
|x1 − x2| (5.42)
From dE11M/dβ = 0 (#10 above) follows sinβ =
√
3/2 and cosβ = 1/2. Thus
E11M(x1,x2) = −gΛ2|x1 − x2| = EM(x1,x2) (5.43)
A=2: E22M = EM follows trivially since |T 11a | = |T 22a | implies the same values for Λ23 and Λ28 as for A = 1.
A=3: Since T 333 = 0 stationarity gives Λ
2
3 = 0 and Λ
2
8 = 2
√
3 Λ2,
E33M(x1,x2) = −gΛ2|x1 − x2| = EM(x1,x2) (5.44)
This completes the demonstration that the meson field energy is independent of the quark color A.
An external probe at x would sense the confinement fields generated by the coherent sum over of all quark colors
A = B in the meson state (5.1), with each color equally weighted due to the singlet wave function (5.5). Let us verify
that a color singlet meson does not generate a color field for any quark positions x1,x2. From (5.36),∑
A=1,2,3
A0a(x;x1,x2, A) =
x · (x1 − x2)
|x1 − x2|
∑
A
TAAa
|TAAa |
Λ2a(xi, A) = 0 (5.45)
The sum vanishes for a = 3 since T 113 = −T 223 and Λ23(A = 1) = Λ23(A = 2), Λ23(A = 3) = 0. For a = 8 we had
Λ28(A = 1, 2) =
√
3 Λ2 while Λ28(A = 3) = 2
√
3 Λ2. Weighting with the signs of TAA8 makes (5.45) vanish also for
a = 8.
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3. Field energy of the baryon component (5.37)
The color singlet baryon wave function (5.6) assigns the quark colors 1, 2, 3 to quarks at x1,x2,x3 in all permutations,
with even and odd permutations having a opposite signs. Consider first the case where A,B,C in (5.37) is 1, 2, 3.
Gauss’ law is
−∇2A0a = g
[
T 11a δ
3(x− x1) + T 22a δ3(x− x2) + T 33a δ3(x− x3)
]
(5.46)
As for mesons, the field energy of O (gΛ2) arises from the interference between the confining field A0a of (5.37) and
the inhomogeneous solution A0a of (5.46),
E123B (x1,x2,x3) =
1
2
∑
a=3,8
∫
dxA0a∇2A0a = − 12
∑
a=3,8
g
[
T 11a A0a(x1) + T 22a A0a(x2) + T 33a A0a(x3)
]
= − 12
∑
a=3,8
g
∣∣T 11a x1 + T 22a x2 + T 33a x3∣∣Λ2a(xi, 1, 2, 3) ≡ EB(x1,x2,x3) (5.47)
Let us verify that the O (gΛ2) field energy is independent of the color permutation. With the parametrization (5.41),
E123B (x1,x2,x3) = −
√
3 gΛ2
[
1
2 sinβ |x1 − x2|+ 12√3 cosβ |x1 + x2 − 2x3|
]
(5.48)
The stationarity condition dE123B /dβ = 0 gives
sinβ =
√
3 |x1 − x2|
2d(x1,x2,x3)
cosβ =
|x1 + x2 − 2x3|
2d(x1,x2,x3)
(5.49)
where
d(x1,x2,x3) ≡ 1√
2
√
(x1 − x2)2 + (x2 − x3)2 + (x3 − x1)2 (5.50)
Using this in (5.48) gives
E123B (x1,x2,x3) = − gΛ2 d(x1,x2,x3) (5.51)
The field components (5.37) with any other permutation of the colors A,B,C will give the same field energy since
d(x1,x2,x3) is independent of the permutations of x1,x2,x3. This justifies the definition of EB in (5.47).
It remains to consider the total color field of a baryon, given by the sum over colors A,B,C in (5.37) weighted by the
color dependence εABC of the wave function (5.6). As for mesons, we may keep the quark positions x1,x2,x3 fixed.
For a = 3 and A,B,C = 1, 2, 3 we have using (5.49),
A0a=3(x; 123) =
x · (x1 − x2)
|x1 − x2|
√
3 |x1 − x2|
2d(x1,x2,x3)
2
√
3 Λ2 = 3Λ2
x · (x1 − x2)
d(x1,x2,x3)
(5.52)
Since T 113 = −T 223 and ε123 = −ε213 we have A0a=3(x; 123) = A0a=3(x; 213). The switch 1 ↔ 2 will similarly not
change the color field for any other permutation of 1, 2, 3. Multiplying by a factor 2 we may thus restrict the sum to
the even permutations,∑
A,B,C
εABCA0a=3(x;ABC) =
6Λ2
d(x1,x2,x3)
x · [(x1 − x2) + (x2 − x3) + (x3 − x1)] = 0 (5.53)
For a = 8 and A,B,C = 1, 2, 3 we have
A0a=8(x; 123) =
x · (x1 + x2 − 2x3)
|x1 + x2 − 2x3|
|x1 + x2 − 2x3|
2d(x1,x2,x3)
2
√
3 Λ2 =
√
3 Λ2
x · (x1 + x2 − 2x3)
d(x1,x2,x3)
(5.54)
Since T 118 = T
22
8 and ε
123 = −ε213 the sum A0a=8(x; 123) +A0a=8(x; 213) = 0. The two amplitudes related by a switch
1 ↔ 2 will similarly cancel each other for any other permutation of 1, 2, 3. Thus an external color probe will not
detect the baryon via its confining field, ∑
A,B,C
εABCA0a(x;ABC) = 0 (5.55)
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The vanishing of the total confining fieldA0a for mesons and baryons means that this field does not transmit interactions
between hadrons, only between quarks of specific colors in the same hadron. This is a non-abelian feature. In a U(1)
gauge theory the confinement field corresponding to (5.36) would be
A0(x;x1,x2) = x · (x1 − x2)|x1 − x2| Λ
2 (5.56)
An external observer would see an electric field of magnitude Λ2, aligned with x1−x2. The sum over x1,x2 weighted
by the wave function need not vanish, giving rise to long-range correlations of undiminished strength. The vanishing
of the field in non-abelian theories for each x1,x2 avoids this feature.
Interactions between hadrons can occur through annihilations between a quark in one hadron and an antiquark in
another. This is related to string breaking as in Fig. 8(a). There is also O (αs) perturbative gluon exchange which is
not considered here.
D. The bound state equations (P = 0)
1. The meson confining potential
The meson state (5.1) should be an eigenstate of the QCD Hamiltonian,
HQCD(A) |M;M,P = 0〉 = M |M;M,P = 0〉 (5.57)
At O (α0s) (more precisely, O (gΛ2)) only the classical confining field A determined in section V C 1 appears in the
Hamiltonian. Since the field was determined for a system at rest we have P = 0 and E = M in (5.57). The
Hamiltonian is assumed to annihilate the vacuum, HQCD |0〉 = 0, since the color summed confining field vanishes for
each hadron. String breaking effects before color summation is treated iteratively, as discussed in sections I 6 and
VIII 6. Quark and gluon production is possible via perturbative contributions which are not considered here.
The classical field A0a is specific for each color and spatial configuration of the quarks. The quark interaction term in
HQCD gives for the component (5.36) of the meson state (no sum on A)[ ∫
dx
∑
a,C,D
ψ†C(x)gA0a(x)TCDa ψD(x)
]
ψ¯A(x1)ψA(x2) |0〉
=
[∑
a,C
ψ¯C(x1)gA0a(x1)TCAa ψA(x2)−
∑
a,D
ψ¯A(x1)gA0a(x2)TADa ψD(x2)
]
|0〉
=
∑
a=3,8
gTAAa
[A0a(x1)−A0a(x2)]ψ¯A(x1)ψA(x2) |0〉 = −2EM(x1,x2)ψ¯A(x1)ψA(x2) |0〉 (5.58)
In the final equality I noted that the dependence on the confining field is the same as in (5.40). This combination
was found to be independent of the quark color A, and given by (5.43).
Since ψ¯A(x1)ψA(x2) |0〉 is an eigenstate of the quark interactions this is also the case for the meson potential, obtained
by adding the field energy EM,
VM(x1 − x2) = −2EM(x1,x2) + EM(x1,x2) = gΛ2 |x1 − x2| (5.59)
The fact that the potential is linear is obviously welcome from a phenomenological point of view. It appears to be
the only alternative in the framework I am describing here.
2. The baryon confining potential
The quark interaction term in HQCD gives, operating on the component (5.37) of the baryon wave function,[ ∫
dx
∑
a,D,E
ψ†D(x)gA0a(x)TDEa ψE(x)
]
ψ†A(x1)ψ
†
B(x2)ψ
†
C(x3) |0〉
=
∑
a=3,8
g
[
TAAa A0a(x1) + TBBa A0a(x2) + TCCa A0a(x3)
]
ψ†A(x1)ψ
†
B(x2)ψ
†
C(x3) |0〉 (5.60)
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From (5.47) we see that the eigenvalue is −2EB(x1,x2,x3). The baryon potential is obtained by adding the field
energy to the quark interaction energy,
VB(x1,x2,x3) = −EB(x1,x2,x3) = gΛ2 d(x1,x2,x3) (5.61)
with d(x1,x2,x3) defined in (5.50). When two quarks in the baryon are at the same position, x2 = x3, we have
d(x1,x2,x2) = |x1 − x2|. Consequently the baryon potential reduces to the meson potential,
VB(x1,x2,x2) = VM(x1 − x2) (5.62)
The translation invariance (xi → xi + a) of the meson and baryon potentials (5.59) and (5.61) is a consequence of
the states being color singlets. Postulating analogous confining fields for single quark states would break Poincare´
invariance.
Furthermore, as may be surmised from the expression (5.48) for the baryon field energy, the three quarks are confined
along |x1 − x2| by the A03 potential and along |x1 + x2 − 2x3| by the A08 potential. In #5 of section V C 1 I noted
that only the a = 3, 8 color fields, which have diagonal color generators, preserve the color structure (5.6) of the wave
function. These two diagonal generators of SU(3) allow to confine at most three quarks (having two independent
separations). Thus an analogous confining potential could not be constructed for, e.g., (qq¯)(qq¯) states, even if they were
color singlets. In the present scenario the XY Z multi-quark states [30] seem best understood as hadron molecules.
3. Meson bound state equation
In section V D 1 we saw that the component (5.36) of the meson state is an eigenstate of the interaction Hamiltonian
Hint(A0), with the potential VM (5.59) as eigenvalue. For the meson to be an eigenstate of the full Hamiltonian as
in (5.57) that component must be an eigenstate also of the free Hamiltonian H0,[
H0 + VM(x1 − x2)−M
]
ψ¯
(1)
A (x1)ΦM(x1 − x2)ψ(2)A (x2) |0〉 = 0 (no sum on A) (5.63)
The color reduced wave function (5.5) is included in (5.63) to indicate the Dirac matrix structure. A flavor index
f = 1, 2 is added to the quark field ψ(f) to allow for the case of unequal masses. The free Hamilonian is
H0 =
∑
f,C
∫
dx ψ¯
(f)
C (x)
(− i→∇ · γ +mf)ψ(f)C (x) (5.64)
where the arrow on ∇ indicates the direction of differentiation. Recalling that the vacuum |0〉 is annihilated by HQCD
(5.63) becomes{
ψ¯
(1)
A (x1)
(
i
←
∇1 · γ +m1
)
γ0ΦM(x1 − x2)ψ(2)A (x2)− ψ¯(1)A (x1)ΦM(x1 − x2)γ0
(− i→∇2 · γ +m2)ψ(2)A (x2)] |0〉
=
[
M − VM(x1 − x2)
]
ψ¯
(1)
A (x1)ΦM(x1 − x2)ψ(2)A (x2) |0〉 = 0 (5.65)
where ∇j ≡ ∂/∂xj . Since the state (5.1) involves an integral over x1,x2 we may partially integrate
←
∇1 → −
→
∇1 so
that the derivative acts on the wave function, and similarly
→
∇2 → −
←
∇2. Identifying the coefficients of the quark
fields gives the bound state equation
i∇ · {γ0γ,Φ(x)}+m1γ0Φ(x)−m2Φ(x)γ0 = [M − VM(x)]Φ(x) (5.66)
where I denoted x1 − x2 = x.
The separation of angular variables in the rest frame and the derivation of radial equations for the meson wave function
may be found in [46] for the equal-mass case (m1 = m2). I review this in the section VI C.
4. Baryon bound state equation
The derivation of the bound state equation for the baryon wave function ΦB (5.6) of the state (5.2) is similar to
that for mesons. For generality I shall assume that all three quarks have distinct flavors f = 1, 2, 3. The condition
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corresponding to (5.63) gives
3∑
j=1
[− i→∇j · (γ0γ)j +mjγ0j ]ΦB(x1,x2,x3) = [M − VB(x1,x2,x3)]ΦB(x1,x2,x3) (5.67)
where ∇j ≡ ∂/∂xj and the subscript j on the Dirac matrices indicates which (suppressed) index on ΦB they are
contracted with. The expression for the baryon potential VB(x1,x2,x3) is given in (5.61).
The separation of variables in the baryon equation (5.67) and the frame dependence of its wave function remain to
be addressed.
VI. REST FRAME MESON WAVE FUNCTIONS
In this section I discuss some properties of the solutions of the meson bound state equation (5.66) with the linear
potential (5.59). I begin with the case of D = 1+1 dimensions, which allows to address several of the novel properties
in a simple setting with analytical solutions [21]. I then consider D = 2 + 1 and D = 3 + 1. For simplicity I assume
the quark masses to be equal, m1 = m2 = m. For D = 1 + 1 the solution with unequal masses may be found in [21].
Solutions in frames with non-vanishing bound state momentum P are discussed in section VII.
A. D = 1 + 1 dimensions
1. Analytic solution
I represent the Dirac matrices with Pauli matrices as in (3.26) for the Dirac equation. The bound state equation
(5.66) with m1 = m2 = m then reads
i∂x {σ1,Φ(x)}+m [σ3,Φ(x)] = [M − V (x)]Φ(x) (6.1)
where2
V (x) = gΛ2 |x| ≡ V ′ |x| (6.2)
Since Φ(x) is a 2× 2 matrix it can be expanded in Pauli matrices,
Φ(x) = φ0(x)1+ φ1(x)σ1 + φ2(x) iσ2 + φ3(x)σ3 (6.3)
The bound state equation (6.1) for the wave function of the qq¯ state (5.1) has common features, but also differences,
compared to the Dirac equation (3.25) for the single fermion state (3.4).
(a) The Dirac coordinate x refers to the fixed external field A0(x). For the meson case x = x1 − x2 is the distance
between the quark and the antiquark, and V (x) = V (x1−x2). Thus the meson equation is translation invariant.
(b) The meson wave function (6.3) has four scalar components vs. the Dirac wave function’s two components (3.28).
However, φ2 and φ3 do not contribute to the anti-commutator in (6.1) and may be solved algebraically:
φ2(x) =
2m
M − V (x)φ1(x) φ3(x) = 0 (6.4)
(c) The coupled differential equations for φ0 and φ1,
2i∂xφ1(x) = (M − V )φ0(x) (6.5)
2i∂xφ0(x) = (M − V )
[
1− 4m
2
(M − V )2
]
φ1(x) (6.6)
2 For convenience in comparison with earlier results the notation in section III uses e = 1 in (3.27), corresponding to a scale in which
V ′ = 1
2
. From now on I show the scale V ′ explicitly.
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reduce to the single 2nd order equation
∂2xφ1(x) +
ε(x)V ′
M − V ∂xφ1(x) +
[
1
4 (M − V )2 −m2
]
φ1(x) = 0 (6.7)
where ε(x) is the sign function. This may be compared with (3.30) in the Dirac case.
(d) A phase convention analogous to the Dirac (3.31) may be imposed at x = 0 and then holds for all x,
φ∗1(x) = φ1(x) φ
∗
0(x) = −φ0(x) (6.8)
(e) Solutions of parity η = ±1 may be defined analogously3 to the Dirac (3.32),
φ1(−x) = η φ1(x) φ0(−x) = −η φ0(x) (6.9)
Consequently the differential equations may be solved for x ≥ 0 with the constraint
φ0(0) = 0 (η = +1) φ1(0) = 0 (η = −1) (6.10)
(f) The wave functions depend on M and x only through the dimensionless variable4 τ(x)
τ(x) = (M − V )2/V ′ ∂x = −2 ε(x)(M − V )∂τ (6.11)
The 2nd order equation (6.7) is in terms of τ ,
16 ∂2τ φ1(τ) +
[
1− 4m
2
V ′τ
]
φ1(τ) = 0 (6.12)
which has the general solution
φ1(τ) = τ exp(−i 14τ)
[
a 1F1(1− i 12 m2, 2, i 12τ) + b U(1− i 12 m2, 2, i 12τ)
]
(6.13)
where 1F1 and U are the confluent hypergeometric functions of the first and second kind, respectively. The
parameters a and b are constants and the dimensionless mass m is
m2 ≡ m
2
V ′
(6.14)
2. Non-relativistic and relativistic limits
(a) m→∞: Non-relativistic limit
In the non-relativistic limit M = 2m+Eb, where the fermion mass m is much larger than the binding energy Eb and
the potential V (x). The Schro¨dinger equation (3.43) specifies the mass dependence Eb ∼ V ∝ m−1/3. Taking m→∞
at fixed m1/3V (x) in (6.13) gives [2, 21]
τ e−iτ/4 1F1(1− i 12 m2, 2, i 12τ) = 4 m−2/3epim
2/2Ai
[
m1/3(V − Eb)/
√
V ′
][
1 +O(m−4/3)] (6.15)
τ e−iτ/4 U(1− i 12 m2, 2, i 12τ) = −2 m4/3
pie−pim
2/2
Γ(1− i 12 m2)
{
Ai
[
m1/3(V − Eb)/
√
V ′
]
+ iBi
[
m1/3(V − Eb)/
√
V ′
]}
×
[
1 +O(m−4/3)] (6.16)
The Airy Ai-solution (6.15) agrees (up to the normalization) with the Schro¨dinger wave function (3.44). The Airy
Bi-function is not normalizable, indicating that we need to take b = 0 in (6.13). In the next section VI A 3 I discuss
why this is necessary even in the relativistic case.
3 η = −ηP in (5.28) since I follow the convention of [21]. In D = 1 + 1 charge conjugation does not provide an independent constraint.
4 This corresponds to the variable σ(x) in (3.28) for the Dirac equation. Since the expressions in section III assume V ′ = 1
2
the definition
(6.11) of τ(x) differs from the definition of σ(x) by a factor of 2.
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(b) τ →∞: Large M or large V (x)
Substituting the ansatz φ1(τ →∞) = N Re
[
τ iα eiβτ+γ
]
into the differential equation (6.12) and comparing the terms
of O (τn) with n = 0,−1 determines the parameters α = − 12m2 and β = 14 . Thus
φ1(τ →∞) = N cos
[
1
4τ − 12m2 log( 12τ) + γ
]
(6.17)
The analytic solution (6.13) with b = 0 specifies
N =
4a
m
√
pi
√
exp(pim2)− 1 γ = arg Γ(1 + i 12m2)− 12pi (6.18)
From (6.5),
φ0(τ →∞) = −4i∂τφ1(τ →∞) = iN sin
[
1
4τ − 12m2 log( 12τ) + γ
]
(6.19)
The result may be summarized as
lim
τ→∞
[
φ1(τ) + φ0(τ)
]
= lim
τ→∞
[
φ1(τ)− φ0(τ)
]∗
= N exp
[
i 14τ − i 12m2 log( 12τ) + iγ
]
(6.20)
The absolute value of (6.20) is independent of τ as in the Dirac case (3.35). There we saw that the wave function
at large |x| was due to the positron component of the virtual e+e− pairs, since positrons were repulsed by the linear
potential. In the present case the constant norm of the wave function might be interpreted as being dual to pair
production. The real pairs would be produced when string breaking is taken into account. I discuss this further
below.
(c) m→ 0: Massless quarks
The bound state equation (6.12) is trivial for m = 0. The τ →∞ solution (6.20) is then exact for all values of τ ,
lim
m→0
[
φ1(τ) + φ0(τ)
]
= lim
m→0
[
φ1(τ)− φ0(τ)
]∗
= N exp
[
i 14τ + iγ
]
(6.21)
3. Discrete spectrum
An essential difference between the meson and Dirac equations arises due to the algebraic conditions (6.4): φ2(x) is
singular at M−V (x) = 0 unless φ1(τ = 0) = 0. The differential equation (6.12) allows φ1(τ → 0) ∝ τα with α = 0, 1.
In order for φ2(x) to be regular we must choose φ1(τ → 0) ∝ τ1, which implies b = 0 in the solution (6.13). The same
constraint ensures the normalizability of the wave function in the non-relativistic limit (6.16). The x = 0 continuity
constraint (6.10) can then be satisfied only for discrete bound state masses M .
Meson states with distinct eigenvalues Ma 6= Mb are orthogonal, as seen from
〈Mb|H |Ma〉 = Ma〈Mb|Ma〉 = Mb〈Mb|Ma〉 (6.22)
The bound state equations imply wave function orthogonality [21],∫ ∞
−∞
dxTr
[
Φ†b(x)Φa(x)
]
= 0 for Ma 6= Mb (6.23)
which is equivalent to the orthogonality of the states,
〈Mb|Ma〉 =
∫ ∞
−∞
[ ∏
i=1,2
dxbidxai
]
〈0|ψ†(xb2)Φ†b(xb1 − xb2)γ0ψ(xb1)ψ¯(xa1)Φa(xa1 − xa2)ψ(xa1) |0〉
=
∫ ∞
−∞
dxa1dxa2 Tr
[
Φ†b(xa1 − xa2)Φa(xa1 − xa2)
]
= 2piδ(0)
∫ ∞
−∞
dxTr
[
Φ†b(x)Φa(x)
]
= 0 (6.24)
where δ(0) represents momentum conservation: both states are defined in the rest frame. For a = b the normalization
integral diverges due to the constant norm (6.20) of the meson wave function at large |x|. A normalization to
δ(Ma −Mb) as in (3.39) is not possible when Ma,Mb are discrete.
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FIG. 11: Dual diagram generated by
the annihilation of an antiquark in me-
son B with a quark in meson C.
To illuminate this puzzle, consider the m → 0 analytic solution (6.21). For
any finite m, however small, the regularity of φ2(τ) requires φ1(τ = 0) = 0.
Imposing also the continuity condition (6.10) at x = 0 (where τ = M2/V ′)
gives for x ≥ 0,
M2n(m→ 0) = 2V ′
[
2n− 12 (1 + η)
]
pi (6.25)
φ1(x) = N cos
[− 12Mnx+ 14V ′x2 + 14 (1− η)pi] (6.26)
where the parity η is defined in (6.9) and n is an integer. The trigonometric
functions (6.26) do not form a complete functional basis when the masses are
restricted to the discrete values (6.25).
These issues do not arise for the Dirac states. The Dirac wave functions (3.34)
are regular for all values of σ, allowing a continuous spectrum. This reflects the
unconfined positron component of the Dirac state which can have any energy.
The continuous mass spectrum ensures orthonormality and completeness, as
was verified in (3.59) and (3.60) for the m→ 0 wave functions (3.57).
The Dirac equation is derived under the assumption that the electron interacts only with the external field, not with
any other bound electron nor with the e+e− pairs in the higher Fock states. In mesons the qq¯ pairs of a given color
mutually interact via the classical field (5.36) that they generate. Since the classical field vanishes when summed
over quark colors (5.45) the field does not induce interactions between mesons (neglecting O (αs) gluon exchange).
However, a quark in one meson can annihilate an antiquark in another meson if their space-time coordinates coincide
(cf. the double annihilation in (6.24)). This gives rise to “string breaking”, as depicted by the dual diagram in
Fig. 11. The amplitude for this diagram may be calculated in terms of the meson wave wavefunctions obtained from
a “tree-level” bound state equation such as (6.1) (more precisely, (7.7) for bound state momentum P ). For a linear
potential V (δ1 + δ2) = V (δ1) + V (δ2), so there is no instantaneous change in the potential energy. The amplitude of
Fig. 11 is of O (1/√Nc) compared to the tree-level states (5.1), Nc being the number of colors.
The process of Fig. 11 implies that the meson states (5.1) are not orthogonal to two-meson states. The splitting and
fusion process can be repeated any number of times, leading to overlaps with multi-meson states and hadron loop
corrections to the tree-level wave functions. A new basis of “dressed” states will be obtained by diagonalizing the
interactions induced by Fig. 11. Such corrections are necessary, and hopefully also sufficient, to generate a complete
orthonormal set of normalizable states with unitary scattering amplitudes at O (α0s). Verifying this is an import
avenue for future research.
FIG. 12: The φ1(x) wave function (6.13) (with b = 0) of the ground state meson wave function (solid blue line) compared to
the solution ρ(x) of the Schro¨dinger equation (3.43) with the reduced mass (dashed red line). The meson mass is 8.4100
√
2V ′
while the binding energy of the Schro¨dinger solution is Eb = 0.4043
√
2V ′. Both wave functions are normalized to unity in the
region 0 ≤ x√2V ′ ≤ 5. Figure from [21].
4. Duality
Fig. 12 shows the φ1(x) wave function of the ground state (η = +1) meson. The quark mass m = 4
√
2V ′ is large enough
to ensure good agreement with the Schro¨dinger wave function ρ(x) in the non-relativistic region where V (x)  2m.
38
In the region where V (x)  2m the wave function oscillates with constant amplitude (6.20). This behavior may be
compared with that of the Dirac wave function in Fig. 4 (where m =
√
2V ′). A comparison of Figs. 4a,b shows that
the magnitude of the oscillations relative to the wave function at x = 0 depends sensitively on the parameter β of the
Dirac wave function (3.34). Mesons with non-singular wave functions have b = 0 in (6.13), leaving only the overall
normalization a as a free parameter: the relative magnitude of the oscillations cannot be adjusted. Since φ1 depends
on x via the function τ(x) = (M − V )2/V ′ we have φ1(x = 0) = φ1(x = 2M/V ′), as seen in Fig. 12.
The Dirac state (3.20) has a “valence” component ∝ b†p and a “sea” component ∝ dp. The sea reflects the momentum
distribution of the positron component in the state. Eq. (3.63) shows that at large momenta (related to the rapid
oscillations at large |x| in coordinate space) the wave function has only a sea component. The valence component
vanishes for p→∞, as seen in Fig. 6(a) and Eq. (3.62).
The meson state (5.1) has four components5, b†b, b†d†, db and dd†. For high excitations M  V (x) and in the region
of the oscillations where V (x)M only one component dominates. Both cases correspond to the τ →∞ limit given
in (6.20). In order to make contact with the parton picture I consider the ultrarelativistic limit where the quark mass
m can be neglected.
Expressing the quark fields in the meson state (5.1) in terms of the b and d operators as in (2.5), with the u, v spinors
of (3.48) and (3.49) evaluated for m = 0, and Fourier transforming the wave function as in (3.8) we get (suppressing
colors),
|M〉 =
∫ ∞
−∞
dp
2pi 2|p|
{
ε(p)φ2(p)b
†
pbp +
[
φ1(p)− ε(p)φ0(p)
]
b†pd
†
−p +
[
φ1(p) + ε(p)φ0(p)
]
bpd−p + ε(p)φ2(p)d
†
−pd−p
}
|0〉
(6.27)
where the φi(p) are the momentum space versions of the wave function components φi(x) defined in (6.3). According
to (6.4) φ2(x) = 2mφ1(x)/(M − V ) vanishes for m = 0 (and contributes at non-leading order even for finite m in the
τ →∞ limit). Using the parity relations (6.9) the Fourier transforms of φ1(x) and φ0(x) are
φ1(p) =
∫ ∞
−∞
dxφ1(x) e
−ipx =
∫ ∞
0
dxφ1(x)
(
e−ipx + ηe+ipx
)
= η φ1(−p)
φ0(p) =
∫ ∞
−∞
dxφ0(x) e
−ipx =
∫ ∞
0
dxφ0(x)
(
e−ipx − ηe+ipx) = −η φ0(−p) (6.28)
The combinations appearing in the state (6.27) are thus
φ1(p)± φ0(p) =
∫ ∞
0
dx
{[
φ1(x)± φ0(x)
]
e−ipx + η
[
φ1(x)∓ φ0(x)
]
eipx
}
(6.29)
From (6.26) we find
φ1(x) + φ0(x) =
[
φ1(x)− φ0(x)
]∗
= N exp
[− i 12Mx+ i 14V ′x2 + i 14 (1− η)pi] (6.30)
Using η exp[−i(1− η)pi/4] = exp[i(1− η)pi/4] gives
φ1(p) + φ0(p) = N e
i(1−η)pi/4
∫ ∞
0
dx
{
exp
[− ix(p+ 12M) + i 14V ′x2]+ exp [ix(p+ 12M)− i 14V ′x2]} (6.31)
φ1(p)− φ0(p) = N e−i(1−η)pi/4
∫ ∞
0
dx
{
exp
[− ix(p− 12M)− i 14V ′x2]+ exp [ix(p− 12M) + i 14V ′x2]} (6.32)
I now consider the two limits mentioned above.
(a) M →∞, V (x) fixed
We may drop the O (x2) term in the exponents: 14xV (x)  12xM . The two terms may be combined into a single
5 The color field causes a Bogoliubov transformation analogous to (3.9), so that b and d do not annihilate the vacuum.
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integral,
φ1(p) + φ0(p) = N e
i(1−η)pi/4
∫ ∞
−∞
dx exp
[− ix(p+ 12M)] = N ei(1−η)pi/4 2pi δ(p+ 12M)
φ1(p)− φ0(p) = N e−i(1−η)pi/4
∫ ∞
−∞
dx exp
[− ix(p− 12M)] = N e−i(1−η)pi/4 2pi δ(p− 12M) (6.33)
The expression (6.27) for the state reduces to
|M  V 〉 = 1
M
N ei(1−η)pi/4
[
b†M/2d
†
−M/2 + η b
†
−M/2d
†
M/2
]
(6.34)
The wave function of a highly excited state (large M), at separations x between the quarks where the potential V (x)
is small compared to M , has only the valence b†d† quark component, as in the parton picture. The bound state wave
function reduces to a plane wave (p = ± 12M) due to its oscillations at large τ and the linearity of the potential.
n0 z
≈
P
k–P
k
FIG. 13: Duality between a resonance n and a quark-loop con-
tribution to the imaginary part of a current propagator [21].
Quark-Hadron duality is a remarkable feature of data
on hadron scattering (section IV 3). In e+e− → X
(with X an inclusive hadron state) direct channel reso-
nances build the cross section at low energies. At high
energies the total cross section for hadron production
can be calculated in the quark and gluon basis. Even
the distribution of individual hadrons (mostly pions)
follows the distribution of the partons (mostly gluons).
The Bloom-Gilman duality of Deep Inelastic electron Scattering e+M → e+X expresses the fact that the resonance
contributions to the final state X agree with the scaling parton contribution at high values of MX . This may be
another implication of the valence quark dominance in (6.34).
(b) M fixed, V (x)→∞
For p→ +∞ the phase in the exponent of (6.31) has a stationary phase at
d
dx
[− x(p+ 12M) + 14V ′x2] = 0 M = V (x)− 2p (6.35)
The stationary phase approximation (3.51) gives
lim
p→+∞
[
φ1(p) + φ0(p)
]
= 4Nei(1−η)pi/4
√
pi
V ′
cos
[ 1
V ′
(p+ 12M)
2 − pi
4
]
(6.36)
lim
p→+∞
[
φ1(p)− φ0(p)
]
= 0 (6.37)
where the latter result follows because the stationary phase in the exponent of (6.32) is at p < 0. On the other hand,
from (6.28)
lim
p→+∞
[
φ1(−p)− φ0(−p)
]
= lim
p→+∞ η
[
φ1(p) + φ0(p)
]
(6.38)
We may combine the nonvanishing p→ ±∞ limits as
lim
p→∞
[
φ1(p) + ε(p)φ0(p)
]
= 4Neε(p)i(1−η)pi/4
√
pi
V ′
cos
[ 1
V ′
(|p|+ 12M)2 −
pi
4
]
(6.39)
The stationary phase approximation (6.35) implies that x ∝ p. Comparing with (6.27) we find
|M  V 〉 =
∫
|p|M
dp
2pi 2|p|
[
φ1(p) + ε(p)φ0(p)
]
bpd−p |0〉 (6.40)
Only the bpd−p |0〉 component of a meson state survives in the region of large |x| where the wave function is oscillating.
The rapid oscillations of the coefficient (6.39) will suppress this component when it is convoluted with a function that
has a smooth p-dependence. The result (6.34) is analogous to the one for the Dirac state (3.47), where the dp
contribution dominates the b†p one at large |p| according to (3.62) and (3.63).
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B. Mesons in D = 2 + 1 dimensions
1. Bound state equation
In D = 2 + 1 dimensions there is one transverse direction, but the Dirac matrices may still be represented using the
2× 2 Pauli matrices,
γ0 = σ3 γ
0γ1 = σ1 γ
0γ2 = σ2 (6.41)
The arguments for the classical confining potential in section V C are independent of the dimension. The bound state
equation for mesons at rest has the same form as in (5.66). In the representation (6.41) and assuming m1 = m2 = m,
i {σ ·∇,Φ(x)}+m [σ3,Φ(x)] =
[
M − V (x)]Φ(x) V (x) = V ′|x| (6.42)
with V ′ = gΛ2 and the D = 2 + 1 vector notation illustrated by σ = (σ1, σ2), Since the potential depends only on |x|
there is rotational symmetry in the (1, 2)-plane. In terms of the cylindrical (r, ϕ) coordinates
x1 = r cosϕ ∂1 = cosϕ∂r − sinϕ
r
∂ϕ
x2 = r sinϕ ∂2 = sinϕ∂r +
cosϕ
r
∂ϕ (6.43)
the single “z” component of the angular momentum J defined in (5.19) is
Jz = −i(x1∂2 − x2∂1) + i2γ1γ2 = −i∂ϕ + 12σ3 (6.44)
The 2 × 2 wave function Φ(x) may be expanded so that each of the four components transforms covariantly under
rotations (5.24) in the plane,
Φλ(x) =
[
Fλa (r) +
σ · x
r
Fλb (r) +
σ × x
r
Fλc (r) + σ3 F
λ
d (r)
]
eiλϕ (6.45)
The coefficients of the radial functions are invariant under rotations due to (5.14): S(R)γS−1(R) = R−1γ,
S(R)γS−1(R) ·R−1x = (R−1γ) · (R−1x) = γ · x S(R)γS−1(R)×R−1x = γ × x (6.46)
The cross product has only a z-component, which is preserved by rotations around the z-axis. Consequently a rotation
by θ only changes ϕ→ ϕ− θ in the wave function (6.45).
Equivalently, we may easily check that
[Jz,σ · x] = [Jz,σ × x] = [Jz, σ3] = 0 (6.47)
Hence the wave function (6.45) is an eigenfunction of Jz with eigenvalue λ,[
Jz,Φλ(x)
]
= λΦλ(x) (6.48)
which as in (5.22) ensures that the meson state (5.1) is an eigenstate of the angular momentum operator J z with
eigenvalue λ.
In the parity condition (5.28) x→ −x implies ϕ→ ϕ+ pi. From (6.45) we see that
σ3Φ
λ(−x)σ3 = (−1)λΦλ(x) (6.49)
which implies that the parity of the state is ηP = (−1)λ. The charge conjugation condition (5.32)
σ2Φ
T (−x)σ2 = (−1)λΦ(x) (6.50)
gives the same result since Fd(r) = 0 (see (6.54) below). Thus also ηC = (−1)λ.
Substituting the expansion (6.45) into the bound state equation (6.42) gives the constraints
1 : 2i
(Fλb
r
+ ∂rF
λ
b
)
+
2λ
r
Fλc = (M − V )Fλa (6.51)
σ · x : 2i∂rFλa + 2imFλc = (M − V )Fλb (6.52)
σ × x : 2λ
r
Fλa − 2imFλb = (M − V )Fλc (6.53)
σ3 : 0 = (M − V )Fλd (6.54)
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Eliminating Fλc we get two coupled first order radial equations,
2r(M − V )∂rFλa = −4mλFλa − i
[
(M − V )2 − 4m2]rFλb
2r(M − V )∂rFλb = −2
[
(M − V )− 2λm]Fλb − i[(M − V )2 − 4λ2r2 ]rFλa (6.55)
2. Wave function in the r →∞ limit
In D = 1 + 1 dimensions the bound state equation (6.12) depends on the coordinate x and the bound state mass M
only via the variable τ of (6.11). In D = 2 + 1 this no longer holds, as the radius r appears explicitly. In studying
the r →∞ limit it is nevertheless helpful to introduce
τ(r) =
[
M − V (r)]2/V ′ ∂r = −2(M − V )∂τ (6.56)
The bound state equations can then be expressed as
−4V ′τ∂τFλa = −
4mλ
r
Fλa − i
[
V ′τ − 4m2]Fλb (6.57)
−4V ′τ∂τFλb = −
2
r
[
(M − V )− 2λm]Fλb − i[V ′τ − 4λ2r2 ]rFλa (6.58)
Neglecting terms of O (r−1) on the rhs. this simplifies to
∂τ iF
λ
a = −
1
4
(
1− 4m
2
V ′τ
)
Fλb (6.59)
∂τF
λ
b = −
1
2τ
Fλb +
1
4
iFλa (6.60)
Eliminating Fλa and neglecting O
(
σ−2
)
leaves
∂2τF
λ
b +
1
2τ
∂τF
λ
b +
1
16
(
1− 4m
2
V ′τ
)
Fλb = 0 (τ →∞) (6.61)
As in section VI A 2(b) (6.61) implies the leading behavor
lim
r→∞F
λ
a = lim
r→∞F
λ
b ∝
1
τ1/4
τ−im
2/2V ′eiτ/4 ∝ 1√
r
r−im
2/V ′ exp
[
i(M − V )2/4V ′] (6.62)
Apart from the factor τ−1/4 ' 1/√r this result is similar to the behavior of the D = 1 + 1 wave function (6.20). From
(6.53) follows that Fλc is suppressed by a factor 1/r compared to F
λ
a,b.
As in (6.24) the normalization integral is proportional to∫
dxTr
[
Φλ
†
(x)Φλ(x)
]
= 4pi
∫ ∞
0
dr r
[|Fλa |2 + |Fλb |2 + |Fλc |2] (6.63)
The norm of the wave function for large r is constant, since the phase space factor r compensates for the 1/
√
r fall-off
of the wave function in (6.62). Hence an interpretation of the asymptotic wave function as representing, via duality,
the constant density of hadrons produced via string breaking remains viable.
3. Spectrum in D = 2 + 1
Eq. (6.53) implies that Fλc is singular at M = V (r) unless the combination of F
λ
a,b appearing on the lhs. of the
equation vanishes at this point. This condition, which ensures that the norm (6.63) of the wave function is locally
finite, is satisfied only for discrete values of the bound state mass M . The demonstration is quite analogous to the
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D = 1 + 1 case discussed in section VI A 3. For simplicity I discuss here only two special cases, where the coupled
equations (6.55) are easily reduced to a single second order equation.
(a) m = 0, λ 6= 0
Eliminating Fλb gives for a second order equation for F
λ
a
∂2rF
λ
a +
[1
r
+
V ′
M − V
]
∂rF
λ
a +
[
1
4 (M − V )2 −
λ2
r2
]
Fλa = 0 (m = 0) (6.64)
implying Fλa (r → 0) ∝ r±λ. A finite density at r = 0 requires Fλa (r → 0) ∝ r|λ|. For λ 6= 0 this fixes Fλa (r = 0) = 0
and ∂rF
λ
a (r = 0) 6= 0, with the slope of the derivative defining the absolute normalization of the wave function.
Similarly at M − V = 0, Fλa (r → M/V ′) ∝ (M − V )β with β = 0, 2. As already remarked, (6.53) requires us to
choose Fλa (r → M/V ′) ∝ (M − V )2 for Fλc (r → M/V ′) to be finite. Since the boundary condition at r = 0 already
determined the wave function (up to an overall normalization) the condition at M − V = 0 can only be fulfilled by
adjusting the bound state mass M accordingly.
(b) λ = 0, any m
Eliminating Fλ=0a we get a second order equation for F
λ=0
b ,
∂2r (rF
0
b ) +
[
− 1
r
+
V ′
M − V
]
∂r(rF
0
b ) +
[
1
4 (M − V )2 −m2
]
(rF 0b ) = 0 (λ = 0) (6.65)
Now F 0b (r → 0) ∝ r±1, and we need to choose F 0b (r → 0) ∝ r for a finite density at the origin. This determines the
solution up to its overall normalization.
For F 0c to be finite at M − V = 0 we must have F 0b (r →M/V ′) ∝ (M − V )2. This allows only discrete values of M .
Note that this condition is absent if m = 0, but does persist as m → 0, as long as m 6= 0. In D = 1 + 1 dimensions
the bound state equation (6.12) similarly has singular solutions at τ = 0 only when m 6= 0.
(c) Numerical example
The radial bound state equations (6.64), (6.65) can be readily solved numerically, and the value of M determined
which makes the wave function vanish at M − V = 0. In Fig. 14 I show some examples for the case of vanishing
quark mass, m = 0. The Chew-Frautshi type plot in Fig. 14(a) demonstrates that the spectrum resembles that of the
dual model, with a linear dependence of M2 on Jz = λ for the leading trajectory, and parallel daughter trajectories
corresponding to radial excitations. The λ = 0 states appear to lie on trajectories with smaller slope. The Fλ=0b (r)
wave function in Fig. 14(b) is seen to vanish at M = V (r) = 3.91
√
V ′, and oscillate at larger radii according to (6.62).
The values of the bound states masses plotted in Fig. 14(a) are given in Fig. 15.
(a)
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(b)
FIG. 14: (a) Mass spectrum of the D = 2 + 1 mesons for m = 0, when the only energy scale is
√
V ′. (b) Plot of the (arbitrarily
normalized) radial wave function Fλ=0b (r) of the ground state.
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FIG. 15: Masses M of the D = 2 + 1 mesons for m = 0, in units of
√
V ′.
C. Mesons in D = 3 + 1 dimensions
1. Quantum numbers
The separation of variables in the meson bound state equation (5.66) is less straightforward in D = 3 + 1 than in
lower dimensions. However, limiting ourselves to the equal mass case m1 = m2 = m we can use the results of Geffen
and Suura [46], who considered the same equation (multiplied by γ0 from the left). They studied the spectrum for a
phenomenological potential V (r). For future reference I keep V ′′ = ∂2rV (r) in the radial equations, although V
′′ = 0
for the linear potential (5.59).
Considering the angular momentum (J, Jz = λ), parity ηP and charge conjugation ηC , similarly to section V B, the
states can be grouped into three “Regge trajectories” [46],
pi trajectory : ηP = (−1)J+1 ηC = (−1)J
a1 trajectory : ηP = (−1)J+1 ηC = (−1)J+1
ρ trajectory : ηP = (−1)J ηC = (−1)J
(6.66)
The names associate to well-known mesons with the corresponding quantum numbers. However, we are considering
a single flavor so there is no isospin. It should be easy to added more flavors, whereas the case of m1 6= m2 may
require more effort. Since we are considering relativistic dynamics, the orbital angular momentum L and spin S are
not separately conserved. In the quark model ηP = (−1)L+1 and ηC = (−1)L+S , which implies that the combination
ηP = (−1)J , ηC = (−1)J+1 should not exist. The quantum numbers (6.66) which are allowed by the meson bound
state equation (5.66) agree with the quark model in this respect. Furthermore, the quark model does not allow
JPC = 0−−, and the J = 0 state is indeed missing on the a1 trajectory.
I next quote the results of [46] for each of the above trajectories in terms of the standard spherical coordinates (r, θ, ϕ)
and the spherical harmonics YJλ.
2. pi trajectory
The 4× 4 wave functions on the pion trajectory with angular momentum J and Jz = λ have the form
Φpi(x) =
[
− 2im
M − V γ
0γ5 − iγ5 + 2
M − V γ5α ·∇
]
F2(r)YJλ(θ, ϕ) (6.67)
The radial function satisfies the second order differential equation
F ′′2 (r) +
( 2
r
+
V ′
M − V
)
F ′2(r) +
[
1
4 (M − V )2 −m2 −
J(J + 1)
r2
]
F2(r) = 0 (6.68)
which has a structure similar to (6.64) in the D = 2 + 1 case and (6.7) in D = 1 + 1.
The behavior of F2(r) at large radii may be found similarly as in section VI A 2(b). For V (r) = V
′r,
lim
r→∞F2(r) = N
1
r
r−im
2/V ′ exp
[
i
(M − V )2
4V ′
]
(6.69)
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where N is a constant. The factor 1/r compensates for phase space so that the local density is constant,∫
dxTr
[
Φ†(x)Φ(x)
] ∼ ∫ dr r2 8|N |2
r2
∼ 8|N |2
∫
dr (6.70)
As in D = 1 + 1 and D = 2 + 1 this allows an interpretation of the constant density as representing a constant rate of
string breaking per unit length. The precise meaning and correctness of such an interpretation requires further study.
The radial equation (6.68) allows F2(r → 0) ∝ rα with α = J and α = −J − 1. We must choose α = J for the norm
in (6.70) to be integrable at r = 0. Similarly F2(r → M/V ′) ∝ (M − V )β imposes β = 0, 2 and integrability of the
norm at r = M/V ′ requires β = 2. Together with the condition at r = 0 this can only be satisfied for discrete values
of M .
Fig. 16(a) lists the masses M/
√
V ′ of the mesons on the pi trajectory when the quark mass m = 0. The states lie on
nearly linear Regge trajectories as shown in (b).
The radial equation (6.68) allows a locally normalizable solution also for M = 0, in which case the potentially singular
points r = 0 and r = M/V ′ coincide. Massless solutions in the rest frame have four-momenta P = 0 in all frames.
The M = 0, JPC = 0−+ state on the pion trajectory might take the role of a Goldstone boson in chiral symmetry
breaking. I return to this issue in section VI D 3.
FIG. 16: (a) Masses M of the mesons on the pi trajectory for m = 0, in units of
√
V ′. (b) Plot of the spin J vs. M2/V ′ for the
states listed in (a).
3. a1 trajectory
The wave functions on the a1 trajectory have the form
Φa1(x) =
[
γ ·L+ 2m
M − V α ·L−
2
M − V γ5 γ ·∇×L
]
F1(r)YJλ(θ, ϕ) (6.71)
Since the orbital angular momentum
L = −ix×∇ (6.72)
differentiates only wrt. θ and ϕ the a1 wave functions (6.71) are non-vanishing only for J ≥ 1. The radial function
satisfies the second order differential equation
F ′′1 (r) +
( 2
r
+
V ′
M − V
)
F ′1(r) +
[
1
4 (M − V )2 −m2 −
J(J + 1)
r2
+
V ′
r(M − V )
]
F1(r) = 0 (6.73)
The behavior of this equation for large r is the same as the pion equation (6.68). Hence the asymptotic limit
F1(r →∞) is the same as that of F2(r) in (6.69). The leading behaviors at r = 0 and M − V = 0 are also the same
as for the pion trajectory. The numerical results for m = 0 are given in Fig. 17.
45
FIG. 17: (a) Masses M of the mesons on the a1 trajectory for m = 0, in units of
√
V ′. (b) Plot of the spin J vs. M2/V ′ for
the states listed in (a).
4. ρ trajectory
The wave functions of states on the ρ trajectory have the form
Φρ(x) = γ ·∇
{
4
M − V
[
− i 12mF2(r) +
( rG1(r)
M − V
)′ ]
YJλ(θ, ϕ)
}
+ γ · xG1(r)YJλ(θ, ϕ)
−iα ·∇[F2(r)YJλ(θ, ϕ)]+ α · x
M − V
[ iV ′
r
F2(r) + 2mG1(r)
]
YJλ(θ, ϕ)
+1
[
− (M − V )
2 − 4m2
2(M − V ) F2(r) +
4im
M − V
( rG1(r)
M − V
)′ ]
YJλ(θ, ϕ)
+ γ5 γ ·L 2i
M − V G1(r)YJλ(θ, ϕ) (6.74)
where the radial function F2(r) is unrelated to the F2 of the pi solution (6.67). The radial functions satisfy coupled
second order equations,
G′′1(r) +
(2
r
+
3V ′
M − V
)
G′1(r) +
[
1
4 (M − V )2 −m2 −
J(J + 1)
r2
+
3V ′2
(M − V )2 +
3V ′
r(M − V ) +
V ′′
M − V
]
G1(r)
=
imV ′
r
F2(r) (6.75)
F ′′2 (r) +
(2
r
− V
′
M − V
)
F ′2(r) +
[
1
4 (M − V )2 −m2 −
J(J + 1)
r2
− V
′2
(M − V )2 −
2V ′
r(M − V ) −
V ′′
M − V
]
F2(r)
= − 4im
M − V G1(r) (6.76)
where V ′′ = 0 for a linear potential. The ρ solutions have twice as many degrees of freedom as the pi or a1 trajectories.
The identification of the physical, locally normalizable solutions at r = 0 and M − V = 0 requires care due to the
coupled equations. I only summarize the discussion in [46].
(a) r = 0
G1(r → 0) = O
(
rJ
)
F2(r → 0) = O
(
rJ
)
(6.77)
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This ensures that the most singular terms of O (rJ−2) vanish separately in (6.75) and (6.76), and that the norm of the
wave function is locally normalizable at r = 0. The ratio limr→0G1(r)/F2(r) remains a free parameter (in addition
to the overall normalization). Together with the bound state mass M this allows to choose normalizable solutions for
G1 and F2 at M − V = 0.
(b) M − V (r) = 0
Assuming G1 ∼ (M − V )α and F2 ∼ (M − V )β we may first conclude that the terms of O
[
(M − V )α−2] and
O[(M − V )β−2] on the lhs. of (6.75) and (6.76), respectively, must vanish. This allows α = 1, 3 and β = ±1. Local
normalizability of the norm of Φρ imposes β = 1. Comparing the powers of M − V on the lhs. and rhs. of (6.75)
excludes α = 3, leaving α = β = 1. The normalizability of the G1 contributions to Φρ imposes a specific behavior of
G1 at r = R = M/V
′,
G1(r → R) = M − V
r
[
A+B(M − V )2]+O[(M − V )4] (6.78)
F2(r → R) = −F
′
2(R)
V ′
(M − V ) +O[(M − V )2] (6.79)
We may verify that the contributions of O[(M − V )0] to (6.75) vanish. At O[(M − V )1] we find a relation between
the coefficient A and F ′2(R),
A =
im
m2 + J(J + 1)/R2
F ′2(R) (6.80)
(c) m→ 0, J ≥ 1
The limit m→ 0 is interesting because of the chiral invariance of the action when m = 0. When J ≥ 1 we have A→ 0
in (6.80), and the rhs. of (6.75) and (6.76) vanish. With the redefinitions
G1(r) = (M − V )H1(r)
F2(r) =
1
M − V H2(r) (6.81)
the equation (6.75) for H1 becomes the equation (6.73) for the a1 trajectory (with m = 0), and (6.76) for H2 becomes
the equation (6.68) for the pion trajectory. Thus the spectra are parity degenerate in the m → 0 limit when J ≥ 1
[46].
(d) J = 0 state on ρ trajectory
The relation (6.80) is singular when m→ 0 and J = 0. It is therefore easier to consider the spinless case separately.
The J = 0 wave functions on the ρ trajectory take the form
ΦJ=0ρ (x) = −
2im
M − V γ · xG2(r)− iα · xG2(r) +
2
[
r3G2(r)
]′
r2(M − V ) 1 (6.82)
The radial function G2(r) satisfies
G′′2(r) +
( 4
r
+
V ′
M − V
)
G′2(r) +
[
1
4 (M − V 2)−m2 +
3V ′
r(M − V )
]
G2(r) = 0 (6.83)
Since this equation differs from the J = 0 pion equation (6.68) the JPC = 0++ and JPC = 0−+ mesons do not have
the same mass. The absence of parity degeneracy arises from the requirement of local normalizability and implies the
breaking of chiral invariance [46]. I return to this issue in section VI D 2.
The behavior of G2(r → ∞) may be analyzed as for the pion, giving |G2(r → ∞)| ∼ r−2. It implies a constant
asymptotic norm of the wave function, as in (6.70).
The requirement of local normalizability implies
G2(r → 0) ∼ r0 G2(M − V → 0) ∼ (M − V )2 (6.84)
The numerical values of the masses M for J = m = 0 are given in Fig. 18.
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FIG. 18: Masses M of the J = 0 mesons on the ρ trajectory for m = 0, in units of
√
V ′. The ρ trajectory states with J ≥ 1
are degenerate with those of the same spin but opposite parity on the pi and a1 trajectories.
D. Chiral symmetry
1. Chiral transformations
For vanishing quark mass m = 0 the QCD action is invariant under (global) chiral transformations6. The chiral
transformation operator is
Uχ(α) = exp
[
iα
∫
dxψ†(x)γ5ψ(x)
]
(6.85)
where γ5 anticommutes with all the Dirac matrices. The operator (6.85) transforms the fields as
Uχ(α)ψ(x)U
†
χ(α) = exp(−iαγ5)ψ(x) Uχ(α)ψ¯(x)U†χ(α) = ψ¯(x) exp(−iαγ5) (6.86)
For a chiral invariant the vacuum, Uχ(α) |0〉 = |0〉, the meson state (5.1) is transformed as
Uχ(α) |M,P = 0〉 =
∫
dx1 dx2 ψ¯(x1) exp(−iαγ5)Φ(x1 − x2) exp(−iαγ5)ψ(x2) |0〉 (6.87)
Thus the wave function is transformed into
Φχ(x) ≡ exp(−iαγ5)Φ(x) exp(−iαγ5) (6.88)
Multiplying the bound state equation (5.66) by exp(−iαγ5) from both the left and the right we note that if m1 =
m2 = 0 then Φχ(x) is a solution with the same eigenvalue M as Φ(x).
The m = 0 states may be classified as chiral even or odd [46] according to the (anti)commutation of their wave
function with γ5, {
γ5,Φ
+
}
= 0
[
γ5,Φ
−] = 0 (6.89)
Chiral invariance implies that Φ± and γ5Φ± have the same mass eigenvalues M . If Φ± has parity ηP and charge
conjugation ηC we find from (5.28) and (5.32) that
γ0γ5Φ
±(−x)γ0 = −ηP γ5Φ±(x) γ0γ2
[
γ5Φ
±(−x)]T γ0γ2 = ∓ηC γ5Φ±(x) (6.90)
Hence chiral invariance implies the existence of mass degenerate pairs of bound states of opposite parity and opposite
(equal) charge conjugation for chiral even (odd) states. Let us see how this is realized for the solutions found above.
2. Chiral properties of the bound state solutions
(a) D = 1 + 1 dimensions
In the Pauli matrix representation (3.26) of the Dirac matrices γ5 = γ
0γ1 = σ1, since it anticommutes with both γ
0
and γ1. In the expansion (6.3) of the wave function φ2 = φ3 = 0 when m = 0, according to (6.4). Consequently the
chiral even states vanish and
Φ−(x) = φ0(x)1+ φ1(x)σ1 γ5Φ−(x) = φ1(x)1+ φ0(x)σ1 (6.91)
6 I disregard the U(1) anomaly. The present discussion for a single quark flavor is illustrative and should be easily generalized to the case
of two light flavors.
48
In the limit m → 0 the local integrability of the norm Tr Φ†(x)Φ(x) imposed the discrete spectrum (6.25), with no
parity degeneracy. The potential singularity at M − V = 0 was due to the contribution ∝ m2 in the bound state
equation (6.6). Remarkably, chiral symmetry is broken for states with non-singular wave functions in the limit m→ 0.
When m = 0 exactly the norm is regular for any value of the bound state mass M . The continuous spectrum then
implies also parity doubling.
(b) D = 2 + 1 dimensions
In odd numbers of dimensions there is no “γ5” matrix that would commute with all the Dirac matrices. This is
seen explicitly in the representation (6.41), where we needed all three Pauli matrices to represent γ0, γ1 and γ2.
Consequently chiral invariance is not an issue.
(c) D = 3 + 1 dimensions
For m = 0 the chiral partners of the states on the pion trajectory have wave functions7
γ5Φpi(x) =
[
− i1+ 2
M − V α ·∇
]
Fpi2 (r)YJλ(θ, ϕ) [γ5,Φpi] = 0 (6.92)
Since the pion trajectory has only chiral odd states their parity partners have ηP = ηC = (−1)J , i.e., they belong to
the ρ trajectory in (6.66). The chiral odd component of the ρ wave function (6.74) is for m = 0,
Φ−ρ =
[
− iα ·∇+α · x iV
′
r(M − V ) −
1
2 (M − V )1
]
F ρ2 YJλ = γ5Φpi for F
ρ
2 (r) =
2i
M − V F
pi
2 (r) (J 6= 0) (6.93)
The relation between the wave functions of the parity partners is compatible with (6.81). The case J = 0 needs to be
considered separately because G1/F
ρ
2 ∝ 1/m according to (6.80), so that terms ∝ mG1 in (6.74) cannot be neglected.
For m = 0 the J = 0 ρ wave function (6.82) has only a chiral odd component,
ΦJ=0,−ρ (x) = −iα · xG2(r) +
2
[
r3G2(r)
]′
r2(M − V ) 1 (6.94)
Its chiral 0−+ partner on the pion trajectory has the radial wave function
Fpi2 =
2i
M − V (rG
′
2 + 3G2) (6.95)
This gives a singular pion wave function since Fpi2 (r → M/V ′) ∼ (M − V )0. Thus requiring a locally finite norm
implies the breaking of chiral invariance in the m → 0 limit: The 0++ and 0−+ states have distinct masses, as seen
also by comparing Fig. 16 with Fig. 18.
The chiral odd states on the a1 trajectory (6.71) vanish when m = 0. The chiral even partners on the a1 and ρ
trajectories have wave functions
γ5Φa1(x) =
[
γ5 γ ·L− 2
M − V γ ·∇×L
]
F1 YJλ (6.96)
Φ+ρ (x) =
[
γ5 γ ·L 2i
M − V + γ · x
]
G1 YJλ + γ ·∇
[ 4
M − V
( rG1
M − V
)′
YJλ
]
(6.97)
Comparing the coefficients of γ5 γ ·L gives
G1 = − i
2
(M − V )F1 (6.98)
The differential equation (6.73) ensures that also the other terms agree, γ5Φa1 = Φ
+
ρ . Both wave functions are
non-vanishing only for J ≥ 1.
7 I add a superscript pi (ρ) to distinguish the radial functions F2(r) of the pi (ρ) wave functions.
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3. Massless bound states
There is clear evidence that the u and d quarks have small but non-vanishing masses, and that the approximate chiral
symmetry is spontaneously broken (CSB) in QCD [47]. An important consequence of CSB is the appearance of a
nearly massless Goldstone boson, the pion, with M2pi ∝ mu,md. The pion cannot be even approximately described
using non-relativistic potential models – the “hyperfine splitting” Mρ−Mpi ' 630 MeV is much larger than Mpi ' 140
MeV.
The states discussed above have a regular wave function at the two potentially singular points r = 0 and r = M/V ′.
There are also regular solutions with M = 0, for which the two points coincide [21]. These states have four-momenta
Pµ = 0 in all reference frames. The JPC = 0++ state σ on the ρ trajectory discussed in section VI C 4(d) is of
particular interest. Since σ has vacuum quantum numbers and vanishing energy when M = 0 it can mix with the
chiral invariant vacuum to form a ground state that breaks chiral symmetry.
According to (6.82) the wave function of the σ is for M = 0, denoting xˆ = x/r,
Φσ(x) = − 2
V ′
[
r3G2(r)
]′
r3
1− irG2(r) γ0γ · xˆ+ 2im
V ′
G2(r)γ · xˆ (6.99)
The radial wave function satisfies (6.83),
G′′2(r) +
3
r
G′2(r) +
[
1
4 (V
′r)2 −m2 − 3
r2
]
G2(r) = 0 (6.100)
The locally normalizable solution at r = 0 is
G2(r) =
N
r3
exp
(− i 14V ′r2)L−21
2 +im
2/2V ′
(
i 12V
′r2
)
(M = 0) (6.101)
where Lan is a generalized Laguerre function and N an arbitrary normalization constant. Fig. 19 shows a plot of G2(r)
for three values of the quark mass m. The slope G′2(r = 0) = −N/8 is independent of m, while the amplitude of the
oscillations at large r are ∝ exp(pim2/2V ′)/(mr2), increasing exponentially with quark mass. For massless quarks,
G2(r) =
N
r
J1(
1
4V
′r2) (M = m = 0) (6.102)
where J1 is a Bessel function.
FIG. 19: The radial function G2(r) (6.101) for the J
PC = 0++ σ state with M = 0 on the ρ trajectory, for three values of the
quark mass m and N = 1.
The JPC = 0−+ state with M = 0 on the pion trajectory has the quantum numbers of the Goldstone boson. Its wave
function (6.67) is
Φpi(x) = −iγ5 F2(r)− 2
V ′r
γ5α · xˆF ′2(r) + γ0γ5
2im
V ′r
F2(r) (6.103)
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The radial function satisfies
F ′′2 (r) +
1
r
F ′2(r) +
[
1
4 (V
′r)2 −m2]F2(r) = 0 (6.104)
with the regular solution
F2(r) = N e
−iV ′r2/4
1F1(
1
2 − i m
2
2V ′ , 1, i
1
2V
′r2) (M = 0) (6.105)
where N is an arbitrary normalization constant. In the limits of small and large r,
F2(r → 0) = N
[
1 + 14 (mr)
2 + 164 (m
4 − V ′2) r4 +O (r6) ] (6.106)
F2(r →∞) = N 2
√
2 epim
2/4V ′
r
√
V ′
Re
{
( 12V
′r2)−im
2/2V ′ e
i(V ′r2−pi)/4
Γ
[
1
2 (1− im2/V ′)
]} [1 +O (r−2) ] (6.107)
For massless quarks,
F2(r) = N J0(
1
4V
′r2) (M = m = 0) (6.108)
Fig. 20 shows a plot of F2(r) for three values of the quark mass m.
The existence of M = 0 solutions is interesting, considering the features of spontaneous chiral symmetry breaking.
Further studies of bound state interactions (via quark annihilation/creation such as in Fig. 11) are required to
understand the properties of these solutions.
FIG. 20: The radial function F2(r) (6.105) for the J
PC = 0−+ pi state with M = 0, for three values of the quark mass m and
N = 1.
VII. FRAME DEPENDENCE
The QCD action is invariant under Poincare´ transformations. To address dynamics beyond the mass spectrum, such
as form factors or scattering amplitudes, it is necessary to know how bound states transform under boosts, i.e., to
know their frame dependence. This is a challenge for spatially extended states because the quantization surface is
not invariant under all transformations. An equal time surface is shifted under time translations generated by the
Hamiltonian, whereas boosts change the very definition of simultaneity. Consequently part of the Poincare´ symmetry
of bound states is realized dynamically, through interactions that rearrange their Fock expansion.
In approximations that rely on a power expansion in a fundamental parameter each order of the expansion must have
the symmetry of the exact result. The Lorentz invariance of scattering amplitudes at each order in α is a well-known
example. Similarly the Born term of an ~ expansion must be Poincare´ symmetric. Demonstrating the symmetry
provides a non-trivial check that the Born term is correctly evaluated.
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The bound states considered here are not interacting with external forces. Thus the generator P (2.9) of space
translations has no interaction term, and its meson eigenstates with eigenvalue P take the form8
|E,P 〉 =
∫
dx1dx2 e
iP ·(x1+x2)/2ψ¯(x1)Φ(x1 − x2)ψβ(x2) |0〉 (7.1)
In the present approach the generator H of time translations has a frame-dependent interaction term, given by the
classical gauge field boosted from the rest frame similarly as for Positronium in (2.12). The P -dependence of the
wave function Φ(x1 −x2) is determined by the requirement that (7.1) be an eigenstate of the Hamiltonian. Poincare´
invariance implies that the energy eigenvalue is E =
√
P 2 +M2, where M is the rest mass of the bound state.
It is useful to gain experience by first considering D = 1 + 1 dimensions. The single space dimension allows to solve
the bound state equation explicitly for any P . A direct solution is more challenging in higher dimensions, where the
absence of rotational symmetry for P 6= 0 prevents a separation of variables as in section VI C.
A. Mesons with P 6= 0 in D = 1 + 1 dimensions
In D = 1 + 1 the perturbative O (αs) potential is linear, as is the confining potential (5.59). This allows comparing
two approaches: (i) the gauge field is treated as an operator with the gauge choice A1 = 0 (section VII A 1, [48])
and (ii) the classical A0 potential is boosted analogously to the Positronium case (2.12) (section VII A 2). The gauge
choice has a striking effect on the boosted wave function, but both approaches give the same mass spectrum.
1. QED2 bound states with A
1 = 0
The operator version of Gauss’ law in QED2
− ∂2xA0(t, x) = eψ†(t, x)ψ(t, x) (7.2)
allows to express A0 in terms of the fermion fields. In A1 = 0 gauge the action then depends on the fermion fields
only,
S =
∫
dtdxψ†γ0
(
i/∂ −m)ψ + e2
4
∫
dtdxdy ψ†ψ(t, x)|x− y|ψ†ψ(t, y) (7.3)
The action is invariant under Poincare´ transformations generated by
P(t) =
∫
dxψ†(t, x)(−i∂x)ψ(t, x)
H(t) =
∫
dxψ†(−iσ1∂x +mσ3)ψ − e
2
4
∫
dxdy ψ†ψ(t, x)|x− y|ψ†ψ(t, y) (7.4)
K(t) = tP +
∫
dxψ†
[
x(iσ1∂x −mσ3) + i 12σ1
]
ψ +
e2
8
∫
dxdy ψ†ψ(t, x)(x+ y)|x− y|ψ†ψ(t, y)
where the Dirac matrices are represented as in (3.26). These generators satisfy the Lie algebra
[P,H] = 0 [P,K] = iH [H,K] = iP (7.5)
A boost of A0 gives rise to A1 ∝ A0. In order to maintain A1 = 0 the boost must be combined with a gauge
transformation, which is in fact included in the definition of the generator K in (7.4). The gauge parameter is itself
an operator [48],
θ(t, x) = −e
2
4
∫
dy (x− y)|x− y|ψ†ψ(t, y) (7.6)
8 The color algebra is frame independent, so the meson wave function has the (implicit) color structure (5.5) at any P .
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Since the A0 potential depends on the separation of the e+e− pair, so must the gauge parameter θ.
The bound state (7.1) is an energy eigenstate, H |E,P 〉 = E |E,P 〉, provided the wave function satisfies the bound
state equation
i∂x {σ1,Φ(x)} − 12P [σ1,Φ(x)] +m [σ3,Φ(x)] =
[
E − V (x)]Φ(x) (7.7)
where V (x) = 12e
2 |x| ≡ V ′|x|. The P -dependence of Φ(x) implied by this equation is consistent with that given by a
boost generated by K [48]. The Lie algebra ensures the correct P -dependence of the energy, E = √P 2 +M2.
When Φ(x) is expanded in a Pauli matrix basis as in (6.3) the coefficients φ2(x) of iσ2 and φ3(x) of σ3 are not
differentiated in (7.7). Expressing them in terms of φ0 and φ1 the 2× 2 wave function takes the form
Φ(x) = φ0 + φ1σ1 − 2mφ1
τV ′
σ1 /Π
†
Π = (E − V (x), P ) τ ≡ Π2/V ′ = [(E − V )2 − P 2]/V ′ (7.8)
where the 2-vector Π is the kinetic momentum (V = eA0, eA1 = 0). The two remaining components of the BSE (7.7)
give coupled differential equations for φ0 and φ1. With a change of variables x→ τ(x) they become (for x ≥ 0)
− 4i∂τφ0 =
[
1− 4m
2
τV ′
]
φ1 − 4i∂τφ1 = φ0 (7.9)
Since these equations are frame independent (i.e., they do not depend explicitly on P ), so are φ0(τ) and φ1(τ). The
differential equation (6.12) obtained in the rest frame is indeed compatible with (7.9), and the solution is given by
(6.13). However, the functional dependence of τ(x) on x does depend on P . Thus the wave function components
φ0(x) and φ1(x) are frame dependent when expressed as functions of x. In the expression (7.8) for the 2 × 2 wave
function Φ(x) the kinetic momentum Π(x) is explicitly P -dependent.
In section VI A 3 we saw that requiring the rest frame wave function to be locally normalizable at τ = 0 implied
φ1(τ → 0) ∝ τ . The same condition ensures that Φ(x) in (7.8) is regular at τ = 0 in a general frame.
The continuity condition (6.10) requires that either φ0(x = 0) or φ1(x = 0) vanishes, depending on the parity
η. Since φ0(τ) and φ1(τ) are frame independent, so are the values of τ where they vanish. According to (7.8)
τ(x = 0) = (E2 − P 2)/V ′, hence we must have E2 − P 2 = M2 in all frames. The discrete values of the energy E
for which the wave function is regular at τ = 0 and continuous at x = 0 therefore has the correct dependence on the
momentum P .
2. QED2 bound states with a boosted classical gauge field
The Hamiltonian with a classical gauge field (A0, A1) is
H =
∫
dxψ†
[− iσ1∂x +mσ3 + g(A0 − σ1A1)]ψ (7.10)
Operating on a state of the form (7.1) we get
H |E,P 〉 =
∫
dx1dx2 ψ
†(x1)
{[
iσ1
←
∂ 1 +mσ3 + gA
0(x1)− σ1gA1(x1)
]
σ3 e
iP (x1+x2)/2Φ(x1 − x2)
−σ3 eiP (x1+x2)/2Φ(x1 − x2)
[− iσ1→∂ 2 +mσ3 + gA0(x2)− σ1gA1(x2)]}ψ(x2) |0〉
= E |E,P 〉 (7.11)
where ∂j = ∂/∂xj . The potentials A
0, A1 should transform like in (2.12) under the boost from the rest frame (we are
boosting the state rather than the field). In the rest frame the (symmetrized) interaction potential is
gA0R(x1R) =
1
2V (x1R − x2R) = 12V ′|x1 − x2|R = −gA0R(x2R) gA1R(x1R) = gA1R(x2R) = 0 (7.12)
Lengths are Lorentz contracted in equal-time wave functions. As in (2.13),
x1 − x2 = (x1 − x2)R
cosh ξ
cosh ξ =
E
M
(7.13)
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Consequently the potentials in (7.11) are
gA0(x1) = cosh ξ gA
0
R(x1R) =
1
2V
′ cosh2 ξ |x1 − x2| = −gA0(x2) ≡ 12gA0
gA1(x1) = sinh ξ gA
0
R(x1R) =
1
2V
′ sinh ξ cosh ξ |x1 − x2| = −gA1(x2) ≡ 12gA1 (7.14)
In terms of these potentials and x = x1 − x2 the bound state condition implied by (7.11) is,
i∂x {σ1,Φ(x)} = (E − gA0)Φ(x) + 12 (P − gA1) [σ1,Φ(x)]−m [σ3,Φ(x)] (7.15)
The kinetic energy and momentum are
Π0 ≡ E − gA0 = E − V ′ cosh2 ξ |x| = E
(
1− V
′
M
cosh ξ |x|
)
≡
√
τV ′
E
M
Π1 ≡ P − gA1 = P − V ′ sinh ξ cosh ξ |x| = P
(
1− V
′
M
cosh ξ |x|
)
=
√
τV ′
P
M
(7.16)
This variable τ is related in the same way to the square of the kinetic 2-momentum as its namesake in (7.8),
Π2 ≡ (E − gA0)2 − (P − gA1)2 = V ′τ (7.17)
Nevertheless, this function τ(x) differs from the function τ(x) defined above in A1 = 0 gauge. For P = 0 both reduce
to the rest frame function in (6.11).
Expanding Φ(x) in the basis of Pauli matrices as in (6.3) we find
Φ(x) = φ0 + φ1σ1 − 2mφ1
τV ′
σ1 /Π
†
(7.18)
which is identical in form to the expression in (7.8). However, the kinetic 2-momentum Π = (Π0,Π1) given in (7.16)
as well as τ (7.17) differ from the corresponding variables in A1 = 0 gauge.
The differential equations for φ0 and φ1 are identical in form to those in (7.9). Consequently the solution for φ1(τ)
is again given by (6.13), with b = 0 for a wave function that is regular at τ = 0. Since V ′τ(x = 0) = E2 − P 2 as in
A1 = 0 gauge the energy eigenvalues E have the correct dependence on P .
Fig. 21 compares the x-dependence of the the wave function φ1
[
τ(x)
]
(6.13) (with b = 0) calculated using the
function τ(x) given by (7.16) (solid blue) and (7.8) (dashed red). The two curves describe the same function, plotted
at displaced values of x. The difference between the two expressions for τ(x) increases with x, since the gauge
transformation to A1 = 0 is ∝ x. This illustrates the gauge dependence of the wave function, corresponding to the
same energy eigenvalue (here M = 3.19
√
V ′).
FIG. 21: The wave function φ1
[
τ(x)
]
(6.13) (a = 1, b = 0) for the positive parity ground state in D = 1 + 1, using the function
τ(x) given by (7.16) (solid blue curve) and (7.8) (dashed red curve).
As I noted above, the components φ0(τ) and φ1(τ) of the 2× 2 wave function Φ are frame-independent functions of
τ (7.16). However, the kinetic momentum /Π
†
(P ) in (7.18) depends explicitly on P . In the rest frame
/Π
†
(P = 0) =
√
V ′τ σ3 (7.19)
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Using the definition (7.16) of τ it is readily verified that
/Π
†
(P ) = (Eσ3 + P iσ2)
√
V ′τ
M
= e−σ1ξ/2 /Π†(P = 0) eσ1ξ/2 (7.20)
Consequently the explicit dependence of the full wave function Φ(ξ) on P = M sinh ξ is
Φ(ξ)(τ) = e−σ1ξ/2 Φ(ξ=0)(τ) eσ1ξ/2 (7.21)
Since the wave functions are related at the same value of τ their x-dependence Lorentz contracts in the standard way
when τ is defined as in (7.16).
The transformation (7.21) of the wave function in finite boosts emerged from the explicit solution of the bound state
equation (7.15). In higher dimensions it is less straightforward to solve the bound state equation when P 6= 0. It is
therefore interesting to ask whether a relation analogous to (7.21) is valid in other dimensions as well. In the next
section I show that this transformation is correct in D = 2 + 1, and holds in D = 3 + 1 for some (but not all) states.
B. Mesons with P 6= 0 in D = 2 + 1 and D = 3 + 1 dimensions
1. The bound state equation
In D = 3 + 1 I choose the z-axis along the bound state momentum,
P = (M cosh ξ, 0, 0,M sinh ξ) (7.22)
The boost of the rest frame field gA0R(x1R) = −gA0(x2R) = 12V ′|x1 − x2|R leaves A1 = A2 = 0 and
gA0(x1) = −gA0(x2) = 12 cosh ξ V ′|x1 − x2|ξ ≡ 12gA0
gA3(x1) = −gA3(x2) = 12 sinh ξ V ′|x1 − x2|ξ ≡ 12gA3 (7.23)
As in (2.13) the rest frame separation xξ is
xξ = (x, y, z cosh ξ) (7.24)
Requiring that the state (7.1) be an eigenstate of the Hamiltonian
H =
∫
dxψ†(x)
{
− iγ0γ ·∇+mγ0 + g[A0(x)− γ0γ3A3(x)]}ψ(x) (7.25)
gives the bound state equation for the wave function Φ(ξ)(x1 − x2),
i∇ · {γ0γ,Φ(ξ)(x)} = (E − gA0)Φ(ξ)(x) + 12 (P − gA3)[γ0γ3,Φ(ξ)(x)]−m[γ0,Φ(ξ)(x)] (7.26)
where gA0 and gA3 are given by (7.23). The absence of spherical symmetry when P 6= 0 means that the radial and
angular variables cannot be separated similarly as in the rest frame (section VI C). Even in D = 2+1 where the Dirac
matrices can be represented in terms of the 2× 2 Pauli matrices (6.41) the solution of the coupled partial differential
equations (7.26) is not obvious.
2. An ansatz for the boost property of meson wave functions
Here I shall study only a simple guess of the boost dependence of the wave function, based on the assumption that
the quark separation x Lorentz transforms as in classical relativity. The longitudinal direction (denoted ‖, z or 3)
contracts by cosh ξ whereas the directions transverse to P (⊥ or x, y) are invariant. It is then convenient to introduce
the boost-invariant longitudinal distance s
s =
E
M
z = cosh ξ z ∂z = cosh ξ ∂s xξ = (x
⊥, s) (7.27)
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The boost invariance of |xξ| ensures the boost invariance of the variable τ defined by
E − gA0 = E
(
1− V
′
M
|xξ|
)
≡
√
V ′τ cosh ξ P − gA3 = P
(
1− V
′
M
|xξ|
)
=
√
V ′τ sinh ξ (7.28)
The bound state equation (7.26) can be expressed in terms of s, τ and α ≡ γ0γ, writing Φ(ξ)(x⊥, z(s)) as Φ(ξ)(x⊥, s),
E
M
i∂s
{
α‖,Φ(ξ)(x⊥, s)
}
= (7.29)
E
M
√
V ′τ Φ(ξ)(x⊥, s) +
P
2M
√
V ′τ
[
α‖,Φ(ξ)(x⊥, s)
]−m[γ0,Φ(ξ)(x⊥, s)]− i∇⊥ · {α⊥,Φ(ξ)(x⊥, s)}
The simplest Ansatz for the relation between the boosted and rest frame wave functions is the generalization of (7.21),
Φ(ξ)(x⊥, s) = exp(− 12α‖ξ)Φ(0)(x⊥, s) exp( 12α‖ξ) (7.30)
The derivative of the wave function wrt. ξ at constant xξ = (x
⊥, s) is then given by
∂ξΦ
(ξ)(x⊥, s) = − 12
[
α‖,Φ(ξ)(x⊥, s)
]
(7.31)
This allows to differentiate the BSE (7.29) wrt. ξ at constant xξ. Noting that
{
α‖,
[
α‖,Φ(ξ)
]}
= 0 one gets,
P
M
i∂s
{
α‖,Φ(ξ)
}
=
P
M
√
V ′τ Φ(ξ) − P
4M
√
V ′τ
[
α‖,
[
α‖,Φ(ξ)
]]
+ 12m
[
γ0,
[
α‖,Φ(ξ)
]]
+ 12 i∇⊥ ·
{
α⊥,
[
α‖,Φ(ξ)
]}
(7.32)
where Φ(ξ) = Φ(ξ)(x⊥, s).
It is straightforward to check whether the ξ-dependence of Φ(ξ)(x⊥, s) given by (7.30) is correct near ξ = 0. Setting
ξ = 0 in (7.32) we find a constraint on the rest frame wave function,
∆ ≡ m[γ0, [α‖,Φ(0)]]+ i∇⊥ · {α⊥, [α‖,Φ(0)]} = 0 (7.33)
Check of ∆ = 0 in D = 2 + 1 dimensions
Inserting the Pauli matrix expansion (6.45) of Φ(0) in D = 2+1 dimensions it is readily seen that the condition ∆ = 0
is satisfied because the coefficient of σ3 vanishes according to (6.54). The correctness of the boost dependence (7.30)
for finite ξ was verified numerically by solving the radial equations (6.55) numerically, thus determining Φ(0). The
transformed wave function (7.30) satisfied the bound state equation (7.29) for general ξ.
Check of ∆ = 0 in D = 3 + 1 dimensions
The necessary condition (7.33) for the Ansatz (7.30) to be correct turns out to be satisfied for all values of the angular
momentum J , under the following conditions on the quark mass m and Jz = λ:
• pi trajectory: m = 0 and λ = 0.
• a1 trajectory: m = 0.
• ρ trajectory: λ = 0.
In each case a numerical check similar to the one in D = 2 + 1 showed that the Ansatz (7.30) is correct for general
ξ when the ξ = 0 condition (7.33) is satisfied. A more systematic study is needed to identify the correct boost
dependence of the wave function for the states with m,λ 6= 0 in D = 3 + 1 dimensions.
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VIII. WHAT’S NEW – AND WHAT’S NEXT?
In this concluding section I briefly remark on the novel aspects of the issues discussed in these lectures, and mention
some of the (many) opportunities for further studies.
1. QED bound states of lowest order in ~
The similarity of atomic and quarkonium spectra (Fig. 7) was a main motivation for the bound state studies pre-
sented above. The similarity suggests that the QCD description of quarkonia is related to the QED description of
atoms. Could perturbative QCD really provide a first principles approach to hadron physics – including confinement?
Perturbation theory is our main analytic tool for the Standard Model, so this question merits serious thought.
The perturbative expansion for bound states is less straightforward than for scattering processes (section I 1). Since
no single Feynman diagram has a bound state pole we sum a infinite number of ladder diagrams (Fig. 1). The
geometric sum builds the classical QED potential V (r) = −α/r, which is missing in the O (α0) in and out states of
the perturbative S-matrix.
Positronium at the Born (Schro¨dinger equation) level is an eigenstate of HQED when the classical A
0 (Coulomb) field
of the e−e+ pair is used in the Hamiltonian. Since the formulation is based on the relativistic Hamiltonian also bound
states in motion can be addressed (section II 4).
This method for deriving the Schro¨dinger equation as a Born approximation of QED bound states appears to be new.
Higher order (loop) corrections in ~ are calculable in the rest frame using the known methods of NRQED [5, 6]. In
an arbitrary frame the expression (1.6) for the S-matrix should be applicable, using the bound states of lowest order
in ~ as asymptotic states. This remains to be demonstrated.
2. Dirac states vs. wave functions
The Dirac equation for an electron bound in an external field specifies a wave function with both positive and negative
energy components (∝ /p ±m). The structure of the state described by this wave function is rarely discussed. The
Klein paradox [9] demonstrates that the Dirac state is composed not only of a single e−, but also has e+e− pairs.
In section III the Dirac bound states were expanded in the basis of free electron and positron Fock states [18]. The
Dirac wave function determines the Bogoliubov transform (3.9) of the free creation and annihilation operators. The
distribution of the e+e− pairs in the ground state (vacuum) depends on the complete set of wave functions.
The energy spectrum specified by the Dirac equation is continuous when the potential V (r) is polynomial in r [10, 49].
This contrasts with the discrete spectrum of the Schro¨dinger equation and is caused by the presence of positrons in
the Dirac states. Potentials that confine electrons repulse positrons. The positrons appear at large r, with kinetic
energies that match their (negative) potential energy.
It would be interesting to study the distribution of the e+e− pairs in, e.g., the Dirac states of the Hydrogen atom.
3. Confinement from an O (α0s) classical gluon field
The scale ΛQCD ∼ 200 MeV is central to hadron physics but does not appear in the QCD action. At the level of the
classical field equations such a scale can arise only via a boundary condition. The QED potential V (r) = −α/r is
given by Gauss’ law (1.8) with the boundary condition lim|x|→∞A0(x) = 0. The requirement of Poincare´ invariance
appears to select a unique homogeneous solution of O (α0s) (section V C). It is characterized by the strength ∝ Λ2 of
the asymptotic color electric field. Only color singlet qq¯ and qqq states are allowed. The A0a(x) field for each color
component of mesons and baryons is given in (5.36) and (5.37), respectively.
The coherent sum of the gauge fields in a color singlet hadron vanishes for all x. This non-abelian feature means that
the O (α0s) color field of one hadron does not induce interactions with the quarks of another hadron. Two hadrons
interact only when their quark constituents coincide, causing qq¯ annihilation/creation as in dual diagrams (Fig. 11).
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As in Positronium there is also a Born level, O (αs) gluon exchange contribution. Its inclusion with the O
(
α0s
)
confining field remains to be addressed. This may be done in the framework of the expression (1.6) for the perturbative
S-matrix, with the O (α0s) solutions as in and out states. A further step would be to consider perturbative loop
corrections.
4. Hadron spectra
The meson eigenstates of HQCD with the classical color field (5.36) are readily found when string breaking is neglected.
The light qq¯ states lie on straight Regge and daughter trajectories (Fig. 16a). Heavy quarkonia have spectra given by
the Schro¨dinger equation with a linear potential.
The states have features of quark-hadron duality (Fig. 13). This may allow to describe the average features of particle
production processes even when string breaking is neglected. The wave functions of single hadrons are sensitive to
string breaking effects at large color separations. These aspects require further study.
There are qq¯ bound states with vanishing mass, M = 0 (section VI D 3). They may be relevant for chiral symmetry
breaking.
The spectra of mesons with quarks of unequal mass was so far studied only in D = 1+1 dimensions [21]. The solutions
of the baryon (qqq) bound state equation (5.67) have not been addressed.
5. Boost covariance
The frame dependence of equal-time Positronium states was first given in [8], using the Bethe-Salpeter equation. The
present, equivalent formulation is based on boosting the classical gauge field (section II 4). For relativistically bound
states I am not aware of any other framework where the transformation of equal-time bound state wave functions
under boosts would be explicitly known. The fact that some (albeit not all) wave functions transform according to
(7.30) in D = 3+1 dimensions is published here for the first time. It is important to identify the correct transformation
law for all states.
6. String breaking and hadron loops
The O (~0) dynamics must be unitary. The non-linear unitarity conditions cannot be satisfied exactly, only order by
order in some expansion. In the absence of string-breaking all states have zero width like in dual models [14, 50].
The string breaking effects described by Fig. 11 can be calculated and is of order 1/
√
NC , where NC is the number
of colors. The square of this diagram gives rise to an O (1/NC) hadron loop.
This suggests that unitarity may be satisfied analogously to standard perturbation theory. The expansion parameter
would be 1/NC and the loops would be made of hadrons rather than quarks and gluons. For QCD NC = 3 is a
moderate number. Nevertheless, the data on hadron dynamics generally supports an approximation scheme based on
narrow resonance widths.
7. Scattering amplitudes
The Lorentz covariant expressions for hadron states allows the evaluation of scattering amplitudes, including electro-
magnetic form factors and parton distributions. So far Deep inelastic scattering was studied only in D = 1 + 1
dimensions [21]. The quark distributions were found to be enhanced for xB → 0, suggesting the contribution of sea
quarks. This supports the notion that the relativistic wave functions implicitly describe multiparticle Fock states,
similarly as in the Dirac case (section III).
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