The second approach uses propensity scoring [12] , [13] , [3] to derive unbiased estimators from the logged data. These estimators are used for a small set of candidate policies, and the best estimated candidate is picked via exhaustive search. In contrast, our approach can be optimized via gradient descent, over hypothesis families of infinite size. The current work focuses on the inverse propensity scoring estimator (which assumes we have a good model of the logging system [7] , [9] ), but the results we derive hold equally for doubly robust estimators (which are more efficient when we additionally have a good model of user feedback [5] ). In the current work, we concentrate on the case where the logging system was a stationary, stochastic policy. Techniques like exploration scavenging [6] and bootstrapping [10] allow us to perform counterfactual evaluation even when the logging system was deterministic or adaptive.
A full version of this abstract can be found on arXiv [14] .
METHOD
To formalize the problem of batch learning from bandit feedback, consider a structured prediction problem that takes as input x ∈ X and outputs a prediction y ∈ Y. In multi-label document classification, x could be a news article and y a bitvector indicating the labels assigned to this article. The inputs are assumed drawn i.i.d. from a fixed but unknown distribution Pr(X ).
Consider the hypothesis space H of stochastic policies. A hypothesis h(Y | x) ∈ H defines a probability distribution over the output space Y, and the hypothesis makes predictions by sampling, y ∼ h(Y | x). Note that stochastic policy families include deterministic rules. We denote h(Y | x) by h(x), and the probability assigned by h(x) to y as h(y | x).
In interactive learning systems, we only observe feedback δ(x, y) for the y presented to the user, but not for any of the other possible predictions Y \ y. In this work, feedback δ : X × Y → R is a cardinal loss. Small values for δ(x, y) indicate user satisfaction with y for x, while large values indicate dissatisfaction. The expected loss -called risk -of a hypothesis R(h) is defined as,
(1) The goal of the system is to find a hypothesis h ∈ H that has minimum risk (i.e., provides maximum user satisfaction).
To achieve this goal, we wish to use past interaction logs of the system for batch learning. Assume that the logging system acted according to a stationary policy h0(x) with full support over Y. The data collected from this system is
where yi ∼ h0(xi), δi ≡ δ(xi, yi), and pi ≡ h0(yi | xi) is the propensity of the logging system to predict yi for input xi.
The Inverse Propensity Scoring approach [5] , [7] uses D to Monte Carlo approximate R(h) via importance sampling,
At first thought, one may think that directly estimatinĝ R(h) over h ∈ H and picking the empirical minimizer is a valid learning strategy. Unfortunately, there are several potential pitfalls. First, this estimator has unbounded variance, since pi 0 in D can cause ED R (h) to be arbitrarily far away from the true risk R(h). This problem can be fixed by "clipping" the importance sampling weights [4] .
Second, importance sampling typically estimatesR(h) of different hypotheses h ∈ H with vastly different variances. Consider two hypotheses h1 and h2, where h1 is similar to h0, but where h2 samples predictions that were not well explored by h0. Importance sampling gives us low-variance estimates forR(h1), but highly variable estimates forR(h2).
For a bounded δ(·,
where M > 0 is a hyper-parameter chosen to trade-off bias and variance in the importance sampling estimate. Using an empirical Bernstein argument [11] , we prove that w.h.p.,
Full details of the proof (which requires us to define a notion of capacity for stochastic hypothesis classes), is given in [14] . This bound motivates the Counterfactual Risk Minimization principle: jointly optimize the estimateR M (h) as well as its empirical standard deviation, where the latter serves as a data-dependent regularizer.
M > 0 and λ ≥ 0 are regularization hyper-parameters that can be selected via validation. Using the CRM principle, we now derive a learning algorithm called POEM (Policy Optimizer for Exponential Models) for structured output prediction using stochastic hypotheses of the form
where Z(x) = y ∈Y exp(w · φ(x, y )) is the partition function. These models are the stochastic (soft-max) extension of (hard-max) Structured SVMs, where w is a d−dimensional weight vector and φ(x, y) is a d−dimensional joint feature map. For example, in multi-label document classification, for a news article x and a possible assignment of labels y represented as a bitvector, φ(x, y) could simply be a concatenation of the bag-of-words features of the document (x), one copy for each of the assigned labels in y, x ⊗ y.
The CRM principle gives rise to the following training objective for this hypothesis space.
While the objective in Equation (8) is not convex in w (even for λ = 0), we find that gradient descent is sufficient to find a good local optimum that generalizes well. For efficient largescale training, we derived a stochastic gradient algorithm that uses repeated linear variance majorization (see [14] ).
EXPERIMENTS
Consider multi-label classification with input x ∈ R p and prediction y ∈ {0, 1} q using the feature map φ(x, y) = x ⊗ y. We conducted experiments on several multi-label datasets from the LibSVM repository, summarized in Table 1 . For all datasets, we kept aside 25% of ntrain as validation set (for hyper-parameter selection) and treat the rest as the training set. We employ the Supervised → Bandit conversion experiment methodology [1] . A supervised dataset D = {(x1, y * 1 ) . . . (xn, y * n )} is used to simulate a bandit feedback dataset from a logging policy h0 by sampling yi ∼ h0(xi) and collecting feedback ∆(y * i , yi). For h0, in principle, we could use any arbitrary stochastic policy with full support on Y. We choose a CRF (Conditional Random Field) trained on 10% of the training set using default hyper-parameters as h0. ∆(y * (x), y) here is the Hamming loss between the supervised label y * vs. the sampled label y for input x. Note that using the doubly robust policy optimization scheme [5] will involve an Offset Tree reduction [2] that is exponential in q and is intractable for even moderate number of labels. After learning weight vectors (e.g. wcrm) on D, we report the expected loss per test instancê
The expected Hamming loss of h0 is the baseline to beat. Lower loss is better. The objective in Equation (8) with λ = 0 is indicative of the state-of-the-art for counterfactual learning (optimized via L-BFGS and reported as IPS), and Equation (8) optimized using SGD (see [14] ) is reported as POEM. We also report results for a supervised CRF trained on the entire training set as a skyline in Table 2 , despite its unfair advantage of having access to the supervised labels. 
