Abstract. We prove an entropy formula for certain expansive actions of a countable discrete residually finite group Γ by automorphisms of compact abelian groups in terms of Fuglede-Kadison determinants. This extends an earlier result proved by the first author under somewhat more restrictive conditions.
For a countable discrete amenable group Γ and an element f = f γ γ in the integral group ring ZΓ consider the quotient ZΓ/ZΓf of ZΓ by the left ideal ZΓf generated by f . It is a discrete abelian group with a left Γ-action by multiplication. The Pontryagin dual (0.1) X f = ZΓ/ZΓf is a compact abelian group with a left action of Γ by continuous group automorphisms. More explicitly, X f is the following closed subshift of the full shift (R/Z) Γ = ZΓ with Γ-action given by (γ · x) γ ′ = x γ −1 γ ′ . The elements of X f are the sequences (x γ ′ ) in (R/Z) Γ which satisfy the equations γ ′ f γ ′ x γγ ′ = 0 in R/Z for all γ in Γ.
For Γ = Z d the theory of such dynamical systems has been extensively studied, see [13] for example.
The various definitions of entropy, topological, metric and measure theoretic with respect to Haar measure, all coincide for this action, see e.g. [3, section 2] . We denote by h f this common entropy.
If f is a unit in the convolution algebra L 1 (Γ), then the action of Γ on X f is expansive. If in addition f is positive in the von Neumann algebra N Γ and Γ has a "log-strong Følner sequence", it was shown in [3] that
where det N Γ is the Fuglede-Kadison determinant, [7] , [11] . Currently the only groups known to have a log-strong Følner sequence are the virtually nilpotent ones, so this condition is unfortunate, even if it is only needed for the inequality h f ≤ log det N Γ f .
Recall that a countable group Γ is residually finite if there is a sequence Γ n of normal subgroups of finite index whose intersection is trivial.
Our main result is this:
Theorem 0.1. Let Γ be a countable discrete amenable and residually finite group and f an element of ZΓ. Then the action of Γ on X f is expansive if and only if f is a unit in L 1 (Γ). In this case we have the formula
For example, Γ could be any finitely generated solvable subgroup of a matrix group over a field.
In particular, we find that if f = f γ γ is invertible in L 1 (Γ) the entropies h f and h f * are equal, where f * = f γ γ −1 . This question was left open in [3] even for the integral Heisenberg group.
Dynamically the proof of formula (0.2) is based on a description of the entropy for expansive Γ-actions as a renormalized logarithmic growth rate of the number of Γ n -fixed points. In the case of Z d -actions this relation between entropy and periodic points is known and the methods can be carried over to our case. It remains to prove that det N Γ f is the limit of certain finite dimensional determinants. This is a well known problem in the context of L 2 -invariants for residually finite groups c.f. [11, Chapter 13] . There one tries to approximate L 2 -Betti numbers, L 2 -signatures etc. of coverings with covering group Γ by the corresponding quantities for the finite groups Γ/Γ n . For the combinatorial L 2 -torsion which involves Fuglede-Kadison determinants there is no general result in this direction however.
Nonetheless in our situation which is quite favourable analytically it is not difficult to prove the required approximation property of det N Γ f directly.
For the integral Heisenberg group the entropy h f is calculated directly in [9] for a class of elements f in ZΓ for which the system X f is not necessarily expansive. In [4] Fuglede-Kadison determinants are calculated in special cases.
It is a pleasure for us to thank our colleagues Doug Lind and Wolfgang Lück for helpful comments. We are also grateful to Doug Lind for alerting us to the reference [14] . The first author would like to thank the Erwin Schrödinger institute for support.
Invertibility of elements in group rings
Let Γ be a countable discrete group with identity element 1 = 1 Γ and integral group ring ZΓ. We denote by L ∞ (Γ) the set of all bounded maps from Γ to R, write every w ∈ L ∞ (Γ) as (w γ ) with w γ ∈ R for every γ ∈ Γ, and denote by
Every h in L 1 (Γ) can be uniquely written as a convergent series
with h γ ∈ R and γ∈Γ |h γ | < ∞. In this notation multiplication in the convolution algebra L 1 (Γ) takes the form
.
and satisfies that (g · h)
Note that the integral group ring ZΓ of finite formal sums γ a γ γ with a γ ∈ Z can be viewed as a subring of L 1 (Γ) by identifying γ a γ γ with γ a γ e(γ).
The left and right shift actions λ and ρ of Γ on L ∞ (Γ) are given by
for every w ∈ L ∞ (Γ) and γ, γ ′ ∈ Γ.
For the following lemmas we fix h ∈ L 1 (Γ) and define the linear operators 
Note that
for every h ∈ L 1 (Γ). Finally we put, for every h ∈ L 1 (Γ) and 1 ≤ p ≤ ∞,
The remainder of this section is devoted to the analogous problem for elements of ZΓ, where Γ is a countable discrete group.
Proof. Suppose that there exists a sequence (w (n) ) in L ∞ (Γ) with w (n) ∞ = 1 and ρ h w (n) ∞ < 1/n for every n ≥ 1. Since ρ h commutes with the left shifts λ γ , γ ∈ Γ, we may replace each w (n) by some left translate, if necessary, and assume that |w (n) 1 | > 1 − 1/n for every n ≥ 1. We replace (w (n) ) by a coordinate-wise (or weak * -) convergent subsequence without changing notation and set w (0) = lim n→∞ w (n) . Then |w
This contradiction to our hypothesis shows that there exists a positive constant c with ρ h w ∞ ≥ c w ∞ for every w ∈ L ∞ (Γ). Hence V ∞ (h) is a closed subspace of L ∞ (Γ) and ρ
Finally we show that V ∞ (h) ⊂ L ∞ (Γ) is weak * -closed. Put, for r > 0 and 1 ≤ p ≤ ∞,
As ρ h is continuous in the weak * -topology on bounded subsets of L ∞ (Γ) and 
Proof. Since the bounded linear operator ρ h :
it is invertible with bounded inverse, and there exists a unique element w ∈ L ∞ (Γ) with ρ h w = w · h * = e(1). It follows that
The first main result of this section shows that
Theorem 1.3. Let Γ be a countable group and h ∈ L 1 (Γ). The following conditions are equivalent.
otherwise there exists a nonzero g ∈ L 1 (Γ) with g, ρ h w = g, w · h * = 0 for every w ∈ L ∞ (Γ), and hence with g ∈ K 1 (h * ) = 0.
As V ∞ (h) is weak * -closed by Lemma 1.1 we obtain that V ∞ (h) = L ∞ (Γ), and Lemma 1.2 yields (3).
Finally, if (3) is satisfied, then ρ h and ρ h * are invertible with inverses ρ h −1 and ρ (h −1 ) * , respectively, which implies (1).
If we only know that K ∞ (h) = 0 (without any conditions on h * ) we need an additional assumption on Γ to prove that h is invertible in L 1 (Γ). Recall that a countable discrete group is residually finite is there exists a decreasing sequence (Γ n , n ≥ 1) of normal subgroups in Γ with n≥1 Γ n = {1} and |Γ/Γ n | < ∞ for every n ≥ 1, where | · | denotes cardinality.
Theorem 1.4. Let Γ be a countable residually finite discrete group. The following conditions are equivalent for every h ∈ L 1 (Γ).
(
Proof. By hypothesis there exists a decreasing sequence (Γ n , n ≥ 1) of normal subgroups of Γ with finite indices such that n≥1 Γ n = {1}. For every n ≥ 1 we set
We fix n ≥ 1 for the moment and note that the linear space L ∞ (Γ) (n) is finite-dimensional, and that its dimension is equal to the cardinality of the right coset space
Indeed, if F ⊂ Γ is a finite nonempty set and n is sufficiently large, then
, and there exists a fundamental domain
For sufficiently large n we can thus find, for
with w ′ γ = w γ for every γ ∈ F (n) and hence for every γ ∈ F . This proves our claim.
Hence there exists a c > 0 with
for every r ≥ 0. Since ρ h is weak * -continuous on bounded sets, the density of
On the other hand, by the above it is weak * -dense in B r (L ∞ (Γ)). It follows that
for every r ≥ 0, and hence that
. An application of Lemma 1.2 completes the proof of the theorem.
Corollary 1.5. Let Γ be a countable residually finite discrete group. The following conditions are equivalent for every
Proof. Theorem 1.4 shows that (3) is equivalent to (1) and hence to the statement that ker(ρ h * ) = 0, since the invertibility of h is equivalent to that of h * . Furthermore, ker(ρ h * ) = 0 if and (2) is satisfied.
if and only if

Algebraic Γ-actions
Definition 2.1. Let Γ be a countable discrete group. An algebraic Γ-action is a homomorphism α : γ → α γ from Γ into the group Aut(X) of continuous automorphisms of a compact abelian group X.
If α is an algebraic Γ-action on a compact abelian group X then α is expansive if there exists an open neighbourhood U of the identity in X with γ∈Γ α γ (U) = 0.
In this section we consider algebraic Γ-actions of a very special nature. Fix a countable discrete group Γ and consider the compact abelian group X = T Γ consisting of all maps from Γ to T = R/Z under point-wise addition. Each
, where x γ ∈ T denotes the value of x at γ ∈ Γ. We identify the Pontryagin dual X of X with the group ring ZΓ under the pairing
where f = γ∈Γ f γ γ ∈ ZΓ and x = (x γ ) ∈ X.
The left and right shift actions λ and ρ of Γ on X are defined by
for every γ, γ ′ ∈ Γ and x ∈ X. As in (1.5) we can extend these actions of Γ to commuting (left) actions λ and ρ of ZΓ on X by setting
for f ∈ ZΓ and x ∈ X (cf.
( 1.4)). For every f ∈ ZΓ, the maps λ f , ρ f : X −→ X are continuous group homomorphisms which are dual to left and right multiplication by f * and f , respectively, on X = ZΓ.
For the following discussion we set
We fix f ∈ ZΓ, set (2.5)
and denote by
for every w = (w γ ) ∈ L ∞ (Γ) and γ ∈ Γ, is a continuous surjective group homomorphism with
for every γ ∈ Γ, and the linearization on T. If there exists a nonzero element v ∈ K ∞ (f ) then η(cv) ∈ X f for every c ∈ R, and by choosing |c| sufficiently small we can find, for every ε > 0, a nonzero element
γ , 0) < ε for every γ ∈ Γ. This proves that α f is nonexpansive.
Conversely, if α f is nonexpansive, then we can find a nonzero element
, and the smallness of the coordinates ofx implies that x ∈ K ∞ (f ). This completes the proof. (1) The algebraic Γ-actions α f and α f * are both expansive;
Proof. Theorems 2.2 and 1.3. (1) α f is expansive;
Proof. Theorems 2.2 and 1.4.
Homoclinic points
Definition 3.1. Let α be an algebraic action of a countable discrete group Γ on a compact abelian group X with identity element 0. A point x ∈ X is α-homoclinic (or simply homoclinic) if lim γ→∞ α γ x = 0, i.e. if for every neighbourhood U of 0 in X there is a finite subset F of Γ with α γ x ∈ U for all γ ∈ Γ \ F .
The set ∆ α (X) of all α-homoclinic points in X is a subgroup of X, called the homoclinic group of α.
Following [8] we call an α-homoclinic point x ∈ X fundamental if the homoclinic group ∆ α (X) is generated by the orbit {α γ x : γ ∈ Γ} of x. Proposition 3.2. Let Γ be a countable group and f ∈ ZΓ an element which is invertible in L 1 (Γ).
(1.5) and (2.5)-(2.7)), then ξ is a surjective group homomorphism with the following properties.
In order to prove that
The group homomorphism
is thus surjective, and the equivariance of ξ is obvious.
If B ⊂ L ∞ (Γ, Z) is a closed, bounded subset, then the weak * -topology coincides with the topology of coordinate-wise convergence, and ξ is obviously continuous in that topology.
Theorem 3.3. Let Γ be a countable residually finite discrete group and f ∈ ZΓ. If the algebraic Γ-action α f on the compact abelian group X f in (2.5)-(2.6) is expansive, and if
is an arbitrary α f -homoclinic point, then we can find a w ∈ η −1 ({x}) with lim γ→∞ w γ = 0 and hence with
The point w = ρ w ∆ f v lies in the group generated by the λ-orbit {λ γw : γ ∈ Γ} ofw, and by applying η we see that x lies in the group generated by the α f -orbit of x ∆ f . This proves that x ∆ f is fundamental. Theorem 3.4 (Specification Theorem). Let Γ be a countable residually finite group and f ∈ ZΓ an element such that the algebraic Γ-action α f on the compact abelian group X f in (2.5)-(2.6) is expansive. Then there exists, for every ε > 0, a finite subset F ε ⊂ Γ with the following property: if C 1 , C 2 are subsets of Γ with F ε C 1 ∩F ε C 2 = ∅, then we can find, for every pair of points
For the proof of Theorem 3.4 we need an elementary lemma.
Proof of Theorem 3.4. Consider the point w
and note that |(ρ w ∆ y) γ − (ρwy) γ | < ε/2 for every γ ∈ Γ and every
Lemma 3.5 allows us to find points
γ , η(ρwv (i) ) γ ) < ε/2 for every γ ∈ Γ and (ρwv (i) ) γ = (ρwv) γ for every γ ∈ C i , i = 1, 2. By setting y = ξ(v) we obtain that d(x (i) γ , y γ ) < ε for every γ ∈ C i , i = 1, 2. This proves our claim. Theorem 3.6. Let Γ be a countable residually finite group and f ∈ ZΓ an element such that the algebraic Γ-action α f on the compact abelian group X f in (2.5)-(2.6) is expansive. Then the homoclinic group ∆ α f (X f ) is countable and dense in X f .
Proof. The countability of ∆ α f (X f ) is proved exactly as in [8, Lemma 3.2] . In order to verify that ∆ α f (X f ) is dense in X f we consider the continuous surjective group homomorphism ξ :
and note that ξ(B) = X f by Lemma 3.5, and that the restriction of ξ to B is continuous in the weak * -topology. Since B ∩ L 1 (Γ, Z) is countable and weak * -dense in B, the
We end this section with a lemma which implies that the point w ∆ f ∈ L 1 (Γ) appearing in Corollary 2.4 and the Theorems 3.3 and 3.4 decays rapidly. 
If the group Γ is residually finite, finitely generated and has polynomial growth, then the point w ∆ f has exponential decay in the word metric on Γ.
Proof. We argue by contradiction and assume that there exist an ε > 0, an increasing sequence (F n ) of finite subsets in Γ with n≥1 F n = Γ and a sequence (w (n) , n ≥ 1) in W f such that, for every n ≥ 1,
1 | > ε and ρ f w (n) γ = 0 for every γ ∈ F n . If w (0) is the limit of a weak * -convergent subsequence of (w (n) ), then |w (0) 1 | ≥ ε and w (0) ∈ ker(ρ f ), contrary to our hypothesis that α f is expansive and ker(ρ f ) is therefore equal to 0. Now suppose that Γ is residually finite, finitely generated and has polynomial growth. We choose and fix a finite symmetric set of generators F of Γ and write δ F for the word-metric on Γ. For every γ ∈ Γ we denote by ℓ F (γ) the length of the shortest expression of γ ∈ Γ in terms of elements of F , where ℓ F (1) = 0. Since Γ has polynomial growth there exist constants c, M ≥ 1 such that the set
has cardinality ≤ cM n for every n ≥ 0.
The pointw = (w ∆ f ) * ∈ L 1 (Γ) satisfies that ρ fω = e(1). We set L = w ∞ and use the first part of this proposition to find an R ≥ 1 such that |w 1 | < L/2 for every w ∈ W f with w ∞ ≤ L and ρ f w ≡ 0 on B F (R). Our choice of R guarantees that |w γ | < L/2 for every γ ∈ B F (2R) B F (R) and, by induction, that |w γ | < L/2 k for every k ≥ 1 and every γ ∈ B F (kR)
This proves exponential decay of the coordinates ofw (and hence of w ∆ f ) in the word metric on Γ.
Entropy and periodic points
Let Γ be a countable discrete group and K ⊂ Γ a finite set. A finite set Q ⊂ Γ is left (K, ε)-invariant if 
If Q satisfies both these conditions it is (K, ε)-invariant.
A sequence (Q n , n ≥ 1) of finite subsets of Γ is a left Følner sequence if there exists, for every finite subset K ⊂ Γ and every ε > 0, an N ≥ 1 such that Q n is left (K, ε)-invariant for every n ≥ N . The definitions of right and two-sided Følner sequences are analogous. The group Γ is amenable if it has a left Følner sequence. If Γ is amenable it also has right and two-sided Følner sequences.
Let Γ be a countable residually finite discrete group. If (Γ n , n ≥ 1) is a sequence of finite index normal subgroups in Γ we say that
if we can find, for every finite set K ⊂ Γ, an N ≥ 1 with Γ n ∩ (K −1 K) = {1} for every n ≥ N . Clearly, such sequences exist.
Theorem 4.1. Let Γ be a countable residually finite amenable group, f ∈ ZΓ, and let α f be the Γ-action on X f defined in (2.5)-(2.6). If X f = 0 and α f is expansive then h(α f ) > 0.
Proof. Let (Γ n , n ≥ 1) be a decreasing sequence of finite index normal subgroups of Γ with n≥1 Γ n = {1}.
For notational simplicity setw = (w ∆ f ) * (cf. Theorem 3.3). The homoclinic group ∆ α f (X f ) is dense in X f by Theorem 3.6 and, since X f = 0 by assumption, the fundamental homoclinic pointx = x ∆ f = η(w) is nonzero. Hence there exist a γ 0 ∈ Γ and a finite subset F ⊂ Γ withw γ 0 / ∈ Z and γ∈Γ F |w γ | < d(x γ 0 , 0)/2, where d(·, ·) is the metric on T defined in (2.10)). We choose n sufficiently large so that the sets γF, γ ∈ Γ n , are all disjoint. For every ω ∈ Ω = {0, 1} Γn we define a point x (ω) ∈ X f by setting w (ω) = γ∈Γn ω γ λ γw and x (ω) = η(w (ω) ) = γ∈Γn ω γ λ γx .
We fix γ ∈ Γ n for the moment and consider two points ω, ω ′ ∈ Ω with
We conclude that the set {x (ω) : ω ∈ Ω} contains, for every m ≥ 1, a (Q m , d(x γ 0 , 0)/2)-separated set of cardinality 2 |Qm∩Γnγ 0 | , and hence that
In order to find out more about the actual value of h(α f ) we take a look at the periodic points of α f . Fix a subgroup Γ ′ ⊂ Γ and denote by 
We write ξ : L ∞ (Γ, Z) −→ X f for the group homomorphism described in Proposition 3.2.
Proposition 4.2. Let Γ be a countable residually finite group, f ∈ ZΓ, and let α f be the Γ-action on X f defined in (2.5)-(2.6). For every subgroup Γ ′ ⊂ Γ of finite index,
Proof. ¿From the equivariance of ξ it is clear that that .7)), and the point
Since α f is expansive, ker(ρ f ) = 0 by Theorem 2.2, and the proof of Theorem 2.2 shows that there exists, for every pair of distinct points
If Γ ′ ⊂ Γ is a subgroup with finite index, and if Q ⊂ Γ is a fundamental domain of the right coset space Γ ′ \Γ, i.e. a finite subset such that {γQ : γ ∈ Γ ′ } is a partition of Γ, then the preceding paragraph implies that Fix Γ ′ (X f ) is (Q, (3 f 1 ) −1 )-separated in the sense that there exists, for any two distinct points
For the terminology used in our next proposition we refer to the beginning of this section and to Remark 4.4. 
)). Then there exists, for every finite subset
Proof. This is a slight reformulation of [14, Theorem 1] requiring only very minor changes in the proof. We describe these changes briefly, using essentially the same notation and terminology as in [14] .
Fix a finite set K ⊂ Γ andε > 0 and let ε and η be sufficiently small positive numbers whose sizes will be clear by examining the course the proof. Choose
and use the amenability of Γ to find an increasing sequence (F j , j ≥ 1) such that
Since n≥1 Γ n = {1} we can find an M ≥ 1 with
We fix n ≥ M and write θ : Γ −→ Γ/Γ n = G for the quotient map which is injective on F N .
The argument in the proof of [14, Theorem 1] allows us to find -for appropriately chosen ε, η -finite subsets {γ i,j : i = 1, . . . , m j , j = 1, . . . , N } and {γ ′ i,j : i = 1, . . . , m ′ j , j = 1, . . . , N } of Γ and, for each j = 1, . . . , N , sets
. . , m ′ j , such that the following conditions are satisfied.
satisfy that
We set F = E ∩ E ′ and choose a set Q ⊃ F such that |Q| = |G| and θ(Q) = G. Then Q is a (K,ε)-invariant fundamental domain of the coset space Γ/Γ n .
Corollary 4.6. Let Γ be a countable residually finite amenable group and let (Γ n , n ≥ 1) be a sequence of finite index normal subgroups with lim n→∞ Γ n = {1}. Then there exists a Følner sequence (Q n , n ≥ 1) such that Q n is a fundamental domain of Γ/Γ n for every n ≥ 1.
Theorem 4.7. Let Γ be a countable residually finite amenable group and let (Γ n , n ≥ 1) be a sequence of finite index normal subgroups with lim n→∞ Γ n = {1}.
If f ∈ ZΓ, and if the algebraic Γ-action α f on X f in (2.5)-(2.6) is expansive, then
where
Proof. We choose a Følner sequence (Q n , n ≥ 1) in Γ such that Q n is a fundamental domain of Γ/Γ n for every n ≥ 1 (cf. Corollary 4.6). Proposition 4.2 and Corollary 4.3 show that there exists, for every n ≥ 1, a (Q n , (3 f 1 ) −1 )-separated set (in the sense of Remark 4.4) of cardinality
Since (Q n , n ≥ 1) is Følner and |Q n | = |Γ/Γ n | this implies that
Conversely, let δ > 0, ε < δ/3, and let F ε be a finite symmetric set with γ∈Γ Fε |w ∆ γ | < ε/ f 1 (cf. the proof of Theorem 3.4). The sets P n = Q n ∩ γ∈Fε Q n γ, n ≥ 1, form a Følner sequence with lim n→∞ |Pn| |Qn| = 1.
We fix n ≥ 1 for the moment and choose a maximal set S n,δ ⊂ X f which is (P n , δ)-separated in the sense of Remark 4.4. For every x ∈ S n,δ we find w(x) ∈ W f ⊂ L ∞ (Γ) with w(x) ∞ ≤ f 1 /2 and η(w(x)) = x (Lemma 3.5) and write v(x) ∈ L ∞ (Γ, Z) Γn for the unique point with v(x) γ = (ρ f w(x)) γ for every γ ∈ Q n . Our choice of F ε implies that the points {ξ(v(x)) : x ∈ S n,δ } ⊂ Fix Γn (X f ) are (P n , δ/3)-separated and therefore distinct, and Proposition 4.2 shows that |S n,δ | ≤ |Fix Γn (X f )|.
Since (P n , n ≥ 1) is Følner and lim n→∞ |Pn| |Qn| = 1 this implies that
which completes the proof of (4.5).
Corollary 4.8. Let Γ be a countable residually finite amenable group, and let f, g ∈ ZΓ be elements such that the algebraic Γ-actions α f and α g on X f and X g in (2.5)-(2.6) are expansive. If α f * and α f ·g are given as in (2.5)-(2.6) with f replaced by f * and f · g, respectively, then α f * and α f ·g are expansive,
Proof. The expansiveness of α f * and α f ·g is clear from Corollary 2.4, and the entropy formulae follow from the usual properties of determinants (cf. (4.5)).
Entropy and Fuglede-Kadison determinants
In this section L p (Γ, C) will denote the complex L p -space of Γ for 1 ≤ p ≤ ∞ with its conjugate linear involution w → w * given by (w * ) γ = w γ −1 , γ ∈ Γ.
The von Neumann algebra N Γ of a discrete group Γ can be defined as the algebra of left Γ-equivariant bounded operators of L 2 (Γ, C) to itself. Thus a bounded operator A on L 2 (Γ, C) belongs to N Γ if and only if we have
for all v in L 2 (Γ, C) and all γ in Γ.
The homomorphism of C-algebras with involution:
mapping f to the operator ρ f with ρ f (v) = v · f * is injective because ρ f (e(1)) = f * . In the following we will sometimes view ρ as an inclusion both of L 1 (Γ, C) and of CΓ into N Γ and omit it from the notation. Note here that the operator AA * is invertible and positive so that log AA * is defined by the functional calculus. If E λ is a spectral resolution for AA * we can also write:
If the group Γ is finite we have N Γ = CΓ and
We refer to [11] Example 3.13 or [3] Proposition 3.1 for a discussion of the case Γ = Z n , or see below.
For positive A in (N Γ) * we have det N Γ A = exp tr N Γ (log A).
For operators 0 ≤ A ≤ B in (N Γ) * this implies the inequality
It is a non-trivial fact that det N Γ defines a homomorphism
The intuitive reason for this is the Campbell-Hausdorff formula. The actual proof in [7] for II 1 -factors and the analogous argument for group von Neumann algebras in [11, 3.2] is different though in order to avoid convergence problems.
The following remark on the disintegration of det N Γ serves only to give some further background on this determinant. The required theory can be found in [5] for example.
Let Z(Γ) be the center of Γ. For a character χ in Z(Γ) consider the Hilbert space
By the spectral theorem applied to the commuting unitary operators ρ γ with γ in Z(Γ) we have a direct integral decomposition
where µ is the Haar probability measure on the compact abelian group Z(Γ). Correspondingly we get a disintegration
where N χ Γ is the von Neumann algebra of bounded operators on L 2 (Γ, C) χ which commute with the left Γ-action λ.
The Fuglede-Kadison determinant det NχΓ is defined similarly as above and we get the formula
Here A χ is the restriction of A to an invertible operator from L 2 (Γ, C) χ to itself. If Γ is commutative we find that
if A χ acts on the 1-dimensional space L 2 (Γ, C) χ by multiplication with a(χ) ∈ C * . For f in CΓ in particular we get
wheref is the Fourier transform of f .
We now begin with some preparations for the proof of the entropy formula in Theorem 0.1.
Let Γ be a countable residually finite discrete group and let (Γ n , n ≥ 1) be a sequence of finite index normal subgroups with lim n→∞ Γ n = {1}. Set
given by right convolution with f * satisfies the norm estimate
The group Γ acts via λ on L ∞ (Γ, C) and we have an isomorphism of finite dimensional C-vector spaces
given by viewing left Γ n -invariant functions on Γ as functions on Γ n \ Γ. Since ρ f is left Γ n -equivariant it induces an endomorphism of L ∞ (Γ, C) Γn and hence an endomorphism of
, C) which we denote by:
Consider the map "integration along the fibres":
given by sending f : Γ → C to the function f (n) : Γ (n) → C defined by
for all residue classes in δ in Γ (n) . As short calculation shows that (5.9) is a homomorphism of C-algebras with involution such that f (n) 1 ≤ f 1 . Moreover we have
By the estimate (5.6) applied to f (n) and Γ (n) we have ρ f (n) ≤ f (n) 1 . Using (5.10) we get the uniform estimate for all n ≥ 1
From the definition of ρ
Together with (5.11) this gives the estimate (5.12) (ρ
Note that by equation (5.3) we have
Hence Theorem 0.1 of the introduction follows from Corollary 2.4, Theorem 4.7 and the following result:
Theorem 5.1. Let Γ be a countable residually finite discrete group and (Γ n , n ≥ 1) a sequence of finite index normal subgroups with
Proof. Because of the relation (f f * ) (n) = f (n) f (n) * the assertion means:
. By the estimate (5.6) applied to g and g −1 and the estimates (5.11) and (5.12) applied to g instead of f it follows that the spectra σ(ρ g ) and σ(ρ g (n) ) lie in the closed interval I = [ g
Fix ε > 0. By the Weierstrass approximation theorem there exists a real polynomial Q such that
Since the spectra of ρ g and ρ g (n) lie in I it follows that we have
Using the estimate |tr N Γ A| ≤ A we find:
Hence formula (5.14) is a consequence of the following Lemma 5.2.
Lemma 5.2. For any f in L 1 (Γ, C) and any complex polynomial Q(t) we have
Proof. Since Q(f ) is in L 1 (Γ, C) and Q(f ) (n) = Q(f (n) ) it suffices to prove the assertion for Q(t) = t i.e. that
for all f in L 1 Γ. Writing f = γ f γ e(γ), we have f (n) = γ f γ e(γ) where γ = Γ n γ. Thus we get tr N Γ f = f 1 and tr N Γ (n) f (n) = γ∈Γn f γ .
Fix some ε > 0. Since f is in L 1 (Γ, C) we have γ∈Γ |f γ | < ∞. Hence there is a finite subset K of Γ with 1 ∈ K such that we have γ∈Γ\K |f γ | < ε.
Since lim n→∞ Γ n = {1} we can find an index N ≥ 1 such that Γ n ∩ K −1 K = {1} for all n ≥ N . Since 1 ∈ K it follows that Γ n ∩ K = {1} for all n ≥ N as well. For n ≥ N we therefore get the estimate:
Since ε > 0 was arbitrary the lemma is proved. ≤ log f 1 .
Hence (5.15) log det
If f is in L 1 (Γ, C) * inequality (5.15) applied to f −1 gives: log det N Γ f ≥ − log f −n 1/n 1 and in the limit log det N Γ f ≥ − log σ f −1 .
Together with Theorem 0.1 this gives the following corollary: Of course, this estimate follows directly from the formula [10] h f = S n log |f (x)|dµ(x), which in our case is also a special case of Theorem 0.1 and equation (5.5). 
Proof.
The first assertion follows from inequality (5.4) applied to the operators ρ f and ρ g on L 2 (Γ, C). By the monotonicity of the logarithm the operator A = log ρ g − log ρ f in N Γ is positive. If the entropies are equal, i.e. if h f = h g , then it follows from Theorem 0.1 that tr N Γ (log ρ f ) = tr N Γ (log ρ g ).
But this means that tr N Γ A = 0 and hence A = 0 since tr N Γ is faithful. Applying exp to the equality log ρ f = log ρ g gives the second assertion.
The following is an application of our theory to the structure of (N Γ) * . Proof. Otherwise we would have det N Γ f = 1 and hence h f = 0 by Theorem 0.1. By assumption we have ZΓ = ZΓf and hence X f = 0. But then Theorem 4.1 tells us that h f > 0, contradiction.
