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Methylamine is an abundant amine compound detected in the atmosphere which can affect the
nature of atmospheric aerosol surfaces, changing their chemical and optical properties. Molecular
dynamics simulation results show that methylamine accommodation on water is close to unity with
the hydrophilic head group solvated in the interfacial environment and the methyl group pointing into
the air phase. A detailed analysis of the hydrogen bond network indicates stronger hydrogen bonds
between water and the primary amine group at the interface, suggesting that atmospheric trace gases
will likely react with the methyl group instead of the solvated amine site. These findings suggest
new chemical pathways for methylamine acting on atmospheric aerosols in which the methyl group
is the site of orientation specific chemistry involving its conversion into a carbonyl site providing
hydrophilic groups for uptake of additional water. This conversion may explain the tendency of aged
organic aerosols to form cloud condensation nuclei. At the same time, formation of NH2 radical and
formaldehyde is suggested to be a new source for NH2 radicals at aerosol surfaces, other than by reac-
tion of absorbed NH3. The results have general implications for the chemistry of other amphiphilic
organics, amines in particular, at the surface of atmospherically relevant aerosols. Published by AIP
Publishing. [http://dx.doi.org/10.1063/1.4950951]
I. INTRODUCTION
Amines are one of the most common nitrogen-based
organic compounds present in the atmosphere, appearing as
a result of emissions from industrial processes, agricultural
practices, animal husbandry, fires, and other anthropogenic
and natural sources.1 Amines are semi-volatile derivatives of
ammonia, in which one hydrogen (or more) atom has been
replaced by an aryl or alkyl group, resulting in a molecular
structure with a hydrophilic amine group attached to one
(or more) hydrophobic ones. This substitution results in an
amphiphilic character which makes these compounds easily
detectable on the surface of liquid droplets.2–4 The overall
impact of amines on our atmosphere is tremendous. Due to
their capacity at acid-neutralization, amines are capable of
modifying the acid/base nature of aerosol and cloud droplet
interfaces5 and, consequentially, the formation of new aerosols
at both the local and the large scale.6–8 A deeper understanding
of the behavior associated with these compounds at the
gas/liquid interface and of their accommodation at the surface
of atmospheric particulates as a function of atmospheric
conditions is needed to quantitatively address the impact
of anthropogenic and natural emissions on the dynamical and
chemical evolution of our atmosphere.9
After ammonia, methylamine (hereafter referred to
as MA) is another abundant amine detected within the
a)igladich@qf.org.qa
atmosphere.10 The partitioning of MA into cloud droplets
involves several steps: gas phase interaction with the water
interface of the cloud droplet, transport across the vapor-liquid
water interface, hydrolysis in the aqueous phase, aqueous
phase diffusion, and chemical reaction inside the cloud
droplet. The chemical species that reside at the boundary of
atmospheric particulate play an important role in determining
the fate and the chemical properties of atmospheric aerosols.
For example, MA seems to promote the growth of secondary
organic aerosols,11,12 SOAs, especially by interacting with
glyoxal and methylglyoxal.6,13 Current chemical transport
models for atmospheric modeling underestimate the formation
of SOAs, a process which has an important impact on our
atmosphere since SOAs can be converted to brown carbon
particulates, i.e., aerosols capable of strongly absorbing
sunlight in the near-UV and visible range.6,14 The reliability of
weather, climate, and air-quality predictions is still generally
affected by the lack of kinetic and thermodynamic data
for heterogeneous mixtures and chemistry of atmospheric
amines (MA especially).1,3,5,6 Apart from its atmospheric
importance, MA is an interesting solute from a more
general and physicochemical perspective since it combines
one hydrophobic group (the methyl) connected to a more
hydrophilic (the primary amine) one. Information about MA
uptake, accommodation, and solvation environment would
certainly generate fundamental knowledge that can be applied
to other atmospheric amines, as well as other compounds
which possess both hydrophobic and hydrophilic groups.
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In this work, we report novel results concerning the
uptake, accommodation, and solvation environment of MA
at the vapor/liquid-water interface from molecular dynamics
(MD) simulations. We determine the mass accommodation
coefficients for MA at the surface of liquid water together
with a possible interpretation of the observed quantities in
terms of the MA free energy of hydration and the molecular
details of its solvation environment. The mass accommodation
coefficients reported here can be immediately used as input in
regional air-pollution models, addressing the impact of MA
chemistry on air-quality, while the molecular insights on MA
uptake can be used to draw a more general picture of amines
and amphiphilic trace gas uptake in atmosphere and on more
general interfaces.
II. METHODOLOGY AND COMPUTATIONAL DETAILS
Herein, we investigate the uptake and bulk/surface solva-
tion conditions of MA at the surface of liquid water aerosols
through the use of classical molecular dynamics simulations.
MD simulations are based on an approximate description
of the intramolecular and intermolecular potentials, such as
the van der Waals (vdW) and Coulombic potentials. These
approximations permit proper description of the dynamics
at interfacial environments with feasible computational time.
The set of physically relevant parameters required to describe
both the intramolecular and the intermolecular interactions,
as well as their functional forms, comprises the force
field.15 As in previous studies on the solvation of organic
molecules at air/condense water interfaces,16–21 in this work
the intramolecular and vdW interaction parameters for MA
were adopted from the Generalized Amber Force Field,
GAFF.22 The vdW interactions were described through
Lennard-Jones potentials with interaction sites located on
all the atoms of MA. The electrostatic nonbonding interaction
is described by a Coulombic interaction potential between
individual partial charges located on each atomic site.
Following common practices for GAFF, partial charges
were calculated by fitting the electrostatic potential obtained
from an ab-initio optimized molecular structure of MA at
HF/6-31g* level using the Restrained Electrostatic Potential
(RESP) method with a Merz-Singh-Kollman scheme.23
Gaussian0924 and Antechamber25 were used to perform both
the ab-initio optimization and the charge fitting procedure.
Table SI in the supplementary material reports the Lennard-
Jones parameters for MA,84 while Figure 1 reveals the charges
obtained following the above procedure for MA.
The TIP3P,26 TIP4P/2005,27 and TIP5P-Ew28 water
models were selected to describe the liquid phase. TIP3P
is a three-site water model with positive charges located on
the hydrogen atoms and a negatively charged oxygen. TIP3P
is a reference model for GAFF and is used for the simulation
of organic molecules16–21 also of biophysical interest.29 In
contrast, the TIP4P/2005 model shifts the negative charge
from the oxygen atom onto a virtual site along the molecular
bisector; this expedient resulted in a remarkably accurate
description of the water phase diagram, and consequently
correctly reproduces the liquid-vapor coexistence of water at
the interface.30 Lastly, TIP5P-Ew employs two virtual sites
FIG. 1. Charges for nitrogen (blue), carbon (light green), and hydrogens
(light grey) in MA molecule, obtained by RESP procedure.
corresponding to the lone pair of water molecule, for a total
of 5 interaction sites (explicitly, these sites are oxygen and
hydrogen atoms and lone pair sites). The presence of the
lone pair sites is crucial to the resulting formation of the
tetrahedral water arrangement, especially in solid phase.31 It
is for that reason that the TIP5P-Ew model is widely used
in simulations of ice,31,32 as it reproduces the exact melting
temperature33,34 and the water diffusivity within the supercool
regime.35 The structural and interaction parameters for these
three models are reported in Table SII of the supplementary
material.84 We adopted this selection of water models because
they span a wide range of possible parameterizations (from a
three-site water model to a five-site model) and applications
(from simulations of interesting biophysical problems to those
within environmental and atmospheric chemistry).
The MD simulations conducted herein use non-
polarizable force fields, and therefore do not account for
possible effects due to induced dipoles. Polarizability has
been proven to be important for the description of air/liquid
water interfaces, especially in presence of highly polarizable
species (e.g., ions).36 However, MA is a poorly polarizable
molecule and polarization is implicitly incorporated within
all water models used in this work, as their permanent
dipoles are enlarged compared to the gas phase one, taking
into account the induced dipole in the condense phase.26–28
For these reasons, we performed MD simulations without
polarizable force fields, where their use would have resulted
in computationally expensive runs, limited simulation length
and, thus, reduced sampling.
The choice of force field must be properly validated
through comparison of MD-derived predictions with either
experimental measurements or high-level ab-initio quantum
mechanics calculations for appropriately selective properties
of a system. The free energy of hydration is a common
benchmark in evaluating force fields because experimental
values can be easily compared with those obtained by free
energy methods in MD.16,37,38 Experimental free energy of
hydration for organic molecules in liquid bulk water can be
inferred from the Henry’s constant, KH , which is defined as
the ratio between the molar concentration of the solute in the
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condense phase and its partial pressure in the vapor phase.39,40
KH is related to the free energy of solvation by39,40
∆G0 = −RT ln
( p0K0H
c0
l
)
, (1)
where ∆G0 is the change in free energy associated with the
transfer of a single solute molecule from the gas to the liquid
bulk at standard conditions (i.e., gas pressure, p0 = 1 atm,
and aqueous concentration c0
l
= 1 mol/l, temperature of
T = 298.15 K). Under standard conditions, the Henry’s
constant is referred to as K0H . For comparison within this
work, standard reference values of the Henry’s constant are
taken from a compilation of such values by Sander.41
The free energy of hydration can be calculated in MD at
the infinite dilution limit, i.e., computing the free energy cost
of moving one MA molecule from the gas phase toward the
bulk water. The MD-computed free energy of hydration, ∆G∗,
differs from that calculated at standard conditions, ∆G0; these
values are related through38,41,42
∆G∗ = ∆G0 + RT ln
( p0
c0
l
RT
)
= ∆G0 − 7.9 kJ/mol. (2)
Equation (2) was used to compare the MD-computed free
energy and the experimental values, thus validating the choice
of our force field. In order to avoid any possible confusion in
reference and comparison, hereafter we shall report all free
energy profiles as those obtained at infinite dilution conditions.
We performed 200 MD simulations of 1 ns length
each, impinging MA on the surface of liquid water with
different velocities and angles, in order to calculate the
mass accommodation coefficients. We determine four possible
events for a molecule arriving at the surface, which are also
schematically reported in Figure 2: scattering, adsorption,
absorption, and desorption. The definitions above were
inspired by similar studies of Veiceli et al.43 and Julin et al.,44
however, our criteria do present some notable differences,
which are discussed in detail in the supplementary material.84
There are two possible definitions of the mass accommodation
coefficients. The surface mass accommodation, αs, accounts
for the fraction of sticking events, while αb is the fraction of
events that resulted in an absorption of the impinging molecule
within the liquid bulk. A detailed description of the definition
of these two coefficients is also given in the supplementary
material.84
For each water model considered in this work (TIP3P,
TIP4P/2005, and TIP5P-Ew), we built a cubic box of 5 nm
FIG. 2. Schematic view of the possible events associated to the impinging of
MA on the air/liquid water interface. The possible events are scattering ((i)
and (ii)), adsorption (iii), desorption (iv), and absorption (v). Further details
are provided in the supplementary material.84
side length containing 4097 water molecules. Afterwards, we
equilibrated these water boxes by performing 2 ns constant
pressure and temperature (NPT) simulation at 1 bar and
298.15 K. At the end of the equilibration, the simulation boxes
were elongated to 16 nm along the Z-direction, resulting in
water slabs with two equilibrated air-liquid water interfaces
exposed to the vacuum, and periodic boundary conditions in
all directions.
Starting from the equilibrated water slab interfaces, we
calculated the free energy cost, ∆G∗, associated with moving
a single MA molecule from the gas phase through the bulk
water by combining MD simulation with umbrella sampling
method. The procedure shares similarities to those utilized in
previous studies.16,38,45,46 Firstly, we generated 160 umbrella
configurations by pulling a MA molecule across the water slab,
starting from a distance of 1.5 nm from the water-vacuum
interface (see Figure 3) by applying a harmonic constraint
with force constant of 1000 kJ mol−1 nm−2 and a pull rate
of 0.005 nm/ps along the Z-direction over a 1.6 ns NVT run.
Afterwards, for each 0.05 nm window, we performed 6 ns
NVT simulations biasing the MA center of mass position with
a harmonic constraint of 1000 kJ mol−1 along the z-direction.
In all runs, the center of mass motion of the liquid water
slab was removed every time step using a cosine weighted
scheme.47 For each umbrella window, we built a population
histogram recording the MA position over the last 5 ns of
the NVT runs which was used to extract the free energy
profile (Figure 4) by weighted histogram analysis method
(WHAM).48,49 Bootstrapping analysis over a total of 100
cycles, implemented in the g-wham46 utility of GROMACS
4.6.7, was used to evaluate the statistical error in the reported
free energy of hydration.
The mass accommodation coefficient was calculated over
the course of 200 NVT simulations at T = 298.15 K. These
simulations were initialized with a MA molecule randomly
placed at 2 nm distance from the air/water interface and
assigned the three components of its center of mass velocity
according to a Maxwell-Boltzmann probability distribution
at the designated temperature. The total simulation time was
1 ns for each trajectory. The MA molecule was disentangled
from the thermostat during these simulations; this was done
in order to not interfere with the accommodation process and
FIG. 3. Schematic view for the umbrella sampling simulation. One MA
molecule was placed at a distance of 1.5 nm from the interface. Afterwards
MA was pulled from the vacuum through the water bulk collecting the
configurations for the umbrella procedure. The horizontal black lines indicate
the simulation box sides: since the system is periodic in the XY in-plane
direction, our simulation box mimics an infinite 2D water slab.
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FIG. 4. Free energy profile for MA solvated in TIP3P (red line), TIP4P/2005
(green line), and TIP5P-Ew (blue line) water slab. The water density profile
(black), obtained collecting the Z position of all the water oxygen during
the simulation time, is reported in arbitrary units and Z= 0 corresponds to
the center of the water slab. The vertical dashed red line corresponds to
the interfacial environment defined at the region between 10% and 90%
of water density. ∆G∗ and ∆Gsl are the free energy of hydration and of
transferring MA from the interface to the bulk, respectively. ∆Gs the free
energy difference between the interfacial minima and the reference gas value.
to prevent velocity rescaling of MA by thermostatting.44 The
average position over the last 20 ps of the 1 ns trajectory was
used to determine whether the MA was adsorbed or absorbed.
Moreover, the water slab system in our simulation box was
subject to 3D standard periodic boundary conditions. These
periodic boundary conditions permit observation of multiple
events during the 1 ns run with, e.g., MA being desorbed
from one interface and subsequently adsorbed by the other.
We scanned the 200 MD trajectories, recording the number
and type of events for the MA within our simulations.
All MD simulations were performed using GROMACS
4.6.7,50 and using a time step of 2 fs. Temperature was
controlled by v-rescale thermostat51 of coupling time of 0.1 ps.
For the NPT runs the pressure was kept at 1 bar by a Berendsen
pressure barostat52 with a coupling constant of 2 fs. The real-
space Coulomb and the vdW interactions were cut-off at a
distance of 1.0 nm in the case of water slab simulations with
TIP3P and at 0.9 nm for water slabs using the TIP4P/2005 and
TIP5P-Ew models, following the cut-off suggestions in the
original references for these water models.26–28 The particle
mesh Ewald method53 with a relative tolerance of 10−5, fourth
order cubic interpolation, and a Fourier spacing parameter
of 0.16 were used to evaluate the long range part of the
Coulomb interactions. Consistently with GAFF practice,22
Lorentz-Berthelot combination rules were used to describe
vdW interactions between solute and solvent. MA bonds were
constrained using LINCS54 while SETTLE55 was used for
constraining the water molecules.
III. RESULTS AND DISCUSSION
A. Free energy results
Figure 4 shows the free energy profile associated with
moving one MA molecule from the vacuum (used as reference
zero-point value for the free energy) through the bulk. The
figure also reports the water density profile (in arbitrary units)
along the Z-direction (perpendicular to the interface) while
collecting the position of each water’s oxygen atom during
each step of the simulation time: the plateau in the water
density profile is associated with the bulk region of the water
slab while the steep portions indicate the interfacial regions.
As the MA molecule approaches the interface, the free energy
decreases reaching a constant value in the bulk. Now, returning
from the bulk to the gas phase, the free energy profile again
shows a minimum at the interface, and finally returning to
zero in the gas phase. Figure 4 shows the hydration profile for
MA in TIP3P (red curve), TIP4P/2005 (green), and TIP5P-Ew
(blue) water slabs. These profiles are roughly symmetric with
respect to the center of the water slab, which indicates that
the sampling period was of sufficient length. The difference
in free energy between the gas phase and the bulk defines the
free energy of hydration, ∆G∗. ∆Gsl is the free energy cost
for the transition of an MA molecule from the interface to
the bulk, while ∆Gs is the free energy difference between the
interfacial minima and the gas reference value. The values
of ∆Gs, ∆Gsl, and ∆G∗ reported in Table I indicate that
the maximum discrepancy in the free energy of hydration
is between TIP4P/2005 and TIP5P-Ew water slabs, which
is about 5.8 kJ/mol. However, the statistical uncertainty
associated with ∆G∗ as reported by the single standard
deviation is ∼2 kJ/mol; thus, all MD-computed ∆G∗ values
agree fairly well with the experimental values as reported
by the horizontal violet line within Figure 4. Moreover,
inspection of Figure 4 suggests a higher presence of MA at
the interface regions due to a minimum in the free energy that
is present using all the three water models. Nevertheless, there
are differences in the intensity of this interfacial minimum.
The free energy profile for TIP4P/2005 experiences both the
largest surface minima ∆Gs = −26.0 kJ/mol and the largest
∆Gsl = 5.2 kJ/mol, indicating that the interfacial enrichment
of MA should be greater for a TIP4P/2005 water slab than
one built with another water model.
Free energy profiles, like the ones in Figure 4, are useful
to determine the physicochemical behavior of a solute during
the solvation process while additionally providing a validation
test for the force field choice. Indeed, the comparison between
the MD-computed and the experimental ∆G∗ is widely used to
demonstrate the reliability of the interaction parameter used
to describe physical and chemical systems in classical MD,
especially for accurate modeling of gas uptake.16,17,37,38,43,56
It is of interest to note that, even if for all the three water
models we have a reasonable description of the free energy
of hydration, there are some differences in the intensity of the
surface minima and for the free energy cost of transferring
TABLE I. Free energy difference from gas to interface, ∆Gs, free energy
of hydration, ∆G∗, and free energy of transition from water surface to bulk
liquid, ∆Gsl for MA in TIP3P, TIP4P/2005, and TIP5P-Ew water slab.
Water model ∆Gs (kJ/mol) ∆Gsl (kJ/mol) ∆G∗ (kJ/mol)
TIP3P −20.2 2.5 −17.5
TIP4P/2005 −26.0 5.2 −20.8
TIP5P-Ew −18.1 3.0 −15.0
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one MA from the interface to the gas; these differences
suggest that ∆G∗ could not be (in general) the only target
for force field benchmark in MD simulations of gas uptake
on liquid water. In Secs. III B–III E we investigate the
behavior of MA on TIP4P/2005 and TIP5P-Ew liquid water
slab. These two models represent one of the state of the
art models for simulations of liquid water and ice using
classical non-polarizable MD.31,32,57,58 Moreover, the lower
and higher values of free energy of hydration reported in
Table I correspond for MA solvated in these water models.
For all these reasons, these two models can provide us a good
sample helping in drawing conclusions that can be as general
as possible.
B. Mass accommodation coefficient
The values for the surface and bulk accommodation, αs
and αb, for MA colliding with a TIP4P/2005 or a TIP5P-
Ew vapor/liquid water interface are reported in Table II.
For both water models, the values for the surface mass
accommodation, αs, agree fairly well and they are near unity:
0.93 and 0.97 for TIP4P/2005 and TIP5P-Ew, respectively.
Interestingly, the bulk accommodation coefficients αb are
not as uniform as for the surface. Indeed, in the case of a
TIP4P/2005 water slab no desorption events were observed,
which implies that all the adsorbed MA will eventually enter
in the bulk, leading to an αb = αs = 0.93 (based on the
definition of the two accommodation coefficients given in
the supplementary material84). The impinging of MA toward
the TIP5P-Ew water slab has permitted the recording of an
αb = 0.85 with 15 desorption events and residence times
on the liquid water interface reported in Table III. We note
that in this case the residence time can range broadly from
24 ps to 866 ps; this finding comes in spite of the fact that
we employed both a larger number of simulations and longer
timed simulations compared to similar studies of gas molecule
uptakes present in the literature.42–44 The statistics obtained
for the residence time are insufficient to properly sketch
a population distribution, and are therefore insufficient to
draw any reliable conclusions concerning the average time of
surface residence. Nevertheless, these results provide a range
of values that can be used to better constrain nonreactive
uptake coefficient in chemical transport models.59–61
An interpretation of the accommodation coefficients in
Table II and of the desorption residence time in Table III can be
made according to the free energy profile reported in Figure 4.
The observation that no desorption events are recorded from
impinging MA on TIP4P/2005 water slab correlates well with
the deeper surface minima ∆Gs detected for this water slab
TABLE III. Residence times for desorption events observed during the colli-
sion of MA with TIP5P-Ew water slab.
Residence time, τres (ps)
24
25
93
100
162
200
218
229
241
266
275
510
555
658
866
and all the adsorbed molecules will eventually enter the bulk,
leading to αs = αb. This is a reasonable statement since the
barrier to return to the gas phase ∆Gs is much larger than that
for the bulk ∆Gsl. On the other hand, the ∆Gs being lower
(in module) for TIP5P-Ew, suggests some possibility of MA
to escape the interface to the gas phase, leading to a smaller
αb. However, the difference among these coefficients is small,
and suggests caution concerning any quantitative conclusions
being drawn.
C. Surface preference
The free energy pattern is, indeed, reflected in the
probability distribution for the nitrogen and carbon positions
of MA over the course of 200 ns NVT water slab simulation
in Figure 5. The nitrogen and carbon atoms are likely to be
preferentially located at the interfaces even though there is also
the possibility for MA to explore the bulk region. The strongest
free energy minima at interfaces for MA in TIP4P/2005 water
slab show up in the density plot with higher peaks for the
interfacial positions of MA, Figures 5(a) and 5(b). In the
TIP5P-Ew water slab case, MA can more easily sample the
bulk since the barrier between interface and bulk, ∆Gsl is only
few 3 kJ/mol, which can be overcome by thermal motion.
Furthermore, Figure 5 shows that, even with 200 ns trajectory
there is still a slight left-right asymmetry in the height of the
density peaks for nitrogen and carbon in the water slab: this
supports our choice of using free energy methods in order
TABLE II. Number of scattering, desorption, adsorption and absorption events and the corresponding values for
surface mass accommodation (αs) and bulk accommodation (αb) calculated over the course of 200 runs with
MA colliding with TIP4P/2005 and TIP5P-Ew water slabs. The mass accommodation are reported with the 95%
binomial confidential level.
Water model Scattering Desorption Adsorption Absorption αs αb
TIP4P/2005 15 0 136 64 0.93 ± 0.03 0.93 ± 0.03
TIP5P-Ew 7 15 92 108 0.97 ± 0.02 0.85 ± 0.10
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FIG. 5. Probability distribution plots for the Z-position of the nitrogen (blue)
and carbon atom (green) during the course of 200 ns NVT simulation on
a TIP4P/2005, panel (a), and TIP5P-Ew, panel (b), water slab. The black
density profile reports, in arbitrary units, the position of the water oxygen
while the vertical dashed lines the interfacial environment defined at the
region between 10% and 90% of water density.
to calculate the free energy of hydration instead of direct
sampling techniques. Remarkably, the positions of the density
peaks in Figure 5 show that the nitrogen atom remains closer
to the liquid bulk than the carbon atom. This is consistent
with the presence in the MA molecule of a hydrophobic
aliphatic core and of a hydrophilic primary amine group in
the molecule.
D. Orientation of MA at the interface
The solvation environment of MA at the interface
can be further elucidated by looking at its orientation at
the interface. Figure 6(a) shows the bivariate distribution
for the angle between the MA molecular axis, i.e., the
vector connecting the nitrogen to the carbon atom, and
the interface normal as function of the Z-position of the
nitrogen atom. Figure 6(a) indicates a strong peak in the
probability distribution corresponding to MA sticking out
perpendicularly from the interface, even if tilted angles up
to 30◦ are as well explored. This implies that the methyl
group sticks out to the gas phase once the primary amine
group is solvated at the interfacial region. The fact that MA
is also exploring tilted configurations means that, even if
hydrophobic, the aliphatic group can still interact with the
liquid water at interface. Figure 6(b) shows a snapshot of
the trajectory with MA, indeed, tilted at the interface. The
inlet in 6(b) also reports the regions explored by the water
oxygen and hydrogen around MA at the interfacial region in
the closest solvation shell. The inlet suggests that the nitrogen
atom of MA molecules acts as a hydrogen bond donor and
acceptor with interfacial water but the first solvation shell
barely interacts with the aliphatic group. Only after including
the next solvation shells is it possible to detect the presence
of water around the aliphatic group. Thus, the interactions
between the aliphatic group and the water are sufficient to
slightly tilt its axis.
E. Hydrogen bonding network surrounding MA
Figure 7 reports the h-bond correlation function,
calculated according the procedure described in Ref. 62:
if a water oxygen and the nitrogen of the primary amine
group are bounded by an hydrogen bond at time t = 0, the
FIG. 6. Bivariate and spatial distributions for MA in TIP5P-Ew liquid water slab. (a) Bivariate distribution for the tilting angle between the MA molecular axis
and the interface normal cos(θ) and the position of the nitrogen atom, Z. The vertical solid lines indicate the boundaries of the interfacial region. (b) Simulation
snapshot for methylamine at the surface of liquid water. The inlet shows the average position of hydrogen (white) and oxygen (red) atoms during the MD
trajectory, showing the methyl group (light green) exposed to the air.
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FIG. 7. Hydrogen bond correlation function calculated as the life-time probability of an hydrogen bond. The top panels ((a) and (b)) show the correlation
function for a h-bond between water oxygen and the amine nitrogen (N-acceptor) while the lower panels ((c) and (d)) for the h-bond between amine hydrogen
and water oxygen (N-donor). Black circle corresponds to simulation of MA fully solvated in bulk water, red squares in water slab, and green diamond with MA
constrained at the interface. Left panels ((a) and (c)) refers to TIP4P/2005 water and right panels ((b) and (d)) to TIP5P-Ew water.
correlation function indicates the probability that a hydrogen
bond will survive at a later time t. The lifetime of the h-bonds
is a weighted measure of the importance of the energetic
and entropic factors determining the average properties of
the system. For the bulk, the availability of donors and
acceptors is larger than at the interface. The inhomogeneity
of the interfacial environment also affects the lifetime of
the h-bonds. We have considered two specific cases: (i)
the nitrogen atom in the amine group is an acceptor for
water hydrogen, i.e., HOH–NH2 and (ii) the nitrogen of the
primary amine group is hydrogen donor for the water oxygen
(N-donor), i.e., HNH–OH2. A hydrogen bond is detected
when the distance between the donor and the acceptor atoms
is smaller than 0.35 nm and the angle between the hydrogen,
the donor and the acceptor is smaller than 30◦.62,63 In Figure 7
we considered the strength of the hydrogen bond for MA
in three different solvation environments: bulk, slab, and
interface. For the h-bond in the bulk, we solvated MA in
a fully 3D periodic bulk water box, while for the slab the
MA was free to sample both the bulk and the interfacial
environment. For the interfacial environment we performed a
slab simulation constraining the Z-position of MA at the center
of the interfacial regions using a mild harmonic constraint of
force constant 700 kJ mol−1 nm−2. In this way, MA was able
to sample all the interfacial environment, defined as the 10%
and 90% of the bulk water density (see Figure 5), without
leaving it.
Figure 7 shows the results for MA in TIP4P/2005
and TIP5P-Ew water: for both water models, the h-bond
lifetime is longer in the bulk (black circle curve) than at
the interfacial environment (green diamond), while the slab
case (red squares) shows an intermediate behavior. The fact
that the h-bond lifetimes in the slab and the interface are
similar is expected since MA is preferentially located in the
interfacial environment as shown in Figure 5, indicating that
the mild harmonic potential used to constrain the molecule
at the interface does not significantly affect the h-bond
network around MA. The observed difference between bulk
and interface suggests that the asymmetry in the solvation
environment at the interface significantly affects the h-bond
lifetime.
The longer h-bond lifetime at the interface could suggest
that the water and MA interaction is energetically more
favorable at interface, which correlates well with the interfacial
minima observed in Figure 4. In order to clarify the possible
link and to rationalize differences among used water models,
we performed an electronic structure optimization for MA
and one water molecule at MP2 level, running a steep
energy minimization on the MP2 optimized structure using the
classical force fields. The results are reported in Figure 8. In all
these cases, the water molecule donates one hydrogen bond
to the MA but small differences are observable depending
on the water model used to describe the liquid phase. The
nitrogen-water hydrogen (H–N) intermolecular distance is
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FIG. 8. Comparison among optimized structures of the MA and water dimer
obtained at MP2/auc-cc-pvTz level, and steep energy minimization using
TIP4P/2005 and TIP5P-Ew water models. The figure reports the nitrogen-
water hydrogen, H–N, distance and the root mean square displacement
(RMSD) of the atomic position fitted to the MP2 optimized structure.
shorter when modeling water with TIP4P/2005 compared to
either the MP2 level or using the TIP5P-Ew model. This
effect seems to be the result of different partial charges on the
water hydrogen for the two models, which are also reported in
Table SII of the supplementary material.84 In TIP4P/2005
the hydrogen charge is +0.5564 e, which is larger than
that in TIP5P-Ew (+0.241e), favoring stronger Coulombic
interaction with the negative nitrogen of MA (see Figure 1).
All water models considered in this work (TIP3P, TIP4P/2005
and TIP5P-Ew) have similar Lennard-Jones parameters for the
van der Walls interactions (see Table SII in the supplementary
material84) and, therefore, the difference in the HOH–NH2
interaction will be mainly determined by the partial charge
assigned to the hydrogen atoms. Interestingly, the partial
charge on the hydrogen atoms in TIP3P has an intermediate
value (+0.4170e) between those of either TIP4P/2005 or
TIP5P-Ew, which correlates with the order of the depths in
the surface free energy minima in Figure 4. Thus, the deeper
minima at the interface observed in TIP4P/2005 water slab
seem to correspond to a more favorable interfacial HOH–NH2
interaction, resulting in a longer lifetime for the h-bond at the
interface as shown in Figure 7(a).
The differences in the partial charge distribution between
the two water models affect the hydrogen bond network around
MA. Indeed, the HOH–NH2 bond has a longer lifetime with
TIP4P/2005 model than with TIP5P-Ew especially at the
interface (Figures 7(a) and 7(b)) but the HNH–OH2 lifetime
is longer in the case of TIP5P-Ew water than TIP4P/2005
(Figures 7(c) and 7(d)). In TIP4P/2005 the negative charge
(−1.1128 e) is placed on a negative virtual side along the
molecule bisector, weakening the electrostatic interaction
between the hydrogen of the primary amine group and the
neutral oxygen of the water molecule. On the other hand, in
the TIP5P-Ew model the negative charge is assigned to two
virtual sites (−0.214 e) mimicking the lone pairs of the water
molecule, favoring a more balanced lifetime for the nitrogen
donor and acceptor h-bonds.
TABLE IV. Probabilities of different h-bond configurations in bulk and at
the interface. XA indicates the number of h-bonds with the nitrogen of MA
as acceptor while XD the number of h-bonds with nitrogen as donor.
0D 1D 2D 3D
TIP4P/2005 Bulk
0A 0.010 0.018 0.009 0.000
1A 0.131 0.323 0.198 0.005
2A 0.047 0.136 0.110 0.002
3A 0.001 0.004 0.004 0.000
TIP5P-Ew Bulk
0A 0.009 0.050 0.059 0.001
1A 0.034 0.207 0.314 0.004
2A 0.012 0.091 0.196 0.001
3A 0.001 0.006 0.016 0.000
TIP4P/2005 Interface
0A 0.006 0.005 0.001 0.000
1A 0.324 0.419 0.090 0.001
2A 0.042 0.086 0.026 0.001
3A 0.000 0.000 0.001 0.000
TIP5P-Ew Interface
0A 0.037 0.105 0.043 0.000
1A 0.118 0.365 0.187 0.000
2A 0.013 0.069 0.059 0.000
3A 0.000 0.001 0.002 0.000
All these features are reflected in the number of h-bonds
between water and the primary amine group reported in
Table IV. In this table, we reported the probability of finding
h-bonds from water toward the nitrogen of the primary amine
group, XA, and from nitrogen to water oxygen, XD. In
the TIP4P/2005 bulk water, the most likely configuration
is the primary amine group accepting and donating one
hydrogen bond (1A-1D entry with probability 0.323) even
if 1A-2D configurations are still possible (probability 0.198).
On the contrary, the lone pairs in TIP5P-Ew model favor the
configurations in which the primary amine group donating
two h-bonds (1A-2D, probability 0.314) in the bulk. At the
interface, the configurations with nitrogen donating only one
h-bond become the most populated in both TIP4P/2005 and
TIP5P-Ew water slab.
Figure 9 reports some typical configurations with different
number of water hydrogen bond donors and acceptors toward
the primary amine group. It is interesting to connect this figure
with the optimized geometries for MA solvated in small water
clusters (up to 5 water molecules) obtained by recent electronic
structure calculations of Sha-Sha et al.64 According to Sha-Sha
et al. the most stable geometries were tetramer and pentamer
water clusters with MA located outside the water ring and
the nitrogen atom both donating and accepting one hydrogen
bond. Since the 1D-1A configuration is the most common
configuration at the interface, this observation provides a
further molecular explanation for the surface preference of
MA.
The solvation environment around MA can be further
investigated by performing a bivariate distribution for two
angular variables describing the orientation of water around
the solute, following the approach suggested in Ref. 65. For
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FIG. 9. Snapshots of 8 typical h-bonding configurations taken from 50 ns
bulk simulation of MA in TIP5P-Ew water. XA indicates the number of
h-bonds with nitrogen acting as acceptor while XD the number of h-bonds
with nitrogen acting as donor.
each water we defined a local frame of reference with the
Z-axis point along the water dipole and the Y-axis along
the vector connecting the water hydrogen. The X-axis is
perpendicular to the water plane, such that the X, Y, Z axes
form a right-hand frame of reference. θµ is the angle between
the water dipole and the vector connecting water oxygen and
the nitrogen atom of the MA, r⃗OwN while φ is the angle formed
by the projection of r⃗OwN on XY-plane and the X-axis. These
angular variables are used to describe the water arrangement
around the solute and to obtain insights about the hydrogen
bond network between solute and water.65–68
As an initial reference, Figure 10 shows the bivariate
distribution of an H2O around a water molecule over the
course of 50 ns NPT simulation, recording the (θµ, φ) angular
position for the vector connecting the water oxygen and
the oxygen of H2O within a distance of 0.35 nm from the
water’s oxygen. The pattern shows two peaks, one about
(θµ, φ) (50◦, 90◦) and another at (θµ, φ) (130◦, 0◦). The former
dense area corresponds to water molecules donating h-bonds
to the H2O while the second area to water accepting h-
bonds from H2O. Figures 10(b) and 10(d) show, in 3D, the
regions explored by the oxygen of the selected H2O in the
local frame of water molecules. Figures 10(a) and 10(c)
show equally intense peaks for the two water molecules at
(θµ, φ) = (50◦, 90◦) while the lobes at φ = 0◦ look remarkably
different, with a more spread populated area in TIP4P/2005
case. This asymmetry in the h-bond pattern is also visible
in Figures 10(b) and 10(d) with a more equally distributed
population of H2O around the water hydrogen and the lone
pairs of TIP5P-Ew. This result shares some similarities with
the findings of Remsing et al.,66 which show how the lone
pairs in the TIP5P-water model families produce a symmetric
h-bond pattern around hydrophobic cavity, resembling the
results of accurate DFT-based MD in bulk water. Similarly
but around a hydrophilic H2O, we observe an asymmetric
h-bond pattern for TIP4P/2005 and a symmetric pattern for
TIP5P-Ew in Figure 10(b).
FIG. 10. Bivariate distribution of the (θµ, φ) variables for a H2O around TIP4P/2005 (panel (a)) and TIP5P-Ew (panel (c)) bulk water. On the right side, the
3D location of the selected H2O oxygen around TIP4P/2005 water, panel (b), and TIP5P-Ew, panel (d). In panels (b) and (d), the brown and blue spheres
qualitatively represent the position of the virtual site and lone pairs in TIP4P/2005 and TIP5P-Ew, respectively.
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FIG. 11. Bivariate distribution of the (θµ, φ) variables for the nitrogen atom of the primary amine group around TIP4P/2005 (panel (a)) and TIP5P-Ew (panel
(c)) in the bulk water simulation. On the right side, the 3D location of the nitrogen atom oxygen around TIP4P/2005 water, panel (b), and TIP5P-Ew, panel (d).
In panels (b) and (d), the brown and blue spheres qualitatively represent the position of the virtual site and lone pairs in TIP4P/2005 and TIP5P-Ew, respectively.
Both Figures 11 and 12 show the same type of analysis
with the MA located in the bulk and at the interface,
respectively, based on the angular position of r⃗OWN . For both
figures, we selected water molecules that were within 0.35 nm
from the nitrogen atom, since this distance corresponds to the
first solvation shell radius. In both solvation environments,
the most populated region corresponds to (θµ, φ) ∼ (50◦, 90◦),
which corresponds to water molecules donating hydrogen
bonds to the nitrogen atom of the primary amine group,
i.e., HOH–NH2. These highly populated areas are located
at the exact same position in TIP4P/2005 and TIP5P-Ew
at about θµ ∼ 50◦, consistently with the same hydrogen
structural arrangement in the topology of the two water
models. Looking at Table IV, we may also infer how
the HOH–NH2 interaction mainly consists of the amine
group accepting one h-bond from the water oxygen (1A
lines in Table IV for both bulk and interface runs). On
the other hand, there is a significant difference in the less
populated maximum at φ ∼ 0◦, which would correspond to
HNH–OH2 interaction. Indeed, the lobe associated to this
interaction looks smeared out with TIP4P/2005 water and
centered around θµ ∼ 100◦, while in TIP5P-Ew is centered at
θmu ∼ 130◦. This pattern resembles the lack of lone pairs in
the TIP4P/2005: the hydrogen of the primary amine group
can point toward the water oxygen without any preferential
orientation in TIP4P/2005 water while the tetrahedral charge
arrangement in TIP5P-Ew induces a preferential direction for
the electrostatic interaction with the positive charged hydrogen
of MA.
Figures 11 and 12 point toward a weaker HNH–OH2
interaction which may explain the MA preference for the
interfacial environments seen in Figure 5. Interestingly, the
same feature has been observed in accurate (yet extremely
expensive and short simulation time) Born Oppenheimer
molecular dynamics of the NH2 radical on a small liquid
droplet,68 also showing that NH2 is preferentially located at
the interface. Moreover, we observed the primary amine
group bounded to a small number of water molecules,
especially at the interface. This small coordination number
is also consistent with recently proposed electronic structure
calculations for hydrated MA in small water clusters64 and
on similar studies on surface-bound state for ammonia.69
Nevertheless, the solute-solvent interaction appears to not be
the only factor favoring the surface preference. Carignano
et al.70 have shown that, in the case of ammonia, there is
also an energetic cost to rearrange the solvent molecules
around the solute. The solvent-solvent energy contribution
could be equally important, especially in the case of MA
as the hydrophobic cavity around the methyl group can
induce an energy penalty for rearrangement of the solvent
molecules while MA is in the bulk, favoring the migration
of MA to the interface. This picture is consistent with the
methyl group protruding from the interface while the primary
amine group remains solvated, as shown in Figure 6. In
conclusion, both solute-solvent and solvent-solvent energetic
contributions are relevant for the preferential behavior of
MA toward the interface. Nevertheless, this work reveals
a need for new methods for better describing the solvent
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FIG. 12. Bivariate distribution of the (θµ, φ) variables for the nitrogen atom of the primary amine group around TIP4P/2005 (panel (a)) and TIP5P-Ew (panel
(c)), constraining the nitrogen position at the interfacial region. On the right side, the 3D location of the nitrogen atom oxygen around TIP4P/2005 water, panel
(b), and TIP5P-Ew, panel (d). In panels (b) and (d), the brown and blue spheres qualitatively represent the position of the virtual site and lone pairs in TIP4P/2005
and TIP5P-Ew, respectively.
around solute molecules than that presented here using the
(θµ, φ) bivariate distribution. This set of angular variables was
designed to study simple solutes (water,65,66 NH2 radical,68
Cl−,67 etc.) in which the water distribution around the solute
can be simply described using only two angular coordinates.
The presence of both a hydrophilic group attached to a
hydrophobic group breaks the symmetry, therefore requiring
additional (or different) variables to properly describe the
solvation around the MA.
The hydrogen bond analysis proposed here suggests that
the h-bond pattern could be somewhat dependent on the
choice of force field, even if either force field combination
used here (i.e., one using TIP4P/2005 and the other
TIP5P-Ew to describe the liquid phase) predicts a free
energy of hydration for MA close to experimental values.
The free energy of hydration is a popular and often used
benchmarking target for force fields, but our results show that
the details regarding the solvation structure around a solute
could vary with the model especially at the interface, even if
the free energy of hydration is correctly reproduced. For this
reason, proper care should be considered. Nevertheless, the
results suggest that regardless of the force field combination
used, the mass accommodation coefficients suggest that MA
accommodates on the surface once it collides with it. To
the best of our knowledge, experimental values for both
αs and αb associated with MA on liquid droplets are not
available, but our results are consistent with other near
unity mass accommodation coefficients for other organic
compounds.44
F. Chemistry implications of MA at the interface
The fate of any MA that is emitted into the atmosphere
from various anthropogenic sources has been suggested to be
determined by either gas-phase oxidation or heterogeneous
reactions with aerosols.71,72 The partitioning of MA into
cloud droplets involves several steps: gas phase interaction
with the water interface of cloud droplets, transport across
the vapor-liquid water interface, hydrolysis in the aqueous
phase, aqueous phase diffusion, and chemical reaction inside
the cloud droplet. Methylamine belongs to a class of organics
referred as amphiphilic organics, which are known to be
partitioned at the interface creating a hydrophobic film on
an aqueous aerosol73,74 and determining many chemical
properties of aerosols. Recent experimental and theoretical
research75–77 has shown that atmospheric reactions of organic
molecules can be enhanced on a surface compared to the
gas phase. As will any surface active molecule, amphiphilic
organics will reduce the surface tension of water, affecting
the droplet growth and trace-gas uptake, finally determining
the reactivity towards oxidative gases and the ability of the
aerosol to absorb or scatter radiation.78,79
Understanding the orientation of methylamine on
the surface of water gives important insight into how
methylamines at the gas-water interface may react with gas-
phase trace gases in the atmosphere. The molecular dynamics
simulations studies from this work show that a property
of methylamine is that it contains two regions of directly
opposing polarities: a hydrophobic tail and hydrophilic head
214701-12 Hoehn et al. J. Chem. Phys. 144, 214701 (2016)
group. Results from this work clearly state that the MA uptake
on the water surface is close to unitary and MA accommodates
at the interface with the hydrophilic head group, i.e., NH2
group, solvated by superficial water molecules, and the
hydrophobic tail, the CH3 group, pointing into the air phase (as
shown in Figure 6). Specifically, the primary amine group acts
as hydrogen bond donor and acceptor with interfacial water,
but the first solvation shell barely interacts with the methyl
group. The hydrogen bond analysis reported in Figure 7
clearly shows that the hydrogen bonds between water and the
primary amine group are longer living at the interface than in
the bulk, making unlikely the reaction of trace gases with the
solvated amine group. This leaves the methyl group prone to
react with ozone and OH radicals in the gas phase.
The results regarding the accommodation and orientation
of MA at the interface of liquid water point to unique chemistry
pathways involving MA on the surface of liquid water
aerosols. The gas phase reaction of OH with methylamine
has been suggested to proceed via hydrogen abstraction from
either the CH or a NH bond.80 The two abstraction paths
have been modeled and branching ratios of the channels of
H abstraction from the CH3 and NH2 groups show that in
the gas phase the NH site accounts for about 20% of the
overall reaction. However, this work shows that in the case
FIG. 13. Suggested chemistry pathway for methylamine at the surface of liquid water aerosols. Through reactions with trace atmospheric gases the methyl
group is converted in a carbonyl site or gives rise to the formation of solvated NH2 radical and formaldehyde.
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of methylamine at the cloud water-interface, the CH3 group
is exposed to attack by gas-phase molecules since the NH2 is
solvated and strongly hydrogen bonded by superficial waters.
Indeed, OH gas phase radicals need to be taken, diffuse, and
break the hydrogen bond network around NH2 in order to
interact with it. On the other hand and as it has been already
suggested by Vaida et al.,81 the CH3 group is immediately
exposed to the attack of gas OH radical followed by the
subsequent reaction of the newly formed radical centers with
atmospheric O2, NO, and NO2, which leads to the formation
of additional new carbonyl sites, as shown in Figure 13. Once
formed, these new carbonyl sites functionalize the surface
and provide hydrophilic sites for uptake of additional water.
This chemistry can explain the tendency of aged organic
aerosols to form CCNs and nucleate clouds.14 Moreover, these
new carbonyl sites can accommodate additional methylamine
molecules via the facile water-catalyzed addition reaction
described in the recent work of Louie et al.,82 promoting
aerosol growth. Given that just a single water molecule is
sufficient to make this reaction cycle energetically feasible
and facile,82 this growth mechanism can occur under the
conditions experienced by atmospheric aerosol. Nevertheless,
Figure 13 points also to the possibility of another channel with
the formation of NH2 radical and formaldehyde, which are
also known to be preferentially located at the surface of liquid
water.68,77 It is known from studies83 of substituted alkoxy
radicals that C–X bonds are weaker than C–H ones because
of the lower activation energy barrier for bond cleavage,
suggesting that the release of NH2 radical is also possible.
Interestingly, this proposed mechanism for the chemistry of
MA at the air/liquid water interface also suggests a new source
for NH2 radicals at aerosol surfaces, other than by reaction
of absorbed NH3. This provides important support for the
recent work of Martin-Costa et al.77 and Zhong et al.68 on
the interaction of NH2 radical and volatile organic compounds
at the surface of water droplet. Future work is planned to
examine the influence of both temperature and humidity on the
position/orientation of such by-products at aerosol droplets.
IV. CONCLUSIONS
MA is an amine compound present in the atmosphere,
which has been recently indicated as a catalyzer in
the formation of SOAs and cloud condensation nuclei.
Methylamine is amphiphilic and, thus, it can partition at
the interface between the gas and liquid phase, affecting water
and gases uptake on atmospheric aerosols, the heterogeneous
reactivity of oxidative gases, and the ability of aerosol to
absorb or scatter radiation.
Novel results about the accommodation and orientation
of MA on the air/liquid water interface from molecular
dynamics simulations provide new insight into the reactivity
of MA on water interfaces. An almost unity surface mass
accommodation, αs, was determined irrespectively by the
force field choice. Important new findings from this work
show that the primary amine group of MA results in being
a better hydrogen bond acceptor than donor toward water,
especially at the interface: this and the energy cost required
to rearrange water around the hydrophobic methyl group in
the bulk could be at the origin of MA preference for the
interface. The preferential location of MA at the interface
with the methyl group protruding into the gas environment
was, herein, verified by molecular dynamics simulations.
These findings may have important atmospheric implications:
the methyl group exposed to the gas phase can enhance the
formation of new carbonyl sites by the attack of gas-phase
OH followed by the subsequent reaction with atmospheric O2
and NO. These new carbonyl sites functionalize the surface
and provide more hydrophilic sites for uptake of additional
water and trace gases, which could explain the tendency
of aged organic aerosols to be good cloud condensation
nuclei. Moreover, a new channel for the reaction is the
formation of NH2 radical and formaldehyde on the interface
of liquid water aerosols. This channel becomes a new source
of NH2 on aerosol interfaces, in addition to that resulting
from NH3. The results about uptake and accommodation
of MA can be used to draw similar and more general
conclusions for the chemistry of other amphiphilic organics,
amines in particular, at the surface of atmospherically relevant
aerosols.
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