Skewed symmetric distributions have attracted a great deal of attention in the last few years. One of them, the skewed Pearson type VII distribution suffers from limited applicability because it is well known that the Pearson type VII distribution does not have finite moments of all orders. This note proposes an alternative referred to as skewed truncated Pearson type VII distribution and defined by the pdf f (x) = 2g(x)G(λx), where g(·) and G(·) are taken, respectively, to be the pdf and the cdf of a truncated Pearson type VII distribution. This distribution possesses finite moments of all orders and could therefore be a better model for certain practical situations. Two such situations are discussed. The note also derives various properties of the distribution, including its moments.
Introduction
Skewed symmetric distributions have attracted a great deal of attention in the last few years. Most notable is the work by Professor A. K. Gupta and his colleagues (see, for example, Gupta and Chen (2001) , where goodness-of-fit tests for the skew normal distribution are proposed; , where a characterization of the skew normal as well as relevant results on quadratic and linear forms are given; , where properties of the skew normal, skew uniform, skew t, skew Cauchy, skew Laplace, and the skew logistic distributions are explored; and, Gupta (2003) , Gupta and Chang (2003) , where some multivariate skew symmetric distributions are studied). One of the well known skew symmetric distributions is the skewed Pearson type VII distribution given by the probability density function (pdf): and H(·) is the corresponding cumulative distribution function (cdf). This distribution, however, suffers from limited applicability because it is well known that the Pearson type VII distribution does not have finite moments of all orders (see, for example, Johnson et al. (1995) ). In this note, we propose an alternative to (1.1) which overcomes this weakness. We refer to it as the skewed truncated Pearson type VII distribution. It is defined as follows: consider a truncated version of the standard Pearson type VII distribution with the pdf and cdf specified by
respectively, for −A ≤ x ≤ A and A > 0, where D = 2H(A) − 1. The cdf H of the Pearson type VII distribution can be expressed by:
where I x (a, b) denotes the incomplete beta function ratio defined by
Because (1.3) is defined over a finite interval, the truncated Pearson type VII distribution has all its moments. Following the usual definition of skew symmetric distributions (see, for example, ), we define a random variable X to have the skewed truncated Pearson type VII distribution if its pdf is given by
where −A ≤ x ≤ A. We assume without loss of generality that γ ≥ 0 in (1.6) since the corresponding properties for γ < 0 can be obtained using the fact G(γx) = 1 − G(−γx). It follows from (1.3), (1.4) and (1.6) that the pdf of X is for −A ≤ x ≤ A. When γ = 0, (1.7) reduces to the truncated Pearson type VII pdf (1.3). When ν = 1, (1.7) reduces to a skewed truncated Cauchy pdf (1.3). When N = 1+ν/2 and m = ν, (1.7) reduces to a skewed truncated t distribution with degrees of freedom ν. Figure 1 below illustrates the shape of the pdf (1.7) for a range of values of γ. The pdf (1.7) has all its moments and could therefore be a better model for practical situations than one based on just the skewed Pearson type VII distribution. Two such situations are discussed in Section 3. Section 2 provides various representations for the moments of (1.7). The calculations use the following important lemma: Gradshteyn and Ryzhik, 2000) For µ > 0,
denotes the Gauss hypergeometric function and
The properties of the Gauss hypergeometric function can be found in Prudnikov et al. (1986) and Gradshteyn and Ryzhik (2000) .
Moments
Theorem 1 provides an expression for E(X n ) for n even. The expression involves the Gauss hypergeometric function. Theorem 1. If X has the pdf (1.3) with then
Proof. By Lemma 2 in , the nth even order moment of X is the same as the nth moment of (1.3). The latter can be rewritten as:
By application of Lemma 1, the integral in (2.2) can be calculated as
The result in (2.1) follows by combining (2.2) and (2.3).
Corollaries 1 to 6 provide simpler and explicit expressions for the first five even order moments. Corollary 1. If X has the pdf (1.7) with N = 2 then its first five even order moments are:
Proof. Set N = 2 and n = 2, 4, . . . , 10 into (2.1) and use properties of the Gauss hypergeometric function.
Corollary 2. If X has the pdf (1.7) with N = 3 then its first five even order moments are:
Proof. Set N = 3 and n = 2, 4, . . . , 10 into (2.1) and use properties of the Gauss hypergeometric function.
Corollary 3. If X has the pdf (1.7) with N = 4 then its first five even order moments are:
Proof. Set N = 4 and n = 2, 4, . . . , 10 into (2.1) and use properties of the Gauss hypergeometric function.
Corollary 4. If X has the pdf (1.7) with N = 5 then its first five even order moments are:
Proof. Set N = 5 and n = 2, 4, . . . , 10 into (2.1) and use properties of the Gauss hypergeometric function.
Corollary 5. If X has the pdf (1.7) with N = 6 then its first five even order moments are:
Relative Change of Exchange Rate Proof. Set N = 6 and n = 2, 4, . . . , 10 into (2.1) and use properties of the Gauss hypergeometric function.
Corollary 6. If X has the pdf (1.7) with N = 7 then its first five even order moments are:
Proof. Set N = 7 and n = 2, 4, . . . , 10 into (2.1) and use properties of the Gauss hypergeometric function. 
Applications
In this section, we illustrate two possible applications of the skewed truncated Pearson type VII distribution given by the pdf (1.7).
The Student's t distribution (particular case of (1.2) for N = 1+ν/2 and m = ν) has been applied in the past as models for depth map data, prices of speculative assets such as stock returns, and the phase derivative (random frequency of a narrow band mobile channel) of air components in an urban environment. For data of this kind, there is no reason to believe that empirical moments of any order should be infinite. Thus, the choice of the t distribution or the skewed t distribution as a model is unrealistic since its moments are not finite for all order n ≥ ν. The alternative given by (1.7) will be a more appropriate model for the kind of data mentioned. For example, consider the exchange rate data of the United Kingdom Pound to the United States Dollar from 1800 to 2003. The data-obtained from the web-site http://www.globalfindata.com/-are displayed in the table above.
Following common practice for exchange rate data, we transformed the val- ues in the table by first taking logarithms and then computed the relative changes from one year to the next. We then fitted both the skewed t distribution and the skewed truncated t distribution to the transformed data by the method of maximum likelihood. The truncated limit A was chosen as A = 1.5. A quasiNewton algorithm nlm in the R software package (Dennis and Schnabel (1983); Schnabel et al. (1985) ; Ihaka and Gentleman (1996) ) was used to solve the likelihood equations. The following estimates were obtained: for the two models (− log L denotes the negative logarithm of the maximized likelihood). Thus, it follows by the standard likelihood ratio test that the skewed truncated t distribution is a much better model for the exchange rate data. The fitted densities for the two models are shown in Figure 2 . Similar observations were noted when this exercise was repeated for exchange rate data for the Japanese Yen, Euro, Canadian Dollar, Australian Dollar and the Swiss Franc. The second application concerns construction of confidence intervals. Statistical inference about construction of tests and confidence intervals for finite range data has not been well established in the literature. It can be based on the beta distribution; but, the tables and programs for this distribution are not widely available. An alternative and a more pragmatic approach would be to use (1.3). Suppose x 1 , . . . , x n is a random sample taking values in the range [−A, A] with the population mean of µ. Instead of assuminḡ
has the Student's t distribution (wherex is the sample mean and s is the sample standard deviation), assume it follows the truncated version given by (1.3) for N = 1 + ν/2 and m = ν. Then, it follows by usual arguments (see, for example, Rohatgi (1984) ) that a 100(1 − α)% confidence interval for µ can be written as where t ν,a denotes the usual 100(1−a)% percentile of the Student's t distribution. Note that this approach requires no additional tables.
The new confidence interval given by (3.2) will be quite robust for large A and large n. This is intuitive because for large A the confidence interval given by (3.2) approximates to the one based on the usual Student's t statistic:
x − t n−1,α/2 s √ n ,x + t n−1,1−α/2 s √ n , which is known to be robust for all large n (see again Rohatgi (1984) ). To investigate this, in practice, we performed a simulation study. We considered the distribution of (3.1) when x 1 , . . . , x n is a random sample from a Beta (−4, 4) distribution. We derived the exact distribution of (3.1) by computing its value over 10,000 random samples of size n. We also approximated the distribution of (3.1) by a truncated t distribution with A = 4. The exact and the approximated pdfs are compared in Figure 3 for n = 10, 20, 50, 100. The fit is not very good when n = 10 but it is clear that the approximation is excellent for all the other values of n.
