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It is well known that the maximum likelihood estimates (MLEs) of a multi-
variate normal distribution from incomplete data with a monotone pattern have
closed-form expressions and that the MLEs from incomplete data with a general
missing-data pattern can be obtained using the Expectation-Maximization (EM)
algorithm. This article gives closed-form expressions, analogous to the extension
of the Bartlett decomposition, for both the MLEs of the parameters and the
associated Fisher information matrix from incomplete data with a monotone mis-
sing-data pattern. For MLEs of the parameters from incomplete data with a general
missing-data pattern, we implement EM and Expectation-Constrained-Maximiza-
tion-Either (ECME), by augmenting the observed data into a complete monotone
sample. We also provide a numerical example, which shows that the monotone EM
(MEM) and monotone ECME (MECME) algorithms converge much faster than
the EM algorithm.  1999 Academic Press
AMS 1991 subject classifications: 62A10; 62B05; 62E30; 62F10; 65B99.
Key words and phrases: ECME; Fisher information; linear regression; MEM;
MECME; monotone pattern.
1. INTRODUCTION
Estimation of a multivariate normal distribution from incomplete data
has been brought to statisticians’ attention since the 1930s (e.g., Wilks,
1932; Afifi and Elashoff, 1966). It is commonly realized that the maximum
likelihood estimates (MLEs) of the parameters from incomplete data with
a general missing-data pattern cannot be expressed in closed form.
Anderson (1957) listed several general cases where the MLEs of the param-
eters can be obtained in closed form. Among these cases, the monotone
missing-data pattern (Anderson, 1957, Eq. 13) is most important because
the other listed missing-data patterns do not actually have enough informa-
tion for estimating the unconstrained covariance matrix of a multivariate
normal distribution (Liu and Rubin, 1998). A way of finding the MLEs of
parameters given one of those patterns is to use a general method called
the factored likelihood approach (Little and Rubin, 1987). The closed-form
expression of the MLEs of the parameters with a monotone missing-data
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pattern appears in different places; a recent example is Jinadasa and Tracy
(1992). For an incomplete normal dataset with a general missing-data pat-
tern, Hocking and Smith (1968) provided a sequential method for estima-
tion of the multivariate normal distribution. However, their method does
not necessarily give the MLEs of the parameters.
The exact Maximum Likelihood (ML) estimates of the parameters with
ignorable missing values and a general missing-data pattern can be obtained
via the EM algorithm (Dempster, Laird, and Rubin, 1977; Little and Rubin,
1987). A stochastic version of EM, i.e., the DA algorithm (Tanner and
Wong, 1987), can be used for Bayesian estimation of the parameters from
incomplete normal data. For an efficient DA algorithm, Rubin and Schafer
(1990) proposed to create a monotone pattern by including the missing
values that destroy the monotone pattern and use it to implement the DA
algorithm, of which each iteration consists of an I-step and a P-step: (i) the
I-step imputes only the missing values in the augmented monotone pattern
with a draw from their conditional distribution given the current draw of the
parameters; and (ii) the P-step takes a draw of the parameters from their
conditional distribution given the imputed complete data in the monotone
pattern. Rubin and Schafer (1990) call this DA algorithm the monotone DA
(MDA) algorithm. Liu (1993) provided a computationally more efficient
technique to implement MDA using the extension of the Bartlett decom-
position to the case where the incomplete data is monotone.
In this paper we consider the monotone EM (MEM) algorithm corre-
sponding to the MDA algorithm for multivariate normal models. The idea
is to augment fewer data, which has inspired the ECME algorithm (Liu
and Rubin, 1994; see also Meng and van Dyk (1997) for additioned discus-
sion of efficient data augmentation). When the data are monotone, the
algorithm converges in one step because there are no missing values with
respect to this implementation of the EM algorithm. In other words, the
ML estimates of the parameters are obtained in closed form. This result is
not new (see, e.g., Anderson, 1959; Little and Rubin, 1987; Jinadasa and
Tracy, 1992). With the extension of Bartlett’s decomposition to monotone
samples, the ML estimates have neat closed-form expressions and the
associated Fisher information matrix can also be expressed in closed form.
Moreover, when the data are not monotone our expressions for the com-
plete-monotone-data ML estimates allow for efficient implementation of
the EM algorithm.
In Section 2 we describe missing-data patterns and the multivariate nor-
mal models. In Section 3 we present the closed-form ML estimates of the
parameters from a complete monotone sample and provide simple expres-
sions for the associated asymptotic variancecovariance matrix. In Sec-
tion 4 we describes the monotone EM and ECME algorithms. In Section 5
we illustrate the methods with a simple numerical example.
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2. INCOMPLETE DATA, MONOTONE PATTERNS, AND NORMAL
MODELS
2.1. Incomplete Data
We denote by Yrect=[Yi=( yi, 1 , ..., yi, p); i=1, ..., n] a rectangular
dataset of n observations of a p-dimensional random vector ( y1 , ..., yp), by
Ymis the missing values in Yrect , and by Yobs the observed data in Yrect . We
assume that the missing-data mechanism is ignorable (Rubin, 1976, 1987).
2.2. A Monotone Sample
When an incomplete rectangular data set can be sorted into a monotone
pattern of the form
y (1)i, 1 , ..., y
(1)
i, k , ..., y
(1)
i, p for i=1, ..., n1 ;
} } }
y (k)i, k , ..., y
(k)
i, p for i=1, ..., nk ; (1)
} } }
y ( p)i, p for i=1, ..., np ,
we call the data set a monotone sample. A complete monotone sample con-
sists of p possible patterns, where the k th (1kp) pattern has nk (0)
observations whose last p&k+1 components of ( y1 , ..., yp) are fully
observed.
2.3. Multivariate Normal Models
We assume that the complete data follow the multivariate normal dis-
tributions:
Yi | +, 9 t
iid
Np(+, 9) for i=1, ..., n,
where +=(+1 , ..., +p)$ is the mean vector and 9=(i, j) ( p_p)>0 is the
( p_p) covariance matrix. For k=1, ..., p, we denote by +(k) the vector of
the last p&k+1 components of +, i.e., +(k)=(+k , ..., +p)$, and by (k) the
lower-right ( p&k+1)_( p&k+1) submatrix of 9, i.e.,
k, k } } } k, p
9 (k)=_ b b b & .
p, k } } } p, p
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The multivariate normal model for the monotone sample (1) is then
Y (k)i tNp&k+1(+ (k), 9 (k))
for i=1, ..., nk and k=1, ..., p.
3. MAXIMUM LIKELIHOOD ESTIMATION OF THE NORMAL
DISTRIBUTION FROM A MONOTONE SAMPLE AND THE
ASSOCIATED ASYMPTOTIC VARIANCECOVARIANCE
MATRIX
Given a complete monotone sample, the MLEs of + and 9 can be
expressed in closed form. For k=1, ..., p, we denote by y k the sample mean
of [( y ( j)i, k , ..., y
( j)
i, p)$: i=1, ..., nj ; j=1, ..., k],
y k=
1
Nk
:
k
j=1
:
nj
i=1
( y ( j)i, k , ..., y
( j)
i, p)$,
where
NK= :
k
j=1
nj ,
by Sk the corresponding total sum of squares and the cross-products
matrix about the sample mean,
Sk= :
k
j=1
:
nj
i=1
(( y ( j)i, k , ..., y
( j)
i, p)$&y k)(( y
( j)
i, k , ..., y
( j)
i, p)$&y k)$,
by Rk the corresponding total sum of squares and the cross-products
matrix about the population mean,
Rk= :
k
j=1
:
nj
i=1
(( y ( j)i, k , ..., y
( j)
i, p)$&+k)(( y
( j)
i, k , ..., y
( j)
i, p)$&+k)$,
by S*k the corresponding total sum of squares and the cross-products
matrix,
S*k= :
k
j=1
:
nj
i=1
( y ( j)i, k , ..., y
( j)
i, p)$ ( y
( j)
i, k , ..., y
( j)
i, p),
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by HH$ the Cholesky decomposition of 9&1,
9&1=HH$,
where H is lower triangular; and by hk the vector consisting of the last
( p&k+1) components of the k th column of H. With the above notation,
we present the MLEs of + and 9 in terms of the MLEs of + and H, which
are summarized into the following theorem.
Theorem 1. For k=1, ..., p, let CkC$k be the Cholesky decomposition of
S&1k ,
S&1k =Ck C$k ,
where Ck is lower triangular, and denote by H and +^ the ML estimates of
H and +, respectively, where H has entries h 1 , ..., h p corresponding to
h1 , ..., hp . Then
h k=Ck(- Nk , 0, ..., 0)$ for k=1, ..., p, (2)
that is, h k is the first column of the Cholesky lower triangular matrix factor
of the (Sk Nk)&1, and
+^=(H $)&1 (h $1 y 1 , ..., h $py p)$. (3)
The proof of Theorem 1, which parallels that of Theorem 1 in Liu
(1993), is given as follows.
Proof. The log-likelihood function of + and 9 given the monotone
sample (1) is
L(+, 9 | YMP)=&12 :
p
k=1
log |9 (k)|& 12 :
p
k=1
trace[(9 (k))&1 R(k)], (4)
where R(k) is the total sum of squares and the cross-products matrix of the
sample of the k th pattern, [( y (k)i, k , ..., y
(k)
i, p)$: i=1, ..., nk], about their expec-
tation (+k , ..., +p).
Using Lemma 1 of Liu (1993), we rewrite Eq. (4) as
L(+, H | YMP)= :
p
k=1
Nk log(hk, k)& 12 :
p
k=1
h$k Rkhk . (5)
We decompose the quadratic term (of H) of Eq. (5) using Lemma 1 of Liu
(1993) and obtain the following expression for the log-likelihood function,
L(+, H | YMP)= :
p
k=1
Nk log(hk, k)& 12 :
p
k=1
h$k Skhk& 12(+&%)$ D
&1(+&%), (6)
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where D=(H Diag(N1 , ..., Np) H$)&1 and %=(H$)&1 (h$1 , y 1 , ..., h$py p)$.
Letting tk=(tk, k , ..., tk, p)$=C&1k hk for k=1, ..., p and T=(t1 , ..., tp), we
have from Eq. (6)
L(+, T | YMP)= :
p
k=1
Nk log(tk, k)& 12 :
p
k=1
t$k tk&
1
2(+&%)$ D
&1(+&%). (7)
Maximizing L(+, T | YMP) over T and + in Eq. (7) leads to the MLE of tk
and hk , for k=1, ..., p; 9; and + as follows:
t k=(- Nk , 0, ..., 0)$ for k=1, ..., p,
h k=Ck(- Nk , 0, ..., 0)$ for k=1, ..., p,
9 =(H H $)&1,
and
+^=(H $)&1 (h $1 y 1 , ..., h $py p)$.
This proves Theorem 1. K
It can be shown that the closed-form ML estimates given in Theorem 1
are equivalent to what Little and Rubin (1987) described using the factored
likelihood approach. Theorem 1, however, allows for a computationally
more efficient algorithm than the factored likelihood approach (cf. Liu,
1993).
To compute the lower triangular Cholesky decomposition S&1k =CkC$k
with Ck lower triangular, where Sk is the ( p&k+1)_( p&k+1) lower
right submatrix of the p_p matrix S, we can first compute the upper tri-
angular Cholesky decomposition Sk=B$k Bk with the lower triangular
matrix Bk and then the inverse of Ck=B&1k . This results from the fact that
S&1k =B
&1
k (B$k)
&1=CkC$k . We compute Bk using the equalities
bi, i=\si, i& :
p
j=i+1
b2j, i+
12
,
bi, j=\si, j& :
p
l=i+1
bl, ibl, j+<bi, i , j=k, ..., i&1, i= p, ..., k,
and compute Ck=B&1k based on the equalities
ci, i=b&1i, i , ci, j=&ci, i :
i&1
l= j
bi, lc l, j , j=k, ..., i&1, i=k, ..., p.
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We can also make use of the storage of B1 for Bk and Ck (k=1, ..., p) to
save computer memory. To compute 9, the technique of Jones (1985) can
be used to improve the efficiency; that is, in order to inverse the product
of a triangular matrix and its transpose, we first take the inverse of the tri-
angular matrix and then compute the corresponding product.
The asymptotic variancecovariance matrix of the MLEs of the mean
vector and covariance matrix of a multivariate normal distribution from a
monotone sample can also be expressed in closed form. The asymptotic
variancecovariance matrix is
_&
2L(% | Yobs)
% %T &
&1
for a model with parameters % from the observed data Yobs , where
&
2L(% | Yobs)
% %T
is called the Fisher information matrix. Let L(+, H | YMP) be the log-
likelihood function of + and H, given the monotone sample YMP ; we then
have
Theorem 2.
2L(+, H | YMP)
+ +$
=&H Diag(N1 , ..., Np) H$, (8)
2L(+, H | YMP)
hk h$k
=&Rk&
Nk
h2k, k
Ek , (9)
2L(+, H | YMP)
hk h$j
=0 ( j{k), (10)
2L(+, H | YMP)
hk (+(k))$
=Nk(y k&+(k)) h$k+Nk(y k&+(k))$ hkIp&k+1 , (11)
and
2L(+, H | YMP)
hk (+1 , ..., +k&1)
=0, (12)
where Ek is the ( p&k+1)_( p&k+1) matrix with one as the (1, 1)
element and zeros as the other elements, and Ip&k+1 is the
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( p&k+1)_( p&k+1) identity matrix. When evaluated at the MLEs of the
parameters, from Theorem 1 Eq. (11) becomes
2L(+, H | YMP)
hk (+(k))$ }+=+^, H=H =Nk(y k&+(k)) h$k
for k=1, ..., p. When n2= } } } =np=0, i.e., there are no missing values, we
have
2L(+, H | YMP)
hk (+(k))$ }+=+^, H=H =0.
Proof. Equation (8) is obtained from Eq. (6). Equations (9)(12) are
obtained from Eq. (5). We omit the details. K
4. MAXIMUM LIKELIHOOD ESTIMATION OF THE NORMAL
DISTRIBUTION FROM INCOMPLETE DATA USING THE
MONOTONE EXPECTATION-MAXIMIZATION AND
EXPECTATION-CONSTRAINED-MAXIMIZATION-EITHER
ALGORITHMS
When an incomplete dataset does not have a complete monotone pat-
tern, we augment the incomplete data into a complete monotone pattern
that consists of all the observed values and some missing values, destroying
the monotone pattern. We denote by YMP the augmented complete
monotone sample, by YMP, obs the observed values in YMP , and by YMP,mis
the missing values in YMP . YMP,obs is, of course, Yobs . YMP,mis is in general
a subset of Ymis .
The multivariate normal model for the monotone pattern (1) belongs to
the exponential family. From Eq. (5) we see that
[y k , S*k : k=1, ..., p] (13)
is a set of sufficient statistics for (+, 9). It is easy to verify that
Sk=S*k&Nky k y $k
for k=1, ..., p.
Applying the EM algorithm using the complete data YMP , we have the
following algorithm, called monotone EM (MEM), for finding the MLE of
+ and 9.
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E-Step. Compute the expected sufficient statistics (13) given YMP,obs
and the current estimates of + and 9,
y^ k=E(y k | Yobs , +, 9) and S *k=E(S*k | Yobs , +, 9),
for k=1, ..., p. The computation requires only the standard conditional
expectation and covariance calculation, which can be done using the
Gaussian sweep operator.
M-Step. Update the estimates of + and 9 using Theorem 1 with y k and
Sk replaced by
y^ k and S k=S *k&Nk y^ 2k ,
respectively.
The asymptotic variancecovariance matrix of the MLEs can be
obtained using the SEM algorithm (Meng and Rubin, 1991) or the method
of Liu (1998). Alternatively, the variancecovariance matrix of the
parameters can be obtained via direct numerical evaluation.
The ML-step over + given 9 has a closed-form solution,
+^=\ :
n
i=1
9 &1i, obs +
&1
\ :
n
i=1
9 &1i, obs Yi+ , (14)
where 9&1i, obs is the ( p_p) matrix with the elements corresponding to the
covariance matrix of Yi, obs being the inverse of the covariance matrix of
Yi, obs and the others being zeros. We can use this result to implement a
version of the ECME algorithm (Liu and Rubin, 1994) that updates + by
maximizing the corresponding constrained actual likelihood function with
9 fixed at its current estimate. For convenience, we call this version of
ECME the monotone EMCE (MECME) algorithm. The MECME algo-
rithm can thus be more efficient than both EM and MEM in terms of both
the number of iterations and CPU time.
Similar to (14), with a known covariance matrix 9, the variance
covariance matrix of +^ has the form of
\ :
n
i=1
9 &1i, obs+
&1
. (15)
With unknown 9, it is inappropriate to use (15) for statistical inference
about + because, as shown in Theorem 2, the covariance matrix between +^
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and 9 is nonzero. When the method of Liu (1998) is used for computing
the associated asymptotic variancecovariance matrix, however, (15) can
be used for computational efficiency.
5. A NUMERICAL EXAMPLE
For an illustrative example, we consider the bivariate dataset (Murray,
1977)
y1 y2
1 1
1 &1
&1 1
&1 &1
2 V
2 V
&2 V
&2 V
2
2
&2
&2
where the asterisk ‘‘*’’ indicates missing values destroying the monotone
pattern. We assume that the 12 complete-data observations in the data set
are independently and identically distributed with Yi=( yi, 1 , yi, 2)$t
N2(+, 9) for i=1, ..., 12, and that the missing-data mechanism is ignorable.
For this bivariate normal distribution, we write
9=_ _
2
1
\_1_2
\_1_2
_22 & .
The likelihood function has a saddle point at \=0, _21=_
2
2=52, and two
maxima at \=\12, _21=_
2
2=83, as discussed in Murray (1977).
We applied the EM, MEM, and MECME algorithms with the same
starting values: +1=&2, +2=2, \=0.9, _21=_
2
2=1. The constructed com-
plete monotone pattern used for MEM and MECME is shown in the
dataset, where half of the missing data destroy the augmented complete
monotone pattern. The convergence of EM, MEM, and MECME sequen-
ces of the log likelihood and the parameters are displayed in Fig. 1, which
shows that MEM converges much faster than EM and that MECME
dominates both EM and MEM.
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FIG. 1. The EM (solid line), MEM (dotted line), and MECME (dashed line) sequences:
(a) the log-likelihood, (b) +1 , (c) +2 , (d) _1 , (e) \, and (f) _2 in the numerical example, where
the displayed values start at iteration 5.
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