INTRODUCTION
To characterize both intrinsic noise and efficiency in Bisection is a relative spatial position judgment, and its threshold can be as low as 1 set arc , more than an order of magnitude lower than the resolution threshold and/or the inter-cone spacing in the normal fovea. Thus, bisection acuity has been regarded as a hyperacuity (Westheimer, 1981) .
The phenomenon of hyperacuity informs us that bisection may not be simply limited by the spacing of photoreceptors, but tells us little about where and how the judging the position of a line, a spatial perturbakon paradigm can be used where the line is comprised of discrete dots distributed randomly around th.e intended line position according to a Gaussian function. Assuming that intrinsic noise (ci) and stimulus perturbation (external noise, c,) are independent, and that only k dots are effectively used out of N dots comprising a 'line', then the precision (CQ) of the whole line's localization can be expressed as: limitations may occur. Hyperacuity reveals how precise the overall performance of the visual system can be, but it /--g,' + 4 tells us little about how efficiently the visual system (Tl = k '
performs. This study concerns two general issues about the visual system in position judgments. One is intrinsic noise, and the other is efficiency. These two issues are Equation (1) permits quantification of both equivalent complementary from the perspective of limitations intrinsic noise (oi) and integration efficiency (k/N) by within the visual system. measuring the precision (0,) of line localization for different levels of external spatial perturbation (0,) . Large values of (T, allow direct determination of k since oi* will be negligible comparing to a,*. Assuming k is fact that at photopic levels an ideal observer, limited only by preneural noise, performs far superior to human observers in position judgments (Geisler, 1989) suggests the existence of intrinsic neural noise or limitations. Such intrinsic neural noise can be measured in terms of equivalent input noise (Pelli, 1990) . In the present study, this intrinsic neural noise is operationally quantified as (Ti as defined in equation (l), i.e. oi is equivaient to the stimulus perturbation level at which the position threshold is elevated by a factor of J2 relative to that of zero stimulus perturbation.
Attempts to quantify intrinsic neural noise in position judgments have been carried out in several previous studies using similar stimulus perturbation paradigms, where intrinsic neural noise was quantified in terms of intrinsic position uncertainty (Zeevi & Mangoubi, 1984; Watt & Hess, 1987; Watt, Ward, & Casco, 1987; Hess & Watt, 1990) . For example, Zeevi and Mangoubi (1984) reported that intrinsic position uncertainty is about 20 set arc, while others (Watt & Hess, 1987; Hess & Watt, 1990) reported that intrinsic position uncertainty can be as low as a few (3-4) set arc in the normal fcvea. This large difference in the two estimates of intrinsic position uncertainty makes it difficult to determine where and how position acuity may be limited in the visual system. However, this difference may reflect the limitations of more than one type of intrinsic limiting noise, perhaps associated with different mechanisms of position acuity since different line separations were used in the previous studies.
At least two separate mechanisms of position acuity have been suggested (Morgan & Ward, 1985; Burbeck & Yap, 1990b; Wilson, 1991; Levi & Klein, 1992; Wang & Levi, 1994) . For narrow stimulus separations, a contrast sensitive spatial filter mechanism has been proposed, where 'intrinsic uncertainty' is determined by the filters' signal-to-noise ratio, i.e. an intensive noise Wilson, 1986; Klein, Casson, & Carney, 1990) . In this model, uncertainty should depend on stimulus visibility which corresponds to the filter's signal-to-noise ratio. Thus uncertainty is not a fixed value. For wide stimulus separations, a mechanism of position averaging has been revealed (Morgan, Hole, & Glennerster, 1990; Wang & Levi, 1994) , where intrinsic uncertainty may be imposed by a genuine positional noise [e.g. the positional uncertainty of a local sign (Lotze, 1885) ]. According to this model uncertainty should be independent of stimulus visibility.
Due to these potentially different sources of limiting noise, 'intrinsic position uncertainty' will not be used as a general term in this paper, and is reserved strictly for the description of a genuine positional uncertainty which is regarded as an intrinsic property of the visual system. Instead, a more neutral term 'equivalent uncertainty' will be used to describe the data.
Another important aspect of visual performance is efficiency.
Efficiency is most familiar in gauging the performance of a physical system, e.g. a machine, in terms of the ratio between output work and the input energy. For vision, efficiency can be defined as the ratio of the information capacities between real and ideal observers. The efficiency approach has been introduced to gauge the performance of the visual system in light detection (Barlow, 1962) , contrast detection (Pelli, 1990) , dot density discrimination (Barlow, 1978) , and position judgments (Andrews, Butcher, & Buckley, 1973; Watt & Andrews, 1982; Morgan & Glennerster, 1991) by comparing human performance to that of an ideal observer. Often, the ideal observer is assumed to 'know' exactly what the task is, use all the information presented in the stimulus, and have no intrinsic limitations beyond the intractable physical limits known to be imposed on the visual system. Since visual performance is compared to a theoretical physical limit defined by the ideal observer, such an efficiency measure is on an absolute scale (Barlow, 1978) . Thus, the performance gauged in terms of efficiency can be legitimately compared across different visual tasks, and even across different sensory modalities.
As with equivalent internal uncertainty, dramatically different estimates of efficiency have also been reported in previous studies of position acuity. An efficiency of about 50% was revealed in vernier alignment with small targets (Andrews et al., 1973; Watt & Andrews, 1982) , and with dot clusters (Ward, Casco, & Watt, 1985) . In contrast, efficiency was found to be no more than 1% for spatial interval discrimination at 82 min arc base separation (Andrews & Miller, 1978) . At the other extreme, efficiency was found to be almost perfect (i.e. 100%) for spatial interval discrimination between two clusters of dots at 50 and 100 min arc base separations (Morgan & Glennerster, 1991) . These dramatically different levels of efficiency may reflect the performance of different mechanisms (e.g. contrast discrimination mechanism vs position averaging mechanism), and/or the performance at different stages of visual processing, since different studies used totally different approaches in determining efficiency. In this study, only equivalent spatial integration efficiency, i.e. k/N as specified by equation (1) was measured.
Equivalent uncertainty and efficiency in position acuity were investigated separately in all the previous studies. However, these two parameters may be closely inter-related.
In the present study, both intrinsic noise and efficiency, as well as their relationship, were explored by the same stimulus perturbation experimental paradigm. Specifically, our aims are: (i) to quantify equivalent uncertainty (gi); (ii) to determine whether gi is due to intensive noise, or a genuine positional noise; and (iii) to quantify the equivalent efficiency of spatial integration (i.e. k/N). CT,. As the magnitude of oe is increased to a level factor of ,,f2 when CJ~ = ai). Further increase in CL~ will comparable to Gi, the effect on bisection acuity will be proportionally degrade bisection acuity. Thus, by systemnoticed (i.e. bisection threshold will be elevated by a atically manipulating the magnitude of oe, Gi can be estimated. On the other hand, k can be simply estimated by measuring bisection thresholds at large values of rre. Bisection stimuli were comprised of three horizontal lines. Stimulus noise or uncertainty (0,) was introduced into the two outside lines independently.
METHODS
Such a noisy line was comprised of discrete dark dots scattered around the intended mean line position according to a Gaussian function with a specified standard deviation of oe (see Appendix for details). Bisection thresholds were modeled by an ideal averaging analysis [see equation (1) and Modeling section], from which both (Ti and k were quantified.
Stimuli
The stimuli and methods were similar to those described by Wang and Levi (1994) and are only briefly summarized here. Horizontal dark lines and/or dots were displayed on a white bright background (120 cd/m2) of a CRT monitor (HRM-15~ Slave Monitor with white phosphor manufactured by Megadata Corp) controlled by a computer. Stimulus intensity was specified in terms of line strength (%min), i.e. line Weber contrast (%) multiplied by line width (min). was generated by vertically distributing the remaining dots around the intended mean line position according to a Gaussian function (see Appendix for details). Two of the critical parameters of a line varied in this study, as indicated on the right side in Fig. 1 , are (i) N, the number of dots displayed on the line, and (ii) o,, the magnitude of spatial perturbation or stimulus spatial uncertainty, in units of min arc, as specified in terms of the standard deviation of the Gaussian distribution.
Line separations were set at either 2 or 16 min arc, where different forms of spatial integration across dots were previously revealed (Wang & Levi, 1994) . Stimulus spatial uncertainty was introduced in the two outside lines only, while the central line was solid to serve as a high fidelity probe. At the 2 min arc separation, dot size (the length of a dot along the line orientation) was set at 0.68 min arc, and the line length was 27.2 min arc. At the 16 min arc separation, dot size was 1.36 min arc, and line length was 54.4 min arc. Thus a solid line was comprised of 40 dots at both line separations.
Procedure
A rating scale method of constant stimuli (Levi & Klein, 1983; Wang & Levi, 1994 ) was used to measure bisection thresholds in the central visual field of four well experienced normal observers. Viewing was monocular (to facilitate data comparison between normal and amblyopic observers in a future study), with the natural pupil and the optimal refractive correction. The stimulus was displayed for 600 msec (36 frames).
The observer judged the direction and magnitude of position offset of the central line relative to the position of the outside lines. Position threshold for each run was calculated using a multi-rating ROC method, and was specified at d' = 1 (84% correct level) (Levi, Klein, & Aitsebaomo, 1984) . Final threshold for each condition was determined by a weighted average of the thresholds from 2 to 5 runs Klein, 1992) . Error bars in the data plots were omitted for clarity, and otherwise would be comparable in size to the plotted symbols. Data modeling and curve fitting were carried out on a Macintosh computer using IGORTM and MATLAB ' software.
An ideal averaging model
Relative position acuity, such as bisection, depends on the precision with which the individual component lines can be localized. The precision of localizing a spatially perturbed line is determined by (i) the magnitude of stimulus spatial perturbation (a,), (ii) equivalent internal uncertainty (ui), and (iii) the equivalent effective number of dots (k) extracted by the visual system for position averaging. Assuming (i) gi is independent of rre (i.e. the two variances are additive), and (ii) k is independent of (T,, then the localization uncertainty (g,) of a spatially perturbed line is given by equation (1).
Suppose bisection threshold is in turn determined by the precision with which each component line can be localized. In the present study, only the two outside lines were spatially perturbed. If we assume that (i) the localization uncertainty of the central solid line is negligible compared to that of the outside perturbed lines, and (ii) bisection is a relative spatial position judgment between the central line and the center of the two outside lines, then bisection threshold can be expressed as:
( 2) where Bth is bisection threshold defined at the criterion level of d' = 1 used in the present study. The same equation could also be derived for bisection based on a strategy of comparing the two spatial intervals demarcated by the three parallel lines as suggested by two previous studies (Levi & Klein, 1990; Burbeck & Yap, 1990a) . Equation (2) will be mainly used for quantifying, describing and summarizing the data in the Results section. However, significant error may be introduced in this preliminary data fitting by leaving out the localization uncertainty of the central solid line from the equation, especially for conditions of low spatial perturbation and high number of dots in the two outside lines. One potential contribution from the central line in determining bisection threshold is to provide correlated noise for a strategy of comparing the two spatial intervals. Unfortunately, this correlated noise can't be directly incorporated into equation (2) for the purpose of parameter fitting. Thus in the Discussion section we will develop more general and comprehensive models where the correlated noise will be taken into account, for the entire pattern of results of all the data at each separation. As we will see, there is essentially no difference between the results of our preliminary data fitting with equation (2) and the overall data modeling with more general and comprehensive models. As a matter of fact, all the fitting curves in all the data plots are the results of the comprehensive data modeling. Thus, ignoring the uncertainty associated with localizing the central solid line in the preliminary data fitting will not introduce significant error, and will not affect our conclusions.
The mean position of a spatially perturbed line also has a random distribution, i.e. it is associated with a standard error of mean [see equation (A2) in Appendix A]. In a control experiment (Expt 4), the mean position of a spatially perturbed line was forced to be at the intended line position, i.e. a zero-mean Gaussian distribution with the standard error of the mean gM forced to be zero. This was accomplished by two steps (see Appendix for details). First, N dots were distributed vertically in the computer memory according to a Gaussian probability function. Next, the mean vertical position of the dot pattern was calculated, then the whole dot pattern position was vertically shifted to force the mean position back to the intended line position. To take into account the effect of this zero-mean maneuver on line localization uncertainty, GM as expressed in eqUatiOU (&?) mUSt be subtracted from equation (1). Thus, a spatially perturbed line with a zero-mean Gaussian distribution, has a localization uncertainty of: 
This zero-mean condition is a very sensitive probe for the loss of integration efficiency. If the observer has 100% integration efficiency, i.e. k = N, then Be, will be Or/&W at all levels of ge. Thus any increase in Bth as a function of cre win indicate a loss of integration efficiency. Therefore, zero-mean stimuli should provide a more sensitive way of measuring gi and k.
By fitting equations (2) or (4) to the data, two key parameters can be determined. One is the equivalent uncertainty (gr), and the other is the equivalent effective number of dots (k) which determines equivalent integration efficiency (k/N). These two parameters provide us a dual handle to examine what may be important sources of intrinsic limitations of the visual system in bisection.
Experimental overview
In the first experiment, bisection thresholds were measured as a function of the number of dots and the magnitude of spatial perturbation for two different line separations (2 and 16 min arc). The number of dots was found to have qualitatively different effects on equivalent uncertainty (ai) at the two line separations, suggesting two separate sources of intrinsic limiting noise. To identify the potential contributions to gi, stimulus contrast was manipulated in the second experiment. If gi is altered by stimulus contrast, then intensive noise may be suggested. Otherwise, a positional noise can be identified. Qualitatively different effects of contrast on oi were confirmed at the two line separations. To further distinguish the two types of intrinsic noise, equally visible stimuli were used in the third experiment. In the final experiment, the main results were replicated with zero-mean spatially perturbed lines. Spatial integration efficiencies were also quantified for all the experimental conditions.
RESULTS

Experiment 1: Bisection as a Function of the Number of Dots and the Magnitude of Spatial Perturbation
Stimuli
The two outside lines were manipulated by varying the number of dots and the magnitude of spatial perturbation with a fixed line strength of 56 % min. The central line was solid with a fixed line strength of 56 % min (about 15 times above the line detection threshold).
Results
The effects of stimulus spatial perturbation (cr,) and number of dots (N) on bisection threshold are shown in Rather, they are the result of a separate comprehensive fitting to all the data of each observer from all the experiments (Expts l-4) by a separate general model with only three free parameters, which will be described in the Discussion section. The separate fits obtained with equation (2) two figures of comprehensive modeling, for at least two reasons. First, many more parameters were involved for fitting each curve separately, thus a better separate fit would be expected. Second, the data across the four experiments were collected separately over a period of about 2 yr during which some fluctuation of the observer's performance would be inevitable. Thus the goodness of the comprehensive fitting was degraded. However, the comprehensive fitting provides a more general summary of all of the data of the present study (see Discussion). The performance of an ideal observer is also calculated with equation (2), and is indicated in each plot by the solid line corresponding to the stimulus condition of the bottom data curve. The ideal observer is assumed to 'know' what the task is, effectively use all N dots (i.e. k = iV), and have no equivalent internal uncertainty (i.e. Gi = 0).
Two common features are evident at the two separations. First, for a given N, bisection thresholds depend on the magnitude of CT~. When rre is small, bisection threshold is little affected. As oe becomes larger, bisection threshold elevates proportionally. This behavior is predicted by the model as defined by equation (2) indicating the existence of an equivalent uncertainty (or). Second, for a given ge, bisection threshold monotonically decreases as N increases, exhibiting spatial integration. However in a recent study (Hess, Dakin, & Badcock, 1994) , it was found that position threshold was not a monotonic function of the number of dots. Instead, the position threshold peaked at about 6 dots and decreased as the number of dots deviated from 6. This nonmonotonic behavior may have been caused by an artifact in their methodology where the centroid of the dot clusters was forced to be the intended stimulus position. This observation is supported by the results of their The performance of the visual system is consistently poorer (higher thresholds) than that of an ideal observer (as represented by the solid line), especially at low levels of (TV, confirming the existence of intrinsic limitations. However, the intrinsic limitations may be different for is indicated by the solid line in each of Fig. 4(a, b) . All the data are located below, and almost parallel to, the solid line, indicating that an almost constant fraction of dots were effectively integrated at both the 2 and 16 min arc separations. This similar pattern of dot integration is somewhat surprising given the qualitatively different forms of spatial integration at the two line separations (Wang & Levi, 1994) , and suggests that dot integration (or detection) may be limited by a common neural process independent of position acuity. In Fig. 4(c, d) , qualitatively different patterns of (Ti are revealed for bisection at the two separations. At the 2 min arc separation [ Fig. 4(c) ], Gr decreases as N increases. This behavior indicates that (Ti at the 2 min arc separation can't be due to a genuine positional uncertainty which should have or fixed and independent of N. On the other hand, a dot number(N) dependent gi may reflect intensive noise where N may play a role in contrast summation. Such a role of contrast summation across the dots can also explain why gi is less affected by varying N for small N [shown by the data of HW and SW at N = 2 and 4 in Fig. 4(c) ] where sparsely distributed dots become relatively independent. In the Discussion [equations (6) and (7)], it will be seen that Gi is transformed into an intensity related dipole uncertainty (6,) in the fitting of the 2 min arc separation data.
At the 16 min arc separation [ Fig. 4(d) ], oi is almost independent of N. An almost constant Ui is consistent with the idea of local sign (Lotze, 1885) since the positional uncertainty of such an internal position tag should not be altered by activating the nearby tags as the dot number increases. However, for denser dot distributions or large N, oi becomes artificially elevated as shown by the datum point of SW at N = 32 (0). This higher value of Gi is an artifact due to bisection threshold saturation (or floor effect) caused by central correlated noise (discussed in detail in the Modeling section) which becomes significant for large N at small oe. This floor effect can be seen by comparing the data of SW in Fig. 3 for N = 16 and N = 32. At small values of cre, increasing N from 16 to 32 provides little help (the floor effect). A similar floor effect was also observed in a previous study (Wang & Levi, 1994) , whereas at larger values of cre, increasing N does help. This selective threshold saturation or floor effect at the low end of cre results in a flatter curve, and hence a higher value of or for the data curve with N = 32. In the Discussion section, a more general model will be developed to incorporate this central correlated noise [o, in equation (5)]. As a matter of fact, all the curves in the plots of 16 min arc separation for each observer are the results of an overall fit to the data by equation (5) with a single Gi and Ok.
Quantitative differences between 2 and 16 min arc separations are also noteworthy. cr at the 2 min arc separation is significantly lower than that at the 16 min arc separation, especially at higher value of N. At the 2 min arc separation, or can be as low as a few set arc (about 0.1 min arc), in agreement with the results of a previous study (Hess & Watt, 1990 ). On the other hand at the 16 min arc separation, Gi remains around 1 min arc which is at least twice the fovea1 inter-cone spacing (Curcio, Sloan, Kalina, & Hendrickson, 1990) and at least one order of magnitude higher than the topological irregularity of the fovea1 cones (Hirsch & Curcio, 1989) . If this 1 min arc (Ti reflects the local sign positional uncertainty, then the local sign must not be limited by the retinal photoreceptors. Hence a post receptoral site, such as the cortical grain (Levi, Klein & Aitsebaomo, 1985) , is suggested.
The results of this experiment suggest that two separate types of intrinsic noise may limit bisection acuity at the 2 and 16 min arc separations. At the 2 min arc separation, or can be altered by varying N [Fig. 4(c) ], whereas at the 16 min arc separation, oi is almost independent of N [ Fig.  4(d) ]. In the next experiment, stimulus contrast (or strength) is manipulated to further evaluate the two potential sources of equivalent uncertainty.
Experiment 2: Bisection as a Function of Line Strength and the Magnitude of Spatial Perturbation
Stimuli
The two outside lines were spatially undersampled, perturbed, various line strengths. The central line was solid with a fixed line strength of 56% min arc.
Results
The effects of spatial perturbation (Q,) and line strength (C) on bisection threshold are shown in Fig. 5 (2 min arc separation) and 6 (16 min arc separation). Bisection thresholds are plotted as a function of rre for different levels of line strength (C) or visibility (V) (different symbols). Data from the different observers, each associated with a given number of dots (N), are plotted separately. Thresholds for different levels of line strength were separately fit by equation (2), and the fit parameters (k and or) are displayed in Fig. 7 . The performance of the ideal observer (solid line) is calculated by equation (2). Note that the curves in each plot are the result of comprehensive data modeling for each observer as will be described in the Discussion section. For the 2 min arc separation (Fig. 5 ) the data corresponding to the top curve of each plot were not well fit by the comprehensive modeling, indicating that the degradation of bisection acuity is accelerated when stimulus visibility becomes very low (our comprehensive model didn't take this degradation into account). However, a very much better fit was obtained by separate curve fitting with equation (2) (results are shown in Fig.  7) .
Line strength (C) plays dramatic but different roles in bisection at the 2 and 16 min arc line separations. First, at a given ge, bisection threshold decreases as C increases. However, this decrease in bisection threshold is much more profound at the 2 min arc separation (Fig. 5) than at the 16 min arc separation (Fig. 6) . Second, the interaction between C and oe is qualitatively different at the two separations. At the 2 min arc separation (Fig. 5) the fit curve systematically shifts to the right as C decreqses. This additive interaction is most clearly indicated by Fig. 7(c) where gi increases as C decreases. At the 16 min arc separation (Fig. 6 ) a multiplicative interaction exists. This multiplicative interaction is evident when examining Fig. 7(d) where Qi is almost constant as C varies, suggesting that the effect of oe is independent of C which leads to the almost parallel curves in Fig. 6 .
In Fig. 7 
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ideal signal-to-noise ratio. Thus, visibility may be a key factor in determining oi. In the next experiment, the role of visibility is examined.
Experiment 3: Bisection under Zso-visibility Conditions
Stimuli
The two outside lines were spatially perturbed by varying the number of dots (N), the magnitude of spatial uncertainty (a,), and line strength (C). The outside line's visibility (V) was set at fixed multiples of the line detection thresholds, which were determined separately (e.g. see Figs 6 and 7 in Wang & Levi, 1994) . The central line was solid with a fixed line strength of 56% min arc (about 15 times above detection threshold).
Results
Bisection thresholds are plotted as a function of cr, for 2 [ Fig. 8 (2) by setting or = 0 and k = N. The curves in each plot are the result of a comprehensive data modeling as described late in the Discussion section. Note that for the 2 min arc separation at very low stimulus visibility [e.g. V= 3 in Fig. 8(a, b) ], bisection thresholds are particularly elevated relative to that of the comprehensive modeling prediction (also observed in Fig. 5) .
Visibility (V) is a critical factor for bisection at the 2 min arc separation [ Fig. 8(a, b) , also evident in Fig. 91 as manifested in at least two aspects. First, bisection thresholds congregate according to the level of visibility, no matter how many dots were displayed, in agreement with the results of a previous study (Wang & Levi, 1994 ). Second, the same level of visibility leads to a similar level of Gi as indicated by the similar knee positions of data curves in each visibility group. The critical effect of visibility suggests that bisection at the 2 min arc separation is mediated by contrast sensitive mechanisms whose signal-to-noise ratio depends on stimulus visibility.
At the 16 min arc separation [ Fig. 8(c) ], visibility also has an effect on the bisection thresholds, but this effect is neither profound, nor critical. For example, at the same level of visibility (V= 4), bisection thresholds systematically decrease by a small amount as the dot number (iV) increases from 8 to 32, suggesting the involvement of a position averaging process as was also observed in a previous study (Wang & Levi, 1994) and in the next experiment (Fig. 10) . The dependence of Ci on visibility is essentially the same as that on line strength for 2 and 16 min arc separations respectively. At the 2 min arc separation [ Fig.  8(a, b) ], Gi decreases as visibility increases, which is indicated by the shift of the knee positions of the data curves across the different visibility groups. At the 16 min arc separation [ Fig. S(c) ], gi is independent of visibility as indicated by the parallel data curves.
Experiment 4: Bisection with Zero-mean Spatial Perturbation Stimuli
In all the above experiments, the mean position of a spatially perturbed line did not always coincide with the intended line position, i.e. there is a standard error of the mean (SEM) position. Although, this SEM was taken into account in our model, its effect on position acuity was 
Spatial Perturbation oe (min)
FIGURE 9. Bisection thresholds for the 2 min arc line separation are plotted as a function of zero-mean (TV. Different symbols represent the data from the different combinations of line visibility (V) and dot number (w as listed in the plot legend along with the corresponding stimulus strengths (C). Note that the curves in the plot were the result of an overall data modeling as described in the Discussion section.
experimentally examined in this control experiment by using a zero-mean spatial perturbation.
Zero-mean spatial perturbation means that the mean position of the dot distribution in a spatially perturbed line is always absolutely centered at the intended line position, i.e. SEM = 0, and was implemented with the algorithm described in the last part of Appendix A. With a zeromean spatial perturbation, the corresponding equation for curve fitting was also derived [see equation (4) in the Methods section] according to the same ideal averaging model. Thus, the model can also be tested. The advantage of using zero-mean stimuli is that any threshold increase as a function of oe is an indication of ~100% integration efficiency (i.e. k 4'). Thus it provides a direct and more sensitive probe of the loss of spatial integration.
As in the previous experiments, the two outside lines were spatially perturbed but with a zero-mean dot distribution. The number of dots (N) and the magnitude of spatial perturbation (a,) were varied under the control of iso-visibility (V, in multiples of line detection threshold). The central line was solid with a fixed strength of 56 % min (about 15 times above line detection thres'hold). Line separation was also set at either 2 or 16 min arc with the same dot sizes and line lengths as in the above experiments.
Results
The effect of zero-mean spatial perturbation on bisection threshold is displayed in experiments) by taking into account the zero-mean spatial perturbation as described in the Discussion section.
The effect of zero-mean spatial perturbation on bisection is both qualitatively and quantitatively similar to that of non-zero-mean spatial perturbation. This similarity is not unexpected since the intrinsic properties and parameters of the visual system should not be altered by the form of external spatial perturbation. This similarity method of also justifies that (i) the generation of spatially perturbed lines (both zero-mean and nonzero-mean) and the related Monte Carlo simulations (see Appendix A) were appropriate, and (ii) the ideal averaging model is basically correct.
Intrinsic noise
DISCUSSION
Equivalent uncertainty (ci) at the 2 min arc line separation was found to be qualitatively different from that at the 16 min arc line separation, suggesting limitations from two separate sources of noise. For bisection at the 2 min arc separation, ui decreases with increases in the number of dots (N) (Expt 1) or stimulus strength (C) (Expt 2). The effects of N and C are completely explained by the effect of stimulus visibility (V) on which both gi and bisection threshold are critically dependent (Expt 3), suggesting a limitation imposed by intensive noise. Appendix B provides a mathematical discussion on this critical role of visibility. For bisection at the 16 min arc separation, gr is almost independent of N (Expt l), C (Expt 2), or V (Expt 3) suggesting a limitation imposed by a genuine positional noise. The findings of two separate sources of intrinsic noise at the two line separations are further supported by the results obtained with zero-mean spatial perturbations (Expt 4).
Equivalent uncertainty (ci) quantified from the data of all the above experiments is summarized in Fig. 11 [(a) ? also of stimulus visibility. CTi is almost constant at about correlated noise (a,) as modeled in equation (5) later. On 1 min arc, except for one datum with a particularly high the other hand, it should be kept in mind that a fixed gi for value (+ corresponding to the bottom datum curve of bisection at the 16 min arc separation does not mean a SW with N = 32 in Fig. 3 ). This particularly high value of uniform distribution of intrinsic positional uncertainty bi is due to an artifact of a floor effect caused by the across the visual field. It is more likely that intrinsic positional uncertainty varies with visual eccentricity and orientation, and so does or since neither neurons nor position acuity are uniformly distributed across the visual field or isotropic at the same retinal location (Yap, Levi, & Klein, 1987) . In summary, two quantitatively and qualitatively different forms of equivalent uncertainty indicate two different sources of intrinsic noise at the two different line separations. This finding explains why very different magnitudes of equivalent uncertainty have been estimated in previous studies. For example, the equivalent uncertainty of about 20 set arc observed by Zeevi and Mangoubi (1984) may be due to a positional noise near the fovea1 center since a 4 min arc gap was present in the two-line vernier task employed by Zeevi and Mangoubi, while the estimate of c 5 set arc (Watt & Hess, 1987; Watt ef al., 1987; Hess & Watt, 1990 ) may reflect the intensive noise since high contrast, abutting line vernier and curvature detection were tested in these studies.
Equivalent integration eficiency
Unlike equivalent uncertainty, dot integration (k) for bisection at the 2 min arc separation is very similar to that at the 16 min arc separation. For a given line strength, k increases almost proportionally to the displayed number of dots (N) [Fig. 4(a, b) , Expt 11. For a given number of dots (N), k increases almost proportionally to the stimulus strength [ Fig. 7(a, b) , Expt 21. To capture the essential features of dot integration, integration data from all the observers and experimental conditions are summarized in Fig. 12(b) ] min arc line separations, equivalent integration efficiency (k/N) is not perfect (i.e. k/N c 100%) but is critically dependent on, and almost proportional to, the stimulus strength (the arbitrarily positioned solid line has a slope of 1). The qualitative and quantitative similarity between dot integration at the two line separations is somewhat surprising considering (i) the qualitatively different nature of equivalent uncertainty (Fig. ll) , and (ii) the qualitatively different forms of spatial integration (Wang & Levi, 1994) , at the two line separations.
There are two potential interpretations of integration efficiency. One interpretation is that higher level mechanisms can only effectively use a fixed fraction of dots, and ignore all the other dots presented. We feel that this is unlikely. If it had been the case, integration efficiency would be relatively independent of stimulus strength. Our finding (see Fig. 12 ) that integration efficiency is almost proportional to stimulus strength does not support this interpretation. An alternative interpretation is based on the detectability of the individual dots. Consider for example the data shown in Fig. 2 . As shown in the plot legends, a stimulus with N = 2 (i.e. each test line has 2 dots) is, on average, about 1.8 times the line detection threshold. As shown in Wang and Levi (1994) the line detection threshold improves in proportion to about N-0.7. Thus, the visibility of each individual dot would be only 1.11 times its detection threshold (i.e. 1.8 x 2-".7), hence the position of each dot may not be reliably integrated on each trial, because each dot may not be detected on every trial. In order to estimate k/N based on visibility, one would need to know the detection criterion (false alarm rate) used by the integration process. For example, if Ot' = 1 and the false alarm rate was 16% then the detection rate would be 50%. If the false alarm rate was 2.5% then the detection rate would drop to 16%. Thus, equivalent integration efficiency at the two different line separations is most likely to be limited by a common mechanism, perhaps a detection mechanism at an early stage before position judgments are carried out.
Local sign averaging and dipole summation
The above results suggest that two separate models are required to explain bisection at the two different line separations. These two models are now described. Table  1 ). The fit parameters for each observer are listed in Table  1 , with y (the exponent of stimulus contrast) fixed at unity. Allowing y to float resulted in a mean value of y = 1.04 f 0.08, indicating that equivalent efficiency (k/N) is indeed proportional to stimulus strength (C) (see Fig. 12 ). Thus, only three free parameters are required to model all the data of 16 min arc separation (e.g. 70 data points for PY, and 54 data points for SW). The three parameters are gi (equivalent uncertainty), C, (stimulus strength at which dot integration should saturate, i.e. k/N = l), and cc (central correlated noise).
In Table 1 , equivalent uncertainty (Gi, second column in units of min arc) is fairly consistent across all the observers, and is a little bit c 1 min arc as expected from Fig. 11 . It is much higher than-three-line bisection threshold per se (about 0.3 min arc at 16 min arc separation). On the other hand, correlated noise (o. fourth column in units of min arc) is about the same magnitude as the three-line bisection threshold at 16 min arc separation without external spatial perturbation, suggesting that bisection judgments with solid lines may be mainly limited by oc, and that oi (uncorrelated noise) is by and large overcome by position averaging. Position averaging, on the other hand, cannot reduce the effect of correlated noise since the same noise is added to each dot. Thus, by this new approach of comprehensive modeling [i.e. equation (5)], we can dissect two separate types of noise (i.e. gi and a,). We believe that the correlated noise (Q,) is responsible for the selective threshold saturation at the low levels of spatial perturbation seen in the data of observer SW [the bottom curve of Fig. 3(b) ], and explains the artifact of an unusually high equivalent internal uncertainty [see + in Fig. 11(b) ]. Correlated noise (a,) may be located at a more central level of the visual pathway as suggested by Bowne (1990) .
(ii) Dipole summation model for 2 min arc separation.
A stable ci at the 16 min arc line separation [see Fig. 11(b) and the second column of Table l ] may reflect a genuine intrinsic positional noise of the visual system (e.g. local sign uncertainty). Then, what may be the nature of a visibility dependent or at the 2 min arc line separation [see Fig. 11(a) ]? This visibility dependent ci cannot be due to a genuine positional sense where the intrinsic uncertainty should be visibility independent, and suggests that uncertainty is determined by the sensitivity or signal-to-noise ratio of the underlying spatial filters Wilson, 1986) .
Recently, position acuity under optimal conditions (e.g. abutting line vernier and bisection at small separations) has been explained by a model of dipole detection Klein, 1994) . According to the dipole model, position discrimination in units of min arc can be understood in terms of the detection of the dipole cue [specified in units of %min2, i.e. position offset (min) x stimulus strength (%min)]. Thus, a visibility dependent Ui at the 2 min arc line separation could reflect a fixed dipole uncertainty, which is taken into account by the following model:
where go = ~ CN" (dipole related uncertainty)
k and GM have been defined following equation (5). This model incorporates the roles of the number of dots (N), line strength (C), and a new factor, i.e. dipole uncertainty (6,). For zero spatial perturbation (i.e. oe = 0) or at low levels of ce, bisection threshold is mainly determined by the second term inside the square root (i.e. an). CD represents line position uncertainty (in units of min arc) without spatial perturbation, and is determined by single dot dipole uncertainty (ad, in units of %min2) as indicated by equation (7). In equation (7) we assume that bisection threshold (or ab) is inversely proportional to stimulus strength (C). This assumption is supported by the findings of a previous study (see Fig. 4 of Wang & Levi, 1994) and is also consistent with the definition of a dipole . For higher levels of spatial perturbation, bisection threshold would become mainly dominated by the external noise (i.e. the first term inside the square root).
The parameters of the model (6d, C,, n, and y) can be determined for each observer by a single overall curve fitting to all the data of 2 min arc separation of each observer. The curves in all the above plots of 2 min arc separation data [Figs. 2, 5, 8(a, b) , and 91 are the results of the single fitting. The fits are not as good as that for 16 min arc separation (as reflected in the higher value of x2 listed in the last column of Table 2 ) due to at least two factors. One factor is the relatively unstable performance across the different experimental sessions (extended for a period of about 2 yr) as might be expected from the more difficult experimental conditions associated with the 2 min arc line separation (e.g. the viewing distance was 16 m, using a relatively small front surface mirror to look at a narrow screen display area). The second factor is that the bisection thresholds were more severely degraded at the very low stimulus visibilities than what was predicted by the model (see top curves in Figs 5 and 8) .
Just as for the 16 min arc separation, parameter y can be constrained to a value of unity. Allowing y to float resulted in a mean value of y = 1.11 f 0.12. Thus only three parameters (dd, C,, and n) are required to model the data of all 2 min arc separations (e.g. 83 data points for PY, and 118 data points for HW). The three parameters fit for each observer are listed in (1990) . Thus, a visibility dependent oi at the 2 min arc line separation can be transformed into a constant equivalent dipole uncertainty (6,) which reflects an intensive noise.
Visibility plays a critical role for bisection at the 2 min arc separation (see Figs 8 and 9, also Wang & Levi, 1994) . The role of visibility can be well understood in the context of dipole detection and summation as described in detail in Appendix B where the spatial uncertainty of a line (cro) is found to be simply determined by only two factors. One is stimulus visibility (V), and the other is the Ricco's spatial summation Size (Rd) in Tables 1 and 2 . As mentioned earlier, Cs represents the stimulus strength at which dot integration should saturate. For the same observer, there is a reasonable agreement between Cs at the two line separations or models, suggesting a common limitation in dot integration or detection. The value of Cs is about 150% min arc in the two tables, which is about 3 times the maximum stimulus strength (56% min arc) used in the present study. This high magnitude of Cs explains why dot integration is less than perfect (c 100%) as observed in the present study. It will be interesting to see whether dot integration becomes perfect by increasing stimulus strength beyond Cs. This may explain why there was a 100% efficiency in dotclusters localization in the study conducted by Morgan and Glennerster (1991) Despite the limitation by the two qualitatively different types of noise, equivalent integration efficiency is similar for bisection at the two different line separations, suggesting that dot integration may be limited by a common detection mechanism.
APPENDIX A
Generation of a Spatially Perturbed Line
A spatially perturbed horizontal line, used in the present study, was comprised of N discrete dark dots distributed vertically around the mean line position level 0, = 0) according to a Gaussian function in addition to random dot distribution along the horizontal line orientation. To generate the jittered dots, the following algorithm was implemented in Turbo Pascal@ version 5.5 (Borland International).
For the vertical dot distribution, the maximally possible number of dots Q(y) at each vertical pixel position level (_v) was first determined according to the function y = 0, fl, +2, f3 . . &l.5de
where Trunc is a Turbo Pascal'% function which returns an integer value by truncating the decimal points of a real value since dot number must be an integer. A Gaussian function resides in the Trunc function, where ue' is the standard deviation representing the magnitude of the spatial perturbation. N dots were then randomly assigned to these vertical pixel position levels without exceeding the maximal number of dots Q(y) at each level.
Rounding error due to the Trunc function and deviation range limitation within f1.5 ue' in the function (Al) may result in the actual magnitude of spatial perturbation (u,) being different from that of intended (ue'). To determine ue, Monte Carlo simulation was performed by accumulating the dot distributions from 10,000 stimuli for each combination of N and ue'. Thus, ue could be calculated from the cumulated dot distribution by using standard statistical procedures. The result of this Monte Carlo simulation revealed a simple linear relationship between u, and u,', for non-zero values of ue', i.e. ue = 0.075 + 0.865 6,'. Surprisingly, the relationship between ue and ue' is independent of N. In the results section, the correction was made and the data were presented in terms of ue instead of ue'.
There are at least three concerns about the generation of a spatially perturbed line with the algorithm highlighted by the function (Al). It can only be regarded as a quasi-Gaussian function even though the correction had been made for standard deviation by Monte Carlo simulation. Second, unwanted virtual edges or borders of the dot pattern may be formed due to the limitation of the dot distribution within f1.5 ue', especially for stimuli with higher dot numbers. Third, the mean vertical position of the dot pattern generated according to the function (Al) did not always coincide with the intended mean line position (J = 0), i.e. there was an associated SEM
(A4
To assess the effects of these three factors, an alternative algorithm was implemented to generate spatially perturbed lines for Expt 4. This alternative algorithm resulted in a genuine Gaussian dot distribution (as proved by Monte Carlo simulation) without a virtual edge, and with the mean position of dot pattern being always centered at the intended mean line position level (v = 0), i.e. oH = 0. To generate such a zeromean Gaussian distribution, two operations were involved. First, N dots were distributed vertically in the computer memory according to a Gaussian probability function by using a Gaussian random distribution routine (Press, Flannery, Teukolsky, & Vetterling, 1989) . Next, the mean vertical position of the dot pattern was calculated, then the whole dot pattern position was vertically shifted by an amount corresponding to the mean position back to the absolute zero-mean position (within the error of the screen pixel size of about 2 set arc).
Due to the vertical shift of the dot pattern back to the zero-mean position, the true standard deviation (0,) of the final dot distribution should be smaller than that ((r,') originally set in the function (A3). Thus, Monte Carlo simulation was also performed on the dot distribution for each combination of N and ue' to determine oe. Data, in the results section, were plotted on the coordinate of rre instead of Ire'.
APPENDIX B The Role of Visibility in Bisection
According to the definition of the units of visibility (in multiples of detection threshold), a line's visibility can be expressed as: v=g ('31) where C is line strength, and C, is line detection threshold (both in units of %min). According to the previous finding of spatial summation for detection (see Fig. 6 in Wang & Levi, 1994) (6), i.e. equation (7)]. This connection can be directly confirmed by noting the near equality of exponents of the number of dots n (fourth column in Table 2 ) and m (slope of the fit line in Fig. 6 in Wang & Levi, 1994) in the two different tasks for observers (PY and SW). Observer PY has an exponent m of 0.84 * 0.03 for detection (Fig. 6 in Wang & Levi, 1994) , and an exponent n of 0.78 & 0.01 for bisection (n, fourth column); while observer SW has an exponent m of 0.63 * 0.03 for detection, and an exponent n of 0.58 f 0.02 for bisection. Even though different observers have different exponents, the same observer has almost the same exponents for the two totally different tasks (m is slightly larger than n, indicating that the summation of dots was slightly more effective for detection than for bisection). Thus we can reasonably rewrite equation (B3) as CN" Z VCd
by assuming m = n. Substituting equation (B4) into equation (7), we have 6d uD=CdV.
As a result, line position uncertainty ((To) in bisection at the 2 min arc line separation is inversely proportional to the line's visibility (V), and so is bisection threshold (Bth) itself when there is no spatial perturbation [i.e. cre = 0 in equation (6)]. This reciprocal relationship between Bth and V has been experimentally confirmed in a previous paper (see Fig. 8 in Wang & Levi, 1994) .
The role of spatial pooling (Ricco's diameter) in bisection
One difficulty with the dipole approach is that the units are not those usually used in describing position judgments. In this section we describe the relationship between Ricco's diameter and the dipole threshold, and show how position thresholds can be predicted in min arc, so that equation (B5) can actually be further simplified. According to the justification by Klein et al. (1990) Table  2 ) and Cd is about 70 %min arc (extrapolated from Fig. 6 in Wang & Levi, 1994) . Then Rd for observer PY should be R,, + 6: = -= 0.97 min arc. 70
This value can be directly verified or tested by a future study of dot dipole detection.
incorporating equation (B7) into equation (6) This prediction of 0.068 min arc bisection threshold is in quantitatively Again, for observer PY, Rd has been estimated to be 0.97 min arc, and good agreement with the experimentally measured threshold [compare suppose V is 10. Then this observer's bisection threshold should be with the thresholds plotted in Fig. 8(b) with V = 10 at low levels of a,].
