MEASURES AND MARKOV PROCESSES ON FUNCTION SPACES
By Peter BAXENDALE
INTRODUCTION.
Let S be a compact metric space of finite dimension and M a smooth complete finite dimensional Riemannian manifold. We describe the construction of a Markov process with continuous sample paths in the manifold C(S,M). En particular if S and M are compact Riemannian manifolds then for each p ^> -dim S and q ^> -dim M + 1, we obtain a different Markov process on C(S,M). We hope that this concrete example will be the first stage of a more general theory for Markov processes on infinite-dimensional manifolds, in the same way that the close study of Brownian motion on the real line gave rise to the theory of Gaussian measures on abstract Banach and Frechet spaces.
For proofs of the results, see [3] .
GAUSSIAN MEASURES ON LINEAR FUNCTION SPACES.
Let E be a separable Frechet space. A (mean-zero) Gaussian measure p on E is a Borel probability measure on E such that for all E, G E , ^(p) is a Gaussian measure on IR with mean 0 and variance o(0, where possibly o(0 = 0. Henceforth, all our Gaussian measures will have mean 0.
Let 0^ (E) be the algebra of subsets of E generated by the continuous linear functionals ^ £ E , then the o-algebra generated by (%(E) is the Borel o-algebra of E. If H is a separable Hilbert space, there is a canonical additive set function y on 6C (H) characterised by the fact that ^(y) is a Gaussian measure on K. with mean 0 and variance 11^11 , for each E, (E H . If dim H = oo, y is not o-additive. However, if i : H -> E is a continuous linear map, i(y) is an additive set function on QC (E) and we may ask whether i(y) is o-additive. If i est injective and i(y) is o-additive on GC (E), we say that (i,H,E) is an abstract Wiener space (AWS), and the extension of i(y) to the Borel o-algebra of E is called the corresponding Wiener measure. We remark that some authors insist that i(H) be dense in E in the definition of AWS. 
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For fuller details see [9] , [11] and [12] in the case E = Banach space. The characterisation of Gaussian measures in the theorem is due to SATO [15 ] in the case E = Banach space. For the general case, see [6] .
The following construction, which we shall need later, is due to GROSS. See [ Example 1. -E = C(S,R), and p a Gaussian measure on C(S,IR). For s,t G S, let K(s,t) = jf(s)f(t)dp(f). Then K is called the covariance of p and satisfies Gaussian measure on C(^). Let S, : V -> M be the dual bundle. For x,y G M, define
P is called the covariance of p, and satisfies
Any P satisfying (i) and (ii) is called a reproducing kernel for E,, and determines a Hilbert space H(P) of sections of E,, characterised by
(See [2] .) For P defined as above, there is a continuous inclusion H(P) < -> C(^), and (i,H(P), C(^)) is an AWS with Wiener measure p. We remark that since P(x,x) > 0 Gaussian measure j(y) on V is precisely the image of p under the evaluation map
Therefore the Sobolev inequalities [14] , [4] , provide a targe supply of Gaussian a 6
measures on the various function spaces C ' (V).
MARKOV PROCESSES ON M.
We deal with case S = a point. Our initial information consists of a Gaussian measure v of mean-zero on C(TM), and X G C(TM). We shall need to impose restrictions on p and X later. To help the reader visualise the construction we proceed as fol- Let M C V be a closed isometric embedding in some Euclidean space V, and h(x) the second fundamental form at x G M. Define This result shows that we have obtained a Markov process in M, and hence that the process started at a G M is independent of the choices of extension p, X, Y.
PROPOSITION 3. -The Markov process has infinitesimal generator A^ where
(Ah)(x) = ^ fv^xXfCx), f(x))dp(x) + Vh(x),(X(x))
== y trCv^CxXPCx^)) + Vh(x).(X(x)) for smooth h : M ->-(R with compact support.
Proposition 3 shows that the Markov process on M is independent of the embedding, so long as there exists an embedding satisfying (Al) -(A3).
DISCUSSION OF THE PROOFS AND EXAMPLES.
Given assumptions (Al) -(A3) on p, X and the embedding, we may choose extensions p, X and h which satisfy similar conditions on all of V. This means that the stochastic differential equation (») is a particular case of the general type
d^(t) = a(^(t))dt + b(^(t))dW(t) where a : V -> V and b : V -> L(C(V,V), V) satisfy local Lipschitz and global growth
properties. The statement of Proposition 1 now follows from general results on existence and uniqueness for solutions of stochastic differential equations. See [8] for such results in the one-dimensional case.
The proof of Proposition 2 goes as follows
Let f be a diffeomorphism of a neighbourhood U of a in V onto a neighbourhood of 0 in R such that fl maps into R x {0}. Let E, be the solution of (*) in V started at a, and T = time of first exit of E. from U. Let n(t) = f(^(t)) for t < T. Then by It6's lemma for the transformation of a stochastic integral, we see that Therefore, with probability one n(t) G (R x {0} for t < T, so that S(t) £ M D U up to time of first exit from U. The strong Markov property now shows that ^(t) G M for all t ^ 0 with probability one.
dn(t) = Df(S(t))(X(^(t)))dt + ^ tr {[D^a)) + DfO(t))Me(t))] [P^(t),^(t))]}dt + Df0(t)) [dW(t)(^(t))].
To prove Proposition 3, suppose E, is started at x e M. By It6's lemma,
DhO(t))dW (t)a(t)).
Take expectations and let t -> 0 : (Gh)(x) = ^ fv 2 h(x)(f(x),f(x))dp(x) + Vh(x)(X(x)).
Therefore, given suitable growth conditions on the coefficients of G, there exists a Markov process on M with infinitesimal generator G.
THE GENERAL CASE.
Let S be a compact metric space of finite metric dimension, and K a reproducing kernel on S. Let P be a reproducing kernel for TM -> M. Then we may define Q(s,x,t,y) = K(s,t)P(x,y) € L(T^M, T M), a reproducing kernel for the product bundle (() : S x TM ->-SxM. We remark that H(Q) is naturally isomorphic to H(K) {g)H(P).
Suppose also XG C(<()).
As before let M C V be a closed isometric embedding in some Euclidean space V, and let h(x) be the second fundamental form at x G M. Think of elements of C(<()) as continuous functions SxM ->-V. We list some assumptions : We remark that (A 4) and (A 5) separately imply that K and P are covariances for
Gaussian measures on C(S) and C(TM). Together, they imply that Q = K ® P is the covariance for a Gaussian measure p on C^) . Choose extensions i7, "X and "h as before (so that, e.g. p is a measure on C(S x V,V)) and define and is precisely the Markov process of the theorem. We claim this is the appropriate generalisation of the construction at the start of Section 2 to the nonlinear case.
Example 5. -Suppose S and M are compact Riemannian manifolds and p > -r dim S, 1 . q. ^> -^ dim M+l. Then the Sobolev inequalities [14] give continuous inclusions L^S) C C^S), L^TM) C C^TM) P q ? 9
for some a > 0. Then L (S) = H(K) and L (TM) = H(P) for reproducing kernels K on S and P on TM which satisfy (A 4) and (A 5). We take X=0 and note that (A 7) is satisfied, and we obtain a family of measures v on C(S x M, M) and corresponding
Markov process on C(S,M). For different pairs (p,q) we obtain different K and P, and therefore a different process.
Example 6. -Let S,p and K be as above. Suppose now M is a complete finite dimensional Riemannian manifold whose injective radius is bounded away from zero. Then i ^ i for q > -. dim M+l, we have the continuous inclusion L (TM) C C (TM) (see [ 4 ] ) . If there is an embedding M C V satisfying (A 7) and such that the geodesic distance metric on M is uniformly equivalent to that induced from V, then the reproducinĝ kernel P of L (TM) satisfies (A 5). Take X=0 and apply the theorem.
