The detection of the presence of tampered images is of significant importance in digital forensics. The problem with image tampering detection is the vast number of features that are currently available in the literature. It is very challenging to determine the best features to correctly characterise these images. This paper proposes a hybrid evolutionary framework to perform a quantitative study to evaluate all features in image tampering for the best feature set. Upon feature evaluation and selection, the classification mechanism must be optimised for good performance. Therefore, in addition to being able to determine an optimal set of features for a classifier, the hybrid framework is capable of determining the optimal multiple classifier ensembles while achieving the best classification performance in terms of low complexity and high accuracy for image tampering detection. Using a training dataset of only 5% of the dataset, we were able to obtain accuracies of 90.18% on a CASIA 1 dataset with 1,457 test images, 96.21% on a CASIA 2 dataset with 10,200 and 94.64% on a combined CASIA 1 and 2 dataset with 11,657 testing images. The experiment result shows that our image tampering detection can support large-scale digital image evidence authenticity verification with consistent good accuracy.
Introduction
With the exponential growth of the social media platform, large volumes of images are being uploaded onto the internet each day. As such, the distribution, manipulation and duplication of images can be done very easily (Farid, 2009 ). While we are mostly not concerned about the authenticity of these images, there may be situations where manipulations of images are performed to intentionally mislead the viewer and can cause very serious consequences. These events could be related but not limited to official government documents, legal matters, healthcare, journalism and forensics investigations, etc. Depending on the skill of the forger, the extent of the manipulation can be executed with a very high degree of sophistication and it is often very difficult to detect such tampered images. These advancements pose an increasing necessity for an infrastructure to accurately determine the authenticity of large volumes of digital images.
The detection of tampered images is a very challenging problem due to the various types of tampering such as copy-move and splicing which produce different statistical features. Some well known methods includes analysing the discrete cosine transform (DCT) coefficients (Fridrich et al., 2003; Popescu and Farid, 2004) or the discrete wavelet transforms (DWT) (Li et al., 2007; Zhang et al., 2008) of the images to identify copy-move tampering. Some of the proposed work also studied the use of double compression effects in the spatial and DCT domains to identify tampered regions (Lin and Wu, 2011; Thing et al., 2012) .
While there are many features, it is impossible for any single set of features to truly represent the spectrum of a large tampered image dataset. On the other hand, if all the different features are used, redundancy in the feature set would result in a high dimensional problem causing poor classification performance. For example, the work by Sutthiwan et al. (2010) and Su et al. (2007) proposes a method using Markov process transition probability matrices (TPM) for detecting tampering image with high accuracy. This is achieved by capturing the changes in the distribution of the DCT coefficient caused by tampering. He et al. (2012) have extended the original number of features Sutthiwan et al., 2011) by 72 additional features in the form of DWT. The problem with the TPM features is the large dimensionality of the features. Seventy two TPM results in a feature dimensionality between 2,250 and 7,290 depending on the Threshold used to generate the TPM (He et al., 2012) . We illustrate in Section 5.7 that such a high dimensionality result in the infamous 'cause of dimensionality' which prevents the generalisation of the classifier (causing poor classification performance). Therefore, Shi et al. (2007) , Sutthiwan et al. (2011) and He et al. (2012) all applied feature reduction to reduce the feature dimensions. However, reducing the TPM through feature reduction causes a loss in the correlation between the coefficients needed to detect tampering. In contrast, we believe that by preserving the integrity of the TPM, better performance can be obtained. The key to this problem is two folds: firstly, how do we maintain a balance between identifying key TPMs to preserve the low feature dimensionality. Secondly, how do we identify additional key features while at the same time, obtain a high classification performance.
In this paper, we propose a hybrid evolutionary algorithm that combines a population-based global heuristic search strategy to determine the feature sets and at the same time, uses a local refinement to optimise a multiple classifier system (MCS) to ensure a good classification performance. To the best of our knowledge, this is the first work in image tampering detecting that utilises a hybrid evolutionary algorithm. We propose a framework that consists of two genetic algorithms (GA) to ensure a balance between key features and an optimised MCS. In addition, we feature engineered multiple features that have been developed in the field of image forensics to be used in our framework. This way, we are able to use the hybrid algorithm to perform a fair evaluation on all features used in image tampering to determine the best features used to characterise tampered images. Furthermore, as the framework uses the ground truth as a source of evaluating the solutions, this procedure will ensure that the data best fits the model. In our work, we illustrate through experiments that our hybrid algorithm performs well in identifying key features and classifiers over iterative generations. We also show that using MCS constantly out performs single classifiers with good accuracy for detecting tampered images.
The rest of the paper is organised as follow. In Section 2, we discuss the related work in image forgery detection. In Section 3, we briefly describe the techniques used to extract the features for characterising the images, and in Section 4, we describe the hybrid evolutionary algorithm used to determine the optimal feature set and classifiers. We present and discuss the experimental results in Section 5 and conclude the paper in Section 6.
Related work
In this section, we discuss the existing techniques capable of performing various forms of tampered image detection. Also, we discuss the motivations for the use of multiple classifiers in our work.
Image tampering detection

Copy-move
In Fridrich et al. (2003) , the authors suggested segmenting the image into overlapping blocks. DCT coefficients were then extracted from these blocks and utilised as features. The DCT coefficients were then lexicographically sorted and thresholding was applied to determine similar regions. Popescu and Farid (2004) technique differs slightly by applying the principal component analysis on small fixed-size image blocks to obtain a lower dimension DCT block representation. Each block was then vectorised and inserted into a matrix to obtain the covariance matrix. Subsequently, the eigenvectors of the covariance matrix were lexicographically sorted to detect the duplicated regions. Li et al. (2007) decomposed the input image into four sub-bands by applying the DWT. Subsequently, singular value decomposition (SVD) was then applied to each individual sub band to obtain a low dimensional representation. The SVD vector was then sorted lexicographically to detect similar regions using a fixed threshold. The main drawback of these methods is that if the copied region has been scaled or rotated, these techniques would not be effective.
So, in order to overcome these obstacles, Zhang et al. (2008) first applied the DWT to reduce the dimensionality of the image. The authors then computed the phase correlation to estimate the spatial offset between the copied region and the pasted region. The pixel location with the corresponding peaks was then detected as the copiedregions. Huang et al. (2008) used the scale invariant feature transform (SIFT) as a feature to describe every key point on an image. Subsequently, all the key points were compared with each other. Matching key points with the minimum Euclidean distance that satisfies a threshold were then detected as similar regions to determine forgery. Xu et al. (2010) proposed using the speed up robust features (SURF) descriptors instead of SIFT due to its computational efficiency as the former uses integral images. Similar to SIFT, the key points were first obtained using the SURF descriptors. Subsequently, the feature matching would take place to identify similar regions using a predefined threshold.
In Lin and Wu (2011) , as part of an integrated technique to detect copy-move and splicing, the authors used the SURF as the key-point feature for carrying out similarity measurements. To detect a copy and move forgery, the Euclidean distance was calculated between the key-points, and a threshold was used to decide on the similarity among the blocks.
Splicing
In order to detect image splicing, Ng and Chang (2004) employed a higher order moment spectrum originally inspired by speech recognition. Originally, bi-coherence features were used for human-speech splicing detection. However, the authors computed 1-D bi-coherence features from the vertical and horizontal image slices of an image to detect the discontinuity among the tampered image. For their work, the authors obtained an accuracy of 71.4%.
In Chen et al. (2007) , the authors stated that splicing would often produce sharp edges and corners. Hence, they proposed using statistical moment of characteristic features obtained from the input image, prediction-error image and its wavelet sub band. The prediction-error image was obtained by setting all the wavelet approximation bands to zero before applying the inverse DWT enhancing the high frequency components. Through this step, moments of wavelet characteristics functions could be obtained. All the features were then merged and trained using a SVM. Using their proposed method, the authors obtained an accuracy of 82.3%. On the other hand, Shi et al. (2007) used features from DWT sub bands and Markov transition probability of difference 2D array obtained from different arrays of DCT. For their work, the authors obtained an accuracy of 92%. Lin and Wu (2011) analysed the double compression effects in the spatial and DCT domains to observe the effectiveness of these characteristics in the detection of image forgery. Through their analysis, it was shown that double compression introduces specific artefacts (i.e., the DQ effect which exhibits periodic peaks and valleys) in the DCT coefficient histogram. So, in order to detect splicing, the probability of the image being forged by splicing was computed based on the analysis of the statistics of the histogram and the detection of these specific artefacts.
JPEG re-compression
Bianchi and Piva (2011) did a study on JPEG compression observations in tampered images. In their research, they analysed the occurrence of JPEG compressions in two scenarios. The first scenario is where the image has been forged and saved again in the JPEG format. In this scenario, the DCT coefficients of the unmodified regions undergo a double compression and exhibit an effect called double quantisation (DQ). In the second scenario, the DCT coefficients of the forged areas in the tampered images resulting in a single compression (i.e., without the DQ effect) are observed. The second scenario of single compression of the forged region is the resultant of decompressing a JPEG image, carrying out image tampering manipulation on the forged region (e.g., image splicing) and subsequently saving the image back into the JPEG format. Therefore, the unmodified region will exhibit double compression artefacts but the forged regions would not have any artefacts. Thing et al. (2012) introduced an improved double compression detection method for JPEG image forensics. The focus of their research was on a detection method that is more suited for large scale image authenticity verification. In their work, DCT blocks in a JPEG image are first processed to form the coefficient histograms. A robust period detection technique was proposed to detect the local maximum within a period in the DCT histogram. Probabilities of each DCT coefficient in each 8 by 8 block were then calculated to determine its authenticity. A probability bit map was then created by summing up the probabilities for each block in the image. Four features (and, the optimal threshold value used to detect normalities, the variance of the normalities in the authentic and tampered image class, and the squared difference between the mean normalities of the two classes) were extracted and used to train a SVM. In order to demonstrate the robustness and scalability of their method, they used a publicly available database of 9,501 images, where about 5% of the images were used for training and the remainder used for testing. For their work, they obtained an average of 90.81% for true negative (i.e., correctly detecting the authentic images) and 76.95% for true positives (i.e., correctly detecting the forged images).
Multiple classifiers
To the best of our knowledge, Hsu and Chang (2008) , Lin and Wu (2011) and Fontani et al. (2011) are the only existing works that fuse information from multiple sources for detecting tampered images. Combining classifiers have known to improve performance when using large number of classifiers with each classifier giving overlapping performance on different parts of the problem space (Sharkey, 1999 ). The rationale is that different classifiers are expected to provide complimentary information to other classifiers. Majority of the literature Hsu and Chang (2008) , Fontani et al. (2011) and Lin and Wu (2011) are similar in nature; multiple image forensics tools are applied to the image before the information is fused together for a final decision. Fontani et al. (2011) applied multiple image forensics tools followed by using a Dempster-Shafer framework to fuse this information together to infer the best decision. In their work, they used a custom build dataset of 1,600 images for experiments. Hsu and Chang (2008) utilised cues such as DQ artefacts and camera response function inconsistency as input to their statistical fusion framework. For their work, only 90 images were utilised to verify their experiments. Lin and Wu (2011) applied the SURF descriptor for detecting copy-move tampering and extracted DCT coefficients for DQ effect processing to detect splicing. The outputs of these two processes were then fused together using a simple OR operation for a final decision. In their work, only 20 images were used for verification. Our work differs in the aspect of automatically selecting the key features based on the characteristics of the tampered images.
Our contribution
The main objective of our work is to identify key features to detect image tampering. Our contributions are as follows:
• The design of the hybrid evolutionary algorithm to obtain optimal features and the multiple classifier components that is capable of characterising authentic and tampered images.
• Manage feature dimensions. We prove that by identifying key TPM, we are able to manage the feature dimensions while obtaining better classification accuracy.
• Evaluation of features. We automatically evaluate the features given an initial large pool of 582 features. A large pool will enable the evolutionary algorithm to search and dynamically combine a wider range of features. Transition probability matrix obtained through DWT Shi et al., 2007) and DCT (Li et al., 2007; Wang et al., 2012) features were considered as they utilised multi block sizes ranging from 2 by 2 to 32 by 32. Therefore, these features have the potential to detect subtle changes caused by tampering on finer regions. Features utilised in Chen et al. (2007) and Shi et al. (2007) were also included because image splicing introduces unnatural characteristics (such as distinct edges, lighting inconsistencies, etc.) into the image, these characteristics could provide useful edge statistics within the spliced image.
• Evaluate on a large scale database. We show through experiments that our proposed framework is able to select key features and at the same time, achieve high accuracies of at least 90%.
Features
In this section, we discuss a comprehensive list of features that we are considering that can characterise the different forms of tampering through evolutionary computation.
Discrete cosine transform
As mentioned earlier in Section 2, JPEG images that have splicing would inherently undergo a double JPEG compression thus exhibiting a DQ effect (Bianchi and Piva, 2011; Thing et al., 2012) . So, by capturing the underlying statistics of the DCT coefficients, such tampering can be determined. Hence, we use DCT as a feature in our hybrid evolutionary algorithm.
Similar to Sutthiwan et al. (2010) , we adopted the use of multi block DCT (MBDCT) ranging from 2 by 2 to 32 by 32 blocks as part of our features pool. One reason for using block DCT is that neighbouring DCT coefficients often exhibit mutual correlations. By applying the Markov random process (discussed in sub-section B), it is able to capture these transitions. Also, by using multi block features; these features have the additional capabilities of detecting subtle changes caused by tampering on finer regions. Since a comprehensive description of the technique are reported in Sutthiwan et al. (2010) and Shi et al. (2007) , we only provide a brief introduction of the Markov random process (Section 3.2) and refer the reader to the reference for more information.
Markov random process
In this work, not only do we apply Markov random process to the DCT, we also applied this process to the wavelet transform (discussed in Subsection 3.3) to obtain the transitional characteristics throughout the multi level transition.
Difference 2-D arrays
After an image has gone through the series of n × n block MBDCT-based processing, the difference arrays are generated in various directions. Depending on the direction of the difference array, the difference is carried out by subtracting the pixel value from its neighbour [in all horizontal, vertical and diagonal directions [ Figure 1 
Thresholding of difference array
In order to limit the range of the difference values for Markov processing, we use a thresholding technique by Shi et al. (2007) to set the difference values to be within the range of [-T, T] (i.e., all values lesser than -T will be set to a minimum of -T and all values greater than T will be set to a maximum of T). The result of the thresholding operation will result in a (2T + 1) × (2T + 1) matrix which we refer to as a full TPM. We chose to use two different thresholds of 2 and 4. The purpose of this was firstly, to generate more features for the GA. Secondly and more importantly, it is to ensure that we detect the subtle changes at different scales. With a thresholding value of 4, the output of the difference array will be between -4 and 4 with intervals of 1 (resulting in courser detection). Using a thresholding value of 2, the output of the difference will be between -2 and 2. However, the intervals are limited to 0.5, hence providing better capabilities in detecting the subtle changes.
Transition probability matrix
The correlation between the elements in the array is modelled by using the TPM in both the horizontal and vertical directions to capture the correlation characteristics. The elements of the matrices associated with the horizontal and vertical difference 2D arrays are given by:
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equals 1 if the statement is true, or 0 if false; δ((x, y) equals 1 if both the statements x and y are true, or 0 if false. In the above equations, the normalisation factor for the probability matrices are over the columns, which is j. However, in addition to normalisation over the columns, we normalised the TPM over the rows and over the whole image to introduce additional features to allow for completeness of the feature set.
Discrete wavelet transform
DWT is a multi-level decomposition technique localised in the frequency and spatial space. As they are multi-level, they have the ability to capture the transient changes between the different resolutions giving them better abilities in representing tampered characteristics. In order to obtain more features, we used a Deubechies (DB) wavelet transform over two layers. At the first level of the wavelet transform, the image is decomposed into four sub images and labelled LL1, LH1, HL1 and HH1 respectively. LL1 corresponds to the approximation image which is used for further decomposition at the second level. LH1, HL1 and HH1 correspond to the vertical, horizontal and diagonal components of the image. In the second layer, we obtain LH2, HL2 and HH2 which correspond to the vertical, horizontal and diagonal components in the second layer of the wavelet respectively. The Markov random process is then applied to capture the transition change in the wavelet and also to further reduce the dimensionality of the wavelet.
In addition to the TPM of the wavelet, we also obtain statistics from each of the different sub bands according to Wang et al. (2012) . For each of the sub image, we calculate the mean, norm1 (sum of all the absolute values of the wavelet coefficient), norm2 (Euclidean norm which essentially measures the length of the vector), standard deviation and average residual (i.e., the deviation from the mean) using the following equations:
where x is the wavelet coefficient and n is the number of coefficients in the sub image.
Edge statistics
Image manipulation processes usually introduce unnatural transitions within the image in terms of edges. Typically, edge and lines in images corresponds to high responses in both the frequency and spatial domain. As a result, these responses could inherit the forged artefacts and could assist in detecting tampered images. So, edge statistics are computed from different images obtained through various image processing techniques. We use the method detailed in Chen et al. (2007) to enhance these edge features by using a reconstructed image. Reconstructed images are generated by first applying DWT to it. The approximation sub band is then substituted with zeros. Through the processing of inversing the wavelet transform, the reconstructed image is obtained. In addition to the reconstructed image, we also compute a prediction-error image according to Chen et al. (2007) . The purpose of the prediction-error image is to remove redundant low frequency information from the image while retaining the high frequency information pertaining to the edge features. Finally, 2D phase congruency (Kovesi, 1999) is applied to both the prediction-error image and the reconstructed image in order to enhance the edge information. In this research, the edge statistics computed are the mean, variance, skewness and kurtosis. 
Correlation filters
The correlation filters have been used widely for detecting similar objects in the frequency domain (Jingying et al., 2002; Zhang et al., 2008) . In this research, they are used primarily as features to represent copy-move forgeries. These filters work by obtaining a segment of the image systematically throughout the whole image. Each of these segments will be used as a template image. The template image is then converted into the frequency domain. Subsequently, they are correlated with each and every other segment in the image. The correlation ratio, R, is calculated between two image regions using the following formula:
where F is the Fourier transform, and conj is the complex conjugate. We applied this in the wavelet domain in order to find correlations within the DWT sub bands. The outputs of the correlated ratio are then used as the features. So, through the utilisation of all these features, we generate a feature pool of 582 features and the breakdown of the features is listed in Table 1 .
Hybrid evolutionary algorithm: a Memetic algorithm
Memetic algorithms (MA) use a minimum of two evolutionary techniques in a combined approach and they maintain a population of solutions. In our work, we use two evolutionary techniques; one to optimise the feature set and the other to optimise the MCS. In this work, GAs are used to perform both the global and the local search because have been proven to be very good search algorithms (Yao, 1999; Kuncheva and Jain, 2000; Kwong et al., 2001; Kyoung et al., 2006) . In addition, since they are stochastic processes, they have the ability to avoid being trapped in local minimas as opposed to traditional search methods that originates from a single point.
The GA process leads to the generation of a new population of individuals that is better suited for the problem than the individuals that they are created from, eventually reaching an optimal solution. For each solution, a subsequent GA will be carried out to further optimise the solution. Ideally, after the termination criteria have been met, the final population will consist only the best individuals which will be decoded as the optimised set of solutions. Algorithm 1 represents the pseudo code for the Memetic Algorithm for our feature and MCS evolution where the variable, pre_defined_accuracy, is the predefined minimum accuracy in order for the solution to be passed onto the next GA. 
Generic genetic algorithm
Both the GAs in the Memetic algorithm utilises the same steps. The only difference between the two GAs are the encoding of the chromosomes and the fitness evaluation algorithm. At the beginning of each loop, there is an initial population of chromosomes that is encoded. Their fitness values are computed by a unique fitness function. Depending on the selection function used, certain chromosomes will be selected as parents to generate offsprings. The fitness values of these offsprings are then obtained. Based on the fitness values of these offsprings, the weaker chromosomes will be replaced by the stronger offsprings. This loop will be repeated until the termination criterion is met.
Feature encoding
The chromosome is the core of the GA algorithm as it holds the key factors pertaining to the strength of the individual solution. In our work, the two separate GAs take on different encoding for the chromosomes. The first GA will use the features (as listed in Table 1 ) as the genes for the chromosome where each feature is encoded as a corresponding numerical value as illustrated in Figure 2 . If the feature is a TPM, the full size TPM will be used as a single feature. From here on, this GA will be known as the Feature GA and its chromosomes will be referred to as the feature solutions. The second GA would use the feature solutions of the first GA as genes (also numerically encoded) in the chromosomes, i.e., solutions from the output of the first GA will be used as genes in the second GA. Similarly, from here on, this GA will be referred to as the MCS GA and its chromosomes will be referred to as MCS solutions.
Selection
Selection is the process used to determine the chromosomes that are to be selected for reproduction. The Roulette Wheel Selection (RWS) is used in both the GAs in our work because of its ability to potentially select weaker solutions. Weak solutions can sometimes contain useful information. It is a misconception that weaker solutions are of no use and are often discarded. However, if they are selected and combined with fitter solutions, they may have the capability to be stronger than fitter solutions (Bäck, 1996) after the current generation (through evolution). RWS selects chromosomes by first assigning a sector of the roulette wheel according to the fitness value of each solution in the GA using the following mathematical formula.
where f i is the fitness value that is based on the relevant GA algorithm at that moment in time, and N is the total number of individuals in the population.
Subsequently, a random selection is then made to select the potential solution. Hence, the larger the fitness value, the larger the sector and its chance of being selected.
Crossover
The crossover operation is the canonical force of the GA for carrying out solution optimisations. For this operation, a crossover point will be generated and parts of the parentsâŁ™ chromosome will be swapped in order to produce the offspring (Holland, 1992) . In both the GAs for these experiments, we adopted the one point crossover as shown in Figure 3 . If both parents have the same number of features, the creation of the offspring is straightforward. In addition, our crossover operator for both the GAs uses a crossover rate of 0.7 to select a rate between 0.65 and 0.85 as suggested by Jong (1975) . This means that 70% of the chromosomes in the population will undergo crossover operations.
Figure 3 Crossover operation
The only concern is when both the parents have the different number of features. In this case, the offspring will take the average number of features. Under no circumstances should duplicated features or solutions be within the chromosome. If duplication features or solutions exist, they would be removed.
Mutation
The mutation operation is to allow for genetic diversity from one generation of the population to the next (Holland, 1992) . The purpose of the mutation operator is to introduce diversity to avoid local minima by preventing the chromosomes from being too similar. For the feature GA, we perform mutation by changing the genes at random positions defined by a mutation rate which we defined as 0.1 in our experiments. Meaning to say, 10% of the genes in the chromosome would be randomly selected and have their feature encoding randomly changed. We chose a very small rate of 0.1 so that better solutions (if they exist) that is not so far from the current solutions can be identified.
Similarly, for the MCS GA, we used a mutation rate of 0.1. For a selected classifier gene, we randomly change one of the features encoding in the classifier to denote a mutation.
Feature GA fitness evaluation
For the feature GA, the encodings of the features would be decoded, concatenated and used as a training dataset. In order to get a performance score of the classifier known as the Fitness Evaluation, we based the score on the receiver operator curve (ROC) over the test set. The rationale behind using the ROC is to prevent the classifier from over fitting of the data. Our initial analysis illustrated that if the accuracy was used, the trained model would not provide consistent results after training; they tend to generate very high accuracy during training. However, the accuracy would be much lower when presented with a new test set.
ROC is a two dimensional depiction of classifier performance that illustrates the classifier performance visually. Essentially, it only maps the classification outputs from a classifier onto a ROC space. So, in order to obtain a single scalar value that can represent the classifier performance, we calculate the area under the ROC (abbreviated as AUC) as proposed in Fawcett (2004) . The AUC is computed by recursively adding the areas of trapezoids under the curve. We follow the algorithm proposed in Fawcett (2004) to calculate the AUC and this is illustrated in the pseudo code in Algorithm 2. 
MCS GA fitness evaluation
For the MCS GA, the chromosomes are encoded with the feature solutions from the Feature GA. Therefore, each feature solution in the chromosome is essentially a classifier on its own. In order to combine these classifiers (feature solutions) for a final decision for each test sample, the average rule is used.
Similarly, for this segment of the Memetic algorithm, the fitness evaluation uses the AUC of the MCS solution over the test dataset as discussed in the previous section.
Upon passing back the MCS solutions for combination, the feature solutions that are selected from the optimised MCS will be locked down, i.e., they cannot be removed from the population and neither can their encodings (features) be altered. This lock down is to safe guard the optimised MCS from losing its best solution. Subsequently, if the maximum generation has been met, the Memetic algorithm will be terminated. Otherwise, it will perform selection and continue with the evolution.
Experiment results
Image datasets
For our experiment, we use the publicly available datasets generated and maintained by the Institute of Automation at Chinese Academy of Sciences (Dong and Wang, 2011) . The breakdown of each dataset is listed in Table 2 . For all the experiments, unless otherwise indicated, the whole dataset was split into 5% for training, 10% for fitness evaluation and the remaining 85% for testing. The parameters used for the experiments are listed in Table 3 . For the number of features, we chose 15 as the maximum number of features allowed in a classifier purely because we wanted to reduce the complexity of the classifier. For the maximum number of classifiers in an ensemble, we chose 40 as the maximum number because we wanted to reduce computational time during classification. With regards to the number of populations and generations, we chose a population of 80 and number of generations of 100 for feature selection because it is a more important factor for classification. Therefore, requiring more initial population and longer run time for better generalisation. As for the population and generations for the number of classifiers, we chose a number of 50 for population size and 30 for number of generations since good features would have already been identified in the previous step. 
Support vector machine classifier
The support vector machine (SVM) is used as the classifier of choice and we utilise a 2 degree polynomial kernel. Depending on the size of the dataset, the number of images for the training and testing images varies and are listed in Table 4 . In this experiment, we perform the experiment individually on CASIA 1 and CASIA 2. As the parameters are the same for both datasets, we analyse the results in detail for CASIA 1 only and illustrate the optimal solution for CASIA 2. Figures 4 to 7 illustrates the results at different generations throughout the evolution for CASIA 1. The best solution at each generation is illustrated based on the increment of the fitness value at the end of each generation of the MA. At this point, we emphasise that the fitness value for the best individual classifier (BIC) within the MCS solution is independent of the AUC that is obtained for the MCS (i.e., the AUC of the MCS is not an average taken over all the selected classifiers). By using independent AUCs, the fitness value from the best individuals can be higher than the fitness value for the MA at different generations of the evolution. Also, the AUC is only an estimate for the performance of the classifier. The actual accuracy obtained for each solution can vary with the AUC. The performance between the BIC and the MA validation set is illustrated in Figure 4 . Within the first 20 evolutions, we see the accuracies fluctuating. Looking at the first five generations, we have the BIC with an accuracy of approximately 79% while for the MA, we obtained an accuracy of 85.79%. This shows that multiple classifiers can obtain better performance as compared to using a single classifier. Between generations five to ten, we see the BIC and the MA having similar accuracies. However, from generations ten onwards, the MA performance clearly obtained better performance as compared to the BIC. Between generations 20 to 65, we see the MA0s accuracy fluctuating while the BIC remains constant. This is the mutation operation causing a change in the MCS chromosome to obtain better performance. In this case, the BIC has not changed. Instead, what is being changed are the other classifiers used in the MCS. Between generations 30 to 40, we observe that the MA exhibits a higher accuracy as opposed to the final accuracy. This occurs because the MA is not driven by the accuracy of the MCS but by the fitness value based on an evaluation set. However, Figure 7 shows that the false positive rates (FPR) and false negative rates (FNR) are higher while the true positive rates (TNR) and true negative rates (TNR) are lower at those particular generations as compared to the final accuracy. As the MA converges to a solution, we observe that we are able to obtain an accuracy of 90.18% as compared to the BIC at 88.67% with a balanced out TPR, TNR, FPR and FNR as illustrated in Figure 7 . Figure 5 illustrates the fitness value for both the BIC fitness value and the MA fitness value over 100 generations. As the evolution starts, the best MA solution gave a relatively weak fitness value of 0.78, which is slightly lower than the BIC. Throughout the generations, we observe the fitness values increasing steadily. Between generations 10 to 20, we see the BIC obtaining relatively better fitness values than the MA. Similarly, this happens because the BIC within the MCS solution is independent of the AUC that is obtained for the MCS. From generations 25 onwards, we see the MA steadily surpassing the BIC and finally obtaining the fitness value of 0.9689.
In Figure 6 , we analyse the number of features and classifiers over the 100 generations. We observe that the number of classifiers hovers between 8 and 10 even though the number of features is limited at 15. In the first 15 generations, we see that the average number of features increases with the number of classifiers raising up to as high as 17. This observation indicates that the MA is trying to maintain a balance between the ideal average number of features and the number of classifiers to obtain better performance. Between generations 35 to 40, we see the number of features lowering while the number of classifiers increases. Again, this observation illustrates the identification of key features and classifiers. From generation 40 to 70, we see the MA starting to converge as the features and classifiers do not vary. As we approach the generation 70, the number of classifiers raises up to 9 while the number of classifiers do not change. Again, this is possible because of the mutation factor that alters the chromosome. This effect illustrates that the solution has the ability to search near its problem space to increase performance. By the 90th generation, we see that the number of classifiers starts to drop and the whole MA terminates at generation 100 with the average number of features at approximately 9 while the number of classifiers is kept low at 5.
Based on the observations of experiment 1 on CASIA 1, we performed the same experiment using the same parameters on the CASIA 2 database. The best solution is listed in Table 5 .We understand from the authors of CASIA that these two databases are different in terms of the methods used to tamper these images. So, for this experiment, it is not unexpected that different number of features, type of features and classifiers were obtained. At the end of the evolution, we obtained an accuracy of 96.21% where majority of the images were classified correctly on a relatively large test dataset of 10,200 images. Meaning to say, the Memetic algorithm is capable of evaluating and selecting the best features based on the dataset in order to achieve maximum classification performance. Furthermore, both the false positive rate and false negative rate are kept relatively lower at 0.029 and 0.062 respectively as compared to CASIA 1.
The results of this experiment prove that the feature GA is fully capable of identifying optimal features. For the experiment on CASIA 1, although the MCS accuracy at the end of the evolution for the MA is only slightly higher at 90.18% as compared to the individual classifier, we would like to emphasise that the main objective of this method is to prove the scalability and robustness of this algorithm. This will be more apparent in experiment 3 where the training dataset is totally different from the validation set. 
Experiment 2: Evolution on combining datasets
In this experiment, we combined both the CASIA 1 and CASIA 2 databases. In total, we have 13,715 images. In order to obtain this mixed database, we alternate between images from CASIA 1 and CASIA 2. For this experiment, 5% of the mixed data will be used to train the classifiers, 10% will be used for fitness evaluation for the MA and the final 85% will be used for validating the MCS. By using a small training set with a relatively much larger test set, we are able to test the scalability of the MA. Due to space constrain, we present the results of selected generations in Table 6 . Table 6 Evolution for CASIA 1 and 2 databases At generation 0, we see that the best solution obtained very low fitness values among its classifiers with the lowest fitness value at 0.66 and the highest at 0.78 giving an average of 0.72. This example illustrates that if we were to just take the average AUC over all the classifiers in the MCS solution and use that as fitness value for the MCSGA, the performance of the MCS will be poor. However, by deriving the fitness evaluation for the MCS segment of the MA independently through the AUC for each MCS GA solution, better fitness values and classification performance were obtained. These improvements were illustrated from generation 1 onwards were the fitness value of the MA deviates away from the average fitness values. However, through the generations, we see that this gap closes. This is a natural evolution as the classifiers are evolving to be stronger classifiers thus closing the gap between the MA fitness value and the averaged fitness value.
In the first five generations of the algorithm, we observe that classifiers with low fitness values are being included in the best solution at its generation. Weak classifiers with fitness values less than 0.70 are being part of a ensemble that when combined together, offer better fitness values by at least 0.1. This observation was also present in experiment 1, further emphasising our point that combining classifiers can offer better performance and this point is also true in this experiment with a relatively larger dataset. Naturally, as the MA iterates through its generation, the classifiers also become stronger due to feature evolution resulting in lesser classifiers needed. This is seen through generations 8 to 63, where the number of classifiers converged from 7 to 5.
Optimising of the MCS is also illustrated clearly in Table 6 . When it comes to optimising systems with multiple variables (i.e., number of features and number of classifiers), the key is to identify optimal values for these variables in order to obtain the best possible result. In our scenario, we successfully strike a right balance between the total number of features and the number of classifiers while achieving the best fitness value through our MA. This optimisation is achieved as we observe that between generations 4 to 10, the average number of features has fallen from 10.14 to 8 while maintaining similar number of classifiers. The adverse affect of the reduction in features resulted in an increase fitness value from 0.83 to 0.86 demonstrating that with the removal of certain redundant features, the problem space is reduced and better performance is observed. From generations 10 to 12, the average number of features increased to 8.28 with a very slight increase in fitness value. What is interesting is from generation 14 onwards, we observe that the number of classifiers and average number of features fluctuating. The fluctuation is due to the MA consistently exploring the problem space to find a balance between the key features and the number of classifiers in the MCS, it also illustrates the relationship between the complexities of the features, the various classifiers and how this combination can affect the performance of the MCS. Comparing both experiments 1 and 2, experiment 2 converges to a solution much later and is due to the size and complexity of the dataset.
At the end of the evolution, the MA problem obtained an accuracy of 94.64% with the statistics illustrated in Table 7 . The features evolved for each classifier within the MCS solution are listed in Table 8 . Through analysis of the feature list, we observe that the features evolved contain a dynamic range of features. Firstly, each of the classifier uses features from both the DWT and DCT. Secondly, the types of TPM selected are not typical matrices that one would manually select. Instead, each of the classifiers selected different MBDCT block sizes, normalised using different directions, different colour channels and different threshold values. The randomness of these features illustrates the power of evolution that can be used for optimisation. Lastly, the dimensions of the feature set are neither too big nor too small, i.e., it is not too small that causes over fitting resulting in inaccurate classification; neither is it too big resulting in the classifier being too complex for accurate prediction and computational efficiency. Through the evaluation of our proposed method, we have demonstrated that we can reduce complexity of the classifiers without sacrificing the classification performance. Table 8 Breakdown of MCS classifiers and features (continued) Table 9 illustrates the results over the evolution at various generations of the algorithm. We emphasise that the MA fitness value is based on the 1,031 testing images from CASIA 1. As such, the overall MA fitness values observed in Table 9 are lower than the previous experiments using CASIA 1 simply because the testing set in this experiment is much higher than the former. Another point to note is the accuracy obtained is not tied to the corresponding fitness value because the solution obtained is solely based on the data of CASIA 1. Hence, the accuracy varies according to the solution and we will cover this point later in this section. We observe that at the initial generations, we see that the average number of features is relatively low. Since the validation set is an unseen, different and larger dataset, the initial features and classifiers selected are unable to perform well. Hence, the high false positives and false negatives at generation 0. From generations 4 to 10, we observe an overall increase in the number of average features and classifiers for the best solutions. However, at this point, it is still unable to converge to a good solution and is illustrated in the statistics in Table 9 where the number of true positives is still relatively low and the number of false negatives is still high.
It is only after the 10th generation where the MA finds its grounding and steadily increases both its fitness values and MA accuracy. From this generation onwards, we see the feature and classifier number fluctuating with minimal changes as it stabilises itself.
For this experiment, we obtained an accuracy of 87.42% at the end of the evolution. This accuracy is based on the validation dataset which is the CASIA 2 dataset. Since the MA fitness value is based upon the test set which is the majority of the CASIA 1 dataset, the evolution of the solution has absolutely no relevance with the validation set. This means that the accuracy obtained for the CASIA 2 dataset is totally independent of the solution obtained through evolution. Thus, demonstrating the scalability and robustness of our method.
Preserving the integrity of the TPM: a comparison
We investigated into the use to full TPM as compared to using features obtained through feature selection of the TPM. As mentioned earlier, we believe that keeping the integrity of the TPM can provide better results. In this sub-section, we performed an experiment to illustrate that blindly concatenating full TPM leads to the curse of dimensionality and the need for researchers to use feature reduction techniques to reduce dimensionality to obtain better results. More importantly, through this comparison, we illustrate that our proposed method of carefully identify key TPMs is able to obtain better accuracy as compared to previous works.
For this experiment, we use various DWT and DCT TPM to perform the experiments. We start off the experiment by concatenating the full TPM features by Sutthiwan et al. (2010) . As we observe from Table 11 , by concatenating more TPM and increasing the feature size, the accuracy decreases thus illustrating the effect of curse of dimensionality. This is the main reason why many researchers who utilised TPMs performed feature reduction on the initial dataset. So, we compare our method to other existing state-of-the-art (Sutthiwan et al., 2010; He et al., 2012 ) that uses feature reduction with both the CASIA 1 and CASIA 2 database. For both the methods, we used the same SVM classifier parameters as stated in Section 5.2 to ensure credibility in the reported results. However, the number of training and testing data differs as it would be unfair to use our training to testing ratio since our proposed method is a hybrid framework aimed at optimisation. Therefore, we follow the author's initial ratio of 5/6 of authentic and spliced images for training and the remaining 1/6 of the images for testing. As illustrated in Table 12 , we obtained an accuracy of 87.37% and 78.45% for He et al. (2012) and Sutthiwan et al. (2010) respectively. These results are similar to the results obtained by the authors illustrating that the results we obtained are credible. Similarly, we illustrate in Table 13 that we obtained accuracies of 79.74% (50 dimensions), 74.81% (100 dimensions), 76.87% (200 dimensions) for Sutthiwan et al. (2010) and He et al. (2012) respectively. The accuracy for Sutthiwan et al. (2010) is similar to the accuracies report in their paper. As for He et al. (2012) , their paper did not report any results on the CASIA 1 database. However, CASIA 1 and CASIA 2 differs greatly in terms of sizes, image format and compression (Dong and Wang, 2011) . Therefore, it is not surprising that the features they used for CASIA 2 are not suitable for CASIA 1, hence providing poorer results. This is also consistent with our results where our proposed method obtained better performance on CASIA 2 as opposed to CASIA 1. Based on Figures 8 and 9 , we can observe that our proposed method obtained higher accuracy over existing works suggesting by at least 8% on the CASIA 2 database and 10% on the CASIA 1 database. Although the feature dimensionality per classifier ranges from 589-730, we emphasise our point that if the integrity of the TPM are kept intact and properly identified, better performance can be obtained. In addition, our proposed method utilises only 15% training data, which proves that it is high scalable and robust. 
Conclusions
This paper presents a fair evaluation of the current features used to characterise tampered images. Through the use of a hybrid evolutionary algorithm, we are able to automatically select useful features for each classifier while systematically combining them to obtain an optimised MCS for image tampering detection. Our experiments have illustrated that the evolved classifier system is able to achieve good classification performance in terms of detection accuracy and computational efficiency. By using a large pool of 582 features, we also illustrated that the features selected for each classifier within the MCS were indeed unique. We showed that the features selected were a comprehensive list of features that were capable of discriminating between tampered and authentic images well. After the optimisation process and the combination of the various classifiers, we evaluated our detection method using the publicly available CASIA dataset. Through our experiments, we showed that the Memetic algorithm used was capable of achieving good accuracy for the CASIA 1, CASIA 2 and mixed CASIA 1 and 2 databases at 90.18 %, 96.21% and 94.64% respectively. Furthermore, with the exception of CASIA 1, these results were based on large scale datasets of at least 10,000 test images. Comparing the performance achieved with current state of the art, not only did our method obtain better accuracy, the results were also achieved based on a large scale dataset.
The experiment result shows that our image tampering detection can be used as an automated large scale authenticity verification system. While this method is developed for image tampering detection, the concept of using the hybrid evolutionary method is generic and is applicable to other domains as well.
