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Synopsis
Alloy thin films of Cu-Ag, Pd-Rh and Cu-Sn have been codeposited 
over a range of substrate temperatures by secondary ion beam sputter 
deposition and examined using x-ray diffraction, Transmission and 
Scanning Electron Microscopy. Depending on the substrate temperature 
either equilibrium or metastable phases are formed. It is postulated 
•that the formation of multi-phase structures in codeposited alloy 
films is controlled by the diffusional breakdown of fully intermixed 
depositing atoms, so that three kinetic regimes are observed as the 
substrate temperature is varied:
(1) At low T/Tm the surface mobility is insufficient for the 
decomposition of the fully intermixed depositing atoms and the films 
contain metastable single phase structures.
(2) With increasing substrate temperature decomposition to 
metastable two phase structures is observed.
(3) Finally with a further increase in substrate temperature the 
atomic mobility at the surface is sufficient to allow the full atomic 
rearrangements necessary for the formation of equilibrium phases.
By relating the distance an atom can move on the surface during
deposition to substrate temperature and deposition rate, it has proved 
possible to accurately predict the substrate temperature for the 
metastable two phase -> equlibrium transition in all the alloys 
studied, and hence the conditions for the deposition of films 
containing equilbrium phases.
The metastable phases found in the Cu-Ag and Pd-Rh films are 
simply formed by the supersaturation of the equilibrium f.c.c. 
phases. However, the Cu-Sn alloy films exhibited a complex deposition 
behaviour at low T/Tm substrate temperatures, with the formation of 
two phases that are not observed in the phase diagram, and the 
formation of the zeta phase, found only at high temperatures and 
within a narrow composition range in the equilibrium phase diagram.
An hypothesis is put forward that relates the metastable phases 
formed in the first kinetic regime to Free Energy vs composition 
diagrams at the temperature of the substrate. This gives excellent 
correlation with the metastable phases that are formed both in the 
Cu-Sn alloy films and in codeposited alloys previously reported in the 
literature.
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Introduction
The use of thin films in equilibrium phase diagram studies holds 
great promise in that an alloy film can be produced that contains 
composition gradients which mimic those in either binary or ternary 
isothermal sections of phase diagrams. The ability to generate an 
isothermal section in this way, containing all the equilibrium phases, 
could dramatically reduce the time taken to study an alloy system, 
which is of particular importance in relation to ternary systems.
Work done in 1965 on Fe-Ni-Cr alloys showed that thin films of this 
type, deposited onto substrates at the temperature of interest, 
produced very reasonable representations of the phase equilibria in 
the isothermal sections. However, since then no equilibrium phase 
diagram studies utilising a ; similar experimental technique have been 
reported.
There are two methods of producing thin films of this type (1) by 
sequentially depositing wedges of the pure elements of the alloy 
system in a sandwich type construction, followed by a subsequent 
anneal at the temperature of interest, or (2) by codeposition of the 
elements.
Previous studies at the University of Surrey have demonstrated 
that it is possible to produce composition gradients within a film by 
sequential deposition and it was this method that was initially used 
in the production of the alloy films. However, the difficulties of
(i)
producing a totally reliable control system necessitated the adoption 
of a technique based on codeposition of the elements.
Composition gradients of the type required are readily produced 
by this simple technique, but metastable phase formation in 
codeposited alloy films is frequently reported, presenting substantial 
obstacles to the use of thin films in phase equilibrium studies. The 
main difficulty is that no reliable method of predicting the 
conditions under which alloy films deposit with equilibrium structures 
in multiphase regions has been reported. The aim of this study is 
therefore to present an approach that predicts these conditions with 
reasonable accuracy.
Alloys of Cu-Ag and Pd-Rh were selected for initial study as both 
essentially deposit in a ; similar fashion containing similar 
structures. This enabled a detailed comparison of the systems to be 
made and the subsequent construction of a theory of phase formation 
based on a diffusional breakdown of initially homogeneous depositing 
atoms, at the surface of the film during deposition. Using this 
approach, the deposition conditions for equilibrium phase formation 
could then be accurately predicted in both systems.
The approach formulated for the Cu-Ag and Pd-Rh alloys was then 
tested for the Cu-Sn system, which at low T/Tm substrate 
temperatures exhibited a complex deposition behaviour with the 
formation of two phases not observed in the equilibrium phase diagram, 
and the formation over a wide composition range of the zeta phase 
which is only stable in the equilibrium phase diagram at high 
temperatures and within narrow compositional limits.
(ii)
An hypothesis using Free Energy vs composition relationships at 
the temperature of the substrate, to predict the metastable phases 
formed at low T/Tm has been put forward, which gives excellent 
correlation with previously reported thin film studies. After initial 
evaluation it was realised that the analysis of phase formation in the 
Cu-Sn alloys necessitated a much fuller thermodynamic characteristion 
of the Cu-Sn system than was available in the literature, and this 
necessitated the use of some novel thermodynamic constructions, 
especially in the modelling of the ordered phases.
Using the subsequent Free Energy vs composition plots obtained 
from the characterisation and modelling phase formation by a surface 
diffusional breakdown of initially homogeneous depositing atoms, very 
good analysis of both equilibrium and metastable phase formation in 
the Cu-Sn alloy films has proved possible.
This thesis is divided into four major parts. The first is a 
survey of the literature concerning the deposition and subsequent 
properties of thin films with particular reference to alloy thin 
films. The second part discusses the the thermodynamic factors that 
govern phase equilibria in alloys with specific regard to their 
modelling for subsequent use in the theoretical characterisations of 
equilibrium phase diagrams. The third part describes the methods of 
producing the thin films for this work and the techniques used in 
their subsequent examination. The final part concerning the results 
and their analysis has been further subdivided with one chapter 
concerning the Cu-Ag and Pd-Rh alloy films and the other chapter 
concerning the Cu-Sn alloy films.
(iii)
Chapter 1 Thin Film Deposition Techniques
1.1 Thermal Evaporation
1.1.1 Resistive Heating
The production of thin films by thermal evaporation techniques 
has been commonplace for many years. The ease of preparation and the 
simplicity of this process enable most elements, numerous alloys and 
compounds, to be produced utilising this technique The method
is simply based around the fact that solid materials, when heated to 
sufficiently high temperatures vaporise or sublime, and the subsequent 
condensation of the vapour onto a suitable substrate produces thin 
films.
However, the vaporised atoms have numerous collisions with the 
ambient gas atoms, and for the vaporised atoms to travel a significant 
distance to the substrate, a reduction in the surrounding gas pressure 
is necessary. Figure 1 shows the mean free paths of the vaporised 
atoms at certain pressures, and it can be seen that pressures of less 
than 10"^ Torr are needed to allow the majority of vaporised atoms to 
strike a substrate in a typical evaporation unit ^ ^ .
Holland reviewed vacuum evaporation as early as 1956 and much of 
the technology is similar today The improvement in vacuum
techniques has increased the speed of production and the degree of 
vacuum achieved, but most development has been concentrated in 
producing efficient evaporation sources. Some common types are shown
in Figure 2.
The production of alloys by evaporation is made difficult by the 
differential thermal evaporation rates of the components of the alloy. 
If the composition of the original alloy is known, a simple 
theoretical calculation can be made to predict the composition of the 
the deposited film, using Raoult’s law,
1/2
Na/Nb = (Ca .Pa/Cb .Pb ).[Mb/Ma]  (1)
where N = Mole fraction of Element in thin film
C = Mole fraction of Element in alloy 
P = Equilibrium vapor pressure of element 
M = Mol. wt of the element
However interactions of the atomic species in the alloy affect 
this relationship and the introduction of an activity coefficient is 
necessary (3). Attempts at predicting this activity coefficient by 
the use of phase diagrams have been made by Kubaschewski and Evans 
(**). The difference in composition between film and alloy when the 
components have widely different vapour pressures, can be 
substantially reduced though, by increasing the evaporation 
temperature (5)#
Most alloy film deposition is done using separate evaporation 
sources for each element of the alloy, and a knowledge of the 
deposition rates of each element, allied to strict geometry of the 
sources, is necessary to produce consistent alloy films (6,7)#
Vacuum evaporation can enhance the purity of the evaporated
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material. Love and Bowser ^  could detect no difference in impurity 
level in thin films produced from repeated zone refined 99.9999%A1 and 
films produced from commercially pure Al. Dhere et al ^9) found only 
10-15 ppm impurities in their Al films produced from 99.999%A1 wire, 
and concluded that the impurities were from the chamber furniture that 
had been ^ inadvertently heated.
1.1.2 Electron Beam evaporation
A problem in resistive heating evaporation arises from possible 
contamination by the support material that is necessarily heated, and 
the limitations of the input power that can make it difficult to 
produce high melting point films. To overcome both these factors 
indirect heating of the source material by an electron beam can be 
utilised.
Very simply, electron beam evaporation uses energised electrons 
to heat the surface of the source material until a small molten pool 
is formed and the material evaporates. Two methods of electron 
bombardment are used for heating, (1) using an electron emitter such 
as a heated Tungsten filament, and applying a positive potential to 
the source material so that the electrons are energised and 
accelerated towards the source and (2) by focussing the
beam, utilising electron optics, onto the source material ^3).
Very fast rates of deposition can be achieved by electron beam 
evaporation and this can be utilised in the strip coating of materials 
in a continous line process. Schiller and Jansch found that
3
deposition rates of up to 50 microns/min were possible using electron 
beam evaporation for aluminium coatings.
The deposition of refractory materials has been undertaken with 
great success using electron beam evaporation with the source material 
held in water cooled copper hearths ( W .  TiC, TiB^ and numerous 
other refractory compounds were used as wear resistant coatings, 
depositing at rates of up to 6 microns/min.
1 * ^  Sputter Deposition
1.2.1 Glow Discharge Sputter Deposition
Sputtering of a material is an historic process first recorded in 
1852 by Grove However, due to the effect of pressure on the
mean free path of the sputtered atoms its potential for
deposition of thin films was not fully realised.
Glow discharge sputtering occurs when a negatively biased source 
material (the cathode), is placed opposite a grounded substrate in the 
presence of a gas, commonly Argon. The gas is ionised positively and 
the ions strike the cathode with the result that atoms are ejected 
from the cathode by momentum transfer (Fig 3).
Penning and Moubis realised that the pressure needed to be 
reduced so that collisions with the surrounding gas were minimised, 
and the sputtered atoms could escape to the substrate i.e. the mean 
free path was increased
4
It was found that different materials posessed different "sputter 
yields". Sputter yield is defined as the the number of atoms of 
target material emitted when struck by a set number of incident gas 
atoms (D*18)# it was also found that the incident ion species 
affected the sputter yield ^9). a great number of sputter yield vs 
target material relationships are tabulated by Carter and Colligan in 
their work ’Ion Bombardment of Solids' ^^0.
The sputtering yield increases with the increasing energy of the 
incident ion at low incident ion energies. The initial sharp rise is 
followed by a flattening of the curve and finally a drop in yield is
observed as the incident ion energy is further increased (Fig 4)
(21-27)# This drop in yield is associated with a deep penetration 
of the incident ion, to a depth where the energy is too dissipated by 
atomic collisions, to transmit the energy sufficient to sputter an 
atom to the surface (20) #
Studies of single crystal targets show that there is sputtering 
from preferred crystallographic orientations (26,28-30)# The 
direction of preferred sputtering of (111) Cu, Ni and Au faces 
corresponds to the <110> close packed directions.
During ion bombardment, the target material increases in 
temperature due to the energy dissipated by the incident ions not 
being completely used in the sputter process. This can lead to 
changes in sputter yield (3D Fig 5. In most commercial systems the
target is water cooled to provide consistent deposition conditions.
The main disadvantages of glow discharge sputtering are the low
5
deposition rates obtained. Unfortunately, to produce the larger 
currents necessary for higher deposition rates, the surrounding gas 
pressure must be increased, thus gas entrapment in the film is 
increased ^2). . Another method of obtaining larger currents is to 
increase the target potential, but this also leads to increased gas 
entrapment (33).
To improve the performance of glow discharge sputtering systems, 
assisted discharge sputtering was developed. Commonly the techniques 
used to increase the sputtering rate are those that utilise (1) a 
magnetic field which increases the ionising efficiency, and (2) Triode 
sputtering which increases the supply of ionising electrons.
(1) Ionising efficiency may be increased by applying a magnetic field 
transverse to the flow of electrons, and by suitable arrangement of a 
magnetic field both transverse and parallel to the electron flow, Kay 
(3^) achieved an eightfold increase in sputter rate. However 
techniques such as these can lead to non uniform sputtering of the 
cathode, and hence non uniform deposition.
(2) Triode sputtering increases both the total ionisation and the 
ionisation efficiency, by supplying electrons from a thermionic 
emitter such as a Tungsten filament, and injecting these electrons 
into the plasma. A combination of Triode and Magnetic field assisted 
sputtering was pioneered by Ivanov et al (35) f ancj using this 
combination rates of 2 nm/min and pressures of 10“^ Torr were 
obtained.
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1.2.2 Secondary Ion Beam Deposition
Glow discharge systems are inoperable below 10”3 Torr due to the 
scarcity of incident ions. One method of reducing the chamber 
pressure and hence improving purity, is by producing the sputtered 
ions in a high pressure chamber within the bell jar and firing them 
onto a target material (36). The target material is then sputtered 
in the same fashion as glow discharge sputtering.
The arrangement used by von Ardenne (36) is now commonly called 
a Duoplasmatron Source, referring to the dual manner of constricting 
the sputter gas plasma by both magnetic and electrical fields to form 
a small region with a high ion density next to the extraction 
aperture. Figure 6 shows the configuration used by Brewer et al
(37) in their Duoplasmatron source, that clearly demonstrates this 
principle.
Duoplasmatron sources produce fine beams and are not always 
suited to thin film deposition. To overcome this, Chopra and Radlett
(38) designed a source that produced a wide beam, by placing the 
anode in the low pressure side and suitably positioning the magnetic 
coils (Fig 7).
Another type of source commonly used is a hollow anode source, 
where the gas is contained in a hollow anode, ionized, and extracted 
through a hole in the cathode plate. This type of source is more 
fully described by Spencer and Schmidt (39) and has been used for ion 
milling (^^ and thin film deposition (^^ with considerable 
success.
7
More recently, a very simple ion beam source utilising a saddle 
field has been developed by Franks and Ghander
changing the configuration used for the early ’saddle field’ sources, 
which comprised a cylindrical cathode surrounding anode rods, to a 
spherical cathode surrounding an annular anode. This very simple 
configuration is shown in Figure 8. A significant advantage is an 
increase in efficiency of ionisation and the low chamber pressures 
obtained during deposition, typically Torr (^3).
The purity of films produced by secondary ion beam deposition is
j
far superior to that found in glow discharge deposition due mainly to 
the lower gas pressures surrounding the substrate. Schmidt et al
showed the purity of Gold and Tantalum films were comparable to 
evaporated films, if appropriate materials were used in the cathodes 
of their hollow anode sources, and an efficient ionising gas was used.
The deposition profile of sputtered material is! similar to that 
of the cosine distribution found from evaporation sources. Scaife et 
al studied Ti films produced using a Duoplasmatron source, and
their results are shown in Figure 9. Uniformity of +/- 5% in 
thickness is found over a region of +/- 15 degrees. This pattern will 
change with increasing size of ion beam area, in effect an increased 
area of the beam flattens the top of the curve so that uniform 
distribution can be produced over large areas of the substrate.
1.2.3 Planar Magnetron Sputter Deposition
The basic principle of magnetically enhanced sputtering
techniques has been known since Penning first developed his ion source 
in 1937 Kay’s work (34) ancj other developements led to the
cylindrical magnetron and Sputter gun sources. Both techniques are 
fully described by Thornton and Penfold (**?) and Fraser (48) # 
respectively.
The basic principles underlying the cylindrical magnetron and 
Sputter gun apply to Planar magnetron sputtering. All three processes 
utilise a strong magnetic field to stabilise a plasma on the surface 
of a cathode. This produces both high ion current density on the 
cathode and sufficient ion energy for low pressure sputtering. The 
processes are characterised by high current/low voltage relationships, 
compared with the low current/high voltage characteristics of glow 
discharge processes.
Effectively planar magnetron sources are extremely high 
deposition rate techniques, with rates comparable to electron beam 
evaporation methods. A typical system would appear similiar in many 
respects to one used in glow discharge sputtering. A planar cathode 
parallel to an anode surface, which is usually grounded, that serves 
as a substrate carrier, with either a permanent magnet or an 
electromagnet beneath it to control the plasma shape (49),
The planar magnetron is inherently a non uniform deposition 
source. The shape of the plasma controls the area where sputtering is 
greatest, and the sputtered atoms are ejected obeying a near cosine 
distribution from the erosion area (50). The uniformity of the 
deposit is then controlled by the magnet shape and design.
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Common magnet designs are the ’ring shape’ or the ’rectangular 
shape’ shown in Figure 10 (^9-51). The anode placement is 
then important in controlling uniformity and the substrates are often 
rotated to enhance uniformity. Production of planar magnetron sources 
is still in many cases in the development stage, with subsequent 
modifications to original designs relatively commonplace, and with the 
variety of magnet, cathode and anode geometries available, specific 
discussion in this area is difficult.
1.2.4 Sputter Deposition of Alloys
In all the types of sputtering techniques mentioned the problems 
associated with alloy film deposition will be the same. If alloy 
targets are used preferential sputtering of the constituent elements 
can occur. Gillam (52) found that the surface of a AuCu^ alloy was 
depleted in Copper due to the preferential sputtering of Copper atoms. 
The new composition was maintained during subsequent sputtering, 
indicating that a steady state had been reached, where Copper was 
being supplied to the surface by some diffusion mechanism.
Although the surface composition changes if preferential 
sputtering occurs, the subsequently deposited films can match the 
composition of the target material. This is found for sputtered 70/30 
brass and Al-5/&Cu alloys (53,54)# Hanan (54) aiso found that 
group III-V intermetallics films deposited with the same composition 
as the target material, and he postulated that they sputtered as 
groups of atoms having the same stoichiometry as the compound.
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However all the targets mentioned above are homogeneous, and the 
sputtering of heterogeneous two or three phase alloys presents serious 
problems. If the sputter rates of the various phases are different it 
is highly unlikely that films of equivalent composition to the target 
will be deposited. To overcome this problem controlled sputtering 
of the constituent elements of the alloy can be used to produce 
films of the required composition (55).
1.3 The production of Thin Films containing Composition Gradients
The first attempt to produce thin films containing composition 
gradients was by Kennedy et al (56) f using simultanous electron beam 
evaporation from three separate sources. They hoped the cosine 
geometry of the evaporated atoms would produce thin films that 
reflected the compositional variation as seen in an isothermal of a 
ternary equilibrium phase diagram, and enable rapid assessment of 
ternary phase diagrams to be undertaken. Figure 11 shows the 
experimental geometry of the sources.
The composition contours were however very inaccurate and they 
attributed this in part to the molten pool produced by the electron 
beam wandering across the surface. The technique did however produce 
a full range of compositions across the area of the film, and 
subsequent analysis produced results of great interest. Although 
films were produced quite rapidly the subsequent analysis of the film 
proved very lengthy.
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Since then sputtering of source material has been more commonly 
used to produce thin films containing concentration gradients. Adams 
et al (57) by utilising the near cosine distribution from targets 
(**5) to form binary films in the fashion of Kennedy et al (56)t used 
the technique as a rapid method for the study of the reflectivity of 
Al-Ag alloy films with variation in composition. Barbee and Keith 
(58) using both binary and ternary geometry for planar magnetron 
sputtering have studied metastable phase formation in alloy thin 
films.
A series of projects at the University of Surrey attempted to 
produce alloy gradients by sequentially depositing the required elements 
in wedges, and building up laminated structures that were subsequently 
homogenised by annealing in vacuum (59, 60) p^g ^2 . The wedge 
geometry was produced by a shuttering device that showed different 
parts of the substrate to the elemental source for different lengths 
of time, hence producing the variation in thickness required (cf 
section 5.1). The results showed that alloy gradients could be 
produced in this way, but not with the accuracy envisaged.
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Chapter 2 Formation and Physical Properties of Thin Films
2.1 Nucleation of Thin Films
Thin films produced by the deposition techniques described in
Chapter 1 are formed by the condensation of energetic atoms onto a
solid surface. The ’’capture” of an energetic atom by a surface
depends on the atom losing sufficient energy on collision to avoid
being re-ejected from the surface (61)- The ratio of atoms that are 
adsorbed by the surface to those arriving, is called the ’’sticking
coefficient” (^.
The atoms thus adsorbed, lose their energy by a series of atomic 
collisions to the substrate (62) # time for an atom to thermally
equilibrate with the substrate has been estimated by Lennard-Jones 
(63) to be less than 2/v (where v is the adatom surface vibrational 
frequency)! which is approximately 2xl0”i-^secs. ;
The creation of a thin film depends on the formation and 
subsequent growth of nuclei on the substrate. The formation of 
stable nuclei has been considered through either (1) a capillarity 
approach or (2) an atomistic approach.
2.1.1 Capillarity Theory
Capillarity theory is an homogenous nucleation concept based on
13
the total Free Energy of formation of a cluster of adatoms (64,65)# 
Clusters are formed by collisions of adatoms on the substrate with an 
initial increase in Free Energy until a critical size is reached. 
Subsequent growth then occurs with a decrease in Free Energy (Fig 13).
The Gibbs Free Energy of formation of a spherical cluster (GQ ) of 
radius (r) is given by the sum of the surface energy and volume energy 
of the cluster
GQ = 4.7r.r7E0 + (4/3). it .r?Gv .........(2)
The surface energy of the cluster 
The volume Free Energy of the cluster
The Free Energy is at a maximum when
r* = -2EC/Gv ............ (3)
where r* = The critical radius of a cluster where any
change in the radius involves a decrease in 
Free Energy (Fig 13).
Therefore the maximum Free Energy (G#) is given by
G* = (16. 7T /3>(E03/ Gv2) ......... (4)
This expression varies with the different shapes nuclei can
adopt. For example, in heterogeneous nucleation the critical shaped
where E„ -c
and Gv =
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nucleus may be cap shaped (Fig 14), and a new expression for the 
G* can be derived using the contact angle 0
Ec*cos0 = Esv - Esc  (5)
where Egv = Interfacial energy substrate-vapour
ancl Esc = Interfacial energy substrate-cluster
G* is then given by
G* = (16. ir /3) (Eo3/Gv2).fC0)  (6)
3
where f (0 ) = _1_(2 - 3cos0 + cos 0)
4
with r* remaining constant with varying angle of contact.
The nucleation rate I is proportional to the concentration of 
critical nuclei n^#
"i* = n0 .exp(-G*/kT)  (7)
where nQ = density of adsorption sites
and the rate at which adatoms can join the critical nucleus (R’) 
such that
I = Z (2.it ,r*.sin0) .R’ . n ^  ......(8)
where 2.pi.r*.sine = periphery of the critical nucleus
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Z = Zeldovich correction factor ( ^
R* ~ Nj^.aQ.v.expC-Qjj/kT)  (9)
aQ = separation between adsorption -sites 
v = surface vibrational frequency 
Qd = activation energy for surface diffusion
=density of adatoms ~ (R/v).exp(-Qdes/kT)
where R = rate of impingement of atoms from vapour
onto substrate
Qdes = energy of desorption of single atoms from 
the substrate
this gives an expression for the nucleation rate I combining 
equation 7, 8 and 9 of
I = (^ 1. tt ,Ec/Gv) .sin0.R.ao .Ni .exp{(Qdes-Qd-G*)/kT} ..... (10)
2.1.2 Atomistic Theory
When the critical'nucleus is large, the capillarity model is 
satisfactory. However r* for an intermediate melting pt. metal can 
be as low as 0.5 nm (66). Rhodin and Walton (67) ancj Walton 
(68) considered the nuclei as macromolecules, made up of very small
now
where
and
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stable clusters (Fig 15). The critical Free Energy for a stable 
nucleus they postulated would be
Gi* = Ei* + i*.k.T.ln(n0/ni)  (11)
where E^# = potential energy of decomposition of a critical 
nucleus containing i* atoms at absolute zero.
n0/ni = ratio of adsorption sites to adatoms on the 
substrate
The concentration of critical nuclei is then derived as
i*
ni* = n0 »(nj/n0 ) .exp(-Ei*/kT)  (12)
This then gives a nucleation rate 
2 i*
I = R*a0 .n0 (R/v.n0 ) .exp{ ([i* + 1].Qdes - Qd + Ei*)/kT} ...(13)
Although i* and E^* cannot be calculated from first principles, 
they can be obtained experimentally, and the advantage of this method 
is that the nucleation rate can be expressed in terms of measurable 
parameters.
This dependance of the nucleation rate on the size of the 
critical nucleus i* was shown clearly by Walton et al ^9^
(Fig 16). The plot of log I vs 1000/T shows the change of slope
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and intercept with the change in critical nucleus size above and 
below a critical temperature T2 .
Fundamentally though, there appears to be little difference 
between the capillarity and atomistic models for nucleation (70). By 
expressing the surface and volume energies of the capillarity model 
and the cluster energies of the atomistic model in terms of nearest 
neighbour bond energies, wide agreement was found on comparing the two 
models (70).
2.2 Physical Properties of Thin Films
The: preceding section discussed only the nucleation of a thin 
film. The formation of a thin film involves the growth of the stable 
nuclei to form islands and their subsequent intergrowth to form a 
coherent, continuous film.
A great deal of work has been done in the study of the growth of
thin films, beginning with the optical studies of Andrade (71) using
halo patterns, to the more definitive studies of Basset (72) and
others (73-75)  ^ ^ full review of subject is given by Pashley
(76)
The characteristic growth stages are defined by Chopra ( ^  as
(a) The growth of nuclei to form islands by diffusion 
of adatoms across the surface
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(b) The growth of larger islands by coalescence with 
smaller islands involving much greater mass transfer.
(c) At a critical island density a rapid large scale 
coalescence resulting in a network structure of 
bridged islands.
(d) A much slower process involving the filling of the 
holes in the network structure often involving 
secondary nucleation within the holes.
These growth mechanisms fundamentally contribute to the physical 
properties of thin films and will be discussed in more detail in the 
next two sections.
The physical properties of thin films can differ from those in 
bulk materials in three main ways
(1) In all but a limited number of specialised fabrication 
routes, thin films have finer grain sizes than those 
found in bulk samples
(2) At temperatures below which recovery processes occur 
thin films have an extremely high dislocation and 
vacancy density compared to bulk samples.
(3) Thin films have a very high surface area to volume 
ratio in comparison to bulk samples.
2.2.1 Grain Size of Thin Films
The nuclei formed on condensing onto a substrate at reasonable
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rates of deposition are very close to each other, of the order of 10
nm, and this distance can be further reduced by increasing the
nucleation rate. If no accommodatiqn_of crystallographic orientation
occurs in either coalescence stages of growth, each nucleus
effectively becomes a crystallite, giving grain sizes of the order of
1-10 nm. Grain sizes of this magnitude are often found in thin films 
(1,78-80)
The grain size of thin films increases with the increasing 
surface mobility of adatoms and clusters during deposition.
 ^This can be done by increasing the substrate temperature 
during deposition (78,81)# Both of these studies show critical 
temperatures where epitaxial effects cause a massive increase in grain 
size to the order of 1000 nm.
Epitaxy occurs usually within a narrow temperature band with 
specific substrate - deposit combinations, and can be described as the 
growth of single crystal films. The films do however contain 
crystallites of the size of a micron, but with very small misfit 
parameters between them. These misfits in bulk specimens are 
eqivalent to very low angle sub-grain boundaries, and effectively the 
films can be considered monocrystalline
The growth of monocrystalline films is considered by some workers 
to be a post nucleation phenomenon, involving the rotation and 
coalescence of small stable crystallites to accomodate specific 
substrate orientations (82,83). There are some doubts however 
whether this rotation-coalescence is necessary as clusters may be 
formed in epitaxial orientations (84).
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If substrate temperatures are increased above the narrow 
temperature band in which epitaxy is found, grain sizes dramatically 
fall and are comparable to those found below the epitaxial 
temperatures (78,83).
As temperatures are further increased recovery processes begin 
and recrystallisation of the films becomes possible. The grain size 
then increases to the order of the thickness of the film (1*®5). As 
thin films are normally less than a few microns in thickness a 
limitation on the grain size is usually reached.
Other factors influencing grain size are the deposition rate, the 
quality of vacuum, substrate imperfections and impurities (1*78,85*86) 
The influence of deposition rate can have a contradictory 
effect. At low deposition rates < 1 nm/sec an increase in grain size 
is observed with increasing deposition rates d * 8 5 ) # However at 
higher deposition rates, the grain size decreases with increasing 
deposition rates (78) # An extreme case in epitaxial studies showed a 
200 nm/sec deposition rate produced a single crystal film (86), 
though this is not considered usual.
The role of substrate imperfections and impurities is that 
preferred nucleation sites are formed which can increase the density 
of nuclei on the substrate d » 8 3 ) # jf the substrate mobility of 
the adatoms and clusters is low, accomodation of the clusters is 
hampered effectively decreasing the grain size. However if 
coalescence is unhampered the increase in nucleus density can enhance 
the initial stage of coalescence with a subsequent enhancement of 
crystallographic accomodation. Matthews ^®3) postulated that the
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grain size of films deposited on rock salt cleaved in air rather than 
vacuum, increased because of this effect.
The quality of vacuum in the great majority of cases has an
effect on the grain size. An improvement in the vacuum may increase
the grain size of thin films (78,81,87). This can be considered 
due to the gas entrapment on the surface of the growing film reducing 
surface mobility in poorer vacuums.
2.2.2 Defects in Thin Films
Studies utilising moire patterns show that the small discrete 
nuclei formed from f.c.c. metals have few imperfections. The 
structural defects commonly observed are formed as a result of 
coalescence in the growth of the film. Full reviews of the subject 
are given by Pashley (®®^ and Stowell (89).
The influence of angular misorientation of islands during initial 
coalescence was first postulated by Burgers (90) ancj peacj ancj 
Shockley (91) to explain the mosaic structure of bulk crystals.
Figure 17 shows the schematic representation of three small 
coalescing islands and two large islands. For two large islands this 
was first demonstrated by Bassett (92).
If the orientations of the islands are exactly the same, a 
dislocation can still be generated by the translational misfit between 
the coalescing islands (93) (Fig 18). The Burger's vector of the 
dislocation can be defined after certain assumptions are made, and
22
dislocations of the predicted type are observed (93).
A great number of dislocations are generated at the holes left in 
the network structure and by the subsequent "filling in" of these 
holes (9*0. incipient dislocations are formed by the stresses in the 
film acting on the holes, and the real dislocations are formed on 
"filling in" (Fig 19).
A commonly quoted mechanism for dislocation generation is the 
stresses at the substrate-film interface due to lattice misfit. If 
the lattice misfit is greater than and there is good interfacial 
bonding, at a critical thickness (usually less than 1 nm) misfit 
dislocations are generated (95).
The agglomeration of point defects can cause structural defects 
(96,97). Thin films contain high proportions of point defects due 
to conditions at the surface during growth, i.e at high deposition 
rates and low T/T^ during deposition (98-100)# However the 
formation of stacking faults and dislocations by agglomeration of 
point defects is only likely in stoichiometric compounds (^.
Typical values for the concentration of dislocations in
intermediate melting point metals deposited onto substrates held at
10 1 1 1ambient temperature are 10“ -10 1 cm” . These densities are
equivalent to that of highly worked metals. Concentrations of 
vacancies as high as 10”  ^have been found in Au films deposited at 
room temperature (99-101). -phe vacancy concentration being 
approximately that of the equilibrium vacancy concentration at 
temperatures near the melting point of the metal.
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2.2.3 Surface Area Effects
With the change in external factors such as temperature and 
pressure, crystal structures of materials can be transformed with the 
new crystal structure being stable under the new conditions. This is 
the basis of the Gibbs Free Energy describing the state of a system. 
At high specific areas such as are found in highly dispersed powders 
and in very thin films, the system state is affected by the surface 
energy.
Bublik and Pines (103) estimated the film thicknesss at which 
variations in phase equilibria could occur. They postulated that the 
total Free Energy per unit volume (V) for a thin film is
V = Gv + (Es/h) (14)
where r Gibbs Free Energy/unit volume
Es = surface energy/unit area 
h = height of the film
The critical thickness h* is then defined as
h* = (Es1 — ES2)/(G2 — G-j) (15)
where Es -| and G-j are the surface energy and Gibbs free 
energy of the bulk stable phase, and Es2 and G2
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are the respective values for the thin film 
stabilised phase.
Pines (104) estimated the critical thickness (h*) to be of
the order of 10 nm. This estimate was confirmed by Stadelmeier and
Hock (105) in their study of the c.p.h.-f.c.c. allotropic change in Cobalt
thin films. Below a critical height of 40 nm this transformation is
suppressed^ the transformation temperature being increased
substantially. The c.p.h. phase was considered stabilised by the
surface energy effects. Smart et al (106) observed lattice 
contractions in Gold platelets where h < 40 nm for similar reasons.
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Chapter 3 Alloy Thin Films
Alloy thin films can be produced by either of two main 
techniques,
(i) Sequential deposition sequentially depositing 
layers of the pure elements in the required ratios, to 
produce a film of the desired composition on homogenisation 
by subsequent annealing.
(ii) Simultaneous Deposition the simultaneous 
deposition of the pure elements, so that an homogeneous 
film of the desired composition is produced, without 
annealing.
As the initial structures of the films are so different, phase
formation will also be different, and for this reason films produced
by the above routes will be reviewed separately.
3.1 Sequentially Deposited Thin Films
It is appropriate to consider the initial structures found as a 
series of finite diffusion couples of the desired elements. The 
formation of layered structures on annealing of diffusion couples has 
been well documented for both bulk samples (107-109) ancj for 
thin films (110-113). in binary couples each layer is formed of a 
single phase , however in ternary systems the situation becomes more
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complex.
Early work by Rhines (107) showed that the layered structure 
could be predicted very simply using the appropriate equilibrium phase
diagram for binary couples. However the introduction of a third
element and the existence of three phase regions produced both single 
phase and two phase layers (108),
Work on diffusion couples in both bulk and thin film specimens 
has almost exclusively utilised semi-infinite couples, i.e. full 
homogenisation of the couple was not achieved due to the thickness of
either layer being too large, and it is questionable if phase
structures as complex as those found by Clark and Rhines (108) will 
be found in very thin microcouples. An indication of how complex 
diffusion paths and layered structures will affect thin layered films 
is shown by Murakami et al ( H 2*) in their study of ternary diffusion 
in multilayer Ag-Au-Cu thin films.
Figure 20 shows the measured composition profiles within the 
films for different annealing times at 242°C. The silver profile 
shows the effect of the diffusion path indicated in Figure 21. A 
periodic layered structure is initially formed with the composition 
peaks in intermediate positions before the film homogenises. Figure 
20 shows the more classical homogenisation curves for the Gold 
composition, similar to those found in binary systems.
The homogenisation of the films is a good example of the fast 
diffusion that can occur in thin films. The lattice diffusion of Ag 
in Au found in bulk samples does not account for the interdiffusion of
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the layers, the increased diffusion rates being a result of grain 
boundary and dislocation diffusion.
The role of grain boundaries (115,116) ancj dislocations 
(117,118) as short circuits for diffusion has been well established, 
and as thin films can contain high dislocation densities and have fine
grain sizes < 100 nm the role of these modes of diffusion is
important in homogenisation of sequentially deposited films.
The diffusion maps of Balluffiand Blakely (118) incjicate the 
temperature regimes where short circuit diffusion will dominate (Fig 
22). It can be seen that at low temperatures where T/Tm < 0 . 3  grain 
boundary diffusion is the dominant mechanism, and this is explained by 
the kinetic regimes described by Harrison (119) Fig 2 3 .
If the grain size is large, the grain boundaries become isolated
and diffusion preferentially occurs in the grain boundaries. In
! 2'
regime B if L j> De .t, where De is the lattice diffusion coefficient, 
then some spreading of the diffusant from the grain boundaries occurs.
In regime C the grain boundaries are so isolated that spreading does
I— ■ '
not occur. However in regime A where \l < De .t spreading from the 
grain boundaries due to lattice diffusion allows full mixing, and a 
planar front to the growth is found.
The above regimes may also be encountered when phase formation 
accompanies diffusion. Figure 2*J shows the effect of grain boundary 
diffusion in the phase formation found by Tisone and Drobek in Ti-Pt 
diffusion couples (120). Balluffi and Blakely (118) point out that 
when the average spacing of the short circuit is decreased i.e.
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smaller grain sizes, more uniform layer structures should form.
An example of phase formation and growth is given by Buene 
(121,122)# He showed that a sequentially deposited film of Au-Sn
would homogenise at room temperature after only 48hrs interdiffusion 
(Fig 25). Buene et al (123) then confirmed the existence of all but 
one of the equilibrium phases found in the Au-Sn system, after room 
temperature interdiffusion. The exception to this was the zeta phase 
which formed only on heating to 280°C.
These studies demonstrated both the growth of a planar front 
formed of an equilibrium phase, and homogenisation at temperatures 
below which lattice diffusion would normally permit this. The 
increased diffusion rate is due to grain boundary and defect diffusion 
as predicted by Harrison (119).
An added efect that enhances diffusion is the generation of 
dislocations by diffusing solute atoms (124,125). The concentration 
gradients due to the penetration of solute atoms can set up stresses 
great enough to generate dislocations. The maximum dislocation 
density found by Levine'(125) was at the steepest part of the 
concentration gradient.
With the formation of layered structures the possibility of 
diffusion barriers forming arises (109,111). These are formed when 
the phase formed in the layer has a very low diffusion coefficient 
compared to that of the initial elements. This can be very useful in 
the semiconductor industry as it can reduce the breakdown of some 
components, but unfortunately the occurence of these barriers can
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hinder homogenisation of sequentially deposited films. The 
effectiveness of these barriers will however be reduced by the 
enhanced diffusion rates commonly found in thin films.
The formation of phases that are not observed in the phase 
diagram is uncommon in sequentially deposited films. However, two 
separate Transmission Electron Microscope investigations of sequentially 
deposited Cu-Sn alloys, have reported the existence o*f a previously 
unknown diamond cubic phase a = 1.735 nm (126,127). Diamond cubic 
phases have not previously been reported in similar Copper alloys, 
and the interpretation of this phase as such is questionable (cf 7.1.2).
3.2 Simultaneously Deposited Thin Films
As the elements of the alloy film are deposited simultaneously, 
there is full intermixing within the vapour and the subsequent 
homogenisation that is required for the sequentially deposited films 
is unnecessary. However the formation of metastable phases is 
frequently reported (128-130). Rather than review the literature 
in detail, the characteristic features of the metastable phases will be 
described in this section.
Simultaneous deposition of alloy films can extend the 
solubilities of the terminal solid ;solutions as found by Kneller 
(131) ancj Mader (132)^ ancj can aiSo expand the solid solubilities of 
intermediate phases (57). The subsequent reduction in size of the 
two phase fields was utilised by Mukherjee and Rogalla in their 
study of the Fe-Ni-Cr system (133).,
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They attempted to reduce the two phase region at three Cr/Ni 
ratios by varying the substrate temperature during deposition. For 
the ratio Cr/Ni = 0.37 section they achieved this at low temperatures 
(Fig 26). However, at higher substrate temperatures this was 
demonstrably difficult, with the solid solubilities of the alpha and 
gamma phases approaching their equilibrium values. They postulated 
that the low temperature alpha was formed by the martensitic 
transformation gamma-alpha’.
Adams et al (57) found a far more exaggerated solid solubility 
extension for Al in Ag and vice versa on substrates held at room 
temperature, with no intermediate phases present in their films. 
However with the substrates held at higher temperatures the 
intermediate phases were observed with some extended solubility of 
these structures.
There are a number of other non-equilibrium structures 
reported in simultaneously deposited alloys encompassing crystalline 
phases not observed in the equilibrium phase diagram (13*1* 135)^
disordered structures based on the unit cells of ordered equilibrium 
phases (55) f ancj amorphous phases (128,136-138)# However a
a literature survey yielded no reliable, quantitative approach to 
the prediction of non-equilibrium phase formation in simultaneously 
deposited alloys.
Cantor and Cahn (^5) attempted to predict a substrate 
temperature below which only disordered phases would be formed, by 
using the distance a depositing atom could move on the surface before
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being covered and trapped by further incoming atoms. In a time t, a 
surface atom diffuses a r.m.s. distance (x) given by the Einstein 
relation (1*^39).
1/2 1/2 
x = (2Dg .t) = (2v.t).a.exp(-Qs/2k.Ts) (16)
where Ds = The surface diffusion coefficient
t = The time an atom can move on the surface before
being covered by incoming atoms
v = The atomic vibrational frequency 
Qs = The activation energy for surface diffusion
Tg = The temperature of the substrate
As t = a/R where a = an atomic spacing and R = Deposition rate 
equation 16 becomes
If x is less than an atomic spacing initially homogeneous 
depositing atoms cannot move to ordered positions, and therefore the 
film will consist of a disordered structure. This work however was 
not extended to give a general prediction for metastable phase 
formation.
Simultaneously deposited films have been compared in certain 
aspects to liquid quenched metals, in that a disordered structure is 
rapidly cooled to low temperatures. As depositing atoms thermally 
equilibrate within a few atomic vibrations (63)f an effective quench 
rate is usually taken as > 101^ K/s. In comparison to liquid
1 / 2
x = (2v.a/R).a.exp(-Qs/2k.Ts) (17)
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quenching this is many orders of magnitude greater. The potential for 
the formation of amorphous structures from alloys of greater component 
variety than found by liquid quenching, is therefore considered high 
(129) •
Certainly amorphous structures have been produced in alloys of 
Cu-Ag by codeposition ^ 3 6 ) f a feat not achieved by liquid quenching. 
However the ability of alloys to form amorphous structures by 
codeposition techniques appears to have contradictory aspects. For 
example, although liquid quenching to ambient temperatures 
produces amorphous structures in both Pd-Si and Au-Si alloys 
(137,140)^ codeposition at ! similar temperatures produces an 
amorphous structure for Pd-Si ^38) ancj a complex Gamma Brass 
structure in Au-Si alloys ^ 3 5 ) #
A similar example is in the codeposition of Fe-C alloys.
Boswell and Chadwick reported the formation of an amorphous
phase in a 4.3wt3&C alloy at very high quench rates > 10^ K/s. At 
rates less than this the hexagonal epsilon phase was found with some 
amorphous structure. If the quench rate analogy is taken it would be 
expected that codeposition would enhance the ability of the same alloy 
to form an amorphous phase. However Dahlgren and Merz (1^2) reported 
only single phase alpha and b.c.t. films on codeposition of Fe-C 
alloys of up to 5 Wt$C.
It is apparent that there are inherent differences in phase 
formation that are not readily apparent if both techniques are just ; 
considered as producing identical rapidly quenched disordered structures. !
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The author and Miodownik (143) have shown that it is the 
thermodynamic characteristics of the liquid phase in relation to the
solid phases close to the glass forming temperature (T ) that are
8
important in the quantitative prediction of the glass forming range 
in liquid quenched metals. The thermodynamic relationships that 
hold at Tg on liquid quenching will not be reproduced during the 
condensation of the depositing atoms, and therefore direct comparison 
of glass forming ability is impossible. If the metastable 
crystalline structures commonly found in liquid quenched alloys are 
also formed at intermediate temperatures, comparisons will again 
be tenuous.
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Chapter 4 Phase Equilibria in Alloys
Equilibria between alloy phases is usually represented by 
Equilibrium Phase Diagrams, which indicate the most energetically 
stable structures associated with mixtures of elements at various 
temperatures. The thermodynamic principles that govern the formation 
of equilibrium structures have been reviewed and discussed in a number 
of excellent books ^
Although alloys are very often a mixture of many elements, the 
thermodynamic principles that govern equilibrium in multi-component 
systems are the same as those used for the simpler case of binaries.
To discuss these principles in more depth, it is preferable to limit 
this chapter to binary alloys.
4.1 The Free Energy of Solution Phases
As Equilibrium Phase Diagrams reflect the energetically most 
stable structures of an alloy system, it is the Free energy 
relationships of these phases with temperature and composition that 
are of prime importance.
The Free Energy of a system is given by the relationship
G = H - T.S .............(18)
where G=Gibbs Free Energy ; H=Heat of formation
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T=Temperature ; S=Entropy
The first term to be considered is the Entropy, which can be 
described formally as J ( C p/T)dT (where Cp is the specific heat), or 
explicitly as the sum of all forms of disorder. On alloying there
arises a configurational entropy term (Sm ), also called the entropy of
mixing, which is related to the random distribution of A and B atoms 
in the solution phase. By relating the probability of distributions 
of atoms of A in an array of N atoms (where N is Avogadro’s number),
this term can be represented by the equation
Sm = -R[ c.ln(c) + (1-c)ln(1-c) ] ........(19)
where c is the mole fraction of element B.
The other term to be considered is the enthalpy term H. In a 
binary solution there will be interaction energy terms associated with 
A-A, B-B and A-B bonds. Assuming the total energy of solution (E) 
arises from only nearest neighbours, then
E = w AA*eAA + w BB-eBB + w AB«eAB ..........(20)
where WgB and w^g are the number of bonds of type AA,BB and
AB respectively.
The enthalpy of solution (Hg) similarly is
H = w AA*hAA + w BB*hBB + w AB*hAB ........ (21)
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where HAA> Hgg and HAg are the enthalpies of the bonds.
If there are N atoms in solution and the coordination number of 
the crystal structure is z, the probability of the bond type being 
formed will be given for each type of bond by
WAA = _i.N.z.c2
wBB = J_. N. z ( 1 -c )2 
2
WAB = J_.N.z.c( 1-c)
then becomes
Hs = N^z.C c .Ha a + (1-c ).Hb b + c(1-c) (2Ha b - HAA - HBB)] ..(22)
The enthalpy of pure A and pure B is obtained at c=1 and c=0 
respectively
HA = i M - ‘ HAA
HB = N. z.. Hb b
from equation |22 an Enthalpy of Mixing term (H ) is found where
Hm = iL^c(1-c) (2HAB - Ha a - Hbb) ....... (23)
2
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The change in Free Energy on mixing of the pure components is 
then given by
(24)
=> Gm = N. z . c (1 -c). (2Ha b -Ha a -Hb b ) + RT(clnc + (1-c)ln(1-c)) ...(25)
2
This treatment implies a symmetrical solution: either Hm=o to
give an ideal solution and the Free Energy of mixing is then given by 
= -T.Sm , or Hm ^  0 when the solution is described as regular.
In reality the heat of mixing term is not usually symmetrical, 
and Hm is often composition dependant. For instance the single bond 
strength formulation (2Ha b “hAA“h BB^ is unlikely to hold for transition 
metals.
Pasterul et al ^^7) have calculated the d-electron band 
contribution to the cohesive energy (Eb) 0f transition metal - 
polyvalent metal liquid alloys where
n(E) is the density of states at energy E, and Ef is the Fermi 
level associated with a particular alloy composition.
E.f
Eb = E.n(E) dE (26)
This leads directly to non-regular heats of formation 
without considering effects such as the size difference between the
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atoms that will also give deviations from a regular solution (*^8) 
The electronic contribution to the entropy of mixing obtained from 
such treatments can also also be complex. To reproduce effects 
such as these, semi-empirical relationships that give non-regular 
representations of solution phases have been developed.
4.1.1 Non-regular Solution Models
A modification can be readily made to Hm (equation 23), so that 
2H^b is itself made composition dependant. The simplest method of 
achieving this is by assuming 2HAB becomes 2HAB, at c=0 and 2HAB„ at 
c=1. If the variation from 2HAB, _> 2HABh is linear with composition, 
Hm becomes
= N. z .c (1—c). [ 2 (HAB t. (1 —c) + HAgtt.c) — (Ha a + Hgg) ] ..(27)m
as z, N, Ha a and ggB are composition independant constants this term can be 
represented by the equation
Hm = c( 1-c). [HA ( 1-c) + Hg.c]  (28)
E El
where HA and Hg are excess heats of formation. Equation 28 can 
then substitute for Hm in equation 24 and an expression for the Free
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Energy of mixing can be obtained.
Unfortunately, this model only takes into consideration the
enthalpy of mixing at OK, and ignores contributions of specific heat
terms (1^6)^ atomic misfit (1^8) an(j ^he effect of temperature on Hm
(146)  ^ jf these are also considered to change linearly with
composition, the excess heat of formation can be replaced by an excess
energy term (E^) which incorporates these terms. This then gives an
excess Free Energy of mixing (G ^) equivalent to a sub-regular model 
(149)
GE = o(1-o).CEE (1-0) + EE o]  (29)
m A B
E O n
where E = EQ + e ^ T  +.E2.T ■.....  En .Tn
The Free Energy of mixing is then given by by replacing Hm 
in equation 24 by Gm^, so that
E E
Gm = c(1-c).[E (1-c) + E .c] + R.T(c.ln(c) + (1-c)ln(1-c)) ..(30)
E
E for many systems can be given by EQ . E-j.T, with E0 = excess 
heat of formation and E^ = excess entropy.
For more complex systems the excess energy terms do not vary 
linearly with composition, and to represent this, polynomial series are 
often used. The most common of these is derived from the Guggenheim 
equation ^50)
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n n a
x 1«x2 L a„(x 1“x2^ = x1*x2^ao + A 1(x1-x2 ) + A2(x-|-x2) +..
0
• • +  An ( x i - x 2 ) n ) ....................( 3 1 )
where A = A' + A ” T + A " ’T2 + A ” ” t 3
The NPL ALLOYDATA bank uses this expression for both binary and 
multicomponent systems (151). The Free Energy of mixing of 
multicomponent alloys is readily derived by summing contributions 
from each of the component binaries using the Margules model C152)^
These models are semi-empirical and in using the larger power 
terms in the Guggenheim expansion, it is very difficult to relate 
the constants to real effects. It is also difficult to represent 
ordering (see section 4.1.2) and effects such as association 
phenomena in liquids (153).
4.1.2 Long range order in solid solutions
Truly random behaviour is possible only in ideal solutions. With 
significant size difference between atoms, and if AB bonds are either 
preferred or not preferred to AA and BB bonds, preferential occupation 
of lattice sites by either atom A or B can occur. This preferential 
occupation of lattice sites can give rise to ordered phases.
There are treatments for the ordering in solid solutions 
(154-157)t with the Bragg-Williams-Gorsky (BWG) model and its
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subsequent modifications by Inden (158,159)f proving very successful 
in interpreting order-disorder transformations.
A full treatment of the BWG model is not thought necessary in 
this study, however the salient features can be discussed in 
reasonable detail.
The main feature of the BWG model, is the description of atomic
occupancy of four independent sub-lattices. Figure 27 shows ___ ■ _
a D03 lattice with its four b.c.c. unit cells. The lattice can be 
divided into four f.c.c. sublattices I, II, III, IV.
The atoms inside. I and II are nearest neighbours with respect to 
atoms inside III and IV, and the occupation probabilities of each 
sub-lattice by an atom of A or B can be defined using three parameters
x = - I ^ a1 + paI]C “ Pa111 “ pa IV) 
y = J_(PAII]t - PAIV) 
z = 1(PAJ " PAn >
where = occupation probability of atom i on sub-lattice L.
The probabilities in terms of these parameters are given by
(a) P« ^ = c . HA A + X + z (e) Pb 1 = CB - X - z
(b) Pa 11 = c a + X - z (f) PB11 = CB - X + z
(c) - X + y (g) Pb 111 = CB + X - y
U2
(d) PAIV = 0A _ y + X (h) pBIV = oB + y - x
When x=y=z a random A2 solid solution is formed. When x=0 and 
y=z, atoms of A preferentially occupy sublattices I and II if x>0, or 
III and IV if x<0. The number of AB nearest neighbours is therefore 
increased and the B2 structure is formed.
When y=0 and z=0 there is a surplus of A atoms in second nearest 
neighbour sites and the D03 structure is preferred, x, y and z can be 
found directly from the composition of the alloy ^ 5 9 ) f and using the 
bond energies W^ anc| ^ 2  of nearest neighbours and second nearest 
neighbours respectively, where
^(n) = —2EAg(n) + EAA( n) + ^gg(n) n = (1,2) ....(32)
the configurational Free Energy can be given by ^59)
Gm = U0 - N.c a .c b (*IW., + 3W2) - JM[ (8W-, - 6W2)x2 +
2
L
3W2(y2 + z2)] + N.k.T I (pAL.ln(pAL) +pBL.ln(pBL)) ..(33)
4 T
The first term UQ is the internal energy of the pure components, 
the second term the energy of mixing, the third term the energy 
contribution due to ordering and the fourth the configurational 
entropy of the ordered structure.
This type of modelling produces sharp Free Energy variations (Fig
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28) that would be extremely difficult to reproduce by using normal 
solution models.
The difference in Free Energy between the disordered and ordered 
states decreases with increasing temperature, due to the entropy of 
the disordered state being greater, until at some critical temperature 
Tc , the disordered phase becomes as stable as the ordered phase. The 
Free Energy difference between the two phases below Tc has 
been approximated, by defining certain boundary conditions and 
using a third order polynomial (159)f to be
Gd = Hd + (Sd .T0 )T* - (3Hd + 2Sd .T0 )T*2 ...(34)
+ (2Hd + Sd .T0 )T*3
= The change in Free Energy on ordering 
= The change in Heat of formation on ordering
Sd = Gdis ~ sord 
T* = T/Tc
4.2 The Free Energy of compound phases
If an intermediate phase exists within narrow composition limits 
and exhibits a quite rigid stoichiometry, it is often treated as a 
line compound. The Free Energy of the phase is described simply by
Go = E0 ’(1-c > + Eo"-c + H - T.S  (35)
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Eq is the internal energy of the pure components, c is the mole 
fraction of element B which is a constant according to the 
stoichiometry, H is the heat of formation of the phase, and S is the 
entropy which includes within it a configurational term and an excess 
term.
4.3 Equilibrium Phase Diagrams
Using Free Energy vs composition (G/x) relationships for the 
various phases that can exist in a binary alloy, it is possible to 
predict the most stable structure of the alloy at any composition for 
any temperature.
Figure 29 shows a situation that gives rise to (1) complete 
solid solubility and (2 ) partial solid solubility of two elements. 
Figure 29.1 indicates that the lowest Free energy is obtained for a 
single phase structure over the whole composition range. However, in 
Fig 29.2 an alloy of composition B can lower its total Free Energy
(E-j) by tansforming to two solid solutions of composition A and C, 
where the Free Energy of the alloy is now given by F^.
The two phases of composition A and B, are in equilibrium when 
the chemical potential u^ in both phase A and phase C is identical 
(Fig 29.2). The same is also true for the chemical potential of B
(Ug). The line joining u^ and Ug is called the "common tangent” 
between the two phases.
The same procedure is adopted for the formation of two phases of
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different crystal structures. Figure 30 shows the G/x relationships 
for two phases, one an f.c.c. the other a b.c.c.. At composition B 
the energetically most stable state is at point D, which comprises a 
two phase structure of the f.c.c. phase of composition A, and the 
b.c.c. phase of composition C.
If a compound intrudes, the situation is changed. As a compound 
exists only at a specific composition, it is not possible to use the 
constructions mentioned above. However the phase boundaries for the 
f.c.c. and b.c.c. phases are still readily calculated. The 
construction used is shown graphically in Figure 31» and the 
equilibrium concentration of phase A is given when
A^ + CdG/dca].(cc—ca) = Gcomp  (36)
= Free Energy of phase A at composition ca.
[dG/dca] = the slope of the tangent to the Free Energy 
curve of phase A at cQ 
cc = compound composition 
Gcomp = Free Energy of the compound
4.3.1 Construction and Calculation of Phase Diagrams
The Free Energy of solution and compound phases described in
4.1.1 - 4.1.3 is always given with respect to the pure components. 
However when a real system is studied a number of crystal structures 
can exist, and the crystal structure of the solution or compound phase 
is not always the same as the most stable allotropes of the pure
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elements. Therefore the internal energy of the alternative 
metastable structures of the pure components must be considered.
For example Fig 30 shows a system AB which contains an f.c.c. 
phase and a b.c.c. phase, and at either end of the system there is an 
internal energy difference between the two lattice types, and G2. 
These are defined as the Lattice Stabilities.
During a phase diagram calculation the Free Energy of a phase is 
given with respect to a standard state of the pure elements. This 
standard state is usually taken as the stable crystal structure of the 
pure element at the temperature of interest.
Taking the system AB in Fig 30, the Free Energy of the f.c.c. 
phase with respect to element A which is f.c.c., and element B which 
is b.c.c., is given by
fcc-fcc bcc-fcc
G0 = GA (1-c) + Gg.c + GmE + T.Sm  (3 7 )
where G^ and Gg are the lattice stabilities of the pure elements,
GA = 0 .
For the compound phases the convention of giving Heats of 
Formation with respect to a lattice type that reflects the structure 
of the compound is often used (^60)# por example the Heat of 
Formation of the compound in Fig 31» if its structure is hexagonal, 
is quoted with respect to an "hexagonal baseline" where the Free 
Energy of the phase with respect to A and B is given by
fcc-hex bcc-hex
G0 = G ^ ( 1 —c )  +  G g . c  +  — T . S f (38)
G^ = Lattice stability of the hexagonal form of element A
* i » » element B
Using these principles Equilibrium Phase Diagrams can be 
theoretically characterised. The characterisation should correspond 
closely with both the available thermodynamic data and the 
phase diagram, and resultant Free Energy values obtained from the G/x 
relationships should accurately reflect the true thermodynamic 
behaviour of the system.
For many systems however, experimental thermodynamic data is not 
available for large composition ranges of the solid solutions, 
especially if the equilibrium composition limits are narrow.
In situations such as these the solid solutions are modelled to 
the representations described in 4.1.1-4.1.2, and values for the 
excess energies are iterated until the features of the phase diagram 
and the experimental thermodynamic data are reasonably reflected in 
subsequent constructions.
The sub-regular model as used by Kaufman and Bernstein has been 
very successful in interpreting a large number of binary and ternary 
alloy systems C160,161)  ^ ^he Free Energy of the phase of interest 
is given in the "Kaufman format" by
G0 = Gax<|+ GBX2 + X'|X2 (A.x1+ B.X2 ) + R.T(x-jlnx<|+ x2lnx2 ) ..... (39)
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and Gg are the lattice stabilities of the pure elements. A and B
are defined by,
A = HE - Se.T 
1 1
B = HE - SE.T 
2 2
where HE and SE are excess heat and excess entropy terms for 
element 1 and HE and SE are excess heat and excess entropy terms 
for element 2 .
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Chapter 5 Experimental Procedure
5.1 Production of alloy films
The technique finally used for the production of alloy films was 
sputter codeposition. This proved to be very reliable and far more 
flexible in comparison to the sequential deposition technique 
initially attempted.
The sequentially deposited films were produced by secondary 
ion beam deposition using a carousel and shuttering method 
developed by Cooper (60) # The device used is shown schematically 
in Fig 32. The carousel, holding the substrate and targets of 
the elements of the alloy to be produced, was rotated until a 
target was in position to be sputtered. The shutter at this point 
covered the substrate. The shutter then moved backward and forward 
once, exposing different parts of the substrate to the target for 
different periods of time, thus producing a wedge shape of the 
pure element on the substrate.
After the shutter had moved backward and forward for one period, 
the carousel was rotated until another elemental target was exposed to 
the ion beam and a wedge of that element was deposited. After 
a successful deposition sequence, a ’’laminated structure” of wedges 
was produced (Fig 33)» which was subsequently homogenised by 
annealing in vacuum.
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Although in principle this was a sound method, the totally 
electronic control mechanism proved highly unreliable due to spurious 
feedback signals and the choice therefore lay in either a total 
redesign or the adoption of a different technique altogether.
Although codeposition is known to readily produce metastable 
structures, the technique allows for great flexibility in producing 
films containing either single compositions or composition gradients, 
and as no moving parts are operative during deposition, the technique 
is also far more reliable. (In the event, the production of 
metastable structures was found to provide very useful additional 
information.)
5.1.1 Description of the Ion Beam sources and Operational 
Procedure
The ion beam sources used were B11W "Fine Beam Saddle-Field Ion 
Sources" of the type pioneered by Franks and Ghander 
manufactured by Ion Tech Ltd. The source operates by cold cathode 
discharge at low pressures < 10-Z* mbar without a magnetic field, using 
99.999% pure Argon.
The source produces a 1.5mm diameter ion beam, this dimension 
being controlled by the internal electrode structures (Fig 3*0.
As the source field is symmetrical about the anode plane, two
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beams are produced, one of which can be used to monitor the ion beam 
current. The source can therefore be continously monitored during 
deposition.
The ion beam contains a proportion of neutral atoms as well as 
the more normal ions, and the proportion of these neutrals is 
governed by the total power supplied from the power source. At low 
power the proportion of neutrals is greater than that when operated at 
high power levels.
The power supply to operate the sources is the model B50 unit 
also supplied by Ion Tech Ltd. This unit provides a maximum power 
output of 10kV and 10mA and has two ion beam current monitor meters, 
high voltage and electron current meters.
The operational procedure was that the sources were activated and 
the ion beam current and voltage were allowed to stabilise. 
Stabilisation is necessary to allow the thermal gradients set up in 
the sources to equilibrate and during this time the current
characteristics can change very rapidly. While the guns are
stabilising the substrate is protected by a shutter. This is also 
beneficial as the targets, although cleaned before being placed 
in position, can be sputter cleaned at < 10“  ^mbar before 
deposition begins.
Typically the chamber was pumped down to ~10-^ mbar and then
flushed through with 99.999$Ar for 15 minutes: the gas supply was
52
then turned off and the pressure allowed to fall to < 10"^ mbar before 
deposition commenced. Typical vacuum levels during deposition were 
4-8x10“^ mbar.
5.1.2 The production of alloy films containing single 
compositions
Two methods were available for the production of single 
composition alloy films, (a) by simultaneous sputtering of elemental 
targets and (b) by use of a single phase alloy target.
(a) By placing the the targets of element A and element B next to
each other, and the substrate directly above these targets, within
(4S)the central region of the plume of both sputtered targets v a 
uniform composition is deposited over the area the film. By 
knowledge of the deposition rate of each element, and manipulation 
of the ion beam current, an alloy of the required composition 
can be produced.
To produce films of consistent composition over a number of 
depositions, the ion beam current and power supplied by the B50 unit 
needed to be reproduced as exactly as possible for each deposition.
Vacuum characteristics can vary slightly due to erosion of the front 
cathode of the ion gun, however, this does not appear to adversely affect 
the deposition characteristics. Separate films of Cu-Ag produced in 
this way show only a small compositional di ffe ren ce of +/- 'v2 At%.j
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(b) Technique (a) is particularly useful for alloys such as Cu-Ag 
that contain two phase structures in the solid phase over most of the 
phase diagram. Sputtering of an alloy target then involves the 
sputtering of a two phase structure which can be produce very variable 
results. However alloys such as Cu-Sn, although containing two— phase 
structures at low temperatures, can be produced over wide ranges of 
compositions as single phase structures by annealing within single 
phase regions at high temperatures and quenching.
With single phase alloy targets, although a variation in surface 
composition of the target is likely during sputtering, a steady state 
is reached after a short time when the sputtered atoms arrive at the 
substrate with the same composition as the target.
However, the deposited films can nonetheless differ in 
composition from the target. For example 19.5At$Sn films were 
deposited by sputtering a 25At%Sn target. Electron microprobe 
analysis showed that although the composition of the films 
differed from that of the target, they deposited with very 
consistent Copper-Tin ratios that indicated a difference of 
< 0.5At%Sn between separate films.
The difference in composition between target and films is thought 
due to a difference in "sticking coefficient" for the elements 
and a possible difference in the geometry of the plume of the 
deposited atoms for the different atomic species.
5.1.3 Production of alloy films containing composition 
gradients
5*1
The production of alloy films containing composition 
gradients proved very simple. By utilising the near cosine deposition 
geometry of sputtered films (Fig 9) in the fashion of Adams et al 
(57)f films of this type were readily produced. Figure 35 shows the 
experimental configuration used.
5.1.4 Control of the substrate temperature
A small heating source was placed within a water cooled substrate 
holder to allow different substrate temperatures to be used. The 
holder and heater are shown schematically in Figure 36. The 
heater was held at a set distance from a Nichrome heat spreader 
and although it was not possible to measure the temperature 
during deposition, it was possible to calibrate the heater by placing 
a Nichrome plate in place of the heat spreader and substrate, onto 
which a thermocouple was attached.
Power to the heater was supplied through a variac and a step down 
transformer. The current and temperature were monitored at various 
variac settings and a calibration curve was plotted during both a 
heating and cooling sequence. Excellent correlation was found for the 
results when the heating and cooling sequences were compared.
The error bar for the substrate temperature cannot be rigidly 
defined as the measurement is indirect, however, the calibration plate 
was placed at an almost identical distance from the heater as the heat
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spreader, and the current vs temperature curve (Fig 37) appears very 
smooth and consistent. It is therefore concluded that the substrate 
temperature above 2 0 0°C should be predicted fairly accurately from the 
calibration curve. Below 2 0 0°C the current vs temperature 
relationships become less consistent, and temperatures quoted in this 
range are less reliable.
5.1.5 Categorisation of alloy films
Using a ’Tallystep’, the thickness of films with smooth surfaces 
can be measured and hence a deposition rate estimated. Using this 
information two types of film were produced :
(a) ’’Thin Films”. These were films < 150nm thick deposited 
onto single crystal rock salt. The rock salt was subsequently 
dissolved in water, and the film transferred to a fine 3mm diameter 
Copper grid for examination in the Transmission electron microscope.
(b) ’’Thick Films”. These were films > 700nm thick deposited 
onto amorphous Silica substrates. The films contained sufficient 
volume for both x-ray diffraction and Scanning Electron Microscope 
studies.
5.2 Examination of the alloy films
5.2.1 X-ray diffraction
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For the "thick films" x-ray diffraction proved to be a very 
useful analytical technique, especially in the study of ordered phases 
in Cu-Sn alloys. Two diffraction methods were used, the choice of 
which to use depending on the type of diffraction pattern produced.
The more normal diffractometer, where the sample is rotated 
through 0 and the x-ray scintillation counter through 2 0 , around the 
plane of of the sample, proved most valuable when peaks of reasonable 
intensity and overlapping peaks were produced. However, for faint 
lines such as those found in some ordered phases, glancing angle 
diffraction proved more useful.
Glancing angle work was done in a Debye-Scherrer camera, where 
the sample was placed in the x-ray path as shown in Figure 38. An 
x-ray sensitive film was then placed around the inner circumference of 
the camera and the sample exposed to the x-rays for 1 -2 hours.
The angle of the diffracted line in powder samples can be 
measured directly from the film as the 0 =0° position is readily found 
from the diffraction pattern (Fig 39a). However, in glancing angle 
diffraction the silica substrate obscures half of the reflections, and 
the 0=0° position must be calculated indirectly. This is done by 
measuring the angle of the strongest line in the diffractometer, and 
using this line to calibrat-e the film (Fig 39b).
Using a Debye-Scherrer camera in this fashion does distort the 
geometry of the camera, as it is extremely difficult to place the 
portion of the "thick film" exposed to the x-rays in the exact centre 
of the camera. This introduces a systematic error to the measurement
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of the lines. From Fig 40 it can be seen that the error is a maximum 
at 20=90° and zero at 0° and 180°. This geometrical error can be minimised by 
careful positioning of the ’’thick film".
Codeposited films often contain preferred orientations and
the use of measured intensities for structure identification is not 
dependable. Different film orientations to the x-ray beam can produce 
different intensities for the same diffracted line (162)f ancj 
comparison with intensities obtained from powder diffraction is 
therefore unreliable.
5.2.2 Scanning Electron Microscopy (SEM)
The surface topography of "thick films" was studied using either 
a Cambridge S100 or S250 Scanning Electron Microscope. In general 
films deposited at low T/Tm showed no surface roughening, but at higher 
T/Tm where surface roughening was often observed, SEM micrographs were 
readily obtained.
Characteristic x-ray analysis to obtain chemical information was 
only reliable for "thick films" where no surface roughening occurred, 
due to the volume of sample that is excited by the electron beam being 
large in comparison to the size of the features usually seen.
The correction factors for fluorescence and absorption of the 
excited x-rays that enable quantitative analysis to be achieved, are 
based on the total volume normally excited by the electron beam (Fig 
41a). However, if the surface topography is such that the size of
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the features is less than this, only a part of the volume normally 
excited is available (Fig 41b). Quantitative analysis then becomes 
impossible.
At low T/Tm for deposition this problem does not arise and the 
only limitation for quantitative analysis is that the film must be 
close to 1000nm thick. All results for chemical analysis unless 
otherwise stated, are from ’’thick films” deposited at low T/Tm 
where no surface roughening is observed.
5.2.3 Transmission Electron Microscopy (TEM)
’’Thin films” were directly studied using either a JEOL 200CX or 
100B Transmission Electron Microscope, and from TEM studies both 
microstructural analysis and electron diffraction are available. 
Unfortunately the range of substrate temperatures available for 
’’thin films” is limited by the NaCl substrate. Well before the 
melting point substantial softening can occur and the contamination of 
the film by Sodium or Chlorine becomes a distinct possibility.
For low temperature studies however, the TEM is useful. The fine 
grain sizes associated with ’’thin films" produce ’’ring patterns” on 
electron diffraction, from which d-spacings are readily measured. 
Comparison can then be made with standard tables for phase 
identification. Care must be taken however, as the intensities 
produced from electron diffraction are not always comparable with 
those obtained from x-ray diffraction, and the observation of
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forbidden reflections due to double diffraction is not uncommon in 
electron diffraction (163).
The JEOL 200CX also contains a heating stage and it is possible 
to anneal a ’’thin film” in situ during examination.
Semi-quantitative chemical analysis is possible using
characteristic x-ray excitation. As the sample is so thin problems
associated with fluorescence and absorption are far less complex. An
expression relating the intensity of the x-ray peaks of the elements
to weight ratio of the elements has been given by Goodhew and Chescoe 
(164) where
IA _ CA aB PA wkA eB e0 /eA /jian
I C A p W E  E / E
B B A B kB A O B
where I = peak intensity: C = Wt5&: A = at.wt: p = Density:
Eq = Electron beam intensity: E = Energy of the , excited x-ray
W = Fluorescence yield
As the film is ’’thin” equation 40 can be written
a^ a^
—  = K.—   (41)
IB CB
where K is an alloy dependant constant
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Chapter 6 Results and Discussion : Part I 
The Cu-Ag and Pd-Rh Alloy Films
6.1 Structures observed in Cu-Ag and Pd-Rh alloy films
The Cu-Ag (165) ancj Pd-Rh (166) systems are in essence very 
similar (Figs 42,43). Both systems exhibit a miscibility gap in 
the solid phase between two f.c.c. phases. The top of the 
miscibility gap is below the liquidus in the Pd-Rh system, whereas for
the Cu-Ag system the top of this gap lies well above the liquidus, and
a eutectic is therefore formed.
The films were deposited over a range of substrate temperatures 
with fixed compositions, using elemental targets as described in 
section 5.1.2.(a). The composition of the Cu-Ag films was 43(+/-2)
At%Ag and the Pd-Rh films 42C+/-2) At%Rh. The only detectable impurities 
were A1 < 0.5At% and Ar < 0.5At%. Table 1 shows the deposition 
parameters for each alloy.
The films were examined using a Philips 1010 x-ray 
diffractometer and the results are given in Table 2. Supersaturated 
and equilibrium two phase structures were observed in both alloys.
However, single phase deposition was only achieved in the Pd-Rh films.
Figures 44 and 45 show the diffraction patterns characteristic of 
these structures.
Surface roughening was observed in the Cu-Ag films only at 200°C and
above (Figures 46 and 47). The topography of the Pd-Rh films
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appeared governed by the phase structure. Figures 48-50 show SEM 
micrographs characteristic of single phase (Fig 48), supersaturated 
two phase (Fig 49), and equilibrium two phase (Fig 50) deposition.
Although single phase deposition was not achieved in the Cu-Ag 
films, the increase in the amount of supersaturation with decreasing 
substrate temperatures, indicates that single phase deposition should 
occur at a temperature somewhere below 0°C (cf 6.3.1). Single phase 
f.c.c. Cu-Ag films have been deposited at ambient substrate 
temperatures over the whole composition range by Mader ^32) using 
co-evaporation. The deposition rates obtained by evaporation are far 
higher than those achieved in this study, and this factor should enable 
single phase deposition to occur (see next section).
6.1.1 The role of surface diffusion in the formation of phases 
in Cu-Ag and Pd-Rh alloy films
Although single phase deposition of a Cu-Ag film was not achieved 
in this study, it is reasonable to assume that a common deposition 
sequence occurs for both alloy systems. At low T/Tm the films are 
constrained to be single phase f.c.c. structures, but with increasing 
temperature a transition to supersaturated two phase structures is 
observed. Finally at still higher deposition temperatures the films 
are deposited with the equilibrium f.c.c. phases predicted by the 
phase diagram.
From this sequence it must be considered likely that the kinetic 
conditions during deposition are a controlling factor in phase
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formation. Cantor and Cahn ^5) suggested that ordering in Aluminium 
alloy thin films was controlled by the distance an atom could move on 
the surface, and hence travel to ordered positions after depositing as 
an homogeneous mixture. This distance x was limited by surface 
diffusion during deposition and could be expressed by the relationship 
(cf 3 .2 )
_ 1/2
x = (2 v.a/R) .a.exp(-Qs/2kTs)  (17)
If this is extrapolated to phase formation in the Cu-Ag and Pd-Rh 
films, at low temperatures x will be very small and atoms that are 
fully intermixed in the vapour will deposit as single phase structures. 
However, with increasing substrate temperatures x will become 
sufficient for atoms to move short distances on the surface, and the 
fully intermixed atoms that initially deposit as an homogeneous single 
phase, should be able to rearrange themselves sufficiently to form 
supersaturated two phase structures. At even higher temperatures 
x should be great enough so that the full atomic rearrangement 
necessary for equilibrium phase formation can take place. This 
process is shown schematically in Figure 51.
If this simple breakdown process occurs at the surface during 
deposition, plots of x vs substrate temperature (Ts ) should show a 
very good correlation when the two binary systems are compared.
To calculate x, three variables need to be known, the 
substrate temperature (Ts)f the deposition rate (R) and the activation 
energy for surface diffusion (Qg). of these Ts and R are known, but
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while surface diffusion data for Cu-Ag is relatively well documented, 
information concerning the Pd-Rh system is very sparse.
6.1.2 Estimation of Surface Diffusion Constants
For Cu-Ag, Qg for Cu on Ag is given as 58.6 kJ/mol ^^7) and for
Ag on Cu as 71.1 kJ/mol. Pines et al ^^7) give an estimate of Q s
for Ag on Cu as 87.9 kJ/mol; however, the number of data points is 
small and they can be replotted to give a good fit with Q - 7 1 - 7 5  
kJ/mol. The controlling species in a diffusion controlled 
transformation of this type is limited by the slowest moving species, 
and therefore Qs=7 1.1 kJ/mol was chosen for the Cu-Ag system.
For the Pd-Rh system, only results for pure Rh were found where
Qs=1 7 3 .6 kJ/mol (^9), and this does appear high in comparison to
theoretical estimates based on melting points done by Gjostein P 7 0 ) # 
With no other data available, Qg Was estimated by examination of the 
surface roughening seen in the films, in an attempt to confirm if this 
value was realistic for Pd-Rh alloys.
Figure 48 shows the "hillock" formation seen at T -450°C. IfO
the "hillocks" are considered hemispherical, an approach similar to 
that used by Goodhew and Smith (171) for the;spheroidisationof Au 
thin films, can be used to estimate the surface diffusion coefficient 
(Ds). The diffusional flux necessary to form a hemisphere on the 
surface of the film, is given by the expression
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R=L/2
D s .t =
2
2.pi.R dR  (42)
L 
R=0
2
where 2.pi.R dR is a volume element of a hemisphere moving a distance 
L where R = radius of a hemisphere and 2L = distance between the 
hemispheres.
If the time (t) is taken as half the deposition time, D_ can be 
readily calculated. (The time an atom can move will depend on when it 
was deposited, hence an average time is taken for t, equivalent to 
half the deposition time.)
For the alloy deposited at 450°C the distance|2L between hillocks 
is ~ 400 nm and the time t = 39150 secs hence,
= 2.67x10"15 cm2/sec
Assuming Dq = 0.014 cm2/sec (170) a value for Qg = 176 kJ/mol is 
obtained, a very reasonable correlation with that for pure Rh.
However, the above estimate assumes that all the diffusional flux 
available at the surface will be used to form the ’’hillocks’1, and this 
is not strictly true. Also, there is a driving force to form two phase 
structures (section 6 .2 .1) and some diffusional flux will be used in 
attempts to create these two phases. It is therefore likely that only 
a proportion of the total flux will be used for ’’hillock” formation, 
and the estimate for Qg will be high. The value chosen for Qs in
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the Pd-Rh system has therefore been taken as 155 kJ/mol.
6.1.3 Modification of Cantor and Cahn’s relationship due to 
bulk diffusion
Cantor and Cahn’s original work (55) was done at temperatures of 
< 100K where bulk diffusion could be ignored, hence the time a 
depositing atom remained on the surface before being covered and 
enveloped in the bulk of the film was taken as a/R.
However, at high substrate temperatures the role of bulk 
diffusion will become important. Atoms that are ’’buried” by the 
depositing atoms can move back to the surface and retake a 
role in the diffusional breakdown of the initial metastable 
homogeneous mixture.
This will occur when the distance a recently deposited atom can 
move due to bulk diffusion is the same as the thickness of
the film covering it (Rt). The additional time an atom can spend on 
the surface (t*) is then limited to when
1/2
(Dbt> = R*fc  (43)
which gives
t* = Db/R2  (4*1)
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If the substrate temperature is too low, t# < a/R and bulk 
diffusion becomes unimportant as (Dbt ) ^ 2 is less than an atomic 
spacing, and atoms are unable to resurface. A critical temperature 
(TC ) can be calculated above which bulk diffusion becomes important, 
and this is defined when
t* = Db/R = a/R
therefore Db = R.a
and D0 .exp(-Qt,/kTs) = R.a
thus Tc = “Qb  (45)
k.ln(R.a/DQ )
—  (5 5 )
the x relationship given by Cantor and Cahn
2 1/2
x = [2v.(a/R + Db/R )].a.exp(-Qs/kT) ....(46)
6.1.4 Estimation of Bulk Diffusion Constants
Bulk diffusion data for Cu-Ag alloys is readily available and the 
selected values of Qb = 188.3 kJ/mol and D0 = 0.2 cm2/sec are in 
excellent agreement with many values reported (1?2 )#
Bulk diffusion data for the the Pd-Rh system is again more
Above Tc
then becomes
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sparse. Only an activation energy Qb = 2 6 6 kJ/mol and D0 = .205 
cm2/sec is given by Peterson ^73) for self diffusion in Pd. A 
theoretical estimate for Qb in Rh can be calculated using LeClaire’s 
( W )  empirical relationship Qb = RTm (K + 1.5V). (Tm = m.pt. : K =
15.5 for f.c.c. metals and V = Valency (taken as 2.5)). This gives
Qb = 358.1 kJ/mol. The estimate of for Co which lies in the same group
gives almost exact correlation with experimental values.
The values finally selected for Pd-Rh were Qb = 3 1 4 kJ/mol and 
Do = 0.5 cm2 /sec. It is unlikely that Qb wm  u e very close to the 
values of either pure Rh or Pd, but it should lie between 294 - 334 
kJ/mol (314 ± 20). .Examination of the interdiffusion behaviour
of f.c.c. metals in or close to the groups in which Pd or Rh lie, 
show very similar behaviour, with the activation energy for diffusion 
of either element in the other taking a value midway between the 
values of the pure elements. Co and Ni are slight exceptions as both 
elements have almost identical diffusion parameters. In this case the 
values for interdiffusion are lower than for either of the pure 
elements (Table 3). Only the value for Au in Ag is higher than 
expected.
6.1.5 Comparison of Cu-Ag and Pd-Rh systems
Using the above values x vs Tg using equation 46 can be 
plotted (Fig 52). Substantial differences are apparent between the 
two systems. Direct comparison indicates that the x at which the 
single phase -> metastable two phase transition occurs is one thousand
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times greater for the Pd-Rh system than for the Cu-Ag system, and the 
x for the metastable two phase -> equilibrium two phase transition 
occurs at a value 20 times greater for the Pd-Rh system than for the 
Cu-Ag system.
Re-examination of the diffusion constants chosen for both alloys, 
shows that although the values used for Cu-Ag are well documented, the 
accuracy of the estimates for Pd-Rh might be questioned. However, the 
x vs Ts plots appear relatively insensitive to changes in Qs . If 
Qs is taken as 167 kJ/mol, almost that of surface self diffusion of 
Rhodium, x at 800°C is still almost ten times that of the Cu-Ag 
system.
One might also argue that the bulk diffusion coefficients 
consider only the role of lattice diffusion and ignore grain boundary 
and dislocation diffusion, both considered important in thin films 
(115,118)# These effects will increase the diffusional flux and 
hence increase x, and adjustments to the bulk diffusion constants 
may then make the correlation between the Cu-Ag and Pd-Rh systems even 
worse. A more detailed examination of both the single phase -> 
metastable two phase transition and equilibrium phase formation are 
undertaken in the next two sections.
6.2 Equilibrium phase formation in Cu-Ag and Pd-Rh alloy films
The breakdown of the initially intermixed atoms into 
the subsequent equilibrium phases, will only be able to take place
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when the kinetic conditions are favourable for the large scale atomic 
rearrangements necessary for the formation of the equilibrium 
morphological structures, x for the formation of equilibrium 
structures will then depend critically on the subsequent morphology of 
the equilibrium deposited films.
Figure 46 shows the surface of a Cu-Ag film deposited at 200°C 
containing equilibrium phases. The only significant feature is a 
'hillock’ formation often seen in films deposited onto heated 
substrates. This feature is usually associated with partial
r
spherodisation (171) and growth facets of individual grains (175)f
A
giving an indication that the grain size of the film - 1 0 0 - 3 0 0 nm, very 
close to the grain sizes in sputtered Cu and Cu alloy films reported 
by Busch and Maclanaham (176,177)#
Mader et al (1 3 6 ) reported that the breakdown of single phase 
Cu-Ag thin films occurred by the formation of new grains of Cu and Ag 
rich phases of similar size, and the appearance of the films indicate 
that this type of granular structure is present. It would therefore 
be expected that x at the temperature where equilibrium structures 
are just formed, should be of the order of the observed grain size.
The prediction of x = 200nm is very satisfactory (Fig 52).
In the Pd-Rh system, equilibrium deposition occurs at 800°C, and 
the surface structure of the film deposited at this temperature is 
shown in Figure 50. Two significant features are observed, the first 
a background phase of grain size - 3 0 0 0 nm, and on the surface of these 
grains small precipitates appear at regular intervals.
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Although these precipitates are too small for analysis in the 
EPMA (section 5.2.2), it is highly unlikely that they are outgrowths 
or new grains of the background phase. It is more likely that they 
are the Rh-rich phase forming on the surface of a Pd-rich background. 
The particles are in the expected quantity predicted by the phase 
diagram and the size dependence would certainly be consistent with 
that observed in the metastable two phase structures.
Figure 49 shows the two phase aggregate structure observed in 
the film deposited at 750°C» containing large Pd-rich spheroids and 
the smaller Rh-rich spheroids. The composition dependence of the size 
of the spheroids is clearly shown in a film deposited at 7 2 0 °C with a 
composition gradient (Fig 53). At the Pd-rich end the large 
spheroids dominate but on increasing Rh content, the number of smaller 
particles increase until at the Rh-rich end they are the dominant 
feature.
As the interparticle spacing of these precipitates is -500-600 nm 
the expected x to produce the observed structure would be ^250-300; 
nm. The predicted x is however, 4000 nm, a poor correlation in 
comparison to that found in the Cu-Ag system.
In the type of diffusion controlled transformation envisaged 
there is, however, a driving force term that will influence the 
separation of the initial metastable homogeneous mixture into the
subsequent equilibrium two phase structure, and this must be 
considered before an accurate comparison is made.
6.2.1 The role of the Free Energy driving force on the formation
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of equilibrium structures.
If a random movement of an atom takes place, that same atom can 
move back to its original position again, by a series of random jumps. 
However, if movement away from the original position is accompanied by 
a decrease in free energy, the activation energy for the reverse jump 
is increased by (Fig 54). Hence diffusion under these conditions 
is directional and can be expressed by
(If G-|=0 , then diffusion again occurs by a series of random jumps 
and is therefore non-directional and breakdown of the initial 
homogeneous mixture would not occur.)
Expanding the exponential terms within the brackets
exp(-Q/kT) - expC-CQ+G^l/kT) = exp(-Q/kT) - {exp(-Q/kT).exp(-Gt/kT)}
if Gfc/kT is taken as x, exp(-G^/kT) then equals exp(-x) and can 
be expanded by the McLaurin series to
Dm = D0 .{exp(-Q/kT) - exp(-[Q+Gt]/kT)} ..(47)
= > - exp(—Q/kT).{1 - exp(-Gt/kT)} ...(48)
2 3
exp(-x) = 1 - x + x /2 ! - x /3 ! +
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as is small
expC-G^/kT) ~ 1 - G t/kT
substituting in equations 47 and 48
Dm = D0 .exp(-Q/kT). (G-^/kT)  (49)
substituting into the Einstein equation for diffusion, and 
following Cantor and Cahn for the breakdown of the
initial metastable homogeneous mixture to the equilibrium two phase 
structure then becomes:
2 1/2 1/2 
x = [2v.(a/R + Db/R )] .a.exp(-Qs/2kTs).(Gt/kTs) ...(50)
where G^ - the integral free energy change on formation 
of the equilibrium structure (Fig 55).
To calculate Gt> the Cu-Ag and Pd-Rh systems must first be 
thermodynamically characterised.
6.2.2 The thermodynamic characterisation of the Cu-Ag and Pd-Rh 
binary alloy systems.
The parameters used in the phase diagram calculations are shown 
in Tables 4 and 5. For both systems the "Kaufman format" was used
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(160)# (cf 4 .3,1 equation 3 9 )
Thermodynamic data for the Cu-Ag system is readily available from 
Hultgren et al (3) and the values used in calculations subsequently 
give an excellent fit with the reported thermodynamic data (Fig 56). 
There is a small amount of data reported for the Pd-Rh system limited 
to some free energy values at 1 3 0 0°C (178) ancj the resultant Free 
Energy values obtained by calculation agree with these to within 400 
Joules.
Figure 57 shows the Cu-Ag calculated phase diagram. The 
eutectic temperature is 20°C higher than reported, but the solid 
solubility at 779°C corresponds to the reported values. A more 
accurate fit can be made with a small shift away from the experimental 
thermodynamic values, but for the purpose of calculating G^. the 
present accuracy is adequate.
The calculated phase diagram for Pd-Rh is shown in Figure 58: 
the temperature for the top of the miscibility gap, is slightly higher 
than that reported experimentally. To obtain the ’flat top’ of the 
reported phase diagram a change in heat of formation at a temperature 
close to the top of the miscibility gap is necessary, a feature that is 
unlikely in such a simple system. As for the Cu-Ag system the accuracy 
of the characterisation should be adequate for the calculation of G^.
6.2.3 Comparison between the Cu-Ag and Pd-Rh systems
The x vs Tg plot obtained from equation 50 is shown in
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Figure 59, and while the values for Cu-Ag change very little, x 
for the Pd-Rh films as the top of the miscibility gap is approached, 
falls quite dramatically, x at 800°C is modified to 150 nm, a 
value very close to that expected from the morphology of the film.
Although the value of x compares very well in both systems 
for equilibrium phase formation, the x for the single phase -> 
metastable two phase transition still compares poorly. If the driving 
force is considered, the value for x in Pd-Rh is still 100 times 
greater than that for Cu-Ag.
The breakdown of the single phase in Cu-Ag occurs when there is 
sufficient diffusion for local atomic rearrangements to occur, as 
would be expected from a kinetic model, however, in the Pd-Rh system 
the kinetic conditions at the surface are sufficient for this 
transition to occur at as low a temperature as 350°C,indicating 
therefore, that the breakdown of the single phase structure is being 
inhibited.
6 .3 The single phase -> metastable two phase transition in Cu-Ag 
and Pd-Rh alloy films.
The choice of composition of both alloys was based by wishing to
have them in the spinodal decomposition region of their respective
P Psystems. Spinodal decomposition occurs when d^G/dc^ becomes negative 
(G = Free Energy and c = composition) and any fluctuation in 
composition within the supersaturated lattice then involves a decrease 
in the total Free energy of the alloy (Fig 60). Breakdown of the
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homogeneous solid solution should then occur without a nucleation 
event being necessary However, there is evidence that
a ’’nucleation and growth” mechanism is involved in the single phase -> 
metastable two phase transition and this is discussed in 6 .3 .1 .
Sections 6.3.2 and 6.3.3 are concerned with estimating the activation 
energy for nucleation (G*) for various compositions of nuclei, and the 
possible modification to G* due to elastic strain energy at the interface.
6.3.1 Evidence for a ’’nucleation and growth” mechanism in the 
breakdown of the single phase structure.
There is evidence for a nucleation event occurring in Cu-Ag films 
if the change in supersaturation of the metastable phases with Tg 
is studied. By measuring the d-spacings of the (111) peaks and 
comparing with a calibrated lattice parameter vs composition plot 
(Fig 61), the degree of supersaturation can easily be found. From 
this the single phase -> metastable two phase transition point should be 
predictable from the rate of change of lattice parameter with temperature.
Figure 62 shows that extrapolation of the Cu-rich peaks gives 
the single phase -> metastable two phase transition occurring at 
— 40°C whereas the Ag-rich values predict a temperature nearer -150°C.
This assymetry would not be expected from a simple diffusion 
controlled breakdown and indicates that a nucleation event may be 
stabilising the less supersaturated Ag-rich phase.
Examination of the x-ray diffraction patterns of the Pd-Rh films 
deposited at 450°C and 560°C show broad peaks, a feature which can 
indicate some spinodal decomposition has occurred. However with the
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high stress levels often found in codeposited films some peak broadening 
is not unexpected Examination of the surface morphology of the
Pd-Rh films shows that the metastable two phase structure is always 
characterised by the formation of particulate two phase aggregates 
(Fig 49) rather than the compositionally modulated structures that are 
more typically associated with spinodal decomposition, indicating that 
a nucleation event may also have occurred in the Pd-Rh films.
Spinodal decomposition relies on the atomic species of the alloy
system having a greater affinity for like species than for unlike
species. But when this affinity for like species is not large,
diffusion up the concentration gradient, the hallmark of spinodal
decomposition, is difficult. In alloy systems of this type, although
the affinity for like species is not great, clusters rich in one
species can exist for short periods, and if the composition of the
(179)cluster is correct a ’supercritical nucleus1 can form and grow
6.3.2 The estimation of the activation energy for nucleation (G*)
A ’nucleation and growth’ mechanism could be used to describe the 
breakdown of both the Pd-Rh and Cu-Ag films, and with both systems 
exhibiting substantial solid solubility the attraction of like species 
is unlikely to be very strong.
To predict the occurrence and supersaturation of a viable 
nucleus, the interfacial energy and the driving force to form the 
nucleus need to be known. This is only possible for all combinations 
of matrix and nucleus composition if the alloy system is
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thermodynamically characterised, giving the driving force to form a 
nucleus, and when the interfacial energy term can be suitably 
approximated , e.g. after the fashion of Turnbull (181)# A value 
for G*, the activation energy necessary to form the nucleus, can then 
be estimated using the relationship
G* = S.(E'0 )3/(Gv ) 2 (51)
where S = a geometric constant
E ’c = The interfacial energy between matrix and nucleus 
Gv = The driving force to create the nucleus
By relating the interfacial energy E ’c to the interaction 
parameters of an alloy system, Turnbull (18D obtained an expression 
that directly gave E ’c frQm the heat of solution of the nucleus in the 
parent phase,
E c r ns.zs .(Hs) 
N.zi
(52)
where = The no of atoms per unit area within one 
interatomic spacing in the interface
zs = The no of matrix-nucleus bonds per atom of 
matrix in the interface 
Hg = The heat of solution of one mole of the nucleus 
in the parent phase 
N = Avogadro's number
z-, = coordination number within the lattice
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From the thermodynamic parameters, values of the heat of 
solution of any composition of nucleus in any composition of matrix, 
can be calculated.
M44)
The construction to calculate Hg uses the ’tangency rule’ v » 
and is shown graphically in Figure 63. H 1 is taken as the heat of 
solution of one mole of B in a matrix of composition x ’ and H 2 is 
taken as the heat of solution of one mole of a nucleus composition x" 
in a matrix of composition x ’. A similar construction^also using the 
’tangency rule’, gives the driving force for the formation of the 
nucleus at any temperature utilising the Gibbs Free Energy vs 
composition relationships.
As both the matrix and the nucleus are f.c.c. structures, n_ cans
be readily calculated if the lattice parameter is assumed to be midway 
between the lattice parameter of the matrix and the nucleus. zs is a 
constant for all compositions.
Using the above derivation, G* values for various nucleus 
compositions were plotted for the Pd-Rh system at 560°C (Fig 64). It 
is clear that the most viable nuclei are those with compositions 
closest to the original alloy. (As the shape of the nucleus is not 
known, a disc shaped nucleus r =3 atoms : h =1 atom has been taken as a 
reasonable estimate.)
However, this expression only considers the chemical term for the 
interfacial energy, and ignores the elastic strain energy that needs 
to be overcome if the lattice parameter of the nucleus differs from 
that of the matrix. The effect of including this term is considered 
in the next section.
79
6.3.3 The effect of elastic strain energy on G*
If a coherent interface is formed on nucleation the strain energy 
at the interface (Ep) can be estimated at low mismatches (d *) if the 
matrix and nucleus lattice types are the same, from
d f = (a1_a2 )/a1  (53)
a 1 ,a2 =interplanar spacing of the matrix and nucleus respectively
i
Ep can be related to the mismatch from the relationship given by 
Van der Merwe (182) .
2 1/2 2 1/2 2 
Ep = E0 ’{1+B -(1+B ) - Bln[2B.(1+B ) - 2B ]} ..(54)
where ^o’= inter^acial energy constant
B = pi.u.c/ds .u0 .(1-p)
and u = Shear modulus c = lattice parameter at the interface 
ds = Dislocation spacing uD = constant p = Poisson’s ratio
from Jesser and Kuhlmann-Wilsdorf (183) the misfit dislocation 
spacing at an interface can be given by
dg = a 1.a2 /(a>|-a2 )  (55^
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substituting equation 53
ds = a2 /d» ........(56)
if the mismatch is not large, d ’ = c/d and u = u ands o*
Ep, as a function of E0 ’, can be readily plotted versus d ’ (Fig 65).
As the above treatment considers the mismatch in terms of 
dislocations, Van de Merwe could also treat Grain Boundary Energy in 
the same fashion, but with B in equation 54 a function of grain 
boundary angle. In both treatments Eq » has the same value.
At grain boundary angles of less than 8°» Van der Merwe’s 
treatment compares favourably with Read and Shockley’s formula for the 
energy of a grain boundary (91)
E = Eo .0(A-ln6) ........(57)
where EQ = 2E0 ', 6 = angle of a grain boundary and A = 0.3
By Van der Merwe’s treatment the energy associated with a grain 
boundary of 8° is equivalent to that associated with a mismatch of 
-0.06. Therefore for d ’ below this value it is possible to substitute 
Eq/2 for E0 *. This has the advantage that EQ can be estimated from 
experimental data rather than theoretically.
E0 is found from the maximum grain boundary energy Gb (equivalent 
to the energy associated with a random boundary in a bulk material), 
and the minimum grain boundary angle associated with that boundary 0 mt
by the relationship (91)
(58)
as 0m for metals such as Copper ~ 30° Eq ~ 2G5 and E0 ’ ~ G^.
G* can be modified very simply to accept the structural term
so that
3 2
G* = S.(E’C) /(Gv+Ep) (59)
Calculations using equations 5^ and 59 indicate that the 
strain energy associated with a coherent interface, would prohibit 
nucleation in either alloy.
Nucleation though, can occur at surface discontinuities and 
incoherent interfaces will then be formed. However, the strain energy 
associated with the formation of the nucleus, even if a factor of 5 - 1 0  
times less than that for a nucleus with a coherent interface, may still 
be very significant. For example, Figure 66 shows the effect of a 
number of values of Ep 0n G* for a Pd-Rh film deposited at 560°C and 
at Ep > 18 mJ/m^ any nucleation would be effectively prohibited.
Calculations of G* using the assumptions described in Sections
6 .3.1 to 6 .3 . 3 can obviously not be considered fully quantitative, but 
for the purposes of comparison they do strongly indicate a difference 
in the effect of the elastic strain energy term between the two 
systems.
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The best comparison of the effect of Ep on the two alloy systems 
is done when the kinetic conditions at the surface are comparable, at 
450°C for the Pd-Rh films and 25°C for the Cu-Ag films. From the 
x-ray diffraction results it can be seen that a phase has nucleated at 
~ 80At5SAg in the Cu-Ag film and to prevent nucleation of this phase Ep 
~ 80 mJ/m^ • the Pd-Rh film to prevent nucleation at Q0kt% Rh
2
Ep need only be ~ 21 mJ/m •
In relation to the Grain Boundary energy of either system, the 
value of Ep to prevent nucleation is G^/35 for Pd-Rh ^^*0 and G^ / 7  
for Cu-Ag indicating that the Pd-Rh films could be five times
more sensitive to a structural term than the Cu-Ag films.
6 .4 Summary
The results from the Cu-Ag and Pd-Rh films appear to confirm that 
a diffusional breakdown of the incoming, fully intermixed atoms, is 
the major feature in equilibrium phase formation as postulated in 6 .1 .1. 
The predicted x for the equilibrium films correlates extremely well 
with that expected from the morphology.
The transition from a single phase -> a metastable two phase 
structure can best be described by a spinodal decomposition of 
the initially homogeneous incoming atoms, where the attractions of 
like species is not strong. Although fluctuations in composition can 
occur when x is sufficient, diffusion up the concentration gradient is 
difficult. However, short lived clusters rich in like species can 
form under favourable conditions a nucleus that will attract atoms and
83
grow, causing decomposition of the initial supersaturated single 
phase.
The Cu-Ag films decompose when kinetically able, however, for the 
Pd-Rh films the single phase -> metastable two phase transition is 
suppressed. This may be due to a strain energy term that must be 
overcome before a viable nucleus is formed. Analysis of such a strain 
energy indicates that the Pd-Rh films would be substantially more 
sensitive to a structural term than the Cu-Ag films.
The mechanism that would relieve E so that nucleation can occur 
at higher temperatures is uncertain. However, possible reasons are
(i) At higher temperatures climb can occur and the strain energy at 
the interface may be relieved by the formation of dislocations within 
the matrix or nucleus, and (ii) A preferential nucleation site is 
formed at higher temperatures due to a change in surface morphology.
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Chapter 7 Results and Discussion : Part II 
The Cu-Sn alloy films
7.1 Structures observed in the Cu-Sn alloy films
The Cu-Sn alloy system (Fig 67) has been extensively studied, 
and is reviewed by Hansen (165)# The alpha and beta phases are 
f.c.c. A1 and b.c.c. A2 structures, respectively. The intermediate 
phases however, are more complex.
(i) The gamma phase is reported as a D03 structure, formed by an
ordering of the beta phase, where a = .597 nm.
(ii) The delta phase is cubic and is an ordered Gamma Brass structure
where a = 1 . 7 9 9 nm.
(iii) The zeta phase is an ordered hexagonal structure based on the 
AgZn zeta unit cell, (cf 7.1.3)
(iv) The epsilon phase has been described by a number of
superlattices based on an A3 c.p.h. unit cell, (cf 7.3.4)
(v) The eta phase is an ordered hexagonal structure, which is a 
superlattice based on the B81 NiAs unit cell.
Two alloys of 11.5 At%Sn and 19.5 At/SSn were deposited onto 
silica substrates over a range of substrate temperatures by 
sputtering of single phase Cu-Sn alloy bulk targets. The only 
detectable impurity was Ar < 0.5At5L Deposition rates for both alloys 
were of the order of 0.02 nm/sec. Experimental details are shown 
in Table 6 .
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The films were examined using both glancing angle x-ray 
diffraction and a more conventional diffractometer when peak positions 
overlapped. The results from the x-ray studies are summarised in 
Figure 68 and more comprehensively tabulated in Tables 7-13. Where 
surface roughening was observable SEM micrographs were taken and these 
are shown in Figures 69-72. Although the 19.5 At%Sn film deposited 
at 450°C would undoubtably have shown considerable roughening, 
substrate - film bonding was so poor that no micrograph was 
obtainable.
These Cu-Sn alloy films are characterised by the formation of the 
zeta phase between 200 and 3 0 0°C, and the formation of two metastable 
phases below 2 0 0°C that are not observed in the phase diagram. The 
phases observed are discussed in more detail in the next sub-sections.
7.1.1 The alpha* phase
The d-spacings measured by glancing angle x-ray diffraction are 
given in Table 7 and are categorised by a c.p.h. A3 lattice, where 
a=.2625 c=.426 nm c/a 1.623. The occurrence of a c.p.h. phase at e/a 
1.3-1.4 in other Copper binaries with group IVb and Vb elements is 
quite common: Cu-Si Cu-Ge and Cu-Sb all contain stable c.p.h.
phases at these ratios.
7.1.2 The gamma’ phase
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Table lljshows the diffracted lines obtained from glancing angle 
x-ray diffraction of a 19.5At%Sn film deposited at room temperature.
The lines can be categorised by a b.c.c. lattice a=.899 nm.
Cubic lattices of this type where a=3.a’ (a’=lattice parameter of 
the disordered b.c.c. cell) are typical of a Gamma Brass structure, 
and at 19.5At$Sn e/a approaches the ideal ratio 1.615 where electronic 
factors stablise this structure Such a cubic phase has
has been previously reported in Cu-Sn alloys rapidly quenched 
from the D03 gamma phase field and subsequently annealed below 
3 0 0°C (187)f ancj was considered to be a pre-precipitation of the 
equilibrium delta phase (18 8 )#
To study the gamma’ phase more closely a thin film ~l8.5At%Sn was 
deposited onto single crystal rock salt at room temperature and 
subsequently heated in the. JEOL 200CX TEM. Figure 73 and Table 14 
show the structure of the film and the d-spacings obtained during the 
heating sequence.
The film as deposited was polycrystalline and single phase. The 
diffraction pattern showed the film contained a cubic phase a=0.899 nm.
On heating to 380°C extra lines appeared at low angles (Table 14) ; however 
the only observable change by TEM was a recrystallisation, and void 
formation.
On further heating to ;460°c!some lines disappeared and further 
grain growth was observed. Finally at 5 3 0°C the film transformed to
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the equilibrium D03 gamma phase as predicted by the phase diagram. 
Significantly no structural change other than a further grain growth 
occurred, indicating that no long range diffusion was necessary.
The diffraction patterns at 380 and 460°C can be described within 
experimental accuracy by a diamond cubic lattice a=1.798 nm, similar to 
that reported by (126) ancj (127)f but as stated in section 3.1 j 
this structure is unlikely. A more reasonable interpretation would be 
that the film contains the equilibrium delta phase and the line at
1.04 nm is due to double diffraction, a feature not uncommon in electron 
diffraction (1^3),
The transformation from the delta phase to the D03 gamma phase is 
in keeping with Knodler’s d®9) observations that the transformation 
should be "diffusionless". The results obtained from this sequence 
indicate then that the film deposited at room temperature as a Gamma 
Brass type structure and on heating to intermediate temperatures 
ordered to the equilibrium delta phase. Some alpha phase may have 
precipitated but unfortunately the alpha diffraction pattern would be 
masked by the delta lines and confirmation of this is impossible. On 
further heating the delta phase transformed in situ to the equilibrium 
D03 gamma phase, at the temperature predicted by the phase diagram.
The observed sequence is therefore y ’ "*■ <5 Y .
7.1.3 The zeta phase
The zeta phase is a stable phase found at high temperatures 
and only within a narrow composition regime. Early work
(190) described the phase as a distorted Gamma Brass structure. 
However, a recent study by Brandon et al ^91) on single crystal zeta 
redefined the structure as hexagonal a=.733 ' c=.7864 nm, and the
phase should be regarded as a superstructure based on the AgZn zeta 
phase with the ordering along the c-axis, 3 times that of the unit 
cell. The AgZn zeta phase bears a very close relationship to the 
disordered b.c.c. cell, and the ordering along the c-axis of the CuSn 
zeta phase demonstrates a very close relationship to a Gamma brass.
Table 12 gives the glancing angle x-ray diffraction results 
obtained from a 19.5At%Sn film deposited at 2 0 0°C. The lines observed
( 1 Q1 )
coincide with those predicted by Brandon et al A v .
7.1.4 The delta phase
Table 13 shows the d-spacings obtained from a 19.5At%Sn film 
deposited at 450°C. Due to poor substrate-film bonding the film 
flaked off the silica shortly after removal from the substrate holder, 
however, the flakes were subsequently placed in a capillary glass tube 
and analysed as a powder sample in the Debye-Scherrer camera.
The lines correspond with those found by Booth et al ^92) on 
single crystal studies of the delta phase. (The diffracted lines 
from the "thin film" heated in the JEOL 200CX at 380° and 460°C 
(cf 7.1.2) are also in excellent agreement with those predicted by Booth 
et al
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The approach to phase formation outlined in section 6.2 can be
extended to the prediction of phase formation in complex alloy
systems, where both the conditions for equilibrium phase formation and 
the actual metastable phases formed at low T/Tm can be predicted.
Phase formation in the Cu-Ag and Pd-Rh sytems involves the very 
simple breakdown of a single phase f.c.c. structure to two f.c.c. 
phases and the formation of complex lattice types was neither expected 
or observed. However, in the Cu-Sn system, although a similar 
sequence of phase formation with increasing substrate temperature is 
observed, i.e. metastable single phase -> metastable two phase -> 
equilibrium structures, the driving force for equilibrium phase
formation and the diffusion coefficients will critically depend on the
type of metastable phase initially formed. Therefore, the predictive 
capability of the x vs temperature relationships is dependant on 
an ability to predict that metastable phase. This can be done using 
Free Energy vs composition (G/x) relationships.
7.2 An hypothesis for the utilisation of Free Energy vs 
composition relationships in the prediction of 
phase formation in codeposited alloy films.
When x is less than a few atomic spacings, the depositing 
atoms are unable to move sufficiently for two phase structures to be 
formed, and the film is constrained to be single phase. The
90
depositing atoms lose their kinetic energy within two or three atomic 
vibrations (63) ^ anc| any transformation involving an intermediate 
high temperature phase, whether it be a liquid or solid phase, must be 
considered highly unlikely. The nucleation and subsequent growth of 
the film is controlled by the substrate temperature (64-68)  ^ ancj 
therefore when x is less than a few atomic spacings, the structure 
of the film should reflect the most energetically stable single phase 
form available to it, at the temperature of the substrate. This phase 
can be found directly from the G/x diagrams of the alloy system of 
interest.
It is possible to review a number of alloy systems where 
codeposition has been performed at temperatures where x is low 
enough for single phase deposition, and where accurate thermodynamic 
characterisation is available to calculate the G/x diagram.
(a) The Cu-Fe system
Although the Cu-Fe equilibrium phase diagram shows almost no 
solid solubility of the terminal phases at low temperatures (Fig 74), 
Kneller (**31) reported that on codeposition at ambient temperatures, 
the f.c.c. and b.c.c. terminal phases extended up to 30At%Fe and 
50At%Cu respectively.
Figure 75 shows the G/x diagram for Cu-Fe at room temperature 
(193). Direct comparison gives excellent correlation with Kneller’s 
results. Unfortunately, no films with compositions between 30 and 
50At%Fe were deposited to give the composition at which the two
lattice types interchanged.
(b) The Ni-Fe system
Mukherjee and Rogalla ^33) codeposited alloy thin films across 
the whole composition range of the Ni-Fe system, Figure 26 shows 
their results. At a substrate temperature of 1 00°C, x should be 
sufficiently low for single phase deposition, and comparison with the 
G/x curves ^9*0 (Fig 76) shows that the predicted structures 
compare very accurately with those observed.
The small two phase region may be due to the Free Energy 
difference between the two phases, in the region where the b.c.c. 
curve intersects the f.c.c. curve, being so small that the stability 
of either phase is almost identical. In circumstances such as this, 
preferential nucleation sites and atomic scale compositional 
variations at the surface, might produce on a macroscopic scale two 
phase structures with a negligible compositional difference between 
the two phases.
(c) The Fe-C system
Solid solutions of Fe-C have been deposited containing up to 
19At%C (5V/t%C) by Dahlgren and Merz (^2). Their results show that 
below 3At%C (0.66Wt/&C), the films deposited as b.c.c. structures. 
Above this composition, at 8.7At%C (2Wt%C) and 13At%C (3Wt$C), the 
films contained b.c.t. structures with c/a ratios slightly less than
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that found in bulk martensites.
At 19At%C (5Wt/&C) only the (110) and (211) lines appeared on 
x-ray diffraction of the film, and splitting of the (0 0 2 ) and (2 0 0 ) 
lines could not be used to give a c/a ratio for the phase.
However, after annealing at 150°C the (002) and (200) line could be 
discerned, and these gave a c/a ratio of 1.1 0 .
The increasing c/a ratio with increasing Carbon content indicates 
that the b.c.t. structure is formed by the distortion of the b.c.c. 
lattice due to Zener ordering, when the Carbon atoms occupy 
preferential interstitial sites.
Although it would be expected that the fee structure would be 
more stable at high Carbon contents (the equilibrium solubility of 
austenite being very large in comparison with that of the bcc alpha 
phase), the Free Energy of the two phases at ambient temperatures, 
indicates that if Zener ordering occurs, the bcc phase would be 
more stable than the fee phase up to very high Carbon contents (195) 
(Fig 77), consistent with observation.
The hexagonal phase was considered in the analysis (161)^ ancj 
although more stable than the f.c.c. phase below 3At%C, the 
difference is marginal. With respect to the b.c.c. the hexagonal 
phase can be ignored at all compositions of interest.
(d) The Ni-Cr system
Although the phase diagram indicates that only the b.c.c. and
93
f.c.c. solution phases and a compound at Ni^Cr are stable (Fig 78), 
sigma formation 0  3*0  ^ anomalous electron diffraction patterns 0 9 6 ) 
and an "X-phase" very similar to a sigma phase 097) have been 
reported in alloys codeposited at ambient temperatures.
At 70At$Cr the d-electron concentration often used to predict 
sigma formation in transition metal alloys occurs 098) f but this 
phase has not been observed in bulk alloys. Yukawa et al’s 03*0 
conclusion that the sigma phase is stable at high temperatures, is not 
consistent with the behaviour of the sigma phase in ternary alloys 
involving Ni and Cr such as the Fe-Ni-Cr system 099). However, if 
the G/x plots for Ni-Cr at room temperature are studied it is apparent 
that the sigma phase, although unstable in the equilibrium phase 
diagram, is the most stable single phase over a wide composition 
regime (Fig 79). The results of Yukawa et al 03*0 give extremely 
good correlation with this range and the alloys examined by 
(196,197) within these composition limits.
(e) The Fe-Ni-Cr ternary system
Alloy thin films have been codeposited across two sections of the 
Fe-Ni-Cr system 0 3 3 ) f and comparison of these results with ternary 
G/x curves is possible. Experimental results for the two sections 
with Cr/Ni ratios of 0.37 and 1.38 are shown in Figure 26, and the 
calculated G/x curves in Figures 80 and 81 09*1).
The correlation for the section Cr/Ni=0.37 is excellent (Fig
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80), however, experiment and prediction do not compare very well in 
the section Cr/Ni=1.38 (Fig 81). Although the supersaturation of the
b.c.c. phase is predicted quite accurately, the G/x curves predict 
that formation of the sigma phase should be preferred to the f.c.c. 
phase at less than 65At%Fe.
Extrapolation of Free Energy curves to low temperatures in 
central composition regions of a ternary though can present problems. 
To produce the curves, comparison with the phase diagram is 
necessary and the accuracy of a ternary characterisation is not as 
precise as that expected from a binary.
Taking this into account it can be seen that only a small shift 
in sigma or f.c.c. Free Energy values would make the f.c.c. phase 
more stable than the sigma over a wide composition range. This would 
be consistent with the observed results, and it is of note that the 
sigma phase is actually observed in this section, although only in a 
small region.
7.2.1 Summary
The approach to phase formation outlined in 5.1.1 can now be more 
accurately defined. At low substrate temperatures where x < - 1-5 
nm, the structure of the film reflects the most energetically stable 
single phase form available to it. As the substrate temperature 
increases, x becomes just sufficient for this phase to begin to 
decompose and form metastable two phase structures. Finally, at 
temperatures where x is favourable, full decomposition to the
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equilibrium phases can occur.
In order that this approach could be tested for the Cu-Sn alloys, 
the phase diagram was thermodynamically characterised.
7.3 The thermodynamic characterisation of the Cu-Sn system
The calculated phase diagram is shown in Figure 82 and is in 
excellent agreement with that reported experimentally (165) (Fig 
67). The delta and epsilon phases, although showing some limited 
solubility, have been treated as line compounds to simplify the 
characterisation. The thermodynamic parameters used in the 
calculation of the phase diagram are listed in Table 15.
Lattice stability values used for the system are also shown in 
Table 15 and are taken from (160,200)b j^o lattice stability data 
is available for the zeta phase. However, the values chosen reflect a 
very close relationship to a b.c.c. structure (201). (Although 
described as hexagonal, the zeta phase bears little relation to a 
c.p.h. structure and it is highly unlikely that the lattice stability 
values will lie near to the normal hexagonal values).
The characterisation was initially based on the "Kaufman format” 
(160). However, the limitations of the sub-regular model 
(particularly in the treatment of ordered phases), necessitated the 
formulation of some novel characterisation techniques to produce an 
accurate correlation between the observed phase diagram and the
96
reported thermodynamic parameters of the system. These techniques 
were used for (1) the liquid phase, (2 ) the gamma and zeta phases, 
and (3 ) the delta and epsilon phases.
7.3.1 The liquid phase
The liquid phase has been extensively studied for the Cu-Sn 
system between 1100° and 1550°C and reviewed by Hultgren et al (3).
The characterisation of the liquid phase compares extremely well with 
reported values and Figure 83 shows the excellent correlation 
obtained.
To achieve this fit the "Kaufman format" (160) has been modified 
so that the excess energy term used in equation 39
This term can be considered part of a series based within the 
"Kaufman format" where the excess energy term is described by
.x2. (A.x-| + B.x 2)
has been replaced by
1 2 2
2 2 3 3 
X 1 .x2 . ([A.x -|+B.x2] + [Af.x-| +B*.x2 ] + [A".x*| +B".x2 ] +
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(60)
7.3.2 The gamma and zeta phases
A Local Free Energy Variation (LFEV) was added to the "Kaufman 
format" for the gamma and zeta phases, where the Free Energy values 
within a specific composition region are modified by the term
where x,j and X2 are the composition limits of the LFEV and L is an 
excess energy parameter equivalent to the maximum free energy 
variation at (x-|+x2 )/2 .
Additional Free Energy variations centred around specific 
compositions are used in thermodynamic representations of chemical 
(159) and magnetic (2 0 2 ) ordering phenomena, and as both gamma and 
zeta are ordered, it would be expected that such variations would 
occur in these phases. However, attempts to model the gamma and zeta 
phase using a modified BWG model (159) have proved unsuccessful.
The LFEV for the gamma phase is necessary to reconcile an adequate 
difference in the beta/liquid and gamma/liquid characteristics, while 
maintaining a narrow beta + gamma two phase field at ~l6At%Sn. This 
requires that the excess energy parameters between 15 and 17At%Sn must
2 2
L g = 16L ( [ x - x -|].[x 2 - x ]/[ x 2 - x 1] ) (61)
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be very similar, whereas at compositions greater than this the very 
different solid/liquid characteristics demand a substantial difference 
between the two phases. (Extrapolation of the beta liquidus would 
give a eutectic at ~23At%Sn rather than a peritectic at 43.1At$Sn.)
To produce this apparently contradictory behaviour an LFEV was used 
between 15 - 40At%Sn.
The excess energy terms A and B for the gamma phase were
first adjusted to give the narrow beta - gamma two phase field shown 
in the phase diagram and values of L, x 1 and x2 were then iterated 
until a good fit with the peritectic at 640°C was obtained. Figure 
84 shows the effect of adding the LFEV between 15 and 40At%Sn on this 
peritectic.
By calculating L at various temperatures a temperature dependant 
term was found to be necessary for the LFEV which was best expressed 
by
L = L f - L"T2
To reproduce the gamma/zeta characteristics observed in the phase 
diagram, the zeta phase also appears to require an LFEV centred around 
23.5At%Sn, where x 1=i7At% and x2 =30At$Sn.
One might expect that the LFEV in the zeta phase could be 
formulated in terms of nearest and second nearest neighbour 
interactions, of the type used by Inden ^ 5 9 )t but it is difficult to 
adapt his expressions to give a maximum at CugQSng.
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The zeta phase has also been characterised with a temperature 
dependence where L=L’-L”T 2 * and it is thought that this temperature 
dependance for both phases, is due to larger than usual electronic 
contributions to the specific heat which would give power terms for 
the temperature dependance (1^6).
7.3.3 The delta and epsilon phases
In the phase diagram characterisation, the delta and epsilon 
phases, although exhibiting some limited solubility, have been 
modelled as line compounds. This is readily justified by the narrow 
composition limits and stoichiometry of both phases, and the compound 
compositions chosen were 21.5At?Sn for the delta phase, and 25At%Sn 
for the epsilon phase. Both compositions reflect ideal Hume-Rothery 
e/a ratios, for a Gamma brass e/a =1.615 and for a c.p.h e/a =1.75, in 
accordance with their respective structures.
The characterisations of both phases exhibit a change in heat of 
formation at some critical temperature (T ). For the delta phase Tc = 
470°C and for the epsilon phase Tc - 3g8°C. This change in heat of 
formation probably reflects a change in ordering within the phase. 
Changes in ordering are observed in other Copper systems, such as 
Cu-Al, Cu-Au and Cu-Te (165,180)  ^ ancj there are models that reflect 
changes in order (159), However, the consequent Free Energy values 
show both positive and negative deviations from linearity over a wide 
temperature range, and the sensitivity of this particular system to 
small changes in Free Energy made it necessary to construct an 
empirical model for the Free Energy vs temperature relationships, that
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exhibited a non-linearity over only a small temperature regime (Fig 85).
The model eventually used was extremely simple, but large power 
terms in the formulation made it necessary to restrict the application 
to temperatures < 1.05TC . Above this temperature the Free Energy 
merges with that of the disordered phase. (The high exponents may 
effectively indicate that a straightforward phase change is involved 
and not just a change in ordering.)
The expression used is shown below where T ’=1.05TC
21 20 21 20 
G = (Hd .[T/T»] - Sd .[T/T’] ) + (H0 [1-{T/TU ] - S0 .[1-{T/T’} ])
 ..(62)
Hd ,Sd = heat of formation and entropy of the 
disordered phase 
and Ho ,S0 = heat of formation and entropy of the
ordered phase
Above T ’ the higher entropy of the disordered phase is sufficient 
to make it more stable and hence the slope of the Free Energy vs 
temperature relationship will then be governed by this phase.
A change in ordering would not be unexpected in the delta phase 
as it is a vacancy stabilised structure. At higher temperatures the 
vacancies may have sufficient energy to occupy sites unavailable to 
them at lower temperatures.
The epsilon phase has a very complex structure and has been
101
described by a number of alternative variants all based on a 
superlattice of a c.p.h. unit cell dSO)^ There appears to be some
structural modification at ~i|00°c so it is not unlikely that
it is capable of existing in more than one of the proposed structures.
7.3.^ The alpha’ phase
Although not observed in the Cu-Sn equilibrium phase diagram, a
c.p.h. structure is observed in other Copper alloys such as
Cu-Ge, Cu-Sb and Cu-Si at the same e/a ratio - 1.33 where the alpha' 
phase is found. The phase was characterised using the stacking fault 
energies reported by (205). This work indicated that at room 
temperature and for compositions > 9At%Sn the hexagonal form would 
become more stable than the f.c.c. alpha phase.
By the use of simultaneous equations, values for the excess 
energy terms were readily calculated for the c.p.h. phase, and using 
these, the reported change in stacking fault energy with increasing Sn 
concentration (205) was closely reflected.
7.3.5 Comments on the characterisation procedure
Using these various constructional features in the 
characterisation of the Cu-Sn system, excellent comparison with 
experimental results is obtained. Table 16 gives a synopsis of heat
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of formations reported for the solid phases and compares these with
the theoretical values used in this study.
The values for the ordered phases of delta and epsilon correlate 
well with reported values, and it should be noted that the 
experimental studies were done below T ’ for both phases. The liquid 
and alpha phase values are also compare well with those reported.
As there is such close correlation with both reported 
thermodynamic data and the experimental phase diagram, it can be 
concluded that the empirical values must give a reasonable
approximation to the true values of the system, although a better
theoretical base for the formulations used is to be desired.
7.4 The 19.5 At^Sn Alloy Films
If both the diffusion constants and thermodynamic characteristics 
of the alloy system are known, it should be possible, using the 
approach outlined in section 7 .2 , to predict the deposition conditions 
for metastable and equilibrium phase formation, as well as the 
metastable phase that is actually formed at low substrate 
temperatures.
7.4.1 Estimation of diffusion constants
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No surface diffusion data is available for the Cu-Sn system and 
any surface topographical features were too complex for an approach 
similar to that used in section 6.2 to be attempted. However, a 
lower limit for the activation energy for surface diffusion can be 
estimated.
Surface roughening is observed at 2 0 0°C and above, while none 
occurs at 130°C. If we assume the film at 130°C has a grain size < 
500 nm, consistent with the observed topography at 2 0 0°C, an 
activation energy that will just produce some roughening can be 
calculated using equation 42. The actual activation energy should 
therefore be higher than this estimate.
Taking L = 200 nm and a time for roughening to occur as half the 
deposition time,
Ds = 2.67x10“ 15 cm2/sec
With D = 3 . 6 cm^/sec for b.c.c. metals (1?0)
Q = 116.7 kJ/mol
Bulk diffusion data has been reported for the delta phase, (210) 
an ordered Gamma brass structure where
Q Cu atoms = 207.9 kJ/mol DQ - 2400 cm^/sec
Q Sn atoms = 129.3 kJ/mol DQ = 4 . 7 cm^/sec
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Although the gamma’ phase is similar to a Gamma brass, a further 
ordering is necessary to form the delta phase and this will increase 
Q. Estimates of Qg = 125.5 kJ/mol and DQ = 3 . 6 cm2/sec for surface 
diffusion constants, and Qb =167.4 kJ/mol and DQ = 10 cm2/sec for 
bulk diffusion, should reasonably reflect the kinetic conditions 
during deposition.
7.4.2 Phase formation in the 19.5-At%Sn films
Using the G/x curves for the Cu-Sn system between 25° and 300°C 
(Figs 86-89)» the model proposed in section 7.2 predicts that the 
zeta phase should be observed at low values of x, and also gives
values for use in equation 50 for the transformations zeta ->
alpha + delta/epsilon. (The pre-exponential term assumed for D inS
equation 50 is in very good agreement with that given by Gjostein for 
f.c.c. metals However, for b.c.c. metals this term is
substantially different ^ ^ 0 ) and gives rise to an increase of 
an order of magnitude of the calculated x. This has been taken 
into account in the calculations.)
If diffusion in the zeta phase is taken to be comparable to that
in the gamma’ phase, x vs Tg Can be plotted (Fig 90.1). A
prediction for values of x for the single phase -> metastable two 
phase -> equilibrium two phase transitions can be made on the basis 
that x should be greater than ~5nm for the formation of two phase 
structures and greater than 1 0 0 0nm for equilibrium deposition. 
Although the surface morphology of the equilibrium film deposited at 
450oC is not known, that x should be greater than 1000nm would
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be consistent with the morphology of the film deposited at 300°C.
The x vs Tg plot accurately predicts that equilibrium phase 
formation should occur above 350°C and also predicts the narrow 
temperature region where metastable two phase structures are observed. 
However, although the zeta phase is observed at 200 and 3 0 0°C as 
predicted, at 25 and 130°C the gamma’ phase is experimentally preferred.
Since the gamma1 phase is not observed in the phase diagram, no 
phase stability data can be deduced independently to predict this 
effect, and so it is not possible to be sure whether the appearance of 
gamma’ is due to thermodynamic or kinetic considerations. For 
example, the formation of the gamma’ phase might be due to kinetic 
restraints at low temperatures. The ordering of the zeta phase 
prohibits any Sn-Sn nearest neighbours ^91) unlike a Gamma brass 
structure, hence a greater atomic rearrangement of the initially 
disordered sputtered atoms is necessary to form the zeta phase. At 
low substrate temperatures, if the stability of the gamma’ phase is 
not extremely different from that of the zeta phase, there should be 
an increased possibility of gamma’ phase formation.
7.5 The 11.5 At%Sn alloy films
Although on initial examination the behaviour of the 11.5 At%Sn 
films appears very complex, the approach outlined in 7 . 2 accurately 
predicts the observed behaviour.
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7.5.1 Estimation of diffusion constants
Although there is little alloy diffusion data for Cu-Sn alloys in 
the range 0-11.5 At?£Sn, tracer diffusion data is plentiful. The 
diffusion of Sn in pure Cu has been studied by a number of researchers 
(211-213)# q = 188.3 kJ/mol and Dq = 0.11 cm2/sec ^12) refiect 
their values very well. Copper self diffusion values lie slightly 
higher, with Q = 207.4 kJ/mol and DQ = 0.621 cm2/sec (214) 
reported as being the most accurate (215)#
There is no data on the variation of Q with increasing Sn 
concentration, but examination of the Ag-Sn system, in many ways 
similar to the Cu-Sn system, shows that Q, after an initial slight 
fall, varies little up to 7 At%Sn (215)#
There is no surface diffusion data concerning Cu-Sn alloys < 
11.5At55Sn : only surface self diffusion of Cu is reported, where Q =
88 kJ/mol (216)# formation of two phase structures at as low a
substrate temperature as 130°C, makes it very difficult to use surface 
roughening to estimate surface diffusion coefficients. However, if 
the activation energy behaves in a similar fashion to that observed 
in bulk Ag-Sn alloys, Q would be expected to be close to that of Cu 
surface self diffusion.
Estimates for the diffusion coefficients where, for bulk 
diffusion Qb = 167.4 kJ/mol and D0 = 1 cm2/sec, and for surface 
diffusion Qg = 83 kJ/mol and D0 = 0.014 cm2/sec should reasonably 
reflect the kinetic behaviour of the alpha phase. Values for the 
alpha’ phase, another close packed structure, should also lie close to
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these values.
7.5.2 Phase formation in the 11.5 At%Sn films
The formation of the alpha’ phase is clearly predicted by the G/x 
diagrams at ambient substrate temperatures (Figs 86-89). The c.p.h. 
phase is the most stable single phase over a wide range of 
compositions, and if the x vs Tg plots obtained with equation 50 
are studied, it is also clear that x is sufficiently low to 
prevent two phase structures forming (Fig90.2).
As the substrate temperature increases to 130°C, there is some 
atomic mobility and the stability of the f.c.c. phase approaches that 
of the c.p.h. phase. The formation of the supersaturated alpha + alpha’ 
two phase structure could therefore occur as a result of either phase 
competition as described in 7 .2 (b) or separation due to diffusion.
As the substrate temperature reaches 2 0 0°C, the f.c.c. phase 
becomes more stable than the c.p.h. phase, and metastable two phase
structures are observed as predicted by the x vs Ts plots.
Although the driving force to nucleate the epsilon and delta phases 
from the supersaturated alpha is greater than that to form the
zeta phase, it is the zeta phase that is found experimentally. This
can be accounted for by the similarity in the activation energy for 
nucleation (G*) of the phases.
G* for these phases can be calculated using equations 56 and
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52. Equation 52 can be reduced to the form
The nucleant, although very different from that in the Pd-Rh and 
Cu-Ag films, will contain a similar number of bonds per unit area, 
and as such a value of a = 0 . 3 is a reasonable choice, (cf section 
6.3.2)
Calculations show that the value for (E’c)3/(Gv)2 is very 
similar for all three phases. However, the larger the unit cell, the 
larger the nucleus is likely to be, and the diffusion necessary to 
form a nucleus is therefore greater. Also the zeta phase can nucleate 
with a composition closer to that of the supersaturated alpha than 
either the delta or epsilon phases. Both of these effects will favour 
the formation of the zeta phase relative to the epsilon and delta 
phases, and this is consistent with the results.
At 300°C the phase structure is very similar to that found at 
2 0 0°C, with some substantial roughening apparent. If the 
surface topography of the film is considered (Fig 71), the 
x vs Ts Plots indicate that the temperature is very close to
i X* !
that necessary for equilibrium deposition. However, if the zeta phase 
is preferentially nucleated, the limiting factor in the formation of 
equilibrium films will be the subsequent breakdown of this phase.
Hence the kinetics limiting equilibrium phase formation will be 
similar to those for the 19.5 At/5Sn films.
' * (As x 'v interparticle spacing)
At 450°C equilibrium deposition occurs as expected from the x
vs Tg plots and the topography of the film which suggests that 
x should be greater than 1000nm for equilibrium deposition (Fig 72).
7.6 Summary
The results from the Cu-Sn alloy films appear to confirm that a 
diffusional breakdown of the initially homogeneous atoms is the 
controlling factor in the metastable single phase -> metastable two 
phase -> equilibrium phase sequence observed with increasing substrate 
temperatures, with the x vs Tg plots accurately predicting the 
temperature at which equilibrium deposition occurs.
Prediction of the metastable phases formed using the approach 
outlined in 7 . 2 also gives very good comparison with observation.
The formation of the alpha1 phase in the 11.5 At/5Sn alloy, and the 
observation of the zeta phase in both alloys can be accounted for. 
However, the formation of the gamma’ phase at 130°C and 25°C demonstrates 
the difficulties that can arise in interpretation of phase formation 
in alloy systems such as Cu-Sn where ordering readily occurs.
110
Chapter 8 Conclusions
Phase formation has been studied in Cu-Ag, Pd-Rh and Cu-Sn alloy 
thin films, with a view to determining the conditions for the 
deposition of films containing the equilibrium phases predicted by the 
appropriate phase diagram. The experimental work and theoretical 
evaluations lead to the following conclusions.
(1) The controlling factor of multi-phase formation in 
codeposited alloy thin films, is the diffusional breakdown on the 
surface of the film during deposition, of fully intermixed depositing 
atoms.
(2) Three kinetic regimes are observed as the substrate 
temperature is varied
(i) At low T/Tm the surface mobility is insufficient for the 
decomposition of the fully intermixed depositing atoms, and the films 
contain metastable single phase structures.
(ii) With increasing substrate temperatures, decomposition to 
metastable two phase structures is observed.
‘(iii) Finally with a further increase in substrate temperature 
the atomic mobility at the surface is sufficient to allow the full 
atomic rearrangement necessary for the formation of equilibrium 
phases.
11.1
(3) By relating the distance an atom can move on the surface 
during deposition with the substrate temperature and deposition rate, 
it is possible to predict the substrate temperature for the metastable 
two phase -> equilibrium two phase transition in all the alloys 
studied and hence the conditions necessary for the deposition of films 
containing equilibrium phases. The ruling equation is
2 1 /2 1 /2  
x = [2v.(a/R + Db/R )].a.exp(-Qs/2kTs).(Gt/kTs)
(4) The results suggest that the Cu-Ag and Pd-Rh films, although 
within the spinodal decomposition region, form two phase structures by 
a nucleation and growth mechanism.
(5) The single phase -> metastable two phase transition is 
suppressed in the Pd-Rh films. This has been attributed to the 
elastic strain energy at the matrix - nucleus interface.
(6 ) The Cu-Sn alloy films are characterised by the formation of 
the zeta phase between 200° and 300°C, and the formation below 200°C 
of two metastable phases that are not observed in the phase diagram: 
the alpha’ phase which has an A3 c.p.h. cell a = 0.2625 nm and c =
0.426 nm : c/a =1.623, and the gamma’ phase which is cubic a = 0.899 
nm similiar to a Gamma brass structure.
(7) An hypothesis relating the metastable phases that are formed 
at low substrate temperatures to Free Energy vs composition diagrams
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at the temperature of the substrate, predicts very accurately the 
metastable phases that are formed in both the Cu-Sn alloy films and in 
codeposited alloys previously reported in the literature.
Suggestions for Future Work
With the power limitations of the B11W ion sources used in this work,
it was not realistically possible to produce the significant
variations in deposition rate that would be necessary to observe the
effect of this variable on phase formation, x is reduced by
increasing the deposition rate, and it should therefore be possible to
increase the substrate temperature for both the single phase ->
metastabie two phase and metastable two phase -> equilibrium
transitions in all alloys. Although this effect has been in part
(132)
confirmed by Mader who deposited single phase Cu-Ag films over
the whole composition range at ambient temperatures using deposition 
rates of 0.5 - 1.0 nm/sec, a more detailed examination of the effect of 
deposition rate would be desirable.
A more detailed examination of the factors governing the 
formation of the complex surface topographies of films deposited at 
higher temperatures may prove rewarding, as they can contain 
structures with high surface area to volume ratios. This could prove 
beneficial in applications such as catalysis.
The possibility of relating the metastable phases that are formed
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in regime (1) to Free Energy vs composition diagrams at the 
temperature of the substrate, would enable thermodynamic information 
to be gained for phases that are not observed in the phase diagram.
The Free Energy at the point at which metastable single phases 
intersect should be equivalent, and therefore if one of these phases
has been characterised, the Free Energy of the other phase at the
intersection is then known.
For example, in the Cu-Sn system it should be possible by varying 
the substrate temperature within regime (1) and using the intersection 
of the alpha’ phase with the alpha phase, to deduce a number of Free 
Energy values for the alpha’ phase in Cu-Sn that would enable a more 
accurate characterisation of this phase to be made. The subsequent 
Free Energy values should give a better understanding of the 
thermodynamics of martensite formation for this system. In this 
context the examination of other Copper systems such as Cu-Zn and
Cu-Al would be of great interest.
More generally the deposition of thin films of alloy sytems that 
have been accurately characterised should be undertaken to confirm 
that the metastable phases formed in regime (1 ) can be consistently 
predicted using Free Energy vs composition diagrams.
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Alloy system
Film code 
number
Substrate 
Temp. (T°C)
Deposition 
time (hrs)
Deposition 
rate (nm/hr)
Cu - Ag CA01 25 21.5
Cu - Ag CA02 100 23.0
Cu - Ag CA03 130 24.0 31.8
Cu - Ag CA04 2 00 23.0
Cu - Ag CA05 300 24.0
Pd - Rh PR01 450 21.75
Pd - Rh PR02 560 2 2 . 0
Pd - Rh PR03 680 2 2 . 0 35.0
Pd - Rh PR04 750 21.75
Pd - Rh PR05 800 2 1 . 0
Table 1. Deposition parameters for Cu - 43At%Ag and 
Pd - 42At%Rh sputtered films.
Film code 
number
Substrate 
Temp (T°C)
Observed structures 
from x-ray diffraction
CA01 25 metastable two phase
CA02 1 0 0 metastable two phase
CA03 130 metastable two phase *
CA04 2 0 0 equilibrium two phase
CA05 300 equilibrium two phase
PR01 450 single phase
PR02 560 single phase
PR03 680 metastable two phase
PR04 750 metastable two phase
PRO 5 800 equilibrium two phase
Table 2 . Structures observed in Cu - 43At%Ag and
Pd - 42At%Rh alloy films. (* very close to 
equilibrium deposition.)
Self Diffusion
2D°
(cm /sec)
Q
(kJ/mol)
Co 0.83 283.3
Cu 0 . 2 197.2
Au 0.117 176.1
Ni 1.9 284.5
Pd 0.205 266.1
Ag 0.395 184.5
Interdiffusion
Ni in Co 0.34 269.0
Ag in Cu 0.63 194.6
Au in Cu 0.15 191.2
Co in Cu 1.93 226.4
Ni in Cu 1.70 231.4
Pd in Cu 1.71 227.5
Co in Ni 1.39 275.7
Cu in Ni 0.57 258.2
Au in Ag 0.85 2 0 2 . 0
Cu in Ag 1.23 193.3
Ni in Ag 21.9 229.3
Pd in Ag 9.56 237.4
Table 3. Diffusion coefficients for metals close to 
Pd and Rh in the periodic table from (215).
H 6 SE
Cu Ag Cu Ag
liquid 15062 17573 0.628 4.602
f.c .c. 37656 25104 8.368 4.351
Lattice stability values for the elements
Cu Ag
fee - liquid 13054 - 9.62T fee - liquid 11297 - 9.163T
Table 4. Thermodynamic parameters used in the characterisation
of the Cu - Ag system. (All values are in J/mol or J/mol.K)
rf3
Pd Rh
sE
Pd Rh
f. c.c. 20878 19037 2.092 0
Table 5. Thermodynamic parameters used in the characterisation
of the Pd - Rh system. (All values are in J/mol or J/mol.K)
Alloy
Film
number
Substrate 
Temp.(T°C)
Deposition 
time (hrs)
Deposition 
rate(nm/hr)
Cu-11.5At%Sn CS01 25 2 0 . 0
Cu-11.5At%Sn CS02 130 2 1 . 0
Cu-11.5At%Sn CS03 2 0 0 ’ 23.0 -72
Cu-11.5At%Sn CS04 300 21.5
Cu-11.5At%Sn CS05 450 23.0
Cu-19.5At%Sn CS 06 25 21.5
Cu-19,5At%Sn CS07 130 23.0
Cu-19.5At%Sn CS08 2 0 0 20.5 -72
Cu-19.5At%Sn CS09 300 2 2 . 0
Cu-19.5At%Sn CS10 450 23.5
Table 6 . Deposition parameters of the Cu-Sn alloy films.
d(nm) h,k,l
0.226 (100)a ’
0.213 (002)a »
0.132 (110)a '
0.113 (200)a *
Table 7. X-ray diffraction results from a Cu - 11.5At%Sn
alloy film deposited at room temperature, showing 
a.c^p.h cell a=0.2625 nm c=0.426 nm ; c/a 1.623.
d (nm) h,k,l
0.226
0.213
0.184
0.130
(lOO)a’
(lll)a ;(002)af 
(200)a
(220)a ;(110)0’
Table 8. X-ray diffraction results from a Cu - 11.5At%Sn 
alloy film deposited at 130°C, indicating a two 
phase structure of supersaturated alpha and alpha1.
d(nm) h,k,l d(nm) h,k,l
*0.276 0.202 (203)C
0.269 (112)c 0.183 (200)a
0.262 (003)c 0.176 (310)c
0.247 (202)C 0.150 (223) C
0.242 (103) X, 0.143 (304)C
0.213 (111)a 0.130 (220)a
0.212 (300)C 0.122 (330)C
Table 9. X-ray diffraction results from Cu - 11.5At%Sn alloy 
films deposited at 200°C and 300°C, indicating a 
two phase structure of supersaturated alpha + zeta.
* indicates lines only seen at 300°C. The supersatu­
ration of the alpha decreases with increasing 
substrate temperature. Alpha lines above are quoted 
for a film deposited at 200°C.
d(nm) h,k,l d(nm) h,k,l
0.301
0.260
0.252
0.241
0.213
0.212
(600)6
(444)6
(551)6
(642)6
(lll)a
(660)6
0.192
0.184
0.177
0.150
0.130
0.122
(664)6 
(200)a 
(10,2,0)6 
(12,0,0)6 
(220)a 
(12,6,6)6
Table 10. X-ray diffraction results from a Cu - 11.5At%Sn alloy 
film deposited at 450°C, indicating a two phase 
structure of equilibrium alpha and delta
Table 11.
Table 12.
d(nm) h+k+1 h,k,l
0.259 12 (222)yf
0.241 14 (321)Yt
0.212 18 (330)y*
0.201 20 (420)Y*
0.193 22 (332)Y f
0.177 26 (431)y '
0.164 30 (521)Yf
0.150 36 <600)Y*
0.147 38 (611)y *
0.132 46 <631)y *
0.130 48 (444)y *
0.122 54 (633)y *
X-ray diffraction results from a Cu - 19.5At%Sn 
alloy films deposited at 25° and 130°C, indicating 
a cubic cell a=0.899 nm.
d(nm) h,k,l d<nm) h,k,l
0.332 (iii)c* 0.196 <004)C*
0.269 (112)C* 0.187 <104)C*
+ 0.258 0.182 <220)C*
0.247 (202)?* 0.177 <310)c*
0.242 (103)C* 0.150 <223)C*
0.239 <210) £ 0.144 <304)c*
+ 0.233 0.132 <303)c*
0.229 <211)c* 0.128 <323)C*
+ 0.216 0.123 <330)C*
0.212 <300)?* 0.112 <333)c*
0.205 <212)c*
X-ray diffraction results from Cu - 19.5At%Sn 
alloy films deposited at 200°C and 300°C showing 
zeta lines reported by (191)* and three weak lines 
observed only at 300°C +.
d (nm) int
calc
I/Io
h,k, 1 d(nm) int
calc
I/Io
h,k,l
0.369 w 3 (422)6 0.177 m/w 2 (10,2,0)6
0.348 m 9 (333)6 0.173 v/w 1 (666)6
0.301 m/w 5 (600)6 0.150 m / s 7 (12,0,0)6
0.261 m/w 5 (444)6 0.148 v/w 1 (11,5,1)6
0.253 v/w 2 (551)6 0.146 w 1 (12,2,2)6
0.240 m 4 (642)6 0.138 w (993)6
0.217 w w 1 (820)6 0.134 w 2 (12,6,0)6
* 0.212 str 100 (660)6 0.133 w 2 (12,6,2)6
0.209 w w 2 (555)6 * 0.130 m/w 3 (888)6
0.191 m 4 (664)6 0.127 v/w 2 (10,10,0)6
* 0.184 m/w 3 (844)6 0.122 m/s 12 (12,6,6,)6
0.181 v/w 2 (933)6
Table 13. X-ray diffraction results from a Cu - 19.5At%Sn
alloy film deposited at 450°C, showing lines from 
the delta phase. Calculated intensities for the 
diffracted lines are from (192). Alpha lines would 
appear at *, but would be masked.
25°C 370°C 460°C 530° C
1.030 (111)6* 1.040 (111)6*
0.643 (110)yf 0.639 (220)6
0.515 (222)6 0.525 (222)6
0.366 (211)y' 0.368 (422)6 0.366 (422)6
0.347 (333)6 0.348 (333)6 0.351 (lll)y
0.315 (220)yf 0.319 (440)6
0.301 (600)6 0.301 (600)6 0.303 (200)y
0.285 (442)6
0.260 (222)yT 0.260 (444)6 0.260 (444)6
0.252 (551)6 0.253 (551)6
0.242 (321)yl 0.241 (642)6 0.242 (642)6
0.212 (330)y* 0.212 (660)6 0.212 <660)6 0.213 (220)y
0.193 (332)y1 0.192 (664)6 0.193 (664)6
0.184 (422)y1 0.184 (844)6 0.185 (844)6
0.181 (933)6 0.182 (311)y
0.177 (431)yf 0.177 (10,2,0)6 0.176 (10,2,0)6 0.176 (222)y
0.163 (521)yf 0.163 (11,1,0)6
0.150 (600)y1 0.149 (12,0,0)6 0.149 (12,0,0)6 0.151 (400)y
0.145 (12,2,2)6
0.132 (631)y1 0.132 (12,6,2,)6
0.129 (444)y! 0.130 (888)6
0.122 (633)yf 0.121 (12,6,6)6 0.122 (12,6,6)6 0.123 (422)y
Table 14. Electron diffraction results from a Cu - Sn fthin
film*, approxiamately 18.5 At%Sn, heated in the JEOL 
200CX. Results show the film deposited at ambient 
temperatures as the metastable y 1 phase which 
transformed at 370°C to the equilibrium 6 phase.
The 6 phase then transforms ..to the equilibrium y 
at the temperature predicted by the phase diagram.
(* indicates double diffracted line.)
h e
Cu Sn Cu
SE
Sn
liquid * -38911 4184 14.06 15.90
f.c.c. -24338 38982 10.46 -10.46
b.c.c. -47539 49212 15.36 -15.36
hexagonal -38342 16815 0 0
gamma * -48250 32673 10.15 -10.15
LFEV x^=0.15 ; X2=0.40 L = -996 L'= -8.95x16“ 4
zeta * -58994 35147 0 0
LFEV x^=0.17 ; X2=0.30 L = -424 L**= -3.44x10 4
AHf ASf compound
baseline
T'(°C)
delta * (ordered) -9406 0 b.c.c.
507
{disordered) -6960 3.293 b.c.c.
epsilon * (ordered) -10535 -1.268 hex
420
(disordered) -7715 2.929 hex
eta -12389 -5.650 hex
Lattice stability values for the elements
Cu Sn
fee - liquid 13054 - 9.62T
fee - bcc/ 3556 - 0.84T 
/gamma
fee - zeta 3975 - 0.84T 
fee - hex 628 + 1.26T
tetr - fee 5439 - 6.69T
tetr - bee/ 5184 - 6.61T / gamma
tetr - zeta 5602 - 6.61T 
tetr - hex 6778 - 7.57T 
tetr - liquid 7196 - 14.27T
Table 15. Thermodynamic parameters used in the characterisation
of the Cu-Sn system. All values in Kaufman format except 
those marked * , these are dealt with in greater depth 
in 7.3.1 - 7.3.3. (All values are in J/mol or J/mol.K) 1
Experimental Reference Calculated
Epsilon -7824 (206)
-7950 (207)
-8368 ; -7531 (208) -8368 *
-7498 ; -8117 (209)
Delta -5937 ; -5289 (209)
-5439 ; -5272 (3)
-5523 *
Alpha -1172 at 9.lAt%Sn (3) -1033
-1046 at 7.4At%Sn (209) -974
-732 at 4.2At%Sn (206) -644
Table 16. Comparison of reported heats of formation of the
Cu-Sn system with calculated values. All values are 
stated with respect to f.c.c. Copper and tetragonal 
Tin. (* indicates ordered form of this phase.)
All values are in J/molj.
Pressure,* Torr Mean free path, cm 
(between collisions)
Collisions/sec 
(between molecules)
Molecules/(cm2 )(sec) 
(striking surface)
4*
Monolayers/sec1
10“ 2 0.5 9 x 104 00 00 x o 00 4,400
10 ~4 51 900 3.8 x 1016 44
10“ 5 510 90 3.8x1015 4.4
10~7 5.1 x 104 0.9 3.8 x 1013 4:4 x 10 “ 2
10- 9 5.1x106 9 x 10-3 3.8 x 1011 4.4 x 10-4
*1 Torr = 1 mm Hg.
f  Assuming the condensation coefficient is unity.
Figure 1. Some facts about the residual air in typical 
vacuums used in thin film deposition systems
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Figure 2. A number of thermal evaporation sources 
in use at present.
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Figure 4. Variations in sputter yield with increasing energy 
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Variation of sputter yield with target temperature 
for 3 keV N 2 1 0ns on Copper.
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Figure 7. Schematic of duoplasmatron placed outside the high
vacuum chamber to reduce the pressure at the substrate.
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Figure 8. Schematic diagram of spherical source used in the 
present work.
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Figure 10. Common magnet designs employed in Planar Magnetron 
sputter deposition devices.
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The experimental configuration used by Kennedy et al (56) 
to produce ternary isothermals.
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Figure 12. Schematic representation of the wedge composites 
deposited by Pitcher (59) and Cooper (60).
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Figure 13. Total Free Energy of cluster formation vs size (r)
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Figure 14. Schematic description of the simple hemispherical 
cap model for Heterogeneous nucleation.
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Figure 15. Schematic atomistic diagrams of smallest stable
clusters and corresponding critical nuclei for very 
small clusters of an f.c.c. metal.
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Variation of nucleation rate with substrate temperature 
showing the effect of a change in critical nucleus 
size above and below a critical temperature
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Accomodation of rotational misfit; (a) between three 
small islands, and (b) between two large islands.
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Figure 18. Translational misfit between two parallel lattices.
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Figure 20. Assumed initial concentration profiles for a Cu-Ag-Au 
microcouple, and the subsequent measured profiles.
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Figure 21. Diffusion paths for a Cu-Ag-Au microcouple at 242°C.
The numbers marked on each diffusion path show the 
ageing time (mins).
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Figure 22. Regimes of grain size L and dislocation density 
over which lattice diffusion (1), grain boundary 
diffusion (b) or short circuit diffusion (d) dominate 
during steady state diffusion in a thin film of an 
f.c.c. metal.
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Figure 23. Schematic representation of (a) A-type (b) B-type and
(c) C-type kinetics in polycrystalline thin films. The 
vertical lines indicate the grain boundaries; the curves 
are the iso-concentration contours. The diffusion source 
coincides with the top horizontal lines.
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Figure 24. Schematic representation of a multiphase diffusion 
zone in a Pt-Ti thin film diffusion couple, showing 
preferential penetration along the grain boundaries.
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Structure of Fe-Ni-Cr films deposited at various substrate 
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In (a) A is the equilibrium two phase region determined 
experimentally for bulk Fe-Ni alloys, whereas B was 
calculated from thermodynamic data for alloys below 673K. 
The dotted curves labelled C are the martensitic start and 
finish temperatures of bulk Fe-Ni alloys.
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Figure 27. A D03 lattice divided into four f.c.c, sub-lattices 
I, II, III and IV.
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Figure 28. Heats of formation vs composition curves for Cu-Zn 
showing the change in heat of formation on 
ordering from A2 -> B2.
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Figure 32. Schematic representation of the apparatus used 
to produce sequentially deposited alloy films.
substrate
Figure 33. "Laminate structure" of wedges of element A and 
element B, produced by sequential deposition.
Figure 34. B11W "Fine Beam Saddle-Field Icn Sources" showing 
the internal electrode structure.
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Figure 35. Schematic representation of experimental
configuration used for codeposition of an alloy 
film containing a concentration gradient.
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Figure 36. Schematic diagram showing water cooled substrate 
holder with heater in position.
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Figure 38. Position of "thick film" sample in the Debye-Scherrer 
camera for glancing angle x-ray diffraction.
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Figure 39. Schematic representation of diffraction patterns 
obtained from a DEbye-Scherrer x-ray camera.
(a) is from a powder specimen and the film can 
be calibrated by measuring the distance L to find 
28=0°.
(b) is from a glancing angle specimen, and to
find D the specimen must be tested in a diffractometer. 
The strongest line is measured and the angle gives 
D and hence 20=0°. The shaded area is obscured 
by the substrate.
Figure 40.
Figure 41.
^  sample A
Schematic representation of the distortion of geometry 
of the Debye-Scherrer camera when the sample is 
off-set from centre. Distance AB is a maximum at 
20=90° but zero at 0° and 180°.
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Schematic representation of the volume of material 
from within which x-rays are excited.
(a) is a "thick film" with no surface roughening 
1000 nm in thickness.
(b) is a "thick film" with surface roughening showing 
the reduced volume of excitation in comparison to (a).
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Figure 42. Cu-Ag equilibrium phase diagram.
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Figure 43. Fd-Rh equilibrium phase diagram.
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x-ray diffraction patterns from Cu-Ag alloy 
films showing the (111) peaks of the Cu-rich and 
Ag-rich phases present.
(a) is from a film deposited.at 200°C showing 
equilibrium saturation of both phases.
(b) is from a film deposited at 25°C showing 
supersaturation of both phases.
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Figure 46. SEM micrograph of a Cu-Ag film deposited at 200°C
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Figure 47. SEM micrograph of a Cu-Ag film deposited at 300°C
Figure 48. SEM micrograph of a Pd-Rh film deposited at 450 C 
showing the ’hillock’ structure characteristic 
of single phase deposition.
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Figure 49. SEM micrograph of a Pd-Rh film deposited at 750°C
showing large Pd-rich spheroids and smaller Rh-rich 
spheroids, characteristic of a supersaturated two 
phase structure.
4ym
Figure 50. SEM micrograph of a Pd-Rh film deposited at 800°C 
showing the structure of the equilibrium 
phases.
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Figure 51. Schematic representation of the breakdown of
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Figure 53. SEM micrographs of a gradient deposited Pd-Rh
alloy film T g= 720°C, showing the compositional 
dependance of the spheroids of the supersaturated 
two phase structure.
Figure 54. Schematic representation of the movement of an 
atom from position A to position B, with a 
subsequent decrease in Free Energy (G^). The 
activation energy for the reverse jump is then 
Q + G^.
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Figure 55. Schematic representation of the integral Free 
Energy change (Gt) on the formation of the 
equilibrium two phase structure for an alloy 
of composition c^.
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Figure 56. Comparison of the calculated thermodynamic values
for the Cu-Ag system with those reported experimentally.
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Figure 57. Cu-Ag calculated equilibrium phase diagram.
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58. Pd-Rh calculated equilibrium phase diagram.
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Figure 60. Schematic representation of the decrease in Free 
Energy of an alloy composition c^ during spinodal 
decomposition.
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Figure 61. Calibrated lattice parameter vs composition plot 
for Cu-Ag alloys.
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Figure 62. The degree of supersaturation vs Tg of the Cu-Ag
alloy films, showing the increase in supersaturation 
with decreasing substrate temperature.
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Figure 63. Representation of the construction used to obtain 
heats of solution of various nucleii in a matrix 
of composition x T. H-^  is the heat of solution of 
one mole of a nucleus of B and H  ^ is the heat of 
solution of one mole of a nucleus of composition xM .
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Figure 64. Variation of G* with composition of nucleus
calculated for a Pd-Rh film deposited at 560°C 
showing the effect of the chemical interfacial energy.
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Figure 65. Strain energy at an interface (as a function of E 1)
o
vs mismatch between matrix and nucleus if a
coherent interface is formed, (from Van der Merwe (182))
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Figure 67. Cu-Sn equilibrium phase diagram.
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Figure 69. SEM micrograph of a 19.5 At%Sn alloy film 
deposited at 200°C.
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Figure 70. SEM micrograph of a 19.5 At%Sn alloy film
deposited at 300°C.
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SEM micrograph of an 11.5 At%Sn alloy film 
deposited at 300°C.
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Figure 72. SEM micrograph of an 11.5 At%Sn alloy film
deposited at 450°C.
Figure 73. TEM micrographs of an 'v* 18.5 At% Sn 'thin film'
annealed at various temperatures in the JEOL 200CX.
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Figure 74. Cu-Fe equilibrium phase diagram.
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Figure 75. Free Energy vs composition curves for Cu-Fe at 
25°C.
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Figure 76. Free Energy vs composition curves for 
at 100°C.
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Figure 77. The Free Energy difference between the f.c.c.
and 'zener ordered1 b.c.c. phases at room temperature.
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Figure 78. Cr-Ni equilibrium phase diagram.
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Figure 79. Free Energy vs composition curves for Ni-Cr at
25°C.
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Figure 80. Free Energy vs composition curves for the section 
Cr/Ni=0.37 of the Fe-Ni-Cr ternary system at
100°C.
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Figure 81. Free Energy vs composition curves for the section 
Cr/Ni=1.38 of the Fe-Ni-Cr ternary sytem at
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Figure 82, Cu-Sn calculated phase diagram.
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Figure 83. Comparison of calculated thermodynamic values with 
experimental for the Cu-Sn liquid phase at 
1100°C.
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Figure 84. Free Energy vs composition curves for the Cu-Sn 
system at 640°C showing the substantial shift in 
liquidus with a small LFEV.
kJ
/m
ol
ordered
disordered
T°C
Figure 85. The Free Energy vs composition plot of the delta
phase w.r.t. a b.c.c. baseline, showing the effect 
of the change in ordering.
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Figure 86. Free Energy vs composition curves For Cu-Sn at 25°C.
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Figure 87. Free Energy vs composition curves For Cu-Sn at 130°C.
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Figure 88. Free Energy vs composition curves For Cu-Sn at 200°C.
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Figure 89. Free Energy vs composition curves Por Cu-Sn at 300°C.
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Figure 90. x vs Ts plots For (1) the Cu-19.5AttSn and (2) the
Cu-11.5At'/.Sn alloy Films showing predicted phase structures. 
The transition between regimes is based on x = 5nm and 
x = 1000nm (c.F. 7.4.2 and 7.5.3). Experimental results are 
shown in blue colour.
