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Abstract
Many transmission models have been proposed and adapted to reflect changes in policy for
mitigating the spread of COVID-19. Often these models are applied without any formal
comparison with previously existing models. In this project, we use an annealed sequen-
tial Monte Carlo (ASMC) algorithm to estimate parameters of these transmission models.
We also use Bayesian model selection to provide a framework through which the relative
performance of transmission models can be compared in a statistically rigorous manner.
The ASMC algorithm provides an unbiased estimate of the marginal likelihood which can
be computed at no additional computational cost. This offers a significant computational
advantage over MCMC methods which require expensive post hoc computation to estimate
the marginal likelihood. We find that ASMC can produce results that are comparable to
MCMC in a fraction of the time.




First of all, I would like to thank my supervisor Liangliang Wang. Her patience and guidance
were invaluable in completing this research project. With her help I have been able to
explore many new and interesting statistical methodologies which has made working with
her consistently interesting and engaging. Her positive attitude has made completing this
Masters program a very enjoyable experience; I look forward to continuing to work with
her as I continue my studies.
Thank you to my committee members: Joan Hu, Jiguo Cao, and Lloyd Elliott for the
insightful comments and interesting discussion during my thesis defence.
I would also like to thank my professors for providing engaging and challenging courses
over the past year: Jinko Graham, Boxin Tang, Ian Bercovitz, Rachel Altman, and Tom
Loughin. And thank you, to my fellow graduate students, who provided an entertaining
and welcoming community at Simon Fraser. In particular I would like to thank James,
Thompson, Zubia Mansoor, and Lisa McQuarrie who have provided great friendship and
support. Thank you Lisa for your thorough help reviewing this thesis.
Finally, thank you to my parents, Peter and Karen, for their constant love and support,
and to my grandmother Betty, whose daily chats have been an invaluable diversion.
iv
Table of Contents
Declaration of Committee ii
Abstract iii
Acknowledgements iv
Table of Contents v
List of Tables vii
List of Figures viii
1 Introduction 1
2 Modeling Infection Data 4
2.1 Transmission models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 SEIR model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Simple physical distancing model . . . . . . . . . . . . . . . . . . . . 6
2.1.3 Full physical distancing model . . . . . . . . . . . . . . . . . . . . . 6
2.1.4 Contact tracing model . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Observation models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Standard count distributions . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Observation delay model . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Estimating Model Parameters 12
3.1 Bayesian framework of an ODE system . . . . . . . . . . . . . . . . . . . . . 12
3.2 Markov Chain Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 Annealed Sequential Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Selecting the annealing parameters . . . . . . . . . . . . . . . . . . . . . . . 18
4 Bayesian Model Comparison 20
4.1 Bayes factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 Marginal likelihood estimate from ASMC . . . . . . . . . . . . . . . . . . . 21
4.3 Bridge Sampling for estimating marginal likelihood . . . . . . . . . . . . . . 21
v
5 Simulation Study 23
5.1 Data simulation procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.2 Model selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.3 Parameter estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6 Data Analysis: British Columbia 28
6.1 Models considered . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
7 Discussion 34




Table 4.1 Guidelines for model selection from a Bayes factor suggested by Kass
and Raftery [17]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Table 5.1 Proportion of fits which yielded the corresponding amount of evidence
in favour of the true transmission model. . . . . . . . . . . . . . . . . 25
Table 6.1 Transmission model and observation model parameters for British Columbia
estimated in [25]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Table 6.2 Parameters and their corresponding values for the B.C. data analysis.
Fixed parameter values were taken from [27] and estimated parameter
values listed are the prior means. . . . . . . . . . . . . . . . . . . . . . 30
Table 6.3 Bayes factors for the pairwise comparisons between each of the pro-
posed transmission models. . . . . . . . . . . . . . . . . . . . . . . . . 31
Table 6.4 Posterior mean and 95% credible interval for unknown parameters of
simple physical distancing model and observation delay. . . . . . . . . 32
vii
List of Figures
Figure 2.1 Visual representation of the SEIR transmission model. . . . . . . . 5
Figure 2.2 Visual representation of the physical distancing transmission model
developed by [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
Figure 2.3 Visual representation of the contact tracing model developed by [27]. 10
Figure 5.1 Estimated coverage probability of 10, 20, . . . , 90, 95, 99% credible in-
tervals for each of the estimated parameters from both ASMC and
MCMC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Figure 5.2 Summaries of posterior estimates for only the first ten simulated
datasets, to avoid crowding the plot. Black points represent poste-
rior means and horizontal lines are the 95% credible intervals. The
vertical red line indicates the true value. . . . . . . . . . . . . . . . 26
Figure 5.3 Estimated trajectory of number of active cases in the population.
Posterior means over the first ten datasets are shown by the black
lines; the shaded regions represent the 95% credible bands about
these trajectories. The red trajectory is the true active cases used to
generate the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Figure 6.1 Estimated active case trajectories for the three transmission models.
The vertical dashed lines correspond to the initial implementation of
physical distancing measures (March 18) and relaxation of physical
distancing measures (May 17). . . . . . . . . . . . . . . . . . . . . . 31
Figure 6.2 Summary of the posterior distribution of the active cases juxtaposed
with the observed daily case counts. (Top) The black line is the
posterior mean number of active cases (I) and the shaded region is
the 95% credible band about the trajectory. (Bottom) Case counts in
BC as reported by BCCDC. The vertical dashed lines, in order from
left to right, correspond to implementation of physical distancing
(March 18), change in testing procedure (April 14), and relaxation




The coronavirus disease 2019 (COVID-19) was first reported in the city of Wuhan, China
in December 2019. Since then, this disease has spread throughout the world, which has
resulted in over 1.1 million deaths worldwide as of November 1, 2020 [22]. In lieu of a vaccine,
governments across the world have been implementing control measures, such as contact
tracing or physical distancing, in an effort to slow the spread of COVID-19. Understanding
the dynamics of disease transmission and how control measures can affect these dynamics is
vital to ensuring that policy-makers implement well-informed decisions. As heavier control
measures, such as business closures, can have serious impacts on the livelihood of individuals,
it is important to ascertain if these measures will have the desired effect. Through disease
transmission models, epidemiologists have been quantifying both physical characteristics of
the coronavirus as well as the impacts of control measures on the spread of the disease.
Transmission models are compartmental meta-population models which separate stages
of an infectious disease into several compartments. These compartments could represent
stages such as an individual being infectious or being placed in quarantine. Often only a
small subset of these compartments are observable. These models are an example of time-
varying processes, called dynamic systems, which describe the spread of an infectious disease
throughout a population. Dynamic systems are a system of differential equations (DEs) used
to describe some physical process. These systems are often used in applied sciences because
they provide structure and well-defined mechanisms for complex time-varying processes
and allow for interaction between components of the system. Furthermore, the parameters
characterizing these systems often have clear physical interpretations. For these reasons,
dynamic systems are used in many fields, including epidemiology.
Due to their popularity in the applied sciences, estimating the system parameters has
been a frequent area of statistical research. The simplest process for estimating these pa-
rameters is to find the least squares estimates. When the DE system is linear, the system has
an analytic solution and the least squares estimates can easily be obtained. However, often
the system does not have an analytic solution and thus an iterative non-linear least squares
(NLS) algorithm is required. This iterative algorithm requires numerically solving the DE
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system many times and can incur a large computational toll. Additionally, when only a
subset of the states are observed or when the observations are subject to large measure-
ment noise the resulting parameter estimates can be very poor [15]. Huang et al. propose
a Bayesian model for dynamic systems in which they sample from the posterior through a
combination of Gibbs sampling and Hamiltonian Monte Carlo. However, these traditional
Monte Carlo techniques are often the victim of poor mixing and long computation times.
To that end, we use annealed sequential Monte Carlo (ASMC) to sample from the posterior
distribution. ASMC is an efficient Monte Carlo technique that does not suffer from the poor
mixing of traditional Monte Carlo methods and has an algorithm which can easily be run
in parallel.
Sequential Monte Carlo (SMC) is a class of Monte Carlo techniques which are based on
importance sampling and resampling algorithms. SMC was originally designed for inference
on sequences of distributions defined on measurable spaces of increasing dimension [10, 19].
The SMC framework was extended for sampling from sequences of distributions with a
common measurable space by Del Moral (2006) [6]; it is to this class of SMC samplers that
ASMC belongs. Due to the design of the SMC algorithm, it is very parallelizable, which can
lead to major improvements in computation time compared to other Monte Carlo meth-
ods. ASMC has been implemented by Wang et al. (2019) [26] for estimating the posterior
distribution of phylogenetic trees. Another advantage of the SMC family of algorithms is
that the marginal likelihood is estimated during the sampling procedure. Traditional Monte
Carlo techniques often require some post hoc sampling procedure to estimate the marginal
likelihood. In this project, we use an ASMC algorithm to obtain estimates of transmission
model parameters. From these parameter estimates we can estimate the underlying num-
ber of active cases in the population. We will also use the marginal likelihood estimates to
perform Bayesian model comparison as a means of comparing transmission models.
Model selection is a common problem in statistics where multiple models for a process
are compared to determine which model provides the best fit to the observed data. This
project focuses on the context of transmission models for COVID-19. Due to the urgency
and intensity of research on COVID-19, many new complex transmission models have been
proposed. However, formal model assessment is seldom performed to quantitatively assess
whether the complexities of these models are necessary. We consider transmission models
designed to reflect the effects of physical distancing and other control measures. Often these
models are proposed and justified by the expertise of the researcher, but rarely are they
rigorously compared to simpler models or previously proposed models explaining similar
phenomenon. For that reason, one focus of this project is to provide a framework through
which epidemiological researchers can compare proposed transmission models.
In Section 2 we will introduce some examples of transmission models which have been
used to model the effect of control measures, as well as models used to explain randomness
in the data collection process. These two types of models will comprise the likelihood of
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our data. In Section 3 we introduce the annealed SMC algorithm in detail. Section 4 intro-
duces the Bayesian model comparison framework as well as two methods for estimating the
marginal likelihood. In addition to detailing the ASMC estimate of the marginal likelihood
we introduce one way in which the marginal likelihood could be estimated from the results
of a Markov chain Monte Carlo. In Section 5 we perform a simulation study in which we
demonstrate our proposed method’s ability to estimate model parameters and active cases,
as well as the performance of the model selection. An analysis of British Columbia case
counts is performed in Section 6. Finally, a discussion of our results and potential future




In this section we separate the likelihood of our data into two separate components: the
transmission model and the observation model. The transmission model governs the dy-
namics of the underlying infections in the population; this component is deterministic. The
observation model describes how the underlying states are related to the observed data
being used to inform our inference; this component is probabilistic.
2.1 Transmission models
In epidemiology, compartmental transmission models are used to understand the spread of
a disease at the population level. These models are defined by deterministic dynamics which
govern how the disease spreads. The compartments of these models correspond to stages of
a disease, such as when an individual is susceptible to the disease, when they can spread
the disease, etc. In this section we introduce four examples of transmission models which
can be used to model COVID-19.
2.1.1 SEIR model
One of the basic transmission models is the SEIR model which is composed of four com-
partments: individuals who are susceptible (S) to the disease, those who have been exposed
(E) to the disease but are not yet symptomatic or infectious, infected (I) individuals who
express symptoms and can spread the disease, and removed (R) individuals who are either
recovered with immunity or dead. A delay between contact with infectious individuals and
displaying symptoms has been noted for COVID-19 [1, 23, 27], which has made the SEIR
model a foundation for many of the transmission models that have been developed in re-
cent months. Note that for this simple model we assume that becoming symptomatic and
becoming infectious are equivalent events.
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The movement of individuals between these four compartments over time is governed















In the above equations, N is the total population size, β is the transmission rate of the
disease, δ is the rate at which individuals develop symptoms after becoming infected, and
γ is the removal rate. We can interpret 1/δ as the average length of time between when an
individual first comes into contact with the disease and when they begin showing symptoms;
this is called the incubation period or latent period. Similarly, we can interpret 1/γ as the
average duration of infection.
S E I R
βI δ γ
Figure 2.1: Visual representation of the SEIR transmission model.
Another quantity which we can derive from this model’s parameters is the basic repro-
duction number, R0, which has received much attention in the media. The definition of R0
is the expected number of secondary infections caused by a single infectious individual in
a wholly susceptible population. In the SEIR model, it is defined as R0 = β/γ. The reason
that this parameter has received so much attention is that it can be used as a benchmark
for determining whether a disease will cause a pandemic. If R0 < 1, then the system reaches
a “disease-free” equilibrium where the disease dies out. On the other hand, if R0 > 1, then
such an equilibrium does not occur and the disease will spread rapidly throughout the popu-
lation unless something changes to affect the transmission dynamics. The rapidity of disease
spread will depend on how much greater than 1 R0 is. This concept is closely related to
the force of infection, which is defined as the rate at which susceptible individuals become
infected and in this model can be written as β IN .
There are a few limitations to this model. As is common in meta-population transmission
models, we assume that an individual is equally likely to come into contact with any other
individual in the population. This is called homogeneous mixing. As mentioned earlier, one
of the major simplifying assumptions of the SEIR model is that expressing symptoms and
being infectious are equivalent. More sophisticated models can allow for asymptomatic or
pre-symptomatic transmission of the disease. We also do not incorporate birth or death rates
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into the model. This can easily be done [18], but is not necessary for modelling the spread
of COVID-19 as the number of infected individuals is low relative to the total population.
Since this model does not differentiate between death and recovery, we could not use it
directly to infer the infection fatality rate.
2.1.2 Simple physical distancing model
In an effort to mitigate the spread of COVID-19, many governments have introduced physi-
cal distancing measures to reduce the amount of person-to-person contact that takes place.
To incorporate these measures into the transmission dynamics, an additional parameter is
used to slow the rate of infection. The ODE system which defines this model is shown in
Equation 2.2. It was originally proposed for modeling the cases in India by Patrikar et al.
[23]. The parameter f ∈ [0, 1] represents a proportional reduction in the force of infection as
a result of physical distancing measures. For example, if f = 0.5 then the force of infection
is half of what it would be with no physical distancing. When there is no distancing, f = 1
and we recover the SEIR model. On the other hand, when f = 0 there is perfect distancing















2.1.3 Full physical distancing model
Having introduced a simple SEIR-type model which incorporates the effects of physical
distancing measures, we now introduce a more complex model which accounts for these
measures in a similar way. This model was introduced by Anderson et al. [1] to model
the spread of infection in British Columbia. The features that differentiate this transmis-
sion model from the two previous models are pre-symptomatic infectiousness, quarantine
following diagnosis, and partial adherence to physical distancing measures.
To incorporate the first two features, the authors expand the exposed (E) and infec-
tious (I) compartments from the previous model into four compartments, E1, E2, I, and Q.
E1 represents the period where an individual has been infected, but cannot infect others,
equivalent to E in the previous models. Then an individual progresses into the E2 compart-
ment where they do not show symptoms, but are able to infect others; individuals move
from E1 to E2 with rate k1. Then individuals progress into the symptomatic and infectious
compartment, I, with rate k2. At this point, an infected individual has two paths: they
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are diagnosed and enter quarantine, which occurs with rate q, or they remain undetected
and move directly into the removed compartment. The difference between I and Q is that
individuals in I can infect others, while individuals in Q cannot. Movement from either Q
or I into R is done with rate 1/D, where D is the expected duration of infection. Note that
a caveat of the pre-symptomatic infectious (E2) compartment is that an individual will at
some point transition into the I compartment; this model will not account for asymptomatic
infectiousness.
The third feature, the partial adherence to physical distancing measures, is admitted by
creating a “distanced” counterpart of each of the compartments. The portion of the popula-
tion that is not practicing physical distancing fall into the non-distanced compartments, X,
and the portion that do practice these measures fall into the distanced compartments,Xd. In
this way, the model can not only capture the effects of physical distancing, but also the rate
at which the population adheres to it. The effect of physical distancing is captured with the
same mechanism as the simple physical distancing model, through a parameter f ∈ [0, 1]. In
the simple model, f was the proportion by which physical distancing measures reduced the
force of infection. In this model, that reduction is only applied to the contribution from dis-
tanced infectious individuals to the force of infection. Note that in the first line of Equation
2.3 the effect of distancing, f , is only applied to the Id and E2d terms. Similarly, susceptible
individuals who are practicing physical distancing will experience a two-fold reduction in
the force of infection (see the first line of Equation 2.4). The first effect is a result of the
reduced contact of distancing susceptible individuals to everyone else. The second effect is
the reduced contact of distancing infectious individuals who have also reduced their contact
with others. Movement between a compartment and its distanced analog, or vice versa, is
permitted in any compartment. Individuals will enter the distanced compartments with rate
ud and leave with rate ur. Once infected, the evolution of the disease, i.e. the rates at which
individuals move between compartments, is the same regardless of whether an individual is
practicing physical distancing or not. For example, two infectious individuals, one in I and
one in Id, will both recover at rate 1/D and enter quarantine with rate q. In the long run,
the system will settle on a fraction udud+ur of the population which are practicing physical
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distancing. The dynamics of the non-distancing compartments are defined by
dS
dt = −β [I + E2 + f(Id + E2d)]
S
N
− udS + urSd
dE1
dt = β [I + E2 + f(Id + E2d)]
S
N
− k1E1 − udE1 + urE1d
dE2
dt = k1E1 − k2E2 − udE2 + urE2d
dI
dt = k2E2 − qI −
I
D
− udI + urId
dQ












and the dynamics of distancing individuals is given by
dSd
dt = −fβ [I + E2 + f(Id + E2d)]
Sd
N
+ udS − urSd
dE1d
dt = fβ [I + E2 + f(Id + E2d)]
Sd
N
− k1E1d + udE1 − urE1d
dE2d
dt = k1E1d − k2E2d + udE2 − urE2d
dId
dt = k2E2d − qId −
Id
D
+ udI − urId
dQd












A visualisation of this system can be seen in Figure 2.1.3.
S E1 E2 I
Q R
Sd E1d E2d Id
Qd Rd








Figure 2.2: Visual representation of the physical distancing transmission model developed
by [1].
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2.1.4 Contact tracing model
The final transmission model we consider was used to model the effects of physical distanc-
ing and contact tracing measures in Ontario, Canada [27]. This model defines the dynamics
of government interventions differently than the previous models. The primary differences
between this model and previous models is that it accounts for contact tracing and asymp-
tomatic infectiousness.
Starting from the susceptible (S) compartment, ν is the proportion of contacts between
infectious and susceptible individuals that result in infection and c is the rate at which these
contacts occur. Note that in the previous models the infection rate β was used to control the
infectiousness of the disease, whereas in this model it is defined through a proportion. So,
ν controls the infectiousness of the disease, where ν close to 1 represents a very infectious
disease, and c controls how frequently people interact. An increase in physical distancing
measures would be reflected in this model by decreasing c.
Once infected, individuals are in the exposed (E) compartment for a duration of 1/σ.
A proportion, ρ, of those individuals become symptomatic infectious (I) and 1− ρ become
asymptomatic infectious (A). While the full physical distancing model allowed for pre-
symptomatic infectiousness, this is the only model we introduce that allows for individuals
to go from susceptible to removed without displaying symptoms. Asymptomatic individuals
are assumed to recover at rate γA. Symptomatic individuals either recover directly from
this compartment at rate γI , or they are admitted to a hospital (H) at rate δI . They also
impose that a fraction θ of the asymptomatic individuals will be able to infect others.
Another feature taken into account in this transmission model is the effect of contact
tracing. This assumes that a proportion ω of the symptomatic individuals who came into
contact with infectious individuals are identified via contact tracing and sent into quaran-
tine. Individuals who were not infected move into a susceptible quarantine compartment
(Sq) where they stay for duration 1/λ. Traced individuals who were infected move into an
exposed quarantine compartment (Eq), until they show symptoms. Once they begin show-
ing symptoms they are moved to the hospital (H); this occurs at rate δq. Individuals in the
hospital recover at rate γH . The dynamics are defined in Equation 2.5 and a visualization
is shown in Figure 2.3. Note that this models allows for different duration of infection (δ·)
depending on whether an individual is symptomatic, asymptomatic, or hospitalized.
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dS
dt = −(νc+ cω(1− ν))S(I + θA)/N + λSq
dE
dt = νc(1− ω)S(I + θA)/N − σE
dI
dt = σρE − (δI + α+ γI)I
dA
dt = σ(1− ρ)E − γAA
dSq
dt = (1− ν)cωS(I + θA)/N − λSq
dEq
dt = νcωS(I + θA)/N − δqEq
dH
dt = δII + δqEq − (α+ γH)H
dR
















λ(1 − ν)cω(I + θA)
Figure 2.3: Visual representation of the contact tracing model developed by [27].
2.2 Observation models
In this section, we introduce two examples of models which relate the solution of the trans-
mission model to the observed daily cases by accounting for measurement uncertainty. Not
all epidemiological models include an observation model. For example, in Wu et al. [27],
the transmission model parameters are chosen to minimize the squared error loss between
the cumulative reported cases and the cumulative number of hospitalizations (H) per their
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transmission model. However, in this project we assume an observation model which ac-
counts for randomness in the data collection process. For that purpose, we introduce two
models: a standard model which makes observations directly on the underlying transmission
model compartments and a more complicated model that reflects certain features of data
collection for COVID-19 in British Columbia.
2.2.1 Standard count distributions
Commonly, these transmission models are fit to count data, such as daily or cumulative case
counts. As a result, the Poisson and negative binomial distributions, which are often used
to model count data, are used to reflect measurement error in these types of infection data.
Let us denote the number of observed cases at time t as y(t). Assuming the measurement
error is Poisson distributed yields y(t) ∼ Poisson(µt), where µt is the expected number of
cases. Similarly, assuming a negative binomial distribution over the case counts would give




The mean number of counts, µt, is some function of the solution to the transmission
model which relates the underlying infection to the observations. In the case of the SEIR
model, we could have µt = I(t). For the full physical distancing model we would be making
observations about all symptomatic individuals and therefore µt = I(t)+Id(t). Furthermore,
we could scale these by some fraction p to reflect systematic under-reporting of cases as we
have seen with COVID-19 [1, 25]. E.g. for the SEIR model, µt = p · I(t).
2.2.2 Observation delay model
The second observation model we discuss is another innovation of Anderson et al. [1], which
accounts for a delay in reporting cases. The authors note that in British Columbia there is
a lag between symptom onset in an individual and when they are reported in the confirmed
case counts. To account for this they define the mean of their negative binomial observation
model, µt, to be an average of the lagged active cases and assign a Weibull distribution over
the lag times. They define active cases as being I + Id, the total number of symptomatic




k2(E2(t− s) + E2d(t− s))w(s)ds.
As with the standard observation model, p ∈ (0, 1] is used to reflect that only a fraction of
the underlying active cases are available to be observed due to under-reporting. k2(E2(t−
s) + E2d(t − s) is the number of individuals who begin showing symptoms s days prior
to time t. We assume that this lag, s, follows a Weibull distribution with shape and scale
parameters wshape and wscale, respectively. The upper bound of the integral, M , denotes




In this section we discuss how we estimate the transmission and observation model param-
eters. To do that we introduce a Bayesian framework for a system of ODEs, which can be
directly applied to the transmission models seen in the previous section. Then we discuss
both Markov chain Monte Carlo and annealed sequential Monte Carlo, which we will be
using to sample from the posterior distributions.
3.1 Bayesian framework of an ODE system
In the general setting of systems of ODEs we are interested inK states x(t) = [x1(t), . . . , xK(t)]T
which evolve as functions of time, t. We describe the evolution of these states throughout




where g = [g1(x), . . . , gK(x)]T is a vector of functions which describe the dynamics of
each state as functions of the whole system. These functions are characterized by a set of
parameters, β , and a vector of initial states, x0. In many settings both β and x0 are treated
as parameters which need to be inferred.
Often, in practice we only observe a subset of states K0 ⊆ {1, . . . ,K}. So in this model
we are allowed to observed |K0| ≤ K states, where |·| denotes the cardinality of the set. Here
we assume that we make observations on those K0 states at the same n discrete time points,
t1, . . . , tn. We denote the n observations on the k-th state as yk = [yk(t1), . . . , yk(tn)]T . We
allow the observations to follow a general distribution with density pobs. The j-th observation
on the k-th state is assumed to follow
ykj ∼ pobs(xk(tj |β,x0)|η),
where η are a set of parameters that characterize the likelihood. Note that both β and η
can be time-dependent, but we have suppressed the notation here for simplicity. So the
12






pobs(ykj |xk(tj |β,x0), η).
For example, consider a SEIR transmission model where we only have observations on
I. The observations are assumed to follow a negative binomial observation model with the
mean defined as µt = I(t). Here we would haveK = 4 states in our system, but we only make
observations on I(t), so K0 = {3}. Our transmission model parameters are β = [β, δ, γ]T
and our observation model parameters are η = [p, ψ]T . For the initial states, we need only to
estimate E(0) and I(0). We can assume that there are no recovered individuals at the start
of an outbreak and due to the closed population we can compute S(0) = N −E(0)− I(0).
We would therefore express the likelihood of a single observation as





ψ + p · xk(tj ;β,x0)
)ψ (
p · xk(tj ;β,x0)
ψ + p · xk(tj ;β,x0)
)ykj
.
For convenience, we will compress the estimated quantities into a single vector, θ = [βT , ηT ,xT0 ]T .
It is important to note here that the likelihood depends on the underlying states of the
system, or more specifically, the solution to the system conditional on the model parameters
and initial states. In a setting where the ODEs are linear, then an analytic solution to the
system can be derived and computing the likelihood is trivial. However, often this is not
the case. When the ODE system is nonlinear, we must rely on numerical solvers to find the
trajectory x(t) for a given set of parameters. There are many different numerical solvers;
here we use an implementation of the fourth-order Runge-Kutta method, which is a popular
method for such problems.
The Runge-Kutta method relies on a discretization of the dynamic process. Like the
Euler method, the Runge-Kutta method uses Taylor expansions about certain points to
obtain an estimate of x(t+ ∆t), for some small time step ∆t. In fact, the first-order Runge-
Kutta method is the Euler method. The reason why the fourth-order Runge-Kutta method
is many software packages’ default approach for solving DEs is that it provides solutions
that are accurate up to O(∆t4), while the Euler method is only accurate up to O(∆t)[21].
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The equations for solving a single time step using a fourth-order Runge-Kutta method are
k1 = ∆t · g(x, t)










k4 = ∆t · g(x+ k3, t+ ∆t)
x(t+ ∆t) = x(t) + 16(k1 + 2k2 + 2k3 + k4).
In order to fully specify this as a Bayesian model, we also define the prior distribution
over the transmission model parameters, observation model parameters, and the initial







where γ(θ) is the unnormalized posterior distribution and Z =
∫
θ L(y|θ)π0(θ) is the marginal
likelihood of the data. Often this integral is intractable, although it is not necessary in order
to sample from π(θ|y). In the upcoming sections we discuss how we can sample from the
posterior distribution, as well as how we can estimate Z.
3.2 Markov Chain Monte Carlo
Markov chain Monte Carlo (MCMC) is a well-researched and very popular method for sam-
pling from posterior distributions. The algorithm uses a proposal distribution to generate
a sequence of samples which construct an ergodic Markov chain that admits the posterior
distribution, π(θ|y), as its stationary distribution. To do this we start with some initial
sample, θ(0). Then for the next i = 1, . . . , N samples we follow this procedure.
1. Propose a sample from the proposal distribution
θ∗ ∼ q(θ|θ(i−1)),
where q(·) is a probability density with the same domain as π(θ|y).














which accounts for the discrepancy between the proposal and target distributions.
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3. α is the acceptance probability of θ∗. We either accept θ∗ and set θ(i) = θ∗ with
probability α, or reject it and set θ(i) = θ(i−1) with probability 1− α.
A common choice for the proposal distribution is q(θ|θ(i−1)) = N (θ(i−1), σ). In this case,
σ should be treated as a tuning parameter which is selected to yield a reasonable acceptance
rate. In order to ensure that the Markov chain has converged to its stationary distribution,
a number of samples at the beginning of the chain are discarded.
However, Markov chain Monte Carlo is not well-suited for Bayesian ODE sampling
because the posterior surface can often be complicated with local maxima, or colinearity
between parameters. This can lead to poor mixing and difficulty assessing the convergence
of MCMC chains. In the next section we introduce a more advanced Monte Carlo method
which is less affected by multimodality and, as a result, is better-suited for these types of
problems.
3.3 Annealed Sequential Monte Carlo
Sequential Monte Carlo (SMC) is a Monte Carlo method which is derived from impor-
tance sampling (IS). It was initially developed as an efficient method for sampling from a
sequence of distributions which are defined on measurable spaces of increasing dimension.
The framework was adapted for sampling from sequences of distributions defined on a com-
mon measurable space by Del Moral in 2006 [6]. The particular variation we consider here
is annealed SMC (ASMC), following Wang et al. (2019) [26].
The objective of ASMC is to generate a sample of weighted particles which represent
the posterior distribution, π(θ), known as the target distribution. To do this we construct
a sequence of R artificial intermediate distributions, {πr(θ)}0≤r≤R. The initial distribution
is some distribution which can easily be sampled from. In this application we set our initial
distribution to be our prior distribution, π0(θ). We define these distributions through a
sequence of annealing parameters, 0 = α0 < α1 < · · · < αR = 1. We define the r-th
intermediate distribution to be πr(θ) = π0(θ)[L(θ)]αr , so that πR(θ) = π(θ). By constructing
the distributions in this way we allow the particles to explore the parameters space easily
in the early iterations and gradually incorporate the complexity through the likelihood. It
is this gradual incorporation of complexity that allows ASMC to explore multiple maxima
simultaneously, whereas MCMC is liable to get stuck in local maxima for many iterations.
The sampling procedure starts with a sample of equally weighted particles drawn from
the prior distribution, {θ(k)0 , 1/K}1≤k≤K . At each intermediate step r we aim to generate
a sample of weighted particles {θ(k)r ,W (k)r }1≤k≤K , where W
(k)
· is the normalized weight




· = 1. In order to generate this sample we take
the sample from the previous iteration, {θ(k)r−1,W
(k)
r−1}1≤k≤K and propagate them with the
Markov kernel Tr(θr−1, θr). This kernel should be chosen such that it admits πr(θ) as its






i=1 Ti(θi−1, θi). In the standard SMC framework the unnormalised impor-





However, the integral in ηn is not tractable. To circumvent this problem Del Moral et
al. (2006) [6] introduce an artificial backwards kernel, Lr−1(θr, θr−1). Using this artificial





This gives us the following recursive expression for the unnormalized importance weights
wr(θ1:r) = γ̃r(θr)/ηr(θ1:r)
= wr−1(θ1:r−1)w̃r(θr−1, θr)






By introducing an artificial backwards kernel to avoid the intractable integration problem,
we introduce variance to our importance weight estimates. This variance can be minimized











Substituting this optimal kernel back into the unnormalized incremental importance weight








































The SMC algorithm is comprised of three steps: compute weights, propagate, resample.
First, an initial sample of equally weighted particles is generated, {θ(k)0 , 1/K}1≤k≤K . We
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use {θ̃(k)r } to denote particles which have been resampled. We repeat each of the next three
steps at each iteration r = 1, . . . , R.
1. Compute weights. The normalized importance weights are computed for each of the
K particles as












Note that the importance weight formula (3.3) does not depend on the sample pro-
posed in this iteration, only the particles from the previous step. This differs from the
standard SMC algorithm [10] and is beneficial, as computing the importance weight
before proposing new particles reduces the variance of the importance weight esti-
mates.
2. Propagate. The next generation of samples, {θ(k)r }1≤k≤K , are propagated via πr-
invariant MCMC moves, {θ(k)r ∼ Tr(θ̃
(k)
r−1, ·)}1≤k≤K . These propagation moves follow
one iteration of the MH algorithm discussed in the previous section. It is important
to note here that since the particles are propagated independently of one another this
step can be done entirely in parallel, which gives ASMC has a notable computational
advantage over MCMC.
3. Resample. This is the step which characterizes the SMC algorithm relative to other
importance sampling based techniques. In the resampling step we aim to eliminate par-
ticles with low relative importance and propagate particles with greater importance.
The result is K equally weighted particles {θ̃(k)r , 1/K}1≤k≤K . The simplest resampling
algorithm is multinomial resampling, which performs sampling with replacement from
the sample of particles with probabilities given by their unnormalized weights. How-
ever, this has been shown to produce weight estimates with higher variance than
alternative resampling algorithms such as stratified or residual resampling [8]. In our
implementation we use systematic resampling, which has been demonstrated to pro-
duce low variance estimates of the importance weights in practice, although no theory
guarantees that this will always be the case.
The resampling step allows SMC to mitigate the issue of weight degeneracy found in
sequential importance sampling. However, each time we resample we reduce the number of
unique particles. This problem is known as sample degeneracy and is a well-documented
issue with SMC [11]. Methods have been proposed such as resample-move [13] and block
SMC [9] to reduce, but not solve, this issue. It is shown in [4] that each time resampling
is performed, it increases the variance of our importance weight estimates. Therefore, we
should only resample when the degeneracy in our weights reaches some threshold ε. One
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common threshold is the effective sample size (ESS). The ESS measures the effective number







The ESS takes on values between 1 and K. When ESS is 1 exactly one particle has all of the
probability mass and ESS = K when each particle has equal weight. A common strategy is
to use ε = 0.5K as the resampling threshold.
After completing the R iterations of the ASMC algorithm we have a sample of weighted
particles, {θ(k)R ,W
(k)














(θ) is a Dirac delta mass at θ(k)R . From this identity we can estimate posterior









We can also estimate features of the posterior distribution by resampling from the sample
of weighted particles and computing estimates as we would with standard Monte Carlo
methods. However, since resampling adds variance to our sample, quantities should be
estimated using the weighted sample whenever possible.
3.4 Selecting the annealing parameters
Here we discuss how to select the annealing parameters that define our intermediate distri-
butions. Consider the difference between subsequent annealing parameters, φr = αr−αr−1.
When φr is very large, πr and πr−1 will be very different and as a result the importance
weights will have high variance. On the other hand, if φr is very small then the sequence of
intermediate distributions will be very long which will increase the computational cost. In
this section we introduce an adaptive annealing parameter scheme which produces αr such
that the corresponding φr are small enough that the proposals are reasonable and not so
small that it incurs unnecessary computational burden.
The adaptive annealing scheme we use here is based on the adaptive approximate
Bayesian computation scheme developed by Del Moral et al. (2012) [7] and was used in
the context of ASMC by [26]. It uses the notion of conditional effective sample size (CESS),
which was introduced by [28]. The CESS quantifies how well a sample from πr−1 can be
used to estimate the distribution πr in a similar way to how ESS describes the quality of a
sample of particles to estimate the target distribution. A simple modification of CESS was
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used by [26], called the relative CESS (rCESS), which is CESS scaled to lie in (1/K, 1):


















. There are two important
comments to make about the form of the weight update. The first is that the weight update
depends on r only through φr. This means that we can compute the importance weights
at iteration prior to the sampling step, which will reduce the variance of our importance
weight estimates. The second is that w(k)r is a monotonically decreasing function of φr,
which means that we can control φr, and consequently αr, through the equation
f(α) = rCESS(W (·)r−1,L(y|θ̃
(·)
r−1)α−αr−1) = φ, (3.4)
where φ ∈ (0, 1) is a tuning parameter which controls how similar subsequent intermediate
distributions are to each other. While in general we don’t have a closed form solution to
this problem, due to the monotonicity of f(α) we can use a bisection algorithm to find the





The problem of comparing a discrete set of Bayesian models is often approached with the






θ L(y|θ)π0(θ is called the marginal likelihood. The marginal likelihood can be in-
terpreted as the probability of observing the data under likelihood L. Consider two models
M1 andM2 with different likelihoods and corresponding sets of parameters θ1 and θ2. In
the context of this project,M1 andM2 would correspond to two competing transmission










Values of B1,2 greater than 1 suggest evidence in favour of model 1 over model 2. Unlike
standard frequentist hypothesis testing procedures, which can only provide evidence against
a null/in favour of an alternative, the Bayes factor can provide evidence in favour of either
model. For the purpose of model selection with Bayes factors there is no theoretical threshold
for determining when one model is better than another. However, Kass and Raftery [17]
suggest a rule of thumb for gauging the evidence in favour of model 1 provided by B1,2
which is given in Table 4.1. It should be noted that in order for the Bayes factor to be valid
for model comparison the prior distributions in each model must be proper distributions.
As the Bayes factor often requires the computation of an intractable integral, it is not
a trivial task to perform. We present next how the marginal likelihoods can be computed
from ASMC as well as from MCMC.
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B1,2 Evidence in favour ofM1
1 to 3 Weak
3 to 20 Positive
20 to 150 Strong
> 150 Very strong
Table 4.1: Guidelines for model selection from a Bayes factor suggested by Kass and Raftery
[17].
4.2 Marginal likelihood estimate from ASMC
In ASMC, as with other importance sampling procedures, the marginal likelihood of the
data, ZR, can be estimated using the importance weights. In order to arrive at an estimate















When resampling is performed at each step we can estimate ZR by the product of the average






k=1 w̃k,r. However, in general resampling











It has been shown that this estimator is unbiased, E[ẐR] = Z [5]. Note that this result is for
the case where the sequence of annealing parameters is fixed. The other important feature
of this estimator is that it is estimated during the sampling process. This is a notable
computational advantage over standard Monte Carlo methods which require additional
sampling procedures to estimate the marginal likelihood.
4.3 Bridge Sampling for estimating marginal likelihood
When traditional Monte Carlo procedures are used, such as MCMC, an additional sampling
procedure must be implemented in order to estimate the marginal likelihood. In this work we
only consider bridge sampling, which is one such estimation procedure that produces a lower-
variance estimate than the naive Monte Carlo estimate. The bridge sampling method [20],
uses samples from the posterior distribution as well as samples from a proposal distribution.
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i=1 h(θ∗i )g(θ∗i )
,
where h(θ) is the bridge function, g(θ) is a proposal distribution, {θ∗i } are n1 samples from
the posterior distribution, and {θ̃j} are n2 samples from the proposal distribution.
The implementation of bridge sampling that we use is the bridgesampling package in
R [14]. This package uses the optimal bridge function h that minimizes the relative mean
squared error of the estimator. That choice of h requires an iterative procedure to obtain



















and `2,j = p(y|θ̃j)p(θ̃j)g(θ̃j) . For a proposal distribution we use the default
proposal provided by the bridgesampling package. This is a multivariate normal proposal
distribution where the mean vector and covariance matrix are set to match those of the
posterior sample. Any parameters whose parameter space is bounded must be transformed




In this section we carry out a simulation study to determine the accuracy of both the model
selection and the parameter estimates provided by ASMC. We will compare these results
to MCMC. The data will be generated in order to reflect COVID-19 epidemic data.
5.1 Data simulation procedure
In order to perform a simulation that well emulates the proposed method’s performance on
real data we simulated data from the estimated transmission model in [1]. In this article
Anderson et al. assume the full physical distancing transmission model. To reflect control
measures in BC the authors define a piece-wise constant physical distancing forcing pa-
rameter, f(t). We replace the observation delay likelihood in [1] with a negative binomial
likelihood to reduce computation time. We fix two sampling fractions to reflect changes
in testing procedures; the first, p1 = 0.1 before t = 41 and the second p2 = 0.3 for the
remainder. These values were chosen to reflect values estimated from B.C. data [1]. A table
of parameter values can be found in Table 6.1 and a more detailed discussion of the model
in the context of BC COVID-19 data can be found in Section 6. We generate thirty datasets
of sample size one hundred at equally space time points between t = 0 and t = 130.
5.2 Model selection
To evaluate the model selection performance of ASMC relative to MCMC, we fit three
transmission models: the SEIR model, simple physical distancing model, and full physical
distancing model. Using the ASMC marginal likelihood estimates and bridge sampling with
MCMC, we compute the three pairwise Bayes factors between these three transmission
model and obtain model comparison results for each method on all thirty simulated datasets.
In the SEIR and simple physical distancing models we fix δ = 1/3 and γ = 1/5, following
[23]. Additionally for these models, we estimate R0 = β/γ instead of estimating β directly.
This is sometimes done in epidemiology studies as R0 is of often of greater interest than β.
For the full physical distancing model we fix all parameters except for R0, q, ud, f1, and f2.
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We assume a negative binomial observation model with sampling fractions set to the true
values so that ψ is the only likelihood parameter that needs to be estimated. Since f1 and f2
lie in (0, 1), a beta prior distribution was the natural choice. For the remaining transmission
model parameters we assigned lognormal priors, since they all take values along the positive
real line. Finally, we assigned a gamma prior distribution over the dispersion parameter ψ.
The primary considerations when selecting the prior distributions were 1) the domain of
the distribution, and 2) the ability to control the mean and variance; we did not take higher
moments into consideration when selecting prior distributions or their hyperparameters.
The mean of each prior was chosen to be similar to the true value to reflect an educated
guess made by an experienced epidemiological researcher. The variances were chosen to be
loosely informative because while it is possible for parameters to take on a wide range of
values, only a small range represent a physically feasible scenario.
For each model on each of the thirty datasets, ASMC was run with K = 1000 particles,
a target rCESS of φ = 0.95, and a resampling threshold of ε = 0.5K. MCMC was run
so that both methods performed the same number of MCMC moves. This was done by
first running ASMC, then running MCMC for R ×K iterations. The result was ∼ 18, 000,
∼ 24, 000, and ∼ 55, 000 MCMC samples for the SEIR, simple, and full physical distancing
models, respectively. The reason that the more complicated models require more moves is
that they require a tighter sequence of intermediate distributions. We ran ASMC in parallel
on 10 cores, so the computation time for ASMC was approximately 1/10 that of MCMC.
For MCMC we use the last 1000 samples to perform bridge sampling so that ASMC and
MCMC are using the same number of samples for the comparison.
In Table 5.1 we see the model selection performance of ASMC and MCMC. We sum-
marise the performance by considering the different strengths of evidence, as shown in Table
4.1. For each method we compute the proportion of the thirty fits which produced each level
of evidence in favour of the correct model. The bottom four rows show that both ASMC and
MCMC can successfully identify that some form of physical distancing is required to model
the data; the dynamics in the SEIR model are not complex enough to reflect changes in
the data. However, when it comes to selecting one physical distancing model over another,
ASMC provides at least strong evidence in favour of the correct model in more than 60%
of the datasets, whereas MCMC will only show strong evidence in 30% of the datasets. The
table also shows that in half of the datasets MCMC was unable to select the correct model
at all, whereas ASMC only failed in 10% of the datasets.
5.3 Parameter estimation
In this component of the simulation study we explore how well ASMC recovers the model pa-
rameters and estimates their uncertainties. We compare ASMC to MCMC as in the previous
section (5.2. In Figure 5.1 we estimate coverage probabilities of the 10, 20, . . . , 90, 95, 99%
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Against Weak Positive Strong Very Strong
Full vs Simple ASMC 0.1 0.1 0.13 0.27 0.4MCMC 0.5 0 0.2 0.07 0.23
Full vs SEIR ASMC 0 0 0 0 1MCMC 0 0 0 0 1
Simple vs SEIR ASMC 0 0 0 0 1MCMC 0 0 0 0 1
Table 5.1: Proportion of fits which yielded the corresponding amount of evidence in favour
of the true transmission model.
credible intervals for each of the estimated parameters under both ASMC and MCMC. The
estimates shown are the proportion of the thirty credible intervals which contained the true
parameter values. Both ASMC and MCMC do provide reasonable coverage for ψ, however,
for the transmission model parameters, the samples from MCMC produce very poor credi-
ble intervals. Looking at the coverage probabilities from ASMC, we can see that f1, f2, and
R0 provide intervals with reasonable coverage. For q and ud the results are also reasonable,
but the intervals tend to be too conservative for higher credible levels, especially for ud.
q R0 ud
f1 f2 psi






























Figure 5.1: Estimated coverage probability of 10, 20, . . . , 90, 95, 99% credible intervals for
each of the estimated parameters from both ASMC and MCMC.
In Figure 5.3 we focus on the ASMC results. We summarize the posterior estimates of
each of the parameters from the first ten datasets by their posterior mean, shown by the
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black points, and the 95% credible interval, as the horizontal lines. The vertical red lines
indicate the true parameter values. For q and ud we can see that we tend to over-estimate
the parameters. This is not an unsurprising result; we only have direct information about
the I and Id compartments, so these posterior will be more strongly influenced by the prior
distributions for these parameters. For the other parameter estimates the posterior means
seem to provide reasonable estimates.
q R0 ud
f1 f2 psi
0.00 0.25 0.50 0.75 1.002.2 2.4 2.6 0.2 0.4 0.6 0.8
0.1 0.2 0.3 0.4 0.5 0.5 0.6 0.7 0.8 4 6 8
Figure 5.2: Summaries of posterior estimates for only the first ten simulated datasets, to
avoid crowding the plot. Black points represent posterior means and horizontal lines are the
95% credible intervals. The vertical red line indicates the true value.
From the posterior sample of transmission model parameters we can construct K corre-
sponding trajectories. In Figure 5.3 we demonstrate the posterior estimates of the number of
active cases in the population. Recall that the number of active cases is I+Id. We represent
the true underlying number of active cases in red. The posterior mean of the trajectories
is shown by the black lines and the shaded regions are the 95% credible band about the
trajectory of active cases. We can see from the plot that the estimates tend to be quite rea-
sonable, although we tend to overestimate. Overall the posterior distribution of the active















Figure 5.3: Estimated trajectory of number of active cases in the population. Posterior
means over the first ten datasets are shown by the black lines; the shaded regions represent
the 95% credible bands about these trajectories. The red trajectory is the true active cases
used to generate the data.
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Chapter 6
Data Analysis: British Columbia
For our data analysis we will use the confirmed case count data from the British Columbia
Centre for Disease Control COVID-19 Dashboard [12]. These data consist of the date of
each reported case along with the individual’s sex, age group, and the health authority in
which it was reported. For this data analysis we will only be using the total number of case
counts on each day between February 5, 2020 and June 30, 2020. The data analysis will be
comprised of two components: a comparison between three transmission models designed
to reflect physical distancing measures and inference of model parameters for the selected
model as well as an estimate of the infection trajectory.
6.1 Models considered
The three models we fit to the BC data were the simple physical distancing model, the full
physical distancing model, and the contact tracing model. We did not consider the SEIR
model for this analysis because it cannot account for effects of physical distancing.
For the simple physical distancing model we fix δ = 1/3 and γ = 1/5, following the




1, for t < τ1
f1, for τ1 ≤ t < τ2
f2, for t ≥ τ2.
(6.1)
This form for the physical distancing parameter was used for BC cases by Stockdale et al.
[25]. We choose τ1 to correspond to March 18, 2020 when physical distancing measures were
first implemented in BC Similarly, τ2 is chosen to match a change point of May 17, 2020,
when the physical distancing restrictions were first relaxed. We reparameterize the problem
slightly to be expressed in terms of R0 = β/γ. This leaves the parameters which are being
estimated as R0, f1, and f2.
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Since the full physical distancing model was originally applied to BC data, we will set up
the model in the same way as previous authors [1, 25]. As with the simple physical distancing
model we assume a piece-wise constant forcing parameter with the same changepoints. We
assume lognormal priors for q and ud, centered at log(0.05) and log(0.1) respectively. For
both the physical distancing models we assume a lognormal prior distribution on R0 centered
at log(2.57) and for the f1 and f2 we assume beta distributions centered at 0.35 and 0.65
respectively. These values are taken from the previous estimates which also assume a piece-
wise constant forcing parameter [25].
In this analysis we do not estimate the initial number of cases. Instead we again follow the
work of Anderson et al. who assume 8 cases in British Columbia at the beginning of February.
To distribute these initial cases across the E1, E2, I, and their distanced counterparts, they
assume that a fraction 0.83 of the population is practicing physical distancing. The authors
also impose that 40% of the individuals are non-infectious (E1), 10% are pre-symptomatic
infectious (E2), and 50% are symptomatic infectious. We use this approach in setting the
our initial cases.
Parameter Definition Value
N Population size 5, 100, 000
ud Rate of entering physical distancing state 0.1
ur Rate of leaving physical distancing state 0.02
1/k1 Length of noninfectious exposure period (E1 to E2) 0.2 days
1/k2 Length of pre-symptomatic infectious period (E2 to I) 1 day
D Mean infectious period duration 5 days
q Quarantine rate 0.05
pt Fraction of cases on day t that are tested and reported 0.35 (pre-March 14th)
0.68 (post-March 14th)
wshape Weibull parameter in delay-to-reporting distribution 1.73
wscale Weibull parameter in delay-to-reporting distribution 9.85
Table 6.1: Transmission model and observation model parameters for British Columbia
estimated in [25].
For the contact tracing model we again followed the original authors [27] in terms of
which model parameters were fixed and which were to be estimated. The model parameters
and their values are given in Table 6.1. I’ve modified the original model to reflect the
piecewise constant nature of the physical distancing that we’ve assumed in the previous
models. Since this model does not have an explicit forcing parameter like the previous two,
here I estimate three values of c, which correspond to the three segments of f(t) above. We
should expect to see c2 < c3 < c1 to reflect the physical distancing schedule outlined above.
The prior means of these transmission model parameters are taken as the estimated means
found in the original paper, which was performed on data from Ontario, Canada. For c2
and c3, which were not in the original model I chose a prior designed to reflect the relative
magnitudes of the physical distancing effects in the previous models. For β, q, ρ, and θ I
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Table 6.2: Parameters and their corresponding values for the B.C. data analysis. Fixed
parameter values were taken from [27] and estimated parameter values listed are the prior
means.
In order to keep the comparison between models a strict comparison of the transmission
models I assume the observation delay model for all three. In the simple physical distancing
model I define the active cases to be I(t) and in the contact tracing model H(t). The
mean of the likelihood is constructed using the compartments which feed into these active
compartments. I run ASMC with 1000 particles and φ = 0.95 on each of the models.
6.2 Results
The three pairwise Bayes factors for the models we are considering in the problem are shown
in Table 6.2. Referring to Table 4.1 we can see that there is weak evidence in favour of the
simple physical distancing model against the full physical distancing model. Very strong
evidence against the contact tracing model is also observed for both physical distancing
models. From these results we can clearly see that the control measure dynamics defined
by the contact tracing model are not suitable for British Columbia. The low Bayes factor
between the two physical distancing models suggests that they both do a similar job of
modelling the outbreak. This suggests that the despite the additional complexity of the full
physical distancing model, it does not provide a better fit to the observed data than the
simpler model.
In Figure 6.2, we show the posterior estimates of the active cases, as defined earlier. We
can see that all three models are able to capture the major distancing events in mid-March
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Models Bayes Factor
Full vs. Simple 0.542
Full vs. Contact 10,100
Simple vs. Contact 18,500
Table 6.3: Bayes factors for the pairwise comparisons between each of the proposed trans-
mission models.
and mid-May. The simple and full trajectories have very similar shape; the main difference
is that the full physical distancing model estimates a lower number of active cases. This is
to be expected, since this model will split some of the symptomatic individuals off into the
quarantine groups, Q and Qd, which are not reflected in the active case counts. In contrast
the contact tracing model, which was heavily out of favour, has a slightly different shape in
its trajectory. We can see a sharper peak at the first physical distancing changepoint. We
can also see that after the second changepoint, the cases with the contact tracing model


















Figure 6.1: Estimated active case trajectories for the three transmission models. The ver-
tical dashed lines correspond to the initial implementation of physical distancing measures
(March 18) and relaxation of physical distancing measures (May 17).
The remainder of this section looks in greater detail at the simple physical distancing
model since it had the greatest marginal likelihood. The posterior means and 95% credible
intervals for the unknown parameters are given in Table 6.2. We compare these results to
those found in [25], since they perform their analysis on the same range of data in B.C..
Both the R0 and the forcing parameters are lower in our analysis than the previous study.
In Figure 6.2 we show our posterior estimates of the total number of active cases in the
population. The most prominent feature of the active cases is the spike in mid-late March.
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This sudden change in the trend from rapidly increasing to rapidly decreasing is a result of
physical distancing measures being put in place around this time. Though less prominent
we can see in mid May that cases start to increase again; this corresponds to the relaxation
of physical distancing regulations on May 18th. Harder to see is the lag between the active
cases and the case counts, but it can be seen best at the peak in mid-late March. We can
also note that even though there appears to be a second spike in case counts in late April,
there is no second spike in the estimated trajectory; this is because the observation model
is accounting for an increase in sampling at this point and so the peak is an artefact of the
sampling procedure and not the transmission dynamics.





Table 6.4: Posterior mean and 95% credible interval for unknown parameters of simple



























Figure 6.2: Summary of the posterior distribution of the active cases juxtaposed with the
observed daily case counts. (Top) The black line is the posterior mean number of active
cases (I) and the shaded region is the 95% credible band about the trajectory. (Bottom)
Case counts in BC as reported by BCCDC. The vertical dashed lines, in order from left to
right, correspond to implementation of physical distancing (March 18), change in testing




In this project we use an annealed SMC algorithm to provide a framework through which
COVID-19 transmission models can be efficiently estimated and compared. We provide ex-
amples of how epidemiologists model the effects of physical distancing measures on the
spread of COVID-19. A Bayesian model is proposed for inferring the parameters of the
transmission models used to describe the effects of these distancing measures. An annealed
SMC algorithm is used to sample from the posterior distribution of the model parameters.
In this algorithm, a sequence of annealed intermediate distributions is constructed to pro-
duce a sample which well represents the posterior surface and is not prone to poor mixing as
can happen with MCMC. The sequence of annealing parameters is adaptively determined
to maximize the efficiency of importance weight estimates without imposing too great a
computational cost. In addition to sampling from the posterior distribution, we estimate
the marginal likelihood of the proposed transmission model. This estimate can be obtained
directly from the importance weights and as a result we obtain the posterior samples and
marginal likelihood estimate simultaneously. This offers major computational advantages
over standard Monte Carlo algorithms. By running the ASMC algorithm on several trans-
mission models, we can perform Bayesian model selection to determine which model(s) are
best suited for explaining the observed daily case counts.
In our simulation study we found that ASMC was much more successful at selecting the
true model than MCMC. This is likely due to the fact that many combinations of parameter
values can provide similar solutions to the transmission model. This can create posterior
surfaces with many local maxima which can result in poor mixing in MCMC; this is poten-
tially the cause of MCMC’s poor performance. This is corroborated by the illustration of the
point estimates and coverage probability for MCMC, which were often quite dissimilar to
the truth and varied between datasets. The reason that both methods experienced difficulty
deciding between the full and simple physical distancing models, is that we are only making
observations on the compartments corresponding to the active cases. So, when parameters
controlling other compartments, such as the quarantine compartment, are varied it can have
very little impact on the estimated trajectory of the active compartments. Therefore, the
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fewer states in the system we actually observe, the more noise will affect our ability to select
the correct model and provide reasonable parameter estimates.
A demonstration of ASMC was performed on confirmed daily case counts from British
Columbia. We compared three models: a simple physical distancing model, a more complex
physical distancing model which has been used to model the infection in BC, and a contact
tracing model which was used in Ontario. We found that the observed data was more
likely under the first two models than the contact tracing model. There are two potential
reasons for this. The first is that the physical distancing dynamic in the contact tracing
model was not very well-suited for the BC data. By comparing the estimated trajectories
in Figure 6.2 we can see that the contact tracing model does not capture an increase in
active cases after the physical distancing measures were relaxed, merely a leveling out of
cases, whereas the other two physical distancing methods do show an increase in active
cases. The second potential reason for the preference against the contact tracing model
could be a result of the higher dimension of the posterior distribution, relative to the other
two. Of the three models, the contact tracing model estimated the most parameters. The
Bayes factor implicitly penalizes models of higher dimension, so the data would need to be
more likely under the contact tracing model to overcome this. We also found that there
was no practical difference between the two physical distancing models in terms of how
well they explained the data. This is most likely due to the fact that we are only making
observations on the active compartments, so the additional flexibility in modeling pre-
symptomatic infectiousness and quarantining has very little impact on the model’s ability
to explain the observed data.
7.1 Future work
One area for future research is to improve the Markov kernel used to move particles between
intermediate distributions. There is a huge amount of literature on Monte Carlo methods
which we can draw upon to improve this key step of the ASMC algorithm. An obvious
candidate would be to use a Hamiltonian Monte Carlo (HMC) sampler instead; this is
commonly used in Bayesian inference and is efficient when dealing with correlated variables.
One drawback to using rejection-based samplers such as Metropolis-Hastings and HMC is
that it exacerbates the sample degeneracy issue found in SMC samplers. A well-known
problem of SMC methods is that the resampling reduces the number of unique particles in
the system; this issue is made worse when not all of the particle values are changed during
the proposal step of the algorithm due to rejection in the Markov kernel. One possibility is to
run a longer MCMC chain when propagating particles; this would increase the probability
that the final proposed particle is different from the original, but the computation time
would scale linearly with the length of the chain, so this is unappealing. A more interesting
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avenue could be exploring the use of rejection-free samplers, such as the bouncy particle
sampler [3] or Zig-Zag sampler [2], to move particles between intermediate distributions.
Another avenue for future work would be to provide a more thorough treatment of
ASMC for model comparison. This would involve exploring the effect of K and φ, the
tuning parameters of the ASMC algorithm, on the accuracy of model selection. In this
project we use seemingly reasonable values, however it is lacking in any sort of optimization
of the tuning parameters in terms of finding a trade-off between accuracy and computation
time. Additionally, while we do explore to some extent the effect of variability in the data
on our results, we do not explore the effect of variability within the algorithm itself.
The final future direction suggested is to consider the incorporation of basis expansions
into this model comparison framework. Basis expansions have been used [15, 24] to estimate
parameters of dynamic systems and have demonstrated improvements, especially in the
presence of noisy data or incomplete observation of the system. However, the Bayesian
model in [15] uses an improper prior distribution to regulate the basis expansions; this
would preclude any meaningful interpretation of the marginal likelihood. It could be very
beneficial to research possible models which can take advantage of the benefits of basis
expansions without sacrificing the capacity for model comparison.
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