Tangible user interfaces enable the interaction with digital information through the physical world. For the binding of physical representations with the underlying digital information, technology-augmented artifacts and environments are used. Characteristic for tangible user interfaces is the use of physical artifacts which are either dedicated to or augmented for the purpose of serving as input devices. However, relying on special artifacts limits the widespread use of tangible user interfaces, as they are not suitable for many everyday situations in which we interact with arbitrary artifacts that are not part of the interface. In this paper, we present a novel prototype of a tabletop tangible user interface which is based on pressure imaging. It identifies physical artifacts that are placed on the table by their weight, shape and size, thus enabling the use of a wide range of technology-free artifacts as input devices. We describe the underlying technologies and methods, and discuss the results of a first experiment which shows the recognition accuracy of the presented tabletop interface. Among the positioning of artifacts, their identification is a prerequisite for further interaction modalities and applications. For the recognition of everyday artifacts, a score-based classifier and a set of shape-and weight-based features have been used. The determination of the position of an artifact is fairly simple, as it can be achieved directly from its pressure footprint.
INTRODUCTION
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Since Mark Weiser's seminal article on ubiquitous computing [22] , where he described the vision of invisible computing in the background and the replacement of traditional user interfaces with places to get things done, there has been a huge amount of research on context-aware computing, which explores the sensing and reaction of computer systems based on their environment. Context-aware systems use sensors to acquire information about their situation, like for example the position, direction and co-location of physical artifacts in a room, and are considered as an enabling technology for ubiquitous computing. They make new forms of human-computer interaction possible, which can be explicit, e.g. by directly manipulating an artifact, or implicit, which is defined as "an action, performed by the user that is not primarily aimed to interact with a computerized system but which such a system understands as input" [17] . Research on context-awareness is to a large extent driven by advancements in sensor technologies and the miniaturization of processing and communication technologies, which are preconditions for perceiving and taking advantage of the physical environment.
A well known example showing the use of context in ubiquitous computing is the Mediacup project [1] , where ordinary coffee cups are invisibly augmented with sensing, processing and communication capabilities, which allows for sensing the temperature and movements of the cup (e.g. to detect if somebody is drinking out of the cup), and share this information with other cups or computing devices in the environment to build context-aware applications. Characteristic for this work is the idea to retain the original function of the artifact, while enabling new functionality from their contextawareness. Another example for technology-augmented and networked everyday artifacts is Pin&Play [10] , where new functionality like the visual notification about deadlines is added to a simple notice board, for which purpose dedicated pins and a special surface that enables them to communicate with each other have been used.
A technological building block for ubiquitous computing are tangible user interfaces (TUIs), which "augment the real physical world by coupling digital information to everyday physical objects and environments" [6] , and are therefore dependent on a perception of the physical environment. Both the works on ubiquitous computing mentioned above and tangible user interfaces are based on an embedding of computation in the everyday environment, and they are both related to the idea of context-awareness.
However, while ubiquitous computing is more about the relations between activities and the environment in which they take place, TUIs "rely on the creative use of physical and spatial manipulations to control computational worlds" [3] . More precisely, [6] states that they are "not about making computers ubiquitous per se, but rather about awakening richly-afforded physical objects, instruments, surfaces, and spaces to computational mediation, borrowing perhaps more from the physical forms of the pre-computer age than the present". A crucial aspect for ubiquitous computing and TUIs as well is the exploitation of "spatiality" [19, 3] , which is due to the fact that spatial configurations are an important context in the physical world with which we interact. There has been much fundamental research on tangible user interfaces, like for example the conceptual framework for TUIs proposed in [21] and the taxonomy for analyzing tangible interfaces presented [4] , and many prototypical TUIs have been built.
Bricks [5] , for example, is an early tangible interface which uses small physical artifacts as input devices for controlling virtual objects on a horizontal computer display. In a prototype implementation of the bricks concept, the input devices of a 6-D tracking system have been used to simulate the bricks. Another TUI that is based on technology-augmented artifacts is Toolstone [16] , which is a wireless input device that detects physical manipulations such as tilting and rotating, and can be used for different interaction techniques such as zooming and function selection.
There are also TUIs which do not require artifacts to be augmented with sensors and computation, but rather use nonaugmented artifacts which are dedicated to their use with the TUI, as well as sensors in the environment to track their current state. An early example for this is the Marble Answering Machine [6] , where each marble represents a message left on the answering machine. By putting a marble into an indentation in the machine, the associated message is played or the caller is called back. A further example is the Illuminating Clay system [14] , which uses a piece of clay representing a landscape topography as input device, and also requires just the environment to be instrumented. It projects corresponding graphical representations into the landscape, which is captured by a laser scanner in real-time and therefore allows for physically manipulating the topography of the clay landscape model.
From the examples in the previous paragraphs, it can be seen that tangible user interfaces are characterized by the use of physical artifacts which are either (i) dedicated to or (ii) technology-augmented for the purpose of serving as input devices. We believe that this approach is not suitable for many everyday situations in which we are surrounded by various artifacts that are not part of the interface, such as a glass and a plate during breakfast. In this paper, we are focussing on the use of non-augmented everyday artifacts as input devices for the explicit interaction with a computer system. In this regard, our particular focus is on tabletop tangible user interfaces, where we present a novel approach that is based on pressure imaging.
For the identification of everyday artifacts and the recognition of their spatial configuration as well as manipulations and movements, their characteristic weight, shape and size -which can be sensed with a pressure-sensitive table surface -are used. A related work is described in [18] , where the authors present a table that uses weight sensing to detect the weight and position of artifacts placed on the table. However, it does not take into account shape-based features, which would make it possible to (i) distinguish different artifacts of the same weight and (ii) recognize the same artifact despite weight changes (e.g. after drinking out of a glass).
The presented work is a first step towards tabletop interaction with everyday artifacts via pressure imaging. We concentrate on the pressure-and shape-based identification of everyday artifacts in this paper, which is a precondition for recognizing gestures (i.e. movements that have a certain meaning) and using them as input devices. After comparing related work on existing tabletop tangible interfaces, we introduce our prototype system which is based on pressure imaging, and to which we refer to as PSITTI (Pressure Sensor Imaging for Tabletop Tangible Interaction). The main contributions of this paper are the architecture of the system and the classification approach which we have developed for the recognition of physical artifacts by their pressure images. We have also conducted an experimental evaluation, which shows the recognition accuracy of the proposed classifier in comparison to a simple weight-based approach (i.e. without considering the artifact's spatial extension) and a Minimum Euclidian Distance (MED) classifier.
RELATED WORK
The field of tabletop tangible interfaces is vast, as the number of used methods and technologies is, too. Table 1 shows a comparison of selected tabletop interfaces with PSITTI, from which several observations can be made. First, it can be seen that most of the compared interfaces require technology-augmented artifacts, be it by attaching tags to them [7, 2] or by embedding computing facilities [13] . Exceptions are the weight table [18] , the steal table [12] as well as the Passage concept of the i-LAND project [20] , which utilizes the weights of wooden blocks for their identification. In the artistic steal table [12] project, pressure sensors attached to plexiglass planks are used to detect if an artifact is put on them; if the artifact is not too heavy, the table "steals" it by tilting adjacent planks in a v-shaped manner.
Although most of the tabletop interfaces are based on computer vision technology [7, 2] , there are also others which are based on magnetic tracking [5] , electromagnetic resonance (EMR) [13] or weight sensing [18, 20, 12] . Systems using computer vision usually require visual markers to be attached to those artifacts which serve as input devices. A recent tabletop interface is Microsoft Surface [2] , which uses computer vision to identify artifacts also by their shapes, but the primary way is still by looking for an attached marker called "Dotcode" [2] . It can be seen in Table 1 that tabletop interfaces which use weight sensing provide less functionality than vision-based systems, which is due to the limited features that can be extracted from an artifact's weight; for 
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The recognition of gestures with artifacts is supported by several of the compared systems. With regard to our work, the most closely related system is the weight table presented in [18] , which supports different actions like putting an artifact on the table and removing it again or increasing and decreasing the pressure, but also complex gestures that can be recognized from the position trajectories of artifact movements on the table [9] . However, it is not possible to identify and recognize gestures of multiple artifacts for weight-based systems like the weight table [18] or the i-LAND Passage concept [20] .
As mentioned in the introduction, spatial features are an important context for tangible user interfaces. In Table 1 , the use of a physical artifact's position, direction and spatial extension for the compared tabletop interfaces is shown. The Reactable [7] for example makes use of all of them, whereas six different shapes can be distinguished. In PSITTI, also the position, direction and extension of artifacts can be determined, but the direction recognition is limited to artifacts with non-uniform shapes (e.g., no direction information can be inferred for a circular footprint). For several systems [13, 7, 2] , it is not the position of artifacts that matters, but the spatial proximity between them.
Compared with the related work discussed above, our work is novel insofar as it uses non-augmented artifacts as input devices, and -in contrast to the weight table for example [18, 9] -also allows us to sense their extension and direction in addition to their position and weight. We use pressure images to identify artifacts by means of weight-and shape-based features with methods from computer vision, which has not been done before in the context of tangible user interfaces. This approach makes it possible to determine weight changes over time and still identify the artifacts. It enables us to use multiple artifacts at the same time, which is not possible for other weight-based tabletop tangible interfaces, and provides better identification results due to the additional consideration of the artifact's spatial extension. Knowing the identity as well as the position and/or direction of artifacts, it is also possible to recognize gestures with multiple artifacts at the same time, which will be part of future work on PSITTI. Due to the fact that the currently used sensor pad is thin, and other pressure sensors are even thinner (e.g. [15] ), it is in principle possible to equip arbitrary planar surfaces with PSITTI.
SETUP AND IMPLEMENTATION
In this section, we first give an overview of the hardware setup and the software architecture of the PSITTI system. Afterwards, the layers of the architecture are explained, and implementation details are given. The main focus is on the recognition of artifacts with our score-based classifier, which uses a set of shape-and weight-based features for recognizing physical artifacts from their pressure images.
PSITTI consists of three main components: (i) the sensor for acquiring pressure images from the footprints of artifacts, (ii) the artifacts which are used as input devices for the tabletop interface, and (iii) a personal computer running the PSITTI software. With regard to the input devices, our focus is to work with arbitrary and non-augmented everyday artifacts. Figure 1 shows an exemplary setup which we Figure 1 . PSITTI system setup. In front we see the sensor pad with non-augmented artifacts on top of it. The background shows a notebook computer which is connected to the sensor pad and visualizes the pressure image of the scene.
have used for experimenting with the system: it consists of a squared sensor pad, some everyday artifacts placed on it (a hazelnut cream pot, a plate, a glass, a honey pot and a sugar box) and a computer running the PSITTI system and visualizing the artifacts' pressure images. It should be noted that the proposed system is not limited to these types of artifacts; however, due to restrictions imposed by the sensor's sensitivity, the selected artifacts have been chosen such that they can be weighted down easily (see below).
We used the XSensor X3 PX100 [24] pressure imaging sensor for a first prototype, which is connected via USB to a notebook computer. It uses capacitive pressure sensors with 2304 sensing points (48x48), has a spatial resolution of 1.27 cm, and a pressure range of 5-50 mmHg (6.7975-67.975 g/cm 2 ) with an accuracy of ±10%. Although the used sensor pad is designed for low-pressure imaging applications, its sensitivity and spatial resolution appeared not to be high enough for our purpose, which imposed some limitations to the usable artifacts that will be explained in the evaluation section. The PX100 sensor pad has a thickness of just 0.1 cm, and has been taped to the table so that it does not get out of place. The total sensing area is 60.96 x 60.96 cm. Currently we are looking forward to receive a promising alternative pressure sensor foil [15] with a higher sensitivity range of the pressure sensors (from 3 g to 350 g) and a thickness of under one millimeter.
The used notebook computer is based on an Intel Core 2 Duo P8700 CPU with 2.53GHz, four GB of memory and the 64-bit version of the Windows 7 Release Candidate operating system. However, the PSITTI software does not require powerful hardware; we also successfully tested it on a single-core Intel Centrino notebook with 1.73 GHz and two GB memory without remarkable slowdowns.
The system's software architecture consists of three layers which are shown in Figure 2 . The first layer (Sensor Layer) abstracts from the low-level sensor details and generalizes the sensor API such that future pressure imaging sensors can easily be used, like e.g. the pressure sensor foil shown in [15] . The second layer (Recognition Layer) uses the pressure image of the whole sensor pad, which is provided by the Sensor Layer, in order to (i) recognize the tangible artifacts placed on the sensor pad and (ii) process high-level information such as the position and direction or shape-and weight-based features from the image.
At the third layer (Interaction Layer), the data of the recognized artifacts is used to provide different interaction services to applications. Examples of such services are the recognition of gestures performed with the artifacts or the provision of an interface for querying their current and past states. Applications will use this layer primarily for humancomputer-interaction, where the recognized artifacts serve as explicit tangible input devices for application control. An option for the interaction layer is to implement a TUIOprotocol based server [8] , which enables third-party developers (such as Grafiti [11] ) to use data provided by PSITTI. In the following subsections, we will discuss the Sensor Layer and the Recognition Layer in more detail.
Sensor Layer
This subsystem of PSITTI is the interface for the communication with an attached sensor pad. For the used XSensor X3 PX100 [24] sensor pad, a link between managed C#, in which the PSITTI software is written, and unmanaged C++ of the XSensor API has been implemented. The sensor pad is continuously polled for pressure images, and it returns an array of floating point values representing the applied pressure of every sensing point on the pad (2304 values). It is polled every 200 ms, which causes an average CPU utilization of less than 15 percent, and a maximum utilization of about 35 percent in the case of many moving artifacts. This is because we compute the complex shape-based features only if the position or shape of the artifact has changed. For static scenes, the typical CPU utilization falls below ten percent. Besides the sensor readings, the Sensor Layer also provides static data about the sensor pad, including its vertical and horizonal resolution as well as its minimum and maximum pressure calibration settings.
Recognition Layer
The Recognition Layer builds on top of the Sensor Layer and gives meaning to the retrieved pressure images. As can be seen from the recognition process shown in Figure 2 , this includes a segmentation of the pressure image to isolate pressure regions of individual artifacts, the extraction of features from the isolated regions, as well as the classification of physical artifacts into several categories.
Segmentation
As we are dealing with images for pressure maps, we use computer vision algorithms for their segmentation (see [23] ), but with some limitations and advantages to consider. First, a pressure image has not as many different values like a visual image has. Second, most parts of the image are empty as just the footprints of a few artifacts are represented, and these artifacts in turn have very similar values per sensing point. Thus, a segmentation by classical threshold-based algorithms using the gray-level histogram would not be feasible.
Before segmenting the image, we apply a dilation followed by an erosion operation on the retrieved data to fill little gaps, which is necessary especially because of the low sensitivity of the used sensor pad. After that, we use an adaption of the region growing algorithm to find connected pressure regions for segmenting the image, mainly because of the simpleand for our case efficient -strategy it uses; in the following, we refer to these pressure regions as artifact pressure footprints (APF). An APF is represented by its pressure points, its border, as well as some selected weight-and shape-based features which are discussed in detail below. The border of these objects is calculated using the erosion algorithm; more details are given below. It should be noted that just artifacts with a connected pressure footprint are considered for now.
The implementation of the region growing algorithm is very fast, as we ignore the level of pressure and simply convert the date to a binary representation before applying the algorithm on it. This means that the value for each sensing point is set to false in the absence of pressure, and to true otherwise. Therefore, the region growing algorithm has to merge adjacent true-fields to a single APF only. Due to the conversion of the data, the algorithm was (i) easy to implement and (ii) did not require complex calculations like other segmentation algorithms such as region splitting [23] .
For the erosion algorithm, we also use the binary representation of the data, which reduces the computational load to a logical and operation. The algorithm uses a structuring element (see Figure 3(a) ) with which the image is scanned; it is applied to all pixels of the APF, and only those pixels for which all pixels of the structuring element fit inside the original image are kept. This results in an eroded image as can be seen in the figure. Finally, the eroded image is subtracted from the original image, resulting in the border of the APF (see Figure 3(d) ).
Feature Extraction
Based on this data, we extract several features describing the two-dimensional shape of the artifact's footprint. They have been chosen to represent shape properties which are in conjunction suitable for distinguishing different shapes from each other, and are therefore discriminative for artifacts with different pressure footprints. In addition, weight-based features are required for a better distinguishing between artifacts with a similar pressure footprint. As as start, we use the artifact's total weight, but other weight-based features like its average weight per sensing point could also be useful for recognizing an artifact or inferring information about its situation (e.g. to detect whether it is standing or lying on the table). The following shape-based features, which are also used in object recognition and -classification applications [23] , have been selected for PSITTI:
• Circularity: This feature is a measure for the complexity of an object's boundary. It describes how similar a shape is to a circle, and yields a minimum value of 1.0 in the case of a circular shape.
• MER area: This feature describes the minimum enclosing rectangle (MER), which is defined as the bounding box with a minimized area covering all points of the object it encloses. Its calculation requires many iterations; in [23] , it is suggested that "the object boundary is rotated through 90
• in steps of 3
• " to determine the MER.
• Rectangularity: Similar to the circularity for circles, this feature is a measure for the rectangular fit factor. It is defined as the ratio of an object's area to its MER, and thus takes a maximum value of 1.0 for rectangular objects.
• Area and perimeter: These features are related to the artifact's pressure footprint.
• Height and width: These features are related to the minimum enclosing rectangle of the APF.
Classification
The features listed above as well as the total weight are used to classify physical artifacts placed on the sensor pad. We propose a score-based classifier for this purpose, which uses these features to calculate a score; this score is a measure for the probability that the artifact pressure footprint (APF) belongs to a certain class (i.e. the type of an artifact, like for example a glass or a plate). It should be noted that it is not possible to distinguish between different artifacts of the same class. For each APF, we calculate a score which represents the similarity to each of the defined classes; the class with the highest score is taken. The implementation of this score-based classifier is very simple, and it has the advantage that it does not need much training data. We have defined reference values for the features of each class by putting the respective artifact on the sensor pad; in the tables 2 and 3, the feature values for the classes glass and plate, which we used for the evaluation of our system (see next section), are shown.
To calculate the score (score), we compare the n feature values of the APF to classify (feature vector f o) with the n reference values of the respective class (feature vector f c); the formula is shown in Equation 1. As some features appear to be more significant than others, we use a weighting function (weight) which is discussed in more detail below. An object's feature value adds to the score if it is within a twenty-percent range (i.e. with a margin value of 0.1) of the reference value (see Equation 2 ). Finally, the class with the highest score is taken, or the class unknown if no combination yields a score higher than the defined threshold. For the case that an APF yields the same score for multiple classes, we currently take the class which achieved the score first. Taking into account the history of scores could lead to better predictions, which however has not been done so far.
EVALUATION
This section describes the results of a first evaluation of the recognition accuracy of PSITTI. We arranged a breakfast situation and let PSITTI classify the artifacts placed on the sensor pad (see Figure 1) . Due to limitations of the used pressure sensor's sensitivity, we doubled the weight of each artifact with small lead balls, through which we achieved the required minimum pressure of 6.7975 g/cm 2 for all artifacts. Without the lead, the artifacts would only partly -or even not at all -be recognized by this specific sensor pad. A second limitation is the sensor's spatial resolution of just 1.27 cm, which forced us to use artifacts with a sufficiently big footprint, as too small artifacts -like for example a spoon or a salt shaker -could not be distinguished by their shape-based features. However, it should be noted that these restrictions are very specific for the used pressure imaging sensor, and not universally valid for other such sensors.
The set of artifacts consisted of three with a circularly shaped (plate, honey pot and glass), one with an elliptically shaped (hazelnut pot) and one with a rectangularly shaped footprint (sugar box). Therefore, we had five different classes of artifacts to distinguish. We recorded 372 pressure images while moving the artifacts over the sensor pad, and used them as a repeatable and comparable testbed for the evaluation. Thus, we not only tested the recognition accuracy for different static scenes, but also for dynamic ones; the ratio of their fractions in the recordings is approximately four to one, respectively. The movements have been chosen in such a way that the artifacts which were moved from one position to another always had contact with the sensor pad. In Figure 4 , the five artifacts and their according pressure image representations are shown.
We carried out three experiments. With the first one, the classification of artifacts solely based on their weights has been tested. Second, we evaluated the recognition accuracy with a Minimum Euclidian Distance (MED) classifier, which additionally takes into account shape-based features for predicting the classes. In the third run, we used our score-based classifier presented in the previous section. For each of the three runs, a confusion matrix showing the recognition accuracy has been created.
The aim of the experiments was to show that pressure imaging is a feasible approach for recognizing everyday artifacts, which is a precondition for using them as tangible input devices. In particular, our goal was to show that a purely weight-based approach like the one presented in [17] is less accurate than our score-based approach or an MED-based classification, and that the confusion between artifacts with a similar weight can be significantly reduced by an additional consideration of shape-based features. The weight-based classifier is very simple, as it just has to take the class with the smallest weight difference to the artifact; none of the shape-based features is used. The MED classifier calculates the Euclidean distance between two feature vectors at a time, namely of the artifact pressure footprint and of a certain class, containing the features circularity, MER area, rectangularity, area, perimeter, height, width and total weight (see Table 3 ). The predicted class is the class for which the distance is a minimum.
The score-based classifier uses the same set of features as the MED classifier to calculate a weighted score for each object and for each class, whereas the highest achieved score is considered to be most likely the correct class. We set a threshold of 55% similarity for the evaluation, scores below are ignored; we have chosen this threshold as it has shown to provide a good tradeoff between wrongly and not recognized artifacts. This implies that there is a null-class, which is predicted when no score exceeds the minimum threshold, and it should lead to a reduction of the confusion between classes in favor of not recognizing a class at all. For the weight function of our classifier (see Equation 1), the following weights have shown to provide good results: factor six for the total weight (as it is one of the most significant features), factor three for the circularity, rectangularity and perimeter, and factor two for the area, MER area, height and width. This results in a maximum score of 23, or a minimum score-threshold of 13 for a class to be considered as a valid prediction.
Discussion of the Results
The confusion matrices of the three classifiers for the recorded testbed can be seen in the tables 4, 5 and 6. In the subsequent paragraphs, we will discuss and analyze the results in short.
As shown in Table 4 , the weight-based classifier has a high confusion between the classes (a) and (c) and fails to recognize them correctly in about 25 to 30% of all cases. Between the classes (b) and (d), and also between the classes (e) and (a), there is a confusion of 15 to 17%. In contrast to our proposed score-based classifier, the weight-based classifier has no null-class.
When looking at the results of the MED classifier (Table 5) , we can see that the confusion between the classes (a) and (c) is strongly asymmetric, with nearly no confusion for (a) but an even higher confusion for (c) than in the weight-based classifier. Similar to the weight based classifier, there is no As can be seen in Table 6 , our score-based classifier has nearly no confusion between the classes. In a few cases only, it is not able to recognize whether the artifact is present or not; in particular, it occurs in 8% of all cases for class b and in 3% of all cases for class e. This is caused by the definition of a minimum coherence factor of 55%, which is required for a classification to be considered as valid. If we remove this limit, we will get no not found (f) entries and an increased correct classification rate, but also an increased confusion between the classes. The confusion nevertheless is very low.
CONCLUSION AND FUTURE WORK
In this paper, we presented our work towards a tabletop tangible user interface that is based on pressure imaging. It enables the use of non-augmented everyday artifacts as input devices, which are identified not only by their weight as has been done in other projects [18, 20] already, but also by the spatial extension of their footprint using a thin sensor pad on the table surface. This novel approach allows to simultaneously recognize multiple artifacts and distinguish different artifacts of the same weight, it is robust to weight changes due to the consideration of shape-based features, and also makes it possible to provide position and direction information about the artifacts that are put on the table. We used computer vision algorithms for the segmentation of pressure images and the extraction of features from them, and we presented a score-based algorithm for their classification into categories of everyday artifacts.
With the presented work, we showed that pressure imaging is a suitable method for the reliable recognition of physical artifacts, and we believe that it is a promising alternative to other tabletop interfaces like [7, 2, 13] which require a complex instrumentation of the table as well as an augmentation of the artifacts. Due to technological limitations of the used pressure sensor, the current prototype has a limited spatial resolution and pressure sensitivity, which forced us to use heavy and sufficiently big artifacts. This limitations should be overcome by the use of a thinner and much more sensitive plastic-based pressure sensor foil [15] , which will be examined in future development.
The next step will be a time-series analysis of movements performed with one or more artifacts on the table, in order to recognize gestures such as pressing, stacking, rotating, sliding or grouping. This will eventually allow us to use pressure imaging for the explicit control of applications with tangible input devices, but it comes along with constraints on the used everyday artifacts concerning their weight, size and shape; for example, detecting rotations or the spatial direction is not possible for round artifacts, and it is also limited for other symmetric shapes. The second future activity will be a comprehensive comparison of further feature extraction and classification algorithms, and for a larger set of everyday artifacts. In particular, the recognition of artifacts with non-connected pressure images has not been investigated yet. Third and last, a detection of the spatial alignment of artifacts and its changes over time could serve as an implicit application input, where our focus will be on the relative positions and directions of artifacts on the table. It could also help to improve the classification accuracy by taking into account common spatial relations between certain classes of artifacts (e.g. that a glass is typically placed to the right of a plate).
