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Partitioning technique for a discrete quantum system
L. Jin and Z. Song∗
School of Physics, Nankai University, Tianjin 300071, China
We develop the partitioning technique for quantum discrete systems. The graph consists of several
subgraphs: a central graph and several branch graphs, with each branch graph being rooted by an
individual node on the central one. We show that the effective Hamiltonian on the central graph
can be constructed by adding additional potentials on the branch-root nodes, which generates the
same result as does the the original Hamiltonian on the entire graph. Exactly solvable models are
presented to demonstrate the main points of this paper.
PACS numbers: 03.65.-w, 03.65.Nk, 11.30.Er
I. INTRODUCTION
The Schro¨dinger equation lies at the heart of quan-
tum mechanics. Secular equation has analytic solutions
only for a few very special cases. Approximation tech-
niques and computational methods have been developed
for treating such problem. Many of them are rooted in
the partitioning technique [1, 2] which was introduced
by Feshbach [3] and Lo¨wdin [4] independently. Discrete
models, including quantum networks, have been a cor-
nerstone of theoretical explorations due to their analyt-
ical and numerical tractability [5], the availability of ex-
act solutions, and the ability to capture counter-intuitive
physical phenomena, such as non-spreading wavepacket
[6] and Bloch oscillation [7–9] in linear chain. In recent
years, optical lattice [10, 11], photonic crystal [12, 13],
etc. have increasingly permitted the experimental explo-
ration of quantum discrete models.
In this paper, we study the partitioning technique for
quantum discrete systems. The concerned graph consists
of several subgraphs: a central graph and several branch
graphs, with each branch graph being rooted by an indi-
vidual node on the central one. Applying the projection
theory [4] to such a graph, we show that the effective
Hamiltonian on the central graph can be constructed by
adding additional potentials on the branch-root nodes,
which generates the same result as does the the original
Hamiltonian on the entire graph. As the demonstration,
we present two exactly solvable models, which correspond
to real and imaginary potentials.
This paper is organized as follows. Section II shows a
formalism for the partitioning technique in discrete quan-
tum systems. Section III is the heart of this paper which
presents a method to obtain the projection Hamiltonian.
Section IV consists of two exactly solvable examples to
illustrate our main idea. Section V is the summary and
discussion.
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FIG. 1. (Color online)(a) Schematic illustration of the graph
consisted of two branch graphs a, b (cyan) and a center graph
c (black). The dashed edges (red) represent the connections
between them with A and B being the branch-root nodes.
(b) The Lo¨wdin’s projection Hamiltonian for the center graph
which is composed of the original Hamiltonian Hc and addi-
tional on-site potentials VA and VB on the nodes A and B,
respectively.
II. PARTITIONING TECHNIQUE
Lo¨wdin has developed a partitioning technique in the
algebra of matrices, with which various self-consistent
field methods can be nicely formulated. In this proce-
dure, the original Hamiltonian is simply transformed in
a chosen discrete representation. The entire space is usu-
ally divided into two subspaces, named a model space and
an orthogonal space. The basic idea is to find an effec-
tive Hamiltonian which acts only within the target model
space but generates the same result as the original Hamil-
tonian acting on the complete space [1, 2]. The partition-
ing technique enables us focus our interest on certain part
of the system. In general, the effective Hamiltonian can-
not be obtained explicitly, but provides a formalism to
develop perturbation method.
In the following we will show that, when the tech-
nique is applied to a specific discrete system, the ef-
fective Hamiltonian is of realistic significance. We con-
sider a quantum graph, which is a collection of nodes
2and edges. It is also equivalent to a single-particle tight-
binding model. For simplicity, we partition the complete
graph into three subgraphs, a central part c, two inde-
pendent branches a and b.
The Hamiltonian (or connectivity matrix) of such a
graph has the form
H =

 Ha Hac 0Hca Hc Hcb
0 Hbc Hb

 , (1)
where
Ha = −
Na∑
i,j=1
(
κaij |i〉a 〈j|+H.c.
)
, (2)
Hb = −
Nb∑
i,j=1
(
κbij |i〉b 〈j|+H.c.
)
, (3)
Hc = −
Nc∑
i,j=1
(
κcij |i〉c 〈j|+H.c.
)
, (4)
Here Nγ=a,b,c denotes the dimension of the three sub-
graphs. κγ=a,b,cij denotes the coupling between i and j
of the graph γ, and reduces to the on-site potential for
i = j. The connections between the subgraphs are
Hca = H
†
ac = −
Nc∑
i=1
Na∑
j=1
gaij |i〉ca 〈j| , (5)
Hcb = H
†
bc = −
Nc∑
i=1
Nb∑
j=1
gbij |i〉cb 〈j| . (6)
where gγ=a,bij is the coupling strength between |j〉γ and
branch-root nodes |i〉c.
Our aim is the solution of the Schro¨dinger equation
H |fk〉 = Ek |fk〉 , (7)
where
|fk〉 =
∑
γ=a,b,c
Nγ∑
l=1
fγk (l) |l〉γ . (8)
Then the Schro¨dinger equation can be written in the ma-
trix form

 Ha Hac 0Hca Hc Hcb
0 Hbc Hb



 f
a
k
f ck
f bk

 = Ek

 f
a
k
f ck
f bk

 , (9)
and more explicit form
Haf
a
k +Hacf
c
k = Ekf
a
k , (10)
Hcf
c
k +Hcaf
a
k +Hcbf
b
k = Ekf
c
k , (11)
Hbf
b
k +Hbcf
c
k = Ekf
b
k. (12)
Under the condition of the existence of the inverse ma-
trices (Ek −Ha)−1 and (Ek −Hb)−1, we have
fak = (Ek −Ha)−1Hacf ck, (13)
f bk = (Ek −Hb)−1Hbcf ck, (14)
Then the Lo¨wdin’s projection Hamiltonian H¯c has the
form
H¯c = Hc + H¯a + H¯b, (15)
where
H¯a = Hca (Ek −Ha)−1Hac, (16)
H¯b = Hcb (Ek −Hb)−1Hbc. (17)
Remarkably, the corresponding Schro¨dinger equation for
the subgraph c (Eq. (11)) is reduced to
H¯cf
c
k = Ekf
c
k , (18)
i.e., formally H¯c can lead the same result as the original
Hamiltonian acted with respect to the whole graph, then
is referred as the effective Hamiltonian for central graph.
Nevertheless, in general, one cannot treat Eq. (18) as
usual since it is hard to obtain the explicit matrix form
of H¯c.
III. EFFECTIVE HAMILTONIAN FOR
CENTRAL GRAPH
It can be seen from Eq. (15) that, H¯c is constructed
based on the original subgraph Hc. It indicates that the
impact of two branch graphs can be projected on the tar-
get graph as additional couplings or on-site potentials. In
this paper, we investigate a graph with each independent
branch graph connected to the central graph c via a single
node on the central graph. This is crucial and our con-
clusion is available for a graph with arbitrary branches.
In the following we will show that H¯a and H¯b have a
concise form and clear physical meaning.
The connections between the subgraphs are
Hca = H
†
ac = −
Na∑
j
gaj |A〉ca 〈j| , (19)
Hcb = H
†
bc = −
Nb∑
j
gbj |B〉cb 〈j| . (20)
3Note that there is only one branch-root node for each
branch, that is the unique restriction to the graph.
We note from Eq. (19) that the elements of Hca and
H†ac are all zeros except the row connecting to node A,
i.e.,
Hca (m,n) = δmAg
a
n, Hac (m,n) = δnA (g
a
m)
∗
. (21)
Taking Ma = (Ek −Ha)−1 and assuming its existence
for the considering eigenvalue Ek, we have
H¯a (m,n) =
Na∑
j′=1
[
Na∑
j=1
Hca (m, j)M
a (j, j′)]Hac (j
′, n)
=
Na∑
j′=1
[
Na∑
j=1
δmAg
a
jM
a (j, j′)]δnA(g
a
j′ )
∗
= δmAδnA
Na∑
j,j′=1
gaj (g
a
j′ )
∗Ma (j, j′) . (22)
Moreover, from Eqs. (13) and (16) we obtain
Hcaf
a
k = H¯af
c
k (23)
and its explicit form
Na∑
j=1
gaj f
a
k (j) = f
c
k (A)
Na∑
j,j′=1
gaj (g
a
j′)
∗Ma (j, j′) . (24)
Considering the non-trivial case f ck (A) 6= 0, the effective
Hamiltonian H¯a can be expressed as
H¯a (m,n) =
δmAδnA
f ck (A)
Na∑
j=1
gaj f
a
k (j) . (25)
By a similar procedure we obtain expression for the ef-
fective Hamiltonian H¯b
H¯b (m,n) =
δmBδnB
f ck (B)
Nb∑
j=1
gbjf
b
k (j) . (26)
Surprisingly, matrix H¯a (H¯b) contains only one nonzero
element H¯a(A,A) (H¯b(B,B)), which can be regarded as
an effective on-site potential at the branch-root node A
(B). Actually, this is caused by the unique restriction.
Then the physics of the projection Hamiltonian is very
clear: original target Hamiltonian with additional po-
tentials at the joint sites. The effective potential is a
weighted summation of the coupling strength {gγ=a,bj }
and the corresponding amplitudes {fk (j)}. It would be
noted that this conclusion can be generalized into graphs
with more independent branches d, e, · · · .
One can simply classify the branch graph as finite or
infinite. For finite graph without flux, we have {gγ=a,b,···j }
and the corresponding {fk (j)} are all real, then the effec-
tive on-site potentials are real. In contrary, for an infinite
graph, when dealing with the scattering problem, the ef-
fective on-site potentials could be complex.
IV. ILLUSTRATIVE EXAMPLES
In this section, two typical examples, which consist of
finite and infinite branch graphs, are respectively inves-
tigated to exemplify the formalism developed above.
A. Finite chain
We first take a finite chain N as an example, with the
Hamiltonian in the form
HChain = −J
N−1∑
i=1
(|i〉 〈i+ 1|+H.c.) .
It is well known that the eigenvalue Ek and the corre-
sponding eigenvector fk are
Ek = −2J cos k, (27)
fk (j) =
√
2
N + 1
sin (kj) , (28)
k =
npi
N + 1
, n ∈ [1, N ].
Now we divide the chain N as the central part Nc and
two branches Na, Nb as mentioned above. The two
branch-root nodes are located at the (Na + 1)th and
(Na +Nc)th sites. From Eqs. (25) and (26), the pro-
jection Hamiltonian can be obtained as
H¯c = −J
Na+Nc−1∑
i=Na+1
(|i〉 〈i+ 1|+H.c.) (29)
+VA |Na + 1〉 〈Na + 1|+ VB |Na +Nc〉 〈Na +Nc| ,
where the on-site potentials are
VA = −J sin (kNa)
sin [k (Na + 1)]
, (30)
VB = −J sin [k (Na +Nc + 1)]
sin [k (Na +Nc)]
. (31)
In the Appendix A1, it is shown that Ek is always the
eigenvalue of H¯c and the corresponding eigenvector of H¯c
accords with that of HChain within the central chain c. It
is noted that potential VA (VB) does not exists in the case
sin [k (Na + 1)] = 0 (sin [k (Na +Nc)] = 0). Actually, the
corresponding eigenfunction has vanishing amplitude at
the node A (B), and Ek is also the eigenvalue of the
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FIG. 2. (Color online) Schematic illustration of the concrete
configuration for a scattering system. A ring as the scatter-
ing center, connects to two semi-infinite chains L and R as
waveguides with coupling −g. The wave function within the
scattering center for a scattering state of the whole system is
identical to an equal-energy eigen function of the projection
Hamiltonian which is constructed by the center ring with ad-
ditional on-site potentials VA and VB added at the joint sites
A and B.
branch Hamiltonian Ha (Hb) simultaneously. From the
viewpoint of the projection theory, the corresponding in-
verse matrix (Ek −Ha)−1 or (Ek −Hb)−1 does not exist.
Now we look at a concrete example in order to give
a sense of the conclusion. Consider a 15-site chain
with Na = 5, Nc = 4, and Nb = 6. Taking k =
pi/4 as an example, the corresponding eigenvalue and
eigenvector for the entire chain are Epi/4 = −
√
2J ,
fpi/4 (j) =
√
2/4 sin (jpi/4), on the central chain c, f cpi/4
= −(√2, 1, 0,−1)/4. On the other hand, from Eqs. (27),
(28), (30) and (31), we have VA = −J sin (5k) / sin (6k)
= −√2/2J and VB = −J sin (10k) / sin (9k) = −
√
2J .
Then the corresponding effective Hamiltonian is
Heffc = −J
8∑
i=6
(|i〉 〈i+ 1|+H.c.)−J(
√
2
2
|6〉 〈6|+
√
2 |9〉 〈9|),
(32)
to solve Heffc , we use the formula Eq. (A6) derived in the
Appendix A1. It becomes
sin (4κ) (2 cosκ− 3
√
2
2
) = 0, (33)
which has the solutions Eκ = −2J cosκ =
√
2J , 0,
−√2J , and −3√2/2J . The corresponding eigenvec-
tor for Eκ = −
√
2J can be obtained as (f effpi/4)
† ∝
(
√
2, 1, 0,−1), which accords with wavefunction of whole
system within the chain c, f cpi/4.
B. Scattering problem
In the above example, we can see that all the potentials
are real. It was predicted that the infinite branches could
induce the imaginary potentials. Here we are interested
in the scattering solution of an infinite system. Quantum
scattering and transport properties in quantum networks
are important features in quantum information science
[6, 14, 15]. Now we consider an exactly solvable but non-
trivial system to illustrate the main idea of this paper.
The graph is constructed by a uniform ring system and
two semi-infinite chains as the input and output leads,
which is schemed in Fig. (2). It is worthy to point that
well-established Green function technique [15–17] can be
employed to obtain the reflection and transmission coeffi-
cients for a given incoming plane wave. The correspond-
ing wave function within the scattering center should be
obtained via Bethe ansatz method. The Hamiltonian can
be written as
Hs = Ha +Hb +Hc (34)
−
√
2J (|−1〉ac 〈1|+ |1〉bc 〈N + 1|+H.c.) ,
withHa (Hb) represents a uniform input (output) waveg-
uide as
Ha = −J
−∞∑
i=−1
(|i− 1〉a 〈i|+H.c.) , (35)
Hb = −J
+∞∑
i=1
(|i〉b 〈i+ 1|+H.c.) , (36)
and the uniform ring as the scattering center is described
as
Hc = −J
2N∑
i=1
(|i〉c 〈i+ 1|+H.c.) (37)
−V (|1〉c 〈1|+ |N + 1〉c 〈N + 1|) ,
where |2N + 1〉c ≡ |1〉c.
There are on-site potentials V at the site |1〉c and|N + 1〉c, which are the two branch-root nodes, i.e.,
|A〉c = |1〉c and |B〉c = |N + 1〉c. The corresponding
Lo¨wdin’s projection Hamiltonian depends on the energy
Ek of the incident plane wave as well as the parameter
V . To be concise, as an illustrative example, we would
like to present the exactly solvable model, which is help-
ful to demonstrate our main idea. Therefore, we will
focus on the case: the incident wave has energy Ek = V
∈ (−2J, 2J). For such an incident plane wave, the scat-
tering wave function can be obtained by the Bethe ansatz
method. The wavefunction has the form,
5fak (l) = e
ik(l+1), l ∈ (−∞,−1], (38)
f ck (l) = e
ikl/
√
2, l ∈ [1, N + 1] , (39)
f bk (l) = e
ik(l+N+1), l ∈ [1,∞), (40)
where f ck (l) ≡ f ck (2N + 2− l). Then the effective Hamil-
tonian H¯a, H¯b can be obtained directly from Eqs. (25)
and (26), which have the form
H¯a (A,A) = −
√
2Jfak (−1)
f ck (1)
= −2Je−ik, (41)
H¯b (B,B) = −
√
2Jf bk (1)
f ck (N + 1)
= −2Jeik. (42)
The projection Hamiltonian H¯c (H¯c = Hc + H¯a + H¯b) is
H¯c = −J
2N∑
i=1
(|i〉c 〈i+ 1|+ |i+ 1〉c 〈i|) (43)
+2iJ sink |1〉c 〈1| − 2iJ sin k |N + 1〉c 〈N + 1| .
It is a PT symmetric non-Hermitian Hamiltonian.
Since the seminal discovery by Bender [18], it is found
that non-Hermitian Hamiltonian with simultaneous un-
broken PT symmetry has an entirely real quantum me-
chanical energy spectrum and has profound theoretical
and methodological implications. In the Appendix A2,
it is shown the spectrum {ε} of H¯c consists of a band
εj = −2J cos (jpi/N) , (44)
( j ∈ [1, N − 1] , 2-fold degeneracy)
and two additional levels
ε± = ±V. (45)
The eigenstates with eigenvalue εj can be decomposed
into two kinds: symmetric and anti-symmetric with re-
spect to the spatial reflection symmetry about the axis
along the waveguides. For the scattering problem, only
the symmetric states are involved. It shows that among
the eigenvalues, the eigenvalue ε+ = V from the spec-
trum {ε}matches the energy Ek (Ek = V ) of the incident
wave. Moreover, in the end of Appendix A2, it is shown
that the corresponding eigenvetor for ε+ accords with f
c
k.
Thus it is in agreement with the conclusion of the parti-
tioning technique that, there always exists a solution of
the projection Hamiltonian to match the incident wave
energy.
V. SUMMARY
In summary, we apply the Lo¨wdin’s projection theory
to the specified network, which consists of a central graph
and several branch graphs. It is shown that the effective
Hamiltonian on the central graph can be constructed by
adding additional potentials on the branch-root nodes,
which can be expressed as a weighted summation of the
corresponding wavefunction and generates the same re-
sult as does the the original Hamiltonian on the entire
graph. It indicates that the impact of the branch graph
to the central one is local and takes the role of the on-site
potential, A finite and an infinite exactly solvable models
are presented to demonstrate our conclusion.
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Appendix A: Bethe ansatz solution
In this Appendix, we will derive the central formula for
studying the eigen problem of the projection Hamiltonian
introduced in section IV.
1. N-site uniform chain
We consider a uniform chain with potentials at ends.
The projection Hamiltonian is
Heffc = −J
Nc−1∑
i=1
(|i〉 〈i+ 1|+H.c.)+VA |1〉 〈1|+VB |Nc〉 〈Nc|
(A1)
where VA and VB are defined in Eqs. (30) and (31). The
Bethe ansatz eigenvector has the form
fκ = Aκe
iκj +Bκe
−iκj , j ∈ [1, Nc] . (A2)
The Schro¨dinger equation Heffc |fκ〉 = Eκ |fκ〉 can be
written in the explicit form
VAfκ (1)− Jfκ (2) = Eκfκ (1) ,
−Jfκ (j − 1)− Jfκ (j + 1) = Eκfκ (j) ,
j ∈ [2, Nc − 1] ,
−Jfκ (Nc − 1) + VBfκ (Nc) = Eκfκ (Nc) .
(A3)
Substituting Eq. (A2) into Eq. (A3), we obtain
J2 sin [κ (Nc + 1)] + J (VA + VB) sin (κNc) (A4)
+VAVB sin [κ (Nc − 1)] = 0,
Eκ = −2J cosκ. (A5)
Eq. (A4) determines the solution of κ, while Eq. (A5) is
the corresponding spectrum. Substituting Eqs. (30) and
6(31) into Eq. (A4), we have
sin k/ {sin [k (Na + 1)] sin [k (Na +Nc)]}
× {sin [k (Nc − 1)] sin (κNc)− sin (kNc) sin [κ (Nc − 1)]}
+2 sin (κNc) (cosκ− cos k) = 0
(A6)
which seems difficult to solve. However, it can be simply
proved by straightforward algebra that, κ = k is a so-
lution for the equation. Accordingly, Eκ = −2J cosκ =
−2J cos k is an eigenvalue of the effective Hamiltonian of
Eq. (A1). Now we try to find the corresponding eigen-
vector of Eκ. From Eq. (A2), the first equation of Eq.
(A3) and the expression of VA Eq. (30), we obtain
Bκ
Aκ
= −e−2ikNa (A7)
it indicates
fκ (j) ∝ sin [k (Na + j)] (A8)
which accords with the eigenfunction Eq. (28) inside the
central chain Nc.
2. Uniform ring as a scattering center
The projection Hamiltonian on a uniform ring is PT
symmetric and can be expressed as
Heffc = −J
2N∑
j=1
(|j〉 〈j + 1|+H.c.) (A9)
+2iJ sin k (|1〉 〈1| − |N + 1〉 〈N + 1|) ,
where |j〉 = |2N + j〉. The parity operator P is given by
P |j〉 = ± |N + 2− j〉
and the time-reversal operator T obeys T iT −1 = −i.
We note that the Hamiltonian Heffc also possesses the
mirror symmetry with respect to the axis through the 1-
th and (N + 1)-th sites. This leads to the symmetric and
antisymmetric solutions of the system. The symmetric
Bethe ansatz eigenfunction fκ has the form
fκ (j) =


Aκe
iκj +Bκe
−iκj ,
j ∈ [1, N + 1]
Aκe
iκ(2N+2−j) +Bκe
−iκ(2N+2−j),
j ∈ [N + 2, 2N ]
. (A10)
Substituting the above wave function into the following
Schro¨dinger equation
2i sinkfκ (1)− fκ (2)− fκ (2N) = Eκfκ (1) /J,
−fκ (j − 1)− fκ (j + 1) = Eκfκ (j) /J,
j ∈ [2, N ] ∪ [N + 2, 2N ] , (A11)
−fκ (N)− fκ (N + 2)− 2i sinkfκ (N + 1)
= Eκfκ (N + 1) /J,
after simplification, we obtain
(
D− D+
eiκND− e
−iκND+
)(
Aκe
iκ
Bκe
−iκ
)
= 0, (A12)
Eκ = −2J cosκ, (A13)
where D± = sin k ± sinκ.
The existence of the solution requires
sin (κN)
(
sin2 κ− sin2 k) = 0. (A14)
The solution is
κ = npi/N, n ∈ [1, N − 1] , (A15)
κ = k, pi − k.
the corresponding eigenvalue is Eqs. (44, 45).
Obviously, Eκ = −2J cosκ = −2J cos k is an eigen-
value of the effective Hamiltonian Eq. (A9) and the cor-
responding eigenvecor is
fκ (j) =
{
eikj , j ∈ [1, N + 1]
eik(2N+2−j), j ∈ [N + 2, 2N ] . (A16)
Therefore, the above eigenfunction fκ accords with Eq.
(39).
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