Abstract. We define Hilbert-Siegel modular forms and Hecke "operators" acting on them. As with Hilbert modular forms (i.e. with Siegel degree 1), these linear transformations are not linear operators until we consider a direct product of spaces of modular forms (with varying groups), modulo natural identifications we can make between certain spaces. With Hilbert-Siegel forms (i.e. with arbitrary Siegel degree) we identify several families of natural identifications between certain spaces of modular forms. We associate the Fourier coefficients of a form in our product space to even integral lattices, independent of basis and choice of coefficient rings. We then determine the action of the Hecke operators on these Fourier coefficients, paralleling the result of Hafner and Walling for Siegel modular forms (where the number field is the field of rationals).
Introduction.
A Siegel modular form F of degree n over the rationals has a Fourier series supported on even integral symmetric n × n matrices. An even integral symmetric matrix can be interpreted as the matrix for a quadratic form on an even integral lattice, relative to some Z-basis for that lattice. Given the transformation property of F under the symplectic group, the coefficient of F attached to a matrix T is equal to that attached to the conjugate t GT G where G is any integral change of basis matrix (with determinant 1 when k, the weight of the modular form, is odd). Consequently we can rewrite F as a "Fourier series" supported on even integral lattices, without specifying a basis for each lattice. For each prime p there are n + 1 Hecke operators, T (p) and T j (p 2 ) (1 ≤ j ≤ n) associated to p, n of which are algebraically independent. In [5] we determined the action of these operators on the Fourier coefficients of F . In this paper we extend this result to Hilbert-Siegel modular forms.
With K a totally real number field and P a prime ideal, we mimic the construction of the classical Hecke operators and construct a linear transformation T (P) acting on Hilbert modular forms. When P is not principally generated, T (P) maps modular forms attached to Γ = SL 2 (O) (O the ring of integers of K), to forms attached to the "psuedo-conjugate"
∈ O, b ∈ P, c ∈ P −1 , ad − bc = 1 .
So for T (P) to be a linear operator (meaning its domain and codomain are equal), it is necessary to consider a (finite) direct product of spaces of modular forms attached to psuedo-conjuagates of SL 2 (O). In [7] , Shimura defined "Fourier coefficients" attached to integral ideals of a form in this direct product, and he determined the action of T (P) on these Fourier coefficients.
In the case of Hilbert-Siegel modular forms, we need to consider a (finite) direct product of spaces of forms attached to psuedo-conjugates of Sp n (O) for the maps T (P) and T j (P 2 ) to be linear operators. For a form in this direct product, we define "Fourier coefficients" attached to even integral lattices, independent of basis and choices of coefficient rings (note that an O-lattice is not necessarily free, and there are numerous ways to write it as A 1 x 1 ⊕ · · · ⊕ A n x n with the A i fractional ideals). Then we determine the action of the Hecke operators on these Fourier coefficients. When k is odd, we need to impose an orientation on Λ. Thus
where clsΛ runs over isometry classes of lattices Λ, and e * {Λτ } = G exp (πiT r( t GT Gτ )); here Λ = A 1 x 1 ⊕ · · · ⊕ A n x n , T = B(x i , x j ) where B is the symmetric bilinear form associated to the quadratic form Q on Λ so that Q(x) = B(x, x), and G varies over O(Λ)\GL n (Z) when k is even, and over O + (Λ)\SL n (Z) when k is odd. (Two lattices Λ, Ω are in the same isometry class if there is an isomorphism from one onto the other that preserves the quadratic form. Also, O(Λ) is the orthogonal group of Λ.)
We begin by defining symplectic groups Γ(I 1 , . . . , I n ; J ) for fractional ideals I i , J . We show that the spaces of modular forms associated to Γ(I 1 , . . . , I n ; J ) and Γ(I . . .
Also notice that Γ(I 1 , . . . , I n ; J I 2 ) = Γ(I 1 I, . . . , I n I; J ).
Definition. A degree n (n > 1), weight k Hilbert-Siegel modular form for Γ(I 1 , . . . , I n ; J ) is a function f : H d (n) → C so that the following two conditions hold.
(1) f is "analytic on H d (n) and at infinity," meaning that for
where T runs over symmetric, positive semi-definite n × n matrices. Also, σ(M ) denotes the trace of a matrix M , Tr denotes the trace from K to Q, and e{T τ } = exp(πiσ(Tr(T τ ))).
is the image of T under the ith embedding of K into R.
(2) For all M ∈ Γ(I 1 , . . . , I n ; J ), f |M = f where, for any matrix A B C D (written in n × n blocks), we define
Here N denotes the norm from K to Q, extended so that
Let M k (Γ(I 1 , . . . , I n ; J )) denote the space of Hilbert-Siegel modular forms for Γ(I 1 , . . . , I n ; J ), and let f be a modular form in this space. Since f (τ + B) = f (τ ) for all symmetric B ∈ (I i I j J ∂ −1 ), ∂ the different of K, we must have e{T B} = 1 for all T ∈ suppf . Note that for T = (t ij ), B = (b ij ) symmetric matrices,
Thus for T ∈ suppf , we must have T ∈ (I i I j J ) −1 with T even, meaning
Definitions. We define families of isomorphisms between spaces of modular forms as follows: Fix f ∈ M k (Γ(I 1 , . . . , I n ; J )).
First, for α ∈ K × and 1 ≤ ℓ ≤ n, let
Then V ℓj (Q) defines an isomorphism from M k (I 1 , . . . , I n ; J )) onto M k (Γ(I ′ 1 , . . . , I ′ n ; J )), where
Proposition 2.1. The maps U ℓ (α), W (α), V ℓj (Q) commute and for fixed ℓ, j, these operators are multiplicative (as functions on fractional ideals).
Proof. The tedious aspect of proving such relations among our isomorphisms is that, for any of the above listed maps, the domain and codomain differ. Keeping track of appropriate domains and codomains, and using the matrices we used to define the actions of these operators, it is then straightforward to verify the operators commute, remembering that if M N −1 ∈ Γ for any group Γ = Γ(I 1 , . . . , I n ; J ),
, define the equivalence relation ∼ by f ∼ g if some composition of the maps U i , W, V ij takes f to g. We define
where I 1 , . . . , I n , J vary over all fractional ideals. Note that ∼ partitions the spaces M k (Γ(I 1 , . . . , I n ; J )) according to cls(
. . , O, I; J )), clsI runs over all ideal classes and cls + J runs over all strict ideal class complexes. (J , J ′ are in the same strict ideal class complex if J ′ = αI 2 J for some fractional ideal I and α ≫ 0.)
Given an element F ∈ M k , we can associate the Fourier coefficients of F with lattices equipped with positive semi-definite, even integral quadratic forms as described below.
First note the following. Say f ∈ M k (Γ(I 1 , . . . , I n ; J )) is a component of a chosen representative for F . So the support of f lies in (I i I j J ) −1 . For T ∈ suppf , consider T as defining a quadratic form Q on Ox 1 ⊕ · · · ⊕ Ox n (recall that T is symmetric and even, meaning the ith diagonal entry of T lies in 2I
If αO = J then the scaled lattice Λ α is even integral, meaning αQ(Λ) ⊆ 2O. When J is not principal, we abuse notation and language and refer to Λ J as an even integral lattice. We agree to identify Λ I Not every lattice is a free O-module, and given a lattice Λ, there are many ways to choose fractional ideals I j and vectors x j so that Λ = I 1 x 1 ⊕ · · · ⊕ I n x n . Say we have
. The Invariant Factor Theorem (81:11 [6] ) says that given lattices Λ, Ω on a (non-zero) space V , there are vectors x 1 , . . . , x n ∈ V and fractional ideals I 1 , . . . , I n , A 1 , . . . , A n so that
and A i |A i+1 (1 ≤ i < n); the A i are unique and called the invariant factors of Ω in Λ. We use {Λ : Ω} to refer to these invariant factors, and we write {Λ : Ω} = (A 1 , . . . , A n ).
When analyzing the action of Hecke operators on Fourier coefficients, we sum over lattices Λ where PΛ ⊆ Ω ⊆ P −1 Λ, P a prime ideal and Λ a fixed reference lattice of rank n. By the Invariant Factor Theorem, we have sublattices Λ i so that
where α ∈ K has been fixed so that
Proof. First, suppose we also have Λ ′ = I 1 y 1 ⊕ · · · ⊕ I n y n , and Λ = Λ ′ . Take
(Recall that if k is odd then Λ has an orientation, and det M must also be totally positive.)
∈ Γ(I 1 , . . . , I n ; J ), and so
(recall that det M is a unit, and that if k is odd, a totally positive unit). Thus
, and so
Thus the definition of c(Λ J ) is independent of the choice of basis relative to the coefficient ideals I 1 , . . . , I n and the scaling ideal J (so here I 1 , . . . , I n and J are fixed).
Next, fix J and suppose
′ n ; J )) via an appropriate composition of the maps U i , V ij ; the action of this composition is given by
We know that writing M as (α ij ),
Thus by our assumption, I
n , which reduces the problem to the preceeding case. Hence our definition of c(Λ J ) is independent of the choice of classes I 1 , . . . , I n so that cls(I 1 · · · I n ) is as prescribed (so here cls(I 1 · · · I n ), J are fixed).
Finally, suppose J ′ ∈ clx + J . Thus J ′ = αI 2 J for some fractional ideal I and some α ≫ 0. Say Λ = I 1 x 1 ⊕ · · · ⊕ I n x n . We have agreed previously to identify Λ
, whether we think of f as associated to Γ(I 1 , . . . , I n ; αI 2 J ) or to Γ(II 1 , . . . , II n ; αJ ) (remember, these are two names for the same group). So suppose
αJ is an integral lattice). Then we have
Thus the definition of c(Λ J ) is also independent of the choice of the representative for clx + J .
Eigenspaces.
The operators V ℓ (Q) are lifts of the Hilbert modular form operators that Eichler called V (Q −1 ) [3] and Shimura called S(Q) [7] . We now introduce another lift of these operators, and following Shimura [7] (where n = 1), we decompose M k into eigenspaces for these new operators.
Definition. Let Q be a fractional ideal, and choose
with ad − bc = 1. Set
where
Proposition 3.1. With Q, P fractional ideals and α ∈ K × , S ℓ (Q) commutes with
Proof. Keeping in mind the various domains for different incarnations of our functions, it's easy to show S ℓ (Q) commutes with
, it is easy to see the matrices giving the actions of S ℓ (Q), V i (P) commute. As we explain below, we can reduce our attention to the case n = 2. Suppose ℓ = i or i + 1; for the sake of clarity, let us first look at the case where i = 1, ℓ = 1 or 2. Then the action of each operator is given by a matrix of the form
where A, B, C, D are 2 × 2 matrices. Since the product of such matrices (and their inverses) is again of this form, it suffices to restrict our attention to the submatrices A B C D .
so that ad − bc = 1. Choose
so that det A = 1. (Note that these choices are possible, even when Q = P.) Then
gives the action of both
and
represented by a matrix of the form
. . , I n ; J ), and S 1 (Q), V 1 (P) commute for general n. Similarly, S 2 (Q), V 1 (P) commute for n = 2, and thus for general n.
For general n, ℓ, i with ℓ = i or i+1, the matrices giving the action of S ℓ (Q),
where A, B, C, D are 2 × 2 matrices. So again the problem reduces to showing S ℓ (Q), V i (P) (ℓ = i or i + 1) commute when n = 2 (which we have done). To see that S i (Q)V ij (Q) = S j (Q), it again suffices to consider j = i + 1. First, fix a group Γ = Γ(I 1 , . . . , I n ; J ). From our definitions, we have a product of three matrices giving the action of
One easily verifies that the conditions on these matrices ensure the product for
This shows that the S ℓ (Q) act on M k , where, for
. It also shows that S i (Q), S j (Q) are equivalent on M k , and so we simply refer to this operator on M k as S(Q). Furthermore, on M k , S(Q) = S(αQ) for all α ∈ K × ; since we also know S( * ) is multiplicative, the map clsI → S(I) gives a group action of the ideal class group on M k .
where χ varies over all characters of the ideal class group, and
where h is the class number of K. Note that
Thus G ψ ∈ M k (ψ), and hence F ∈ ⊕ χ M k (χ).
Hecke operators.
We begin by defining the Hecke operators. Then we show that they act on each M k (χ). After this, we describe how to find a set of coset representatives giving the action of the operators. Finally, in the next section we analyze the action of the operators on Fourier coefficients attached to even integral lattices, proving our main theorem.
Definition.
Let P a prime ideal; set Γ = Γ(I 1 , . . . , I n ; J ) and Γ ′ = Γ(I 1 , . . . , I n ; PJ ). We define the Hecke operator T (P) :
where γ runs over a complete set of coset representatives for (
where γ runs over a complete set of coset representatives for (Γ ′ ∩Γ)\Γ,
is standard, and as with the standard normalization of the degree 1 Hecke operator T (p), the purpose of the normalization is to force the coefficient to be 1 on the "lead" term in the expression for the Λth coefficient of
. . , I n ; J ). We define the Hecke operators
where γ runs over a complete set of coset representatives for (Γ
, and γ runs over a complete set of coset representatives for (Γ ′ ∩ Γ)\Γ. (We introduce a normalization later.)
, and S i (Q) where α, β ∈ K × with β ≫ 0, and Q is a fractional ideal. Thus T (P),
Proof. To show T j (P 2 ) commutes with the V iℓ (Q), it suffices to show it commutes with V i (Q). Take
(note that these are the appropriate codomains). Now let {γ} be a complete set of coset representatives for (
Similarly, to show T j (P 2 ) commutes with S i (Q), choose
so that ad−bc = 1. Then a b c d lifts to a matrix M so that M gives the action of
Similar but simpler arguments show that T j (P 2 ) commutes with U i (α), W (β), and that T (P) commutes with
Here Ω varies over all lattices such that PΛ ⊆ Ω ⊆ P −1 Λ, Λ 1 varies over all codimension n−j subspaces of Ω∩Λ/P(Ω+Λ), C = C(Ω, Λ 1 ). With r 0 = mult {Λ:Ω} (P),
Proof. Let P be a prime ideal, and fix j, 1 ≤ j ≤ n. We essentially follow the algorithm presented in [5] to find a set of coset representatives giving the action of
For convenience, we will take I i = O for 1 ≤ i ≤ j, I i = O for j < i < n; also, we take I = I n and J ∂ −1 to be integral ideals relatively prime to P (recall that the equivalence class of M k (Γ) is determined by clsI, cls + J , and ∂ is the different of K). Note that this allows us to choose µ relatively prime to
. . , O, I; J ), and let M j = (A|B) denote the top j rows of M with A, B j × n matrices. Let Λ = O P x 1 ⊕ · · · ⊕ O P x n be a reference lattice.
Step 1.
where A = (a 1 · · · a n ) and Λ → Λ(A) mod PO P denotes the map that takes x i to a i (which is a 1 × j matrix with entries in O P /PO P ). Note that the r 0 = rank P Λ(A) is at most j since A is a j × n matrix.
We claim there is a matrix
First, write A = (a 1 . . . a n ) and consider the rank modulo PO P of (a 1 . . . a n ). Let E 1 be an (n − 1) × (n − 1) invertible matrix (i.e. a change of basis matrix) so that (a 1 . . . a n )E 1 = (a
linearly independent modulo PO P and a
∈ Γ(O, . . . , O, I; J ) and we take C 0 to be G 1 G 2 . If r 0 = n − 1 then we are now done, regardless of whether a n is in the span (modulo PO P ) of a
. So suppose r 0 < n − 1 (and thus a ′ n−1 ≡ 0 (mod PO P )) and a n is not in the span (modulo PO P ) of a ′ 1 , . . . , a ′ r 0 −1 . Choose η ∈ I −1 , ρ ∈ I such that η ≡ ρ ≡ 1 (mod P) and choose ν ∈ P such that (ν, ηρ) = 1. Thus there are α, β ∈ O so that αν − ρηβ = 1.
Then with has the form (a 1 , . . . , a n |b 1 , . . . , b n ) = (A 0 A 1 |B), A 1 ≡
(mod P).
Note that while C 0 is not uniquely determined, Ω 0 is.
Step 2. First note that Lemma 7.2 of [5] easily generalizes to number fields, where we "permute" b ℓ and b n as we "permuted" a ′ r 0 and a n in the preceeding paragraph. Thus with
= (A|B) = (a 1 , . . . , a n |b 1 , . . . , b n ), where b 1 , . . . , b r 0 are in the span mod PO P of a 1 , . . . , a r 0 , and the rank mod PO P of (a 1 , . . . , a r 0 , b r 0 +1 , . . . , b n ) is j. Thus for some C = I r 0 E with and the basis {y 1 , . . . , y n } is dual to {x 1 , . . . , x n }.) Let V be the O P /PO P -space consisting of all j × 1 matrices, and let U be the subspace spanned by a 1 , . . . , a r 0 . Let
. , O, I; J ), we have (A|B)
where Λ # → Λ # (B) corresponds to y i → b i , and the map into V /U is the canonical projection map. Thus as in Step 1, we can find a matrix C = I r 0 E so that
. , O, I; J ) and (A|B)
′ n in the span mod PO P of a 0 , . . . , a r 0 . Also, setting
are uniquely determined modulo PΛ # , ∆ 2 is uniquely determined modulo PΛ.
Step 3. Write
where j is the rank modulo PO P of (A 0 , B 1 ), A 1 , A 3 ≡ 0 (mod PO P ), and B 0 , B 3 are in the (column) span modulo PO P of A 0 . We want to modify A 1 to be of the form (A
with rankΛ 0 = r 0 , rank∆ 2 = j − r 0 . Renewing our notation, let (x 1 , . . . , x n ) be a basis corresponding to this decompositon of Λ.
Recall we have fixed µ ∈ P −1 − O so that µ is relatively prime to IJ ∂ −1 ; set
where Ω 1 → Ω 1 (µA) denotes the map taking x i to µa i , so µΩ 1 (A) mod PO P is spanned by a 1 , . . . , a r 0 , µa r 0 +1 , . . . , µa j with a 1 , . . . , a r 0 linearly independent modulo PO P (recall a i ≃ 0 (mod PO P ) for i > j). Thus
where Λ 2 is uniquely determined modulo PΩ 1 . As in the previous steps, we can
Correspondingly, (A|B)
, and a 1 , . . . , a r 0 , µa ′ r 0 +1 , . . . , µa ′ r 0 +r 1 linearly independent modulo PO P where r 1 = rankΛ 1 ( and so A
Step 4.
, and the columns of (A 0 , µA 1 ) are linearly independent modulo PO P . Also, B 0 , B 3 are in the column span modulo PO P of A 0 .
Since B 0 , B 1 are in span P A 0 , we can solve
Note that as B t A is symmetric and A 1 , A 2 , A 3 ≡ 0 (mod PO P ), B 0 t A 0 is symmetric modulo PO P . Also, since A 0 has full rank modulo P, there is some ma-
, we see
. Then just as we argued about Y ′ 0 , there is a unique modulo
; choose δ ∈ P so that δµ ≡ 1 (mod P) and set
Then
. Also, identifying S i (P) with a matrix giving its action, let
We see that, with renewed notation,
with A 3 , B 3 ≡ 0 (mod PO P ), B 0 , B 1 , B 2 ≡ 0 (P 2 O P ). However, while the matrices for S i (P −2 ) lie in Γ, the matrices for S i (P −1 ) do not. We remedy this as follows.
For r 0 < i ≤ r 0 + r 1 , choose
i J −1 ∂ so that α i δ − β i γ i = 1 and for any prime Q = P dividing δ, Q does not divide β i . (Recall that our choice of δ ensures δ ∈ P − P 2 .) Set α = diag(. . . , α i , . . . ), an r 1 × r 1 matrix; define β, γ in an analogous fashion. So
gives the action of
We find that β − W 1 δI is a coprime symmetric right-hand pair for
. Thus by Lemma 6.1, there exist matrices U, V so that
Hence
and with
Thus by an easy generalization of Lemma 7.1 of [5] ,
we have
. . , I n ; PJ )), we have
varies over symmetric r × r matrices modulo P and C varies as in Proposition 4.2. Here r = mult {Λ:Ω} (P) and S(Ω) = n i=r+1 S i (P). Proof. To find coset representatives for T (P), take M ∈ Γ(I 1 , . . . , I n ; J ); write
rank P A 0 = r where A 0 is n ×r, and B 0 ∈ span P A 0 . Choose symmetric Y 0 with i, ℓ-
where S(Ω) = n i=r+1 S i (P) and B ′ ≡ 0 (mod PO P ). As before, choose diagonal (n − r) × (n − r) matrices α, β, γ so that the action of S(Ω) is given by
Here β ≡ 0 (mod PO P ), rank P (β + µδI) = n − r. Thus β − µδI δI is a symmetric coprime right-hand pair for Γ(I r+1 , . . . , I n ; J ), hence there are U, V so that   
. . , I n ; PJ ) we get the result as claimed.
Evaluating the action of the Hecke operators.
When evaluating the action of the operators T j (P 2 ), we encounter incomplete character sums. To complete these, we define modified operators as follows. Definition. For P a prime ideal and 1 ≤ j ≤ n, define
We will also need the following rather technical result.
Proposition 5.1. Let T 1 be a symmetric r 1 × r 1 matrix whose i, ℓ-entry lies in (I r 0 +i I r 0 +ℓ J ) −1 , and whose ith diagonal entry lies in 2I
where for each m, ∆ varies over dimension m subspaces of Λ 1 , ∆ ≃ T ∆ (mod P), and U varies over all m × m symmetric matrices modulo P.
Proof. For a moment, let's fix W . Since W is symmetric, we can view it as the matrix of a quadratic form on an r
and let V = L/PL, a quadratic space over O P /PO P ≈ O/P. We use §93 of [6] to understand the structure of L and thereby of V .) The radical of this space is uniquely defined, so for some G ∈ GL r 1 (O),
where U is m × m with rank P U = m. (So V G −1 = J ⊕ radV where J is a regular space whose isometry class is uniquely determined by V , and J ≃ U .) So
where GT 1 t G = S * * * , S an m × m matrix. Here we take Λ to be a rank n lattice as in the previous section, and we equip Λ with a quadratic form such that Λ ≃ T ; thus with Λ 1 as in the previous section, we have Λ 1 ≃ T 1 , and
the O/P-space Λ 1 . Thus each W gives rise to (at least one) pair (∆, U ), ∆ an m-dimenstional subspace of Λ 1 , U an m × m integral symmetric matrix of rank m modulo P.
With T 1 still fixed, fix m, 0 ≤ m ≤ r 1 . We now define a map ϕ from all pairs (∆, U ) as above to symmetric r 1 × r 1 matrices W . Here ∆ is an m-dimensional subspace of Λ 1 , and U is an integral symmetric m × m matrix with rank P U = m.
For each such ∆ we fix some
We first show that the image of ϕ consists of all symmetric r 1 × r 1 matrices W modulo P with rank P W = m. Then we show that ϕ is injective.
As shown above, given any W in the codomain of ϕ,
Since the columns of U i are linearly independent modulo P, we must have G ≡ C 0 * * (mod P).
Now we compare ∆ 1 , ∆ 2 ; we will find that ∆ 1 = ∆ 2 , so G 1 = G 2 and hence U 1 ≡ U 2 (mod P). With notation as before, we have
Thus given our knowledge of G, we see that (y 1 , . . . , y m ) = (z 1 , . . . , z m ) t C, and hence ∆ 1 = ∆ 2 . Thus G 1 = G 2 , and consequently U 1 ≡ U 2 (mod P). Therefore ϕ is injective.
We can now prove our main result. In the remark following the proof we demonstrate how to compute the geometric term α j (Ω, Λ).
where χ is a character of the ideal class group and M k (χ) is as defined in Proposition 3.2.
where E j (Λ, Ω) = k(r 2 − r 0 + j) + r 0 (r 0 + m 1 + 1) + r 1 (r 1 + 1)/2 − j(n + 1), e j (Λ, Ω) = 2r 2 + r 1 = r 2 − r 0 + j, and α j (Ω, Λ) is the number of totally isotropic codimension n − j subspaces of Ω ∩ Λ/P(Ω + Λ). Here r 0 = mult {Λ:Ω} (P), m 1 = mult {Λ:Ω} (O), r 1 = m 1 − n + j, and r 2 = mult {Λ:
where r = mult {Λ:Ω} (O) and E(Ω, Λ) = k(n − r) + r(r + 1)/2 − n(n + 1)/2.
Proof. Take fractional ideals I 1 , . . . , I n , J and f
In the preceeding proposition, consider the subsum where we fix a choice of Ω:
where f ′′ is the component of F corresponding to the group Γ(I ′′ 1 , . . . , I ′′ n ; J ),
Set m 1 = r 1 + n − j. Expanding f ′′ as a Fourier series supported on even T ∈ ((I
T 0 and W 0 are symmetric r 0 × r 0 matrices with T 0 even, the i, ℓ-entry of W 0 in I i I ℓ J ∂ −1 . Thus the sum on W 0 (T 0 fixed) is a complete character sum, yielding N (P) r 0 (r 0 +1) if T 0 ≡ 0 (mod P), and 0 otherwise. Similarly, the sums on W 2 , W 3 are complete character sums. So
Then the sum on W 0 , W 2 , W 3 is nonzero if and only if Λ J is even integral. Let (y 1 . . . y n ) = (x 1 . . . x n )C and set Ω = I
So the contribution from f ′′ to the Λ J th Fourier coefficient of f
where Ω varies subject to PΛ ⊆ Ω ⊆ P −1 Λ, mult {Λ:Ω} (P −1 ) = r 0 , mult {Λ:Ω} (P) = r 2 , Λ 1 a codimension n−j subspace of Ω 1 ≃ Ω∩Λ/P(Ω+Λ), and W 1 varies modulo P with i, ℓ-entry in
is also a matrix associated to Λ 1 then there is a change of basis matrix G whose i, ℓ-entry lies in
t G)}; as W 1 varies over invertible matrices modulo P, so does GW 1 t G. Thus the sum on W 1 is independent of the choice of matrix associated to Λ 1 .
We complete the character sum on W 1 by replacing T j (P 2 ) with T j (P 2 ), then apply Proposition 5.1, where we consider W e{αT 1 W } with W varying over all symmetric r 1 × r 1 integral matrices modulo P.
Notice that for 0 ≤ ℓ ≤ j,
. . , I n ; J ). Also notice that the number of dimension r 1 = m 1 −n+j lattices Λ 1 containing some dimension m 1 −n+ℓ lattice ∆ is the number of ways to extend ∆ to a j-dimensional subspace of Ω 1 (where
. Extending ∆ is equivalent to choosing a j − ℓ dimensional subspace of an n − ℓ space (here dim Ω 1 = m 1 ). So the number of Λ 1 containing ∆ is β(n−ℓ, j −ℓ) = β P (n−ℓ, j −ℓ).
Note that the coefficient of
where Λ where
, and 0 ≤ a ≤ ℓ. (Note that Lemma 1.6 of [8] is proved for a quadratic space over Z/pZ, but the argument is valid over all finite fields. When the characteristic is 2, we replace Q by 1 2 Q; we present a full discussion of this case in §5 of [9] .) Also, since U = R ⊥ W with R totally isotropic and W anisotropic, any totally isotropic subspace of U is a subspace of R. Thus ϕ ℓ−a (U ) = β(r, ℓ − a) where r = dim R. (So d = dim U = r + dim W , and since W is anisotropic, dim W is 0, 1, or 2 by 62:1b of [6] for q odd, and by, e.g., Proposition 5.1 of [9] for q even.) Hence α j (Ω, Λ) = a q (t−a)(ℓ−a) δ(d + t + a + 1, a)β(t, a)β(r, ℓ − a)
where 0 ≤ a ≤ ℓ, ℓ = r 1 − n + j.
6. Lemma on symmetric coprime pairs.
Definition. We say a pair of matrices (C, D) is a symmetric coprime lower pair for Γ(I 1 , . . . , I n ; J ) if: Since Γ(I 1 , . . . , I n ; J ) ≈ Γ(O, . . . , O, I; J ) when I ∈ cls(I 1 · · · I n ), the following technical lemma focuses on Γ(O, . . . , O, I; J ), but the conclusion (c) is valid for Γ(I 1 , . . . , I n ; J ).
Corresponding definitions and results hold for symmetric coprime upper, righthand, and left-hand pairs for Γ(I 1 , . . . , I n ; J ). (a) Let Q be a prime ideal, and choose λ ∈ I, α ∈ J ∂ −1 such that ord Q λ = ord Q I, ord Q α = ord Q J ∂ −1 . Then there is some E ∈ G so that α I λ CE I λ ≡ (C 0 , 0) (mod Q) where C 0 is n × r with rank Q C 0 = r. Proof. It suffices to establish the claims for Γ(O, . . . , O, P; J ) where P is a prime ideal in clsI. Choose α ∈ J ∂ −1 so that ord Q α = ord Q J ∂ −1 whenever ord Q J ∂ −1 = 0. Choose λ ∈ P − P 2 , µ ∈ P −1 − O so that λµ ≡ 1 (mod P).
(a) Let C = α I λ C I λ = (c 1 . . . c n ) (so c i is the ith column of C).
Then there is some E ′ ∈ GL n−1 (O) so that proving (a) in the case c n ∈ span P C ′ 0 . So suppose c n ∈ span P C ′ 0 . If r ′ = n − 1 then we are done, as then rank P C = n and we can take E = I. So let us also suppose r ′ < n − 1. Choose δ ∈ P so that for all primes Q|µλ, Q |δ. Thus (µλ, δ) = 1, so there are u, v ∈ O so that vδ − uµλ = 1. Thus E 2 = I ν µη λ δ ∈ G, and 
