We develop a practical semidefinite programming (SDP) facial reduction procedure that utilizes computationally efficient approximations of the positive semidefinite cone. The proposed method simplifies SDPs with no strictly feasible solution (a frequent output of parsers) by solving a sequence of easier optimization problems and could be a useful pre-processing technique for SDP solvers. We demonstrate effectiveness of the method on SDPs arising in practice, and describe our publicly-available software implementation. We also show how to find maximum rank matrices in our PSD cone approximations (which helps us find maximal simplifications), and we give a post-processing procedure for dual solution recovery that generally applies to facial-reduction-based pre-processing techniques.
Introduction
The feasible set of a semidefinite program (SDP) is described by the intersection of an affine subspace with the cone of matrices that are positive semidefinite (PSD). In practice, this intersection may contain no matrices that are strictly positive definite, i.e. strict feasibility may fail. This is problematic for two reasons. One, strong duality is not guaranteed. Two, the SDP (if feasible) is unnecessarily large in the sense it can be reformulated using a smaller PSD cone and a lower dimensional subspace. To see this latter point, consider the following motivating example: Taking v = (1, 1, 0) T , it is clear that v T A(y)v = 0 independent of (y 1 , y 2 , y 3 ). In other words, there is no (y 1 , y 2 , y 3 ) for which A(y) is positive definite. It also holds that (y 1 , y 2 , y 3 ) is a feasible point of the above SDP if and only if it is a feasible point of Find y 1 , y 2 , y 3 ∈ R subject to y 1 = y 2 = 0, y 3 ≥ 0.
Motivating example

Prior work
Facial reduction is a common technique for reducing problem size and in this context is typically presented in an application specific manner. Techniques have been developed for SDPs arising in Euclidean distance matrix completion (Krislock and Wolkowicz [24] ), protein structure identification (Alipanahi et al. [2] ; Burkowski, Cheung, Wolkowicz [16] ), graph partitioning (Wolkowicz and Zhao [45] ), quadratic assignment (Zhao et al. [46] ) and max-cut (Anjos and Wolkowicz [4] ).
In addition, facial reduction can be used to ensure that strong duality holds. Indeed, this was the original motivation of the Borwein and Wolkowicz algorithm [10] , which given a feasible optimization problem outputs one that is strictly feasible and hence satisfies Slater's condition. Facial reduction is also the theoretical basis for so-called extended duals, generalized dual programs for which strong duality always holds. Described by Pataki in [31] , extended duals are defined for optimization problems over nice cones and include the Ramana dual [36] [37] for SDP.
A dual view of facial reduction was given by Luo, Sturm, and Zhang [27] . There, the authors describe a so-called conic expansion algorithm that grows the dual cone to include additional linear functionals non-negative on the feasible set. In [43] , Waki and Muramatsu give a facial reduction procedure and explicitly relate it to conic expansion. The idea of using facial reduction as a pre-processing step for SDP was described in [23] by Gruber et al. The authors note the expense of identifying lower dimensional faces as well as issues of numerical reliability that may arise. In [18] , Cheung, Schurr, and Wolkowicz address the issue of numerical reliability, giving a facial reduction algorithm that identifies a nearby problem in a backwards stable manner. ( We point out that in principle, our procedure can be made immune to numerical error for approximations that are polyhedral since, in this setting, it can identify faces by solving linear programs in exact arithmetic.)
Finally, our technique can be related to a philosophy put forth by Andersen and Andersen in [3] for pre-processing linear programs (LPs). There, the authors argue the best strategy for preprocessing LPs is to find simple simplifications quickly. The facial reduction algorithm we present is consistent with this philosophy in the sense that the specified approximation defines the notion of "simple" and its search complexity defines the notion of "quick."
Contributions
Partial facial reduction Our principal contribution is a technique for pre-processing semidefinite programs, based on facial reduction, that allows one to trade off problem simplifications with preprocessing effort. Given any SDP, the technique searches for an equivalent reformulation over a lower dimensional face, where a user-specified approximation of the PSD cone controls the size of this search space. Though we focus on SDP, the technique (as discussed in Section 3) applies generally to conic optimization problems-for instance, it could also be used for pre-processing second-order cone programs (SOCPs).
Maximum rank solutions Related to finding a face of minimal dimension is finding a maximum rank matrix in a subspace intersected with a specified approximation. We show (Corollary 2) how to find such a matrix when the approximation equals the Minkowski sum of faces of the PSD cone. Approximations of this type include diagonally-dominant [5] , scaled diagonally-dominant, and factor-width-k [9] approximations.
Dual solution recovery
We give and study a simple algorithm for dual solution recovery (Algorithm 3), a critical post-processing step for linear programming that, to our knowledge, has not been explored for conic optimization. The presented procedure applies generally to conic optimization problems pre-processed using facial reduction techniques; in other words, it is not specific to SDP and does not depend on the approximations we introduce. Since pre-processing may remove duality gaps, dual solution recovery is not always possible. Hence, we give conditions (Conditions 1 and 2) characterizing success of the procedure for SDPs-the class of conic optimization problem of primary interest.
Software implementation
We have implemented our technique in MATLAB in a set of scripts we call frlib, available at www.mit.edu/~fperment. If interfaced directly, the code takes as input SDPs in SeDuMi format [39] . It can also be interfaced via the parser YALMIP [25] .
Background on facial reduction
In this section, we define our notation, collect basic facts and definitions, and describe faces of the PSD cone. We then derive a facial reduction procedure for general conic optimization problems and specialize it to semidefinite programs.
Notation and preliminaries
Let E denote a finite-dimensional vector space over R with inner product ·, · . For a subset S of E, let lin S ⊆ E denote the linear span of elements in S and let S ⊥ ⊆ E denote the orthogonal complement of lin S. For y ∈ E, let lin y denote lin{y} and let y ⊥ denote {y} ⊥ . A convex cone K is a convex subset of E (not necessarily full dimensional) that satisfies x ∈ K ⇒ αx ∈ K ∀α ≥ 0.
The dual cone of K, denoted K * , is the set of linear functionals non-negative on K: K * := {y : y, x ≥ 0 ∀x ∈ K} .
A face F of a convex cone K is a convex subset that satisfies a + b 2 ∈ F and a, b ∈ K ⇒ a, b ∈ F.
A face is proper if it is non-empty and not equal to K. Faces of convex cones are also convex cones, and the relation "is a face of" is transitive; if F 2 is a face of F 1 and F 3 is a face of F 2 , then F 3 is face of F 1 . For any s ∈ K * , the set K ∩ s ⊥ is a face of K. Further, if K is closed, it holds that (K ∩ s ⊥ ) * = K * + lin s (where we let S denote the closure of a set S).
For discussions specific to semidefinite programming, we let S n denote the vector space of n × n symmetric matrices and S n + ⊆ S n denote the convex cone of matrices that are positive semidefinite. We will use capital letters to denote elements of S n to emphasize that they are matrices. For A, B ∈ S n , we let A · B denote the trace inner product Tr AB. Finally, we let A 0 (resp. A ≻ 0) denote the condition that A is positive semidefinite (resp. positive definite).
Faces of S n +
A set is a face of S n + if and only if it equals the set of all n × n PSD matrices with range contained in a given d-dimensional subspace [5] [30] . Using this fact, one can describe a proper face F (and the dual cone F * ) using an invertible matrix (U, V ) ∈ R n×n , where the range of U ∈ R n×d equals this subspace and the range of V ∈ R n×n−d equals (range U ) ⊥ . We collect such descriptions in the following.
Lemma 1.
A non-zero, proper face of S n + is a set F of the form
where (U, V ) ∈ R n×n is an invertible matrix satisfying U T V = 0 (i.e. range V = (range U ) ⊥ ). Moreover, the dual cone F * satisfies
Here, (1) and (3) represent a face F and its dual cone F * in terms of generators whereas (2) and (4) represent these sets in terms of constraints. Either representation can be preferred depending on context. Based off of (1), we will often refer to a face F using the notation U S d + U T .
Facial reduction of conic optimization problems
Conic optimization problems The feasible set of a conic optimization problem is described by the intersection of an affine subspace A with a convex cone K, where both A and K are subsets of a vector space E. If one defines the affine subspace A in terms of a linear map A : R m → E and a point c ∈ E, i.e. A := {c − Ay : y ∈ R m }, one can express a conic optimization problem as follows:
where b ∈ R m defines a linear objective function. This conic optimization problem is feasible if A ∩ K is non-empty and strictly feasible if A ∩ relint K is non-empty.
Reformulation over a face If a conic optimization problem is feasible but not strictly feasible, it can be reformulated as an optimization problem over a lower dimensional face of K. This fact will follow from the following lemma:
Lemma 2. Let K be a convex cone and A be an affine subspace for which A ∩ K is non-empty. The following statements are equivalent.
1.
A ∩ relint K is empty.
2. There exists s ∈ K * \ K ⊥ for which the hyperplane s ⊥ contains A.
Proof. To see (1) implies (2), note the main separation theorem (Theorem 11.3) of Rockafellar [38] states a hyperplane exists that properly separates the sets A and K if the intersection of their relative interiors is empty. Using Theorem 11.7 of Rockafellar, we can additionally assume this hyperplane passes through the origin since K is a cone. In other words, if A ∩ relint K is empty, there exists s satisfying
We will show that s, x = 0 for all x ∈ A, which will establish statement (2) . Let x 0 denote a point in A ∩ K and let T be a subspace for which A = x 0 + T . Clearly, s, x 0 = 0. Since s, x 0 vanishes, we must have that s, x ≤ 0 for all x ∈ T . But T is a subspace, therefore s, −x ≤ 0 also must hold. Thus, s, x = 0 for all x ∈ T and s ⊥ contains A. Since s, x vanishes for all x ∈ A, s, x = 0 holds for some x ∈ K. This establishes that s is not in K ⊥ and completes the proof. To see that (2) implies (1), suppose s ∈ K * \ K ⊥ exists and suppose for contradiction there exists an x 0 ∈ A ∩ relint K. Since K ⊥ is the orthogonal complement of lin K, we can decompose s as s = s 1 + s 2 , where s 1 ∈ lin K and s 2 is in K ⊥ . Note that s 1 is also in K * , s 1 is non-zero, and s 1 , x 0 = s, x 0 = 0. Since the affine hull of K equals the subspace lin K, we must have that x 0 − ǫs 1 is in K for some ǫ > 0. This implies
which cannot hold for any ǫ > 0. Hence, no x ∈ A ∩ relint K exists.
The vector s given by statement (2) is called a reducing certificate for A ∩ K. Notice intersection with s ⊥ leaves A ∩ K unchanged. Letting F denote the face K ∩ s ⊥ therefore yields the following equivalent optimization problem: maximize b, y subject to c − Ay ∈ F.
Since faces of convex cones are also convex cones, this simplification can be repeated if one can find a reducing certificate for A ∩ F. Indeed, by taking
Producing this sequence is called facial reduction. An explicit algorithm for producing this sequence is given in [31] , which we essentially reproduce in Algorithm 1.
Algorithm 1: Facial reduction algorithm. Computes a sequences of faces F i of the cone K containing A ∩ K, where A is an affine subspace.
begin
Initialize: F 0 ← K, i = 0 repeat 1. Find reducing certificate, i.e. solve the feasibility problem
Finding reducing certificates To execute the facial reduction algorithm (Algorithm 1), one must solve a feasibility problem (⋆) at each iteration to find s i ∈ F * i \ F ⊥ i orthogonal to A. It turns out this feasibility problem is also a conic optimization problem. To see this, recall the definition of A from above (i.e. A := {c − Ay : y ∈ R m }), let A * : E → R m denote the adjoint of A and pick x 0 in the relative interior of F i . The solutions to (⋆) are (up to scaling) the solutions to:
That s ⊥ i contains A if and only if the second line of constraints holds can be shown using the standard identity (range A) ⊥ = null A * . Correctness of the first line of constraints arises from the following corollary of Lemma 2: Corollary 1. Let K be a convex cone, let s be an element of K * , and let x be any element of relint K. Then, s ∈ K * \ K ⊥ if and only if s, x > 0.
Proof. The if direction is obvious. To see the other direction, suppose s is in K * \ K ⊥ and s, x = 0. Applying Lemma 2, this implies {x} ∩ relint K is empty, a contradiction.
Discussion
We make a few concluding remarks about the algorithm. First, it terminates after finitely many steps, since the dimension of F i drops at each iteration. Second, if the algorithm terminates after n iterations, then A ∩ relint F n is non-empty, a simple consequence of Lemma 2. In other words, a reformulation of the original problem over the face F n is strictly feasible. Remark 1. Throughout this section, we have assumed the given problem is feasible. If the facial reduction algorithm (as presented) is applied to a problem that is infeasible, it will identify faces F i for which the sets A ∩ F i are also empty, leading to an equivalent problem that is also infeasible. Though it is possible to modify the algorithm to detect infeasibility (see, e.g., [43] ), we forgo this to simplify presentation.
Facial reduction of semidefinite programs
In this section, we develop a version of the facial reduction algorithm (Algorithm 1) for semidefinite programs, i.e. we consider the case where the cone K = S n + and the vector space E = S n . This procedure, given explicitly by Algorithm 2, represents each face F i as a set of the form
(with d i ≤ n) for an appropriate rectangular matrix U i (leveraging the description of faces given by Lemma 1). It finds reducing certificates S i ∈ S n by solving a semidefinite program over S d i + and it computes a new face F i+1 := F i ∩ S ⊥ i by finding a basis for the null space of particular matrix (related to the reducing certificate). It can be applied to an SDP of the following form:
where C and A j are fixed symmetric matrices defining an affine subspace A of S n :
We now explain the basic steps of Algorithm 2 in more detail.
Step one: find reducing certificate At each iteration i, Algorithm 2 finds a reducing certificate
. This is done by solving conic optimization problem (5) specialized to the case K = S n + . This specialization appears as SDP (⋆), where we've used (4) of Lemma 1 to describe F * i and the point
Step two: compute new face The second step of Algorithm 2 computes a new face by intersecting F i with the subspace S ⊥ i . Computing this intersection can be done using a matrix B ∈ R d×r with range equal to null U T i S i U i . Explicitly, we have that 
Lemma 3. For U ∈ R n×d , let F denote the set U S d + U T and let S ∈ S n and B ∈ R d×r satisfy
The following relationship holds:
Proof. The containment ⊇ is obvious. To see the other containment, let U XU T be an element of F ∩ S ⊥ for some X 0. Taking inner product with S yields
Since X 0 and U T SU 0, the inner product X ·U T SU vanishes if and only if range X is contained in null U T SU (see, for example, Proposition 2.7.1 of [30] ). In other words, X is in the face BS r + B T of S d + , completing the proof.
Discussion We now make a few comments about Algorithm 2. Variants of this algorithm arise by using different descriptions of F i or by using different descriptions of the affine subspace A. If, for instance, one represents A as the set of X solving the equations A j · X = b j for j ∈ {1, . . . , m}, then the set of S i orthogonal to A equals the set
Hence, to apply Algorithm 2 to SDPs defined by equations A j · X = b j , one simply replaces the constraints C · S i = 0, A j · S i = 0 with membership in (6) . We also note from Lemma 1 that one can represent F i and F * i using a sequence of invertible matrices (U i , V i ), which could be a more convenient description depending on implementation or the representation of A. Finally, we note a barrier to executing Algorithm 2, and the general procedure given in Algorithm 1, is the cost of finding reducing certificates. In the next section, we describe a modification of these algorithms that allows one to reduce this cost through use of approximations.
Approach
Partial facial reduction
Each iteration of the general facial reduction algorithm (Algorithm 1) finds a reducing certificate by solving the feasibility problem (⋆). Though the reducing certificate identifies a lower dimensional face, this benefit must be traded off with the cost of solving (⋆). In this section, we propose a method for managing this trade-off. Specifically, we describe a method for reducing the complexity of the feasibility problem (⋆) at the cost of only partially simplifying the given conic optimization problem.
Our method is as follows. Letting F i denote the current face at iteration i of Algorithm 1, we approximate F i with a user-specified convex cone F i,outer that satisfies:
3. F * i,outer has low search complexity, where the first two conditions ensure that
Using the approximation F i,outer , we then modify the feasibility problem (⋆) to search over this subset:
By construction, a solution s i ∈ F * i,outer \ F ⊥ i,outer to the modified feasibility problem is a solution to the original; hence, F i ∩ s ⊥ i is a face of F i (and the cone K) containing A ∩ K. Further, the approximation F i,outer can be chosen such that the search complexity of F * i,outer matches desired pre-processing effort. In other words, the algorithm correctly identifies a face at cost specified by the user.
Existence of reducing certificates
Because we have introduced the approximation F i,outer , the algorithm may not find a reducing certificate (and hence a lower dimensional face) even if A ∩ relint F i is empty; hence, the algorithm may not find a face of minimal dimension. This leads to the following question: when will the modified feasibility problem (⋆) have a solution? Since we have chosen F i,outer to be a convex cone, we can use Lemma 2 to answer this question. Under the assumption that A ∩ F i,outer is non-empty, this lemma states feasibility of (⋆) is now equivalent to emptiness of A ∩ relint F i,outer . In other words, the modified feasibility problem (⋆) has a solution if and only if a relaxation of the problem of interest is not strictly feasible. Figure 1 illustrates a situation when this condition holds and when it fails for two different subspaces.
Approximating faces of S n
+
To apply this idea to SDP, and to suitably modify the SDP facial reduction algorithm (Algorithm 2), we need a way of approximating faces of S n + . To see how this can be done, let F denote a face Figure 1 : Illustrates when the facial reduction algorithm successfully finds a face when modified to use the approximation F i,outer . If the feasible set is contained in A ∩ F i , the procedure succeeds: A ∩ relint F i,outer is empty. In contrast, if the feasible set is contained in B ∩ F i , the procedure fails: B ∩ relint F i,outer is non-empty.
An approximation F outer can be defined using an approximation
Moreover, the search complexity of F * outer depends on the search complexity ofŜ d + . Consider the following (whose proof is straight-forward and omitted):
The following statements are true.
Based on this lemma, we conclude to modify Algorithm 2, it suffices to replace the PSD constraint of SDP (⋆) with membership in (Ŝ d + ) * , whereŜ d + is a cone outer-approximating S d + . Example approximations are explored in the next section.
Approximations of S d +
In this section, we explore an outer approximation C(W) of S d + parametrized by a set W of d × k rectangular matrices. The parametrization is chosen such that the dual cone C(W) * equals the Minkowski sum of faces
It is defined below:
denote the following convex cone:
The dual cone C(W) * satisfies
and the following inclusions hold: Table 1 : Example outer and inner approximations of S d + , the search algorithm for C(W) * , and the cardinality of the set W.
Proof. The inclusions are obvious from the definitions of C(W) * and C(W) (as is the fact that C(W) is a convex cone). It remains to show correctness of (7). To show this, let T denote the set on the right-hand side of (7). It is easy to check that T * = C(W), which implies T * * = C(W) * . Since T is a convex cone (as is easily checked), T * * equals the closure of T . The result therefore follows by showing T is closed. To see this, note that T equals the Minkowski sum of closed cones
Direct application of the closedness criteria Corollary 9.1.3 of Rockafellar [38] shows T is closed.
Since the modification to the SDP facial reduction algorithm (Algorithm 2) will involve searching over C(W) * (as indicated by Lemma 4), we will investigate C(W) by studying the dual cone C(W) * . We first make a few comments regarding the search complexity of C(W) * for different choices of W. Note when k = 1, each W j in W is a vector and C(W) * is the conic hull of a finite set of rank one matrices. In other words, C(W) * is polyhedral and can be described by linear programming. When k = 2, the set C(W) * is defined by 2 × 2 semidefinite constraints and can hence be described by second-order cone programming (SOCP). This follows since each X i ∈ S 2 + can be expressed using scalars a, b, c constrained as follows:
Example choices for C(W) * are now given. As we will see, well-studied approximations of S d + can be expressed as sets of the form C(W) * .
Examples
Example choices for C(W) * are given in Table 1 along with the cardinality of the set W that yields each entry.
k with factor-width [9] bounded by k. These sets satisfy 
Non-negative diagonal matrices (D d )
A simple choice for C(W) * ⊆ S d + is the set of non-negative diagonal matrices:
The set D d contains non-negative combinations of matrices w i w T i , where w i is a permutation of (1, 0, . . . , 0, 0) T . In other words, the set D d corresponds to the set C(W) * if we take
Diagonally-dominant matrices (DD d )
Another well studied choice for C(W) * is cone of symmetric diagonally-dominant matrices with non-negative diagonal entries [5] :
This set is polyhedral. The extreme rays of DD d are matrices of the form w i w T i , where w i is any permutation of
Taking W equal to the set of all such permutations gives C(W) * = DD d . This representation makes the inclusion
Scaled diagonally-dominant matrices (SDD d )
A non-polyhedral generalization of DD d is the set of scaled diagonally-dominant matrices SDD d . This set equals all matrices obtained by pre-and post-multiplying diagonally-dominant matrices by diagonal matrices with strictly positive diagonal entries:
The set SDD d can be equivalently defined as the set of matrices that equal the sum of PSD matrices non-zero only on a 2 × 2 principal sub-matrix (Theorem 9 of [9] ). As an explicit example, we have that SDD 3 are all matrices X of the form
where a ij , b ij , and c ij are scalars chosen such that X 1 , X 2 and X 3 are PSD. In general, SDD d equals C(W) * when W equals the set of d × 2 matrices W for which W T XW returns a 2 × 2 principal sub-matrix of X. For SDD 3 , we have
where
Also note from (8) that SDD d can be represented using second-order cone constraints. This latter fact is used in recent work of Ahmadi and Majumdar [1] to define an SOCP-based method for testing polynomial non-negativity. (A similar LP-based method is also presented in [1] that incorporates DD d .)
Factor-width-k matrices
A generalization of SDD d (and diagonal matrices D d ) arises from notion of factor-width [9] . The factor-width of a matrix X is the smallest integer k for which X can be written as the sum of PSD matrices that are non-zero only on a single k × k principal sub-matrix.
Letting FW d k denote the set of d × d matrices of factor-width no greater than k, we have that
k as a cone of the form C(W) * , we set W to be the set of d × k matrices W j for which W T j XW j returns a k × k principal sub-matrix of X. Note that there are d k such matrices, so a complete parametrization of FW d k is not always practical using this representation. Also note FW
Corresponding outer approximations
We briefly discuss the outer approximation C(W) corresponding to the discussed examples for C(W) * . To summarize, if C(W) * is the cone of non-negative diagonal matrices D d , then C(W) is the cone of matrices whose diagonal entries are non-negative. If C(W) * is the cone of non-negative diagonallydominant matrices DD d , then C(W) is the set of matrices X for which w T i Xw i ≥ 0, where
is the set of matrices with positive semidefinite 2 × 2 principal submatrices. Finally, if C(W) * equals FW d k , the set of matrices with factor-width bounded by k, then C(W) is the set of matrices with positive semidefinite k × k principal sub-matrices. We see as C(W) * grows larger, the constraints defining C(W) become more restrictive, equaling a positive semidefinite constraint when d = k.
Finding faces of minimal dimension/rank maximizing reducing certificates
i is the current face at iteration i of the SDP facial reduction algorithm (Algorithm 2). Further suppose F i,outer := U i C(W i )U T i approximates F i per the discussion in Section 3.1 (for some specified set of rectangular matrices W i ). The following question is natural: how can one find a reducing certificate S i that minimizes the dimension of the face
Using Lemma 3, it is easy to see this problem is solved by finding a solution to
that maximizes the rank of U T i S i U i . In this section, we give a method for finding solutions of this type.
To ease notation, we drop the subscript i and also consider a more general question: how does one find maximum rank matrices in the set M ∩ C(W) * , when M is an arbitrary linear subspace? (In the above, M is the subspace U T i S i U i : C · S i = 0, A j · S i = 0 .) An answer to this question arises from the next two lemmas.
Proof. We will argue the kernel of X ⋆ is contained in the kernel of any X ∈ M ∩ C(W) * , which immediately implies rank X ⋆ ≥ rank X.
To begin, we first argue for any
To see this, first note that for any X ∈ M ∩ C(W) * the matrix
is also in M ∩ C(W) * and satisfies rank
But this contradicts our assumption that X ⋆ maximizes i rank X i . Hence, null X ⋆ i ⊆ null X i for all i ∈ {1, . . . , |W|}. Now suppose an X ∈ M ∩ C(W) * exists for which X ⋆ w = 0 but Xw = 0 for some w. Since Xw = 0 if and only if X i W T i w = 0 for all i, we must have for some
Hence, w cannot exist. We therefore have that null X ⋆ ⊆ null X for any X ∈ M ∩ C(W) * , which completes the proof.
We can use this condition to formulate an SDP whose optimal solutions yield maximum rank matrices of M ∩ C(W) * . To maximize |W| i=1 rank X i , we introduce matrices T i constrained such that their traces Tr T i lower bound rank X i . We then optimize the sum of their traces.
given by any optimal solution (X, X i , T i ) to the following SDP:
Proof. Let r max equal the maximum of |W| i=1 rank X i over the set of feasible X i . We will show at optimality
To begin, the constraint I T i 0 implies the eigenvalues of T i are less than one. Hence,
Now note for any feasible (X, X i ) we can pick α > 0 and construct a feasible point (αX, αX i ,T i ) that satisfies
Hence, some feasible point (X,X i ,T i ) satisfies
Combining this inequality with (10) yields that at optimality
which completes the proof.
Combining the previous two lemmas shows how to maximize rank over M ∩ C(W) * : Corollary 2. A matrix X ∈ M ∩ C(W) * of maximum rank is given by any optimal solution (X, X i , T i ) to the SDP (9).
Maximum rank solutions for polyhedral approximations We next illustrate how the search for maximum rank solutions simplifies when C(W) * is polyhedral. Recall if W is a set of vectors, i.e. if k = 1, then C(W) * is the conic hull of a finite set of rank one matrices. In other words, C(W) * is the set of matrices of the form
In this case, SDP (9) simplifies into the following linear program.
Corollary 3.
A matrix X ∈ M∩ C(W) * of maximum rank is given by any optimal solution (X, λ, t) to the following LP:
An alternative approach We briefly mention an alternative to SDP (9) for maximizing |W| i=1 rank X i . Notice that membership in C(W) * can be expressed using a semidefinite constraint on a blockdiagonal matrix, where maximizing the rank of this matrix is equivalent to maximizing
rank X i is maximized by finding a maximum rank solution to a particular blockdiagonal SDP, which can be done using interior point methods (since solutions in the relative interior of the feasible set are solutions of maximum rank). Note, however, that this alternative approach does not permit use of the simplex method when C(W) * is polyhedral, since the simplex method produces solutions on the boundary of the feasible set. In contrast, the simplex method can be used to solve LP (11), the specialization of SDP (9) to polyhedral C(W) * .
Explicit modifications of the SDP facial reduction algorithm (Algorithm 2)
The results of this section are now combined to modify Algorithm 2. Specifically, we introduce an approximation
at each iteration i, where W i := W 1 , . . . W |W i | is some specified set of rectangular matrices. A reducing certificate S i ∈ F * i,outer is then found that maximizes the rank of U T i S i U i ∈ C(W i ) * by replacing SDP (⋆) of Algorithm 2 with the following:
Here, the decision variables are S i and T k ,S k (for k ∈ {1, . . . , |W i |}) and the first two constraints are equivalent to the condition that
To maximize the rank of U T i S i U i , we have applied Corollary 2, taking M equal to the subspace
is satisfied by any non-zero matrix in M ∩ C(W i ) * ; hence, in practice one can remove this inequality and instead verify that U T i S i U i = 0 holds at optimality, i.e. one can verify M ∩ C(W i ) * contains a non-zero matrix.
Again note the complexity of solving this modified problem is controlled by
Formulation of reduced problems and illustrative examples
The facial reduction algorithm for SDP (Algorithm 2) identifies a face of S n + that can be used to formulate an equivalent SDP. In this section, we show how to formulate this SDP and then give simple examples illustrating the basic steps of Algorithm 2. In these examples, we also modify Algorithm 2 to use approximations in the manner described in Section 3.
Formulation of reduced problems
Algorithm 2 identifies a face F := U S d + U T (where U ∈ R n×d is a fixed matrix with linearly independent columns and d ≤ n) containing the intersection of S n + with an affine subspace A := {C − m i=1 y i A i : y ∈ R m }. Letting V ∈ R n×n−d denote a matrix whose columns form a basis for null U T , we can reformulate the original SDP (reproduced below):
explicitly over F as follows:
where we have used a representation of F given by Lemma 1. Here, we see the reduced program is a semidefinite program over S d + described by linear equations and d × d matrices U T CU and U T A i U .
Illustrative Examples
Example with diagonal approximations (D d )
In this example, we modify Algorithm 2 to use diagonal approximations; i.e. at iteration i, the face
We apply the algorithm to the following SDP:
Find y ∈ R 4 subject to
Taking U 0 equal to the identity matrix and the initial face equal to F 0 = U 0 S 5 + U 0 , we seek a matrix S 0 orthogonal to A(y) (for all y) for which U T 0 S 0 U 0 is non-negative and diagonal. An S 0 satisfying this constraint and a basis B for null U T 0 S 0 U 0 is given by: Continuing to the next iteration, we seek a matrix S 1 orthogonal to A(y) for which U T 1 S 1 U 1 is non-negative and diagonal. An S 1 satisfying this constraint and a basis B for null U T 1 S 1 U 1 is given by:
Setting U 2 = U 1 B gives the face F 2 = U 2 S 1 + U T 2 , where U 2 = (0, 0, 0, 0, 1) T . Terminating the algorithm, we now formulate a reduced SDP over F 2 . Letting V denote a basis for null U T 2 yields:
which simplifies to Find y ∈ R 4 subject to y 4 ≥ 0 y 1 = y 2 = y 3 = 0.
Existence of reducing certificates As promised by Lemma 2 and the discussion in Section 3.1.1, existence of a reducing certificate in F * i,outer implies emptiness of A(y) ∩ relint F i,outer . Indeed, A(y) is contained in relint F 0,outer only if the inequalities
are strictly satisfied, which clearly cannot hold. Similarly, A(y) is contained in relint F 1,outer only if y 1 = y 2 = 0 and the inequalities
are strictly satisfied, which again cannot hold.
Example with diagonally-dominant approximations (DD d )
In this next example, we modify Algorithm 2 to use diagonally-dominant approximations; i.e. at iteration i, the face
A reducing certificate S i is found in F * i,outer , the set of matrices X for which U T i XU i is in DD d i . We apply the algorithm to the SDP Find y ∈ R 3 subject to
and execute just a single iteration of facial reduction. Taking U 0 equal to the identity, a matrix S 0 orthogonal to A for which U T 0 S 0 U 0 is diagonally-dominant and a basis B for null U T 0 S 0 U 0 is given by
Taking U 1 = U 0 B = B, yields the face
Terminating the algorithm and constructing the reduced SDP using a matrix V satisfying range V = null U T 1 imposes the linear constraints that y 1 = y 2 = 1, y 3 = 0; i.e. the reduced SDP has a feasible set consisting of a single point.
Existence of reducing certificates As was the case in the previous example, existence of a reducing certificate in F * i,outer implies emptiness of A(y) ∩ relint F i,outer . At the first (and only) iteration, membership of A(y) in F 0,outer implies w T k A(y)w k ≥ 0, where w k w T k is any extreme ray of DD 4 . Taking w 1 = (1, 1, 0, 0) T and w 2 = (0, 0, 1, 1) T , we have that A(y) is contained in relint F 0,outer only if the inequalities w T 1 A(y)w 1 = 2y 2 − 2y 1 ≥ 0 w T 2 A(y)w 2 = 2y 1 − 2y 2 ≥ 0 are strictly satisfied, which cannot hold.
Recovery of dual solutions
In this section we address a question that is relevant to any pre-processing technique based on facial reduction, i.e. it does not depend in any way on the approximations introduced in Section 3. Specifically, how (and when) can one recover solutions to the original dual problem? To elaborate, consider the following primal-dual pair 1 for a general conic optimization problem over a closed, convex cone K:
and suppose the general facial reduction algorithm (Algorithm 1) is applied to the primal problem (P ). The reduced primal-dual pair is written over the identified face F and its dual cone F * as follows:
Since (by construction) F contains c − Ay for any feasible point y of (P ), it is clear that any solution to (R/P ) solves (P ). Conversely, it is clear a solution x to the dual program (R/D) is not necessarily even a feasible point of (D) since K * ⊆ F * . While recovering a solution to (D) from a solution to (R/D) may seem in general hopeless, the facial reduction algorithm produces reducing certificates s i ∈ F * i , where
that can be leveraged to make recovery possible. This leads to the following problem statement:
Problem 1 (Recovery of dual solutions). Given a solution x to (R/D), reducing certificates s 0 , . . . , s N −1 , i.e. given s i for which
find a solution to (D).
To devise an algorithm for solving this problem, we observe that each s i is a feasible direction for (R/D) that does not increase the dual objective c, x . We also observe that F * i+1 = F * i + lin s i (since K, and hence F i , is closed). This implies if F * i + lin s i is closed, one could, for any x ∈ F * i+1 , find an α such that x + αs i is in F * i . We conclude if F * i + lin s i were closed for each i, then a solution to (D) could be constructed using a sequence of line searches. In other words, the following algorithm would successfully recover a solution to (D): 2. If no α exists, return FAIL. Else, set x ← x + αs i .
end
The following properties of this algorithm can be stated immediately:
Lemma 8. Algorithm 3 has the following properties:
1. Sufficient condition for recovery. Algorithm 3 succeeds if F * i + lin s i is closed for all i.
2.
Necessary condition for recovery. Suppose (x, y) are optimal solutions to (R/P) and (R/D) with zero duality gap, i.e. c, x = b, y . Then, Algorithm 3 succeeds only if (P) and (D) have solutions with zero duality gap.
We note the sufficient condition above always holds when K is polyhedral since F + M is closed for any subspace M and face F of a polyhedral cone. Conversely, S n + + lin S is closed only if S is zero or positive definite (which can be shown using essentially the same argument used in [37] to show S n + +lin F is not closed when F is a proper, non-zero face of S n + ). Hence, a better sufficient condition for SDP is desired. In the next section, we give a sufficient condition that is also necessary. This condition is specialized to the case K = S n + when one iteration of facial reduction is performed. The restriction to the single iteration case is imposed so that the condition is easy to state, but it can be extended to the multi-iteration case.
Remark 2. Closure of K * + lin s for s ∈ K * has been studied in other contexts. Borwein and Wolkowicz use this condition to simplify their generalized optimality conditions for convex programs (see Remark 6.2 of [10] ). Failure of a related condition, namely closure of K * + lin F for a face F of K * , is used to construct primal-dual pairs with infinite duality gaps in [40] .
A necessary and sufficient condition for dual recovery
In this section, we give a necessary and sufficient condition (Condition 1) for dual solution recovery that applies when K = S n + and a single iteration of facial reduction is performed. In this case, the primal-dual pair is given by
where the primal problem is reproduced from Section 2.4. The reduced primal-dual pair is over a face F := S n + ∩ S ⊥ and its dual cone F * = S n + + lin S, (R/P − SDP ) :
(R/D − SDP ) :
is an invertible matrix that satisfies S = V V T and range U = null S. Here, the primal problem is reproduced from Section 4.1, and the dual problem arises from a description of F * given by Lemma 1.
Supposing the matrix S is a reducing certificate, i.e. S · A i = 0 and S · C = 0, we can construct a solution to the original dual from a solution X to (R/D − SDP ) if and only if X is in S n + + lin S. The following shows this is equivalent to the condition that null W ⊆ null Z T .
Lemma 9. Let (U, V ) be an invertible matrix for which F := S n + ∩ S ⊥ = U S d + U T and S = V V T . A matrix in the dual cone F * = S n + + lin S, i.e. a matrix X of the form
is in S n + + lin S if and only if null W ⊆ null Z T .
Proof. For the "only if" direction, suppose X is in S n + + lin S, i.e. for an α ∈ R suppose
Here, membership in S n + holds only if Z T (I − W W † ) = 0, where (I − W W † ) is the orthogonal projector onto null W (see, e.g. A.5 of [13] ). But this implies that null W ⊆ null Z T , as desired.
To see the converse direction, suppose X is such that Z and W satisfy null W ⊆ null Z T . The result follows by finding α for which X + αS 0. We do this by finding an α 1 and α 2 for which
Adding these two inequalities then demonstrates that X + (α 1 + α 2 )S 0. To find α 1 , we note that
Taking a Schur complement, the above is PSD if and only if
But since null W ⊆ null Z T , the matrix ZZ T is contained in the face G = T ∈ S d + : range T ⊆ range W where W is in the relative interior of G. This implies existence of α 1 > 0 for which W −
+ , as desired. To find α 2 , we note that
where existence of α 2 for which R + α 2 I 0 is obvious, completing the proof.
Using the above characterization of S n + + lin S yields our necessary and sufficient condition: Condition 1. Suppose K = S n + and one iteration of facial reduction is performed to (P − SDP ). A solution to the dual (D − SDP ) can be found using Algorithm 3 if and only if the solution X to the reduced dual (R/D − SDP ) satisfies null W ⊆ null Z T .
We give cases where Condition 1 holds and fails in the following example.
Example
Consider the following primal-dual pair: maximize y 3 + 2y 2 subject to
and let S = V V T , with V = (e 2 , e 3 ). Clearly, S is a reducing certificate defining a face
Rewriting the primal-dual pair over F and F * gives: maximize y 3 + 2y 2 subject to
A solution to the dual problem that satisfies Condition 1 is given by:
To see the condition is satisfied, note Z = (z 1 , z 2 ) = (0, 0) and W = w 11 = 0. Hence, null Z T contains (indeed, equals) null W . We therefore see that solution recovery succeeds, i.e. for (say) α = 2:
Conversely, the following solution fails Condition 1:
Here, Z = (−1, 0) and W = 0. Hence, null Z T = {0} does not contain null W = R and recovery must fail. In other words, there is no α for which
which is easily seen.
Ensuring successful dual recovery
The condition given in the previous section lets one determine if recovery is possible by a simple nullspace computation. Unfortunately, this check must be done after the dual problem (R/D − SDP ) has been solved. In this section, we give a simple sufficient condition that can be checked prior to solving (R/D − SDP ). If this condition is satisfied, a modification of the reduced primal-dual pair can be performed to guarantee successful recovery. The idea is simple: when can one assume Z = 0 (and hence ensure Condition 1 holds) without loss of generality? A sufficient condition is given by the following: 
Here, any solution to (R/P − SDP − 2) solves the original primal (P − SDP ) and-assuming one iteration of facial reduction was performed-any solution to (R/D − SDP − 2) can be used to recover a solution to (D − SDP ) since Condition 1 is satisfied by construction.
Strong duality is not sufficient for dual recovery
An additional observation can be made about the example of Section 5.1.1. As we observed in Lemma 8, zero duality gap between the original primal-dual pair (P ) and (D) is a necessary condition for recovery to succeed when the reduced primal-dual pair (R/D) and (R/D) has zero duality gap. The example of Section 5.1.1 shows this is not a sufficient condition when K = S n + . Here, both the original and the reduced primal-dual pairs have zero duality gap yet successful recovery depends on the specific solution found for the reduced dual (R/D − SDP ). This is summarized below:
Corollary 4. The dual solution recovery procedure of Algorithm 3 can fail even if both the original primal-dual pair (P ) and (D) and the reduced primal-dual pair (R/P ) and (R/D) have zero duality gap.
Recovering solutions to an extended dual
We close this section by discussing recovery for an alternative dual program intimately related to facial reduction-a so-called extended dual [31] . For SDP, this dual is a slight variant of the Ramana dual [36] , which was related to facial reduction in [37] .
A solution to an extended dual carries the same information as a solution to the reduced dual (R/D) and a sequence of reducing certificates used to identify a face. However, such a solution allows one to certify optimality of the primal problem (P ) without retracing the steps of the facial reduction algorithm (to verify validity of each reducing certificate)-one simply checks that a solution to an extended dual and a candidate solution to (P ) have zero duality gap.
Extended duals can be defined for cones K that are nice [31] , but we will limit discussion to the case when K = S n + . The extended dual considered is based on three key facts.
Lemma 10. The following statements are true:
3. Let F 0 := S n + and consider the chain of faces defined by matrices S i
where S i is in F * i , i.e. S i =S i + V i forS i ∈ S n + and V i ∈ F ⊥ i . The following relationship holds:
Proof. The first statement holds because S n + is a nice cone [31] . The other statements are shown by Proposition 1 and Theorem 3 of [31] .
Using these facts, the extended dual considered simultaneously identifies a chain of faces F 1 , . . . , F N (where N can be chosen to equal the length of the longest chain of faces of S n + ) and a solution X ∈ F * N to the reduced dual (R/D−SDP ) formulated over F * N . It is given below as an optimization problem over X,X, W N , S i ,S i , W i , α i : Pre-processing
Outputs: recovered solutions to input primal-dual pair Post-processing
Figure 2: Flow of MATLAB implementation
Recovering a solution Suppose
. . , N is a sequence of faces identified by an SDP facial reduction procedure (e.g. Algorithm 2, with or without the modifications of Section 3) suitably padded so that the length of the sequence is N , i.e. F 0 , . . . , F M = S n + for some M < N . Let S i ∈ F * i be the corresponding sequence of reducing certificates (similarly padded with zeros) and let X be a solution to (R/D − SDP ). One can construct a feasible point to (EXT /D − SDP ) by decomposing S i (and similarly X) into the form S i =S i +W i +W T i , forS i ∈ S n + and W i +W T i ∈ F ⊥ i . Supposing U i has orthonormal columns, this can be done by taking:
One can then pick α i (individually) until the relevant semidefinite constraint is satisfied. The feasible point produced by this procedure is optimal if the reduced primal-dual pair over F N and F * N has no duality gap. This of course occurs if the reduced primal problem over F N is strictly feasible (i.e. the unmodified version of Algorithm 2 is run to completion).
Implementation
The discussed techniques have been implemented as a suite of MATLAB scripts we dub frlib, available at at www.mit.edu/~fperment. The basic work flow is depicted in Figure 2 . The implemented code takes as input a primal-dual SDP pair and can reduce (using suitable variants of Algorithm 2) either the primal problem or the dual. This is an important feature since either the primal or the dual may model the problem of interest.
Input formats
The implementation takes in SeDuMi-formatted inputs A,b,c,K, where A,b,c, define the subspace constraint and objective function and K specifies the sizes of the semidefinite constraints [39] . Conventionally, the primal problem described by A,b,c,K refers to an SDP defined by equations A i · X = b i . Similarly, the dual problem described by A,b,c,K refers to an SDP defined by generators C − i y i A i . While our implementation and the following discussion follow this convention, the opposite convention was used in previous sections (e.g. (SDP − P ) and (SDP − D) in Section 5.1).
Reduction of the primal problem
Given A,b,c,K; the following syntax is used to reduce the primal problem, solve the reduced primaldual pair, and recover solutions to the original primal-dual pair via our implementation: The call to prg.ReducePrimal reduces the primal problem using diagonal ( 'd' ) approximations by executing a variant of Algorithm 1. To find reducing certificates, it solves a series of LPs (defined by the diagonal approximation) that can be solved using a handful of supported solvers. The returned object prgR has member variables prgR.A, prgR.b, prgR.c, prgR.K, which describe the reduced primal-dual pair. For a single semidefinite constraint, this reduced primal-dual pair is given by:
where U S d + U T is a face identified by prg.ReducePrimal. The reduced primal and its dual are solved by calling SeDuMi.
The primal solution x_reduced returned by SeDuMi represents an optimalX. The function prgR.Recover computes fromX a solution UXU T to the original primal problem. It then attempts to find a solution to the original dual using a variant of the recovery procedure described in Section 5 (Algorithm 3). The flag dual_recov_success indicates success of this recovery procedure.
Reduction of the dual problem
The above syntax can be modified to reduce the dual problem described by A,b,c,K. This is done replacing the relevant line above with:
As above, the object prgR contains a description of the primal-dual pair which, for a single semidefinite constraint, is given by the SDPs (R/P − SDP ) (R/D − SDP ) in Section 5.1 (where, recalling our earlier convention, the label of "primal" and "dual" is reversed). With prgR created in this manner, a call to prgR.Recover (though syntactically identical) now returns a solution to the original dual and attempts to recover a solution to the original primal using Algorithm 3. In other words, a call of the form [x,y,prim_recov_success] = prgR.Recover(x_reduced,y_reduced); returns a solution y to the original dual problem and attempts to recover a solution x to the original primal problem. The flag prim_recov_success indicates successful recovery of x.
Solution recovery
As suggested by the flags prim_recov_success and dual_recov_success in the preceding examples, solution recovery is only guaranteed for the problem that is reduced, i.e. if the primal (resp. dual) is reduced, recovery of the original dual (resp. primal) may fail for reasons discussed in Section 5.1. Thus, it is important to reduce the primal only if it is the problem of interest, and similarly for the dual.
Other approximations
The implemented code currently supports non-negative diagonal (D d ) and diagonally-dominant (DD d ) approximations. While the preceding examples illustrate the use of diagonal approximations, diagonally-dominant approximations can be used via a call of the form: prgR = prg.ReducePrimal('dd'); or prgR = prg.ReduceDual('dd');
Interface to commercial solvers
As mentioned, the functions prg.ReducePrimal and prg.ReduceDual find reducing certificates by solving linear programs. To solve these LPs, commercial solvers can be used. Currently, LP solvers of MOSEK [28] , Gurobi [29] and linprog-the LP solver available in the MATLAB optimization toolbox [14] -are supported.
Examples
This section gives larger examples that illustrate the practical utility of our method. The size n of the cone and the dimension r of the subspace that together define the feasible set is given for each example, before and after reductions. Also given is the total time t LP s/SOCP s (in seconds) spent solving LPs/SOCPs for reducing certificates. These solve times are reported for an Intel(R) Core(TM) i7-2600K CPU @ 3.40GHz machine with 16 gigabytes of RAM using the solver MOSEK.
For each example, the same type of approximation (e.g. diagonal or diagonally-dominant) is used at every iteration. Note that many examples are over products of cones, e.g. K = S n 1 ×S n 2 · · ·×S n k . In these cases, we use the same type of approximation for each cone S n i . This leads to the following abuse of notation: for a given example, we will let C(W) * = D d (for instance) denote the use of diagonal approximations at every iteration for every semidefinite cone.
As we see from the examples, problem sizes are significantly reduced in time reasonable for a pre-processor. In addition to being more easily solved, the reduced problems can also lead to higher quality solutions, as indicated by Example 7.7. Table 2 : Complexity parameters for the multi-period investment problems from [12] described in Section 7.1. The feasible set of each SDP is an r-dimensional subspace intersected with a cone defined by 200 semidefinite constraints of size n i . To formulate each reduced SDP, a face was identified by solving LPs defined by diagonal approximations (D d ). These LPs took (in total) t LP s seconds to solve.
Lower bounds for optimal multi-period investment
Our first example arises from SDP-based lower bounds of optimal multi-period investment strategies. The strategies and specific SDP formulations are given in [12] . For each strategy, an SDP produces a quadratic lower bound on the value function arising in the dynamic programming solution to the underlying optimization problem. These bounds are produced using the S-procedure, an SDPbased method for showing emptiness of sets defined by quadratic polynomials (see, e.g., [11] ). Simplifications of each SDP are summarized in Table 2 . Scripts that generate the SDPs are found here (and require the package CVX [22] ):
www.stanford.edu/~boyd/papers/matlab/port_opt_bound/port_opt_code.tgz
Copositivity of quadratic forms
Our next example pertains to SDPs that demonstrate copositivity of certain quadratic forms. A quadratic form x T Jx is copositive if and only if x T Jx ≥ 0 for all x in the non-negative orthant. Deciding copositivity is NP-hard, but a sufficient condition can be checked using sum-of-squares techniques and semidefinite programming, as we now illustrate.
The Horn form An example of a copositive polynomial is the Horn form f (x) := x T Jx, where
This polynomial, originally introduced by A. Horn, appeared previously in [20] [35] . To see how copositivity can be demonstrated using SDP, first note copositivity of f (x) is equivalent to global non-negativity of f (z 2 1 , z 2 2 , z 2 3 , z 2 4 , z 2 5 ), where we have substituted each variable x i with the square of a new indeterminate z 2 i . Next, note global non-negativity of the latter polynomial can be demonstrated by showing is a sum-of-squares, which is equivalent to feasibility of a particular SDP. We construct SDPs that test if the polynomial g(z 1 , z 2 , z 3 , z 4 , z 5 ) and the related polynomials g(z 1 , z 2 , 0, 0, 0), g(z 1 , z 2 , z 3 , 0, 0), g(z 1 , z 2 , z 3 , z 4 , 0) and g(z 1 , z 2 , z 3 , z 4 , z 5 ) are sums-of-squares. Letting p denote the number of non-zero indeterminates, each SDP is formulated using the set of p+2 3
degree-three monomials in p variables (see Chapter 3 of [8] for details on this formulation). Reductions for each SDP are summarized in Table 3 and were performed using diagonally-dominant (DD d ) approximations.
Generalized Horn forms The Horn form f (x) generalizes to a family of copositive forms in n = 3m + 2 variables (m ≥ 1):
where we let the subscript for the indeterminate x wrap cyclically, i.e. x r+n = x r . This family was studied in [6] , and the Horn form corresponds to the case m = 1. Using the same construction as for the Horn form, we formulate SDPs that demonstrate copositivity of B(x; m) for each m ∈ {2, . . . , 5}. We then reduce these SDPs using diagonally-dominant approximations (DD d ). Results also appear in Table 3 .
Lower bounds on completely positive rank
A matrix A ∈ S n is completely positive (CP) if there exist r non-negative vectors v i ∈ R n for which
The completely positive rank of A, denoted rank cp A, is the smallest r for which A admits the decomposition (14) . It follows trivially that rank A ≤ rank cp A.
In [21] , Fawzi and the second author give an SDP formulation that improves this lower bound for a fixed matrix A. This bound, denoted τ sos cp (A) in [21] , equals the optimal value of the following Matrix Original n; r Reduced n; r t LP s Z (9, 10, 9); 37 (7, 8, 9 Table 4 : Complexity parameters for SDPs that lower bound cp-rank for different matrices (where Z is defined in Section 7.3). The feasible set of each SDP is an r-dimensional subspace intersected with the cone R n 1
+ . To formulate each reduced SDP, a face was identified by solving LPs using diagonal approximations (D d ). These LPs took (in total) t LP s seconds to solve. semidefinite program:
where A ⊗ A denotes the Kronecker product and vect A denotes the n 2 × 1 vector obtained by stacking the columns of A. Here, the double subscript ij indexes the n 2 rows (or columns) of X and the inequalities on (i, j) hold iff they hold element-wise (see [21] for further clarification on this notation).
In this example, we formulate SDPs as above for computing τ sos cp (Z), τ sos cp (Z ⊗ Z), and τ sos cp (Z ⊗ Z ⊗ Z), where Z is the completely positive matrix:
Notice that since Z is CP, the Kronecker products Z ⊗ Z and Z ⊗ Z ⊗ Z are CP (using the fact that A ⊗ B is CP when A and B are CP [7] ). Also notice that since Z contains zeros, the constraint X ij,ij ≤ Z 2 ij implies that X has rows and columns identically zero; in other words, because Z has elements equal to zero, the SDP for computing τ sos cp (Z) cannot have a strictly feasible solution. To reduce the formulated SDPs, we first observe that each is actually a cone program over R
+ , i.e. each SDP has a mix of linear inequalities and semidefinite constraints. To find reductions, we first treat the linear equalities as a semidefinite constraint on a diagonal matrix. We then perform reductions using diagonal approximations (D d ). Results are reported in Table 4 .
Lyapunov Analysis of a Hybrid Dynamical System
The next example arises from SDP-based stability analysis of a rimless wheel, a hybrid dynamical system and simple model for walking robots studied in [33] by Posa, Tobenkin, and Tedrake. The SDP includes several coupled semidefinite constraints that impose Lyapunov-like stability conditions accounting for Coulomb friction and the contact dynamics of the rimless wheel. Table 6 : Complexity parameters for different matroids discussed in Section 7.5.1 and Section 7.5.2. The feasible set of each SDP is an r-dimensional subspace intersected with the cone S n + . To formulate each reduced SDP, a face was identified by solving LPs defined by diagonally-dominant approximations (DD d ). These LPs took (in total) t LP s seconds to solve.
Various matroids with the half-plane property
The first set of SDPs we consider arises from matroids studied in [41] by Wagner and Wei. There, it is demonstrated that ∆ ij f M (for specific {i, j}) is a sum-of-squares for matroids M they denote F −4
7 , W 3+ , W 3 + e, P ′ 7 , nP \ 1, nP \ 9, and V 8 . (We refer the reader to [41] for definitions of these matroids and the explicit polynomials ∆ ij f M .) While Wagner and Wei demonstrate each sum-of-squares condition via ad-hoc construction, it is natural to ask if SDPs that demonstrate these conditions can be reduced via our technique. To this end, we formulate these SDPs and apply reductions using diagonally-dominant (DD d ) approximations. Results are given in Table 6 . Notice from Table 6 that for matroids W 3+ , W 3 + e, P ′ 7 , nP \ 1 and nP \ 9, the reduced SDP is described by a zero-dimensional affine subspace. In other words, the SDP demonstrating the sum-of-squares condition has a feasible set containing a single point.
Extended Vámos matroid
Another SDP comes from a matroid studied by Burton, Vinzant, and Youm in [17] . There, the authors use semidefinite programming to show ∆ ij f V 10 is a sum-of-squares for a specific {i, j}, where V 10 denotes the extended Vámos matroid defined over the ground set {1, . . . , 10}. The bases of V 10 are all cardinality-four subsets of {1, . . . , 10} excluding {1, 2, 6, 7}, {1, 3, 6, 8}, {1, 4, 6, 9}, {1, 5, 6, 10}, {2, 3, 7, 8}, {3, 4, 8, 9}, and {4, 5, 9, 10}.
From these bases, we construct f V 10 via (15) and formulate an SDP demonstrating ∆ 34 f V 10 is a sum-of-squares (as was done in [17] ). Reductions are applied using diagonally-dominant (DD d ) approximations. Results are also shown in Table 6 .
Facial Reduction Benchmark Problems
In [18] , Cheung, Schurr, and Wolkowicz developed a facial reduction procedure for identifying faces in a numerically stable manner. They also created a set of benchmark problems for testing their method. These problem instances are available at the URL below:
http://orion.math.uwaterloo.ca/~hwolkowi/henry/reports/SDPinstances.tar. Table 7 : Complexity parameters for the primal-dual SDP pairs given in [18] . The feasible set of each SDP is an r-dimensional subspace intersected with the cone S n + . To formulate each reduced SDP, a face was identified by solving LPs over diagonally-dominant approximations (DD d ). These LPs took (in total) t LP s seconds to solve.
Each problem is a primal-dual pair hand-crafted so that both the primal and dual have no strictly feasible solution. We apply our technique to each primal problem and each dual problem individually, using diagonally-dominant (DD d ) approximations. Results are shown in Table 7 .
Difficult SDPs arising in polynomial non-negativity
In [42] and [44] , Waki et al. study two sets of SDPs that are difficult to solve. For one set of SDPs, SeDuMi fails to find certificates of infeasibility [42] . For the other set, SeDuMi reports an incorrect optimal value [44] . The sets of SDPs are available at:
https://sites.google.com/site/hayatowaki/Home/difficult-sdp-problems.
It turns out for each primal-dual pair in these sets, the problem defined by equations A i · X = b i is not strictly feasible. We apply our technique to both sets of SDPs using diagonal approximations D d and arrive at SDPs that are more easily solved. In particular, certificates of infeasibility are found for the SDPs in [42] and correct optimal values are found for the SDPs in [44] . Problem size reductions are shown in Table 8 and Table 9 .
DIMACS Controller Design Problems
Our final examples are the controller design problems hinf12 and hinf13 of the DIMACS library [32] -which evidently are SDPs in the library with no strictly feasible solution. Results are shown in Table 10 . For hinf13, we use scaled diagonally-dominant (SDD d ) matrices for our approximation. For this non-polyhedral approximation, reducing certificates are found by solving SOCPs.
Conclusion
We presented a general technique for facial reduction that utilizes approximations of the positive semidefinite cone. The technique is effective on examples arising in practice and for simple approximation is a practical pre-processing routine for SDP solvers. An implementation has been (10,9,9); 127 (1,1,0); 1 .076 1.080478e-13 unboundDim1R10 (11, 11, 10) ; 156 (1,1,0); 1 .086 1.080478e-13 Table 9 : Complexity parameters for the SDPs in [44] . The feasible set of each SDP is an rdimensional subspace intersected with the cone S n + . To formulate each reduced SDP, a face was identified by solving LPs defined by diagonal approximations (D d ). These LPs took (in total) t LP s seconds to solve. For these examples, SeDuMi incorrectly returns an optimal value of one for the original problem. The optimal value returned for the reduced problem is very near the correct optimal value of zero. (7, 9, 14) ; 121 (1, 9, 7); 45 .072 Table 10 : Complexity parameters for SDPs from the DIMACS library. The feasible set of each SDP is an r-dimensional subspace intersected with the cone S + . To formulate each reduced SDP, a face was identified by solving LPs for hinf12 and SOCPs for hinf13. These LPs/SOCPs are defined by C(W) * and took (in total) t LP s/SOCP s seconds to solve. made available. We also gave a post-processing procedure for dual solution recovery that applies generally to cone programs pre-processed using facial reduction. This recovery procedure always succeeds when the cone is polyhedral, but may fail otherwise, illustrating an interesting difference between linear programming and optimization over non-polyhedral cones.
