The Cauchy problem uu -t2+,uxx -uy = 0, e > 0, u(x, y, 0) = a(x, y), u,(x,y, 0) = y(x,y), is shown to be unstable by demonstrating that there exists a sequence of solutions which increase indefinitely on a sequence of neighbourhoods of t = 0 which shrink to zero, while at the same time the initial data is tending to zero.
initial data and in this case it is shown that the sequence of solutions remains bounded on a neighbourhood of t = 0 which suggests but does not prove that the Cauchy problem for this equation is well posed. The latter result is a consequence of bounds obtained on a neighbourhood of t = 0 for complex-valued solutions of the ordinary differential equation v" + (a(t) + ib(t))y = 0.
1. Introduction. Our objective in this paper will be to investigate the stability of Cauchy problems for a function w(x, y, t) of three independent variables with initial conditions on / = 0 which will be a plane of parabolic degeneracy. In particular in §3 it is shown that (1) u" -t2 + \x -uy = 0, e > 0, with initial conditions uix,y, 0) = aix,y), utix,y, 0) = yix,y) is an unstable problem. A similar equation in two independent variables, (2) u" -t2 + \x -f(t)ux = 0, with initial conditions w(x, 0) = a(x), u,ix, 0) = y(x) was investigated in [3] where a counterexample was exhibited to demonstrate that the Cauchy problem is unstable unless limr_>0+ t~e/>2fit) = 0. We shall see that the instability of (1) can be exhibited in a manner similar to that used in [3] to demonstrate the instability of (2).
The main concern of this paper however is with the Cauchy problem (3) u" -t2 + 'uxx -uyy -uy = 0 and we show that the same small changes in initial data which gave rise to the instability of (1) give solutions which are bounded in the case of (3). With this in mind §2 is devoted to obtaining bounds on a neighbourhood of / = 0 for complex-valued solutions of the ordinary differential equation y" + (a(t) + ib(t))y = 0.
Further papers on equations of this type in two independent variables are [9] , [10], [13] , [14] and [15] . For general abstract existence and uniqueness theorems see [7] and [8] and the references therein.
2. Bounds for complex-valued solutions of the ordinary differential equation. Suppose a(t) is a continuous real-valued function and is positive for / > 0 and b(t) is a continuous real-valued function. We shall prove the following theorem for complex-valued solutions (with continuous second derivatives) of the differential equation (4) P(y) = y" + (a(t) + ib(t))y = 0.
Theorem 1. Suppose a(t) is a positive monotone increasing function and there exist constants B (0 < R < 1), and d such that
Then for every complex-valued solution y(t) of (4) there exists a constant c such that for 0 < t < d,
Proof of Theorem 1. Suppose y(t) is a solution andy(0) = a, y'(0) = y. Then if y,(?) is the unique solution of P(y,) = 0, yx(0) = a, y',(0) = 0, and y2(t) is the unique solution of P(y2) = 0, y2(0) = 0, y2(0) = y then it follows that y(t) = yx(t) + y2(0-Consequently if yx(t) and y2(0 are bounded then y(t) is bounded and it suffices to consider solutions y(t) such that either y(0) = 0ory'(0) = 0.
Lety(t) = v(t) + iw(t) be a solution such that eithery(O) = 0 ory'(0) = 0. Then (6) v" + a(t)v -b(t)w = 0,
w" + a(t)w + b(t)v = 0.
We multiply (7) by v and subtract (6) multiplied by w to obtain vw" -wv" + b(t)(v2 + w2) = 0.
Thus d(vw' -wv')/dt + b(t)(v2 + w2) = 0. Then integrating from 0 to t and using the fact that either y(0) = 0 ory'(0) = 0,
We now multiply (6) by v' and add (7) multiplied by w' to obtain (9) (v'v" + w'w") + a(t)(vv' + ww') + b(t)(vw' -wv') = 0.
Thus from (8) and (9),
If we integrate (10) between 0 and / and then by parts, and that we have the inequality »«>(t+t)-+/:(t+tK» (12) + fJSo\Hs)\\b(r)\{virf+wirf)drds.
We claim that for 0 < t < rf, This completes the verification of (13) for which we now use Gronwall's lemma (see [6, p. 124] ) to obtain
Hence we see that ( 
17) v(t)2+w(t)2<-^-4rT (1 -B)2a(t) [ a(0)
We recall that (12) was derived for solutions y(t) such that either y(0) = 0 or y'(0) = 0 and consequently it is necessary to multiply the right-hand side of (17) by a factor of 4 to complete the proof of Theorem 1.
Corollary 2. // a(t) is a positive monotone increasing function and fo'\b(t)\ dt < oo then every complex-valued solution y(t) of (4) is bounded as t -» oo.
We note that Corollary 2 is similar to a longstanding result for real solutions of y" + (a(t) + b(t))y = 0 (see [2] or [1, pp. 112-114] , which unify results of [4] , [5] , [11] , and [16] ). and from (19) *(')( y + T ) < C exP(2/!V«(0))a(r).
Hence t>2 + w2 < 2c exp(2A2/a(0)) and the proof of Corollary 2 is complete.
3. Applications to singular Cauchy problems. Our first objective will be to show that the Cauchy problem At this stage it suffices to refer to [3] where (21) arises during the verification of the instability of the Cauchy problem for (2) in the case/(/) = 1. In fact, using the proof in [3] , one can show that it is possible to choose (i) a sequence (/c") of positive integers tending to infinity, (ii) a sequence of intervals ([0, /"]) such that (?") tends to zero, (iii) a sequence of real-valued solutions iunix,y, t)) of (20) where unix,y,t) is the real or imaginary part of iemxeiny/nk)Tnit), such that (a) as n -» oo the initial data of the solutions unix,y, t), together with their derivatives up to order kn -1, are arbitrarily small, (b) as n -> oo the maximum value of w"(0, 0, t) on [0, tn] increases indefinitely.
Hence this Cauchy problem is not well posed according to the definition of Petrovskii.
If we seek a solution of (22) u" -t2 + \x -uyy -uy = 0, e > 0, of the form un(x,y, t) = (einxeiny/nk)Tn(t) we see that Tn(t) must satisfy (23) P"" (t) + n2(t2 + < + 1)P" (/) -inTn (t) = 0.
Suppose further that the initial conditions do not depend on n, that is (24) Tn(0) = a, P"'(0) = y. Hence d and B can be fixed independently of n. Further referring to (11) we see that c/a(t) is uniformly bounded for all n. Hence the result follows from
