




S THE FIRST YEAR OF THE XSEDE PROJECT DRAWS TO A 
close, I have been reflecting on the myriad of activities 
that have gone on in starting up the project. 
I've also been Looking to the year ahead and our exciting 
plans going forward. In no small part, this has been prompted by 
our first major review that recently was conducted by the National 
Science Foundation. As a high-profile project, of which there are 
many expectations, this was a particularly critical review to see if we 
were off to a good start and heading in the right direction. Although 
at this writing we are still awaiting the review panel report, the 
review was extremely positive and the process will provide many 
benefits to XSEDE going forward. And as this issue goes to press, we 
are concluding our first XSEDE conference. 
With a project as Large and complex as XSEDE, there is nothing 
Like a review by your funding agency to get you to think about 
how to crisply articulate the many successes and their value to 
the community. While we have certainly established many internal 
processes necessary to support the project and make it effective, 
the visible impacts can be summed up pretty well. Just through the 
first three quarters of our first year, we: 
• supported nearly 2,000 projects 
• supported almost 9,000 researchers 
• saw XSEDE researchers publish more than 1,800 papers! 
Also of particular interest, we have begun important new 
efforts that expand the scope of the project. Our Campus Bridging 
program focuses on incorporating campus cyberinfrastructure 
into the national ecosystem. Our Novel and Innovative Projects 
program provides proactive sustained efforts to jump-start projects 
by researchers in non-traditional domains. And XSEDE's Education 
and Outreach team provides inventive efforts in working with 
universities to develop certificate and degree programs to foster 
the next-generation workforce. 
With the project now on a solid footing and geared up, we 
are excited about the coming months and years. We'LL be ramping 
up the rate at which we deliver value to the community in many 
areas, ranging from defining a new standard for developing and 
deploying a diverse distributed system architecture that supports a 
broad range of resources and services, to facilitating a broadening 
range of ground-breaking research. This will be accomplished by 
the deployment of a number of new capabilities and provisioning 
of these services through an integrated XSEDE User Portal, our one-
stop shop for all things XSEDE. 
XSEDE has established itself as a program that is 
Leading the world in demonstrating how to provide 
cyberinfrastructure services and enable research 
and education. We are Laying the foundations 
for a fundamentally different future. In 50 
years, we expect that Leaders will Look 
back and note many important technical 
achievements, and I'm confident that 
they will view XSEDE as a seminal project 
affecting Long-term cultural, social, and 
technical changes for the benefit of our 
country and our planet. 
John Towns 




Victor Jongeneel leads the bioinformatics 
efforts of NCSA and the University of Illinois. 
He recently spoke with Access' Barbara Jewett 
about what bioi nformatics is-and is not. 
a. When we say bioinformatics, what exactly are we talking about? 
A. We're talking about something that's not really a science. 
Bioinformatics is, in a very broad sense, the application of computer-
based techniques to the handling and analysis of biological data. 
This can go from the very mundane, Like parsing data coming out 
of an instrument, to the very sophisticated, Like developing new 
methods and algorithms for analyzing multiple data sources and 
extracting various pieces of information from it. Bioinformatics has 
arisen as kind of a discipline over the Last 20-25 years, driven, I 
would say, by two different imperatives. The first one is that biology 
used to be a science where very Little data was generated; it was 
mostly observations. People doing experiments and recording-
manually, most of the time, or in pictures under the microscope-
what they observed for a particular organism and maybe some gels 
and ultracentrifugation experiments. Some techniques began to 
come online, particularly DNA sequencing, that produced data that 
you could no Longer paste in a notebook and analyze by hand. So 
you needed some kind of set of automated procedures to use it. 
And the second element is that, contrary to physicists or 
even chemists, quantitative reasoning and computer science are 
normally not part of the curriculum of an average biologist. So 
biologists were faced with a problem in that they had data they 
had to do something with and, for the most part, they had no idea 
how to handle this. So a small band of people started appearing, 
some of them biologists with more of an interest in computers and 
quantitative analysis than some of their colleagues. 
a. This would include you? 
A. This would include me. I took my first computer science course 
in graduate school. I had tried to take a computer science class 
, when I was an undergrad, and was told in no uncertain terms 
that computer science was absolutely useless for biologists, and 
that those computer resources were too precious to be wasted! 
(laughs) Anyway, the confluence of these two things-a science 
that was beginning to generate small but still appreciable volumes 
of data, and the Lack of training of most biologists-created a new 
discipline where there was a real need for people who knew how 
to use computers and knew enough about biology to figure out 
how computer skills could be applied to extracting information 
from biological data. That's really what bioinformatics is all about. 
Nowadays, of course, it has become a huge activity because the 
instruments biologists use are getting more and more sophisticated, 
and of course everything is digital now, as it is pretty much in all 
the sciences. So everybody needs at Least moderate computer skills 
to be able to do something with the data generated. 
Also, there are some areas of biology, so-called high-
throughput biology, where the paradigm has shifted from the 
traditional biology of doing experiments to answer a very specific 
question, to a modality where you take an interesting experimental 
system and you get Lots and Lots of data about that system and you 
hope you will be able to make sense of that data and explain some of 
the properties of the system. This is biology without a pre-existing 
experimental hypothesis. I would say that many in high-throughput 
biology have taken this too far. They just want to end up with Lots 
of data and then hand it over to bioinformaticians who have magic 
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wands and are going to make sense of the data. That is no longer 
bioinformatics and, unfortunately, that is not how it works. 
Bioinformatics is data driven. You have large datasets and 
you try to make sense of them. First getting information, then 
knowledge, out of data. Data are by themselves not informative. The 
first transformation brings raw data to informative data; the second 
step goes from informative data to knowledge, where you have a 
higher level of understanding. Once you understand more about the 
structure of the data you can better design your next experiment 
because you know what data to collect and how to collect it, so you 
can maximize the amount of information and knowledge that you 
get out of it. And that makes you a good scientist. 
a. When you joined NCSA and the University of Illinois two years 
ago, you saw a real need to bring data and computation together 
in the biomedical field. How are we progressing? 
A. I think right now we are in kind of a two-tiered world. There are 
a couple dozen research centers around the world where there has 
been the development of very significant computational capability, 
both from the standpoint of having the right hardware and 
storage and so forth to having the right kind of competence in 
bringing together biologists and computational scientists and the 
technologies to produce the data to drive this forward. An example 
in this country would be the Broad Institute of MIT or a place like 
Johns Hopkins, or some of our sequencing facilities like Washington 
University, or the Joint Genome Institute of the DOE. The largest 
genome sequencing facility in the world is BGI in China, and they 
have enormous computational capacity. Unfortunately, many other 
institutions have some data generating ability, but they do not have 
either the know-how or the facilities to really do large-scale biology 
and are struggling with how to develop both sides of the equation. 
Even places with decent computational facilities have not been able 
to bring them to bear on the biology data deluge. 
Here at Illinois, we are somewhere in between. We have a 
long-standing tradition in high-scale computing but have not really 
been serving the biomedical community. On the other hand, there 
has also been a very significant effort to develop high-throughput 
biology through the Biotechnology Center that makes available 
the core technologies for doing this kind of work and through the 
Institute for Genomic Biology (IGB), which brings the intellectual 
environment and expertise for doing it. And strangely enough, the 
high-performance computing and the high-throughput biology 
components have never worked together! One of the things I have 
been able to do is create a new campus unit, called HPCBio, which 
stands for High-Performance Biological Computing. This is a joint 
venture between the Biotech Center, IGB, and NCSA that serves 
the needs of campus researchers doing high-throughput biology in 
terms of expertise, user support, and computational resources. We 
started about two months ago. The main problem we have now is 
we don't have enough staff, and it is very difficult to find people 
with the right combination of skills to work in that environment. 
I'm hoping that there will be enough innovation at Illinois, 
and enough synergy between the biological/genomic component 
and the HPC component to capitalize on this discipline on campus 
and we get to be on par with the, "really big boys." What might 
help this is our partnership with Mayo Clinic. 
a. Can you share about that collaboration? 
A. Mayo Clinic has a major problem. They are fully committed to 
integrating genomic information about their patients into the 
personalized care that they deliver to those patients. Mayo has been 
known for a very long time as a provider of personalized medicine. 
They have a model that is patient centric. Each patient is seen by 
a team of physicians that puts together all the expertise needed to 
serve that patient's specific needs. This is very different from most 
medical centers where patients just get kicked around from one 
specialist to another, sharing access to that patient's medical record 
but rarely getting together to make holistic decisions. 
At Mayo, they want to put the patient's genome in the 
center of this decision-making process. To do that, they will have to 
sequence the genome of pretty much every patient coming into the 
clinic. Currently, Mayo is seeing about half a million patients a year. 
So even if the genomes are implemented gradually, they still will 
have a major informatics problem because with current technology, 
sequencing only the exome (the part of the genome which is most 
likely to have deleterious mutations in it) takes days to analyze on 
even a relatively large computer system such as they have at Mayo. 
Now even if you only want to sequence say a thousand 
patients a month, you have a problem. If you want to sequence 
10,000 patients a month you have an even worse problem. If you 
want to sequence the whole genome instead of an exome, currently 
it takes 10 days to analyze the data-for one patient. So we're 
working very actively with Mayo to develop not just techniques but 
maybe hardware solutions that will enable them to actually deliver 
on this promise. There's a lot of talk about the $1,000 genome, that 
you can produce all the data to analyze a human genome for $1,000 
or less. It is not a reality today but we are very close. There are 
already companies that will sequence a human genome for $3,000. 
There's technology on the horizon, but nobody knows yet if it will 
really work, that would dramatically reduce the cost of sequencing 
a genome not by allowing scientists to create more data, but by 
allowing them to create much less data but of better quality. This 
would also be extremely helpful in resolving the informatics problem 
because if the data volume is smaller it is easier to analyze and the 
amount of computational power needed also diminishes. 
a. Isn't NCSA developing some of this? 
A. The competition we're involved with is The Archon Genomics X 
Prize presented by Express Scripts® (http:/ /genomics.xprize.org). 
It is the only competition I'm aware of that challenges companies 
to sequence and interpret large numbers of human genomes in 
a limited amount of time. It starts in January 2013, but as we 
speak we're actually preparing the data that is needed to score 
the participants and the computer tools that will be needed to 
analyze the data. The software is being developed by EdgeBio in 
Maryland while NCSA is providing the computer infrastructure. And 
NCSA will also be tasked with scoring the results to see if any of the 
contestants can get the $10 million prize, since our computers can 
quickly analyze the data and determine the winner. 
Access I 6 I Sun~n~er 2012 
Access I 7 I Summer 2012 
V 
ISUALIZATION HAS BEEN AN 
INTEGRAL PART OF NCSA 
since its beginning. That 
tradition continues with 
the Blue Waters project. Though the 
early visualization work is mostly 
concerned with testing software 
functionality and performance, says 
Dave Semeraro, Blue Waters visualization 
team Leader, it is providing tantalizing 
glimpses of the science. 
As Petascale Computing Resource 
Allocations (PRAC) teams exercise the Blue 
Waters Early Science System (BW-ESS), NCSA 
staff members are performing application 
tests to ascertain system and application 
performance. These tests, done in collaboration 
with BW-ESS users, have produced datasets 
that are, in turn, being used by the Blue Waters 
visualization staff to test scalable visualization 
tools. Such tools enable science teams to explore 
the very Large volumes of data they will produce 
on the full system. 
NCSA staff members have been collaborating 
with the science teams since the initial PRAC 
awards were made. These collaborations have 
provided insight into the volume and type of 
data that each team will produce as well as their 
individual analysis needs. This collaboration 
immediately showed that the size of the data, the 
variety of data formats, and the domain-specific 
analysis needs would be the defining factors in 
formulating an effective visualization strategy. 
"The Blue Waters early science period has 
been instrumental in defining the visualization needs 
of the user community," explains Semeraro. "We have 
assisted users in Large-scale visualization projects. We have 
discovered and corrected flaws in some of our software. And 
we have added to the roster of supported software, all as 
direct results of the interactions we have had with the early 
science users. We Look forward to continuing this interaction 
with a broader spectrum of PRAC users as the Blue Waters 
system moves into production." 
For work with two of the BW-ESS teams, the visualization 
software packages Visit and Paraview were installed. Both suites 
offer the ability to ingest Large volumes of data, utilize distributed 
memory parallelism, and read a variety of data formats. 
Stan Woosley's supernova simulation team uses the Visit 
software. Blue Waters consultants collaborated with this team 
to verify that Visit was installed properly and was adequate to 
visualize the data produced in their early science runs. Blue Waters 
visualization consultants have begun to use this data to explore 
the scalability of Visit and to experiment with the visualization 
algorithms that the software provides. 
Visualization team members also collaborated with the PRAC 
team Led by Brian O'Shea. His team uses the Enzo code to simulate 
star formation and primarily depends on analysis software called YT 
that is designed for astrophysics research. The Enzo data was also 
used to test the data reader and rendering capabilities of other 
maintained analysis software. 
Blue Waters user support team members continue to 
collaborate with BW-ESS users to verify functionality 
and performance of visualization software suites 
and to assist the science teams in exploring 
their data. As time passes dataset sizes will 
grow and analysis will become far more 
challenging. Data output formats and 
algorithms may change as science 
teams continue their investigations. 
Blue Waters consultants 
are ready to assist the science 
teams in the task of data 
visualization and analysis. For 
more information, contact 
Dave Semeraro (semeraro@ 
illinois.edu) or Rob Sisneros 
(sisneros@illinois.edu). D 
ABOVE: Just like water in a kettle, the hot "bubble" (ice cream-cone-
shaped blob) wants to buoyantly rise against gravity in a simulation 
of kinetic energy of a Type Ia supernova conducted on the Blue Waters 
Early Science System. The bubble is a bit like the smoke cloud of a large 
explosion in that it is churning and rolling up into itself from the bottom 
causing further vortical motions. The wake behind the bubble, much like 
the wake of a boat, is also quite turbulent. OPPOSITE: An image of the 
initial condition of kinetic energy. 


FROM LEFT: Paul Wefel, Tim 
Boerner, David Wheeler. 
ave you ever wondered how your computer, internet phone 
service, laptop, smartphone, or gaming machine gets to the resources it 
needs to operate and provide you service? Or how NCSA supercomputers 
transfer data to sites thousands of miles away? It's the network! 
What would it be like to come to work and not have a functioning 
network? The NCSA Network Engineering group ensures that doesn't 
happen. Team members Tim Boerner, Paul Wefel, and David Wheeler 
see that NCSA staff, computing resources, and researchers are served by 
networks that are fast, reliable, and adaptable. 
To accomplish this requires thinking of networking in many layers, 
like an onion. The layers start at the outside with the physical copper 
and fiber cabling and go all the way inside to operating system specifics 
and application performance tuning. A deep understanding of the details 
of every one of these layers and the interdependence between them is 
required. Building a resilient and adaptable network requires complex 
engineering and architecture plans, deep knowledge of routing and 
switching platforms and protocols, as well as the solid fundamental 
knowledge of all the layers. 
Supporting services like Dynamic Host Configuration Protocol 
(DHCP) and Domain Name System (DNS) must work well for the network 
to appear functional. Often when a system is having a communications 
problem, people assume it's the network, so Net Eng must locate the 
true source of the problem. The team also monitors the many circuits 
that make up the NCSA LAN and WAN for errors, outages, and utilization, 
then uses the data to trend usage patterns and plan capacity upgrades. 
And they work closely with many other NCSA groups, like 
collaborating with security to provide feeds for a monitoring cluster, 
helping track down problematic hosts, and implementing security 
policies; working with systems and storage to design both ethernet 
and infiniband networks that will scale yet provide fast, reliable 
communications for the supercomputers; and providing network 
solutions for research needs to the NCSA labs that would not be possible 
within the normal environment. 
Much of what goes on at NCSA requires connectivity to external 
organizations. NCSA maintains a number of wide area circuits connecting 
the center to other networks like XSEDE, MREN, OMNIPOP, ICCN, and 
backbone networks like Internet2 and ESnet. Net Eng maintains all 
of that connectivity, plus works with peers at other institutions and 
at the regional network providers to make sure NCSA is positioned for 
connectivity to the next generation of backbone networks. 
So the next time you wonder why it takes a few seconds for a web 
page to open, consider instead how extraordinary it is to be able to 
access the world from your fingertips. Think about everything that has 
to happen in the background, on the network, to bring you that web 
page. Then thank a network engineer. D 

by Barbara Jewett 
An Illinois team uses NCSA resources to help chart 
the digital transformation of geospatial 
discovery and innovation. 
VERYBODY IS TALKING ABOUT BIG DATA 
nowadays," Shaowen Wang chuckles. "But 
we've been dealing with big data for years!" 
The "we" Wang is referring to is himself and 
his colleagues at the Cyberinfrastructure and 
Geospatial Information (CIGI) Laboratory, 
especially research scientists Van Liu and Anand Padmanabhan. 
Founded by Wang, CIGI is Located at the University of Illinois at 
Urbana-Champaign, where the trio holds appointments in both NCSA 
and the geography and geographic information science department. 
Geographic information systems (GIS) and related science is a 
highly interdisciplinary field, encompassing the earth environment, 
people, and technologies, explains Wang. Citing the "noticeable 
gap" between high-performance computing computational thinking 
and geospatial thinking, Wang says CIGI focuses on bringing 
together the two different realms, merging GIS tools, methods and 
applications with modern computation. That's why CIGI includes 
collaborators from multiple institutions that bring a wide variety 
of expertise to bear on the group's projects, most of which involve 
massive amounts of data. 
"We are experiencing dramatic digital transformations 
of managing our global environment across many scales-
understanding people's behaviors, activities, and how they are 
interacting with the environment-more than ever before," says 
Wang. "This is happening across science and engineering. In the 
geospatial world we see a huge acceleration happening, especially 
in such things as Google Maps and Google Earth, which just came 
out around seven years ago. This is now a huge industry together 
with vibrant science and engineering research. With GIS, we're 
talking about digital assets, and digital representations of our Life 
experiences, and how to understand those experiences mirroring 
the realworld." 
The CIGI dimensions 
The CIGI team hopes the research they conduct will soon empower 
a significant mass of users to have access to more advanced, more 
customized and more individualized geospatial intelligence services. 
Their mission is a Little bit Like Lewis and Clark, Wang says. The 
famed explorers "Corps of Discovery" mission two hundred years 
ago focused on the scientific and the commercial; CIGI seeks to aid 
science discoveries while also contributing societal benefits. 
Supercomputing technologies give the team some advantages 
to do detailed Large and multi-scale analysis and modeling that 
otherwise would not be possible, and also aid them in creating a 
benefit for the masses. Thus they Like to think of their team's work 
as having both deep and wide dimensions. 
Nowadays geospatial data and technologies broadly, and GIS 
in particular, are widely accessible. People can do simple analysis 
on their smartphones, says Wang, Like find the nearest restaurant. 
"This broad dimension to GIS is touching upon a Lot of people's 
Lives on the planet," he says. "There are some games Like where things 
are, those kinds of fun things, that help people actually appreciate 
more and more what this digital world is about." 
CyberGIS 
With a $4.4 million grant from the National Science Foundation 
(NSF), the CIGI team and their collaborators are working to develop 
CyberGIS, a comprehensive software framework that harnesses the 
power of HPC and cyberenvironments and integrates it with data 
management and visualization for GIS and associated applications. 
CyberGIS is focused on scientific problem solving and user-
friendliness and allows anyone interested in GIS-scientist, student, 
or Grandpa Joe-to access GIS tools. A true merger of "deep and 
wide." Through the GISolve Middleware project, the team develops 
the middleware necessary for seamlessly gluing software. The GISolve 
middleware is getting a good test through the CyberGIS project. 
The team is putting together a CyberGIS Gateway prototype. A 
number of users can simultaneously submit data-intensive computing 
tasks that run seamlessly on supercomputers, without being exposed 
to the supercomputing's complexity. 
One problem that they've run into is that all the analysis and 
modeling is conducted using NSF XSEDE resources, e.g., NCSA's Forge. 
Users jobs are submitted and must wait in the queue, just Like any 
other job. Academic researchers are used to queue waits, but for a 
problem that needs information back quickly, it could be problematic. 
And the wait time may cause a casual user interested in Learning 
more about GIS to become frustrated and Lose interest, and most Likely 
not return to the site. For instance, the small job created for me as 
part of their CyberGIS demonstration was still sitting in the queue 20 
minutes Later. 
Another concern is that Forge is being retired in September, which 
means the team needs to transfer to another XSEDE resource. Every 
resource change means an overhead of migrating/porting analysis and 
computation to a new computing environment, which takes time away 
from their research efforts. The team's dream is for a dedicated set of 
cyber resources for the project. 
Social media and public health 
Social media even gets into the geospatial digital mix. CIGI is 
using Twitter data to understand the possibility of early detection of 
flu outbreaks. They use keywords from tweets to get real-time data 
and see spatiotemporal distributions of possible flu cases and how 
spreading is occurring, using multiple spatial analytical methods. 
When Padmanabhan talks about "who" has flu it is in a very 
broad, impersonal sense, he notes. "Twitter may be collecting data, but 
in what we get we may not identify a particular person," he reassures. 
Currently there are two projects in the Twitter flu domain. Graduate 
student Yanli Zhao uses NCSA's Forge in order to analyze spatial patterns 
over days, weeks, and months. She Looks at where tweets reporting flu 
originate, hoping to identify flu hotspots. Preliminary results of spatial 
patterns of flu risk in the United States generated on a daily basis 
indicates the potential of the approach to serve as an early warning 
and detection of flu risk. More work is underway to validate the results 
with other flu reports. The other project Looks at the transportation 
patterns of these people since in our mobile society disease may spread 
more rapidly than in the past. 
"Today you tweeted you have flu. Are you on the move? Where 
are you going with this flu symptom and how are you spreading it?" 
Padmanabhan says, noting that where possible they try to identify 
from tweets the mode of transportation, such as airplane or car or 
train, as well as the geographic Location. 
The projects are further examples of the "deep and wide" 
dimensions of CIGI's vision. Graduate student Eric Shook uses 
supercomputers to model Large-scale geospatial dynamics at individual 
Level using flu spread as a case study, which parses with the deeper 
aspect of data modeling. Padmanabhan says one key aspect still in 
development is how to Link the social media data with other Local, 
regional, and global information. 
One day soon public health officials may be able to employ 
social media-based GIS and spatial analysis tools in their work. In the 
meantime, a paper the team wrote about their work with social media 
data will be published in an upcoming book. 
The big data 
And then there's the big data aspect to GIS. 
Probably the CIGI team's most data-intensive project was one 
they did Last year to help model the Midwest portion of the Mississippi 
River flood of 1927. The CIGI team began with Locating, retrieving, 
and processing 102 gigabytes of raw data from the multi-terabyte data 
inventory in the U.S. Geological Survey (USGS). 
"The project was a very interesting experience," says Wang. 
"Donna Cox from NCSA's Advanced Visualization Lab (AVL) approached 
us. She wanted to create data-driven visualizations of the Mississippi 
River Valley showing the extent of the destructive 1927 floodwaters for 
two artists. We were intrigued because the original idea Donna had was 
a digital terrain, and she knew it was going to involve GIS." 
The team wanted to understand the terrain from the geographic 
perspective using digital terrain data, and Cox's group had access to 
some historical maps, so the CIGI team worked hard to bring them 
together, says Wang. 
"This is what is called geospatial synthesis, meaning you have 
different sources of geospatial data you are trying to slice and dice," 
he explains. "In this case it would be reconstructing the difficult 
environment and also making sense out of that reconstruction, being 
able to communicate through the art forms to the audience." 
That art form was "The Great Flood," a 75-minute multimedia work 
of original music and film by experimental filmmaker Bill Morrison and 
guitarist and composer Bill Frisell. 
All involved in the movie's production agree the CIGI team's 
efforts were a success. Morrison's film employs documentary footage 
from the era, showing people coping with and fleeing from the 
flooding. Cox's team drew on a 1920s map of the river and the CIGI 
team's contemporary geospatial data to visualize a journey along the 
Mississippi, providing the context for those historical images. 
Wang is quick to credit Liu as the key person on the technical 
side when it came to synthesizing the digital elevation model data 
from USGS. 
USGS had the data, but the data is not designed for the 
purpose the CIGI team had: they wanted access to almost the entire 
collection of high-resolution data for the Midwest area. And while all 
the information they needed was available from public government 
databases it was not organized for friendly access. 
Getting the information from the huge USGS data inventory and 
dealing with various web sites, formats, resolutions, versions, and the 
non-trivial downloading operation required 1.5 weeks of human effort. 
A CIGI team led by Liu developed an intelligent tool to identify and 
automate the retrieval of the data into a format that could be used 
in the visualizations. With this tool, the entire collection of data was 
retrieved within 12 hours overnight. This tool, called NED Fusion, has 
been open sourced and contributed back to USGS for them to improve 
the data accessibility. The CIGI team also helped to assign coordinates 
to andre-project the historical map (called rectification in GIS term) 
so contemporary data, such as the Mississippi's current channel, could 
be aligned to it. 
But the average user cannot handle the complexity of locating 
and retrieving 102 GB of data from a multi-terabyte data inventory. 
That's why one of the lab's key focus areas is how to make big-data 
analysis widely available, especially when information is derived from 
large data sets or from several different sources in different formats 
with different semantics. 
"We want the methods, theories, and tools we are developing in 
the lab to empower and enable those in the arts, humanities, sciences, 
and engineering to understand the complex geospatial environment 
we have, and also how the environment and humans coexist together. 
Through this digital transformation process we hope to have rigorous 
scientific principles advanced and applied," says Wang. [J 
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m EVEN RESEARCHERS FROM THE UNIVERSITY OF Illinois at Urbana-Champaign have been selected to receive one-year fellowships that will enable them to pursue collaborative projects with the researchers 
and computer technology experts at the National Center for 
Supercomputing Applications. 
• Juan Loor (Animal Sdences) will work with the data analytics 
team led by NCSA's Michael Welge to develop a visual, interactive 
tool for studying and exploring bovine transcriptome data 
from previous studies that dealt with different nutritional 
interventions during late-pregnancy through early lactation. 
The data from liver, adipose tissue, and mammary gland 
tissue will provide a systems understanding of the underlying 
clusters and networks of genes that coordinate the functional 
adaptations of these tissues to the onset of lactation. The 
dynamics of the transcriptome will be assembled into a more 
~ holistic model by including whole-animal level data from the 
~ The 2012-2013 IACAT fellows are: same animals, e.g. milk production rate, changes in body 
~ weight, and changes in blood metabolites and hormones. i~ • Robert Brunner (Astronomy) will work with NCSA's Don Petravick ~ to develop a new technique for distinguishing stars and • Momdlo Markus (Illinois State Water Survey) - in collaboration ~ ~ galaxies in large, photometric datasets. Data from the Sloan with Kenton McHenry, leader of NCSA's Image, Spatial, Data ~~ 
~ Digital Sky Survey will be used to develop the new technique, Analysis group, and atmospheric science researcher Don ~ 
% which then will be applied to the upcoming Dark Energy Survey, Wuebbles will use computational modeling to predict the ~ ~ for which NCSA will serve as the data archive. flood peaks in northeastern Illinois for selected future climate ~~~ ~ scenarios. To do this, the team will modify the Variable ~~ %: • Prashant Jain (Chemistry) will work with NCSA's Sudhakar ?a ~~ Infiltration Capacity (VIC) hydrologic model for applicability ~ 
o Pamidighantam to develop a platform for computational to urban areas and will calibrate the model for present climate 
characterization and prediction of novel nano-optic phenomena. conditions. 
This platform will provide key design guidelines for engineering 
of optical resonances and electromagnetic fields using metal/ • Luke Olson (Computer Sdence) will work with Jeremy Enos, 
semiconductor nanostructures with utility in enhanced light Volodymyr Kindratenko, and Mike Showerman at NCSA to 
harvesting, ultrasensitive sensing, and induction of non- research more energy-efficient solvers for sparse matrix 
natural light-matter interactions in materials and molecules. computations, which play a major role in a wide variety of 
scientific simulations and represent a significant amount of % • Logan Liu (Electrical and Computer Engineering) and NCSA's ?Ja % both total simulation time and power consumption. ~ ~ Jong Lee plan to develop handheld water sensors that use ~~ i~ mobile smartphones' signal acquisition, processing, and • Rachel Whitaker (Microbiology) and collaborators at the ~ % transmission ability. Smartphone users will be able to measure Georgia Institute of Technology have developed a multi- ~/A % soluble chemicals in water samples, and the quantitative scale model of host-viral evolution that integrates molecular, % analysis results (along with geospatiallocations and temporal ecological, and evolutionary parameters. Working with NCSA's ~ ~ tags) will be pushed to supercomputing resources at NCSA. Mark Straka the team will port the code to high-performance ~~/ fl
i~ When hundreds and even thousands of "citizen environmental computing resources and perform large-scale simulations of the ~ 
inspectors" are equipped with the sensors, regional water co-evolution of hosts and pathogens. [] 
quality maps will be created and made publicly available. 
% ~ ~ ~ 
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NCSA PLANNING 500 
PETABYTES OF STORAGE 
CAPACITY 
NCSA is adding 380 petabytes of automated nearline storage 
capacity for data produced by scientists and engineers using the 
sustained-petascale Blue Waters supercomputer and to support 
other projects. The center plans to eventually scale this dynamic 
high-performance storage system to more than half an exabyte 
(>500 petabytes). 
"NCSA and the University of Illinois are creating this environment 
to enable our science and engineering partners to pursue scientific 
discovery and innovation. This environment fulfills the research 
community's tremendous need for big data services," says Michelle 
Butler, Leader of NCSA's Network and Storage Engineering team. 
"This nearline storage acquisition is part of NCSA's strategy 
to broadly support data-intensive research," says NCSA chief 
technology officer and deputy director Rob Pennington. 
NCSA will initially deploy four Spectra Logic 17-frame T-Finity 
tape Libraries, which will hold a total 244 IBM TS1140 tape drives 
and will house more than 19,000 media slots in each Library. In 
2013, NCSA will deploy two more Libraries with an additional 
122 tape drives. This environment will provide 380 petabytes of 
raw data storage. 
By the end of year one of operation for the Blue Waters 
supercomputer, NCSA projects that the system will hold 50 
petabytes of science and engineering data-more than any other 
U.S. research institution. NCSA will use a RAIT (Redundant Array of 
Independent Tapes) technology developed by NCSA and the HPSS 
consortium, a new feature of HPSS that provides data integrity and 
protection through parity technologies for the tape subsystem. 
"At this scale, we can't afford a mirror copy, but through software 
development and engineering we can still afford to provide data 
integrity," Butler explains. 
FORGE DECOMMISSIONED 
IN SEPTEMBER 
On Sept. 28, 2012, NCSA's DelljNVIDIA cluster, Forge, will be 
decommissioned due to Lack of ongoing support. Support for Forge 
has come primarily from the National Science Foundation, but there 
are also allocations supported by the University of Illinois, NCSA's 
Private Sector Program, and the NCSA Director's Office. 
The batch queues on Forge will be set to drain by 5PM September 
28. After this time, batch jobs that remain in the queues will 
not be executed. User access to the Forge Login nodes will be 
available until Sept. 30 to allow for data retrieval. Data remaining 
in the scratch, projects, and home directories after Sept. 30 will 
be deleted. 
Those with Extreme Science and Engineering Discovery Environment 
(XSEDE) allocations for Forge can have their allocation migrated 
to Keeneland, a new GPU cluster being deployed by a partnership 
between Georgia Tech and the National Institute for Computational 
Sciences. XSEDE allocations may be migrated to Keeneland any time 
until September 28. 
If you require assistance in migrating your codes or data, please 
contact the NCSA Consulting Office at 217-244-1144 or consult@ 
ncsa.illinois.edu. For allocation questions or questions about 
requesting a transfer, contact allocations@xsede.org. 
Allocations supported by the University of Illinois or the NCSA 
Director's Office will expire by Sept. 30. Researchers with these 
allocations are encouraged to consider investing in the Illinois 
Campus Cluster or pursuing an allocation from XSEDE. 
The Illinois Campus Cluster Program is an ongoing service in 
support of shared computing resources for the campus. Investors 
are Illinois researchers and Illinois campus units. 
Forge's decommissioning does not affect access to NCSA's iForge 
cluster, which is designed specifically for the needs of NCSA's 
industrial partners. Those interested in using iForge as part of 
NCSA's Private Sector Program are encouraged to contact Evan 
Burness at eburness@ncsa.illinois.edu. 
If you have questions or concerns about Forge's decommissioning, 
please contact John Towns, director of Collaborative 
Cyberi nfrastructure Programs, jtowns@ncsa. illi nois.edu. 
RESEARCHER COMPILES DATA ON THE DESKTOP FOR DAYS. 
A biologist struggles to analyze huge amounts of data. 
An engineering team runs a project on the Local cluster 
but needs to find a more powerful solution. 
These researchers, scientists, and engineers need help to move 
beyond the technology problems so they can solve the science 
problems. They are Learning that the solution often comes in the 
form of Campus Champions, volunteers who are knowledgeable, 
committed staff who serve as a source of information, guidance, 
and support for their institutions. 
Campus Champions is a three-year-old program that XSEDE 
supports, extends, and expands to further push scientific discoveries 
via supercomputing resources. 
In August 2011, the program added its 100th institution, and 
now more than 130 individual champions are serving as conduits 
to supercomputing information and resources. Campus Champion 
Jeff Pummill of the University of Arkansas said the addition of the 
100th institution is a testament to how making needed connections 
and providing benefits to the research community can cause an 
organization to grow quickly and build a solid reputation. 
Champions meet with researchers on a regular basis; network 
with and Learn from other champions via conferences and meetings; 
host meetings, orientations, seminars and events to increase 
awareness of supercomputing resources; provide assistance with 
allocations; and remain well-informed about resources- especially 
those available at the national Level such as XSEDE. 
Especially at Larger institutions, it can be difficult for 
researchers to be aware of all the resources available to them. That 
is where a champion can make a big difference. Campus Champion 
Kim Dillman of Purdue University sees herself as a translator, putting 
her experience to work to bridge information gaps and help users 
with various Levels of expertise make the most of the available 
hardware, software and user support. 
XSEDE is more about the people and the use of the resources 
than it is about the hardware," Pummill said, "and that shift came at 
a really good time. There is still an emphasis on hardware, and that's 
not going away," he added, "but XSEDE provides a greater emphasis 
on how to more effectively use the resources." 
In addition to helping spread awareness of XSEDE, champions 
also help recruit new champions, provide valuable feedback to XSEDE 
Leadership, and encourage new users to Look at the national resources, 
especially researchers from disciplines that haven 't been exposed 
to supercomputing before. There are personal benefits to being 
a champion, as well. Kay Hunt of Purdue University manages the 
program and said being a Campus Champion can enhance a person's 
resume or CV, adding value to a job search or prospective promotion. 
Jeff Gardner of the University of Washington is a Campus 
Champion and a researcher currently working on a project that 
simulates Large chunks of the universe to study how Large-scale 
cosmic structures and galaxies form. "Having Lived on the other 
side of the fence, one of the challenges was that things are always 
changing, and how do you keep the community aware of that?" 
he said. "At our institutions, most of us have multiple roles, and 
Campus Champions is one tool in our arsenal." 
Whether a champion is a systems administrator, IT faculty or 
staff, a computer science or math professor, the CIO, deputy CIO, 
or a researcher, each one volunteers because there is a need for 
the champion's expertise. Champions know that every successful 
supercomputer project requires a certain Level of knowledge, and 
having that information is especially critical when someone is just 
getting started. As Pummill said, "Currently there is no better way 
to make that connection than through the Campus Champions." 
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m CSA'S ADVANCED VISUALIZATION LABORATORY {AVL) created data-driven scientific visualizations of Hurricane Katrina and the harsh terrain of Venus for "Dynamic Earth," a new immersive digital fulldome production 
that follows the trail of energy that flows from the sun into the 
interlocking systems that shape our climate: the atmosphere, 
oceans, and the biosphere. 
The film, narrated by actor Liam Neeson, debuted Feb. 4 at the 
Denver Museum of Nature & Science during the annual meeting of 
IMERSA, an association of giant screen professionals. The movie is 
currently showing at the National Air and Space Museum's Albert 
Einstein Planetarium in Washington, D.C. and other Locaitons. The 
movie is distributed worldwide by Spitz, Inc. and Evans & Sutherland. 
"'Dynamic Earth' melds together the educational, scientific, 
and entertainment values that are the hallmarks of the planetarium 
community," says Mike Bruno, co-producer of "Dynamic Earth" and 
Spitz creative media director. "It's especially great when an effort 
Like this produces a program that is as beautiful as it is educational. 
This show is action-packed as well as visually stunning." 
Based on satellite data and supercomputer simulations, the 
AVL team created three key sequences for the film: a full-motion 
visualization of Hurricane Katrina; a detailed recreation of Earth's 
hellish alter ego, Venus; and a depiction of the heliosphere based on 
recent insights gained by the Cassini and IBEX missions. 
Director Thomas Lucas says Venus serves as a way to show the 
extreme power of high C02 concentrations, calling it "a planet gone 
wrong." 
"We wanted to show how Earth deals with a major external 
force, the solar wind. Venus doesn't have a magnetic field Like Earth 
does," he explains. "Part of the secret of Earth's success is its ability 
to fend off the solar particles that strip Venus' atmosphere of Lighter 
elements such as oxygen and hydrogen. Earth takes in a portion of 
the solar energy that comes its way and uses it to drive its climate 
systems." 
The Katrina visualization was equally complex, consuming 
months of computing time and human effort. A hurricane research 
team Led by Wei Wang at the National Center for Atmospheric Research 
(NCAR) computed the evolution of the storm using a complex 
numerical weather prediction model. Running this mathematical 
model on NCAR's Bluefire supercomputer yielded terabytes of data, 
which AVL then transformed into a striking animation of the storm 
as it was gaining energy over the warm ocean. Volume-rendered 
clouds show abundant moisture. Trajectories follow moist air rising 
into intense "hot tower" thunderstorms and trace strong winds 
around the eye wall. The sun, moon, and stars show the passage of 
time. (See the Summer 2011 issue of Access for more information.) 
"You see the majesty of the hurricane from a distance, and as 
you go in you see the inner workings and details of the simulation," 
Patterson says. 
"Our team adapted AVL.s software to handle the data-intensive 
visualizations," says Donna Cox, Leader of AVL. "We enjoyed working 
with the Dynamic Earth Production Group. They understood and 
appreciated the technical challenges that we were facing to render 
the shots." 
"Dynamic Earth" is the result of a two-year collaboration 
between Spitz, AVL, NASA's Scientific Visualization Studio, and 
Thomas Lucas Productions, Inc., in association with the Denver 
Museum of Nature & Science and NASA's Science Mission Directorate. 
The collaborating teams previously produced "Black Holes: The Other 
Side of Infinity," which has been seen by millions of people in 15 
Languages at nearly 200 theaters around the world. 
"The NCSA team has a real passion for taking people to places 
they've never been," Lucas says. "Their approach is to delve into a 
deeper reality that's illuminated by scientific investigation. They 
consistently produce sequences that are dramatic and beautiful, 
while being informed by intensive supercomputer-based modeling." 
Lucas also praises the AVL.s attention to detail. "The NCSA 
team simply cannot operate without the end goal being a perfect 
product," he says. "On these big screen projects, it's so crucial, 
because any imperfections that might be there will be magnified. 
These giant dome screens demand not only drama but incredible 
details and camera movements that really pull you along." D 
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www.dynamicearth.spitzcreativemedia.com 
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