Abstract
Introduction
Ad hoc networking has become a critical technology for wireless nodes to communicate with each other in environments where there is no network infrastructure. The ad hoc network architecture will be widely used in a variety of applications including wireless sensor networks, disaster recovery, and military on-the-field communications.
Recently there has been increasing interest in studying the scaling laws of the capacity of large scale wireless ad 1-4244-2575-4/08/$20.00 @2008 IEEE hoc networks. The capacity of a wireless network is a fundamental performance metric that characterizes the longterm throughput of each source node to its destination. The scaling laws of the capacity is dictated by many different aspects of the network, for example, network architecture, radio interference model, node communication paradigm, traffic locality, node mobility, power and bandwidth constraints. A solid understanding of the capacity scaling laws is important for the design, planning, and performance characterization for various network scenarios.
Many of the previous studies of the wireless network capacity have focused on the many-to-many node communication paradigm first considered in [7] , where every node is a data source, and the destination of a source node is randomly chosen within the network. Recently, the network capacity of several other communication paradigms have been investigated. These include the one-to-one relay capacity, where there is only one source-destination pair while other nodes serve as relays [4] ; the many-to-one capacity, where all of the nodes send data to one sink node [13, 5, 3] ; the broadcast capacity, where one node broadcasts data to all of the other nodes in the network [19, 9, 14] ; and the multicast capacity, where some nodes send data to other nodes in their respective multicast groups [8, 11, 18] .
In this paper we consider a different communication paradigm that has not been studied before, namely, the data gathering paradigm. In this paradigm, not every node has data to send, and not every node can be a destination. A subset of the nodes send data to some designated destinations while other nodes without their own data serve as relays. This some-to-some communication paradigm is widely present in many application scenarios, and in some cases perhaps more prevalent than other paradigms. For example, in a wireless mesh network, only nodes that have data will send to selected access points or gateway nodes. Also, in many wireless sensor network applications, only those sensors that have sensed interesting events have data to send, and the data sinks are usually chosen from some designated nodes in the network.
The goal of this work is to study the scaling laws of the data gathering capacity of a wireless network. Interesting questions arise. How does this capacity scale with the number of source nodes, the number of destination nodes, as well as the total number of nodes in the system? How does the capacity compare with those of other com.munication paradigms? What are the design and performance implications? Answers to these questions will fill an important gap on our understanding of the capacity for various communication paradigms, and lead to better network design and planning tools for a range of wireless network applications.
We obtain the upper and constructive lower bounds of the data gathering capacity. Based on the results we explore their design and performance implications. First, we find that the upper bound of the data gathering capacity is constrained by different factors and exhibits distinct scaling behaviors in different scaling regimes of the number of destination nodes. Specifically, consider a random wireless network of n nodes, among which there are s(n) randomly selected source nodes and d(n) randomly selected destination nodes. Each source node is randomly mapped to a destination node. If the number of randomly selected destination nodes is asymptotically less than Jn/ log n, the capacity is constrained by the number of destination nodes. The network has enough transport capacity to saturate all of the destination nodes. Otherwise, the capacity is constrained by the transport capacity of the network. The scaling behaviors of the capacity is illustrated in Figure 1 .
The characterizations of the capacity allows us to identify the bottleneck of the data gathering capacity for given network scenarios and choose proper approaches to improve the capacity. For example, when the capacity is constrained by the number of available destination nodes, it is beneficial to add extra destination nodes. On the other hand, if the capacity is constrained by the network transport capacity to relay the packets, adding more destination nodes will not result in substantial capacity improvement.
We devise a node transmission scheduling algorithm and a routing algorithm to obtain an constructive lower bound of the data gathering capacity. We find that in certain scaling regimes of the number of source and destination nodes, there is a gap between the constructive lower bound and the upper bound of the data gathering capacity. This gap is attributed to the random selection of the source and destination nodes among the nodes and the random mapping between them. Based on our analysis, in Section 5 we propose several mechanisms to improve the constructive lower bound and hence narrow the gap.
The remainder of the paper is organized as follows. In Section 2 we describe the network model. butions of this paper is summarized in Section 3. We derive the upper bound and constructive lower bound of the data gathering capacity in Section 4 and 5, respectively. We finally conclude the paper in Section 6.
Network Model
We consider a dense network where n wireless nodes are distributed in a unit area square uniformly at random. Not every node has data to send, and not every node can be a receiver. A subset of nodes are sources, which have data to send to some designated destination nodes. We assume that, among the n nodes, there are s(n) randomly selected source nodes and d(n) randomly selected destination nodes. Each source node is randomly mapped to a destination node. Without loss of generality, we consider the case where the number of source nodes is no less than the number of destination nodes, i.e., s(n)~d(n).
Note that the above traffic model can also be used to model scenarios where a smaller number of source nodes send independent data to a larger number of destination nodes, Le., s(n) :S d(n). This differs from multicast as the data to the destination nodes are independent, while in multicast the same data are sent to the destination nodes.
All of the nodes share a common wireless channel. Each node has a common transmission range r. For simplicity, we assume each node can transmit data at a rate of 1 bit/sec over the channel when scheduled. There is only a constant factor in the final results if the actual node transmission rate is W bits/sec. A time-division multiplexing (TDMA) scheme is used for scheduling data transmission over the wireless channel. Time is divided into fixed dura- [17] . In this approach, sensor data is routed and stored at nodes rather uniformly across the network using a distributed hashing table system. Also, in other sensor network applications, independent users with different interests may query sensors at different locations, which can be approximated by the some-to-some communication model. Useful Known Results of Maximum Occupancy.
In the construction of lower bound in Section 5, we will need to use the following known results on the maximum occupancy of randomly locations.
Suppose a total number of m nodes are distributed into n equal sized areas independently and uniformly at random.
Let M (m, n) denote the maximum number of nodes located in each area. We want to know the scaling behaviors of M(m, n). This can be mapped to the well known "balls into bins" problem. The following maximum occupancy result is adapted from [16] tion slots. In each time slot, certain nodes are scheduled to send data. A node cannot transmit and receive data simultaneously, and a node can only receive data from one other node at a time.
We adopt the Protocol Interference Model introduced in [7] . A transmission from node Xi is successfully received by node X j if the following two conditions are satisfied: (i) Node X j is within the transmission range of node Xi, Le., IX i -X j I~T, where IX i -X j I represents the distance between node Xi and node X j in the plane; (ii) For every other node X k that is simultaneously transmitting over the same channel, IXk -Xjl 2: (1 +~)IXi -Xjl. This condition guarantees that for each successful transmission, there is a guard zone around the receiving node such that no nodes in the guard zone can transmit the same time. The radius of the guard zone is (1 +~) times the distance between the sender and receiver. The parameter~is a fixed positive constant that determines the size of the guard zone.
The protocol interference model tries to capture the behavior of existing protocols such as IEEE 802.11, and hence has important practical implications. A more realistic interference model is the physical model, where a transmission is successful if the signal-to-interference-noise ratio (SINR) is above a threshold. In this paper we focus on the protocol model but we expect similar results hold for the physical model.
We study the asymptotic capacity scaling law of the data gathering networks. An event is said to occur with high probability (w.h.p.) if its probability tends to 1 as n~00. The per source node data gathering capacity of a wireless network is defined as follows.
M(m,n)
e(r;t),
Definition 1 Consider a wireless network where n nodes are distributed in a unit area square uniformly at random.
Among the n nodes there are s(n) randomly selected source nodes and d(n) randomly selected destination nodes. Each source node is randomly mapped to a destination node. The throughput capacity per source node A(n, s(n), d(n)) is the number ofbits per second that every source node can transmit w.h.p. to its destination.

Throughout the paper we use O(g(x)), O(g(x)
and 8(g(x) ) to represent the asymptotic upper, lower and tight bounds of function 9 (x).
In practice, the mapping between source and destination nodes may not be uniformly random. For example, if the goal is to send data to any of the data sinks (anycast), a sensor is more likely to send its data to the nearest data sink rather than to far away ones. In this case, the locality of the data traffic plays an important role in determining the data gathering capacity. Nevertheless, there are many application scenarios in which the uniformly random mapping model makes sense. A good example is the geographic hash table (GHT) mechanism proposed for data-centric storage When m 2: en log n for some constant c, the maximum number of nodes in each area is of the same order as the average number m / n. However, when m « n log n, the maximum number in each area start to deviate from the average. In the special case where m = n, we have M (m, n) = log n/ log log n, which is much larger than the average one node per area. Depending on the scaling regimes of the number of destination nodes, d(n), the upper bound of data gathering capacity is constrained by different factors and exhibits different scaling laws, as illustrated in Figure 1 .
• d(n) = W(Vlo;n)' When the number of destination nodes is asymptotically larger than V10;n' the upper bound becomes:
.
In this case the data gathering capacity is limited by the network transport capacity. In the special case where
which recovers the results in [7, 10] .
•
When the number of destination nodes is asymptotically equal to or smaller than V10;n' the upper bound becomes:
For certain scaling regimes of s(n) and d(n), there is a gap between the constructive lower bound and the upper bound. This gap is attributed to the random selection of the source and destination nodes and the random mapping between them. Based on our analysis of the gap, in Section 5 we propose mechanisms to improve the constructive lower bound and hence narrow the gap.
Upper Bound on Data Gathering Capacity in Random Networks
The upper bound of the data gathering capacity is determined by three factors. These are: 1) sender capacity constraint, 2) receiver capacity constraint, and 3) network transport capacity constraint. In the following we will first derive the three capacity constraints, obtain the upper bound, and then examine its scaling behaviors in different regimes.
Sender capacity constraint.
The sending rate of a source node over the wireless channel is 1 bit/sec. The per-source capacity cannot exceed this rate, Le.,
Receiver capacity constraint.
There are d(n) receivers, and at any time instant, a receiver can only receive data from one other node at 1 bit/sec. Since there are s(n)
source nodes, the per-source capacity is constrained by 3. Network transport constraint. The per-source throughput is constrained by the network transport capacity as packets are transported from the source to the destination in the network. The derivation of the network transport capacity per source node is similar to that in [7] , with a change in the number of source nodes.
Under the protocol model, the receivers of successful transmissions cannot be within distance~r(n) of each
In this case, the data gathering capacity is limited by the number of destination nodes. The network has enough transport capacity to saturate all of the destination nodes.
The characterization of the upper bound allows us to identify the bottleneck in the data gathering network for a given network scenario, based on which we can choose proper approaches to improve the capacity. Specifically, when the capacity is constrained by the number of available destination nodes, it is beneficial to add extra destination nodes. On the other hand, if the capacity is constrained by the network transport capacity to relay the packets, adding more destination nodes will not result in substantial capacity improvement. Instead, one can consider adding more relay nodes or other capacity improvement approaches, for example, exploiting node mobility [6] , adding infrastructure [12] , using coherent beam-forming [1] or multiple-input multiple-output (MIMO) techniques [2] , etc.
We further obtain a constructive lower bound for the data gathering capacity of a random wireless network. Squarelets K Sn distance apart form an equivalence class. The shaded squarelets form one such equivalence class.
A(n, s(n), d(n))
• We further divide the squarelets into K 2 equivalence classes, where K is a positive integer and we require • We then choose the transmission range of each node to be r = J5sn, the maximum distance between two arbitrary points in neighboring squarelets. Therefore, a node can communicate with any node in the neighboring squarelet.
• We divide the unit area square into squarelets of side length Sn = J3logn/n as in [10] . It has been proved that all of the squarelet are occupied by at least one node with high probability.
Node scheduling scheme
We now construct a node scheduling scheme and show an important property of the schedule.
A(n, s(n), d(n)) = c' In/logn >.(n, s(n), d(n))~s(n) ,
for some constant c' > O. (5) other. Each successful transmission thus occupies at least a disk of radius~r(n) /2. The number of simultaneous transmissions in the unit area square is bounded from above by 7r~'2;(n)'2.
As the source and destination nodes are independently and uniformly distributed in the unit area disk, and each source node chooses the destination node uniformly at random, the mean path is 8 (1) . Thus the mean number of hops taken by a packet is at least c/r(n) for some c > O. Since each source generates
A(n, s(n), d(n)) bits/sec, the aggregate data rate from all source nodes is at least cs(n)A(n,s(n),d(n». We have r(n)
It has been shown in [7] that r(n) > Jlog n/ n is necessary to guarantee that the network is connected with high probability. Therefore, Finally, combining the results of the above three capacity constraints, equations (3) , (4) , and (5) , and using the assumption that d(n)~s(n), i.e., d(n)/ s(n)~1, we obtain the following upper bound:
In this section we first present a node transmission scheme and routing scheme and derive a constructive lower bound of the data gathering capacity. We then examine the scaling behaviors of the lower bound in different scaling regimes of the number of source and destination nodes. Finally, we investigate the gap between the lower and upper bounds and propose approaches to improve the constructive lower bound and hence narrow the gap. This construction readily lends itself to a TDMA scheme with the following property. 
Routing algorithm and capacity
In the above construction, the unit area square is divided into squarelets of side length Sn = J31ogn/n. There are In/31ogn rows and In/31ogn columns of squarelets. We index each squarelet by its row and column numbers. Packets from a source node to the destination node are routed in a squarelet-to-squarelet fashion along a Manhattan path. Specifically, packets from a source node in squarelet (i,j) to a destination node in squarelet (u,v) are routed in two phases. (1) from squarelet (i,j) horizontally to squarelet (i,v), and (2) from squarelet (i,v) vertically to squarelet (u,v) .
From the construction, the size of the squarelet is large enough so that all squarelets are occupied by nodes whp, and the transmission range of each node is large enough to reach any node in the neighboring squarelets. Therefore, packets can be relayed along the rows and columns continuously throughout the network.
Phase 1: Horizontal relay from source node. In the worst case, a squarelet needs to relay horizontal packets for all of the source nodes that are located on the same row. Since s(n) source nodes are randomly and uniformly distributed in In/31ogn rows, the maximum number of sources nodes whose packets go through a squarelet horizontally is
M(s(n), In/31ogn).
From Lemma 2, nodes in a squarelet can relay packets to neighboring squarelets at a rate of 1 bits/sec once every constant number of time slots. Therefore, the capacity of the horizontal relay per source node is 
M(s(n), d(n)).
Note that if the source nodes are randomly and evenly mapped to the destination nodes, each destination node will be the receiver of exactly s(n) / d(n) source nodes (for simplicity, assume that s(n) is exactly divisible by d(n)).
As in the horizontal relay phase, the maximum number of destination nodes located in each column is In/31ogn) . Therefore, the capacity of the vertical relay per source node is ( 1 ) n bits/sec.
M(s(n), d(n))M(d(n), In/31ogn)
Combining the capacity analysis of phase 1 and phase 2, the final constructive lower bound of the data gathering capacity is constrained by the lesser of the two phases. Ignoring the constant factor, we have
This completes the proof of Theorem 2.
Scaling behavior of the lower bound
The scaling behaviors of the above capacity lower bound depend on the scaling regimes of s(n) and d(n).
In the following we derive the scaling behavior of the lower bound in different scaling regimes of s(n) and d(n).
• 0~(3 > 1/2.
Based on Lemma 1, the maximum number of source nodes per row in the squarelets structure is
The maximum number of source nodes per destination node is
The maximum number of destination nodes per column in the squarelets structure is
Therefore, the constructive lower bound on the capacity is
Note that when a > (3, the lower bound is of the same order as the upper bound obtained from equation (1), i.e., the combination of the aforementioned scheduling and routing schemes achieves order-optimal data transport capacity. However,when a == {3, there is a degradation factor of log log n/ log n. Due to the random mapping between the source and destination nodes, a destination node may serve as many as log n / log log n source nodes, resulting in the capacity degradation. In the special case of a == (3 == c where 0
nlogn ogn
If a load balancing scheme is used such that there is a one-to-one random mapping between source and destination nodes, Le., each destination node is the destination of exactly one source node. The capacity scales as 8 (~). This recovers the result in the Gupta vn10g n and Kat work [7] and the Guarani and Viswanath work [10] , where the one-to-one random mapping between source and destination nodes is assumed.
• a > 1/2 > f3
In this case we have Therefore, the lower bound on the capacity is
We have shown that the constructive capacity lower bound for the case a > f3 > 1/2 is order-optimal (Le., on the same order as the upper bound). It is easy to verify that the same holds for the cases a > 1/2 > {3 and 1/2 > a > f3. The scaling laws of the capacity in the different regimes of the source and destination nodes are summarized in Figure 3 . Here we only consider the case where a 2: (3. As mentioned in Section 2, the case where a ::; {3 corresponds to the scenario that a smaller number of source nodes send independent information to a larger number of destination nodes, and its capacity is symmetric to the case where a 2: f3.
8 ( 1 ) vn2a-llogn Therefore, the lower bound on the capacity is 
Gap between the lower and upper bounds
Above we briefly touched upon the issue that there is a gap between the constructive lower bound of the capacity and the corresponding upper bound in certain scaling regimes of the number of source and destination nodes. Recall that there is a degradation factor of log n / log log n in capacity when a == {3 > 1/2 compared to the case when a > f3 > 1/2. In the following we further examine the gap between the lower and upper bounds. Based on the analysis, we suggest approaches that can improve the constructive lower bound and hence narrow the gap.
Comparing the analytical expressions of the upper and lower bounds given in equations (1) and (2) , it can be observed that a gap between them is possible due to the random locations of the source and destination nodes, as well as the random mapping between the nodes.
First, as the source and destination nodes are randomly selected in the network, these nodes could be geographically concentrated in a small area and need to share the network transport capacity in the area. For the above scheduling and routing schemes, the lower bound is affected by the maximum number of source and destination nodes located in each row or column in the squarelets structure. Note that this effect is not limited to the specific routing scheme (Manhattan routing) used in the construction, but is also present in other deterministic routing schemes.
Second, due to the random mapping between the source and destination nodes, there could be traffic concentration on some of the destination nodes. To this end, the lower bound is affected by the maximum number of source nodes that a destination node receives data from. Based on the maximum occupancy results, the maximum number of source node to a destination node is on the same order of the average number when
The above analysis on the possible gap between the lower and upper bounds readily lends itself to methods of improving the constructive lower bound of the data gathering capacity.
• Geographic distribution of source and destination nodes. It is desirable to locate source and destination nodes geographically evenly in the network to avoid node concentration. For example, in a wireless ad hoc or sensor network, it helps to place gateway nodes or sink nodes evenly in the network.
In the construction, the unit area square network is divided into squarelets of side length y'310g n / n. There are y'n/310g n rows and columns of such sqaurelets, and a node in each squarelet can successfully transmit to its neighboring squarelet once very constant number of time slots. According to the maximum occupancy results, if the number of source (destination) nodes is asymptotically greater than Vii, the maximum number of source (destination) nodes located in a row (column) is on the same order of the average value. In this case there is no significant benefit to relocate the source or destination nodes. On the other hand, if the number of source (destination) nodes is asymptotically smaller than Vii, the maximum number of source (destination) nodes per row (column) starts to deviate from the average value. In this case it is beneficial to locate source or destination nodes evenly in the network.
• Mapping between source and destination nodes. It is desirable to map source nodes evenly to destination nodes to avoid traffic concentration. Ideally, we want to have a load balancing scheme that maps the same number of source nodes to each destination node, i.e., for the same destination node is log n / log log n, much larger than the average value s(n) / d(n) = 1. The load balancing at the destination nodes now becomes beneficial.
Conclusion
In this paper we study the data gathering capacity of large scale multihop wireless networks. The data gathering communication paradigm represents the network scenarios where a subset of nodes send data to some designated destination nodes, while other nodes serve as relays. This some-to-some communication paradigm is prevalent in many wireless network applications. We derive the upper bound and constructive lower bound of the capacity, and analyze their scaling behaviors in different scaling regimes of the number of source and destination nodes. We find that the capacity is constrained by different factors and exhibits distinct scaling behaviors in the different scaling regimes of d(n ). The characterizations of the capacity allows us to identify the bottleneck of the data gathering capacity for given network scenarios and choose proper approaches to improve the capacity. For example, when the capacity is constrained by the number of available destination nodes, it is beneficial to add extra destination nodes. On the other hand, if the capacity is constrained by the network transport capacity to relay the packets, adding more destination nodes will not result in substantial capacity improvement. For future work we plan to study the data gathering capacity when there is some infrastructure (well connected base stations) in the network.
