I Introduction
Ten years ago, Bowman (2000) was worried that tropical forests had slipped off the political agenda, but his fears have not been realized. A Reduced Emissions from Deforestation and Degradation (REDD) scheme, to assist developing countries to reduce emissions of carbon dioxide from forest exploitation, is expected to be a central contribution of those countries to the successor to the Kyoto Protocol to the United Nations Framework Convention on Climate Change (UNFCCC, 2009). The areas of forest biomes are key indicators used to monitor progress in implementing the UN Convention on Biological Diversity (UNCBD, 2006) .
Environmental scientists therefore have a responsibility to make clear global knowledge statements about 'the tropical forests', supported by accurate information on globally aggregated parameters representing key attributes, such as forest area, carbon stocks and biodiversity. Their ability to do this is constrained in two ways. First, little systematic attention has been paid to how to construct reliable global environmental knowledge. Second, tropical forest change is subject to persistent uncertainty (Grainger, 2008) . Is it, like climate change (Saloranta, 2001 ), a 'post-normal' phenomenon? Such phenomena are so complex that uncertainty cannot be reduced fully by 'normal' methods of scientific knowledge construction, which are limited by compartmentalization between disciplines and difficulties in working with multiple spatial scales (Funtowicz and Ravetz, 1993) . To test the relevance of this hypothesis, this paper examines how global knowledge is currently constructed about tropical forests, referring mainly to publications since 2000. It finds that limitations linked to compartmentalization and scale are present. In the absence of formal rules for constructing global knowledge, informal rules have proliferated, increasing the spread of estimates. It recommends paying more attention to measuring the whole planet, by converting satellite and other global data into information, and to devising generic rules to convert this into reliable knowledge about the global environment.
After introducing key concepts (sections II-V), the paper examines the rules which environmental scientists use to produce generalizable and communicable global knowledge about changes in forest area (sections VI-IX), carbon (section X), biodiversity (section XI) and ecosystem services (section XII). It ends by discussing the implications of this analysis for implementing REDD (section XIII).
II Tropical forests
The tropics is a geographical zone situated between the Tropics of Cancer and Capricorn (latitudes 23 N and 23 S, respectively). It can be roughly divided into the humid tropics and the dry tropics. The humid tropics is situated in a band centred on the Equator. Moving north and south from the Equator the climate generally becomes drier and more seasonal. A forest is 'a continuous tract of trees' (Whittow, 1984 ). An area is classed as forest by the UN Food and Agriculture Organization (FAO) if tree canopy cover is at least 10% (Lanly, 1981) . Governments may designate land as forest even if it has no tree cover, but forestry is the specified use or the land has certain characteristics which enable it to be classed as 'forest land' over which the state has legal rights (Lund, 1999) . This complicates official statistics.
Forests as defined by Whittow or FAO are differentiated in four main ways:
(1) Composition. Forests vary in the number of species they contain, and in the proportions of species with commercial woods. Some forests contain coniferous species, which have softwoods, or broadleaved species, most of which have hardwoods.
Trees may be evergreen, retaining their leaves throughout the year, or deciduous, shedding leaves in cold or dry seasons. (2) Naturalness. Natural forests differ from 'artificial' forest plantations that have been specially planted. (3) Maturity/disturbance. Primary forest is mature and undisturbed. Secondary forest is regenerating after disturbance. Forest fallow is low secondary forest regenerating after clearance by shifting cultivators, and found on land classed as under agricultural use. (4) Canopy cover. The wide variety of tropical forest ecosystems can be divided into: (a) Closed forests, which have a dense canopy. These are common in the humid tropics but also occur in the dry tropics. Two major types of closed forest ecosystems in the humid tropics are tropical rain forest, consisting mainly of evergreen broadleaved 812 Progress in Physical Geography 34 (6) trees and flourishing in the permanently humid tropics close to the Equator; and tropical moist deciduous forest, a mixture of evergreen and deciduous trees found where rainfall is still heavy but more seasonal (Whitmore, 1990) . The term tropical moist forest was introduced by Sommer (1976) to refer to all forests in the humid tropics, but it is not a formal ecological term.
(b) Open forests and woodlands, whose canopy is more open. They occur in some seasonal moist areas but are most common where rainfall is low and highly seasonal. Also known as savannas, they are mixtures of trees, shrubs and grasses of varying densities (Eyre, 1968) .
FAO traditionally listed statistics for Natural Forest -comprising primary and secondary forest but excluding forest fallow -and Forest Plantations. But in its Forest Resources Assessment 2000 (FRA 2000) it introduced a new 'Total Forest' statistic which combined these two categories (FAO, 2001) . In FRA 2005 it changed the name of this statistic to 'Forest' (FAO, 2006) . Unless otherwise stated, the term 'forest' in this paper refers to natural forest.
Scientists from different disciplines view forests in different ways. Ecologists, for example, are concerned with studies of specific ecosystem types, and privilege primary forest. Forest scientists extract trees from primary forest and then manipulate the regeneration of secondary forest for commercial ends. The ability of remote sensing scientists to discriminate between different forest types is limited by similarities between the latter's reflectance characteristics. Analysis of low resolution satellite images may merely distinguish between areas with, for example, !30% tree cover and !60% tree cover (Hecht and Saatchi, 2008) . Land change scientists studying long-term trends may aggregate secondary forest and forest plantations when charting forest replenishment after the 'forest transition' (Mather, 1992) .
III Official and scientific institutions for knowledge construction
In the standard hierarchical model of knowledge construction, isolated facts, or data, are collected and processed within a particular structure into information that has meaning. Further integration and learning turns information into a more synthetic knowledge suitable for active use (Aamodt and Nygard, 1995) .
Of the various forms of knowledge, the focus here is on explicit knowledge, which is articulated in clear statements. Tacit knowledge cannot be thus articulated, while implicit knowledge can potentially be articulated but has not been so yet (Polanyi, 1962) . Both of the latter are important components of local contextual knowledge, which should ideally complement knowledge at higher scales (Reed et al., 2006) . Space constraints do not permit further discussion of this matter here.
Much scientific knowledge about tropical forests at global scale is not constructed autonomously, but depends to varying degrees on data and information supplied by governments. We therefore distinguish between the policy and science domains, both of which are populated by various groups. Current science-policy communication theory refers to a bidirectional exchange of knowledge between the two domains, not a unidirectional transfer, as in earlier theory (Cash et al., 2003) .
Every group follows agreed rules, or more generally institutions, which are 'enduring regularities of human action in situations structured by rules, norms and shared strategies, as well as by the physical world ' (Crawford and Ostrom, 1995) . Formal institutions are 'formal rules, compliance procedures, and standard operating practices that structure the relationship between individuals in various units of the polity and economy' (Hall, 1986) . Informal institutions arise from everyday practices (De Certeau, 1984) that become 'rules in use' through regular reproduction. They often become entangled with formal institutions intended to structure behaviour within organizations and other groups (Hill, 1972) .
Knowledge constructed within a scientific discipline generally conforms to its formal institutions. These define acceptable practices for collecting and processing data, and building explanatory models, which are 'simplified versions of reality, built . . . to demonstrate certain . . . properties of reality' (Haggett et al., 1977) . In the absence of formal institutions, informal institutions may evolve.
Uncertainty is a form of ignorance which cannot, unlike risk, be assessed by probabilities (Knight, 1921) . In the post-normal hypothesis, uncertainty associated with some complex socially relevant problems can only be reduced by organizing science to transcend boundaries between disciplines; to take a multiscalar participatory approach; and to recognize the pluralism of knowledge (Funtowicz and Ravetz, 1993) .
IV Knowledge Exchange Chains
Forests have multiple attributes, e.g. area, distribution, carbon stock and biodiversity. Constructing composite knowledge of them is portrayed here by a chain of knowledge exchange cycles (Figure 1 ). Each cycle except the first can be divided into five stages:
(1) Collection of data and (after Cycle 2) information. This sequence is not deterministic. Multiple iterations of stages 3-5 may be required until synthesis is complete. Each box in each of the cycles may be populated by a different group, with its own capacity to collect data, produce information and construct knowledge. The chain is called 'knowledge exchange' since two-way interactions are possible between boxes.
The first cycle is concerned solely with data collection, e.g. by a satellite agency. The latter does not process the data itself, but by choosing the location, frequency, quality and resolution of Figure 1 . The Knowledge Exchange Chain, comprising a series of cycles that convert data into primary, secondary and tertiary information and knowledge
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Progress in Physical Geography 34 (6) images it affects the information produced in later cycles. In the second cycle data are converted into primary information, e.g. on forest area or carbon content in the present context. Governments may collect the data themselves, e.g. by a national aerial photographic forest survey, and then process them into information. Alternatively, they and remote sensing scientists can use satellite data from Cycle 1.
The third cycle produces secondary information. Thus, FAO compiles statistics submitted to it by governments, produces secondary information on changes in total forest area, and uses this to construct knowledge statements, such as 'rates of tropical deforestation continue at 10 million ha per annum'. Land change scientists can combine information on deforestation rates with other information on socio-economic variables, in regression equations, to construct knowledge about the causes of forest area change. Carbon ecologists may combine estimates of forest area and their own measurements of forest carbon content in sample plots, both from Cycle 2, to produce estimates of national carbon stocks.
Further processing in Cycle 4 produces tertiary information. Thus, two pieces of information from Cycle 3, on the distributions of carbon and biodiversity in forests, could be overlaid to identify the coincidence of forests that are high in both carbon density and biodiversity. This information could then be used to construct knowledge concerning how selecting high carbon density forests for REDD protection could leave forests that are low in carbon density but high in biodiversity exposed to clearance through deforestation 'leakage' (Miles and Kapos, 2008) .
The Knowledge Exchange Chain can describe the construction of information and knowledge by governments as well as scientists. A scientific Knowledge Exchange Chain describes the construction of scientific knowledge prior to its communication to policy-makers, and so is compatible with science-policy communication models, such as the boundary organization model (Cash et al., 2003) .
The Knowledge Exchange Chain demonstrates the interdependence of information producers. Compartmentalization between groups in successive cycles can disrupt the chain and impair the quality of information and knowledge constructed in later cycles, especially if scientists do not produce transferable information up to the limits of scale and resolution that their data and institutions allow.
V Constructing global information and knowledge
Environmental scientists are now more aware of the role of spatial scale in knowledge construction than when Funtowicz and Ravetz (1993) discussed this issue. 'Global environmental problems' are increasingly perceived as cross-scale phenomena, since local land use can degrade environments from local to global scales (Foley et al., 2005) .
Scientists should ideally combine information at multiple scales to produce accurate global assessments, and scale down global predictions for use by policy-makers at finer scales (Cash and Moser, 2000) , but this is constrained by disciplinary compartmentalization. Those pioneering global change science still often employ the institutions of disciplines, such as ecology and hydrology, which privilege local data collection. To transcend this constraint, Kirkby (2001) explored linking traditional plot-scale models of soil erosion on hill slopes to continental-scale models of desertification, and Mitchell et al. (2002) discussed combining national climate data to give regional aggregates. Other authors recognize the problem but underestimate its magnitude, e.g. Kerr and Ostrovsky (2003) argued that 'traditional field ecological data do not translate readily to regional or global extents', and recommended using satellite data to overcome this obstacle.
Yet scientists whose disciplinary institutions privilege localities often have difficulties in working at larger scales even if they have such data, e.g. conservation biologists have so far made relatively little use of Landsat satellite data (Leimgruber et al., 2005) .
Such difficulties help to explain the lack of consensus on how to construct scientific knowledge at global scale (Kumazawa et al., 2009 ). Yet achieving a consensus is only the first step in communicating reliable global knowledge to policy-makers. Obstacles arise due to cultural differences between scientists and policymakers, and the different contexts in which knowledge is constructed in each domain (Van Wyk et al., 2008) . Joint translation of scientific research findings into lay language helps, but political trade-offs between salience, legitimacy and scientific credibility (Cash et al., 2003) bring a risk of political bias entering the resulting hybrid lay-scientific global knowledge (Fogel, 2005) .
Knowledge construction in environmental sciences is currently studied in four fields of 'informatics'. Environmetrics applies quantitative methods generally (Barnard, 1990) . Environmental informatics develops 'new computer applications for decision making and information exchange in . . . environmental protection' (Pillmann et al., 2006) . Bioinformatics aims to merge 'biology, computer science, statistics and information technology . . . into a single discipline' (NCBI, 2004) . It transcends semantic differences studied by environmental informatics to address structural (ontological) differences (Blanchard, 2004; King, 2004) but has a laboratory focus. Ecoinformatics uses computer models to study complex ecological systems (Olden et al., 2006) . It too analyses ontologies (Williams et al., 2004) but applications in vegetation ecology are embryonic (Bekker et al., 2007) . As all four fields take data and information quality for granted, and none addresses the global scale, they shed little light on devising rules to construct global environmental knowledge.
VI Institutions for producing international official forest area statistics
Tropical forests cover some 1800 ha.10 6 , or 46% of global forest cover, and were thought to decline by 12.0 ha.10 6 .a À1 in the 1990s (FAO, 2006) .
Environmental scientists would ideally measure global forest area every year, but have not yet assembled the repeated practices, or institutions, needed to organize this. Indeed, for no major terrestrial feature does an operational global monitoring system convert satellite data into global information (Goward, 2007) .
So it is not surprising that 159 scientific studies relied heavily on official forest statistics up to 2007 (Grainger, 2008) . This is because only governments, and the UN agencies of which they are members, have been able to configure and sustain the institutions needed for global environmental assessments (see Mitchell et al., 2007) . Since a large proportion of forest is on publicly owned land, governments require information on its extent to support forest policy formulation and implementation. Yet government monitoring institutions are designed to produce forest information which governments need, not that which scientists need. Consequently, intervals between national forest surveys, by aerial photography or satellite images, are rarely less than 10 years and often much greater: only half of tropical countries have had two surveys in the last 40 years (Grainger, 2009) .
The UN Food and Agriculture Organization (FAO) has published compilations of national statistics on tropical forests since 1981 in its Forest Resources Assessment (FRA) series. FAO (1982) defined deforestation as forest clearance. In contrast, degradation reduces the biomass density, biodiversity, canopy cover or other qualitative attributes of forest, leaving its area unaffected.
To produce FRA compilations FAO has devised its own institutions (Grainger, 2007) .
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Environmental scientists often employ FAO statistics without questioning these rules. This failing is not confined to a few scientists or corrected by peer review, and so is a general deficiency in formal institutions for global change research. The exercise of formal governmental institutions results in a complex array of national survey measurements in different years in many countries. To turn these into global compilations of national statistics with a uniform reference year (e.g. 2000) , FAO has devised various informal institutions, including:
(1) Projecting forward estimates from the latest survey year to the reference year. The longer the projection period, the greater the likely error involved (Figure 2 ). (2) Assuming that national forest area has declined since the last survey. Some tropical countries recently followed temperate countries in ending deforestation, even switching to net reforestation (Mather, 2007) (Hecht and Satchi, 2008) . (3) Assuming that the latest survey is more accurate than previous ones. Consequently, back projection from the latest survey is used to produce an estimate for the former reference year that is consistent with the latest estimate ( Figure 2 Estimates of deforestation rates are generally consistent between FRAs. But combining potentially large area adjustments for many countries can lead to inconsistencies between successive regional and pan-tropical forest area estimates ( Figure 3 ). If scientists blend official global information with their own scientific information to translate it to global scale, inconsistencies in the former are transferred to the resulting hybrid official-scientific information. The resulting uncertainty in the tropical forest area trend parallels that in the global forest area trend identified by Mather (2005) . Another time series combining scientific and official estimates failed to show the expected long-term decline in tropical moist forest area (Grainger, 2008) . Large errors played a part in this, but deforestation might also have been offset by natural reforestation at higher rates than previously assumed. Evidence for this is now emerging Nagendra and Southworth, 2010) .
The quality of tropical forest information could be improved by making FRA statistics more accurate to meet scientific standards. But scientists have tried unsuccessfully for decades to persuade FAO to do this (Grainger, 2007) . One reason for this is the predominance of UN institutions over scientific institutions. For example, FRA 2000 included maps of forest cover based on satellite surveys at global scale (Zhu and Waller, 2003) and pan-tropical scale, but only estimated regional, not national, forest areas and forest change rates (FAO, 2001) . Here scientific institutions were constrained by a key formal UN institution -respect for national sovereignty. FAO (2000) claimed it had no mandate to monitor its member states.
FRA 1990 attempted to improve estimation of forest areas in all countries in the same year, by (2007) 818
Progress in Physical Geography 34 (6) replacing linear projection by a non-linear scientific model (FAO, 1993) , based on crosssectional information, that linked percentage national forest cover to population density (Palo et al., 1987) . This was not repeated in later FRAs, following scientific criticism of its use in making predictions. Nevertheless, models are used to construct information in scientific studies in the absence of sufficient data, e.g. changes in the global distribution of land cover types from 1700 to the 1990s have been reconstructed by combining recent satellite images, statistics, expert assessments and models (Goldewijk, 2001; Hurtt et al., 2006; Ramankutty and Foley, 1999) .
VII Obstacles to global scientific measurement
Gaining higher-quality information on global forest change demands a new era of continuous scientific global environmental monitoring. The requisite measuring instruments -earth resources satellites -have orbited the planet since 1972, and participants in the seminal Tylney Hall meeting in the 1980s were optimistic about collecting global data for global science (Mounsey and Tomlinson, 1988 ). Yet, as Goward (2007) argues, we still have to 'make the transition from experimental land remote sensing to operational monitoring'. One reason for the continuing lack of operational monitoring is a general inability of scientists to develop international institutions, such as those needed to sustain repetitive global monitoring. Another stems from perceptual limitations. Thus, Boyd and Danson (2005) , referring to forests, argued that 'the true success of remote sensing will come when the results of research are transferred to organizations that have the power to use this information in deciding policy'. They did not question the scope of information produced by remote sensing scientists, but assumed it is poorly communicated to policy-makers. Not all share this view -Boyd Perceptual limitations reflect compartmentalization between disciplines. Remote sensing scientists often appear to view the second cycle of the Knowledge Exchange Chain, to which they contribute, as the end of the chain. They seem unaware that other scientists need digital spatial information to begin their own analyses, not information in scientific papers. To identify information that remote sensing scientists regard as important we subjectively classified the topics of papers in 13 recent issues of the International Journal of Remote Sensing (volume 30, issues 12-24) ( Table 1) . Only 2% of papers related to global monitoring. Over three-quarters studied radiometric properties of earth surface phenomena, modelling, classification, and sensor evaluation. This implies that converting data from global monitoring instruments mainly into information at smaller scales is regarded as elaborating the institutional fabric of remote sensing science.
Reducing compartmentalization of scientific disciplines is vital to make science-based global environmental observatories a reality (Grainger, 2009) . Intensifying reflexive links in the Knowledge Exchange Chain, especially between different Grainger 819 disciplines, should create self-reinforcing feedback loops to simultaneously increase supply and demand for information. It should also promote formulation of rules to construct interdisciplinary knowledge, a frequently cited but unrealized goal (Metger and Zare, 1999) .
VIII Scientific institutions for constructing global forest area information
Pan-tropical satellite-based surveys are becoming more common. They do not yet equate to continuous monitoring but have diversified global forest information.
In the absence of formal scientific institutions for constructing global environmental information, various informal institutions have arisen, including:
(1) Employing low resolution satellite images. The large area per image reduces processing load when mapping at continental scale, but the low resolution misses most forest clearances in Africa and Asia, which are just a few hectares in size and require medium (20-80 m) resolution images for adequate mapping. Low resolution sensors also monitor each place more frequently and so potentially overcome problems relating to high cloud cover in the humid tropics. (Rosenqvist et al. (2003) blamed lack of operational monitoring on incomplete coverage of medium resolution satellite images, but provided no evidence to substantiate this claim.) (2) Combining low resolution images with samples of medium resolution images to detect small area changes. Pan-tropical forest monitoring was pioneered by the TREES Programme. It mapped the three main tropical regions using 1 km resolution images (Mayaux et al., 1998 (Mayaux et al., , 1999 , and estimated that tropical moist forest area (1150 ha.10 6 in 1990) declined at 5.8 ha.10 6 .a À1 between 1990 and 1997 (Achard et al., 2002) . This was only half the FRA 2005 estimate for all tropical forests (FAO, 2006) . TREES defied the default assumption of deforestation and measured negative and positive changes in forest area. Yet its rule was only to sample for forest change in deforestation 'hot-spot' areas (Richards et al., 2000) . It estimated forest change from 1990 to 1997 by correcting the 1990 forest area using estimates of deforestation and reforestation based on the sample measurements, not by comparing two entire maps based on images for those years: the 'wall-to-wall approach'.
The Global Land Cover Programme (GLC 2000) , which succeeded TREES, also covered the tropics at 1 km resolution but included multiple land cover types and not just forests. Yet whereas TREES applied the same forest classification system throughout the tropics, GLC 2000 used a different system for each region (Bartholomé and Belward, 2005; Eva et al, 2004; Mayaux et al., 2004 Mayaux et al., , 2005 Stibig and Malingreau, 2003; Stibig et al., , 2004 Stibig et al., , 2006 . This was a response partly to using different teams to map each region, and partly to different environmental conditions. Employing a universal classification system facilitates the combination of information from different sources, but ignores structures (or 'ontologies') that reflect the perceptions of people who change land cover (Cruz et al., 2004 . Forest areas were not reported, only rates of forest change.
A forest survey of the humid tropics involving the same principal investigators, using 0.5 km 820
Progress in Physical Geography 34 (6) resolution MODIS images, was supplemented by samples of medium resolution images to quantify deforestation, though only 0.2% of tropical moist forest was sampled. The institutions employed here for choosing the sampling design were economic in origin -cost minimization -and sample areas were chosen using MODIS images themselves. Thus, many small clearances were missed and the deforestation rate (5.4 ha.10 6 .a À1 for 2000-05) was underestimated. This time reforestation was not measured .
A recent global forest survey by Hansen et al. (2010) , using MODIS images for area coverage and sampling with Landsat images to detect forest change, estimated the total tropical deforestation rate as 9.5 ha. This diversity of sampling methods has generated debate about which is best (Kaiser, 2002) . But for Tucker and Townshend (2000) any sampling method could underestimate deforestation. They argue that only the wall-towall approach can give satisfactory results.
Dry tropical forests have been neglected by government and scientific surveys, despite their huge area and conservation importance. The 1935 ha.10 6 of tropical forest in 1980 (FAO, 1982) , for example, included 734 ha.10 6 of open canopy forests and -deducting the estimated 1081 ha.10 6 of tropical moist forest (Grainger, 1984) -119 ha.10 6 of tropical dry closed forest. The first map of 'tropical dry forest' based on satellite imagery reported an area of 1049 ha.10 6 (Miles et al., 2006) . This is compatible with the 1980 figure, if all open forests are in dry areas. However, mapping open forests is challenging (Lambin, 1999 ) and the 0.5 km resolution MODIS sensor used was not perfect for this measurement task. Hansen et al. (2010) , again using MODIS, estimated the area of dry tropical forest as just 714 ha.10 6 .
Neglect of selective logging of tropical forests in satellite-based surveys is being countered by new image analysis and modelling methods (Asner et al., 2002 Souza et al., 2005) . New earth resources satellites launched by China/Brazil, India and Japan are expanding image availability ). Yet, as this section argues, only some of the data they collect are likely to be converted into useful information.
The diversity of informal scientific institutions devised to construct information on forest area change provides evidence for the 'social construction' of knowledge, something which environmental scientists are often reluctant to acknowledge. The rule to use low resolution sensors is widely followed, but there is no consensus rule on sampling, or whether to measure reforestation. While formal disciplinary institutions promote uniform methods at local scale, the lack of formal institutions for constructing information at larger scales allows flexibility in constructing global information, which increases the spread of estimates of global parameters. Each group chooses the rules it prefers, and peer reviewers have no formal basis to question this.
IX Constructing global knowledge of forest area change
In the 1980s the use of anecdotal studies to construct global knowledge about the causes of forest area change was superseded by empirical analysis of quantitative information within defined theoretical frameworks. Mathematical models were used to construct knowledge by synthesizing information on multiple variables.
Two fields emerged: one analysed short-term (5-10 year) trends, the other had a long-term focus. Both relied on FAO forest statisticshence the need to understand how these are constructed -and distinguished between proximate causes of deforestation (i.e. land uses that replace forest) and underlying causes (i.e. social Graingerand economic driving and controlling forces) (Turner et al., 1990) . This research has now coalesced into a new land change science (Rindfuss et al., 2004; BL Turner et al., 2007) .
Contemporaneous studies
Contemporaneous analysis studied the driving and controlling forces of deforestation by multiple regression analysis (reviewed by Barbier, 2001; Grainger, 1998; Angelsen, 1998, 1999; Lambin, 1994 Lambin, , 1997 . In the absence of forest area time series for individual countries, most studies identified significant independent variables by cross-sectional regression of estimates of deforestation rates in many countries in the same period. This constructed generalized global knowledge about a 'typical country'.
The reputation of these studies grew through their positivist associations: texts reproducing the institution of regression are often accorded a value not justified by other content. Some studies used regression as a 'fishing expedition' to 'identify' driving forces, rather than test hypotheses generated by coherent conceptual models. Their authors were unaware that the sea of information in which they were fishing -statistics from FAO Forest Resources Assessments (FRAs) -was murky. Few evaluated the limitations of these statistics. Population growth often emerged as a significant driving force of deforestation, fuelling Neo-Malthusian myths (Lambin et al., 2001) . The reason for this only emerged when Rudel and Roper (1997) showed that FAO, lacking empirical data, had estimated deforestation rates in the 1970s using simple models in which population growth rate was a major -if not the only -variable. FAO was unaware that scientists would use its information in later cycles of the Knowledge Exchange Chain.
Regression studies of forest change were launched by Allen and Barnes (1985) using an annual forest area time series from another FAO statistical source -the Production Yearbook series (FAO, 1996) -that was less accurate than FRA statistics but ideal for regression (Grainger, 2007) .
Global contemporaneous cross-sectional studies continue (e.g. Jha and Bawa, 2006; Meyer et al., 2003) , but the frontier is now populated by more diverse approaches, including:
(1) 'Meta-analysis', which synthesizes the findings of multiple case studies to construct knowledge inductively. Geist and Lambin (2002) found that forest loss commonly involves different combinations of proximate and underlying causes interacting with each other, but did not mention if they checked whether causal factors identified in each study were biased by expectation. Rudel (2007) identified a switch between 1970 and 2000 from driving forces linked to state intervention to those involving entrepreneurialism within market economies. (2) A deductive approach which tests hypotheses about institutions framing human behaviour. Mather and Needle (1999a) identified links between stable and expanding forest area and the presence of democratic institutions. Bates and Rudel (2000) found that forest depletion can trigger a 'counter-coalition' of groups pressing for forest protection. This is supported by national case studies (Grainger, 2004; Grainger and Malayang, 2006 2002; Walker, 2003; Walker et al., 2002) , complementing narrative case studies (Durand and Lazos, 2004; Fairhead and Leach, 1996; Leach and Fairhead, 2000) . (4) 'Land sparing' studies of impacts of agricultural intensification on deforestation (Angelsen and Kaimowitz, 2001; Ewers et al., 2009; Grainger, 2009; Grainger et al., 2003; Lambin et al., 2003; Rudel et al., 2009; Vanclay, 2005) . (5) Studies of drivers of reforestation (Nagendra, 2007; Vanclay, 2005) . (6) Studies of impacts of carbon prices on deforestation (e.g. Kindermann et al., 2006) .
Interdisciplinary studies recently began to analyse remotely sensed data in the second cycle of the Knowledge Exchange Chain to provide information for modelling in the third cycle:
(1) Cross-sectional regression. DeFries and Pandey (2010) found that forest replenishment in Indian states is positively correlated with percentage of urban households that are less dependent on fuelwood. (2) Sampling. Regression tests of modelbased hypotheses in six 5000-10,000 ha areas in Colombia since 1940 found that accessibility significantly facilitates deforestation. Soil fertility became more significant as forest declined, and natural regrowth increasingly focused on less fertile soils (Etter et al., 2006) . The former confounded the authors' hypothesis, though fertile areas are often discovered by trial and error. Using a random subset of 120 50 km x 50 km quadrats out of a total of 1900, Laurance et al. (2002) found that population, accessibility and dry season severity significantly influence deforestation in Brazilian Amazonia. (3) Case studies. Vagen (2006) found that accessibility and elevation were better predictors of deforestation in upland Madagascar than population density and slope.
Long-term studies
Contemporaneous studies do not explain long-term variation in relationships between driving and controlling forces. This is the focus of a second field of research. It also originated in the 1980s, when cross-sectional analyses found a downward sloping non-linear relationship between percentage national forest cover and population density in tropical countries (Grainger, 1993; Palo et al., 1987) . Expectations that the long-term trend in forest area has a similar shape displaced earlier assumptions of linear decline. It was conceptualized by Grainger (1993) in a model of the 'national land use transition', in which a country switches from high to low forest cover as farming becomes more dominant (Figure 4 ). Based on empirical information for temperate countries, Mather (1992) proposed an extended U-shaped model, in which after a turning point called the 'forest transition' the trajectory of national forest cover switches from deforestation to reforestation. Early 'forest transition' studies focused on temperate countries for which long time-series were available. Since 2000, long-term studies for tropical countries have become more common (e.g. Grainger, 2004; Grainger and Malayang, 2006; Hecht and Saatchi, 2008; Mather, 2007; Meyfroidt and Lambin, 2008; Rudel et al., 2002 Rudel et al., , 2005 . Bhutan, El Salvador, India and Vietnam seem to have passed through their forest transitions. But the ambiguous trajectories of Costa Rica and other countries suggest that the switch from net deforestation to net reforestation might proceed through an uncertain 'turning zone', not a discrete 'turning point' (Grainger, 2010) .
Forest area trajectory reversal has been recorded at subnational scale (e.g. Klooster, 2003 ) but this does not necessarily represent the net national trend. Perz and Skole (2003) found that reforestation accompanies deforestation throughout Brazilian Amazonia, but is more prevalent in settled areas.
Grainger 823 Studies of forest transitions have generally been inductive with a strong empirical base. As Mather (2007) recognized, this overshadowed theoretical development, but remedies are emerging (e.g. Barbier et al., 2010; Pfaff and Walker, 2010; Walker, 2004) . 'Normative' national land use transitions that rely on market forces in the agricultural sector to control deforestation were distinguished from 'critical transitions', in which deforestation ends at lower forest cover when government intervention and market forces in the forest sector come into play (Grainger, 1995) . This resonates with the distinction between 'economic development' and 'forest scarcity' forest transition pathways by Rudel et al. (2005) . Lambin and Meyfroidt (2010) recently suggested a more elaborate taxonomy.
Disciplinary compartmentalization is evident within modelling. Some studies look for parallels between forest cover trends and the Environmental Kuznets Curve (EKC) but seldom refer to the core land change science literature -though Mather and Needle (1999b) Perz and Skole (2003) for reforestation in Brazilian Amazonia -episodic, with wide variations in forest change rates (Lambin et al., 2003) .
A unique series of interdisciplinary studies of a pan-tropical network of community forests constructs global knowledge about forest trends by combining remote sensing analysis, field studies of forest condition and how this is affected by management institutions, and Grainger (1995) 824
Progress in Physical Geography 34 (6) laboratory behavioural studies (Ostrom and Nagendra, 2006) . Uncertainty about global and pan-tropical forest area trends (see above) could be reduced by gaining a better understanding of the aggregation of multiple national forest transition curves, each at different phases. The title of Rudel et al.'s (2005) study, 'Forest transitions, towards a global understanding of land use change', appeared to launch such studies, but the text of the paper took a different path. So the prize remains to be won, though Haag and Kaupenjohann (2001) warn that models based on positivist assumptions are unlikely to explain uncertain global change phenomena.
X Constructing global information on forest carbon change
Studies constructing information about the role of tropical forests in the global carbon cycle superimpose information about forest carbon and area attributes constructed in the second cycle of the Knowledge Exchange Chain, by employing various combinations of measured data, official statistics and models. Tropical forests contain 46% of all carbon in vegetation and their clearance accounted for 16% of carbon dioxide emissions in the 1990s (Watson et al., 2000) . A study that measured fires, not deforestation directly, claims that this recently fell to 12% (La Queré et al., 2009 ).
Book-keeping studies
A prominent source of estimates of forest carbon fluxes are dynamic book-keeping models that account for emissions of carbon dioxide immediately after deforestation, and delayed emissions from partly burned vegetation and soil carbon.
The Woods Hole Research Centre (WHRC) model has relied on forest area change statistics in FAO Forest Resources Assessments (FRAs) since its inception (Houghton et al., 1983) . Estimates of net tropical fluxes for the 1990s rose from 1.6 PgC.a À1 (Houghton, 1996) to 2.2 PgC.a À1 (Houghton, 2003a ) and fell to 1.5 PgC.a À1 Houghton, 2009) The WHRC model compensates for lack of multitemporal and multispatial information by representing carbon processes. Their scope is determined by informal rules, e.g. it employs regional aggregate biomass density values, neglects natural forest regrowth in the tropics, and until 1999 estimated logging emissions by a multiplier on deforestation rates (Houghton and Hackler, 1999) .
Rules to calculate mean national carbon density are assembled by international scientific consensus, usually within the Intergovernmental Panel on Climate Change (IPCC). Aboveground biomass density (ABGBD) is calculated by multiplying mean timber volume density per ha (TVD, obtained from national timber inventory measurements), wood density (WD), and the Biomass Expansion Factor (BEF, where BEF ¼ total ABGBD of trees/biomass of inventoried timber volume (Brown, 1997) ). If wood densities are unavailable a composite Biomass Conversion and Expansion factor (BCEF ¼ WD x BEF) is used. Below-ground biomass density is calculated from ABGBD. Biomass density is converted into carbon density using the carbon fraction coefficient.
Many calculations of carbon fluxes rely on estimates of mean national forest carbon densities calculated using this procedure by Brown (1997) . For broadleaved forests she set BEF to 1.74 if biomass of inventoried timber volume BV (¼ TVD x WD) exceeded 190 Mg.ha
À1
, and otherwise used BEF ¼ exp ]. Yet this expression was derived from a crosssectional model based on empirical data for just four countries: Cameroon, Sri Lanka, Malaysia and French Guiana (Brown et al., 1989) .
FRA 2005 was the first FRA to list estimates of national carbon stocks, from which mean carbon densities can be calculated. Only 80% of tropical countries provided statistics, perhaps because of the need for complicated calculations involving wood densities for individual species, and country-specific or region-specific BEF values. A simpler procedure in FRA 2010, based on the latest IPCC Guidelines (Eggleston et al., 2006) , uses BCEF values graduated by TVD values and omits carbon in dead wood.
Interdisciplinary remote-sensing studies
Some remote-sensing scientists have extended their research into the third cycle of the Knowledge Exchange Chain to calculate carbon emissions from deforestation. As their estimates of deforestation rates are lower than in FRAs (see above), this affects the magnitudes of carbon fluxes in the 1990s, e.g. 0.64 PgC.a À1 for the humid tropics (Achard et al., 2002) and 0.9 PgC.a À1 for the tropics (DeFries et al., 2002) . Informal rules are employed, e.g. using similar regional biomass density estimates to those in WHRC studies, and converting national carbon density estimates in Brown (1997) into regional aggregates using FRA 1990 area data. Instead of following the WHRC model by modelling historical land cover change they have generally adopted the 'committed fluxes' concept to allow for delayed emissions (Ramankutty et al., 2007) . When Achard et al (2004) employed the WHRC approach instead, and used FRA 2000 estimates of deforestation in the dry tropics, their estimate for the 1990s rose to 1.1 PgC.a
À1
. Some claim that carbon emissions estimates could be made more accurate by using satellite sensors to directly measure forest biomass (e.g. Hese et al., 2005) or by combining various sensors ( Van der Werf et al., 2003; Asner, 2009 ). Yet a recent evaluation concluded that no existing or planned non-optical satellite can offer comprehensive data, so a mix of satellite and ground measurements will be needed for the foreseeable future (Muchoney and Brady, 2009 ).
Atmospheric studies
Inferences about forest carbon fluxes are also made using data on the vertical gradient in atmospheric carbon dioxide concentration, measured at 12 global sample locations -with limited tropical coverage -and interpreted by various models. Estimates of net emissions in the tropics in the 1990s vary from 0.1 PgC.a À1 (Stephens et al., 2007 ) to 1.8 PgC.a À1 (Gurney et al., 2004) .
Ecological studies
Inconsistencies between atmospheric and other studies suggest the presence of a 'missing carbon sink' (Watson et al., 2000) . Proposals for its location come from ecological studies that measure tree growth in small permanent plots in mature forest, and then extend their activities into the third cycle of the Knowledge Exchange Chain to extrapolate their findings to higher scales, often using FAO area statistics. Phillips et al. (1998) unexpectedly found an average net uptake of 0.62 + 0.37 MgC.ha À1 .a À1 in 97 plots in Amazonia. They extrapolated this to 0.44 + 0.26 PgC.a À1 for all lowland Amazonia by multiplying by 711 million ha, the area of non-montane tropical moist forest in Brazil, Bolivia, Colombia, French Guiana, Peru, Surinam and Venezuela. This estimate came from a table in FRA 1990 which divided estimates of national forest areas between ecological zones using the Yangambi-United Nations Educational, Scientific, and Cultural Organization system (FAO, 1993) .
This scaling up method has two limitations:
(1) Comparability between estimates is affected by which FAO information is used to scale up. An informal rule has been adopted which, framed by disciplinary practice, uses estimates for specific ecosystem types, assuming they are more 6 from the FRA 2000 pan-tropical remote sensing survey. Chosen as the middle of a range of area estimates, each with limitations, this was 10% higher than the area in Phillips et al. (1998) and referred to all Latin America, not South America. Malhi et al. (2004) stated that they used estimates for similar statistical categories in FRA 2000 to those in Phillips et al. (1998) -albeit with the Köppen-Trewartha system -to scale up measurements to 93 PgC for the aboveground carbon stock in Amazonian forests. They cited a total forest area of 576 ha.10 6 , far lower than in Phillips et al. (1998 Phillips et al. ( , 2008 , but did not specify its source. Scaling up could be made more accurate by:
(1) More finely stratified sampling of growth in forests at all stages of recovery from disturbance, and not just mature forest. Malhi et al. (2006) moved towards this by using the distribution of permanent plots to produce a map of estimated biomass distribution. (2) Using more accurate forest area information, based on specified remote-sensing measurements. FAO statistics often list original survey sources. If a range of estimates is available then each should be critically evaluated using appropriate criteria, such as definitions adopted and the number of countries and forest types included.
Inconsistencies between UN and scientific institutions affect scientific interpretation of FAO statistics. Ironically, now that scientific remote sensing surveys are becoming more common, ecologists lack rules to choose between the growing diversity of estimates. A mean carbon uptake of 0.63 MgC.ha
À1
.a À1 measured in 79 mature forest plots in Africa was scaled up using four estimates of 'African tropical forest' area in the year 2000 -232.7, 352.7, 401 .0 and 518.5 ha.10 6 (Lewis et al., 2009 ). These area estimates came from a 1 km resolution satellite survey, FRA statistics, the UNEP World Conservation Monitoring Centre, and an FRA remote sensing survey, respectively, all cited in a peer-reviewed synthesis (Mayaux et al., 2005) . Plot information was extrapolated to 'Tropical Africa' by:
(1) Using the four estimates to produce four scenarios for the rise in above-ground live 
Modelling future trends
Dynamic global vegetation models continue to increase in sophistication, and are used to simulate future trends in tropical forest carbon stocks under different assumptions about trends in temperature and carbon dioxide (Schaphoff et al., 2006) .
Discussion
Uncertainty about the magnitudes of terrestrial carbon fluxes is widely appreciated (Houghton, 2003b) . Variation between estimates is partly explainable by different processes included in models or accounts (House et al., 2003) . Strategies proposed to reduce uncertainty include more systematic observations and formal rules to synthesize observations of different kinds at different scales (see Canadell et al., 2004; Malhi, 2002) . They are consistent with generic limitations identified above. Interdisciplinary studies covering two cycles of the Knowledge Exchange Chain are expanding. Yet while remote sensing scientists tend to combine good, but ecologically unspecific, area information with information from various models, ecologists often combine good plot information for specific ecosystem types with poor area information. Remote sensing scientists are less compartmentalized from carbon scientists than from land change scientists (e.g. Ramankutty et al., 2007) .
XI Constructing global information on forest biodiversity change
Tropical forests contain the largest concentration of species on the planet (Dirzo and Raven, 2003; Hill and Hill, 2001 ). Biological diversity, or 'biodiversity', is a multivariate concept embracing the diversity of ecosystems, genes and species (McNeely et al., 1990) . Monitoring change in biodiversity is hampered by data and information shortages (Dobson, 2005; Dormann, 2007) , and by the embryonic nature of theoretical development, leading to reliance on large sets of indicators.
1 Constructing information about current change a Official indicators. Comprehensive monitoring of biodiversity has been driven by demand to monitor success in fulfilling the 2010 Target of the UN Convention on Biological Diversity (CBD) of achieving 'a significant reduction in the current rate of biodiversity loss'. Twenty-two indicators in seven focal areas were approved in 2006 by the Conference of the Parties of the CBD (Table 2 ). According to Dobson (2005) , biodiversity indicators should ideally be 'hierarchically structured at all geographical, taxonomic and trophic scales'. However, the CBD indicators describe not only the status of biodiversity but also co-benefits and factors expected to sustain or undermine it, despite extensive scientific inputs (Balmford et al., 2005a (Balmford et al., , 2005b . Similar lack of integration is found between biotic, social and economic sustainability indicators (Hickey et al., 2006; Kates and Parris, 2003) .
A scientific group testing the CBD approach adopted an alternative structure proposed by the European Environment Agency, which tried to increase coherency by grouping indicators using the categories in the Driving Forces-PressuresStates-Impacts-Responses (DPSIR) framework. Eight of the ten indicators of biodiversity status showed negative trends (Butchart et al., 2010) . DPSIR is not a scientific model, but was devised by development planning agencies to classify indicators to monitor sustainable development in the absence of an integrated scientific human-environment model (OECD, 1993), and
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Progress in Physical Geography 34 (6) is widely used in the policy domain. While DPSIR helps to distinguish between different types of indicators (Mace and Baillie, 2007) , its use has been criticized on scientific grounds (e.g. Beekman, 2005; Berger and Hodge, 1998; Gobin et al., 2004; Segnestam, 2002; Svarstad et al., 2008) .
b Scientific indicators. Scientific studies normally use fewer variables, quantifiable with empirical data. Despite attempts to devise integrated biodiversity indices (e.g. Buckland et al., 2005; Rose and Grainger, 2002) , proxy indicators, such as species richness (number of species per habitat) and hotspots, are still widely used (Scholes et al., 2008) . Using 'ecosystem services' as an integrating concept (as proposed by Dobson, 2005; Pereira and Cooper, 2006) could encounter problems, as it too lacks a robust scientific model (see below). Hotspots are spatial peaks in a hybrid indicator measuring biodiversity value and size of Grainger 829 threat, containing high concentrations of endemic species in severely threatened habitats. Of the 25 hotspots identified by Myers et al. (2000) , 15 are in tropical forests. Hotspots improved on earlier tools to select priority conservation areas which lacked rigorous biotic appraisal (Myers, 1988) . They were initially selected by 'expert' judgment. Later studies are more empirically grounded (Myers et al., 2000) , but debate continues on the merits of particular hotspots (Küper et al., 2004) and the concept itself, e.g. Orme et al. (2005) showed that global concentrations of endemic species, total species and degree of threat do not coincide for birds.
c Modelling. The empirical species-area model of island biogeography, S ¼ cA z , which shows how total species numbers S change with habitat area A (MacArthur and Wilson, 1967) , has been used to predict the number of species already extinct or committed to extinction in hotspots by comparing original and present forest areas (Brooks et al., 2002; Pimm et al., 2006) . Predictions generally match observations.
Improving global monitoring
Three proposals have been made to establish biodiversity observing systems to improve information provision. Scholes et al. (2008) argue, controversially, that 'there is no general shortage of biodiversity data' and all that is needed is a global scientific network to organize it properly. Duro et al. (2007) propose a system based on proxy indicators -topography, land cover, productivity and disturbance -monitored by satellites of varying type and resolution. Pereira and Cooper (2006) take a middle way by advocating the combination of satellite monitoring and a scientific network.
Predicting future changes resulting from deforestation
Early predictions of future trends in global biodiversity relied on subjective expert assessment (e.g. Myers, 1984) . Now it is common to use the species-area model S ¼ cA z (MacArthur and Wilson, 1967) to predict how future forest area decline could lead to species extinctions, e.g. in hotspots (Pimm and Raven, 2000) .
Yet conservation biologists working in the third cycle of the Knowledge Exchange Chain lack rules to evaluate the quality of their modelling assumptions and area estimates. They often adopt an informal rule to assume unchanging deforestation rates as a 'base scenario' (Pimm and Raven, 2000; Pimm et al., 2006) . Brooks et al. (2002) also used an absolute loss of 100,000 ha per hotspot as an alternative scenario.
So Muller-Landau (2006a, 2006b ) caused controversy (Brook et al., 2006) by introducing into conservation biology land change science models which predict that deforestation rates decline over time. Their speciesarea model predicted smaller extinctions than assumed earlier.
Interdisciplinary studies using forest maps derived from satellite remote sensing are less well developed than in carbon studies (Leimgruber et al., 2005) . This is consistent with a conservation biology institution that privileges range maps drawn by experts that tend to overestimate species richness (Hurlbert and Jetz, 2007) . Integrating remote sensing into conservation biology could open up a whole new vista of multiple attribute analysis using Geographical Information Systems (Foody, 2008) . This will expand studies of the distributional attribute, e.g. looking at impacts on biodiversity of forest fragmentation (Millington et al., 2003; Wade et al., 2003) .
Predicting future changes resulting from climate change
Climate change has now joined deforestation as a biodiversity threat. By displacing habitats climate change may affect species not threatened by habitat loss (Pimm, 2007) . Information on the distribution of forests is important here too,
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Progress in Physical Geography 34 (6) since adaptation responses include maintaining habitats as species migration corridors (Malhi et al., 2008) . Four types of predictive models are used:
(1) Biome models predict present and future distribution of major ecosystem types based on climatic and other environmental variables (Solomon et al., 1984) . Despite their coarse resolution they have value at global scale (Malcolm et al., 2006) . (2) Climate envelope models explain current and future distributions of individual species by envelopes determined by correlations with climatic and other environmental variables (Zabinski and Davis, 1989) . They are widely used for continental simulations (e.g. Thomas et al., 2004) but neglect: (a) species interactions; (b) how species flourish in particular environments; (c) migration (Araújo and Luoto, 2007; Araújo et al., 2005) ; and (d) changes in climatic niches (Dormann, 2007) . (3) Process models explain how species presence is affected by population dynamics, e.g. growth, reproduction, mortality, dispersal (Botkin et al., 1972; Keith et al., 2008) . Empirical calibration increases explanatory power and enhances scientific credibility, but their data intensity and limited spatial scope has restricted applications at continental scale (Chuine and Beaubien, 2001; Morin et al., 2008) and in data-poor developing countries. (4) Dynamic global vegetation models give similar outputs to biome models but simulate processes of species groups aggregated as 'plant functional types' (Higgins, 2007; Prentice et al., 1992) . Pimm (2007) finds the case for climate envelope models over process models compelling, but Thuiller et al. (2008) remain equivocal. Jeschke and Strayer (2008) conclude that simple climate envelope models often explain present species distributions. In a non-tropical study, Green et al. (2008) used such a model to explain variation in British bird species populations over a 25-year period. There are calls to use both types of models and compare their results (Morin et al., 2008) . Keith et al. (2008) have argued for hybrid models, claiming that climate envelope models and process models both have limitations, but '[c]oupled together, they are more likely to produce projections that are both realistic and robust to uncertainty'. A hybrid model of Amazonia combined the envelope and process approaches and included plant functional types too (Miles et al., 2004) .
The range of climate change-biodiversity models shows how subcommunities develop within the formal rules of a discipline, each committed to its own informal rules for knowledge construction. There is no sign that one approach will emerge victorious, in line with Kuhn (1962) . Disagreement may be inevitable when the quality of available data and information is low: some groups continue to favour theoretical sophistication; others tailor models to data and information quality. This concurs with insights into the social construction of global climate models (Demeritt, 2001 ).
XII Constructing information on interactions between attributes
Actual patterns of forest change are more complex than the single attribute changes discussed so far, involving interactions between two, three or more attributes.
A two-dimensional forest transition model
Shortly before his untimely death, Mather was part of a team that extended the forest transition model to two attributes, by adding carbon density to area. By disaggregating the 'forest identity', a simple equation describing how carbon stock is calculated, Kauppi et al. (2006) associated rates of change in forest area with those in carbon density. Tropical forest decline caused by agricultural expansion is often accompanied by a fall in carbon density of remaining forest, e.g. due to selective logging and other degradation mechanisms (Grainger, 1996) . Undertheorization of the forest transition model has hampered further development of this model.
A three-dimensional forest transition model
A three attribute forest transition model could incorporate forest area, carbon density and biodiversity. The species-area model (MacArthur and Wilson, 1967) would link two of these dimensions. Functional relationships between biodiversity and carbon density remain to be explored in forests, but have been demonstrated by experimental studies in grasslands with up to 16 species (Tilman et al., 2008) . Global crosssectional analysis shows that the rise in biomass density with forest productivity tails off at high productivity, possibly because species with lower density woods become more dominant (Keeling and Phillips, 2007) .
Ecosystem services and multiple attribute interactions
The new concept of ecosystem services (De Groot et al., 2002) provides an incentive to analyse interactions between multiple forest attributes and trade-offs between them (Mooney, 2010) . The conventional classification (MEA, 2005) divides services into:
(1) Production services, which supply goods such as food and raw materials. (2) Regulation services, which regulate flows of gases, water and wastes. (3) Cultural services, which provide recreational and other opportunities.
(4) Supporting services, which provide resilience and cycle nutrients.
The concept has three limitations:
(1) It is reductionist and biophysical (Beaumont et al., 2007) , and not derived from a coherent model of economic, social and environmental variables (Turner and Daily, 2008) . Integration with established economic theories of sustainable development (Maler et al., 2008; Perrings, 2006) could overcome this. (2) Research is needed to make the transition from theoretical concept to practical planning tools (Daily and Matson, 2008 . Overlaying maps of high biodiversity and four ecosystem servicescarbon sequestration, carbon storage, grassland production and water provision -identified some 'win-win' concordance areas, but 'regions selected to maximize biodiversity provided no more ecosystem services than regions chosen randomly' (Naidoo et al., 2008) .
XIII Constructing knowledge to support REDD implementation
Trade-offs between forest attributes/ecosystem services could occur when the REDD scheme adds 'avoided deforestation' (and other measures) to existing forest-based mitigation strategies (Fearnside, 2001; Niles et al., 2002) .
Expectations that REDD will have automatic 832 Progress in Physical Geography 34(6) biodiversity co-benefits (Gullison et al., 2007; O'Connor, 2008) reflect differences in perceptions, influenced by compartmentalization between carbon and biodiversity in research and global governance. Conservation biologists fear that managing for one ecosystem service (carbon cycling) could undermine others, such as biodiversity and hydrological services, because forests not rich in carbon could be prone to deforestation 'leakage' (ATBC/STE, 2009; Grainger et al., 2009; Kapos et al., 2008; Miles and Kapos, 2008; Venter et al., 2009) . The REDD literature is expanding after a slow start (Campbell, 2009) , offering interesting examples of knowledge construction. A crosssectional plot of national income potential for reducing deforestation against a 'biodiversity index' implies that no country with high REDD income potential has high biodiversity too (Ebeling and Yasué, 2008) . Another model predicts that 90% of the global deforestation rate could be cut for $30 billion (Strassburg et al., 2009) . FAO estimates of deforestation rates are fundamental to both models but their fragility is not addressed. Nor are the mechanisms which would link REDD payments to reducing deforestation.
Reliable monitoring will be crucial to REDD success (De Fries et al., 2007; Herold and Johns, 2007) . Current and potential national deforestation rates are needed as baselines from which to calculate reductions . Some authors propose complex algorithms to ensure equity between high and low deforestation rate countries (Mollicone et al., 2007) . Despite indications by Rudel (2001) , little account is taken of land change science insights into why deforestation rates differ in countries at different phases of their national land use transitions.
Owing to disciplinary compartmentalization, proposals to simulate baseline scenarios rely on contemporaneous models based on driving forces, not the more appropriate long-term models. Unsurprisingly, projections vary with the model used . Greater insights could be gained by integrating forest transition models into comprehensive models of 'national carbon transitions' from high carbon to low carbon economies (Van Kooten et al., 1997) .
XIV Conclusions
Although tropical forest research continues to expand and diversify in scope, global knowledge of tropical forest change remains uncertain. To test the post-normal hypothesis, that uncertainty about complex problems is linked to disciplinary rules for constructing knowledge and dealing with spatial scale, this paper has examined how information and knowledge are constructed about tropical forest change. It has identified a deficiency in formal institutions for constructing global knowledge that extends to global measurement itself. Since measurement is one of the most fundamental of all scientific endeavours, this raises serious concerns. In the absence of formal institutions, various informal institutions have evolved, contributing to the spread in estimates of globally aggregated forest area and carbon change variables and, hence, to uncertainty. This is exacerbated by dependence on inaccurate official statistics, which has limited construction of knowledge about forest area change through modelling.
The findings of this paper have two major practical implications. First, they show how inaccuracies in official forest area statistics feed through into inaccurate scientific estimates of carbon, biodiversity and other attributes further down the Knowledge Exchange Chain. Second, inaccuracies in derived scientific estimates are not purely the result of poor statistics but of scientific limitations too. Scientists have different conceptions of the term 'forest', and currently lack the institutions required for terrestrial measurement at global scale, and for constructing reliable global environmental knowledge.
Disciplinary compartmentalization -exacerbated by different forest conceptions -also seems to have impeded construction of information about forest carbon and biodiversity change.
These limitations are being countered by growing multidisciplinary cooperation between some remote sensing scientists and carbon scientists, and by interdisciplinary research by the same scientists in modelling forest change and estimating carbon emissions using remote sensing data. Multidisciplinary and interdisciplinary research on biodiversity is less evident, and compartmentalization between carbon and biodiversity scientists may have contributed to the neglect of possible negative impacts of the REDD scheme on biodiversity. The ecosystem services concept could help to reduce unintended trade-offs of this kind, but theoretical development is too embryonic to structure biodiversity research.
The analysis in this paper implies that uncertainty about tropical forest change could be reduced by expanding formal scientific institutions, for example, by establishing an operational scientific global forest monitoring system, and devising formal rules for constructing global environmental knowledge. To study the planet properly, we must measure it directly (Grainger, 2009 ), but without formal rules the potential to gain information from all the data this will generate will not be realized.
What that set of rules for constructing global environmental knowledge will comprise remains to be determined. But once they are found, we shall have unravelled a new scientific language to explain the workings of the planet under human influence. The prize to be won at the end of our journey is expressed by a goal of the UK Natural Environment Research Council (2007) 
