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Sampling the Lindelo¨f Hypothesis with the Cauchy Random Walk
Mikhail Lifshits and Michel Weber
Abstract:We study the behavior of the Riemann zeta function ζ(1
2
+
it), when t is sampled by the Cauchy random walk. More precisely,
let X1,X2, . . . denote an infinite sequence of independent Cauchy dis-
tributed random variables. Consider the sequence of partial sums Sn =
X1+ . . .+Xn, n = 1, 2, . . .. We investigate the almost sure asymptotic
behavior of the system
ζ(
1
2
+ iSn), n = 1, 2, . . .
We develop a complete second order theory for this system and show, by
using a classical approximation formula of ζ(·), that it behaves almost
like a system of non-correlated variables. Exploiting this fact in relation
with known criteria for almost sure convergence, allows to prove the
following almost sure asymptotic behavior: for any real b > 2,
n∑
k=1
ζ(
1
2
+ iSk)
(a.s.)
= n+O(n1/2(log n)b)
1. Introduction and Main Result
Our work is devoted to the study of the celebrated Lindelo¨f Hypothesis, and our main theorems
provide new quantitative results about the behavior of the Riemann zeta function along the
critical line ℜs = 12 . Here and elsewhere we use the standard notation s = σ + it for the
complex argument. As is well-known, the Riemann zeta function defined on the half-plane
{s : ℜs > 1} by the series
(1.1) ζ(s) =
∞∑
n=1
n−s
admits a meromorphic continuation to the entire complex plane, with the unique and simple
pole of residue 1 at s = 1. In the half-plane {s : ℜs ≤ 0}, the Riemann zeta function has simple
zeros at −2,−4,−6, . . ., and only at these points which are called trivial zeros. There exist also
non-trivial zeros in the band {s : 0 < ℜs < 1}. We refer for these basic facts for instance to [Bl]
(Propositions IV.10 & IV.11, p.84).
Two great conjectures are related to the behavior of ζ(s). The Riemann Hypothesis (RH)
asserts that all non-trivial zeros of the function ζ have abscissa 12 , while Lindelo¨f Hypothesis
(LH) claims that
(1.2) ζ(
1
2
+ it) = O(tε)
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for every positive ε; or, what turns out to be equivalent ([T], Chap. XIII p.276), that
(1.3) ζ(σ + it) = O(tε)
for every positive ε and every σ ≥ 12 . The validity of RH implies ([T], Theorem 14.14, Chap.
XIV p.300) that
(1.4) ζ(
1
2
+ it) = O
(
exp
{
A
log t
log log t
})
,
A being a constant, which is even a stronger form of LH; the latter being strictly weaker than
RH.
There are various equivalent reformulations of the LH. Here we follow [T] Chap. XIII, and
recall that the validity of (1.3) is equivalent to any of the three following assertions
(1.5)
1
T
∫ T
1
∣∣ζ(1
2
+ it)
∣∣2kdt = O(T ε), k = 1, 2, . . .
(1.6)
1
T
∫ T
1
∣∣ζ(σ + it)∣∣2kdt = O(T ε), σ > 1
2
, k = 1, 2, . . .
(1.7) lim
T→∞
1
T
∫ T
1
∣∣ζ(σ + it)∣∣2kdt = ∞∑
n=1
d2k(n)
n2σ
, σ >
1
2
, k = 1, 2, . . .
where dk(n) denotes the number of representations of integer n as a product of k factors. There
are some classical results related to (1.7). For every positive integer k > 2, it is known ([T],
Theorem 7.7 p.125) that limT→∞
1
T
∫ T
1
∣∣ζ(σ + it)∣∣2kdt =∑∞n=1 d2k(n)n2σ if σ > 1 − 1/k. The same
result also holds ([T], Theorem 7.11 p.132) for non-integer k such that 0 < k ≤ 2 and σ > 1/2,
and is proved by using a theorem of Carlson.
to briefly the various
The study of the LH has been over the last century and up to now, the object of continuous
and considerable efforts of numerous mathematicians, not exclusively number theorists, but also
of probabilists, starting from important contributions of Po´lya [Po]. Up to now, the best known
result towards (1.3) is due to Huxley [H2]
(1.8) ζ(
1
2
+ it) = O(t32/205+ε), (∀ε > 0)
and 32/205 = 0, 156097561... Regarding the equivalent formulation in terms of power moments
(1.5), there is the following satisfactory estimate (see [I1] Theorem 5.1 p.129) due to Ingham
for the case k = 2:
(1.9)
∫ T
1
∣∣ζ(1
2
+ it)
∣∣4dt = (2π2)−1T log4 T +O(T log3 T ).
Beyond this case, for instance for k = 3, nothing comparable has been proved yet, and we may
just cite the following much weaker estimate
(1.10)
∫ T
1
∣∣ζ(1
2
+ it)
∣∣2kdt = O(T (k+2)/4 logC(k) T ), 2 ≤ k ≤ 6,
2
C(k) is a constant depending on k. Define the (modified) Mellin transform of the zeta function:
(1.11) Mk(s) =
∫ ∞
1
|ζ(1
2
+ iu)|2ku−sdu, k ∈ N, σ = ℜs ≥ c(k) > 1,
where c(k) is such a constant for which the integral in (1.9) converges absolutely. It has been
recently proved by Ivic´ ([I2], Corollary 1) that the validity of LH is also equivalent to the
property that for every k ∈ N, Mk(s) is regular for σ > 1 and satisfies Mk(1 + ε+ it)≪k,ε 1.
The LH has also a connection with the function S(T ) where we recall ([T], Section 9.3)
that S(T ) denotes the value of
π−1 arg ζ(
1
2
+ iT ), (arg ζ(s) = arctan
ℑζ(s)
ℜζ(s) )
obtained by continuous variation along the straight lines joining 2, 2 + iT , 1
2
+ iT , starting
with the value 0. Whereas it is known that S(T ) = O(logT ), the validity of LH would imply
S(T ) = o(log T ), see ([T] Theorem 9.4 p.181 and Theorem 13.6 p.281) respectively. In [Gh],
Ghosh answering a question raised by Selberg, studied the value distribution of the modulus
|S(t)| and showed that
(1.12) meas
{
T < t < T +H : |S(t)| < σ
√
log log t
}
=
1√
2π
∫ σ
−σ
e−x
2
dx+ o(1).H,
is valid for Tα < H < T and any fixed α > 1/2. He also proves that on the Riemann Hypothesis
this result holds for any fixed α > 0.
There are numerous results focused on the value distribution of the zeta function, since the
seminal work of Bohr and Jessen [BJ]. We refer for instance to the book of Joyner [Jo]. The
limiting value distribution (so called Bohr-Jessen measure) has been extensively studied in the
works of Hattori and Matsumoto [HM], as well as by Laurincˇikas, who proved in [La] (see also
his joint work with Steuding [LS]) by means of probabilistic methods that the LH is actually
equivalent to the fact that for arbitrary positive reals ε and a
(1.13)
1
T
meas
{
t ∈ [0, T ] :
∣∣ζ(1
2
+ it)
∣∣ < xT ε} = 1−O( ∆(T )
1 + xa
)
holds for all x large enough, where ∆(T ) is an arbitrary function such that ∆(T ) = o(1).
We refer to [T], [I] and the recent survey [GM] for other related results, like for instance
([T] Chap. XIII) the relationships between the LH and the distribution of the zeros of the zeta
function. It is worth noticing that the validity of the RH has other interesting consequences
concerning the asymptotic behavior of ζ(1+ it). For instance, Theorem 14.8 p.290 of [T] implies
that
(1.14)
∣∣ log ζ(1 + it)∣∣ ≤ log log log t+A,
A being a constant, whereas Vinogradov [V] proved ζ(1 + it) = O((log t)2/3)
Now we would like to mention some probabilistic methods involved in the study of the
zeta function. In [Bi], [BPY], various identities in distribution linking functionals of Brownian
motion with the elliptic theta function
(1.15) Θ(u) =
∑
n∈Z
e−πn
2u,
3
allow to reinterpret or retrieve differently the famous functional equation (see [H1], Chap. 11,
Eq. (11.3) and (11.7) or [T] Chap. II or else [Bl] Part. 5, Chap.3 p.136) valid for any complex s
(1.16)
π−
1
2
sΓ(
1
2
s)ζ(s) = π−
1
2
(1−s)Γ(
1− s
2
)ζ(1 − s)
=
∫ ∞
1
1
2
(
Θ(x)− 1)(x 12 s−1 + x− 12 s− 12 ) dx− {s(1− s)}−1.
In [W1], another form of the functional equation, linking the zeta function with the value
distribution of the divisors of the spin random walk, has been recently established. The approach
of [W1] is different from those of the above quoted papers.
To conclude this brief description of involved probabilistic methods, it seems necessary to
mention the, although not relevant in the present work, very actively developing random matrix
theory, modelling the pair correlation of zeros of the zeta function. We refer for instance to [Bi]
(Section 2) for a short glimpse to this theory based on the striking observation made by Dyson
that the asymptotic distribution formula for the distances between the zeros of the zeta function
proposed by Montgomery [Mo] exactly describes the distribution of the distances between the
eigenvalues of a Gaussian random Hermitian matrix (recall that Hilbert and Po´lya suggested
that the zeros of the zeta function are likely the eigenvalues of some Hilbertian self-adjoint
operator). This is also motivated by the analogy existing between the explicit formula for the
zeros given by A. Weil, and Selberg trace formula for the discrete eigenvalues of the Laplace
operator in the hyperbolic half-plane (∆ = −y2
(
∂2
∂x2
+ ∂
2
∂y2
)
). None of the reviewed approaches
will be, however, implemented in the present work.
Here, our aim is to study the asymptotic behavior of the zeta function along the critical
line σ = 12 by modelling the time t with the Cauchy random walk. Let X1,X2, . . . denote
an infinite sequence of independent Cauchy distributed random variables (with characteristic
function ϕ(t) = e−|t|), then the time t is modelled by the sequence of partial sums
(1.17) Sn = X1 + . . . +Xn.
In order to understand the behavior of ζ(1
2
+it) when t tends to infinity, we propose to investigate
the almost sure asymptotic behavior of the system
(1.18) ζn := ζ(
1
2
+ iSn), n = 1, 2, . . .
Put for any positive integer n
(1.19) Zn = ζ(1/2 + iSn)−E ζ(1/2 + iSn) = ζn −Eζn.
We develop a complete second order theory of the system {Zn, n ≥ 1}. The main striking fact
we obtain is that the this system nearly behaves like a system of non-correlated variables, i.e.
the variables Zn are weakly orthogonal. More precisely, we prove
Theorem 1. There exist constants C,C0 such that
E |Zn|2 = log n+ C + o(1), n→∞,
and for m > n+ 1,
∣∣EZnZm∣∣ ≤ C0max( 1
n
,
1
2m−n
)
.
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Remark. The explicit value of C is
C = CE − 2 + 2
∫ 1
0
φ(α)dα + 2
∫ ∞
1
(
φ(α) − 1
2α
)
dα,
where CE is the Euler constant and φ(α) =
αeα−2eα+α+2
2α2(eα−1)
.
Exploiting Theorem 1 in the context of the known criteria for almost sure convergence, we
prove the following theorem, which displays a rather slow growth of the zeta function on the
critical line, when sampled by the Cauchy random walk.
Theorem 2. For any real b > 2,
lim
n→∞
∑n
k=1 ζ(
1
2
+ iSk)− n
n1/2(log n)b
(a.s.)
= 0,
and ∥∥∥∥ sup
n≥1
∣∣∑n
k=1 ζ(
1
2
+ iSk)− n
∣∣
n1/2(log n)b
∥∥∥∥
2
<∞.
The used notation a.s. (for almost surely) means that the corresponding property holds with
probability one.
Remark. We believe that the results similar to Theorems 1 and 2 are valid for sampling with a
large class of random walks with discrete or continuous steps. Quite surprisingly, the necessary
moment expressions we obtain for Cauchy distribution are by far more explicit (which made our
project feasible) than in other cases, e.g. for Gaussian or Bernoulli distributions.
Our approach is based on the following classical approximation result (see for instance
Theorem 4.11 p.67 in [T]): letting, as usually, s = σ + it, we have
(1.20) ζ(s) =
∑
n≤x
1
ns
− x
1−s
1− s +O(x
−σ),
uniformly for σ ≥ σ0 > 0, |t| ≤ Tx := 2πx/C, C is any constant > 1.
Therefore, the second order theory of the system (Zn) follows from a study of the same kind
concerning the auxiliary system
(1.21) Zn(x) = Zn =
∑
k≤x
1
kσ+iSn
− x
1−(σ+iSn)
1− (σ + iSn) , n = 1, 2 . . . , x > 0.
The investigation of Zn(x) occupies the whole Section 2, and constitutes the main part of the
technical work. In the concluding Section 3 we show that Zn(x) approximates zeta function
well enough and prove Theorems 1 and 2.
2. Second order theory of (Zn)
We begin with some basic notation. We write Zn(x) = Zn = Zn1 − Zn2 with
(2.1) Zn1 = Zn1(x) =
∑
k≤x
e−i(log k)Sn
kσ
,
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(2.2) Zn2 = Zn2(x) =
x1−σe−i(log x)Sn
1− (σ + iSn) .
In order to investigate the covariance structure, we study the behavior of the first and second
order moments of Zn, and the correlation EZnZ¯m, from which are easily derived the second
order distances E |Zn − Zm|2, m > n. We write
(2.3)
E |Zn|2 = E|Zn1|2 +E|Zn2|2 − 2ℜEZn1Z¯n2
EZnZ¯m = EZn1Z¯m1 −EZn1Z¯m2 −EZn2Z¯m1 +EZn2Z¯m2,
The following integral representation will be used repeatedly
1
1− s =
∫ 1
0
u−sdu, ℜs < 1.
For the first moments, we have for x ≥ 1,
EZn2 = x
1−σ
∫ 1
0
E e−i(log x)Sne−(log u)(σ+iSn)du = x1−σ
∫ 1
0
u−σE e−i(log xu)Sndu
= x1−σ
∫ 1
0
e−| log(xu)|ndu
uσ
= x1−σ
(∫ 1/x
0
(xu)ndu
uσ
+
∫ 1
1/x
(xu)−ndu
uσ
)
= x1−σ
(
xσ−1
n− σ + 1 +
xσ−1 − x−n
n+ σ − 1
)
=
2n
n2 − (1− σ)2 −
x1−σ−n
n+ σ − 1 ,
and
EZn1 =
∑
k≤x
1
kσ
E e−i(log k)Sn =
∑
k≤x
1
kσ+n
.
Therefore,
(2.4)
EZn = EZn1−EZn2 =
∑
k≤x
1
kσ+n
− 2n
n2 − (1− σ)2 +
x1−σ−n
n+ σ − 1
x→∞−→ ζ(σ+n)− 2n
n2 − (1− σ)2 ,
for any integer n and σ > 0.
In subsequent calculations we will find explicit and asymptotic formulas for E |Zn1|2 (see
(2.21)), E |Zn2|2 (see (2.12)), EZn2Z¯m2 (see (2.13)), EZn1Z¯m2 (see (2.15)), EZm1Z¯n2 (see
(2.17)), EZn1Z¯n2 (see (2.16)). The final answers are given in Section 2.5.
2.1. Exact formulae related to Zn2
We begin with proving three exact formulae stated in the following proposition.
Proposition 1. For m = n and for m > n+ 1 we have
(2.5) EZn2Z¯m2 = A+Bx
−n+(1−σ) + Cx−(m−n)+2(1−σ),
where
A =
4n(m− n)
((m− n)2 − 4(1− σ)2)(n2 − (1 − σ)2) ,
B =
2(m− n)
(2n−m+ (1 − σ))(m + (1− σ))(n − (1 − σ)) ,
C =
3n−m+ 2(1− σ)
(2n−m+ (1 − σ))(2(1 − σ)− (m− n))(n + (1− σ)) .
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For all m ≥ n we have
(2.6) EZn1Z¯m2 =
∑
k≤x
[ −2(m− n)k−n−σ
(m+ (1− σ))(2n −m+ (1− σ))
+
2nk−(m−n)+1−2σ
(m− (1 − σ))(2n −m+ (1− σ)) −
kn−σx−m+(1−σ)
m− (1− σ)
]
,
and
(2.7) EZm1Z¯n2 =
∑
k≤x
(
2nk−(m−n)+1−2σ
n2 − (1− σ)2 −
k2n−m−σx−n+(1−σ)
n− (1 − σ)
)
.
Proof. We start with the proof of (2.5). Recall that
Zn2 =
x1−σe−i log xSn
1− (σ + iSn) , Z¯m2 =
x1−σei log xSm
1− (σ − iSm) .
Thus,
EZn2Z¯m2 = x
2(1−σ)E
[
ei log x(Sm−Sn)
1
1− (σ + iSn)
1
1− (σ − iSm)
]
.
Using again the integral representation 11−s =
∫ 1
0
u−sdu, s 6= 1, we obtain
E
[
ei log x(Sm−Sn)
1
1− (σ + iSn)
1
1− (σ − iSm)
]
=
∫ 1
0
∫ 1
0
u−σv−σE ei(log x+log v)(Sm−Sn)+i(log v−log u)Sndudv
=
∫ 1
0
∫ 1
0
u−σv−σe−| log x+log v|(m−n)−| log v−log u|ndudv.
Next, we split the square [0, 1]2 in four domains.
– For the first domain, u ≤ v, 1/x ≤ v, we have
∫ 1
1/x
dv
∫ v
0
u−σv−σe−| log x+log v|(m−n)−| log v−log u|ndu
=
∫ 1
1/x
dv
∫ v
0
u−σv−σx−(m−n)v−(m−n)(u/v)ndu
= x−(m−n)
∫ 1
1/x
v−m−σdv
∫ v
0
un−σdu =
x−(m−n)
n+ (1− σ)
∫ 1
1/x
v−m−σ+n+(1−σ)dv
=
x−(m−n)
n+ (1− σ) ·
x(m−n)−2(1−σ) − 1
(m− n)− 2(1− σ)
=
x−2(1−σ) − x−(m−n)
((m− n)− 2(1− σ))(n + (1− σ)) .
Remark that this calculation does not go through in the case m = n + 1, σ = 1/2 that we
excluded. The same is valid for many other subsequent formulas but we will not stress this fact
anymore.
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Thus, for the first domain,
(2.8) x2(1−σ)
∫ 1
1/x
dv
∫ v
0
u−σv−σe−| log x+log v|(m−n)−| log v−log u|ndu
=
1− x−(m−n)+2(1−σ)
((m− n)− 2(1− σ))(n + (1− σ)) .
– For the second domain, u ≤ v ≤ 1/x, we have
∫ 1/x
0
dv
∫ v
0
u−σv−σe−| log x+log v|(m−n)−| log v−log u|ndu
=
∫ 1/x
0
dv
∫ v
0
u−σv−σxm−nvm−n(u/v)ndu
= xm−n
∫ 1/x
0
vm−2n−σdv
∫ v
0
un−σdu
=
xm−n
n+ (1 − σ)
∫ 1/x
0
vm−2n−σ+n+(1−σ)dv
=
xm−n
n+ (1 − σ) ·
x−(m−n)−2(1−σ)
(m− n) + 2(1− σ)
=
x−2(1−σ)
((m− n) + 2(1− σ))(n + (1− σ)) .
Thus, for the second domain,
(2.9) x2(1−σ)
∫ 1/x
0
dv
∫ v
0
u−σv−σe−| log x+log v|(m−n)−| log v−log u|ndu
=
1
((m− n) + 2(1− σ))(n + (1− σ)) .
– For the third domain, u ≥ v ≥ 1/x, we have
∫ 1
1/x
dv
∫ 1
v
u−σv−σe−| log x+log v|(m−n)−| log v−log u|ndu
=
∫ 1
1/x
dv
∫ 1
v
u−σv−σ(xv)−(m−n)(v/u)ndu
= x−(m−n)
∫ 1
1/x
v2n−m−σdv
∫ 1
v
u−n−σdu
=
x−(m−n)
n− (1− σ)
∫ 1
1/x
v2n−m−σ(v−n+(1−σ) − 1)dv
=
x−(m−n)
n− (1− σ)
(
x(m−n)−2(1−σ)
(m− n)− 2(1− σ) +
x−(2n−m+(1−σ))
2n−m+ (1 − σ)
)
− x
−(m−n)
n− (1− σ)
(
1
(m− n)− 2(1− σ) +
1
2n−m+ (1− σ)
)
.
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Thus, for the third domain,
(2.10)
x2(1−σ)
∫ 1
1/x
dv
∫ 1
v
u−σv−σe−| log x+log v|(m−n)−| log v−log u|ndu
=
1
((m − n)− 2(1− σ))(n − (1− σ))
= − x
−n+(1−σ)
(2n−m+ (1− σ))(n − (1− σ))
= +
x−(m−n)+2(1−σ)
(2n−m+ (1− σ))((m − n)− 2(1− σ)) .
– For the fourth and the last domain, u ≥ v, 1/x ≥ v, we have∫ 1/x
0
dv
∫ 1
v
u−σv−σe−| log x+log v|(m−n)−| log v−log u|ndu
=
∫ 1/x
0
dv
∫ 1
v
u−σv−σ(xv)(m−n)(v/u)ndu
= x(m−n)
∫ 1/x
0
vm−σdv
∫ 1
v
u−n−σdu
=
x(m−n)
n− (1 − σ)
∫ 1/x
0
(vm−n+1−2σ − vm−σ)dv
=
x(m−n)
n− (1 − σ)
(
x−(m−n)−2(1−σ)
(m− n) + 2(1− σ) −
x−m−(1−σ))
m+ (1 − σ)
)
.
Thus, for the fourth domain,
(2.11) x2(1−σ)
∫ 1/x
0
dv
∫ 1
v
u−σv−σe−| log x+log v|(m−n)−| log v−log u|ndu
=
1
(n − (1− σ))((m − n) + 2(1− σ)) −
x−n+(1−σ)
(n − (1− σ))(m + (1− σ)) .
By summing up eight terms in (2.8), (2.9), (2.10), (2.11), we arrive at (2.5).
An important particular case of (2.5) is m = n, where
(2.12) EZn2Z¯n2 =
x2(1−σ)
(1 − σ)(n + (1− σ)) .
Now we pass to the proof of (2.6). By the definition,
EZn1Z¯m2 = E
∑
k≤x
k−σe−i log kSn
x1−σei log xSm
1− (σ − iSm)
= x1−σ
∑
k≤x
k−σE
[
e−i log kSn+i log xSm
∫ 1
0
v−σ+iSmdv
]
= x1−σ
∑
k≤x
k−σ
∫ 1
0
v−σEe−i log kSn+i(log x+log v)Smdv
= x1−σ
∑
k≤x
k−σ
∫ 1
0
v−σe−| log(xv)|(m−n)−| log(xv/k)|ndv.
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We calculate the last integral by splitting [0, 1] in three intervals. First,
∫ 1/x
0
v−σe−| log(xv)|(m−n)−| log(xv/k)|ndv =
∫ 1/x
0
v−σ(xv)(m−n)(xv/k)ndv
=
xm
kn
∫ 1/x
0
vm−σdv
=
xm
kn
· x
−m−(1−σ)
m+ (1− σ) .
Second,
∫ k/x
1/x
v−σe−| log(xv)|(m−n)−| log(xv/k)|ndv =
∫ k/x
1/x
v−σ(xv)−(m−n)(xv/k)ndv
=
x2n−m
kn
∫ k/x
1/x
v2n−m−σdv
=
x2n−m
kn
· x
−2n+m−(1−σ)(k2n−m+(1−σ) − 1)
2n−m+ (1− σ)
=
x−(1−σ)
2n−m+ (1− σ) ·
(
k−(m−n)+(1−σ) − k−n
)
.
Third,
∫ 1
k/x
v−σe−| log(xv)|(m−n)−| log(xv/k)|ndv =
∫ 1
k/x
v−σ(xv)−(m−n)(k/xv)ndv
=
kn
xm
∫ 1
k/x
v−m−σdv
=
kn
xm(m− (1 − σ))
(
(k/x)−m+(1−σ) − 1
)
=
k−(m−n)+(1−σ)
x1−σ(m− (1 − σ)) −
kn
xm(m− (1− σ)) .
By summing up three answers, multiplying by k−σ, adding up over k, and multiplying by x1−σ,
we easily arrive at (2.6).
The proof of (2.7) is very similar. Indeed, we have by the definition,
EZm1Z¯n2 = E
∑
k≤x
k−σe−i log kSm
x1−σei log xSn
1− (σ − iSn)
= x1−σ
∑
k≤x
k−σE
[
e−i log kSm+i log xSn
∫ 1
0
v−σ+iSndv
]
= x1−σ
∑
k≤x
k−σ
∫ 1
0
v−σE e−i log kSm+i(log x+log v)Sndv
= x1−σ
∑
k≤x
k−(m−n)−σ
∫ 1
0
v−σe−| log(xv/k)|ndv.
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We calculate this integral by splitting [0, 1] in two intervals. First,
∫ k/x
0
v−σe−| log(xv/k)|ndv =
∫ k/x
0
v−σ(xv/k)ndv
=
xn
kn
· (k/x)
n+(1−σ)
n+ (1− σ)
=
k(1−σ)
x(1−σ)(n + (1− σ)) .
Second, ∫ 1
k/x
v−σe−| log(xv/k)|ndv =
∫ 1
k/x
v−σ(k/xv)ndv
=
kn
xn
· 1
n− (1− σ)
(
xn−(1−σ)
kn−(1−σ)
− 1
)
=
k(1−σ)
x(1−σ)(n − (1− σ)) −
kn
xn(n− (1− σ)) .
By summing up two answers, multiplying by k−(m−n)−σ , adding up over k, and multiplying by
x1−σ, we easily arrive at (2.7).
2.2. Asymptotic formulae related to Zn2
Here we give a brief asymptotic analysis of the results obtained in previous section regarding
the behaviour of exact expressions at x→∞. For the sake of brevity, we only consider σ = 1/2.
It follows immediately from (2.5) that for m > n+ 1
(2.13) EZn2Z¯m2 =
4n(m− n)
((m− n)2 − 1)(n2 − 1/4) + o(1), x→∞,
while (2.12) yields
(2.14) EZn2Z¯n2 =
2x
n+ 1/2
.
Next, (2.6) implies
EZn1Z¯m2 =
−2(m− n)ζ(n + 1/2)
(m+ 1/2)(2n−m+ 1/2) + o(1)
+
2n
(m− 1/2)(2n−m+ 1/2)
∑
k≤x
k−(m−n) − x
−m+1/2
m− 1/2
∑
k≤x
kn−1/2.
Remark that for m > n+ 1 the second term converges and the second one is negligible, since
x−m+1/2
∑
k≤x
kn−1/2 ≤ x−m+1/2 · x · xn−1/2 = x−(m−n)+1 = o(1).
Hence, for m > n+ 1, we obtain
(2.15) EZn1Z¯m2 =
−2(m− n)ζ(n + 1/2)
(m+ 1/2)(2n−m+ 1/2)+
2n ζ(m− n)
(m− 1/2)(2n−m+ 1/2)+o(1), x→∞.
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When m = n > 2, we use that, by second order Euler–Maclaurin formula,
∑
k≤x
kn−1/2 =
xn+1/2
n+ 1/2
+
xn−1/2
2
+ o
(
xn−1/2
)
and obtain
(2.16)
EZn1Z¯n2 =
2nx
n2 − 1/4 −
x
n2 − 1/4 −
1
2n− 1 + o(1)
=
2x
n+ 1/2
− 1
2n− 1 + o(1), x→∞.
Now let us consider (2.7) that now writes
EZm1Z¯n2 =
2n
n2 − 1/4
∑
k≤x
k−(m−n) − x
−n+1/2
n− 1/2
∑
k≤x
k2n−m−1/2.
When m > n+ 1, the first term converges and the second one is vanishing, since
x−n+1/2
∑
k≤x
k2n−m−1/2 ≤ x−n+1/2 · x · x2n−m−1/2 = x−(m−n)+1 = o(1).
Thus, we get
(2.17) EZm1Z¯n2 =
2n ζ(m− n)
n2 − 1/4 + o(1), x→∞.
On the other hand, putting m = n in (2.7), yields again (2.16).
2.3. Calculation of EZn1Z¯m1,m > n+ 1
Let us fix σ ∈ [1/2, 1) and m,n so that m ≥ n. We have
(2.18)
EZn1Z¯m1 = E
∑
k,l≤x
e−i log kSn
kσ
ei log lSm
lσ
= E
∑
k,l≤x
1
kσlσ
ei(log l−log k)Sn ei log l(Sm−Sn) =
∑
k,l≤x
1
kσlσ
(
min(k, l)
max(k, l)
)n
l−(m−n)
= S1 + S2 + S0,
where
S1 =
∑
k≤x
kn−σ
x∑
l=k+1
l−m−σ,
S2 =
∑
l≤x
l2n−m−σ
x∑
k=l+1
k−n−σ =
∑
k≤x
k2n−m−σ
x∑
l=k+1
l−n−σ,
S0 =
∑
k≤x
k−(m−n)−2σ .
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We specify this to σ = 1/2, so that
(2.19)
S1 =
∑
k≤x
kn−1/2
x∑
l=k+1
l−m−1/2,
S2 =
∑
k≤x
k2n−m−1/2
x∑
l=k+1
l−n−1/2,
S0 =
∑
k≤x
k−(m−n)−1.
For m > n+ 1 we obviously have
S0 = ζ((m− n) + 1) + o(1), x→∞.
Next,
S1 =
∞∑
k=1
kn−1/2
∞∑
l=k+1
l−m−1/2 + o(1), x→∞.
Moreover, for m− n > 1,
∞∑
k=1
kn−1/2
∞∑
l=k+1
l−m−1/2 =
∞∑
k=1
kn−1/2 θk,m
∫ ∞
k
u−m−1/2du
=
θm,n
m− 1/2
∞∑
k=1
k−(m−n)
=
θm,n
m− 1/2 ζ(m− n).
Here and elsewhere θ’s are different constants in [0, 1].
Exactly in the same way we obtain
S2 =
∞∑
k=1
k2n−m−1/2
∞∑
l=k+1
l−n−1/2 + o(1), x→∞,
and
∞∑
k=1
k2n−m−1/2
∞∑
l=k+1
l−n−1/2 =
θ′m,n
n− 1/2 ζ(m− n).
Thus, finally, for m > n+ 1
(2.20) EZn1Z¯m1 = ζ((m− n) + 1) + θ
(
1
m− 1/2 +
1
n− 1/2
)
ζ(m− n) + o(1), x→∞,
with θ = θ(n,m) ∈ [0, 1].
2.4. Calculation of EZn1Z¯n1.
Our aim is to prove the following formula
(2.21) EZn1Z¯n1 =
2x
n+ 1/2
+Kn + o(1), x→∞,
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with
Kn = log n+ C + o(1), n→∞
and
(2.22) C = CE − 1 + 2
∫ 1
0
φ(α)dα + 2
∫ ∞
1
(
φ(α) − 1
2α
)
dα,
where CE is the Euler constant and φ(α) =
αeα−2eα+α+2
2α2(eα−1)
.
Let us start proving (2.21). We already know that
EZn1Z¯n1 =
∑
k,l≤x
1
k1/2l1/2
(
min(k, l)
max(k, l)
)n
= 2
∑
l≤x
1
ln+1/2
∑
k≤l
kn−1/2 −
∑
l≤x
1
l
.
We use Euler-Maclaurin formula of the first order:
∑
k≤l
kn−1/2 =
ln+1/2 − 1
n+ 1/2
+
ln−1/2 + 1
2
+
∑
k≤l−1
Ak,
where
Ak = (n − 3/2)
∫ 1
0
(k + t)n−3/2(t− 1/2)dt.
By summing up we arrive at
2
∑
l≤x
1
ln+1/2
∑
k≤l
kn−1/2 = 2
∑
l≤x
1
ln+1/2

 ln+1/2 − 1
n+ 1/2
+
ln−1/2 + 1
2
+
∑
k≤l−1
Ak


=
2x
n+ 1/2
+
∑
l≤x
1
l
+ 2
(
1
2
− 1
n+ 1/2
)∑
l≤x
1
ln+1/2
+ 2
∑
l≤x
1
ln+1/2
∑
k≤l−1
Ak
=
2x
n+ 1/2
+
∑
l≤x
1
l
+
n− 3/2
n+ 1/2
ζ(n+ 1/2)
+ 2
∞∑
k=1
Ak
∞∑
l=k+1
1
ln+1/2
+ o(1), x→∞.
Hence,
(2.23)
EZn1Z¯n1 =
2x
n+ 1/2
+
n− 3/2
n+ 1/2
ζ(n+ 1/2) + 2
∞∑
k=1
Ak
∞∑
l=k+1
1
ln+1/2
+ o(1), x→∞.
Now, it remains to analyze the behavior of the double sum
S =
∞∑
k=1
Ak
∞∑
l=k+1
1
ln+1/2
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when n→∞. Let denote
Bk = Bk(n) =
∫ 1
0
(k + t)n−3/2(t− 1/2)dt,
Dk = Dk(n) =
∞∑
l=k+1
1
ln+1/2
,
D′k = D
′
k(n) =
∞∑
l=k+2
1
ln+1/2
.
Then we have
S = (n− 3/2)
∞∑
k=1
BkDk
= (n− 3/2)
[ ∞∑
k=n
BkDk +
n−1∑
k=1
Bk
(
D′k + (k + 1)
−n−1/2
)]
.
We will show in the next section that
(2.24) lim
n→∞
(n− 3/2)
∞∑
k=n
BkDk =
∫ 1
0
φ(α)dα,
where φ(α) = αe
α−2eα+α+2
2α2(eα−1) ;
(2.25) lim
n→∞
(n− 3/2)
n−1∑
k=1
BkD
′
k =
∫ ∞
1
φ1(α)dα,
where φ1(α) =
α−2+αe−α+2e−α
2α2(eα−1)
; and
(2.26) lim
n→∞
(
(n − 3/2)
n−1∑
k=1
Bk(k + 1)
−n−1/2 −
n−1∑
k=1
1
2(k + 1)
)
=
∫ ∞
1
φ2(α)dα,
where φ2(α) =
2e−α+αe−α−2
2α2 . Note that
φ1(α) + φ2(α) =
2 + 2α− 2eα
2α2(eα − 1) = φ(α) −
1
2α
.
It follows from (2.24), (2.25), (2.26) that
S =
1
2
n−1∑
k=1
1
k + 1
+
∫ 1
0
φ(α)dα +
∫ ∞
1
(
φ(α) − 1
2α
)
dα + o(1).
Recall that
n−1∑
k=1
1
k + 1
=
n∑
k=1
1
k
− 1 = log n+ CE − 1 +O(1/n)
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where CE is the Euler constant. Thus we finally obtain
2S = log n+ CE − 1 +O(1/n) + 2
∫ 1
0
φ(α)dα + 2
∫ ∞
1
(
φ(α) − 1
2α
)
dα+ o(1),
as asserted in (2.21).
2.5. Proofs of (2.24), (2.25), (2.26).
We want to show (2.24), i.e.
lim
n→∞
n
∞∑
k=n
BkDk =
∫ 1
0
φ(α)dα,
with φ(α) = αe
α−2eα+α+2
2α2(eα−1) .
To achieve this, we obtain that for any (large) fixed M > 1, uniformly over k ∈ [n,Mn], it
is true that
(2.27) nBkDk ∼
∫ n/k
n/(k+1)
φ(α)dα.
Since φ is uniformly continuous, we have
∫ n/k
n/(k+1)
φ(α)dα ∼ φ( n
k + 1
)(
n
k
− n
k + 1
) ∼ φ(βk) n
(k + 1)2
,
where βk =
n
k+1 ∈]0, 1]. Thus we need to check
BkDk ∼ φ(βk) 1
(k + 1)2
,
or, equivalently
(2.28) (k + 1)2BkDk ∼ φ(βk).
We have
(2.29) (k + 1)2BkDk = nBk(k + 1)
−(n− 1
2
) · Dk(k + 1)(n+ 12 ) · k + 1
n
,
and will show that
(2.30) nBk(k + 1)
−(n− 1
2
) ∼ 1
2
(1 + e−βk) +
e−βk − 1
βk
,
(2.31) Dk(k + 1)
(n+ 1
2
) ∼ (1 − e−βk)−1.
Since
(1
2
(1 + e−β) +
e−β − 1
β
)(
1− e−β)−1 · β−1 = (βeβ + β + 2− 2eβ)(2β2(eβ − 1))−1 = φ(β),
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(2.28) would follow from (2.29)-(2.31). Now we prove (2.30). We have, by variable change
t = 1− k+1n v,
Bk =
∫ 1
0
(k + t)n−3/2(t− 1
2
)dt
=
(k + 1)
n
(k + 1)n−3/2
∫ n/(k+1)
0
(1 − v/n)n−3/2(1
2
− k + 1
n
v
)
dv
∼ (k + 1)
n−1/2
n
∫ βk
0
e−v
(1
2
− v
βk
)
dv.
By using the explicit formula∫ β
0
e−v(
1
2
− v
β
)dv =
1
2
(1 + e−β) +
e−β − 1
2
,
we arrive at (2.30).
Now we prove (2.31). We have
(2.32)
Dk(k + 1)
n+1/2 =
∞∑
h=1
( k + 1
k + h
)n+1/2
=
∞∑
h=1
(
1 +
h− 1
k + 1
)−(n+1/2)
=
∞∑
h=0
(
1 +
h
k + 1
)−(n+1/2)
.
By using (2.32), we have
Dk(k + 1)
n+1/2 ∼
∞∑
h=0
e−h(n+1/2)/(k+1)
∼ (1− exp(−n + 1/2
k + 1
)
)−1 ∼ (1− exp(− n
k + 1
)
)−1
∼ (1− exp(−βk))−1,
as asserted in (2.31).
Now (2.27) is proved completely and we obtain, for any fixed M
lim inf
n→∞
n
∞∑
k=n
BkDk ≥ lim
n→∞
Mn∑
k=n
∫ n/k
n/(k+1)
φ(α)dα =
∫ 1
1/M
φ(α)dα.
By sending M to infinity, we arrive at
(2.33) lim inf
n→∞
n
∞∑
k=n
BkDk ≥
∫ 1
0
φ(α)dα.
Similarly, we get for any M > 1
(2.34) lim sup
n→∞
n
Mn∑
k=n
BkDk ≤
∫ 1
1/M
φ(α)dα ≤
∫ 1
0
φ(α)dα.
Thus we only need to show that
(2.35) lim
M→∞
lim sup
n→∞
n
∑
k>Mn
BkDk = 0.
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Then (2.34) and (2.35) will imply
lim sup
n→∞
n
∞∑
k=n
BkDk ≤
∫ 1
0
φ(α)dα,
and thus finish the proof of (2.24), being coupled with (2.33)
We now prove (2.35). We use again that
Bk =
k + 1
n
(k + 1)n−3/2
∫ n
k+1
0
(1− v
n
)n−3/2
(1
2
− k + 1
n
v
)
dv
=
(k + 1)n−1/2
n
∫ βk
0
(1− v
n
)n−3/2
(1
2
− v
βk
)
dv,
and observe that
∣∣∣ ∫ β
0
(1 − v
n
)n−3/2
(1
2
− v
β
)
dv
∣∣∣ = ∣∣∣ ∫ β
0
(
(1 − v
n
)n−3/2 − 1
) (1
2
− v
β
)
dv +
∫ β
0
(1
2
− v
β
)
dv
∣∣∣
=
∣∣∣ ∫ β
0
(
(1 − v
n
)n−3/2 − 1
)(1
2
− v
β
)
dv + 0
∣∣∣
≤
∫ β
0
∣∣∣(1− v
n
)n−3/2 − 1
∣∣∣dv
.
As ∣∣∣(1 − v
n
)n−3/2 − 1
∣∣∣ = (n− 3/2)∫ 1
1− v
n
yn−5/2dy ≤ (n− 3/2) v
n
≤ v,
we get
(2.36) Bk ≤ (k + 1)
n−1/2
n
β2k.
Similarly, we will prove that
(2.37) Dk.(k + 1)
n+1/2 ≤ Cβ−1k .
It follows that
nBkDk ≤ (k + 1)n−1/2β2k(k + 1)−(n+1/2) · Cβ−1k = C(k + 1)−1βk = C
n
(k + 1)2
,
whence
n
∑
k>Mn
BkDk ≤ Cn
∑
k>Mn
1
(k + 1)2
≤ Cn/(Mn) ≤ C/M,
and (2.35) follows. Thus it remains to check (2.37). Recall that by (2.32)
Dk (k + 1)
n+1/2 =
∞∑
h=0
(
1 +
h
k + 1
)−(n+1/2)
.
We split the sum in two: firstly, by using
1 + s ≥ es log 2, 0 ≤ s ≤ 1,
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we have
k+1∑
h=0
(
1 +
h
k + 1
)−(n+1/2) ≤ ∞∑
h=0
exp
(− (n + 1/2) h
k + 1
log 2
)
=
(
1− exp (− n+ 1/2
k + 1
log 2
))−1
≤
(
1− exp (− 4βk))−1 ≤ Cβ−1k ,
for all 0 ≤ βk ≤ 1.
Secondly,
∑
h>k+1
(
1 +
h
k + 1
)−(n+1/2) (k + 1)
(k + 1)
≤ (k + 1)
∫ ∞
1
(1 + x)−(n+1/2)dx =
(k + 1)
(n − 1/2)2
−(n−1/2)
≤ 23/2−n (k + 1)
n
≤ Cβ−1k ,
and we are done with (2.37) and with all the proof of (2.24).
The proof of (2.25) is completely similar to that of (2.24). We want to show that
lim
n→∞
(n− 3/2)
n−1∑
k=1
BkD
′
k =
∫ ∞
1
φ1(α)dα,
with φ1(α) =
α−2+αe−α+2e−α
2α2(eα−1) .
The main point is that for any (large) fixed M > 1, uniformly over k ∈ [ nM , n], we have
nBkD
′
k ∼
∫ n/k
n/(k+1)
φ1(α)dα.
By continuity of φ1, we have∫ n/k
n/(k+1)
φ1(α)dα ∼ φ1( n
k + 1
)
(n
k
− n
k + 1
) ∼ φ1(βk) n
(k + 1)2
,
where βk =
n
k+1
∈ [1,M ]. Thus we need to check
BkD
′
k ∼ φ1(βk)/(k + 1)2,
or, equivalently,
(2.38) (k + 1)2BkD
′
k ∼ φ1(βk).
We write
(2.39) (k + 1)2BkD
′
k = nBk(k + 1)
−(n−1/2) · D′k(k + 1)n+1/2 ·
k + 1
n
.
Next, we use again (2.30) which claims
(2.40) nBk(k + 1)
−(n−1/2) ∼ 1
2
(1 + e−βk) +
e−βk − 1
β
.
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Moreover, we obtain from (2.31) that
(2.41)
D′k(k + 1)
n+1/2 =
(
Dk − (k + 1)−(n+1/2)
)
(k + 1)n+1/2 = Dk(k + 1)
n+1/2 − 1
∼ (1− e−βk )−1 = e−βk/(1− e−βk).
Since
[1
2
(
1 + e−β
)
+
e−β − 1
β
]( e−β
1− e−β
) 1
β
=
[
β
(
1 + e−β
)
+ 2(e−β − 1)
] 1
2β2(eβ − 1) = φ1(β),
we obtain (2.38) from (2.39) via (2.40) and (2.41). We derive next from (2.38) that for any fixed
M > 1
lim inf
n→∞
n
n∑
k=n/M
BkD
′
k ≥ lim
n→∞
n
n∑
k=n/M
∫ n/k
n/(k+1)
φ1(α)dα =
∫ M
1
φ1(α)dα.
By sending M to infinity, we arrive at
(2.42) lim inf
n→∞
n
n∑
k=1
BkD
′
k ≥ lim
M→∞
lim inf
n→∞
n
n∑
k=n/M
BkD
′
k ≥
∫ ∞
1
φ1(α)dα.
Similarly, we get for any M > 1
(2.43) lim sup
n→∞
n
n∑
k=n/M
BkD
′
k ≤
∫ M
1
φ1(α)dα ≤
∫ ∞
1
φ1(α)dα.
Thus the only thing we need to show is
(2.44) lim
M→∞
lim sup
n→∞
n
n/M∑
k=1
BkD
′
k = 0.
Then (2.43) and (2.44) will imply
lim sup
n→∞
n
n∑
k=1
BkD
′
k ≤
∫ ∞
1
φ1(α)dα,
and this, after coupling with (2.42), will finish the proof of (2.25).
We still have, by (2.36)
(2.45) nBk ≤ (k + 1)n−1/2β2k,
and will now evaluate D′k as follows
D′k · (k + 1)n+1/2 =
∞∑
h=2
( k + 1
k + h
)n+1/2
=
∞∑
h=2
(
1 +
h− 1
k + 1
)−(n+1/2)
=
∞∑
h=1
(
1 +
h
k + 1
)−(n+1/2)
=
(
k+1∑
h=1
+
∞∑
h=k+2
)(
1 +
h
k + 1
)−(n+1/2)
.
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By using again 1 + s ≥ es log 2, 0 ≤ s ≤ 1, we have
k+1∑
h=1
(
1 +
h
k + 1
)−(n+1/2) ≤ ∞∑
h=1
exp
{
− h(n+ 1/2). log 2
k + 1
}
≤ exp{− n
k + 1
· log 2}(1− exp{− n
k + 1
}
)−1
≤ C exp{− n
k + 1
· log 2} ≤ C2−βk ,
for all k ≤ n.
We also have
∞∑
h=k+2
(
1 +
h
k + 1
)−(n+1/2) k + 1
k + 1
≤ (k + 1)
∫ ∞
1
(1 + x)−(n+1/2)dx
=
k + 1
n− 1/22
−(n−1/2) ≤ 4 · 2−n ≤ C2−n/(k+1) = C2−βk .
It follows that
D′k(k + 1)
n+1/2 ≤ C2−βk ,
and by (2.45),
nBkD
′
k = nBk(k + 1)
−(n+1/2)D′k(k + 1)
n+1/2 ≤ (k + 1)n+1/2β2k(k + 1)−(n+1/2) · C · 2−βk
=
β2k
(k + 1)
· C · 2−βk ≤ C βk
(k + 1)
2−βk/2 = C
n
(k + 1)2
2−βk/2.
We finally obtain
n
n/M∑
k=1
BkD
′
k ≤ C
n/M∑
k=1
n
(k + 1)2
2−βk/2 ≤ C
∫ ∞
M
2−x/2dx → 0,
as M tends to infinity, as claimed in (2.44); so that (2.25) is proved completely.
Finally, we prove (2.26). By definition, Bk =
∫ 1
0
(k + t)n−3/2(t − 12 )dt, and we have to
investigate the limit behavior of the sum
n−1∑
k=1
(k + 1)−(n+1/2)Bk =
n−1∑
k=1
∫ 1
0
(k + t)n−3/2
(k + 1)n−3/2(k + 1)2
(t− 1
2
)dt.
By the variable change t = 1− k+1n v, we come to
(2.46)
n−1∑
k=1
k + 1
n
∫ n/(k+1)
0
[ (k + 1)− (k+1)
n
v
k + 1
]n−3/2 ( 1
2 − k+1n v
)
(k + 1)2
dv
=
n−1∑
k=1
1
2(k + 1)n
∫ n/(k+1)
0
(
1− v
n
)n−3/2
dv − 1
n2
n−1∑
k=1
∫ n/(k+1)
0
(
1− v
n
)n−3/2
vdv.
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We show for the second term
(2.47)
(n− 3/2)
n2
n−1∑
k=1
∫ n/(k+1)
0
(
1− v
n
)n−3/2
vdv
n→∞−→
∫ 1
0
e−vvdv +
∫ ∞
1
e−vdv = 1− e−1.
Note that by integration by parts
∫ 1
0
e−vvdv = −
∫ 1
0
vd(e−v) = −
[
ve−v
∣∣1
0
−
∫ 1
0
e−vdv
]
= −[e−1 − (1− e−1)] = 1− 2e−1.
Since
∫∞
1
e−vdv = e−1, (2.47) follows.
Write the sum from (2.47) as one integral:
1
n
n−1∑
k=1
∫ n/(k+1)
0
(
1− v
n
)n−3/2
vdv =
1
n
∫ ∞
0
(
1− v
n
)n−3/2
#
{
k : k + 1 ≤ n, k + 1 ≤ n
v
}
vdv,
then split the integral over the domains [0, 1] and ]1,∞[, getting
∫ 1
0
(
1− v
n
)n−3/2#{k : k + 1 ≤ n}
n
vdv +
∫ ∞
1
(
1− v
n
)n−3/2#{k : k + 1 ≤ nv }
n
vdv.
It is obvious that the first integral converges to
∫ 1
0
e−vvdv and the second one to
∫∞
1
e−vdv,
since in both cases the theorem of dominated convergence applies. Therefore (2.47) is proved.
Now consider the second expression in (2.46). After multiplying by (n− 3/2) we get
(2.48)
n− 3/2
n
( n−1∑
k=1
Xk
2(k + 1)
−
n−1∑
k=1
Yk
2(k + 1)
+
n−1∑
k=1
Zk
2(k + 1)
)
,
where
Xk =
∫ ∞
0
e−vdv = 1, Yk =
∫ ∞
n/(k+1)
e−vdv = e−n/(k+1), Zk =
∫ n/(k+1)
0
((
1− v
n
)− e−v)dv.
Obviously, the first sum equals
n−1∑
k=1
1
2(k + 1)
+O( log n
n
)
=
n−1∑
k=1
1
2(k + 1)
+ o(1),
as asserted in (2.26). For the second term in (2.48), we have
(2.49)
n−1∑
k=1
Yk
2(k + 1)
=
n−1∑
k=1
e−n/(k+1)
1
2(k + 1)
=
n−1∑
k=1
e−n/(k+1)
n
2(k + 1)2
(k + 1)
n
.
We show that this expression converges to
1
2
∫ ∞
1
e−α
1
α
dα.
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Consider the following subdivision:
t1 =
n
2
, . . . , tk =
n
k + 1
, . . . , tn−1 = 1.
We have tk−1 − tk = nk − nk+1 = n(k+1)k . Fix a large integer M and write
1
2
∫ tM
1
e−α
1
α
dα =
n−1∑
k=M+1
∫ tk−1
tk
e−α
1
2α
dα ≤
n−1∑
k=M+1
e−tk
1
tk
(tk − tk−1)
2
=
n−1∑
k=M+1
e−
n
k+1
k + 1
n
· n
2(k + 1)(k + 1)
· k + 1
k
≤ M + 1
M
n−1∑
k=1
e−
n
k+1
n
2(k + 1)2
k + 1
n
.
Since tM =
n
M+1 →∞, when n tends to infinity, M fixed, we obtain
lim inf
n→∞
n−1∑
k=1
Yk
2(k + 1)
≥ M
M + 1
· 1
2
∫ ∞
1
e−α
1
α
dα.
By letting M tend to infinity, we establish
lim inf
n→∞
n−1∑
k=1
Yk
2(k + 1)
≥ 1
2
∫ ∞
1
e−α
1
α
dα.
The upper bound comes similarly and we obtain
(2.50)
n−1∑
k=1
Yk
2(k + 1)
n→∞−→ 1
2
∫ ∞
1
e−α
1
α
dα.
Now we turn to the last term in (2.48) showing that
(2.51)
n−1∑
k=1
Zk
(k + 1)
=
n−1∑
k=1
1
(k + 1)
∫ n/(k+1)
0
((
1− v
n
)n−3/2 − e−v)dv n→∞−→ 0.
It would then follow from (2.46)–(2.51) that
(2.52) (n − 3/2)
[ n−1∑
k=1
(k + 1)−(n+1/2)Bk −
n−1∑
k=1
1
2(k + 1)
]
n→∞−→ e−1 − 1− 1
2
∫ ∞
1
e−α
1
α
dα.
Let us compare the latter with the expression suggested in (2.26):∫ ∞
1
φ2(dα)dα =
∫ ∞
1
2e−α + αe−α − 2
2α2
dα =
∫ ∞
1
e−α
α2
dα+
1
2
∫ ∞
1
2e−α + αe−α − 2
2α2
dα.
Integration by parts yields∫ ∞
1
e−α
α2
dα =
∫ ∞
1
e−αd
(−1
α
)
= e−α
(−1
α
)∣∣∣∞
1
−
∫ ∞
1
(−1
α
)
d(e−α) = e−1 −
∫ ∞
1
e−α
1
α
dα.
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Hence, ∫ ∞
1
φ2(dα)dα = e
−1 − 1− 1
2
∫ ∞
1
e−α
1
α
dα,
as stated in (2.52). It remains to prove (2.51)
Write the sum as one integral. We have
(2.53)∣∣∣∣
n−1∑
k=1
1
(k + 1)
∫ n/(k+1)
0
((
1− v
n
)n−3/2 − e−v)dv∣∣∣∣
≤
∫ n/(k+1)
0
∣∣∣(1− v
n
)n−3/2 − e−v∣∣∣dv ·( n−1∑
k=1
1
(k + 1)
)
≤ (log n)
∫ n/2
0
∣∣∣(1− v
n
)n−3/2 − e−v∣∣∣dv
.
Split the integration domain [0, n/2] in [0, A] and ]A,n/2] with A = A(n) specified below. For
the second domain, we use the elementary estimate
(
1− v
n
)n−3/2 ≤ exp{− (n− 3/2)
n
v
} ≤ e−v/2, n ≥ 3.
We thus get the estimate
(log n)(
n
2
)e−A/2.
For the first domain, we have∣∣∣e−v − (1− v
n
)n−3/2∣∣∣ = ∣∣∣e−v − (1− v
n
)n(
1− v
n
)−3/2∣∣∣ := ∣∣∣e−v − (1− v
n
)n
h
∣∣∣,
while
max
{
e−v − (1− v
n
)n
h,
(
1− v
n
)n
h− e−v
}
≤ max
{
e−v − (1− v
n
)n
, (h − 1)e−v
}
≤ e−v − (1− v
n
)n
+ (h − 1)e−v.
We use the following estimate ([Mi] p.266)
e−v − (1− v
n
)n ≤ v
2
2n
, v ≤ n
and also h =
(
1− vn
)−3/2 ≤ (1− An )−3/2. It follows that the expression in (2.53) is bounded by
(log n)
(n
2
e−A/2 +
A3
6n
+
(
1− A
n
)−3/2 − 1).
By letting A = n1/4, we get an expression tending to 0 when n tends to infinity. Hence we are
also done with (2.26).
3. Final proofs
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3.1. Control of approximation of zeta function
Recall according to the notation (1.21), with σ = 1/2 here, that
Zn(x) =
∑
k≤x
1
k
1
2
+iSn
− x
1−( 1
2
+iSn)
1− (12 + iSn)
,
and put
ζn = ζ(
1
2
+ iSn).
We will show now that Zn(x) provides a good approximation to ζn in the following sense.
Proposition 2. For each positive integer n,
E
∣∣Zn(x)− ζn∣∣2 x→∞−→ 0.
In order to prove this proposition, we need a series of simple technical results.
Let pn(u) =
n
π(n2+x2)
denote the distribution density of Sn.
Lemma 1. Let α ∈ R and x ≥ 1. Then,
∣∣∣ ∫
|u|≥x
eiαupn(u)du
∣∣∣ ≤ C(n)|α|x2 ,
where the constant C(n) depends on n only.
Proof. ∫ ∞
x
eiαupn(u)du =
∫ ∞
x
pn(u)d
(eiαu
iα
)
= pn(x)
eiαx
iα
−
∫ ∞
x
p′n(u)
eiαu
iα
du
We use the estimates
pn(x) ≤ C(n)
x2
, p′n(x) ≤
C(n)
x3
.
Then ∣∣∣ ∫ ∞
x
eiαupn(u)du
∣∣∣ ≤ C(n)
x2
1
|α| +
∫ ∞
x
C(n)
u3
du
|α| ≤
C(n)
|α|x2 .
Applying this estimate to
∫∞
x
e−iαupn(u)du =
∫ x
−∞
eiαupn(u)du, we achieve our goal.
Lemma 2. For any fixed n, we have∫
|u|≥x
∣∣∣ ∑
m≤x
1
m
1
2
+iu
∣∣∣2pn(u)du x→∞−→ 0.
Proof. We write that
∣∣∣ ∑
m≤x
1
m
1
2
+iu
∣∣∣2 = ∑
m1≤x
∑
m2≤x
1
m
1
2
+iu
1
1
m
1
2
−iu
2
=
∑
m1≤x
∑
m2≤x
1
m
1/2
1 m
1/2
2
(
m2
m1
)iu
Thus ∫
|u|≥x
∣∣∣ ∑
m≤x
1
m
1
2
+iu
∣∣∣2pn(u)du = ∑
m1≤x
∑
m2≤x
1
m
1/2
1 m
1/2
2
∫
|u|≥x
e
iu log
(
m2
m1
)
pn(u)du.
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We consider two cases: let β = 1/2.
If |m2 −m1| < mβ1 , then plainly∣∣∣ ∫
|u|≥x
e
iu log
(
m2
m1
)
pn(u)du
∣∣∣ ≤ ∫
|u|≥x
pn(u)du ≤
∫
|u|≥x
C(n)
u2
du ≤ C(n)
x
.
Therefore,
∑
m1≤x ,m2≤x
|m2−m1|<m
β
1
1
(m1m2)1/2
∣∣∣ ∫
|u|≥x
e
iu log
(
m2
m1
)
pn(u)du
∣∣∣ ≤ C(n)
x
∑
m1≤x
∑
m2≤x
|m2−m1|<m
β
1
1
(m1m2)1/2
≤ C(n)
x
∑
m1≤x
(2mβ1 )
(m1)1/2(m1 −mβ1 )1/2
≤ C C(n)
x
∑
m1≤x
mβ−11 ≤
C · C(n)
x
xβ
= C · C(n)xβ−1
= C · C(n)x−1/2 x→∞−→ 0.
If |m2 −m1| ≥ mβ1 , either m2 −m1 ≥ mβ1 , then by letting ψ := log
(
m2
m1
)
we get
|ψ| ≥ log (m1 +mβ1
m1
)
= log
(
1 +mβ−11
) ≥ Cmβ−11 .
Or m1 −m2 ≥ mβ1 , which implies m1 −m2 ≥ m1.mβ−11 ≥ m2.mβ−11 . And so
|ψ| = log (m1
m2
) ≥ log (1 +mβ−11 ) ≥ Cmβ−11 .
By applying Lemma 1, we find that∣∣∣ ∫
|u|≥x
e
iu log
(
m2
m1
)
pn(u)du
∣∣∣ = ∣∣∣ ∫
|u|≥x
eiuψpn(u)du
∣∣∣ ≤ C(n)|ψ|x2 ≤ C(n)mβ−11 x2 =
C(n)
x2
m1−β1 ,
and we get
∑
m1≤x ,m2≤x
|m2−m1|≥m
β
1
1
(m1m2)1/2
∣∣∣ ∫
|u|≥x
e
iu log
(
m2
m1
)
pn(u)du
∣∣∣ ≤ C(n)
x2
∑
m1≤x ,m2≤x
m1−β1
(m1m2)1/2
≤ C(n)
x2
∑
m1≤x ,m2≤x
m
−β+1/2
1 m
−1/2
2
≤ C(n)
x2
( ∑
m1≤x
m
−β+1/2
1
)( ∑
m2≤x
m
−1/2
2
)
≤ C(n)
x2
x−β+3/2x1/2 = C(n)x−β
= C(n)x−1/2
x→∞−→ 0.
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Lemma 3. For any fixed n, we have
∫
|u|≥x
∣∣∣ x 12−iu1
2
− iu
∣∣∣2pn(u)du x→∞−→ 0.
Proof.
∫
|u|≥x
∣∣∣ x 12−iu1
2
− iu
∣∣∣2pn(u)du ≤ x
∫
|u|≥x
1
|u|2 pn(u)du ≤ C(n)x
∫
|u|≥x
du
|u|4 ≤ C(n)x · x
−3
=
C(n)
x2
x→∞−→ 0.
Proof of Proposition 2. We set
h(x, u) =
∑
k≤x
1
k
1
2
+iu
− x
1−( 1
2
+iu)
1− (1
2
+ iu)
.
Then
Zn(x) = h(x, Sn),
and we have
E
∣∣Zn(x)−ζn∣∣2 = E∣∣h(x, Sn)−ζ(1
2
+iSn)
∣∣2 = ∫ ∞
−∞
∣∣h(x, u)−ζ(1
2
+iu)
∣∣2pn(u)du
≤
∫
|u|≤x
∣∣h(x, u)−ζ(1
2
+iu)
∣∣2pn(u)du+2
∫
|u|>x
∣∣h(x, u)∣∣2pn(u)du+2
∫
|u|>x
∣∣ζ(1
2
+iu)
∣∣2pn(u)du.
Concerning the first integral, we have by (1.20)
∫
|u|≤x
∣∣h(x, u) − ζ(1
2
+ iu)
∣∣2pn(u)du ≤ max
|u|≤x
∣∣h(x, u)− ζ(1
2
+ iu)
∣∣2 ≤ C|x| x→∞−→ 0.
The second integral,
∫
|u|>x
∣∣h(x, u)∣∣2pn(u)du ≤ 2
∫
|u|>x
∣∣∑
k≤x
1
k
1
2
+it
∣∣2pn(u)du + 2
∫
|u|>x
∣∣ x1−( 12+iu)
1− (1
2
+ iu)
∣∣2pn(u)du
tends to zero, as a consequence of Lemmas 2 and 3. For controlling the third integral, we use
that (see (1.9)) ∫
|u|≤T
|ζ(1
2
+ iu)|4du ≤ CT (log T )4.
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We have∫
|u|>x
∣∣ζ(1
2
+ iu)
∣∣2pn(u)du ≤ ∑
m:2m≥x
∫
|u|∈[2m−1,2m]
∣∣ζ(1
2
+ iu)
∣∣2pn(u)du
≤
∑
m:2m≥x
(
max
|u|≥2m−1
pn(u)
)
·
∫
|u|∈[2m−1,2m]
∣∣ζ(1
2
+ iu)
∣∣2du
≤
∑
m:2m≥x
C(n)
(2m)2
·
(∫
|u|≤2m
∣∣ζ(1
2
+ iu)
∣∣4du
)1/2
· (2m)1/2
≤
∑
m≥ log x
log 2
C(n)
(2m)2
·
(
2m[m log 2]4
)1/2
· (2m)1/2
≤ C · C(n)
∑
m≥ log x
log 2
m2
2m
x→∞−→ 0,
and the proof is now complete.
Note that a weaker result than (1.9), for instance Theorem 7.4 in [T] asserting that
∫ T
0
|ζ(12 +
it)|2dt ∼ T log T as T tends to infinity, would have also be suitable.
3.2. Proof of Theorem 1.
In this step, we prove Theorem 1 by giving the estimates of the covariance of the system
{Zn, n ≥ 1}. Recall that
Zn = ζ(1/2 + iSn)−E ζ(1/2 + iSn) = ζn −Eζn.
We approximate ζn by Zn(x). By Proposition 2 we know that
(3.1) E
∣∣Zn(x)− ζn∣∣2 x→∞−→ 0.
On the other hand, by using (2.21), (2.14), (2.16), we obtain from (2.3)
E |Zn(x)|2 = 2x
n+ 1/2
+Kn +
2x
n+ 1/2
− 4x
n+ 1/2
+
2
2n− 1 + o(1)
= Kn +
1
n− 1/2 + o(1), x→∞,
,
where Kn is given in (2.21). Hence,
E |ζn|2 = Kn + 1
n− 1/2 <∞.
It follows from (3.1) that
(3.2) E ζnζm = lim
x→∞
EZn(x)Zm(x).
It also follows from (3.1) and (2.4) that
(3.3) E ζn = lim
x→∞
EZn(x) = ζ(
1
2
+ n)− 8n
4n2 − 1 .
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Since
EZnZm = E ζnζm −E ζnE ζm,
we obtain from (3.2) and (3.3)
(3.4) EZnZm = lim
x→∞
EZn(x)Zm(x)−
(
ζ(
1
2
+ n)− 8n
4n2 − 1
)(
ζ(
1
2
+m)− 8m
4m2 − 1
)
.
In particular,
(3.5) E |Zn|2 = Kn + 1
n− 1/2 −
(
ζ(
1
2
+ n)− 8n
4n2 − 1
)2
,
and the first claim of Theorem 1 follows.
By (2.3), EZn(x)Z¯m(x) = EZn1Z¯m1 − EZn1Z¯m2 − EZn2Z¯m1 + EZn2Z¯m2. Recall that
we proved in (2.20), (2.15), (2.17) and (2.13) respectively, for m > n+ 1, as x tends to infinity,
that
EZn1Z¯m1 = ζ((m− n) + 1) + θ
(
1
m− 1/2 +
1
n− 1/2
)
ζ(m− n) + o(1),
EZn1Z¯m2 =
−2(m− n)ζ(n + 1/2)
(m+ 1/2)(2n−m+ 1/2) +
2n ζ(m− n)
(m− 1/2)(2n−m+ 1/2) + o(1),
EZn2Z¯m1 = EZm1Z¯n2 =
2n ζ(m− n)
n2 − 1/4 + o(1),
EZn2Z¯m2 =
4n(m− n)
((m− n)2 − 1)(n2 − 1/4) + o(1),
where θ = θ(n,m) ∈ [0, 1]. We get in view of (2.4)∣∣∣EZn(x)Zm(x) −EZn(x)EZm(x)∣∣∣ ≤ ∣∣∣ζ((m− n) + 1)
− (ζ(1
2
+ n)− 8n
4n2 − 1
)(
ζ(
1
2
+m)− 8m
4m2 − 1
)∣∣∣
+
(
1
m− 1/2 +
1
n− 1/2
)
ζ(m− n)
+
∣∣∣∣ 2(m− n)ζ(n+ 1/2)(m+ 1/2)(2n−m+ 1/2) − 2n ζ(m− n)(m− 1/2)(2n−m+ 1/2)
− 2n ζ(m− n)
n2 − 1/4 +
4n(m− n)
((m− n)2 − 1)(n2 − 1/4)
∣∣∣∣+ o(1).
By using (3.4) and letting x tend to infinity, we obtain for any fixed pair of integers n,m with
m > n+ 1∣∣∣EZnZm∣∣∣ ≤ ∣∣∣ζ((m− n) + 1)− (ζ(1
2
+ n)− 8n
4n2 − 1
)(
ζ(
1
2
+m)− 8m
4m2 − 1
)∣∣∣
+
(
1
m− 1/2 +
1
n− 1/2
)
ζ(m− n)
+
∣∣∣∣ 2(m− n)ζ(n + 1/2)(m+ 1/2)(2n−m+ 1/2) − 2n ζ(m− n)(m− 1/2)(2n−m+ 1/2)
− 2n ζ(m− n)
n2 − 1/4 +
4n(m− n)
((m− n)2 − 1)(n2 − 1/4)
∣∣∣∣.
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But
ζ((m− n) + 1)− (ζ(1
2
+ n)− 8n
4n2 − 1
)(
ζ(
1
2
+m)− 8m
4m2 − 1
)
= ζ((m− n) + 1)
−ζ(1
2
+ n)ζ(
1
2
+m) +
8m
4m2 − 1 · ζ(
1
2
+ n) +
8n
4n2 − 1 · ζ(
1
2
+m)− 64nm
(4n2 − 1)(4m2 − 1) .
Now
ζ((m− n) + 1)− ζ(1
2
+ n)ζ(
1
2
+m) =
∞∑
k=1
1
k(m−n)+1
−
∞∑
k=1
∞∑
ℓ=1
1
k
1
2
+nℓ
1
2
+m
=
∞∑
k=2
1
k(m−n)+1
−
∞∑
k=2
1
k
1
2
+n
−
∞∑
ℓ=2
1
ℓ
1
2
+m
−
∞∑
k=2
1
k
1
2
+n
∞∑
ℓ=2
1
ℓ
1
2
+m
.
And since for any D > 1,
∞∑
k=2
1
kD
≤ 1
2D
(
1 +
2
D − 1
)
,
it follows that
∣∣∣ζ((m−n)+1)− ζ(1
2
+n)ζ(
1
2
+m)
∣∣∣ ≤Cmax( 1
2(m−n)+1
,
1
2
1
2
+n
,
1
2
1
2
+m
)
≤ Cmax
( 1
2m−n
,
1
2n
)
.
Further
sup
m>n+1
m
4m2 − 1 = O(
1
n
),
n
4n2 − 1 = O(
1
n
),
so that
sup
m>n+1
∣∣∣∣ 8m4m2 − 1 · ζ(12 + n) + 8n4n2 − 1 · ζ(12 +m)− 64nm(4n2 − 1)(4m2 − 1)
∣∣∣∣ = O( 1n ).
For the other terms, we have uniformly over m such that m > n+ 1
(
1
m− 1/2 +
1
n− 1/2
)
ζ(m− n) = O( 1
n
),
2n ζ(m− n)
n2 − 1/4 = O(
1
n
),
4n(m− n)
((m− n)2 − 1)(n2 − 1/4) = O(
1
n
).
Consider finally the last term
−2(m− n)ζ(n+ 1/2)
(m+ 1/2)(2n−m+ 1/2) +
2n ζ(m− n)
(m− 1/2)(2n−m+ 1/2)
We have
2n
(m− 1/2)(2n−m+ 1/2) −
2(m− n)
(m− 1/2)(2n−m+ 1/2) = 2
(2n−m)
(m− 1/2)(2n−m+ 1/2)
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thus
∣∣∣ 2n
(m− 1/2)(2n−m+ 1/2) −
2(m− n)
(m− 1/2)(2n−m+ 1/2)
∣∣∣ ≤ 2
m− 1/2 maxU=2n−m∈Z
|U |
|U + 1/2|
≤ C/m.
Further
2(m− n)
(m− 1/2)(2n−m+ 1/2) −
2(m− n)
(m+ 1/2)(2n−m+ 1/2) =
1
(m2 − 1/4) .
2(m− n)
(2n −m+ 1/2) .
Now observe that the function f(A) := A
n−A+1/2
defined for A integer, has maximal absolute
value less than Cn. Hence, as f(m− n) = (m−n)(2n−m+1/2) , we deduce
max
m>n+1
∣∣∣ 2(m− n)
(m− 1/2)(2n−m+ 1/2) −
2(m− n)
(m+ 1/2)(2n−m+ 1/2)
∣∣∣ ≤ C max
m>n+1
n
m2
≤ C
n
.
Consequently,
max
m>n+1
∣∣∣ 2n
(m− 1/2)(2n−m+ 1/2) −
2(m− n)
(m+ 1/2)(2n−m+ 1/2)
∣∣∣ ≤ C
n
.
Write that
−2(m− n)ζ(n + 1/2)
(m+ 1/2)(2n−m+ 1/2) +
2n ζ(m− n)
(m− 1/2)(2n−m+ 1/2)
=
2(m− n)
(m+ 1/2)(2n−m+ 1/2)
{
ζ(m− n)− ζ(n+ 1/2)}
+ζ(n+ 1/2)
{ 2n
(m− 1/2)(2n−m+ 1/2) −
2(m− n)
(m+ 1/2)(2n−m+ 1/2)
}
.
We already know that the absolute value of the last term is less than C/n. To control the first
term we proceed as before: since
∣∣ζ(m− n)− ζ(n+ 1/2)∣∣ ≤ Cmax( 1
2m−n
,
1
2n
)
and ∣∣ 2(m− n)
(m+ 1/2)(2n−m+ 1/2)
∣∣ = 2|f(m− n)|
(m+ 1/2)
≤ C n
m
≤ C,
we get
∣∣∣ 2(m− n)
(m+ 1/2)(2n−m+ 1/2)
{
ζ(m− n)− ζ(n+ 1/2)
}∣∣∣ ≤ C max( 1
2m−n
,
1
2n
)
.
Therefore, for m > n+ 1 ∣∣EZnZm∣∣ ≤ Cmax( 1
n
,
1
2m−n
)
,
as claimed in Theorem 1.
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3.3. Asymptotic behavior along the Cauchy random walk
In this subsection, we give the proof of Theorem 2. The essential step consists of controlling
the increments
E
∣∣∣ ∑
i≤n≤j
n even
Zn
∣∣∣2, E ∣∣∣ ∑
i≤n≤j
n odd
Zn
∣∣∣2.
Since the two increments are treated in exactly the same way, we only consider the first one.
We use Theorem 1. By developing the sum
E
∣∣∣ ∑
i≤n≤j
n even
Zn
∣∣∣2 = ∑
i≤n≤j
n even
E |Zn|2+
∑
i≤n≤j
n even
∑
i≤m≤j
m even
EZnZm ≤ C
∑
i≤n≤j
n even
log n+C
∑
i≤n<m≤j
n,m even
max
( 1
n
,
1
2m−n
)
.
But ∑
i≤n<m≤j
n,m even
1
n
≤
(∑
n≤j
1
n
)( ∑
i≤m≤j
1
)
≤ C(log j)(j − i)
and ∑
i≤n<m≤j
n,m even
2−(m−n) ≤
( ∑
i≤n≤j
1
)( ∑
m>n
2−(m−n)
)
≤ (j − i)
(∑
h≥1
2−h
)
= C(j − i).
Therefore,
E
∣∣∣ ∑
i≤n≤j
n even
Zn
∣∣∣2 ≤ C(log j)(j − i).
And by operating the same way for the odd part, we get that there exists a constant C such
that for any j > i,
E
∣∣∣ ∑
i≤n≤j
Zn
∣∣∣2 ≤ C(log j)(j − i).
Now the conclusion of Theorem 2 is easily obtained from Theorem 1.10 in [W2], which we recall
now.
Proposition 3. Let {ml, l ≥ 1} be a sequence of positive reals with partial sums Mn =
∑n
l=1ml
tending to infinity with n. Assume that
log
Mn
mn
∼ logMn.
Let Φ : R+ → R+ be a concave nondecreasing function. Then any sequence {ξl, l ≥ 1} of
random variables satisfying the increment condition
E
∣∣ j∑
l=i
ξl
∣∣2 ≤ Φ( j∑
l=1
ml)
( j∑
l=i
ml
)
, (i ≤ j)
also verifies for any τ > 3/2∑n
l=1 ξl
Φ(Mn)1/2 log
τ (1 +Mn)
a.s.−→ 0 and
∥∥∥ sup
n≥1
∣∣∑n
l=1 ξl
∣∣
Φ(Mn)1/2 log
τ (1 +Mn)
∥∥∥
2
<∞.
We apply this result to Zn with the choice ml ≡ 1 and Φ(x) = log(1 + x) and obtain the
assertion of Theorem 2.
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