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BACTERIAL PHYLOGENY IN THE CAYLEY GRAPH
CHAD CLARK, ATTILA EGRI-NAGY, ANDREW R. FRANCIS, VOLKER GEBHARDT
Abstract. Many models of genome rearrangement involve operations (e.g. inversions and transloca-
tions) that are self-inverse, and hence generate a group acting on the space of genomes. This gives a
correspondence between genome arrangements and the elements of a group, and consequently, between
evolutionary paths and walks on the Cayley graph. Many common methods for phylogeny reconstruction
rely on calculating the minimal distance between two genomes; this omits much of the other information
available from the Cayley graph. In this paper we begin an exploration of some of this additional infor-
mation, in particular describing the phylogeny as a Steiner tree within the Cayley graph, and exploring
the “interval” between two genomes. While motivated by problems in systematic biology, many of these
ideas are of independent group-theoretic interest.
1. Introduction
Large-scale genome rearrangements are widely used for phylogenetic inference, especially in bacteria,
because they occur frequently enough to use as a measure of evolutionary distance, but not so frequently
that all signal is lost. Each genome is then thought of as an arrangement of regions of DNA that are
present in all the genomes under study. Such regions need not be functional DNA (genes), but are
identified through genome alignment software such as MAUVE [6].
The most commonly-studied rearrangement process in bacteria is inversion (others include translo-
cation, deletion, insertion, etc). Inversion involves excision of a segment of the circular chromosome,
followed by reinsertion in the same place but with orientation reversed. This can thus be thought of as
a permutation of the regions on the genome, or a signed permutation if one accounts for orientation.
Because inversion has order 2, in particular is invertible, the set of allowable inversions generates a
group that acts on the space of bacterial genomes. Choices of allowable inversions give rise to numerous
group-theoretic models (see [9]). Given a choice of model and associated set of inversions, a sequence of
inversions corresponds to a sequence of generators, and describes a walk on the Cayley graph of the group.
Once one chooses a reference genome, this genome corresponds to the identity element of the group, and
every other genome corresponds to a unique group element given by the word in the generators on a path
to the genome through the Cayley graph.
In other words, by using the inversions as generators of a group, and by fixing a reference genome,
we have a one-to-one correspondence between genomes and group elements. Furthermore, we have a
correspondence between paths on the Cayley graph and sequences of evolutionary events. This means
that the Cayley graph provides a map of genome space.
For phylogeny, because an actual series of evolutionary events is a path on the Cayley graph, the
true phylogeny is a tree on the Cayley graph whose leaves are the extant genomes (assuming there
is no homoplasy: the paths do not visit the same genome twice). A parsimonious explanation of the
evolutionary history is then a Steiner tree connecting the genomes of interest in the Cayley graph.
So, an alternative formulation of the phylogeny reconstruction problem is the problem of finding a
Steiner tree in a Cayley graph. This can be a very hard problem, as the genomes we consider typically
have 60–80 regions, and so the group that we are interested in can have over 10100 elements.
In this paper we begin to address this challenge in two directions. First we study the “interval”
between two group elements, which is a ranked poset describing the group elements on geodesics between
the elements. Second, we approach the Steiner tree problem by beginning with three group elements;
this problem is also called the median problem. We define the “interior” of three points, and show that
it contains all median points (or Steiner points, or Fermat points).
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Our definiton of an interval between two group elements (genomes) in Section 3 extends the traditional
focus in genome rearrangements on finding the minimal distance between two genomes. While currently
it is possible to establish minimal distance very quickly for several models (see [15, 14, 1] for the uniform
distribution on inversions model, and [9] for the 2-inversion model), this approach throws away a lot
of information carried in the Cayley graph. Traditional methods of studying such problems in genome
rearrangements come from combinatorics [10, 13] and from group theory [9, 11]. Our main result on
intervals (Theorem 4.2) gives a condition under which two intervals are isomorphic, and comes after
some exploration of various properties of intervals.
The median problem — finding a point (genome rearrangement) that minimises the sum of the dis-
tances to a set of three other points — has a long history in genomics and has been shown to be NP-hard
for the most commonly studied model [4] (though many heuristic solutions exist, e.g. [3]). In Section 5
we show (Prop. 5.3) that the median in a Cayley graph is in the interior of a triangle formed by the three
group elements of interest. The definition of the interior is a key part of the result, and this relies on the
notion of interval, introduced in Section 3.
We finish the paper (Section 6) with some algorithms for constructing the interval and some com-
putational discussion of the problems. We use the GAP computer algebra system [12] and our Bio-
GAP package [8] to explore the combinatorics of these objects.
2. Groups, generating sets, geodesic paths
Let G be a group with generators S = {s1, . . . , sn}, so that every element of G can be written as a
finite product of generators and their inverses, denoted by 〈S〉 = G. Sometimes we restrict these products
to elements of S, not using their inverses, and we say that the (same) group is generated as a semigroup.
Let S∗ denote the free monoid generated by S, which is the set of all words, i.e. finite sequences of the
elements of S. The empty word is denoted by ε. The group element realized by the word w is denoted
by w, thus w ∈ S∗ and w ∈ G.
The geodesic distance is defined by dS(g1, g2) = |u|, where u is a minimal length word in S
∗, called a
geodesic word, with the property that g1u = g2 as group elements. This is also denoted by g1
u
−→ g2.
Fact 1. Distance is invariant under left multiplication. That is, for g, g1, g2 ∈ G, d(g1, g2) = d(gg1, gg2).
Proof. If u is a geodesic word such that g1u = g2, then gg1u = gg2. This provides a one-to-one corre-
spondence between paths g1
u
−→ g2 and gg1
u
−→ gg2. 
Let GeoS(g1, g2) be the set of all geodesic words from g1 to g2, so that
GeoS(g1, g2) = {w ∈ S
∗ | g1w = g2 and dS(g1, g2) = |w|}.
When no confusion arises we omit the reference to the generating set and simply use d(g1, g2) and
Geo(g1, g2). The length of a group element g is defined by its distance from the identity: ℓ(g) = d(1G, g)
and we also write Geo(g) instead of Geo(1G, g), where 1G is the identity of the group. In particular
ℓ(1G) = 0 and Geo(1G) = {ε}. The diameter of G is defined by diam(G) = maxg∈G ℓ(g).
The Cayley graph Γ(G,S) of G with respect to the generating set S is the directed graph with group
elements as nodes and the labelled edges encoding the action of G on itself by its generators. Thus,
g
s
−→ gs is an edge, for s ∈ S.
For a finite set X , let SX be the group of all permutations of X , the symmetric group on X .
A partial order is a reflexive, antisymmetric and transitive relation on a set, often denoted by the
symbol ≤. We write x < y if x ≤ y and x 6= y. The covering relation is defined by x ≺ y if x < y and
there is no z such that x < z < y. An ordered set X is an antichain if for x, y ∈ X , x ≤ y implies x = y.
A map ϕ is an order-isomorphism if x ≤ y ⇐⇒ ϕ(x) ≤ ϕ(y). For more details on order theory see [7, 5].
3. Intervals
For a group G we define a partial order of the group elements based on how they are ordered along
geodesics with respect to a generating set S.
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Figure 1. The rank-sets of the interval
[
(0, 0), (4, 3)
]
in Z2.
Definition 3.1 (Prefix order). For group elements g1, g2 ∈ G = 〈S〉 we write g1 ≤S g2 if ∃w = uv ∈ S
∗
such that w = g2, u = g1, w ∈ Geo(g2). That is, g1 ≤S g2 if there is a geodesic from the identity to g2
such that g1 is on it.
We just write ≤ instead of ≤S , if no confusion arises.
For Coxeter systems this partial order is called the weak order [2], and it is a ranked (graded) lattice.
It is natural to ask that what are the properties of the weak order in general?
Definition 3.2 (Ranking). An ordered set (X,≤) is ranked if there is a rank function r : X → (N,≤)
preserving the covering relation:
x ≺ y ⇒ r(y) = r(x) + 1.
Proposition 3.3. Any group G ordered by the prefix order (G,≤) is a ranked poset with ℓ as the rank
function.
Proof. g1 ≺ g2 means that g1 is on a geodesic going to g2 and there is no other element in between,
therefore ℓ(g2) = ℓ(g1) + 1. 
Definition 3.4. The rank-set Ri is the set of elements of rank i: Ri = {g ∈ G | ℓ(g) = i}, i ∈ N.
The rank-sets are easy to visualize for the simple and familiar example of Z2 with the standard
generator set {x = (1, 0), y = (0, 1)}, as in Figure 1.
Example 1 (Free Groups). The Cayley graphs of free groups are trees, and so there is only one geodesic
to each element. The rank-sets are formed simply by words of the same length.
Example 2. Another way to have unique geodesics for every group element in a group G is if the group
itself is the generating set. In the prefix order (G,≤G) for each g ∈ G, g 6= 1G we have one geodesic, a
single edge. That is, all non-identity elements have length 1.
Definition 3.5 (Interval). For a group G with a prefix order determined by a fixed generating set, the
closed intervals are defined by
Ih := [1G, h] = ({g ∈ G | 1G ≤ g ≤ h},≤) .
Due to the symmetries of the Cayley graph the identity is only a convenient choice, we can consider
intervals between arbitrary elements (see Fact 1).
Fact 2. [g1, g2] is order-isomorphic to [1G, g
−1
1 g2].
Example 3 (Cyclic Groups). Cn = 〈x〉 = {x | x
n = 1} generated as a semigroup has only one geodesic
to each element, thus its intervals are also linear orders. The situation changes if the cyclic group is
generated as a group: diam{x}(Cn) = n−1 while diam{x,x−1}(Cn) = ⌊
n
2 ⌋. If n is even, then
∣∣Geo
(
x
n
2
)∣∣ =
2 and
[
1, x
n
2
]
= Cn. This shows that it is possible to have the entire group in an interval.
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(0, 0) (4, 0)x (0, 0)
(2, 2)
y
x
Figure 2. Two elements of Z2 with the same length (4), but intervals of different sizes:∣∣[(0, 0), (4, 0)]
∣∣ = 5, while
∣∣[(0, 0), (2, 2)]
∣∣ = 9, and number of geodesics are 1 and 6
respectively.
s1 s4
s2
s4
s1
s4
s2
Figure 3. Left: This example shows that intervals do not in general satisfy the Sperner
property. Here maxi |Ri| = 3, but the highlighted elements form an antichain of size 4.
The interval encodes commuting transpositions in S4: s1s3s2 = s3s1s2 = s4s3s1 =
s4s1s3 = (1, 3, 4, 2), where we use a circular generating set, i.e. s4 = (4, 1). Right: The
interval [(), (1, 3, 2)(4, 5)] in S5 generated by {s1, . . . , s4}, where si is the transposition
(i, i+ 1). The number of paths is 3 while the maximum size of an antichain is only 2.
There are some immediate negative results about intervals in general. To what extent does the interval
depend on the distance between the elements? Is there a relation between |Geo(g)| and
∣∣[1, g]
∣∣? In general,
the length of the element does not determine the size of the interval uniquely. Again, Z2 demonstrates
this easily (Fig. 2).
A partial order satisfies the Sperner property if no antichain is bigger than the size of the maximal
rank-set [5]. Intervals do not satisfy this property, and in general the number of paths can be bigger than
the size of a maximal antichain, see Fig. 3.
Lattices are partial orders where every pair of elements have a unique least and a greatest upper
bound. In general intervals in Cayley graphs are not lattices. Any group with two generators satisfying
a2 = b2, ab = ba, both being non-identity and with no generator equivalent to these words will contain
non-lattice intervals (see Fig. 4).
4. Classifying group elements
The geodesic distance from a chosen reference point gives a classification of group elements, the spheres
around the reference. Referring to properties of intervals, we can have refined or different classifications:
(1) Same length: g1 ∼ℓ g2 ⇔ ℓ(g1) = ℓ(g2),
(2) Same number of paths: g1 ∼# g2 ⇔ |Geo(g1)| = |Geo(g2)|,
(3) Same number of elements in intervals: g1 ∼|| g2 ⇔ |[1, g1]| = |[1, g2]|,
(4) Same interval: g1 ∼I g2 ⇔ [1, g1] ∼= [1, g2], where ∼= denotes order isomorphism of partially
ordered sets.
The more properties of intervals we take into account the more refined the classifications are (see Fig. 5
and 6). It is important to note, that the equivalence classes in different classifications are not in a single
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Figure 4. Left: Minimal example of a non-lattice graded poset. The pair of filled
elements have have two least upper bounds. Right: Labelling with two generators for
possible non-lattice intervals. For instance [(), (1, 2)] with generators (3, 4) and
(1, 2)(3, 4).
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Figure 5. Distribution of minimal lengths in S8 generated by the circular generating
set of transpositions.
refinement hierarchy. For instance, intervals of different length can have the same number of paths or
same number of elements.
4.1. Symmetries of generating sets and interval classification. In practice, we would like to do the
above classifications without fully calculating the potentially large intervals. This involves estimating or
partially calculating some properties of an interval, just by looking at the permutation and the generating
set. In some cases, we can easily decide equivalence.
An easy to calculate property of a permutation is its cycle-structure. Unfortunately it is not true in
general that conjugate elements have the same interval. For instance, the symmetric group S5 generated
by the transpositions {s1, . . . , s4} has different lengths (thus different intervals) for (1, 3) and (2, 5),
though they are conjugate elements in S5. On the other hand, (1, 3) and (3, 5) have the same interval.
Closer inspection reveals that the latter two are conjugate under the flip symmetry of the ‘number line’
segment, the sequence 1, 2, 3, 4, 5, and thus the nontrivial symmetry the generator set has. This suggests
that if the generator set has some symmetries, then those symmetries will be retained by the intervals
as well. In other words, if the generators are closed under conjugation, then elements conjugate by the
same symmetries have the same interval.
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Figure 6. Distribution of interval sizes in S8 generated by the circular generating set
of transpositions. There are 386 different interval lengths. Sporadic values are cut off,
the maximum interval size is 4280.
Definition 4.1 (Normaliser). The normaliser of S ⊆ SX in SX is defined by
NSX (S) = {σ ∈ SX | σ
−1Sσ = S}.
Example 4. It is possible to have generating sets that are non-homogeneous in the sense that not all
elements are conjugate, but the still share the same set of symmetries. Given 7 regions, and the gener-
ating set consisting of unsigned inversions of length 3, {(1, 3), (2, 4), (3, 5), (4, 6), (5, 7), (1, 6), (2, 7)}, and
of length 4 {(1, 4)(2, 3), (2, 5)(3, 4), (3, 6)(4, 5), (4, 7)(5, 6), (1, 5)(6, 7), (1, 7)(2, 6), (1, 2)(3, 7)} generate S7.
This generating set has the dihedral group as its symmetries, but a 3-inversion is not conjugate to a
4-inversion.
Now we can give a sufficient condition for elements of a group to have order isomorphic intervals, as
follows.
Theorem 4.2. Let G be a group acting on a set X generated by S. Write N for the normaliser NG(S).
For g1, g2 ∈ G, we have
g1 ∼N g2 =⇒ Ig1 ∼ Ig2
where the ∼N on the left means “conjugate under an element of N” and ∼ on the right means “order
isomorphism”.
Proof. If g1 ∼N g2 then there is a π ∈ N such that π
−1g1π = g2. Take any edge in the interval Ig1 , say
w
s
→ ws for s ∈ S. Then
π−1wπ
π−1sπ
−→ π−1wπ · π−1sπ = π−1wsπ
as π−1sπ is a generator in S since π ∈ N . That is, conjugation by elements of N takes edges of Ig1 to
edges of Ig2 , defining an order embedding (since we can extend the above to show that (u ≤ w) =⇒
(π−1uπ ≤ π−1wπ) for any π ∈ N .
To show this is an order isomorphism it remains to show it’s a bijection on the underlying sets of Ig1
and Ig2 . This follows easily from the definition. For one to one, if π
−1wπ = π−1uπ then w = u since we
are in a group. For onto, the element v ∈ Ig2 has pre-image πvπ
−1 ∈ Ig1 . 
Example 5. A group generated by itself with the prefix order (G,≤G) shows that isomorphic interval
structure does not imply conjugacy.
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5. The Median Problem
In the Cayley graph Γ(G,S), a solution to the median problem for 1G, g1, g2 ∈ G corresponds to
the vertex of degree 3 in a Steiner tree connecting them. Note that since G acts vertex-transitively
on its Cayley graph by left multiplication, the median problem on any set of three group elements can
be translated back to this problem in which one element is the identity. As a computationally difficult
problem, it is useful to narrow the search for this vertex to a smaller subset of Cayley graph called the
interior. To do this, we use the intervals between each pair of genomes.
For group elements 1G, g1 and g2 begin by constructing the intervals Ig1 , Ig2 and [g1, g2]. Next,
calculate the distances d(1G, [g1, g2]) := min{d(1G, x) : x ∈ [g1, g2]}, d
(
g1, Ig2
)
and d
(
g2, Ig1
)
. Denote
these distance δ(1G), δ(g1) and δ(g2) respectively. Finally, for g ∈ G and δ ∈ N, denote by Bδ(g) the set
{h ∈ G | d(g, h) ≤ δ}, the closed ball of radius δ.
Definition 5.1 (Interior). For group elements 1G, g1 and g2, their interior is the intersection
Bδ(1G)(1G) ∩Bδ(g1)(g1) ∩Bδ(g2)(g2).
Let p(h1, h2) be a geodesic path between h1 and h2 in G. If h2 = 1G, this is written p(h1). In choosing
the geodesic p(g2) ∈ Geo(g2) such that d
(
g1, p(g2)
)
= δ(g1) (and making similar choices for 1G and g2),
the geodesic triangle p(g1)∪ p(g2)∪ p(g1, g2) is formed. Knowledge of the intervals ensures that minimal
distances δ(1G), δ(g1) and δ(g2) can be obtained.
We now show that the interior must contain all solutions to the median problem for 1G, g1 and g2.
Definition 5.2 (Steiner weight). The Steiner weight of a group element h, denoted sw(h), with respect
to 1G, g1 and g2 is
sw(h) :=
∑
γ∈{1G,g2,g2}
d(γ, h).
Proposition 5.3. The interior of 1G, g1 and g2 contains all solutions to their median problem.
Proof. Suppose that y ∈ Γ(G,S) \ Bδ(1G)(1G) where ℓ(y) = δ(1G) + k for k ∈ N with k > 0. Without
loss of generality, let z be a vertex in Geo(g1, g2) such that ℓ(z) = δ(1G). Finally, let x be a vertex on a
geodesic path p(y) where ℓ(x) = δ(1G) and ℓ(y) = ℓ(x) + k so that ℓ(y) = ℓ(z) + k.
By the triangle inequality, we have that d(g1, g2) ≤ d(g1, y) + d(g2, y). Therefore,
d(z, g1) + d(z, g2) ≤ d(y, g1) + d(y, g2)
since d(g1, g2) = d(z, g1) + d(z, g2). Adding ℓ(z) to both sides and then k to the right hand side only
yields
d(z, g1) + d(z, g2) + ℓ(z) < d(y, g1) + d(y, g2) + ℓ(z) + k.
Since ℓ(y) = ℓ(z)+k, we have that sw(z) < sw(y). The same argument holds when y ∈ Γ(G,S)\Bδ(g1)(g1)
and y ∈ Γ(G,S) \ Bδ(g2)(g2). Therefore, the interior must contain a solution to the median problem.
Assuming there is a solution a to the median problem outside of the interior yields a contradiction, since
there must exist a point b in the interior with sw(b) < sw(a). Thus, the interior contains all solutions to
the median problem. 
The solution to the median problem may be not be unique. Here, we consider the Cayley graph of the
symmetric group generated by the set of unsigned inversions {(1, 2), . . . , (n, 1)}. The presentation of the
symmetric group under these relations is as follows [9].
s2i = 1 for each i = 1, . . . , n;
sisj = sjsi if (i− j) mod n 6= ±1;
sisi+1si = si+1sisi+1 for each i = 1, . . . , n− 1;
sn = sn−1sn−2 . . . s2s1s2 . . . sn−2sn−1.
Note that the relations imply that the braid relation sns1sn = s1sns1 also applies to sn and s1, and that
all these relations preserve the parity of the word-length.
In order to narrow the search for solutions to the median problem, we show that the distance between
any two solutions in this Cayley graph must be even.
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Proposition 5.4. Let 1G, g1 and g2 be elements of the symmetric group with the above group presenta-
tion. If m1 and m2 are solutions to the median problem for 1G, g1 and g2, then d(m1,m2) is even.
Proof. Recall that the geodesic distance between m1 and a group element g is defined by d(m1, g) = |u|,
where u is a minimal length word in S∗ andm1u = g. Let u = s1 . . . s2k+1 where si ∈ S are inversions and
k ∈ N∪ {0}. We show that m1u 6= m2 for any such word u and so d(m1,m2) must be even. Considering
the product m1s1, either m1s1 is a reduced word and |m1s1| = |m1| + 1 or m1s1 admits a reduction
under the relations of the group’s presentation. For any relation of the form w1 = w2 where w1 and
w2 are words in S
∗, the absolute value of |w1| − |w2| is even since w1 and w2 are permutations of the
same parity. Therefore, ℓ(m1s1) is either ℓ(m1) + 1 or ℓ(m1) − O1 where O1 is a positive odd number.
Similarly, d(m1s1, g1) is either d(m1, g1) + 1 or d(m1, g1)−O2 and d(m1s1, g2) is either d(m1, g2) + 1 or
d(m1, g2)−O3. There are a number of values that sw(m1s1) can take given any combination of possible
length changes. To summarise
sw(m1s1) = sw(m1) + a− b
where a ∈ N ∪ {0} and a ≤ 3, and b is a sum of odd numbers if a < 3. If a = 3, then b = 0. Extending
this to an arbitrary odd number 2k + 1, we have that sw(m1u) = sw(m1) + a− b where a − b is a sum
of 3(2k + 1) terms. If a is odd, then b is a summation consisting of an even number of positive odd
integers. If a is even, then b is a summation consisting of an odd number of positive odd integers. In both
instances, a and b have different parity. If a > b, then sw(m1u) > sw(m1) and so m1u is not a median
point. If a < b, then sw(m1u) < sw(m1) contradicting the fact that m1 is a median point. Therefore,
d(m1,m2) cannot be odd and so an even distance separates median points in this group presentation. 
6. Algorithms and Computational issues
Assuming that we can calculate the length efficiently, there is a straightforward algorithm for con-
structing the interval.
Fact 3. g1 ≤ g2 ⇐⇒ ℓ(g2) = ℓ(g1) + ℓ(g
−1
1 g2).
For finding the geodesics, instead of a brute-force search in every direction, we can quickly discard
those paths where the sum of the distance from the start and the remaining distance to the destination
is more than the length of a shortest path. This allows us to both study small (but non-trivial) cases of
intervals in groups as well as to count/estimate the number of geodesics without constructing the interval
explicitly.
In practice it could be unfeasible to fully calculate the graded interval. Fortunately, Algorithm 1 is
iterative, so we can estimate the size of intervals by calculating only the first (and the last) k grades.
The reliability of these estimates depends on the particular generator set, whether the initial growth and
the final shrinking rate of the intervals are proportional to their sizes.
For the median calculating algorithm we need to implement ‘geometrical’ functions, like calculating
spheres, balls, distances of points from intervals. Similar considerations apply here, one would like to
calculate only the relevant ‘circular sector’ guided by the distance from the other two corners of the
triangle.
The baseline versions of the above algorithms are implemented in the BioGAP computer algebra
package [8] providing a solid base for experimenting with optimized algorithms.
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