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RESUME
La place tenue par la statistique dans la société actuelle fait en sorte qu'il
devient important de s'interroger sur l'enseignement de cette discipline. Or, son
enseignement qui est inclus, du moins au niveau pré-universitaire, dans les cours de
mathématiques pose un défi majeur dû au fait que les raisonnements statistiques se
distinguent considérablement des raisonnements associés aux autres domaines des
mathématiques scolaires. En statistique, nous sommes en présence d'un degré
d'incertitude qui est en contraste avec les conclusions déterministes auxquelles les
mathématiques scolaires nous ont trop souvent habitués. La statistique fournit des
outils pour étudier, entre autres, des phénomènes aux données variables; au cœur de
la statistique se trouve alors le concept de variabilité.
Par ailleurs, bien que la statistique prenne de plus en plus de place dans les
programmes scolaires, le concept de variabilité même est peu nommé dans les
programmes. De plus, la formation à la statistique et à l'enseignement de cette
discipline occupe une place peu importante dans les cursus universitaires de
formation à l'enseignement.
Puisque l'enseignement du concept de variabilité apparaît fondamental, car au
cœur de la pensée statistique, on peut se demander quelles sont les connaissances des
enseignants à ce sujet compte tenu justement du peu de formation des enseignants
dans ce domaine et du peu d'explicitation qu'en font les programmes scolaires. Les
recherches dans le domaine de l'enseignement de la statistique ont proliféré depuis la
fin du siècle dernier. Certaines concernent le concept de variabilité, mais elles ont
surtout été menées chez des élèves. Très peu se sont préoccupées de la façon dont les
enseignants de mathématiques du secondaire prennent en compte le concept de
variabilité. Nous avons donc entrepris de répondre de manière exploratoire à la
question suivante: quelles sont les connaissances didactiques des enseignants en
rapport avec le concept de variabilité compte tenu de leurs connaissances
disciplinaires ?
Pour répondre à cette question, nous avons d'abord entrepris de cerner le
concept de variabilité en statistique à travers, d'une part, les travaux sur la discipline
et, d'autre part, les recherches sur les élèves. Nous nous sommes concentrés sur deux
dimensions du concept présentes dans le curriculum du secondaire au Québec. La
première, la variabilité échantillonnale, est associée aux fluctuations
d'échantillonnage qui apparaissent dans les différences entre les échantillons tirés
d'une même population. La seconde, la variabilité des données, réfère à la dispersion
des données statistiques. Ceci a constitué le cadre conceptuel permettant la réalisation
d'une recherche qualitative de nature exploratoire.
La recherche a été menée auprès de douze enseignants de mathématiques du
secondaire. Dans un premier temps, les enseignants devaient répondre
individuellement au premier volet du questiormaire mettant de l'avant des situations
de résolution de problèmes statistiques dans lesquels le concept de variabilité
intervient. Il s'en suivait, dans un deuxième temps, ime entrevue où les enseignants
étaient regroupés en dyade. La première partie de l'entrevue portait sur les réponses
des enseignants à ce premier volet du questionnaire, et ce, afin de porter un regard sur
les connaissances disciplinaires des enseignants sur le concept de variabilité. Par la
suite, les enseignants devaient répondre au deuxième volet du questionnaire. A cette
étape, des tâches didactiques reliées à la pratique enseignante, en lien avec les
situations statistiques du premier volet du questionnaire, étaient proposées afin
d'explorer, cette fois, les connaissances didactiques des enseignants sur le concept en
question.
La présente recherche identifie certaines conceptions et difficultés liées à
l'étude du concept de variabilité et complète les recherches antérieures sur le sujet.
Elle permet aussi de porter un regard sur l'enseignement de ce concept, notamment
en indiquant et en documentant des pistes d'interventions possibles pour l'enseignant
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confronté à des raisonnements et à des réponses d'élèves. De plus, cette étude montre
l'influence des connaissances disciplinaires des enseignants sur leurs connaissances
didactiques et laisse aussi présager de l'insuffisance de celles-ci pour le
développement des connaissances didactiques. De nos résultats émergent des
considérations pour la formation de futurs enseignants et met en exergue l'importance
de s'attarder aux connaissances disciplinaires et didactiques des enseignants.
Mots-clés : variabilité, statistique, connaissances didactiques
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INTRODUCTION
Au cours de nos onze années d'expérience comme enseignant de
mathématiques au secondaire, nous avons eu l'occasion d'échanger avec des
collègues sur les planifications de leçons et sur les approches d'enseignement. L'un
des volets traités chaque année était celui de la statistique. Deux constats ont été
faits. Tout d'abord, l'étude de la statistique est souvent reportée en fm d'année
scolaire sous prétexte que plusieurs enseignants considèrent les concepts reliés à cette
discipline comme étant d'une moins grande complexité ou d'ime moins grande
importance pour le cheminement scolaire de l'élève. Par conséquent, l'enseignement
de la statistique est souvent négligé dû à un manque de temps. Un premier
questionnement est venu. Est-ce que l'on peut se permettre de négliger
l'enseignement de ce champ des mathématiques ? Quelle est l'importance de la
statistique aujourd'hui ? S'il y a importance, est-elle reflétée au sein de nos
programmes de formation ?
Le deuxième constat fait référence à l'enseignement des concepts statistiques.
Au cours de ces années, nous avons abordé dans nos discussions les différents
processus et concepts à enseigner : la construction, l'analyse et l'interprétation de
diagrammes statistiques, les mesures de tendance centrale (mode, médiane et
moyenne), les mesures de position (quartiles, rangs cinquième et centiles) ainsi que
les mesures de dispersion (étendue, étendue interquartile, écart moyen et écart type).
Plusieurs collègues semblaient limiter leur enseignement de la statistique à
l'apprentissage de différentes techniques associées à la construction de
représentations graphiques et au calcul des différentes mesures statistiques. Or,
l'enseignement de la statistique est bien plus que cela! Le rapport Cockcroft'
mentionne que la statistique n'est pas simplement un ensemble de techniques, mais
bien une disposition d'esprit, une manière d'appréhender les données. Un second
' Mathematical counts. Report of the committee of inquiry into the teaching ofmathematics in schools,
Londres, Her Majesty's Stationnary Office, 1982; cité dans Girard et Régnier, 1998, p. 1.
questionnement est alors venu. En quoi consiste l'enseignement de la statistique? Si
cet enseignement consiste à développer une pensée statistique, quelles sont les
caractéristiques de cette pensée et quels sont les concepts clés qui la composent?
Dans le prochain chapitre, nous tenterons de répondre entre autre à ces
différents questionnements qui sont à l'origine de notre recherche.
CHAPITRE 1
Problématique
1.1 Importance de la statistique
Notre époque est marquée par un grand développement de la eommumeation.
Au cœur même d'une ère où la technologie prend de plus en plus de place et où les
informations fusent de toutes parts, l'utilisation de données statistiques est en pleine
croissance (Connor, Davies et Holmes, 2006). En effet, il suffit de voir l'abondance
de données statistiques disponibles sur Internet, d'observer les études qui sont
reportées dans les nouvelles à la télévision et de consulter quelques journaux ou
revues pour constater que ces derniers présentent un certain nombre de résultats
d'études ou de sondages (Utts, 2002). La statistique devient un outil de
communication de plus en plus exploité au sein de notre société (Cobb, 1999; Konold
et Higgins, 2003). Chaque individu est confronté de plus en plus à ce phénomène
grandissant, la statistique au quotidien. Aujourd'hui, im citoyen doit être à même
d'avoir cette faculté d'analyse pour développer un jugement critique, une évaluation
personnelle des données qui lui arrivent quotidiennement. Sans ces savoirs, il est
difficile de participer aux différents débats actuels concernant l'éducation, la santé,
l'enviroimement, etc. (Konold et Higgins, 2003) En effet, 1 importance de la
statistique dans nos vies, surtout avec les développements sociaux vécus durant les
dernières années, a fait en sorte que la gestion de données est devenue une clé dans
l'éducation pour former des citoyens responsables (Konold et Higgins, 2003). Vivre
Hans une ère d'informations rend impératif le besoin de développer des outils
conceptuels et pratiques pour les élèves afin qu'ils fassent le tri de ces informations
(Shaughnessy, Garfield et Greer, 1996). Les statistiques constituent une forme de
langage qu'ils doivent maîtriser. C'est pourquoi il est important, lorsqu'on réfléchit à
la formation des jeunes, de se questionner sur la place accordée à 1 enseignement de
la statistique dans le curriculum scolaire.
1.2 La statistique dans le curriculum scolaire
Depuis plusieurs années, une grande place a été accordée à renseignement de
la statistique, surtout dans le monde anglo-saxon. Le Québec a été fortement
influencé par cette tendance que nous décrivons ici.
1.2.1 La place de la statistique dans le curriculum scolaire dans le monde
anglo-saxon
Dans le monde anglo-saxon, un intérêt grandissant s'est manifesté pour une
réforme du curriculum scolaire en mathématiques vers les années 1960 (Cambridge
Conférence on School Mathematics, 1963). C'est dans ce courant de changements
que l'enseignement de la statistique et des probabilités fit son apparition. Toutefois,
cet enseignement était essentiellement dispensé dans les universités bien qu'il y ait eu
des pressions sociales à cette époque pour étendre l'enseignement de la statistique
aux élèves du primaire et du secondaire (NCTM, 1970). En 1963, le rapport sur la
conférence de Cambridge (USA) statuait sur l'importance d'enseigner la statistique et
les probabilités aux élèves du « pre-college », soit de l'élémentaire jusqu'à la 12®
année (Cambridge Conférence on School Mathematics, 1963).
Malgré tout, c'est seulement vers la fin des années 80 que l'enseignement de
la statistique fiit considéré indispensable pour l'éducation des élèves, celle-ci ayant
été jusqu'à ce moment négligée et considérée comme thème secondaire dans le
curriculum. Aux États-Unis par exemple, les appels pour inclure l'enseignement de
la statistique et des probabilités dans le curriculum scolaire n'étaient pas entendus
jusque-là. En 1975, le rapport NACOME notait que la statistique et les probabilités
étaient quasi absentes du curriculum (dans Gawronski et McLeod, 1980). En 1980, le
National Council of Teachers of Mathematics (NCTM) demandait l'augmentation de
la place accordée à l'enseignement de la statistique et des probabilités aux États-Unis.
Toutefois, ce n'est qu'en 1989 que ce vœu se réalise avec la recommandation du
NCTM d'inclure la statistique et les probabilités tout au long du parcours académique
et ce, pour l'ensemble des élèves et non seulement pour ceux allant à l'umversité
(Canada, 2004).
Cet intérêt grandissant pour l'introduction de la statistique et des probabilités
dans le curriculum du secondaire et du primaire depuis la fin des années 80 n'était pas
restreint aux États-Unis. Certains auteurs affirment même qu'il s'agissait d'une
tendance internationale en citant comme exemple certains pays dont l'Australie,
l'Angleterre et la Nouvelle-Zélande (Mellissinos, Ford et McLeod, 1997 ;
Shaughnessy et al, 1996 ; Watson et Moritz, 2000).
À leur introduction dans les curriculums scolaires, les coins de statistique
mettaient généralement l'accent sur le calcul, négligeant ainsi le développement
d'une pensée statistique (Ben-Zvi et Friedlander, 1997 ; Utts, 2002). Toutefois, avec
l'apport de la technologie, un esprit de changements est survenu. Par exemple,
l'arrivée des calculatrices à affichage graphique dans les classes vers la fin des années
90 a permis aux élèves d'avoir les calculs de base en statistique au bout de leurs
doigts, donnant ainsi plus de possibilités pour l'analyse de dormées (Burrill, 1996 ;
Moore, 1997). Dès lors, le but de l'enseignement de la statistique et des probabilités
n'était plus de développer la performance quant aux calculs statistiques à effectuer,
mais plutôt de développer la pensée statistique des élèves (Ben-Zvi et Garfield, 2004 ;
Makar et Confrey, 2005), ce qui a favorisé la réorientation de l'enseignement de la
statistique et des probabilités vers le développement de la pensée statistique des
élèves plutôt que sur l'exécution de calculs.
En 2000, le NCTM faisait les recommandations suivantes concernant
l'analyse de données et les probabilités:
Les programmes d'enseignement de la pré-matemelle jusqu'à la 12® aimée
devraient permettre à tous les élèves de :
•  formuler des questions auxquelles il est possible de répondre par la
collecte, l'organisation et la représentation de données ;
•  sélectionner et utiliser des méthodes statistiques appropriées pour
l'analyse de données ;
•  développer et évaluer des inférences statistiques et des prédictions
faites à partir de données ;
•  • • ^ 2
•  comprendre et appliquer les concepts de base en probabilités (p.48) .
Durant ces années, les gens impliqués dans les programmes en éducation au
Québec et dans la formation, notamment didacticiens et conseillers pédagogiques,
suivaient les travaux du NCTM. Plusieurs associations mathématiques canadieimes
sont d'ailleurs affiliées à cette organisation dont le GRMS (Groupe des Responsables
en Mathématiques au Secondaire) au Québec. Par conséquent, les recommandations
faites par le NCTM ont eu xme influence sur le Québec.
1.2.2 La place de la statistique et des probabilités dans le curriculum scolaire
au Québec
Au Québec, avant la création des cégeps (Collège d'Enseignement Général et
Professioimel) à la fin des années 60, l'enseignement de la statistique et des
probabilités était limité au niveau universitaire. Avec l'avènement de ce nouvel ordre
d'enseignement, l'enseignement de la statistique et des probabilités prit de
l'expansion intégrant certains programmes du cégep, mais aussi peu de temps après,
les programmes du secondaire et de l'élémentaire. Au niveau collégial (cégep) dès
1969, on retrouvait deux cours de statistique. Il s'agit des cours Probabilités et
Statistiques 307 ainsi que Méthodes Statistiques 317 (Gouvernement du Québec,
2009). Puis, au fil des ans, différents changements sont survenus et une panoplie de
cours abordant ces notions ont été créés. Par exemple, le cours Analyse Statistique
437 fit son apparition en 1971 sous le sigle 327, les cours Éléments de statistique 117
et Statistique industrielle 127 entre les années 1972 et 1976 (M). En 1978, le cours
Statistique et Contrôle 227 qui traite des statistiques industrielles et du contrôle
statistique de l'efficacité d'un procédé de fabrication a été ajouté (Jd.). En 1980, ce
fut le tour du cours Statistique 905, qui a comme objectif d'inculquer à l'étudiant en
technologie agricole la notion de probabilités et le raisonnement statistique pour le
rendre capable d'interpréter scientifiquement des résultats d'enquête ou
d'expérimentation, et de Statistique 915, qui familiarise l'étudiant en technique
^ Traduction de l'auteur.
agricole à des applications concrètes de la statistique et à l'interprétation de données
(Id.).
Au cours des années 80, d'autres cours ont été ajoutés : Statistique et Sondage
907 axé sur l'organisation et l'analyse de sondages {Id.), Éléments de Statistique 190
qui couvre les applications de la statistique et des probabilités en foresterie {Id.),
Introduction aux Méthodes statistiques 107 dont l'objectif général du cours est
d'amener l'élève à acquérir et à appliquer des connaissances élémentaires en
statistiques descriptives et inférentielles ainsi que Statistique 237 qui traite des
statistiques descriptives et Statistique 257 qui traite des notions les plus utilitaires en
statistique dans le but de développer un esprit critique dans l'analyse et
l'interprétation des résultats obtenus {Id.). À ces nombreux cours vierment s'ajouter
dans le courant des années 90 les cours Utiliser des outils statistiques pour le contrôle
de la qualité 354, Statistique et logistique du transport 247 et Méthodes quantitatives
{Id.). Ce cours de Méthodes quantitatives est obligatoire pour les étudiants inscrits en
sciences humaines. Bref, l'enseignement de la statistique et des probabilités a pris de
l'expansion au niveau collégial au cours des années quant aux nombres de cours
intégrant l'enseignement de l'une ou l'autre de ces disciplines et à la diversité des
populations d'étudiants ciblées par ces cours. Cette tendance s'est également reflétée,
mais à un degré moindre, aux niveaux primaire et secondaire.
Au Québec, le primaire se divise en trois cycles comprenant chacun deux
années. La statistique et les probabilités y sont abordées depuis 1976. À l'origine,
leur étude était réservée aux deux demières années du primaire. Selon le programme
{Ibid, 1976a), l'étude de la statistique devait se faire à partir de différentes activités
nécessitant la représentation et l'interprétation de dormées. En 1980, on introduisit la
moyenne arithmétique {Ibid., 1980). Au même moment, l'étude des probabilités se
résumait à l'estimation et à la vérification expérimentale de certains cas de
probabilités familiers par leur contexte pour les élèves, comme par exemple le lancer
d'une pièce de monnaie ou d'un dé. Aujourd'hui, la statistique et les probabilités se
retrouvent dans le programme de tous les niveaux du primaire {Ibid, 2008). En
statistique, le programme de 2008 comprend l'étude des statistiques descriptives faite
par le biais de sondages et de tout ce qui en découle : formulation de questions,
collecte de données, organisation des données au moyen de tableaux, interprétation et
représentation des données à l'aide de diagrammes à bandes, à pictogrammes et à
ligne brisée, lecture et interprétation de diagrammes circulaires et début de
l'apprentissage du concept de la moyenne arithmétique notamment par son calcul. En
probabilités, le programme (/c/.) inclut l'observation et la réalisation d'expériences
liées au concept de hasard. L'élève devrait avoir l'occasion de s'exercer à prédire
qualitativement des résultats en se familiarisant avec les concepts de résultat certain,
de résultat possible, de résultat impossible. Il s'exerce également à comparer des
expériences pour dégager des événements plus probables, également probables et
moins probables. Il dénombre les résultats d'ime expérience aléatoire à l'aide de
tableaux et de diagrammes en arbre et compare quantitativement des résultats
fféquentiels obtenus avec des résultats théoriques connus.
Le secondaire comprend deux cycles, le 1®"^ cycle qui inclut les deux premières
aimées et le 2® cycle, les trois années subséquentes. C'est en 1972 que la statistique et
les probabilités ont été introduites au programme du 2® cycle, en cinquième
secondaire (Jbid., 1972). L'apprentissage des statistiques comprenait notamment le
calcul des différentes mesures de tendance centrale ainsi que la construction et
l'interprétation de divers diagrammes tels l'histogramme, le diagramme circulaire et
le diagramme à bandes. Quant à l'étude des probabilités, selon le programme, elle
était principalement faite à partir de problèmes de dénombrement, de permutations et
de combinaisons. En 1976, l'étude de la statistique et des probabilités s'est étendue
aux autres niveaux du secondaire (Jbid., 19766). Aujourd'hui, la statistique et les
probabilités se retrouvent à chaque niveau, mis à part en 5® secondaire (Ihid., 2008).
Selon le programme, au 1®*^ cycle du secondaire les élèves réalisent des études à l'aide
de sondages et de recensements. Comme pour le primaire, les élèves s'approprient
des outils pour traiter des données qu'ils ont recueillies ou non et ce, afin d'en tirer
des informations. En ce qui concerne la collecte de données, les élèves ont
l'opportunité de découvrir différentes méthodes d'échantilloimage. Le diagramme
circulaire s'ajoute aux représentations possibles à construire et les élèves doivent
choisir le ou les diagrammes qui permettent d'illustrer une situation de façon
appropriée. Finalement, en ce qui a trait à l'analyse et à l'interprétation des
distributions, les élèves apprennent à calculer différentes mesures, telles que le
minimum, le maximum, l'étendue et la moyenne, et à chercher d'éventuelles sources
de biais.
Au 2® cycle du secondaire, il est important de souligner qu'au cours de la
première armée, un élève terminant sa formation de base doit choisir l'une des trois
séquences suivantes en mathématiques: CST (culture, société et technique), TS
(technico-sciences) et SN (sciences naturelles). Ce choix doit correspondre dans la
mesure du possible à ses aspirations, ses champs d'intérêt et ses aptitudes. Chacune
des trois séquences fait appel à un contenu mathématique qui diffère et
l'enseignement de la statistique et des probabilités n'y fait pas exception.
Comme pour le 1" cycle du secondaire, les situations traitées au 2® cycle
devraient amener les élèves à recueillir des dormées, à les organiser et à les
représenter en choisissant le diagramme le plus approprié. Trois représentations
s'ajoutent à celles précédemment vues soit l'histogramme et le diagramme de
quartiles en 3® secondaire et le diagramme à tiges et feuilles pour les élèves qui
choisiront la séquence CST en 4® secondaire. Selon le programme (M), de nouvelles
mesures statistiques sont également à l'étude: en 3® secondaire, le mode, la médiane,
la moyerme, les quartiles et l'étendue interquartile, et en 4® secondaire, le rang centile
(séquence CST), l'écart moyen (séquence CST et TS) et l'écart type (séquence TS).
L'apprentissage de toutes ces notions rehaussent du même coup les possibilités
d'analyse des élèves. Ces derniers s'y référeront lorsqu'ils seront initiés aux
inférences.
Toujours selon le programme (Id), les élèves interprètent des dormées,
notamment en observant leur distribution (forme, étendue, centre, regroupements), et
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en constatant si la distribution contient des données aberrantes susceptibles
d'influencer certaines mesures et conclusions. Ils comparent des distributions et
utilisent à cette fin les mesures de tendance centrale et de dispersion appropriées.
Enfin, ils apprennent à interpréter qualitativement une corrélation et à l'interpréter
quantitativement lorsque celle-ci est linéaire à l'aide du coefficient de corrélation,
qu'ils évaluent de façon approximative ou en recourant, au besoin, à des outils
technologiques.
Pour ce qui est des probabilités, au 1®*^ cycle les élèves passent d'un
raisonnement souvent arbitraire à un raisonnement basé sur différents calculs. Ils
approfondissent le concept d'événement et sont initiés au langage ensembliste. Ils
apprennent à dénombrer des possibilités en utilisant différents modes de
représentation, à calculer des probabilités à une et à plusieurs étapes, avec ou sans
remise, avec ou sans ordre, ce qui mène à l'étude des concepts de permutations,
d'arrangements et de combinaisons. Aussi, ils comparent des probabilités
Jfréquentieiles et théoriques. Avec ce bagage, ils sont en mesure de faire des
prédictions et de prendre des décisions éclairées dans divers types de situations. Au
2® cycle, les élèves réinvestissent le travail amorcé au cycle précédent. Ils ajoutent
principalement à leur répertoire le calcul de probabilités géométriques en 3®
secondaire dans des contextes de mesure de longueur, d'aire et de volume, et le calcul
de l'espérance mathématique en 4® secondaire (séquence CST et TS) pour déterminer
l'équité d'un jeu ou pour juger de l'éventualité d'un gain ou d'ime perte.
En résumé, les thèmes associés à l'analyse de données et aux probabilités ont
commencé à jouer un rôle plus important dans les programmes du primaire et du
secondaire depuis la fin des armées 1970 et ce, dans plusieurs pays. Au Québec, ce
constat semble se traduire entre autres par un enseignement qui contribue à la
formation en statistique qui est incluse dans le curriculum de mathématiques actuel à
chaque année de l'élémentaire et pour quatre des cinq armées du secondaire. Cette
inclusion dans le cours de mathématiques est-elle propice au développement de la
pensée statistique ?
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1.3 La statistique et les mathématiques
La pensée statistique est constituée de raisonnements qui lui sont spécifiques.
Selon Scheaffer (2006), la mathématique scolaire est souvent de nature déterministe
où généralement un résultat doit avoir une explication. Cette mathématique contraste
avec la statistique, plus probabiliste, où un résultat peut être dû à plusieurs facteurs
inexpliqués qui coexistent à l'intérieur d'un contexte, laissant ainsi place à
interprétation. La rupture épistémologique est grande ! Traditionnellement, les
mathématiques scolaires se consacraient à l'étude du vrai et du faux et mettaient de
l'avant des raisonnements de type déductif. En statistique, nous sommes en présence
d'un degré d'incertitude qui est en contraste avec les conclusions déterministes
auxquelles la discipline des mathématiques a habitué les élèves. « Science of
variation », voici comment MacGillivray (2004) qualifie la statistique.
Cette idée de variation est à la base de plusieurs définitions de la pensée
statistique.
Statistical thinking is a philosophy of leaming and action based on the
foliowing fimdamental principles: ail work occurs in a system of
intercormected processes; variation exists in ail processes^; understanding
and reducing variation are keys to success. (Britz, Emerling, Rare, Hoerl et
Shade, 1997, p. 67)
In the words of Snee (1990), statistical thinking is defined as thought
processes, which recognise that variation is ail around us and présent in
everything we do, ail work is a sériés of intercormected processes, and
identifying, characterising, quantifying, controlling, and reducing variation
provide opportunities for improvement. (Wild et Pfannkuch, 1998, p. 335)
Cette spécificité, science de l'incertain, fait en sorte que plusieurs spécialistes
de la statistique (didacticiens et statisticiens) la considèrent comme une science
distincte des mathématiques (Gattuso, 2006; Gould, 2004). La pensée statistique
requiert un renoncement à l'usage systématique de l'idée de vérité pour chercher à
maîtriser celle de vraisemblance et de plausibilité qui se cache derrière les
' Le caractère gras ne figure pas dans le texte original.
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incertitudes. Dans cette perspective, le raisonnement statistique semble admettre des
spécificités qui le distinguent des autres raisonnements mathématiques en prenant
notamment appui sur les théories des probabilités.
Statistics bas its own tools and ways of thinking, and statisticians are quite
insistent that those of us who teach mathematics realize that statistics is not
mathematics, nor is it even a branch of mathematics. In fact, statistics is a
separate discipline with its own unique ways of thinking and its own tools for
approaching problems. (Shaughnessy, 2006, p. 78)
La statistique est la science de la variation. Elle fournit les outils pour étudier
des phénomènes aux données variables. Le concept de variabilité en constitue le
cœur.
1.4 Le concept de variabilité
Dans cette section, une première définition du concept de variabilité montrera
l'importance que revêt ce concept en statistique. Nous présenterons également les
conclusions que certains auteurs tirent pour son enseignement.
1.4.1 Une première définition''
Le concept de variabilité est inévitablement associé au concept de variation.
Reading et Shaughnessy (2004) ont défini ces deux termes de la façon suivante :
The term variability will be taken to mean the [varying] characteristic of the
entity that is observable, and the term variation to mean the describing or
measuring of that characteristic. Consequently, the following discourse,
relating to "reasoning about variation", will deal with the cognitive processes
involved in describing the observed phenomena in situations that exhibit
variability, or the propensity for change, (p. 202)
Selon ces auteurs, la variabilité est la caractéristique de ce qui est observé et
qui varie et la variation est la mesure de ce changement.
* Le concept de variabilité sera présenté de façon plus approfondie dans le cadre conceptuel au
prochain chapitre.
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1.4.2 Variabilité et distribution : des concepts liés
Watson (2009) décrit le concept de distribution en termes de variation. Elle
s'appuie notamment sur la définition de Moore et McCabe (1993): « The pattem of
variation of a variable is called its distribution. The distribution records the
numerical values of the variable and how oflen each value occurs.» (p.6). La
distribution exprime donc la variation d'ime variable. L'analyse d'une distribution
peut être réalisée à partir de différents aspects dont notamment les concepts de densité
et d'asymétrie associés particulièrement au positionnement de la majorité des
données et aux extrêmes de la distribution. Ces éléments sont liés à l'étude du
concept de variabilité. La prise en compte de la distribution des résultats mène donc
les élèves à interpréter la variabilité (Pfannkuch et Reading, 2006).
Certains chercheurs et éducateurs voient d'ailleurs le concept de distribution
comme étant les lentilles à travers lesquelles les élèves perçoivent et en viennent à
comprendre le concept de variabilité (Ben-Zvi et Arcavi, 2001 ; Konold, Harradine et
Kazak, 2007). Cooper et Shore (2010) mentionnent l'importance de représenter des
distributions afin de développer la compréhension du concept de variabilité. Ces
derniers spécifient que comparer la variabilité de distributions à partir de
représentations graphiques encourage la discussion sur ce qui fait qu'une distribution
possède ime plus grande variabilité en comparaison avec une autre. Ceci rejoint
Garfield et Ben-Zvi (2005) qui affirment que la comparaison de distributions à l'aide
de représentations graphiques permet de raisonner sur le concept de variabilité en
examinant les différences de caractéristiques des distributions.
1.4.3 L'importance du concept de variabilité
Deux aspects principaux montrent l'importance de ce concept. Premièrement,
le concept de variabilité est omniprésent. En fait, nous vivons dans un monde entouré
de variations. Par exemple, l'organisme qui gère le transport en commun à Montréal
peut annoncer que ses trains arrivent aux différentes stations à toutes les dix minutes,
mais en réalité, le temps entre les arrivées varie et le délai n'est pas toujours respecté.
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Les intervalles de temps ne sont pas uniformes et donc, cette absence d'uniformité
indique la présence de variabilité. Un autre exemple, deux organismes ne réagissent
pas de la même façon à un stimulus. De même qu'il est improbable d'obtenir les
mêmes résultats lors de la répétition d'une expérience probabiliste. Le réel n'est pas
fixé, il présente des différences d'où le concept de variabilité pour en rendre compte.
De plus, lorsque nous collectons des données en statistique, une variabilité
supplémentaire est additionnée à cette variabilité fondamentale sous-jacente. En plus
de la variabilité des données, il y a une variabilité échantillonnale qui intervient.
Shaughnessy (2008) abonde dans le même sens en affirmant qu'en statistique,
cette variabilité survient de toute part et par conséquent, une partie de l'analyse
statistique implique souvent l'exploration de la variabilité comprise dans les données,
dans les distributions et dans les échantillons. Le besoin de la statistique provient
notamment de l'omniprésence de cette variabilité comme le souligne Cobb et Moore
(1997).
Statistics provides means for dealing with data that take into accovmt the
omniprésence of variability. (Cobb et Moore, 1997, p. 801)
Un deuxième aspect qui justifie l'intérêt que l'on doit porter au concept de
variabilité est que ce concept a une importance sur le développement de la pensée
statistique. L'un des objectifs majeurs dans l'enseignement de la statistique est de
favoriser le développement de la pensée statistique chez les élèves (Franklin, Kader,
Mewbom, Moreno, Peck, Ferry et Scheaffer, 2007) et les concepts de variabilité et de
variation sont au cœur de cette pensée (Ben-Zvi, 2004 ; Cooper et Shore, 2010;
Pfannkuch, 2005; Pfannkuch et Wild, 2004).
Variation is at the hearth of ail statistical investigation. If there were no
variation in data sets, there would be no need for statistics. (Watson et Kelly,
2002, p. 1)
Dans le même ordre d'idées, Moore (1990) a spécifié cinq éléments clés de la
pensée statistique :
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1. The omniprésence of variation in processes.
2. The need for data about processes.
3. The design of data production with variation in mind.
4. The quantification of variation.
5. The explanation of variation, (p. 135)
Notons que la variation est mentionnée pour quatre des cinq éléments
énumérés par Moore confirmant que le concept de variation et par conséquent, de
variabilité, constitue un élément central de la pensée statistique. Prendre conscience
de la variabilité d'un phénomène ne se résume pas à constater que les résultats sont
sujets à variation, mais c'est aussi concevoir que les résultats sont imprévisibles, c'est
considérer les fluctuations, c'est faire le deuil de la certitude et s'engager dans le
monde de l'incertain. Renonçant à des connaissances assurées, on peut alors à l'aide
de méthodes statistiques accéder à une maîtrise relative de l'incertitude pour estimer,
prévoir et prendre des décisions avec risque consenti. Voilà l'enjeu véritable du
raisormement statistique. En fait, les effets de la variabilité influencent l'analyse et
l'interprétation de l'ensemble du processus statistique (Pfannkuch et Wild, 2004;
Wild et Pfannkuch, 1999). Ainsi, les élèves doivent développer le concept de
variabilité afin de composer avec l'incertitude présente dans l'ensemble du processus
statistique (Ben-Zvi, Garfield et Zieffler, 2006). Le développement de la pensée
statistique en éducation est donc directement relié au rapport que les élèves
entretiennent avec le concept de variabilité.
D'ailleurs, le rapport GAISE (Guidelines for Assessment and Instruction in
Statistics Education) publié en 2007 mentionne que pour développer une pensée
statistique, les élèves doivent apprendre que la résolution d'un problème statistique
dépend de la compréhension, de l'explication et de la quantification de la variabilité
des données (Franklin et al, 2007). Poser des jugements, prendre des décisions et
faire des prédictions à partir de données nécessitent la compréhension de la variabilité
présente dans ces dormées (Shaughnessy et Pfannkuch, 2002). La compréhension de
la variabilité échantillonnale est en effet fondamentale pour faire de l'inférence
statistique. L'inférence statistique consiste à induire les caractéristiques incormues
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d'une population à partir d'un échantillon issu de cette population. Nous pourrions
répéter une expérimentation plusieurs fois, sur différents échantillons ayant le même
nombre de sujets, et les statistiques des échantillons ne seraient pas toujours les
mêmes, d'où l'importance de comprendre le concept de variabilité qui intervient dans
le processus d'inférence.
Compte tenu de l'omniprésence du concept de variabilité et de son rôle
fondamental dans le développement de la pensée statistique, il convient donc de
s'interroger sur son enseignement.
1.5 La place accordée au concept de variabilité dans l'enseignement au
Québec
Comme nous l'avons constaté, plusieurs recommandations ont été faites pour
réformer aux États-Unis l'enseignement de la statistique à tous les niveaux (NCTM,
2000). Les programmes de formation de l'école québécoise ont suivi cette tendance.
L'étude des programmes scolaires (cf. section 1.2) a permis de constater qu'au
Québec, l'enseignement de la statistique et des probabilités remonte à la fin des
années 60. Par ailleurs, on constate que le concept de variabilité est peu explicité
dans les programmes de formation du primaire et du secondaire. Dans les
programmes actuels, le concept même de variabilité est nommé à une seule occasion,
soit dans la section sur les probabilités. On le retrouve dans l'objectif ci-dessous :
Reconnaître, quand elle s'applique, la variabilité des résultats possibles
(incertitude) (Gouvernement du Québec, 2008).
Pour ce qui est du volet statistique, bien que l'on ne retrouve aucune mention
explicite du terme variabilité dans le programme et ce, tant au niveau primaire que
secondaire, il est possible de développer le concept de variabilité à l'intérieur de ce
volet notamment lors de l'interprétation des différentes mesures statistiques, lors de la
comparaison de distributions à l'aide des mesures de tendance centrale et de
dispersion appropriées et de leurs représentations graphiques, lors de la comparaison
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de données expérimentales et théoriques ainsi que lors de l'initiation aux inférences
statistiques (cf. section 1.2.2).
Compte tenu qu'il n'y a pas de mention explicite de ce concept dans le volet
statistique du programme, il devient alors important de se questionner sur la présence
et la présentation de ce concept dans les manuels scolaires québécois.
1.6. La place accordée au concept de variabilité dans les manuels scolaires au
Québec
Selon Bucheton (1999), les manuels sont pour les enseignants des références
fiables au plan des contenus présentés et des pistes pédagogiques proposées. Ils
constituent donc un outil précieux pour la préparation des leçons. Le manuel est ainsi
perçu comme un outil au service des apprentissages. Chaque enseignant peut
l'utiliser de la manière qui lui paraît la plus appropriée pour assurer la réalisation des
apprentissages de ses élèves. L'utilisation du manuel scolaire comme outil
d'enseignement permet notamment aux enseignants de fournir à leurs élèves des
exercices portant sur les concepts enseignés. Les manuels scolaires constituent donc
une ressoiuce importante puisqu'ils définissent en quelque sorte l'enseignement en
proposant une certaine présentation de l'objet à enseigner, ce qui agit sur l'activité
d'appropriation des utilisateurs (Rabardel, 1997). Selon notre expérience
d'enseignant, l'utilisation de manuels scolaires en mathématiques est généralisée au
Québec.
Pour vérifier la place accordée au concept de variabilité dans les manuels
scolaires au Québec, nous avons consulté les manuels scolaires® des trois principales
collections en mathématiques du secondaire de la 1^'® à la 4® année, niveaux auxquels
les concepts reliés à la statistique et aux probabilités devraient être enseignés ;
Panoramath (secondaire 1 et 2) et Visions (secondaire 3 et 4) des éditions CEC,
Perspective (secondaire 1 et 2) et Point de vue (secondaire 3 et 4) des éditions Grand
Duc, et Intersection (secondaire 3 et 4) des éditions de la Chenelière. Ces manuels
' Les références des manuels scolaires consultés se retrouvent à la fin des références bibliographiques.
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sont conformes aux programmes scolaires actuels de mathématiques qui ont été édités
lors de la mise en place desdits programmes. Cet examen des manuels a permis
d'avoir une appréciation sommaire de la place accordée au concept de variabilité à
travers les exercices et problèmes présentés dans les sections portant sur la statistique
et les probabilités de chacun de ces manuels et ce, afin de voir dans quelle mesure les
intentions didactiques qui fondent les programmes actuels au regard du concept de
variabilité se trouvent concrétisées dans ceux-ci.
Si l'enseignement du concept de variabilité semble possible à partir des
programmes scolaires du primaire et du secondaire, l'étude de ce concept n'est pas
clairement établie au sein des manuels scolaires consultés où aucune mention
explicite au terme variabilité n'a été retrouvée. Cependant, on retrouve tout de même
des exercices permettant l'étude de ce concept.
Tout d'abord, rappelons que l'étude du concept de variabilité est clairement
explicitée dans le programme du secondaire qui mentionne que les élèves devraient
être amenés à reconnaître la variabilité des résultats dans une expérience à caractère
probabiliste (dans le volet probabilité). Cette intention se concrétise dans les manuels
scolaires par des exercices où les élèves sont amenés à comparer des probabilités
fréquentielles et théoriques. Par exemple, dans l'exercice qui suit (figure 1), on
demande de comparer à la probabilité théorique les résultats obtenus à l'une des trois
expériences aléatoires proposées.
4. Vaid iTOê e*pérenœs aHéaSMes et les évênemenSs aiaqifâîs on s'intéresse.
i88^aB«HEg^-;£xi>érience.aîéato;;^^^i^jaggg!jj^
(T) Trier une chjîe dans un ^  de 52 cartes
(D Lancer deux dés en même Semps
(3) Lancer Eroë peœs de mrartiaje en même temps
A = piiei un sept}
B = {Obtenir un ciouble}
C = {Obtenir tras côtés p«Se}
a) Choôsis 'Une e*péfœoce ^léaloàre et eîlectue4a au moins 100 feis.
b) iNSoîe tes nésifeîs dans un tableau ^  axnpare la probabilité fréqLenifieiBe
saec la probabittê thâoïkjue de réwénenient que tu as choisL
Figure 1 : Question de 3® secondaire (Boucher, Marotte et Coupai, 2008, p. 212)
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Cette intention se concrétise également par des exercices où les élèves sont
amenés à prédire les résultats d'une expérience aléatoire. Par exemple, dans la
question b de l'exercice qui suit (figure 2), on demande de prévoir le nombre de fois
qu'un gobelet se retrouverait en position couchée si l'on répétait l'expérimentation.
Ce type de questions permet de réfléchir aux fluctuations possibles d'échantillonnage.







4. Léo a cofupilé dams le tableau d-con&e
Iles liésufets de 2 500^ lacKefS d'un
gobefet de caiîtcn.
a) Queile est fa pfcbabiGté que le
gabelet tombe eni position debout
au pcochaÊn lancer?
b) Sii Léo effediue 2 500 autres lancers,
combien de fois aoâs^u que le gobelet
tombeîa en positioni couchée?
c) Tes réponses en a dt en b sont-elles
basées sur une opinion, une expérience
ou un modèle mathématique? Justifie
tes réponses.
Figure 2 ; Question de 4® secondaire séquence CST (Boucher, Coupai, Jacques et
Marotte, 2009a, Manuel de l'élève B p. 186) et TS (Bemier, Boucher,
Jacques, Marotte et Rodrigue, 2010, Manuel de l'élève B p. 211)
Pour ce qui est du volet statistique, l'étude du concept de variabilité est
possible à partir de questions qui invitent les élèves à comparer des distributions à
l'aide des mesures de tendance centrale et de dispersion appropriées ainsi que de leurs
représentations graphiques. Aussi, certains exercices amènent les élèves au calcul et
à l'interprétation des mesures statistiques. Par exemple, dans le premier exercice
(figure 3), on présente des paires de distributions et on demande de comparer les
écarts moyens. Dans le deuxième exemple (figure 4), on demande de calculer
l'étendue et l'écart moyen, mais on ne touche pas à leur interprétation. La question c
se veut peut-être une question d'interprétation des mesures, mais telle que formulée,
une comparaison mathématique des résultats aux questions a et 6 pourrait suffire.
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8. Dei» distiibuljons sont déoiites sut diacun des cartons sunarsîs Dans chaque
cas, ifidique êaquelle de es distibutiors a, selon toi, te p5is grand écart moyeiî.
c)
L
" i n ■'iinîfernîliaîe au Québec l
-;Lé pra cfune niaïsones tempéjsîures maxiEnales . j
0' quoiidtennes à Mianii durant j
[ . - , ; j:@|Le.pfK ■







t  r' l'0-^lssafâe cfespje!ijre<fete.;^ !|p;.Le tenipsdesatHétes : ; ,- sr- «t^uerafcfrie'dshad^aji ' ^ ■ ot/mpcpièsàrépreîfte cte
couEScfe, 10 dsîiiœs ancife J i^^Kvvï:(X)0maTpadnagsdevfes5e
f|0 lesalaite desjaîjeiirs cfe te ::h;:|
>' LgueEiaûafHfedehad^au^^ ' " "
■  " 'œdis Cfes 20 dePrïeces aîwées; ^
Figure 3 : Question de 4® secondaire séquence CST (Boucher, Coupai, Jacques et
Marotte, 2009a, Manuel de l'élève B p. 65) et TS (Bemier, Boucher,
Jacques, Marotte et Rodrigue, 2010, Manuel de l'élève B p. 97)
^ Les deux histogrammes oi-dessous correspondent à des disïriibaâons de 24 nombres dont
la moj'eTme est 15.
HsAosrucBBe A Uîsto^grtituae B
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f, 10 16 20 26 30 5  10 15 20 25 30
Quel histogramme représente la distribution aj-ant la plus grande étendue?
br) Dans le cas de chaque distribution ci-dessous, calculez Técait moyen, j>uis associez le b<MS
histogramme à la distribution.
Dîslz3iatïoa l:
24 16 15 10 IS 15 14 11 15 15 6 15 10 15 16 15 16 16 11 18 27 19 4 19
Distribatioa 2:
5 24 7 11 14 19 8 [8 12 22 9 14 16 16 12 18 9 19 19 22 13 23 24 6
ti La distiibtitioin ayant la plus grande étendue a-t-eiHe recessairatient te plus grastd écart, moyen?
Expliquez votre réponse.
Figure 4 : Question de 4® secondaire séquence CST (Guay et ai, 2008a, p. 169) et
TS (Guay et al., 2008b, p. 207)
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En somme, une consultation rapide des manuels scolaires a mené à deux
constats. Premièrement, l'étude du concept de variabilité n'est pas clairement établie.
En effet, aucune mention explicite au concept de variabilité n'a été retrouvée à
l'intérieur des manuels consultés. Deuxième constat, l'étude du concept de variabilité
est concevable à partir de ceux-ci. En effet, en probabilité, il est possible de
s'intéresser à la variabilité échantillonnale en réfléchissant aux fluctuations
d'échantillonnage à partir d'exercices qui amènent l'élève à comparer des
probabilités fréquentielles et théoriques et à prédire les résultats d'ione expérience
aléatoire. Il faut cependant noter qu'une part très faible d'exercices est laissée à
l'analyse de fluctuations d'échantillonnage et à l'interprétation de l'incertitude. En
statistique, on retrouve des exercices qui conduisent les élèves à interpréter des
représentations graphiques et des mesures statistiques, notamment l'étendue, l'écart
moyen et l'écart type, ce qui peut permettre de traiter de la variabilité des données.
Toutefois, il reste que de nombreux exercices, qui ont leur utilité, ne sont souvent que
des applications de calculs ou se limitent à la lecture de représentations graphiques au
détriment d'un véritable exercice d'interprétation. Il faut alors se demander si la
place accordée au concept de variabilité est suffisante pour favoriser l'acquisition de
ce concept chez l'élève. Or, c'est un concept qui est au cœur de la pensée statistique.
La place mitigée accordée à l'étude du concept de variabilité dans les manuels
scolaires peut en partie être expliquée par le fait que, dans les écrits scientifiques,
l'intérêt pour ce concept est récent.
1.7 Un courant de recherche récent
Jusqu'à récemment, une grande partie des recherches concernant les
raisoimements statistiques des élèves portaient sur leur conception du centre de la
distribution, notamment par le biais de l'étude des mesures de tendance centrale et
particulièrement du concept de moyenne, au détriment du concept de variabilité et des
mesures qui la caractérisent (Shaughnessy, 2008). En fait, malgré le rôle central que
joue le concept de variabilité en statistique, peu de recherches ont porté sur la
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compréhension de ce concept par les élèves avant le 21® siècle (delMas et Liu, 2005;
Reading et Shaughnessy, 2004).
Given that variation is critical to the study of statistics, more research needs to
be imdertaken to better understand how students view and describe
variation...In order to be better prepared to equip students with an
understanding of variation, teachers need to understand how students reason
about variation and also to have a means for assessing how students reason
about variation. (Reading, 2004, p. 84-85)
Detailed information about the cognitive structure of reasoning about
variation is needed to better plan for teaching and leaming in statistics
courses. (Reading et Reid, 2010, p. 36)
Cependant, la compréhension du concept de variabilité a suscité un intérêt
grandissant depuis la dernière décennie (Pfannkuch, 2005 ; Shaughnessy, 2007).
Cette tendance ne se reflète toutefois pas dans les recherches portant sur les
enseignants. En effet, dans les études réalisées jusqu'ici sur le concept de variabilité
dans l'enseignement, les connaissances de ceux qui enseignent la statistique ont été
grandement négligées (Dabos, 2011).
1.8 L'importance des connaissances des enseignants
Pour pouvoir enseigner, il paraît naturel de supposer nécessaire la maîtrise de
l'objet d'étude. Par exemple, comment l'enseignant peut-il répondre aux questions
de ses élèves sans une compréhension suffisante du contenu enseigné? Un rapport du
National Commission on Teaching and America's Future mentionne qu'un nombre
grandissant de recherches montre que « what teachers know and do is one of the most
important influences in what students leam » (dans Darling-Hammond, 1998, p. 6).
Serait-il possible alors d'améliorer la réussite des élèves en mathématiques en
améliorant le niveau de connaissances des enseignants? Hill, Rowan et Bail (2005)
ont réalisé une étude quantitative auprès de 699 enseignants et 2963 élèves de
l'élémentaire, 1®'® et 3® année, qui montre que la réussite des élèves en mathématiques
était liée significativement aux connaissances de leurs enseignants. Il apparaît donc
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raisonnable de croire à l'importance des connaissances des enseignants et à leur
influence sur les apprentissages des élèves.
Puisque la statistique est incluse dans le curriculum scolaire québécois, que
l'enseignement du concept de variabilité semble possible à l'intérieur de celui-ci et
que ce concept est au cœur de la pensée statistique, il est alors logique de se
demander ce que les enseignants connaissent du concept de variabilité. Qu'en est-il
des coimaissances des enseignants relativement au concept de variabilité?
Apprendre sur les connaissances des enseignants sur le concept de variabilité
peut fournir les bases à une meilleure compréhension de leurs capacités à enseigner
ce concept. Dans la prochaine section, nous présenterons des études concernant la
compréhension des enseignants relative au concept de variabilité.
1.9 Les enseignants et le concept de variabilité
Des recherches ont montré que plusieurs futurs enseignants de mathématiques
du secondaire présentent des lacunes quant aux connaissances mathématiques de base
relatives à certains concepts (Bail, 1990; Ma, 1999). Ceci reste vrai pour le concept
de variabilité. Garfield, delMas et Chance (2007) ont travaillé avec un groupe
composé de six à huit enseignants de statistiques de collèges américains ayant une
expérience d'enseignement différente. L'objectif de cette recherche était d'évaluer la
compréhension du concept de variabilité chez les étudiants de ces enseignants. Les
enseignants devaient d'abord construire des leçons et les enseigner. Les chercheurs
ont noté que les enseignants eux-mêmes rencontraient des difficultés reliées au
concept de variabilité lors de la construction de leçons. Ces derniers mentiormaient:
« through our discussions, our own understanding of variability deepened and
improved, even though some of us bave taught this topic for more than 20 years»
(Garfield et al., 2007, p. 128).
Silva et Coutinho (2006) ont mené une étude auprès de dix enseignants de
mathématiques du secondaire afin d'investiguer leur compréhension du concept de
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variabilité à travers l'écart type d'une distribution. L'analyse des résultats a montré
que les enseignants étaient en mesure de calculer l'écart type d'une distribution, mais
ne savaient pas comment analyser la valeur obtenue. Même si les participants
pouvaient associer cette mesure à un indicateur de variation (ex. im grand écart type
signifie de grandes variations présentes dans la distribution), ils n'étaient pas en
mesure d'identifier que ces variations se situaient autour de la moyerme et donc,
l'analyse de l'écart type n'était pas réalisée conjointement avec la moyenne de la
distribution. Cette recherche spécifique à la notion d'écart type ne permet cependant
pas d'avoir un portrait global de la compréhension du concept de variabilité chez les
enseignants.
Plus récemment, Dabos (2011) a conduit une recherche qui portait en partie
sur les conceptions du concept de variabilité chez 52 enseignants de collège aux
États-Unis. Ces enseignants avaient un diplôme en mathématiques et une expérience
variée en enseignement de la statistique: 23 enseignants n'avaient jamais enseigné la
statistique tandis que les 29 autres avaient souvent enseigné cette discipline. Les
participants à cette étude devaient répondre à un premier questionnaire comprenant
10 questions. Ensuite, 12 participants volontaires ont répondu à un second
questioimaire comprenant 6 questions supplémentaires, mais cette fois-ci, ils étaient
invités à émettre leur réflexion à voix haute. Deux types de situations étaient
principalement utilisées: les situations d'échantilloimage, ce qui inclut la répétition
d'échantillons dans une situation probabiliste, et l'analyse de représentations
graphiques comprenant une ou deux distributions. Pour le premier type, on cherchait
à confronter les enseignants à des situations comportant des fluctuations
d'échantillonnage comme pour les deux questions qui suivent, voir figure 5 et 6, du
second questionnaire. Certaines tendances ont émergé et ce, tant pour les réponses
des enseignants que pour les raisonnements utilisés par ces derniers.
1] Real/ Pake
A class conducted an experlment. pulling 50 samples of 10 candies from a jar
wllh 750 red and 250 yellow, and graphed the number o( reds. However, In Ihis
class some of the groups 'chealed' and did net really do the experlment, they
just made up a graph. Here are some of the students' graphs from that class.
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0 1 2 34 56 7 8 9 10
Numbor of rods in a hardfui of 10
(Graph 2)
0 1 2 3 4 5 6 7 89 10
Number cf rcds in o hanûful of 10
(Graph 4)
0 1 2 3 4 5 6 7 89 10
Number cf recis in a handfui of 10
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Figure 5 : Première question du second questioimaire (Dabos, 2011, p. 83, adapté de
Shaughnessy, Ciancetta, Best et Canada, 2004)
Pour la première question (figure 5), qui traite de la pige de 50 échantillons de
bonbons de couleur rouge ou jaune, les enseignants étaient invités à évaluer quatre
graphiques et à juger si ces derniers représentent réellement des données qui
proviennent d'une expérimentation. Pour répondre à cette question, il faut analyser
chaque distribution en termes probabilistes, ce qui est plus ou moins probable de se
produire, puisqu'il serait possible d'obtenir l'une ou l'autre de ces distributions. Les
réponses des enseignants étaient d'abord codées en fonction du nombre de graphiques
correctement identifiés (les graphiques 1 et 3 étant inventés tandis que les graphiques
2 et 4 proviennent d'une réelle expérimentation). Les résultats indiquent que les
enseignants ont eu de la difficulté à évaluer adéquatement les graphiques. Aucun
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d'entre eux n'a été en mesure d'identifier les quatre graphiques correctement et
seulement un a pu en identifier trois. La plupart, soit 42% de l'échantillon, a identifié
deux graphiques correctement. En général, la majorité des enseignants n'ont pas pris
en considération les différents aspects de la distribution. Les enseignants ont eu
tendance à se concentrer sur les valeurs extrêmes ou le centre de la distribution pour
les aider dans leur prise de décision, mais sans être en mesure d'intégrer ces différents
éléments. Certains enseignants ont fait référence à la forme de la distribution. Par
exemple, certains enseignants notaient l'apparence symétrique du graphique 3 pour
affirmer qu'il était inventé. Ceci implique que les enseignants reconnaissaient que la
distribution d'échantillonnage devait comprendre davantage de fluctuations et par
conséquent un graphique parfait camouflait en quelque sorte des données qui ne
provenaient pas d'une réelle expérimentation. Pour représenter une expérimentation
réelle, le graphique devait illustrer des fluctuations d'échantillormage raisonnables
autour de la valeur proportionnelle attendue soit 7,5 , ce qui explique le fait que le
premier graphique est inventé puisque l'on retrouve trop d'échantillons comprenant 3
ou 4 bonbons rouges.
Pour la deuxième question (figure 6), les enseignants étaient invités à prédire
le nombre de bonbons rouges pigés pour six échantillons. Puisqu'il s'agit d'une
expérience probabiliste, certaines réponses s'appuyaient uniquement sur la probabilité
théorique (choix de réponse C), ignorant du coup les fluctuations d'échantillonnage.
Toutefois, les résultats indiquent que la majorité des enseignants, soit 67%, ont
considéré la variabilité dans leur prédiction en utilisant différents nombres pour
représenter le nombre de bonbons rouges pigés d'un échantillon à l'autre. Ensuite,
les réponses montrant la variabilité ont été codées par le chercheur comme
appropriées ou inappropriées. Les réponses inappropriées sont celles où les nombres
étaient trop petits par rapport à la valeur proportionnelle attendue (choix de réponse
D), trop grands (choix de réponse A) ou trop éloignés (choix de réponse E). Les
réponses appropriées étaient celles qui présentaient des fluctuations raisonnables
autour de cette valeur proportionnelle, soit 5 dans ce cas-ci (choix de réponse B).
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2| A bowî Ms 100 TSTîgîped liard caadies in lit. 20 are yellow, 50 are red, aad .50 are
blhse. Ifey are weîl mixed cg) ia Ifae bowL Jeamy piiïls ouï a iiandM of 10 candies
uiîile blindfolded, ccmats tihe aamber of reds, and telïs lier teacJier. Tfae teacibier
uïites &e aumber of red candies oa a Est. Theœu Jenn^' pats tEe caadies back into
tEe boM, aad arcses tEaoa aïl ïip agaia. Five of Jemay's cîassaaates, Jack, JaMe,
Jasoa, Jaae aad Jeray do tEe saiGoe îEiag. Tbey each pick îea caadies coaat ïEe reds,
aad tEe teacher "Riites douiQ tEe nimber of reds. Tbea tEey pat the candies back aad
mis; ïEem np agaia each îiœe.
a) Whaî do yon thiak tEe teacher^ s list for the aumber of reds is ïikety to be?
Ei^iain TsEy yon cEose those aambers.
b) If were asked to choose a respoase to tEis question Eom the foîîoTOEg Est,
circie die one ttiaî you woaîd choose. Esplaia why you chose lEat aae.
A) 5-9-7.6.8. 7 B) 3, 7. .5.8.5.4 C) 5,5,5.5,5,5 D) 2,4.3,4,3,4 E) 3, 0.9,2, 8.5
Figure 6 : Deuxième question du second questionnaire (Dabos, 2011, p. 90, adapté de
Reading et Reid, 2007)
Les réponses des enseignants à cette question démontrent ime prise de
conscience plus forte du concept de variabilité à travers les fluctuations
d'échantillonnage en comparaison avec d'autres questions. Selon Dabos (2011), la
formulation des questions, en termes probabilistes ou non probabilistes, semble avoir
eu une influence sur la façon dont les enseignants en arrivaient à considérer le
concept de variabilité dans leur analyse. Pour deux questions, les réponses des
enseignants ont démontré peu de considération du concept de variabilité au profit de
la probabilité théorique. 11 est alors possible de postuler que les questions elles-
mêmes peuvent avoir amené les participants à ce type de réponses. Reading et
Shaughnessy (2004) ont montré comment différentes formulations peuvent mener à
différents traitements dans ce type de situations. Par exemple, plutôt que de se
questionner sur l'espace échantillonnai d'une expérience aléatoire, ce qui mène à un
raisonnement probabiliste, il est possible de s'intéresser aux fluctuations
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d'échantillonnage en réfléchissant aux résultats relatifs à la répétition de
1 ' expérimentation.
The probability question is: What is the range of ail possible outcomes and
which ones are more likely to occur than others (i.e., what is the sample
space?). The statistical question is: if we repeat a probability experiment
many times, what sort of outcomes do we observe, and what is the range of
the more likely outcomes (i.e., what interval captures most of our trials?) (p.
206).
Pour le second type de situations, on cherchait à voir les conceptions des
enseignants relatives au concept de variabilité alors qu'ils étaient appelés à décrire et
à comparer des représentations graphiques. Les résultats ont été classés sous deux
formes: les réponses courtes et les justifications. Les réponses courtes permettent de
croire que les enseignants avaient une bonne compréhension du concept de
variabilité. Par exemple, pour la question où l'on demande quel graphique montre la
plus grande variabilité des tailles des élèves (figure 7), 77% des enseignants ont été
en mesure d'identifier que le graphique de l'école A montre une plus grande
variabilité. Cependant, lorsque l'on s'attarde aux justifications des enseignants, on
s'aperçoit que celles-ci sont limitées. La caractéristique de la distribution la plus
couramment utilisée par les enseignants est le concept de dispersion des données
entre la valeur minimale et la valeur maximale de la distribution, c'est-à-dire
l'étendue. Employée seule, l'étendue est un moyen limité pom mesurer la variabilité.
Dans ce cas-ci, cette mesure de dispersion ne tient pas compte de l'influence de la
fréquence de chacune des barres sur la variabilité.
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L'association des concepts de centre et de dispersion d'une distribution
comme indicatif de la variabilité a été mis en évidence que dans 30% des cas. La
forme de la distribution a également été un aspect considéré par certains enseignants,
et les a menés à une mauvaise réponse dans bien des cas. Par exemple, 40% des
enseignants qui ont choisi l'école B ont basé leur choix sur le fait que cette
distribution n'était pas normalement distribuée. Il semble que certains enseignants
aient associé incorrectement la forme normale d'une distribution à un indicateur de
faible variabilité.
4] The following graphs describe some data collected about
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a) Which graph shows more variabllity in students'
heights?
b) Explain why you think this?
Figure 7 : Quatrième question du premier questionnaire (Dabos, 2011, p. 134, adapté
de Canada, 2004)
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Globalement, l'étude de Dabos (2011) a ouvert les portes et posé certaines
balises quant à la recherche sur le concept de variabilité auprès des enseignants.
Cette étude a mis en lumière des raisonnements et conceptions chez les enseignants
de niveau collège relatifs au concept de variabilité. Cette recherche n'étant
qu'exploratoire, l'auteur (Dabos, Id.) souligne la nécessité de mener d'autres
recherches sur le sujet et d'investiguer plus en profondeur les connaissances des
enseignants sur le concept de variabilité pour deux raisons. La première est que cette
étude portait en partie sur des enseignants qui n'enseignaient pas la statistique et
n'avaient pas rencontré ce concept depuis longtemps. La deuxième porte sur la
méthodologie. Dabos {là.) suggère que l'utilisation d'entrevues interactives pourrait
aider à approfondir les connaissances sur ce sujet.
The researcher believes that a written survey and the think-aloud could be
accompanied by a personal interactive interview, which may help to further
clarify instructors'thinking about variability. (Ibid, p. 192)
Bref, l'étude de Dabos (2011) a ouvert la voie à d'autres recherches. Il reste
beaucoup à explorer puisque le peu d'études mettant en jeu les enseignants portent
sur leurs connaissances disciplinaires du concept de variabilité. Les connaissances
des enseignants relatifs au concept de variabilité sous un angle différent, soit celui de
son enseignement, sont encore à faire. Les enseignants sont-ils prêts à enseigner le
concept de variabilité à leurs élèves? Cette interrogation mène à questionner les
connaissances didactiques des enseignants^ et ce, dans le but de proposer une
formation plus adéquate le cas échéant. C'est à cette question que notre étude se
propose de répondre.
® Ce que nous entendons par connaissances didactiques des enseignants sera défini plus en profondeur
dans le chapitre 2.
31
1.10 La formation des enseignants en statistique
Suite à la consultation des programmes de formation de différentes universités
francophones du Québec', il est possible de constater que la formation en statistique
des futurs enseignants de mathématiques au secondaire est très semblable d'une
université à l'autre. Cette formation comporte deux parties : un volet disciplinaire et
im volet didactique. Tout d'abord, pour le volet disciplinaire, chaque étudiant a
l'opportunité durant sa formation d'enrichir ses cormaissances en statistique à
l'intérieur d'un cours de 45 heures (3 crédits). Selon le descriptif des cours de
chaque université, les futurs enseignants étudient la statistique descriptive et la
statistique inférentielle où ils abordent le concept de distribution d'échantillonnage,
les menant à faire des estimations, à calculer des intervalles de confiance et à
effectuer des tests d'hypothèses où ils sont confrontés à différents tests statistiques.
Pour ce qui est du volet didactique, aucun cours n'est dédié de façon
spécifique à la didactique de la statistique. Ce n'est pas le cas de la géométrie où
trois des cinq universités consultées, soit l'UQAM, TUQAR et l'Université de
Sherbrooke, offrent un cours qui s'intitule didactique de la géométrie. Ce n'est pas le
cas non plus de l'algèbre où l'UQAM et TUQAC offrent un cours qui s'intitule
didactique de l'algèbre alors que les trois autres universités offrent un cours qui
s'intitule didactique de l'algèbre et des fonctions. En fait, pour toutes ces universités,
l'étude du raisonnement statistique se fait dans un cours de didactique de la
proportionnalité ou d'un cours de didactique couvrant plusieurs domaines des
mathématiques. Voici quelques-ims de ces cours accompagnés de leur descriptif ou
d'une partie de celui-ci :
' Université du Québec à Chicoutimi <http://programmes.uqac.ca/7654>. Consulté le 23 août 2013.
Université du Québec à Montréal <http://www.programmes.uqam.ca/7954>. Consulté le 23 août 2013.
Université du Québec à Rimouski
<http://www.uqar.ca/programmes/description/7950.htm#Mathématique>. Consulté le 23 août 2013.
Université de Sherbrooke
<http://www.usherbrooke.ca/programmes/fac/education/ler-cycle/bac/secondaire/>. Consulté le 23
août 2013.
Université de Montréal
<http://www.progcours.umontreaI.ca/programme/index_fîche_prog/l 83412_struc.html>. Consulté le
23 août 2013.
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-  le cours MAT2226 (raisonnement proportionnel et concepts associés) à
l'UQAM
Préparation à l'enseignement de diverses notions qui se rattachent au
raisonnement proportionnel: rapport, proportion, suites, pourcentage,
homothétie, statistiques descriptives, trigonométrie, notion de fonction
et ses diverses représentations.
-  le cours DID2260 (didactique de la proportionnalité) à l'Université de
Montréal
Difficultés et obstacles liés à l'enseignement - apprentissage des
proportions. Rupture et filiation du raisonnement proportionnel dans
l'étude de : nombres, géométrie, probabilités, statistiques. Élaboration
d'un cadre de référence didactique.
-  le cours ESE25011 (didactique de l'arithmétique, de la proportionnalité, de la
probabilité et de la statistique) à l'UQAR
Principes de la didactique des mathématiques. Dimensions intervenant
dans la préparation d'une situation d'enseignement-apprentissage.
Définition des champs : arithmétique, statistique et probabilités.
Analyse didactique du développement de ces champs dans les
programmes de mathématiques au secondaire. Étude des
raisonnements arithmétique, proportionnel (situations arithmétiques,
géométriques et trigonométriques), probabiliste et statistique. Sens du
nombre et des opérations sur les nombres entiers, rationnels,
irrationnels, réels et complexes. Proportionnalité. Étude de
distributions. Relevé statistique. Représentations graphiques. Mesures
de tendance centrale, de position et de dispersion. Interprétation.
Expérience aléatoire. Analyse de situations à caractère probabiliste.
Calculs de probabilités (théorique, fréquentielle et subjective),
d'espérance mathématiques et de variance.
Sur une formation comportant 120 crédits et où seulement un peu plus de trois
sont consacrés à la statistique, on peut alors croire que la formation des enseignants
de mathématiques quant aux concepts statistiques et à l'enseignement de ces concepts
est minimale. Toutes ces constatations sur les contenus des programmes et manuels
scolaires ainsi que sur les connaissances des enseignants et leur formation conduisent
à s'interroger sur les aptitudes des enseignants à mettre en place des situations et des
interventions favorisant l'acquisition du concept de variabilité qui est au cœur de la
pensée statistique.
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1.11 Objectif général de recherche
Considérant l'importance allouée aux statistiques dans notre société actuelle,
plusieurs s'entendent sur la nécessité d'inclure ce champ d'étude à l'intérieur du
eurriculum scolaire et cela est vrai également pour l'école québécoise. En effet, la
statistique est enseignée à chaque année de l'école primaire et pour quatre des cinq
années du secondaire. Cependant, le raisonnement statistique comporte des
caractéristiques qui le distinguent des raisonnements mathématiques qui sont associés
aux autres domaines des mathématiques scolaires. La statistique fournit entre autres
les outils pour étudier des phénomènes aux données variables, d'où son titre de
science de la variation. En statistique, on est en présence d'un degré d'incertitude
qui contraste avec les conclusions déterministes qui ont été trop longtemps le lot des
mathématiques scolaires.
Dû à la spécificité du raisormement statistique qui prend en compte la
variabilité et l'incertitude, il devient important de confronter les élèves à ee type de
raisonnement qui leur est moins familier. L'enseignement du concept de variabilité
paraît alors fondamental de par son omniprésence en statistique et de par sa place
comme élément clé du développement de la pensée statistique.
L'évaluation des programmes scolaires de l'école québécoise a révélé que la
statistique et les probabilités prennent de plus en plus de place depuis la fin des
années 1970. On serait alors porter à croire que ceci aurait une influence positive sur
la place accordée à l'étude du concept de variabilité à l'intérieur du eurriculum
scolaire actuel. Or, le concept de variabilité est peu explicité dans le programme du
secondaire où celui-ci n'est nommé qu'à une seule reprise, soit dans l'im des objectifs
du volet probabilité. Pour ce qui est du volet statistique, bien que l'on ne retrouve
aucune mention spécifique à ce concept, plusieurs éléments du programme permettent
son enseignement. La consultation de manuels scolaires a aussi permis de constater
que l'étude du concept de variabilité est envisageable à partir de ceux-ci. Puisque le
programme de mathématiques du secondaire et les manuels scolaires peuvent
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permettre l'étude du concept de variabilité, le développement de celui-ci dépend donc
en partie des aptitudes des enseignants à l'enseigner.
Selon le Gouvernement du Québec (2004), seulement 58% des élèves qui
terminent leurs études secondaires poursuivront leur formation au collégial et de
ceux-ci, uniquement 38% obtiendront leur diplôme. Donc, à la lumière de ces
résultats, une grande proportion d'élèves qui terminent leurs études secondaires
n'auront plus l'occasion d'enrichir leurs connaissances en statistique. Un manque
quant à l'étude du concept de variabilité au niveau secondaire serait d'autant plus
néfaste compte tenu de cette situation. Il est donc nécessaire que les élèves
obtiennent une bonne formation à ce niveau.
Des recherches ont montré que les connaissances des enseignants avaient une
influence sur les apprentissages des élèves (Darling-Hammond, 1998; Hill, Rowan et
Bail, 2005). On peut penser qu'il en serait de même en statistique. Or, les recherches
relevées précédemment sont essentiellement axées sur les connaissances
disciplinaires des enseignants sans aborder le volet enseignement. Il devient alors
important de se questionner à propos des connaissances didactiques des enseignants
sur le concept de variabilité, tout en prenant en considération leurs cormaissances
disciplinaires, d'autant plus que la formation à la statistique et à l'enseignement de
cette discipline occupe une place peu importante dans les cursus universitaires de
formation à l'enseignement.
Nous nous proposons donc dans cette étude d'explorer les connaissances
disciplinaires et didactiques des enseignants de mathématiques du secondaire pour le
concept de variabilité en statistique. Les quatre prochains chapitres exposeront
comment nous répondrons à la question de recherche. Le deuxième chapitre présente
le cadre théorique qui servira de balises à cette recherche. Après avoir introduit le
cadre conceptuel du concept de variabilité, nous compléterons l'analyse conceptuelle
par la description de recherches portant sur la compréhension du concept de
variabilité réalisées auprès d'élèves de niveau primaire et secondaire ainsi que
35
d'étudiants de niveau universitaire. Par la suite, le cadre didactique, où
connaissances et tâches didactiques seront définies, sera présenté. Le troisième
chapitre fournit quant à lui une description de la méthodologie utilisée pour répondre
à notre question de recherche. Les dimensions découlant du cadre conceptuel qui
sont approfondies dans le cadre de cette recherche seront alors mises en évidence.
Les principaux résultats de l'expérimentation feront l'objet du quatrième chapitre.
Au cinquième chapitre, ime analyse et une interprétation des résultats seront
présentées. Nous conclurons dans le sixième et demier chapitre avec une synthèse
des principaux résultats et, enfin, en soulignant les apports de la recherche pour
l'enseignement de la variabilité et les recommandations pour de futures recherches.
CHAPITRE 2
Cadre conceptuel
Le deuxième chapitre est consacré à l'analyse du concept de variabilité. Nous
regarderons le concept d'un point de vue théorique dans un premier temps. Le
concept de variabilité sera alors présenté en réponse aux questions suivantes:
-  Où la variabilité prend-elle sens en statistique?
-  Comment mesure-t-on la variabilité?
-  Comment est représentée la variabilité?
Nous ebercberons ensuite à identifier les difficultés, conceptions et
raisonnements reliés à l'apprentissage et à l'enseignement de ce concept.
L'articulation des différents éléments soulevés permettra de structurer notre
méthodologie qui sera présenté au chapitre suivant. Enfin nous poserons notre
question de recherche.
2.1 La variabilité en statistique
Nous montrerons ici que la variabilité prend sens à la fois dans la statistique
descriptive et dans la statistique inférentielle. Nous poursuivrons en expliquant les
différentes mesures permettant de l'évaluer et les diverses représentations graphiques
qui peuvent l'illustrer. Pour les deux prochaines sections, nous nous sommes référés
aux ouvrages suivants^ : Alharello, Bourgeois et Guyot (2007); Allaire (2004),
Baillargeon (1981, 1982), Dodge (1993) ainsi que Myers et Hansen (2007).
2.1.1 Le sens de la variabilité en statistique
En statistique descriptive
La statistique descriptive permet de dégager les caractéristiques essentielles
qui se dissimulent dans une masse de dormées et permet par le fait même de rendre
^ Les ouvrages consultés sont des ouvrages mathématiques reconnus utilisés pour l'enseignement de la
statistique à l'université. Ils sont dans ce sens des références pour ce qui est de la dimension
mathématique de notre thèse.
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les résultats plus intelligibles. « La statistique descriptive peut être définie comme
l'ensemble des méthodes de dénombrement, de classement, de synthèse et de
présentation de données quantitatives relatives à un ensemble d'individus. »
(Albarello, Bourgeois et Guyot, 2007, p. 11)
L'ensemble des données recueillies forment une distribution dont on extrait
les principales caractéristiques à l'aide de mesures qui résument les informations
apportées. Ces données présentent des variations et bien que les mesures de tendance
centrale nous informent sur une dimension importante d'une distribution, employées
seules, elles peuvent induire une représentation incomplète de la réalité de la
distribution observée, d'où l'intérêt de s'intéresser à la dispersion des données. Le
concept de variabilité réfère à cette dispersion des données de la distribution. Par
exemple, imaginons que l'on compare la distribution des résultats sur dix à un
examen de mathématiques pour deux classes composées de 20 élèves. Les résultats
pourraient être les suivants :
1^'® classe : 5,5, 5,5,6,6, 6, 6,6, 6, 6, 6, 6, 6, 6,6, 7, 7,7,7 ;
2' classe ; 2,2, 2, 2, 3, 4, 4, 4,4, 4,4, 5,10,10,10,10,10,10,10,10.
On constate que la note moyenne pour les deux classes est identique, soit 6. Pourtant,
malgré l'égalité des moyennes, nous pouvons constater que ces deux distributions
sont différentes. Spécifiquement, les résultats des élèves pour la 1®'® classe sont
davantage regroupés tandis que pour la 2® classe, les résultats sont plus dispersés. En
effet, on observe dans la 1^"^ classe, que la totalité des notes est comprise dans une
fourchette relativement étroite où chaque élève a obtenu une note proche de la
moyenne. Pour la 2® classe, on observe des écarts considérables entre les notes, c'est-
à-dire que l'on retrouve des élèves ayant très bien réussi l'examen alors que d'autres
ont grandement échoué ce dernier. La moyenne à elle seule n'est pas suffisante pour
permettre de concevoir la façon dont les résultats pour chacune des classes sont
distribués. Comme deuxième exemple, imaginons im sociologue qui compare le
revenu des habitants pour deux régions différentes. Si ce dernier n'utilisait en guise
de comparaison que le revenu moyen des habitants de chacune des régions, la
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description de la réalité observée serait incomplète. En effet, pour un revenu moyen
relativement similaire, l'ensemble des revenus pourraient être concentrés autour de la
moyenne pour la première région alors que pour l'autre, des écarts considérables
pourraient se retrouver entre les revenus des habitants, certains étant très riches et
d'autres très pauvres. Pourtant, bien que le revenu moyen de ces deux régions soit
relativement similaire, le portrait économique de chaque région est différent. Bref, si
l'on veut vraiment comprendre le phénomène observé, la dispersion des données est
aussi importante que la tendance centrale.
En statistique inferentielle
La statistique inférentielle, ou inférence statistique, a pour but de généraliser à
ime population donnée les observations et conclusions tirées des résultats obtenus à
partir d'échantillons aléatoires extraits de cette population. La statistique inférentielle
peut donc être définie comme l'ensemble des méthodes et des théories permettant de
généraliser à une population de référence des conclusions obtenues à partir de l'étude
d'un échantillon extrait de cette population. Le recours à des échantillons, et par
conséquent à l'inférence statistique, peut se justifier notamment par le fait que,
comme pour la plupart des sondages d'opinion, la population de référence est souvent
trop vaste pour permettre son étude de façon exhaustive compte tenu des ressources
disponibles (temps, moyens financiers, etc.). Cette population peut même être
considérée comme infinie. C'est le cas si l'on note la qualité de pièces produites par
un certain procédé : le nombre de pièces est a priori illimité et donc, impossible de
toutes les tester. Il arrive aussi que l'étude d'une variable soit destructrice. Par
exemple, si l'on étudie la durée de vie de certains appareils, il serait absurde de les
faire tous fonctiormer jusqu'à la parme, les rendant inutilisables. Ces exemples
montrent l'intérêt de la statistique inférentielle à savoir la possibilité d'approcher une
situation sans avoir à examiner chacun des éléments de celle-ci.
La difficulté de ce processus réside dans le fait de savoir dans quelle mesure
l'échantillon représente bien la population dont il est extrait. En d'autres mots,
comment déterminer les valeurs inconnues des paramètres de la population à partir
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des données de réchantillon. Pour illustrer cette difficulté, imaginons tous les
échantillons possibles de taille n tirés d'une population donnée. Pour chaque
échantillon, il serait possible de calculer différentes statistiques (moyenne, variance,
etc.) qui varient pour chaque échantillon. Ainsi, toute inférence faite à partir d'un
seul échantillon est nécessairement accompagnée d'une incertitude probabiliste, car
nous sommes en présence de fluctuations d'échantillonnage, c'est-à-dire d'une
variabilité échantillonnale. Le concept de variabilité réfère à ces fluctuations
d'échantillonnage.
Les fluctuations d'échantillonnage diminuent généralement avec
l'accroissement de la taille de l'échantillon. Par exemple, si vous essayez d'estimer
la distance moyenne entre la maison et l'école des 30 élèves de votre classe, à partir
d'un échantillon de 5 personnes, votre estimation dépendra de l'identité des 5 élèves
échantillonnés. Si on échantillonnait 15 des 30 élèves de la classe, il n'y aurait
probablement pas autant de variations d'un échantillon à un autre qu'il y en aurait si
on échantillormait que 5 élèves sur les 30 possibles. Cependant, l'accroissement du
degré de précision d'une estimation n'est pas directement proportionnel à
l'accroissement de la taille de l'échantillon, mais à la racine carrée de l'inverse de la
taille de l'échantillon soit Dans le même esprit, la variabilité exprimée à travers
les fluctuations d'échantillonnage peut aussi prendre sens dans la loi des grands
nombres. Par exemple, imaginons le lancer d'une paire de dés, d'en observer la
somme, et de réitérer l'opération autant de fois que l'on veut. En théorie, la
probabilité d'obtenir une somme de 7 est de 1/6. Obtiendrions-nous alors une somme
de 7 exactement deux fois si l'on effectue 12 lancers ? Pas nécessairement, puisqu'il
y a fluctuations d'échantillonnage. Les écarts risquent d'être d'autant plus importants
sur un petit nombre de lancers. Sur un nombre de lancers suffisamment grand, les
fréquences de chaque somme convergeraient vers la fréquence théorique. C'est ce
que l'on appelle la loi des grands nombres. En statistique, la loi des grands nombres
exprime le fait que les caractéristiques d'un échantillon aléatoire se rapprochent des
caractéristiques statistiques de la population si la taille de l'échantillon est
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suffisamment grande. Dans un langage plus probabiliste nous pourrions dire que plus
le nombre de répétitions d'ime expérience aléatoire est grand, plus la probabilité
fréquentielle tend à s'approcher de la probabilité théorique.
Revenons à notre exemple où nous prenons tous les échantillons possibles de
taille n tirés d'une population donnée et où nous calculons les statistiques de chacun
des échantillons. Pour tous les échantillons, on obtient alors une distribution de la
statistique que l'on nomme distribution d'échantillonnage. Par exemple, la
distribution d'échantillonnage des moyennes consiste en la distribution des moyennes
arithmétiques de tous les échantillons possibles de même taille pouvant être formés à
partir de la population. Le portrait de la population ne nous est pas nécessairement
donné à partir d'un échantillon, mais plutôt à partir de l'ensemble des échantillons.
Pour pouvoir estimer les paramètres inconnus de la population, on étudie im
échantillon que l'on situe dans cet ensemble, d'où l'importance de rechercher les
propriétés des échantillons susceptibles d'être prélevés de la population.
Prenons un exemple pour illustrer ce qui précède et qui démontre
l'implication du concept de variabilité dans le processus d'inférence statistique. Il est
facile de concevoir que suite au prélèvement de différents échantillons de même taille
d'une population, la moyerme arithmétique calculée sur chaque échantillon variera
d'im échantillon à l'autre. Certains auront une moyerme qui se rapproche de celle de
la population échantillormée alors que d'autres s'en écarteront. Imaginons que nous
devons former un échantillon de 4 élèves, choisies aléatoirement parmi les élèves de
la classe, et calculer la note moyerme de ces 4 élèves. Les notes des 20 élèves de la
classe sont énumérées ci-dessous :
Notes des élèves de la classe
1, 2, 2, 2, 3,4, 4, 4,4, 5, 5, 5, 6, 7, 7, 8, 8, 8, 9,10.
La moyerme pourrait être X = = 3 5^ d'autres échantillons auraient pu
j  . J V 7+8+9+10 „ _ , . ^ 2+4+7+9 r- 1- 1-
dormer une note moyerme de A = = 8,5 ou bien X = = 5,5. En
4  4
fait, le nombre d'échantillons de taille n qu'il est possible de prélever est dormé par la
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Dans l'exemple qui nous concerne,
= 4845 échantillons possibles de 4 personnes, chacun ayant sa
(20-4)1-4!
moyerme spécifique. On remarque que les moyennes des échantillons ne sont pas
égales entre elles et varient autour de la moyenne p = 5,2 de la population.
C'est la variation d'échantillonnage. Alors comment faire pour savoir dans quelle
mesure la moyenne d'un échantillon représente bien la moyenne de la population
dont il est extrait ? Pour être en mesure de répondre à cette question, il faut connaître
dans ce cas-ci les propriétés de la distribution d'échantillonnage des moyennes. Les
propriétés de la distribution d'échantillonnage des moyennes sont décrites sous la
forme d'xm théorème appelé théorème limite central qui énonce notamment le
principe suivant : la moyenne de la distribution d'échantilloimage des moyeimes est
égale à la moyerme de la population.
Pour illustrer cet énoncé, observons l'exemple^ qui suit où l'on considère ime
population qui compte 5 étudiants. Le nombre d'heures passées pendant une semaine
devant le téléviseur par chacun d'eux est doimé ci-dessous:
Étudiant a b c d e
Heures 7 16 20 12 22
La moyerme du nombre d'heures passées devant le téléviseur est de 15,4.
Pour calculer la moyenne de la distribution d'échantillonnage des moyennes,
imaginons que nous formons tous les échantillons possibles de trois étudiants afin de
calculer la moyenne pour chacim d'eux, soit C| = 10 combinaisons possibles. On
obtient alors le tableau suivant:
' <http://www.er.uqani.ca/nobel/r30574/PSY1300/C6P4.html>. Consulté le 23 août 2013.
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Échantillon Données Moyenne (x)
abc 7 16 20 14,33
a b d 7 16 12 11,67
ab e 7 16 22 15,00
ac d 7 20 12 13,00
ace 7 20 22 16,33
ad e 7 12 22 13,67
b c d 16 20 12 16,00
b c e 16 20 22 19,33
bde 16 12 22 16,67
c de 20 12 22 18,00
On constate que la moyenne de la distribution échantillonnage des moyennes
—  154
est égale à celle de la population, soit ^  = 15,4. Une autre caractéristique de
la distribution d'échantillonnage des moyennes est que si la taille de l'échantillon est
suffisamment grande (« > 30), la distribution d'échantillonnage des moyennes suit
approximativement une loi normale, que la distribution de la population d'origine soit
normale ou non. Aussi, lorsque la distribution de la population est normale, la
distribution d'échantillonnage des moyennes suit toujours une loi normale, quelle que
soit la taille de l'échantillon.
On peut donc affirmer qu'il y a environ 68% des chances que la moyerme d'un
échantillon aléatoire se situe à moins d'un écart type de la moyenne de la population.
De même, il y a environ 95% des chances que cette moyenne se situe à moins de








Par conséquent, il est important de cormaître la dispersion des moyennes de la
distribution d'échantillonnage. De même qu'il existe une relation entre la moyenne
de la distribution d'échantillonnage des moyermes et la moyenne de la population, il
existe une relation entre l'écart type de la distribution d'échantillonnage des
moyermes et l'écart type de la population. L'écart type de la distribution
d'échantillonnage des moyennes, appelé aussi erreur type, est obtenu à l'aide de la
formule'" lorsque l'échantillonnage s'effectue sans remise sur une
population finie. La est un facteur de correction qui tend vers 1 à mesure que JV
grandit. Par conséquent, lorsque la population est infinie ou si l'échantillon étudié est
avec remise, l'erreur type est obtenu à l'aide de la formule De plus, il faut
remarquer que la taille de l'échantillon n apparaît au dénominateur. Par conséquent,
plus le nombre d'observations dans l'échantillon est élevé, plus l'erreur type sera
petite, c'est-à-dire que plus les moyennes des différents échantillons seront proches
de la moyenne de la population. Cette relation exprime donc que plus l'échantillon
est grand, moins grande sera alors la variabilité de la distribution d'échantillonnage
des moyennes. Le graphique ci-dessous illustre cette affirmation où on est en
a représente l'écart type de la population, N représente la taille de la population et n
représente la taille de l'échantillon.
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présence de trois distributions d'éehantillonnage, mais la taille des échantillons
composant chacune d'elles différé : nj < n2 < n
iiiiiiiiiiiiiiiiiiiiiffll iiiiiiiiiiiiiiiuiiiim
Bref, l'étude de la distribution d'échantillonnage d'une statistique permet de
juger de la proximité de la statistique mesurée sur vm échantillon avec celle de la
population. La pratique se base donc sur la théorie afin d'effectuer les liens entre
l'échantillon et la population. Toute estimation de paramètre eomporte cependant
une incertitude probabiliste due aux fluctuations d'échantillonnage. Celles-ci peuvent
être accentuées par la variabilité plus ou moins grande des données de la population.
Le concept de variabilité est un élément qui fait partie intégrante du proeessus
d'inférence statistique. Les liens qui existent entre la présence de la variabilité dans
les cas de distributions de populations et dans les cas de distributions d'échantillons
permettent les estimations de paramètres et les tests d'hypothèses.
Le principe général d'un test d'hypothèse est de poser une hypothèse sur une
valeur inconnue d'un paramètre mesurable de la population pour ensuite porter un
jugement sur cette hypothèse, sur la base des résultats d'un échantillon prélevé de
cette population (Baillargeon, 1982). « Pour décider si l'hypothèse formulée est
supportée ou non par les observations, il faut une méthode qui permettra de conclure
si l'écart observé entre la valeur de la statistique obtenue de l'échantillon et celle du
paramètre spécifiée dans l'hypothèse est trop miportant pour etre umquement
imputable au hasard de l'échantillonnage. » (Ibid, 1982, p. 71) En fonction de
l'hypothèse testée, plusieurs tests statistiques peuvent être réalisés dont l'analyse de
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variance (ANOVA), le test de Student et le test du Khi-earré. Ce volet de la
statistique n'est toutefois pas à l'étude au niveau seeondaire. Ainsi, nous
n'élaborerons pas davantage sur le sujet puisque dans le eadre de notre étude, nous
désirons nous eoncentrer sur le contenu de niveau secondaire.
2.1.2 La mesure de la variabilité
La mesure de la variabilité se fait à l'aide des mesures de dispersion qui
expriment les variations des données présentes dans xme distribution.
Une mesure de dispersion permet de décrire un ensemble de données
concernant une variable particulière, en fournissant une indication sur la
variabilité des valeurs au sein de l'ensemble des données. (Dodge, 1993, p.
225)
Six mesures de dispersion sont jfréquemment utilisées pour décrire la
variabilité d'une distribution : l'étendue, l'étendue interquartile, l'écart moyen, la
variance, l'écart type et le coefficient de variation. Selon la mesure utilisée, on
obtient différentes informations relatives à la variabilité de la distribution.
L'ETENDUE ET L'ETENDUE INTERQUARTILE
L'étendue permet de mesurer la dispersion de l'ensemble des données à partir
du maximum et du minimum de la distribution. L'étendue est la mesure de
dispersion qui s'avère la plus simple à calculer. En effet, il ne suffit que de faire la
différence entre la plus grande valeur et la plus petite valeur de la distribution afin de
l'obtenir. Si nous reprenons l'exemple au début du chapitre où l'on avait les résultats
sur dix à un examen de mathématiques pour deux classes composées de 20 élèves,
l'étendue des résultats pour l'examen de mathématiques de la 1^*^® classe est de 2,
alors que celle de la T classe est de 8. Bien que l'étendue ait le mérite de fournir
rapidement une première approximation sommaire de la dispersion d'une distribution,
son calcul est uniquement basé sur deux valeurs, les extrêmes de la distribution.
Cette mesure comporte donc des limites. Imaginons une distribution qui contient des
dormées aberrantes où les valeurs extrêmes sont nettement détachées des autres,
l'interprétation de la variabilité de la distribution pourrait être faussée à partir de cette
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mesure. Imaginons que dans le cas précédent, soit celui des résultats des élèves à un
examen de mathématiques, un seul élève de la classe ait obtenu la note de 1/10 et que
tous les autres ont obtenu une note comprise entre 8 et 10. L'étendue de cette
distribution serait de 9, laissant présager ime grande dispersion des données à
l'intérieur de cette distribution donnant du même coup une idée fausse de la
distribution.
Une autre mesure de dispersion est l'étendue interquartile. L'étendue
interquartile est obtenue en soustrayant le 25® percentile du 75® percentile de la
distribution. Cette mesure permet donc de connaître globalement la dispersion des
données à l'intérieur de la moitié médiane de la distribution. Contrairement à
l'étendue, cette mesure n'est pas influencée par les valeurs extrêmes de la distribution
puisqu'elle est basée sur le 1®' et 3® quartile. Elle peut être particulièrement utile
lorsque l'on est en présence d'ime distribution très asymétrique.
L'ECART MOYEN, LA VARIANCE ET L'ECART TYPE
Trois mesures de dispersion donnent une indication de la variabilité des
données en prenant en considération toutes les données de la distribution, soit l'écart
moyen, la variance et l'écart type. Ces mesures permettent de connaître la dispersion
des données par rapport au centre de la distribution, soit la moyenne de la
distribution. À partir de ces concepts, mesurer la variabilité peut aussi être défini en
termes de comment les données se rapprochent du centre de la distribution. Chacune
de ces mesures présente des avantages et des inconvénients. La première mesure,
l'écart moyen, consiste à calculer la moyenne de la valeur absolue des écarts à la
moyenne. Le fait de transformer les écarts en valeur absolue est nécessaire puisque
les écarts négatifs contrebalancent les écarts positifs de telle façon que la somme de
tous les écarts à la moyenne est toujours nulle. Cette mesure est vme bonne indication
de la dispersion des données. Cependant, le recours à la valeur absolue pour éviter
les écarts négatifs la rend peu favorable aux développements mathématiques et donc,
plus difficilement exploitable dans la plupart des traitements statistiques.
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La variance et l'écart type sont également des indicateurs de la variabilité des
données. La variance se définit comme étant la moyenne des carrés des écarts à la
moyenne. Pour obtenir l'écart type il suffit d'extraire la racine carrée de la variance.
Tout comme pour l'écart moyen, le calcul de la variance, et donc de l'écart type,
permet d'éviter que les écarts négatifs n'annulent les écarts positifs puisque ceux-ci
sont élevés au carré. Un petit écart type ou une petite variance signifie que les
données de la distribution sont concentrées autour de la moyenne. Un grand écart
type ou une grande variance signifie évidemment le contraire. En se basant sur des
écarts élevés au carré, la variance présente l'inconvénient de ne pas être exprimée
dans la même unité que celle dans laquelle les données de la distribution sont
définies. Le fait de prendre la racine carrée de la variance pour obtenir l'écart type
permet de revenir à l'unité de base. La variance et l'écart type sont des mesures de
dispersion qui ont un avantage sur l'étendue et l'étendue interquartile soit celui de la
prise en compte de chaque valeur observée. Toutefois, cet avantage peut devenir un
inconvénient si des données extrêmes (« outliers ») se retrouvent dans la distribution.
Comme pour la moyenne qui est influencée par ces données, la variance et l'écart
type amplifient le poids de ces valeurs extrêmes en élevant au carré les écarts,
accroissant ainsi leur effet.
La variance et l'écart type sont symbolisés respectivement par et a s'ils
sont calculés sur une population et / et s s'ils se rapportent à un échantillon. En
utilisant la moyenne comme mesure de tendance centrale, symbolisée par \L dans
l'équation qui suit, la variance se calcule à l'aide de la formule ^ . Pour
un échantillon, on s'efforce en réalité d'estimer la variabilité présente dans la
population que nous avons échantillonnée. Puisqu'il est difficile parfois de mesurer
la population entière, on raisonne par inférence à partir des échantillons. Les
statisticiens ont pu montrer que la plupart du temps, les échantillons sous-estiment la
variance de la population et donc, ils ont apporté un correctif à cette formule en
appliquant n - 1 m dénominateur en présence d'un échantillon afin d'avoir une
estimation plus précise de la variabilité présente dans la population.
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Le coefficient de variation
Le coefficient de variation, noté CV, est le rapport obtenu en divisant l'écart
type s par la moyenne arithmétique X. Exprimé en pourcentage, il se calcule à l'aide
de la formule suivante: CK = 4 x 100. Cette mesure de dispersion relative
représente l'importance de la dispersion des données par rapport à la moyenne.
Puisque le coefficient de variation est indépendant de l'unité de mesure de la variable
observée, ce nombre est parfois préféré à la variance et l'écart type afin de comparer
la dispersion de distributions qui ne sont pas exprimées dans les mêmes unités de
mesures ou échelles de grandeur comme par exemple la comparaison du salaire des
individus à l'intérieur de différents pays où les monnaies diffèrent. Imaginons aussi
que nous avons im examen dont les résultats peuvent varier de 0 à 60 points et un
autre de 0 à 90 points. Le coefficient de variation permet de ramener la valeur
caractérisant la dispersion des résultats pour ces deux examens sur une même échelle.
2.1.3 La représentation de la variabilité
Il est possible à l'aide de représentations graphiques de décrire les fluctuations
des données notamment les écarts par rapport à la moyerme. Cette variabilité se
manifeste différemment selon la représentation graphique choisie. Afin de bien
expliquer ce propos, nous procéderons à l'analyse de trois représentations graphiques,
soit l'histogramme, le diagramme à bandes et le diagramme de quartiles.
Pour mieux comprendre le concept de variabilité dans un histogramme et dans
un diagramme à bandes, Cooper et Shore (2010) ont utilisé un outil didactique qui
permet d'illustrer la variabilité des dormées dans ces représentations à l'aide de lignes
représentant les écarts à la moyenne. Par exemple, dans la figure 8, qui représente les
résultats d'étudiants à un examen pour quatre classes, la variabilité des résultats est
représentée par une série de lignes déviantes de la moyenne.
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Figure 8 ; Les résultats scolaires d'étudiants à un examen pour quatre classes
différentes (Cooper et Shore, 2010, p. 8)
Le nombre de lignes correspond à la fréquence de chaque barre. Un point
signifie qu'il n'y a pas d'écart à la moyenne et une grande ligne signifie que les
données sont éloignées de la moyenne. Si les grandes lignes sont plus nombreuses,
cela traduit une grande variabilité dans la distribution. Suite à ce qui précède, nous
pourrions comparer les classes de la figure 8 en fonction de leur variabilité et affirmer
que celles-ci sont placées en ordre, c'est-à-dire de la classe 3 ayant la plus petite
variabilité à la classe 6 ayant la plus grande. Il ne suffît que de comparer les
longueurs totales des lignes représentant les écarts à la moyenne pour y arriver. Deux
distributions auraient une même variabilité si ces longueurs totales étaient identiques.
Dans cet exemple, les écarts à la moyeime sont illustrés par des lignes
horizontales puisque la valeur correspondant à la moyenne se situe sur l'axe des
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abscisses où sont situées les différentes valeurs de la variable. Ces écarts auraient pu
tout aussi bien être représentés par des lignes verticales si les différentes valeurs de la
variable, et par conséquent la moyenne, avaient été situées sur l'axe des ordonnées.
En effet, la variabilité se lit d'une autre façon dans l'exemple suivant (figure
9) où deux diagrammes à bandes illustrent la quantité moyenne de pluie tombée à
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Figure 9 : La quantité moyenne de pluie tombée à Beijing et à Toronto pour les
différents mois de l'année (Cooper et Shore, 2010, p. 5)
La hauteur de chaque barre représente une donnée quantitative soit la quantité
moyenne de pluie tombée pour chaque mois respectif. Remarquons que dans cet
exemple, le graphique ne représente pas une distribution de firéquences. Les valeurs
de la variable, quantité moyenne de pluie tombée par mois, sont en ordonnée et il n'y
a pas de firéquences. On peut comparer la variabilité de ces deux graphiques en
observant les différences entre la hauteur des barres et la ligne représentant la
moyenne. Dans ce cas-ci, nous pouvons observer que les écarts à la moyenne
peuvent être illustrés par des lignes verticales puisque, contrairement aux
histogrammes précédents, la valeur correspondant à la moyenne se situe sur 1 axe des
ordormées. Ainsi, nous pouvons conclure qu'il y a une moins grande variation en ce
qui a trait à la quantité moyenne de pluie tombée à chaque mois à Toronto en
comparaison avec Beijing. L'exemple de la figure 8 illustre bien que 1 on ne peut
juger de la variabilité de la distribution en se basant sur les variations de la hauteur
51
des barres, mais plutôt sur la densité des données qui se situent aux alentours de la
moyerme. Certains types de graphiques utilisés, comme ceux de la figure 9 par
exemple qui ne représentent pas des distributions de fréquences, peuvent toutefois
causer problème et laisser croire le contraire.
Le diagramme de quartiles (figure 10) pour sa part est une représentation
graphique qui est construite à partir de cinq mesures ; le minimum, le maximum et le
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Figure 10 : Exemple de diagramme de quartiles
Source : <http://www.statcan.gc.ca/edu/power-pouvoir/chl2/5214889-fra.htm>.
Consulté le 23 août 2013.
Bien qu'im diagramme de quartiles implique une réduction de l'ensemble des
doimées de la distribution dans le but de résumer celle-ci à partir des quartiles qui la
caractérisent, il permet d'avoir une bonne représentation visuelle de l'étendue de la
distribution ainsi que de la moitié médiane et d'illustrer la symétrie d'vme
distribution. 11 est donc aussi possible de voir la variabilité à partir de cette
représentation graphique.
2.2 Les difficultés, les conceptions et les stratégies relatives à la variabilité
Dans cette section, nous présenterons des recherches qui identifient les
conceptions d'élèves de niveaux primaire et secondaire ainsi que d'étudiants de
niveau universitaire reliées aux concepts de moyerme et d'écart type et leur
perception de la variabilité dans une représentation graphique, soit l'histogramme.
Enfin, il sera question des raisoimements d'élèves et d'étudiants lorsque confrontés à
des distributions issues de situations d'échantillormage. Puisque toute inférence
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statistique est nécessairement accompagnée d'une incertitude probabiliste, différentes
conceptions reliées au raisonnement probabiliste seront aussi mises en évidence.
2.2.1 La variabilité et les mesures statistiques
Soulignant l'intérêt pour une compréhension du sens, Boyé et Comairas
(2002) précisait que : « l'enseignement des statistiques ne se résumera pas à
apprendre des formules et à les appliquer » (p. 37). Les statistiques sont trop souvent
considérées comme une application d'algorithmes. Duperret (2001, dans Cyr et
Deblois, 2007) mentionne que de telles applications mécaniques en statistique, non
fondées sur une compréhension du sens, conduisent plus souvent à questiormer
« l'intérêt donné à l'enseignement des statistiques si on ne mesure pas son rôle de
formation scientifique et sociale, et s'il se réduit à quelques recettes » (p. 9).
Deux des principaux concepts de l'enseignement des statistiques présents dans
le curriculum scolaire sont les mesures de tendance centrale et les mesures de
dispersion. Avant le 21® siècle, les recherches sur l'enseignement des statistiques ont
accordé ime grande importance à l'étude des mesures de tendance centrale au
détriment de la variabilité et des mesures qui la caractérisent (Reading et
Shaughnessy, 2004). Plusieurs travaux sur la didactique de la statistique font état
d'un apprentissage de ces mesures orienté vers la maîtrise de techniques de calcul
(Bakker, 2004). Il est coimu que la compréhension du concept de moyenne est la
plupart du temps basée sur son algorithme de calcul (Watson, 2007). Les travaux de
Gattuso (1997) sur la moyenne ont démontré les impacts d'un enseignement dirigé
vers l'application mécanique de l'algorithme. Elle a notamment constaté que la
connaissance et l'application de l'algorithme de calcul n'est pas une condition
suffisante pour assurer une boime compréhension du concept visé et ce, autant pour
les élèves du secondaire que pour les futurs maîtres.
Comme pour la moyenne, l'application de l'algorithme de calcul de l'écart
type n'est pas gage de la compréhension de ce concept. Makar et Confrey (2005) ont
demandé à 17 futurs enseignants de mathématiques de comparer la variabilité des
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données dans des distributions. Les résviltats montrent que seulement 2 de ces 17
participants ont fait référence à l'écart type dans leur comparaison. Il semblerait que
le concept d'écart type comme mesure de variabilité ne soit pas porteur de sens pour
les répondants. Les chercheurs ont noté que la plupart des enseignants de
mathématiques étaient en mesure d'aborder la notion d'écart type de façon numérique
à travers son calcul, mais sans pouvoir donner du sens au résultat obtenu comme
mesure de variabilité.
2.2.2 La variabilité et les représentations graphiques
Selon Garfield et Ben-Zvi (2005), être en mesure de reconnaître et de
comprendre la façon dont le concept de variabilité se manifeste dans différentes
représentations graphiques constitue im aspect important dans le développement de ce
concept. Ce volet est grandement négligé dans l'enseignement au secondaire. Trop
souvent l'accent est mis sur les règles qui régissent la construction des différentes
représentations graphiques {Id.). On s'intéresse à l'allure générale du graphique ou
aux données extrêmes, sans nécessairement développer une compréhension adéquate
des relations existantes entre les différents concepts statistiques, notamment le centre
de la distribution et la dispersion des données par rapport à ce centre pouvant mener
ainsi au concept de variabilité.
delMas et Liu (2005) se sont intéressés au concept de variabilité exprimé à
travers des histogrammes chez des étudiants de niveau universitaire inscrits à un
cours d'introduction aux statistiques. Ils ont créé une activité interactive sur
ordinateur dont le but était d'aider les étudiants à comprendre l'effet de la position
des barres d'un histogramme sur l'écart type de la distribution. Les étudiants étaient
amenés en premier lieu à réorganiser les barres d'un histogramme afm de produire
l'effet désiré sur l'écart type de la distribution et, en deuxième lieu, à comparer l'écart
type de deux distributions en observant leur histogramme respectif (voir figure 11).
Pour les dix paires d'histogrammes, les étudiants étaient invités à porter un jugement
à savoir si l'écart type de l'histogramme de gauche était plus petit, plus grand ou
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identique à celui de l'histogramme de droite. Ils ont noté que peu d'étudiants
comprenaient que la densité des données qui se situent aux alentours de la moyenne
influençait la grandeur de l'écart type. En fait, la majorité des étudiants n'avait pas
une approche qui associait à la fois l'emplacement de la moyenne et les déviations
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Figure 11 : Comparaison de dix paires d'histogrammes (delMas et Liu, 2005, p. 62)
" Les valeurs de l'écart type n'étaient pas présentées aux participants.
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L'analyse des données recueillies a également révélé différentes conceptions
et stratégies utilisées par les étudiants. Certains étudiants croyaient qu'un grand écart
type se produisait lorsque les barres étaient dispersées sur l'ensemble de l'axe et
espacées également (histogramme de droite de la 9® paire). D'autres étudiants
affirmaient qu'un petit écart type était obtenu si les plus grandes barres sont placées
au milieu de la distribution (histogramme de droite de la 2® paire), si les barres sont
placées le plus près possible l'une de l'autre et idéalement de façon continue sur l'axe
(histograimne de droite de la 5® paire), ou si la distribution est symétrique
(histogramme de gauche de la 10® paire). Les résultats obtenus par delMas et Liu
(M) montrent que les étudiants éprouvent des difficultés à percevoir la variabilité de
dormées présentées graphiquement.
Ces résultats rejoignent ceux d'autres auteurs (Lee et Meletiou-Mavrotheris,
2003 ; Meletiou-Mavrotheris et Lee, 2005). Une étude conduite par Meletiou-
Mavrotheris et Lee (2005), auprès de 35 étudiants de niveau universitaire inscrits à un
cours d'introduction aux statistiques, portait sur leur compréhension du concept de
variabilité dans les histogrammes. Cinq histogrammes étaient présentés aux étudiants
(voir figure 12) et ces derniers étaient invités à les comparer par rapport au concept de
variabilité. Lors d'une pré-expérimentation où les histogrammes des classes F et G
étaient comparés, 45% des étudiants affirmaient que celui de la classe G représentait
une distribution ayant une moins grande variabilité dû à sa symétrie pendant que 40%
des étudiants affirmaient que cette même distribution était celle qui avait une plus
grande variabilité parce que son étendue est plus grande que celle de la classe F ou
parce que son graphique comprend plus de barres que celui de la classe F. Après une
séquence d'enseignement portant sur les concepts en question, l'analyse des réponses
des étudiants a permis de constater que les étudiants éprouvaient encore des
difficultés à expliquer la variabilité dans des histogrammes. En fait, 70% des
étudiants répondaient que la distribution de la classe F avait vme plus grande
variabilité que celle de la classe G dû aux inégalités de la hauteur des barres. Ceci
était encore plus fi^ appant lorsque l'on demandait aux étudiants de comparer la
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variabilité des classes H, I et J où 93% des étudiants affirmaient que la classe J
présentait une moins grande variabilité puisque les barres sont umformes. Ils ont
ainsi noté que, lorsqu'il était demandé de décrire la variabilité d'un histogramme, les
étudiants étaient portés à mettre l'accent sur les variations de la hauteur des barres
plutôt que sur la densité des données aux alentours de la moyenne.
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Figure 12 : Les résultats scolaires d'étudiants à un examen pour cinq classes
différentes (Meletiou-Mavrotheris et Lee, 2005)
Pour leur part, Cooper et Shore (2008) ont montré les histogrammes présentés
dans la figure 13 à 186 étudiants universitaires associés de différentes façons au
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domaine des mathématiques; 50% de ceux-ci ont indiqué que le graphique qui avait la
plus grande variabilité était celui de la classe 1. Leur raisonnement était basé sur le
fait que les barres de la classe 2 sont relativement tous à la même hauteur en
comparaison avec la classe 1 où on y retrouve une pointe. Pourtant, l'histogramme
de la classe 2 indique xme plus grande variabilité que celui de la classe 1. Ces
étudiants font l'erreur de croire que les variations de la hauteur des barres s'avèrent
être xm indicateur de la variabilité de la distribution. Encore une fois, ces résultats
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Figure 13: Les résultats scolaires d'étudiants à un examen pour deux classes
différentes (Cooper et Shore, 2008, p. 3)
2.2.3 La variabilité et l'échantillonnage
Dans une situation d'échantillonnage, le concept de variabilité apparaît dans
les variations entre les échantillons tirés d'une même population. Reading et
Shaughnessy (2004) et Shaughnessy, Ciancetta et Canada (2004) ont décrit les
raisonnements et conceptions d'élèves, de la 6® à la 12® année, sur le concept de
variabilité dans des distributions d'échantillonnage. Les raisonnements des élèves
indiquaient une progression « de iconique, à additif, à proportionnel et finalement à
distributionnel (Shaughnessy, 2007, p. 976). Ces chercheurs ont présenté aux
Traduction de l'auteur.
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élèves une situation comportant un seau de 100 bonbons de différentes couleurs où
50% de ceux-ci étaient rouges. Les élèves en connaissaient la composition. Six
élèves de la classe avaient à piger respectivement un échantillon de 10 bonbons.
Pour chacun, on comptabilisait le nombre de bonbons rouges pigés puis, les bonbons
étaient remis dans le seau avant la pige suivante. Les élèves devaient prédire le
nombre de bonbons rouges pigés. Certains élèves, particulièrement les plus jeunes,
avaient un raisonnement qualifié d'idiosyncrasique (Jones, Thomton, Langrall,
Mooney, Ferry et Putt, 2000). Les élèves se référaient à des histoires personnelles ou
à des circonstances physiques de la situation afin de prédire les résultats et ce, sans
aucune référence au contenu du seau et aux proportions des couleurs comprises dans
le seau. Ces élèves pouvaient tenir des raisonnements comme : « ils vont piger plus
de rouge, car leur main va être en mesure de les trouver » ou « peut-être qu'ils seront
chanceux et vont piger que des bonbons rouges ». Ces résultats se retrouvent aussi
chez Kelly et Watson (2002). D'autres élèves prédisaient que le nombre de bonbons
rouges pour chaque échantillon seraient 4, 0, 10, 2, 9, 3 par exemple, en se basant sur
le fait qu'il s'agit d'une expérience aléatoire et que tout peut arriver. Bien que ce
raisonnement ne soit pas faux en soi, celui-ci ne présente pas des fluctuations
raisonnables autour du centre (Reading et Shaughnessy, 2004).
Les élèves qui avaient un raisonnement additif prédisaient le nombre de
bonbons rouges en basant leur raisonnement sur la fréquence absolue. Il y aura
beaucoup de bonbons rouges pigés « parce qu'il y a plus de bonbons rouges dans le
seau ». Un élève pouvait prédire dans tous les échantillons un nombre élevé de
bonbons rouges puisqu'il y en a plus, comme notanunent dans la séquence 6, 8, 7, 6,
9, 10. Le raisonnement de ces élèves est basé sur une structure additive. Ce type de
raisonnement ne se réfère jamais au pourcentage de bonbons rouges dans le seau ou
aux proportions des couleurs. En comparaison, un raisonnement qualifié de
proportionnel est basé sur les pourcentages et les proportions du seau. « Il y a 50%
de bonbons rouges, alors je prédis qu'il y aura 5 bonbons rouges dans chaque
échantillon ». Un raisonnement proportionnel faisait explicitement le lien entre les
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proportions de la population et les proportions des échantillons. Les élèves en fin de
secondaire qui avaient étudié les probabilités avaient une plus grande tendance à ne
pas tenir compte de la variabilité à l'intérieur de leurs prédictions.
Enfin, un élève qui avait un raisonnement distributionnel prévoyait vme
variabilité de résultats autour de la valeur proportionnelle attendue. Par exemple :
« je prédis que le nombre de bonbons rouges se situera dans un intervalle regroupé
autour de 5 : certains échantillons auront im peu moins que 5 bonbons rouges, 3 ou 4,
et d'autres un peu plus comme 6 ou 7 ». Comme pour le raisonnement proportionnel,
ces élèves relient les proportions des échantillons et celles de la population. En plus,
ils considèrent une variabilité de résultats d'un échantillon à l'autre. En conclusion à
ces expérimentations, Shaughnessy, Ciancetta et Canada (2004) soulignaient
l'importance d'encourager les élèves à progresser vers un raisonnement
distributiormel dans une situation d'échantillonnage.
2.2.4 La variabilité et le raisonnement probabiliste
Selon Savard (2008, 2010), le concept de variabilité est essentiel au
développement du raisonnement probabiliste chez les élèves. En effet, la prise en
compte de la variabilité permet aux élèves de délaisser un raisonnement déterministe
pour raisonner sur rincertitude, favorisant du même coup le développement d'un
raisonnement probabiliste. Ses travaux, portant sur le développement d'un
raisonnement probabiliste auprès de jeunes du primaire âgés de 9 et 10 ans, ont
montré que les élèves rencontraient initialement des difficultés avec le concept de
variabilité. Les résultats montrent que les élèves manifestaient des conceptions
déterministes plutôt que probabilistes lorsque confrontés à un exercice où ils avaient à
prédire le résultat à une activité où le hasard intervient, ces derniers désirant indiquer
une réponse unique et définitive. Ce type d'exercice fait intervenir le concept de
variabilité et contraste avec les réponses de nature plus déterministe auquel les
mathématiques scolaires les ont habitués.
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Toujours selon Savard {Id.), ce développement est favorisé par la comparaison
des différences entre les probabilités fréquentielles et les probabilités théoriques. Elle
a entre autres montré que la comparaison de distributions relatives aux résultats
obtenus à une activité de hasard à l'aide de tableaux et de graphiques a suscité une
prise de conscience importante de la variabilité des résultats chez les élèves et a
favorisé par le fait même le développement d'rm raisonnement probabiliste chez ces
élèves.
Raisonnement probabiliste: heuristiques, biais et conceptions alternatives
Plusieurs conceptions alternatives associées à ime pensée probabiliste peuvent
interférer dans l'étude du concept de variabilité, car les raisonnements des sujets
peuvent être influencés par des intuitions fautives. Deux des conceptions les plus
répandues associées aux probabilités sont les heuristiques de représentativité et de
disponibilité telles que définies par Kahneman et Tversky (1972) puis repris par
Shaughnessy (1977). Ces auteurs ont défini le terme heuristique comme étant ime
stratégie simplifiée de raisonnement utilisée par des gens ayant peu de connaissances
en probabilités et en statistiques lorsqu'ils doivent estimer la probabilité qu'un
événement donné se produise. L'heuristique de représentativité consiste à croire que
la probabilité d'obtenir un échantillon est fonction de son degré de représentativité de
la population d'où il est tiré. En d'autres mots, on allouera une plus grande
probabilité à un événement qui, à première vue, semble mieux représenter la
population d'où il est tiré. Par exemple, à la loterie 6/49, qui consiste à choisir six
nombres entre 1 et 49, plusieurs sont d'avis que la combinaison 3, 16, 19, 31, 40, 47
est plus probable que la combinaison 1, 2, 4, 7, 8, 9 où tous les nombres sont
inférieurs à 10.
L'heuristique de représentativité appelle aussi à une certaine irrégularité qui
est associée à la représentation de l'aléatoire. Par exemple, ime combinaison de 6/49
où l'on peut observer vme régularité, comme des multiples de 5, serait jugée moins
probable qu'vme combinaison particulière où les nombres n'ont aucun lien apparent
entre eux. Un autre exemple serait le lancer d'une pièce de monnaie à 10 reprises, les
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sujets pourraient ne pas considérer les séquences PFPFPFPFPF ou PPPPPFFFFF
comme étant représentatives et ce, même si l'échantillon est représentatif de la
population d'où il est tiré soit 50% face et 50% pile. Ces séquences apparaissent trop
ordonnées et donc, pas aléatoires.
L'heuristique de disponibilité consiste quant à elle à allouer une plus grande
probabilité à un événement qui nous vient plus facilement à l'esprit, pour des raisons
personnelles ou autres. Un exemple de ce biais survient lorsque des sujets sont
questionnés à savoir s'il est plus facile de former des comités composés de 2 ou de 8
personnes parmi un groupe de 10 personnes. Un sujet étant influencé par
l'heuristique de disponibilité trouverait plus facile de penser à des comités formés de
2 personnes, ne voulant pas reconnaître la nature équivalente de ce problème puisque
= Cgi" = 45.
Ces conceptions sont des exemples de stratégies cognitives qui peuvent
intervenir lorsqu'un sujet est appelé à raisonner sur des situations où intervient le
concept de variabilité. Par exemple, l'heuristique de représentativité peut mener un
sujet à être insensible aux effets de la taille d'un échantillon. Ceci est illustré par les
résultats obtenus par Tversky et Kahneman (1974) à leur problème de l'hôpital repris
ci-dessous.
Dans une ville, il y a deux hôpitaux. Dans le plus grand, il y a environ 45
bébés qui naissent chaque jour et dans le second, le plus petit, environ 15
bébés. Pendant une période d'un an et ce, pour chaque hôpital, chaque journée
où plus de 60% des naissances étaient des garçons est enregistrée. Pour quel
hôpital pensez-vous qu'il y a eu le plus d'enregistrements? (p. 1125)
Les chercheurs ont noté que 53% des répondants pensaient que la proportion
d'enregistrements était la même pour les deux hôpitaux. Les sujets n'ont pas recormu
qu'il y avait ime moins grande probabilité que les résultats dévient de la valeur
attendue, soit 50% de garçons et 50% de filles, pour le grand hôpital. En effet, les
caractéristiques d'un échantillon aléatoire se rapprochent d'autant plus des
caractéristiques statistiques de la population plus la taille de l'échantillon augmente.
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C'est la loi des grands nombres. Le fait de ne pas tenir compte de la taille de
l'échantillon consiste donc à croire que la grandeur d'un échantillon n'a pas
d'influence sur sa variabilité par rapport à la population d'où il est tiré. Pour sa part,
l'heuristique de disponibilité peut mener un sujet à accorder une signification
personnelle à un événement vécu. Par exemple, imaginons une personne qui lance un
dé et qui obtient à plusieurs reprises le chiffre 6. Il pourrait alors être sensé de croire
au chiffre chanceux réduisant du même coup sa perception de la variabilité des
résultats.
2.3 Synthèse
La synthèse qui suit a comme objectif d'articuler les différents éléments
contenus dans ce chapitre qui seront retenus dans le cadre de cette recherche.
Deux dimensions statistiques du concept de variabilité ont été identifiées : la
variabilité des données et la variabilité échantillonnale. Ces dimensions sont à la
base de notre synthèse.
2.3.1 La variabilité des données
Le concept de variabilité réfère au fait que les phénomènes étudiés en
statistique comportent des données variables. Cette variabilité des données s'exprime
à travers leur dispersion. La dispersion des données d'une distribution peut être
interprétée graphiquement et peut aussi être mesurée.
Comparer la variabilité de distributions à partir de représentations graphiques
encourage la discussion sur ce qui fait qu'ime distribution possède une plus grande
variabilité en comparaison avec une autre. Toutefois, être en mesure de reconnaître et
de comprendre la façon dont le concept de variabilité se manifeste à l'intérieur de
différentes représentations graphiques n'est pas nécessairement chose aisée, comme
en témoigne l'analyse réalisée (cf. section 2.2), et constitue un aspect important dans
le développement de ce concept. Les élèves éprouvent des difficultés à percevoir la
variabilité de doimées présentées graphiquement, particulièrement pour
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l'histogramme et le diagramme à bandes. Dans ces cas, différents éléments peuvent
intervenir dans l'interprétation graphique de la variabilité des données notamment
ceux référant à la forme de la distribution comme la symétrie d'une distribution ou les
variations de la hauteur des barres.
La dispersion des données peut être quantifiée à l'aide de mesures de
dispersion comme l'étendue, l'écart moyen et l'écart type. Ces mesures de dispersion
permettent d'avoir une indication de la variabilité des valeurs au sein d'un ensemble
de dormées. Selon la mesure utilisée, différentes informations relatives à la
variabilité des données de la distribution seront obtenues. L'étendue est une mesure
de dispersion très utilisée par les élèves pour exprimer la variabilité d'une
distribution, probablement à cause de sa simplicité de calcul, et ce malgré ses limites.
Son calcul est basé sur seulement deux valeurs, les extrêmes de la distribution.
L'écart moyen et l'écart type quant à eux donne une indication de la variabilité des
données en considérant toutes les données de la distribution, mais leur interprétation,
comme mesure de la variabilité des données par rapport au centre de la distribution,
est toutefois plus difficile. À partir de ces concepts, mesurer la variabilité peut être
défini en termes de proximité des données du centre de la distribution, de la moyenne
en l'occurrence. Il devient alors important de proposer des activités d'interprétation
de ces mesures de dispersion pour aller au-delà de l'application des algorithmes de
calculs pour s'intéresser au sens du résultat obtenu comme mesure de variabilité.
Cette dispersion des données exprimée quantitativement peut aussi l'être de façon
qualitative en faisant référence aux écarts entre les données (par exemple, il y en a
plus là que là) ou à la densité des dormées autour de la moyenne (par exemple, la
majorité des dormées sont concentrées autour de la moyerme).
2.3.2 La variabilité échantillonnale
Dans une situation d'échantillormage, le concept de variabilité apparaît dans
les différences entre les échantillons tirés d'une même population. En d'autres mots,
le concept de variabilité réfère alors à la variabilité échantillormale qui s'exprime à
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travers les fluctuations d'échantilloiuiage. Dans ce type de situation, la taille de
l'échantillon est un élément à considérer. Les fluctuations d'échantillonnage
diminuent avec l'accroissement de la taille de l'échantillon.
La compréhension de la variabilité échantillonnale est fondamentale pour faire
de l'inférence statistique, car toute inférence faite à partir d'un échantillon est
nécessairement accompagnée d'une incertitude probabiliste due aux fluctuations
d'échantillormage. L'étude du concept de variabilité est donc aussi liée au
raisonnement probabiliste. En fait, le concept de variabilité est essentiel au
développement du raisonnement probabiliste, car il permet, en contexte
mathématique, de délaisser un raisonnement déterministe pour raisonner sur
l'incertitude. Des situations d'échantillonnage à caractère probabiliste, où l'on
demandait de prédire des résultats à une expérience aléatoire ou de comparer les
différences entre les probabilités fféquentielles et les probabilités théoriques, ont
permis de mettre en évidence certains raisonnements d'élèves; le raisoimement
additif qui s'appuie sur les fréquences absolues, le raisonnement proportionnel qui
s'appuie sur les fréquences relatives (les proportions de l'échantillon respectent les
proportions de la population) et le raisonnement distributionnel où une variabilité
raisonnable est considérée dans l'échantillon autour de la proportion attendue.
La schématisation qui suit, voir figure 14, résume ce qui précède en présentant




























Considération de la taille
de l'échantillon
Figure 14 : Dimensions statistiques du concept de variabilité
Les connaissances des enseignants sur le concept de variabilité seront
investiguées par rapport aux éléments présentés dans cette schématisation. Celle-ci
aidera à structurer une méthodologie permettant de répondre à notre question de
recherche.
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2.4 Les connaissances didactiques des enseignants
Les connaissances des enseignants peuvent être traitées sous deux angles:
disciplinaire et didactique, ce que Shulman (1986) décrivait en termes de « subject
matter content knowledge » et « pedagogical content knowledge » (p. 9). Shulman
(1988) définit les connaissances disciplinaires comme étant la compréhension
appropriée des objets d'étude par un spécialiste du contenu dans le domaine. La
cormaissance du contenu englobe ce que Shulman (1992) appelait la «structure de la
connaissance» soit la connaissance et la compréhension des théories, des principes et
des concepts de la discipline, mais aussi comment ceux-ci sont générés et structurés à
l'intérieur de cette discipline. Les connaissances didactiques quant à elles font
référence à la façon d'aborder et de représenter un sujet afin que celui-ci soit
compréhensible aux yeux des autres. Avec ce type de connaissances, on va au-delà
de la connaissance du contenu pour se concentrer sur une autre dimension soit la
connaissance du contenu à des fins d'enseignement (pedagogical content knowledge).
Shulman (1986) associe à ce type de connaissances l'utilisation d'analogies,
d'exemples, d'illustrations, d'explications et de démonstrations, « in a word, the
ways of representing and formulating the subject that make it compréhensible to
others » (p. 9). Les connaissances didactiques incluent une compréhension de la part
de l'enseignant de ce qui rend l'apprentissage d'im contenu spécifique facile ou non
pour les élèves en se référant notamment à leurs conceptions, à leurs connaissances
antérieures ainsi qu'à la connaissance de leurs erreurs les plus fréquentes. Elles
comprennent également la connaissance des interventions possibles pour aider les
élèves à se rendre compte de leurs erreurs et à surmonter les obstacles dont elles
témoignent.
Ces connaissances, disciplinaires et didactiques, bien que distinctes semblent
être liées. Certaines recherches ont montré qu'une bonne compréhension des
concepts mathématiques est nécessaire aux enseignants pour pouvoir accéder à un
répertoire de stratégies leur permettant d'expliquer et de représenter le contenu
mathématique à leurs élèves (Bail, Hill et Bass, 2005; Ma, 1999).
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Précisons que sous le terme cormaissanees, nous incluons les cormaissanees
prédicatives et les cormaissanees opératoires (Vergnaud, 2002). La forme opératoire
de la cormaissance est celle qui est mise en œuvre en situation. Les cormaissanees
opératoires sont donc mobilisées dans l'action, elles permettent d'agir en situation.
La forme prédieative quant à elle est la cormaissance mise en mots, telle qu'on la
trouve notamment dans les manuels. Les cormaissanees prédicatives permettent
d'énoncer les propriétés et les relations des objets de pensée.
Il est très positif que soit recormu, aujourd'hui plus qu'hier, l'importance de la
forme opératoire de la cormaissance, celle qui permet de faire et de réussir.
Cela ne dévalue pas la forme prédieative de la cormaissanee, celle qui prend la
forme de textes, d'énoncés, de traités et de manuels, mais cela rend davantage
justice aux cormaissanees acquises au eours de l'expérience. (Vergnaud, 2012,
p. 287)
Selon Vergnaud (2006), la plus grande partie de nos eormaissances se situent
dans leur forme opératoire, souvent de manière implicite, voire inconsciente,
puisqu'il existe im décalage parfois impressiormant entre ce qu'une persorme peut
faire en situation, et ce qu'elle est capable d'en dire. Pour cette raison, dans le cadre
de cette recherche, l'exploration des cormaissanees didaetiques des enseignants se
fera à travers la mise en action de tâches didactiques.
2.5 Les tâches didactiques
Bressoux et al. (2002) associe à la pratique d'enseignement trois phases. La
phase préactive précède l'entrée en classe et concerne la planification de
l'enseignement. La phase interactive, associée à l'action en classe, implique les
interactions entre l'enseignant, les élèves et le savoir enseigné. Enfin, la phase
postactive suit l'action en classe et représente le retour sur l'enseignement et les
interventions réalisés.
Dans l'exercice de ses fonctions, un enseignant est appelé à réaliser
différentes tâches qui s'inscrivent dans chacune de ces trois phases d'enseignement,
certaines qu'il est possible de qualifier de didactique, car elles font appel aux
68
connaissances didactiques des enseignants, ce que Shulman (1986) appelait le
« pedagogical content knowledge » (p. 9). En ee sens, nous appellerons tâches
didactiques de l'enseignant des tâches qui consiste à analyser les contenus
d'enseignement et à réfléchir sur l'appropriation de ces contenus par l'apprenant.
Phase préactive
Une des tâehes de l'enseignant de mathématiques qui prépare sa leçon est de
trouver des problèmes. La résolution de problèmes peut occuper une grande partie du
temps assigné à une leçon (Christiansen et Walther, 1986). Convenablement choisis
et mis en application de façon appropriée, les problèmes forment des activités
d'enseignement fimctueuses qui permettent aux élèves de construire les fondements de
leur connaissance (de Corte, Greer et Verschaffel, 1996; Williams, 2002). L'analyse
d'un problème de mathématiques peut se faire à travers les diverses démarches
amenant à sa solution (Silver, Ghousseini, Gosen, Charalambous et Strawhun, 2005).
L'étude de ces démarches permet de juger du degré de difficulté du problème et
d'anticiper les erreurs, les difficultés et les raisonnements adéquats ou inadéquats
possibles à sa résolution. Un enseignant doit donc être en mesure d'analyser et de
comprendre les différentes démarches justes ou erronées qui solutionnent le
problème.
L'anticipation de réponses et raisonnements d'élèves est xme autre tâche
didaetique qui entre dans la phase préactive. Cette tâche didactique implique la
connaissance des conceptions, des raisonnements ainsi que des connaissances
antérieures des élèves et permet à l'enseignant de compléter la planification d'vme
leçon dans le but d'en parfaire la préparation notamment en prévoyant des pistes
d'interventions possibles.
Phase interactive
Les tâches didactiques qui s'inserivent dans la phase interactive sont liées au
volet intervention. La construction de la connaissance chez l'élève se réalise bien
souvent à travers les interventions de l'enseignant qui agit comme guide afin de le
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supporter dans sa démarche (Mayer, 2004). Ces interventions peuvent prendre
diverses formes, explications verbales ou utilisation de représentations ou de contre-
exemples par exemple, et sont souvent associées à des réponses et des raisonnements
d'élèves exprimés en classe. Ces réponses et ces raisonnements sont des indicatifs
précieux pour l'enseignant pour lui permettre d'évaluer les capacités des élèves à
résoudre un problème ou pour évaluer leur compréhension (Matz, 1982). Il est donc
important pour les enseignants d'être en mesure d'analyser les réponses et les
raisonnements d'élèves, d'identifier leurs raisonnements appropriés et inappropriés,
d'être attentifs à leurs conceptions et à leurs difficultés de compréhension et
d'intervenir de manière à faire progresser les élèves dans leur compréhension.
Phase postactive
Dans la phase postactive, une des tâches didactiques importantes est l'analyse
des interventions. Cette tâche permet ime réflexion sur la pratique de l'enseignant et
l'évaluation de la qualité des interventions réalisées. Cette analyse peut se faire à
différents niveaux. Par exemple, l'enseignant peut se demander si l'intervention a
permis à l'élève de reconnaître son erreur ou si l'intervention a permis de développer
une compréhension plus riche du concept en question.
Bref, à chacune des phases d'enseignement, il est possible d'associer des
tâches didactiques: l'analyse et le choix de problèmes et l'anticipation de réponses et
de raisonnements d'élèves pour la phase préactive, l'analyse de réponses et de
raisonnements d'élèves et les interventions à la suite de réponses et de raisonnements
d'élèves pour la phase interactive et enfin, le retour critique sur les interventions
réalisées pour la phase postactive. L'étude des connaissances didactiques des
enseignants sera réalisée à partir de ces tâches de la pratique enseignante qui touchent
aux trois phases d'enseignement.
La schématisation qui suit (tableau 1) résume ce qui précède et définit le cadre
qui servira à l'exploration des connaissances didactiques chez les enseignants de
mathématiques du secondaire pour notre recherche.
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Tableau 1 - Cadre utilisé pour rexploration des connaissances didactiques
PHASES TÂCHES ASPECTS
D'ENSEIGNEMENT DIDACTIQUES IDENTIFIEES OBSERVABLES
L'analyse de
problèmes
L'enseignant est en mesure d'analyser un
problème en fonction de la diversité des
démarches possibles pour résoudre le
problème et de juger par le fait même du
degré de difficulté du problème compte tenu
de ses intentions (il anticipe les erreurs,
difficultés, raisonnements adéquats ou
inadéquats).
La phase préactive
L'enseignant choisit des problèmes en
fonction d'intentions didactiques (les
intentions seront à caractériser en fonction
des habiletés et raisonnements que




L'enseignant est en mesure d'anticiper des
erreurs, difficultés et raisonnements d'élèves.
d'élèves
L'analyse de réponses et
de raisoimements d'élèves
Devant une proposition de réponses d'élèves,
l'enseignant identifie l'erreur ou reconnaît si
le raisonnement est juste ou erroné.
La phase interactive
La simulation d'une
intervention à la suite de
L'enseignant est en mesure de proposer une




L'enseignant est en mesure de proposer une
intervention qui permet à l'élève de
développer une compréhension plus riche de
la variabilité.
La phase postactive L'analyse d'interventions L'enseignant est en mesure d'analyser des
interventions.
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2.6 Question de recherche
L'importance de la statistique dans nos vies a fait en sorte que le traitement de
données est devenu une clé dans l'éducation pour former des citoyens responsables.
Plusieurs recherches ont présenté les raisonnements des jeunes, allant des élèves du
primaire jusqu'aux étudiants universitaires, en lien avec différents concepts
statistiques. Certaines ont mis l'accent en particulier sur les raisoimements de ces
jeunes sur le concept de variabilité. Étant au cœur de la pensée statistique et lié à
l'étude de d'autres concepts statistiques, la compréhension de ce concept est critique
pour le développement de la pensée statistique. Il devient alors important de
s'interroger sur l'enseignement du concept de variabilité, d'autant plus qu'il y a peu
de place accordée à l'enseignement de la statistique dans la formation des futurs
enseignants de mathématiques au secondaire et que le concept est peu explicité dans
les programmes scolaires québécois, et par conséquent sur les connaissances des
enseignants et plus particulièrement sur leurs connaissances didactiques qui
influencent les apprentissages des élèves. Le peu de recherches portant sur la
compréhension de ce concept chez les enseignants ont porté sur leurs connaissances
disciplinaires. Il y a donc une nécessité d'approfondir la recherche sur les
connaissances associées à l'enseignement de ce concept. Mieux connaître les
connaissances didactiques des enseignants sur le concept de variabilité peut fournir
des bases à un questionnement sur la formation enseignante.
Notre intention dans cette recherche est donc d'explorer comment les
enseignants de mathématiques du secondaire prennent en compte le concept de
variabilité pour leur enseignement. Deux objectifs de recherche découlent de cette
question ;
n  explorer quelles sont les connaissances disciplinaires des enseignants
sur le concept de variabilité ;
n  explorer quelles sont les connaissances didactiques des enseignants en
rapport avec le concept de variabilité compte tenu de leurs
connaissances disciplinaires.
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Les aspects méthodologiques concemant le type de recherche et les moyens
pris pour recueillir les dormées sont décrits en introduction de ce chapitre. Ensuite,
trois phases d'enseignement sont présentées. Pour chacune des phases, nous
exposerons certaines tâches qu'un enseignant peut être appelé à réaliser. Celles-ci
serviront de balises pour la construction du volet didactique de notre expérimentation.
Les questionnaires de l'expérimentation, construits en fonction des éléments retenus
du cadre conceptuel décrit au chapitre précédent, suivent. Ensuite, nous décrirons le
déroulement de l'expérimentation et de la population de cette étude. Pour terminer, la
démarche préconisée pour analyser les données recueillies sera décrite en fin de
chapitre. Il s'agit d'rme démarche d'analyse inductive, démarche qui se prête
particulièrement bien à l'analyse de données portant sur des objets de recherche à
caractère exploratoire.
3.1 Type de recherche
L'objectif ultime de l'expérimentation est d'explorer les connaissances
didactiques des enseignants de mathématiques du secondaire sur le concept de
variabilité. Rappelons que ce type de connaissances va au-delà de la connaissance du
contenu et se concentre sur une autre dimension soit la connaissance du contenu à des
fins d'enseignement. Pour atteindre cet objectif, nous avons choisi d'effectuer une
recherche qualitative de nature exploratoire.
À ce sujet. Van der Maren (1996) précise que la recherche exploratoire a pour
but de combler un vide, une lacune dans les écrits à propos de l'objet d'étude. La
recension des écrits sur la compréhension du concept de variabilité chez les
enseignants réalisée au premier chapitre (cf. section 1.9) a permis d'illustrer que le
peu de recherches faites en ce sens ont porté sur les coimaissances disciplinaires des
enseignants. Ces recherches n'ont pas porté sur leurs coimaissances didactiques.
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Le choix d'un paradigme qualitatif s'appuie sur Van der Maren (1996) qui
mentionne que la recherche en éducation ne peut se faire comme la recherche en
sciences naturelles.
Si donc il y a recherche en éducation, elle ne peut se modeler selon l'image de
la science positive. La recherche de la connaissance sera donc plus
compréhensive qu'explicative: elle tentera de dégager des similitudes de
structures en tenant compte des contextes et se gardera de formuler des lois
permettant des prédictions, (p. 35)
Van der Maren (Jd.) souligne que cette orientation de recherche permet de
comprendre les représentations et les intentions des acteurs humains engagés dans les
situations éducatives. Notre recherche s'inscrit dans ce paradigme, un paradigme
qu'il est possible de qualifier de compréhensif. Le but est non pas de généraliser les
résultats obtenus, mais plutôt d'examiner en profondeur les connaissances didactiques
d'enseignants de mathématiques du secondaire sur le concept de variabilité afin de
mieux comprendre leurs capacités à enseigner ce concept. Pour cette raison,
l'entrevue a été choisie comme méthode de collecte de données afin d'obtenir des
réponses plus détaillées de la part des enseignants pour arriver à mieux saisir l'objet
de notre étude.
3.2 La cueillette de données
Selon Savoie-Zajc (1997), l'entrevue permet de capturer les perspectives
individuelles sur un phénomène donné et d'en enrichir la compréhension. Nous
sommes d'avis qu'im questionnaire écrit, bien que représentant un outil intéressant,
fournit des informations plus limitées. Il peut y être parfois difficile de donner ime
réponse nuancée par exemple. L'entrevue, pour sa part, offre l'occasion aux
participants d'aller plus en détails, d'offrir des réponses plus élaborées.
Les entrevues de cette étude sont semi-dirigées, car il s'agit d'une méthode
appropriée pour répondre à notre objectif de recherche. Nous voulions à la fois
laisser une certaine latitude de réponse à chaque individu, tout en nous assurant que
75
levir discours apporte des réponses à nos interrogations. Savoie-Zajc (1997) définit
l'entrevue semi-dirigée de la façon suivante:
L'entrevue semi-dirigée consiste en une interaction verbale animée de façon
souple par le chercheur. Celui-ci se laissera guider par le flux de l'entrevue
dans le but d'aborder, sur un mode qui ressemble à celui de la conversation,
les thèmes généraux sur lesquels il souhaite entendre le répondant, permettant
ainsi de dégager ime compréhension riche du phénomène à l'étude, (p. 266)
Les questions d'entrevues visaient à placer les enseignants en situation de
résolution de problèmes statistiques et en situation les amenant à réaliser certaines
tâches d'enseignement. Cette façon de faire permet que se manifestent tout
particulièrement les connaissances opératoires des enseignants.
En outre, dans le but de favoriser les échanges et permettre aux enseignants de
se prononcer sur les interventions faites par leur collègue, les entrevues se déroulaient
en dyade. En effet, en étant en dyade, les enseignants peuvent réagir quand ils sont
confrontés au discours de leur partenaire.
Afin de permettre par la suite une analyse détaillée des réponses des
enseignants, les entrevues ont été enregistrées sur bande audio et les propos des
enseignants et de l'interviewer ont été retranscrits.
Dans le cadre de cette recherche, des entrevues semi-dirigées constituent la
méthode privilégiée pour l'exploration des connaissances disciplinaires et des
connaissances didactiques des enseignants associées au concept de variabilité.
À partir de l'analyse coneeptuelle réalisée au deuxième chapitre et des tâches
didactiques précédemment identifiées (cf. section 2.5), il devient maintenant possible
d'élaborer l'expérimentation qui permettra de répondre à la question de reeherche qui
est d'explorer comment les enseignants de mathématiques du secondaire prennent en
compte le coneept de variabilité pour leur enseignement. Rappelons que deux
objectifs de recherche découlent de cette question :
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n  explorer quelles sont les connaissances disciplinaires des enseignants
sur le concept de variabilité;
n  explorer quelles sont les connaissances didactiques des enseignants en
rapport avec le concept de variabilité compte tenu de lems
connaissances disciplinaires.
3.3 Construction des questionnaires de l'expérimentation
L'expérimentation comporte trois questionnaires :
n  le premier, le questionnaire d'informations personnelles (annexe G) ;
n  le deuxième, le questionnaire A lié au volet disciplinaire (annexe D) ;
n  le troisième, le questionnaire B lié au volet didactique (annexe E).
3.3.1 Questionnaire d'informations personnelles
Ce questionnaire permet de recueillir des informations personnelles sur les
sujets de notre étude concernant leur formation universitaire, leur nombre d'années
d'expérience, les programmes qu'ils ont enseignés au cours des cinq dernières années
et les ressources qu'ils utilisent dans leur enseignement afin de voir si ces différentes
variables peuvent expliquer certains résultats.
3.3.2 Questionnaire A : le volet disciplinaire
Le questionnaire A met de l'avant six problèmes statistiques dans lesquels le
concept de variabilité intervient. Les enseignants sont invités à résoudre ces
problèmes dans le but de permettre une analyse de leurs connaissances disciplinaires
sur le concept de variabilité. Les problèmes choisis recouvrent les deux dimensions
statistiques du concept de variabilité identifiées dans l'analyse conceptuelle : la
première, la variabilité échantillonnale à travers les fluctuations dans des situations
d'échantillonnage et la seconde, la variabilité des données à travers la dispersion des
données d'une distribution.
Trois questions concernent la variabilité échantillonnale :
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n  la question 1, adaptée de Watson, Kelly, Callingham et Shaughnessy
(2003);
n  la question 4, adaptée de Reading et Shaughnessy (2004) ;
n  la question 6, adaptée de Tversky et Kahneman (1974).
Les trois autres questions concernent la variabilité des données :
n  la question 2, adaptée de Canada (2004) ;
n  la question 3, tirée d'un manuel scolaire (Guay et al, 2008) ;
n  la question 5, inspirée de Meletiou-Mavrotheris et Lee (2005).
3.3.3 Questionnaire B : le volet didactique
Le questionnaire B permet de vérifier les connaissances didactiques des
enseignants liées au concept de variabilité. Les questions du questionnaire B sont
reliées à chacime des questions présentées dans le questionnaire A. La construction
du volet didactique aborde les différentes tâches didactiques reliées à la pratique
enseignante identifiées (cf. section 3.4). L'analyse de réponses et de raisonnements
d'élèves et la simulation d'une intervention suite aux réponses et aux raisonnements
d'élèves sont touchées aux questions 1, 2, et 4. L'analyse d'un problème est abordée
dans la question 3. Pour leur part, les questions 5 et 6 concernent l'anticipation de
réponses et de raisonnements d'élèves et la simulation d'une intervention suite aux
réponses et aux raisonnements d'élèves. L'analyse d'interventions, une tâche
didactique de la phase postactive, est touchée aux questions 1, 2, 4, 5 et 6 parce que
les entrevues se déroulent en dyade, ce qui favorise les échanges et permet ainsi aux
participants de se prononcer sur les interventions faites par leur collègue.
3.3.4 Objectifs et caractéristiques des questions des questionnaires A et B
Le tableau 2 qui suit résxime la répartition des questions des questionnaires A
et B en fonction des éléments précédemment décrits.
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Tableau 2 - Répartition des questions selon les dimensions statistiques du concept de
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Outre le fait que les questions présentées s'inscrivent dans Tune ou l'autre des
deux dimensions statistiques du concept de variabilité et/ou dans les différentes
tâches didactiques reliées à la pratique enseignante, d'autres éléments, retenus suite à
l'analyse conceptuelle réalisée au deuxième chapitre, ont été pris en considération
lors de la conception des questionnaires A et B (cf. figure 14). Ce sont, entre autres,
les difficultés reliées à l'interprétation de la variabilité dans les représentations
graphiques, dans l'histogramme et le diagramme à bandes en particulier, ainsi que
celles associées à l'interprétation de l'écart moyen et de l'écart type comme mesure
de la variabilité des données par rapport au centre de la distribution. Ces éléments se
retrouvent dans Tune et/ou l'autre des questions 2, 3 et 5 de chaque questionnaire. La
taille de l'échantillon est également un élément important à considérer lorsque Ton
réfléchit aux fluctuations d'échantillonnage puisque celles-ci diminuent généralement
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avec raccroissement de la taille de l'échantillon. Aussi, il est possible de réfléchir
aux fluctuations d'échantillonnage dans des situations de comparaison de probabilités
fréquentielles et théoriques et de prédiction de résultats associés à la répétition d'une
expérience aléatoire. Ces derniers éléments se retrouvent dans l'une et/ou l'autre des
questions 1,4 et 6 de chaque questionnaire.
À partir de toutes ces questions, nous avons voulu vérifier dans un premier
temps comment les sujets interprètent la variabilité des données, notamment lorsque
celles-ci sont présentées graphiquement. Dans un deuxième temps, nous avons voulu
vérifier si les sujets sont en mesure de considérer la variabilité des données par
rapport au centre de la distribution. Pour ce qui est de la variabilité échantillormale,
nous avons voulu vérifier comment les sujets la conçoivent et s'ils considèrent les
effets de la taille de l'échantillon sur celle-ci. Enfin, nous avons voulu vérifier si les
sujets sont en mesure d'anticiper des réponses et raisormements d'élèves relatifs à la
variabilité des données et à la variabilité échantillonnale, de les analyser et
d'intervenir face à ceux-ci.
Le tableau 3 qui suit résume ce qui précède et présente les objectifs et les
caractéristiques de chaque question des questionnaires A et B.
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Tableau 3 - Objectifs et caractéristiques des questions des questionnaires A et B
Questions Caractéristiques des questions Objectifs
1 n  Situation d'échantillonnage à
caractère probabiliste
n  Échantillons de grande taille (50)
n  Confrontation à un raisonnement
fautif d'élève qui associe
proportionnellement les résultats
obtenus à un échantillon de petite
taille à ceux d'un échantillon de
grande taille
n  Vérifier comment les sujets conçoivent la variabilité
échantillonnale.
n  Vérifier si les sujets considèrent les effets de la taille de
l'échantillon sur la variabilité échantillonnale.
n  Vérifier si les sujets sont en mesure d'analyser un
raisonnement d'élève relatif à la variabilité
échantillonnale et d'intervenir face à celui-ci.
2 n  Comparaison de distributions
n  Interprétation de la variabilité de
données présentées graphiquement
dans des diagrammes à bandes
n  Confrontation à des raisonnements
fautifs associés à la forme de la
distribution :
-  La symétrie d'une distribution est
synonyme de faible variabilité.
-  Les variations de la hauteur des
barres sont un bon indicatif de la
variabilité d'une distribution.
n  Vérifier comment les sujets interprètent la variabilité de
données présentées graphiquement.
n  Vérifier si les sujets ont une compréhension juste du
concept en question.
n  Vérifier si les sujets sont en mesure d'analyser deux
raisonnements d'élève relatifs à la variabilité des
données présentées graphiquement et d'intervenir face à
ceux-ci.
3 n  Comparaison de distributions
n  Interprétation de la variabilité de
données présentées sous forme de
listes
n  Interprétation de l'écart moyen
n  Vérifier comment les sujets interprètent la variabilité
des données présentées sous forme de listes (par
exemple ; choix d'une mesure ou non).
n  Vérifier si les sujets ont une compréhension juste du
concept en question.
n  Vérifier si les sujets sont en mesure de considérer la
variabilité de données en relation avec le centre de la
distribution.
4 n  Situation d'échantillonnage à
caractère probabiliste
n  Échantillons de petite taille (10)
n  Réponses d'élèves qui diffèrent par
rapport à la grandeur des fluctuations
d'échantillonnage proposée et à leur
lien avec la valeur attendue.
n  Vérifier comment les sujets conçoivent la variabilité
échantillonnale.
•  Vérifier si les sujets considèrent les effets de la taille de
l'échantillon sur la variabilité échantillonnale
(comparaison avec les résultats à la question I).
n  Vérifier si les sujets sont en mesure d'analyser des
réponses d'élèves en fonction des fluctuations
d'échantillonnage proposées et d'intervenir face à
celles-ci.
5 n  Comparaison de distributions
n  Interprétation de la variabilité de
doimées présentées graphiquement
dans des histogrammes
n  Interprétation de l'écart type
n  Vérifier si les sujets sont en mesure de considérer la
variabilité de données en relation avec le centre de la
distribution.
n  Vérifier si les sujets sont en mesure d'anticiper des
réponses et raisonnements d'élèves dans une situation
qui implique le concept d'écart type et d'intervenir face
à ceux-ci.
6 n  Situation d'échantillonnage à
caractère probabiliste
n  Comparaison de la variabilité
d'échantillons en fonction de leur
taille (échantillons de grande taille
(45) vs de petite taille (15))
n  Vérifier si les sujets considèrent les effets de la taille de
l'échantillon sur la variabilité échantillonnale.
n  Vérifier si les sujets sont en mesure d'anticiper des
réponses et raisonnements d'élèves dans une situation
qui implique à la fois des échantillons de grande et de
petite taille et d'intervenir face à ceux-ci.
81
3.4 Présentation des questions
Nous poursuivons ici par la présentation des questionnaires A et B. Dans ee
qui suit, nous présentons les questions non pas selon l'ordre de présentation lors de
l'expérimentation, mais groupées selon la dimension statistique du eoncept de
variabilité dans laquelle elles s'inscrivent : d'abord les questions 1, 4 et 6 de chaque
questionnaire faisant référence à la variabilité éehantillonnale et ensuite les questions
2, 3 et 5 de chaque questionnaire faisant référence à la variabilité des données. Afin
de limiter l'influence que pourrait avoir la réponse d'une question par rapport à une
autre, nous avons jugé préférable de ne pas grouper les questions selon la dimension
statistique du eoneept de variabilité lors de l'expérimentation, particulièrement pour
les questions 1 et 4 du questionnaire A qui présentent des ressemblances.
Notons que n'ayant recensé aucune étude portant sur les connaissances
didactiques des enseignants en lien avec le concept de variabilité, les réponses
attendues chez les enseignants qui sont présentées dans cette section sous le volet
didactique ne sont que des hypothèses émises à partir de ce qu'il est envisageable de
manière générale. Pour ce qui est des coimaissances statistiques, nous nous sommes
basés sur l'analyse conceptuelle réalisée au deuxième chapitre.
Rappelons que les questions du volet didactique (questiormaire B) réfèrent à
chacun des problèmes présentés dans le questionnaire A. Pour cette raison et afin de
faciliter leur compréhension, nous présenterons chacune des questions du
questionnaire B à la suite de la question qui lui est associée dans le questionnaire A.
Une fois les questionnaires A et B présentés, nous décrirons, dans la prochaine
seetion, le déroulement de l'expérimentation. Ensuite, dans la section subséquente,
nous ferons de même pour la population de l'étude.
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3.4.1 Question
La question lA demande de concevoir les résultats possibles à une
expérimentation.
Question lA
Un enseignant fournit une roue identique à celle ci-dessous à chacun de ses élèves
leur demandant de faire 5 séries de 50 tours et de comptabiliser, pour chacune des
séries, le nombre de fois où l'aiguille s'arrête dans la partie ombragée.
r
Vous avez préalablement réalisé l'expérimentation. Écrivez une liste de nombres qui
décrit le nombre de parties ombragées que vous avez obtenues? Pourquoi avoir
choisi ces nombres ? =,.=.==^=============-^======
REPONSES ATTENDUES : QUESTION lA
En nous appuyant sur Reading et Shaughnessy (2004) et Shaughnessy (2007)
qui se sont intéressés au concept de variabilité dans des situations d'échantillonnage à
caractère probabiliste, nous prévoyons les réponses suivantes :
Une liste ne tenant pas compte de la valeur attendue. « Puisqu'il s'agit d'vme
expérimentation, tout peut arriver.»
-  Une liste tenant compte de la valeur attendue sans considération de fluctuations
d'échantillonnage (25, 25, 25, 25, 25, 25). L'explication s'appuie sur le fait que
« la probabilité théorique d'ohtenir une partie ombragée est de 50%».
-  Une liste tenant compte de la valeur attendue et des fluctuations d'échantillonnage
(28,23,25,29,21,26). Deux explications peuvent alors être données :
a) L'enseignant ne considère pas le nombre de tours effectués pour expliquer
l'ampleur des fluctuations.
Les questions sont numérotées à l'aide d'im chiffre suivie de la lettre A ou B. La lettre indique le
questionnaire auquel appartient la question tandis que le chiffre réfère à l'ordre de présentation de la
question dans le questionnaire.
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b) L'enseignant considère le nombre de tours effectués pour expliquer
l'ampleur des fluctuations.
3.4.2 Question IB
Cette question met de l'avant un raisoimement proposé par un élève et
demande à l'enseignant d'intervenir. Ce volet didactique concerne dans un premier
temps l'analyse d'un raisonnement d'élève et, dans un deuxième temps, la simulation
d'une intervention auprès de cet élève suite au raisonnement proposé.
Question IB
Un élève trouvant l'expérimentation trop longue décide de tourner la roue à 5 reprises
et de multiplier le résultat obtenu par 10. Il effectue la même démarche pour chacune
des séries. Que pensez-vous de sa démarche ? Comment interviendriez-vous auprès
de cet élève ?
L'élève dans sa réponse ne tient pas compte de la taille de l'échantillon
comme si la grandeur de l'échantillon n'avait pas d'influence sur sa variabilité.
Selon l'étude de Reading et Shaughnessy (2004), certains élèves en fin de secondaire
utilisaient un raisoimement proportionnel liant les proportions des échantillons aux
proportions de la population. Dans ce cas-ci, un élève qui obtiendrait 4 parties
ombragées sur 5 tours de roues déduirait qu'il en obtiendrait alors 40 sur 50 tours de
roues. Toutefois, comme vu dans l'analyse conceptuelle (cf. chapitre 2), les
caractéristiques d'un échantillon aléatoire se rapprochent des caractéristiques
statistiques de la population plus la taille de l'échantillon augmente. Par conséquent,
la variabilité d'un échantillon de taille 5 est plus grande que pour un échantillon de
taille 50. Le fait de ne pas tenir compte de la taille de l'échantillon consiste donc à
croire que la grandeur d'un échantillon n'a pas d'influence sur sa variabilité. Cette
question nous permet de connaître la position des enseignants par rapport à
l'influence de la taille de l'échantillon ainsi que les interventions qu'ils proposeront.
Interventions possibles
-  L'enseignant ne voit pas l'enjeu de la taille de l'échantillon et accepte le
raisonnement de l'élève.
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L'enseignant tient compte de l'influence de la taille de l'échantillon et le dit à
l'élève.
L'enseignant tient compte de l'influence de la taille de l'échantillon et oblige
l'élève à réaliser une expérimentation. Par exemple, il est possible de demander à
l'élève de réaliser plusieurs échantillons de taille 5 et de taille 50 afin de
comparer les réponses obtenues.
-  L'enseignant tient compte de l'influence de la taille de l'échantillon et est en
mesure de confronter l'élève. Par exemple, il est possible de confronter l'élève en
exagérant son raisonnement en lui proposant de faire tourner la roue une seule
fois et de multiplier le résultat par 50.
3.4.3 Question 4A
Comme pour la question lA, la question 4A demande de concevoir les
résultats possibles à une expérimentation. Bien que cette question soit semblable à la
première question, elle se distingue à un premier niveau par le contexte qui porte sur
la pige de billes mais aussi par la taille des échantillons qui est de 10 contrairement à
50 pour la question 1. La variabilité d'un échantillon de taille 10 est plus grande que
pour un échantillon de taille 50.
Question 4A
Un enseignant arrive en classe avec un bol comprenant 100 billes. À l'intérieur de ce
dernier nous retrouvons 20 billes jaunes, 50 rouges et 30 bleues. L'enseignant, ayant
pris le soin de bien mélanger toutes ces billes à l'intérieur du bol, couvre les yeux
d'vm élève et lui demande de piger 10 billes du bol avec remise après chaque pige.
Une fois fait, le nombre de billes rouges obtenues est comptabilisé et l'enseignant
inscrit ce nombre au tableau. Par la suite, le même processus est répété à 5 reprises.
Les nombres inscrits au tableau représentent la quantité de billes rouges pigées pour
chacun des 6 tirages. Quels pourraient-être ces nombres ? Pourquoi avez-vous choisi
ces nombres ?
REPONSES ATTENDUES : QUESTION 4A
En nous appuyant sur l'étude de Reading et Shaughnessy (2004) où l'on
retrouve une question similaire à celle-ci, nous prévoyons les réponses suivantes :
85
-  Une liste ne tenant pas compte de la valeur attendue. « Puisqu'il s'agit d'une
expérimentation, tout peut arriver.»
-  Une liste tenant compte de la valeur attendue sans considération de fluctuations
d'échantillonnage (5, 5, 5, 5, 5, 5). « La probabilité théorique d'obtenir une bille
rouge est de 50%.»
-  Une liste tenant compte de la valeur attendue et des fluctuations d'échantillonnage
(3,7,5, 8, 5,4).
a) L'enseignant ne considère pas le nombre de piges effectuées pour
expliquer l'ampleur fluctuations.
b) L'enseignant considère le nombre de piges effectuées pour expliquer
l'ampleur des fluctuations.
3.4.4 Question 4B
Cette question met de l'avant plusieurs réponses d'élèves et demande à
l'enseignant de se prononcer sur celles-ci. Ce volet didactique concerne dans im
premier temps l'analyse de réponses d'élèves et, dans un deuxième temps, la
simulation d'une intervention à partir de ces réponses.
Question 4B
Avant de réaliser l'expérimentation, vous avez demandé aux élèves de prédire la
séquence de nombres qui sera inscrite au tableau à la fin de l'expérimentation. Voici






Vous amorcez une discussion en classe à partir de ces réponses. Quel(s) aspect(s)
voudriez-vous aborder dans cette discussion ?
L'élève A dans sa réponse considère des fluctuations d'échantillonnage, mais
sans tenir compte de la valeur attendue. Ce dernier considère un nombre plus grand
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ou égal de bonbons rouges dans tous les échantillons. Un tel raisonnement peut être
expliqué parce que la couleur rouge est en majorité dans le bol.
L'élève B dans sa réponse considère aussi des fluctuations d'échantillormage,
mais cette fois autour de la valeur attendue. Cette réponse contient des nombres qui
se retrouvent au-dessus et au-dessous de la valeur attendue.
L'élève C dans sa réponse tient compte de la valeur attendue, mais ignore les
fluctuations d'échantillonnage. Cette réponse est fortement basée sur la probabilité
théorique d'obtenir une bille rouge qui est de 50%.
La réponse de l'élève D comporte des nombres qui sont tous plus petits que la
valeur attendue contrairement à la réponse de l'élève A.
La réponse de l'élève E met de l'avant des nombres très éloignés de la valeur
attendue comme si tout pouvait arriver puisqu'il s'agit d'une expérimentation.
Par cette question, nous voulons voir si les enseignants tiendront compte du
concept de variabilité et de l'influence de la taille de l'échantillon dans leur analyse et
voir les interventions qu'ils proposeront.
INTER VENTIONS POSSIBLES
-  L'enseignant n'arrive pas à voir les différences entre les réponses des élèves.
-  L'enseignant différencie les réponses des élèves en abordant certains aspects
appropriés dans la discussion comme la valeur attendue ou la taille de
l'échantillon.
-  L'enseignant différencie les réponses des élèves en abordant, dans la discussion,
deux aspects appropriés qui sont la valeur attendue et la taille de l'échantillon.
3.4.5 Question 6A
Les questions 1A et 4A demandaient de concevoir les résultats possibles à une
expérimentation. Les échantillons prélevés n'étaient toutefois pas de même taille :
des échantillons de grande taille (50) à la question lA et des échantillons de petite
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taille (10) à la question 4A. Pour sa part, la question 6A permet de lier en quelque
sorte les questions 1A et 4A en demandant de comparer la variabilité d'un échantillon
de petite taille avec celle d'un échantillon de grande taille. Le sujet est ainsi amené à
réfléchir sur l'importance de considérer les effets de la taille de l'échantillon sur les
fluctuations d'échantillonnage. Notons aussi que, contrairement aux questions lA et
4A, le concept de variabilité est clairement mis de l'avant dans la contextualisation de
la question 6A où il est indiqué que le nombre de billes rouges variera d'une journée
à l'autre.
Question 6A
Un enseignant a recueilli des statistiques tout au long de l'année auprès de deux de
ses groupes. Chaque jour, un élève de chacun des groupes venait tirer un certain
nombre de billes, avec remise après chaque pige, d'un bol comprenant 100 billes
rouges et 100 billes bleues. Dans le groupe A, 15 billes étaient pigées en
comparaison avec 45 billes dans le groupe B. Même si la proportion du nombre de
billes rouges est la même que le nombre de billes bleues dans le bol soit 50%, la
proportion du nombre de billes rouges variera d'une journée à l'autre, étant tantôt
plus grande que 50%, tantôt plus petite.
À la fin de l'année scolaire, quel groupe aura enregistré le plus grand nombre de
joumées avec plus de 60% de billes rouges pigées ?
I. Le groupe A.
IL Le groupe B.
III. Ni l'une ni l'autre, c'est-à-dire à peu près le même nombre pour les
deux groupes.
Pour répondre à cette question, il faut considérer la taille de l'échantillon où
les caractéristiques d'vm échantillon aléatoire devraient se rapprocher des
caractéristiques statistiques de la population plus la taille de l'échantillon augmente.
Ainsi, compte tenu que l'on pige trois fois plus de billes dans le groupe B que dans le
groupe A, le groupe qui aura probablement enregistré le plus grand nombre de
joumées avec plus de 60% de billes rouges pigées sera le A.
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REPONSES ATTENDUES : QUESTION 6A
En nous appuyant sur l'étude de Tversky et Kahneman (1974) où l'on
retrouve une question similaire à celle-ci, nous prévoyons les réponses suivantes :
-  La réponse I. L'échantillon est plus petit et donc, il peut y avoir plus de
variabilité dans ce groupe. [Cette réponse tient compte des effets de la taille de
l'échantillon sur sa variabilité.]
-  La réponse IL Puisque l'on pige plus de billes dans le groupe B, il peut y avoir
plus de variabilité dans ce groupe. [Cette réponse est erronée et au contraire, il y
a moins de variabilité dans ce groupe.]
-  Le choix de réponse III. La probabilité théorique de piger une bille rouge est la
même poru* les deux groupes. [Cette réponse ne tient pas compte de la taille des
échantillons, comme si la grandeur de l'échantillon n'avait pas d'influence sur sa
variabilité.]
3.4.6 Question 6B
Le volet didactique demande à l'enseignant de se prononcer sur ce qu'il
adviendrait s'il posait cette question à ses élèves. Ce volet didactique concerne dans
un premier temps l'anticipation de réponses d'élèves et, dans im deuxième temps, la
simulation d'une intervention à partir de ces réponses.
Question 6B
Vous posez cette question à vos élèves. Vous amorcez ime discussion en classe à
partir de leurs réponses. Quelles seront les positions de vos élèves ? Que ferez-vous
en classe pour amener vos élèves à répondre correctement à la question ?
Par cette question, nous voulons voir si les enseignants sont en mesure de
prévoir des positions d'élèves associées à l'influence de la taille de l'échantillon et
voir les interventions qu'ils proposeront.
Interventions possibles
-  L'enseignant n'est pas en mesure de prévoir les positions des élèves.
-  L'enseignant est en mesure de prévoir certaines positions erronées d'élèves, mais
ne sait pas comment amener ces élèves à répondre correctement à la question.
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-  L'enseignant est en mesure de prévoir certaines positions erronées d'élèves et
leur indique l'influence de la taille de l'échantillon afin de les amener à répondre
correctement à la question.
-  L'enseignant est en mesure de prévoir certaines positions erronées d'élèves et les
confronte à une expérimentation afin de les amener à répondre correctement à la
question.
3.4.7 Question 2A
La question 2A demande à l'enseignant de comparer la dispersion des
doimées dans deux distributions représentées par des diagrammes à bandes.
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Question 2A
Les graphiques ci-dessous décrivent la grandeur, en centimètres, des élèves de
secondaire 1 et ce, pour deux écoles différentes. Chaque école comprend le même
nombre d'élèves soit 93.
Quel graphique illustre une plus grande variabilité de la grandeur des élèves de
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REPONSES ATTENDUES : QUESTION 2A
En nous appuyant sur Cooper et Shore (2008), delMas et Liu (2005) ainsi que
sur Meletiou-Mavrotheris et Lee (2005) qui se sont intéressés à l'interprétation de la
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variabilité de données présentées graphiquement, nous prévoyons les réponses
suivantes :
-  L'école A.
a) Il y a plus de barres dans la représentation graphique de cette école.
b) Son étendue est plus grande soit 20 cm en comparaison avec 14 cm pour
l'école B. [Cette réponse est basée sur le calcul d'une mesure de
dispersion qui tient compte des extrêmes.]
c) Son écart type est plus grand soit 4,44 en comparaison avec 3,56 pour
l'école B. [Cette réponse est basée sur le calcul d'une mesure de
dispersion qui tient compte de la moyenne.]
d) Les données de cette école sont moins concentrées autour de la moyenne.
[Cette réponse est basée sur un examen visuel des distributions.]
-  L'école B.
a) Les hauteurs des barres de cette école sont plus variées que celles de
l'école A.
b) La représentation graphique de la distribution de cette école ne correspond
pas à la forme d'une cloche associée à une loi normale contrairement à
celle de l'école A.
3.4.8 Question 2B
Cette question met de l'avant des raisonnements proposés par deux élèves et
demande à l'enseignant d'intervenir. Ce volet didactique concerne dans un premier
temps l'analyse de deux raisonnements d'élèves et, dans un deuxième temps,
l'intervention simulée auprès de chaque élève suite au raisonnement proposé.
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Question 2B
À cette question, deux élèves en arrivent à la même conelusion soit que la
représentation graphique de l'école B illustre une distribution ayant xine plus grande
variabilité. Leur argumentation est eependant différente. Le premier s'appuie sur le
fait que la hauteur des barres de la distribution de l'école B admet un « pattem »
oseillant tandis que le seeond s'appuie sur le fait que la distribution de l'école A est
quasi symétrique et par eonséquent, que la distribution de l'école B illustre une plus
grande variabilité.
Que pensez-vous de la réponse de ces élèves? Valorisez-vous un raisonnement plutôt
qu'un autre ? Quelle serait votre intervention auprès de chacun?
Le eboix pour les deux raisonnements d'élèves mis de l'avant dans eette
question est basé sur les travaux de Cooper et Sbore (2008), delMas et Liu (2005)
ainsi que Meletiou-Mavrotberis et Lee (2005) qui ont montré que certains étudiants
étaient influeneés par des aspeets associés à la forme de la distribution lorsqu'ils
étaient appelés à interpréter la variabilité d'ime distribution à partir d'un diagramme à
bandes ou d'un histogramme. Le premier élève dans sa réponse est influencé par les
variations de la hauteur des barres de la distribution de l'éeole B. Le second élève
quant à lui est influencé par la symétrie de la distribution de l'école A. Or, ees deux
raisonnements sont faux. Le raisonnement du premier élève fait référenee à la
variabilité des fréquenees et non à la variabilité de la grandeur des élèves. Pour ee
qui est du raisonnement du seeond élève, la symétrie d'une distribution n'est pas un
indicatif de sa variabilité.
Par cette question, nous voulons connaître la position des enseignants par
rapport à deux coneeptions erronées et voir les interventions qu'ils proposeront.
Interventions possibles
-  L'enseignant aceepte le raisonnement des élèves.
-  L'enseignant n'aeeepte pas le raisonnement des élèves, mais n'est pas en mesure
d'intervenir auprès de ceux-ei.
L'enseignant n'accepte pas les raisonnements des élèves et mentiorme qu'il faut
juger la variabilité des distributions en observant la densité des données qui se
situent aux alentours de la moyenne.
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-  L'enseignant n'accepte pas les raisonnements des élèves et est en mesure de les
confronter. Par exemple, inspiré de Cooper et Shore (2010), il pourrait illustrer la
variabilité à travers des lignes horizontales illustrant les écarts à la moyenne.
3.4.9 Question 3A
La question 3A demande de juger la fiabilité de deux voitures de course.
Contrairement à la question précédente, le concept de variabilité n'est pas
explicitement mentionné dans la formulation. Il est intéressant d'inclure cette
question à notre questionnaire d'entrevue puisqu'elle provient d'un manuel scolaire




Voici un problème tiré d'im manuel de quatrième secondaire, séquence technico-
sciences et séquence culture, société et technique.
Répondez à cette question.
PROBLEME
Parce que vous aimeriez un jour devenir pilote de course automobile, vous cherchez à
déterminer quelle est la meilleure écurie. Vous consultez des statistiques sur les
pannes survenues selon le nombre de kilomètres parcourus. Pour les écuries Dana et
Toyo, vous trouvez les résultats ci-dessous.
Nombre de kilomètres parcourus avant que la voiture de l'écurie Dana tombe en
panne:
65, 84, 87,91, 97, 103,107, 109,114, 118,122,133,136,137,140,142, 145, 147,
152
Nombre de kilomètres parcourus avant que la voiture de l'écurie Toyo tombe en
panne:
85, 89,91, 102,106,106,115, 115,117,120, 121,129,133,136,143,165, 170,170,
197
Selon vous, la voiture de quelle écurie est la plus fiable dans une course de 100 km?
Justifiez votre réponse.
[Source : manuel Point de Vue, 2® année du 2® cycle du secondaire, séquence
technico-sciences, p. 217 ; manuel Point de Vue, 2® année du 2® cycle du secondaire,
séquence culture, société et technique, p. 179]
REPONSES ATTENDUES : QUESTION 3A
-  L'écurie Toyo.
a) La moyenne du nombre de kilomètres parcourus par cette voiture avant
qu'elle tombe en panne est de 126,84 km en comparaison avec 117,32 km
pour la voiture de l'écurie Dana. Ce raisonnement ne tient pas compte de
la dispersion des données.
b) La voiture de l'écurie Dana n'a pas franchi la limite fixée de 100 km pour
cinq courses en comparaison avec trois courses pour celle de l'écurie
Toyo. Puisque les distributions ont les mêmes tailles, ce raisonnement
additif qui permet de comptabiliser le nombre de fois que les voitures ont
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parcouru moins de 100 km est suffisant dans ce cas pour répondre à la
question et conclure que la voiture de l'écurie Toyo semble plus fiable.
c) Cette voiture a firanchi la distance escomptée 16 fois sur 19 ou environ
84% du temps contrairement à 14 fois sur 19 ou environ 74% du temps
pour l'écurie Dana. Contrairement au raisonnement précédent, ce
raisonnement proportionnel permettrait de comparer les distributions
même si elles avaient été de tailles différentes.
-  L'écurie Dana.
a) Son étendue est plus petite.
b) Son écart moyen et/ou son écart type sont plus petits. [Le sujet ne relie
pas le résultat obtenu à la moyenne.]
3.4.10 Question 3B
Cette question demande à l'enseignant de faire une évaluation de la solution
proposée dans le manuel. Ce volet didactique concerne l'analyse d'un problème.
Question 3B
On comprend en observant le corrigé proposé par le manuel que le raisonnement
escompté chez les élèves est le calcul de l'écart moyen. Qu'en pensez-vous ?
Le manuel indique que la voiture qui semble la plus fiable est celle de l'écurie Toyo
et présente le tableau qui suit en guise de justifications.
Écurie Moyenne Médiane Ecart moyen
Dana 117,32 km 118 km 20,93 km
Toyo 126,84 km 120 km 24,03 km
[Source : manuel Point de Vue, 2® armée du 2 cycle du secondaire, séquence
technico-sciences, p. 396 ; manuel Point de Vue, 2® armée du 2® cycle du secondaire,
séquence culture, société et technique, p. 346]
Par cette question, nous voulons voir si les enseignants sont en mesure de
juger de la pertinence du problème et de la solution proposée en évaluant la
variabilité par rapport au centre de la distribution.
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INTER VENTIONS POSSIBLES
-  L'enseignant n'accepte pas la solution du manuel. L'écart moyen de l'écurie
Dana étant plus petit, il considère que cette voiture est plus fiable. Ce
raisonnement ne tient pas compte de la moyenne dans l'interprétation du résultat
de l'écart moyen.
-  L'enseignant accepte la solution du manuel, mais n'est pas en mesure de
l'expliquer.
L'enseignant accepte la solution du manuel et est en mesure de l'expliquer. Pour
l'écurie Dana, si on enlève la valeur d'un éeart moyen (20,93 km) à la moyenne
qui est de 117,32 km, on se retrouve en dessous de la limite de 100 km ce qui
n'est pas le cas pour l'écurie Toyo.
-  L'enseignant conteste le problème et la solution proposée par le manuel et
explique que le calcul de l'écart moyen n'est pas néeessaire pour répondre à la
question.
3.4.11 Question SA
Cette question demande à l'enseignant de comparer l'écart type de trois
distributions. Comme pour la question 2A, cette question présente les données sous
forme graphique. On pourra comparer les réponses des sujets à ees deux questions.
À la question 5A, les trois distributions sont illustrées à l'aide d'histogrammes. Ces
distributions sont symétriques et leur moyenne est identique, soit 18 litres d'eau bue
par élève.
Question 5A
Une enseignante a recueilli des statistiques tout au long de l'année sur la quantité
d'eau bue mensuellement par les élèves de secondaire 4 de son école. Dans 1 école, il
y a trois groupes de secondaire 4 composé chacun de 27 élèves. Voici les statistiques
qu'elle a recueillies.
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Au regard des groupes A, B et C, quelle distribution a le plus grand écart type ?
Quelle distribution a le plus petit écart type ? Justifiez vos choix.
Pour comparer l'écart type de ces trois distributions, il suffit d'observer la
concentration des données autour de la moyenne pour découvrir que la distribution du
groupe A est celle qui possède le plus petit écart type, car le plus grand nombre de
données est concentré sur la moyenne, et que la distribution du groupe B est celle qui
possède le plus grand écart type, car le plus grand nombre de données se retrouve aux
extrêmes.
REPONSES ATTENDUES : QUESTION 5A
Selon Makar et Confrey (2005) ainsi que Meletiou-Mavrotheris et Lee (2005),
bien souvent la compréhension de la notion d'écart type se limite à l'application de
son algorithme de calcul. Rappelons aussi que delMas et Liu (2005) ont noté que peu
d'étudiants de niveau imiversitaire inscrits à un cours d'introduction aux statistiques
étaient en mesure de comprendre que la densité des données qui se situent aux
alentours de la moyenne influençait la grandeur de l'écart type. En nous appuyant sur
ces études, nous prévoyons les réponses suivantes :
-  L'enseignant n'est pas en mesure de répondre à la question.
L'enseignant répond de façon erronée à la question en étant influencé par la forme
des distributions. Par exemple, il est possible de croire que des barres ayant une
hauteur uniforme est synonyme d'un petit écart type (groupe C). Il est aussi
possible de croire qu'un grand écart type se produit lorsque les barres sont
dispersées sur l'ensemble de l'axe (groupe C).
-  L'enseignant fait référence à l'algorithme de calcul de l'écart type pour répondre
à la question.
a) Il n'est pas en mesure d'effectuer le calcul.
b) Il est en mesure d'effectuer le calcul.
L'enseignant fait référence à la densité des données qui se situent autour de la
moyenne pour chaque distribution afin de répondre à la question.
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3.4.12 Question 5B
Cette question demande à l'enseignant d'anticiper des erreurs d'élèves et
d'intervenir auprès de ceux-ci. Ce volet didactique concerne dans un premier temps
l'anticipation de réponses d'élèves et, dans im deuxième temps, l'intervention
simulée en classe à partir de ces réponses.
Question 5B
Quelles sont les erreiurs, et raisonnements qui en découlent, que les élèves pourraient
faire ? Comment interviendriez-vous ?
Par cette question, nous voulons voir si les enseignants sont en mesure de
prévoir des raisonnements d'élèves associés à l'écart type de distributions
représentées graphiquement et voir les interventions qu'ils proposeront.
Interventions possibles
-  L'enseignant n'est pas en mesure de prévoir les raisonnements possibles menant
aux réponses erronées.
-  L'enseignant est en mesure de prévoir certains raisonnements possibles menant
aux réponses erronées, notamment ceux faisant référence à la forme de la
distribution, mais n'est pas en mesure de proposer d'interventions.
-  L'enseignant est en mesure de prévoir certains raisonnements possibles menant
aux réponses erronées et effectue une intervention verbale auprès des élèves en
spécifiant que la densité des données qui se situent autour de la moyenne
influence la grandeur de l'écart type.
-  L'enseignant est en mesure de prévoir certains raisonnements possibles menant
aux réponses erronées et confronte les élèves en calculant l'écart type de chaque
distribution à l'aide de l'algorithme de calcul.
-  L'enseignant est en mesure de prévoir certains raisonnements possibles menant
aux réponses erronées et confronte les élèves en expliquant la variabilité de
chaque distribution. Par exemple, il est possible d'illustrer la variabilité des
données à travers des lignes horizontales illustrant les écarts à la moyenne
(Cooper et Shore, 2010).
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3.5 Déroulement de l'expérimentation
La collecte de données auprès des enseignants a été réalisée au cours des deux
dernières semaines de l'année scolaire 2011-2012, soit en juin 2012.
L'expérimentation comportait trois étapes : la présentation de l'étude, les préalables à
l'entrevue et l'entrevue.
3.5.1 La présentation de l'étude
Chaque enseignant devait lire une lettre d'information (voir annexe B) les
invitant à participer au projet de recherche dans laquelle étaient présentés brièvement
le concept de variabilité ainsi que le but de l'étude. La présentation du concept de
variabilité était nécessaire compte tenu que ce concept n'est pas explicitement défini
dans le curriculum scolaire québécois. Cette lettre comprenait également un
formulaire de consentement que chaque participant devait signer.
3.5.2 Les préalables à l'entrevue
La durée de la deuxième étape de l'expérimentation était d'environ 45
minutes. D'abord, les enseignants devaient répondre au questiormaire d'informations
personnelles. Ensuite, en guise de préparation à l'entrevue, les enseignants devaient
répondre individuellement au questionnaire A.
3.5.3 L'entrevue
L'entrevue en dyade débutait dès la deuxième étape complétée. La durée de
l'entrevue était d'environ une heure. Dans un premier temps, les échanges portaient
sur les réponses des enseignants à chacune des questions du questionnaire A (volet
disciplinaire). Dans un deuxième temps, pour chaque question du questionnaire A,
l'expérimentateur posait les questions du questionnaire B (volet didactique) qui lui
était associée.
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3.6 Description de la population
Cette étude cible les enseignants de mathématiques au niveau secondaire. Les
sujets proviennent de différentes écoles et participent à cette étude sur une base
volontaire. Le choix des écoles s'est fait en fonction de leur proximité géographique
avec le lieu de résidence de l'expérimentateur. En tout, douze enseignants ont pris
part à notre étude. Tous ces enseignants exercent leur profession dans des écoles qui
se situent sur les territoires de la commission scolaires des Affluents dans la région
administrative de Lanaudière, sur la rive nord en banlieue de Montréal. Pour l'aimée
scolaire 2011-2012, trois sujets enseignaient au 1®*^ cycle''', six au 2® cycle tandis que
les trois autres enseignaient à la fois au 1®"^ et au 2® cycle. Les enseignants ont tous eu
à enseigner un module statistique au courant de l'année scolaire. Le tableau 4 qui suit
présente de façon synthétisée les sujets ayant pris part à notre étude.
Tableau 4 - Les sujets de l'étude (description 1)
Cycle(s) Expérience (en années) en enseignement Formation initiale en Total
d'enseignement des mathématiques au niveau secondaire enseignement des
pour l'année mathématiques
scolaire Moins de 5 Entre 5 et Plus de 10 Oui Non
2011-2012 ans 10 ans ans
cycle 0 1 2 3 0 3
2® cycle 0 3 3 5 1 6
1®"^ et 2® cycles 1 1 1 3 0 3
Total 1 5 6 11 1 12
Avant de procéder à ime description plus détaillée des sujets, il importe de
présenter la codification permettant de les identifier. Chacune des six entrevues de
l'expérimentation est identifiée dans im premier temps par une lettre allant de A à F.
Ensuite, puisque chaque entrevue s'est déroulée en dyade, un chiffire fut juxtaposé à
Le 1" cycle comprend la première et la deuxième année du secondaire tandis que le 2' cycle
comprend la troisième, la quatrième ainsi que la cinquième année.
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la lettre afin de pouvoir différencier les deux sujets. Comme on retrouve un
enseignant de chaque sexe'' pour chacune des entrevues, le chif&e 1 est associé à
l'enseignant de sexe masculin tandis que le chif&e 2 permet d'identifier l'enseignant
de sexe féminin. Par exemple, le sujet B2 étant l'enseignant de sexe féminin ayant
participé à la deuxième entrevue. Le tableau 5 qui suit présente entre autres l'âge, la
formation universitaire et le nombre d'années d'expérience en enseignement des
mathématiques au secondaire des sujets.
Cet élément n'a pas été pris en considération dans l'analyse.
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Tableau 5 - Les sujets de l'étude (description 2)









Al 31 Baccalauréat en enseignement au
secondaire, profil mathématiques
et informatique
7 1" et 2® cycles
A2 29 Baccalauréat en enseignement au
secondaire, profil mathématiques
et informatique
7 1®' et 2® cycles
BI 31 Baccalauréat en enseignement au
secondaire, profil mathématiques
et physique
8 1"' et 2® cycles
B2 36 Baccalauréat en enseignement au
secondaire, profil mathématiques
et physique
12 1®' et 2® cycles




C2 34 Baccalauréat en enseignement au
secondaire, profil mathématiques
et physique
10 1®^ et 2® cycles
D1 27 Baccalauréat en enseignement au
secondaire, profil mathématiques
4 1®^ et 2® cycles
D2 34 Baccalauréat en enseignement au
secondaire, profil mathématiques
et physique
8 1®® et 2® cycles
El 37 Baccalauréat en enseignement au
secondaire, profil mathématiques
8 1®' et 2® cycles




FI 55 n  Baccalauréat en
mathématiques
n  Certificat en pédagogie
30 2® cycle
F2 57 n  Baccalauréat en enfance
inadaptée, spécialisation en
logico-mathématique
n  Certificat en informatique
appliquée à l'enseignement




Dans la prochaine section, nous exposerons la démarche choisie pour faire
l'analyse des réponses des sujets précédemment décrits aux questionnaires et à
l'entrevue.
3.7 Une démarche d'analyse inductive
Pour faire l'analyse des réponses au questionnaire et des entrevues, nous
avons opté pour une démarche d'analyse inductive générale qui permet de traiter des
données qualitatives en étant guidés par les objectifs de recherche (Biais et
Martineau, 2006). L'analyse inductive générale permet de réduire les données brutes
pour en arriver à extraire le sens derrière ces données. Cette démarche s'appuie sur
différentes stratégies utilisant prioritairement la lecture détaillée des données brutes
pour faire émerger des catégories à partir des interprétations du chercheur qui
s'appuie sur ces données brutes. En règle générale, tel que le mentionne Thomas
(2006), l'utilisation de l'analyse inductive permet :
1. de condenser des dormées brutes, variées et nombreuses, dans un
format résumé ;
2. d'établir des liens entre les objectifs de la recherche et les catégories
découlant des données brutes ;
3. de développer im cadre de référence ou un modèle à partir des
nouvelles catégories émergentes.
Cette démarche se prête particulièrement bien à l'analyse de données portant
sur des objets de recherche à caractère exploratoire, pour lesquels le chercheur n'a
pas accès à des catégories déjà existantes (Biais et Martineau, 2006) comme c'est le
cas de cette recherche. Afin d'enlever toute ambiguïté quant au sens accordé au
concept de « catégorie », nous adopterons la définition de Paillé et Mucchielli (2003):
On peut définir la catégorie comme une production textuelle se
présentant sous forme d'une brève expression et permettant de
dénommer un phénomène perceptible à travers une lecture
conceptuelle d'un matériau de recherche. [...] A la différence de la
« rubrique » ou du « thème », elle va au-delà de la désignation de
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contenu pour incarner l'attribution même de la signification, (p. 147-
148)
L'objectif principal de l'analyse inductive est de cerner des catégories à partir
des données brutes pour développer un cadre de référence qui contient les catégories
et les procédures identifiées par le chercheur pendant son processus d'analyse (Biais
et Martineau, 2006).
Dans notre cas, les catégorisations sont inspirées du cadre conceptuel qui
comprend à la fois vm cadre disciplinaire ainsi qu'un cadre didactique. Le premier
référé aux savoirs statistiques ainsi qu'aux recherches portant sur la connaissance du
concept de variabilité tandis que le second réfère aux recherches portant sur les
difficultés, conceptions et stratégies associées à ce concept. C'est à partir de là que
nous pourrons faire émerger des catégories.
Bref, l'analyse inductive générale constitue la démarche privilégiée dans le
cadre de cette recherche pour faire l'analyse des données recueillies. Le chapitre qui
suit présente les résultats de l'expérimentation à partir de cette démarche d'analyse.
CHAPITRE 4
Résultats
Dans cette section, nous présenterons les résultats de l'expérimentation. Les
résultats seront présentés question par question selon l'ordre dans lequel elles ont été
présentées aux sujets, d'abord les réponses aux problèmes (questionnaire A) et
ensuite les réponses au volet didactique (questionnaire B). Les réponses sont classées
en catégories en considérant à la fois les réponses écrites au questionnaire A et les
réponses formulées à l'entrevue.
4.1 Question lA
Cette question demandait de prédire une liste de nombres décrivant le nombre
de parties ombragées obtenues lorsque l'on fait tourner une roue à cinquante reprises,
cinq fois. La roue était partagée en deux parties égales, une claire et une ombragée.
Question lA
Un enseignant fournit une roue identique à celle ci-dessous à chacun de ses élèves
leur demandant de faire 5 séries de 50 tours et de comptabiliser, pour chacune des
séries, le nombre de fois où l'aiguille s'arrête dans la partie ombragée.
r
Vous avez préalablement réalisé l'expérimentation. Écrivez une liste de nombres qui
décrit le nombre de parties ombragées que vous avez obtenues ? Pourquoi avoir
choisi ces nombres ?
Les réponses ont été classées en quatre catégories de liste: une sans
fluctuations d'échantillonnage (catégorie lA) et trois avec certaines fluctuations
(catégories IB, IC et ID).
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Sans fluctuations
Catégorie lA" : Valeur attendue (VA)
Deux sujets, Al et A2, ont présenté une liste comprenant uniquement la valeur
attendue (25, 25,25, 25, 25). Leur explication était basée sur la probabilité théorique
d'obtenir la partie ombragée qui est de 14. Par exemple :
A2 : La probabilité théorique est de 50% vu que la partie ombragée
représente la moitié de la surface.
Avec fluctuations
Catégorie IB : Nombres arbitraires (NA)
Le sujet F2 a présenté une liste de nombres arbitraires se voulant une
illustration du hasard. Le sujet expliquait les fluctuations par le fait qu'il s'agissait
d'une expérimentation et que dans ce cas, tout peut arriver.
F2 : 25, 0, 50, 40, 10. Ben pour moi, dans le fond, les statistiques, oui, on
peut se fier à la statistique, en principe, V2I 50%...il y en a. Mais la réalité,
c 'est pas ça.
Catégorie IC : Grands écarts (GE)
Trois sujets (Bl, D2 et E2) ont présenté une liste de nombres où l'on retrouve
des écarts considérables avec la valeur attendue.
Le sujet E2 justifie l'ampleur des écarts par des résultats d'expériences
réalisées en classe.
E2 : 22, 15, 28, 30, 26. Pis quand on l'a fait, généralement, t'sais, j'avais 2
élèves sur 30 qui avaient des données comme plus loin puis tout le reste, ça se
maintenait [en parlant de deux expériences vécues en classe où les élèves
avaient à lancer à plusieurs reprises une pièce de mormaie et un dé].
Les sujets Bl et D2 justifient l'ampleur des écarts par le nombre de fois que
l'on réalise l'expérimentation (nombre d'échantillons) plutôt que sur le nombre de
tours (taille de l'échantillon). Les extraits suivants sont particulièrement révélateurs.
La catégorisation des réponses obtenues au questionnaire A (volet disciplinaire) est réalisée à l'aide
d'un chiffre et d'une lettre. Le chiffre réfère au numéro de la question tandis que la lettre permet de
différencier les réponses et raisonnements obtenus.
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Premier extrait : avec B1
Bl: 30, 43, 21, 32, 18. Parce que tu vas remarquer que beaucoup de mes
réponses qui tournent autour de la probabilité [en parlant de la majorité des
nombres de sa \\s\.€\...quand on a un petit nombre de répétitions, souvent, je
vais y aller plus avec le fruit du gros hasard pur et simple que de la tendance
à se rapprocher de la probabilité.
I": Ok.
Bl; Souvent, ça va être ça.
1:0k.
Bl: T'sais, par exemple, j'ai mis un 43. T'sais, pourquoi 43? Ben pourquoi
pas? Ça peut arriver.
I: Oui, je suis tout à fait d'accord.
Bl; C'est sûr que si tu le fais 200 fois, à un moment donné, tu vas tendre
autour de 25, mais là, tu lefais Sfois. T'sais...
I; 50 fois.
Bl ; fois. Non, mais Pas S répétitions.
I; Oui. Ben 5 x 50 fois.
Bl; T'sais, c'est ça.
I; J'en reçois 50 fois. C 'estpas suffisamment grand.
Bl ; Oui, mais Sfois, c'est pas assez.
I; Oui, mais tu le fais chaque fois, 50 fois.
Bl ; Oui, c 'est vrai. Sauf que ton échantillon, à la fin, il est fini au bout de 50.
T'as un chijfre. T'as un résultat.
I; C'est parce que tantôt, tu disais 200, probablement que ça serait...
B1 ; Sur 200 répétitions de 50.
I; Oui. Ok. Sur 200 répétitions de 50.
Bl ; C 'est ça que je voulais dire. C 'est ça.
I; Ok. Je comprends. [L'accent est mis non pas sur le nombre de tours (50),
mais plutôt sur le nombre de séries (5)]
Bl ; 7m vois le genre?
I; Oui.
Bl; Mais là, tu te rapprocherais plus d'un 25, t'sais, probablement. T'sais
quelque chose comme ça.
I; Ok.
Bl; Sauf que là, ben étant donné que t'as juste 5 répétitions, ça peut être
n'importe quoi. C'est ça un petit peu que j'ai écrit. Sauf que malgré tout,
probablement que tu vas avoir des résultats qui vont se rapprocher du 25
quand même.
I; Sauf que sur 200 répétitions de 50, toi, tu me dis qu 'on se rapprocherait
plus du 25.
Bl; Oui.
I; On aurait des 25, mais on aurait aussi des 43, j'imagine ?
La lettre I sert à identifier l'interviewer.
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B1 : Absolument! Mais t'en aurais moins.
I: J'en aurais moins de 43.
'Q\ \ Probablement.
hOk.
Bl: T'sais, probablement, parce que ça reste que c'est une probabilité. C'est
le fruit du hasard.
Deuxième extrait : avec D1 etD2
D2 : Ben moi, j'ai mis 15-27-12-29-31. J'essayais de me détacher du 25,
parce que...étant donné qu'il y a moins de fois... Moins de séries
répétitives,... Non. C'est pas ça que Je veux dire.
I: Qu 'il y a moins de tirages ?
D2: Ben moi, je t'aurais dit c'est les séries que je regarde, [le nombre de
séries, c'est-à-dire le nombre d'échantillons]
Dl: Oui, mais je considère...
D2: C'est pas le nombre de tours. Tu comprends-tu, Sylvain?
I: Oui. C'est les séries...
D2: Moi, ce que j'aurais regardé, c'est combien de séries de 50 que j'aurais
faites? Non pas 5, mais j'en aurais peut-être fait...
Dl : Mais ça changera rien.
D2: Ben à un moment donné, oui
Dl: C'est le 50 qui change quelque chose, pas le nombre de fois que tu
répètes l'expérience.
t-]
D2: Mais c'est.... Ben c'est parce que moi, dans ma tête, on dirait que le 50,
c'est pas tant le 50 que le nombre de fois que je suis allé le chercher. Je sais
que c'est tous des événements indépendants...
I: C'est intéressant! Toi, c 'estpas tant de la tourner 50fois. C'est que t'aurais
aimé mieux faire 10 séries, par exemple.
D2: Oui. Plus de séries, puis de recueillir le nombre de fois que je l'obtiens.
C'est mal penser de même?
Dl: Je sais pas, mais moi...non, je pense pas. Je sais pas si c'est mal, mais
moi, je ne le vois pas comme ça.
Notons la divergence des points de vue entre Dl et D2. D2 met l'accent sur le
nombre d'échantillons tandis que Dl réfère à la taille de l'échantillon.
Catégorie ID : Petits écarts (FE)
Six sujets (B2, Cl, C2, Dl, El, Fl) ont présenté une liste de nombres où les
écarts avec la valeur attendue sont tous relativement petits. Leurs explications étaient
tous en fonction de la probabilité théorique et de la valeur attendue qui en découle.
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Le sujet D1 a également établi un lien entre les concepts de probabilité fréquentielle
et de probabilité théorique.
B2 : 25'^, 25'^, 25'^, 25^^, 25^^ [écris sous cette forme par le sujet]. La roue
est séparée en 2 parties congrues. Donc, en supposant qu 'elle est équilibrée,
on devrait obtenir théoriquement la partie ombragée la moitié du temps ou du
moins tendre vers ces résultats.
Cl : 25, 27, 23, 28, 21. Parce qu'ils se situent près de l'espérance
mathématique, [en parlant des nombres de sa liste]
C2 : 24, 24, 25, 26, 26. Puisque la surface ombragée représente la moitié de
la surface totale, la probabilité théorique que l'aiguille pointe la surface
ombragée est de 'A. Par contre, la vie réelle montre que le nombre exact ne
sera pas nécessairement 'A. La moyenne du nombre de fois est par contre de
25 (soit la moitié de 50).
D1 : 25, 24, 26, 25, 27. Moi, j'ai écrit que la probabilité de la partie
ombragée, c'est V2 donc 25/50, mais l'expérience n'égale pas la théorie. Puis
la probabilité fréquentielle se rapproche de l'approche théorique si on répète
un grand nombre de fois.
El : 30, 20, 25, 30, 20. Ben moi, j'ai mis 30-20-20-30 puis 25 au milieu pour
respecter une moyenne de 25. C'est une chance sur deux. [...] L'échantillon
est assez grand, c'est 50 fois. Ça va ressembler à... Tu y vas à peu près une
fois sur deux. [On remarque ici que la somme des nombres choisis est 125 et,
par conséquent, leur moyenne est 25 soit la valeur de l'espérance
mathématique.]
FI : 20, 22, 28, 29, 24. Ben j'y ai été de façon comme ça, parce que je me
disais qu 'il y a 50% des chances que...Donc ça devrait tourner aux alentours
de 25, la moitié.
4.1.1 Question IB
Cette question demandait dans un premier temps de se prononcer sur la
réponse d'im élève qui transférait par raisoimement proportionnel les résultats
obtenus pour im petit échantillon à ceux d'un grand échantillon et, dans un deuxième
temps, d'intervenir auprès de cet élève si nécessaire.
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Question IB
Un élève trouvant l'expérimentation trop longue décide de tourner la roue à 5 reprises
et de multiplier le résultat obtenu par 10. II effectue la même démarche pour chacune
des séries. Que pensez-vous de sa démarche ? Comment interviendriez-vous auprès
de cet élève ?
Les réponses obtenues se classent en quatre catégories : VD-IA, VD-IB, VD-
ICetVD-lD'^
Catégorie VD-IA : Accepte le raisonnement de l'élève, sans intervention (ASI)
Deux sujets, FI et F2, n'ont pas vu l'enjeu de la taille de l'échantillon et ont
accepté en quelque sorte le raisonnement de l'élève, bien qu'il soit erroné. Par
conséquent, ces derniers n'ont pas proposé d'interventions.
FI : Ben si moi je prends ce que j'ai fait comme démarche, comme résultat ici,
je pense que ça pourrait s'approcher pas mal de la même chose.
F2 : Mmm. Mmm.
I : Ça pourrait donner la même chose. Je veux dire sa démarche, est-ce que
tu la validerais? Tu dirais oui, c 'est intelligent!
FI : Oui. Je pense que oui. Oui.
I : F2?
F2 : Moi aussi, Je pense que ça l'aurait le même impact au bout, parce que
dans le fond, les statistiques, c'est ça aussi. C'est qu'on a pris des échelles
immenses.
I : Oui.
F2 : Puis on s'est dit en réalité, ça va arriver à peu près à ça.
I : Oui.
F2 : Fait que d'après moi, ça devrait être à peu près la même chose. Moi
aussi, j'avais l'impression que c 'était à peu près la même chose. Oui.
Catégorie VD-IB : Refuse le raisonnement de l'élève, sans intervention (RSI)
Le sujet E2 n'a pas accepté le raisonnement de l'élève. Aucune intervention
ne fot proposée, le sujet met l'accent sur le non-respect des consignes et considère
que l'élève n'a pas respecté la taille de l'échantillon demandée.
E2 : Non. Moi, je ne suis pas d'accord...Ben moi, je considère qu'il l'a faite,
l'expérience, finalement, juste 5 fois. Il ne l'a pas fait 50 fois.
Pour la catégorisation des réponses obtenues au questionnaire B, aux catégories sont associées les
lettres VD afin d'indiquer qu'elles réfèrent au volet didactique.
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Catégorie VD-IC : Modification de position, avec intervention (ASI—>RI)
Le sujet C2 a accepté le raisonnement de l'élève et n'a pas proposé
d'interventions. À la suite des échanges avec son collègue (Cl), C2 a modifié sa
position.
C2 ; Je trouve ça super beau ce qu'il vient de dire là! [en parlant de Cl qui
mettait de l'avant l'influence de la taille de l'échantillon sur la variabilité des
résultats] Je n 'y aurais pas pensé, mais il a absolument raison! Oui.
A ce moment, C2 propose de confronter l'élève en diminuant la taille de
l'échantillon (voir extrait ci-dessous se rapportant à Cl dans la catégorie VD-ID).
Catégorie VD-ID : Refuse le raisonnement de l'élève, avec intervention (RI)
Les huit autres sujets (Al, A2, Bl, B2, Cl, Dl, D2, El) n'ont pas accepté le
raisonnement de l'élève réalisant que celui-ci ne dormerait pas un portrait juste de la
situation. Par exemple :
Cl : Ben moi, je pense que non, parce qu'en faisant ça, tu accentues la
possibilité d'avoir des grands écarts. Parce que plus tu vas tourner de fois,
plus tu vas te rapprocher de la probabilité théorique. Donc si t'as un nombre
de fois plus petit, ben, tes écarts, t'as plus de chance d'avoir des grands
écarts. Donc tu multiplies cette chance-là par 10 fait que t'es plus loin. Tu vas
générer plus de variabilité en faisant ça.
Les sujets ayant refusé la réponse de l'élève ont proposé trois types
d'interventions didactiques.
•  Explication
Le sujet D2 donnait une explication se référant à la taille de
l'échantillon et à la probabilité théorique.
D2 : Ben moi, je lui dirais que déjà là, en partant, 5 fois au lieu de 50,
c 'est sûr que tu ne te rapproches pas de la probabilité théorique. Dans le
sens que plus tu fais de répétitions, plus tu tends vers...
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•  Confi-ontation
Trois sujets (Bl, B2 et El) proposaient de confronter l'élève à un
résultat extrême soit d'obtenir que des parties ombragées ou, à l'opposé,
aucune partie ombragée lorsque Ton fait toumer la roue 5 fois. Par exemple :
Bl : Exemple : tu tournes 5 fois ta roue. On s'entend que ton échantillon
est très petit.
l-.Ok.
Bl : Zûf i®'"® série, tu la tournes juste 5 fois. T'obtiens aucune fois la
partie ombragée sur 5. Ça peut arriver. Ce n 'est pas un nombre très, très
grand, 5. Ça peut arriver 5 fois de suite. Tu multiplies par 10. Ben là, t'es
dans le champ. T'sais, ça arrivera pratiquementjamais, parce que t'auras
50 fois la partie blanche.
Le sujet Cl proposait de confronter l'élève en diminuant la taille de
l'échantillon et en choisissant une taille empêchant d'arriver à la valeur
attendue. En optant pour 3 comme taille de l'échantillon, voir extrait qui suit,
il devient impossible d'avoir 25 parties ombragées en appliquant un
raisonnement proportionnel.
C2 : Peut-être qu 'avec l'exemple qu 'il aurait fait juste en le faisant
tourner 3 fois, il le verrait de lui-même que l'écart est très grand. Je sais
pas.
[...]
I : Si je prends ton raisonnement, tu le ferais pour moins de fois.
C2 : Exactement!
Cl : C'est ça.
I : Mettons 2 fois 25.
C2 : C'est ça.
Cl : Oui.
[...]
C2 : J'exagérerais la situation.
Cl : 2 fois sur 25, c'est plus risqué que ça ne fonctionne pas [en parlant
de l'intervention], parce que tu peux avoir un de chaque. Mais si tu dis :
« fais-le 3 fois. ».
C2 : Oui.
Cl : Le 3 fois dans le meilleur des cas, la partie où est-ce que c 'est le plus
proche, tu vas avoir un pour deux. Fait que là, tu vas te retrouver avec
une disproportion. [Le sujet fait référence ici au fait qu'en tournant la roue
à 3 reprises, il devient impossible d'obtenir 50% de parties ombragées. Il
est possible d'obtenir par exemple 1 partie ombragée pour deux parties
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non-ombragées ou vice versa, mais dans les deux cas, le pourcentage du
nombre de parties ombragées obtenues s'éloignera de la valeur
correspondant à la probabilité théorique soit 50%.]
Le sujet D1 proposait de confronter l'élève à l'aide d'un autre matériel
empêchant d'arriver à la valeur attendue. L'utilisation d'rm dé à six faces
fait en sorte qu'il est impossible d'obtenir tous les résultats possibles avec 5
lancers.
D1 : J'essaie de lui expliquer que c'est pas bon puis là, tu me diras si je
suis dans le champ, mais je lui donnerais l'exemple du dé. Si je lance le
dé 5 fois, j'obtiendrai pas les 6 résultats possibles, si je parle d'un dé à 6
faces. Fait que j'ai beau multiplier par 10 ou par 1000, ça veut dire que
j'obtiendrais.... Il y a juste S résultats que j'aurais obtenus dans mon
expérimentation; ce qui est... Ben pas impossible, mais ce qui est peu
probable; c'est-à-dire qu'il y a au moins 1 fois chaque résultat sur 1000
lancers...!'sais, j'essaierais de prendre un exemple qui montre que
j'atteindrai jamais chacun des résultats alors que si je répète
l'expérience, plusieurs fois, il y a peu de chance que j'arrive jamais sur
un des résultats.
•  Expérimentation
Deux sujets. Al et A2, proposeraient à l'élève de réaliser une
expérimentation. A2 exige de l'élève la réalisation d'une série de 50 tours
de roue afm qu'il puisse prendre conscience par lui-même que son
raisormement risque de dormer un faux portrait de la réalité.
A2 : Moi, je pense que je lui demanderais de faire au moins une série
pour pouvoir la préparer avec la méthode qu'il a choisie de façon à ce
qu'il voit que ses résultats diffèrent de sa façon puis de la probabilité
fréquentieUe qu'il obtiendrait; s'il le faisait au complet au moins une
série.
I : Ok. Puis tu penses qu 'en une série, ça différencierait?
A2 : Oui. Ben en tout cas les chances sont plus fortes de mon bord que de
son bord.
Al : Tu lui ferais... Tu lui ferais une... C'est quoi? Tu lui ferais une
minisérie de 5, mais...
A2 : Ben dans le fond là, je lui montrerais...Je voudrais plutôt qu'il
essaie de faire une série de 50 tours de façon à venir contredire ce qu'il
a fait au départ; c 'est-à-dire tourner une fois et faire xl 0. Puis à partir de
ça, ben là, ça serait selon son jugement de poursuivre ou de...
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Pour sa part, Al exige de l'élève la réalisation de séries avec un nombre
différent de répétitions. En variant le nombre de fois que l'on fait tourner la
roue, il sera possible pour l'élève de comparer les résultats obtenus et voir par
le fait même les différences entre les séries.
PA : Je ferais doubler à chaque fois.
I : Tu ferais quoi?
Al : Je lui ferais faire 5, je ferais faire 10 après, Je lui ferais faire 20
jusqu'à temps qu'on ait une différence entre les...
I : Pour voir la différence entre les échantillons?
Al : Oui.
4.2 Question 2A
Cette question demandait à partir du graphique de deux distributions, relatives
à la grandeur d'élèves de secondaire 1 (école A et école B), d'évaluer celle qui avait
la plus grande variabilité.
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Question 2A
Les graphiques ci-dessous décrivent la grandeur, en centimètres, des élèves^ de
secondaire 1 et ce, pour deux écoles différentes. Chaque école comprend le même
nombre d'élèves soit 93.
Quel graphique illustre une plus grande variabilité de la grandeur des élèves de
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Grandeur des élèves (en cm)
Les réponses ont été classées en six catégories ; deux catégories associées au
choix de l'école B (catégories 2A et 2B) et quatre au choix de l'école A (catégones
2C, 2D, 2E et 2F).
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Catégorie 2A : Loi normale (N)
Deux sujets, B2 et Dl, ont répondu que l'école B admettait une plus grande
variabilité de la grandeur des élèves de secondaire 1 en se basant sur le fait que le
graphique de la distribution ne correspondait pas à la forme d'ime cloche associée à
une loi normale, contrairement à celle de l'école A, sous-entendant qu'une
distribution normale a « moins de variabilité ».
Dl : J'ai eu un flash de voir la cloche à l'école A. L'espèce de courbe
normale. Ça, je me suis rappelé ça de mes cours de stat. Je me suis dit... En
fait, je me suis rappelé... puis c'est là où peut-être que je me trompe que
quand on donne un examen ou qu'on fait une étude, les résultats devraient
tendre à une courbe normale. En fait, on recherche à ce que nos résultats
tendent vers la courbe normale. Et donc... Puis là, c'est là où
l'interprétation n 'est peut-être pas bonne. Si dans le A, ça tend vers une
courbe normale, elle est belle, ça devrait alors être la B où j'ai la plus
grande variabilité, parce que la A devrait respecter ce que je veux obtenir.
B2 : L'école B, car elle ne suit pas la courbe de Gauss.
Catégorie 2B : Variation de la hauteur des barres (VHB)
Le sujet F2 a basé son choix sur la variation de la hauteur des barres des
graphiques. Il associe la hauteur des barres à la grandeur des élèves et non à la
fréquence et conclut que l'école B admet une plus grande variabilité de la grandeur
des élèves de secondaire 1.
F2 : Moi, celle-là [en parlant de la distribution de l'école A], c 'est parce que
moi, j'essayais de visualiser les élèves, ok? Je me disais ça là, ça serait une
belle classe qui monterait ben tranquillement. Je voyais...T'sais, les élèves,
tu les mets le petit jusqu'au plus grand...Là [en parlant de la distribution de
l'école B], je voyais vraiment un écart où les élèves étaient comme... Il y en a
des grands, des petits, des grands, des petits.
Catégorie 2C : Nombre de barres (NB)
Le sujet D2 a basé son choix sur le fait que le graphique de l'école A
comprend plus de barres que celui de l'école B et par le fait même plus de valeurs
différentes de grandeurs d'élèves. L'extrait suivant illustre cependant que les
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variations plus grandes dans la hauteur des barres de récole B amène une certaine
hésitation chez le sujet.
D2 : Moi, peut-être que je me trompe, mais moi, la variabilité, t'sais, je me dis
plus les grandeurs sont différentes, plus le taux de variabilité est grand.
1:0k.
D2 : Fait que là, moi, je regardais. Je me suis dit dans l'école A, il y a plus de
variabilité au niveau des grandeurs.
l:Ok
D2 : Donc ça veut dire que... C'est quoi qu'il demandait? C'est ça. C'était
dans lui que...
I : Donc toi, t'as dit que l'école A a plus de variabilité à cause de ça.
D2 : À cause du type de grandeur. Mais après ça, ce qu 'on pouvait se dire,
c'est mettons pour un certain nombre de personne, t'sais, il y avait deux
façons de la voir, la variabilité. C'est tu mettons pour une certaine grandeur,
t'as plusieurs personnes...
I : Je comprends ce que tu... Là, dans le fond, t'associes la fréquence.
D2 : Oui, c 'est ça.
I : La chose que tu me dis, tu me dis : « Indépendamment de la fréquence,
l'école A a plus de grandeur. ».
D2 : Oui. Il y a plus de réponses possibles, plus de résultats possibles.
I : Indépendamment de la règle. Puis ça, est-ce que c 'est cet argument-là qui
t'as amenée à l'école A ?
D2 : Ben moi, c 'est ça qui m'a amenée à l'école A.
l:Ok.
D2 : C'est vraiment les grandeurs différentes...
I : Puis après ça...
D2 : J'ai marqué : « Plusieurs grandeurs différentes donc plus de
dispersion, plus grande variabilité. ».
I : Ok Puis après ça, qu'est-ce que...? Puis là, ce qui t'as fait douter après,
c 'est que tu dis ah peut-être la fréquence.
D2 : Ben là, après ça, je me suis dit : « T'sais, c 'est tu la fréquence? », parce
que dans le fond, il y a ... T'sais, mettons, il y a peut-être moins de grandeurs
différentes, mais il y a un plus grand écart au niveau du nombre d'élèves
par grandeur, [en parlant du graphique de l'école B]
Catégorie 2D : Étendue (E)
Trois sujets (A2, E2, Fl) ont basé leur choix sur le fait que l'étendue de la
distribution de l'école A est plus grande que l'étendue de la distribution de l'école B.
E2 : Le premier graphique (école A). L'étendue est plus grande (165—145—20
cm) comparativement à l'école B (162-148=14 cm).
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FI : Moi, j'ai marqué le A, parce que je disais que la variation des
grandeurs... Ok? L'intervalle du A, c'est 145 à 165, tandis que l'autre, c'est
rétréci : 148 à 162.
L'extrait qui suit impliquant le sujet A2 est particulièrement révélateur quant à
l'importance qu'il accorde à cette mesure. À la suite d'une intervention de
l'interviewer qui propose le cas où les deux distributions auraient la même étendue,
A2 est cohérent avec son raisonnement initial en affirmant que les deux distributions
auraient alors la même variabilité. On s'aperçoit dans les échanges que, malgré le fait
qu'il ne se retrouve pas dans cette catégorie, le sujet Al est aussi influencé par cette
mesure en étant en accord avec le raisonnement de A2.
I : C'est une question qui me survient suite à votre réponse. Si, à ce moment-
là, parce que tantôt, vous me parliez de l'étendue... Si je rajoutais, par
exemple, juste dans l'école B, une personne ou deux personnes, je ne sais pas
le nombre. Il y en a une...une personne à 145 puis j'en rajoutais également
une à 165. Donc là, il y aurait la même étendue. Est-ce que votre réponse
serait encore la même?
A2 : Oui.
I : Sauf que là, tu ne pourrais plus dire : « Ah! C 'est ça l'étendue. » par
exemple.
Al : Non. C'est sûr. Ça, je suis d'accord avec toi.
l:Ily aurait la même étendue.
Al : Mmm.
A2 : Ben à ce moment-là, ça pourrait...
I : Ta réponse pourrait être encore l'école A, mais tu ne pourrais pas me dire
que ça serait l'école A, parce que l'étendue est 20, parce que l'école B aussi,
l'étendue serait rendue 20.
A2 ; Je dirais A ou B, dans ce cas-là, parce que les étendues sont les mêmes.
I : Donc toi, à ce moment-là, les deux auraient la même variabilité.
A2 : Oui, parce que je vais chercher la variation.
1 : Ok. Puis toi. Al?
Al . La même chose.
I : Ça serait la même chose. Là, il y aurait la même réponse.
Al : Oui.
Catégorie 2Ë : Concentration des données (CD)
Quatre sujets (Al, Bl, C2 et El) ont observé la concentration des données de
chaque distribution afin de justifier leur choix. Les sujets Al et Bl font référence au
fait que les données semblent plus dispersées dans la distribution de l'école A dû au
120
fait que l'on y retrouve plus de grandeurs d'élèves différentes et que l'on dénombre
peu d'élèves pour chaque grandeur. Le sujet El a fait un examen visuel de la
dispersion des dormées sur l'ensemble de la distribution. Pour sa part, le sujet C2
regarde un intervalle précis de la distribution et, par un raisonnement proportiormel,
évalue la concentration des données en pourcentage.
Al : Ben c'est parce que c'est... Comment j'ai dit ça? C'est... les fréquences
sont moins élevées puis il y a plus de catégories de grandeur; s'il y a plus de
catégories de grandeur, il y a plus de variabilité. [...] C'est sûr que là, c'est
ça, moi, j'ai pas fait le diagramme à quartiles non plus, mais... Moi, j'allais
dire la perception, au premier coup d'œil, sans faire le calcul, c'était ça.
I : Que l'école A. Parce que toi, tu me disais parce que les barres sont moins
hautes puis semblent être plus dispersées ?
Al : Oui.
I : Couvrir plus toute la surface ?
Al : Oui, les fréquences sont plus hautes dans l'école B, mais en même
temps, ils ont tous la même grandeur. Fait que quant à moi...
B1 : École A, on se rend compte que peu d'élèves se retrouvent dans chacune
des grandeurs et qu'il y a dans cette école beaucoup plus de grandeurs
différentes recensées que dans l'école B.
C2 : Juste en le regardant, pour commencer, j'ai pris B, parce qu 'il y avait
des...parce qu 'il y avait beaucoup de variation. [C2 se réfère à la variation de
la hauteur des barres de l'école B.] J'ai fait ok, là, est-ce que je me fais avoir?
En fait, ce que j'ai fait, c'est que j'ai dit... Comme tu dis, toi, il y avait comme
3 foyers. Fait que j'ai pris eux. Je me suis dit ils sont entre 151-160. Il y
combien d'élèves qui sont sensiblement les mêmes donc ici?
I ; Ok Parce qu 'il y a le même nombre d'élèves aux deux places.
C2 : Exactement!
l:Ok
C2 : Et j'ai fait la même chose entre 151-160 et je suis arrivée avec un plus
grand %.
I : Ah! C'est intéressant! C'était combien le Vo?
C2 : 75% pour le B puis 71 % pour le A.
[École A : 66 élèves entre [151,160] soit 71% des élèves. École B : 73 élèves
entre [151, 160] soit 78% des élèves]
El : La variabilité est pas si grande que ça dans l'école B...là, t'sais, il y en
n'a pas beaucoup qui...T'sais dans le 148-149-150 et 162, je ne dirais pas
que c'est des données absurdes, mais on voit que les élèves vont plus se
ramasser entre 151 et 160.
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Catégorie 2F : Concentration des données autour de la moyenne (CDAM)
Le sujet Cl a choisi l'école A en observant la concentration des données de
chaque distribution et en soulignant l'intérêt de calculer l'écart type.
Cl : J'ai regardé.... Bon... Le B, il y a des endroits, les colonnes sont hautes.
Ça, ça veut dire qu'il y a une grosse concentration, mais il y a quand même 3
foyers si on veut. Mais les foyers ne sont quand même pas trop loin. Fait que
là, c 'est pour ça que j'étais un peu embêté. Après ça, j'ai dit : « Ben ok, là, il
faudrait calculer l'écart type, mais là, les rentrer à la calculatrice au complet,
j'ai dit ben ça.... »... Ça, je ne me suis pas...peut-être pas donné la peine.
Mais après ça, je me suis mis quand même une note. Ben il faudrait regarder
l'écart type. Puis là, après ça, avec l'écart type, si j'étais capable de voir...
I : J'ai calculé l'écart type. Veux-tu que je te le dise?
Cl : Oui.
I ; L'école A, ça donnerait 4,44.
Cl : Ch.
I : Puis l'école B, ça donnerait 3,56.
C2 : Puis plus l'écart type est grand...
Cl :0k. Ah oui.
Cl : Plus l'écart type est grand, plus les données sont dispersées ?
Cl : Oui. Ok. Ça concorde.
4.2.1 Question 2B
Cette question demandait dans un premier temps de se prononcer sur deux
raisonnements d'élèves faisant référence à la forme des distributions, le premier
faisant référence à la hauteur des barres de la distribution de 1 école B qui admet un
« pattem » oscillant, donc plus variable, et le second au fait que la distribution de
l'école A est quasi symétrique, donc moins variable, et, dans un deuxième temps,
d'intervenir auprès de chacun si nécessaire.
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Question 2B
À cette question, deux élèves en arrivent à la même conclusion soit que la
représentation graphique de l'école B illustre une distribution ayant une plus grande
variabilité. Leur argumentation est cependant différente. Le premier s'appuie sur le
fait que la hauteur des barres de la distribution de l'école B admet un « pattem »
oscillant tandis que le second s'appuie sur le fait que la distribution de l'école A est
quasi symétrique et par conséquent, que la distribution de l'école B illustre une plus
greinde variabilité.
Que pensez-vous de la réponse de ces élèves? Valorisez-vous un raisonnement plutôt
qu'un autre ?
Quelle serait votre intervention auprès de chacun? ===^==
Les réponses obtenues se classent en trois catégories ; VD-2A, VD-2B et VD-
2C.
Catégorie VD-2A : Accepte les deux raisonnements, sans intervention (A2RSI)
Trois sujets (B2, FI et F2) ont accepté les deux raisonnements d'élèves, ne
proposant pas d'intervention par conséquent. Les sujets FI et F2 ont spécifié qu'il ne
pouvait pas être en désaccord puisqu'ils étaient embêtés face à ces raisonnements.
I : C'est intéressant comme réponse d'élève, en?
F2 : Oui.
FI : Oui.
I : Est-ce que ça c 'est des réponses qui pourraient arriver?
F2 ; Il prendrait l'école B quand même.
I : Les deux prendraient l'école B.
F2 : Ok. Ok Ok Ok. Oui. C'est pas fou!
I : C 'est pas fou ?
F2 : Non. C'est pas fou.
I : imagine que je montre ça à des élèves en classe puis ils me répondent ça.
Comment j'interviens auprès d'eux autres? Je leur dis : « Oui, c'est pas fou
ce que tu dis » ou j'essaie de venir confronter un peu leur perception?
F2 : C 'est embêtant, mautadit, ce que tu dis là.
I : C'est embêtant?
FI : Oui.
F2 : Tu nous en poses des bonnes colles aujourd'hui.
[...]
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I : Mais vous seriez embêtés, en résumé ? [en pariant du raisonnement des
deux élèves]
F2 : Ah oui...Comme je te dis, moi, je trouverais ça intéressant comme
question pour leur faire comprendre qu'un graphique, c'est pas toujours
aussi évident à interpréter.
Le sujet B2 a mentioimé sa préférence pour le raisonnement du 2® élève.
Cette préférence était toutefois au niveau de la forme de la réponse et non pas sur le
plan du contenu.
B2 ; Oui, c'est ça! C'est plus symétrique \en parlant de la distribution de
l'école A]. C'est plus... C'est un peu plus normal. Ok. Donc...
I : Donc toi, l'élève qui répondrait ça, finalement, tu serais en accord avec
lui?
B2 : Oui.
I : Dans les deux réponses aussi d'ailleurs.
B2 : Ben enfuit, je préférerais plus celui qui me dit que ça suit la forme de la
cloche.
l\ T'es plus symétrique.
B2 : Oui.
I : Que le pattern oscillant.
B2 : Je préférerais cette réponse-là. L'autre, je trouverais qu'il ne définit pas
assez son idée.
Les sujets B2 et F2 ont été conséquents avec leur propre solution. Le sujet F2
avait le même raisonnement que le 1®' élève tandis que le sujet B2 avait un
raisormement qu'il est possible d'associer à celui du 2® élève. Par contre, le sujet FI
affirmait que la distribution de l'école A avait une plus grande variabilité. Par
conséquent, en acceptant le raisonnement de ces deux élèves, il va à l'encontre de sa
propre solution.
Catégorie VD-2B : Accepte le 2® raisonnement, avec intervention (AR2I)
Les sujets D1 et D2 acceptaient uniquement le raisonnement du deuxième
élève. Le sujet D1 est conséquent avec sa propre solution parce qu'il a eu un
raisonnement semblable à celui du deuxième élève. Par contre, en acceptant le
raisonnement du 2® élève, le sujet D2 va à l'encontre de sa propre solution. Ce
dernier affirmait que l'école A admettait une plus grande variabilité de la grandeur
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des élèves dû au fait que son graphique comprend plus de barres et donc, plus de
valeurs différentes de grandeurs d'élèves.
Les sujets D1 et D2 proposaient d'intervenir auprès du premier élève en lui
donnant des explications opposant la variabilité des grandeurs et la variabilité
des fréquences. Le sujet D2 semble cependant avoir été influencé par les échanges
avec son collègue (Dl). Au début, le sujet D2 semblait être en accord avec les deux
raisonnements d'élèves pour ensuite tenir le même discours que Dl.
D2 : Ben je peux pas être en désaccord [en parlant des deux raisonnements
d'élèves], parce que moi, ça fait tellement longtemps... Je peux pas être en
désaccord. Oui, il y a une v...
Dl : Moi, le point [en parlant du raisonnement du premier élève], par
exemple, je pense que ce n 'est pas un bon argument.
\:Ok.
Dl : Parce que ce qui nous intéresse, ça, c'est la grandeur. Puis qu'est-ce
qui oscille? C'est la fréquence.
[...]
I : Si je vous disais lequel des raisonnements tu valoriserais le plus, ce
raisonnement-là [en parlant du raisormement du 2® élève], tu ne le valoriserais
pas?
D2 : Non.
I : Parce que tu répondrais...
D2 : On ne regarde pas la bonne chose.
1 ; T'essaierais de lui faire comprendre...
Dl : Oui.
D2 : ...qu'il ne regarde pas la bonne chose.
Dl : Oui.
1: 0kl C'est intéressant! Par contre, la symétrie ?
Dl : Oui, là, peut-être !
D2 : Ben là, tu vois, ça, je ne la voyais pas. Ça...Je ne l'aurais pas vu. Moi,
c 'était vraiment au niveau de la dispersion des grandeurs, mais de dire que
t'sais, la courbe, tu vois, ça, ça... Je te le dis... Une courbe normale, je ne me
rappelle même plus à quoi ça ressemble.
Catégorie VD-2C : Refuse les deux raisonnements, avec intervention (R2RI)
Sept sujets (Al, A2, Bl, Cl, C2, El, E2) n'ont accepté aucun des deux
raisonnements. Ils ont été conséquents avec leur propre solution où ils avaient tous
affirmé que la distribution de l'école A avait une plus grande variabilité.
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Les sujets ayant refusé les deux raisonnements d'élèves ont proposé deux
types d'interventions didactiques.
•  Explication
Les sujets A2, Cl, El, et E2 donnaient des explications opposant la
variabilité des grandeurs et la variabilité des fréquences comme en
témoigne les trois extraits suivants :
Premier extrait ; avec El et E2
E2 : Ben en fait, le fait qu 'il y ait des barres plus grandes, c 'est juste qu 'il
y a plein de monde qui ont tous la même taille donc ça varie moins. Ils ont
tous la même taille. C'est pour ça qu'ils sont là. Plus qu'elle est grande,
plus qu 'ils ont la même taille.
I : Donc l'élève n 'a pas raison.
E2 : Oui.
El : Moi, j'irais plus... On parle de la variabilité des grandeurs, pas la
variabilité des fréquences.
DEUXIEME EXTRAIT : AVEC Al ET A2
I : Est-ce que c 'est l'élève qui a raison ou c 'est vous qui avez raison?
Psi : C'est nous, parce que la question sur la variabilité de la grandeur
puis la grandeur, c'est l'axe qui est horizontal...et non pas par rapport à
l'axe vertical
Al : C'est la même perception que j'ai aussi. Mais là, c'est sûr que l'élève
va se dire ben sur une des colonnes, on a un petit peu plus... Pas pareil, si
tu veux. Pis il se dit : «Ah! C'est l'école B. C'est clair! ». Mais c'est que
dans ce sens-là, il traite la fréquence. Il ne traite pas la grandeur des
élèves.
A2 : Puis l'étendue, c 'est sur les valeurs fait que...
Al : Oui.
A2 : C'est pas sur la fréquence.
Al : C'est pas sur la fréquence. C'est ça l'ajfaire.
I : Ok Puis pour l'autre? Pour la symétrie de la distribution? Parce que
la symétrie de la distribution, ça ne fait pas nécessairement référence, si
on faisait l'axe de symétrie, il serait perpendiculaire à l'axe des x.
PU : Ben encore une fois, la variation du fait que ça soit symétrique, c 'est
par rapport à la fréquence. C'est pas par rapport à...
Al : C'est du raisonnement vertical.
A2 : ...lagrandeur.
Al : Puis le problème, d'après moi, il se traite à l'horizontal.
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I : Comment vous répondriez à ces élèves-là? Est-ce que vous essaieriez
d'expliquer ce que vous êtes en train de me dire?
A2 : Oui, parce que...C'est la variabilité de la grandeur.
I : Oui.
A2 : Donc les réponses obtenues dans le sondage, c 'est la grandeur des
élèves. Donc on vient chercher / 'axe... [le sujet pointe l'axe des abscisses]
Non pas le nombre de fois que la grandeur a été choisie ou obtenue.
TROISIEME EXTRAIT : AVEC Cl
C\: En fait, c'est que quand on fait ça [en référence au fait de traiter le
problème à la vertical, c'est-à-dire d'être influencé par la variation de la
hauteur des barres], c 'est qu 'on est en train de regarder la progression de
la variabilité qui est constante [en référence à la variabilité des fréquences
du graphique de l'école A]. Ça varie toujours un petit peu plus, un petit
peu plus, un petit peu plus. Sauf qu 'on ne veut pas savoir comment est-ce
que la variation varie. On veut savoir la variation à l'état pur [la
variabilité de la variable et non la variabilité des fréquences].
•  Confrontation
Le sujet C2 proposait de confronter l'élève à l'aide d'une table de
valeurs afin que les élèves ne soient pas influencés par la forme de la
distribution.
C2 ; Non. Le fait que c 'était symétrique, le fait que c 'était presque tout
pareil [en référence à la hauteur des barres plus uniforme dans le
graphique de l'école A], j'ai comme dit : «Ah! Ça doit être lui qui a
moins de variabilité. ».
[...]
C2 ; Puis, j'ai fait non, ça marche pas. Puis je suis allée faire des calculs
pour appuyer, parce que j'étais là, il y a quelque chose qui marche pas.
[Le sujet C2 avait résolu le problème en regardant un intervalle précis de
la distribution et, par un raisonnement proportionnel, avait évalué la
concentration des données en pourcentage pour fmalement affumer que
l'école A admettait une plus grande variabilité de la grandeur des élèves.]
Fait que j'ai fait la réponse de l'élève. [Le sujet veut insinuer par ses
propos qu'il est possible d'obtenir ce type de raisonnements chez les
élèves, lui-même ayant été tenté par ceux-ci.]
I : Comment on réagitface à ces élèves-là?
C2 : Comment on ferait? Ben moi, je pense que je leur ferais faire une
table de valeurs. Je pense que je passerais par là pour leur indiquer
combien...T'sais, en disant: «T'as combien d'élèves par rapport à la
grandeur? T'as combien d'élèves...? »; même si on le voit, j'ai
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l'impression que si je le faisais dans une table de valeurs avec des
nombres, ils comprendraient plus que juste le voir, parce que j'ai
l'impression que l'affaire des...{en référence à la variation de la hauteur
des barres] Us se trompent là.
I : Oui.
Cl : Mais je pense que c 'est ça que je ferais.
I ; Oui.
Cl : Ou je ferais comme j'ai fait là, dire de tant à tant il y en a combien?
Les sujets Al et B1 proposaient de confronter les élèves en utilisant un
exemple présentant peu de variabilité, mais avec de grands écarts dans la
hauteur des barres comme en témoigne les deux extraits suivants :
Premier extrait : avec B1 et B2
B1 : Moi, en fait, ben je répondrais comme j'ai dit à B2 par un contre-
exemple.
[Le contre-exemple étant le suivant :
B1 : Si t'as, par exemple, ok, je sais pas moi, laisse faire les 93 élèves. Je
sais pas trop. Il y en avait 93. Laisse faire. Il y en n'a pas 93. Il y en a 30
mettons. Ok? Je ne pense pas que c'est ça la variabilité. La variabilité,
c'est pas en hauteur. C'est pas le nombre d'individus...Moi, j'y allais plus
variabilité dans le sens horizontal. Si t'en as 14 à 153,14 à 155 puis 2 à
154, t'as des grandes bandes puis des petites bandes. Ben t'as-tu une
variabilité de ta grandeur? Pas ben, ben. Us mesurent à peu près tous la
même affaire.
[...]
B2 : En faisant ça, ça serait plus pour lui montrer que si tu te bases sur la
variabilité pour dire j'y vais avec la hauteur des bandes plutôt qu 'avec la
largeur, ben qu 'est-ce qui arrive si tes bandes sont toutes centrées à 153-
154-155? Quand même que t'en aurais des grandes puis des petites, t'as
rien en-dehors. C'est tu ça la variabilité? Est-ce que ça varie beaucoup
les grandeurs des élèves? Non. Sont tous à la même place. Tu sais qu 'est-
ce que je veux dire?
DEUXIEME EXTRAIT : AVEC Al
Al : Mettons que c'est un groupe de... C'est ça. C'est 93 élèves, c'est un
petit peu plus dur, mais je réduirais l'échantillon, peut-être, de moitié puis
j'essaierais de faire un topo de montrer que oui, quand même... Par
exemple, dans l'école B, il y a 15 élèves à 153 cm puis il y a 8 élèves à
154. Il y en a juste un à 155. Mais ça reste que t'sais, si tu mets ça en
dessin, si tu veux vraiment grandeur réelle, t'essaie de faire un format
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grandeur réelle; ils s'aperçoivent que ben dans les 3 catégories, il y a
quand même ben du monde qui se ressemble.
4.3 Question 3A
Cette question demandait de juger la fiabilité de deux voitures de course
(Dana et Toyo) à partir de deux distributions dans lesquelles sont présentées les
pannes survenues de chaque voiture selon le nombre de kilomètres parcourus.
Question SA
Voici un problème tiré d'un manuel de quatrième secondaire, séquence technico-
sciences et séquence culture, société et technique.
Répondez à cette question.
PROBLEME
Parce que vous aimeriez un jour devenir pilote de course automobile, vous cherchez à
déterminer quelle est la meilleure écurie. Vous consultez des statistiques sur les
pannes survenues selon le nombre de kilomètres parcourus. Pour les écuries Dana et
Toyo, vous trouvez les résultats ci-dessous.
Nombre de kilomètres parcourus avant que la voiture de l'écurie Dana tombe en
panne:
65, 84, 87,91,97,103,107, 109,114,118,122,133,136, 137,140,142,145,147,
152
Nombre de kilomètres parcourus avant que la voiture de l'écurie Toyo tombe en
panne:
85, 89, 91,102,106,106,115, 115,117,120,121,129,133,136,143,165,170,170,
197
Selon vous, la voiture de quelle écurie est la plus fiable dans une course de 100 km?
Justifiez votre réponse.
[Source : manuel Point de Vue, 2® année du 2® cycle du secondaire, séquence
technico-sciences, p. 217 ; manuel Point de Vue, 2® année du 2® cycle du secondaire,
séquence culture, société et technique, p. 179]
Les réponses ont été classées en cinq catégories : une catégorie associée au
choix de l'écurie Dana (catégorie 3A) et quatre au choix de l'écurie Toyo (catégories
3B, 3C, 3D et 3E).
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Catégorie 3A : Écart type et écart moyen (ETEM)
Les sujets C2 et D2 ont répondu la voiture de l'écurie Dana en justifiant leur
choix à partir de l'écart type et/ou de l'écart moyen. Le sujet D2 affirmait que la
différence entre l'écart type et l'écart moyen est moins grande pour la voiture de cette
écurie.
D2 : Moi, j'avais pris Dana.
I : Ok. Pourquoi?
D2 : Parce que moi, j'avais dit que la différence entre l'écart type et l'écart
moyen était moins grande.
Le sujet C2 justifiait son choix à partir de l'écart moyen et ce, malgré le fait
que la compréhension de cette mesure ne semble pas acquise comme en témoigne
l'extrait suivant :
C2 : Je suis allée calculer l'écart moyen. C'est pour ça que je n 'avais pas fini
encore, parce que c 'est long... Puis là, je savais pu trop quoi faire avec ça.
I : Qui est genre 21 arrondi pour la puis autour de...
C2 : 23 arrondi pour la 2'^'"".
I : ...23-24 arrondi pour la 2'^'"^.
C2 : C'est ça. Puis je savais pu trop quoi faire avec ça. Fait que là, j'étais un
peu embêtée puis j'ai comme répondu...
Cl : Mais t'aurais pu aussi regarder l'écart type puis regarder...
C2 : Ben je sais pas c 'est quoi l'écart type de...
Catégorie 3B : Moyenne (M)
Deux sujets, FI et F2, ont utilisé la moyenne afin de justifier leur choix : la
moyenne du nombre de kilomètres parcourus par la voiture de l'écurie Toyo avant
qu'elle tombe en panne est de 126,84 km en comparaison avec 117,32 km pour la
voiture de l'écurie Dana.
I : Quelle voiture penses-tu qui est la plus fiable pour une course de lOOkm?
F2 : Moi, j'ai marqué la Toyo.
P\ -. Ah moi, j'ai.... La quoi?
F2 : La Toyo.
FI : Oui. Moi aussi. Juste en faisant une moyenne.
F2 : Moi aussi, j'ai fait une moyenne.
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Catégorie 3C : Quartlles (Q)
Le sujet Al a utilisé les quartiles afin de justifier son choix de l'écurie Toyo.
Al ; La deuxième, puisque la tendance fait en sorte que cette voiture fait plus
de kilomètres avant de tomber en panne. [Dans sa réponse au questionnaire,
Al a mis en évidence les quartiles de chaque distribution.]
Catégorie 3D : Nombre de pannes sous la limite (NP)
Cinq sujets (A2, Bl, Cl, El et E2) se sont intéressés au nombre de pannes de
chaque voiture se situant sous la limite fixée. Les sujets E2 et Bl émettent im
raisonnement additif tandis que les sujets A2, Cl et El tiennent im discours plus
proportionnel.
Raisonnement additif
E2 : Mon but étant que la voiture parcourt 100 km avant de tomber en panne.
L'écurie Toyo serait à privilégier, car elle est tombée en panne 3 fois sous le
100 km tandis que l'autre écurie (Dana) est tombée en panne 5 fois sous le
100 km.
Bl : L'écurie Toyo. Sans nécessairement effectuer de calculs, on remarque
dans la séquence Dana que celle-ci a une tendance plus prononcée à
s'effondrer avant 100 km que Toyo.
Raisonnement proportionnel
El : Ok? n dit... il veut faire... Ce qui l'intéresse, lui, c'est de faire une
course de 100km.
l:Ok
El : Puis j'ai remarqué que Dana avait réussi 14 courses de 100km sur 19.
l.Ok
El : Autrement dit, sa voiture n 'a jamais brisé avant 100km, 14fois sur 19.
1:0k.
El ; Tandis que Toyo, il a réussi 16fois sur 19.
I : Donc ta réponse, Toyo ?
El : J'ai pris Toyo.
Catégorie 3E: Concentration des données autour de la moyenne (CDAM)
Deux sujets, B2 et Dl, se sont référés à la concentration des données autour de
la moyenne pour justifier leur choix. Le sujet B2 utilise la moyenne et l'étendue
interquartile.
131
B2 : Ben je te dirais qu 'encore-là, l'écart type qui m'a baguée. J'aurais aimé
ça pouvoir la calculer pour vérifier à 100% ma réponse, mais je te dirais
qu 'avec les moyens du bord, je suis allée calculer d'abord la moyenne dans
les deux. Donc Toyo qui avait la moyenne la plus élevée.
\:Ok.
B2 : J'ai calculé l'étendue. C'est sûr que là, oups, mon petit bogue, ça a été
oh! Bal 'étendue la plus élevée aussi.
\:0k.
B2 : Donc là, il a perdu des points. Puis après, je suis allée calculer les
quartiles, donc Ql, Q2, Q3. Puis j'ai calculé l'étendue interquartile de Q3 à
QI qui était plus serrée donc dans Toyo.
I : Ok. Donc c 'est pour ces raisons-là que t'as pris Toyo ?
B2 : Qui était.... Oui. Il était plus regroupé entre Q1-Q3 puis un petit peu plus
vers la droite aussi dans le graphique, donc un peu plus élevé.
I : Plus concentré.
B2 : Plus concentré. Puis plus élevé un peu.
l-.Ok
B2 ; Donc vu que je me suis dit que ce noyau-là était plus élevé et plus
concentré...
l:Ok.
B2 : Donc malgré l'étendue, j'ai choisi celui-là.
Le sujet D1 utilise l'écart moyen et la moyenne. Ce dernier enlève la valeur
d'un écart moyen à la moyenne afin de juger de la concentration des données au-
dessus de la limite de 100 km. Pour l'écurie Dana, si on enlève la valeur d'un écart
moyen (20,93 km) à la moyenne qui est de 117,32 km, on se retrouve en dessous de
la limite de 100 km ce qui n'est pas le cas pour l'écurie Toyo.
D1 : Mais ce que j'ai fait, c'est que je suis allé... T'sais, je suis parti de ma
moyenne puis j'ai soustrait l'écart type. J'ai soustrait l'écart moyen. Puis
quand je soustrais l'écart moyen, j'arrive à 102,81. Quand je soustrais l'écart
type,... Je vais commencer avec l'écart moyen. Si je soustrais à partir de la
moyenne un écart moyen chez Toyo, j'arrive à 102,80 ce qui est plus grand
que 100. Puis moi, je veux faire un essai de 100 km. Tandis que si je le fais
avec Dana, j'arrive à 96 qui est en bas de 100. Donc je risque d'avoir une
panne plus souvent là. Puis c'est exactement... Ben c'est un peu la même




Cette question demandait de faire une évaluation de la solution proposée par
le manuel.
Question 3B
On comprend en observant le corrigé proposé par le manuel que le raisonnement
escompté chez les élèves est le calcul de l'écart moyen. Qu'en pensez-vous ?
Le manuel indique que la voiture qui semble la plus fiable est celle de l'écurie Toyo
" 'T
Ecurie Moyenne Médiane Ecart moyen
Dana 117,32 km 118 km 20,93 km
Toyo 126,84 km 120 km 24,03 km
[Source : manuel Point de Vue, 2 aimée du 2 cycle du secondaire, séquence
technico-sciences, p. 396 ; manuel Point de Vue, 2® année du 2® cycle du secondaire,
séquence culture, société et technique, p. 346]
Les réponses obtenues se classent en 3 catégories : VD-3A, VD-3B et VD-3C.
Catégorie VD-3A : Incompréhension de la solution (IS)
Sept sujets (Bl, B2, C2, D2, E2, Fl, F2) n'ont pas compris la solution
proposée par le corrigé du manuel. Les sujets n'étaient pas en mesure d'interpréter
l'écart moyen en fonction de la moyenne. Par exemple :
Premier extrait : avec Bl et B2
Bl ; Ils donnent qui comme réponse, eux autres?
I : Ils donnent : Toyo.
[...]
I : Sauf que ce qui est comique, c 'est que l'écart moyen, en passant, de Toyo,
est plus grand. C'est ça qui est comique. L'écart moyen de Toyo est 24...
B2 : Ah oui?
I : Puis l'écart moyen...
B2 : Donc dans ce cas-là, ça ne s'applique pas !
I : ...de Dana est de 21, parce que là, j'ai arrondi.
B2 : Vraiment.
I : Puis là, ils me disent pourtant Toyo.
m-.ot
I ; L'écart moyen est plus élevé. Donc c 'est ça qui est bizarre.
Bl : Effectivement!
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B2 : Tout à fait. Je sais pas à quoi ça l'a servi alors.
I : Comprenez-vous pourquoi?
B2 : Non.
Deuxième extrait : avec F1 et F2
I : Comprends-tu quelque chose là-dedans, toi? [en référence au fait que le
corrigé du manuel affirme que la voiture de l'écurie Toyo semble être la plus
fiable et ce, même si l'écart moyen de la distribution présentant les statistiques
sur les pannes survenues selon le nombre de kilomètres parcourus est plus
grand chez l'écurie Toyo que chez l'écurie Dana]
FI : Non. L'écart moyen est plus grand puis il donne cette réponse-là... il se
sert de ça pour dire que c 'est Toyo le meilleur.
[...]
F2 : Mais pourquoi l'écart moyen, il accepte ça? Explique-nous.
l-Pourquoi l'écart moyen?
F2 : Oui. Pourquoi tu disais que même si l'écart moyen est plus grand...
FI : ...estplus grand, ils disent que c 'est Toyo?
Catégorie VD-3B : Compréhension post-échanges (CPE)
Initialement, les sujets Al et A2 ne comprenaient pas la solution proposée par
le corrigé du manuel. À travers les échanges, ils en sont venus à interpréter l'écart
moyen en fonction de la moyenne.
Al : Ben c'est parce que l'écart moyen versus une course de 100 km, je ne
comprends pas le... C'est peut-être moi qui ne suis pas dedans, mais je ne
comprends pas le lien non plus là.
I : Mmm. Mmm.
Al : Z 'écart moyen, c 'est par rapport à la moyenne. Je ne vois pas comment
l'écart moyen vient interférer avec la course de 100 km.
[...]
I : La moyenne de la [en référence à la distribution de l'écurie Dana], c 'est
117. L'écart moyen de la est plus petit; c'est-à-dire 20,93. Puis l'écart
moyen de la [en référence à la distribution de l'écurie Toyo] est de
24...mettons on arrondit 24,03. Et moi, quandje regarde ça, ben si on se base
sur l'écart moyen, ben l'écart moyen de la 2'®'"® est plus élevé. L'écart moyen
qui est une mesure de dispersion. Vous êtes d'accord?
Al : Mmm. Mmm.
I : Donc est-ce que ça veut dire qu'il y a plus de chance d'avoir des données
dispersées dans la 2'®""® et donc ça serait la la bonne réponse? T'sais,
comment interpréter l'écart moyen ici? C'est un peu la question qu'on pose.
Al ; Oui.
I : Parce que l'écart moyen est plus élevé.
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Al : Dans le fond, ça veut dire ça que la série de données est plus fiable
en réalité, c 'est ça?
I : Fait que l'écart moyen de la est plus élevé. En tout cas, il est 24 tandis
que l'autre est 21.
Al : Oui.
1:20,93.
Al : Mais je comprends pas encore ce que ça vient faire avec notre 100 km
qui est une donnée vraiment très importante.
I ; L'écart moyen?
Al : Oui. Qu'est-ce que l'écart moyen vient faire ? C'est bien beau l'écart
moyen, mais...
I; Pourtant... Pourtant, c'est clairement dans le corrigé du manuel. Le
corrigé du manuel lance vraiment l'idée de...
Al : Étant donné que l'écart moyen...Ben avec l'écart moyen, c'est sûr qu'un
élève répondrait Dana. C'est sûr.
I : Avec l'écart moyen?
Al ; Ben...
I : Donc si l'élève calcule l'écart moyen, en théorie la réponse serait Dana.
Al : Oui. Ben moi, c'est comme ça que je vois ça.
1 : A2?
A2 : Moi, j'en ai aucune idée.
Al : Parce que l'écart moyen, plus qu'il est petit, plus les données se
ressemblent. Donc ça veut dire plus que ton échantillon estfiable.
I : C'est quoi l'écart moyen?
Al : Ben c 'est la moyenne des écarts entre tes données puis la moyenne.
I : Donc si mettons tu me le vulgarises, ça voudrait dire quoi, l'écart moyen?
Al : Ça veut dire qu 'ily a moins de...
I : Parce que là, tantôt, tu m'as donné...
Al : ...différence entre les données puis la moyenne de la distribution.
I : Donc les écarts à la moyenne sont plus petits.
Al : Ben oui! Fait que ça te fait... D'après moi, ça te fait une distribution un
petit peu plus homogène.
A2 : Ben la moyenne est plus petite aussi pour Dana.
Al : Oui. C'est vrai que la moyenne compte quand tu fais l'écart moyen aussi.
Petit détail à ne pas oublier.
A2 : Elle est quand même 117puis l'autre 126 là.
Al : Donc...C'est ça qui arrive. Oui. C'est ça. Tu fais un écart moyen versus
117 et 126. Fait que grosso modo, t'arrives à faire 126 avec un écart plus
gros, tu vas...
A2 : Là, je sais pas... Oui... Je sais pas ce que j'avance si c'est vraiment trop
loin là, mais ...Mettons que tu fais 117 qui est la moyenne puis tu soustrais
l'écart moyen, 21, je sais pas si on peut faire ça du tout, mais là, on se
retrouve en panne avant 100 km. Je sais pas si ça a rapport.
\\ Ça l'a du sens.
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A2 : Puis tandis que l'autre, 126, c 'est moins 24, on reste quand même au-
dessus du 100 km.
Al : Très fort!
Catégorie VD-3C: Compréhension de la solution (CS)
Les sujets D1 et El ont compris la solution proposée par le corrigé du manuel.
Ils étaient en mesure d'interpréter l'écart moyen en fonction de la moyenne. D1 avait
appliqué ce raisonnement pour répondre à la question 3 A.
El : Oui, mais attends. T'as une moyenne de 126. C'est ça?
I : Oui.
El : T'as une moyenne de 126. Ton écart type est de...
I : Ecart moyen. Mais t'as raison, c 'est similaire à l'écart type.
El ; Est de 24, t'es encore...
E2 : T'es encore mieux que l'autre.
El : Non. Mieux que 100.
1 : Si tu soustrais un écart moyen, si je comprends bien.
El : Tu comprends. Les données, leur écart moyen...T'sais, l'écart moyen
veut dire : j'ai ma moyenne et je m'en vais à peu près de 24 de là. T'sais, de
126 à 102, jusqu'à...
Catégorie VD-3D: Compréhension de la solution et contestation du problème
(CSCP)
Le sujet Cl a compris la solution proposée par le corrigé du manuel. Cl
conteste le problème et la solution proposée par le manuel puisque le calcul de l'écart
moyen n'est pas nécessaire pour répondre à la question.
Cl -. Si c'est une question qui va générer des réponses différentes, à priori, ça
ne me dérange pas. Mais celle-là, je la trouvais plutôt... Ou je suis passé
complètement à côté, mais t'sais, j'avais l'impression qu'elle ne demandait
pas une si grande réflexion...moi, j'ai regardé t'as combien de chance?
T'sais, je veux savoir pour qu'elle soit fiable pour 100 km. Fait que je vais
regarder le nombre de fois qu'il a été au-dessus de 100km. C'est comme son
% d'efficacité...Parce que tout le reste, que l'autre ait une moyenne
vraiment élevée, on s'en fout que sa moyenne soit élevée.
[...]
Cl : Si tu regardes l'écart type... Plus ou moins, l'écart type, ça donne
quelle palette? Plus ou moins un écart type. Oui. Ça aurait pu être ça. Mais
par rapport aux 100 km qui étaient là...
C2: A la question.
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Cl : Moi, je trouvais que c'était complètement inutile. Ben c'est pour ça
que je trouvais le problème poche. Honnêtement
[...]
Cl ; Puis en fait, ça me surprend plus ou moins du manuel Point de Vue
que je trouvais qu 'il était un peu plus axé sur moins de réflexion puis plus
de calculs. Donc là, là-dedans, on voit, ok, il faut que je mette 3 concepts,
calculer telle affaire, telle affaire, telle affaire. Donc toute la partie
raisonnement qui est autour me semble un peu partie, parce qu 'on ne réfléchit
plus. On dit ben ok, je calcule ça, ça, ça. Ces trois-là sont meilleurs ...La
question est mauvaise. Si ta question peut générer une réponse puis ne fait
pas ressortir ce que tu voudrais faire sortir, ben il faut que tu travailles ta
question.
4.4 Question 4A
Cette question demandait de prédire une liste de nombres décrivant le nombre
de billes rouges obtenues lorsque l'on pige 10 billes d'un bol à 6 reprises. Le bol
comprenait 100 billes dont 20 jaunes, 50 rouges et 30 bleues.
Question 4A
Un enseignant arrive en classe avec un bol comprenant 100 billes. À l'intérieur de ce
dernier nous retrouvons 20 billes jaunes, 50 rouges et 30 bleues. L'enseignant, ayant
pris le soin de bien mélanger toutes ces billes à l'intérieur du bol, couvre les yeux
d'un élève et lui demande de piger 10 billes du bol avec remise après chaque pige.
Une fois fait, le nombre de billes rouges obtenues est comptabilisé et l'enseignant
inscrit ce nombre au tableau. Par la suite, le même processus est répété à 5 reprises.
Les nombres inscrits au tableau représentent la quantité de billes rouges pigées pour
chacun des 6 tirages. Quels pourraient-être ces nombres ? Pourquoi avez-vous choisi
ces nombres ?
Les réponses ont été classées en quatre catégories de liste: une sans
fluctuations d'échantillonnage (catégorie 4A) et trois avec certaines fluctuations
(catégories 4B, 4C et 4D).
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Sans fluctuations
Catégorie 4A : Valeur attendue (VA)
Le sujet A2 a présenté une liste comprenant uniquement la valeur attendue (5,
5, 5, 5, 5, 5). Ses explications étaient basées sur la probabilité théorique de piger une
bille rouge qui est de 'A. A2 est conséquent avec sa réponse donnée à la question 1 A.
Avec fluctuations
Catégorie 4B : Nombres arbitraires (NA)
Deux sujets, Al et F2, ont présenté une liste de nombres arbitraires se voulant
ime illustration du hasard. Les sujets expliquaient les fluctuations par le fait qu'il
s'agissait d'une expérimentation et que dans ce cas, tout pouvait arriver. Par
exemple :
F2 : 10, 8, 6, 4, 2, 0. Bien que l'on puisse calculer les probabilités d'une
façon statistique, la réalité d'une pige est tout à fait aléatoire et on ne peut
pas la prévoir.
Al : Moi, j'aurais fait 10-7-5... J'aurais pu marquer 4-3-2-1-0.
I : Mais là, t'as marqué quoi?
Al : J'ai marqué 10-7-5-3-2-0.
F2 est conséquent avec sa réponse donnée à la question lA. Par contre. Al
avait présenté une liste sans fluctuations comprenant uniquement la valeur attendue.
Catégorie 4C : Grands écarts (GE)
Deux sujets, B1 et E2, ont présenté une liste de nombres où l'on retrouve des
écarts considérables avec la valeur attendue. Plutôt que de raisonner sur le nombre de
billes rouges pigées pour chacun des tirages, le sujet E2 s'est intéressé au nombre
total de billes rouges pigées pour les 6 tirages. On remarque ici que la somme des
nombres choisis est 30 et, par conséquent, leur moyerme est 5 soit la valeur de
l'espérance mathématique.
E2 : 5, 3, 7, 8, 6, 1. J'ai choisi des nombres au hasard pour obtenir 30 billes
au total pour l'expérience totale, [la valeur attendue étant 5 pour chacun des 6
tirages
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Le sujet B1 inclut deux cas extrêmes (10 et G) à sa liste sous prétexte que le
résultat d'une expérimentation demeure le finit du hasard. Par contre, contrairement
aux sujets Al et F2, tous les nombres de sa liste ne sont pas arbitraires.
B1 : Moi, j'ai mis 10-0-5-4-6-8. Les deux premiers pour indiquer qu'une pige
avec remise reste le fruit du hasard. Les quatre autres résultats, car malgré le
hasard, il reste qu'il y a plus de chances de piger des rouges que d'autres
couleurs.
Les deux sujets avaient présenté une liste de la même catégorie à la question
lA.
Catégorie 4D : Petits écarts (PE)
Sept sujets (B2, Cl, C2, Dl, D2, El, Fl) ont présenté une liste de nombres où
les écarts avec la valeur attendue sont tous relativement petits. Leurs explications
étaient tous en fonction de la probabilité théorique et de la valeur attendue qui en
découle.
B2 : 5^^, 5^, 5i^, 5^, 5*^, 5^. [écris sous cette forme par le sujet] La
probabilité théorique de piger une bille rouge étant de 'A, à chaque tirage on
peut espérer avoir un résultat qui tend vers cette probabilité.
C\ •. 4, 5, 6, 4, 3, 6. Des nombres qui sont près de l'espérance.
C2 : 5, 4, 5, 6, 4, 5. La moitié des billes sont rouges donc la moitié des billes
tirées seront rouges. Par contre, puisque c'est une expérience, le nombre
pourra varier.
Dl : 5, 5, 5, 7, 4, 5. F (bille rouge) = 50/100 - 5/10 [réponse écrite dans le
questionnaire] Mais c 'est pas rationnel ce que je vais dire; pas du tout. Mais
j'ai l'impression que dans celui-là, par rapport au 1 [en référence à la
question 1], on va arriver plus près de 5/10 que dans l'autre puis c'est pas
rationnel pantoute, parce que je contredis ce que j'ai dit depuis tantôt là.
T'sais, mon feeling-là !
D2 : 6, 5, 6, 4, 4, 8. Puisqu 'il est plus probable qu 'il pige une bille rouge que
jaune ou bleue étant donné que la probabilité théorique est de 'A. Donc, sur
10 on tend à s'approcher du 5/10 mais on sait que cela peut être plus ou
moins. Mais dans ma tête, on dirait que c 'est tout le temps un petit peu plus,
mais je sais pas pourquoi.[.. .^ C'est qu'il y a plus de rouges que de bleus et
de jaunes... Mais je sais pas, mais je suis tout le temps portée à dire qu'il y en
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a tout le temps un petit peu plus qu 'un petit peu moins; quoique j'en ai mis
deux de moins, [en référence aux deux nombres inférieurs à la valeur attendue
dans sa liste soit les deux « 4 »]
El : 5, 7, 4, 4, 7, 5. P(bille rouge) = 50/100 [réponse écrite dans le
questionnaire]
FI : Ben ici, c 'étaitprès de 50%. Moi, j'ai été me tourner autour de 50%.
Mis à part D2, tous les sujets avaient présenté une liste de la même catégorie à
la question 1 A. Les explications étaient les mêmes. Pour ce qui est de D2, ce dernier
avait présenté une liste de nombres où l'on retrouve des écarts considérables avec la
valeur attendue à la question lA. D2 justifie les différences entre les deux listes
présentées par le nombre de fois que l'expérimentation est réalisée: à la question lA
on fait tourner la roue à 50 reprises tandis qu'à la question 4A on tire 10 billes d'un
bol. n est donc possible selon lui d'obtenir un plus grand écart avec la valeur
attendue si l'expérimentation est réalisée im plus grand nombre de fois. Par exemple,,
si l'on obtenait que des parties ombragées en faisant tourner la roue, l'écart avec la
valeur attendue serait de 25 contrairement à un écart de 5 si l'on obtenait que des
billes rouges.
I : Tantôt, t'avais des plus grandes variations dans tes données, [en référence
à la liste présentée par le sujet D2 à la question 1]
D2 : Ben parce que c'est sur 50. Je veux dire...
I : Oui. C'est vrai. C'était sur 50.
D2 : ...oui, c'est ça. C'était sur 50. Fait que c'est sûr que là, t'sais, c'est pas
nécessairement...
D1 : Oui, mais là, c 'estjuste sur 10.
D2 : Ben justement! Sur 10, c'est simple. Fait que la différence est moins
grande que sur 50. Non?
D1 : Oui, mais si on parle du fait que pour se rapprocher de la probabilité
théorique, il faut que tu le répètes un plus grand nombre défais...
D2 : Oui.
D1 : Fait que 50, c 'est plus grand que 10.
[...]
I : n devrait y en avoir plus ici?
D1 : Plus d'écarts.
I : Ici ?
D1 : Oui. Ici.
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D2 : Ben non, j'ai pas mis plus d'écarts, parce que dans le fond, il aurait fallu
que j'arrive à quoi là?
À 5 dans le fond.
D2:Â 5 Fait que c 'est pour ça que je me suis rapprochée tout le temps du 5,
mais t'sais, c'est moins flagrant que sur 50. T'sais de 25... Mettons de 25...
Mettons, nous autres, on voulait 25/50.
I : Oui.
D2 : Le premier. Fait que si mettons je mets 30/50, là, tu vas me dire je pense
en élève, mais je veux dire c'est comme +5 de plus. [D2 effectue un
raisonnement additif]
D1 : Oui, oui.
D2 : Ben là-dedans,+5 de plus, c'est parce que...\{Q sujet laisse insinuer que
dans ce cas-ci, il faudrait tirer que des billes rouges pour obtenir cet écart de
+5]
4.4.1 Question 4B
Cette question demandait aux sujets de soulever un ou des aspects, au regard
de réponses d'élèves, qu'ils souhaiteraient aborder dans une discussion en classe. Les
discussions en entrevue se sont limitées à l'analyse des réponses des élèves.
Question 4B
Avant de réaliser l'expérimentation, vous avez demandé aux élèves de prédire la
séquence de nombres qui sera inscrite au tableau à la fin de l'expérimentation. Voici
un échantillon de réponses obtenues par vos élèves.





Vous amorcez une discussion en classe à partir de ces réponses. Quel(s) aspect(s)
voudriez-vous aborder dans cette discussion ?
Les réponses obtenues se classent en 3 eatégories : VD-4A, VD-4B et VD-4C.
Catégorie VD-4A : Cas extrêmes (CE)
Deux sujets, FI et F2, ont analysé les réponses en fonction des cas extrêmes.
FI : Ici, il y a toute l'extrême, 0-9, t'sais...[en référence à la réponse E]
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I : Ok Donc...
F2 : Toi, les extrêmes, t'aimes pas ça.
FI : Non.
l:Ça, c 'est drôle, parce que ça, ressemble à celle à F2.
F2 : Oui.
FI : Oui, oui, oui. Avec son 0, ça ressemble.
I : Donc ça, t'es plus mal à l'aise. C'est un peu éloigné.
FI : Je trouve que...
F2 : Moi, j'aime ça les extrêmes.
[...]
I : Puis juste pour finir, le fait qu 'ils soient tous en haut de 5 ou tous en bas de
5, ça, ça ne vous fatigue pas? [en référence aux réponses A et D]
FI : Non. Ça m'apas... Non.
F2 : Non.
Catégorie VD-4B : Valeur attendue (VA)
Le sujet Al a analysé les réponses des élèves en fonction de la valeur
attendue.
Al : C'est parce que pour atteindre la probabilité théorique, comme on a dit
tantôt, si on fait plus ou moins, c 'est qu 'on s'attend à ce que pour certaines
séries t'en aies plus, ben pour compenser certaines séries, tu vas en avoir
moins.
[...]
I : Donc pourquoi pas le D, d'abord?
Al : Parce que tu ne vas pas au-dessus de la probabilité théorique.
I : Quoi?
Al : C'est parce que tu ne vas pas au-dessus de la probabilité théorique, c'est
5/10.
I : Oui.
Al : Si t'as 50% des chances de l'avoir...
I ; Ok. Parce qu 'ils sont tous en-dessous de 5.
Al : Oui. Ben c 'est ça.
I : Donc tu penses qu 'on devrait l'avoir au moins une fois en haut de 5.
Al : Ben oui. C'est ma perception.
A2- Tu disais pour compenser les résultats plus bas.
Al : Ben c 'est ce que je disais.
Catégorie VD-4C : Valeur attendue et cas extrêmes (VACE)
Neuf sujets (A2, Bl, B2, Cl, C2, Dl, D2, El et E2) ont analysé les réponses
des élèves en fonction de la valeur attendue et des cas extrêmes. Le sujet Bl a
également fait allusion à la diversité des nombres de la liste.
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Premier extrait : avec A2
I : Mettons que je suis l'élève qui a répondu A. Je dis : « Oui, mais pourquoi
t'as pas choisi la mienne?
A2 : Parce que c 'est loin de la probabilité théorique pour certains résultats.
Donc c'est...
A2 : La probabilité d'obtenir 9 billes rouges sur 10 tirages, elle est quand
même...
I : Donc le 9 te fatigue.
A2 : Oui, le 9, le 0 ou le 9. [en référence aux réponses A et E]
l:Ok.
A2 : Ici, c 'est le fait que ce soit trop près de la probabilité théorique. Il y a
peu de chance que ça arrive à cause du hasard, [en référence à la réponse C]
I ; Ok. Donc il risque d'avoir plus de variations.
PO. : Ça se peut, comme nous autres, mais oui, c 'est ça.
1:0k.
PO : Tandis que B ça change un peu, mais pas trop loin non plus de 5.
Deuxième extrait : avec B1 et B2
I : La séquence que tu m'as sortie ressemble beaucoup plus à la réponse E.
B1 : Elle ressemble moins dans le sens où est-ce que...
I : Puis celle à B2 ressemble beaucoup plus à la réponse B.
B1 : Attention. Mes données sont moins dispersées que ta séquence E. Lui est
allé avec des extrêmes.
I : Ben toi, t'as 10puis 0. C'est assez extrême.
B2 : Oui.
B1 : J'ai 10 pis 0, mais les autres se situent pas mal autour de la moyenne.
Pas lui. Lui a les extrêmes puis 5.
I:Ok.
B1 : T'sais... Tu vois ce que je veux dire?
I : Oui, je comprends.
B1 : Tandis que dans le B, t'as quand même de l'extrême. T'as 3, t'as 8, mais
le reste : 4-5-5-7, tu frises.
B2 : C'est proche, [en référence à la valeur attendue]
[...]
I : Donc l'élève qui a répondu par exemple D, tu lui dis quoi?
B1 : Parce que t'es...
I : Qu 'est-ce que t'aimes pas de la D?
B2 : Ben moi, sont tous en bas delà...
B1 : Bon. First, sont tous en-dessous.
I : En-dessous?
B1 : En-dessous de la moyenne.
B2 : Oui. En-dessous de la moyenne, de la probabilité.
I : Ok. La valeur attendue.
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B1 : Zaprobabilité d'avoir... Oui. D'obtenir ton...
l: Le 5, tu parles.
B1 : Mmm. Mmm.
l.Ok.
Bl : Tu as 2-3-4-3-4-4, c'est pratiquement tout le temps le même chiffre qui
revient. Rien qu 'empêche, que ça pourrait arriver ça.
B2 : Tout à faitl
I : Donc j'imagine que si la D, tu ne l'aimes pas, parce qu 'ils sont tous en-
dessous, la A, tune l'aimeras probablement pas...
Bl : Parce qu 'ils sont tous au-dessus. Peut-être.
I : Sont tous au-dessus.
B\ \ Ou encore du fait que comme le C, le D, c'est beaucoup les mêmes
valeurs qui se répètent. Les probabilités vont nous dire oui, effectivement, t'es
supposé virer autour de 5. Mais est-ce que tu vas toujours avoir des 5? Non.
Tu vas virer... La moyenne va virer autour de ça, mais n'empêche que ça va
être des résultats différents très souvent. Des séquences qui vont se répéter.
Sur 5 essais, d'obtenir 3 « 4 », ça va être plus rare que d'obtenir des chiffres
différents, mais autour de la moyenne.
Troisième extrait : avec D1 et D2
D1 :0, ça j'y crois pas qu 'un élève dirait ça ! [en référence à la réponse E]
D2 : Parce que c 'est impossible c 'est en plus grand nombre que les deux
autres. Fait que... [en parlant du nombre de billes de couleur rouge]
D1 : Oui. Puis D, ce sont tous des résultats en bas de S. On fait 10 lancers
puis il y a quand même la moitié des boules qui sont rouges.
D2 : Plus de rouges. Oui.
D1 : Donc ça non plus, je ne pense pas qu 'un élève me sortirait ça.
Quatrième extrait ; avec El et E2
E2 : La A, il y a beaucoup de données plus grandes que 5. La D, il y en a
beaucoup qui sont en-dessous.
[...]
E2 : Puis la C, elle est belle, mais elle est trop parfaite, [en référence au fait
que tous les nombres de la liste, mis à part un, correspondent à la valeur
attendue]
El : La E, moi, je l'éliminerais.
E2 : Ah oui. C'est ça. Sûrement.
El : Parce qu 'imagine avoir 0 bille rouge.
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4.5 Question 5A
Cette question demandait à partir du graphique de trois distributions, relatives
à la quantité d'eau bue mensuellement par les élèves de secondaire 4 d'une école
(groupes A, B et C), d'évaluer celle qui avait le plus petit écart type et celle qui avait
le plus grand.
Question 5A
Une enseignante a recueilli des statistiques tout au long de l'année sur la quantité
d'eau bue mensuellement par les élèves de secondaire 4 de son école. Dans l'école, il







Quantité d eau bue mensuellement
par les élèves du groupe C
Quantité (en litres)
24 28 32 36
Au regard des groupes A, B et C, quelle distribution a le plus grand écart type ?
Quelle distribution a le plus petit écart type ? Justifiez vos choix.
Les réponses ont été classées en six catégories (5A, 5B, 5C, 5D, SE, 5F) en
fonction des raisonnements utilisés par les sujets. Trois sujets (Bl, B2 et Cl) ont eu
la bonne réponse en affirmant que l'on retrouve le plus petit écart type dans le groupe
A et le plus grand dans le groupe B. B2 se retrouve dans la catégorie 5C et Bl et Cl
dans la catégorie 5F.
Catégorie 5A : Aucune réponse (AR)
Le sujet E2 n'a pas été en mesure de répondre à la question prétextant ne plus
se souvenir de cette notion.
E2 ; Moi, la seule chose que j'ai réussie, moi, comme je ne savais pas c'était
quoi un écart type, je ne me souvenais plus... J'ai juste dit que la moyenne,
c 'était la même partout.
I : Ok. Donc toi, cette question-là, t'es pas capable d'y répondre?
E2 : Non.
Catégorie 5B : Variation de la hauteur des barres (VHB)
Trois sujets (C2, FI et F2) ont été influencés par la variation de la hauteur des
barres des histogrammes. C2, FI et F2 ont affirmé que l'on retrouvait le plus petit
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écart type dans le groupe C puisque son graphique comporte des barres d'une hauteur
uniforme. Pour le plus grand écart type, C2 et FI ont basé leur choix sur le fait que
l'on retrouve dans le graphique du groupe A une plus grande variation dans la hauteur
des barres.
I : Ok? Mais quand vous avez répondu A pour la plus grande... T'as répondu
A. C 'était quoi le feeling? Qu 'est-ce qui t'a amené à répondre A ?
FI : Parce qu'il y avait une plus grande variation. J'ai marqué ça dans les
effectifs, 12 de différence.
1:0k
FI : De 17 à 5.
Le sujet C2 pour sa part se réfère à l'écart moyen pour justifier son choix,
mais comme pour le sujet Fl, l'extrait suivant illustre que le sujet est influencé par la
variation de la hauteur des barres.
C2 : Oui. En fait, je suis partie avec l'écart moyen puis je me suis dit que ces
données-là étaient plus... Étaient toutes sur.... Est-ce que je me suis trompée?
Je me suis tu faite avoir encore comme tantôt? Je me suis dit qu'ils étaient
tous proche de la moyenne ou qu 'ils étaient tous pareils, [en parlant du fait
que la hauteur des barres est uniforme dans le groupe C] Es étaient tous....
Ici, ils étaient tous pareils donc ils étaient proches... L'écart moyen était près
de 0. U était 0 en fait. Puis tandis qu'ici, les données étaient plus... Ici, les
données... Attends un peu.... J'ai dit que le plus petit, c'était le parce
que l'écart moyen était le plus petit, les données étaient plus homogènes puis
le plus grand, c'était le premier, parce que l'écart moyen était plus grand, les
données étaient plus dispersées; que je me souviens.
I : L'écart moyen le plus grand? Plus grand?
C2 : Parce que les données étaient plus dispersées. La différence, ici, entre ça
puis ça [le sujet illustre les écarts entre la hauteur des barres], était plus...
Mais je me suis trompée, en?
Catégorie 5C : Loi normale (N)
Le sujet F2 a utilisé deux raisonnements différents pour faire ses choix. Pour
le plus grand écart type, il a choisi le groupe A en se référant à la forme d'une cloche
associée à une loi normale.
I : Puis toi, la plus grande, ça serait?
F2 : Moi, j'avais marqué A.
l:A.
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FI : C'était A.
F2 : C'était comme... Je me disais ça ressemble à...Ça ressemble à notre
belle courbe. Je sais pas. C'était comme... je me disais : « Il me semble que
ça fait une belle cloche. ».
Le sujet B2 s'est lui aussi référé à la forme de la distribution, selon que le
graphique correspond ou non à la forme d'une cloche associée à une loi normale,
comme il l'avait fait pour répondre à la question 2A. Il a affirmé que le groupe A a le
plus petit écart type puisque sa représentation graphique suit la courbe de Gauss et
que le groupe B a le plus grand écart type puisque le graphique de la distribution de
ce groupe a la forme d'une cloche inversée.
B2 : J'ai essayé quelque chose.
I : Vas-y, pour le fun, je suis curieux!
B2 : Je te dirais que...
I : Plus grand écart type, lequel? Plus petit, lequel?
B2 : Je suis allée avec le plus petit avec le groupe A.
I : Puis le plus grand?
B2 : J'avais aucune idée. Je me suis dit que ça devait être probablement le B.
Je suis allée un peu avec la cloche, je te dirais. Que je me disais qu 'écoute, il
est complètement dans le sens inverse de la cloche.
Catégorie 5D : Nombre de barres (NB)
Le sujet D2 pour sa part quantifie le nombre de possibilités (nombre de
barres) pour chacun des groupes. Pour le plus grand écart type, le sujet D2 a choisi le
groupe G puisqu'il y a plus de possibilités dans ce groupe (plus de barres), mais son
raisormement devient inefficace pour trouver le groupe avec le plus petit écart type
puisque les groupes A et B comportent le même nombre de barres.
D2 : J'ai marqué moins de possibilités donc moins de variabilité.
[...]
D2 : T'sais, tandis qu 'ici, il y a combien de réponses possibles? T'en as 1-2-3.
D1 : Oui.
D2 : Donc ça veut dire que l'écart type est petit, parce que t'as moins de
variabilité là.
D1 : Mais t'en as 3 aussi pour... [en parlant du graphique du groupe B]
I : Ben c 'est ça que j'allais dire. H y a juste une chose qui me bogue dans ton
raisonnement.
D2 : C'est quoi?
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I : Je suis d'accord que le plus grand, c'est le C, mais après ça, pourquoi tu
peux pas dire que le A ou le B, ils en ont le même nombre de possibilités?
D1 : C'est les mêmes choix.
D2 : Oui.
D1 : Oui.
D2 : Ben c 'est ça.
I : T'sais, quand tu disais que...
D2 : Oui. Ben tu vois, c 'est le même raisonnement que tantôt.
I : Non, mais qu'est-ce qui t'a permis de dire que c'est le A, d'abord, le plus
petit? C'est ça la question. Vu qu 'ily en a le même nombre dans l'autre.
D2 : Je pense que c 'est avec la hauteur des bandes, à cause que lui était
plus... n y en avait plus au niveau de la moyenne, en quantité d'eau.
D1 : C'est ça.
D2 ; Mais là, je sais pas.
Le sujet D1 est lui aussi influencé par le nombre de barres au moment
d'identifier la distribution ayant le plus grand écart type. D1 affirme que, dans le
groupe C, on retrouve plus d'écarts différents à la moyerme.
D1 : ie plus grand, j'ai dit le C...En fait, à partir de la moyenne, il va avoir
plus d'écarts différents.
Catégorie 5E : Concentration des données dans la classe moyenne (CDCM)
Le sujet A2 a fait ses choix en fonction du nombre de répondants ne se situant
pas dans la classe moyenne, pour conclure que le groupe A a le plus petit écart type et
les groupes B et C le plus grand.
A2 : Après ça, j'ai été chercher, dans le fond, le nombre de répondants qui
n'étaient pas dans la classe moyenne. Donc pour A, ça m'a donné 10, B et C
égal 24. Donc pour le grand écart type, j'ai mis B et C, parce que 24 des 27
répondants, ils n 'étaient pas dans la classe moyenne.
Catégorie 5F : Concentration des données autour de la moyenne (CDAM)
Quatre sujets (Al, Bl, Cl et Dl) ont fait référence à la concentration des
données autour de la moyenne. Le sujet Al a affirmé que l'écart type était le même
pour les trois groupes puisqu'ils ont la même moyenne et que les distributions sont
tous symétriques. Puisque les distributions sont symétriques. Al croit que les écarts à
la moyenne positifs contrebalancent parfaitement les écarts à la moyenne négatifs.
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Al : Ben moi, j'ai calculé la moyenne partout. Ça m'a donné 18 aussi. Puis,
après ça, ce que j'ai dit ben j'ai dit que les distributions sont symétriques
puis que l'écart type, c'est la valeur des écarts, j'ai affirmé que les 3
distributions avaient le même écart type.
I : Là, j'ai manqué le début. « Parce que les 3 sont symétriques...
Al : Oui. Uy en a chaque côté.
I : Les 3 avaient le même écart type ?
Al : Donc même si les écarts sont plus grands, mais que c'est une moyenne
des écarts, j'ai dit qu'ils auraient le même écart type, [le sujet se base sur le
fait que la somme des écarts à la moyenne est nulle pour chaque distribution,
c'est-à-dire que les écarts positifs contrebalancent parfaitement les écarts
négatifs]
Le sujet El a justifié ses choix en termes d'écarts à la moyenne. Si son
raisonnement est cohérent pour trouver le graphique avec le plus grand écart type, il
ne réussit pas à appliquer ce même raisonnement pour trouver le graphique avec le
plus petit écart type croyant lui aussi que les écarts à la moyenne positifs
contrebalancent parfaitement les écarts à la moyenne négatifs.
El : Moi, j'ai dit le plus grand, c'est B, parce que l'écart à la moyenne des
élèves qui boivent 4L et 36L sera plus élevée.
1:0k.
El : ...et influencera l'écart type vers le haut.
l:Ok
El : La plus petite, j'ai dit que ça serait C, parce que l'écart à la moyenne est
nul Ok? ...est nul pour tous les élèves, ce qui réduira l'écart type.
Le sujet D1 raisonne lui aussi en termes d'écarts à la moyenne pour identifier
le groupe ayant plus petit écart type.
D2 : Moi, j'ai dit le plus petit, le A.
Dl : Le plus petit le A, moi aussi.
I : Ok. Pas de chicane dans la cabane!
D1 : Parce qu'il y a plus de données qui vont être sur la moyenne donc
moins...T'sais, l'écart est le même, en fait. Quand on prend le A pis le B,
l'écart est le même, mais j'ai beaucoup plus de données qui sont sur la
moyenne ou en tout cas, qui vont être proches de la moyenne en A qu'en B.
[...]
D1 : Comme il y en a plus au niveau de la moyenne...l'écart entre toutes ces
données-là et la moyenne va être.... Ben là, je dis 0, mais c'est parce que la
moyenne, c 'est peut-être pas 20. Ilfaudrait la calculer.
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Les sujets B1 et Cl ont obtenu la bonne réponse en affirmant que l'on
retrouve le plus petit écart type dans le groupe A et le plus grand dans le groupe B.
Les sujets B1 et Cl ont fait référence à la concentration des données qui se situent
autour de la moyenne afin de justifier leur choix. Par exemple :
B1 : Moi, j'ai dit la même affaire qu 'elle, parce que... [en parlant des réponses
de B2]
l: Le A est plus petit, le B, le plus grand.
B1 : C'est ça. Parce que dans ma tête, il me semble que... L'écart type, ça fait
longtemps que j'ai pas joué avec ça, l'écart type. Mais il me semble que de ce
que je me rappelle, c'est que l'écart type, c 'est que tu \as l'obtenir quand tu
vas admettons regarder... T'as ta moyenne puis t'as tes extrêmes. Puis quand
les extrêmes sont proches de la moyenne, ce qui te fait, finalement, une
cloche comme disait B2. T'as un plus petit écart type que quand t'as la moitié
de tes élèves qui ont 50 puis la moitié qui ont 100. Quand même ben que ta
moyenne c'est 75, l'écart type est gigantesque. T'sais, c'était ça, ma
définition, un peu, de l'écart type.
Les figures 15 et 16 qui suivent résument les différents raisonnements utilisés
par les sujets à la question 5A. Rappelons les bonnes réponses soit que l'on retrouve
le plus petit écart type dans le groupe A et le plus grand dans le groupe B.
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Loi normale
- La forme de la distribution, le graphique suit la
courbe de Gauss (B2)
Nombre de barres
- Moins de possibilités, moins de barres (02)
Concentration des données dans la classe moyenne
- Petit nombre de répondants ne se situant pas dans
la classe moyenne (A2)
Variation de la hauteur des barres
• Les barres ont une hauteur uniforme
(C2, Fl, F2)
Concentration des données autour de la moyenne
- La somme des écarts à la moyenne est nulle (El)
Concentration des données autour de la moyenne
(Bl, Cl, Dl)
Figure 15: Raisonnements associés à un petit écart type
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Groupe A
Variation de la hauteur
des barres
- Plus grande variation
dans la hauteur des barres
(C2, Fl)
Loi normale
- La forme de la
distribution, le graphique
a la forme d'une cloche




- La forme de la
distribution, le graphique
a la forme d'une cloche
Inversée (B2)
Concentration des
données autour de la
moyenne
- (Bl, Cl, El)
Groupe C Groupes B et C
Nombre de barres
- Plus de possibilités, plus
de barres (D2)
- Plus grande variété
d'écarts à la moyenne
(Dl)
Concentration des
données dans la classe
moyenne
- Grand nombre de
répondants ne se situant
pas dans la classe
moyenne (A2)
Figure 16: Raisonnements associés à un grand écart type
" Le sujet E2 n'a pas été en mesure de répondre à la question. Pour sa part, le sujet Al affirmait que
l'écart type était le même pour les trois distributions puisqu'elles ont la même moyenne et qu'elles
sont symétriques (les écarts positifs contrebalancent parfaitement les écarts négatifs).
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4.5.1 Question 5B
Cette question demandait dans un premier temps de prévoir les erreurs
possibles d'élèves à cette question et, dans un deuxième temps, d'intervenir auprès
d'eux.
Question 5B
Quelles sont les erreurs, et raisonnements qui en découlent, que les élèves pourraient
faire ? Comment interviendriez-vous ?
Puisque la majorité des sujets n'ont pas été en mesure de répondre
correctement à la question, il nous apparaissait difficile de leur demander de prévoir
des erreurs possibles d'élèves. Cette première question du volet didactique n'a donc
pas été posée à l'entrevue. Ainsi, les réponses obtenues ont été classées en 3
catégories (VD-5A, VD-5B et VD-5C) uniquement en référence à la deuxième
question du volet didactique. Neuf sujets (A2, B2, C2, Dl, D2, El, E2, FI et F2)
n'ont pas proposé d'interventions (VD-5A). Les trois autres sujets (Al, B1 et Cl)
proposèrent quant à eux deux types d'interventions didactiques (VD-5B et VD-5C).
Catégorie VD-5A : Sans intervention (SI)
Les sujets A2, B2, C2, Dl, D2, El, E2, FI et F2 n'ont pas proposé
d'interventions. Mis à part le sujet B2, tous ces sujets n'ont pas été en mesure de
répondre correctement à la question 5A. Pour ce qui est du sujet B2, la bonne
réponse obtenue semble être davantage le finit du hasard que l'accomplissement d'un
raisonnement approprié sur le concept en question. Rappelons l'extrait présenté
précédemment pour illustrer ce propos :
B2 ; J'ai essayé quelque chose.
I : Vas-y, pour le fun, je suis curieux!
B2 : Je te dirais que...
I : Plus grand écart type, lequel? Plus petit, lequel?
B2 : Je suis allée avec le plus petit avec le groupe A.
I : Puis le plus grand?
B2 : J'avais aucune idée. Je me suis dit que ça devait être probablement le B.
Je suis allée un peu avec la cloche, je te dirais. Que je me disais qu 'écoute, il
est complètement dans le sens inverse de la cloche.
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Catégorie VD-5B : Calcul de l'écart type (CET)
Le sujet Al n'a pas été en mesure de répondre correctement à la question SA.
Comme intervention, Al a proposé des explications en référence au calcul de
l'écart type.
1 : Par exemple, je vais donner un exemple : « Est-ce qu 'un élève, par
exemple, pourrait dire que le graphique C représente le plus petit écart
type? ». Pourquoi un élève pourrait répondre que le graphique C
représente le plus petit écart type?
Al : Encore la hauteur des bandes.
I : Parce que les bandes sont toutes à la même hauteur ?
Al : Exactement!
I : Ça pourrait être une erreur?
Al : Ben c 'est sûr. L'écart type est très important.
I : Saufque là, encore là, comment t'interviendrais face à cet élève-là?
Al ; Ben il faudrait présenter encore par calcul, montrer que l'écart...
[...]
Al : Oui. Dans le fond, je vais être honnête là. A part de lui montrer par
calcul, je ne saurais pas comment lui montrer. C'est sûr qu'il y a
probablement d'autres façons, mais j'aurais trop peur de le montrer d'une
autre façon, après ça, dans une autre situation où est-ce que ça serait pas
fait de cette façon-là; qu 'ils essaient de le faire par raisonnement puis ils
se plantent. T'sais...Moi, dans cette optique-là, je suis... En tant que prof,
ben souvent, j'aime mieux leur montrer les méthodes « safe » comme on
dit en bon québécois.
Catégorie VD-5C: Concentration des données autour de la moyenne (CDAM)
Les sujets B1 et Cl ont répondu correctement à la question SA. Comme
intervention, B1 et Cl ont proposé des explications en référence à la concentration
des données se situant autour de la moyenne. Par exemple :
1 : Donc un élève qui te répondait : « Moi, c 'est le C qui a le plus petit
écart type ». Comment tu lui répondrais? T'sais, un élève qui dit : « Moi,
c 'est le C qui a le plus petit écart type, parce que les barres sont toutes à
la même hauteur. ».
B1 : Non, parce que...
I : Je veux savoir comment tu lui réponds en classe.
B1 : Non. Non. Je lui réponds.... Ben moi, je lui répondrais non, parce
que quand même que t'as des extrêmes qui sont les mêmes, c 'est-à-dire
que c 'est entre 0 et 4 puis entre 32 et 36, dans le graphique A, t'as une
répartition plus juste autour de ta moyenne que dans le graphique B, par
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exemple, où est-ce que t'as vraiment beaucoup de monde au début,
beaucoup de monde à la fin; pratiquement personne entre les deux.
Tandis que là, avec le groupe C, t'as du monde partout en même
quantité.
4.6 Question 6A
Cette question demandait d'évaluer la proportion de billes rouges pigées, d'un
bol comprenant 100 billes rouges et 100 billes bleues, pour ime série d'échantillons
recueillie dans deux groupes (groupe A et groupe B). Dans le groupe A, 15 billes
étaient pigées comparativement à 45, dans le groupe B.
Question 6A
Un enseignant a recueilli des statistiques tout au long de l'année auprès de deux de
ses groupes. Chaque jour, im élève de chacun des groupes venait tirer un certain
nombre de billes, avec remise après chaque pige, d'un bol comprenant 100 billes
rouges et 100 billes bleues. Dans le groupe A, 15 billes étaient pigées en
comparaison avec 45 billes dans le groupe B. Même si la proportion du nombre de
billes rouges est la même que le nombre de billes bleues dans le bol soit 50%, la
proportion du nombre de billes rouges variera d'une journée à l'autre, étant tantôt
plus grande que 50%, tantôt plus petite.
À la fm de l'année scolaire, quel groupe aura enregistré le plus grand nombre de
journées avec plus de 60% de billes rouges pigées ?
I. Le groupe A.
II. Le groupe B.
III. Ni l'une ni l'autre, c'est-à-dire à peu près le même nombre pour les
deux groupes.
Cinq sujets (A2, B2, El, E2 et F2) ont jugé que le nombre de journées avec
plus de 60% de billes rouges pigées serait à peu près le même nombre pour les deux
groupes contrairement à sept sujets (Al, Bl, Cl, C2, Dl, D2 et Fl) qui ont jugé que
c'est le groupe A qui aura enregistré le plus grand nombre de journées avec plus de
60% de billes rouges pigées. Les réponses ont été classées en cinq catégories ; trois
catégories associées au choix de réponse III (catégories 6A, 6B et 6C) et deux au
choix de réponse I (catégories 6D et 6E).
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Catégorie 6A : Groupes A et B, sans justifîcation (ABSJ)
Trois sujets (B2, E2 et F2) n'ont pas justifié leur choix. Ces derniers ont
mentionné qu'ils ne savaient pas quoi répondre à cette question.
Catégorie 6B : Groupes A et B, même probabilité théorique (ABPT)
Le sujet A2 a justifié son choix en fonction de la probabilité théorique qui est
la même pour les deux groupes.
A2 : Ni l'un ni l'autre selon moi. [en faisant référence au fait que Ton ne
retrouvera pas un plus grand nombre de journées avec plus de 60% de billes
rouges pigées dans un groupe en particulier]
I : Pourquoi ni l'un ni l'autre?
A2 ; Ben la probabilité est la même.
Catégorie 6C : Groupes A et B, taille de l'échantillon (ABTE)
Le sujet El a justifier son choix en faisant référence à la taille des échantillons
en affirmant que Ton ne retrouve pas suffisamment d'écarts entre ceux-ci pour créer
des différences dans les résultats obtenus.
El : Mais tu comprends? Moi, je vais accepter ce raisonnement-là [en parlant
de l'influence de la taille de l'échantillon sur sa variabilité], entre faire 30
élèves qui pigent puis tous les Québécois, 8 millions de personnes...
l:Ok.
El : Mais pas entre 15 et 45.
l: 15 et 45, pour toi, c 'est pas assez grand comme échantillon pour créer un
écart.
El : Oui. Les deux sont des petits échantillons.
Catégorie 6D : Groupe A, proportions (AP)
Le sujet C2 a justifié son choix en raisonnant sur le fait que pour une bille
rouge supplémentaire pigée, le pourcentage du nombre de billes rouges pigées
augmente de 6,6 % pour le groupe A et de 2,2 % pour le groupe B.
C2 ; Moi, ce que j'ai fait c'est que je suis allée ajouter une bille dans chacune
des deux expériences puis mettons 50% du 15, c'était 7,5 billes Fait que j'ai
calculé le % que c'était pour 8 billes, pour une de plus, ben .5 déplus.
l'.Ahc 'est intéressant!
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C2 : Puis la même chose pour 22,5, pour 23 billes. Puis ça me donnait 53%
pour 8 billes puis 51% pour 23 billes. Donc parce que le nombre est plus
petit...
Catégorie 6E : Groupe A, probabilité fréquentielle vs théorique (APFPT)
Six sujets (Al, B1 Cl, Dl, D2 et Fl) ont justifié leur choix en verbalisant le
fait que la probabilité fréquentielle tend à s'approcher de la probabilité théorique plus
le nombre de piges est grand. Par exemple :
Dl : Plus on répète l'expérience un grand nombre de fois, plus on se
rapproche de la probabilité théorique; donc comme on l'a fait 45 fois, ça
égale 3 fois plus que dans le...dans le A... dans le B que dans le A, en fait.
Donc dans le A, on devrait avoir une plus grande variabilité.
B1 : Moi, tu vois, j'aurais dit la classe A, parce que t'as moins de répétitions
par essai. T'as plus de chance d'avoir des résultats extrêmes.
Al : J'ai l'impression que plus que tu tires, plus tu t'en vas sur la probabilité
fréquentielle [le sujet faisait en fait référence à la probabilité théorique] puis
plus que ça va être... Ça va se rapprocher de 50%.
4.6.1 Question 6B
Cette question demandait dans un premier temps de prévoir les positions des
élèves lorsqu'ils sont appelés à répondre à cette question et, dans un deuxième temps,
d'intervenir auprès de ceux-ci si nécessaire.
Question 6B
Vous posez cette question à vos élèves. Vous amorcez une discussion en classe à
partir de leurs réponses. Quelles seront les positions de vos élèves ? Que ferez-vous
en classe pour amener vos élèves à répondre correctement à la question ?
Les réponses obtenues se classent en 3 catégories : VD-6A, VD-6B et VD-6C.
Catégorie VD-6A : Sans description, sans intervention (SDSI)
Trois sujets (A2, B2, E2) n'ont pas décrit quelles pourraient être les positions
des élèves et n'ont pas proposé d'interventions.
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Catégorie VD-6B : Avec description, sans intervention (ADSI)
Un sujet, El, a décrit une position d'élèves associée à un raisonnement additif
en affirmant que plus la taille de l'échantillon est grande, plus il y a de possibilités de
piger une bille rouge et d'obtenir par le fait même plus de 60% de billes rouges
pigées pour une journée. Ce raisonnement est erroné. El n'a pas proposé
d'interventions.
El : Moi, je dirais qu'ils diraient 45, parce que les élèves se diraient ben si tu
piges plus, t'as plus de chance. Je sais pas si tu comprends.
I : Oui. Je comprends. Si tu piges plus, t'as plus de chance d'en tirer; ce qui
fait que t'as plus de chance de t'éloigner.
El : Oui. C'est pas universitaire, mais c'est en classe !
Catégorie VD-6C : Sans description, avec intervention (SDI)
Huit sujets (Al, Bl, Cl, C2, Dl, D2, Fl, F2) n'ont pas décrit quelles
pourraient être les positions des élèves, mais ont proposé une intervention.
Différentes interventions didactiques furent proposées.
•  Explication
Les sujets Al, Bl, Dl et D2 donnaient des explications en référence à la
taille de l'échantillon et à la probabilité théorique.
Premier extrait : avec Bl
Bl : T'as moins de répétitions par essai [en parlant du groupe A]...et
donc, moins de chance d'avoir quelque chose qui se tient autour de 50%.
Deuxième extrait : avec Dl et D2
I : Puis ceux qui répondent 3, tu leur dis... Tu leurfais-tu expérimenter?
Dl ; Ben c 'est sûr que ça pourrait être une bonne idée. Mais non, je m'en
tiendrais au discours.
D2 : Oui.
D2 : Habituellement, ils n 'ont pas de difficulté avec fréquentielle puis
théorique.
Dl : Non.
D2 : Ils comprennent le sens.
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•  Confrontation
Le sujet Cl proposait de confronter l'élève en diminuant la taille de
l'échantillon. C2 a acquiescé à la proposition de son collègue.
I : ....si mettons un élève te répondait le choix de réponse 3, tu ferais quoi
pour le convaincre que c'est le I? Est-ce que tu ferais ce que tu viens de
me dire? De lui donner cet exemple-là. Imagine que...
Cl : Oui. Mais un peu le même exemple qu'on a fait tantôt [en parlant de
la question 1] avec les 25 billes qu'on pigeait. T'sais, on a dit on va en
piger juste 3.
[...]
I : Donc de changer les nombres.
Cl : Oui, c'est ça.
I : Pour arriver à le confronter ?
Cl : Oui. Pour montrer que si tu fais très peu de piges, ben t'as...
L'erreur possible, si tu veux, elle est plus grande que si tu fais plusieurs
fois la même expérience.
•  Expérimentation
Deux sujets, FI et F2, proposaient de réaliser l'expérimentation afin que
les élèves puissent prendre conscience par eux-mêmes du résultat.
F2 : Mais ça serait intéressant de le faire dans la classe, de dire on prend
une année puis on le fait.
I : Oui.
F2 : On pourrait... Je te le dis! Moi, je trouverais ça intéressant!
I ; C 'est vrai! De le faire.
FI \ À la fin de l'année, tu donnes la conclusion.
P2: À la fin de l'année, tu regardes la conclusion. « Aïe! Regardez! On a
pigé ben plus de billes bleues que de billes rouges. ».
4.7 Synthèse
Les tableaux 6 et 7 qui suivent résument les résultats obtenus aux différentes
questions et ce, pour chaque sujet. Le tableau 6 illustre les réponses des sujets aux
questions portant sur la variabilité éehantillonnale (questions 1 A, IB, 4A, 4B, 6A et
6B) tandis que le tableau 7 illustre les réponses des sujets aux questions portant sur la
variabilité des données (questions 2A, 2B, 3A, 3B, SA et SB). Les tableaux sont
présentés à l'aide de la codification établie tout au long de ce chapitre.
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Tableau 6 - Les réponses de chaque sujet aux questions portant sur la variabilité échantillonnale
Questions
1 4 6













Al VA RI NA VA APFPT SDI
A2 VA RI VA VACE ABPT SDSI
B1 GE RI GE VACE APFPT SDI
B2 PE RI PE VACE ABSJ SDSI




C2 PE ASI->RI PE VACE AP SDI
00
D1 PE RI PE VACE APFPT SDI
D2 GE RI PE VACE APFPT SDI
El PE RI PE VACE ABTE ADSI
E2 GE RSI GE VACE ABSJ SDSI
FI PE ASI PE CE APFPT SDI
F2 NA ASI NA CE ABSJ SDI
Légende
ABPT : groupes A et B, même probabilité théorique
ABSJ: groupes A et B, sans justification
ABTE : groupes A et B, taille de l'échantillon
ADSI : avec description, sans intervention
AP : groupe A, proportions
APFPT : groupe A, probabilitéfréquentielle vs théorique
ASI : accepte le raisonnement de l'élève, sans intervention
ASI—*R1 : modification de position, avec intervention
CE : cas extrêmes
GE : grands écarts
NA : nombres arbitraires
PE : petits écarts
RI : refuse le raisonnement de l'élève, avec intervention
RSI : refuse le raisonnement de l'élève, sans intervention
SDI : sans description, avec intervention
SDSI : sans description, sans intervention
VA : valeur attendue
VACE : valeur attendue et cas extrêmes
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Al CD R2RI Q CPE CDAM CDAM CET
A2 E R2RI NP CPE CDCM CDCM SI
B1 CD R2RI NP IS CDAM CDAM CDAM
B2 N A2RSI CDAM IS N N SI
Cl CDAM R2RI NP CSCP CDAM CDAM CDAM
C2 CD R2RI ETEM IS VHB VHB SI
D1 N AR2I CDAM CS CDAM NB SI
D2 NB AR2I ETEM IS NB NB SI
El CD R2RI NP CS CDAM CDAM SI
E2 E R2RI NP IS AR AR SI
FI E A2RSI M IS VHB VHB SI
F2 VHB A2RSI M IS VHB N SI
Légende
AR : aucune réponse
AR2I : accepte le T raisonnement, avec intervention
A2RSI : accepte les deux raisonnements, sans intervention
CD : concentration des données
CDAM: concentration des données autour de ia moyenne
CDCM: concentration des données dans ia classe moyenne
CET: calcul de l'écart type
CPE: compréhension post-échanges
CS: compréhension de la solution
CSCP: compréhension de la solution et contestation du problème
ETEM: écart type et écart moyen
E : étendue
GE: grand écart type
IS: incompréhension de la solution
N: loi normale
NB: nombre de barres
PE: petit écart type
Q : quartiles
R2R1: refuse les deux raisonnements, avec intervention
M: moyenne
NP: nombre de pannes sous la limite
SI: sans intervention
VHB: variation de la hauteur des barres
CHAPITRE 5
Analyse et interprétation des résultats
Ce chapitre présente l'analyse et l'interprétation des résultats des
questionnaires et des entrevues auprès des 12 enseignants ayant participé à cette
étude. Dans un premier temps, nous exposerons les résultats sur les connaissances
disciplinaires des enseignants issus de l'analyse du questionnaire A sur le concept de
variabilité suivi dans un deuxième temps, de ceux sur les connaissances didactiques
des enseignants tirés des réponses obtenues au questionnaire B. Dans les deux cas,
nous traiterons d'abord les questions sur la variabilité échantillonnale pour ensuite
nous attarder aux questions relatives à la variabilité des données, l'autre dimension
statistique du concept de variabilité identifiée. Enfin, nous terminerons en comparant
les résultats obtenus pour les deux volets, disciplinaire et didactique, du concept de
variabilité.
5.1 Les connaissances disciplinaires des enseignants
5.1.1 La variabilité échantillonnale
Nous allons commencer par analyser les réponses aux questions 1 A, 4A et 6A
qui touchent à la variabilité échantillonnale. La différence entre ces questions se situe
essentiellement au niveau de la taille des échantillons proposée, la question lA
traitant de grands échantillons, la question 4A traitant de petits échantillons et la
question 6A menant à la comparaison d'échantillons de grande et de petite taille.
À la question lA, nous attendions une liste de nombres comportant de petits
écarts avec la valeur attendue associée à la probabilité théorique compte tenu que l'on
est en présence de grands échantillons, bien qu'en théorie toutes les réponses avec des
nombres de 0 à 50 sont possibles. De la même façon, la réponse à la question 4A
devrait être une liste de nombres comportant de plus grands écarts avec la valeur
attendue associée à la probabilité théorique compte tenu que l'on est en présence de
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petits échantillons. Pour la question 6A, la réponse 1 était celle souhaitée puisqu'elle
prend en considération l'influence de la taille des échantillons en indiquant une plus
grande variabilité dans le groupe où sont tirés les plus petits échantillons soit le
groupe A.
Question lA et 4A
À la question lA, dix sujets ont produit des listes utilisant une variété de
nombres pour représenter le nombre de parties ombragées obtenues d'un échantillon à
l'autre. De ce nombre,
n  neuf (Bl, B2, Cl, 02, Dl, D2, El, E2, FI) ont eu un raisonnement lié
à la valeur attendue qui est 25 dans ce cas-ci ;
o  trois d'entre eux, Bl, D2 et E2, proposaient rme liste de
nombres où l'on retrouvait des écarts considérables (GE) avec
celle-ci ;
o  les six autres (B2, Cl, C2, Dl, El, El) proposaient des écarts
relativement petits (PE) ;
n  un (F2) a présenté ime liste de nombres arbitraires (NA) disant que
c'est le fruit du hasard.
Les deux sujets (Al et A2) qui n'ont pas proposé de fluctuations
d'échantillonnage ont donné une liste de nombres concentrés sur la valeur attendue
(VA) correspondant à la probabilité théorique.
À la question 4A,
n  deux sujets (Bl et E2) ont proposé une liste de nombres où l'on
retrouvait des écarts considérables avec la valeur attendue (GE) ;
n  sept (B2, Cl C2, Dl, D2, El et Fl) ont proposé une liste avec des
écarts relativement petits (PE);
n  deux (Al et F2) ont présenté une liste de nombres arbitraires (NA);
n  seulement un sujet (A2) n'a pas proposé de fluctuations
d'échantillonnage (les nombres de sa liste correspondaient à la valeur
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attendue associée à la probabilité théorique qui est 5 dans ce cas-ci)
VA).
La répartition des sujets à la question 1A et 4A en fonction de leur catégorie
de réponse se retrouve dans le tableau suivant.






VA NA GE PE
Question
lA




A2 A1-F2 B1-E2 B2-C1-C2
D1-D2-E1-F1
Les réponses des sujets aux questions lA et 4A montrent que ceux-ci ont
majoritairement (question lA : 10/12, question 4A : 11/12) considéré le concept de
variabilité dans une situation d'échantilloiuiage à caractère probabiliste. Dix sujets
ont proposé une liste comportant des fluctuations d'échantillonnage à la fois pour la
question 1A et 4A. Notons que la proportion de sujets ayant considéré la variabilité
échantillonnale dans leur prédiction à la question 4A (11/12) est supérieure à celle
obtenue par Dabos (2011) chez douze enseignants de collège de Californie à cette
même question (8/12).
Les réponses des enseignants qui n'ont pas proposé de fluctuations
d'échantillormage à l'vme et/ou l'autre de ces questions (Al et A2) étaient basées
uniquement sur la probabilité théorique. Or, l'examen des manuels scolaires (cf.
section 1.6) a montré que Ton y retrouve une part très faible de questions menant à
l'analyse de fluctuations d'échantillonnage et à l'interprétation de l'incertitude au
profit d'exercices de nature plus déterministe qui mettent l'accent sur le calcul de
probabilités théoriques. Par ailleurs, Reading et Shaughnessy (2004) ont observé que
les élèves en fin de secondaire, qui avaient étudié les probabilités, tenaient moins
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compte de la variabilité dans leurs prédictions dans ce type de situations. Il apparaît
donc raisonnable de croire que l'étude des probabilités dans le cadre des
mathématiques scolaires influence la prise en compte du concept de variabilité.
Dans le cadre de cette recherche, non seulement nous voulions voir si les
sujets étaient en mesure de considérer la variabilité échantillonnale, mais aussi
observer s'ils saisissaient l'influence de la taille de l'échantillon sur sa variabilité.
Bien que toutes les réponses obtenues soient théoriquement possibles, on peut se
demander si les sujets de notre étude ont considéré la taille des échantillons au
moment de réfléchir à l'ampleur des fluctuations d'échantillonnage. Les réponses des
sujets aux questions lA et 4A laissent présager que non puisque 10 sujets sur 12 ont
eu des réponses qui comportaient des fluctuations d'échantillonnage semblables aux
deux questions et ce, malgré les différences de tailles des échantillons. Par exemple,
un sujet qui donnait une liste de nombres comportant de grands écarts avec la valeur
attendue à la question lA faisait de même à la question 4A. Les résultats smnlaires
obtenus à ces deux questions illustrent le fait que les sujets ont maintenu leur position
sur la variabilité échantillonnale d'une question à l'autre peu importe la taille de
l'échantillon. La taille de l'échantillon ne semble pas avoir influencé leurs réponses.
Seulement deux sujets. Al et D2, ont des réponses de catégories différentes à
ces deux questions. Le sujet Al a utilisé différents nombres pour représenter le
nombre de bonbons rouges pigés d'un échantillon à l'autre à la question 4A, mais a
répondu 25, 25, 25, 25, 25 pour illustrer le nombre de parties ombragées obtenues
d'im échantillon à l'autre à la question lA. Malgré la réponse donnée à la question
lA, ce sujet considère tout de même la variabilité échantillonnale. Sa réponse à la
question 4A, une liste de nombres arbitraires, et le discours utilisé pour justifier sa
réponse à la question 1A en font foi. En effet, à la question 1 A, Al est conscient que
sa réponse ne présente pas un portrait juste de la situation.
165
Comme mentionné précédemment, le type de questions auxquels sont
généralement confrontés les enseignants dans les manuels scolaires peut expliquer
cette tendance à s'appuyer sur la probabilité théorique.
Pour sa part, D2 a proposé une liste ayant une moins grande variabilité à la
question 4A, question pourtant où la taille de l'échantillon est la plus petite. On
remarque cependant que ce sujet confond taille de l'échantillon et nombre
d'échantillons, une conception inadéquate de la variabilité échantillonnale qui ressort
de son discours. En effet, à la question 1 A, D2 justifie la grandeur des écarts par le
nombre de séries à accomplir qui correspond en fait au nombre de fois que
l'expérimentation est réalisée (nombre d'échantillons) plutôt que par le nombre de
tours à effectuer pour chacune des séries (taille de l'échantillon). On retrouve
également cette conception chez Bl. Rappelons les extraits suivants qui sont
particulièrement révélateurs :
Premier extrait : avec Bl
Bl: 30, 43, 21, 32, 18. Parce que tu vas remarquer que beaucoup de mes
réponses qui tournent autour de la probabilité [en parlant de la majorité des
nombres de sa \isXé\...quand on a un petit nombre de répétitions, souvent, je
vais y aller plus avec le fruit du gros hasard pur et simple que de la tendance
à se rapprocher de la probabilité.
\-.0k.
Bl : Souvent, ça va être ça.
\:0k.
Bl: T'sais, par exemple, j'ai mis un 43. T'sais, pourquoi 43? Ben pourquoi
pas? Ça peut arriver.
I: Oui, je suis tout à fait d'accord.
Bl: C'est sûr que si tu le fais 200 fois, à un moment donné, tu vas tendre
autour de 25, mais là, tu lefais 5 fois. T'sais...
I: 50 fois.
Bl : 50fois. Non, mais t'as 5 répétitions.
I: Oui. Ben 5x50 fois.
Bl: T'sais, c'est ça.
I: J'en reçois 50 fois. C'est pas suffisamment grand.
Bl : Oui, mais 5 fois, c'est pas assez.
I: Oui, mais tu le fais chaque fois, 50 fois.
Bl: Oui, c'est vrai. Sauf que ton échantillon, à la fin, il est fini au bout de 50.
T'as un chiffie. T'as un résultat.
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I: C'est parce que tantôt, tu disais 200, probablement que ça serait...
B1 : Sur 200 répétitions de 50.
I: Oui. Ok. Sur 200 répétitions de 50.
B1 : C'est ça que je voulais dire. C'est ça.
I: Ok. Je comprends. [L'accent est mis non pas sur le nombre de tours (50),
mais plutôt sur le nombre de séries (5)]
B1 : Tm vois le genre?
I: Oui.
Bl: Mais là, tu te rapprocherais plus d'un 25, t'sais, probablement. T'sais
quelque chose comme ça.
l\Ok.
Bl: Sauf que là, ben étant donné que t'as juste 5 répétitions, ça peut être
n'importe quoi. C'est ça un petit peu que j'ai écrit. Sauf que malgré tout,
probablement que tu vas avoir des résultats qui vont se rapprocher du 25
quand même.
I: Sauf que sur 200 répétitions de 50, toi, tu me dis qu 'on se rapprocherait
plus du 25.
Bl: Oui.
I: On aurait des 25, mais on aurait aussi des 43, j'imagine ?
'Bl: Absolument! Mais t'en aurais moins.
I: J'en aurais moins de 43.
B1 : Probablement.
l:Ok.
Bl: T'sais, probablement, parce que ça reste que c'est une probabilité. C'est
le fruit du hasard.
Deuxième extrait : avec D1 et D2
D2 : Ben moi, j'ai mis 15-27-12-29-31. J'essayais de me détacher du 25,
parce que...étant donné qu'il y a moins de fois... Moins de séries
répétitives,... Non. C'est pas ça que je veux dire.
1: Qu 'il y a moins de tirages ?
D2: Ben moi, je t'aurais dit c'est les séries que je regarde, [le nombre de
séries, c'est-à-dire le nombre d'échantillons]
Dl: Oui, mais je considère...
D2: C'est pas le nombre de tours. Tu comprends-tu, Sylvain?
I: Oui. C'est les séries...
D2: Moi, ce que j'aurais regardé, c'est combien de séries de 50 que j'aurais
faites? Non pas 5, mais j'en aurais peut-être fait...
Dl : Mais ça changera rien.
D2: Ben à un moment donné, ouL




D2: Mais c'est.... Ben c'est parce que moi, dans ma tète, on dirait que le 50,
c'est pas tant le 50 que le nombre de fois que je suis allé le chercher. Je sais
que c'est tous des événements indépendants...
I; C'est intéressant! Toi, c'est pas tant de la tourner 50 fois. C'est que t'aurais
aimé mieux faire 10 séries, par exemple.
D2; Oui. Plus de séries, puis de recueillir le nombre de fois que je l'obtiens.
C'est mal penser de même?
D\\ Je sais pas, mais moi...non, je pense pas. Je sais pas si c'est mal, mais
moi, je ne le vois pas comme ça.
Cette confusion entre la taille de l'échantillon et le nombre d'échantillons peut
être due au discours tenu par certains enseignants qui peut se résumer ainsi : « plus on
répète l'expérience un grand nombre de fois, plus on se rapproche de la probabilité
théorique ». Cette formulation est ambiguë. En effet, l'utilisation de cette
formulation peut mener certains à associer la répétition de l'expérimentation au
nombre d'échantillons plutôt qu'à sa taille. Ambiguïté que l'on retrouve également
dans les manuels scolaires comme par exemple, dans le volume 2 de la 1^^® année du
2® cycle des collections Point de Vue et Visions :
Parfois, il est très difficile, voire impossible, de calculer la probabilité qu'un
événement se réalise. Dans de tels cas, pour avoir une estimation de la
probabilité recherchée, on peut avoir recours à une expérimentation répétée un
certain nombre de fois. Plus ce nombre de fois sera grand, plus la probabilité
recherchée sera précise. (Guay et al., 2007, p. 535)
_  . ^ „ nombre de fois que le résultat attendu s'est réalisé
Probabilité frequentielle = fois que l'expérience a été répétée '
Plus le nombre de répétitions d'une expérience aléatoire est grand, plus la
probabilité fréquentielle tend à s'approcher de la probabilité théorique.
(Ledoux et al., 2007, p. 185)
Les passages qui précèdent décrivent l'influence de la taille de l'échantillon
en termes de répétition de l'expérimentation, ce qui peut porter à confusion et être
source de conflit.
Bref, nous constatons que presque tous les sujets ont considéré la variabilité
échantillonnale en proposant des listes de nombres qui illustraient des fluctuations
d'échantillonnage sans toutefois tenir compte de la taille des échantillons.
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Cependant dans les questions lA et 4A, l'accent n'était pas mis sur la taille
des échantillons. Il est donc possible, malgré leurs réponses à ces questions, que
certains sujets puissent concevoir l'influence de la taille de l'échantillon sur sa
variabilité. Les réponses des sujets à la question 6A pourraient permettre de valider
ou non cette première constatation puisque pour répondre à cette question, on doit
nécessairement considérer la taille des échantillons.
Question 6A
À la question 6A,
n  sept sujets (Al, Bl, Cl, C2, Dl, D2 et Fl) et donc, 58% des sujets
interrogés, ont obtenu la bonne réponse en prévoyant une plus grande
variabilité dans le groupe A où sont tirés les échantillons de plus petite
taille;
o six d'entre eux (Al, Bl Cl, Dl, D2 et Fl) ont justifié leur
choix en verbalisant le fait que la probabilité firéquentielle tend
à s'approcher de la probabilité théorique plus le nombre de
piges est grand (APFPT) ;
o  l'autre (C2) a justifié son choix en raisonnant sur le fait que
pour une bille rouge supplémentaire pigée, le pourcentage du
nombre de billes rouges pigées augmente davantage pour le
groupe A que pour le groupe B (AP) ;
n  cinq sujets (A2, B2, El, E2 et F2) n'ont pas obtenu la boime réponse et
ont répondu le choix de réponse 111 qui indique que le nombre de
journées avec plus de 60% de billes rouges seraient à peu près le
même pour les deux groupes.
o  trois (B2, E2 et F2) ont indiqué, malgré leur choix, qu'ils ne
savaient pas quoi répondre à cette question (ABSJ).
o A2 a justifié son choix en fonction de la probabilité théorique
qui est la même pour les deux groupes (ABPT).
o El a justifié son choix en faisant référence à la taille des
échantillons en affumant que l'on ne retrouve pas
suffisamment d'écarts entre ceux-ci pour créer des différences
dans les résultats obtenus (ABTE).
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Le tableau 9 qui suit présente la répartition des sujets à la question 6A en
fonction de leur catégorie de réponse




Considération de la taille de l'échantillon
ABSJ ABPT ABTE AP APFPT
Question
6A
B2-E2-F2 A2 El C2 Al-Bl-Cl
D1-D2-F1
La première constatation issue des réponses obtenues aux questions lA et 4A
est validée pour certains sujets lorsque l'on observe les résultats obtenus à la question
6A. Quatre sujets (A2, B2, E2 et F2) n'ont pas compris l'influence de la taille de
l'échantillon sur la variabilité échantillonnale.
F2 avait proposé une liste de nombres arbitraires aux questions 1A et 4A. On
peut penser qu'ayant mis l'accent sur le fait que tout peut arriver lorsqu'il est
question d'une expérimentation, il lui était difficile de prendre position à la question
6A.
Le sujet A2 avait mis l'accent sur la valeur attendue correspondant à la
probabilité théorique aux questions lA et 4A. Il a été conséquent avec ses réponses
précédentes puisque la probabilité théorique est la même pour les deux groupes à la
question 6A et c'est ce qui a justifié son choix.
El qui a prévu ime variabilité similaire dans les deux groupes expliquait son
choix par le fait que l'on ne retrouvait pas suffisamment d'écarts entre la taille des
échantillons pour qu'il y ait des différences dans les résultats obtenus. Sa réponse à
la question 6A laisse croire que ce dernier considère qu'il doit y avoir des écarts plus
importants entre la taille des échantillons pour que ce facteur puisse avoir une
influence sur la variabilité échantillonnale.
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El : Moi, je vais accepter ce raisonnement-là [en parlant de l'influence de la
taille de l'échantillon sur sa variabilité], entre faire 30 élèves qui pigent puis
tous les Québécois, 8 millions de personnes...
\:0k.
El : Mais pas entre 15 et 45.
Classification des sujets pour les questions lA, 4A et 6A
Reprenons maintenant les résultats obtenus à l'ensemble des questions portant
sur la variabilité échantillonnale (cf. tableaux 8 et 9). Tout d'abord, les résultats
montrent que la quasi-totalité des sujets (11/12) questionnés tiennent compte de la
variabilité échantillonnale. Les deux tiers des sujets (8/12) considèrent l'influence de
la taille de l'échantillon sur la variabilité échantillonnale. Cet aspect n'est pris en
compte que partiellement par certains sujets (3/8).
Les résultats aux questions lA, 4A et 6A nous permettent de classifîer les
sujets de notre étude, en fonction de ces deux variables, en quatre niveaux selon leurs
connaissances disciplinaires de la variabilité échantillonnale mises de l'avant. Le
niveau 4 représente les sujets ayant manifesté des connaissances plus approfondies de
cette dimension du concept.
n Au premier niveau, nous retrouvons A2 qui a proposé des listes sans
variabilité échantillonnale et qui n'a pas considéré l'influence de la
taille de l'échantillon à la question 6A. [sans variabilité échantillonnale
et non-considération de l'influence de la taille de l'échantillon]
n Au deuxième niveau, nous retrouvons B2, E2 et F2 qui ont proposé
des listes avec variabilité échantillonnale, mais sans considérer
l'influence de la taille de l'échantillon. Leur réponse à la question 6A
en fait aussi foi. [avec variabilité échantillonnale et non-considération
de l'influence de la taille de l'échantillon]
n  Au troisième niveau, nous retrouvons Bl, D2 et El qui ont proposé
des listes avec variabilité échantillonnale. Leur prise en considération
de l'influence de la taille de l'échantillon est toutefois incomplète,
[avec variabilité échantillonnale et prise en considération incomplète
de l'influence de la taille de l'échantillon]
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> B1 et D2 ont montré qu'il pouvait confondre la taille de
l'échantillon et le nombre d'échantillons.
> El croit qu'il doit y avoir des écarts très importants entre la
taille des échantillons pour que cet aspect puisse avoir une
influence sur la variabilité échantillonnale.
n Au quatrième niveau, nous retrouvons Al, Cl, C2, D1 et FI qui ont
proposé des listes avec variabilité échantillonnale et qui tiennent
compte adéquatement de l'influence de la taille de l'échantillon, [avec
variabilité échantillonnale et prise en compte de l'influence de la taille
de l'échantillon]
Le tableau qui suit résume ce qui précède et classifie les sujets de notre étude
selon les quatre niveaux identifiés.
Tableau 10 - Classification des sujets de l'étude selon leurs connnaissances
disciplinaires de la variabilité échantillonnale
La variabilité échantillonnale
Niveau 1 Niveau 2 Niveau 3 Niveau 4
Sujets A2 B2, E2, F2 B1,D2,E1 A1,C1,C2,D1,F1
On observe que, pour près de la moitié des sujets de l'étude, les connaissances
manifestées relatives à la variabilité échantillormale sont du niveau le plus élevé (5/12
de niveau 4). Nous allons maintenant examiner les connaissances disciplinaires des
sujets de notre étude à l'égard de la seconde dimension du concept de variabilité
identifiée, la variabilité des données, à partir des résultats obtenus aux questions 2A,
3A et 5A.
5.1.2 La variabilité des données
Trois questions visent la variabilité des données, soit 2A, 3A et SA. La
question 2A demandait laquelle de deux distributions, celle de l'école A ou de l'école
B, avait la plus grande variabilité et la question SA demandait laquelle des trois
distributions présentées avait le plus grand et le plus petit écart type. Pour ces deux
questions, les distributions étaient représentées graphiquement.
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La question 3A tirée d'un manuel visait la variabilité des données à partir de
deux distributions dont les données étaient présentées par des listes.
La différence entre ces questions se trouve, entre autres, au niveau de la
présentation des données.
Question 2A
Pour cette question, il faut regarder non seulement si la réponse est exacte
(l'école A à la plus grande variabilité), mais surtout les justifications qui sont
apportées.
Trois sujets, B2, D1 et F2, ont choisi l'école B :
n  B2 et D1 parce qu'une distribution qui semble normale était selon eux
moins variée (N);
n  F2 parce que les hauteurs des barres de l'école B sont plus variées
(VHB).
La majorité des sujets, soit 9/12 (Al, A2, Bl, Cl, C2, D2, E2, Fl, El), ont
choisi la distribution de l'école A qui a la plus grande variabilité. Nous constatons
ainsi que 75% des sujets de notre étude ont obtenu la bonne réponse à la question 2A.
Cependant même si cette réponse est juste, les résultats doivent être examinés à la
lumière des justifications apportées, car elles n'ont pas toutes la même valeur.
n  Le sujet D2 s'est basé sur le nombre de barres (NB).
n  Trois sujets, A2, E2 et Fl, ont invoqué l'étendue (E).
n  Quatre sujets. Al, Bl, C2 et El, ont parlé de la concentration des
données (CD).
n Un sujet. Cl, a parlé de la concentration des données autour de la
moyenne (CDAM).
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Avant de discuter de ces résultats, nous examinons les réponses à la question
5A qui, combinées à celles de la question 2A, permettent de mieux évaluer les
coimaissances de la variabilité des dormées.
Question 5A
En réponse à cette question où l'on demande de comparer l'écart type de trois
distributions, on devait associer le plus petit écart type au groupe A et le plus grand
au groupe B.
1. Le plus petit écart type :
> Choix du groupe A (bonne réponse : 6/12)
n  B2, car son graphique s'approche de la courbe normale (N).
n  D2, parce qu'il y a moins de barres. Mais comme cet argument ne
distingue pas les distributions des groupes A et B, il ajoute la hauteur
des bandes, celle du groupe A étant plus haute au-dessus de la
moyerme (NB).
n  A2, parce qu'il y a moins de données en dehors de la classe moyerme
(CDCM).
n  Bl, CletDl, à cause de la concentration autour de la moyerme
(CDAM).
> Choix du groupe C
n  C2, FI et F2, en se basant sur la hauteur des barres qui est la même
(VHB).
n  El, car la sormne des écarts à la moyerme est nulle (CDAM).
2. Le plus grand écart type :
> Choix du groupe B (bonne réponse : 4/12)
n  Bl, Cl et El, à cause de la concentration autour de la moyerme
(CDAM).
n  B2, du fait que le graphique est au contraire de la cloche, c'est-à-dire
de la normale (N).
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> Choix du groupe A
n  C2 et Fi, parce qu'il y a une plus grande variation de la hauteur des
barres (VHB).
n  F2, à cause de sa ressemblance à la courbe normale (N).
> Choix du groupe C
n  D1 et D2, car il y a plus d'écarts différents à la moyenne ou plus de
possibilités, c'est-à-dire plus de barres (NB).
> Choix des groupes B et C
n  A2, car pour ces deux distributions, il y a davantage de données
hors de la classe moyenne (CDCM).
Le sujet Al a affirmé que les trois groupes avaient le même écart type puisque
la moyenne était la même et que les trois distributions étaient symétriques. Le sujet
E2 n'a pas été en mesure de dormer une réponse, car il ne savait plus ce qu'est un
écart type.
En résumé, 50% des sujets ont pu identifier le groupe avec le plus petit écart
type et 33% celui avec le plus grand écart type. Toutefois, pour juger du taux de
réussite, il demeure important de s'attarder aux justifications qui sont apportées. Par
exemple, seulement trois sujets, Bl, B2 et Cl, ont pu répondre correctement aux deux
questions, mais la justification de B2 (comparaison avec la courbe normale) n'est pas
adéquate bien qu'elle l'ait amené à choisir les bonnes distributions. Soulignons que
cette justification est liée au fait que la question était présentée avec une
représentation graphique.
Le problème de la question SA est particulièrement intéressant, car il oppose
certaines justifications qui permettent de répondre à l'une des questions, mais ne sont
pas discriminantes pour l'autre. Par exemple, si on choisit la distribution C pour le
plus grand écart type parce que son graphique comprend plus de barres (plus de
possibilités et donc, plus varié), comme c'est le cas pour D2, cela ne permet pas de
dire laquelle des distributions, A ou B, a le plus petit écart type, car leur graphique
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comprend le même nombre de barres. D2 a dû compléter son argumentation pour
justifier son choix de la distribution avec le plus petit écart type. De même, dans le
cas du sujet A2 qui fait ses choix en fonction du nombre de données hors de la classe
moyenne, ce qui aboutit au choix du groupe A pour le petit écart type, mais qui
attribue le plus grand écart type aux deux groupes B et C. Donc, on voit que ce
problème peut amener un sujet à se remettre en question, soit à modifier son
argument, soit à le compléter.
Question 3A
La question 3A demande de juger la fiabilité de deux voitures de course.
Contrairement aux questions 2A et SA, la formulation ne fait pas appel explicitement
au concept de variabilité. De plus, les données sont présentées sous forme de listes et
non par une représentation graphique. Rappelons que cette question provient d'un
manuel scolaire québécois.
> Choix de l'écurie Toyo (bonne réponse : 10/12)
Dix sujets ont choisi l'écurie Toyo.
n  Deux sujets, FI et F2, ont comparé les moyennes (M).
n Al a justifié son choix en comparant les quartiles (Q).
n  B2 et D1 se sont référés à la concentration des données autour de la
moyenne pour justifier leur choix (CDAM).
o B2 a utilisé la moyenne et l'étendue interquartile
o D1 a utilisé la moyenne et l'écart moyen. D1 a enlevé la
valeur d'un écart moyen à la moyenne afin de juger de la
concentration des données au-dessus de la limite de 100 km.
Rappelons que pour l'écurie Dana, si on enlève la valeur d'un
écart moyen (20,93 km) à la moyenne qui est de 117,32 km,
on se retrouve en dessous de la limite de 100 km ce qui n'est
pas le cas pour l'écurie Toyo.
n  Cinq sujets, A2, Bl, Cl, El et E2, ont procédé simplement en
comparant le nombre de données au-dessous de 100 km soit par un
raisonnement additif, soit par un raisonnement proportionnel. Cette
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justification est correcte bien qu'elle ne fasse pas appel au concept
de variabilité (NP).
> Choix de l'écurie Dana
Seulement deux sujets 02 et D2 ont choisi la mauvaise écurie en se référant au
calcul de l'écart type et/ou de l'écart moyen (ETEM). D2 a fait la différence entre
ces deux mesures pour chacune des écuries et le résultat était moins grand pour
l'écurie Dana. 02 avoue ne pas savoir comment interpréter les écarts moyens qu'il a
calculés. Ceci va dans le sens de Makar et Confrey (2005) qui révélaient que des
futurs enseignants de mathématiques pouvaient calculer l'écart type, sans pouvoir
donner du sens au résultat obtenu et évaluer la variabilité.
Nous constatons que ce problème de manuel qui, si on se fie au solutionnaire
vise le calcul et l'interprétation de l'écart moyen, n'atteint pas son but. D'une part, la
comparaison des deux moyermes a donné la borme réponse. D'autre part, il a suffi de
comparer le nombre de pannes au-dessous de la limite pour aussi arriver à la bonne
réponse. Ceci explique probablement pourquoi seulement le tiers des sujets (4/12)
ont mis de l'avant une conception de la variabilité pour répondre à cette question.
Les réponses aux questions 2A, 3A et 5A ont permis d'identifier chez les
sujets sept conceptions relatives à la variabilité des données.
Conceptions de la variabilité des données
La VARIABILITE COMME VARIATION DE LA HAUTEUR DES BARRES (VHB)
La conception, variabilité comme variation de la hauteur des barres apparaît
Hans la réponse de F2 à la question 2A et de C2, FI et F2 à la question 5A. Ces sujets
ont visiblement été influencés par la représentation graphique et la forme des
distributions. C'est la variation de la hauteur des barres qui a influencé leur
interprétation de la variabilité de données. F2, à la question 2A, associe clairement la
hauteur des barres à la grandeur des élèves et non à la fréquence. Ce sujet met
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l'accent sur la variabilité des fréquences et non sur variabilité de la variable soit la
grandeur des élèves dans ce cas-ci.
À la question 5A, les sujets C2, FI et F2 ont manifesté cette conception de la
variabilité. Tout comme à la question 2A, cette conception de la variabilité ne mène
pas à la bonne réponse. Par exemple, la distribution du groupe C est associée à un
petit écart type puisque les barres de son graphique ont une hauteur uniforme.
Cooper et Shore (2008) et Meletiou-Mavrotheris et Lee (2005) avaient
observé cette conception chez des étudiants universitaires.
La VARIABILITE COMME DEVIANT DE LA NORMALE (N)
Une deuxième conception de la variabilité est associée à la forme des
distributions, plus particulièrement à la ressemblance ou non à la courbe de Gauss, la
Normale.
À la question 2A, deux sujets, B2 et Dl, ont associé la forme d'ime
distribution normale à un indicateur de faible variabilité et donc, vme forte variabilité
à une forme de distribution déviant de la normale.
Dans cette question, c'est le graphique de l'école A qui illustre une plus
grande variabilité de la grandeur des élèves et ce, malgré le fait qu'il a la forme d'une
distribution normale. Donc, ici cette conception a mené B2 et Dl à une mauvaise
réponse.
À la question SA, les sujets B2 et F2 ont analysé les graphiques selon qu'ils
correspondaient ou non à la forme d'une cloche associée à la loi normale. Cela a
conduit B2 à la bonne réponse puisque la représentation graphique du groupe avec le
plus petit écart type, le groupe A, suit, selon eux, la courbe de Gauss et la
représentation graphique du groupe avec le plus grand écart type, le groupe B, a la
forme d'une cloche inversée. Rappelons que cette même conception n'avait pas
permis à B2 d'obtenir la bonne réponse à la question 2A. F2 a quant à lui manifesté
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cette conception de la variabilité pour identifier le graphique avec le plus grand écart
type. Contrairement à B2, il associe le graphique ayant la forme d'une distribution
normale à un grand écart type ce qui le mène à une mauvaise réponse.
Dabos (2011) avait répertorié cette conception dans son étude menée chez des
enseignants.
La VARIABILITE COMME MESURE DE LA VARIETE (NB)
À la question 2A, D2 a fait son choix en fonction du nombre de barres
compris dans chaque distribution. D2 associe le grand nombre de barres à une grande
variabilité dans le sens que celui-ci est indicateur d'une grande variété de grandeurs
d'élèves. Cette justification fait référence à un sens commun que l'on retrouve dans
le langage quotidien où l'on associe une grande variété à une grande variabilité.
Cette conception commune de la variabilité n'est pas une conception statistique du
concept.
À la question 5A, le sujet D2 associe encore un grand nombre de barres à une
grande variabilité. Si ce raisonnement avait permis au sujet d'obtenir la bonne
réponse à la question 2A, on s'aperçoit que celui-ci n'est plus adéquat à la question
5A. Dans la question 5A, ce raisonnement mène à identifier incorrectement le groupe
C comme étant le groupe avec le plus grand écart type puisqu'il y a plus de
possibilités dans ce groupe (plus de barres). Ce raisonnement est aussi inefficace
pour trouver le groupe avec le plus petit écart type, car deux des trois groupes (A et
B) ont le même nombre de barres. Le sujet D2 est d'ailleurs resté évasif sur ce qui
avait finalement motivé son choix du groupe A.
D1 manifeste également cette conception de la variabilité pour identifier la
distribution avec le plus grand écart type à la question 5A. En associant
incorrectement le groupe ayant le plus d'écarts différents à la moyenne, le groupe C,
à la distribution ayant le plus grand écart type, D1 fait abstraction de la grandeur des
écarts.
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Cette conception avait été mise de l'avant par des étudiants universitaires dans
l'étude de Meletiou-Mavrotheris et Lee (2005).
La VARIABILITE EN FONCTION DES EXTREMES (E)
À la question 2A, trois sujets (A2, E2 et Fl) ont fait référence à la dispersion
des données en utilisant le calcul de l'étendue pour justifier leur choix. Ils ont
considéré l'écart entre la valeur minimale et la valeur maximale de la distribution
pour répondre à la question. L'utilisation du calcul de l'étendue peut s'expliquer par
le fait que cette mesure, qui est simple à calculer, fournit rapidement une première
approximation de la dispersion des données. Toutefois, son calcul est basé
uniquement sur deux valeurs de la distribution soit les extrêmes. Employée seule,
l'étendue est un moyen limité pour mesurer la variabilité. Dans ce cas-ci par
exemple, cette mesure de dispersion ne tient pas compte de l'influence de la
fréquence associée à chacune des barres sur la variabilité. Il est donc étonnant de
constater l'importance accordée à cette mesure de dispersion. En effet, parmi les neuf
sujets ayant bien répondu à cette question, trois ont fait leur choix umquement en
fonction de l'étendue de chacime des distributions. Rappelons l'extrait qui suit pour
illustrer le poids accordé à cette mesure.
I : Si je rajoutais, par exemple, juste dans l'école B, une personne ou deux
personnes, je ne sais pas le nombre. Il y en a une...une personne à 145 puis
j'en rajoutais également une à 165. Donc là, il y aurait la même étendue. Est-
ce que votre réponse serait encore la même?
A2 : Oui.
I : Sauf que là, tu ne pourrais plus dire : « Ahl C'est ça l'étendue. » par
exemple.
Al : Non. C'est sûr. Ça, je suis d'accord avec toi.
I : Il y aurait la même étendue.
Al : Mmm.
A2 : Ben à ce moment-là, ça pourrait...
I : Ta réponse pourrait être encore l'école A, mais tu ne pourrais pas me dire
que ça serait l'école A, parce que l'étendue est 20, parce que l'école B aussi,
l'étendue serait rendue 20.
A2 : Je dirais A ou B, dans ce cas-là, parce que les étendues sont les mêmes.
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À la question 5A, aucun sujet n'a manifesté cette conception de la variabilité,
probablement parce que les distributions ont visiblement la même étendue et que la
question visait explicitement l'écart type.
Cette conception avait été soulevée dans l'étude de Dabos (2011) ainsi que
dans celle de Meletiou-Mavrotheris et Lee (2005).
La VARIABILITE EN FONCTION DE LA CONCENTRATION DES DONNEES DANS LA CLASSE
MOYENNE (CDCM)
À la question 5A, le sujet A2 s'est intéressé à la concentration des données
rianc; la classe moyenne pour faire ses choix. Il a compté le nombre d'individus hors
de la classe moyenne. Ce raisonnement lui a permis d'identifier correctement la
distribution avec le plus petit écart type, mais devient inefficace pour identifier la
distribution avec le plus grand écart type puisque deux distributions ont le même
nombre de données se situant à l'extérieur de la classe moyenne. Ce raisonnement ne
tient pas compte de la valeur des écarts à la moyenne des données situées hors de la
classe moyenne.
Cette conception n'était pas ressortie de notre recension des écrits.
La VARIABILITE EN FONCTION DE LA CONCENTRATION DES DONNEES (CD)
Quatre sujets (Al, Bl, C2 et El) ont fait référence à la concentration des
données sans la relier au centre de la distribution pour répondre correctement à la
question 2A. Les sujets Al, Bl et El ont fait un examen visuel de la dispersion des
données sur l'ensemble de la distribution. Par exemple, on retrouve dans la
distribution de l'école A plus de grandeurs d'élèves différentes et on y dénombre peu
d'élèves pour chaque grandeur. Pour sa part, C2 a regardé un intervalle précis de la
distribution et, par im raisormement proportionnel, a évalué la concentration des
dormées en pourcentage.
delMas et Lin (2005) avaient recensé cette conception dans son étude menée
chez des étudiants universitaires.
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La VARIABILITE EN FONCTION DE LA CONCENTRATION DES DONNEES AUTOUR DU
CENTRE DE LA DISTRIBUTION (CDAM)
À la question 2A, Cl a signalé l'utilité de calculer l'écart type, une mesure qui
permet de connaître la dispersion des données par rapport au centre de la distribution,
pour pouvoir répondre à la question.
À la question 5A, cinq sujets (Al, Bl, Cl, D1 et El) ont évalué la variabilité
en examinant la concentration des données autour de la moyerme, rme conception que
l'on retrouve également dans l'étude de Dabos (2011) ainsi que delMas et Liu (2005).
Cette conception, bien qu'elle soit juste a mené les sujets Al et El à de mauvaises
réponses, car ils ont de plus été influencés par la symétrie des distributions et
croyaient que les écarts positifs contrebalançaient parfaitement les écarts négatifs.
Meletiou-Mavrotheris et Lee (2005) ainsi que delMas et Liu (2005) avaient aussi
observé chez des étudiants universitaires cette influence de la sjonétrie d'une
distribution.
En résumé, nous avons pu observer :
> trois conceptions erronées (VHB, N, NB) qui ont parfois mené à des
réponses justes comme dans le cas de N à la question 5A et de NB à la
question 2A et 5A :
n  la variabilité comme variation de la hauteur des barres (VHB) ;
n  la variabilité comme déviant de la normale (N) ;
n  la variabilité comme mesure de la variété (NB).
> deux conceptions limitées (E, CDCM) qui peuvent aussi mener à des
réponses erronées :
n  La variabilité en fonction des extrêmes (E) ;
n  La variabilité en fonction de la concentration des données dans la
classe moyerme (CDCM).
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> deux conceptions justes (CD et CDAM) qui ont le potentiel de mener à de
bonnes réponses bien que nous ayons observé le contraire dans certains
cas ;
n  la variabilité en fonction de la concentration des données (CD) ;
n  la variabilité en fonction de la concentration des données autour du
centre de la distribution (CDAM).
Le tableau 11 qui suit résume ce qui précède et montre les conceptions de la
variabilité mises de l'avant par chaque sujet aux questions 2A, 3A et 5A.
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Tableau 11 - Conceptions de la variabilité mises de l'avant par chaque sujet aux questions 2A, 3A et 5A
Conceptions de la variabilité








































Question 2A F2 B2,D1 |d2|^° ^.[ëIIIfT] - Al jm , C2 , El Cl
Question 3A^' - -









C2,F1 B2,F2 D1,D2 - A2 - AiJbÏI, Cl , El
Un sujet encadré signifie qu'il a obtenu une bonne réponse à la question.
Les sujets Al, A2, Bl, Cl, El, E2, FI et F2 n'ont pas mis de l'avant une conception de la variabilité pour répondre à la question 3A.
22 Le sujet E2 n'a pas été en mesure de répondre à la question 5A.
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Classification des sujets pour les questions 2A, 3A et 5A
Suite à l'analyse des questions 2A, 3A et 5A, il est maintenant possible de
elassifier les sujets de notre étude selon leurs connaissances disciplinaires de la
variabilité des données. Nous classifierons les sujets selon quatre niveaux, le niveau
4 représentant les sujets manifestant de coimaissances plus approfondies de cette
dimension du concept.
n Au premier niveau, nous retrouvons les sujets B2, C2, D2, E2, FI et
F2 qui ont surtout exprimé des conceptions erronées.
n  Au deuxième niveau, nous avons placé le sujet A2 qui n'a mis de
l'avant que des conceptions limitées.
n Au troisième niveau, nous avons placé les sujets Al, D1 et El qui ont
surtout exprimé des conceptions justes. Ils ont toutefois répondu
incorrectement à certaines questions.
n  Au quatrième niveau, nous retrouvons B1 et Cl. Ces derniers ont
manifesté une connaissance approfondie de cette dimension en
révélant que des conceptions justes du concept et en répondant
correctement à chacune des questions.
Le tableau qui suit résume ce qui précède et classifie les sujets de notre étude
selon les quatre niveaux identifiés.
Tableau 12 - Classifieation des sujets de l'étude selon leurs connaissances
disciplinaires de la variabilité des données
La variabilité des données
Niveau 1 Niveau 2 Niveau 3 Niveau 4
Sujets B2, C2, D2, E2,
F1,F2
A2 A1,D1,E1 El, Cl
On observe que les connaissances relatives à la variabilité des données
manifestées par les sujets de notre étude sont, pour la majorité, d'un niveau faible
(6/12 de niveau 1).
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Classification des sujets selon leurs connaissances disciplinaires des deux
dimensions du concept de variabilité
Reprenons maintenant les résultats obtenus pour le volet disciplinaire. Pour
chaque dimension du concept de variabilité, nous avons classifié les sujets selon
quatre niveaux (cf. tableaux 10 et 12). Le tableau qui suit reprend la classification
faite pour chaque dimension du concept de variabilité.
Tableau 13 - Classification des sujets de l'étude selon leurs connaissances
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Les niveaux 4 de chacune des dimensions témoignent de connaissances
approfondies, les niveaux 3 et 2 de cormaissances incomplètes ou limitées et, les
niveaux 1, de connaissances très insuffisantes.
Pour juger des connaissances disciplinaires des sujets de l'étude, nous avons
combiné les niveaux obtenus pour chaque dimension du concept. Nous constatons
ainsi que :
n  Seul Cl obtient une somme de 8. Cl a démontré des connaissances
approfondies pour les deux dimensions de la variabilité en se
retrouvant au niveau 4 pour chacvme d'elle.
n  Trois sujets. Al, B1 et Dl, obtiennent ime somme de 7. Ils ont
démontré des connaissances approfondies pour l'une des dimensions
du concept (niveau 4), mais incomplètes pour l'autre (niveau 3).
n  Un sujet, El obtient ime somme de 6. El a manifesté des
connaissances incomplètes pour les deux dimensions du concept en se
retrouvant au niveau 3 pour chacune d'elle.
n  Sept sujets (A2, B2, C2. D2, E2, FI et F2) obtiennent une somme
inférieure ou égale à 5. Tous ces sujets se retrouvent au niveau 1 pour
l'une des dimensions du concept, la variabilité échantillonnale pour A2
et la variabilité des données pour les autres.
Les résultats montrent que pour la majorité des sujets (10/12), leur niveau de
connaissances disciplinaires de la variabilité échantillonnale est supérieur ou égal à
celui de la variabilité des données. Les sujets de notre étude semblent ainsi avoir des
connaissances plus approfondies de cette dimension du concept.
Nous allons maintenant examiner les connaissances didactiques des sujets de
notre étude à partir des réponses obtenues au questionnaire B.
5.2 Les connaissances didactiques des enseignants
5.2.1 La variabilité échantillonnale
Les questions IB, 4B et 6B ont permis d'évaluer les connaissances
didactiques des enseignants pour les deux tâches didactiques de la phase interactive
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qui ont été identifiées (cf. tableau 1) : l'analyse de réponses et de raisormements
d'élèves (question IB et 4B) et la simulation d'une intervention à la suite de réponses
et de raisonnements d'élèves (question IB et 6B).
Question IB
La question IB demandait de se prononcer sur la réponse d'im élève qui
transférait par raisonnement proportionnel les résultats obtenus pour un petit
échantillon à ceux d'un grand échantillon. Pour l'analyse du raisonnement de l'élève,
nous voulions vérifier si l'enseignant était en mesure de reconnaître que le
raisonnement de l'élève est erroné et d'identifier l'erreur. Dans la question IB, le
raisonnement de l'élève ne tient pas compte de l'influence de la taille de
l'échantillon. Les réponses obtenues à cette question montrent que le tiers des sujets
(4/12) de notre étude n'a pu identifier l'erreur commise par l'élève.
n  Trois sujets (C2, FI et F2) n'ont pas vu l'enjeu de la taille de l'échantillon et
ont accepté le raisonnement de l'élève. Cependant, C2 a modifié sa position à
la suite des échanges avec son collègue (Cl).
n  E2 n'accepte pas le raisonnement de l'élève, mais ne reconnaît pas qu'il est
erroné puisqu'il justifie son refus par le fait que l'élève ne respecte pas les
consignes exigées.
Les huit autres sujets (Al, A2, Bl, B2, Cl, Dl, D2, El) n'ont pas accepté le
raisonnement de l'élève et ont identifié l'erreur. Ils ont été à même de proposer une
intervention adéquate.
n  Deux sujets (Al et A2) ont proposé à l'élève d'effectuer des séries de tailles
différentes afin de comparer les résultats obtenus pour voir les différences
entre les séries de tailles différentes. Ceci pourrait lui permettre de prendre
conscience que son raisonnement risque de donner im faux portrait de la
réalité ;
n  Trois sujets (Bl, B2 et El) ont confronté l'élève à un résultat extrême (à 0
partie ombragée obtenue lorsque l'on fait tourner la roue 5 fois serait associé 0
partie ombragée lorsque l'on fait tourner la roue 50 fois) ;
n  Deux sujets (Cl et Dl) ont confronté l'élève à une situation l'empêchant
d'arriver à la valeur attendue comme nous l'illustrons dans ce qui suit.
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n  Un sujet (D2) formule une explication mettant l'accent sur les effets de la
taille de l'échantillon sur la variabilité échantillonnale.
Ajoutons ici le sujet C2 qui a proposé une intervention après avoir modifié sa
position. Il a confronté l'élève en exagérant son raisonnement en lui demandant
d'appliquer la même démarche, mais en faisant tourner la roue moins de fois (2 ou 3
fois).
Deux interventions faites à la question IB n'ont pas été prévues dans nos
hypothèses de départ. La première est de confronter l'élève à un résultat extrême.
Cette intervention, proposée par trois sujets (Bl, B2 et El), peut être signifiante pour
l'élève puisqu'il est envisageable d'obtenir aucime partie ombragée si l'on fait
tourner la roue 5 fois, ce qui est moins probable si on le fait 50 fois.
La deuxième est l'intervention qui précise un nombre de répétitions qui
empêche d'arriver à la valeur attendue. Cl a proposé de confronter l'élève en
diminuant la taille de l'échantillon et en choisissant une taille empêchant d'arriver à
la valeur attendue. Le choix de 3 comme taille de l'échantillon ne permet pas
d'obtenir 25 parties ombragées en appliquant un raisonnement proportionnel.
Rappelons l'extrait qui suit afin d'illustrer l'intervention faite par Cl :
I : Si je prends ton raisonnement, tu le ferais pour moins de fois.
C2 : Exactement!
Cl : C'est ça.
I : Mettons 2 fois 25.
C2 : C'est ça.
Cl : Oui.
[...]
C2 : J'exagérerais la situation.
Cl : 2 fois sur 25, c'est plus risqué que ça ne fonctionne pas [en parlant
de l'intervention], parce que tu peux avoir un de chaque. Mais si tu dis :
« fais-le 3 fois. ».
C2 : Oui.
Cl : Le 3 fois dans le meilleur des cas, la partie où est-ce que c 'est le plus
proche, tu vas avoir un pour deux. Fait que là, tu vas te retrouver avec
une disproportion. [Le sujet fait référence ici au fait qu'en tournant la roue
à 3 reprises, il devient impossible d'obtenir 50% de parties ombragées. Il
189
est possible d'obtenir par exemple 1 partie ombragée pour deux parties
non-ombragées ou vice versa, mais dans les deux cas, le pourcentage du
nombre de parties ombragées obtenues s'éloignera de la valeur
correspondant à la probabilité théorique soit 50%.]
L'intervention faite par Cl met aussi de l'avant ses connaissances didactiques
de la phase postactive. En effet, partant de l'intervention faite par C2, Cl en fait une
analyse et réalise que celle-ci ne permettrait pas nécessairement à l'élève de
reconnaître son erreur. Il propose alors une intervention améliorée en s'attardant au
nombre de fois que l'on fait tourner la roue.
L'intervention faite par D1 qui propose vme expérimentation semblable dans
un autre contexte, le lancer d'im dé, va dans le même sens que celle réalisée par Cl,
mais en étant encore plus provocante parce qu'elle empêche carrément l'atteinte de
l'un des événements.
D1 : J'essaie de lui expliquer que c'est pas bon puis là, tu me diras si je
suis dans le champ, mais je lui donnerais l'exemple du dé. Si je lance le
dé 5 fois, j'obtiendrai pas les 6 résultats possibles, si je parle d'un dé à 6
faces. Fait que j'ai beau multiplier par 10 ou par 1000, ça veut dire que
j'obtiendrais.... Il y a juste 5 résultats que j'aurais obtenus dans mon
expérimentation; ce qui est... Ben pas impossible, mais ce qui est peu
probable; c'est-à-dire qu'il y a au moins 1 fois chaque résultat sur 1000
lancers...!'sais, j'essaierais de prendre un exemple qui montre que
j'atteindrai jamais chacun des résultats alors que si je répète l'expérience
plusieurs fois, il y a peu de chance que j'arrive jamais sur un des
résultats.
Bien que toutes ces interventions soient valables, les interventions faites par
les sujets Cl et D1 révèlent, selon nous, une réflexion didactique plus importante
parce qu'elles mettent de l'avant de meilleures conditions pour cond&onter l'élève.
Le tableau 14 qui suit résume les connaissances didactiques des sujets à la
question IB.
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La question 4B demandait d'examiner cinq réponses d'élèves relatives au
nombre de billes rouges pigées pour six tirages. Deux sujets, FI et F2, n'ont pas
distingué la réponse qui présentait des valeurs toutes au-dessus de la valeur attendue
(réponse A) de celle qui présentait des valeurs toutes en-dessous (réponse D). Leur
analyse était faite uniquement en fonction des données extrêmes.
Les dix autres sujets ont fait ime analyse adéquate des réponses des élèves en
s'attardant aux fluctuations d'échantillonnage autour de la valeur attendue.
n  Al a rejeté celles qui présentent des valeurs toutes au-dessus (réponse
A) ou en-dessous (réponse D) de la valeur attendue. Il a rejeté
également celle qui ignore les fluctuations d'échantillonnage en étant
fortement basée sur la probabilité théorique (réponse C). Il a accepté
les réponses B et E qui présentent des nombres se situant au-dessus et
au-dessous de la valeur attendue.
n Neuf sujets (A2, Bl, B2, Cl, C2, Dl, D2, El, E2) ont fait une analyse
non seulement en fonction des fluctuations d'échantillonnage autour
de la valeur attendue, mais aussi en fonction des doimées extrêmes. Ils
ont tous accepté la réponse B qui présentent des nombres se situant au-
dessus et au-dessous de la valeur attendue, mais relativement près de
celle-ci.
Le tableau 15 qui suit résume les connaissances didactiques des sujets à la
question 4B.
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L'analyse que font Al, FI et F2 des réponses des élèves peut s'expliquer par
leurs résultats au volet disciplinaire. Al ne s'est pas arrêté aux données extrêmes
dans son analyse puisqu'il trouve plausible d'en retrouver dans ce type de situation.
Il avait d'ailleius proposé une liste de nombres arbitraires à la question 4A. FI et F2
sont catégorisés de la même façon, mais leur analyse diffère, car F2 accepte la
réponse d'un élève comportant des données extrêmes, mais pas Fl. Rappelons
qu'aux questions lA et 4A, F2 a proposé ime liste de nombres arbitraires qui se
voulait une illustration du hasard. Il est donc normal que F2 accepte les données
extrêmes présentes dans certaines réponses d'élèves puisqu'il dit que dans ime
expérimentation, tout peut arriver. F2 n'avait pas fait référence à la valeur attendue
dans ses réponses aux questions lA et 4A. Il fait donc de même pour l'analyse des
réponses des élèves. Fl quant à lui avait présenté une liste de nombres comportant de
petits écarts avec la valeur attendue aux questions 1A et 4A.
Aucun sujet n'a fait référence à la taille de l'échantillon pour justifier une plus
ou moins grande variabilité dans les résultats obtenus. Les sujets se sont limités à
analyser les réponses des élèves sans soulever la question de la taille de l'échantillon.
Ils ont soulevé différents points, les données extrêmes, la valeur attendue, comme
point de départ d'une éventuelle discussion, mais nous ne pouvons toutefois le
confirmer puisque les échanges entre les sujets à la question 4B n'ont pas été très
probants. Cela pourrait être expliqué par l'effet de redondance ressenti par les sujets
après avoir répondu aux questions 1A et 4A.
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Question 6B
La question 6B demandait d'intervenir dans le but d'amener les élèves à
répondre correctement à la question 6A. Huit sujets (Al, Bl, Cl, C2, Dl, D2, FI et
F2) ont proposé une intervention à la question 6B. Tous ces sujets, mis à part F2,
avaient répondu correctement à la question 6A.
n  F2 et son collègue FI ont proposé de réaliser l'expérimentation afin
que les élèves puissent prendre conscience par eux-mêmes du résultat.
n  Les sujets Al, Bl, Dl et D2 ont formulé vme explication, basée sur
leur propre raisonnement en réponse à la question 6A, relative aux
effets de la taille de l'échantillon sur la variabilité échantillonnale.
n  Cl a proposé une intervention qui va dans le même sens que celle faite
à la question IB. En modifiant la taille des échantillons. Cl souhaite
confronter l'élève afin qu'il puisse prendre conscience de l'influence
de celle-ci sur les fluctuations d'échantillonnage. C2 a acquiescé à la
proposition de son collègue.
Cinq sujets (A2, B2, El, E2 et F2) n'avaient pas répondu correctement à la
question 6A. De ce nombre, quatre (A2, B2, El et E2) n'ont pas proposé
d'intervention à la question 6B. Quant à F2 qui n'a pas su quoi répondre à la
question 6A, son intervention nous laisse croire que le moyen proposé, c'est-à-dire
réaliser l'expérimentation, lui permettrait de prendre conscience du résultat. Ce type
d'intervention est certainement préférable à ime explication qui ne serait pas claire ou
tout simplement incorrecte.
Le sujet El qui n'a pas proposé d'intervention a cependant décrit une réponse
d'élèves associée à un raisonnement additif en affirmant que ces derniers amaient
tendance à croire que plus la taille de l'échantillon est grande, plus il y a de
possibilités de piger une bille rouge et d'obtenir par le fait même plus de 60% de
billes rouges pigées pour une journée. En anticipant une réponse et un raisonnement
d'élèves, El met de l'avant ses connaissances didactiques de la phase préactive.
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Le tableau 16 qui suit résume les connaissances didactiques des sujets à la
question 6B.
Tableau 16 - Les connaissances didactiques des sujets à la question 6B

















Il est maintenant possible de présenter, à partir du tableau 17, l'ensemble des
connaissances didactiques relatives à la variabilité échantillonnale mises de l'avant
par les sujets aux questions IB, 4B et 6B (cf. tableaux 14,15 et 16).














































Classification des sujets pour les questions IB, 4B et 6B
Suite à ce qui précède, nous classifierons les sujets de notre étude pour leurs
connaissances didactiques de la variabilité échantillonnale selon quatre niveaux, le
niveau 4 représentant les sujets ayant, selon nous, les meilleures cormaissances
didactiques.
n  Le niveau 1 réunit les sujets qui ont manifesté des connaissances
didactiques insuffisantes puisqu'ils ont fait une analyse incorrecte du
raisormement de l'élève à la question IB et n'ont pu produire par le
fait même d'interventions. De plus, soit ils ont fait ime analyse
incorrecte des réponses des élèves à la question 4B, soit ils n'ont pu
produire d'interventions à la question 6B. Au premier niveau, nous
retrouvons E2, FI et F2.
n  Le niveau 2 réunit les sujets qui ont manifesté quelques cormaissances
didactiques, mais celles-ci sont limitées puisqu'ils n'ont pu produire
d'interventions à la question 6B ou ont fait une analyse incorrecte des
raisoimements d'élèves à la question IB. Au deuxième niveau, nous
retrouvons A2, B2 et C2.
n  Le niveau 3 réunit les sujets qui ont manifesté des cormaissances
didactiques adéquates pour chacune des questions. Au troisième
niveau, nous retrouvons Al, Bl, D2 et El.
n  Au quatrième niveau, nous retrouvons Cl et D1 qui, en plus d'avoir
manifesté des cormaissances didactiques adéquates pour chacune des
questions, se sont démarqués par une réflexion didactique plus
importante notamment en s'interrogeant sur les meilleures conditions
pour confronter l'élève dans son raisormement à la question IB.
Nous présentons dans le tableau suivant le résultat de notre classification.
Tableau 18 - Classification des sujets de l'étude pour leurs cormaissances
didactiques de la variabilité échantillormale
Niveaux de connaissances didactiques de la variabilité échantillonnale
Niveau 1 Niveau 2 Niveau 3 Niveau 4
Sujets E2,F1,F2 A2, B2, C2 A1,B1,D2,E1 C1,D1
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Nous allons maintenant examiner les connaissances didactiques des sujets à
l'égard de la seconde dimension du concept de variabilité identifiée, la variabilité des
dormées, à partir des réponses obtenues aux questions 2B, 3B et 5B.
5.2.2 La variabilité des données
Les questions 2B et 5B ont permis d'évaluer les connaissances didactiques des
sujets pour les deux tâches didactiques de la phase interactive qui ont été identifiées
(cf. tableau 1) : l'analyse de réponses et de raisormements d'élèves (question 2B) et la
simulation d'une intervention à la suite de réponses et de raisonnements d'élèves
(question 2B et 5B). La question 3B a permis d'évaluer les connaissances
didactiques des sujets pour une tâche didactique de la phase préactive qui a été
identifiée (cf. tableau 1) : l'analyse de problèmes.
Question 2B
À la question 2B, pour l'analyse des deux raisonnements d'élèves, nous
voulions observer si l'enseignant reconnaissait que les raisonnements utilisés sont
erronés. Les deux raisonnements référaient à la forme des distributions, le premier à
la hauteur des barres de la distribution de l'école B qui admet un « pattem » oscillant,
donc plus variable, et le second au fait que la distribution de l'école A est quasi
symétrique, donc moins variable.
n  Trois sujets (B2, FI et F2) ont accepté les raisormements erronés des deux
élèves et n'ont pu identifier l'erreur ou du moins recormaître que le
raisormement des élèves était erroné.
n  Deux sujets (D1 et D2) ont accepté le second raisormement et n'ont pu
identifier l'erreur ou du moins recormaître que le raisormement de l'élève
était erroné.
n  Sept sujets (Al, A2, Bl, Cl, C2, El, E2) ont refusé les deux
raisormements et ont identifié l'erreur.
Les sujets qui ont refusé le raisormement de l'un et/ou l'autre de ces élèves ont
été en mesure de proposer rme intervention. Nous avions fait l'hypothèse que les
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sujets interviendraient auprès des élèves en développant une conception statistique du
concept de variabilité, la variabilité par rapport au centre de la distribution, et en leur
expliquant qu'il faut juger la variabilité des distributions en observant la densité des
données qui se situent aux alentours de la moyenne ou encore en leur illustrant les
écarts à la moyenne dans chaque distribution. Or, les interventions de nos sujets en
réponse à la question 2B sont différentes.
n  Six sujets (A2, Cl, Dl, D2, El, et E2) ont donné des explications
opposant la variabilité des grandeurs et la variabilité des fréquences afin
d'illustrer que dans ce cas-ci, le problème se traite à l'horizontale et non à
la verticale. Soulignons que les sujets Dl et D2 ne sont intervenus que sur
le raisonnement qu'ils avaient jugé erroné.
n Un sujet, C2, a proposé de faire une table des valeurs afin que les élèves
ne soient pas influencés par la forme de la distribution.
n  Deux sujets. Al et Bl, ont proposé de confronter les élèves en utilisant un
exemple présentant peu de variabilité, mais avec de grands écarts dans la
hauteur des barres.
Le tableau qui suit résume les connaissances didactiques mises de l'avant par
les sujets à la question 2B.
Tableau 19 - Les connaissances didactiques des sujets à la question 2B
Phase interactive



















Pour trois sujets (B2, Dl et F2), leurs réponses à la question 2B reflètent leurs
propres conceptions. Par exemple, pour F2, il devient difficile de refuser le
raisonnement de l'élève, qui affirme que la distribution de l'école B illustre une plus
grande variabilité puisque la hauteur des barres de cette distribution admet un
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« pattem » oscillant, puisqu'il a tenu le même discours lors de la résolution de la
question 2A. Il en est de même pour B2 et D1 avec le raisonnement du second élève
qui dit que la distribution de l'école A est moins variable puisqu'elle est quasi
symétrique. B2 et D1 avait mis de l'avant ime conception de la variabilité dans le
sens déviant de la normale à la question 2A.
D2 qui avait mis de l'avant une conception erronée de la variabilité à la
question 2A, la variabilité comme mesure de la variété, n'a pas été en mesure de faire
une analyse adéquate des raisonnements des élèves à la question 2B. Il en est de
même pour FI qui avait mis de l'avant une conception limitée de la variabilité à la
question 2A, la variabilité en fonction des extrêmes.
Question 5B
La question 5B demandait aux sujets d'intervenir suite aux erreurs, et
raisonnements qui en découlent, que les élèves pourraient faire à la question 5A.
n  Neuf sujets (A2, B2, C2, Dl, D2, El, E2, FI et F2) n'ont pas proposé
d'interventions.
n Un sujet (Al) a proposé une intervention basée sur le calcul de l'écart
type de chaque distribution.
n  Deux sujets (B1 et Cl) ont proposé des explications en référence à la
concentration des données se situant autour de la moyenne.
Les connaissances didactiques des sujets à la question 5B sont résumées dans
le tableau suivant.
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A2, B2, C2, Dl,
D2,E1,E2,F1,F2
Al B1,C1 -
Tous les sujets qui n'ont pas proposé d'intervention n'avaient pas été en
mesure d'identifier à la fois la distribution ayant le plus petit écart type et celle ayant
le plus grand écart type à la question 5 A.
Cependant, un des sujets (Al) qui n'a pas obtenu la bonne réponse à la
question 5A a tout de même proposé d'avoir recourt au calcul de l'écart type pour
chaque distribution. Cette intervention basée sur un calcul ne met pas en lumière le
sens du concept de variabilité et n'est donc pas nécessairement signe de
connaissances didactiques approfondies comme le montre l'extrait suivant :
Al : Oui. Dans le fond, je vais être honnête là. À part de lui montrer par
calcul, je ne saurais pas comment lui montrer. C'est sûr qu'il y a
probablement d'autres façons, mais j'aurais trop peur de le montrer d'une
autre façon, après ça, dans une autre situation où est-ce que ça serait pas
fait de cette façon-là; qu 'ils essaient de le faire par raisonnement puis ils
se plantent. T'sais... Moi, dans cette optique-là, je suis... En tant que prof,
ben souvent, j'aime mieux leur montrer les méthodes « safe » comme on
dit en bon québécois.
Les deux sujets qui ont répondu correctement à la question 5A, B1 et Cl, ont
proposé une intervention adéquate.
Question 3B
La question 3B demandait de faire une évaluation de la solution proposée par
le manuel de la question 3A.
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n  Sept sujets (Bl, B2, C2, D2, E2, FI et F2) ne saisissaient pas la
solution proposée par le manuel dû à des connaissances incomplètes de
l'écart moyen.
n  Cinq sujets (Al, A2, Cl, D1 et El) ont compris la solution du manuel
c'est-à-dire que, pour l'écurie Dana, si on enlève la valeur d'im écart
moyen (20,93 km) à la moyerme qui est de 117,32 km, on se retrouve
sous la limite de 100 km ce qui n'est pas le cas pour l'écurie Toyo.
Deux sujets (Al et A2) y sont arrivés à travers les échanges en
entrevue.
Nous avions soulevé dans nos hypothèses de départ qu'il serait possible de
d'opter pour la voiture de l'écurie Dana comme la plus fiable puisque l'écart moyen
est plus petit. Ce raisonnement a été avancé par les sujets Bl, B2, C2, D2, E2, FI et
F2 sans tenir compte de la moyenne dans l'interprétation du résultat de l'écart moyen.
Nous constatons ainsi que le sens du concept d'écart moyen comme mesure de
variabilité n'est pas acquis chez ces sujets.
Deux aspects ont été identifiés pour juger des connaissances didactiques des
sujets relatives à la tâche didactique de la phase préactive qui est l'analyse de
problèmes (cf. tableau 1). Premièrement, un enseignant doit être en mesure de choisir
un problème en fonction d'intentions didactiques (les intentions sont à caractériser en
fonction des habiletés et raisonnements que l'enseignant veut faire acquérir ou
développer). Nous avions ainsi soulevé l'hypothèse qu'il serait possible qu'un
enseignant conteste le problème et la solution proposée par le manuel puisque le
calcul de l'écart moyen n'est pas nécessaire pour répondre à la question. Ce fut le cas
pour Cl.
Un deuxième aspect identifié est l'importance pour les enseignants de pouvoir
analyser un problème en fonction de la diversité des démarches possibles pour
résoudre le problème et de juger par le fait même du degré de difficulté du problème
compte tenu de ses intentions. L'extrait qui suit va en ce sens et révèle un
changement d'opinion chez le sujet Dl. Initialement, ce sujet trouvait le problème
intéressant puisqu'il n'avait pas envisagé le raisormement relatif au nombre de pannes
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sous la limite fixée. Lorsque confronté à ce raisonnement, D1 admet que le problème
mériterait d'être modifié.
I : Question 3, c 'est une question de manuel.
D1 : Oui. Je l'aime. Moi, je l'ai bien aimée. En tout cas, si je l'ai
comprise, je l'aime bien. J'aimerais bien la donner à des élèves, ça, en
IV.
[...]
I : Je vais te proposer une solution, ok, que moi, j'avais vue. Puis
j'aimerais ça t'entendre sur ça. Moi, j'aurais dit, au départ, que j'aurais
pris l'écurie Toyo parce que c 'est arrivé seulement 3 fois qu 'elle a été en
bas de 100 km.
[...]
D1 : Ben je suis bien embêté, parce que... En fait, je suis embêté, parce que
c'est MON problème si t'as pas répondu puis que t'as pas fait les calculs
que je voulais, parce que c'est vrai. Ce que tu dis est vrai... Ben en fait, je
pense que j'aurais pas donné cette question-là telle quelle.
[...]
1 : Qu 'est-ce que tu ferais à ce moment-là pour que ça ne se produise pas?
D1 : Ben je m'arrangerais pour au moins avoir le même... En fait, avoir
probablement une étendue qui serait similaire et le même... Là, c'est parce
que tu l'as nommé, mais le même nombre de données en bas de 100 qui
serait le même. Puis, à la limite, ça enlèverait rien au problème d'avoir
exactement les 3 mêmes données en bas de 100. T'sais...
D2 ; Oui, ça serait une bonne idée, ça.
D1 : T'sais on s'arrange... T'sais, je veux dire ça.... Ce qu'on veut, je
pense, c'est d'amener l'interprétation de l'écart moyen.
Les connaissances didactiques des sujets à la question 3B se retrouvent dans le
tableau suivant.
Tableau 21 - Les connaissances didactiques des sujets à la question 3B






Évaluation adéquate de la solution proposée
par le manuel
Évaluation adéquate de la
solution proposée par le manuel






Bl, B2, C2, D2,
E2,F1,F2
Al, A2 D1,E1 Cl
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Le tableau 22 qui suit reprend les résultats aux questions 2B, 3B et 5B
précédemment décrits (cf. tableaux 19, 20 et 21) concernant les connaissances
didactiques des sujets relatives à la variabilité des données.
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Tableau 22 - Les connaissances didactiques des sujets relatives à la variabilité des données
Phase préactive Phase interactive
























































Classification des sujets pour les questions 2B, 3B et SB
Il nous est maintenant possible de ciassifier les sujets de notre étude selon
leurs connaissances didactiques de la variabilité des dormées en quatre niveaux, le
niveau 4 représentant les sujets ayant, selon nous, les connaissances didactiques les
plus approfondies.
n  Le niveau 1 réunit les sujets qui ont manifesté des connaissances
didactiques insuffisantes puisqu'ils ont fait une analyse incorrecte des
raisonnements d'élèves à la question 2B, n'ont pu produire
d'interventions aux questions 2B et 5B et n'ont pas été en mesure
d'évaluer adéquatement la solution proposée par le manuel à la
question 3B. Au premier niveau, nous retrouvons B2, D2, FI et F2.
n  Le niveau 2 réunit les sujets qui ont manifesté quelques connaissances
didactiques, mais celles-ci limitées puisqu'ils n'ont pu produire
d'interventions à la question 5B. De plus, ils n'ont pas été en mesure
d'évaluer adéquatement la solution proposée par le manuel à la
question 3B ou ont fait une analyse incorrecte des raisonnements
d'élèves à la question 2B. Au deuxième niveau, nous retrouvons C2,
D1 et E2.
n  Le niveau 3 réunit les sujets qui ont surtout manifesté des
connaissances didactiques adéquates. Au troisième niveau, nous
retrouvons Al, A2, B1 et El.
n Au quatrième niveau, nous retrouvons Cl qui, en plus d'avoir
manifesté des cormaissances didactiques adéquates pour chacvme des
questions, s'est démarqué par une réflexion didactique plus importante
notamment en contestant la solution proposée par le manuel à la
question 3B.
Le tableau qui suit résume ce qui précède et classifie les sujets de notre étude
selon les quatre niveaux identifiés.
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Tableau 23 - Classification des sujets de l'étude pour leurs coiuiaissances
didactiques de la variabilité des données
Niveaux de connaissances didactiques de la variabilité des données
Niveau 1 Niveau 2 Niveau 3 Niveau 4
Sujets B2, D2, Fl, F2 C2,D1,E2 A1,A2,B1,E1 Cl
Classification des sujets selon leurs connaissances didactiques des deux
dimensions du concept de variabilité
Reprenons maintenant les résultats obtenus pour le volet didactique. Pour
chaque dimension du concept de variabilité, nous avons classifié les sujets selon
quatre niveaux (cf. tableaux 18 et 23). Le tableau qui suit reprend la classification
faite pour chaque dimension du concept de variabilité.
Tableau 24 - Classification des sujets de l'étude selon leurs connaissances
didactiques des deux dimensions du concept de variabilité
La variabilité échantillonnale
Niveau 1 Niveau 2 Niveau 3 Niveau 4
La v riabilité des donneés
Niveau 1 F1,F2 B2 D2
Niveau 2 E2 C2 D1
Niveau 3 A2 A1,B1,E1
Niveau 4 Cl
Les résultats montrent que pour la majorité des sujets (10/12), leur niveau de
coimaissances didactiques de la variabilité échantillormale est supérieur ou égal à
celui de la variabilité des données. Il en était de même pour les coimaissances
disciplinaires. Les sujets de notre étude semblent ainsi plus à l'aise avec cette
dimension de la variabilité.
Pour juger des connaissances didactiques des sujets de l'étude, nous avons
combiné les niveaux obtenus pour chaque dimension du concept.
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n  Seul Cl obtient une somme de 8. Cl s'est démarqué par une réflexion
didactique plus importante et ce, pour les deux dimensions du concept,
notamment en s'interrogeant sur les meilleures conditions pour
confronter l'élève à la question IB (la variabilité échantillonnale) et en
contestant le problème à la question 3B (la variabilité des données) dû
au fait que celui-ci ne permet pas nécessairement de répondre aux
intentions didactiques voulues.
n  Quatre sujets. Al, Bl, D1 et El, obtiennent une somme de 6. Trois
d'entre eux (Al, Bl et El) ont manifesté des connaissances
didactiques adéquates pour les deux dimensions du concept tandis que
l'autre (Dl) a manifesté des connaissances didactiques limitées pour la
variabilité des dormées, mais comme Cl, s'est démarqué par une
réflexion didactique plus importante pour la variabilité échantillormale
en s'interrogeant sur les meilleures conditions pour cortfronter l'élève
à la question IB.
n  Trois sujets, A2, C2 et D2 obtiennent une somme de 4 ou 5. L'im
d'eux (C2) a manifesté des connaissances didactiques limitées pour les
deux dimensions du concept tandis que les deux autres (A2 et D2) ont
manifesté des connaissances didactiques adéquates pour l'une des
dimensions du concept et limitées ou insuffisantes pour l'autre.
n  Deux sujets, B2 et E2, obtieiment une somme de 3. Ces sujets ont
manifesté des connaissances didactiques insuffisantes pour l'une des
dimensions et limitées pour l'autre.
n  Deux sujets, FI et F2, obtieiment une somme de 2. Ces sujets ont
manifesté des connaissances didactiques insuffisantes pour les deux
dimensions du concept.
5.3 Les connaissances didactiques versus les connaissances disciplinaires
Notre étude visait l'exploration des connaissances didactiques compte tenu
des connaissances disciplinaires. Nous soulevons dans cette section les liens qui sont
apparus entre ces deux types de connaissances en rappelant certains exemples plus
pertinents.
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Ici, nous avons pu établir deux constats :
1. les sujets qui ont été incapables de proposer d'interventions à une
question du volet didactique n'avaient pas répondu correctement à la
question associée du volet disciplinaire ;
2. dans plusieurs cas, les réponses des sujets aux questions du volet
didactique ont reflété leurs propres conceptions de la variabilité.
Premier constat
La plupart des sujets qui n'ont pas été en mesure de proposer d'interventions à
une question du volet didactique n'avaient pas répondu correetement à la question
associée du volet disciplinaire. C'est particulièrement aux questions 5B et 6B que
l'on observe cette réalité.
n  Tous les sujets qui n'ont pas proposé d'interventions à la question 5B
n'avaient pas été en mesure d'identifier à la fois la distribution ayant le
plus petit écart type et celle ayant le plus grand écart type à la question
5A.
n  Cinq sujets (A2, B2, El, E2 et F2) n'avaient pas répondu correctement
à la question 6A. De ce nombre, quatre (A2, B2, El et E2) n'ont pas
proposé d'interventions à la question 6B.
À chacune de ces questions, im sujet n'ayant pas obtenu la bonne réponse à la
question du volet disciplinaire a tout de même été en mesure de proposer une
intervention. L'intervention faite par F2 à la question 6B, soit de réaliser
l'expérimentation, et celle faite par Al à la question 5B, soit d'avoir recours au calcul
de l'écart type, nous laisse croire que le moyen proposé leur permettrait de prendre
conscience du résultat.
Deuxième constat
Il apparaît clairement dans les réponses aux questions didactiques que les
sujets ont basé leur analyse sur les conceptions qu'ils ont révélées dans leurs réponses
au volet disciplinaire. Par exemple, les sujets qui ont proposé une liste de nombres
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comportant de petits écarts avec la valeur attendue aux questions 1A et 4A ont refusé
les réponses des élèves qui comportaient des données extrêmes à la question 4B. En
contrepartie, les sujets qui ont proposé une liste de nombres arbitraires soit à la
question lA et/ou à la question 4A ont accepté les réponses des élèves qui
comportaient des données extrêmes à la question 4B. C'est le cas pour Al et pour F2
qui trouvent plausible d'en retrouver dans ce type de situation. Aussi, F2 n'avait pas
fait référence à la valeur attendue dans ses réponses aux questions 1A et 4A. Il a fait
de même pour l'analyse des réponses des élèves à la question 4B.
Autre exemple, les réponses de certains sujets à la question 2B. Des sept
sujets qui ont manifesté ime conception soit erronée ou limitée de la variabilité à la
question 2A, cinq n'ont pas été en mesure de faire une analyse adéquate des
raisonnements des élèves à la question 2B.
n  Pour F2, il devient difficile de refuser le raisonnement de l'élève, qui
affirme que la distribution de l'école B illustre une plus grande
variabilité puisque la hauteur des barres de cette distribution admet im
« pattem » oscillant, puisqu'il a tenu le même discours lors de la
résolution de la question 2A.
n  Pour B2 et Dl, il devient difficile de refuser le raisonnement du
second élève qui dit que la distribution de l'école A est moins variable
puisqu'elle est quasi symétrique, puisqu'ils ont mis de l'avant une
conception de la variabilité dans le sens déviant de la normale à la
question 2A.
n  D2 qui avait mis de l'avant une conception erronée de la variabilité à
la question 2A, la variabilité comme mesure de la variété, n'a pas été
en mesure de faire une analyse adéquate des raisonnements des élèves
à la question 2B.
n  FI qui avait mis de l'avant une conception limitée de la variabilité à la
question 2A, la variabilité en fonction des extrêmes, n'a pas été en
mesure de faire une analyse adéquate des raisonnements des élèves à
la question 2B.




Rappelons que pour chaque volet, diseiplinaire et didactique, nous avons jugé
les connaissances des sujets en leur attribuant un total (de 2 à 8) qui combinait leurs
niveaux obtenus aux deux dimensions du concept de variabilité. Dans le but
d'examiner globalement les liens entre ces deux types de connaissances, nous avons
construit xm tableau présentant les sujets selon leur niveau de connaissances
disciplinaires et leur niveau de connaissances didactiques.
Tableau 25 - Classification des sujets de l'étude selon leurs connaissances
didactiques et disciplinaires de la variabilité











Nous pouvons observer que pour la majorité des sujets, leur niveau de
connaissances didactiques est voisin de leur niveau de connaissances disciplinaires.
Deux cas font exception, A2 qui a un niveau de connaissances didactiques plus élevé
que son niveau de connaissances disciplinaires et FI qui, au contraire, a un niveau de
connaissances didactiques inférieur à son niveau de connaissances disciplinaires.
Dans le cas de A2, dont le niveau de connaissances didactiques (5) surpasse
de 2 son niveau de connaissances disciplinaires (3), on constate que sa faiblesse
disciplinaire est surtout due à un certain conformisme aux probabilités théoriques,
proposant des listes basées uniquement sur la valeur attendue aux questions 1A et 4A.
Cependant, dans ses interventions, il prévoyait la variabilité et était manifestement
conscient que ses listes ne donneraient pas un portrait juste de la réalité.
Le cas de FI est différent. Le niveau 5 de connaissances disciplinaires obtenu
n'a pas conduit à un niveau aussi élevé de connaissances didactiques. Ce sujet qui
enseigne depuis 30 ans a une formation universitaire qui consiste en un baccalauréat
en mathématiques suivi d'un certificat en pédagogie telle qu'offerte à l'époque. On
peut supposer que son niveau de connaissances disciplinaires s'explique par sa
formation en mathématiques, mais que la formation en pédagogie ne l'a
probablement pas préparé pour ce type de tâches didactiques.
Bien que cela n'ait pas été le but de notre étude, on ne peut que constater que
les deux sujets ayant obtenu le plus faible niveau de connaissances didactiques, FI et
F2, ont une formation différente qui se distingue de celle des autres sujets par
l'absence de formation spécifique en didactique des mathématiques. Rappelons que
la formation de FI consiste en un baccalauréat en mathématiques suivi d'un certificat
en pédagogie tandis que F2 a réalisé un baccalauréat en enfance inadaptée avec une
spécialisation en logico-mathématique, un certificat en informatique appliquée à
l'enseignement et im certificat en intervention psycho-sociale. On constate aussi que,
contrairement à Fl, F2 n'a pas de formation disciplinaire en mathématiques ce qui
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explique selon nous pourquoi il s'agit du sujet ayant manifesté à la fois le plus faible
niveau de connaissances disciplinaires et didactiques.
Pour ce qui est des cycles d'enseignement, le seul sujet à n'avoir enseigné
qu'au 1®"^ cycle au cours des cinq dernières années est E2. Son classement (3, 3) peut
alors s'expliquer par le fait que ce dernier ne touche pas ce concept explicitement
dans son enseignement. Ce n'est pas le cas de FI et F2 qui enseignent tous les deux
au 2® cycle.
En résumé, les connaissances didactiques relatives au concept de variabilité
sont tributaires des connaissances disciplinaires associées au même concept. Si l'on
peut penser que les connaissances disciplinaires sont nécessaires, elles ne sont
toutefois pas suffisantes pour le développement des connaissances didactiques,
comme en témoigne le cas de Fl.
CHAPITRE 6
Conclusion
Pour conclure cette étude, nous faisons en premier lieu un rappel de la
problématique, de la question et des objectifs de recherche ainsi que de
l'expérimentation réalisée. En deuxième lieu, nous rendons compte des principaux
résultats obtenus. En troisième lieu, nous soulignons les apports de la recherche pour
l'enseignement en déerivant les impacts envisagés pour la formation des enseignants.
Enfin, nous terminons en soulignant les limites de la recherche afin de mieux cerner
les perspectives de recherche qui pourraient en découler.
6.1 La problématique
Compte tenu de l'importance de la statistique dans notre société, il apparaît
souhaitable de réfléchir à la formation des jeunes quant à ce champ d'étude. Au
Québec, l'enseignement de la statistique est inclus dans le curriculiun de
mathématiques. Or, le raisonnement statistique comporte des spécificités qui le
distinguent des raisonnements habituellement associés aux mathématiques scolaires.
La statistique étudie, entre autres, des phénomènes comportant des données variables.
Le degré d'incertitude présent en statistique contraste avec les conclusions
déterministes auxquelles les mathématiques scolaires nous ont trop souvent habitués.
Par conséquent, le concept de variabilité est un concept clé pour le développement de
la pensée statistique. Il y a donc lieu de s'interroger sur la qualité de l'enseignement
de ce concept d'autant plus qu'il y a peu de place accordée à l'enseignement de la
statistique dans la formation des futurs enseignants de mathématiques au secondaire
et que le concept même de variabilité est peu explicité dans les programmes scolaires.
Afin de fonder ime étude en lien avec le concept de variabilité et son
enseignement, nous avons analysé le concept de variabilité du point de vue des
situations qui lui dorment sens, de ses diverses représentations et façons de la mesurer
ainsi que du point de vue des conceptions et difficultés des élèves répertoriées dans la
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recherche. Après la première analyse du concept de variabilité en statistique, nous
nous sommes concentrés sur deux dimensions du concept qui sont présentes dans le
curriculum du secondaire au Québec :
n  la variabilité échantillonnale associée aux fluctuations d'échantillormage;
n  la variabilité des doimées associée à la dispersion des dormées
statistiques.
Avec la deuxième analyse, nous avons recensé les études relatives à son
apprentissage. Celles-ci ont principalement été menées chez des élèves et des
étudiants universitaires. Une seule recherche a été réalisée auprès d'enseignants.
Elle visait leurs cormaissances disciplinaires de la variabilité statistique. Leurs
connaissances didactiques n'ont cependant pas été explorées. Cherchant à
comprendre comment les enseignants prennent en compte le concept de variabilité
pour leur enseignement, nous avons voulu explorer les connaissances didactiques des
enseignants de mathématiques du secondaire en ce qui a trait au concept de variabilité
en statistique compte tenu de leurs connaissances disciplinaires de ce concept.
Nos analyses nous ont mené à préciser notre question de recherche et à
entreprendre une recherche exploratoire de nature qualitative auprès d'enseignants de
mathématiques du secondaire afin de :
n  explorer quelles sont les connaissances disciplinaires des enseignants sur
le concept de variabilité;
n  explorer quelles sont les connaissances didactiques des enseignants en




En vue de répondre à nos questions de recherche, nous avons construit un
questionnaire autour des deux dimensions du concept de variabilité identifiées. Ce
questionnaire avait deux volets, le premier cherchait à déterminer les connaissances
disciplinaires des enseignants et le deuxième visait leurs connaissances didactiques.
Douze enseignants du secondaire ont pris part à cette recherche.
L'expérimentation s'est déroulée en deux temps. D'abord, les enseignants devaient
répondre au premier volet du questionnaire mettant de l'avant des situations de
résolution de problèmes statistiques dans lesquels le concept de variabilité intervient.
Cette étape était suivie d'une entrevue où les enseignants étaient regroupés en dyade.
La première partie de l'entrevue portait sur leurs réponses à ce premier volet du
questionnaire. Cette phase de l'expérimentation a permis de porter im regard sur les
connaissances disciplinaires du concept de variabilité des enseignants. Par la suite,
les enseignants devaient répondre au deuxième volet du questiormaire : ce volet
consistait en des tâches didactiques reliées à la pratique enseignante (l'analyse de
problèmes, l'analyse de réponses et de raisonnements d'élèves, l'intervention,
l'analyse d'interventions). Ces tâches concernaient les situations statistiques du
premier volet du questionnaire et étaient proposées afin d'explorer, cette fois, les
connaissances didactiques des enseignants à propos du concept de variabilité.
6.3 Principaux résultats
6.3.1 Volet disciplinaire
Pour le volet disciplinaire, les enseignants ont démontré de meilleures
connaissances de la variabilité échantillonnale que de la variabilité des données. Pour
cette dimension, celle de la variabilité échantillormale, les résultats ont montré que la
quasi-totalité des sujets questionnés ont tenu compte de la variabilité échantillonnale
et qu'une majorité a considéré l'influence de la taille de l'échantillon sur celle-ci.
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Pour l'autre dimension, la variabilité des données, nous avons remarqué que la
majorité des enseignants n'avait pas une approche qui associait à la fois le centre de
la distribution et les déviations par rapport à celui-ci pour juger de la dispersion des
données. Nous avons observé chez les enseignants des difficultés associées à
l'interprétation de l'écart moyen et de l'écart type, tout comme l'avaient fait Silva et
Coutinho (2006) ainsi que Makar et Confrey (2005). Nous avons aussi noté
l'influence de la symétrie d'une distribution chez certains. Cette difficulté avait été
relevée par Meletiou-Mavrotheris et Lee (2005) ainsi que delMas et Liu (2005).
La recherche a permis de corroborer six conceptions déjà recensées et, en
plus, de constater que celles observées chez les élèves et chez les étudiants
universitaires se retrouvent également chez les enseignants du secondaire.
n  la variabilité comme variation de la hauteur des barres (Cooper et
Shore, 2008; Meletiou-Mavrotheris et Lee, 2005) ;
-  Les variations de la hauteur des barres dans un diagramme à
bandes ou dans un histogramme s'avèrent être un indicateur de
la variabilité de la distribution ; plus la hauteur des barres varie,
plus la variabilité est grande. Cette conception de la variabilité
est erronée.
n  la variabilité comme déviant de la normale (Dabos, 2011) ;
-  La variabilité d'une distribution, présentée graphiquement à
partir d'un diagramme à bandes ou d'un histogramme, est
déterminée par sa ressemblance ou non ressemblance à la
courbe de Gauss, la Normale : à la forme normale est associée
ime faible variabilité. Cette conception de la variabilité est
erronée.
n  la variabilité comme mesure de la variété (nombre de
barres) (Meletiou-Mavrotheris et Lee, 2005) ;
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-  Le nombre de barres compris dans un diagramme à bandes ou
dans un histogramme est indicateur de la variabilité de la
distribution : à un grand nombre de barres est associée une
grande variabilité. Il s'agit d'une conception de la variabilité
que l'on retrouve dans le langage quotidien où l'on associe une
grande variété, découlant du grand nombre de barres, à ime
grande variabilité. Celle-ci n'est pas une conception statistique
du concept.
la variabilité en fonction des extrêmes (Dabos, 2011; Meletiou-
Mavrotheris et Lee, 2005) ;
-  La variabilité est évaluée en fonction de l'écart entre la valeur
maximale et la valeur minimale de la distribution exprimé à
travers le calcul de l'étendue. Il s'agit d'une conception
limitée, notamment parce que le calcul de cette mesure de
dispersion est basé uniquement sur deux valeurs de la
distribution.
la variabilité en fonction de la concentration des données (delMas et
Liu, 2005);
-  La variabilité est évaluée au regard de la densité des doimées
de la distribution, sans la relier à son centre. Cette conception
de la variabilité est juste.
la variabilité en fonction de la concentration des données autour du
centre de la distribution (Dabos, 2011 ; delMas et Liu, 2005).
-  La variabilité est évaluée en examinant la concentration des
dormées se situant autour du centre de la distribution. Cette
conception de la variabilité est juste.
217
Des résultats originaux sont également ressortis. En effet, nous avons pu
observer deux conceptions non précédemment répertoriées. Pour la dimension
variabilité échantillonnale, nous avons décelé une conception inadéquate qui présente
ime confusion entre taille de l'échantillon et nombre de répétitions de l'expérience
aléatoire. Plus précisément, lorsque l'on anticipe la composition de n échantillons
aléatoires de taille m, le jugement se base sur n, le nombre de répétitions de
l'expérience, sans considération de m, la taille de l'échantillon. Il est fort possible
que cette conception soit liée à une formulation ambiguë qui se retrouve dans des
manuels scolaires. Rappelons que cette formulation décrit l'influence de la taille de
l'échantillon en termes de répétition de l'expérimentation, ce qui peut porter à
confusion et être source de conflit.
Pour la seconde dimension, la variabilité des données, la conception recensée
consiste à déterminer la grandeur de la variabilité à partir de la concentration des
données dans la classe moyenne. Cette conception est apparue au moment
d'interpréter la variabilité de données présentées graphiquement à partir d'un
histogramme. Il s'agit d'une conception limitée de la variabilité, puisqu'elle ne tient
compte que des données incluses dans la classe moyenne, sans tenir compte de la
valeur des écarts à la moyenne des données situées hors de la classe moyenne.
6.3.2 Volet didactique
Pour le volet didactique, nous avions identifié les tâches suivantes :
1. L'analyse de problèmes
Cette tâche didactique était particulièrement visée lorsqu'il était
demandé d'évaluer la solution proposée par le manuel à un problème
statistique. La résolution privilégiée par le manuel à ce problème est le calcul
de l'écart moyen. Un seul enseignant a contesté la pertinence de ce problème
pour l'enseignement de l'écart moyen puisque le calcul de cette mesure n'est
pas nécessaire pour répondre à la question. D'autres se sont conformés à la
solution proposée par le manuel alors que la majorité ne comprenait pas la
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solution par manque de connaissances disciplinaires de l'écart moyen, ce qui
leur rendait difficile l'analyse du problème.
2. L'analyse de réponses et de raisonnements d'élèves
La majorité des enseignants étudiés ont mis de l'avant de bonnes
connaissances touchant l'analyse de réponses et de raisonnements d'élèves.
Ces réponses et raisonnements reprenaient, entre autres, une conception
inadéquate, la variabilité comme variation de la hauteur des barres, et
soulevaient certaines difficultés associées à l'apprentissage du concept de
variabilité soit l'influence de la symétrie d'une distribution (la variabilité des
données) et la non-considération de l'influence de la taille de l'échantillon
lorsque l'on transfert par raisonnement proportionnel les résultats obtenus
pour un petit échantillon à ceux d'irn grand échantillon (la variabilité
échantillonnale). Nous observons toutefois que les connaissances didactiques
des enseignants sont dépendantes de leurs propres connaissances
disciplinaires.
3. L'intervention
La recherche a permis d'identifier trois types d'interventions pour les
deux dimensions de la variabilité abordées ; elles sont basées soit sur
l'explication, l'expérimentation ou la confrontation.
Certaines des interventions se sont révélées plus intéressantes et
démontraient, selon nous, une réflexion didactique plus importante parce
qu'elles mettent de l'avant de meilleures conditions pour confronter l'élève.
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Par exemple :
-  Devant un élève qui, trouvant l'expérimentation trop longue^^,
décide de tourner la roue à seulement cinq reprises et de multiplier
le résultat obtenu par dix,
o  l'enseignant propose de faire un nombre de répétitions
empêchant d'arriver à la valeur attendue ;
o  l'enseignant suggère de situer l'expérimentation dans
un autre contexte empêchant ainsi l'atteinte de l'un des
événements lorsque l'on transfère par raisonnement
proportionnel les résultats obtenus pour un petit
échantillon à ceux d'un grand échantillon.
-  Face à un élève qui détermine la variabilité des données en se
basant sur la variation de la hauteur des barres comprises dans un
diagramme à bandes ou dans un histogramme, l'enseignant
intervient en lui proposant un contre-exemple où de grands écarts
dans la hauteur des barres correspondent à ime faible variabilité.
Par ailleurs, nous avons constaté que la plupart des sujets qui n'ont pas
été en mesure de proposer d'interventions à une question du volet didactique
n'avaient pas répondu correctement à la question associée du volet
disciplinaire.
4. L'analyse d'interventions
Les entrevues ont été conduites en dyade, car nous pensions que les
échanges entre les sujets susciteraient à l'occasion des différences de positions
et, par le fait même, une réflexion sur les interventions proposées.
Malheureusement, ce ne fut pas souvent le cas. Dans le volet didactique, cela
23 L'expérimentation consistait à faire tourner une roue à cinquante reprises. La roue était partagée en
deux parties égales, une claire et une ombragée.
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s'est produit à une seule occasion lorsque le sujet Cl en réaction à une
intervention de son collègue en fait une analyse et conclut que l'intervention
proposée par son collègue n'atteindrait pas nécessairement son but et ne
permettrait pas à l'élève de reconnaître son erreur. Il a donc proposé une
amélioration à cette intervention.
Cependant, ceci s'est produit plus souvent dans le volet disciplinaire où
les échanges ont mis en évidence des divergences d'opinion qui n'ont
toutefois pas nécessairement mené à des changements de position.
6.4 Connaissances didactiques versus connaissances disciplinaires
Pour la majorité des enseignants rencontrés, le niveau de connaissances
didactiques est voisin du niveau de connaissances disciplinaires. Dans seulement
deux cas, on trouve une différence plus grande entre les niveaux des deux types de
connaissances. Nous ne pouvons qu'émettre des hypothèses pour l'expliquer. Dans
un cas, celui du sujet A2, le niveau plus faible de connaissances disciplinaires est dû à
ses réponses plus axées sur les probabilités théoriques (sans tenir compte de la
variabilité échantillonnale) et dans l'autre cas, celui du sujet Fl, le niveau de
connaissances didactiques plus faible pourrait découler d'une formation axée
davantage sur le disciplinaire.
Cette étude montre certainement l'influence des connaissances disciplinaires
des enseignants sur leurs connaissances didactiques. On peut penser que les
connaissances didactiques des enseignants sont tributaires de leurs connaissances
disciplinaires. Toutefois, de bonnes connaissances disciplinaires (de bon niveau)
n'assurent pas forcément de bonnes connaissances didactiques comme on l'observe
chez le sujet Fl.
6.5 La formation des enseignants
La connaissance des conceptions relatives à un concept particulier permet aux
enseignants de mieux planifier leur enseignement. Les conceptions recensées dans
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cette recherche pourront donc servir à la formation des enseignants pour les préparer
à prévoir les réponses de leurs élèves et à planifier leur enseignement de la variabilité.
Non seulement faut-il connaître les conceptions liées au concept de variabilité, il est
aussi nécessaire de pouvoir intervenir afin de contrer celles qui sont erronées ou
inadéquates. Les interventions mises de l'avant dans nos résultats constituent ime
amorce de pistes d'interventions qui pourraient être exploitées en classe et servir par
le fait même à la formation de futurs enseignants.
Nous avons aussi constaté que certaines formulations sont ambiguës et
peuvent favoriser l'apparition de conceptions inadéquates. Nous avons observé chez
deux sujets une conception où il y avait confusion entre la taille de l'échantillon et le
nombre de répétitions de l'expérience. Or, nous avons retrouvé dans des manuels
scolaires des formulations de la définition de la probabilité fréquentielle qui
pourraient soutenir cette conception. Il serait donc important que l'enseignement de
la statistique soulève la question de la taille de l'échantillon et souligne la distinction
entre la taille de l'échantillon et le nombre de répétitions de l'expérience.
Une meilleure connaissance des conceptions liées à la variabilité offre des
outils qui permettront une meilleure analyse des problèmes. Cette recherche a permis
de montrer l'influence de certaines variables didactiques sur les réponses obtenues.
Chez certains enseignants, les représentations graphiques ont créé des obstacles en
favorisant l'apparition de conceptions erronées qui ne seraient pas apparues
autrement. Le fait de proposer im problème avec des données représentées
graphiquement a fait ressortir des conceptions comme la variabilité comme déviant
de la normale ou encore la variabilité comme variation de la hauteur des barres.
Encore une fois, la connaissance plus ample des conceptions liées au concept
de variabilité pourrait permettre aux enseignants d'améliorer l'analyse des problèmes
à proposer aux élèves. En effet, certains problèmes sont plus intéressants que
d'autres pour l'enseignement du concept de variabilité. Par exemple, la question 5A
permet une confrontation de conceptions, car certaines sont efficaces dans un cas.
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c'est-à-dire pour trouver la distribution ayant le plus grand ou le plus petit écart type,
et non dans l'autre. Un problème de ce genre pourrait amener l'élève soit à se
remettre en question, soit à modifier sa justification ou à la compléter. En opposition,
d'autres problèmes passent à côté de leur objectif. C'est le cas de la question 3A. Le
deux tiers de nos répondants n'a pas touché au concept de variabilité pour répondre
correctement à la question. Pourtant, cette question est tirée d'un chapitre de manuel
sur les mesures de dispersion.
Ajoutons que rares sont les études qui ont permis d'évaluer les connaissances
didactiques des enseignants. Il a donc été nécessaire de concevoir une méthodologie
ad hoc. Dans le but d'explorer les connaissances didactiques des enseignants, nous
avons créé des situations touchant différentes tâches didactiques. Ces questions ainsi
que leur forme constituent en soi un apport inédit de notre recherche. Ce type de
questions ouvre la porte au développement de la recherche sur les connaissances
didactiques des enseignants et pourra certainement servir à la formation des
enseignants.
6.6 Limites de la recherche et perspectives
Tout en réaffirmant le caractère exploratoire de cette étude, nous ne pouvons
conclure sans parler de ses limites. Dans un premier temps, cette recherche est
limitée à l'étendue des cas examinés, d'abord, au douze enseignants de
mathématiques du secondaire et ensuite, aux six situations mises de l'avant dans
notre expérimentation. Cette étude s'est aussi restreinte à seulement certains aspects
du concept de variabilité. Nous avons choisi six situations qui ne peuvent à elles
seules couvrir toute la richesse de ce concept à la base de la pensée statistique.
Une exploration d'une plus grande envergure serait souhaitable. Nous avons
constaté les influences des représentations et des formulations, il reste certainement
beaucoup de travail pour étudier l'impact de différentes variables didactiques sur
l'apprentissage de la variabilité.
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Dans un deuxième temps, une expérimentation différente contribuerait à
approfondir les résultats obtenus. Par exemple, l'observation en classe pourrait
permettre d'aller au-delà de l'exercice de simulation proposé pour le volet didactique
dans cette recherche. N'oublions pas aussi l'effet des dyades qui ont certes permis
d'enrichir les résultats obtenus, mais qui ont eu en contrepartie ime probable
influence sur ceux-ci.
Enfin, signalons que la position d'interviewer dans le cadre de cette recherche
n'a pas toujours été aisée à tenir. Il aurait sans doute été possible de mieux exploiter,
en cours d'entrevue, les réponses des enseignants pour enrichir les résultats obtenus.
Quant au traitement des résultats, il nous paraît évident que les niveaux
attribués servant à synthétiser notre analyse n'ont qu'une valeur indicative. Nous
avons toutefois la conviction que le détail des réponses obtenues lors des entrevues
corrobore la classification effectuée. Compte tenu du nombre restreint d'enseignants
ayant participé à notre recherche, nous ne pouvons évidemment pas prétendre à la
généralisation des résultats, ceux-ci dépendent également des situations présentées.
Soulignons que les enseignants qui ont accepté de participer à la recherche,
bien qu'informés du sujet de l'entrevue et du sens accordé au mot variabilité,
n'avaient pas de préparation particulière relative au concept de variabilité. Leurs
interventions étaient donc tout à fait spontanées et le temps limité ne laissait sans
doute pas beaucoup de place à la réflexion.
Poiu: conclure, nous croyons que cette recherche sensibilise à l'importance
d'intégrer explicitement le concept de variabilité dans les programmes et dans la
formation des maîtres puisqu'il s'agit d'un concept crucial en statistique. Rappelons
que dans les programmes actuels, il n'en est fait mention que dans la section sur les
probabilités. Par le fait même, elle amène aussi à réfléchir à la place modeste
occupée par la formation à la statistique et à l'enseignement de cette discipline dans
les cursus universitaires de formation à l'enseignement.
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ANNEXEE
LETTRE D'INFORMATION ET FORMULAIRE DE CONSENTEMENT
Invitation à participer et formulaire de consentement pour le projet de recherche
Le concept de variabilité chez les enseignants
de mathématiques au secondaire
Sylvain Vermette, professeur au département des sciences de l'éducation
à l'UQTR
Ce projet est réalisé dans le cadre d'un doctorat en éducation à l'Université de
Sherbrooke. La direction de ma thèse est assurée par Mme Claudine Mary,
professeure à la faculté d'éducation de l'Université de Sherbrooke (tél. : 819-821-
8000 poste 61235, courriel : claudine.mary@usherbrooke.ca).
Madame,
Monsieur,
Nous vous invitons à participer à la recherche en titre. Le but de cette étude est
d'explorer comment le concept de variabilité est pris en considération dans
l'enseignement. Le concept de variabilité réfère à la dispersion des données d'une
distribution et aux fluctuations d'échantillonnage. Il est possible de quantifier la
variabilité d'une distribution à l'aide des mesures de dispersion (l'étendue, l'étendue
interquartile, l'écart type, etc.). Il est aussi possible d'interpréter qualitativement la
variabilité d'une distribution sans se référer nécessairement à une mesure de
dispersion.
En quoi consiste la participation au projet?
Votre participation à ce projet de recherche consiste à une entrevue qui se déroulera
en dyade, c'est-à-dire en compagnie de l'un de vos collègues et ce, dans le but de
favoriser les échanges. L'entrevue sera réalisée sur votre lieu de travail lors des
joumées pédagogiques de la fin d'année scolaire soit en juin 2012. L'entrevue
consiste à vous placer dans différentes situations didactiques en lien avec le concept
de variabilité afin de susciter les échanges sur celles-ci. Les entrevues seront
enregistrées sur bande audio et les verbatims seront retranscrits afin de faciliter
l'analyse des données recueillies. Le seul inconvénient lié à votre participation est le
temps consacré à la recherche, soit environ une heure.
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Qu'est-ce que le chercheur fera avec les données recueillies?
Pour éviter votre identification comme personne participante à cette recherche, les
données recueillies par cette étude seront traitées de manière entièrement
confîdentielle. La confidentialité sera assurée par le fait que nous utiliserons des
codes numériques pour protéger l'identité de chaque participant et que les
enregistrements audio ne seront pas diffusés. Les résultats de la recherche ne
permettront pas d'identifier les personnes participantes. Les résultats seront diffusés
dans notre thèse et feront probablement l'objet d'articles et de communications. Les
données recueillies seront conservées sous clé dans un classeur sur mon lieu de travail
et les seules personnes qui y auront accès sont moi-même et mon assistante de
recherche qui m'aidera pour la transcription des verbatims. Il est possible que les
données soient utilisées par des étudiantes et étudiants de maîtrise ou de doctorat, qui
réaliseraient une recherche sur une thématique étroitement reliée au projet original,
mais ce n'est pas envisagé pour le moment. Les données seront détruites au plus tard
en 2017 et ne seront pas utilisées à d'autres fins que celles décrites dans le présent
document.
Puisque les entrevues seront réalisées en dyade, vous et l'autre participant à la
discussion connaîtrez l'identité des personnes participantes ainsi que les
renseignements et opinions partagés lors de la discussion. Nous comptons sur votre
collaboration afin de préserver la confidentialité de ces informations.
Est-il obligatoire de participer?
Non. La participation à cette étude se fait sur une base volontaire. Vous êtes
entièrement libre de participer ou non, et de vous retirer en tout temps sans avoir à
motiver votre décision ni à subir de préjudice de quelque nature que ce soit.
Y a-t-il des risques, inconvénients ou bénéfices?
Au-delà des risques et inconvénients mentionnés jusqu'ici (risque d'identification,
inconvénient de temps), le chercheur considère que les risques possibles sont
minimaux. La contribution à l'avancement des connaissances au sujet de
l'enseignement du concept de variabilité sont les bénéfices prévus. Aucune
compensation d'ordre monétaire n'est accordée.
Que faire si j'ai des questions concernant le projet?
Si vous avez des questions concernant ce projet de recherche, n'hésitez pas à
communiquer avec moi aux coordonnées indiquées ci-dessous
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Signé le : 8 mai 2012
Sylvain Vermette, professeur au département des sciences de l'éducation à l'UQTR
Chercheur responsable du projet de recherche
Sylvain. vermette@uqtr.ca
Téléphone : 1-800-365-0922, poste 3843
J'ai lu et compris le document d'information au sujet du projet «Le concept de
variabilité chez les enseignants de mathématiques du secondaire ». J'ai compris les
conditions, les risques et les bienfaits de ma participation. J'ai obtenu des réponses
aux questions que je me posais au sujet de ce projet. J'accepte librement de
participer à ce projet de recherche. Aussi, puisque les entrevues seront réalisées en
dyade, je m'engage à respecter la confidentialité de l'autre participant et des
renseignements partagés lors de l'entrevue.
Nom de la participante ou du participant
Signature
Date
S.V.P., signez les deux copies.
Conservez une copie et remettez l'antre au chercheur.
Ce projet a été revu et approuvé par le comité d'éthique de la recherche Éducation et
sciences sociales, de l'Université de Sherbrooke. Cette démarche vise à assurer la
protection des participantes et participants. Si vous avez des questions sur les aspects
éthiques de ce projet (consentement à participer, confidentialité, etc.), n'hésitez pas à
communiquer avec M. Serge Striganuk, président de ce comité, par l'intermédiaire de
son secrétariat au numéro suivant : 819-821-8000 (ou sans frais 1-800-267-8337)






Depuis combien d'années enseignez-vous les mathématiques au niveau secondaire ?
Programme(s) enseigné(s) au cours des cinq dernières années :.
Quelle était votre tâche d'enseignement pour l'année scolaire 2011-2012?
Quelle est votre formation universitaire et l'université où vous l'avez réalisée ?
Utilisez-vous un ou plusieurs manuels scolaires pour votre enseignement ? Si oui, lesquels et
pourquoi ?
Utilisez-vous d'autres ressources pour votre enseignement? Si oui, lesquelles et pourquoi?
ANNEXED
QUESTIONNAIRE A : LE VOLET DISCIPLINAIRE
L'entrevue se déroulera en deux parties. Dans la première partie, nous vous invitions à
répondre individuellement aux questions suivantes. L'objectif de cette partie est de vous
permettre de vous familiariser avec les questions à partir desquelles nous discuterons dans la
deuxième partie.
Question 1
Un enseignant fournit une roue identique à celle ci-dessous à chacun de ses élèves
leur demandant de faire 5 séries de 50 tours et de comptabiliser, pour chacime des
séries, le nombre de fois où l'aiguille s'arrête dans la partie ombragée.
Vous avez préalablement réalisé l'expérimentation. Écrivez une liste de nombres qui
décrit le nombre de parties ombragées que vous avez obtenues ?
Pourquoi avoir choisi ces nombres ?
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Question 2
Les graphiques ci-dessous décrivent la grandeur, en centimètres, des élèves de
secondaire 1 et ce, pour deux écoles différentes. Chaque école comprend le même
nombre d'élèves soit 93.
Quel graphique illustre ime plus grande variabilité de la grandeur des élèves de
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Question 3
Voici un problème tiré d'un manuel de quatrième secondaire, séquence technico-
sciences et séquence culture, société et technique.
Répondez à cette question.
PROBLEME
Parce que vous aimeriez im jour devenir pilote de course automobile, vous cherchez à
déterminer quelle est la meilleure écurie. Vous consultez des statistiques sur les
parmes survenues selon le nombre de kilomètres parcourus. Pour les écuries Dana et
Toyo, vous trouvez les résultats ci-dessous.
Nombre de kilomètres parcourus avant que la voiture de l'écurie Dana tombe en
panne:
65, 84, 87,91, 97,103,107,109,114,118,122,133,136,137,140,142,145,147,
152




Selon vous, la voiture de quelle écurie est la plus fiable dans une course de 100 km?
Justifiez votre réponse.
[Source : manuel Point de Vue, 2® année du 2® cycle du secondaire, séquence
technico-sciences, p. 217 ; manuel Point de Vue, 2® année du 2® cycle du secondaire,
séquence culture, société et technique, p. 179]
244
Question 4
Un enseignant arrive en classe avec un bol comprenant 100 billes. À l'intérieur de ce
dernier nous retrouvons 20 billes jaunes, 50 rouges et 30 bleues. L'enseignant, ayant
pris le soin de bien mélanger toutes ces billes à l'intérieur du bol, couvre les yeux
d'un élève et lui demande de piger 10 billes du bol avec remise après chaque pige.
Une fois fait, le nombre de billes rouges obtenues est comptabilisé et l'enseignant
inscrit ce nombre au tableau. Par la suite, le même processus est répété à 5 reprises.
Les nombres inscrits au tableau représentent la quantité de billes rouges pigées pour
chacun des 6 tirages. Quels pourraient-être ces nombres ?
Pourquoi avez-vous choisi ces nombres ?
Question 5
Une enseignante a recueilli des statistiques tout au long de l'année sur la quantité
d'eau bue mensuellement par les élèves de secondaire 4 de son école. Dans l'école, il








ed eau bue me
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32 36
Quantité d'eau bue mensuellement
par les élèves du groupe C
Effectif
8  12 16 20 24
Quantité (en litres)
28 32 36
Au regard des groupes A, B et C, quelle distribution a le plus grand écart type ?
Quelle distribution a le plus petit écart type ? Justifiez vos choix.
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Question 6
Un enseignant a recueilli des statistiques tout au long de l'année auprès de deux de
ses groupes. Chaque jour, un élève de chacun des groupes venait tirer un certain
nombre de billes, avec remise après chaque pige, d'im bol comprenant 100 billes
rouges et 100 billes bleues. Dans le groupe A, 15 billes étaient pigées en
comparaison avec 45 billes dans le groupe B. Même si la proportion du nombre de
billes rouges est la même que le nombre de billes bleues dans le bol soit 50%, la
proportion du nombre de billes rouges variera d'une joumée à l'autre, étant tantôt
plus grande que 50%, tantôt plus petite.
À la fin de l'année scolaire, quel groupe aura enregistré le plus grand nombre de
journées avec plus de 60% de billes rouges pigées ?
I. Le groupe A.
II. Le groupe B.
m. Ni l'une ni l'autre, c'est-à-dire à peu près le même nombre pour les
deux groupes.
ANNEXEE
QUESTIONNAIRE B : LE VOLET DIDACTIQUE
Question 1
Un élève trouvant l'expérimentation trop longue décide de tourner la roue à 5 reprises
et de multiplier le résultat obtenu par 10. Il effectue la même démarche pour chacime
des séries. Que pensez-vous de sa démarche ? Comment interviendriez-vous auprès
de cet élève ?
Question 2
y
A cette question, deux élèves en arrivent à la même conclusion soit que la
représentation graphique de l'école B illustre une distribution ayant une plus grande
variabilité. Leur argumentation est cependant différente. Le premier s'appuie sur le
fait que la hauteur des barres de la distribution de l'école B admet un « pattem »
oscillant tandis que le second s'appuie sur le fait que la distribution de l'école A est
quasi symétrique et par conséquent, que la distribution de l'école B illustre une plus
grande variabilité.
Que pensez-vous de la réponse de ces élèves? Valorisez-vous un raisonnement plutôt
qu'im autre ?
Quelle serait votre intervention auprès de chacun?
Question 3
On comprend en observant le corrigé proposé par le manuel que le raisonnement
escompté chez les élèves est le calcul de l'écart moyen. Qu'en pensez-vous ?
Le manuel indique que la voiture qui semble la plus fiable est celle de l'écurie Toyo




Dana 117,32 km 118 km 20,93 km
Toyo 126,84 km 120 km 24,03km
[Source : manuel Point de Vue, 2® année du 2® cycle du secondaire, séquence
technico-sciences, p. 396 ; manuel Point de Vue, 2® année du 2® cycle du secondaire,
séquence culture, société et technique, p. 346]
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Question 4
Avant de réaliser l'expérimentation, vous avez demandé aux élèves de prédire la
séquence de nombres qui sera inscrite au tableau à la fin de l'expérimentation. Voici
un échantillon de réponses obtenues par vos élèves.





Vous amorcez ime discussion en classe à partir de ces réponses. Quel(s) aspect(s)
voudriez-vous aborder dans cette discussion ?
Question 5
Quelles sont les erreurs, et raisonnements qui en découlent, que les élèves pourraient
faire ? Comment interviendriez-vous ?
Question 6
Vous posez cette question à vos élèves. Vous amorcez une discussion en classe à
partir de leurs réponses. Quelles seront les positions de vos élèves ? Que ferez-vous
en classe pour amener vos élèves à répondre correctement à la question ?
