Introduction
Multiple visual areas within and adjacent to the intraparietal sulcus have been identified in posterior parietal cortex (PPC) of macaque monkeys (Pandya and Seltzer, 1982; Andersen et al., 1990 ) (for review, see Van Essen, 2004) . Visual areas within PPC have been distinguished based on their cytoarchitecture and myeloarchitecture as well as their connectivity patterns, including the ventral and dorsal lateral intraparietal areas (LIPv/d), and two cortical zones, dorsal prelunate (DP), and lateral occipital parietal (LOP), also referred to as caudal intraparietal (CIP). Identifying basic functional properties of these regions, such as topographic large-scale organization, may prove useful in further parcellating PPC into functional units, as it has been for other parts of the macaque visual system (Van Essen and Zeki, 1978; Maguire and Baizer, 1984; Desimone and Ungerleider, 1986 ) (for review, see Gattass et al., 2005) .
Physiology and functional brain imaging studies have provided some evidence in support of topographic large-scale organization within PPC. Specifically, dorsal portions of area DP have been shown to exhibit spatially specific representations of the visual field Heider et al., 2005) , though no systematic map of visual space has been demonstrated thus far. A topographic map of visual space has been reported within LIP with both physiology (Blatt et al., 1990; Ben Hamed et al., 2001) and more recently functional magnetic resonance imaging (fMRI) (Patel et al., 2010) . However, there were notable differences in the pattern of topographic organization described in these studies that remain unresolved. Furthermore, previous studies of visual topography within PPC have typically focused on one particular area without investigating the relations of topographic organization to neighboring cortical areas within PPC or dorsal extrastriate cortex. Therefore, it is unclear whether macaque PPC indeed lacks organized representations of the visual field outside of LIP, as recently proposed (Patel et al., 2010) . Here, we sought to investigate the visual topography across PPC and dorsal extrastriate cortex using fMRI and phase-encoded retinotopic mapping to clarify its large-scale organization.
Phase-encoded retinotopic mapping along the polar angle and eccentricity dimensions with fMRI has been widely used to reveal topographic organization within the human (Sereno et al., 1995; Engel et al., 1997; Schneider et al., 2004; Brewer et al., 2005; Hagler and Sereno, 2006; Larsson and Heeger, 2006; Kastner et al., 2007; Swisher et al., 2007; Konen and Kastner, 2008; ) and also the macaque visual system (Brewer et al., 2002; Kolster et al., 2009) . Specifically, such topographic mapping enables the simultaneous investigation of visuotopic organization across a large region of cortex, thereby allowing the visuospatial map of an individual area to be anchored in the framework of the topographic organization across multiple surrounding areas. We investigated the representation of visual space across PPC and dorsal extrastriate cortex in awake macaque monkeys trained to maintain fixation for extended periods of time, and identified multiple topographically organized areas. Our results confirm the visuotopic organization within area V3a and the adjacent DP zone. Importantly, we report two new visuotopically organized areas within the caudal PPC, which we refer to as CIP-1 and CIP-2, and clarify the visuotopic organization within LIP. Last, we compare the visuotopic organization within PPC between macaque monkeys and humans.
Materials and Methods

Subjects
Two adult male macaque monkeys (Macaca fascicularis) weighing 4 -6 kg participated in the study. All procedures were approved by the Princeton University Animal Care and Use Committee and conformed with National Institutes of Health guidelines for the humane care and use of laboratory animals.
Surgical and training procedures
Each animal was surgically implanted with a plastic head bolt for restraining the head by using ceramic screws and dental acrylic. All surgical procedures were performed under strictly aseptic conditions and under general anesthesia with isoflurane (induction 2-4%, maintenance 0.5-2%) following preanesthetic medication with atropine (0.08 mg/kg, i.m.), ketamine (2-10 mg/kg, i.m.), and acepromazine (1 mg/kg, i.m.). The animals were treated postsurgically with antibiotics (e.g., Baytril, 2.5 mg/kg, i.m.) and analgesics (e.g., buprenorphine, 0.01 mg/kg, i.m.), and wound margins of skin surrounding the implant were cleaned regularly.
Monkeys were placed prone in an MR-compatible primate chair in a sphinx-like position, with their heads erect and fixed in a head-holding apparatus (Pinsk et al., 2005) . The animals were acclimated to the scanner environment through the use of a mock training environment. Monkeys were trained to fixate on a small dot (0.5°diameter) at the center of a display screen by using an infrared eye tracking system sampling at a 60 Hz refresh rate (Model 504, Applied Science Laboratories). The nominal accuracy of the ASL LRO model is 0.5°. By providing the animals with regular juice rewards (PHD 2000, Harvard Apparatus) while they maintained fixation within a 4°ϫ 4°(2°to each side of the fixation point) square window and systematically increasing the frequency of their juice reward (2.5 to 1 s in 500 ms steps), the animals were trained to maintain fixation for several minutes. Further details regarding surgery and training procedures have been given by Pinsk et al. (2005) .
Visual stimulus display and control
Visual stimuli were projected from a single-lamp three-chip LCD projector (6500 ANSI lumens, 2000:1 contrast ratio; Christie LX650, Christie Digital Systems) outside the scanner room onto a translucent screen located at the end of the scanner bore. Monkeys viewed the projection screen directly; the total path length from eye to screen was ϳ60 cm. The screen subtended 30°of visual angle in the horizontal and vertical dimensions. Eye tracking at the scanner was performed with a 60 Hz long-range optics system located outside the bore that recorded eye position through a small aperture (0.75°diameter) in the display screen (Model LRO, Applied Science Laboratories). The stimulus presentation, eye movement tracking, and reward delivery were synchronized to the beginning of each scan using a trigger pulse from the scanner, and were controlled via a PC computer using Presentation software (Neurobehavioral Systems). During all scans, monkeys performed a fixation task, as described earlier.
Visual stimuli and experimental design
Polar angle measurements. To obtain polar angle representations, visual stimuli consisted of a wedge that rotated either clockwise or counterclockwise around a central fixation point. The wedge spanned 1-15°in eccentricity with an arc length of 45°and moved at a rate of 9 deg/s. The wedge consisted of a colored checkerboard with each check's chromaticity and luminance alternating at a flicker frequency of 4 Hz [for details, see Swisher et al. (2007) and Arcaro et al. (2009)] . A transparent wedge within a dark foreground rotated around a central fixation. The underlying checkerboard was only visible through the transparent wedge, giving the appearance of a rotating checkerboard wedge. Each run consisted of four cycles of 40 s each, and runs alternated between clockwise and counterclockwise wedge rotation. Twenty runs were collected for monkey M1, and thirty runs were collected for monkey M2, in 8 and 14 scanning sessions, respectively. For both monkeys, half of the runs were in the clockwise direction and the other half were in the counterclockwise direction.
Eccentricity measurements. To obtain eccentricity representations, visual stimuli consisted of an annulus that expanded around a central fixation point. The duty cycle of the annulus was 12.5%; that is, any given point on the screen was within the annulus for only 12.5% of the time. The annulus increased on a logarithmic scale over time in size and rate of expansion to approximately match the cortical magnification factor (Horton and Hoyt, 1991) . The outer part of the ring expanded to a maximum eccentricity of 16.875°, to ensure that the whole visual display (1-15°) was stimulated for an equal amount of time, before returning to the foveal origin. The ring consisted of a colored checkerboard with each check's chromaticity and luminance alternating at a flicker frequency of 4 Hz [for details, see Swisher et al. (2007) and Arcaro et al. (2009)] . A transparent annulus within a dark foreground layer expanded around a central fixation point. The underlying checkerboard was only visible through the transparent annulus, giving the appearance of an expanding checkerboard ring. Twenty runs were collected for monkey M1, and thirty runs were collected for monkey M2, in 5 and 14 scanning sessions, respectively.
Data acquisition
Data were acquired in both species with a 3 T head-dedicated scanner (Magnetom Allegra; Siemens). A 12 cm transmit/receive surface coil (Model NMSC-023; Nova Medical) was used for the scanning sessions during which functional images were acquired, and a 16 cm transmit/ receive quadrature volume coil (Model NM-016; Nova Medical) was used for a scanning session, during which high-resolution anatomical images were acquired. A whole-brain structural volume was acquired with the volume coil while the animals were anesthetized with Telazol (tiletamine/zolazepam, 10 mg/kg, i.m.) in a magnetization-prepared rapid gradient echo (MPRAGE) sequence [i.e., extrasession structural: 0.5 ϫ 0.5 ϫ 0.5 mm resolution; field of view (FOV) ϭ 128 mm; 256 ϫ 256 matrix; repetition (TR) ϭ 2500 ms; echo time (TE) ϭ 4.4 ms; inversion time (TI) ϭ 1100 ms; flip angle ϭ 8°; 20 acquisitions]. In addition, a second whole-brain structural volume was acquired with the surface coil and the animal placed in the primate chair under anesthesia (i.e., withinsession structural: MPRAGE sequence; 0.5 ϫ 0.5 ϫ 1.0 mm resolution; FOV ϭ 128 mm; 256 ϫ 256 matrix; TR ϭ 2500 ms; TE ϭ 4.4 ms; TI ϭ 1100 ms; flip angle ϭ 8°; 1 acquisition). This second structural volume was acquired with the head in the same location as during the awake experimental sessions and served as an alignment reference for the higher-quality structural volume acquired with the volume coil. All other scan sessions, each lasting ϳ1.0 h, were performed with the animals awake.
For awake scanning sessions, an optimized multiecho gradient echo sequence was used (ME-EPI sequence; 1.5 ϫ 1.5 mm in-plane resolution; 26 axial slices; 1.5 mm slice thickness, no interslice gap; FOV ϭ 120 mm; matrix ϭ 80 ϫ 80; TR ϭ 2500 ms; TE ϭ 26 ms; flip angle ϭ 80°; bandwidth ϭ 2500 Hz per pixel). This sequence permits the acquisition of data at several echo times, under reversed gradient readouts, thereby allowing for simultaneous estimation of the magnetic field, resulting in reduced image distortions with partial recovery of susceptibility-induced signal loss (Pinsk et al., 2008 (Pinsk et al., , 2009 ). The slice prescription covered the entire brain.
Data analysis
Data were analyzed using AFNI (Cox, 1996) (http://afni.nimh.nih. gov/afni/), SUMA (http://afni.nimh.nih.gov/afni/suma/), Matlab (The MathWorks), and FreeSurfer Fischl et al., 1999) (http://surfer.nmr.mgh.harvard.edu/). Scanning runs during which the animal refused to fixate or moved its body were easily discernible in the eye traces and EPI images. Deviations several orders of magnitude greater than the mean variance were apparent in EPI volumes where the animal moved. Due to the nature of the analyses, these runs were discarded. A rigid motion-correction procedure (Cox and Jesmanowicz, 1999 ) was performed to a reference EPI volume that was acquired during the anesthetized structural scanning session when the animal was in the primate chair. The motion-corrected data were projected onto cortical surface reconstructions created with FreeSurfer from the extrasession structural scans that were aligned to each monkeys' within-session structural. All voxels that fell between the gray and white matter boundaries were mapped to the surface. The units of data that were projected to the surface are referred to as nodes. Given that there is not a one-to-one correspondence between nodes and voxels, the value of each node was calculated by taking a weighted average of all the voxels based on the spatial overlap within each node. All subsequent analysis procedures for the visuotopy datasets (e.g., Fourier analysis) were performed on the surface-mapped data, which favorably restricts analyses to data that are primarily within the gray matter, since white matter voxels do not get mapped onto the surface. Surface projections introduce a small degree of spatial smoothing to the data. Since the degree of smoothness from surface projections can vary across cortex, the data were spatially filtered using a Gaussian filter to a maximum smoothness of 2 mm full-width at half-maximum (FWHM) (by estimating the FWHM before spatial filtering), ensuring uniformity across the surface and maintaining spatial specificity while increasing the signal-to-noise ratio (SNR) (Chung et al., 2005) . Surface-based spatial filtering has been shown to increase both sensitivity and spatial accuracy of blood oxygenation level-dependent (BOLD) signal sources (Jo et al., 2007 (Jo et al., , 2008 . Surface size estimates were measured using SUMA tools that calculate the volume of all nodes that fall in between the white matter and pial surface layers.
Volumes acquired during the blank periods at the start and end of each run were discarded. A Fourier analysis was used to identify spatially selective surface nodes by the polar angle and eccentricity stimuli (Bandettini et al., 1993; Engel et al., 1994) . For each node of the surface, the amplitude and phase-the temporal delay relative to the stimulus onset-of the harmonic at the stimulus frequency were determined by a Fourier transform of the mean time series of the node. To correctly match the phase delay of the time series of each node to the phase of the wedge/ring stimuli, and thereby localize the region of the visual field to which the underlying neurons responded best, the response phases were corrected for the hemodynamic lag (5 s). The counterclockwise runs were then reversed to match the clockwise runs and averaged together for each node. To quantify the reliability of phase estimates across runs, the variance of a mean phase across cycles was determined for each node. A jack-knifing method in which phase estimates were calculated from n Ϫ 2 cycles (eliminating one clockwise and one counterclockwise cycle per calculation for polar angle runs) across all runs was used to determine the SE of phase estimates [for a similar application, see Hansen et al. (2007) and Arcaro et al. (2009)] . A grand mean phase estimate was calculated from the average of each of these phase estimates along with the SE to account for variance across estimates for each node. The SE was then converted into seconds per cycle.
Statistical maps were thresholded at a variance of Ϯ2 s of the 40 s cycle and overlaid on cortical surface reconstructions. The pattern and significance of activation approximately compares to a statistical threshold of p Ͻ 0.01 (uncorrected for multiple comparisons, derived from the F-ratio that was calculated from the Fourier transform). When displaying phase estimates, a 20-point color scale was assigned to the polar angle datasets with each color representing 18°visual angle, and a 10-point color scale was assigned to the eccentricity datasets with each color representing 1.5°eccentricity. While activations were found in both ventral and dorsal striate and extrastriate cortex, ventral regions are outside the scope of this report, and we will focus our analysis on dorsal extrastriate cortex, i.e., brain regions located along the lunate sulcus and in PPC. Contiguous clusters of spatially selective nodes within this anatomical region that showed a systematic representation of visual space in polar or eccentricity coordinates were defined as regions of interest (ROIs). Borders between ROIs were manually identified by the primary author based on reversals in the systematic representation of visual space, particularly with respect to polar angle. Eccentricity representations were evaluated to ensure that phase progressions were essentially orthogonal (nonparallel) to the polar angle phase progression. Prior physiology and fMRI reports were used to guide the identification of borders for previously established visuotopically organized areas. All three authors subsequently assessed the borders between ROIs independently. Surface analyses of these ROIs were performed using AFNI and MATLAB. To evaluate the progression of phase values within each visual area and across PPC, response phase was analyzed as a function of distance on the surface by drawing small line segments that run parallel to the polar angle progression and perpendicular to the eccentricity progression. Phase values within a given area were then interpolated into a common space, which allowed for intersubject averaging. To estimate the representation of the visual field for each ROI, the polar angle phases for each surface node were binned into 20 different segments of the visual field and plotted in a polar graph as a function of percentage of the visual field coverage. To compute the representation of the visual field for each visual area as a function of polar angle, the visual field was divided into four sectors: contralateral and ipsilateral, as well as upper and lower quadrants. The number of nodes within each sector was tallied and divided by the total number of nodes in each area to derive a mean representation for each subject. Data were collapsed across hemispheres and averaged across monkeys to derive a group mean average. t tests were used to assess statistical significance.
To quantitatively compare the phase alignment between clockwise and counterclockwise polar angle datasets for each monkey, we calculated alignment indices and correlation coefficients for each visual area. The alignment index (AI) was defined as Alignment Index ϭ 1 Ϫ ͉⌬͉/, where ⌬ is the difference between the polar angle phase for the clockwise and counterclockwise runs (for further details, see Sereno and Huang, 2006) . Only nodes that had phase values for both datasets thresholded at Ϯ3 s variance were included in the analysis. AIs were calculated for both polar angle measurements within each ROI on a node-by-node basis. The distribution of AI values within an ROI were plotted for single subjects in a histogram. AI distributions peaking at or near 1 indicate that the two datasets were in good alignment (i.e., when the polar angle at a vertex is identical in the two datasets). In contrast, for two uncorrelated datasets the distribution of AIs is a shallow linear ramp starting at a count of zero at an AI of zero and ending at a small value (2v/n, where v is the number of vertices and n is the number of bins) at an alignment of 1 (see Sereno and Huang, 2006) . To perform statistical comparisons on the AIs, single-subject mean index values were derived by averaging across all index values obtained for individual nodes within an ROI. One-sample t tests were conducted for each ROI between the mean index values and an index alignment value of 0.5 (representing chance). To derive a group index value, single-subject mean index values were averaged within each ROI. To further evaluate the strength of alignment between both datasets for a given ROI, the correlation between phase estimates was calculated on a node-by-node basis for each subject.
To directly compare visuotopic maps in the two monkeys, standardmesh cortical surfaces were created. Briefly, each monkey's surface was inflated and transformed into a sphere in a manner that minimized metric distortion . The individual spheres were used to create a template sphere for each hemisphere, where the curvature pattern consisted of the average pattern across both monkeys. The individual spheres were nonrigidly aligned to the templates so that the curvature patterns of each monkey matched those of the template. To avoid interpolation of the fMRI data to match the warped spheres, the SUMA software package was used to create standard-mesh surfaces from the warped spheres using icosahedral tessellation and projection (Saad et al., 2004; Argall et al., 2006) . The geometry of the resulting standard-mesh surfaces is identical to the individual monkey's original surface geometry, but the topology is common across both monkeys. The use of standard-mesh surfaces allowed for node-to-node correspondence across surfaces of both monkeys, so that functional data mapped onto one monkey's surface could be directly compared with data mapped on the other monkey's surface. Datasets for polar angle and eccentricity experiments were normalized for each monkey using a Fisher's z-score transformation. Average polar angle and eccentricity maps were derived by performing a Fourier analysis on the combined data from both monkeys. To further quantify the similarity in topography between the two monkeys, each monkey's data were also analyzed separately on their standard mesh surfaces and AI indices were calculated for both polar angle and eccentricity between them.
Cortical surfaces containing borders of the Lewis and Van Essen macaque F99 atlas (Lewis and Van Essen, 2000a,b; Van Essen, 2002) were converted from Caret (Van Essen et al., 2001) into FreeSurfer and aligned with the standard-mesh surface of the two monkeys. Both the borders and the cortical surface areas of regions defined by the atlas were compared to the corresponding regions defined by the averaged topography data.
Eye-movement recordings
Several analyses of the eye-tracking data acquired in each monkey during the scanning sessions were performed to confirm that the animals maintained fixation for the majority of the time during the scanning runs, and that there were no systematic differences in the eye position, in the amount of eye movement, or in the frequency of saccades, while different portions of the visual field were stimulated. In each monkey, eye positions, amounts of eye movement, and frequency of saccades were compared using repeated-measures ANOVAs to test for main effects of stimulus location on these measures. Individual comparisons between the stimulus locations were performed using matched paired t tests. Significant pairwise comparisons ( p Ͻ 0.05) are reported before correction for multiple comparisons, and comparisons that remained significant after Bonferroni correction (␣ level of 0.01) are also reported. Effect sizes for significant pairwise comparisons are reported using Cohen's d (for further details, see supplemental Methods and supplemental Fig. 1 , available at www.jneurosci.org as supplemental material).
Results
Polar angle and eccentricity maps in occipital and parietal cortex
The polar angle and eccentricity components of visuotopic maps were measured for the central 15°of the visual field using a smoothly rotating wedge stimulus and an expanding annulus stimulus, respectively, in monkeys trained to maintain fixation for several minutes (Pinsk et al., 2005) .
Bilateral activations within striate and extrastriate cortex were found in both hemispheres of both monkeys for polar angle and eccentricity mapping studies. For the polar angle measurements, activations within each hemisphere were mainly confined to the contralateral hemifield. Individual activation maps of polar angle and eccentricity are shown overlaid on inflated surface reconstructions for the left (LH) and right (RH) hemispheres for monkey M1 ( Fig. 1 ) and monkey M2 (Fig. 2) . For each surface node, the variance of the phase estimates across runs was calculated using a jack-knifing method (see Materials and Methods), and the threshold was chosen to only include data with a variance of Ϯ2 s per 40 s cycle. The color of each surface node was determined by the phase of its response and indicates the region of the visual field to which the surface node was most responsive. For the polar angle component (see Figs. 1 A, 2A, 4A, 6A, 8; supplemental Fig. 5 , available at www.jneurosci.org as supplemental material), the upper visual field (UVF) is denoted in red-yellow, the horizontal meridian (HM) in green, and the lower visual field (LVF) in blue. Area boundaries that are formed by reversals in polar angle phase progression at either the UVF or LVF near the vertical meridian (VM) are indicated with dotted and dashed lines, respectively. For the eccentricity measurements (see Figs. 1 B, 2B, 6B), the central space (foveal and parafoveal) is denoted in red/orange and the periphery in blue.
We found consistent and distinct visuotopically organized cortical areas within striate and extrastriate cortices in both monkeys. Several of these areas have been previously reported in monkey fMRI studies (Brewer et al., 2002; Fize et al., 2003; Kolster et al., 2009 ): V1, V2, V3, V3a, V4d, V4t, MT, MST, and FST. Anterior and lateral to V3a, we identified an additional visuotopic area along the dorsal prelunate gyrus, DP Heider et al., 2005) . Anterior and adjacent to V3a and DP, we identified two previously not described visuotopic areas within the caudal, lateral PPC, which we refer to as CIP-1 and CIP-2. Anterior and adjacent to CIP-2, we found another visuotopic area within LIP. We also observed significant phase activity in neighboring cortex; however, the topography was more variable and therefore no consistent visuotopic organization could be identified across the four hemispheres. Below, we provide a brief description of the previously reported areas and a more detailed one of the newly found areas.
Analysis of eye position indicated that both monkeys maintained gaze within the specified fixation window during both A, Polar angle maps for M1. The color code depicts the phase of the fMRI response and indicates the region of the visual field to which the surface node responds best. White lines denote area boundaries formed by phase angles at or close to the upper (dotted) or lower (dashed) vertical meridian. The gray dashed lines denote the discontinuity in the anterior border of area V3d. The surfaces are color coded such that the boundary between the dark gray and light gray represents the points of lowest curvature on the cortex with the midpoint across the dark gray region representing the fundus of the sulcal convexity and the midpoint across the light gray region representing the crown of the gyral convexity. Asterisks indicate representations of central space. Maps were thresholded at Ϯ2 s per cycle SEM variance (see Materials and Methods). B, Eccentricity maps for M1. The color code indicates phase of the fMRI response and the region of the visual field to which the surface node responds best. C, Schematic borders of defined topographic regions overlaid on inflated surfaces to relate the functionally defined areas and the underlying anatomy. A, Anterior; P, posterior; M, medial; L, lateral; ls, lunate sulcus; pos, parieto-occipital sulcus; sts, superior temporal sulcus; ips, intraparietal sulcus. polar angle and eccentricity mapping, and that there were no significant shifts in gaze with the stimulus position during the experiments. Furthermore, analyses of eye movements and saccade frequency indicated that neither monkey had a tendency to make significantly more eye movements for any particular stimulus position (for further details, see supplemental Methods and supplemental Fig. 1 , available at www.jneurosci.org as supplemental material).
Areas V1, V2, and V3
In agreement with previous reports (Daniel and Whitteridge, 1961; Zeki, 1969; Van Essen et al., 1984; Brewer et al., 2002; , visual areas V1, V2, and V3 were identified in each hemisphere of both monkeys by a phase progression starting within the calcarine sulcus from an HM representation to a VM representation (Figs. 1 A, 2A , blue color-coded phase, dashed line) that forms the border to area V2, and then reversing back to an HM that corresponds to the border of V2 and V3 (Figs. 1 A, 2 A, green, boundary not drawn).
Within dorsal extrastriate cortex, a phase progression was identified from the HM border of V2d/V3d to an LVM representation (Figs. 1 A, 2A , blue color-coded phase, dashed line) corresponding to the anterior border of V3d. In two hemispheres, the anterior LVM border of V3d was discontinuous within the lunate sulcus with a representation near the HM in between LVM representations, as seen in the LH of M1 (Fig. 1 A, left column) , but continuous in the other hemispheres as seen in the RH of M1 ( Fig. 1 A, right column) . These results are in agreement with previous physiology studies that have reported two variants of the anterior V3d border, one forming a continuous representation of the LVM, and the other forming a discontinuous representation of the LVM with HM representations intermixed [for examples of the two variants, see Gattass et al. (1988), their Figs. 5, 22] .
All three areas share a representation of central space within the anterior extent of the calcarine sulcus with representations of the periphery extending both dorsally and ventrally approximately perpendicular to the polar angle phase progressions (Figs.  1 B, 2B) .
Areas V3a and DP
A representation of the contralateral visual field including both the LVF and UVF was identified within the lunate sulcus and parieto-occipital sulcus (POS) of each hemisphere, consistent with known topography of area V3a (Van Essen and Zeki, 1978; Gattass et al., 1988; Brewer et al., 2002; Fize et al., 2003) . The posterior, lateral border of V3a was identified by a LVF representation within the dorsal, anterior bank of the lunate sulcus and along the cortex separating the lunate sulcus from the POS (Figs. 1 A, 2A, blue color-coded phase, dashed line). In all hemispheres, the posterior portion of the LVF representation was continuous with the LVM border of V3d, but separated from the V3d border, as it extended in an anterior direction to the prelunate gyrus. A polar angle phase progression of contralateral space was identified extending from this LVF representation in a caudal/lateralrostral/medial direction to an UVF representation within the POS (Figs. 1 A, 2A , red color-coded phase, dotted line). A representation of the central space was found within the prelunate gyrus, anterior and lateral to portions of cortex that split the lunate sulcus and POS (Figs. 1 B, 2B, asterisk) . The peripheral representations of the eccentricity map extended ventrally into both the posterior and anterior POS (Figs. 1 B, 2B) . The anatomical extent of V3a was consistent between hemispheres and monkeys, as is shown on the surface (Figs. 1C, 2C ) as well as within the volume ( Fig. 3 ; supplemental Figs. 2, 3, available at www. jneurosci.org as supplemental material). The borders for V3a, in Horsley Clarke stereotaxic coordinates, extended from Ϫ6.0 to Ϫ12.5 [anterior-posterior (A-P)], ϩ19.5 to ϩ25.5 [inferior-superior (I-S)], and ϩ7.0 to ϩ16.0 [medial-lateral (M-L)] ( Table  1) . The mean surface volume estimate (measured between pial and white matter) for V3a was 45.6 Ϯ 3.0 mm 3 (Table 2) . A LVF representation of contralateral space was identified anterior to V3a along the dorsal portion of the prelunate gyrus in each hemisphere, which we tentatively label area DP (May and Andersen, 1986; Gattass et al., 1988; Fize et al., 2003; Heider et al., 2005) (but also see Maguire and Baizer, 1984) . A representation of the HM was identified within the POS, adjacent and medial to this LVF representation with an UVF representation extending into area V3a located further medially within the POS (Figs. 1 A,  2 A) . This region was largely encompassed by a representation of central space abutting representations of central space within V3a, but also included cortex along the prelunate gyrus, located anterior and medial to the central space, that appeared to be distinguished from the topography of V3a (Figs. 1 B, 2B) . The anterior portion of V3a roughly encompassed the posterior half of the central space and the posterior portion of DP encompasses the anterior half of the central space. No clear eccentricity progression was apparent, though consistent representations of the periphery were observed in this region anterior and medial to the central space (e.g., Fig. 2 B, LH of M2, left column) . The anatom- ical extent of DP was consistent between hemispheres and monkeys, as is shown on the surface (Figs. 1C, 2C ) as well as within the volume ( Fig. 3; supplemental Figs. 2, 3 , available at www. jneurosci.org as supplemental material). The borders for DP extended from Ϫ6.5 to Ϫ10.5 (A-P), ϩ22.0 to ϩ28.0 (I-S), and ϩ6.0 to ϩ14.0 (M-L) ( Table 1 ). The mean surface volume esti- 
Ϫ6.0 to Ϫ12.0 ϩ19.5 to ϩ22.5 ϩ7.5 to ϩ16.0 Ϫ6.0 to Ϫ12 ϩ20.0 to ϩ23.5 ϩ7.0 to ϩ15.0 M2 Ϫ6.5 to Ϫ12.5 ϩ21.0 to ϩ25.5 ϩ7.5 to ϩ14.5 Ϫ6.0 to Ϫ12 ϩ21.0 to ϩ24.5 ϩ7.5 to ϩ14.0 DP M1 Ϫ7.0 to Ϫ10.5 ϩ22.5 to ϩ25.5 ϩ7.5 to ϩ13.5 Ϫ7.0 to Ϫ10.5 ϩ23.0 to ϩ26.5 ϩ6.5 to ϩ13.5 M2 Ϫ6.5 to Ϫ10.5 ϩ22.0 to ϩ28.0 ϩ6.0 to ϩ14.0 Ϫ7.0 to Ϫ10.0 ϩ22.5 to ϩ26.0 ϩ7.0 to ϩ13.0 CIP-1 M1 Ϫ5.5 to Ϫ9.5 ϩ20.0 to ϩ25.5 ϩ6.5 to ϩ10.0 Ϫ5.0 to Ϫ8.0 ϩ21.5 to ϩ26.5 ϩ5.5 to ϩ9.5 M2 Ϫ4.5 to Ϫ8.5 ϩ20.5 to ϩ28.5 ϩ5.5 to ϩ9.5 Ϫ3.5 to Ϫ8.0 ϩ21.0 to ϩ26.5 ϩ5.5 to ϩ8.5 CIP-2 M1 Ϫ3.0 to Ϫ7.5 ϩ20.5 to ϩ26.0 ϩ6.0 to ϩ8.5 Ϫ3.0 to Ϫ6.0 ϩ22.5 to ϩ27.0 ϩ6.0 to ϩ8.0 M2 Ϫ2.5 to Ϫ5.5 ϩ21.5 to ϩ28.5 ϩ5.5 to ϩ8.5 Ϫ1.0 to Ϫ5.5 ϩ22.0 to ϩ27.0 ϩ5.5 to ϩ8.5 LIP vt M1 ϩ1.0 to Ϫ4.5 ϩ22.0 to ϩ27.0 ϩ6.5 to ϩ12.0 ϩ0.5 to Ϫ5.0 ϩ23.0 to ϩ29.0 ϩ6.5 to ϩ13.0 M2 ϩ1.0 to Ϫ3.5 ϩ22.5 to ϩ29.0 ϩ6.0 to ϩ11.5 ϩ1.5 to Ϫ4.0 ϩ22.0 to ϩ28.0 ϩ7.0 to ϩ12.0 mates (measured between pial and white matter) for DP was 35.1 Ϯ 3.0 mm 3 (Table 2 ). To further investigate the topographic organization of V3a, the polar angle phase progression was quantified and evaluated. Small line segments were successively drawn parallel to the polar angle progression and perpendicular to the eccentricity progression (see Materials and Methods) from the posterior border of V3a to the shared anterior border, as indicated by the schematic lines in Figure 4 A. As shown in Figure 4 B, the polar angle phase values from these line segments were plotted as a function of distance (in millimeters) from the rostral border of V3a. The blue dots indicate the phase values for individual nodes located along the line segments, and the red line indicates the average phase values as a function of the distance on the surface. Polar angle phase progressions between area borders for individual monkeys were interpolated into a common space, which allowed for group averaging (Fig. 4C) . As seen in the LH of M1 and M2 (Fig. 4 B) , as well as in the group polar phase plot (Fig. 4C) , the posterior and anterior borders of V3a corresponded to the peaks of phase angles near the LVF and UVF, respectively, with a smooth progression of phase values in between.
Areas CIP-1 and CIP-2 Anterior to area V3A, two polar angle phase representations of contralateral space were found in each hemisphere, spanning across the POS, posterior portions of the intraparietal sulcus (IPS), and posterior portions of the inferior parietal gyrus (at the junction of the prelunate gyrus and the inferior parietal gyrus), which we refer to as CIP-1 and CIP-2. In each hemisphere, CIP-1 was defined by a polar angle phase progression extending from the UVF representation of V3a/DP (red color-coded phase/dotted line) anterior to a phase reversal in posterior IPS (Figs. 1 A,  2 A) . In two of the four hemispheres, a small strip of LVF representation (blue color-coded phase, dashed) within an HM representation defined the phase reversal as seen in the RH of M2 (Fig.  2 A) . In the other two hemispheres, the phase progression reversed within an HM representation (also indicated with dashed line). In all hemispheres, CIP-2 was defined by polar angle phase progressions extending further anterior to an UVF representation (red color-coded phase, dotted line) within the posterior portion of the IPS (Figs. 1 A, 2A) . The UVF representation spanned across the inferior parietal gyrus medially and into the fundus of the IPS. This region of cortex within the lateral bank of caudal IPS likely corresponds to a region of cortex that has been previously referred to as cIPS (Sakata et al., 1998) , LOP (Lewis and Van Essen, 2000a,b) , CIP (Taira et al., 2000) , CIPS (Tsao et al., 2003) , and pLIP (Kagan et al., 2010) . In the RH hemisphere of M1, the UVF representation of CIP-1 appeared fragmented from medial portions of the UVF representation of V3a (Fig. 1 A) , though the remaining polar angle phase progression was consistent with the other hemispheres. The mirror reversal in phase angle representations within CIP-1 and CIP-2 is further illustrated by the pattern of phase progressions (Fig. 4) .
A representation of central space was identified anterior to that of V3a, and overlapped with lateral portions of CIP-1 and CIP-2 along the lateral IPS and onto the inferior parietal lobule (Figs. 1 B, 2B, asterisk) . The central space representations of CIP-1/2 appeared continuous with the central space representations of V3a in two hemispheres as seen in the RH of M1 (Fig. 1 B) , but were clearly separate in the LH of M2 (Fig. 2 B) . The eccentricity maps lacked detail in this region of cortex. In M1, representations of the periphery extended medially into the fundus of the parietooccipital confluence and IPS (Fig. 1 B) . However, eccentricity representations were mostly central space and parafoveal in M2 (Fig. 2 B) . The anatomical extent of CIP-1 and CIP-2 was consistent between hemispheres and monkeys, as is shown on the surface (Figs. 1C, 2C ) as well as within the volume ( Fig. 3 ; supplemental Figs. 2, 3, available at www.jneurosci.org as supplemental material). The borders for CIP-1 extended from Ϫ3.5 to Ϫ9.5 (A-P), ϩ20.0 to ϩ28.5 (I-S), and ϩ5.5 to ϩ10.0 (M-L) and for CIP-2 from Ϫ1.0 to Ϫ7.5 (A-P), ϩ20.0 to ϩ28.5 (I-S), and ϩ5.5 to ϩ8.5 (M-L) ( Table 1 ). The mean surface volume estimates (measured between pial and white matter) for CIP-1 and CIP-2 were 32.1 Ϯ 4.8 mm 3 and 34.2 Ϯ 4.5 mm 3 , respectively (Table 2) .
Area LIP vt
A representation of the contralateral visual field was observed within the lateral portion of the IPS anterior to CIP-2 in all four hemispheres, referred to as LIP vt . A polar angle phase progression extended in a caudal-rostral direction from the UVF representa- Note the smooth progression of phase values as a function of distance on the map. Importantly, the response phase reverses at the shared boundaries between adjacent areas (black arrows). C, Group polar angle phase plots are shown for both RH and LH (N ϭ 2). Phase values within a given area were interpolated into a common space, which allowed for intersubject averaging. The blue and green dots indicate phase values for individual subjects after interpolation. The red line indicates the group average. The smooth progression of phase values within a given area and the phase reversals at area boundaries are apparent in the group averages as well as in the individual subjects.
tion shared by CIP-2 to a LVF representation that spanned across the lateral bank and fundus of the IPS (Figs. 1 A, 2A) . In agreement with prior reports, this phase progression within lateral IPS (Blatt et al., 1990; Ben Hamed et al., 2001 ) encompassed both ventral and dorsal portions of LIP with the UVF located slightly more lateral to the LVF. The mirror reversal in phase angle representations within LIP vt is further illustrated by the pattern of phase progressions (Fig. 4) .
In all four hemispheres, a representation of central space was identified anterior to CIP-1 and CIP-2 along the lateral bank of the IPS (Figs. 1 B, 2B, asterisk) . The central space appeared continuous with the representations of central space within dorsolateral portions of CIP in two hemispheres, as seen in the RH of M1 (Fig. 1 B) , but was separate in the other two hemispheres, as seen in the LH of M1 (Fig. 1 B) . In agreement with prior reports (Blatt et al., 1990; Ben Hamed et al., 2001) , no clear progression of eccentricity was observed, though peripheral representations were generally observed ventromedially, along the fundus of the IPS, as seen in the RH and LH of M1 (Fig. 1 B) . Aside from a dorsolateral-central and ventromedial-peripheral distinction, the eccentricity maps within this region of cortex were quite coarse. The anatomical extent of LIP vt was consistent between hemispheres and monkeys, as is shown on the surface (Figs. 1C,  2C ) as well as within the volume ( Fig. 3; supplemental Figs. 2, 3 , available at www.jneurosci.org as supplemental material). The borders for LIP vt extended from ϩ1.5 to Ϫ5.0 (A-P), ϩ22.0 to ϩ29.0 (I-S), and ϩ6.0 to ϩ13.0 (M-L) ( Table 1 ). The mean surface volume estimates (measured between pial and white matter) for LIPvt was 38.6 Ϯ 4.6 mm 3 (Table 2 ). To evaluate the strength of the stimulus-evoked signal relative to noise in LIP vt , as well as V3a, DP, CIP-1 and CIP-2, response amplitudes were calculated as a function of temporal frequency for the polar angle and eccentricity measurements. For each monkey, the response at the stimulus frequency (SF) of four cycles was at least 2 SEs greater than the mean response across all other frequencies, demonstrating a strong link between the measured neural response and stimulus location. Temporal frequency histograms were derived for each monkey and each hemisphere and then averaged to yield group data. For both the polar angle and eccentricity data, the response at the SF (4 cycles) was significantly greater than noise for V3a, DP, CIP-1, CIP-2, and LIP vt ( In a complementary analysis, the time series of fMRI signals within line segments from the polar angle phase progression analysis corresponding to the UVF and LVF reversal points were averaged to derive a mean time series for each border between visuotopic areas in PPC. Consistent with the power analysis, the stimulusevoked signal in V3a, DP, CIP-1, CIP-2, and LIP vt was apparent in the time series, as demonstrated in monkey M1 (supplemental Fig. 4 A, available at www.jneurosci.org as supplemental material). The phase offsets between UVF and LVF time series were estimated by calculating the correlations between the two time series across 10 time point offsets for each ROI and measuring the distance between the original time series and the offset time series with the highest correlation. The time series between UVF and LVF borders were out of phase with each other on average by 17 Ϯ .5 s for M1 and 17.5 Ϯ .79 s for M2. To evaluate the relation of phase between UVF and LVF borders with polar angle phase estimates, the time series were averaged between monkeys and collapsed across cycles. The modulation in fMRI signal for each area corresponded to the estimated phases from the Fourier analysis (supplemental Fig. 4 B, available at www. jneurosci.org as supplemental material). The cycles of UVF borders (V3a/CIP-1 and CIP-2/LIP vt ) were in phase with each other and 17.5 s out of phase with the cycle of LVF anterior border of LIP vt . The cycle of the LVF border between CIP-1 and CIP-2 was 5 s out of phase from the cycle of the anterior LVF border of LIP vt , consistent with the phase progression analysis that demonstrated the phase progression reversal point to be closer to the HM.
Other topographic representations in surrounding cortical areas
Additional polar angle and eccentricity phase estimates were observed across neighboring cortex, which are beyond the scope of the present report, but will be briefly described here to give a comprehensive account of the data.
V4 complex-areas V4d and V4t
In agreement with previous studies (Zeki, 1969; Zeki, 1980; Maguire and Baizer, 1984; Desimone and Ungerleider, 1986; Gattass et al., 1988) (also see Fize et al., 2003) , visual areas V4d and V4t were identified in each hemisphere of both monkeys. A polar angle phase progression of contralateral space was identified from the LVM representation corresponding to the border between V3d and V4d to an HM representation corresponding to the border between V4d and V4t (Figs. 1 A, 2A) . The phase progression reversed further anterior into the ventral bank of the posterior superior temporal sulcus (STS) to an LVM representation corresponding to the border between V4t and MT/V5. The central space representation of V4d appears to be continuous with the central space representation shared by early visual areas V1, V2, and V3 (Figs. 1 B, 2B) . The central space representation of V4t is located more laterally within the fundus of posterior STS and may be distinct from the central space representations of early visual areas (see Kolster et al., 2009) .
The anterior lateral portion of the LVM representation of V3a was identified as separate from the anterior border of V3d in all hemispheres (Figs. 1 A, 2A) . This resulted in a triangular region on the cortical surface in between V3a, V3d, and V4d. This region consistently fell within an anterior portion of the lunate sulcus that was indented into the prelunate gyrus (Figs. 1, 2 ). This region largely represented the contralateral HM and LVF and mainly represented central portions of visual space with the representations of central space shared by V3a and DP, located adjacent and medial to this region (Figs. 1, 2) . The apparent phase progression within the lower visual field suggests an organized representation of at least part of the contralateral visual field. However, this region may correspond to a transition region between dorsal V4 and DP (Lewis and Van Essen, 2000a) , and not to specific visual field map(s). Further, the observed topography within this region of cortex is not easily relatable to the large-scale topographic organization observed in humans as the correspondence in topographic organization of dorsal V4 and the surrounding cortex to humans (Larsson and Heeger, 2006; Hansen et al., 2007) is still unclear and may be significantly differ between species (Wandell et al., 2007; Kolster et al., 2010) . Given the region's relatively small spatial extent and the limited spatial resolution of our methods, identifying precise topographic organization was inconclusive. A systematic investigation of this region and the surrounding cortex including V4d and V4t at higher resolution and therefore higher field strength (and possibly additional functional experiments) would be required to resolve the topography and its relation to neighboring areas, and is therefore beyond the scope of the current study.
Area 7a
Along the inferior parietal gyrus, lateral and adjacent to the central space representations of CIP-1, CIP-2, and LIP vt , a representation of the contralateral LVF was evident in all hemispheres, though no clear topographic organization could be identified beyond these representations (Figs. 1, 2 ). This region of cortex likely corresponds to area 7a ). This part of cortex appears to have mainly peripheral representations, but also overlaps with central space regions shared by CIP-1 and CIP-2 (Figs. 1 B, 2B) . Notably, Heider et al. (2005) have found coarse retinotopic organization within area 7a using optical imaging techniques. However, the specific details of the topographic organization appeared to vary from day to day. Though our results suggest the existence of some spatial topography within this region of cortex, no clearly organized map of the visual field could be identified, consistent with the interpretation that area 7a forgoes a static retinotopic organization for a spatial topography capable of adapting to alternating environments (Heider et al., 2005) .
STS-areas MT, MSTv, and FST
Polar angle phase progressions of contralateral space were observed within posterior STS, consistent with previous studies delineating MT, MSTv, and FST (Kolster et al., 2009) [also see Gattass and Gross (1981) , Van Essen et al. (1981) , and Desimone and Ungerleider (1986) ]. In all hemispheres, a polar angle progression was identified from the LVM representation (Figs. 1 A, 2 A) corresponding to the border between V4t and MT to an UVF representation within the lower bank of posterior STS corresponding to the border between MT and MSTv. The polar angle progression reversed back toward a LVF representation further anterior and within the fundus of the STS corresponding to the border between MSTv and FST. Within the dorsal portion of the posterior STS, superior to MT and MST, a peripheral representation of the LVF and HM was observed in all four hemispheres (Figs. 1, 2) . As suggested by Kolster et al. (2009) , this anatomical area may correspond to MTp or other neighboring motion-sensitive areas (Desimone and Ungerleider, 1986) . No apparent representations central space could be identified.
Visual field representations
As seen in Table 3 , areas V3a, DP, CIP-1, CIP-2, and LIP vt represented almost exclusively the contralateral visual field (contralateral vs ipsilateral visual field: all t (3) values Ͼ25, p values Ͻ0.0001). For comparison, 97 Ϯ 1% of nodes represented contralateral visual space in area V1. The strong laterality is further demonstrated in the polar plots of V1, V3a, DP, CIP-1, CIP-2, and LIP vt (Fig. 5) . As is evident in the polar plots as well as the polar angle maps, V3a and LIP vt contained roughly equivalent representations of the upper and lower quadrants of the contralateral visual space (Table 3 ). The caudal IPS areas, CIP-1/2, contained a larger representation of the upper quadrant. Conversely, area DP contained a larger representation of the lower quadrant. For comparison, 47 Ϯ 1% of nodes represented the upper quadrant and 50 Ϯ 2% of nodes represented the lower quadrant in V1. Due to the limited number of samples (n ϭ 4), more data will be necessary to conclusively assume any asymmetries in visual field for the CIP areas or DP.
Reproducibility of polar angle phase maps
To further evaluate the consistency and reproducibility of the topography, polar angle phase estimates were determined for clockwise and counterclockwise runs separately. The resulting phase maps were highly consistent between clockwise and counterclockwise runs, as indicated qualitatively by the similarities in characteristics of polar angle phase progressions described above (supplemental Fig. 5 , available at www.jneurosci.org as supplemental material). To quantify the similarity of phase estimates between clockwise and counterclockwise data on a node-by-node basis, AIs were calculated for both hemispheres in both monkeys (see Materials and Methods). The AI values range from 0, which indicates that the values obtained in the two datasets were completely out of phase by 180°, to 1, which indicates perfect phase alignment. Mean AI values were averaged across monkeys for V3a, DP, CIP-1, CIP-2, and LIP vt ( Table 4 ). In comparison, AI values for V1 ranged between 0.97 and 0.92. Histograms of mean AIs are shown for V1, V3a, DP, CIP-1, CIP-2, and LIP vt (see supplemental Fig. 6 , available at www.jneurosci.org as supplemental material). Additionally, the calculated correlation coefficients of each ROI were significant for each monkey's polar phase measurements (all r values Ͼ0.67, all p values Ͻ10 Ϫ10 uncorrected; median r ϭ 0.78), demonstrating that there was good alignment throughout each ROI for each monkey. These analyses provide a quantitative measure for the consistency of the topographic organization across runs regardless of the direction of stimulus rotation.
Group average map
To evaluate the consistency of the large-scale topographic organization across the individual animals, polar angle and eccentricity data from both monkeys were mapped onto a standard-mesh surface (see Materials and Methods), and average topography maps were calculated for each hemisphere. The topographic organization throughout V3a, DP, CIP-1, CIP-2, and LIP vt was remarkably similar in visual field representation as compared to that seen in individual monkeys (Figs. 1, 2, 5, 6 A, B) . Though the sample size is limited, this consistency across all four hemispheres of the two monkeys suggests that the organization is not much influenced by interindividual variability in the higher-order areas in the macaque brain, which is in contrast to the known individual variability of human PPC (Schluppeck et al., 2005; Silver et al., 2005; Swisher et al., 2007) .
To further evaluate the similarity of phase estimates between the datasets of the two monkeys on a node-by-node basis, AI values were calculated between M1 and M2. Histograms of mean polar angle AIs are shown for V1, V3a, DP, CIP-1, CIP-2, and LIP vt in supplemental Figure 7A (available at www.jneurosci.org as supplemental material). The mean AI values for polar angle are listed in Table 4 . Additionally, the calculated correlation coefficients of each ROI were significant for each monkey's polar phase measurements (all r values Ͼ0.51, all p values Ͻ10 Ϫ10 uncorrected; median r ϭ 0.64), indicating that there was good alignment throughout each ROI between monkey datasets. This analysis provides quantitative measures for the consistency of the topographic organization between individual monkeys.
The mean AI values for eccentricity are listed in Table 4 . Histograms of mean eccentricity AIs are shown for V1, V3a, DP, CIP-1, CIP-2, and LIP vt (see supplemental Fig. 7B , available at www.jneurosci.org as supplemental material). The calculated correlation coefficients of each ROI, though smaller than those for the polar angle data, were significant for each monkey's eccentricity phase measurements (all r values Ͼ0.28, all p values Ͻ10 Ϫ5 uncorrected; median r ϭ 0.37). For comparison, AI values were also calculated for polar angle (RH 0.93, r ϭ 0.72, p Ͻ 10 Ϫ10 uncorrected; LH 0.92, r ϭ 0.65, p Ͻ 10 Ϫ10 uncorrected) and eccentricity data (RH 0.92, r ϭ 0.84, p Ͻ 10 Ϫ10 uncorrected; LH 0.90, r ϭ 0.74, p Ͻ 10 Ϫ10 uncorrected) for V1. Comparison to anatomical parcellation of PPC To compare our results to an anatomical and histological parcellation of PPC, area borders (Lewis and Van Essen, 2000a,b) from the F99 macaque atlas (F99; Van Essen, 2002) were mapped onto the standard-mesh surface and compared to the boundaries determined from the average topography data of V3a, DP, CIP-1, CIP-2, and LIP vt (see Materials and Methods). Overall, there was good agreement between the atlas and topography data, particularly for early visual areas V1, V2, and V3 as well as V3a. However, there were a few notable differences between the functional mapping and the atlas data (Fig. 6C ). Visuotopically defined DP overlapped with posterior portions of the F99-defined DP, but also included anterior portions of the F99-defined V3a. There was no direct correspondence of CIP-1 and CIP-2 to individual areas in the atlas. Both areas fell largely within area LOP, thereby subdividing area LOP into posterior and anterior portions, though CIP-1 also overlapped with anterior portions of the F99-defined V3a. Though CIP-2 did not overlap with F99-defined LIP, CIP-2 may also overlap with other anatomical and functional definitions of LIP Blatt et al., 1990) . Visuotopically defined LIP vt overlapped with both LIPd and LIPv of the atlas with representations of central space falling largely within LIPd, and more peripheral representations falling within LIPv. In both hemispheres, visuotopically defined LIP vt comprised only the posterior half of LIP defined by the atlas. Even though the comparison to anatomically and histologically defined areas and zones of an atlas relative to functional topography in individual animals can only reveal approximate correspondences, the comparison of our data to the F99 parcellation schema may prove useful for investigators performing recordings in these regions, taking the atlas as a guide for electrode placement.
Comparison to functional organization of human PPC Recent fMRI studies, including from our laboratory and others, have identified several visuotopically organized areas within dorsal visual cortex extending into the posterior parietal cortex in humans using a variety of different mapping methods including phase-encoded retinotopic mapping similar to that used here (Sereno et al., 2001; Silver et al., 2005; Schluppeck et al., 2005; Swisher et al., 2007; Konen and Kastner, 2008 ) (for review, see Silver and Kastner, 2009) . In Figure 7 , we compare the topographic organization of PPC in the macaque and human based on polar angle and representations of central space (Konen and Kastner, 2008, unpublished observations) (also see Swisher et al., 2007) . In both species, polar angle and eccentricity phase progressions were apparent throughout the lunate sulcus and into PPC. As has been noted previously, the topographic organization of V3a in the macaque is similar to area V3a in the human (Van Essen et al., 2001; Brewer et al., 2002; Fize et al., 2003; Tsao et al., 2003) . In both species, there is a posterioranterior polar angle phase progression from LVM to UVM representations with a representation of central space on its lateral border. The topographic organization observed for DP appears similar to the topography of human area V3b. In both species, there is a posterior-anterior polar angle phase progression from LVM to UVM representations with a representation of the central space on its medial border shared with V3a. The topographic organization and location in relation to surrounding topographic regions of CIP-1 and CIP-2 in the macaque is similar to areas V7 (IPS-0) and IPS-1 in the human. In both species, there is a posterior-anterior polar angle phase progression starting and ending with an UVF representation. However, in the human, the border of IPS-0 and IPS-1 is defined by a reversal in polar phase in the LVF, whereas in the monkey, the border between CIP-1 and CIP-2 is largely within the HM (though a sparse LVF representation was identified along the border in two of four hemispheres). For both monkey and human topographies, the representations of central space are located on the lateral border, with more peripheral representations located medially. LIP vt in the macaque appears similar to IPS-2 in the human. In both species, there is a posterior-anterior polar angle phase progression from UVM to LVM representations with a representation of central space on the lateral border. Topographic organization within the IPS in humans consists of additional areas, IPS-3/4/5, extending further anterior. The IPS also extends anterior from LIP vt in the macaque. However, consistent topographic organization was not identified beyond LIP vt in all hemispheres. It is important to note that our comparison of the topographic organization of the dorsal pathway in humans and monkeys is not aimed at establishing homology between areas, but instead, it is aimed at revealing similarities and differences in large-scale brain topography that may aid future investigations with a simple starting point to find regions that have analogous functions or regions that show similar functional organization.
Discussion
We investigated topographic organization of dorsal extrastriate cortex and PPC using fMRI and phase-encoded retinotopic mapping in monkeys trained to maintain fixation. By considering both the polar angle and eccentricity phase estimates, we identified four visuotopically organized areas representing contralateral visual space within PPC. A representation of the visual field adjacent and lateral to area V3a was found within dorsal portions of the prelunate gyrus, referred to as DP. Adjacent and anterior to V3a within the caudal, lateral portions of the IPS, two previously not described visuotopic areas were found, referred to as CIP-1 and CIP-2. Adjacent and anterior to CIP-2, we identified a representation of the visual field within the lateral bank of the IPS, referred to as LIP vt . The visuotopic organization within dorsal extrastriate cortex and PPC and the presented framework for outlining area borders was highly consistent in all four hemispheres.
Macaque dorsal extrastriate cortex and PPC have been subdivided based on results from anatomy and physiology studies, and several different parcellation schemes have been derived (Pandya and Seltzer, 1982; Seltzer and Pandya, 1986; Colby et al., 1988; Andersen et al., 1990; Felleman and Van Essen, 1991; Preuss and Goldman-Rakic, 1991; Lewis and Van Essen, 2000a,b) . We compared our data to the areas delineated in the F99 macaque atlas (Lewis and Van Essen, 2000a,b; Van Essen, 2002) since it proposes subregions within caudal IPS, dorsal prelunate, and the lateral IPS, and has been applied to both physiology (Stoet and Snyder, 2004; Huk and Shadlen, 2005; Janssen et al., 2008; Chen et al., 2010) and fMRI studies (Tsao et al., 2003; Denys et al., 2004; Durand et al., 2007; Kagan et al., 2010; Patel et al., 2010) .
Within dorsal portions of the prelunate gyrus, we identified a visual field map, DP, that predominantly contained representations of the LVF with adjacent cortex within POS representing the horizontal and upper vertical meridians. Our results are consistent with physiology recordings that have found the receptive fields within DP to be concentrated within the contralateral LVF , and with fMRI studies that have found representations of the LVF within the dorsal prelunate gyrus . Using optical imaging, Heider et al. (2005) found representations of both the UVF and LVF within DP, though the topography varied between monkeys with no apparent systematic progression of visual field locations. Thus, our results extend these prior findings by identifying a systematic visual field map within the dorsal prelunate gyrus and its relation to neighboring topographic cortex.
Within the caudal PPC, we found, to our knowledge for the first time, spatial topography suggesting that this region of cortex may be functionally subdivided into two separate areas, referred to as CIP-1 and CIP-2. CIP-1/2 were located within caudal PPC, including anterior portions of the POS and lateral IPS. CIP-2 extended into lateral portions of posterior IPS that may correspond to cortex defined as part of LIP (Blatt et al., 1990; Kagan et al., 2010) . The posterior border of CIP-1 abutted the borders of V3a and DP with the anterior border of CIP-2 extending into the lateral bank of the IPS. This region of cortex has been shown to represent three-dimensional (3D) shape and texture information (for review, see Katsuyama et al., 2010) . Future investigations are required to define a functional role of topographic organization in the processing of 3D stimulus features, and to characterize whether the response properties of CIP-2 more closely reflect previously defined CIP (Sakata et al., 1998; Taira et al., 2000) relative to LIP (Bushnell et al., 1981; Gnadt and Andersen, 1988; Shadlen and Newsome, 2001) .
Within the lateral IPS, we identified a visual field map, LIP vt , that shared its posterior border with the anterior border of CIP-2 and encompassed both dorsal and ventral portions of lateral IPS. Based on results from previous physiology studies, the topographic organization within LIP has been rather unclear (Blatt et al., 1990; Platt and Glimcher, 1998; Ben Hamed et al., 2001) . Blatt et al. (1990) reported a posterior-anterior gradient from LVF to UVF representations of the contralateral visual field, whereas Ben Hamed et al. (2001) reported the opposite pattern, a posterioranterior gradient from UVF to LVF representations. Both studies agreed regarding a central space representation within LIPd. However, a third report was unable to find any systematic organization of contralateral space within LIP (Platt and Glimcher, 1998) . The polar angle phase progression of LIP vt appears in agreement with the topographic organization suggested by Ben Hamed et al. (2001) , as shown in Figure 8 , where we adapted the schema of LIP topography based on their single-unit data [Ben Hamed et al. (2001) , their Fig. 8C ] and projected it onto the LH of M1. However, the polar angle phase progression of CIP-2 just posterior to LIP vt is in good agreement with the topographic organization and anatomical coordinates reported by Blatt et al. (1990) , suggesting that the discrepancies between these two physiology studies are due to differences in the recording site location and the existence of multiple organized visuotopic maps within lateral IPS. Thus, our data are in good agreement with physiology and offer an interpretation regarding discrepancies observed in previous studies. 8C ). The fundus of the IPS and crown of the inferior parietal lobule are denoted by black lines. A representation of the upper visual field was found in posterior LIP, and the lower visual field representation was found anterior. A representation of central space was identified on the lateral border of LIP. Middle and bottom, The schema of LIP topography defined by physiology data overlaid upon the topography of LIP vt from the LH of monkey M1 (middle) and the group map (bottom) revealed by fMRI. There is strong correspondence of LIP topography between the physiology and fMRI data with the upper visual field progressing anterior and medial to a lower visual field representation, and a representation of central space on the lateral border (white asterisk).
Our results of visuotopic organization within LIP partially confirm, but more importantly extend recent findings of topographic organization within PPC using fMRI (Patel et al., 2010) (see also Fize et al., 2003) . Using a covert attention task on visual stimuli presented at only few different polar angle and eccentricity locations within the visual field, a topographic representation of the contralateral hemifield was found that appeared to be confined to LIPv (Patel et al., 2010) . It was concluded that PPC contains a single topographic representation that can only be revealed in a complex cognitive task, suggesting a specific role of LIPv in higher cognition. While our results concur with the posterior-anterior progression of an UVF to LVF representation, there are several notable differences between our findings and those of Patel et al. (2010) . First and foremost, we demonstrate a systematic and continuous progression of phase angle representations within LIP, which is an important criterion in establishing a visual field map (see Wandell et al., 2007) . This requires identifying the most effective visual field position for each location within a map and can be best achieved with a continuous mapping approach such as phase-encoded mapping, rather than by stimulating a few discrete locations within the visual field. It is also noteworthy that the visuotopic map within LIP was revealed using standard mapping procedures under passive viewing conditions without requirement of a cognitive task. Second, the visuotopic map within LIP is not isolated, but is embedded in a rich topographic organization of PPC with several visuotopically organized areas adjacent to LIP vt , which were differentiated on the basis of their systematic representation of visual space and reversals in polar angle phase progression at or near the vertical meridians. Third, given the posterior-anterior direction of polar angle phase progression, the dorsolateral representation of central space that was identified in our and prior physiology studies appears to be a better candidate for LIP vt than an anterior fovea reported within LIPv (Patel et al., 2010) . Throughout the visual system, the progressions of polar angle and eccentricity are typically represented orthogonal (and not parallel) to each other. It is possible that the anterior representation of central space that was also found in the present study corresponds to additional topographic representations within anterior LIP vt .
A spatial map of saccade trajectories was recently found within anatomically defined LIPv (Savaki et al., 2010) . It is not entirely clear how this map of oculomotor space relates to the visuotopic map identified in our data and prior studies due to the differences in criteria used for parcellating LIPd and LIPv (Medalla and Barbas, 2006) . However, the apparent close proximity of the oculomotor map to the anterior intraparietal area [see Savaki et al. (2010), their Figs. 3b, 9, 10a] suggests that the oculomotor map lies anterior to the visuotopic map observed within the posterior half of the anatomical extent of LIP. Consistent with this interpretation, Kagan et al. (2010) reported stronger BOLD modulation for saccades toward the contralateral visual field within an anterior portion of LIP (aLIP), which appears to be anterior to LIP vt [see Kagan et al. (2010) , their Fig. 1C and supplemental Fig.  3 ]. Interestingly, Savaki et al. (2010) reported representations for small saccade trajectories within LIPv, which may correspond to the representations of central visual space observed in the current data anterior to LIP vt , but within the anatomical extent of LIP. The findings of oculomotor and visuotopic maps, possibly in different parts of LIP, suggest the existence of topographic organization along multiple functional reference frames in macaque PPC.
Several visuotopically organized areas within dorsal extrastriate cortex and PPC have recently been reported using fMRI in humans (Sereno et al., 2001; Silver et al., 2005; Schluppeck et al., 2005; Swisher et al., 2007; Konen and Kastner, 2008 ) (for review, see Silver and Kastner, 2009 ). In our comparison of macaque and human large-scale PPC topography, several parallels in polar angle and eccentricity representations were identified based on the topography within individual areas and their relation to the surrounding large-scale topography. In addition to the previously noted correspondence of V3a topography, macaque CIP-1 and human IPS-0, CIP-2, and IPS-1, as well as LIP vt and IPS-2, showed striking similarities in topographic organization. Similarities in large-scale topographic organization between species do not necessitate or imply homology, nor do they preclude functional dissociations between species. Rather, large-scale cortical organization can be used to systematically investigate functional properties between species. Our results provide a framework for detailed comparisons of parietal cortical areas between humans and monkeys that should prove useful in relating the functional similarities and dissociations between species.
