Minimization of the number of ADMs in SONET rings with maximum throughput with implications to the traffic grooming problem  by Shalom, Mordechai & Zaks, Shmuel
Theoretical Computer Science 384 (2007) 250–262
www.elsevier.com/locate/tcs
Minimization of the number of ADMs in SONET rings with
maximum throughput with implications to the traffic
grooming problem
Mordechai Shalom∗, Shmuel Zaks
Department of Computer Science, Technion, Haifa, Israel
Abstract
SONET ADMs are dominant cost factors in WDM/SONET rings. Whereas most previous papers on the topic concentrated
on the number of wavelengths assigned to a given set of lightpaths, recent papers argue that the number of ADMs is a more
realistic cost measure. The minimization of this cost factor has been investigated in recent years, where single-hop and multi-hop
communication models, with arbitrary traffic and uniform traffic loads have been investigated. As a first attempt to understand the
trade-off between the number of wavelengths and the number of ADMs, we concentrate on the all-to-all, uniform traffic instance
with multi-hop, splittable communication. We look for a solution which makes full use of the bandwidth and uses the minimum
possible number of ADMs. We develop an architecture based on successive nested polygons and present a necessary and sufficient
condition for a solution in this architecture to be feasible. This architecture leads to a solution using O(W logW+N )ADMs where
W is the number of wavelengths used, and N is the number of nodes in the ring. This is a substantial improvement compared to NW
ADMs for the basic architecture in [O. Gerstel, P. Lin, G. Sasaki, Combined wdm and sonet network design, in: INFOCOM’99,
Eighteenth Annual Joint Conference of the IEEE Computer and Communications Societies, vol. 2, 1999, pp. 734–743], and optimal
forW = O(N/ log N ). We further improve this result to O(W logW +N ) ADMs, whereW = o(W ). This architecture constitutes
a solution for the traffic grooming problem, which is the subject of many recent works.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Background
A single fiber-optic cable offers a bandwidth that can potentially carry information at the rate of several terabits
per second, much faster than any electronic device can handle. In order to utilize the potential of optical fiber,
wavelength-division multiplexing (WDM) is used. The bandwidth is partitioned into a number of channels at different
∗ Corresponding address: Technion - Israel Institute of Technology, Computer Science Department, Haifa, Israel. Tel.: +972 4 829 4843.
E-mail addresses: cmshalom@cs.technion.ac.il (M. Shalom), zaks@cs.technion.ac.il (S. Zaks).
0304-3975/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2007.04.021
M. Shalom, S. Zaks / Theoretical Computer Science 384 (2007) 250–262 251
wavelengths. Several signals can be transmitted through a fiber link simultaneously on different channels. The number
of channels (wavelengths) available in WDM systems is limited by the chosen technology. One of the important
parameters affected by the technology is the network cost. Add/drop multiplexers (ADMs) are employed at the
network nodes to insert lightwaves into the fiber and extract them.
WDM ring networks are deployed by a growing number of telecom carriers. The problem of minimizing the
number of wavelengths has been extensively studied. Variants of this problem such as to maximize the number of
lightpaths given a limited number of wavelengths (theMAXPC problem) or to minimize the blocking probability of a
lightpath were also studied.
Among others, in [6] and [10] it is argued that a more realistic cost measure is the number of ADMs used by the
network. Moreover, these studies concentrate on a ring topology, since higher level networks which make use of the
WDM network may not support arbitrary topologies. The most widely deployed network above the WDM layer is the
SONET/SDH self-healing rings, and these networks have to be configured in rings for protection purposes.
The problem of minimizing the additional overhead resulting from the need of these lightpaths to be configured as
rings is studied in the literature. This can be split into two problems:
• Assign a route to a lightpath; namely, choose one of two possible directions on the ring such that the maximum
number of lightpaths intersecting on an edge is minimal. This is called the ring loading problem. In [13] an optimal
solution for the problem in directed rings is given. As for undirected rings, a polynomial time approximation
scheme is given in [9].
• Given the routing above, assign wavelengths to the paths such that the number of ADMs used by the system is
minimized. We focus on this problem.
The number of ADMs is determined as follows. Each lightpath uses one ADM at each endpoint. An ADM in a
common endpoint of two lightpaths can be shared if they have the same color.
A number of previous works [5–7,10,3,11,4] studied the minimum ADM problem in which each traffic stream has
a predetermined routing. In ring networks this is also called the arc version of the problem. The problem is proved to
be NP-hard [10]. For ring networks heuristic algorithms were presented in [6,10,12]. Subsequently 3/2, 10/7 + 
and 10/7-approximation algorithms were presented in [3,11,4], respectively. The problem is investigated for general
topologies in [5].
Generally, the wavelength allocation problems studied so far can be viewed in two categories: the problem of
minimizing the number of wavelengths used and the problem of minimizing the number of ADMs used. In [6] it is
pointed out that these objective functions may lead to different results; in particular, these objective functions cannot
always be minimized simultaneously.
An important generalization of the ADM minimization problem is the traffic grooming problem which is defined
in [8] and received much attention in recent works (e.g. [12,2,1]). [14] is an excellent review of the various variants of
the problem. In this problem the basic traffic unit is 1/g of the capacity of one wavelength, where g is the grooming
factor. The input is a set of traffic requests between pairs of nodes having sizes which are multiples of this basic traffic
unit. In this variant a coloring is valid if for every edge e and color λ, the number of paths using e and colored λ is at
most g. A set of (at most 2g) paths colored with the same color sharing a common endpoint uses one ADM. Note that
the special case of g = 1 is the ADM minimization problem.
1.2. Our work
As an attempt to investigate the relationship between the number of wavelengths and the number of ADMs, in
this work we concentrate on the uniform all-to-all communication pattern and require maximum utilization of the
bandwidth of W wavelengths. Furthermore we assume the multi-hop communication model and splittable requests,
and investigate the problem of minimizing the number of ADMs used under these conditions.
We propose an architecture of successive nested polygons and give a necessary and sufficient condition for a
solution in this architecture to be feasible. Using this condition we give an optimal solution for W = 2 and a solution
using O(W logW + N ) ADMs for the general case, where W is o(W ) and N is the size of the ring. In other words,
if W < N/ log N the cost depends asymptotically only on N , and if W > N 1+/ log N for any  > 0, then the cost
depends only on W . Our technique is extendable to sequences of polygons which are not necessarily nested.
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Fig. 1. Routing of traffic from node 0.
In Section 2 we give a formal definition of the problem, and in Section 3 the basic properties of the solution are
investigated. In Section 4 we introduce our demand function which constitutes an essential tool for our analysis of the
results. In Section 5 we present the architecture and analyze its performance. In Section 6 we generalize the results
and discuss application to the uniform all-to-all multi-hop traffic grooming problem. In Section 7 we summarize the
results and suggest further research directions.
2. Problem definition
Consider W bidirectional SONET rings with (the same) N nodes {0, 1, . . . , N − 1}, each operating on a separate
wavelength and one ADM for each wavelength at each node. Each ring consists of N lightpaths and traffic can be
switched between the rings at each node. This architecture is called PPWDM [7].
Consider also the uniform all-to-all traffic where the traffic from node i to node j is
T (i, j) =
{
0 if i = j
τ otherwise.
As we will be interested mostly in asymptotic results, and the differences in the results between odd and even
values of N are small, we will assume for simplicity that N is even.
Consider the shortest path routing of the above traffic T , where traffic from node i to node (i + N/2)mod N is
split and routed equally on both directions. Fig. 1 shows the routing of the demands T (0, j). The load induced on the
system by any node in any direction is
N/2−1∑
j=1
τ j + τ
2
N
2
=
(
(N/2− 1)N/2
2
+ N
4
)
τ = N
2
8
τ.
To obtain the total load induced by all nodes we multiply the above by the number of nodes (N ). Since it is clear that
the load is the same on each directed edge, we conclude that in this specific routing of the traffic demand T , the load
on every directed edge is N
2
8 τ .
Clearly the above total load is the minimum possible because of the shortest path routing. Moreover, this total load
is distributed evenly on all the edges. Therefore in any routing there is at least one edge with this load or more; in
other words, this is the minimum possible maximum edge load.
Assuming that the unit of traffic is the capacity of one wavelength, the capacity of each edge is W . The maximum
all to all uniform traffic that can be routed on the above PPWDM ring satisfies: N
2
8 τ = W , or τ = 8WN2 . For the rest of
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the paper n
de f= N2 , therefore:
τ = 2W
n2
.
As traffic can be switched freely between the rings at each node and the capacity of each edge is equal to its load,
this traffic can be routed on a PPWDM ring which uses NW ADMs.
However, an ADM operating at wavelength λ ≤ W is needed at node 0 ≤ i ≤ N − 1 only if there is a lightpath of
ring λ terminating at node i , or equivalently, only if there is a demand routed on that ring which terminates at node i .
Our goal is to find an architecture that uses the same number W of wavelengths, supports the same traffic demand
(T ) and uses the smallest possible number of ADMs.
Proposition 2.1. Every solution should use a shortest path routing.
Otherwise the total load will increase and the average load will be greater than n
2
2 τ (= W ). Therefore, there will be at
least one edge with load greater than its capacity.
For this reason and the fact that each edge has the same capacity in each direction, the problem can be separated
into two identical “directed” instances, one for each direction. We will deal with the “clockwise” problem, in which
there are N directed edges (i, i + 1) and the traffic from node i to node j is positive only when the shortest path from
i to j is “clockwise”.
An architecture is defined by its lightpaths and the routing of the traffic over these lightpaths.
• Lightpaths:
Definition 2.1. A lightpath is a dipath p of the cycle and a wavelength (color) w(p) ∈ N assigned to it.
Definition 2.2. A coloring w is valid if any two lightpaths p and p′ such that w(p) = w(p′) have no edges in
common.
Definition 2.3. A Lightpath Graph is a directed multigraph with N nodes, and an edge e = (i, j) for each lightpath
from node i to node j . For such an edge l(e)
de f= ( j − i) mod N and w(e) is the color assigned to the lightpath it
represents.
The number of ADMs used at each node v of the lightpath graph is the number of colors “touching” v, namely
|{w(e)|e is adjacent to v}|.
The number of ADMs used by a lightpath graph is the sum of the number of ADMs used at each node.
• Routing: The routing problem is the following multi-commodity flow problem:
– Input:
∗ A Lightpath Graph and capacities c(e) = 1 for all edges.
∗ A demand matrix:
D(i, j) =
τ if 0 < ( j − i) mod N < N/2τ/2 if ( j − i) mod N = N/20 otherwise
of different commodities.
– Output: A flow of the above commodities, completely satisfying the demands.
Our problem is to find a lightpath graph (and a valid coloring of it) with as few ADMs as possible, admitting a
routing of the commodities D(i, j).
The shortest path routing described earlier satisfies the following symmetry property: when a directed request of
one of the directed instances is reversed, a directed request of the dual instance is obtained. Therefore, by reversing
the directions of the lightpaths and the flows of a solution we obtain a solution of the dual instance. This means that
we can view any solution of a directed instance, as a solution of the undirected instance, by simply disregarding the
directions.
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3. Preliminaries
Proposition 3.1. The circle (0, 1, . . . , N − 1, 0) is a subgraph of the lightpath graph of any solution.
This is because for each edge e = (i, i + 1) the traffic T (i, i + 1) is non-zero and should be routed on the shortest
path which is formed by a single lightpath consisting of e only. Therefore each such edge e is an edge of the lightpath
graph.
Proposition 3.2. The Lightpath Graph of a solution is Circular Eulerian:
Consider the physical links, i.e. edges e and e′ of the circle, entering and leaving a node. Their capacities are both
W and fully used. The capacity dedicated to passthrough traffic is the same in both of them, and uses the same set
of wavelengths. Therefore, the capacity dedicated to the remaining traffic is the same and uses the same wavelengths
in both links e and e′. Therefore the out degree of any node of the Lightpath Graph is equal to its in degree. The
underlying graph is connected, otherwise there are two distinct nodes i and j such that D(i, j) can not be routed.
As such, this graph can be decomposed into simple cycles, each of which will be called a polygon.
Definition 3.1. A polygon is a sequence of distinct nodes beginning with the least numbered node. The multiplicity
of a polygon is the number of maximal increasing subsequences of this sequence. A polygon with multiplicity 1 is a
convex polygon.
Lemma 3.1. Any solution can be decomposed into convex polygons.
Proof. Any solution is a valid coloring of the lightpaths with W colors. Let Ec be the set of edges in the lightpath
graphs such that the corresponding lightpath is colored (assigned wavelength) c. Let l(c) = ∑e∈Ec l(e). For any
color c, l(c) ≤ N , because otherwise there is at least one edge containing two or more lightpaths with the same
color, rendering the coloring invalid. On the other hand
∑
e∈E l(e) =
∑W
c=1 l(c) = WN , because there are W edges
(lightpaths) using any physical link. By the pigeonhole principle for all c, l(c) = N . The lightpaths of Ec do not
overlap and the sum of their lengths is N , therefore they form a convex polygon. 
Corollary 3.1. The number of ADMs used by a color c is the number |Ec| of the edges of the corresponding convex
polygon.
In view of the preceding results our design problem can be formulated as follows: FindW polygons with minimum
total number of edges (nodes) such that the routing problem has a solution.
4. The demand function
In this section we introduce the demand function which is important in our analysis:
Definition 4.1. Given a demand matrix d and an edge e of a Lightpath Graph, we define:
d(e)
de f=
∑
i, j
d(i, j)
where the sum is taken over all the node pairs i, j such that e is in the direction of the path (on the directed circle)
from i to j .
In other words, d(e) is the total demand that can potentially be routed on the edge e.
For the demand matrix D in Section 2, we define similarly D(e) =∑i, j D(i, j).
In Fig. 2 we present a network with N = 12 nodes. For the edge e depicted in the figure, we have D(e) =
D(u3, v0)+ D(u2, v0)+ D(u2, v1)+ D(u1, v0)+ D(u1, v1)+ D(u1, v2)+ D(u0, v0)+ D(u0, v1)+ D(u0, v2)+
D(u0, v3). Note that the summation includes the pairs (ui , v j ) for which the shortest path from ui to v j includes
e = (u0, v0).
Definition 4.2. Given a polygon P , we define:
d(P)
de f= min {d(e)|e ∈ P} .
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Fig. 2. Demands routable on e.
Proposition 4.1. In every solution, all the edges of the lightpath graph satisfy D(e) ≥ 1.
Otherwise there is an edge with unused capacity under any shortest path routing. But the demand matrix can be routed
only by using the full capacity of all the edges.
Corollary 4.1. In every solution, all the polygons of the lightpath graph satisfy D(P) ≥ 1.
Lemma 4.1. Given a lightpath graph, we have:
D(e) > D˜(l(e))
de f= W
(
1− l(e)
n
)2
for every edge e.
Proof. Consider an edge e = (a, b) with l(e) = l and a pair of nodes u and v such that e is on the shortest path from
u to v. Let i = a − u and j = v − b. Clearly v − u ≤ n. But v − u = (v − b) + (b − a) + (a − u) = j + l + i ,
therefore i + j ≤ n − l. The pairs of nodes satisfying this condition contribute τ to D(e) except one pair satisfying
v − u = n which contributes τ/2. We get:
D(e) =
∑
{(i, j)|i+ j<n−l}
τ +
∑
{(i, j)|i+ j=n−l}
τ
2
= τ
(
n−l∑
s=1
s + 1
2
(n − l + 1)
)
= τ
[
(n − l)(n − l + 1)
2
+ n − l + 1
2
]
= W
n2
(n − l + 1)2 = W
(
1− l
n
)2
+ O
(
W
n
)
. 
Note that D(e) depends only on the length l(e) of e. With some abuse of notation, we will use D(l(e)) and D(e) with
the same meaning. We will use the following simple properties of the demand function:
lim
n→∞(D(e)− D˜(l(e))) = 0
D−1(x) ≥ D˜−1(x) =
(
1−
√
x√
W
)
n
D˜ and D˜−1 are both decreasing functions.
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5. Nested polygons
5.1. Definitions
Definition 5.1. Consider two edges e = (i, j) and e′ = (i ′, j ′) of a lightpath graph. Assume w.l.o.g. that i = 0. The
edges are said to be:
disjoint if j ≤ i ′ < j ′
crossing if i ′ < j < j ′
contained if i ′ < j ′ ≤ j .
In the last case e′ is said to be contained in e.
Definition 5.2. A convex polygon P ′ is nested in another convex polygon P , if P is a cyclic permutation of some
subsequence of P ′.
Proposition 5.1. If a polygon P ′ is nested in polygon P, then any pair of edges e ∈ P and e′ ∈ P ′, are either disjoint
or e′ is contained in e.
Definition 5.3. A sequence P1, P2, . . . , Pk of polygons is a nested sequence of polygons if for all i < k, Pi+1 is
nested in Pi .
5.2. Properties of nested polygons
Lemma 5.1. If a nested sequence of polygons is a solution, namely it admits a routing of the demand matrix D, then:
∀i ≤ W, D(Pi ) ≥ i.
Proof. Assume a nested sequence of polygons P1, P2, . . . is a solution. Consider any routing admitted by this solution
and any edge ei ∈ Pi . This edge is contained in exactly i − 1 edges e1 ∈ P1, e2 ∈ P2, . . . , ei−1 ∈ Pi−1. All the
demands routed on the edges e1, e2, . . . , ei−1 could be potentially routed on ei too. Therefore the sum of the demands
that could potentially be routed on ei is at least the sum of the demands actually routed on these edges, which is their
total capacity, namely i . Therefore, D(ei ) ≥ i . This is true for any edge ei ∈ Pi , thus we conclude that D(Pi ) ≥ i . 
Lemma 5.2. If a nested sequence of polygons satisfies:
∀i ≤ W, D(Pi ) ≥ i
then there is a routing of the uniform demand matrix D.
Proof. We present an algorithm constructing the claimed routing and prove its correctness:
RandomRoute(Demand d, Polygon P){
// Routes as much as possible of the demand matrix d
// over the polygon P
// As long as there is a demand routable via an edge
// e ∈ P, and e has unused capacity, use e to
// route that demand (even partially).
∀e ∈ P, f (e) = 0
For each pair of nodes u, v {
Let e1, e2, . . . , ek be the edges of P which are on
the shortest path from u to v
and ei = (ai , bi )
if (k > 0) {
For (i = 1; i ≤ k; i ++) {
xi = min(d(u, v), 1− f (ei ))
f (ei )+ = xi
d(ai , bi )+ = d(u, v)− xi
}
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Fig. 3. Change in f (e).
d(u, a1)+ = d(u, v)
d(bk, v)+ = d(u, v)
d(u, v) = 0
}
}
}
Route(Demand D){
d=D;
for {i = 1; i ≤ W; i++}{
RandomRoute(d,Pi);
}
}
Claim 5.1. If RandomRoute(d,P) is invoked when d(P) ≥ 1, upon its return ∀e ∈ P, f (e) = 1.
Proof. Consider any edge e ∈ P . d(P) ≥ 1, therefore d(e) = ∑i, j d(i, j) ≥ 1. Each pair contributing to this sum
is considered exactly once for this edge by the algorithm. The value of d(i, j) when it is considered by the algorithm
is at least equal to its value in the beginning of RandomRoute. This is because d(i, j) is decreased only after it is
considered. It contributes d(i, j) to f (e) until f (e) = 1. The total contribution to f (e) is therefore min(1, d(e)) = 1.
f (e) does not decrease through RandomRoute, which means that the value of f (e) upon return is 1. 
Claim 5.2. If RandomRoute(d,P) is invoked when d(P) ≥ 1, upon its return d(P ′) is decremented by 1 for all
polygons P ′ nested in P.
Proof. Consider a polygon P ′ nested in P and an edge e′ ∈ P ′. There is exactly one edge e ∈ P containing e′. All
other edges of P are disjoint to e′. A decrease in d(e′) occurs only when d(u, v) changes for some pair u, v. This is
done always with a change (increase) in f (e) or f (e′′) where e′′ is a disjoint edge.
Case 1. The change is in f (e): Whenever f (e) is increased, d(e′) is decreased by the same amount (see Fig. 3). By
the previous claim these decreases sum up to 1.
Case 2. The change is in a disjoint edge e′′: This change will not affect d(e′) because of the corresponding increase
in the demand d(b′′, v) (see Fig. 4).
Therefore, d(e′) is decreased exactly by 1, and consequently, so is d(P ′). 
By induction on W , using the above results, we prove that: If ∀i ≤ W, D(Pi ) ≥ i , the above algorithm ends with
f (e) = 1 for all the edges. Therefore the nested sequence of polygons is a feasible solution. 
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Fig. 4. Change in a disjoint edge.
Lemmas 5.1 and 5.2 imply:
Theorem 5.1. A nested sequence of polygons P1, P2, . . . , PW is a solution if and only if
∀i ≤ W, D(Pi ) ≥ i. (1)
5.3. Optimum solution for W = 2
As previously stated, any solution contains the circle (0, 1, . . . , N − 1, 0). Furthermore, we know that this solution
consists of two convex polygons, namely, the above circle and one convex polygon. The circle is nested in all convex
polygons, therefore any solution for W = 2 is a nested sequence of polygons P1, P2 where P2 is the circle itself. It
remains to find P1:
We know that P1 must satisfy D(P1) ≥ 1. Therefore all the edges e ∈ P1 must satisfy D(e) ≥ 1, implying
l(e) ≤ D−1(1). We want to find the polygon with minimum total number of edges, therefore we choose l = bD−1(1)c
and build the polygon which consists of d2n/ le edges such that l(e) = l and at most one edge such that l(e) < l. The
number of edges in this polygon is⌈
2n
bD−1(1)c
⌉
≤
⌈
2n
bD˜−1(1)c
⌉
=
 2n⌊(1− 1√
2
)n
⌋
 ≈ 21− 1√2 ≈ 6.8.
This solution uses N + 7 ADMs instead of 2N ADMs in PPWDM, still getting the same throughput. From the
above discussion it follows that:
Theorem 5.2. For W = 2 any optimum solution uses N + 7 ADMs.
5.4. A solution for any W using nested polygons
We build a nested sequence S of polygons Pi as follows: all the polygons in the sequence share a special node 0,
and the lengths of their edges are powers of two, except for possibly one shorter edge.
For each 1 ≤ i < W ,
ki =
{blog D˜−1(i)c if D˜−1(i) ≥ 1
0 otherwise.
Starting at node 0, and going clockwise, all the edges of each polygon Pi have length li = 2ki , except possibly for
the last one which is shorter. Clearly, ki is a non increasing sequence. We thus get a nested sequence of polygons. The
lengths li satisfy li = 2ki ≤ D˜−1(i). Therefore D˜(li ) ≥ i (see end of Section 4). It follows that D(Pi ) ≥ i , which is
the sufficient condition (1) for the solution to be feasible.
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Theorem 5.3. The number of ADMs used by the solution S is at most 8WlnW + 2N + O(W ).
Proof. The number ADMi of the ADMs of polygon Pi is: ADMi =
⌈
N
2ki
⌉
. For every i such that D˜−1(i) ≥ 1 we
have:
ADMi − 1 ≤ N
2blog D˜−1(i)c
<
N
2(log D˜−1(i)−1)
= 2N
D˜−1(i)
= 4(
1−
√
i√
W
) = 4√W√
W −√i .
For other values of i we have ADMi = N . Note that D˜−1(i) ≥ 1 if and only if i ≥ D˜(1) = W (1− 1/n)2. The total
number of ADMs satisfies:
W∑
i=1
ADMi ≤ W + 4
√
W
bW (1−1/n)2c−1∑
i=1
1√
W −√i +
W∑
i=bW (1−1/n)2c
N .
The first sum above is bounded by
4
√
W
W−2∑
i=1
1√
W −√i ≤ 4
√
W
∫ W−1
1
1√
W −√x dx
= 8√W
(√
W ln(
√
W −√x)+√x
)1
W−1
= 8W ln(√W − 1)− 8W ln(√W −√W − 1)+ 8√W (1−√W − 1)
≤ 8W ln
√
W − 1√
W −√W − 1
= 8W ln(√W − 1)(√W +√W − 1)
< 8W ln(2W )
= 8W lnW + O(W )
and the second sum is bounded by:
N (W −W (1− 1/n)2 + 2) = N (W (1− (1− 1/n)2)+ 2) = N
(
W
1
n
(
2− 1
n
)
+ 2
)
< 4W + 2N .
Summing both bounds we get:
W∑
i=1
ADMi ≤ 8WlnW + 2N + O(W ).
Conclusion: If W = O(N/ log N ) the asymptotic cost depends only on N , and if W = Ω(N 1+/ log N ) for any
 > 0, then the asymptotic cost depends only on W .
5.5. An improved upper bound
Now we show how the O(W logW + N ) upper bound of Theorem 5.3 can be further improved.
Lemma 5.3. The problem is sub-additive in W.
Proof. A solution S1 for W1 wavelengths and N nodes and a solution S2 for W2 wavelengths and N nodes can be
superposed to obtain a solution for W1 +W2 wavelengths. This is true because:
τ = 2(W1 +W2)
n2
= 2W1
n2
+ 2W2
n2
= τ1 + τ2
where τ (resp. τ1, τ2) are the uniform demands for W (resp. W1,W2) wavelengths. 
260 M. Shalom, S. Zaks / Theoretical Computer Science 384 (2007) 250–262
Theorem 5.4. There is a solution using O(W logW + N ) ADMs, where W = o(W ).
Proof. We omit constant factors. We consider two cases:
• W logW is O(N ). In this case our upper bound is O(N ) which is optimal.
• N is o(W logW ). In this case let W be such that N = W logW . W is o(W ). Let X = W/W . Because of the
sub-additivity, the superposition of X solutions of an instance with W wavelengths and N nodes is a solution for
our instance of W wavelengths and N nodes. This solution uses
X · O(W logW + N ) = X · O(N ) = O
(
W
W
W logW
)
= O(W logW )
ADMs. 
6. Generalization and implications to traffic grooming
In this section we generalize the above results for all N and analyze the applicability to the traffic grooming
problem. We begin with a discussion on the traffic grooming problem in Section 6.1. In Section 6.2 we generalize our
shortest path routing for any value of N . In Section 6.3 we show that the demand functions implied by these routings
have the desired properties, and we end by summarizing the applicability of our results to the traffic grooming problem
in Section 6.4.
6.1. The traffic grooming problem
In the grooming problem, traffic requests have capacities which are multiples of some basic traffic unit which is
equivalent to 1/g of the capacity of one wavelength, where g is an integer called the grooming factor. In this context
it is more convenient to express the capacities in terms of this basic unit. The capacity of the fiber is W · g and τ must
be an integer.
We consider two variants of the uniform all-to-all multi-hop traffic grooming problem. In the first variant traffic
splitting is not allowed, i.e. a demand from node i to node j should be routed entirely on one sequence of lightpaths.
In the second variant, traffic splitting is allowed, but it is restricted to integer units, i.e. a demand may be split into
sub-demands and each sub-demand may use its own sequence of lightpaths as long as the sub-demands have integer
capacities.
In our discussion N was restricted to be even. In this section we extend the results to any N , with the grooming
problem in mind.
We restrict our attention to the instances in which τ is an integer, otherwise the capacity of the fiber cannot be
entirely used. Note that if τ divides g, the algorithm RandomRoute at Section 5 will not cause demands to be
bifurcated. The problem is that the shortest path routing that we use splits some of demands into two before they
are input to RandomRoute, therefore our solution bifurcates traffic. Even if bifurcating is allowed we need τ to be
even, so that each sub-demand is an integer. In the sequel we will generalize our solution to any N and consider other
shortest path routings so that traffic is not bifurcated as far as it is possible.
6.2. Shortest path routings
Under any shortest path routing, the load induced by node i to the bidirectional cycle is
∑N−1
j=1 τ min( j, N − j).
Therefore the total load is N
∑N−1
j=1 τ min( j, N − j). When this load is distributed evenly among the 2N directed
edges, the load l(e) on each directed edge becomes
1
2
N−1∑
j=1
τ min( j, N − j) = 1
2
2τ
∑⌊ N2 ⌋
j=1 j if N is odd
2τ
∑ N
2 −1
j=1 j + τ N2 if N is even
= τ
{ 1
2
⌊ N
2
⌋ (⌊ N
2
⌋+ 1) if N is odd
1
2
N
2
( N
2 − 1
)+ N4 = N4 N2 if N is even
= τ
2
⌊
N
2
⌋⌈
N
2
⌉
.
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In the sequel n
de f= ⌊ N2 ⌋ which is consistent with its earlier definition. The shortest path routing is uniquely defined
for all demands except the ones traveling the half length of the cycle. These demands can be routed in any one of the
directions, or may be split and routed in both directions. We consider three cases.
• N is odd. In this case the shortest path routing is unique. From symmetry considerations the load on each e is the
same, i.e. τ2
⌊ N
2
⌋ ⌈ N
2
⌉ = τ2n(n+1), and there is no splitting. Moreover the routing satisfies the symmetry property.• N is even, but not divisible by four. In this case l(e) is not an integer multiple of τ , therefore any shortest path
routing inducing a uniform load on the edges should split some of the demands. The routing depicted in Fig. 1, for
which we proved our results, is an example of such a routing.
• N is divisible by four. The routing in which traffic from node i to node i + N2 is routed clockwise (resp.
counterclockwise) when i is even (resp. odd), induces a uniform load on the edges. This is because for any
even (resp. odd) i , the traffic from i to i + N2 together with traffic from i + N2 to i is routed clockwise (resp.
counterclockwise) and induces a uniform load on all the edges in this direction. This routing does not bifurcate
traffic. Note that it does not satisfy the symmetry property, however we show that our solution remains valid.
6.3. The demand function
We now show that Lemma 4.1 holds. The case of N even, but not divisible by four is already analyzed. We remain
with the two other cases:
• N is odd.
D(e) =
∑
{(i, j)|i+ j≤n−l}
τ = τ
n−l+1∑
s=1
s
= τ (n − l + 1)(n − l + 2)
2
= W
n(n + 1) (n − l + 1)(n − l + 2)
= W
(
1− l
n
+ 1
n
)(
1− l
n + 1 +
2
n + 1
)
= W
(
1− l
n
)2
+ O
(
W
n
)
• N is divisible by four. Let e = (a, b), then for the clockwise direction (the other direction is symmetric) we have
D(e) =
∑
{(i, j)|i+ j<n−l}
τ +
∑
{(i, j)|i+ j=n−l,a−i is odd}
τ
≥ τ
(
n−l∑
s=1
s +
⌊
n − l + 1
2
⌋)
≥ τ
(
(n − l)(n − l + 1)
2
+ n − l
2
)
= τ
2
(n − l)(n − l + 2)
= W
n2
(n − l)(n − l + 2) = W
(
1− l
n
)(
1− l
n
+ 2
n
)
= W
(
1− l
n
)2
+ O
(
W
n
)
.
The above discussion implies that Lemma 4.1 holds for every value of N using the appropriate shortest path
routings, and therefore it is clear that the rest of the results apply as well for any N .
6.4. Implications to the grooming problem
Recall that τ = 2Wg⌊
N
2
⌋⌈
N
2
⌉ . The following table summarizes the sufficient conditions for our construction to be a
solution for the uniform, all-to-all, multi-hop grooming problem in a bidirectional ring with maximal usage of the
fiber capacity.
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N mod 4 Bifurcation Allowed Bifurcation not Allowed
0, 1, 3 2Wg⌊
N
2
⌋⌈
N
2
⌉ ∈ N
⌊
N
2
⌋⌈
N
2
⌉
2W ∈ N
2 Wg⌊
N
2
⌋⌈
N
2
⌉ ∈ N No solution exists
7. Summary and open problems
Our work is a first attempt to understand the trade-off between the wavelength minimization and ADM
minimization problem. We dealt with the special case of splittable, multi-hop communication. We considered the
all-to-all uniform traffic instance under the constraint that the full bandwidth of the fiber is used.
We presented an architecture that uses O(W logW + N ) ADMs (W = o(W )) which provides a solution for the
traffic grooming problem under certain conditions.
An O(W + N ) lower bound for the number of ADMs is immediate. The problem of closing the gap between
our O(W logW + N ) solution and this lower bound remains open. Another open question is whether the problem
considered is NP-hard.
Our technique can be extended to non-nested polygons. The question of the performance of a feasible solution
using this architecture is open.
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