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NOVEL MAGNETIC MATERIALS FOR SENSING AND
COOLING APPLICATIONS

Anurag Chaturvedi

ABSTRACT

The overall goals of the present PhD research are to explore the giant
magnetoimpedance (GMI) and giant magnetocaloric (GMC) effects in functional
magnetic materials and provide guidance on the optimization of the material properties
for use in advanced magnetic sensor and refrigeration applications.
GMI has attracted growing interest due to its promising applications in highperformance magnetic sensors. Research in this field is focused on the development of
new materials with properties appropriate for practical GMI sensor applications. In this
project, we have successfully set up a new magneto-impedance measurement system in
the Functional Materials Laboratory at USF. We have established, for the first time, the
correlation between sample surface, magnetic softness, critical length, and GMI in Cobased amorphous ribbon materials, which provide a good handle on selecting the suitable
operating frequency range of magnetic materials for GMI-based field sensor applications.
The impact of field-induced magnetic anisotropy on the GMI effect in Co-based
nanocrystalline ribbon materials has also been investigated, providing an important
understanding of the correlation between the microstructure, magnetic anisotropy, and
xi

GMI in these materials. We have shown that coating a thin layer of magnetic metal on the
surface of a magnetic ribbon can reduce stray fields due to surface irregularities and
enhance the magnetic flux paths closure of the bilayer structure, both of which, in effect,
increase the GMI and its field sensitivity. This finding provides a new way for tailoring
GMI in surface-modified soft ferromagnetic ribbons for use in highly sensitive magnetic
sensors. We have also introduced the new concepts of incorporating GMI technology
with superparamagnetic nanoparticles for biosensing applications and with carbon
nanotubes for gas and chemical sensing applications.
GMC forms the basis for developing advanced magnetic refrigeration
technology and research in this field is of topical interest. In this project, we have
systematically studied the ferromagnetism and magnetocaloric effect in Eu8Ga16Ge30
clathrate materials, which are better known for their thermoelectric applications. We have
discovered the GMC effect in the type-VIII clathrate and enhanced refrigerant capacity in
the type-I clathrate. We have successfully used the clathrates as excellent host matrices to
produce novel Eu8Ga16Ge30–EuO composite materials with desirable properties for active
magnetic refrigeration technologies. A large refrigerant capacity of 794 J/kg for a field
change of 5 T over a temperature interval of 70 K has been achieved in the Eu8Ga16Ge30–
EuO composite with a 40%-60% weight ratio. This is the largest value ever achieved
among existing magnetocaloric materials for magnetic refrigeration in the temperature
range 10 K - 100 K. The excellent magnetocaloric properties of the Eu8Ga16Ge30–EuO
composites make them attractive for active magnetic refrigeration in the liquid nitrogen
temperature range.

xii

CHAPTER 1
INTRODUCTION

1.1

Overview and motivation

Magnetic sensors are important components in modern magnetoelectronic devices. They
are widely used in nearly all sectors, ranging from high-density magnetic recording to
biomedical engineering. In these devices, the field sensitivity of a magnetic sensor plays
a key role in determining its operating regime and potential applications. A wide range of
magnetic sensors based on giant magneto-resistance (GMR), spin valves, SQUID, and the
Hall Effect is currently available. Among these sensors, those based on GMR technology
have been widely applied to many practical problems, including magnetic recording and
biosensing systems. The major drawback of the GMR sensors is that high magnetic fields
(up to 1T) are needed to change the material’s resistance and the equipment for producing
GMR sensors is quite complicated which makes them expensive. In this context, the
discovery of a so-called giant magneto-impedance (GMI) effect, which refers to a large
change in the AC impedance of a ferromagnetic conductor subject to a DC magnetic
field, in a number of soft ferromagnetic materials, together with a very high sensitivity at
low fields, lack of hysteresis and high temperature stability holds greater promise in field
sensing. Since GMI can be achieved at a small DC magnetic field (around 10-5T), the
field sensitivity of a GMI sensor is about 500 times higher than that of a GMR sensor.
This makes GMI sensors very promising for wider ranging applications. However, the
1

development of GMI sensors is in its infancy, and the maximum value of GMI effect
experimentally observed to date is much smaller than the theoretically predicted value.
Research in this field is therefore focused on the development of new materials with
properties appropriate for practical GMI sensor applications. There is also an emerging
need for a clear understanding of the correlation between sample surface, magnetic
softness, and GMI, as well as the sample length dependence of GMI in a single material.
In another domain, the development of low cost, long-life and high reliability
coolers for residential cooling, space and defense applications, consumer goods, and
medical applications has been an active field of research from the materials science as
well as engineering perspectives. Magnetic refrigeration is an environmentally friendly
technology that uses magnetic fields to change a magnetic material’s temperature or
magnetic entropy (i.e. MCE) and allows the material to serve as a refrigerant. This
technology yields a much higher cooling efficiency (about 20-30%) than conventional
gas compression techniques. However, all magnetocaloric materials that are promising
for intermediate to room temperature applications require magnetic fields as high as 5-10
T for efficient operation. The majority of this technology is to seek new materials that are
cost-effective and exhibit large magnetic entropy change (i.e. the large MCE) induced by
a moderate magnetic field (~2T) that can be supplied using permanent magnets. From
cooling-related applications in the Army, infrared (IR) detectors are widely used in night
vision, thermal imaging and threat detection systems. While conventional thermoelectric
coolers work well down to 150 K, there is a need for cooling further to 80 K and below to
improve the working efficiency of IR detectors. This underscores the need for
considering new materials and strategies for developing efficient solid-state coolers with

2

a broad range of working temperatures. It would also be very interesting to explore
materials that possess combined excellent thermoelectric and thermomagnetic properties
for dual functional cooling applications.
1.2

Objectives of the dissertation

The overall objectives of the present dissertation are to explore novel magnetic materials
with giant magnetoimpedance (GMI) and giant magnetocaloric (GMC) effects for use in
advanced magnetic sensors and refrigerators, respectively.
Specific objectives are:
1. To design and set up a new magneto-impedance measurement system. Since
specific instruments used for investigating GMI in materials are not available in
laboratories at the University of South Florida, one of the present dissertation
tasks is to design and develop an integrated magneto-impedance measurement
system in the Functional Materials Laboratory where my PH.D. research work has
been performed.
2. To establish the correlation between sample surface, magnetic softness, and GMI
in Co-based amorphous ribbon materials prepared using the rapid quenching
technique. A clear understanding of this relationship is extremely important which
would provide a good handle on selecting the suitable operating frequency range
of magnetic materials for GMI-based field sensor applications.
3. To investigate influences of sample length on the GMI effect in Co-based
amorphous ribbon materials. These studies would provide a clear understanding

3

of the effect of critical length and give useful insights based on geometry
considerations for optimization of GMI effect in GMI-based magnetic sensors.
4. To investigate impact of field-induced magnetic anisotropy on the GMI effect in
Co-based nanocrystalline ribbon materials. These studies are very important as a
clear understanding of the correlation between the microstructure, magnetic
anisotropy, and GMI would allow us to optimize the effect for making highperformance magnetic sensors.
5. To tailor the surface structure of existing Co-based amorphous ribbon materials to
improve the GMI effect and its field sensitivity. It is proposed that coating a thin
layer of magnetic metal on the surface of the ribbon would reduce stray fields due
to surface irregularities and enhance the magnetic flux paths closure of the bilayer
structure, both of which, in effect, increase the GMI and its field sensitivity.
These studies would provide a good guidance for tailoring GMI in surfacemodified soft ferromagnetic ribbons for use in highly sensitive magnetic sensors.
6. To investigate the influence of magnetic nanoparticles on the GMI signal of the
Co-based amorphous ribbon. This study would reveal the possibility of
incorporating GMI technology with supermagnetic nanoparticles into a platform
for developing highly sensitive magnetic biosensors for detection of cancer cells
and biomolecules.
7. To investigate the influence of carbon nanotubes (CNTs) on the GMI of the Cobased amorphous ribbon. It is anticipated that detecting magnetic field-induced
impedance changes in CNTs deposited on the magnetic ribbon would be a
4

radically new concept that would lead to developing a new class of gas sensors
with improved sensitivity.
8. To explore Eu8Ga16Ge30 clathrate materials with excellent thermoelectric and
thermomagnetic properties for dual functional cooling applications. The
ferromagnetism and magnetocaloric effect in these materials will be studied
systematically. The physical origin of the magnetic anomaly and tunneling effect
of europium on the magnetism and magnetocaloric effect in the clathrates will be
elucidated.
9. To design and fabricate novel clathrate-based composite materials with large
magnetocaloric effect and enhanced magnetic refrigerant capacity that meet the
increasing requirements of an active magnetic refrigerator. It is anticipated that
these composites would be ideal for magnetic cooling applications in the
temperature range 10 – 100 K.
1.3

Outline of the dissertation

The present dissertation aims to provide a comprehensive understanding of the GMI and
GMC effects in functional magnetic materials, as well as a good guidance on the
optimization of the material properties for use in advanced magnetic sensors and
refrigerators. To this specific purpose, this dissertation is integrated into the following
chapters:
Chapter 1 gives the overview and motivation of the PhD research work. The
specific objectives of the work are also given.
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Chapter 2 describes the fundamental aspects of the GMI effect. After a definition
of the GMI effect is given, the existing theoretical models regarding the magnetic field
and frequency dependence of GMI are reviewed and discussed. The criteria for selecting
the GMI materials are given and some of the best GMI materials are introduced.
Chapter 3 outlines the basic principles of various experimental techniques used to
carry out the research work presented in this dissertation.
Chapter 4 is divided into two parts. In the first part, the influences of sample
surface, magnetic softness, and critical length on the GMI and its field sensitivity have
been systematically studied in Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr) amorphous ribbons.
In the second part, systematic studies of the GMI effect and its field sensitivity in (Co1xFex)89Zr7B4

(x=0, 0.025, 0.050, and 0.10) amorphous and nanocrystalline ribbons have

been performed. The influence of Co coating on the GMI and its field sensitivity in the
Co84.55Fe4.45Zr7B4 ribbons has been investigated.
Chapter 5 presents and discusses the results of our systematic studies of the
influences of superparamagnetic nanoparticles and carbon nanotubes on the GMI for
potential applications in biosensing and gas and chemical sensing.
Chapter 6 is devoted to the concept and theoretical aspects of MCE, including the
magnetic field response of MCE. Direct and indirect measurements for MCE are briefly
described. The criteria for selecting magnetocaloric materials are given, followed by a
brief overview of advanced magnetocaloric materials for room-temperature magnetic
refrigeration.
Chapter 7 reports on the ferromagnetism and magnetocaloric effect in type-VIII
and type I Eu8Ga16Ge30 clathrate materials. The effect of varying the Eu-Eu distance on
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the magnetic and magnetocaloric properties of Eu8Ga16Ge30 (type-I) by substituting Sr for
Eu has been studied systematically.
Chapter 8 shows how Eu8Ga16Ge30 type-I clathrates can be combined with other
magnetocaloric material such as EuO to produce novel composites with large
magnetocaloric effect and enhanced refrigerant capacity for active magnetic refrigeration
in the liquid nitrogen temperature range. A new potential of using the type VIII clathrate
– EuO composite to produce refrigeration in two different temperature ranges is also
proposed.
Chapter 9 summarizes the most important results and achievements of the present
dissertation. Directions for future research in the exploitation of novel magnetic materials
with GMI and GMC effects for advanced magnetic sensing and cooling applications are
also given in this chapter.
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CHAPTER 2
GENERAL ASPECTS OF GIANT MAGNETOIMPEDANCE
This chapter provides the fundamental aspects of giant magnetoimpedance (GMI). After
the concept of the GMI effect is defined, the existing theoretical models regarding the
magnetic field and frequency dependence of GMI are reviewed and discussed. The
criteria for selecting GMI materials are given and some of the best GMI materials are
presented. This provides a framework for exploring new and functional materials whose
GMI effect has been systematically studied in this Ph.D. dissertation.
2.1

Giant magnetoimpedance effect

The GMI effect is defined as a large change in the total impedance of a soft
ferromagnetic conductor under the application of a static magnetic field Hdc [2]. The
relative change of the impedance (Z) with applied field (Hdc), which is defined as the
GMI ratio, is expressed by
Z ( H ) − Z ( H max )
(2.1)
,
Z ( H max )
is usually the external magnetic field sufficient to saturate the impedance. In

∆Z / Z (%) = 100% ×

where Hmax

practice, the value of Hmax is chosen depending on the experiment. Some researchers use
Hmax = 0 in Eq (2.1), but this definition may not be appropriate because the value of Z(0)
depends on the remanent magnetic state of the material. From a sensor application
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perspective, the other important figure of merit is the field sensitivity of GMI, which is
defined as the derivative of the GMI ratio with respect to the external DC magnetic field,

(∆Z / Z ) max
(2.2)
∆( H )
where 2ΔH is equal to the full width at half maximum of the GMI curve. As an example,

η=

Figure 2.1 shows the magnetic field dependence of impedance (Z) and GMI ratio
∆Z / Z (%) at 1MHz for a typical soft ferromagnetic material.
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Figure 2.1 (a) The impedance (Z) and (b) GMI ratio as a function
of external magnetic field for a (Co0.90Fe0.10)89Zr7B4 ribbon.
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2.2

Impedance of a magnetic conductor

According to the standard definition, the complex impedance, Z = R + jωL (R and L are
resistance and inductance, respectively) of a magnetic conductor is given by the ratio
Vac/Iac, where Iac is the amplitude of a sinusoidal current I = Iac exp(-jωt) passing through
the conductor and Vac the voltage measured between the ends of the conductor. Figure 2.2
shows a schematic illustration of the impedance definition.

Figure 2.2 The definition of impedance.

Note that this definition is valid only for a uniform magnetic conductor. For a
metallic ferromagnet with length L and cross-sectional area q, its impedance can still be,
in linear approximation, expressed as follows:

Z=

Vac LE z ( S )
j (S )
=
= Rdc z
,
q jz q
jz q
I ac

(2.3)

where Ez and jz are the longitudinal components of an electric field and current density,
respectively, and Rdc is the dc electrical resistance. S is the value at the surface, and

q

is

the average value over the cross section q. In terms of the surface impedance tensor ξˆ the
expression of Z can be given as
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Z = Rdc

h ( S ) 
q 
ξ
− ξ zφ z
zz
ρl 
hφ ( S ) 

(2.4)

where ρ is the resistivity, l the length of the conductor and hz and hφ are the axial and
circumferential components of ac magnetic field, respectively.
The current density j(r) in Equation (2.3) or the magnetic field h in Equation (2.4)
of the conductor can be generally obtained within the framework of classical
electrodynamics of continuous media, by solving simultaneously the reduced Maxwell
equation
∇2 H −

µ0  µ 
H = M − ∇(∇ ⋅ M)
ρ
ρ

(2.5)

and the Landau-Lifshitz equation for the motion of the magnetization vector
M = γM × H eff −

α
Ms

 − 1 (M − M ) ,
M×M
0

τ

(2.6)

where γ is the gyromagnetic ratio, Ms the saturation magnetization, M0 the static
magnetization, Heff the effective magnetic field, and α the damping parameter [3, 4]. In
this context, the effective field can be calculated from the free energy density of the
system, which depends on the particular magnetic domain structure of the sample.
According to this method, the current density depends on the material parameters and the
conductor geometry, as well as the actual magnetic state of the sample. It is therefore
difficult to obtain the exact solution of the problem. However, a number of theoretical
models have been proposed, using the simplified assumptions, to approach the solution of
Equations (2.5) and (2.6) with appropriate boundary conditions.
In order to avoid complicated calculations, we often assume the material
relationship between the induction and magnetic field is linear (B = µH and µ is
11

constant). Using this relationship, it means that we only solve the Maxwell equation
while not considering the Landau-Lifshitz equation of motion Equation (2.6). For
example, as the classical skin effect solution of Equation (2.5) is obtained [2, 5], the
calculated impedance Z of a cylindrical magnetic conductor and an infinite planar film
are, respectively,
Z = RDC ktJ 0 (kt ) / 2 J 1 (kt )

(2.7)

Z = Rdc . jka coth( jka ),

(2.8)

and

where J0 and J1 are the Bessel functions of first kind, t is the radius of the wire, 2a is the
thickness of the ribbon, Rdc is the electrical resistance for a dc, k = (1+j)/δm with
imaginary unit j; δm is the penetration depth in a magnetic medium, with the
circumferential permeability (µφ) for the case of the wire [2],

δm =

c
4π 2 fσµ φ

,

(2.9)

and with the transverse permeability (µT) for the case of the film [2],

δm =

c
4π 2 fσµ T

,

(2.10)

where c is the speed of light, σ is the electrical conductivity and f = ω/2π is the frequency
of the ac (Iac) flowing along the sample.
According to Equations (2.7) and (2.9), or Equations (2.8) and (2.10), GMI can be
understood as a consequence of the increase of the skin depth until it reaches the radius of
the wire (t) through the decrease of the circumferential permeability in Equation (2.9) or
it reaches the half thickness of the ribbon (a) through the decrease of the transverse
12

permeability in Equation (2.10) under an applied dc magnetic field. In order to obtain
large GMI values, the requirement is to reduce the skin depth by choosing magnetic
materials that have large µφ (or µT) and small δm and Rdc.
In fact, the real and imaginary components of Z change with the dc applied field,
Hdc. In a first order approximation, the in-plane component or resistance, R, can be
expressed as:
R = ( ρl ) / 2π (a − δ m )δ m

(2.11)

This means that such changes in δm caused by Hdc via µφ (or µT) will modify R
and hence Z. Therefore, the skin depth can be evaluated as a function of Hdc through the
measurement of R. The inductance L can be expressed as
L = 0.175µ 0 lf µ r / ω ,

(2.12)

where µ0 and <µr> are the free space permeability and the average relative
circumferential permeability, respectively. It is pointed out that changes in <µr> caused
by Hdc will alter L and hence Z. Consequently, changes in both R and L contribute to
those in Z and therefore to GMI [6].
2.3

Frequency dependence of GMI

Depending on the frequency (f) of the driving ac current Iac flowing through the sample,
the giant magnetoimpedance can be roughly separated into the following frequency
regimes:
Low-frequency regime (f ≤ 1 MHz), the changes in the voltage at the sample’s
ends are mainly due the so-called magnetoinductive effect [7]. The skin effect is very
weak in this case. The change in the impedance of the sample upon application of the
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applied field (Hdc) results mainly from the contribution of inductance (L), which is
proportional to the circumferential permeability ( µφ ) for a cylindrical magnetic
conductor (i.e., a magnetic wire) or the transverse permeability (µT) for a planar magnetic
film (i.e., a magnetic ribbon) [8].
Intermediate frequency regime (1 MHz ≤ f < 1 GHz), GMI originates mainly from
the variation of the skin depth due to strong changes of the effective magnetic
permeability caused by the applied dc magnetic field. It is noted here that depending the
sample geometry, the GMI profile can reach its peak in the frequency range of 1 ~10
MHz, as a consequence of the contribution of the permeability from both domain wall
motion and magnetization rotation to GMI. Reduction in GMI at higher frequencies is
related to the domain walls becoming strongly damped by eddy currents, leaving only
magnetization rotation contributes to GMI.
High frequency regime (1 GHz ≤ f), the origin of GMI is believed to be related to
the gyromagnetic effect and the ferromagnetic relaxation. The maxima in GMI profiles
are shifted towards higher fields, where the samples are already saturated magnetically
[3, 9]. Strong change in the skin depth is caused by the same mechanism as in the
ferromagnetic resonance (FMR).
The theoretical models of GMI representing each of the above-mentioned
frequency ranges are examined and discussed below.
2.4

Theory of GMI

In order to fully understand the experimental data, many models have been proposed in
past years. Different approaches can be classified according to different criteria, such as
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sample geometry, model domain structure, mathematical procedure used, etc. Here the
theories are discussed briefly.
2.4.1

Quasistatic model

The quasistatic model has been proposed based on an assumption that the measuring
frequency is small enough for an equilibrium state of the system to be reached at every
moment [10-12]. Using this hypothesis, it is possible to use Equations (2.7) and (2.8)
with the effective magnetic permeability or susceptibility calculated from Equation (2.6),
where f = 0. It has been theoretically shown that when the easy direction is perpendicular
to the sample axis, the contribution of the circumferential/transverse permeability to GMI
is mainly due to domain wall displacements if the domain walls are mobile [11].
Otherwise, the contribution of the circumferential/transverse permeability to GMI results
mainly from magnetization rotation when the easy direction is parallel to the conductor
axis. In general, the quasistatic model can describe basic features of GMI at relatively
low frequencies, but cannot interpret the frequency dependence of GMI in the
intermediate and high frequency ranges.
2.4.2

Eddy current model

At higher frequencies, when the skin effect becomes dominant, one must take into
account the contribution of the circumferential/transverse permeability to GMI in
addition to the important role played by the skin effect [2, 5]. In this context, Panina et al.
[5] have proposed the eddy current model that calculates the circumferential permeability
for a periodic bamboo-like domain structure in cylindrical wires. It is worth mentioning
that these authors extended, in an effective medium approximation, the validity of
Equations (2.7) and (2.8) to the case of an inhomogeneous magnetization arising from the
15

domain wall structure. In general, the eddy current model has explained successfully the
basic GMI features and most experimental results in the frequency range of 100 kHz - 30
MHz.
2.4.3

Domain model

The domain model has been considered as a more rigorous treatment for the GMI
problem of a metallic soft magnetic wire with periodic circular domains than the eddycurrent models. It was initially proposed by Chen et al. [13, 14] and has allowed one to
interpret qualitatively single and double-peak GMI curves and several experimental
results for studying GMI of amorphous wires. However, the domain models could not
explain satisfactorily the underlying mechanism of relaxation dispersions of permeability
spectra in amorphous magnetic materials [15-17]. In this context, Kim et al. [18, 19] have
proposed a phenomenological model that allows us to separate the reversible domainwall motion and magnetization rotation components in permeability spectra of
amorphous magnetic wires and ribbons. These studies have provided basic physical
understanding of the realistic contribution domain wall motion and rotational
magnetization processes to GMI for a small driving field.
2.4.4

Electromagnetic model

In the high frequency regime, contribution of domain wall motion to the
circumferential/transverse permeability and hence to GMI can be neglected and only
magnetization rotation must be considered. The electromagnetic model has approached
the solution of Equations (2.5) and (2.6) using the theoretical procedures of ferromagnetic
resonance (FMR), without considering the exchange interactions in the effective field [4,
9, 20, 21]. The relationship between GMI and FMR has been reported by Yelon et al. [9,
16

21] for magnetically saturated samples. The absorption of energy is understood as an
increase of impedance to the electromagnetic radiation that occurs at the resonance
frequency,

ω r = γµ[( H + M s )( H + 2 K / µM s )]1 / 2

(2.13)

with γ and K being the gyromagnetic ratio and the anisotropy constant, respectively. At
the resonance field, the effective permeability increases drastically and the skin depth is
very small. At a given frequency, increase of the Hdc leads to a shift of the resonance
frequency thereby reducing the permeability and resulting in a remarkable GMI effect.
The theoretical skin depth reaches its minimum value (~0.1 µm)

δ min =

αρ
γµM s

(2.14)

and the GMI reaches its maximum value. The maximum GMI value calculated from
Equation (2.14) is independent of frequency, and its magnitude (i.e., the order of ~ 103) is
much larger than that which is experimentally obtained. This arises from the fact that
GMI measurements are usually conducted at frequencies less than 100 MHz, where the
FMR condition cannot be easily satisfied [9]. In general, the electromagnetic model can
interpret qualitatively the basic features of GMI and most of the experimental data in the
high-frequency regime.
2.4.5

Exchange-conductivity model

In addition to the role played by the exchange interactions into the electromagnetic
model, the exchange-conductivity model has taken into account the factor of the
exchange stiffness. The result of this is that, when the exchange term is included into the
effective magnetic field Heff, Equations (2.5) and (2.6) must be solved simultaneously. In
17

actuality, the exchange-conductivity effect is caused by the interplay between the skin
effect and the exchange interaction. Due to the skin effect, the ac component of
magnetization induced by an ac current flowing along the conductor axis decreases in its
magnitude from the surface to center. Consequently, the magnetization is inhomogeneous
and exchange energy rises accordingly. Such an increase of the exchange energy (or
exchange interaction) weakens the skin effect and the skin depth is consequently
increased. Herein, it is the inhomogeneous ac magnetic field that excites spin waves with
wavelengths of the order of skin depth, which enhances the energy dissipation by eddy
currents. This can be understood as an apparent increase of resistivity in ferromagnetic
materials [22].
2.4.6

Other theoretical models

In considering the magnetoresistance (MR) contribution to the magnetoimpedance (MI)
effect in thin films, a simple model has been proposed by Barandiaran et al. [23]. It has
been revealed that such MR and MI phenomena are similar, but there is a divergence in
the origin of these phenomena. The MR effect, reflecting a change in resistance of a
magnetic material subjected to a magnetic field, is connected to spin dependent electron
scattering in magnetically non-uniform systems for dc or low-frequency current. In
contrast, the MI effect consists in the change of the total impedance (including both
resistance and inductance) of a magnetic conductor under a dc applied magnetic field,
when a high-frequency ac flows through it. The theoretical calculations show that the
contribution of MR to MI effect is dominant in the low frequency limit but can be
neglected for the high-frequency limit.

18

2.5

Materials exhibiting GMI

According to the theory, a large GMI effect should exist in a magnetic material having:
(i) low resistivity; (ii) high magnetic permeability; (iii) high saturation magnetization and
(iv) low damping parameter. Panina and Mohri, for the first time, discovered the socalled GMI effect in rapidly quenched soft ferromagnetic Co-Fe-Si-B amorphous wires in
1994 [2]. Since its discovery, GMI has been extensively studied in a wide range of
magnetic materials, including Co-based amorphous and Fe-based nanocrystalline soft
ferromagnetic wires [2, 24, 25] and ribbons [26-28]. For instance, the GMI effect has
been achieved in glass covered Co–Mn–Si–B amorphous microwires [29-31]. Among the
Fe-based alloys, the nanocrystalline alloys with a nominal composition of
Fe73.5Si13.5B9Nb3Cu1 were found to show the GMI effect [32]. Besides rapidly quenched
wires, electrodeposited wires, which comprise of a highly conductive non-magnetic metal
core (e.g., Cu, CuBe, and Ag) and a thin layer of soft magnetic metal (e.g., NiFe,
NiFeRu, NiFeMo, CoP, and CoNiFe), have been found to show excellent GMI behavior
[33-37].
In the case of Co-based amorphous ribbons the GMI effect originates from the
high transverse permeability of the material, as a result of the presence of a transversely
oriented domain configuration. The Co–Fe–Si–B ribbons with nearly zero but negative
magnetostriction were found to show the largest GMI ratio [38]. Phan et al. [39, 40]
showed that the partial substitution of Cu and Nb for B in an initial Co–Fe–Si–B
composition (forming the Co-Fe–Si–B–Cu–Nb composition) improved both the GMI
ratio and its field sensitivity. The GMI effects have also been reported in Nanopermbased nanocrystalline ribbons, such as Fe–Zr–B [41, 42], Fe–Zr–B–Cu [43], Fe–Zr–Cu–
B–Al [44], and Fe–Co–Zr–Nb–B [45]. The fact that magnetic anisotropy plays an
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important role in determining the GMI [46-48] has lead to studies which performed
different kinds of annealing in order to induce specific anisotropies [49-52]. Also, it was
realized that the most important characteristic of a good GMI element is magnetic
softness, and therefore it was studied in soft nanocrystalline ferromagnets [24], Mu-metal
strips [53], sputtered thin films [54] and sandwich structures [55, 56]. With respect to
sensor applications, sandwiched/multilayer films are more promising than single-layer
ones. Large MI effects have also been reported in a new class of magnetic oxide films,
such as Co–M–O (M = Sm, Al, Ti, Si) [57], Co–Fe–Al–O and Co–Fe–Hf–O [58] in the
high-frequency range. The effect of applied stress on the GMI effect has been
investigated

in

several

amorphous

magnetic

materials

including

amorphous

microwires/wires [50, 59-61] and ribbons [62].
More recently, much attention has been paid to explore materials with asymmetric
GMI behavior, because it can be very interesting in sensor devices. In principle,
asymmetrical GMI effect can be achieved using a DC bias field produced by coils or bias
permanent magnets placed around the sample. Several studies have reported asymmetric
GMI in wires and ribbons biased by DC current [63, 65-67] or and ac-bias field [68, 69].
Asymmetric GMI was also found in Co-based amorphous ribbons annealed in air with a
weak field (maximum 3 Oe) in the direction of the sample axis [70], in Co-based wires
annealed under a circumferential field produced by a DC bias current [67] and torsionannealed wires [71]. Table 2.1 provides a brief overview of the selected candidate
materials for GMI-based sensor applications [72-74].
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Table 2.1: Selected candidate materials for GMI-based sensor applications.
Materials
Co70Fe5Si15B10
Amorphous ribbon
Co70Fe5Si15Nb2.2Cu0.8B7
Ribbon under field- annealing in
air
Fe73.5Si13.5B9Cu1Nb3
Ribbon under conventional
annealing
Fe71Al2Si14B8.5Cu1Nb3.5
Ribbon under conventional
annealing
Fe73.5Si13.5B9Cu1Nb3
Glass-covered microwire under
conventional annealing
Co70Fe5Si15Nb2.2Cu0.8B7
Amorphous ribbon annealed at
3000C for 25 min
(Co94Fe6)75Si10B15
Amorphous
homogeneous
microwire
Co68.25Fe4.5Si12.25B15
Amorphous microwire under
Joule annealing
Co83.2B3.3Si5.9Mn7.6
Amorphous microwire under dc
current
NiFe/Cu composite wire
Electroplated in magnetic field
FeNiCrSiB/Cu/FeNiCrSiB
Sandwiched film
RF-sputtered
CoSiB/SiO2/Cu/SiO2/CoSiB
Sandwiched film
RF-sputtered in magnetic field
NeFi/SiO2/Cu Composite wire
Glass coated copper wire
La0.67Sr0.33MnO3
Sintered manganite

Hmax
(Oe)
55

(ΔZ/Z)
max(%)
55

η
(%/Oe)
1

Frequency
(MHz)
3.1

20

50

125

0.1

35

45

6

1

35

64.8
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1

25

25.5

8.9

2

100

513

144

4

10

125

50

3.22

125

600

320

15

10

7.8

15.6

1

45

370

47.5

1

70

77

7.2

13

100

700

304

20

0.87

226

95

0.8

300

20

3.95

12
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2.6

Summary

In this chapter, the fundamental aspects of GMI and materials exhibiting the GMI effect
have been discussed. The theoretical analyses reveal that the quasistatic model is most
appropriate for explaining GMI features in the low frequency range (f ≤ 1 MHz).
Meanwhile, the skin effect and domain models have been used to explain the GMI
features in the intermediate frequency range (1 MHz ≤ f < 1 GHz). In the high frequency
range (1 GHz ≤ f), the GMI features have been well understood within the framework of
the electromagnetic and exchange-conductivity models.
The theory of GMI may be understood to a reasonable degree; however, more
research is needed to fully understand the effect. A large class of materials was
discovered to show the GMI effects. However, the GMI value experimentally obtained is
still much smaller then that predicted by the theory. Therefore, there is a scope for
improving GMI and its field sensitivity in these materials. A comprehensive
understanding of the correlation between the structure, magnetic properties and GMI
effect is needed.
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CHAPTER 3
EXPERIMENTAL METHODS
3.1

Introduction

This chapter outlines the basic principles of equipments and experimental techniques
used to fabricate and characterize the properties of the materials presented in this
dissertation. It is notable that during my Ph.D. period, we designed and set up a new GMI
measurements system. This has allowed us to systematically investigate GMI in different
forms of wires, ribbons and films. All GMI results presented in this dissertation were
collected from this measurement system. Besides the samples that were prepared in our
Lab, some were fabricated in collaboration with other groups. To establish a correlation
between the structure, magnetic properties and GMI in materials, the samples were first
characterized structurally and then magnetic and GMI measurements were performed.
3.2

Fabrication of GMI materials

3.2.1

Single-roller melt spinning method

The single-roller melt spinning technique is the most widely used method to cast
amorphous magnetic ribbons. Chen and Miller [1] first designed this device by using a
metallic (Cu-Be) wheel spinning at 300 – 1800 rpm. In this process, a liquid stream
impinges on the inside of the wheel’s torus-like convex surface. The quenched ribbons
slip out of the wheel under the action of the centrifugal force.
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A schematic illustration of this method is displayed in Figure 3.1. The liquid is
spread in the form of continuous ribbon with quenching rates of 106 to 108 K/s. A wide
variety of materials (e.g., Fe, Co, Ni, and their alloys) can be produced using the single
rotating technique. Melt-spinning ribbons are amorphous if two conditions are fulfilled:
(i) The ribbon’s thickness is small enough, so the solidification cooling rate is higher
than the critical cooling rate for the crystallization.
(ii) The ribbon remains in contact with the surface of the rotating wheel long enough,
so its temperature is less than the crystallization temperature when it leaves the
surface of the wheel.
Since the physical properties of metallic materials are sensitive to their
microstructures, several methods of controlling the microstructures have been effectively
used for improving the material properties.
It has been shown that when the scale of the microstructures of metallic materials
reaches a nanometer scale, the material properties change drastically and are different
from those of conventional materials on a macro scale. The nanocrystalline ribbons are
synthesized by crystallizing their amorphous precursors utilizing the annealing method.
The choice of annealing conditions (e.g., annealing temperature and time), depends upon
prepared alloy compositions, and is extremely important for obtaining such optimized
nanocrystalline materials [2]. The field annealed samples are heat treated in presence of
magnetic field to further enhance magnetic anisotropy.
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Figure 3.1 A schematic of the single roller melt-spinning.
We have worked on the different types of ribbons that were fabricated by our
collaborators at Carnegie Mellon University (CMU), Pittsburgh PA ((Co1-xFex)89Zr7B4
(0≤ x ≤ 0.1)), Hanoi Advanced School of Science and Technology (HAST) Vietnam
(Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr)) and Metglas® Inc. Nanocrystalline ((Co1xFex)89Zr7B4

(0≤ x ≤ 0.1)) ribbons were annealed in the presence of a magnetic field (2T)

to induce large magnetic anisotropy at CMU.
3.2.2

Sputter deposition

Magnetron sputter deposition is a method of thin film deposition with the advantage of
better adhesion on the substrate in comparison to the evaporated films [3, 4]. The other
advantage of this technique is that even the materials of very high melting points can be
sputtered. Overall, the system allows one to control dozens of variables vital to thin film
growth such as temperature, power, substrate rotation, pressure, and gas partial pressure.
The working of the system can be described as one or more solid disks of material called
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a “target” into one of the “guns” in the sputtering system. These targets are materials of
which the final films will be composed. After pumping down to ultra high vacuum,
argon gas is released into the chamber near the chimney. Power is then applied to the
target which coupled with a strong magnet forces the electrons in the material form a
cycloid path colliding with the argon in the chamber. These collisions ionize the argon
creating plasma which emits atoms from the target into the chamber which are eventually
deposited onto a “substrate” on which the film is grown. Substrate rotation ensures even
temperature and deposition distribution over the entire surface.
In this research, ATC series Argon ion sputtering system from AJA International
has been used for making the layered structure for GMI studies. The base pressure of the
system is 2.0×10-8 torr. The argon flow rate to the system is 20sccm (standard cubic
centimeters per minute). The growth temperature range is 20°C to 800°C. The sample
holder rotates at a speed of 40rpm during the deposition which gives the uniform film
thickness to the sample. The surfaces of the ribbons were coated with 50 nm-thick Co
layers.
3.3

Structural analysis

3.3.1

X-ray diffraction

X-ray diffraction is used as a powerful and initial test to analyze the crystalline and
crystallographic phase of any material. The basic principles of X-ray diffraction are well
known in literature [5]. According to Bragg’s law, the lattice spacing and the scattering
angle can be related as 2hdlksinθ=nλ; where hdlk is the lattice spacing of a particular plane
(hkl), θ is the scattering angle, λ is the wavelength of the X-ray source and n is the order
of diffraction. The observation of different peaks is an indication of the crystalline nature
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of the material under investigation. The observed peaks correspond to basic Bragg’s
reflection belonging to a particular family of planes. The X-ray diffraction measurements
are performed in a θ-2θ mode using Bruker AXS D8 diffractometer with Cu Kα 1.5418Å
to analyze the crystalline nature of the GMI materials. The x-ray diffraction on the
ribbons from HAST was performed with the above system, while the X-ray diffraction on
the amorphous and nanocrystalline (Co1-xFex)89Zr7B4 was performed at CMU.
3.3.2

Atomic force microscope (AFM)

An atomic force microscope (AFM) is a scanning probe microscope that relies on the
force experienced by a cantilever [6, 7]. AFM operates by scanning an ultra small tip
(radius<10nm), supported on a 100-200 µm long force-sensing cantilever, over the
sample and thereby producing a three-dimensional image of the surface. A schematic
diagram of the experimental setup is shown in the Figure 3.2. Probe-sample interactions

Figure 3.2 Schematic of an AFM set up (Image: University of Southern Denmark).
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induce bending of the cantilever typically measured through a laser deflection signal
change that is recorded on a photodetector. A feedback control system responds to those
changes by adjusting the tip-sample distance in order to maintain a constant deflection/
distance to the sample surface. It is essentially this vertical movement of the tip that
translates into a topographical image of the surface with accuracy of a few nm or less.
The actual achievable resolution depends on the size of the AFM tip (can be as small as
1 nm in radius) and the mechanical properties of the sample. For a very high resolution,
the tip ought to have a relative motion of equivalent resolution with respect to the sample.
For this purpose a piezoelectric transducer is used. The piezoelectric transducer will
change its shape according to an applied external voltage. The sample or the cantilever
can be placed onto a stage that is coupled to a piezoelectric transducer. The resolution of
the image in the third dimension crucially depends on the vibration felt by the sample. All
of the AFM images used in this dissertation have been taken with Veeco Dimension 3100
Atomic Force Microscope (AFM) at the Nanotechnology Research and Education Center
(NREC) in USF. Dimension 3100 utilizes standard and advanced AFM imaging modes to
measure surface topography and characteristics for semiconductors, lithography masks,
magnetic media, CDs/DVDs, biomaterials and other samples up to 200mm in diameter.
3.3.3

Transmission electron microscopy

Transmission electron microscopy (TEM) is widely used in material science, metallurgy
science and life science research. TEM is an imaging technique where a beam of
electrons is focused onto a specimen causing an enlarged version to appear on a
fluorescent screen or layer of photographic film [8-10]. The first practical TEM was built
by Albert Prebus and James Hillier at the University of Toronto in 1938. A transmission
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electron microscope consists of: (1) two or three condenser lenses to focus the electron
beam on the sample, (2) an objective lens to form the diffraction in the back focal plane
and the image of the sample in the image plane, (3) some intermediate lenses to magnify
the image or the diffraction pattern on the screen. If the sample is thin (< 200 nm) and
constituted of light chemical elements, the image presents a very low contrast when it is
focused. To obtain amplitude contrasted image, an objective diaphragm is inserted in the
back focal plane to select the transmitted beam (and possibly a few diffracted beams).
The crystalline parts in Bragg orientation appear dark and the amorphous or not Bragg
oriented parts appear bright. This imaging mode is called bright field mode (BF). If the
diffraction is constituted by many diffracting phases, each of them can be differentiated
by selecting one of its diffracted beams with the objective diaphragm. To do that, the
incident beam must be tilted so that the diffracted beam is put on the objective lens axis
to avoid offaxis aberrations. This mode is called dark field mode (DF). The BF and DF
modes are used for imaging materials to nanometer scale.
3.4

Magnetic measurements

The magnetic properties of a material are commonly probed by the application of an
external DC field. One of the most important DC magnetic measurements is the
magnetization versus applied magnetic field (hysteresis loop). A number of quantities can
be determined from the hysteresis loop, namely the saturation magnetization MS,
remanent magnetization MR, and coercive field HC [11]. Each of these quantities are
indicated in a sample graph shown in Figure 3.3 and are defined as follows. One starts
with a material in an unmagnetized state, M = 0. This is immersed in a magnetic field, H,
that is gradually increased from zero field in positive direction. The magnetization
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increases from zero to MS. After saturation, the magnetic field is reduced and the MS
decreases to MR, which is the remanent or residual magnetization. The reversed field
required to decrease the magnetization to zero is called the coercivity, HC. The field is

Figure 3.3 M-H loop of a ferromagnetic material.
then brought to negative saturation and then back to the positive maximum field to close
the loop. Most materials, except those that exhibit exchange bias, have the same
magnitude of HC both in the positive and negative saturation. The shape of the hysteresis
loop determines the suitability of the material to a particular application. For example, a
square-shaped loop with large remanence and coercivity is suitable for data storage since
it has two stable magnetic states. These states can represent the 1s and 0s in binary logic.
On the other hand, M-H loops with very small coercivity remanent or residual
magnetization are characteristic of soft magnetic materials and are useful in transformer
cores and other AC and RF applications. By observing the M-H loop, soft and hard
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magnets may be distinguished from one another. Soft magnets are characterized by a
narrow loop with small coercivity.

Figure 3.4 Physical Properties Measurement System (PPMS).
In this Ph.D. work, measurements were performed in our laboratory using a
Physical Properties Measurement System (PPMS) from Quantum Design. The PPMS
shown in Figure 3.4 consists of a liquid helium dewar equipped with a longitudinal
superconducting magnet, which can give a field up to ±7 Tesla. The temperature can be
varied in the range 2K to 350K.
3.5

Magnetoimpedance measurements

To determine the impedance of a material (Z), we need to measure at least two values
because the impedance is a complex quantity. Many modern impedance measuring
instruments measure the real and the imaginary parts of an impedance vector and then
convert them into the desired parameters. It is only necessary to connect the unknown
component, circuit, or material to the instrument. Measurement ranges and accuracy for a
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variety of impedance parameters are determined from those specified for impedance
measurement.

Figure 3.5 Experimental set up and front panel of the GMI program.

One of my Ph.D. research goal was to set up a new magnetoimpedance (MI)
measurement system at our Lab at USF. I was successful to design this measurement
system, with the MI experiment system and the front panel shown in Figure 3.5. In our
system a Helmholtz coil is used to supply the uniform static magnetic field to the sample
under the measurement. Helmholtz coils can be described as two identical, co-axial coils,
separated by distance equal to the radius of those coils, and connected in either series or
parallel, so that equal current flows in the same direction. The components of two
magnetic fields parallel to each other provide the constant magnetic field in the direction
of coil axis. The bipolar power supply we have is Kepco BOP 36-6M, and it has
specifications of ±36 Volts maximum output, for 6 Ohms load. The magnetic field
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produced by Helmholtz coil varies between -120 Oe and 120 Oe. We are using a HP4192
LF impedance analyzer with the frequency range 5Hz-13MHz to measure the impedance
of the device under the test. A low-noise, shielded accessory Agilent 16048G test lead is
used to connect the sample in four-contact mode to the impedance analyzer.
Magnetoimpedance measurements are often conducted along the sample axis in magnetic
field up to 120 Oe over the frequency range 5Hz-13MHz with the ac current also directed
along the sample axis. The software for the measurement is developed in Labview 8.5.
The program is very user friendly and one of the important features of this program is
that it allows us to measure the real (R) and the imaginary (X) parts of the impedance (Z)
which provides a clear understanding of the relative contribution of these quantities at
different frequencies.
In our studies, GMI measurements were conducted using the above setup with the
magnetic field varying from -120 Oe to 120 Oe. This gives the real time impedance of the
device under the test (DUT). This study is very important from a sensor point of view as
it tells the field hysteresis in the DUT.
3.6

Summary

A brief description of the experimental instruments used in the Ph.D. research work is
given in this chapter. These equipments allowed me to fabricate and characterize the
correlation between the structure, magnetic properties and GMI effect in magnetic
materials.
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CHAPTER 4
GIANT MAGNETOIMPEDANCE IN CO-BASED AMORPHOUS
AND NANOCRYSTALLINE RIBBONS

This chapter is divided into two parts. In the first part, the influence of sample surface,
magnetic softness and critical length on GMI have been systematically studied in
Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr) amorphous ribbons and their correlations are
established. In the second part, a systematic investigation of GMI of (Co1-xFex)89Zr7B4
(x=0, 0.025,0.050 and 0.10) amorphous and nanocrystalline ribbons has been performed.
The influence of field-induced magnetic anisotropy on GMI has been studied in the
nanocrystalline ribbon samples. Finally, a detailed study of the influence of a thin Co
coating layer on the GMI in Co-based amorphous ribbons has been presented.
4.1

Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr)

4.1.1

Correlation between magnetic softness, sample surface and magnetoimpedance

4.1.1.1 Introduction
Soft ferromagnetic amorphous ribbons are widely used for a range of applications,
including high-frequency transformers and magnetic sensors [2, 3]. GMI has been
explained by means of Maxwell equations solved for certain geometries and particular
models [4]. In chapter 2, we have defined the high-frequency impedance of a
ferromagnetic ribbon and the penetration depth or skin depth (δm) in a magnetic medium
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in Eqs (2.8) and (2.9). In magnetic materials, the application of a magnetic field changes
transverse permeability (µT), skin depth (δm), and consequently Z. According to Eqs
(2.8) and (2.9), the GMI effect should be expected in ferromagnetic ribbons with large

µT, small δm and small dc resistance (Rdc) [4]. However, this condition is valid for the
low-frequency regime and may become different for the high-frequency regime when
the skin effect is strong and the effect of sample surface is significant [5-8]. This is not
only because the skin depth may become smaller than the surface irregularities, but also
due to stray fields, which appear on the rough surface and cause a considerable reduction
in the GMI magnitude. To resolve this emerging issue, the influences of magnetic
softness and sample surface on the GMI behavior in Co69Fe4.5X1.5Si10B15 (X = Ni, Al,
Cr) amorphous ribbons in the frequency range of 0.1 – 10 MHz has been investigated
systematically. A correlation between the sample surface and high-frequency GMI in the
investigated ribbons has been established.
4.1.1.2 Surface topography and dc magnetic characteristics
Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr) ribbons with a width of 1 mm and a thickness of 16
µm were prepared by the rapid quenching technique. The amorphous nature of the
ribbons was confirmed from X-ray diffraction patterns. Figure 4.1 shows the AFM
images of the surface topography of the Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr) amorphous
ribbon samples. The AFM images clearly indicate the distribution of protrusions with
very high and uniform density for the Ni and Al-containing samples, but not for the Crcontaining sample. From the corresponding topographical data of Fig. 4.1, the root mean
squared (rms) surface roughness Rq=

1
n2

n

∑z
i =1

2
i

(where z is the average amplitude of the

40

topographical feature) was determined to be about 2.153 nm for the Ni-containing
sample, 3.098 nm for the Al-containing sample and 5.673 nm for the Cr-containing
sample.
Figure 4.2 shows M-H loops taken at 300 K for Co69Fe4.5X1.5Si10B15 (X = Ni, Al,
Cr) amorphous ribbons. All the measurements were carried out using a vibrating sample

Figure 4.1 3-D AFM images of (a) the Co69Fe4.5Ni1.5Si10B15 amorphous ribbon,
(b) the Co69Fe4.5Al1.5Si10B15 amorphous ribbon, and (c) the Co69Fe4.5Cr1.5Si10B15
amorphous ribbon.
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magnetometer (VSM). It can be observed that the saturation magnetization (MS) is
largest for the Al-containing sample and smallest for the Ni-containing sample.
Meanwhile, the coercivity (Hc) is almost the same for all the samples.

Figure 4.2 Magnetic hysteresis loops of Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr)
amorphous ribbons.
4.1.1.3 Magnetoimpedance effect
Figure 4.3(a,b) shows the magnetic field dependence of GMI ratio (∆Z/Z) at two
representative frequencies, f = 1 MHz and 6 MHz, for the Co69Fe4.5X1.5Si10B15 (X = Ni,
Al, Cr) amorphous ribbon samples. As one can see clearly from the figure 4.3(a), for the
case at 1 MHz, ∆Z/Z reaches the largest value for the Al-containing sample and the
smallest value for the Ni-containing sample, whereas the sample with Ni has the highest
∆Z/Z for the case at 6 MHz (Fig. 4.3(b)). The sample with Cr has the lowest GMI ratio
at f = 6 MHz. To better illustrate this feature, we display in Figure 4.4(a,b) the frequency
dependence of maximum GMI ratio ([∆Z/Z]max) and the field sensitivity of GMI (η) for
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Figure 4.3 Magnetic field dependence of GMI ratio (∆Z/Z) at 1 MHz (a) and
6 MHz (b) for Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr) amorphous ribbons.
all samples investigated. A general trend observed for all the samples is that with
increasing frequency in the range of 0.1 to 10 MHz, [∆Z/Z]max first increases, reaches a
maximum at a critical frequency (f0), and then decreases for higher frequencies. This
trend can be interpreted by considering the relative contributions of domain wall motion
and magnetization rotation to the transverse permeability and hence the GMI effect. At
frequencies below 1 MHz (a <δm), [∆Z/Z]max is relatively low due to the contribution of
the induced magneto-inductive voltage to the measured magnetoimpedance [4]. In the
range 1 MHz ≤ f ≤ f0 MHz (a ≈ δm), the skin effect is dominant, hence a higher [∆Z/Z]max
is observed. Above f0, [∆Z/Z]max decreases with increasing frequency. This is because, in
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Figure 4.4 (a) Frequency dependences of maximum GMI ratio ([∆Z/Z]max) and (b)
its field sensitivity (η) for Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr) amorphous ribbons.
this frequency region, the domain wall displacements are strongly damped owing to
eddy currents, thus contributing less to the transverse permeability µT and hence
[∆Z/Z]max. A similar explanation is also proposed for the frequency dependence of η. It
is worth noting from Fig. 4.4 that at f ≤ 5 MHz the Al-containing sample shows the
largest values of [∆Z/Z]max and η, whereas at f > 5 MHz the largest [∆Z/Z]max and η are
achieved for the Ni-containing sample.
In order to explain the frequency dependences of [∆Z/Z]max and η observed for
the studied samples, we note the possible difference in the magnetic behavior between
the inner layer and outer layer of the ribbon and the importance of sample surface at
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high frequencies. It should be pointed out that while a VSM reveals a magnetic behavior
in bulk or in the ribbon as a whole, the high frequency dependence of the skin depth (δm)
reflects the magnetic behavior in the outer layer of the ribbon. Indeed, recent studies
have revealed that the frequency dependence of δm can be used to probe variations in
film microstructure. That is, δm reflects the magnetic behavior of the interior layer of the
film at low frequencies, while for higher frequencies it reflects the magnetic behavior of
the outer layer. In the present study, the saturation magnetization (MS) is largest for the
Al-containing sample and smallest for the Ni-containing sample. As a consequence, in
the low frequency range (f < 5 MHz) the largest values of [∆Z/Z]max and η are achieved
for the Al-containing sample. However, for f > 5 MHz, these values are largest for Nicontaining sample. We recall that the surface roughness of the sample becomes
important at high frequency, where the skin effect is strong [8]. To check these in the
present case, we have calculated the skin depth (δm) of the samples at the highest
measured frequency of 10 MHz using a simple relationship given by Kuzminski [9]:

δm =

a Rdc
,
2 Rac

(4.1)

where a is the ribbon thickness, Rdc is the dc resistance and Rac is the ac resistance at a
given frequency of the ac current (in our case, the value of Rac was taken at f = 10 MHz).
The calculated values of δm are 3.06, 3.539, and 2.329 µm for the X = Ni, Al, Cr
samples, respectively. These values are much larger than the rms surface roughness of
the ribbons determined from AFM (Rq ~ 2.153x10-3 µm for the Ni-containing sample,
3.098x10-3 µm for the Al-containing sample, and 5.673x10-3 µm for the Cr-containing
sample). Since the skin depth is much larger than the rms surface roughness for the
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present samples, stray fields arising from this surface effect may reduce GMI magnitude
at high frequencies [4, 7]. Because the rms surface roughness is larger for the Alcontaining sample (Rq ~ 3.098 nm) than for the Ni-containing sample (Rq ~ 2.153 nm),
the smaller values of [∆Z/Z]max and η are obtained for the Al-containing sample at f > 5
MHz. In the frequency range of 5-10 MHz, the Cr containing sample exhibits the
smallest values of [∆Z/Z]max and η (Figure 4.4). This is consistent with the fact that the
largest roughness would give the largest stray field, which in turn would reduce the GMI
effect (Rq ~ 5.673 nm for Cr-containing sample).
4.1.2

Critical length and giant magnetoimpedance in Co69Fe4.5Ni1.5Si10B15

4.1.2.1 Introduction
The influence of the geometrical dimensions of the samples on GMI effect has been an
area of much research [10-15]. Vazquez et al. [16] reported that the GMI effect
decreased in Fe-based nanocrystalline wires as the wire length decreased from 8 cm to 1
cm. A similar trend was also observed for the cases of Co-based amorphous ribbons [1719], Fe-based nanocrystalline ribbons [20, 21] and CoSiB/Cu/CoSiB layered thin films
[22]. However, Phan et al. [23] reported that the decrease of length of a Co-based
microwire from 4 mm to 1 mm resulted in a strong increase of the GMI effect. These
observations lead to a general expectation that for each type of material there exists a
critical length (L0), below which the GMI effect decreases with decreasing sample
length [16-20] and above which it increases with decrease of sample length [23]. This
hypothesis has been supported by the previous observation of the effect of L0 on the
magnetization process in Co-based and Fe-based amorphous wires [24]. It has been
shown that the spontaneous magnetic bistability of these wires is lost when the sample
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length becomes less than the critical length (L < L0). In this case, the authors have
attributed the loss of magnetic bistability to the influence of shape anisotropy, where for
short wires the demagnetizing field became large enough to destroy the original domain
structure of the sample [24]. Such modification in the domain structure near the ends of
the sample can result in different GMI features with respect to the change of sample
length. Therefore, the decrease of GMI with decreasing L for the cases of Fe-based
nanocrystalline wires [16] and Co-based amorphous ribbons [17, 18, 25] can be
attributed to the formation of closure domain structures due to the demagnetization
effect, when the measured sample length is less than the critical length, L < L0. On the
other hand, the increase of GMI effect with decreasing L for the case of Co-based
microwires reported by Phan et al. [23] can be reconciled with the fact that the measured
sample length is larger than the critical length, L > L0. From an engineering perspective,
there is an emerging need for a clear understanding of the sample length dependence of
GMI effect in a single material.
In this section we present a comprehensive study of the influence of sample
length (L = 2, 5, 8, and 10 mm) on the GMI effect and magnetic response (η) in
Co69Fe4.5Ni1.5Si10B15 amorphous ribbons over a frequency range of 0.1 – 10 MHz. We
reveal that there exists a critical length in the Co69Fe4.5Ni1.5Si10B15 amorphous ribbons,
where the largest GMI effect and η are achieved. We also find that the critical frequency
(f0), at which the maximum GMI and η are achieved, reaches the largest value for
samples with L = L0 and shifts to lower values for samples with L < L0 and L > L0.
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Figure 4.5 (a) Magnetic hysteresis loops of Co69Fe4.5Ni1.5Si10B15 amorphous
ribbons with different lengths L = 2, 5, 8, and 10 mm; (b) Sample length
dependences of coercivity (HC) and initial susceptibility (χi).
4.1.2.2 DC magnetic characteristics
Figure 4.5 (a) shows M-H loops taken at room temperature for Co69Fe4.5Ni1.5Si10B15
amorphous ribbons with different lengths (L = 2, 5, 8 and 10 mm). The coercivity (Hc)
and initial susceptibility (χi) extracted from these curves are plotted against sample
length (L) as shown in Figure 4.5(b). It can be observed that Hc increases and χi
decreases as L decreases from 10 mm to 2 mm. It is worth noting that χi starts to
decrease strongly for samples with L < 8 mm. This may be reconciled with the fact that
the soft magnetic properties are lost when the sample length becomes less than a critical
length (L0 ~ 8 mm), and the demagnetization effect becomes significant for the ribbons
with L < L0 [16, 24]. Due to the strong demagnetization effect, closure domains are
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formed in the ends of these ribbons which largely destroy the original transverse domain
structure thus reducing χi and increasing Hc. The non-saturation of magnetization
observed for the ribbons with L < L0 (Figure 4.5(a)) is indicative of the formed closure
domain structure. A similar behavior was also observed for the case of Fe-based
nanocrystalline wires by Vazquez et al. [16]. However, we recall that no evidence of the
existence of L0 was found in that work because the length of all measured samples was
less than the critical length.
4.1.2.3 Magnetoimpedance effect
Figure 4.6 shows the magnetic field dependence of GMI ratio (∆Z/Z) at two
representative frequencies, (a) f = 1 MHz and (b) 6 MHz, for Co69Fe4.5Ni1.5Si10B15
amorphous ribbons with different lengths (L = 2, 5, 8 and 10 mm). It can be observed
that for the case at 1 MHz, ∆Z/Z reaches the largest value for the L = 2 mm sample,
while for the 6 MHz case, the largest ∆Z/Z is achieved for the L = 8 mm sample. To
better illustrate this feature, we display in Figure 4.7(a) the frequency dependence of
maximum GMI ratio ([∆Z/Z]max) for all samples investigated. As one can see clearly
from this figure, at f < 3 MHz, the L = 2 mm sample shows the largest value of
[∆Z/Z]max, whereas at f > 3 MHz the largest [∆Z/Z]max is achieved for the L = 8 mm
sample. A general trend observed for all the samples is that with increasing frequency in
the range of 0.1 – 10 MHz, [∆Z/Z]max first increases, reaches a maximum at a critical
frequency (f0), and then decreases for higher frequencies. This trend can be interpreted
by considering the relative contributions of domain wall motion and magnetization
rotation to the transverse permeability and hence the GMI effect [26]. At low
frequencies below 1 MHz, [∆Z/Z]max is relatively low due to the contribution of the
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induced magneto-inductive voltage to the measured magnetoimpedance [27]. In the
range 1 MHz ≤ f ≤ f0 MHz, the skin effect is dominant, hence a higher [∆Z/Z]max is
observed. Above f0, [∆Z/Z]max decreases with increasing frequency. This is because, in
this frequency region, the domain wall displacements are strongly damped owing to
eddy currents thus contributing less to the transverse permeability and hence [∆Z/Z]max.

Figure 4.6 Magnetic field dependence of GMI ratio (∆Z/Z) at 1 MHz (a) and 6 MHz (b)
for Co69Fe4.5Ni1.5Si10B15 amorphous ribbons with different lengths L = 2, 5, 8, and 10
mm.

Figure 4.7(b) shows the sample length (L) dependence of [∆Z/Z]max and f0. It can
be observed that when the sample length increases from 2 mm to 10 mm, [∆Z/Z]max and
f0 first increase, reach the maximum values at L = 8 mm, and then decrease for longer L.
This clearly indicates that there exists a critical length (L0 ≅ 8 mm) for the case of
Co69Fe4.5Ni1.5Si10B15 amorphous ribbons. The existence of L0 is further confirmed by
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considering the frequency dependence of the reduced impedance (Zm/L) in Figure 4.8. It
can be seen that for samples with L < L0 ≅ 8 mm the magnitude of Zm/L increases with
decreasing L, indicating the importance of the demagnetization effect and the possible
formation of closure domains in these samples. This is in full agreement with the strong
reduction of initial susceptibility (χi) seen in Figure 4.5(b) for samples with L < L0 ≅ 8
mm. For samples with L > L0, however, the magnitude of Zm/L decreases with
decreasing L, which arises mainly from the decrease of electrical resistance of the
ribbon.

Figure 4.7 (a) Frequency dependence of maximum GMI ratio ([∆Z/Z]max)
and (b) Sample length dependences of [∆Z/Z]max and critical frequency.
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Figure 4.8 Frequency dependence of the reduced impedance (Zm/L) for
Co69Fe4.5Ni1.5Si10B15 amorphous ribbons with different lengths L = 2, 5, 8, and 10 mm.
From a sensor application perspective, it is essential to understand the influence
of sample length on the field sensitivity of GMI (η). We have calculated η from the
GMI profiles using Equation 2.2. Figure 4.9(a) displays the frequency dependence of η
for the samples with different L. The maximum value of η and f0 (the frequency at
which η reaches the largest value) deduced from Figure 4.9(a) are plotted against L as
shown in Figure 4.9(b). Like the case reported in Figure 4.6, both η and f0 first increase
with increasing L, reach the maximum values at L = 8 mm, and then decrease for longer
L. This once again confirms the existence of the critical length (L0 ≅ 8 mm) for the
Co69Fe4.5Ni1.5Si10B15 amorphous ribbons. Thus an important feature that emerges for the
first time from our study is that we demonstrate the existence of a critical length (L0) in a
magnetic ribbon. We show that when L = L0, the GMI effect and η reach the largest
values at the highest critical frequency (f0). The GMI effect and η decrease for the cases
L > L0 and L < L0.
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Figure 4.9 (a) Frequency dependence of magnetic response (η) and (b) Sample length
dependences of maximum magnetic response (ηmax) and critical frequency (f0).
The origin of L0 in the Co69Fe4.5Ni1.5Si10B15 amorphous ribbons can be explained
on the basis of the skin effect model [27]. According to this model, a larger GMI effect
is achieved in magnetic ribbons with larger µT and smaller Rdc. We note that both µT and
Rdc depend on the length of the ribbon, L [11, 22]. While Rdc decreases gradually with
decreasing L (Rdc = 1.8, 1.46, 1.02, 0.69 Ω for L = 10, 8, 5, 2 mm, respectively), µT is
almost independent of L for L > L0 but is strongly reduced for L < L0 caused by the
demagnetization effect. Since the contributions of µT and Rdc to GMI are opposite, one
can expect the existence of a critical length (L0) at which the largest value of GMI effect
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is achieved. For samples with L > L0, the decrease of L reduces Rdc which dominantly
contributes to an increase of GMI effect. This explains the increase of GMI effect in Cobased microwires with L decreasing from 4 mm to 1 mm. For samples with L < L0, the
decrease of GMI results mainly from the strong decrease of µT due to the
demagnetization effect. This explains why the GMI effect decreased with decreasing L
in Co-based amorphous ribbons [17-19], Fe-based nanocrystalline ribbons [20, 21] and
CoSiB/Cu/CoSiB layered thin films [22].
4.2

(Co1-xFex)89Zr7B4 (x=0, 0.025, 0.050, 0.10) amorphous and nanocrystalline ribbons

4.2.1

Impact of magnetic field-induced anisotropy on GMI

4.2.1.1 Introduction
Co-based amorphous and Fe-based nanocomposite wires/ribbons are good candidates for
GMI sensors [4, 26-29]. Continued efforts have been devoted to improving GMI effect
in these materials either by fine tuning alloy compositions and/or heat treatment [30-32].
A new area of study in nanocomposite materials has been in Co-rich alloys in which two
or three nanocrystalline phases have been seen simultaneously within an amorphous
matrix [33-35]. The mechanism for induced magnetic anisotropy in these alloys has been
an area of active inquiry. Recently, Ohodnicki Jr et al. [1] reported on the large fieldinduced anisotropies in (Co1-xFex)89Zr7B4 (0≤ x ≤ 0.1) nanocrystalline ribbons, which
were obtained by annealing the corresponding amorphous ribbons at 540 0C for 1 hour
in a large field of 2 T applied perpendicular to the ribbon axis. The measured anisotropy
constants in these Co-rich alloys show a markedly different behavior than compositions
closer to equiatomic Fe-Co ratios. The mechanism behind the good response to field
annealing in these alloys can be attributed to the devitrification of multiple crystalline
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phases during the annealing process [36]. Unlike conventional pair ordering in
amorphous materials, the induced anisotropy has been shown to be stable at high
temperatures [37]. Since the magnitude of the field-induced anisotropy field
significantly varies with Fe doping, these materials are of potential interest for GMI
studies.
In this section, we present a comprehensive study of the GMI effect and its field
sensitivity (η) in amorphous and field-induced nanocrystalline (Co1-xFex)89Zr7B4 ribbons
with x = 0, 0.025, 0.05, and 0.10. The nanocrystalline samples were obtained by
annealing the corresponding amorphous ribbons at 540 0C for 1 hour in a field of 2 T
applied perpendicular to the ribbon axis. The ribbon samples of 3 cm length, 2 mm
width and a thickness of 30 µm were used for the present study.
4.2.1.2 Structural and magnetic characteristics
In Figure 4.10(a), the anisotropy fields, HK, estimated from B–H loops taken at f=3kHz
are presented for the same alloys for a number of different field annealing temperatures.

Figure 4.10 (a) Field induced anisotropy, KU, estimated from dynamic B–H loops
with f=3 KHz for field annealed amorphous (TAnneal=350°C) and field crystallized
(TAnneal=540°C) (Co1-xFex)89Zr7B4 alloys.(b) X-ray diffraction data obtained from the
field crystallized alloy [1] .
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The values of HK were obtained by extrapolating the low field linear portion of the B–H
loop to the saturation induction. Because the saturation magnetizations of the as-cast
amorphous and crystallized ribbons are similar for the highest Co-containing alloys, the
field induced anisotropy constant estimated using KU = (HKMS)/2 exhibits a similar
annealing temperature dependence to HK. For the x=0.025 and 0.05 alloys, a large
increase in HK is observed at annealing temperatures sufficiently high for crystallization
to occur suggesting that the large values of KU are associated with the crystalline phases
that form. Figure 4.10(b) shows the XRD of the field crystallized alloys (TAnneal=540°C),
with peaks associated with various crystalline phases including body-centered cubic
(BCC (circles)), face-centered cubic (FCC (squares)), and hexagonal close-packed (HCP
(triangles)). According to the XRD patterns, the following phases can be unambiguously
identified in each sample: BCC for x=0.10, BCC and FCC for x=0.05, BCC, FCC, and
HCP for x=0.025, and FCC and HCP for x=0. The correspondence between the large
measured values of KU and the formation of FCC and/or HCP-type nanocrystals for the
high K compositions suggest that one or both of these phases may be responsible for the
large field annealing response.
4.2.1.3 Magnetoimpedance effect
Figure 4.11(a,b) shows the field dependence of GMI ratio (∆Z/Z) at a representative
frequency of 0.5 MHz for (Co1-xFex)89Zr7B4 (x = 0, 0.025, 0.05, and 0.1) amorphous and
nanocrystalline samples. It is observed that the values of ∆Z/Z are larger for the
nanocrystalline samples than for their amorphous counterparts. The GMI ratio as well as
the shape of GMI curve significantly varies with Fe doping in the amorphous and
nanocrystalline samples. A double-peak structure is observed in both cases, but it is
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Figure 4.11 Magnetic field dependence of GMI ratio (∆Z/Z) (a,b) at 0.5 MHz for
(Co1-xFex)89Zr7B4 (x = 0, 0.025, 0.05, 0.10) amorphous and nanocrystalline ribbons
and (c,d) at 3 MHz for the same amorphous and nanocrystalline ribbons.
much more pronounced in the nanocrystalline samples due to the presence of large fieldinduced magnetic anisotropies. Fig 4.11(c,d) shows the field dependence of GMI ratio
(∆Z/Z) at a representative frequency of 3 MHz. The higher value of GMI ratio is
observed at this frequency, resulting from a stronger skin effect.
Figure 4.12(a-d) shows the frequency dependences of maximum GMI ratio
([∆Z/Z]max) and the field sensitivity of GMI (η) for the amorphous and nanocrystalline
samples. It can be observed in Figure 4.12(a,c) that in the frequency range of 0.1 – 10
MHz for the amorphous samples the [∆Z/Z]max tends to decrease with Fe doping, except
for the larger values of [∆Z/Z]max of the x = 0.05 sample when compared with the x =
0.025 sample for f > 3 MHz. For f < 3 MHz, the largest value of η is achieved for the x
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= 0.025 composition; however, for f > 3 MHz the η gradually decreases as the Fedoping level is increased. For the case of the nanocrystalline samples, the [∆Z/Z]max and
η first decrease with increase of Fe-doped content from x = 0 to x = 0.05 and then
increase for x = 0.1 (Figure 4.12(b,d)). The field annealing is found to significantly
enhance both the [∆Z/Z]max and η in the nanocrystalline samples with x = 0 and 0.1, but
decrease the η in the nanocrystalline samples with x = 0.025 and 0.05, when compared
to their amorphous counterparts. The width of the peaks and the corresponding
sensitivity in the x = 0 nanocrystalline samples are significantly less than the samples
containing Fe.
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Figure 4.12 Frequency dependences of (a,b) the maximum GMI ratio ([∆Z/Z]max)
and (c,d) the field sensitivity of GMI (ηmax) for (Co1-xFex)89Zr7B4 (x = 0, 0.025,
0.05, 0.10) amorphous and nanocrystalline ribbons.
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A narrow peak in the GMI response is attributed to low dispersion in the
anisotropy direction. Interestingly, characterization of HCP grains in similar samples
showed no signs of texture [36], so presumably the well defined anisotropy direction in
the x = 0 composition should be attributed to another source. Herzer modeled the effect
of multiple crystalline phases and a uniform induced anisotropy of varying strength on
the dispersion of the easy axis [38]. Through symmetry arguments and numerical
calculations he predicted a wider dispersion in an array of randomly oriented uniaxial
particles compared to a similar array of cubic particles for a given Ku/<K1> where Ku
and K1 are field induced anisotropy constant and magnetocrystalline anisotropy constant
respectively. Assuming <K1> is larger for the HCP phase compared to the cubic phases,
the induced anisotropy Ku is necessarily larger in the HCP phase. Since the HCP phase
is largely monatomic compared to the cubic phases and directional pair ordering is not
possible, the larger induced anisotropy must arise from another mechanism.

Figure 4.13 The bipolar scans of GMI profile from +120 Oe to -120 Oe fields for
the amorphous and nanocrystalline (Co1-xFex)89Zr7B4 ribbons with x = 0.
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From a sensor application perspective, it is also important to investigate the
influence of Fe doping on the hysteresis in GMI profiles with respect to increasing and
decreasing applied dc magnetic field in the present samples. We have found that the Fe
doping tends to reduce the hysteresis in both the amorphous and nanocrystalline
samples, which are desirable for sensor applications. Figure 4.13 shows a noticeable
difference in the hysteretic GMI between the amorphous and nanocrystalline ribbons
with x = 0. While for the amorphous sample, large hystereses are observed near zero
fields, they appear to occur near zero fields and around the anisotropy field for the
nanocrystalline sample. The hysteresis in GMI is related to that of the magnetization
process due to domain wall displacement and to the spatial distribution of magnetic
anisotropy, which determines the domain structure and their magnetic permeability [4].
Furthermore, we note in Figure 4.12(a,b) that in the frequency range of 0.1 to 10
MHz, [∆Z/Z]max first increases with increasing frequency, reaches a maximum at a
critical frequency (f0 ~2 MHz), and then decreases for higher frequencies. This trend can
be interpreted by considering the relative contributions of domain wall motion and
magnetization rotation to the transverse permeability and hence the GMI effect. At
frequencies below 0.5 MHz, [∆Z/Z]max is relatively low due to the contribution of the
induced magneto-inductive voltage to the measured magnetoimpedance. In the range 0.5
MHz ≤ f ≤ f0 MHz, the skin effect is dominant, hence a higher [∆Z/Z]max is observed.
Above f0, [∆Z/Z]max decreases with increasing frequency. This is because, in this
frequency region, the domain wall displacements are strongly damped owing to eddy
currents thus contributing less to the transverse permeability and hence [∆Z/Z]max. A
similar explanation is proposed for the frequency dependence of η [Figure 4.12(c,d)].
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Finally, the variation in the GMI peak location with Fe doping in the
nanocrystalline samples is note worthy. It has been shown that the magnetic field at
which the GMI curve reaches a peak corresponds to the effective magnetic anisotropy
field (HK). As compared to their amorphous counterparts, the larger values of HK are
achieved in the nanocrystalline samples as a direct consequence of the field annealing at
2 T.
To correlate the GMI ratio and HK, determined from the GMI data, with the
microstructure in the nanocrystalline samples, we plot in Figure 4.14 the ∆Z/Z and HK as
functions of Fe-doped content. The values of ∆Z/Z and HK were taken at f = 3 MHz. For
comparison the values of HK estimated from the measured M-H curves are also included
in Figure 4.14. As one can see clearly in Figure 4.14, the ∆Z/Z and HK vary with Fe
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doping in an opposite trend. While the ∆Z/Z decreases with Fe doping from x = 0 to 0.05
and increases for x = 0.1, the HK increases from x = 0 to 0.05 and decreases for x = 0.1.
This is respectively related to the decrease and increase of µ as the Fe-doping level is
increased from x = 0 to 0.1. Interestingly, the changing trend of HK with Fe doping
determined from the GMI data exactly follows that determined from the M-H data. The
larger values of HK obtained using the M-H method result mainly from the shorter length
of the ribbon samples used (3 mm for the M-H measurements vs. 3 cm for the GMI
measurements) [38]. XRD and TEM studies have revealed that (Co1-xFex)89Zr7B4 (x = 0,
0.025, 0.05, and 0.1) nanocrystalline ribbons possess multiple nanocrystalline phases:
FCC and HCP for x = 0; BCC, FCC, and HCP for x = 0.025; BCC and FCC for x =
0.05; BCC for x = 0.1 [39]. By comparing the values of ∆Z/Z and HK between the x =
0.05 sample with BCC and FCC phases and the x = 0.1 sample with BCC phase, we note
that the absence of the FCC phase leads to the decrease of HK and the increase of ∆Z/Z
in the latter sample. The peak in the anisotropy field occurs in the middle of the single
FCC field on the equilibrium Fe-Co phase diagram. This result is of particular interest
given the observation [36] of both BCC and HCP nanocrystals in what is ostensibly a
single phase region in the equilibrium phase diagram. This was further correlated with
Fe-depleted and Fe-rich nanoparticles as observed by atom probe field ion microscopy.
This suggests that a cooperative exchange of Fe(Co) atoms through the amorphous
matrix has occurred. To the extent that a magnetic field may bias the nanoparticle
growth, and the angular correlations between Fe-rich and Fe-poor nanoparticles, this
may influence the induced anisotropy. The increase of HK and the decrease of ∆Z/Z with
an increase of x from 0 to 0.05 also suggest that the volume fraction of the FCC phase
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increases as the Fe-doping level is increased. These results indicate that GMI can be
used as a useful research tool for probing variations of field-induced magnetic
anisotropy and hence microstructural changes in nanocrystalline magnetic materials.
4.2.2

Influence of Co-coating on GMI in Co-based amorphous ribbons

4.2.2.1 Introduction
Continuing our efforts to optimize the GMI effect for sensors application, we studied the
GMI effect and its field sensitivity (η) in Co84.55Fe4.45Zr7B4 amorphous ribbons with and
without 50 nm-thick Co layers deposited on either the free ribbon surface (surface
roughness, ~6 nm) or on the wheel-side ribbon surface (surface roughness, ~147 nm).
This composition has a high Curie temperature compared to Fe based amorphous alloys
[37] and is responsive to field annealing[1]. We find a large enhancement of the GMI
ratio and η in the Co-coated ribbons, both being largest in the sample with Co coated on
the free ribbon surface. It is shown that the presence of the Co coating layer not only
reduces stray fields due to surface irregularities, but also closes up the magnetic flux
path, both of which contribute to the enhanced GMI effect in the Co-coated ribbons.
4.2.2.2 Surface topography and dc magnetic characterization
The surfaces of the Co84.55Fe4.45Zr7B4 amorphous ribbons were coated with 50 nm-thick
Co layers using magnetron sputtering. The surface morphology of the samples was
analyzed using atomic force microscopy (AFM). We denote the free surface of the
ribbon as that which had no contact with the surface of the copper wheel and the wheelside ribbon surface as that which had direct contact with the surface of the copper wheel.
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Figure 4.15 shows the AFM images of the surface topography of the uncoated
(a,b) and Co-coated (c,d) ribbon samples for both surfaces. The AFM image indicates

Figure 4.15 2D topography images of (a) the free ribbon surface of the
uncoated ribbon (Sample #1), (b) the wheel-side surface of the uncoated
ribbon (Sample #2), (c) the free ribbon surface of the Co-coated ribbon
(Sample #3), and (d) the wheel-side surface of the Co-coated ribbon.

64

the distribution of protrusions with very high and uniform density for the free surface of
the ribbon, unlike in the case of the wheel-side surface of the ribbon. The root mean
squared (rms) surface roughness (Rq=

1
n2

n

∑z
i =1

2
i

, where z is the average amplitude of

the topographical feature) was determined from the corresponding topographical data of
Figure 4.15 to be about 5.6 nm, 147 nm, 3.2 nm, and 61 nm for the free surface of the
uncoated ribbon (Sample #1), the wheel-side surface of the uncoated ribbon (Sample
#2), the free ribbon surface coated with Co (Sample #3), and the wheel-side ribbon
surface coated with Co (Sample #4), respectively. Since Sample #1 and Sample #2 are
both uncoated control samples, they have the same magnetic properties and GMI effect;
we discuss below the M-H and GMI results of only samples #1, #3, and #4.
Magnetic measurements were performed at room temperature using the Physical
Property Measurement System (PPMS). Figure 4.16 shows M-H loops taken at room
temperature for samples #1, #3, and #4. The ribbon samples were 3 mm in length for
these measurements. From the M-H data, the saturation magnetization (MS) and the
coercive field (Hc) are determined to be 120.5 emu/g and 7.0 Oe for Sample #1, 125.1
emu/g and 8.5 Oe for Sample #3, and 125.6 emu/g and 8.5 Oe for Sample #4. This
indicates that the Co coating did not significantly change the static magnetic properties
of the Co84.55Fe4.45Zr7B4 amorphous ribbons.
4.2.2.3 Magnetoimpedance effect
Figure 4.17(a,b) shows the dc magnetic field dependence of GMI ratio (∆Z/Z) for
samples #1, #3, and #4 at two representative frequencies f = 5 MHz and 10 MHz. The
frequency dependence of maximum GMI ratio ([∆Z/Z]max) and the maximum field
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Figure 4.16 M-H loops taken at 300 K for Sample #1, Sample #3, and Sample #4.
sensitivity of GMI (ηmax) of these samples are displayed in Figure 4.17(c,d),
respectively. It can be observed in Figure 4.17(a,b) that a double-peak structure in GMI
profile is present for all samples investigated, with a more pronounced dip at zero field
in Samples #3 and #4 than in Sample #1. From a sensor application perspective, it is
interesting to note that in the frequency range of 0.1 to 10 MHz, larger values of
[∆Z/Z]max and ηmax are achieved in Sample #3 and Sample #4 when compared to Sample
#1. At f = 2 MHz, [∆Z/Z]max and ηmax reach the largest values of 12.18% and 0.39%/Oe
for Sample #1, 23.71% and 0.74%/Oe for Sample #3, and 17.85% and 0.50%/Oe for
Sample #4. This clearly indicates that the Co coating enhances the GMI ratio and field
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sensitivity. Depositing the Co on the free ribbon surface with the smaller surface
roughness (Rq ~6 nm) results in the larger [∆Z/Z]max and ηmax when compared to that on
the wheel-side ribbon surface having the larger surface roughness (Rq ~147 nm).

Figure 4.17 (a,b) Magnetic field dependence of GMI ratio (∆Z/Z) at 5 MHz and 10
MHz for Sample #1, Sample #3, and Sample #4; (c,d) Frequency dependence of the
maximum GMI ratio ([∆Z/Z]max) and the field sensitivity of GMI (ηmax) for these
samples.

To explain the frequency dependence of [∆Z/Z]max and the enhancement of the
GMI effect in these Co-coated ribbons, we have calculated the skin depth (δm) of the
samples in the frequency range of 1 to 10 MHz using a simple relationship given by
Kuzminski [9]. Figure 4.18(a,b) shows the frequency dependence of δm taken at Hdc = 0
Oe and Figure 4.18(c,d) shows the frequency dependence of ∆δm [∆δm = δm(Hdc = 120
Oe) - δm(Hdc = 0)]. From these results, the frequency dependence of [∆Z/Z]max can be
interpreted as follows: at frequencies below 1 MHz (a < δm), [∆Z/Z]max is relatively low
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due to the contribution of the induced magneto-inductive voltage to the measured
magnetoimpedance [40]. In the range 1 MHz ≤ f ≤ 2 MHz (a ≈ δm), the skin effect is
dominant, hence a higher [∆Z/Z]max is observed. Above 2 MHz, [∆Z/Z]max decreases
with increasing frequency. This is because domain wall displacements are strongly
damped due to eddy currents in this frequency regime, thus contributing less to the
transverse permeability and [∆Z/Z]max. A similar explanation is also proposed for the
frequency dependence of ηmax.
On the origin of the enhanced GMI effect in the Co-coated ribbons, we recall that
the surface roughness of the sample is important when the skin effect is strong [4, 6-8].

Figure 4.18 Frequency dependence of (a) the calculated skin depth δm and (b)
∆δm = δm(Hdc = 120 Oe) - δm(Hdc = 0) for Sample #1, Sample #3, and Sample
#4. Magnetic field dependence of (c) the reduced ac resistance (R/RS) and (d)
the reduced reactance (X/XS).
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This is not only because the skin depth may become smaller than the surface
irregularities, but also because stray fields that arise from rough surfaces cause a
considerable reduction in the GMI magnitude [7, 31]. In the present case, the calculated
values of δm (Figre 4.18(a)) are much larger than the rms surface roughness of the
ribbons determined from AFM (Rq ~ 5.6x10-3 µm for Sample #1, 3.2x10-3 µm for
Sample #3, and 61x10-3 µm for Sample #4). However, stray fields arising from this
surface effect may reduce GMI ratio at high frequencies. This can probably explain the
larger values of [∆Z/Z]max and ηmax in Sample #3 as compared to those of Sample #1 and
Sample #4 for f > 1 MHz (see Figure 4.17(c,d)). An important feature to note is that
although the δm is larger in Sample #3 and Sample #4 than in Sample #1 (Figure 4.18a),
the application of Hdc reduces δm to a greater extent (indicated by the larger values of
∆δm) in Sample #3 and Sample #4 (Figure 4.18b). Larger decreases in the reduced ac
resistance (R/RS) and the reduced reactance (X/XS) with Hdc are also seen for Sample #3
and Sample #4, when compared to Sample #1 (Figure 4.18(c,d)). These results point to
the important fact that the presence of the Co coating layer not only reduces stray fields
due to surface irregularities, but also closes up the magnetic flux path [23, 41], both of
which are believed to lead to the enhancement of the GMI effect in the Co-coated
ribbons.
4.3

Conclusions

In this chapter, the influence of magnetic softness and sample surface on the GMI effect
and its field sensitivity have been studied in Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr)
amorphous ribbons in the frequency range of 0.1 to 10 MHz. Magnetization and AFM
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experiments confirm that the largest values of the GMI effect and η for the Alcontaining sample at f < 5 MHz result from the largest value of the saturation
magnetization, while the largest values of the GMI effect and η for the Ni-containing
sample for f > 5 MHz, are attributed to the smallest surface roughness of this sample.
These results point to the importance of the sample surface in controlling high-frequency
GMI behavior. An important consequence that emerges from this study is that the larger
values of GMI and η can be obtained in magnetically softer ribbons at low frequencies
where the ribbon surface effect is negligible, but the situation becomes different at high
frequencies where the sample surface effect is significant.
The influence of sample length (L = 2, 5, 8, and 10 mm) on the GMI effect and
its field sensitivity (η) in Co69Fe4.5Ni1.5Si10B15 amorphous ribbons reveal the existence
of a critical length (L0 ≅ 8 mm) and critical frequency (f0) in the Co69Fe4.5Ni1.5Si10B15
amorphous ribbons. The largest GMI effect and η are achieved for samples with L = L0.
For samples with L < L0, the GMI effect and η decrease with decreasing L, resulting
from the formation of closure domain structures near the ends of the sample due to the
demagnetization effect. For samples with L > L0, the increase of GMI effect and η with
decreasing L can be attributed to the decrease of electrical resistivity. The critical
frequency (f0), at which the maximum GMI and η are achieved, reaches the largest value
for samples with L = L0 and shifts to lower values for samples with L < L0 and L > L0.
Our studies provide physical insights into the effect of critical length and give useful
insights based on geometry considerations for optimization of GMI effect in sensitive
GMI-based magnetic sensors.
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The GMI effect and field sensitivity (η) in amorphous and nanocrystalline (Co1xFex)89Zr7B4

ribbons with x = 0, 0.025, 0.05, and 0.10 show that for the amorphous

samples the GMI ratio tends to decrease with Fe doping, but the largest value of η is
achieved for the x = 0.025 composition but for the nanocrystalline samples, the GMI
ratio and η first decrease with increase of Fe concentration from x = 0 to x = 0.05 and
then increases for x = 0.1. The field annealing significantly enhances both the GMI ratio
and η in the nanocrystalline samples with x = 0 and 0.1, but decreases the η in the
nanocrystalline samples with x = 0.025 and 0.05. The correlation between the
microstructure, GMI and field-induced magnetic anisotropy field has been established in
the nanocrystalline samples.
The presence of the Co coating layer enhances both the GMI effect and field
sensitivity in the Co-coated ribbons. The largest values of the GMI effect and field
sensitivity are achieved in the sample coated with Co on the free ribbon surface having
the smaller surface roughness as compared to that coated with Co on the wheel-side
ribbon surface with the larger surface roughness. These studies demonstrate a method
for tailoring the GMI effect and field sensitivity in surface-modified soft ferromagnetic
ribbons for use in highly sensitive magnetic sensors.
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CHAPTER 5
GMI-BASED BIOLOGICAL AND CHEMICAL SENSORS
A sensor is a compact or in most cases a handy device incorporating biological or
chemical derived sensitive elements associated with or integrated in a physicochemical
transducer. In addition to using GMI for making highly sensitive magnetic field sensors
(as discussed in Chapter 4), in this chapter we will show that GMI can be incorporated
with superparamagnetic nanoparticles for developing highly sensitive magnetic
biosensors or with carbon nanotubes (CNTs) for developing gas and chemical sensors. It
has been observed that both nanoparticles and CNTs increase the overall GMI effect at
high frequency, where the skin effect is strong and the signal of GMI is very sensitive to
any kind of magnetic signals near the surface of the ribbon. Detecting field-induced
impedance change in magnetic ribbons with embedded CNTs would be a radically new
concept that would lead to developing a new class of gas and chemical sensors with
improved sensitivity.
5.1

GMI with superparamagnetic nanoparticles for biosensing

5.1.1

Introduction

In a modern technological era, magnetic biosensors are under intense investigation due to
their applications in biomedicine and environmental control [1-3]. Magnetic particles
have been used for years in biological assays. A wide variety of biological species- such
as cells, DNA, toxins, antibodies and proteins can be labeled by attaching them to
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magnetic microbeads. The sizes of these particles range from a few nanometers to a few
microns and their compositions vary as well. The particles are coated with a chemical or
biological species that selectively binds to the target analyte.
To sense the presence of magnetic nanoparticles, a magnetic field sensor is
needed. Usually a magnetic biosensor detects the stray magnetic fields of magnetic
nanoparticles or magnetic beads tagged to the target. The magnetic field sensors have
many advantages in biosensing including the range of detectable sizes of the target and
the stability of magnetic nanoparticles. Although magnetic sensors are not something new
to the field of biological diagnostic, their use has been limited by their size and sensitivity
and power requirements [4, 5]. But magnetic sensors now change all this with the advent
of miniaturized systems. Two schemes are often used in solid-state based sensors:
Direct detection scheme, where an array of probe molecules is
immobilized over a magnetic field sensor and the target analytes to be detected
are magnetically labeled and pass over the probe array.
Secondary detection scheme consists of two steps: first, a biochemical
label is tagged to the target molecules and the tagged target molecules are bound
to complementary probe molecules. Second, magnetic labels functionalizes with
complementary to biochemical label are introduced, and the magnetic field
produced by the magnetic labels is detected.
There is another type of magnetic sensor called substrate free sensor. In a
substrate-free sensor, the target analytes labeled by magnetic particles are not
immobilized to a substrate; instead, they are suspended in a liquid, forming a ferrofluid.
The detection of the magnetic particles, or the target analytes, is deduced from the
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properties of the ferrofluid, such as relaxation time and magnetic susceptibility. This
scheme offers an excellent method for distinguishing between multiple potential target
molecules in the solution based on their size difference, but is limited in terms of the size
of the magnetic particles that can be used for detection and also requires relatively high
concentration of magnetic particles for a measurable signal. The cost and the size of
magnetic sensors are being overcome by the use of giant magnetoresistance (GMR)
materials [6-9]. However, the field sensitivity of the GMR sensor is rather low (~1%/Oe).
In this context, the use of GMI sensors for biosensing would be very interesting as the
field sensitivity of a typical GMI sensor can be as high as 500%/Oe [10]. In this PhD
research, we investigated the influence of superparamagnetic nanoparticles on the GMI
signal in Co-based ribbons over a wide frequency range of 5 Hz – 10 MHz. The
nanoparticles were drop-casted on the ribbon surface and GMI measurements were
conducted on the samples with and without the nanoparticles for comparison. The overall
aim of this research is to investigate the possibility of incorporating the GMI effect and
magnetic nanoparticles into a platform for developing highly sensitive magnetic
biosensors.
5.1.2

Synthesis and characterization of Fe3O4 Nanoparticles

Magnetite (Fe3O4) is of great importance due to its unique structure and strong magnetic
properties. Magnetite nanoparticles can be dispersed in either organic solvents or water,
resulting in oil- or water-based suspensions, so-called ferrofluids. Recently, magnetite
nanoparticles have been applied in various biomedical applications such as targeted drug
delivery, hyperthermia, cancer therapy and magnetic resonance imaging, etc. One of the
great advantages of using magnetite nanoparticles is that they can be manipulated by an
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external magnetic field so that a noninvasive technique for biomedical diagnostic or
therapeutic purposes can be achieved.

Figure 5.1 TEM image of 8nm Fe3O4 nanoparticles.
Fe3O4 nanoparticles (NPs) were synthesized by Kristen Stojak in our Lab using a
thermal decomposition method. The procedure to make these NPs is as follows: mix 2
mmol iron (III) acetylacetonate, 10 mmol 1,2 hexadecanediol, 6 mmol of oleic acid, 6
mmol of oleylamine, and 20 mL of benzyl ether under the flow of argon, while
vigorously stirring in a three-necked Florence flask. Once the vessel was purged of
oxygen, the mixture was heated to 200°C for 2 hours and then heated to 300°C for 1 hour
to reflux. After the reaction was finished, heat was removed and the mixture was allowed
to cool to room temperature naturally. Once at room temperature, 40 mL ethanol was
added and the mixture was centrifuged for 5 minutes at 5000 rpm. The particles were
collected from the bottom of the centrifuge tube and the process was repeated with
ethanol 3 times. Then the particles were dispersed in hexane and ~0.05 mL oleic acid
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and ~0.05 mL oleylamine were added to the solution. The hexane-np solution was then
centrifuged one last time at 7000 rpm for 3 minutes and the particles that remained
suspended in solution were kept. The as-prepared nanoparticles have a narrow size
distribution; hence no subsequent size-selection process is required after the synthesis.
Figure 5.1 shows the TEM images of the nanoparticles. The TEM studies show the
average size of the particles is 8±1 nm. Figure 5.2 shows the M-H response of these
naoparticles at 300K. From the M-H loop we calculated the saturation magnetization of
these particles which is 61.085 emu/g. Importantly, the M-H loop shows the
superparamagnetic nature of the nanoparticles at room temperature.
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Figure 5.2 M-H curve of Fe3O4 nanoparticles showing the superparamagnetic nature.
5.1.3

Magnetoimpedance measurements

The nanoparticles were drop-casted on the Metglas® alloy 2714A. The Co-based
amorphous ribbons were kindly supplied by Metglas® Inc. This alloy has extremely low
core loss, ultra-high permeability, near-zero magnetostriction and excellent corrosion
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resistance. The NPs were drop-casted on the ribbon in such a way that there was no direct
contact between the NPs and the Cu-lead. The GMI measurements were done before and
after the drop-casting. The sinusoidal AC current was kept constant at 5mA to prevent
Joule heating. The length, width and thickness of the ribbon were taken as 10mm, 2mm
and 15µm.
Figure 5.3 shows the magnetic field dependence of the ribbon at 2MHz without
nanoparticles. To control the hysteresis of the magnetoimpedance with respect to the
applied field, the measurements can be taken both in increasing and decreasing fields,
always starting from the state of magnetic saturation. The two peaks are clearly seen at
very low field external field (~3Oe). The maximum GMI value of 33% and sensitivity of
4.1%/Oe was observed.

Figure 5.3 Magnetic field dependence GMI of the ribbon at 2MHz
without nanoparticles. The green and red color is represents the fields
scan from negative to positive and positive to negative respectively.
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Figure 5.4 (a) presents the magnetic field dependence of GMI ratio for selected
frequencies for the ribbon with NPs. The double peak behavior is clearly observed.
Figure 5.4(b) shows the frequency dependence of maximum GMI ratio for the cases with
and without Fe3O4 nanoparticles. The GMI is higher for all the frequencies under
consideration in the case of ribbon with NPs than the ribbon without NPs. However, the
significant difference is observed at high frequency (f > 2 MHz) where the skin effect is
strong and the GMI signal is very sensitive to magnetic signals of the nanoparticles. In
addition, the difference in GMI is mainly observed at low magnetic fields (see inset of
Figure 5.4(b))

Figure 5.4 (a) GMI profiles at different frequencies for the 8 nm Fe3O4 nanoparticles
coated magnetic ribbon and (b) Frequency dependence of maximum GMI ratio and the
inset shows GMI profiles at 2 MHz for the ribbons with and without 8 nm Fe3O4
nanoparticles.
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The nanoparticles are roughly isometric magnetic particles about 8 nm in
diameter. These particles can be accumulated to reveal the surface magnetic structure of
the magnetic sample [11]. The presence of nanoparticles near the surface of the ribbon
changes the stray-field and the magnetic charge distribution near the surface of the
ribbon. In addition, at a higher frequency range, the movement of magnetic domain walls
in the ribbon is strongly damped, and the magnetization process is purely caused by
rotation of magnetic moments. The application of a dc magnetic field could align
simultaneously the magnetic moments of the magnetic nanoparticles and the magnetic
ribbon in the dc magnetic field direction, leading to an overall enhancement of the GMI
effect.
5.2

GMI with carbon nanotubes for gas and chemical sensors

5.2.1

Introduction

Monitoring concentrations of gases, chemicals and vapors is an important task in the
chemical industry and numerous other situations. Chemical sensors for specific species
with varying sensitivity and discrimination levels are commercially available. Common
chemical sensors differ in terms of the sensing material and the nature of the property
change such as electrical conductivity, optical characteristics and temperature. Some of
the current sensor technologies include high temperature oxide thin-film sensors,
polymer-based sensors, catalytic-based sensors, and gas sensors [12]. A good sensor
should be selective, sensitive, responsive, reliable and cost effective. Currently available
gas sensors are lacking in one or more of these criteria. Therefore, there is a need to
develop new sensing materials and technologies.
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The discovery of carbon nanotubes (CNTs) in 1991 by Ijima [13] has generated
great interest among researchers to explore their unique electrical, physical, mechanical
and chemical properties to develop high performance devices. CNTs have the potential to
be developed as a new gas sensing material due to their inherent properties such as their
small size, great strength, high electrical and thermal conductivity, and high specific
surface area [14]. There are two main types of nanotubes; single walled carbon nanotubes
(SWNTs) and multi walled carbon nanotubes (MWNTs). SWNTs can be considered as a
sheet of graphene that has been rolled up into a seamless cylinder, while MWNTs consist
of nested coaxial arrays of SWNT constituents [15-17]. Carbon nanotubes possess very
unique characteristics due to their hollow center, nanometer size and large surface area,
and are able to change their electrical resistance drastically when exposed to alkalis,
halogens and other gases at room temperature. Due to the extremely high surface-tovolume ratio, CNTs are ideal for gas molecule adsorption and storage. Upon exposure to
certain gases, the change in the properties of CNTs or CNTs-based composites can be
detected by various methods. As a result, CNTs-based gas sensing systems and the
theoretical analyses of gas adsorption and collision effects on the nanotubes have been
the subjects of intense research [18-20].
In this research, we proposed a new approach for detecting field-induced
impedance change in magnetic ribbons with embedded CNTs. This would lead to
development of a new class of CNT-based gas sensors with improved sensitivity. The
research was thus focused on investigating the influence of CNTs on the GMI signal of
the magnetic ribbon, as the CNTs with different concentrations were drop-casted on the
ribbon surface.

83

5.2.2

Synthesis and structural characterization of CNTs

Carbon nanotubes (CNTs) were produced by Kristen Stojak, using a chemical vapor
deposition (CVD) method and directly grown inside the pores of the alumina templates
(13mm diameter, 60 µm thick, and 0.2µm pore size). Before the growth of the CNTs, the
alumina templates were placed between two quartz slides and heated to 740°C for 1 hour
to prevent the bending of the templates during the CNT synthesis. The heat-treated
alumina template was placed vertically inside a quartz tube. The quartz tube loaded with
the alumina template was placed inside the CVD reactor furnace and its temperature was
increased to 670°C under the flow of argon. When the temperature stabilized at 670°C,
the gas flow was switched to 20 sccm ethylene and 70 sccm helium. The reaction was
continued for 6 hours. When the reaction was finished, the furnace was turned off, the
ethylene was turned off and the template was allowed to cool to room temperature under
a flow of helium and argon. The CNTs were dissolved in hexane and then drop-casted on
the amorphous ribbon. The length, width and thickness of the ribbon were taken as
10mm, 2mm and 15µm. We selected three different amounts of CNTs-5μl, 10μl and 15μl
for our studies. The concentration of the CNTs in the hexane was kept constant in order
to have continuity and uniformity in the experiments.
Figure 5.5 shows a TEM image of the CNTs. The resulting CNTs were between
250 and 300 nm in diameter on average. This increase in expected size is most likely due
to the pore size being non-uniform through the depth of the 60µm thick alumina
templates.
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Figure 5.5 TEM image of carbon nanotubes.
5.2.3

Magnetoimpedance measurements

Figure 5.6(a) shows the magnetic field dependence GMI for the plain ribbon, ribbon
drop-casted with 5μl of CNTs (sample #1), ribbon drop-casted with 10μl of CNTs
(sample #2) and ribbon drop-casted with 15μl of CNTs (sample #3) at 2MHz. We chose
this frequency because the ribbon shows the maximum GMI at this frequency (see Fig.
5.7). To have a better look at the GMI behavior, Figure 5.6(b) shows the GMI of all the
samples at low field resolution. We observed the GMI values of 34%, 37%, 41% and
36% for the plain ribbon, sample #1, sample #2 and sample #3 respectively at 2MHz. It
can be observed in Figure 5.6 that a double-peak structure in GMI profile is present for
all samples investigated, with a more pronounced dip at zero fields. The frequency
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dependence of maximum GMI ratio ([∆Z/Z]max) of these samples are displayed in Figure
5.7. It should be noted that the GMI change in the sample #1 is ~9% and in sample #2 is
~21% higher than the GMI in the plain ribbon. The GMI then decreases further in sample
#3 but is still ~6% higher than that of the plain ribbon. The maximum GMI ratio
([∆Z/Z]max) occurs at higher frequencies (f>1MHz) for all the samples where the skin
effect is strong and the surface effect becomes important, similar to the case of the Fe3O4
nanoparticles as discussed above.
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Figure 5.6 (a) GMI profiles at 2MHz for the ribbon for different concentration of
CNTs (b) GMI profiles at 2 MHz at low field for the same samples.
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Figure 5.7 Frequency dependence of GMI for ribbons with different
concentrations of CNTs.

Figure 5.8 Frequency dependence of (a) maximum ∆X/X and (b) ∆R/R ratios for the
magnetic ribbon with and without CNTs.
To elucidate this, we have investigated the influence of CNTs on the electrical
resistance R and reactance X response (note that Z = R + jX). We find that the presence
of CNTs remains R almost unchanged while strongly changing X at low fields in the
samples with CNTs. The X also varies with increasing the concentration of CNTs. Figure
5.8 (a, b) shows the frequency dependence of maximum ∆R/R and ∆X/X ratios for all the
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samples. It is clear that the contribution of ∆X/X is dominant at low frequency whereas
∆R/R is dominant at high frequency. These findings to the coupled DC and AC field
responses of CNTs in enhancing the GMI effect in the samples coated with CNTs. [21,
22].
5.3

Conclusions

In this chapter, the magnetoimpedance response of the Co-based amorphous ribbons in
the presence of the Fe3O4 nanoparticles has been studied. The GMI response is dependent
on the presence of the magnetic nanoparticles, applied magnetic field and frequency. The
presence of Fe3O4 nanoparticles on the ribbon surface has been to significantly increase
the GMI ratio at high frequency range where the skin effect is strong and the GMI is very
sensitive with magnetic signal near the surface of the ribbon. These results are of
practical importance in developing GMI-based sensitive biosensors.
The influence of CNTs on the GMI effect in the Co-based ribbons has been
investigated systematically. Interestingly, a significant increase of the GMI effect in the
ribbon samples with deposited CNTs has been observed. These results reveal the new
possibility of developing CNTs-based gas sensors operating based on the principle of
GMI effect, which can yield much higher field sensitivity compared with current state-ofthe art sensors based on the field-induced DC resistance change. The sensors would
detect the magnetoimpedance change of the sensing element when exposed to gases such
as NO2, NH3, H2O, CO, iodine, and ethanol. With CNTs deposited on magnetic ribbons,
GMI is also proposed as a new electrochemical probe of the electric features of surfacemodified magnetic electrodes with enhanced sensitivity.
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CHAPTER 6
GENERAL ASPECTS OF MAGNETOCALORIC EFFECT
6.1

Introduction

Magnetic refrigeration based on the magnetocaloric effect (MCE) is rapidly becoming
competitive with conventional gas compression technology because it offers considerable
operating cost savings, mechanical stability and light weight [1]. The last consideration is
particularly important because in this method, bulky compressors are eliminated. In
addition to its energy saving potential, magnetic refrigeration is an environmentally
sound alternative to vapor-cycle refrigerators and air-conditioners. Most current
refrigeration systems and air conditioners use ozone-depleting or global-warming volatile
liquid refrigerants. Meanwhile, magnetic coolers use solid refrigerants and common heat
transfer fluids (e.g. water, water-alcohol solution, air, or helium gas) with no ozonedepleting and/or global warming effects [2].
In this chapter, the concept and theoretical aspects of MCE, including the
magnetic field response of MCE, are presented and discussed. Direct and indirect
measurements for MCE are briefly described. The criteria for selecting MCE materials
are given, followed by a brief overview of advanced magnetocaloric materials.
6.2

Theory of magnetocaloric effect (MCE)

When a magnetic material is subjected to a sufficiently high magnetic field, the magnetic
moments of the atoms become reoriented. If the magnetic field is applied adiabatically,
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the temperature of the material rises, and if the magnetic field is subsequently removed,
the temperature decreases. This warming and cooling in response to the application and
removal of an external magnetic field is called the MCE.
The MCE was discovered by Warburg, in iron, in 1881 [3], and magnetic
refrigeration based on the MCE is an environmentally friendly cooling technology. Fig.
6.1 shows a schematic of a magnetic refrigeration cycle, which transports heat from a
heat load to its surroundings. MCE is a process converting magnetic energy into thermal
energy, determined by the standard thermodynamic relation, Q = T∆S where S is the
entropy of the magnetic spin system in a substance and Q is the heat absorbed. This ∆S is
accompanied by a transition of the spin alignment state induced by applying and
removing external magnetic field. The MCE results from the coupling of a magnetic
system with a magnetic field, and is manifested as the heating or the cooling of magnetic
solids in response to a change in external magnetic field [2, 4, 5]. Considering the
absolute temperature T, pressure P, and magnetic field H as independent thermodynamic
variables, the total entropy, S (T, P, H), of a magnetic solid with localized magnetic
moments is the sum of the electronic SE, lattice SL, and magnetic SM entropies. Although
in a solid with itinerant and /or localized 3d moments, the separation of the electronic and
magnetic entropies may not be straightforward, all three contributions to the total entropy
are functions of both temperature and pressure. The magnetic entropy strongly depends
on the magnetic field, while usually the electronic and lattice entropies are field
independent. However, when the magnetic and crystalline lattices are strongly coupled
(through crystalline electric fields and Jahn-Teller distortions), both the lattice and
electronic entropies are coupled and become dependent on the magnetic field.
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Figure 6.1 A magnetocaloric material (a) heats up when magnetized (b). When
demagnetized and cooled (c) it experiences a sharp temperature drop (d). The property
has promise as an everyday refrigerant. (Image: National Institutes of Standards and
Technology).

According to the definition, the MCE is directly associated with the isothermal
entropy change (ΔSM) or the adiabatic temperature change (∆Tad) of a magnetic material
upon application of a magnetic field. The ΔSM as a function of magnetic field (H) is
related to the change in magnetization (M) with respect to temperature (T) via the
thermodynamic Maxwell relation:
 ∂M (T , H ) 
 ∂S (T , H ) 

 =

∂T
H
 ∂H  T 

(6.1)

The magnetic entropy change, ΔSM(T,H), is calculated by
ΔSM(T,H0) = SM(T,H0) – SM(T,0)
 ∂M (T , H ) 
= µ0 ∫ 
dH
∂T

0
H

(6.2)

with μ0 being the permeability of the free space.
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For magnetization measurements made at discrete field and temperature intervals,
ΔSM(T,H) can be approximately calculated by the following expression:

∆S M (Ti , H ) = µ 0 ∑
j

M i +1 (Ti +1 , H j ) − M i (Ti , H j )
Ti +1 − Ti

∆H j

(6.3)

On the other hand, ΔSM(T,H) can be obtained from calorimetric measurements of
the field dependence of the heat capacity and subsequent integration:
T

∆S M (T , H ) = ∫
0

C (T , H ) − C (T ,0)
dT
T

(6.4)

where C(T,H) and C(T,0) are the values of the heat capacity measured in a field H and in
zero field (H = 0), respectively. Therefore, the adiabatic temperature change (∆Tad) can
be evaluated by integrating Equation (6.4) over the magnetic field, which is given by

T  ∂M (T , H ) 
 dH

C P,H 
∂T
H
0

H

∆Tad = µ 0 ∫

(6.5)

The relative cooling power (RCP) which is a measure for the efficiency of the
cooling cycle of a magnetocaloric material can be evaluated as the product of the
magnitude of ∆SM and its full-width at half maximum (δTFWHM) [6, 7].
RCP ( S ) = − ∆S M (T , H ) × δTFWHM

(6.6)

From Equations (6.1)–(6.5), it is expected that a material whose total entropy is
strongly influenced by a magnetic field and whose magnetization varies rapidly with
temperature exhibits an enhanced MCE. The latter peaks when |(∂M(T,H)/∂T )H | is the
greatest, i.e. around the TC in a conventional ferromagnet or near the absolute zero
temperature in a paramagnet. The MCE of a simple ferromagnet is usually gradually
lowered both below and above the TC. As an example Figure 6.2 shows the magnetic
entropy change of a type I Eu4Sr4Ga16Ge30 clathrate for a field change of 3T [8].
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Figure 6.2 Temperature and magnetic field dependencies of magnetic entropy change (ΔSM) for the Eu4Sr4Ga16Ge30 type-I clathrate.
6.3

Magnetocaloric measurements

The MCE can be measured (direct techniques) or calculated (indirect techniques) from
the measured magnetization or heat capacity, both as a function of temperature and
magnetic field. Both kinds of techniques are briefly discussed below.
6.3.1

Direct measurements

Direct MCE measuring techniques always involve measurements of the sample
temperatures (TI and TF) in magnetic fields (HI and HF), where subscripts I and F
designate initial and final measurements respectively. ΔTad (T, H) is then determined as
the difference
ΔTad (T, H) =TF-TI

(6.7)

for a given TI and ΔH=HF−HI.
The MCE is usually measured during field increase and decrease, and the results
are reported as the function of initial temperature for a given ΔH. Direct MCE
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measurements can be carried out using contact (i.e. when the temperature sensor is in
direct thermal contact with the sample) and non-contact techniques (i.e. when the sample
temperature is measured without the sensor being directly connected to the sample).
The direct techniques provide only one measure of the MCE, the adiabatic
temperature change. Since the temperatures are measured directly, no further processing
of data except subtraction of the two numbers is involved. However, direct measurements
are usually time-consuming and are difficult to perform at small temperature step
intervals. Furthermore, the magnetic field by definition must be changed as quickly as
possible. This may cause problems if the studied materials are poor conductors. Also, the
small mass of the sample introduce error in the measurement because of the big
difference in the masses of the sample and the thermometer. A comprehensive analysis of
the errors is hardly possible, and the error estimate is usually based on comparison of the
measured data using any standard material.
6.3.2

Indirect measurements

Unlike the direct MCE measurements, which yield only the adiabatic temperature
change, the indirect experiments allow the calculation of both ΔTad (T, H) and ΔSM (T,
H) from experimental heat capacity data, or ΔSM (T, H) alone from experimental
magnetization data. Magnetization measured experimentally as a function of temperature
and magnetic field provides ΔSM (T, H) after numerical integration of Equation (6.2) and
is a useful technique for the rapid screening of prospective magnetic refrigerant materials.
Numerical integration of Equation (6.2) is straightforward, and the experimental errors in
the ΔSM (T, H) depend on the errors in temperature, magnetic moment, and magnetic
field.
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Strictly speaking, Equation (6.2) can be used for calculations of the magnetic
entropy change from the magnetization data only for systems of second-order magnetic
phase transitions (SOMT), because at the first-order transition the derivative 𝜕𝑀⁄𝜕𝑇

becomes infinite. The magnetic entropy change related to the first-order magnetic phase
transition (FOMT) can be determined using the Clapeyron–Clausius equation. However,
the infinite ∂M⁄∂T can arise only in ideal first-order phase transitions and in real materials
it is usually finite, which allows the use of Equation (6.2) in this case. However, it is
necessary to use caution when using Equation (6.2) for first-order transitions, because, in
some cases, the obtained ΔSM values can be overestimated.
Indirect techniques provide results at practically any temperature interval.
However, considerable processing of experimental data is involved before the MCE is
calculated. The other problem in this case is the mixture of phases where Maxwell’s
equation becomes invalid. On the positive side, indirect techniques allow comprehensive
error analysis as long as the accuracy of experimental data (heat capacity or
magnetization) is known.
6.4

Field dependence of magnetocaloric effect

The study of the field dependence of MCE of a material is of increasingly important
interest. This provides vital information about the performance of the refrigerant
materials for the magnetic field range [9-11]. The field dependence of ΔSM can be
understood through modeling of the magnetocaloric response of the materials, which can
be approached in different ways. The ab-initio models have strong predictive power but
can only be used for a particular alloy [12]. The thermodynamic model that contains less
specific information for the material under investigation are more general, but usually
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this approach has been limited to mean-field models [13]. Recently, it has been shown
that that there exists a universal curve for the field dependence of the magnetic entropy
change in materials with a second order phase transition, which can be constructed
without knowing the critical exponents of the material or its equation of state [14].
The Kouvel-Fisher (K-F) method [15] is used to determine precisely the critical
exponents near their PM-FM transition temperatures. This method consists of an iterative
procedure which starts by constructing the Arrott-Noakes (A-N) plot. From it, the values
for M 0 (T ) are computed from the intercepts of various isothermal M(H) curves on the
ordinate of the plot (for temperatures below TC). The intercept on the abscissa (for
temperatures above TC), allows calculating χ 0 (T ) . Once the M 0 (T ) and χ 0 (T ) curves
have been constructed, two additional parameter data sets, X(T) and Y(T), may be
determined:
X (T=
) χ 0 −1 ( d χ 0−1 / dT ) =
−1

Y (T=
) M 0 ( dM 0 / dT ) =
−1

(T − TC ) / γ

(6.8)

(T − TC ) / β

(6.9)

In the critical region, both X(T) and Y(T) should be linear, with slopes which give
the values of the critical exponents, and intercepts of the temperature axis which
correspond to the Curie temperature. The values of the critical exponents are refined by
using an iterative method: once Equations 6.8 and 6.9 produce the values of the critical
exponents, a generalized Arrott-Noakes (A-N) plot ( M 1/ β vs. ( H / M ) ) is constructed
1/ γ

and used to calculate new M 0 (T ) and χ 0 (T ) curves, which are subsequently input into
Equations 6.8 and 6.9, resulting in newer values for β and γ . The procedure terminates
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when the desired convergence of the parameters is achieved. TC is obtained as the
intercept on the abscissa of both X and Y lines.
Recently, Franco et al. [10, 16-18] have shown that for SOMT materials, the
∆SM(T) curves measured with different maximum applied fields will collapse onto a
single universal curve by normalizing all the ∆SM(T) curves to their respective maximum
value ∆S Mpk (e.g., ∆S' = ∆SM(T)/ ∆S Mpk ) and rescaling the temperature axis above and
below TC as

θ ≡ θ1 = (T − TC ) /(Tr − TC ) ,

(6.10)

where Tr is the reference temperature, which corresponds to a certain fraction f that fulfils
∆S M (Tr ) / ∆S Mpk =
f . This choice of the ∆S Mpk fraction f does not affect the actual

construction of the universal curve, as it implies only a proportionality constant. Once the
material departs from ideal behavior (for example, a material has multiple magnetic
phases), it is necessary to use two well separated reference temperatures, Tr1 and Tr2, to
construct the universal curve [10, 16-18]:

− (T − TC ) /(Tr1 − TC ); T ≤ TC
(T − TC ) /(Tr 2 − TC ); T > TC

θ ≡ θ2 = 

(6.11)

In our study, the reference temperatures (Tr1, Tr2) have been selected as those
corresponding to 0.6∆S Mpk . Furthermore, it has been shown that for SOMT materials, the
field dependence of ∆SM can be expressed as ∆S Mpk ∝ H n . This local exponent (n) can be
calculated from the logarithmic derivative of the ∆SM with magnetic field as
n(T , H ) =

d ln ∆S M
d ln H

giving n = 2 in the paramagnetic range for T >> TC, n = 1 for T << TC and
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(6.12)

n(T =
TC ) =
1 + 1 δ (1 − 1 β ) =−
(1 α ) ∆

(6.13)

for T = TC. It has been reported that n depends on the magnetic field and temperature of
the material. For the case of single phase materials n is field independent at TC or at the
temperature of the peak entropy change [16, 19], while it evolves with magnetic field at
any temperature for the case of multiphase materials [20-22]. The analysis of the field
dependence of ΔSM and RCP can be used to determine the critical exponents of the
material in case for which the standard K-F method does not hold. We have used these
methods for studying the nature of magnetic phase transitions and critical exponents in
clathrate-based materials in this dissertation.
6.5

Advanced magnetocaloric materials

The heating and the cooling that occurs in the magnetic refrigeration technique is
proportional to the size of the magnetic moments and to the applied magnetic field [4].
This is why at present, most of the research in magnetic refrigeration is conducted on
superparamagnetic materials and rare-earth compounds [23]. Magnetocaloric materials
like diluted paramagnetic salts and intermetallic compounds have been employed as
refrigerants at low temperature. The importance of the MCE can be appreciated from the
fact that for many years it has been successfully used to reach ultra-low temperatures in a
research environment. Recently, much attention has been paid to exploring magnetic
materials for sub-room and room temperature magnetic refrigeration. The magnetic
materials Gd5SixGe4−x are well-known for their large magnetocaloric properties in the 40
to 290K temperature span [6, 24, 25]. Elemental Gd and Gd-based compounds [26] are
generally found to exhibit large MCE due to the large magnetic moment of Gd (7.94 μB).
For the temperature range below 20K, magnetic oxides with low magnetic ordering
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temperatures such as R3Ga5O12 and RAlO3 (R=Gd, Dy, Er) were proposed [27, 28]. A
first order structural transition has been found to be responsible for the giant MCE
observed in Gd5(Si1.8Ge2.2) [29] MnAs1−xSbx [30], MnFeP0.45As0.55 [31] and Ni2MnGa [4,
26]. The main working materials in today's room-temperature magnetic refrigerator
prototypes are the rare-earth metal Gd and its alloys. This is related to the good
mechanical, magnetic and magnetocaloric properties of Gd and its alloys and other heavy
rare-earth metals and due to the fact that the Curie temperature of Gd is about 289–295 K
[6, 32-34], which makes Gd and its alloys most suitable for sub-room and roomtemperature magnetic refrigeration applications.
Wada et al. [35, 36] investigated magnetic and magnetocaloric properties of the
MnAs1−xSbx system (x=0–0.4). The first-order transition at TC in this system disappears
for x>0.1, where NiAs-type crystal structure is stable and no structural transition was
observed. The magnetocaloric properties of the NiMnGa Heusler alloys were studied
extensively over the years [37-40]. These compounds first order ferromagnetically at a
rather high Curie temperature and then at lower temperatures undergo a first-order
magnetic phase transition corresponding to a reversible structural transition from the
high-temperature cubic austenite phase to the low-temperature tetragonal martensite
phase. The transition causes a distortion of the crystal lattice structure, leading to
hardening of the magnetic saturation process. Because of that, the magnetization of the
martensitic phase is essentially lower than that of the austenitic one. Such a
magnetization change is very sharp, yielding the large ΔSM. The MCE is also been
studied in melt-spun ribbons Ni–Mn–M (M = Sn,In) Heusler alloys by the direct
technique, in modulating magnetic fields of small-amplitude [41].
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Recently, there has been an intense interest in perovskite-type manganese oxides
(the so-called manganites) R1−xMxMnO3 (where R is a rare earth ion and M is a divalent
alkali), which were initially prompted by the observation of colossal magnetoresistance
(CMR) effect [2, 42-45]. Because of some advantages over Gd and intermetallic alloys,
such as low production cost, chemical stability, high resistivity (minimum eddy current
loss) [46] and resistance to corrosion, manganites have attracted more attention as
alternative candidates for magnetic refrigeration in the vicinity of room temperature. It is
also shown that while the first order magnetic transition (FOMT) in these compounds
results in a larger MCE in terms of magnitude, the peak is confined to a narrow
temperature region. The SOMT at TC yields a smaller MCE with a broader peak spanning
a wider temperature range. This results in a larger value of the RCP around TC, which is
more useful for practical applications. Thermal and field hysteretic losses accompanying
the FOMT are very large below TC and therefore detrimental to the RCP, whereas they
are negligible below TC for materials exhibiting SOMT. A proper comparison between
magnetocaloric materials should be made with the use of RCP, paying attention to the
fact that magnetic hysteretic losses must be estimated and subtracted from the RCP
calculation [44]. Magnetocaloric parameters of some of the known materials showing
MCE close to room temperature are shown in table 6.1 [32, 47].

102

Table 6.1: Curie temperature (TC), magnetic entropy change (-ΔSM), relative cooling
power (RCP) for some advanced magnetocaloric materials for room temperature
magnetic refrigeration.
−ΔSM

RCP

(J kg−1 K−1)

(J kg−1)

294

4.1

161.2

1.2

313

11.28

66.5

1.95

Gd5Si2.06Ge1.94

306

1.9

96.0

5

MnFeP0.35As0.65

332

3.0

—

5

Ni0.526Mn0.231Ga0.243

297

3.6

—

5

LaFe11.4Si1.6

274

20.3

—

5

La2/3Ba1/3MnO3

337

2.7

68

1

Material

Gd

TC (K)

ΔH (T)

Fe0.49Rh0.51
(quenched)

6.6

Summary
The definition and fundamental aspects of MCE have been presented in this

chapter. Direct and indirect measurement methods for MCE are briefly described. The
magnetic field dependence of MCE, as well as critical exponents extracted from MCE
analyses in combination with K-F method has been discussed. Finally, an overview of
magnetocaloric materials is presented.
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CHAPTER 7
MAGNETISM AND MAGNETOCALORIC EFFECT IN
CLATHRATE MATERIALS
7.1

Introduction

Intermetallic clathrates, evolved from metal-stabilized silicon clusters, are open
framework, novel, tunable electronic materials based on group-IV semiconductors and
with the potential to form magnetic semiconductors [1]. They are also believed to be
basically new materials for effective thermoelectric devices as their properties combine
glasslike heat conduction (‘phonon glasses’) with good electrical conduction [2].
Semiconductors with the clathrate-hydrate crystal structure have demonstrated interesting
physical properties that are directly related to their crystal structure. In these materials
“guest” atoms reside inside “host” framework polyhedra that are formed by other species.
One of the “guest” atoms that have been incorporated in clathrates is europium. It is
interesting to note that among the existing clathrates, Eu8Ga16Ge30 is unique in that the
sites for the guest atoms are fully occupied by Eu [3, 4]. The ferromagnetism of the
clathrates is attributed to the presence of Eu2+ ions with a large saturation moment (7
µB/Eu). As a result, the clathrate materials are interesting not only for thermoelectric but
also thermomagnetic applications.
In this chapter, we report on the ferromagnetism and giant magnetocaloric effect in
type-VIII Eu8Ga16Ge30 and type-I Eu8Ga16Ge30 clathrates. The effect of varying the Eu-Eu
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distance on the magnetic and magnetocaloric properties of Eu8Ga16Ge30 (type-I) by
substituting Sr for Eu has been systematically studied by the Kouvel-Fisher (K-F) and
MCE methods. We are thankful to Prof. Nolas and his group members for providing all
the clathrate compounds for our MCE studies. We also thank Prof Victorino Franco for
the modeling used in this chapter.
7.2

Clathrates: Synthesis, structure and properties

Clathrate (from Latin clatratus=encaged): an exclusion complex in which one type of
atoms, molecules or ions called “guest” are completely enclosed in the cage formed by
the crystal lattice or in different type of molecules. The synthesis of polycrystalline typeVIII Eu8Ga16Ge30 and type-I Eu8Ga16Ge30 clathrates was reported previously by Nolas
et.al [5, 6]. The specimens were synthesized inside BN crucibles in a nitrogen
atmosphere. The Sr4Eu4Ga16Ge30 specimens were prepared in a similar manner. The typeI clathrate was annealed at 700 °C for several days after reacting the elements at 960 °C
while the type-VIII clathrate was air quenched after reacting the elements at 1000 °C.
The samples were characterized using x-ray-diffraction and electron-beam microprobe
analysis.
Figure 7.1(a,b) shows the structure of types-I and –VIII clathrates [4]. The
important difference between these two structure types is that the type-I structure is
comprised of two different polyhedra, two E20 pentagonal dodecahedra centered by Eu(1)
and six E24 tetrakaidecahedra centered by Eu(2) per unit cell, whereas type-VIII has eight
distorted pentagonal dodecahedra containing 23 vertices [4]. This difference in structure
results in the different physical properties between the type-I and –VIII clathrates.
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Figure 7.1 Structures of clathrate (a) type-I and (b) type-VIII ( Ref: Physical Review B
64, 214404 (2001)).

Type-I clathrates possess interesting properties that are rare in condensed matter
physics. One of the most interesting properties is a very distinct thermal conductivity.
The transport properties are closely related to the structural properties of the materials.
Figure 7.2 shows the lattice thermal conductivity of several type-I clathrates [2]. The
difference in temperature dependence of thermal conductivity as a function of guest –
polyhedra size ratio may be noted. It should be noted that this glass-like thermal
conductivity is found in semiconducting compounds that have been doped by substitution
on the extra framework sites in order to vary their electronic properties. This is important
from the thermoelectric application perspective [7].
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Figure 7.2 Lattice thermal conductivity of five representative polycrystalline type I
clathrates (Ref: Thermal Conductivity-2003: Theory, Properties and Applications, 2005).

It has been shown that the magnetic moment of Eu is large (7.94 µB) and the Eu
moments order at low temperatures in Eu8Ga16Ge30 clathrates. Since the separation
distance between neighbouring Eu2+ ions is relatively large, the Rudermann-KittelKasuya-Yoshida (RKKY) interaction mechanism is believed to be responsible for the
ferromagnetism in Eu8Ga16Ge30. The average distance between Eu2+ ions in the type-I
clathrate is ~5.23 Å, which is smaller than that of the type-VIII clathrate (~5.6 Å) [5]. As
a result, the type-I clathrate possesses a higher Curie temperature (TC~35K) compared
with that of the type-VIII clathrate (TC~13K). While previous studies were focused on the
thermoelectric properties of the clathrates, the research results presented in this Ph.D.
dissertation provide the first and comprehensive studies of the ferromagnetism and MCE
in these materials.
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7.3

Long range ferromagnetism and giant magnetocaloric effect in type-VIII
Eu8Ga16Ge30 clathrate

Figure 7.3 shows the temperature dependence of magnetization taken at a low applied
field of 0.01 mT and with the inset showing data at high fields of 1, 2, and 3T. The Curie
temperature (TC) of 12.6K is defined by the minimum in dM/dT (also shown overlaid on
the M-T curve). To check for the presence of any thermal hysteresis in the transition
region, we measured the magnetization both while heating and cooling the sample. As
seen in Figure 7.3, the heating and cooling M-T curves lie on top of each other and no
thermal hysteresis is detected, which is beneficial for active magnetic refrigeration [8].
Expected broadening of the transition takes place at larger applied fields but it still
remains reasonably sharp even at a field of 3T (inset of Figure 7.3).
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Figure 7.3 Magnetization curves taken at 0.01mT with increasing
(heating) and decreasing (cooling) temperature. Inset shows the
magnetization curves taken at applied fields of 1T, 2T, and 3T.
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In Figure 7.4(a) we show a series of M-H isotherms taken at temperature intervals
of ΔT = 3K from 5K to 53K spanning the ferromagnetic transition region. A rather sharp
change in the shape of the magnetization curves can be clearly seen in Figure 7.4(a) as
one approaches and eventually crosses over the Curie temperature from the ferromagnetic
to paramagnetic state. A noticeable feature from Figure 7.4(a) is that a large proportion of
changes in magnetization occur in a relatively low-field range (<2T), which is beneficial
for practical application of MCE materials at modest fields [8-10].
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Figure 7.4 Magnetization isotherms measured at different temperatures
between 5K and 53K with 3K interval; (b) The H/M vs M2 plots for
representative temperatures around the TC.
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Since the magnitude of MCE and its dependence on temperature and magnetic
field are strongly dependent on the nature of the corresponding magnetic phase transition
[11], it is essential to analyze the magnetic transition further in Eu8Ga16Ge30. To do this,
the measured data of the M-H isotherms were converted into H/M vs M2 plots (the socalled Arrott plots) that are shown in Figure 7.4(b) for representative temperatures around
the TC. As discussed in chapter 5, according to the Banerjee criterion [12], the magnetic
transition is of second order if all the H/M vs M2 curves have a positive slope. On the
other hand, if some of the H/M vs M2 curves show a negative slope at some point, the
transition is of first order [12, 13]. For the case of Eu8Ga16Ge30, the presence of the
positive slope of the H/M vs M2 curves indicates that the magnetic transition is of second
order. This result is also consistent with the absence of thermal hysteresis (Figure 7.3)
and the observation of the λ shape of the heat capacity curve.
To shed light on the nature of the magnetic critical phenomena in the phasetransition region, we have made quantitative fits to the Arrott plots using the following
equations:
𝑀𝑠 (𝑇) = lim𝐻→0 (𝑀) = 𝑀0 (−𝜀)𝛽 𝜀 < 0
𝐻

𝑥0−1 (𝑇) = lim𝐻→𝑜 �𝑀� = (ℎ0 /𝑀0 )𝜀 𝛾 𝜀 > 0

(7.1)
(7.2)

where M0 and h0 are the constants, and ε = (T-TC)/TC is the reduced temperature. The
fitting procedure can briefly be described as follows: selecting initial values for β and γ,
we first plot M1/β vs. (H/M)1/γ . Then we determine Ms from the intersection of the
linearly extrapolated curve with the M1/β axis and plot Ms as a function of temperature,
Ms(T). A similar procedure is also used for χ0-1(T) with the (H/M)1/γ axis.
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New values for the critical exponents are obtained, and they are re-introduced into the
scaling of the modified Arrott plot. These procedures are repeated until the iterations
converge and lead to the optimum fitting values. Figure 7.5 displays the plot of M1/β vs.
(H/M)1/γ with optimized β=0.470±0.03 and γ=0.964±0.04 values, which are deduced from
fitting Ms(T) and χ0-1(T) data using Eqs (1) and (2) as shown in inset of Fig. 7.5. Using
the Widom scaling relationship [14], δ = 1 + γ/β, δ is determined to be 3.051. The critical
values for Eu8Ga16Ge30 match very well with those predicted from the mean field model
(γ=1, β=0.5, δ=3), indicating the existence of a long-range ferromagnetic order in
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Figure 7.5 Modified Arrott plot isotherms with 1K temperature interval for
Eu8Ga16Ge30. Inset shows spontaneous MS (circles) and inverse initial susceptibility
𝑥0−1 (square) versus temperature; solid lines are fitting curves to Equations (7.1) and
(7.2), respectively.
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ferromagnetism in this system. This new finding provides insights into the nature of the
RKKY interaction that is believed to be responsible for the ferromagnetism of
Eu8Ga16Ge30 with large separation distance of Eu-Eu (5.562 å).
To elucidate the influences of the magnetic transition and long-range
ferromagnetism on the MCE in Eu8Ga16Ge30, the magnetic entropy change ∆SM(T) is
calculated from a family of isothermal M-H curves (Figure 7.4) using the Equation (6.2).
Figure 7.6 shows the magnetic entropy change (∆SM) as a function of temperature for
different magnetic field changes up to 3T. It can be observed that the -∆SM reaches a very
high value of 11.4 J/kg K at ~13K for ∆µ0H = 3T, indicating that this material belongs to
a class of giant MCE materials. This value is about twice larger than that reported for
DySb (~6.5J/kg K at 11K for ∆µ0H = 3T) and is almost equal to that reported for
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Figure 7.6 Magnetic entropy change (∆SM) as a function of temperature (T)
extracted from M-H-T curves via the Maxwell relation. Inset shows the
hysteresis loop measured at 5K.
115

ErRu2Si2 (~12J/kg K at 5.5K for ∆µ0H = 3T) within a similar temperature range [15, 16].
It is also much larger than that of Gd (~10.2J/kg K for ∆µ0H = 5T) and comparable with
those of Gd5Si2Ge2 (~18J/kg K for ∆µ0H = 5T) and MnFeP0.45As0.55 (~18J/kg K for ∆µ0H
= 5T) near the transition region, although the transition temperatures vary in these
materials [8, 9, 11]. The relative cooling power (RCP), estimated using the method
described in chapter 6 (equation 6.6), is significantly larger for Eu8Ga16Ge30 (~87J/Kg)
than for DySb (~34J/Kg) and for ErRu2Si2 (~55J/Kg) for the same field change of 2T [15,
16]. Compared with other magnetocaloric materials [9, 17], Eu8Ga16Ge30 has additional
distinct advantages, such as no thermal (Figure 7.3) or field hysteresis (inset of Figure
7.6), which are desirable for active magnetic refrigeration cycles. These results indicate
that the Eu8Ga16Ge30 compound is a promising candidate for magnetic refrigeration in the
low temperature region useful for helium and hydrogen liquefaction. The origin of the
giant magnetic entropy change in Eu8Ga16Ge30 lies in the abrupt reduction of
magnetization at the transition temperature. Moreover, the magnetic moment of 7.97 µB
of Eu8Ga16Ge30, determined from the magnetization curve at 5K (inset of Figure 7.6), is
nearly equal to the free-ion moment of 7.94 µB. This, together with the existence of the
long-range ferromagnetic order, clearly indicates a parallel alignment of all the Eu2+
magnetic moments and a strong coupling between these moments via the conductionelectron spins [3]. This coupling remains strong at the transition temperature (TC), as
evidenced by the fact that the M-T curves remain sharp under high applied fields (inset of
Figure 7.3). Therefore, the additional entropy change is attributed to the fact that the
magnetic transition greatly enhances the effect of the applied magnetic field, as the
system enters a long-range 3D ferromagnetic order completely from the paramagnetic
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phase within a narrow temperature range around the TC. Recent studies have shown that
the existence of a short-range ferromagnetic order (i.e., the presence of magnetic clusters)
is a major obstacle for obtaining a large MCE response in magnetic materials, due to the
high energy required to realign the individual spins by the applied magnetic field [18,
19].
7.4

Large magnetocaloric effect and relative cooling power in type-I Eu8-xSrxGa16Ge30
clathrates

It has been shown earlier in this chapter that the Eu8Ga16Ge30 composition exists in both
the type-I and type-VIII clathrate crystal structure. The substitution of Sr for Eu increased
the Eu-Eu distance which consequently decreased the TC of the type-I clathrate [20].
Therefore, it would be of potential interest to study the influence of Sr substitution for Eu
on the MCE and RCP in this material.

Figure 7.7 Temperature dependence of magnetization taken at a field of 10
mT for Eu8Ga16Ge30 and Eu4Sr4Ga16Ge30, and inset shows data taken at
higher fields for Eu8Ga16Ge30.
117

Figure 7.8 Isothermal magnetization curves taken at different fixed temperatures
between 2 K and 60 K for Eu8Ga16Ge30 (upper panel) and between 2 K and 50 K
for Eu4Sr4Ga16Ge30 (lower panel), with temperature intervals of ΔT = 2 K.
Figure 7.7 shows the temperature dependence of magnetization taken at a low
applied field of 10 mT for the Eu8Ga16Ge30 and Eu4Sr4Ga16Ge30 samples. The inset in
Figure 7.7 shows data at varying fields of 1, 2, and 3 T for Eu8Ga16Ge30. The
paramagnetic to ferromagnetic (PM-FM) transitions in all the specimens are noted. The
Curie temperatures (TC), which are determined from the minimum in dM/dT across the
transitions, are 35 K and 15 K for Eu8Ga16Ge30 and Eu4Sr4Ga16Ge30, respectively. As
expected, the substitution of Sr for Eu decreases the TC and saturation magnetization
(MS) as the average Eu-Eu distance increases from 5.23 Å for Eu8Ga16Ge30 to ~10 Å for
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Eu4Sr4Ga16Ge30 [5]. It is worth noting from the inset of Figure 7.7 that the PM-FM
transition of Eu8Ga16Ge30 becomes broader at higher applied fields, implying a
broadening of magnetic entropy change in the temperature range near TC, as discussed in
detail below. Figure 7.8 shows the M-H isotherms taken at 2 K intervals from 2 K to 60
K forEu8Ga16Ge30 and from 2 K to 50 K for Eu4Sr4Ga16Ge30, temperature ranges which
span the PM-FM transition regions in these compositions. Consistent with the M-T data
shown in Figure 7.7, the large changes in magnetization are clearly observed in Figure
7.8 as the temperature nears and eventually crosses over TC from ferromagnetic to
paramagnetic states. Using Equation (6.2) the magnetic entropy change (∆SM) is
calculated from the isothermal M-H curves (Figure 7.8). The results of the calculated
∆SM are shown in Figure 7.9 for Eu8Ga16Ge30 (upper panel) and Eu4Sr4Ga16Ge30 (lower
panel). As clearly evident in Figure 7.9, an additional shoulder is present at TL ~10 K for
Eu8Ga16Ge30, in addition to the expected peak at TC ~35 K for ∆SM(T). This feature is
largely suppressed for the case of Eu4Sr4Ga16Ge30. The occurrence of the broader peak at
13 K in the ∆SM(T) curves (see Figure 7.9(b)) is a combination of the features at TC ~15
K and TL ~5 K.
In a study of MCE in EuO, the minority phase Eu3O4 was also detected at ~5 K
[21]. Another clathrate structure type, Eu4Ga8Ge16, has also been reported to undergo
antiferromagnetic ordering at ~8 K [22, 23]. Although no impurity phases were detected
in our specimens, in order to investigate the possibility that TL arises from Eu3O4 or other
impurity phases, we conducted systematic structural and MCE analyses on three different
Eu8Ga16Ge30 specimens. While the XRD patterns reveal only the type I clathrate phase,
MCE data confirmed the presence of TL in all three specimens. This analysis, together
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with our extensive XRD and EDS analyses, suggests that the presence of TL is an intrinsic
property of the Eu8Ga16Ge30 type-I clathrate.
From a magnetic refrigeration perspective, the relative cooling power, which is a
measure of the amount of heat transfer between the cold and hot reservoirs in an ideal
refrigeration cycle, is considered to be the most important factor. As already defined in
the last chapter, RCP is the product of -∆SMmax and the full width at half maximum of the

Figure 7.9 Temperature and magnetic field dependencies of magnetic entropy
change (-ΔSM) for Eu8Ga16Ge30 (upper panel) and Eu4Sr4Ga16Ge30 (lower panel).
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∆SM(T) curve. Therefore, a good magnetic refrigerant material with large RCP requires
both large -∆SMmax as well as a broad temperature range of the ∆SM(T) curve. In the
present study, the clathrate specimens exhibit the large magnetic entropy changes at
modest fields (see Figure 7.9). Interestingly, the broadening of the ∆SM(T) curves around
the TC is observed which contributes to enhanced RCP. For a field change of 3 T, the ∆SMmax and RCP reach the largest values of 5.8 J/kg K and 127.6 J/kg for Eu8Ga16Ge30
and 4.3 J/kg K and 72.1 J/kg for Eu4Sr4Ga16Ge30, respectively.
To put the results in perspective, the summarized the values of -∆SMmax and RCP
of the clathrates and some other cryogenic magnetic refrigerant materials from the
literature including previous work from our own group are given in Table 7.1. As one can
see clearly from Table 7.1, for the same field change (2T) the RCP of Eu8Ga16Ge30 (~116
J/kg) is as large as that of the well-known cryogenic magnetic refrigerant Gd3Fe5O12
(~121 J/kg) [24] and is about five times larger than that of ErRu2Si2 (~24 J/kg K), [15]
which was reported to show a high value of -∆SMmax (4.8 J/kg K). As an MCE material,
Eu8Ga16Ge30 has additional advantages, such as negligible thermal and field hysteresis
(HC ~0.001 mT), compared to other compositions, which is desirable for an ideal
magnetic refrigerator. These superior magnetocaloric properties make these clathrates
interesting materials, worthy of further investigation, with properties that may be useful
in the search for potential candidates for cryogenic magnetic refrigeration.
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∆S max

Table 7.1 Maximum magnetic entropy change, M , occurring at the peak temperature,
TP, for (µ0∆H) = 2 T, for several magnetic refrigerant candidate materials.
Material

TP (K)

Eu8Ga16Ge30

35

Eu4Sr4Ga16Ge30

∆S Mmax

RC (J/kg)

Reference

4.64

116

Present

12

3.4

63

Present

ErRu2Si2

7

4.8

24

[14]

Gd3Fe5O12

35

1.75

121

[13]

a

Co

13

1.7

31

[15]

b

CocoreAgshell

13

1.66

33

[15]

7.5

(J/kg K)

Field dependence of MCE in type-I Eu8Ga16Ge30 clathrate

To determine the type of the PM-FM transition in Eu8Ga16Ge30 and Eu4Sr4Ga16Ge30, we
have analyzed H/M vs M2 curves (which were converted from the isothermal M-H data)
using Banerjee criterion [12]. The results are presented in Figure 7.10. In the present
case, the positive slopes of the H/M vs M2 curves of Eu8Ga16Ge30 and Eu4Sr4Ga16Ge30
clearly indicate that these samples belong to the class of second-order magnetic transition
(SOMT) materials. This result is fully consistent with the previous observation of the λshape of the specific heat Cp(T) curve in the Eu8Ga16Ge30 type-I clathrate [3, 4].
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Figure 7.10 The H/M vs M2 plots for representative temperatures around
the TC for Eu8Ga16Ge30 and Eu4Sr4Ga16Ge30.
Since the Eu8Ga16Ge30 and Eu4Sr4Ga16Ge30 samples exhibit SOMT, we have used
the Kouvel-Fisher (K-F) method to determine precisely the critical exponents near their
PM-FM transition temperatures [25]. Figure 7.11 shows the A-N plots of the
Eu8Ga16Ge30 sample with optimized critical exponents ( β and γ ) obtained from the K-F
method. The inset of Figure 7.11 shows the K-F plot for this sample. The fit parameters
of both samples are summarized in Table 7.2. The best fits yield the values of TC = 35.2
K, β = 0.388 and γ = 0.956 for Eu8Ga16Ge30 and TC = 17.7 K, β = 0.521 and γ = 0.917 for
Eu4Sr4Ga16Ge30. Using the Widom scaling relationship [26], β + γ =
βδ , the critical
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exponent (δ) is determined to be 3.474 and 2.760 for Eu8Ga16Ge30 and Eu4Sr4Ga16Ge30,
respectively.
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Figure 7.11 Modified Arrott plot isotherms with 2 K temperature interval for
Eu8Ga16Ge30. Inset shows the Kouvel-Fisher construction for determining the critical
exponents and the Curie temperature; solid lines are fitting curves to Equations (1) and
(2), respectively.
Table 7.2 The critical exponents of Eu8-xSrxGa16Ge30 (x = 0, 4) type-I clathrate and
theoretical models
Material

TC (K)

β

γ

δ

n(K-F)

n(MCE)

Eu8Ga16Ge30 (type I)

35.2

0.388

0.956

3.474

0.545

0.562

Eu4Sr4Ga16Ge30 (type I)

17.7

0.521

0.917

2.760

0.667

0.675

Eu8Ga16Ge30 (type VIII) 13

0.470

0.964

3.014

--

--

Mean-field model

0.5

1.0

3.0

0.66

3D Heisenberg model

0.365

1.336

4.80

3D Ising model

0.325

1.241

4.82
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Figure 7.12 Normalized isotherms of Eu8Ga16Ge30 and Eu4Sr4Ga16Ge30 below and
above Curie temperature (TC) using the values of β and γ determined using from the
K-F method.
The reliability of the obtained exponents and Curie temperatures of Eu8Ga16Ge30
and Eu4Sr4Ga16Ge30 can also be ascertained by checking the scaling of the magnetization
curves [27]. If the appropriate values for the critical exponents and for the Curie
temperature are used, the plot of M / H 1/δ versus ε / H 1/ ∆ should correspond to a
universal curve onto which all experimental data points collapse. Using the values of β, γ
and TC obtained from the K-F method, the scaled data are plotted in Figure 7.12 for both
the samples. The excellent overlapping of the experimental data points clearly indicates
that the obtained values of β, γ and TC for the studied samples are reliable and in
agreement with the scaling hypothesis.
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Figure 7.13 Temperature dependence of local exponent n for (a) Eu8Ga16Ge30 and (b)
Eu4Sr4Ga16Ge30 at different magnetic fields from 1 to 3 T with a field interval of 0.5 T.

Furthermore, it has been shown that for SOMT materials, the field dependence of
∆SM can be expressed as ∆S Mpk ∝ H n . Figure 7.13(a,b) shows the temperature and
magnetic field dependences of n calculated using Equation (6.12) for Eu8Ga16Ge30 and
Eu4Sr4Ga16Ge30. As anticipated, for both samples n approaches 2 in the paramagnetic
range at T >> TC [28]. As summarized in Table 7.2, the values of n at TC [denoted as
n(TC)] calculated from the ∆SM(T,H) data [n(TC) = 0.562 and 0.675 for Eu8Ga16Ge30 and
Eu4Sr4Ga16Ge30, respectively] are consistent with those calculated from Eq. (8) using the
values of β and δ in the K-F method [n(TC) = 0.545 and 0.667 for Eu8Ga16Ge30 and
Eu4Sr4Ga16Ge30, respectively]. However, these values considerably differ from those
predicted by the mean field theory (n(TC) = 0.66, β = 0.5, γ = 1). The agreement between
the exponent n obtained from the K-F method and the one determined from the MCE
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Figure 7.14 The linear ∆S Mpk ∝ H n relationship at TC has been checked for
Eu8Ga16Ge30 (bottom and left axis) and Eu4Sr4Ga16Ge30 (top and right axis).
analysis supports the application of the MCE analysis to determine the critical exponents
in the cases when the K-F method cannot be used [39,40]. The anomalous magnetic field
dependence of n has been noted at TL ~10 K for Eu8Ga16Ge30 (see Figure 7.13a). The
plateau feature seen below TC in the n(T) curve for Eu4Sr4Ga16Ge30 (see Figure 7.13b)
can be reconciled with the broader nature of the ∆SM(T) peak due to the overlap of the
peaks associated with TC and TL (see Figure 7.9b). The power relationship ∆S Mpk ∝ H n at
TC has been confirmed for both samples (see Figure 7.14).
From Table 7.2 we note that for the Eu8Ga16Ge30 type-I clathrate the critical
exponent β = 0.388 is close to that predicted from the 3D Heisenberg model (β = 0.365)
with short-range ferromagnetic correlation, while the critical exponent γ = 0.956 is close
to that predicted from the mean field model (γ = 1). The exponent of this specimen n(TC)
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= 0.545 significantly deviates from that predicted from the mean field model (n(TC) =
2/3). We recall that in the Eu8Ga16Ge30 type-I clathrate Eu2+ tunnels between four
equivalent sites in the tetrakaidecahedral cages and the tunneling states correspond to the
static positional disorder induced by the split site Eu2 [29]. It has been shown that in
addition to the rattling motion of Eu2+ ions (which is associated with the dynamic
disorder), the tunneling of Eu2+ ions plays an important role in producing the glass-like
low thermal conductivity in this material [30]. Chakoumakos et al. [30] have revealed
that in the X8Ga16Ge30 (X = Eu, Sr) type-I clathrates, the static positional disorder around
the large cage site decreases with increasing size of the caged atom. Since the positional
displacement from the center position (1/4,1/2,0) is larger for Eu2 (0.45 Å) in
Eu8Ga16Ge30 than for Sr2 (0.36 Å) in Sr8Ga16Ge30, the thermal conductivity of
Eu8Ga16Ge30 has been found to be smaller than that of Sr8Ga16Ge30 in the temperature
range of 2 – 300 K [3].
While the Eu8Ga16Ge30 type-VIII clathrate with the absence of the tunneling
effect of Eu2+ shows a relatively narrow ∆SM(T) curve resulting in the moderate RCP
(~159 J/kg at 3 T) [7], the tunneling of Eu2+ ions in the Eu8Ga16Ge30 type-I clathrate
likely leads to the broadened ∆SM(T) curve thus enhancing the RCP in this material (~174
J/kg at 3 T). This finding may provide a promising route for improving the cooling
efficiency in type-I clathrate materials for advanced magnetic refrigeration applications.
In the case of Eu4Sr4Ga16Ge30, Sr2+ preferably replaces Eu2+ on the Eu2 sites thus
resulting in a strong decrease of TC, TL, and MS, as well as MCE. As one can see in Table
7.2, the substitution of Sr2+ for Eu2+ in Eu4Sr4Ga16Ge30 increases the critical exponents β
= 0.521 and n(TC) = 0.667, which are close to those predicted from the mean field model

128

( β = 0.5 and n(TC) = 2/3). These results once again point to the significant impact of
tunneling of Eu2+ ions between four equivalent sites in the tetrakaidecahedral cages on
the ferromagnetic ordering and MCE in the type I clathrate materials.
7.6

Conclusions

In this chapter, we present the important results of systematic studies of the
ferromagnetism and magnetocaloric effect in both type-I and VIII Eu8Ga16Ge30 clathrate
materials. For the type-VIII clathrate, magnetization and modified Arrott plots indicate
that the system undergoes a second-order ferromagnetic-paramagnetic phase transition at
~13 K. The low-field giant magnetic entropy change (-∆SM~11.4 J/kg K for ∆µ0H = 3 T)
coupled with the absence of thermal hysteresis and field hysteresis makes the system very
attractive for low temperature magnetic refrigeration.
We showed that type-I Eu8Ga16Ge30 undergoes a second-order magnetic transition
(SOMT) at TC ~35 K resulting from the magnetic interaction between the Eu2+ ions at the
Eu2 sites, followed by a secondary magnetic transition at TL ~10 K (indicated as a
magnetic anomaly in previous studies) resulting from the magnetic interaction between
the Eu2+ ions at the Eu1 and Eu2 sites. The substitution of Sr2+ for Eu2+ retains the SOMT
but largely reduces the transition temperatures (TC ~15 K and TL ~5 K), with the critical
exponents β = 0.521 and γ = 0.917 close to those predicted from the mean field model (β
= 0.5 and γ = 1). These results point to the important fact that the tunneling of Eu2+
between the four equivalent sites in the tetrakaidecahedral cage tends to prevent the
occurrence of a long-range ferromagnetic ordering in the type I clathrate materials.
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CHAPTER 8
MAGNETOCALORIC EFFECT IN CLATHRATE-EUO
COMPOSITE MATERIALS
It is shown in chapter 7 that Eu8Ga16Ge30 clathrates with excellent magnetocaloric
properties can be potentially used as host matrices to make novel composites with tunable
relative cooling power (RCP) in the low to intermediate temperature range (10-100 K). In
this chapter, we show that combination of the clathrates with other magnetocaloric
material EuO in appropriate ratio produces novel composite materials with enhanced
RCP for active magnetic refrigeration for nitrogen liquefaction. A new potential for using
the type-VIII clathrate – EuO composite to produce refrigeration in two different
temperature ranges is also proposed.
8.1

Introduction

Infrared (IR) detectors are widely used in night vision, thermal imaging and threat
detection systems. While conventional thermoelectric coolers work well down to 150 K,
there is a need for cooling further to 80 K and below to improve the efficiency of IR
detectors [1]. This underscores the need for considering new materials and strategies for
developing efficient solid-state coolers with a broad range in working temperature. There
are two ways of broadening the temperature range for active refrigeration [2]:
(a) To span the range of temperature of the working design by choosing several
ferromagnetic materials and arranging them in the regenerator from the cold to
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hot ends in order of increasing TC. Selecting proper substances in this design is
very important.
(b) Another way that materials could be used to achieve a better approximation of the
ideal curve is by physical mixing. Mixing materials to flatten the peaks of the ∆T
vs T curve of the stacked materials in a regenerator is counterproductive. With
physical mixing, there will be a finite difference in temperature heat transfer
between magnetic materials with different changes in adiabatic temperature and,
consequently, the generation of entropy.
The majority of magnetic refrigeration is to produce a magnetocaloric material that
possesses a large magnetic entropy change (∆SM) over a wide temperature range, i.e. the
large relative cooling power (RCP) [3-5]. For an ideal Ericsson-cycle based magnetic
refrigeration, a magnetocaloric material should possess a constant ∆SM in the refrigeration
temperature range (known as the “table-like” MCE) [6, 7]. In this context,
magnetocaloric materials that undergo multiple successive magnetic phase transitions
seem to meet these criteria as the presence of magnetic multiphases broadens ∆SM(T)
curves and consequently enhance the RCP. However, the multiphase magnetocaloric
materials reported in the literature are found to exhibit either relatively small ∆SM or nonuniform ∆SM(T) curves [3, 8, 9]. For instance, the broadening of ∆SM over a temperature
range 20 K – 300 K has been observed in multiphase LuFe2O4, but the magnitude of ∆SM
of this material is only ~1 J/kg K for a field change of 6 T [10]. This underscores the need
for developing new magnetocaloric materials that fulfill the above criteria.
Eu8Ga16Ge30 semiconductors with the clathrate hydrate crystal structure are
widely known for their thermoelectric applications. Our recent discoveries of large and
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reversible MCEs in these materials have also made them interesting for thermomagnetic
cooling applications [11, 12]. In particular, we have observed a giant magnetic entropy
change around TC ~ 13 K in the type-VIII clathrate (-∆SM = 11.4 J/kg K for µo∆H = 3 T)
and the enhanced RCP in the type-I clathrate that undergoes two successive magnetic
transitions at 10 K and 35 K [12]. These clathrate materials also exhibit negligible
thermal and field hysteresis losses, as they belong to the class of materials with a secondorder magnetic transition (SOMT). These findings open up the possibility of using
Eu8Ga16Ge30 clathrates as excellent host matrices to fabricate composite materials with
desirable magnetocaloric properties for AMR.
8.2

Sample preparation

Synthesis of type-I and-VIII Eu8Ga16Ge30 clathrates is reported in chapter 7. EuO
(99.99%) was used as purchased from the Ames Laboratory. Three composites with typeI Eu8Ga16Ge30 clathrate - EuO ratios of 40% - 60% and 50% - 50% and 60% - 40% were
prepared by repetitive grinding and mixing of both constituents. Eu8Ga16Ge30 and EuO
taken in the desired ratio were first ground to fine powders using an alumina mortar and
pestle. After mixing the two powders for 2-3 minutes inside the mortar, the mixture was
ground again. The grinding and mixing process was repeated 5 times for each composite.
The same procedure was used for three composites with type-VIII Eu8Ga16Ge30 clathrate
- EuO ratios of 25% - 75%, 50% - 50% and 75% - 25%.
8.3

Magnetocaloric effect in type-VIII Eu8Ga16Ge30 clathrate – EuO composites

Figure 8.1 shows the temperature dependence of -∆SM for µo∆H = 2 T for the type-VIII
and type-I clathrates and EuO. As expected, the type-VIII and type-I clathrates and EuO
materials exhibit the peaks of -∆SM(T) at their Curie temperatures of 13 K and 35 K and
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76 K, respectively. The -∆SM and RCP values are 8 J/kg K and 60 J/kg for the type VIII
clathrate, 4.5 J/kg K and 80 J/kg for the type-I clathrate, and 8.5 J/kg K and 120 J/kg for
the EuO material. We recall that the -∆SM and RCP values of the EuO material reported
by us in the present work are similar to those reported previously by Ahn et al [13].

Figure 8.1 The temperature dependence of -∆SM for a field change of 2 T for the
Eu8Ga16Ge30 type-VIII and type-I clathrates and EuO.

Figure 8.2 displays a family of M-H isotherms taken at temperature intervals of
ΔT = 3K from 2K to 120K spanning the ferromagnetic transition region for the type-VIII
Eu8Ga16Ge30 clathrate – EuO (75%-25%) composite. There are two sharp changes in the
shape of the magnetization curves in Figure 8.2, corresponding to the Curie temperatures
of the clathrate type VIII and the EuO respectively. A similar feature has been observed
for clathrate type-VIII-EuO composites with different weight ratios.
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Figure 8.2 M-H isotherms taken at temperature intervals of ΔT = 3K from 2K to 120K
spanning the ferromagnetic transition region for type-VIII Eu8Ga16Ge30 clathrate – EuO
(75%-25%) composites.

Figure 8.3 shows the temperature dependence of magnetic entropy change -∆SM
for µo∆H =3 T for the type-VIII clathrate - EuO composites with 25% - 75%, 50% - 50%
and 75% - 25% weight ratios. As expected, the type-VIII clathrate - EuO composites
exhibit the peaks of -∆SM(T) at their Curie temperatures of 13 K and 76 K, respectively
and the peak height changes with the variation of the composition percentages. It is
interesting to note that RCP calculated at µo∆H =3T for the composite is 265.5 J/Kg,
which is larger than those of individual component materials.
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Figure 8.3 shows the temperature dependence of -∆SM for µoH = 3 T for the type VIII
clathrate-EuO (75%-25%), (50%-50%) and (25%-75%) composites.
Figure 8.4 shows the temperature dependence of -∆SM for µo∆H =3 T for the
type-VIII clathrate - EuO 50% - 50% composition. It can be seen that the two peaks are
very well separated and the height of the peaks are almost the same. From a cooling
application viewpoint, this feature is unique as this composite material can be used as an
active magnetic refrigerant material in magnetic refrigerators that operate at two separate
temperature ranges. For instance, this material can be used for cooling around 70K for
nitrogen liquefaction and also around 15K for hydrogen liquefaction [14].
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Figure 8.4 - ∆SM for µo∆H =3 T for the type-VIII clathrates - EuO 50% - 50%
composition.
8.4

Magnetocaloric effect in type-I Eu8Ga16Ge30 clathrate – EuO composites

Figure 8.5(a,b) shows the temperature dependence of -∆SM for different applied field
changes up to 6 T for the type-I clathrate-EuO (40%-60%) and 70%-30% composites. It
is very interesting to note in Figure 8.5 that a proper combination of Eu8Ga16Ge30 and
EuO not only greatly broadens the ∆SM(T) curves, but also retains the large values of ∆SM in the composite samples (for example, -∆SM = 13 J/kg K for µo∆H = 6 T for the
40%-60% composite). For active magnetic refrigeration, it is necessary to have the
uniform distribution of ∆SM(T) and this has been achieved in the present composite
samples at sufficiently high magnetic fields. It is also shown that tuning the percent
portion between Eu8Ga16Ge30 and EuO can produce the composites that possess the caretshaped or table-like shaped ∆SM(T) curves (Figure 8.5b) desirable for an ideal Ericssoncycle magnetic refrigeration.
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Figure 8.5 The temperature dependence of -∆SM (a) for different field changes up to 6 T
for the type-I clathrate-EuO (40%-60%) composite and (b) for a field change of 6 T for
the Type I clathrate-EuO (40%-60%) and (70%-30%) composites.

Figure 8.6 shows the variation in the RCP and the FWHM of ∆SM(T) curves with the
percent portion between Eu8Ga16Ge30 and EuO for µo∆H = 5 T. It is observed in Figure
8.6 that the RCP values of the composite samples are greater than that of the Eu8Ga16Ge30
type-I clathrate. The larger RCP values of the composite samples resulted from the
increase of both the ∆SM and δTFWHM. As compared with the EuO material, however, the
larger RCP values are only achieved in the composite samples with appropriate
Eu8Ga16Ge30/EuO portions (around 50 wt%). This arises from the relative contributions to
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the RC from the ∆SM and δTFWHM, as the RCP is the sum of the ∆SM and δTFWHM. It
should be noted that while the δTFWHM increases, the ∆SM decreases in the composite
samples relative to the EuO material. For the clathrate-based composites containing small
EuO amounts (less than 35 wt%), the increase of δTFWHM is less than the decrease of
∆SM. As a result, the RCP is smaller in these composite samples as compared with that of
the EuO material. For the clathrate-based composites containing large EuO amounts
(above 35 wt%), the increase of δTFWHM is greater than the decrease of ∆SM thus resulting
in the larger RCP in the composite samples relative to the EuO material. Among the
fabricated composite samples, the 40%-60% composite shows the largest RCP (~794 J/kg
for µo∆H = 5 T). This value of RC is greater than that of the EuO (~665 J/kg) for the
same field change of 5 T. It is also worth mentioning that while the RC of the 65%-35%
composite is almost equal to that of the EuO material, the table-like MCE (i.e. the
constant ∆SM) observed for this composite over a wide temperature range, 20 K – 80 K,
makes it a better choice for the Ericsson-cycle based magnetic refrigeration.
To put our results in perspective, we present in Figure 8.4 a detailed comparison
of the RCP between the type-I clathrate–EuO (40%-60%) composite and other
magnetocaloric candidate materials for active magnetic refrigeration in the temperature
range 10 K–100K. Clearly, the type-I clathrate–EuO composite shows the largest RCP
among the compared magnetocaloric materials. This composite also possesses nearly
zero thermal and field hysteresis losses, due to the nature of SOMT. These excellent
magnetocaloric properties make it one of the best candidate materials for active magnetic
refrigeration around 70 K.
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Figure 8.6 The relative cooling power (RCP) and the temperature interval (ΔTFWHM)
vary with the Eu8Ga16Ge30/EuO ratio.

Figure 8.7 The RCP values of the type-I clathrate-EuO (40%-60%) composite
sample and the other magnetocaloric materials taken in references [11-9]. The largest
RCP is achieved for the type-I clathrate-EuO composite.
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8.5

Conclusions

We have observed the large reversible magnetocaloric effect (MCE) and enhanced
refrigerant capacity (RC) in multiphase composite materials composed of Eu8Ga16Ge30
type I clathrate undergoing two successive ferromagnetic transitions at 10 K and 35 K
and EuO exhibiting a ferromagnetic transition at 75 K. A large RC of 794 J/kg for a field
change of 5 T over a temperature interval of 70 K has been achieved in the Eu8Ga16Ge30–
EuO (40%-60%) composite. This is the largest value ever achieved among the existing
magnetocaloric materials for magnetic refrigeration in the temperature range 10 K - 100
K. The fine tuning of the percent portion between Eu8Ga16Ge30 and EuO is shown to
produce the composites with table-like MCE desirable for an ideal Ericsson-cycle
magnetic refrigeration. The excellent magnetocaloric properties of the Eu8Ga16Ge30–EuO
composites make them attractive for active magnetic refrigeration for nitrogen
liquefaction.
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CHAPTER 9
CONCLUSIONS AND OUTLOOK
The present dissertation has important contributions towards a complete understanding of
the GMI phenomena, and also places an emphasis on how the GMI effect can be best
tailored in Co-based ribbon materials for making high-performance magnetic sensors. It
also advances the current knowledge of the magnetocaloric properties of magnetic
semiconductor materials with clathrate structure for dual functional cooling applications.
The main results of the dissertation are summarized as follow:
 Having systematically studied the GMI effect and its field sensitivity (η) in
Co69Fe4.5X1.5Si10B15 (X = Ni, Al, Cr) amorphous ribbons, we show that the larger
values of GMI and η can be obtained in magnetically softer ribbons at low
frequencies where the skin effect and sample-surface effect are negligible, but the
situation becomes different at high frequencies where both effects are significant.
These findings provide a clear understanding of the effect of magnetic softness
and sample surface on the frequency-dependent GMI behavior in soft
ferromagnetic ribbons. Our study thus provides a good handle on selecting the
suitable operating frequency range of magnetic materials for GMI-based field
sensor applications.
 The influence of sample length on the GMI effect and η in Co69Fe4.5Ni1.5Si10B15
amorphous ribbons has been studied. We show that there exists a critical length
(L0 ≅ 8 mm) below which the maximum GMI and η decrease with decreasing
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sample length (L) and above which they increase with decreasing L. The critical
frequency, at which the maximum GMI and η are achieved, reaches the largest
value for samples with L = L0 and shifts to lower values for samples with L < L0
and L > L0. Our observations provide important practical guidance for
optimization of the geometrical dimensions of magnetic sensing elements and
design of GMI-based magnetic sensors.
 The GMI effect and η in amorphous and nanocrystalline (Co1-xFex)89Zr7B4
ribbons with x = 0, 0.025, 0.05, and 0.10 has been studied. The nanocrystalline
samples were obtained by annealing amorphous ribbons in a field of 2 T applied
perpendicular to the ribbon axis. We find that for the amorphous samples the GMI
ratio tends to decrease with Fe doping, while the largest value of η is achieved for
the x = 0.025 composition. For the nanocrystalline samples, the GMI ratio and η
first decrease with increase of Fe-doped content from x = 0 to x = 0.05 and then
increase for x = 0.1. The field annealing significantly enhances the GMI ratio and
η in the nanocrystalline samples with x = 0 and 0.1, but decreases the η in the
nanocrystalline samples with x = 0.025 and 0.05. The variations of the GMI ratio
and the field-induced magnetic anisotropy field (HK) upon Fe doping are
correlated with the microstructural changes in the nanocrystalline samples. These
results indicate that the GMI effect and its field sensitivity can be improved in Cobased nanocrystalline ribbons through tailoring magnetic anisotropy and/or Fe
doping.
 Having systematically studied the GMI effect and η in the Co84.55Fe4.45Zr7B4
amorphous ribbons with and without 50 nm-thick Co coating layers, we find that
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the presence of the Co coating layer enhances both the GMI effect and η in the
Co-coated ribbons. The largest values of the GMI effect and η are achieved in the
sample coated with Co on the free ribbon surface having the smaller surface
roughness as compared to that coated with Co on the wheel-side ribbon surface
with the larger surface roughness. Our studies demonstrate a method for tailoring
the GMI effect and field sensitivity in surface-modified soft ferromagnetic
ribbons for use in highly sensitive magnetic sensors.
 The presence of Fe3O4 nanoparticles on the sample surface has been shown to
increase the GMI effect in the Co-based amorphous ribbons, and the GMI effect
increases with increasing concentration of Fe3O4 nanoparticles. Importantly, we
find that this increase of GMI is only achieved at high frequency range where the
skin effect is strong. These studies open up the new possibility of incorporating
GMI technology with magnetic nanoparticles into a platform for making highly
sensitive magnetic biosensors for detection of cancer cells and biomolecules.
 Our pioneering studies of the influence of carbon nanotubes (CNTs) on the GMI
of the Co-based amorphous ribbon have revealed the new possibility of
developing CNT-based gas sensors using the principle of the GMI effect. These
sensors can detect the magnetoimpedance change of the sensing element when
exposed to gases such as NO2, NH3, H2O, CO, iodine, and ethanol. It is
anticipated that the GMI-based gas sensors would yield much higher field
sensitivity compared with current state-of-the art sensors based on the fieldinduced dc resistance change. With CNTs deposited on magnetic ribbons, GMI
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can also be used as a new electrochemical probe of the electric features of
surface-modified magnetic electrodes with enhanced sensitivity.
 For magnetic refrigeration applications, we have discovered the low-field giant
magnetocaloric effect (-∆SM = 11.4 J/kg K at 3 T) in the Eu8Ga16Ge30 type-VIII
clathrate. This material is considered one of the best refrigerant candidates for
cryogenic magnetic refrigeration (T < 20 K). We have also found the large MCE
and RCP in the Eu8Ga16Ge30 type-I clathrate. We show that the presence of
multiple phase transitions and the “tunneling” effect of Eu significantly enhance
the RCP. The RCP can also be tuned in this material by partial substitution of Sr
for Eu. The physical origin of the magnetic anomaly and tunneling effect of
europium on the magnetism and magnetocaloric effect in the type I clathrates has
been elucidated.
 A large reversible MCE and enhanced RCP have been achieved in multiphase
composite materials composed of type-I clathrate Eu8Ga16Ge30 and EuO. A large
RCP of 794 J/kg for a field change of 5 T over a temperature interval of 70 K has
been found in the Eu8Ga16Ge30–EuO composite with a 40%-60% weight ratio.
This is the largest value ever achieved among existing magnetocaloric materials
for magnetic refrigeration in the temperature range 10 K - 100 K. Adjusting the
Eu8Ga16Ge30 to EuO ratio is shown to produce composites with table-like MCE,
desirable for ideal Ericsson-cycle magnetic refrigeration. The excellent
magnetocaloric properties of these Eu8Ga16Ge30–EuO composites make them
attractive for active magnetic refrigeration in the liquid nitrogen temperature
range.
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Having provided a comprehensive understanding of the GMI and GMC effects in Cobased ribbon and Eu8Ga16Ge30 clathrate materials for advanced magnetic sensor and
refrigeration applications, the present dissertation also opens up new opportunities for
future development of new materials that can fulfill the specific requirements of sensing
and cooling devices. Some of examples are given below:
•

Our recent study has revealed that coating a Co-based amorphous ribbon with a
thin Co film enhances the GMI effect by up to 100%, depending on surface
roughness. Therefore, it is anticipated that depositing Co on the ribbon surface in
the presence of a magnetic field applied (50 – 200 Oe) transversely to the ribbon
axis can further enhance the GMI effect, as this likely tailors the transversely
oriented magnetic domain structures and enhances the transverse magnetic
permeability.

•

It would also be interesting to study how the GMI is affected by tuning the
surface anisotropy of Co-based amorphous ribbons by capping them with an
antiferromagnetic material such as FeMn. This would provide further guidance
for tailoring GMI in surface modified soft ferromagnetic ribbons as well as
optimizing specific frequency ranges for particular sensors.

•

The development of magnetic biosensors based on GMI technology with
superparamagnetic nanoparticles will be the subject of future research, since these
sensors possess several advantages over conventional biosensors. For biosensing
applications, it would be important to understand the influences of particle size
and shape on the GMI signal of the sensing element.
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•

Our magnetocaloric studies on the clathrates and their composite materials have
revealed that combining individual SOMT materials with distinct Curie
temperatures is an effective way for producing multiphase composite materials
with desirable magnetocaloric properties for use in active magnetic refrigerators.
Since nanostructuring has been shown to broaden the refrigeration temperature
range, future research should be focused on exploring multiphase magnetocaloric
nanocomposite materials.
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