Slam systems are techniques that can geometrically reconstruct 3d maps of indoor scenes. In this work a slam algorithm is proposed that aims to generate a computational model of the interior of a building using as sensor a RGB-D device mounted on an unmanned aerial vehicle. The idea of the algorithm is to model the scenario using flat figures with irregular contours, for this the coordinates of the point cloud are not used but the parametric equations of the planes. The extraction of planes is done by calculating the gradient and later using unsupervised classification techniques. The information of the points of the contours and the information of the geometric parameters is detected and stored for each plane found in the scene. The information stored is sufficient to later reconstruct the entire scene. The advantage of this technique is that it needs very low memory to store a complete scenario, which can be useful for working with embedded systems or in large scenarios.
Introduction
Slam is a technique whose objective is that if a robot moves within a scene and can build a map of the unknown environment and simultaneously locate its position on that same map. It has a wide range of applications including obstacle avoidance, surveillance and inspection, augmented reality, search, rescue and recognition [3] . Detecting flat surfaces of a point cloud is a common problem in computer vision and robotics. Because indoor scenes are usually composed of multiple planes [4] [13], which can be used to find a simplified model and as a strategy to manage the sensor's own noise [1] . The RANSAC algorithm has been widely used to adjust planes in 3d points, among them [1] , [5] , [8] , [10] , [12] . There are several alternatives to the use of RANSAC, for example: A point-based growing region (PBRG) [14] and connected component labeling [6] . Several of these techniques generate a model based on the point cloud, while others seek to produce a geometric model based on closed surfaces. It is proposed the generation of a geometric model of the scene, the model is composed entirely of planes of different sizes and arbitrary contours. The planes are extracted from each frame using unsupervised classification algorithms using the gradient values obtained from the depth information. The fusion of frames is done by looking for features between several RGB images, which are converted to 3D coordinates, which allows us to use least squares to find the transformation matrix. Finally, the information of the complete planes is extracted and its αshape is extracted projecting the points of the planes to 2D as it describes [12] . The article continues as follows: Initially, a general description of each step of the procedure for the extraction of flat regions of a depth image is presented. Subsequently, the iterative process allows the fusion between planes finding correspondence between consecutive frames is presented. Finally, the details of the selection of parameters are exposed, discussing the variation of each of them and the criteria that determine their choice.
Methodology

Finding flat regions in a scene
Data Acquisition: For this implementation a Kinect sensor was used, the data was converted to a cloud of points X, Y and Z coordinates [7] . Planar surfaces classification: Each plane that composes the image contains gradient information which is different for each plane, this can be used as a criterion to perform the classification of the possible planes that are in the point cloud. The coordinate matrix Z contains the information of the neighborhood of the points, which is used to calculate the gradient, as result two data are obtained for each point of Z that correspond to the directional derivative. The idea is to work the extraction of planes as a problem of non-supervised pattern classification, for this it is possible to make a change of space, considering the values of directional derivative as characteristics of the planes, where each of the planes will generate a different cluster.
The number of planes may exist in the scene may change depending on the environment and the sensor position, i.e., the number of clusters per iteration is unknown. It is necessary to select a classification technique that never detects fewer classes than those that may exist in the scene. If it detects more classes of the truly existing ones, this algorithm, in a later step, will find the correspondence and join the classes. The concrete procedure to perform the calculation of the classification of the flat figures can be summarized in the following steps:
1. Take only the data matrix corresponding to the coordinates in Z from the point cloud ( Fig. 1 .a). 2. Directional derivatives are calculated for each point of Z ( Fig. 1.b) . Coefficients of the parametric equation for each plane: in this point there are two vectors, one that contains the cloud of points and another that contains the classification of each point relating it to a plane. For each class detected, the associated points are used to find coefficients that allow a parametrization of the plane, it is necessary to use some regression technique. In Figure 2 the equation Z = AX + BY + C is used to adjust the data of one of the planes found in the scene. A vector containing the coefficients that allow determine the approximate equation that best fit plane points of each class is obtained at the end. Union of flat shapes that correspond to each other: Due to the over classification established it is possible that several points of the same plane have been separated as if they belonged to different planes. To make the union of the groupings of characteristics, the Euclidean distance normalized to the points between them is calculated, and later using a threshold value to join the ones that are closest to each other. Calculation of the edge of each plane: Once the association of each point to a plane belonging to the scene is counted, the information of the points that are on the edge of each plane is extracted. The process of edge detection has two fundamental purposes: First, it is sought to store the least amount of information of each plane, the information of which points are on the edge is sufficient to perform a subsequent reconstruction of the plane. Secondly, in the joining process it is possible to consider as one only some planes that have the same parametric representation coefficients but that are not neighbors among them, for example, a wall that has a column in the middle or a door between two walls. In Figure 3 
Correspondence between frames
It proceeds to work with multiple frames and their respective planes, it is necessary to find what has been the displacement made and the change in the orientation between the successive frames. For this, two images delivered by the Kinect sensor, an RGB color image and D-range image previously calibrated are processed. It is expected to find a rigid transformation matrix M composed of a rotation and a translation, which allows to determine which is the displacement and orientation between two consecutive images.
Search for points of correspondence between the RGB images:
It is possible to find elements of correspondence between two images based on features, the features that are used more frequently are the edges and points of interest. The output that is expected in this step is a vector, in which the coordinates of the corresponding points of interest are stored in the two images. A variety of methods have been proposed in the literature to perform this step. In [11] a study and comparison of algorithms that can be used for this purpose is presented.
Search for RGB equivalences with the point cloud:
The existing mathematical relationship between the RGB image and the depth image D is available, using this information it is possible to take the position of a pixel in RGB and find its equivalent reference as a point in the XYZ point cloud.
Calculation of the rigid transformation matrix: Using the information of the location of the descriptors common to the two images, the information of the corresponding points is obtained in each point cloud associated with a frame captured by the sensor. It is possible to find which is the transformation in position and in orientation between the frames, for this process it is necessary to use a technique in which, using known control points and their correspondence with other points, it allows to find which is the transformation matrix M that relates them. Because the correspondence between the points is known, the problem can be addressed from the solution through least squares, without the need to use techniques such as ICP (Iterative closest point).
Discussion
The explanation of the steps of the algorithm was carried out in a general way, in each of them there is a great variety of parameters that determine multiple aspects such as the speed of execution, the precision of the calculations and the general performance. Below is a description of the possible variants that each step may have in terms of coefficient values or possible algorithms. Conditioning of the sensor data: working with a sub-sampled image, leads to improve the execution speeds of the algorithm, having as a disadvantage that accuracy is lost in the calculations made and in the final model obtained at the edges of the planes. Figure 4 shows two different results apply same technique to a stairs scene but changing de subsample. 
Classification of the planes:
The selected cluster technique was a variation of the k-means algorithm, which increases its computation speed [15] , using as input values the feature data vector composed of the directional derivatives and the maximum number of clusters selected. Obviously, the result will result in the over classification of the flat figures. Empirically it was found that it is faster to use an over classification and later to join the planes found, compared with finding directly the number of classes in the classification with hierarchical techniques.
Coefficients of the parametric equation:
For the implementation of this step, an algorithm based on least squares was used due to two reasons: a) the number of outliers in the data is very low and does not affect the performance of the approximation. b) For computational time reasons it is preferable to use a subset of data to perform the calculation with least squares compared to the use of techniques that consider outliers to find planes such as RANSAC [9] [16].
Calculation of the edge of each plane: The notion of αShape was used which is used to perform the reconstruction of a finite set of points without organization within a certain grouping, where the points that make up the αShape demarcate the border that contains the rest of the points which allows to determine the original form of the grouping. The calculation of αShape uses the triangulation of Delaunay fact that only one circumference can be found that passes through the vertices of each triangle, the value of a threshold of the radius of this circumference can be used to determine which points belong to the border and which do not. Depending on the selected radius value, it is possible not only to obtain a contour but also to divide the shape into several contours, which in this case can be used to separate planes that are joined in the previous step. A case in which this phenomenon can occur is when you have two walls that are joined by a column, the two have the same values in their coefficients of the parametric equation, but belong to different planes. For the implementation of this algorithm, the input argument of the αShape are only the X and Y coordinates of the points in each plane, the value of the Z coordinate is not considered, which is equivalent to making a projection of the points with respect to the z = 0 plane, this substantially improves the speed of the algorithm by generating practically the same results as using all the coordinates. Finally, the information that is preserved for the next iteration are the αShape points and the coefficients of the parametric equation of each detected plane. Correspondence between images: For the search of corresponding points between the RGB images the SIFT technique (Scale Invariant Feature Transform) described in [2] was used, whose idea is the transformation of an image to a representation composed of points of interest, these points They contain the characteristic information of certain parts of the image, which can then be used for the detection of correspondences. The same parameter values suggested by the author were used. For the Equivalence Search of the points in RGB with the XYZ points, it must be considered that the depth image D does not contain information for all the coordinates, usually information is lost in the edges of the objects, in the reflecting surfaces and in the distant objects. It is possible that some of the descriptors are located on coordinates in the color image that have no associated XYZ. Those descriptors that do not have an association in the point cloud are discarded.
Conclusions
In this article an algorithm to perform the reconstruction of a scene is presented, which can later be used as an input to the trajectory planning algorithm. Initially it was presented in a general way, showing each of its stages. Later it was shown that there are a great variety of parameters that determine multiple aspects such as speed of execution, accuracy of calculations and general performance.
The reliability of the conversion of the data taken by the distance sensor when passing them to spatial coordinates decreases as the distance to the focal point increases, additionally, points are lost at the edges of objects and in areas very far from the sensor, as a result there are regions in which depth information is not available or high measurement noise occurs. One way to minimize the noise of data at a great distance is by conducting a thresholding with the points being discarded which is the greatest distance from the sensor.
