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Resumo
Nesta dissertação de mestrado, estudamos três resultados de boa-colocação
global das equações de Navier-Stokes-Coriolis nos espaços de Sobolev Homogêneo 9HspR3q3.
O primeiro resultado nos dá a boa-colocação global quando o dado inicial pertence ao espaço
de Sobolev homogêneo 9HspR3q3, quando 12 ă s ă
3
4 e o módulo do parâmetro de Coriolis|Ω| é grande comparado com a norma do dado inicial. Os outros dois resultados tratam da
boa-colocação global para o caso crítico s “ 12 e, neste caso, para obter a boa-colocação
global, o módulo do parâmetro de Coriolis |Ω| é determinado por cada subconjunto pré-
compacto K Ă 9H 12 pR3q3, tal que o dado inicial pertence a K. As demonstrações dos três
resultados são feitas através do método do ponto fixo. Mais precisamente, inicialmente
obtemos estimativas para o semigrupo associado à parte linear da equação e para o termo
de Duhamel, e de posse destas estimativas definimos um operador adequado e aplicamos
o Teorema do ponto fixo de Banach para obter a solução. Este trabalho é baseado no
artigo [?] de Iwabuchi e Takada.
Palavras-chave: Equações de Navier-Stokes-Coriolis; boa-colocação global; espaços de
Sobolev homogêneo; soluções brandas.
Abstract
In this master dissertation, we have studied three well-posedness results for
the Navier-Stokes-Coriolis equation in the homogeneous Sobolev spaces 9HspR3q3. The first
result gives us global well-posedness for initial data belonging to the homegeneous Sobolev
space 9HspR3q3, when 12 ă s ă
3
4 and the absolute value of Coriolis parameter |Ω| is large
compared with the norm of the initial data. The other two results deal with the global
well-posedness for the critical case s “ 12 in which the absolute value of Coriolis parameter
|Ω| is determined by each precompact subset K Ă 9H 12 pR3q3 containing the initial data.
The proofs of the three results are based on the fixed point method. We initially obtain
estimates for the semigroup associated to the linear part of the equation and for the
Duhamel term and, with these estimates, we define an operador and apply the Banach
fixed point theorem in order to obtain the solution. This master dissertation is based on
Iwabuchi and Takada paper [?].
Keywords: Navier-Stokes-Coriolis equations; global well-posedness; homegeneous Sobolev
spaces; mild solutions.
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GLpn,Rq Espaço vetorial das matrizes quadradas invertíveis de ordem n com
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C80 pRnq Espaço das funções infinitamente diferenciáveis com suporte compacto
em Rn
D1pRnq Espaço das distribuições em Rn
S 1pRnq Espaço das distribuições temperadas em Rn
P Conjunto dos polinômios de n variáveis reais com coeficientes complexos
S 1pRnq{P Espaço das distribuições temperadas módulo polinômios em Rn
HsppRnq Espaço de Sobolev Generalizado em Rn
9HsppRnq Espaço de Sobolev Homogêneo em Rn
p´∆qα2 Operador Laplaciano fracionário
p.v. Valor principal integral
Rj j´ ésima transformada de Riesz em Rn
P Operador de Helmholtz
δi,j Delta de Kronecker
div u Divergente de u
∆u Laplaciano de u
∇u Gradiente de u
et∆ Semigrupo do calor
Bsp,qpRnq Espaço de Besov em Rn
9Bsp,qpRnq Espaço de Besov Homogêneo em Rn
Sumário
Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1 PRELIMINARES E ESPAÇOS DE SOBOLEV . . . . . . . . . . . . 15
1.1 Espaços Lp, Convolução e Transformada de Fourier . . . . . . . . . . 15
1.2 Distribuições e Distribuições Temperadas . . . . . . . . . . . . . . . . 22
1.3 Espaços de Sobolev e Sobolev Homogêneo . . . . . . . . . . . . . . . 26
1.4 Transformadas de Riesz . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.5 Projeção de Helmholtz e Equações de Navier-Stokes-Coriolis . . . . 33
1.6 O Teorema do Ponto Fixo de Banach . . . . . . . . . . . . . . . . . . 37
2 ESPAÇOS DE BESOV . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.1 Definição e Primeiras Propriedades . . . . . . . . . . . . . . . . . . . 40
2.2 Imersões em Bsp,q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3 Espaços de Besov Homogêneo . . . . . . . . . . . . . . . . . . . . . . 46
3 BOA-COLOCAÇÃO GLOBAL DAS EQUAÇÕES DE NAVIER-STOKES-
CORIOLIS NOS ESPAÇOS DE SOBOLEV HOMOGÊNEOS . . . . 52
3.1 Estimativas Lineares . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 Estimativas Não Lineares . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3 Demonstrações dos Teoremas 3.1, 3.2 e Corolário 3.1 . . . . . . . . 76
3.3.1 Demonstração do Teorema 3.1 . . . . . . . . . . . . . . . . . . . . . . . . 76
3.3.2 Demonstração do Teorema 3.2 . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3.3 Demonstração do Corolário 3.1 . . . . . . . . . . . . . . . . . . . . . . . . 82
4 CONCLUSÃO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
APÊNDICES 86
APÊNDICE A – ESPAÇOS DE FUNÇÕES . . . . . . . . . . . . . . 87
12
Introdução
Nesta dissertação de mestrado, trabalhamos com o problema de valor inicial
para as equações de Navier-Stokes com força de Coriolis em R3, o qual tem a forma$’’&’’%
Bu
Bt ´∆u` Ωe3 ˆ u` pu ¨∇qu`∇p “ 0 em R
3 ˆ p0,8q,
div u “ 0 em R3 ˆ p0,8q,
upx, 0q “ u0pxq em R3,
(1)
onde u “ upx, tq “ pu1px, tq, u2px, tq, u3px, tqq e p “ ppx, tq denotam as incógnitas campo
velocidade e pressão do fluido no ponto px, tq P R3 ˆ p0,8q, respectivamente, enquanto
u0 “ u0pxq “ pu0,1pxq, u0,2pxq, u0,3pxqq denota o campo velocidade inicial, satisfazendo
a condição de compatibilidade div u0 “ 0. Além disso, Ω P R, denominado parâmetro
de Coriolis, representa a velocidade de rotação do fluido em torno do vetor unitário
e3 “ p0, 0, 1q.
As equações de Navier-Stokes tem atraído o interesse de vários pesquisadores da
comunidade internacional. Boa parte deste interesse, se deve ao fato destas equações serem
usadas no estudo de problemas físicos, relacionados ao nosso cotidiano, como problemas da
meteorologia e oceanografia. No intuito de ilustrar o comentário anterior, vamos analisar
alguns fatos sobre meteorologia e oceanografia.
Em média, uma partícula de fluido leva 50 dias para atravessar um oceano(veja
esses dados em Chemin et al. [?]), ou seja, durante esta travessia a Terra faz 50 movimentos
completos de rotação. Como consequência, a influência da rotação da Terra, envolvendo a
força de Coriolis não pode ser desprezada se quisermos estudar movimentos em oceanos em
nível global. Portanto, em geral, modelos matemáticos envolvendo problemas de grande
escala oriundos da oceanografia e meteorologia incluem a força de Coriolis (influência
da rotação da Terra). Por exemplo, as equações de Navier-Stokes junto com a força de
Coriolis, e com condições de contorno adequadas, nos permite analisar a circulação oceânica
em larga escala. Evidentemente, um estudo mais preciso deste problema envolveria mais
variáveis, como salinidade, temperatura da água, dentre outros. No entanto, as equações
de Navier-Stokes com força de Coriolis é um primeiro passo na modelagem, e em seguida
pode-se obter modelos mais precisos.
Além de suas aplicações em problemas físicos, há muito interesse nas equações
de Navier-Stokes, haja vista que o problema de existência de solução global ainda é
um problema em aberto para estas equações em dimensão n “ 3. Além disso, este é
um dos sete problemas do milênio proposto pelo Instituto de Matemática Clay ( veja
em www.claymath.org/millennium-problems). Sabemos também que este problema está
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resolvido para o caso n “ 2 (para resultados de existência e regularidade de solução para
n “ 2 veja, por exemplo, Temam [?]).
De posse destes fatos, somos motivados a estudar as equações de Navier-Stokes,
e modelos relacionados, em questões como existência de solução global, boa-colocação e
má-colocação em diferentes espaços de funções, questões de regularidade, dentre outros.
Baseado em Iwabuchi e Takada [?], o objetivo desta dissertação é mostrar a
existência e unicidade de solução global para o sistema (1) no espaço de Sobolev homogêneo
9HspR3q, para s ě 12 . Em particular, obtemos solução global para dado inicial u0 arbitrário
se o parâmetro de Coriolis Ω tiver módulo suficientemente grande. Assim, os resultados de
boa-colocação global demonstrados em [?] indicam uma espécie de "planificação" devido
ao efeito de altas velocidades de rotação.
É importante destacar outros resultados já obtidos para o sistema (1). Por
exemplo, para a existência de solução global de (1), Chemin et al. [?] e [?] provaram
que, para todo dado inicial u0 P L2pR2q2 ` H 12 pR2q3, existe um parâmetro positivo Ω0
tal que, para todo Ω P R com |Ω| ě Ω0 existe única solução global para (1). Babin et
al. [?], [?] e [?] mostraram a existência de solução global e regularidade do sistema (1)
para dado inicial periódico u0 e |Ω| suficientemente grande. Por outro lado, Giga et al. [?]
mostraram a existência e unicidade de solução global para (1), para dado inicial u0 com
norma suficientemente pequena em FM´10 pR3q3 (veja definição do espaço no Apêndice A,
página 87), onde a condição de pequenez do dado inicial é independente do parâmetro
de Coriolis Ω. Outros resultados de solução global para dado inicial pequeno podem ser
encontrados em Hieber e Shibata [?] que estudaram a boa-colocação global no espaço de
Sobolev H 12 pR3q, e em Konieczny e Yoneda [?] no espaço de Fourier-Besov 9FB2´
3
p
p,8 pR3q
(veja definição do espaço no Apêndice A, página 87) com 1 ă p ď 8. Para boa-colocação
de (1) com Ω “ 0 em espaços críticos, referimos a Fujita e Kato [?], Kato [?], Kozono e
Yamazaki [?], Koch e Tataru [?]. Veja também Lemarié-Rieusset [?] para um bom review.
Por fim, para existência de solução local de (1), Iwabuchi e Takada [?] mos-
traram que o intervalo de tempo no qual existe solução branda de (1) pode ser tomado
arbitrariamente grande para dado inicial u0 pertencente ao espaço de Sobolev homogêneo
9HspR3q3 com 12 ă s ă
5
4 , desde que o módulo do parâmetro de Corilis |Ω| seja suficiente-
mente grande comparado com a norma de u0. Além disso, referimos também os resultados
de Giga et al. [?] e [?], e Sawada [?], para existência de solução local para (1).
Como comentado acima, estudamos nesta dissertação os resultados de [?] os
quais consistem na existência de solução global para (1) com dado inicial no espaço de
Sobolev homogêneo 9HspR3q para 12 ď s ă
3
4 . No caso s ą
1
2 , a existência de solução global
é obtida se o módulo do parâmetro de Coriolis |Ω| é grande comparado com a norma do
dado inicial }u0} 9Hs . Por outro lado, no caso crítico s “
1
2 , para que exista solução global
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de (1), o tamanho do módulo do parâmetro de Coriolis |Ω| depende de cada subconjunto
pré-compacto K Ă 9H 12 pR3q3 contendo o dado inicial u0.
É válido observar que para as equações de Navier-Stokes clássicas$’’&’’%
Bu
Bt ´4u` pu ¨∇qu`∇p “ 0 em R
3 ˆ p0,8q
div u “ 0 em R3 ˆ p0,8q
upx, 0q “ u0pxq em R3
(2)
sabemos através dos resultados de Brezis [?], Giga [?] e Kozono [?], que a existência de
um tempo T de solução local para dado inicial em LrpR3q com 3 ă r ă 8 e em L3pR3q3,
é determinado por cada conjunto limitado B em LrpR3q, 3 ă r ă 8, e cada pré-compacto
K em L3pR3q, respectivamente. Por outro lado, nos resultados de [?], para obter solução
global para (1), o tamanho do módulo do parâmetro de Coriolis |Ω| é determinado por
conjuntos limitados em 9HspR3q, 12 ă s ă
3
4 , e pré-compactos em
9H
1
2 pR3q3. Portanto,
moralmente falando, do ponto de vista do parâmetro de Coriolis Ω, os resultados de
existência de solução global estudados nesta dissertação podem ser considerados uma
extensão dos resultados em [?,?,?].
Finalizamos a introdução discorrendo sobre a organização desta dissertação.
A dissertação está organizada em três capítulos. O primeiro capítulo é dedicado às
preliminares para o bom entendimento do texto e à teoria dos espaços de Sobolev. Nas
preliminares, primeiramente são apresentados resultados sobre o produto de convolução,
transformada de Fourier e distribuições. Em seguida, uma seção é dedicada aos espaços
de Sobolev, onde trabalhamos definições, propriedades e alguns teoremas de imersões
entre esses espaços. Finalizando o Capítulo 1, falamos um pouco sobre a formulação das
equações de Navier-Stokes-Coriolis e o Teorema do ponto fixo de Banach. No Capítulo 2,
trabalhamos os espaços de Besov no caso não-homogêneo e homogêneo, onde, ao longo
do capítulo, abordamos desde propriedades elementares destes espaços até teoremas de
imersão. Dedicar um capítulo desta dissertação à teoria dos espaços de Besov deve-se
ao fato de algumas estimativas do Capítulo 3 serem feitas nestes espaços. Finalizando
o texto, o Capítulo 3 contém os principais resultados desta dissertação, bem como suas
demonstrações, os quais são os Teoremas 3.1 e 3.2 e Corolário 3.1 (veja páginas 52 e 53).
As duas primeiras seções são destinadas a certas estimativas, tanto lineares quanto não
lineares, e na última seção do capítulo demonstramos os Teoremas 3.1 e 3.2 e Corolário
3.1, utilizando as estimativas feitas nas duas primeiras seções.
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1 Preliminares e Espaços de Sobolev
Neste capítulo, inicialmente relembramos algumas ferramentas básicas para a
nossa abordagem nesta dissertação, como a classe de Schwartz, a transformada de Fourier,
a classe das distribuições temperadas e alguns resultados envolvendo teoria de integração.
Em seguida, devido a importância no resultado principal deste texto (veja Teoremas 3.1 e
3.2, pp. 52 e 53), abordamos de forma um pouco mais detalhada os espaços de Sobolev
generalizados HsppRnq. Finalizando o capítulo, fazemos alguns comentários sobre o sistema
(1) e concluímos com o Teorema do Ponto Fixo de Banach. No início de cada seção,
apontamos as principais referências em que podem ser encontrados os assuntos abordados
na seção.
1.1 Espaços Lp, Convolução e Transformada de Fourier
Nesta seção abordamos os espaços Lp, convolução e transformada de Fourier,
bem como algumas propriedades sobre estes tópicos. Essencialmente, o conteúdo sobre
espaços Lp apresentado aqui pode ser encontrado, por exemplo, em Folland [?] e sobre
convolução e transformada de Fourier em Grafakos [?] e Kesavan [?].
Definição 1.1. (Espaços Lp) Seja pX,M, µq espaço de medida. Se f é uma função
mensurável em X e 1 ď p ď 8, definimos
}f}p “ }f}LppXq “
ˆż
X
|f |pdµ
˙ 1
p
para 1 ď p ă 8.
}f}8 “ }f}L8pXq “ esssup
xPX
|fpxq| “ infta ě 0;µptx; |fpxq| ą auq “ 0u.
Nestas condições, definimos o espaço
LppX,M, µq “ tf : X Ñ C; f é mensurável e }f}LppXq ă 8u.
Note que, para todo 1 ď p ď 8, LppX,M, µq é um espaço vetorial.
Observação 1.1. Frequentemente abreviaremos LppX,M, µq por LppXq ou simplesmente
Lp, desde que a notação não cause problemas no entendimento.
Definição 1.2. (Expoente conjugado) Dado 1 ă p ă 8 definimos o expoente conjugado
de p, sendo o número 1 ă p1 ă 8 tal que 1
p
` 1
p1
“ 1. No caso p “ 1 diremos que p1 “ 8 é
o expoente conjugado de p, e analogamente define-se p1 “ 1 sendo o expoente conjugado de
p “ 8.
Observação 1.2. Ao longo de todo o texto, p1 sempre denota o expoente conjugado de p.
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A próxima proposição nos dá um resultado útil para tratar produto de duas
funções em Lp.
Proposição 1.1. (Desigualdade de Hölder): Seja 1 ď p ď 8. Se f e g são funções
mensuráveis em X, então
}fg}L1 ď }f}Lp}g}Lp1 . (1.1)
Em particular, se f P Lp e g P Lp1, então fg P L1, e neste caso a igualdade
em (1.1) é válida se, e somente se, existem constantes α, β com αβ ‰ 0 e α|f |p “ β|g|q
µ-q.t.p..
Para 1 ď p ď 8, o espaço pLppX,M, µq, } ¨ }pq é de Banach. Na proposição
seguinte vemos a desigualdade triangular para a norma nesses espaços. Esta desigualdade
é atribuída ao matemático alemão Hermann Minkowski.
Proposição 1.2. (Desigualdade de Minkowski) Se 1 ď p ď 8 e f, g P LppXq, então
}f ` g}Lp ď }f}Lp ` }g}Lp . (1.2)
A desigualdade de Minkowski (1.2) afirma que a norma Lp da soma de duas
funções é no máximo a soma da norma Lp destas funções. Existe uma generalização
deste resultado, conhecida como desigualdade de Minkowski para integrais, onde a soma é
substituída por integrais, como segue na proposição abaixo.
Proposição 1.3. (Desigualdade de Minkowski para Integrais) Sejam pX,M, µq
e pY,N , νq espaços de medida σ ´ finitos e f uma função MbN - mensurável em X ˆ Y.
(a) Se f ě 0 e 1 ď p ă 8 então
„ż
X
ˆż
Y
fpx, yqdνpyq
˙p
dµpxq
 1
p
ď
ż
Y
„ż
X
fpx, yqpdµpxq
 1
p
dνpyq.
(b) Se 1 ď p ď 8, fp¨, yq P Lppµq ν ´ q.t.p e a função y ÞÑ }fp¨, yq}p pertence a
Lppνq, então fpx, ¨q P Lppνq µ´ q.t.p., a função x ÞÑ
ż
Y
fpx, yqdνpyq pertence a Lppµq, e
vale
››››ż
Y
fp¨, yqdνpyq
››››
Lp
ď
ż
Y
}fp¨, yq}Lpdνpyq.
Os dois teoremas enunciados a seguir, nos fornece dois importantes resultados
da teoria de integração. O primeiro é uma generalização do teorema de mudança de
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variáveis que conhecemos do cálculo e o segundo nos permite, sob determinadas hipóteses,
mudar a ordem de integração em integrais duplas.
Teorema 1.1. (Teorema de Mudança de Variáveis)
(a) Seja T P GLpn,Rq. Se f é uma função Lebesgue mensurável em Rn, então
f ˝ T também é função Lebesgue mensurável em Rn. Além disso, se f ě 0 ou f P L1pmq
(onde m é a medida de Lebesgue em Rn), então
ż
Rn
fpxqdx “ |detT |
ż
Rn
pf ˝ T qpxqdx.
(b) Sejam Ω subconjunto aberto de Rn e G : Ω Ñ Rn um difeomorfismo de
classe C1. Se f é uma função Lebesgue mensurável em GpΩq, então f ˝G também é Lebesgue
mensurável em Ω. Além disso, se f ě 0 ou f P L1pGpΩq,mq, então
ż
GpΩq
fpxqdx “
ż
Ω
pf ˝Gqpxq|detDxG|dx.
Teorema 1.2. (Teorema de Fubini-Tonelli) Sejam pX,M, µq e pY,N , νq espaços de
medida σ-finitos.
(a)(Tonelli) Se f P L`pX ˆ Y q então as funções gpxq “
ż
Y
fxdν e hpyq “ż
X
f ydµ pertencem a L`pXq e L`pY q, respectivamente, e
ż
XˆY
fdpµˆ νq “
ż
X
„ż
Y
fpx, yqdνpyq

dµpxq “
ż
Y
„ż
X
fpx, yqdµpxq

dνpyq. (1.3)
(b)(Fubini) Se f P L1pµˆ νq então fx P L1pνq µ-q.t.p., f y P L1pµq ν-q.t.p., as
funções gpxq “
ż
fxdν e hpyq “
ż
f ydµ são definidas µ-q.t.p. e ν-q.t.p., respectivamente,
g P L1pµq e h P L1pνq, e vale a igualdade (1.3).
Finalizando os resultados de teoria de integração, relembramos o Lema de
Fatou que nos será útil em algumas desigualdades do capítulo 2.
Proposição 1.4. (Lema de Fatou) Seja pX,M, µq espaço de medida. Se pfnq é sequên-
cia de funções mensuráveis em X, entãoż
X
plim inf fnqdµ ď lim inf
ż
X
fndµ. (1.4)
Dados pX,M, µq e pY,N , νq espaços de medida, escrevemos T : Lp Ñ Lq para
denotar um operador linear limitado T : LppX,M, µq Ñ LqpY,N , νq. Com esta notação
enunciamos o teorema de interpolação de Riesz-Thorin.
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Teorema 1.3. (Interpolação de Riesz-Thorin) Sejam 1 ď q0, q1, p0, p1 ď 8 com
p0 ‰ p1 e q0 ‰ q1. Se T : Lp0 Ñ Lq0 com norma M0 e T : Lp1 Ñ Lq1 com norma M1,
então T : Lp Ñ Lq com norma M ďM1´θ0 M θ1 , para 0 ă θ ă 1,
1
p
“ 1´ θ
p0
` θ
p1
e 1
q
“ 1´ θ
q0
` θ
q1
.
Proposição 1.5. (Desigualdade de Hardy-Littlewood-Sobolev)Considere o poten-
cial de Riesz de ordem s, Is definido por
Isfpxq “ 2´spi´n2 Γ
`
n´s
2
˘
Γ
`
s
2
˘ ż
Rn
fpyq
|x´ y|n´sdy.
Seja s um número real com 0 ă s ă n e 1 ă p ă q ă 8 satisfazendo 1
p
´ 1
q
“ s
n
. Então,
existe constante Cpn, s, pq tal que, para toda f P LppRnq, temos que
}Ispfq}Lq ď Cpn, s, pq}f}Lp .
No estudo das equações de Navier-Stokes, frequentemente usamos afirmações
do tipo fpt, xq P Lpp0,8;Lqq. Além disso, na definição dos espaços de Besov utilizamos
os espaços lqpLpq. No entanto, em geral, a literatura de análise aborda teoria dos espaços
LppΩ,M, µq como definido no início desta seção. A seguir, baseando-se em Lemarie-
Rieusset [?] e Triebel [?], damos sentido às notações Lpp0,8;Lqq e lqpLpq, respectivamente.
Definição 1.3. (Espaços LppX,LqpY qq) Considere pX,M, µq e pY,N , νq espaços de
medida σ-finitos e 1 ď p, q ď 8. Definimos o espaço LppX,LqpY qq por
LppX,LqpY qq “ tf : X ˆ Y Ñ C mensurável em X ˆ Y ; }}fx}LqpY q}LppXq ă 8u.
Passemos para a definição de lqpLpq. Primeiramente, note que os espaços lqpLpq
são casos particulares dos espaços LppX,LqpY qq. No entando, daremos uma abordagem
mais detalhada dos espaços lqpLpq por conta de sua relevância na teoria dos espaços de
Besov.
Para definirmos estes espaços, para 1 ď q ď 8, recordemos o espaço de
sequências
lqpNq “ ta “ pakq8k“0 Ă C; }a}lqpNq ă 8u,
onde
}a}lqpNq “
˜ 8ÿ
k“0
|ak|q
¸ 1
q
se 1 ď q ă 8 e
}a}l8pNq “ sup
kPN
|ak|.
De forma análoga, define-se lqpAq, quando A Ă R é um conjunto enumerável.
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Observação 1.3. Note que, para 1 ď q ď 8, plqpAq, } ¨ }lqpAqq é espaço de Banach. Além
disso, se 1 ď q1 ď q2 ď 8 então
lq1pAq Ă lq2pAq e }a}lq2 pNq ď }a}lq1 pNq.
Definição 1.4. (Espaços lqpLpq) Seja 1 ď p, q ď 8 e f “ pfkpxqq8k“0 sequência de
funções complexas Lebesgue-mensurável em Rn. Define-se
}f}lqpLpq “ }}fk}Lp}lqpNq .
Nestas condições, definimos
lqpLpq “ tf “ pfkpxqq8k“0 sequência de funções Lebesgue-mensurável em Rn; }f}lqpLpq ă 8u.
Note que, para todo 1 ď p, q ď 8, plqpLpq, } ¨ }lqpLpqq é espaço de Banach.
A seguir, definimos uma importante operação entre funções, que posteriormente
será estendida para uma certa classe de distribuições.
Definição 1.5. (Convolução) Sejam f, g P L1pRnq. Define-se a convolução f ˚ g por
pf ˚ gqpxq “
ż
Rn
fpyqgpx´ yqdy.
Note que
ˇˇˇˇż
Rn
pf ˚ gqpxqdx
ˇˇˇˇ
ď }f}L1pRnq}g}L1pRnq ă 8.
Proposição 1.6. Sejam, f, g, h P L1pRnq. As seguintes propriedades são válidas:
(1) f ˚ pg ˚ hq “ pf ˚ gq ˚ h; (associatividade)
(2) f ˚ pg`hq “ f ˚ g` f ˚h e pf ˚ gq ˚h “ f ˚h` g ˚h; (distribuitividade)
(3) f ˚ g “ g ˚ h. (comutatividade)
Proposição 1.7. (Desigualdade de Young) Seja 1 ď p, q, r ď 8 satisfazendo
1
q
` 1 “ 1
p
` 1
r
.
Então, para toda f P LppRnq e g P LrpRnq, temos que
}f ˚ g}Lq ď }g}Lr}f}Lp .
Proposição 1.8. Sejam f, g : Rn Ñ R. Se f P C8pRnq e g é contínua com suporte
compacto, então f ˚ g P C8pRnq e
B
Bxi
pf ˚ gq “
ˆ Bf
Bxi
˙
˚ g, @1 ď i ď n.
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Definamos a transformada de Fourier.
Definição 1.6. (Transformada de Fourier) Seja f P L1pRnq. A transformada de
Fourier de f, denotada por pf ou F rf s é a função definida em Rn pela fórmula
pfpξq “ ż
Rn
e´2piix¨ξfpxqdx,
onde x ¨ ξ “
nÿ
j“1
xjξj é o produto interno Euclidiano em Rn.
Proposição 1.9. Se f P L1, então pf é uniformemente contínua.
Proposição 1.10. Sejam f, g P L1pRnq, então
(1) } pf}L8 ď }f}L1 ;
(2) zf ˚ g “ pfpg;
(3) zf ˝ Apξq “ pfpAξq, onde A é matriz ortogonal de ordem nˆ n.
Exemplo 1.1. Se f : Rn Ñ R é definida por fpxq “ e´|x|2 então pfpξq “ pi n2 e´pi2|ξ|2 .
Recordemos a definição de uma função radial.
Definição 1.7. (Função radial) Dizemos que f : Rn Ñ R é radial se
fpxq “ fpyq sempre que |x| “ |y|.
Proposição 1.11. Se f P L1pRnq é função radial então pf é radial.
A seguir, definimos a classe das funções de Schwartz. Este espaço além de
boas propriedades em relação à tranformada de Fourier, é fundamental na definição das
distribuições temperadas.
Definição 1.8. (Função de Schwartz) Uma função complexa C8 em Rn é chamada
função de Schwartz, se para todo par de multi-índice α “ pα1, . . . , αnq e β “ pβ1, . . . , βnq
existe constante positiva Cα,β tal que
ρα,βpfq “ sup
xPRn
|xαBβfpxq| “ Cα,β ă 8,
onde xα “ xα11 ...xαnn e Bβfpxq “ Bα1x1 ...Bαnxn fpxq.
Aqui, ρα,β são chamadas seminormas de Schwartz de f. O conjunto de todas as
funções de Schwartz em Rn é denotado por SpRnq.
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É importante falarmos da topologia do espaço SpRnq. Para isso, observemos
inicialmente que o conjunto
tf P SpRnq; ρα,βpfq ă r, @α, β multi-índice e r P Q`u
é sub-base para conjuntos abertos contendo 0 P SpRnq. Além disso, se ρα,βpfq “ 0, @ α, β
então f “ 0. Isto significa que SpRnq é um espaço vetorial topológico localmente convexo
munido da família de seminormas ρα,β que separa pontos. Como a origem 0 P SpRnq tem
base enumerável, podemos afirmar através de resultados de topologia geral, que SpRnq é
metrizável. Com efeito, tomando ρj uma enumeração de todas seminormas ρα,β, α e β
multi-índice, a função
dpf, gq “
8ÿ
j“1
2´j ρjpf ´ gq1` ρjpf ´ gq
é uma métrica em SpRnq. Além disso, o espaço pSpRnq, dq é completo. Portanto, SpRnq é
espaço de Fréchet ( espaço vetorial topológico localmente convexo e completo). A definição
de espaço vetorial topológico e resultados usados no comentário anterior, podem ser
encontrados em Narici [?].
Observação 1.4. Além da métrica definida anteriormente, podemos definir em SpRnq a
seguinte família de normas
pkpφq “ sup
xPRn
p1` |x|2q k2
ÿ
|α|ďk
|Dαφpxq|, @φ P SpRnq.
Proposição 1.12. (a) SpRnq Ă LppRnq e a inclusão é contínua.
(b) SpRnq é denso em LppRnq para 1 ď p ă 8.
As duas proposições seguintes, nos mostram propriedades da transformada de
Fourier no espaço SpRnq.
Proposição 1.13. Seja f P SpRnq. Então pf P SpRnq e a transformada de Fourier aplica
SpRnq continuamente em SpRnq.
Proposição 1.14. Sejam f, g, h P SpRnq e α multi-índice. São válidas as seguintes
propriedades
(1) {pBαfqpξq “ p2piiξqα pfpξq;
(2) pBα pfqpξq “ pp´2piixqαfpxqq^pξq;
(3)
ż
Rn
fpxqpgpxqdx “ ż
Rn
pfpxqgpxqdx;
(4) (Relação de Parseval)
ż
Rn
fpxqhpxqdx “
ż
Rn
pfpξqphpξqdξ.
Proposição 1.15. (Lema de Riemann - Lebesgue) Seja f P L1pRnq. Então
lim
|ξ|Ñ`8
| pfpξq| “ 0.
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Definição 1.9. (Transformada de Fourier Inversa) Seja f P L1pRnq. A Transfor-
mada de Fourier inversa de f, denotada por f_ ou F´1rf s, é a função em Rn definida
por
f_pxq “ pfp´xq.
Proposição 1.16. A Transformada de Fourier é um homeomorfismo em SpRnq e além
disso vale as seguintes igualdades
}f}L2 “ } pf}L2 “ }f_}L2 , @f P SpRnq.
Teorema 1.4. (Teorema de Plancherel) Existe uma única isometria sobrejetora
P : L2pRnq Ñ L2pRnq
tal que Ppfq “ pf, @f P SpRnq. A extensão de P para L2 é chamada a Transformada de
Fourier em L2.
Proposição 1.17. (Desigualdade de Hausdorff-Young) Seja f P LppRnq e 1 ď p ď
2. Então, vale a seguinte desigualdade
} pf}Lp1 ď }f}Lp .
1.2 Distribuições e Distribuições Temperadas
Trabalheremos posteriormente com os espaços de Sobolev homogêneo e espaços
de Besov. Estes, por sua vez, são subconjuntos do espaço das distribuições temperadas.
Nesta seção recordamos as definições de distribuição e distribuição temperada. A maior
parte da teoria desenvolvida nesta seção pode ser encontrada, por exemplo, em Grafakos [?]
e alguns resultados complementares em Kesavan [?].
Definição 1.10. (Distribuição)Uma distribuição T é um funcional linear contínuo
definido no espaço das funções C80 pRnq. Denotamos por D1pRnq o espaço de todas as
distribuições.
Definição 1.11. (Distribuição temperada) Uma distribuição temperada T é um fun-
cional linear contínuo definido no espaço das funções SpRnq. Denotamos por S 1pRnq o
espaço das distribuições temperadas.
Claramente temos, S 1pRnq Ă D1pRnq.
Note que, a noção de convergência de sequências em S 1pRnq é dada via a
topologia do espaço dual, logo,
Tk Ñ T em S 1 ô Tk, T P S 1 e Tkpfq Ñ T pfq, @f P S
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Denotamos por xu, fy ou upfq a ação de uma distribuição u em uma função
f P C80 pRnq e a mesma notação é usada para a ação de distribuições temperadas.
A proposição seguinte nos fornece uma condição necessária e suficiente para
que um funcional linear em SpRnq seja uma distribuição temperada.
Proposição 1.18. Um funcional linear u em SpRnq é uma distribuição temperada se, e
somente se, existe constante C ą 0, k e m P Z tal que
|xu, fy| ď C
ÿ
|α|ďm,|β|ďk
ρα,βpfq, @f P SpRnq.
Exemplo 1.2. Se 1 ď p ď 8 então LppRnq Ă S 1pRnq. Com efeito, para f P LppRnq defina
uf por
xuf , φy “
ż
Rn
fφ, @φ P SpRnq.
Considere f e g funções de Schwartz e α multi-índice. Integrando por partes
|α| vezes, obtemos ż
Rn
pBαfqpxqgpxqdx “ p´1q|α|
ż
Rn
fpxqpBαgqpxqdx (1.5)
Motivados pela igualdade (1.5), definimos a derivada de uma distribuição
temperada.
Definição 1.12. Seja u P S 1pRnq e α multi-índice. Definimos
xBαu, fy “ p´1q|α|xu, Bαfy, @f P SpRnq.
Se u é uma função, as derivadas de u no sentido de distribuição serão denomi-
nadas derivadas distribucionais.
Na seção anterior, definimos a transformada de Fourier de uma classe de funções
e vimos que a transformada aplica S homeomorficamente em si mesmo (veja Proposição
1.16, p. 22). Sendo assim, podemos definir a transformada de Fourier de uma distribuição
temperada como segue:
Definição 1.13. Seja u P S 1pRnq. Definimos a transformada de Fourier pu e a trans-
formada de Fourier inversa u_, da distribuição temperada u, por
xpu, fy “ xu, pfy e xu_, fy “ xu, f_y, @f P SpRnq.
Agora, observe que, para f, g e h em SpRnq, temos queż
Rn
ph ˚ gqpxqfpxqdx “
ż
Rn
gpxqph˜ ˚ fqpxqdx, (1.6)
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onde h˜pxq “ hp´xq.
Motivados pela igualdade (1.6), definimos a convolução de uma distribuição
temperada.
Definição 1.14. Seja u P S 1pRnq e h P SpRnq. Definimos a convolução h ˚ u por
xh ˚ u, fy “ xu, h˜ ˚ fy, @f P S.
A seguir, definimos o produto de uma função por uma distribuição temperada.
Para isto, precisamos do conceito de funções de crescimento polinomial no infinito.
Definição 1.15. (Função de crescimento polinomial no infinito (CP)) Uma
função f pertencente a C8pRnq é uma função de crescimento polinomial no infinito
(abreviamos CP) se existe C, K ą 0 tal que
|fpxq| ď Cp1` |x|qK , @x P Rn.
Definição 1.16. Seja u P S 1pRnq e h P C8pRnq de crescimento polinomial no infinito e
o mesmo vale para suas derivadas. Isto significa que |Bαhpxq| ď Cαp1` |x|qKα para todo
multi-índice α e algum Cα, Kα ą 0. Assim, definimos o produto hu de h por u, por
xhu, fy “ xu, hfy, @f P S. (1.7)
Note que, nessas condições hf P S e assim (1.7) está bem definido.
Na próxima proposição, listamos algumas propriedades envolvendo transfor-
mada de Fourier e convolução de distribuições temperadas.
Proposição 1.19. Dados u, v P S 1pRnq, f P SpRnq, α multi-índice e b P C temos
(1) zu` v “ pu` pv e pbu “ bpu;
(2) Se uj Ñ u em S 1 então puj Ñ pu em S 1;
(3) pBαuq^ “ p2piiξqαpu;
(4) Bαpu “ pp´2piixqαuq^;
(5) ppuq^ “ u;
(6) zf ˚ u “ pfpu;
(7) xfu “ pf ˚ pu.
Proposição 1.20. Dado u P S 1pRnq, existe uma sequência de funções C80 pRnq, fk tal
que fk Ñ f no sentido de distribuições temperadas. Em particular, C80 pRnq é denso em
S 1pRnq.
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Para finalizar o assunto de distribuições, tratamos das distribuições temperadas
módulo polinômios. Esta classe de distribuições será muito útil na definição dos espaços
de Sobolev e Besov Homogêneos.
Consideremos P o conjunto dos polinômios de n variáveis reais, com coeficientes
complexos, ou seja, P é formado pelos elementosÿ
|β|ďm
cβx
β “
ÿ
βj P NY t0u
β1 ` ...` βn ď m
cpβ1,...βnqx
β1
1 ...x
βn
n ,
com cβ P C e m P Z.
Com isso, definimos em S 1pRnq a relação de equivalência
u „ v ô u´ v P P . (1.8)
Definição 1.17. (Distribuições temperadas módulo polinômios) O conjunto for-
mado pelas classes de equivalência obtidas pela relação em (1.8), é denominado espaço das
distribuições temperadas módulo polinômios e é denotado por S 1pRnq{P .
Nas condições da definição acima, dois elementos u, v da mesma classe de
equivalência em S 1pRnq{P serão identificados, e neste caso escrevemos u “ v em S 1pRnq{P .
Note que, para u, v P S 1pRnq{P , temos que
u “ v em S 1pRnq{P ô xpu, φy “ xpv, φy, @φ P SpRnq com supp φ Ă Rnzt0u.
Na proposição seguinte, damos uma caracterização do espaço das distribuições
temperadas módulo polinômios.
Proposição 1.21. Seja S8pRnq o espaço de todas as funções de Schawrtz ϕ que satisfazem
a condição ż
Rn
xγϕpxqdx “ 0
para todo multi-índice γ. Então, S8pRnq é subespaço de SpRnq que herda a mesma topologia
de SpRnq, cujo dual é S 1pRnq{P, isto é,
pS8pRnqq1 “ S 1pRnq{P .
Com base na proposição anterior, podemos dizer que uj Ñ u em S 1pRnq{P se ,
e somente se, uj, u são elementos de S 1pRnq{P e temos xuj, ϕy Ñ xu, ϕy, quando j Ñ 8,
para todo ϕ P S8pRnq.
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1.3 Espaços de Sobolev e Sobolev Homogêneo
Nesta seção abordamos os espaços de Sobolev. De certa forma, esses espaços
nos fornecem uma forma quantitativa de medir suavidade de funções em termos da
integrabilidade de suas derivadas. O conteúdo desta seção é baseado em Grafakos [?] e
algumas propriedades adicionais podem ser encontradas em Bergh [?].
Começamos com a definição clássica de Espaços de Sobolev.
Definição 1.18. Seja k um inteiro não-negativo e 1 ă p ă 8. O espaço de Sobolev
W kp pRnq é definido como o espaço de funções f P LppRnq tais que as suas derivadas
distribucionais Bαf pertencem a LppRnq para todo multi-índice α com |α| ď k, onde
Bp0,...,0qf “ f.
Definindo, }f}Wkp “
ÿ
|α|ďk
}Bαf}p @f P W kp observamos que } ¨ }Wkp é um norma
em W kp e além disso pW kp , } ¨ }Wkp q é espaço de Banach.
A seguir, definimos uma generalização dos espaços de Sobolev, em que o índice
k não necessariamente é um inteiro não negativo. Tais espaços, denominados espaços
de Sobolev generalizados, serão importantes nos resultados de boa-colocação global das
equações de Navier-Stokes-Coriolis estudados nesta dissertação.
Definição 1.19. (Espaços de Sobolev generalizados) Seja s P R e 1 ă p ă 8. O
espaço de Sobolev (generalizado) não-homogêneo HsppRnq é definido como o espaço de todas
as distribuições temperadas u tais que
pp1` |ξ|2q s2 puq_ (1.9)
é um elemento de LppRnq.
Note que a função gpξq “ p1 ` |ξ|2q s2 pertence a C8pRnq e é CP. Além disso,
como pu pertence a S 1pRnq, segue que o produto definido em (1.9) é bem definido.
A seguir, definimos uma norma para HsppRnq.
Definição 1.20. Para u P HsppRnq, definimos a norma de u como
}u}Hsp “ }pp1` | ¨ |2q
s
2 puq_}p.
Observação 1.5. Os espaços HsppRnq são espaços de Banach com a norma da definição
anterior.
Observação 1.6. (1) Quando s “ 0 temos Hsp “ Lp.
(2) Se s ě 0 então Hsp Ă Lp.
(3) Se s P N então Hsp “ W sp .
(4) S Ă Hsp .
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No próximo teorema, tratamos algumas imersões nos espaços de Sobolev.
Teorema 1.5. [?, Teorema 6.2.4, p. 15] (a) Seja 0 ă s ă n
p
e 1 ă p ă 8. Então o
espaço de Sobolev HsppRnq é continuamente imerso em LqpRnq para q satisfazendo
1
p
´ 1
q
“ s
n
.
(b) Seja 0 ă s “ n
p
e 1 ă p ă 8. Então HsppRnq é continuamente imerso em
LqpRnq para q satisfazendo n
s
ă q ă 8.
(c) Seja n
p
ă s ă 8 e 1 ă p ă 8. Então, todo elemento de HsppRnq pode ser
modificado em um conjunto de medida nula de forma que a função resultante é limitada e
uniformemente contínua.
Finalizando a teoria dos espaços de Sobolev (não homegêneo), vamos enunciar
uma espécie de regra de Leibniz para estes espaços. Podemos encontrar esse resultado em
Kenig et al. [?, Lemma 2.10, p. 334].
Proposição 1.22. Seja s ą 0 e 1 ă p ă 8. Para p1, p2, p3, p4 P p1,8q satisfazendo
1
p
“ 1
p1
` 1
p2
“ 1
p3
` 1
p4
existe C ą 0 tal que
}fg}Hsp ď Cp}f}p1}g}Hsp2 ` }f}Hsp3 }g}p4q,
onde C é independente de f e g.
No que segue, abordamos os espaços de Sobolev homogêneos 9HsppRnq. Definimos
esses espaços como o conjunto das distribuições temperadas módulo polinômios u tais que
a expressão
p|ξ|spuq_ (1.10)
é uma função de LppRnq. Porém, a função hpξq “ |ξ|s não necessariamente é suave na
origem, o que poderia causar problemas na definição do produto (1.10).
Segundo Grafakos [?], podemos desviar desse problema da seguinte forma:
como u P S 1pRnq{P, então o valor de pu na origem é irrelevante, pois podemos somar apu uma distribuição com suporte contendo a origem e obter outro elemento da classe de
equivalência de u (veja [?, Proposição 2.4.1, p. 124]). Assim, podemos multiplicar pu por
uma função não-suave na origem e com crescimento polinomial no infinito. Para fazer
isto, fixamos uma função suave ηpξq em Rn que é igual a 1 quando |ξ| ě 2 e se anula em
|ξ| ď 1. Então, para s P R, u P S 1pRnq{P e ϕ P SpRnq, definimos
x|ξ|spu, ϕy “ lim
εÑ0xpu, η
ˆ
ξ
ε
˙
|ξ|sϕpξqy
desde que o limite anterior exista. Assim, definimos |ξ|spu como outro elemento de S 1pRnq{P ,
e esta definição independe da função η.
Capítulo 1. Preliminares e Espaços de Sobolev 28
Definição 1.21. (Espaço de Sobolev Homogêneo) Seja s P R e 1 ă p ă 8. O espaço
de Sobolev Homogêneo 9HsppRnq é definido como o espaço das distribuições temperadas
módulo polinômios u tais que a expressão
p|ξ|spuq_
existe e é uma função de LppRnq.
Para distribuições u P 9HsppRnq, definimos
}u} 9Hsp “ }p| ¨ |spuq_}p.
Para evitarmos o trabalho com classes de equivalência de funções, identificamos duas
distribuições em 9HsppRnq cuja diferença é um polinômio. Em vista desta identificação,
} ¨ }Hsp é uma norma em 9HsppRnq.
No intuito de facilitar os cálculos, introduzimos a noção do operador laplaciano
fracionário.
Definição 1.22. (Operador Laplaciano Fracionário) Para α P C, o operador lapla-
ciano fracionário é definido por
p´∆qα2 gpxq “ p|ξ|αpgpξqq_pxq,
para toda g P SpRnq.
Note que
p´∆qαp´∆qβ “ p´∆qα`β. (1.11)
Observação 1.7. De posse da notação anterior, para u P 9HsppRnq, podemos dizer que
p´∆q s2u P LppRnq e }u} 9HsppRnq “ }p´∆q
s
2u}Lp .
Proposição 1.23. Para s P R e 1 ă p ă 8, 9HsppRnq é um espaço de Banach.
Demonstração. Já observamos anteriormente que } ¨ } 9HsppRnq é uma norma em 9HsppRnq.
Com isto, basta provar a completude de 9HsppRnq com a referida norma.
Considere tfnu8k“1 sequência de Cauchy em 9HsppRnq. Logo, dado ε ą 0 existe
n0 P N tal que
}p´∆q s2fn ´ p´∆q s2fm}p “ }fn ´ fm} 9Hsp ă ε, sempre que n,m ě n0.
Assim, tp´∆q s2fku8k“1 é sequência de Cauchy em LppRnq. Como LppRnq é completo, existe
f˜ P LppRnq tal que
}p´∆q s2fk ´ f˜}p Ñ 0, quando k Ñ 8. (1.12)
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Considere, f “ p´∆q´ s2 f˜ . Provemos que f P 9HsppRnq e é limite da sequência tfku8k“1. Note
que
p´∆q s2f “ p´∆q s2 rp´∆q s2 f˜ s “ f˜ “ f˜ ´ p´∆q s2fk ` p´∆q s2fk.
Além disso, como }f˜ ´ p´∆q s2fk}p Ñ 0 e tp´∆q s2fku8k“1 é sequência limitada em LppRnq,
segue que existe K˜ ą 0 tal que
}f} 9Hsp “ }p´∆q
s
2f}p ď }f˜ ´ p´∆q s2fk}p ` }p´∆q s2fk} ď K˜.
Portanto, f P 9Hsp .
Agora, seja ε ą 0. Da convergência em (1.12) e do fato de tp´∆q s2fku8k“1 ser
de Cauchy em LppRnq, segue que existe n0 P N tal que se m,n ě n0 então
}p´∆q s2fm ´ p´∆q s2fn}p ă ε2 e }p´∆q
s
2fm ´ f˜}p ă ε2 . (1.13)
Assim, fixando n ě n0, de (1.13), obtemos
}fm ´ f} 9Hsp “ }p´∆q
s
2fm ´ p´∆q s2f}p
ď }p´∆q s2fm ´ p´∆q s2fn}p ` }p´∆q s2fn ´ f˜}p
ă ε2 `
ε
2 “ ε, @m ě n0.
Portanto, fk Ñ f em 9HsppRnq, concluindo a demonstração da completude de 9HsppRnq.
Na próxima proposição, provamos uma imersão que será útil nos resultados do
Capítulo 3.
Proposição 1.24. Sejam s1, s2 P R e 1 ă p2 ď p1 ă 8 satisfazendo
s2 ´ n
p2
“ s1 ´ n
p1
.
Então, temos a seguinte inclusão contínua
9Hs2p2 pRnq Ă 9Hs1p1 pRnq.
Demonstração. Seja f P 9Hs2p2 pRnq e note que
p´∆q s12 f “ p´∆q s1´s22 p´∆q s22 f. (1.14)
Como p2 ă p1 e s1 ´ s2
n
“ 1
p1
´ 1
p2
, então aplicando a desigualdade de Hardy-Littlewood-
Sobolev (veja Proposição 1.5, p. 18) para s “ s2 ´ s1 ą 0 segue que existe C ą 0 tal que
}p´∆q´ s2´s12 p´∆q s2f}p1 ď C}p´∆q
s2
2 f}p2 . (1.15)
De (1.14) e (1.15), obtemos
}f} 9Hs1p1 “ }p´∆q
s1
2 f}p1 “ }p´∆q´
s2´s1
2 p´∆q s22 f}p1 ď C}p´∆q
s2
2 f}p2 “ C}f} 9Hs2p2 , (1.16)
obtendo o resultado desejado.
Capítulo 1. Preliminares e Espaços de Sobolev 30
Finalizando esta seção, provamos um lema técnico extraído do artigo [?] que
será usado para obtermos algumas estimativas nas demonstrações dos Teoremas 3.1 e
3.2 Capítulo 3. Para a demonstração deste lema, utilizamos uma desigualdade análoga
à desigualdade da Proposição 1.22, p. 27. No entanto, na demonstração do lema só
observamos a validade da desigualdade e não faremos a demonstração.
Proposição 1.25. Sejam s, p satisfazendo
0 ď s ă 3, s3 ă
1
p
ă 12 `
s
6 ,
e seja q satisfazendo
1
q
“ 2
p
´ s3 .
Então, existe C ą 0 tal que
}fg} 9Hsq ď C}f} 9Hsp}g} 9Hsp , @f, g P 9HsppR3q. (1.17)
Demonstração. Seja r satisfazendo 1
q
“ 1
p
` 1
r
. Nos espaços de Sobolev sabemos que (caso
análogo à Proposição 1.22, p. 27)
}fg} 9Hsq ď C1}f} 9Hsp}g}Lr ` C1}f}Lr}g} 9Hsp . (1.18)
Além disso da imersão contínua 9HsppR3q ãÑ LrpR3q (veja Proposição 1.24, p. 29), existe C2
tal que
}g}Lr ď C2}g} 9Hsp e }f}Lr ď C2}f} 9Hsp . (1.19)
Logo, das desigualdades (1.18) e (1.19), temos que
}fg} 9Hsq ď C}f} 9Hsp}g} 9Hsp ,
com C “ 2C1C2.
1.4 Transformadas de Riesz
Nesta seção definimos as transformadas de Riesz. Estas serão necessárias na
próxima seção para definirmos o operador projeção de Helmholtz e o semigrupo associado à
parte linear do sistema (1). Essencialmente, a teoria desta seção foi extraída de Grafakos [?].
Para definirmos as transformadas de Riesz, primeiramente definimos as distri-
buições temperadas Wj em Rn, para 1 ď j ď n.
Definição 1.23. Para 1 ď j ď n, definimos a distribuição temperada Wj em Rn por
xWj, ϕy “ cnlim
εÑ0
ż
|y|ěε
yj
|y|n`1ϕpyqdy, @ϕ P SpR
nq
onde cn “ Γ
`
n`1
2
˘
pi
n`1
2
e Γ é a função Gama.
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Agora, definimos as transformadas de Riesz para a classe de Schwartz e pos-
teriormente estendemos para a classe das distribuições temperadas módulo polinômios
S 1pRnq{P .
Definição 1.24. Seja 1 ď j ď n e f pertencente a SpRnq. A j-ésima transformada de
Riesz de f , Rjpfq, é dada por
Rjpfqpxq “ pf ˚Wjqpxq “ cnp.v.
ż
Rn
xj ´ yj
|x´ y|n`1fpyqdy
onde p.v. é o valor principal integral, isto é,
p.v.
ż
Rn
xj ´ yj
|x´ y|n`1fpyqdy “ limεÑ0
ż
|ε|ěε
xj ´ yj
|x´ y|n`1fpyqdy
A seguir, enunciamos três proposições que nos fornecem propriedades sobre as
transformadas de Riesz. As duas primeiras são demonstradas e a demonstração da terceira
pode ser encontrada em Grafakos [?, p. 274].
Proposição 1.26. Para 1 ď j ď n, temos xRjpξq “ ´i ξj|ξ| , isto é, para f pertencente a
SpRnq temos que pRjfq^pξq “ ´i ξj|ξ|
pfpξq.
Demonstração. Seja gpxq “ |x|´n`1. Note que, considerando as derivadas distribucionais
de g, obtemos
B
Bxj |x|
´n`1 “ p1´ nqp.v.
ˆ
xj
|x|n`1
˙
.
Com isso, segue que
xRjpξq “ cnp.v.ˆ xj|x|n`1
˙^
pξq “ cn
ˆ
1
1´ n
B
Bxj |x|
´n`1
˙^
“ cn 2piiξj1´ np|x|
´n`1q^pξq
“ cn 2piiξj1´ n
pi
n
2´1Γp12q
Γpn´12 q
|ξ|´1 “ ´i ξj|ξ|
Portanto, xRjpξq “ ´i ξj|ξ| , @1 ď j ď n.
Proposição 1.27. As transformadas de Riesz satisfazem
´I “
nÿ
j“1
R2j ,
onde I é o operador identidade.
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Demonstração. Usando a Proposição 1.26, p. 31, e a identidade
nÿ
j“1
ˆ´iξj
|ξ|
˙2
“ ´1, temos
que
nÿ
j“1
R2jpfq “ ´f,
obtendo o resultado desejado.
Proposição 1.28. As transformadas de Riesz Rj são limitadas em LppRnq para 1 ă p ă 8
e 1 ď j ď n.
Nosso próximo passo é definir as transformadas de Riesz para as distribuições
temperadas módulo polinômios S 1pRnq{P. Dado f pertecente a S 1pRnq{P a forma mais
natural de se definir Rjf seria
xRjf, φy “ xf,Rjφy, @φ P SpRnq.
Porém, esta definição não é possível, pois dado φ P SpRnq, nem sempre Rjφ P SpRnq.
Assim, utilizamos de outra forma para definirmos as transformadas de Riesz em S 1pRnq{P .
Vimos na Proposição 1.26, p. 31, que dado f em SpRnq, temos que
xRjfpξq “ ´i ξj|ξ| pfpξq. (1.20)
Além disso, na seção anterior, demos sentido à definição do elemento |ξ|´1pu em S 1pRnq{P ,
quando u pertence a S 1pRnq{P (veja pp. 27 e 28). De posse destes fatos, podemos definir as
transformadas de Riesz em S 1pRnq{P via transformada de Fourier, de modo que satisfaçam
a igualdade (1.20).
Definição 1.25. Sejam u P S 1pRnq{P e 1 ď j ď n. A j-ésima transformada de Riesz de
u, Rju, é definida pela sua transformada de Fourier como
xRjpξq “ ´iξj|ξ| pu.
Note que Rju P S 1pRnq{P , pois a função ´iξj tem crescimento polinomial no
infinito e, além disso, |ξ|´1u P S 1pRnq{P como citado nos comentários que procedem a
Proposição 1.28, p. 32.
1.5 Projeção de Helmholtz e Equações de Navier-Stokes-Coriolis
Essencialmente, esta seção é dedicada a alguns fatos sobre o sistema (1), por
exemplo, formas equivalentes de escrevê-lo, dentre outros. Para isto, necessitamos da
definição e algumas propriedades do operador projeção de Helmholtz P. Pelo fato de (1)
Capítulo 1. Preliminares e Espaços de Sobolev 33
estar posto em R3, nesta seção trabalhamos sempre em dimensão n “ 3. No entanto, várias
ferramentas aqui definidas podem ser consideras no Rn. Alguns argumentos desta seção
foram extraídos da dissertação de mestrado [?] e outros do livro [?].
Iniciemos com o operador projeção de Helmholtz P. Para isso, considere R “
pR1,R2,R3q e pR b Rqij “ RiRj, 1 ď i, j ď 3, onde Ri é a i-ésima transformada de
Riesz em R3.
Definição 1.26. (Operador de Helmholtz) Seja I o operador identidade em pS 1pRnq{Pq3.
Definimos o operador projeção de Helmholtz P em pS 1pRnq{Pq3 por
P “ I `RbR.
Primeiramente, note que P é operador linear em pS 1pRnq{Pq3. De fato, sejam
f, g P pS 1pRnq{Pq3 e α P C, e note que
Ppαf ` gq “ pαf ` gq `RbRpαf ` gq
“ αf `RbRpαfq ` g `RbRpgq
“ αPf ` Pg.
Logo, P é operador linear.
A seguir, listamos, em forma de proposição, duas propriedades envolvendo o
operador P, seu divergente e sua transformada de Fourier.
Proposição 1.29. Se f P pS 1pR3q{Pq3 então
zPpfqpξq “ ˆδi,j ´ ξiξj|ξ|2
˙
1ďi,jď3
pf,
onde δi,j é o delta de Kronecker.
Demonstração. Primeiramente, da Proposição 1.26, p. 31, obtemos
pRiRjfkq^pξq “
ˆ
´i ξi|ξ|
˙ˆ
´i ξj|ξ|
˙ pfk @1 ď i, j, k ď 3. (1.21)
Como Pf “ f ` pR b Rqf , aplicando a transformada de Fourier e a igualdade (1.21),
obtemos
xPf “ pf ` ppRbRqfq^ “ pf ` ˆˆ´i ξi|ξ|
˙ˆ
´i ξj|ξ|
˙˙
1ďi,jď3
pf
“
ˆ
δi,j ´ ξiξj|ξ|2
˙
1ďi,jď3
pf
Portanto, xPfpξq “ ˆδi,j ´ ξiξj|ξ|2
˙
1ďi,jď3
pf.
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Proposição 1.30. Seja f P pS 1pRnq{Pqn então
divpPfq “ 0.
Demonstração. Como Pf “ f ` pRbRqf , obtemos
divP “ divI ` divpRbRq
“ pBkqk ` pRkdivRqk
Aplicando a transformada de Fourier, segue que
pdivPq^ “ p pBkqk ` ppRkdivRq^qk.
Logo, para cada 1 ď j ď 3, obtemos
pBk ` pRkdivRq^ “ p´iξjq ` ˆ´i ξk|ξ| pdivRq^
˙
“ p´iξkq ´
ˆ
´i ξk|ξ|
˙˜ 3ÿ
j“1
´iξjxRj¸
“ p´iξkq ´
ˆ
´i ξk|ξ|
˙˜ 3ÿ
j“1
p´iξjq
ˆ´iξj
|ξ|
˙¸
“ p´iξkq ` i ξk|ξ|2 |ξ|
2 “ 0.
Portanto, pdivpPfqq^ “ 0 e consequentemente, divpPfq “ 0.
Antes de enunciarmos a próxima proposição, vamos fazer uma observação que
nos será útil na demonstração da proposição.
Observação 1.8. Se f P ppS 1pR3q{Pq3 satifaz div f “ 0, então aplicando a transformada
de Fourier em div f “ 0, obtemos
3ÿ
j“1
´iξj pfj “ 0.
Proposição 1.31. Se f P ppS 1pR3q{Pq3 satisfazendo div f “ 0 então Pf “ f.
Demonstração. Aplicando a Proposição 1.29, p. 33, sabemos que
xPf “ ˆδi,j ´ ξiξj|ξ|2
˙
1ďi,jď3
pf “
¨˚
˚˚˚˚
˚˝
p1´ ξ
2
1
|ξ|2 q
pf1 ´ ξ1ξ2|ξ|2 pf2 ´ ξ1ξ3|ξ|2 pf3
´ξ2ξ1|ξ|2
pf1 ` p1´ ξ22|ξ|2 qpf2 ´ ξ2ξ3|ξ|2 pf3
´ξ3ξ1|ξ|2
pf1 ´ ξ3ξ2|ξ|2 pf2 ` p1´ ξ23|ξ|2 qpf3
‹˛‹‹‹‹‹‚.
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Logo,
pxPfqk “ pfk ` i ξk|ξ|
˜
3ÿ
j“1
´iξj pfj¸ . (1.22)
Considerando a Observação 1.8 na igualdade (1.22), obtemos xPf “ pf e, por-
tanto, Pf “ f.
Observe que uma consequência imediata dessa proposição e a proposição anterior
é que P2f “ Pf para cada f P pS 1pR3q{Pq3. Assim, P2 “ P e então é uma projeção.
Agora, vamos trabalhar as observações a respeito do sistema (1) das equações
de Navier-Stokes-Coriolis. Considere u “ upx, tq “ pu1px, tq, u2px, tq, u3px, tqq uma função
suficientemente suave na variável t, de modo que up¨, tq P SpR3q, para cada t ě 0,
satisfazendo
$’’&’’%
Bu
Bt ´∆u` Ωe3 ˆ u` pu ¨∇qu`∇p “ 0 em R
3 ˆ p0,8q
div u “ 0 em R3 ˆ p0,8q
upx, 0q “ u0pxq em R3,
(1.23)
onde a pressão ppx, tq também é suficientemente suave.
Agora, vamos observar alguns fatos sobre a aplicação do operador P nos termos
do sistema (1.23).
Observação 1.9. (1) P BBt “
B
BtP;
(2) P∆ “ ∆P;
(3) pP∇q^ “ 0,
(4) PpΩe3 ˆ uq “ ΩJpPuq, onde J “
¨˚
˝ 0 ´1 01 0 0
0 0 0
‹˛‚.
(5) Pu “ u, pois div u “ 0.
Aplicando P no sistema (1.23), obtemos
$&% P
ˆBu
Bt
˙
´ Pp∆uq ` PpΩe3 ˆ uq ` Pppu ¨∇quq ` Pp∇pq “ 0
Ppupx, 0qq “ Ppu0pxqq “ u0.
(1.24)
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Observando, p1q a p5q, o sistema (1.24) é equivalente a$&%
Bu
Bt ´∆u` ΩJu` P∇ ¨ pub uq “ 0
upx, 0q “ u0pxq
(1.25)
Com isso, obtemos um novo sistema (1.25) em que desaparece o termo gradiente da pressão
e ficamos com um sistema de equações apenas com uma incógnita, o campo velocidade u.
Observando o sistema (1.25), pelo princípio de Duhamel, vemos que se u é
solução de (1.25) então u satisfaz a equação integral
uptq “ TΩptqu0 ´
ż t
0
TΩpt´ τqP∇ ¨ pub uqdτ, (1.26)
onde tTΩptqutě0 é o semigrupo associado à parte linear do sistema (1.25).
A forma explícita de TΩptq é dada por
TΩptqf “ F´1
„
cos
ˆ
Ω ξ3|ξ|t
˙
e´t|ξ|
2
I pfpξq ` senˆΩ ξ3|Ω|t
˙
e´t|ξ|
2
rpξq pfpξq , @t ě 0,
(1.27)
onde I é a matriz identidade em R3 e rpξq :“ 1|ξ|
¨˚
˝ 0 ξ3 ´ξ2´ξ3 0 ξ1
ξ2 ´ξ1 0
‹˛‚, para ξ “
pξ1, ξ2, ξ3q P R3zt0u.
A forma explícita de TΩptq dada em (1.27) foi obtida por Hieber e Shibata [?].
Definição 1.27. (Solução Branda) Considere X um espaço de Banach de distribuições
temperadas módulo polinômios. Dizemos que u P Cpr0,8q;Xq3 é uma solução branda das
equações de Navier-Stokes Coriolis (1) se u satisfaz a equação integral (1.26).
Agora, considere et∆ “ F´1
”
e´tpi
2|ξ|2F
ı
o semigrupo do calor e
R “
¨˚
˝ 0 R3 ´R2´R3 0 R1
R2 ´R1 0
‹˛‚.
No intuito de facilitar os cálculos do Capítulo 3, se definirmos os operadores
G˘pτq por
G˘pτqrf s :“ F´1
”
e˘iτ
xi3|ξ| F rf s
ı
, τ P R, (1.28)
podemos reescrever TΩptqf por
TΩptqf “ 12G`pΩtqre
t∆pI `Rqf s ` 12G´pΩtqre
t∆pI ´Rqf s. (1.29)
Observação 1.10. Ao longo desta dissertação procuramos soluções brandas para o pro-
blema (1).
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1.6 O Teorema do Ponto Fixo de Banach
Nesta seção, relembramos o teorema do ponto fixo de Banach. Ele nos dá
condições suficientes para a existência e unicidade de pontos fixos. A fim de enunciar
o teorema do ponto fixo de Banach, definimos o conceito de ponto fixo e contração. O
conteúdo desta seção pode ser encontrado, por exemplo, em Kreyszig [?].
Definição 1.28. (Ponto fixo) Seja X um conjunto não vazio. Um ponto fixo de uma
aplicação T : X Ñ X é um elemento x P X que é aplicado em si mesmo por T , isto é,
Tx “ x.
Definição 1.29. (Contração) Seja pX, dq um espaço métrico. Uma aplicação T : X Ñ X
é uma contração em X se existe um número real positivo α ă 1 tal que para todo x, y P X
temos
dpTx, Tyq ď αdpx, yq. (1.30)
Teorema 1.6. (Ponto Fixo de Banach) Considere um espaço métrico pX, dq, X ‰ H.
Se X é completo e T : X Ñ X é uma contração em X, então T admite um único ponto
fixo.
Demonstração. Para demonstrarmos a existência de um ponto fixo de T , construimos uma
sequência pxnq em X que é uma sequência de Cauchy. Como X é completo, segue que pxnq
é convergente, digamos lim
nÑ8xn “ x. Por fim, mostramos que x é o único ponto fixo de T.
Escolha x0 P X e vamos definir pxnq por
x0, x1 “ Tx0, x2 “ Tx1 “ T 2x0, . . . , xn “ T nx0, . . . (1.31)
Note que pxnq é uma sequência de imagens de x0 sob repetidas aplicações de T. Mostremos
que pxnq é de Cauchy.
Primeiramente, de (1.30) e (1.31), obtemos
dpxm`1, xmq “ dpTxm, Txm´1q
ď αdpxm, xm´1q
“ αdpTxm´1, Txm´2q (1.32)
ď α2dpxm´1, xm´2q
. . . ď αmdpx1, x0q, @m P N.
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Assim, para n ą m, aplicando a desigualdade triangular e (1.32), podemos estimar
dpxm, xnq ď dpxm, xm`1q ` dpxm`1, xm`2q ` . . .` dpxn´1, xnq
ď pαm ` αm`1 ` . . .` αn´1qdpx0, x1q
“ αm1´ α
n´m
1´ α dpx0, x1q.
Como 0 ă α ă 1, então 1´ αn´m ă 1. Consequentemente, para n ą m, temos que
dpxm, xnq ď α
m
1´ αdpx0, x1q. (1.33)
Agora, note que, se dpx0, x1q “ 0 então x0 é ponto fixo de T e temos a existência do ponto
fixo. Analisemos o caso em que dpx0, x1q ‰ 0. Como 0 ă α ă 1, então
lim
mÑ8
αm
1´ αdpx0, x1q “ 0.
Logo, dado ε ą 0 existe m0 P N tal que
αm
1´ αdpx0, x1q ă ε, @m ě m0. (1.34)
Por (1.33) e (1.34), para n ą m ě m0, temos que
dpxm, xnq ă ε.
Portanto, pxnq é sequência de Cauchy e, como X é completo, pxnq Ñ x para algum x P X.
Mostremos que x é ponto fixo da aplicação T . Da desigualdade triangular e
(1.30), temos que
dpx, Txq ď dpx, xmq ` dpxm, Txq
ď dpx, xmq ` αdpxm´1, xq, @m P N.
Como xm Ñ x, dado δ ą 0, existe m1 P N tal que
dpx, xmq ` αdpxm, xq ă δ, @m ě m1.
Logo, dpx, Txq ă δ, para todo δ ą 0. Assim, dpx, Txq “ 0 e consequentemente Tx “ x.
Isto mostra que x é um ponto fixo de T.
Para mostrar a unicidade do ponto fixo, suponhamos que exista x˜ P X tal que
T x˜ “ x˜ note que (1.30) implica que
dpx, x˜q “ dpTx, T x˜q ď αdpx, x˜q.
Como α ă 1, então dpx, x˜q “ 0 e consequentemente x “ x˜.
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2 Espaços de Besov
Neste capítulo tratamos com os espaços de Besov homogêneo e não-homogêneo,
que foram introduzidos nos anos 1960 e tem tido várias aplicações no campo das equações
diferenciais parciais. Neste trabalho, os espaços de Besov homogêneos são úteis para obter
algumas estimativas do semigrupo TΩ definido na página 36. Essencialmente, o conteúdo
deste capítulo foi extraído de Wang et al. [?], Triebel [?] e Kozono et al. [?].
2.1 Definição e Primeiras Propriedades
Nesta seção definimos os espaços de Besov (não-homogêneo). Para isto, é
necessário a definição de uma função auxiliar, como é feito a seguir.
Seja ψ : Rn Ñ R função radial pertencente a SpRnq, satisfazendo
ψpξq “
#
1 se |ξ| ď 1,
0 se |ξ| ě 2.
Denotamos
ϕpξq “ ψpξq ´ ψp2ξq, (2.1)
e definimos a sequência de funções tϕku8k“0 da seguinte forma$’&’%
ϕkpξq “ ϕp2´kξq, k P N,
ϕ0pξq “ 1´
8ÿ
k“1
ϕkpξq “ ψpξq
Note que, como supp ϕ Ă tξ P Rn; 2´1 ď |ξ| ď 2u, obtemos supp ϕk Ă tξ P
Rn; 2k´1 ď |ξ| ď 2k`1u, k P N, e supp ϕ0 Ă tξ P Rn; |ξ| ď 2u.
Defina
4k “ F´1ϕkF , k P NY t0u. (2.2)
Com esta construção, podemos definir os espaços de Besov.
Definição 2.1. (Espaços de Besov) Seja s um número real e 1 ď p, q ď 8. Definimos
o espaço de Besov Bsp,qpRnq por
Bsp,qpRnq “ tf P S 1pRnq; }f}Bsp,q ă 8u
onde
}f}Bsp,q “
˜ 8ÿ
k“0
2ksq}4kf}qp
¸ 1
q
se 1 ď q ă 8, (2.3)
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e
}f}Bsp,8 “ sup
kPNYt0u
}2ks4kf}p. (2.4)
Observação 2.1. (1) Para s P R, 1 ď p, q ď 8 e f P Bsp,q, temos
}f}Bsp,q “ }t2sk}4kf}pukPNYt0u}lqpNYt0uq.
(2) Como lqpLpq é espaço normado, em vista do item (1) desta observação, podemos
concluir que Bsp,qpRnq é espaço normado para todo s P R e 1 ď p, q ď 8.
As duas próximas proposições nos fornecem a completude dos espaços de Besov
com a norma definida em (2.3) e (2.4) e algumas inclusões entre estes espaços.
Proposição 2.1. Seja s P R e 1 ď p, q ď 8. Então
(i) Bsp,qpRnq é espaço de Banach;
(ii) SpRnq Ă Bsp,qpRnq Ă S 1pRnq;
(iii) Se 1 ď p, q ă 8 então SpRnq é denso em Bsp,qpRnq.
Demonstração. Nesta demonstração as constantes "C" podem mudar de valor ao longo da
demonstração.
Como os espaços lqpLpq e Lpplqq são espaços normados, em vista da Observação
2.1, p. 41, sabemos que Bsp,q são espaços normados.
Demonstração de (ii):
Primeiramente, mostremos que SpRnq Ă Bsp,8pRnq. Para, L,M,N P N suficien-
temente grandes, existe C ą 0 tal que
}f}Bsp,8 “ sup
kě0
2sk}4kf}p
ď Csup
kě0
2sk}p1` |x|2qL4kf}8
ď Csup
kě0
2sk}pI ´4qLϕkFf}1
ď C}p1` | ¨ |2qMpI ´4qLFf}8
ď CpNpFfq. (2.5)
Como f P S segue que pNpFfq ă 8, e assim, por (2.5) temos f P Bsp,8. Logo,
S Ă Bsp,8 @ s P R, 1 ď p ď 8. (2.6)
Além disso, comoF : S Ñ S é contínua (veja Proposição 1.13, p. 21), por (2.5) concluímos
que a inclusão em (2.6) é contínua.
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Agora, provemos o resultado geral. De (2.6) e item (2) da Proposição 2.2, p.
43, obtemos
S Ă Bs`εp,8 Ă Bsp,q,
com todas as inclusões contínuas. Portanto, temos a seguinte inclusão contínua
S Ă Bsp,q, para s P R e 1 ď p, q ď 8.
Para provar a inclusão Bsp,q Ă S 1, primeiramente provemos que Bsp,8 Ă S 1 para
todo s P R e 1 ď p ď 8. Para facilitar os cálculos, denotemos ϕ´1 ” 0. Pela construção de
ϕk, temos
ϕkϕk`l ” 0 para l ‰ ´1, 0, 1.
Assim, para cada f P Bsp,8 e ψ P S, podemos tomar N P N suficientemente grande, e
garantir a existência de uma constante C˜ ą 0 tal que
|xf, ψy| ď
8ÿ
k“0
1ÿ
l“´1
|x4kf,Fϕk`lF´1ψy|
ď C˜
8ÿ
k“0
1ÿ
l“´1
}4kf}p}4k`lψ}p1
ď C˜}f}Bsp,8
8ÿ
k“0
2´sk}4kψ}p1
ď C˜}f}Bsp,8}ψ}B´s`ε
p1,8
ď C˜}f}Bsp,8pNpFψq. (2.7)
Além disso, se B é conjunto limitado em S então existe K ą 0 tal que pNpFψq ď K, para
toda ψ P B. Assim, utilizando este fato e (2.7), obtemos
Bsp,8 Ă S 1, @ s P R e 1 ď p ď 8, (2.8)
e a inclusão é contínua.
Agora, pela Proposição 2.2 e a inclusão (2.8), obtemos
Bsp,q Ă Bsp,8 Ă S 1, @ s P R e 1 ď p, q ď 8,
com todas as inclusões contínuas. Com isso, obtemos o resultado desejado.
Finalmente, voltemos ao item (i). Para mostrar que Bsp,q é espaço de Banach,
basta mostrar que esses espaços são completos.
Considere tflu8l“1 sequência de Cauchy em Bsp,q. Pelo item (ii), vemos que tflu
também é sequência de Cauchy em S 1. Como S 1 é um espaço vetorial topológico completo
e localmente convexo, existe f P S 1 tal que fl Ñ f no sentido de convergência da topologia
forte em S 1.
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Por outro lado, como tflu8l“1 é sequência de Cauchy em Bsp,q, então t4kflu8l“1 é
sequência de Cauchy em LppRnq. Como LppRnq é completo, segue que existe gk P Lp tal
que
}4kfl ´ gk}p Ñ 0, quando l Ñ 8. (2.9)
Do fato de 4kfl Ñ 4kf em S 1 quando l Ñ 8 e Lp Ă S 1, temos gk “ 4kf. Por isso, (2.9)
implica que
}4kpfl ´ fq}p Ñ 0, quando l Ñ 8. (2.10)
Usando (2.10) e Lema de Fatou (Proposição 1.4, p. 17), concluimos que
}fl ´ f}Bsp,q Ñ 0 quando l Ñ 8,
completando a demonstração da completude de Bsp,q.
Demonstração de (iii):
Aqui, preferimos não incluir a demonstração, a qual pode ser encontrada em
Bergh [?, Teorema 6.2.4, p. 142].
Proposição 2.2. Seja s P R e 1 ď p ď 8. Então, temos as seguintes inclusões contínuas:
(1) Se 1 ď q1 ď q2 ď 8 então
Bsp,q1pRnq Ă Bsp,q2pRnq.
(2) Se ε ą 0 e 1 ď q1, q2 ď 8 então
Bs`εp,q1 pRnq Ă Bsp,q2pRnq.
Demonstração. No intuito de simplificar a demonstração, as constantes "C" podem mudar
de valor ao longo da demonstração.
Demonstração de (1):
Seja f P Bsp,q1 . Como q1 ď q2, então pela Observação 1.3, p. 19, temos que
lq1pNY t0uq Ă lq2pNY t0uq e vale
} ¨ }lq2 pNYt0uq ď } ¨ }lq1 pNYt0uq. (2.11)
Assim, por (2.11), obtemos
}t2sk}4kf}pujPNYt0u}lq2 pNYt0uq ď }t2sk}4kf}pujPNYt0uq}lq1 pNYt0uq. (2.12)
Em vista de (2.11) e da Observação 2.1, segue que
}f}Bsp,q2 ď }f}Bsp,q1 . (2.13)
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Logo, f P Bsp,q2 e assim Bsp,q1 Ă Bsp,q2 . Além disso, de (2.13), concluimos que a inclusão é
contínua.
Demonstração de (2):
Primeiramente, mostremos que Bs`εp,8 Ă Bsp,q2 . Se q2 “ 8 então para f P Bs`εp,8
temos que
2sk}4kf}p ď 2ps`εqk}4kf}p ď sup
jě0
2ps`εqj}4jf}p “ }f}Bs`εp,8 , @k P NY t0u.
Logo,
}f}Bsp,8 “ sup
kě0
2sk}4kf}p ď }f}Bs`εp,8 . (2.14)
De (2.14), segue que Bs`εp,8 Ă Bsp,8 e a inclusão é contínua.
Agora, suponhamos que q2 ă 8. Sabemos que˜ 8ÿ
k“0
2skq2 |ak|q2
¸ 1
q2
ď Csup
jě0
2ps`εqj|aj|, (2.15)
para toda sequência t2s`εqkaku8k“0 em l8pNY t0uq, com C “ p
ÿ
1{2εkq2q 1q2 ą 0. Assim, se
f P Bs`εp,8 então, de (2.15), obtemos
}f}Bsp,q2 “
˜ 8ÿ
k“0
2skq2}4k}q2p
¸ 1
q2
ď Csup
jě0
2ps`εqj}4jf}p “ C}f}Bs`εp,8 . (2.16)
Portanto,
Bs`εp,8 Ă Bsp,q2 @1 ď q2 ď 8 e ε ą 0, (2.17)
com as inclusões em (2.17) sendo contínuas.
Portanto, da inclusão anterior e item (1) desta proposição, obtemos
Bs`εp,q1 Ă Bs`εp,8 Ă Bsp,q2 , @1 ď q1, q2 ď 8 e ε ą 0,
com as inclusões sendo contínuas. Assim, obtemos o resultado desejado.
2.2 Imersões em Bsp,q
Nesta neção tratamos de uma imersão em Bsp,q. Sabemos que não existe inclusão
entre LppRnq e LqpRnq com p ‰ q, e não conseguimos comparar as normas } ¨ }p e } ¨ }q.
No entando, se localizarmos f em um compacto Ω de Rn, obtemos
}F´1χΩFf}q ď C}F´1χΩFf}p, p ď q, f P S
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para alguma constante C ą 0. Combinando este fato, com o operador decomposição
diádica, podemos obter de forma simples, inclusões entre espaços de Besov.
Considere Ω subconjunto compacto de Rn e o conjunto
SΩ :“ tf P S; supp Ff Ă Ωu. (2.18)
Proposição 2.3. Seja 1 ď p ď q ď 8. Então, existe C ą 0 tal que
}f}q ď C}f}p, @ f P SΩ. (2.19)
Demonstração. Seja ψ P S satisfazendo Fψpξq “ 1 para todo ξ P Ω. Como f P SΩ,
obtemos Ff “ Ff ¨Fψ. Logo, concluimos que
fpxq “
ż
Rn
ψpx´ yqfpyqdy. (2.20)
Aplicando a desigualdade de Hölder, obtemos
}f}8 ď }ψ}p1}f}p, (2.21)
o que implica que para todo p ď q, temos
}f}q ď }f}1´
p
q8 }f}
p
q
p
ď }ψ}1´
p
q
p1 }f}
1´ p
q
p }f}
p
q
p
“ }ψ}1´
p
q
p1 }f}p “ C}f}p, (2.22)
e assim segue o resultado.
Considere o conjunto
LpΩ “ tf P Lp; supp Ff Ă Ωu. (2.23)
Usando a Proposição 2.3 e técnicas de aproximação, obtemos o seguinte resul-
tado:
Proposição 2.4. Seja 1 ď p ď q ď 8. Então, existe C ą 0 tal que
}f}q ď C}f}p, @ f P LpΩ. (2.24)
Corolário 2.1. Seja 1 ď p, q ď 8 e Bλ “ tξ; |ξ| ď λu. Então, existe C ą 0 tal que
}f}q ď Cλnp 1p´ 1q q}f}p, @ f P LpBλ . (2.25)
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Teorema 2.1. Seja 1 ď p1 ď p2 ď 8 e 1 ď r ď 8. Se s1, s2 P R satisfaz s1´ n
p1
“ s2´ n
p2
,
então vale a inclusão contínua
Bs1p1,r Ă Bs2p2,r. (2.26)
Demonstração. Seja f P Bs1p1,rpRnq. Como supp ϕk Ă B2k`1 , então, da desigualdade (2.25),
existe C ą 0 tal que
}4kf}p2 ď C2np
1
p1
´ 1
p2
qk}4kf}p1 , @ 1 ď p1 ď p2 ď 8. (2.27)
Como s1 e s2 satisfazem
s1 ´ n
p1
“ s2 ´ n
p2
,
por (2.27) obtemos
2s2k}4kf}p2 ď C2s1k}4kf}p1 . (2.28)
Tomando a norma lr em ambos os lados da desigualdade (2.28), obtemos
}f}Bs2p2,r ď C}f}Bs1p1,r . (2.29)
De (2.29), obtemos a inclusão contínua Bs1p1,r Ă Bs2p2,r.
Proposição 2.5. Seja 1 ď p ă 8, s ą n
p
e 1 ď q ď 8. Então, temos as seguintes
inclusões contínuas
Bsp,q Ă B08,1 Ă L8. (2.30)
Demonstração. Usando a decomposição diádica e (2.27), sabemos que existe C ą 0 tal
que
}u}8 ď
8ÿ
k“0
}4ku}8 ď C
8ÿ
k“0
2
kn
p }4ku}p
ď C
˜ 8ÿ
k“0
2kp
n
p´s q
¸
}u}Bsp,8 ď C}u}Bsp,q , (2.31)
obtendo o resultado desejado.
2.3 Espaços de Besov Homogêneo
Nesta seção, tratamos dos espaços de Besov Homogêneo 9Bsp,qpRnq. Considere ϕ
como definida em (2.1), página 40 e defina
ϕkpξq “ ϕp2´kξq, k P Z. (2.32)
Capítulo 2. Espaços de Besov 46
Note que, ÿ
kPZ
ϕkpξq “ 1, @ξ P Rnzt0u. (2.33)
De forma análoga a (2.2), página 40, introduzimos os operadores decomposição
diádica homogêneos, da seguinte forma
4k “ F´1ϕkF , k P Z. (2.34)
Agora, usando t4kukPZ e os espaços lqpLpq, podemos definir 9Bsp,qpRnq.
Definição 2.2. (Espaços de Besov Homogêneos) Seja s um número real e 1 ď p, q ď
8. Definimos o espaço de Besov Homogêneo 9Bsp,qpRnq por
9Bsp,qpRnq “ tf P S 1pRnq{P ; }f} 9Bsp,q ă 8u, (2.35)
onde
}f} 9Bsp,q “
˜ 8ÿ
k“´8
2ksq}4kf}qp
¸ 1
q
se 1 ď q ă 8, (2.36)
e
}f} 9Bsp,8 “ sup
kPZ
2sk}4kf}p. (2.37)
Note que, p 9Bsp,qpRnq, } ¨ } 9Bsp,qq é espaço normado. Mais ainda, p 9Bsp,qpRnq, } ¨ } 9Bsp,qq é espaço
de Banach (veja [?, p. 240]).
Observação 2.2. Se considerarmos φj “ F´1pϕjq, @j P Z e obtemos a seguinte expressão
para a norma de 9Bsp,qpRnq :
}f} 9Bsp,q “
››t2sj}φj ˚ f}pujPZ››lqpZq , @f P 9Bsp,qpRnq. (2.38)
Além disso, escrevendo φ0 “ φ podemos observar os seguintes fatos
(1) φ pertence a SpRnq e é função radial;
(2) supp pφ Ă tξ P Rn; 2´1 ď |ξ| ď 2u;
(3)
ÿ
jPZ
pφp2´jξq “ 1, @ξ P Rnzt0u;
(4) φjpxq “ 2njφp2jxq, @j P Z, x P R3.
Na proposição seguinte, enunciamos alguns resultados dos espaços de Besov
homogêneo. As demonstrações dos itens (1), (2) e (3) segue de forma análoga ao caso
dos espaços de Besov (não homogêneo) e a demonstração de (4) pode ser encontrada em
Triebel [?, p. 239]. Antes de enunciarmos a proposição, vamos definir um subespaço de
SpRnq. Considere
9SpRnq “ tf P SpRnq; pDα pfqp0q “ 0, @αu. (2.39)
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Proposição 2.6. As seguintes afirmações são válidas.
(1) 9SpRnq Ă 9Bsp,qpRnq Ă S 1{PpRnq, @s P R e 1 ď p, q ď 8;
(2) Se 1 ď p, q ă 8, então 9SpRnq é denso em 9Bsp,qpRnq;
(3) Se q1 ď q2 então 9Bsp,q1pRnq Ă 9Bsp,q2pRnq, @s P R e 1 ď p ď 8;
(4) (homogeneidade da norma) Para s P R, 1 ď p ď 8, λ ą 0 e f P 9Bsp,qpRnq, existe
C ą 0 tal que }δλf} 9Bsp,q ď Cλs´
n
p }f} 9Bsp,q , onde δλfpxq “ fpλxq,
e todas as inclusões dadas anteriormente são contínuas.
As próximas duas proposições nos dá inclusões úteis entre os espaços de Besov
homogêneo e espaços LppRnq.
Proposição 2.7. Sejam 1 ď p1 ď p2 ď 8 e 1 ď r ď 8. Se s1, s2 P R e satisfaz
s1 ´ n
p1
“ s2 ´ n
p2
, então temos a inclusão contínua
9Bs1p1,rpRnq Ă 9Bs2p2,rpRnq. (2.40)
Demonstração. Como supp ϕ Ă tξ P Rn; 2´1 ď |ξ| ď 2u, então supp ϕk Ă tξ P Rn; 2k´1 ď
|ξ| ď 2k`1u Ă B2k`1 , @k P Z.
Logo, pelo Corolário 2.1 p. 45, existe C ą 0 tal que
}4kf}p2 ď C2n
´
1
p1
´ 1
p2
¯
k}4kf}p1 , @k P Z. (2.41)
Como s1, s2 satisfazem
s1 ´ n
p1
“ s2 ´ n
p2
,
então, da desigualdade (2.41), obtemos
2s2k}4kf}p2 ď C2s1k}4kf}p1 , @k P Z. (2.42)
Tomando a norma lrpZq na desigualdade (2.42), segue que
}f} 9Bs2p2,r ď C}f} 9Bs1p1,r ,
obtendo o resultado desejado.
Proposição 2.8. Para 1 ď p ď q ď 8 temos as seguintes imersões contínuas
9B
n
p
´n
q
p,1 pRnq Ă LqpRnq e LqpRnq Ă 9B0q,8pRnq. (2.43)
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Demonstração. Provemos inicialmente a inclusão 9B
n
p
´n
q
p,1 Ă LqpRnq.
Seja f P 9B
n
p
´n
q
p,1 pRnq. Como supp ϕk Ă B2k`1 , podemos invocar o Corolário 2.1, p. 45, e
garantir a existência de C ą 0 tal que
}4jf}q ď C2jnp 1p´ 1q q}4jf}p. (2.44)
Tomando a soma em Z na desigualdade (2.44), podemos concluir que
ÿ
jPZ
4jf P LqpRnq.
Além disso, pela Proposição 2.6, p. 47, 9Bnp
1
p
´ 1
q q
p,1 pRnq Ă S 1{P e, assim, f “
ÿ
jPZ
4jf.
Portanto, f P Lq e vale
}f}q “ }
ÿ
jPZ
4jf}q ď C}f}
9B
np 1p´ 1q q
p,1
,
como desejado.
Provemos agora a inclusão LqpRnq Ă 9B0q,8pRnq. Seja f P LqpRnq. Podemos
escrever 4j da seguinte forma:
4jf “ 2jnF´1pϕp2jξqq ˚ f, @j P Z.
Com isso, usando a desigualdade de Young (Proposição 1.7, p. 19), obtemos
}4jf}q ď }2jnF´1pϕp2jξqq}1}f}q “ C1}f}q, @j P Z. (2.45)
Tomando o supremo sobre j P Z na desigualdade (2.45), obtemos
}f} 9B0q,8 “ sup
jPZ
}4jf}q ď C}f}q,
obtendo a inclusão desejada.
O próximo resultado nos dá uma relação entre os espaços de Besov homogêneos
e não homogêneos.
Proposição 2.9. [?, Teorema 6.3.2, p. 148] Seja s ą 0 e 1 ď p, q ď 8. Então
Bsp,q “ Lp X 9Bsp,q.
A proposição seguinte nos fornece uma desigualdade de interpolação em espaços
de Besov. Esta, por sua vez, será útil em algumas estimativas não-lineares.
Proposição 2.10. Seja 1 ď pi, qi ď 8, 0 ď θi ď 1, σi, σ P R pi “ 1, . . . , Nq,
Nÿ
i“1
θi “
1, σ “
Nÿ
i“1
θiσi,
1
p
“
Nÿ
i“1
θi
pi
e 1
q
“
Nÿ
i“1
θi
qi
. Então
Nč
i“1
9Bσipi,qi Ă 9Bσp,q
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e para todo v P
Nč
i“1
9Bσipi,qipRnq temos
}v} 9Bσp,q ď
Nź
i“1
}v}θi9Bσipi,qi .
Demonstração. Aplicando a desigualdade de Hölder nas normas Lp e lq respectivamente,
obtemos
}v} 9Bσp,q “
˜ÿ
kPZ
2σkq}4kv}qp
¸ 1
q
ď
˜ÿ
kPZ
2σkq
Nź
i“1
}4kv}θiqpi
¸ 1
q
“
˜ÿ
kPZ
Nź
i“1
p2kσiθi}4kv}θipiqq
¸ 1
q
ď
Nź
i“1
}v}θi9Bσipi,qi .
Na próxima proposição, trabalhamos um caso da desigualdade de Gagliardo-
Nirenberg (GN) em espaços de Besov. Demonstrações de casos mais gerais desta desigual-
dade são encontradas em Wang et al. [?].
Proposição 2.11. Seja 1 ď p, p0, p1, q, q0, q1 ď 8, s, s0, s1 P R e 0 ď θ ď 1, de modo
que
n
p
´ s “ p1´ θq
ˆ
n
p0
´ s0
˙
` θ
ˆ
n
p1
´ s1
˙
, (2.46)
s ď p1´ θqs0 ` θs1, (2.47)
1
q
ď 1´ θ
q0
` θ
q1
. (2.48)
Então, a desigualdade de GN fracionária do tipo
}u} 9Bsp,q À }u}1´θ9Bs0p0,q0 }u}
θ
9Bs1p1,q1
(2.49)
é válida para todo u P 9Bs0p0,q0
č
9Bs1p1,q1 .
Demonstração. Primeiramente, consideremos o caso 1
q
ď 1´ θ
q0
` θ
q1
. Temos que
1
p
´ 1´ θ
p0
´ θ
p1
“ s
n
´ p1´ θqs0
n
´ θs1
n
:“ ´η ď 0.
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Tome p˜ e s˜ satisfazendo
1
p˜
“ 1
p
` η, s˜ “ s` nη.
Aplicando a Proposição anterior (Proposição 2.10, p. 49), obtemos
}f} 9Bs˜p˜,q ď }f}1´θ9Bs0p0,q0 }f}
θ
9Bs1p1,q1
.
Aplicando a inclusão 9B s˜p˜,q Ă 9Bsp,q, obtemos o resultado desejado.
Finalizando esta seção, provaremos um lema técnico que usaremos frequente-
mente em nossas estimativas no Capítulo 3. Este lema nos fornece uma estimativa do
semigrupo do calor et∆ nos espaços de Besov homogêneo. O lema foi extraído de Kozono
et al. [?].
Lema 2.1. Sejam s0 ď s1 e 1 ď p, q ď 8. Então, existe C ą 0, tal que
}et∆f} 9Bs1p,q ď Ct´
1
2 ps1´s0q}f} 9Bs0p,q , @f P 9Bs0p,qpR3q. (2.50)
Demonstração. Primeiramente, note que
et∆f “ H?t ˚ f, (2.51)
onde Hpxq “ p4piq´ 32 e |x|
2
4 e Hεpxq “ ε´3H
´x
ε
¯
.
Considere φ como definida da Observação 2.2, p. 47, e Φj :“ φj´1 ` φj ` φj`1.
Como supp pφj Ă tξ P R3; 2j´1 ď |ξ| ď 2j`1u e Φj ˚ φj “ φj para todo j P Z (veja
Observação 2.2, p. 47), obtemos
φj ˚H?t ˚ f “ Φj ˚ φj ˚H?t ˚ f “ Φj ˚H?t ˚ φj ˚ f, @j P Z. (2.52)
Tomando α “ s1´s0, podemos usar a igualdade (2.52) e desigualdade de Young (Proposição
1.7, p. 19), para obter
2s1j}φj ˚H?t ˚ f} “ 2αj2s0j}p´∆q´
α
2 Φj ˚ p´∆qα2H?t ˚ φj ˚ f}p
ď 2αj2s0j}p´∆´α2 Φj}1}p´∆qα2H?t ˚ φj ˚ f}p
ď 2αj}p´∆q´α2 Φj}1}p´∆qα2H?t}12s0j}φj ˚ f}p, @j P Z.
Agora, fazendo um cálculo de integrais, podemos afirmar que existem constantes C1 “
C1ps0, s1q e C2 “ C2ps0, s1q ą 0 tais que
}p´∆q´α2 Φj}1 “ C12´αj e }p´∆qα2H?t}1 “ C2t´
α
2 , @t ą 0 e j P Z. (2.53)
Logo,
2s1j}φj ˚H?t ˚ f}p ď Ct´
1
2 ps1´s0q2s0j}φj ˚ f}p, (2.54)
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com C “ C1C2.
Assim,
2s1j}φj ˚ et∆f}p ď Ct´ 12 ps1´s0q2s0j}φj ˚ f}p. (2.55)
Elevando a q ambos os membros da desigualdade (2.55) e tomando a soma em Z, obtemos
(2.50).
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3 Boa-colocação global das equações de
Navier-Stokes-Coriolis nos espaços de So-
bolev homogêneos
Neste capítulo tratamos resultados de existência e unicidade de solução para
as equações de Navier-Stokes-Coriolis (1) nos espaços de Sobolev homogêneo 9HspR3q3
com 12 ď s ă
3
4 . O primeiro resultado (Teorema 3.1) considera o caso
1
2 ă s ă
3
4 , e
os outros dois resultados (Teorema 3.2 e Corolário 3.1 ) tratam o caso crítico s “ 12 .
Como dito na introdução, no caso s ą 12 , a existência de solução global é obtida se o
módulo do parâmetro de Coriolis |Ω| é grande comparado com a norma do dado inicial
}u0} 9Hs . Por outro lado, no caso crítico s “
1
2 , para que exista solução global de (1), o
módulo do parâmetro de Coriolis |Ω| é determinadado por cada subconjunto pré-compacto
K Ă 9H 12 pR3q3, tal que o dado inicial u0 pertence a K. Ao longo de todo o capítulo as
funções φj são as definidas na Observação 2.2, p. 47.
A seguir, enunciamos os três resultados que serão provados na última seção
deste capítulo.
Teorema 3.1. Seja Ω P Rzt0u, e sejam s, p e θ satisfazendo
1
2 ă s ă
3
4 ,
1
3 `
s
9 ă
1
p
ă 23 ´
s
3 , (3.1)
s
2 ´
1
2p ă
1
θ
ă 58 ´
3
2p `
s
4 ,
3
4 ´
3
2p ď
1
θ
ă 1´ 2
p
. (3.2)
Então, existe uma constante positiva C “ Cps, p, θq ą 0 tal que para todo campo velocidade
inicial u0 P 9HspR3q3 com
}u0} 9Hs ď C|Ω|
s
2´ 14 e div u0 “ 0, (3.3)
existe uma única solução global u P Cpr0,8q; 9HspR3qq3XLθp0,8; 9HsppR3qq3 para o sistema
(1).
Observação 3.1. (1) A existência de solução global para dado inicial pequeno u0 P
9H
1
2 pR3q3 foi provado por Hieber e Shibata [?]. A condição (3.3) sobre o dado inicial
pode ser considerada como extensão contínua da condição em 9H 12 pR3q3.
Com efeito, Hieber e Shibata [?] assumiram a condição }u0} 9H 12 ď δ para algum δ ą 0,
que corresponde à condição (3.3) com s “ 12 .
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(2) É possível mostrar que soluções obtidas no Teorema 3.1 são suaves. De fato, pela
seguinte propriedade de regularidade do semigrupo TΩptq
}∇αTΩptqf}L2 ď Ct´ |α|2 }f}L2 , para todo α P pNY t0uq3,
podemos mostrar que a solução u no Teorema 3.1 pertence a Cpp0,8, HkpR3qq3 para
todo k P N.
(3) No Teorema 3.1 é possível mostrar que o gradiente da pressão p é suave. De fato,
devido à fórmula
∇p “ p´∆q´1∇Ωp´Bx1u2 ` Bx2u1q `
3ÿ
j,k“1
p´∆q´1∇pBxjukBxkujq,
a limitação da transformada de Riesz no espaço de Sobolev HspR3q (veja Proposição
1.28, p. 32) e a regularidade da solução, podemos mostrar que ∇p P Cpp0,8;HspR3qq3
para todo s ě 0.
Teorema 3.2. Para u0 P 9H 12 pR3q3 com div u0 “ 0, existe ω “ ωpu0q ą 0 tal que para todo
Ω P R com |Ω| ą ω, existe uma única solução global u para (1) em Cpr0,8q; 9H 12 pR3qq3 X
L4p0,8; 9H 123 pR3qq3.
Observação 3.2. (Dependência contínua em u0) Nos Teoremas 3.1 e 3.2, além
de obter resultados de existência e unicidade de solução para o problema (1), podemos
provar uma forma de dependência contínua da solução em relação ao dado inicial (vide
Observações 3.5 e 3.6, pp. 80 e 82, respectivamente).
Corolário 3.1. Seja K um subconjunto pré-compacto de 9H 12 pR3q3. Então, existe ωpKq ą 0
tal que para todo Ω P R com |Ω| ą ωpKq e todo u0 P K com div u0 “ 0, existe uma única
solução global u para (1) em Cpr0,8q; 9H 12 pR3qq3 X L4p0,8; 9H 123 pR3qq3.
Observação 3.3. Podemos provar o mesmo resultado do Corolário 3.1 para soluções
locais: para todo T ą 0 e subconjunto pré-compacto K Ă 9H 12 pR3q, existe ω “ ωpT,Kq ą 0
tal que para todo Ω P R com |Ω| ą ωpT,Kq e todo u0 P K com div u0 “ 0, existe uma
única solução local u para (1) em Cpr0, T q; 9H 12 pR3qq3 X L4p0, T ; 9H 123 pR3qq3.
De fato, pelo mesmo argumento para o pré-compacto K na demonstração do
Corolário 3.1, podemos afirmar que para todo T ą 0 e δ ą 0 existe ωpT,Kq ą 0 e C1 ą 0
tal que
sup
fPK
}TΩp¨qf}
L4p0,T ; 9H
1
2
3 q
ď C1δ,
para todo Ω P R com |Ω| ą ωpT,Kq. Assim, podemos obter estimativas análogas a (3.149),
(3.150) e (3.151) (veja p. 83) em que o intervalo p0,8q é substituído por p0, T q.
Definindo
X :“
"
u P Cpr0, T q, 9H 12 pR3qq3; }u}
L4p0,T ; 9H
1
2
3 q
ď 2C1δ, div u “ 0
*
,
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com a métrica dpu, vq :“ }u´v}
L4p0,T ; 9H
1
2
3 q
, e a função Ψ como na demonstração do Corolário
3.1, podemos aplicar o teorema do ponto fixo de Banach e obter uma solução local. Note
que claramente ωpT,Kq ď ωpKq, onde ωpKq é o parâmetro do caso T “ 8.
3.1 Estimativas Lineares
Nesta seção tratamos algumas estimativas do semigrupo tTΩptqu8t“0, associado
à parte linear da equação integral (1.26), p. 36.
Iniciamos com um lema técnico que nos auxiliará na obtenção de uma estimativa
para a família de operadores tG˘pτquτPR. Para isso, se definirmos Φj :“ φj´1 ` φj ` φj`1,
podemos fazer a seguinte observação:
Observação 3.4.
(1) Temos a igualdade xΦjpξq “ xΦ0p2´jξq, @ j P Z, ξ P R3.
De fato, utilizando o teorema de mudança de variáveis, verifica-se que
pφjpξq “ pφp2´jξq, yφj´1pξq “yφ´1p2´jξq e yφj`1pξq “ pφ1p2´jξq, @ j P Z, ξ P R3.
Da definição de Φj e as igualdades anteriores, obtemos
xΦjpξq “ yφj´1pξq ` pφjpξq ` yφj`1pξq
“ yφ´1p2´jξq ` pφp2´jξq ` pφ1p2´jξq “ xΦ0p2´jξq @j P Z, ξ P R3.
(2) Vale a inclusão supp xΦ0 Ă tξ P R3; |ξ| ď 4u.
Sabemos que
Φ0pyq “ φ´1pyq ` φ0pyq ` φ1pyq “ 2´3φp2´1yq ` φpyq ` 23φp2yq.
Logo, xΦ0pyq “ 2´3pφp2´1yq ` pφpyq ` 23pφp2yq.
Além disso, se |y| ą 4 então y, 2y, 2´1y R tξ P R3; 2´1 ď |ξ| ď 2u Ą supp pφ.
Assim, pφpyq “ pφp2yq “ pφp2´1yq “ 0, e consequentemente, se |y| ą 4 então xΦ0pyq “ 0.
Portanto, supp xΦ0 Ă tξ P R3; |ξ| ď 4u.
Lema 3.1. Existe uma constante positiva C tal que
}G˘pτqrΦjs}L8 ď C23j
"
ln pe` |τ |q
1` |τ |
* 1
2
para todo j P Z, τ P R, onde Φj :“ φj´1 ` φj ` φj`1.
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Demonstração. Primeiramente, mostremos que existe uma constante positiva C tal queˇˇˇˇż
R3
eix¨ξe˘iτ
ξ3|ξ| Φˆjpξqdξ
ˇˇˇˇ
ď C23j
"
ln pe` |τ |q
1` |τ |
* 1
2
(3.4)
para todo j P Z e x “ px1, x2, x3q P R3 com x2 “ 0.
No caso |τ | ď e, utilizando a Observação 3.4, o teorema de mudança de variáveis
(veja Teorema 1.1, p. 17), e o fato de 0 ď xΦ0 ď 1, obtemos a seguinte desigualdade
ˇˇˇˇż
R3
eix¨ξe˘iτ
ξ3|ξ| pΦjpξqdξ ˇˇˇˇ ď ż
R3
|pΦjpξq|dξ “ ż
R3
|pΦ0p2´jξq|dξ
“ 23j
ż
R3
2´3jpΦ0p2´jξqdξ “ 23j ż
R3
pΦ0pξqdξ
“ 23j
ż
|ξ1|ď4,|ξ2|ď4,|ξ3|ď4
pΦ0pξqdξ
ď 23j
ż
|ξ1|ď4,|ξ2|ď4,|ξ3|ď4
1dξ “ C123j. (3.5)
Como |τ | ď e, obtemos as seguintes implicações
1` |τ | ď 1` eñ 11` |τ | ě
1
1` e ñ
ln pe` |τ |q
1` |τ | ě
ln pe` |τ |q
1` e ě
ln e
1` e “
1
1` e
ñ ln pe` |τ |q1` |τ | ě
1
1` e ñ
"
ln pe` |τ |q
1` |τ |
* 1
2 ě 1p1` eq 12 “ K ą 0.
Com isso, temos que C123j “ KC12
3j
K
ď C1
K
23j
"
ln pe` |τ |q
1` |τ |
* 1
2
.
Tomando C0 “ C1
K
ą 0, podemos voltar na desigualdade (3.5) e obter
ˇˇˇˇż
R3
eix¨ξe˘iτ
ξ3|ξ| pΦjpξqdξ ˇˇˇˇ ď C023j" ln pe` |τ |q1` |τ |
* 1
2
, @j P Z. (3.6)
Agora, provemos (3.4) para |τ | ą e. Utilizando o item (1) da Observação 3.4 e
o teorema de mudança de variáveis (veja Teorema 1.1, p. 17), obtemos
ż
R3
eix¨ξe˘iτ
ξ3|ξ| pΦjpξqdξ “ ż
R3
eix¨ξe˘iτ
ξ3|ξ| pΦ0p2´jξqdξ “ 23j ż
R3
ei2
jx¨ξe˘iτ
ξ3|ξ| pΦ0pξqdξ, @j P Z.
Portanto,ˇˇˇˇż
R3
eix¨ξe˘iτ
ξ3|ξ| pΦjpξqdξ ˇˇˇˇ “ 23j ˇˇˇˇż
R3
ei2
jx¨ξe˘iτ
ξ3|ξ| pΦ0pξqdξ ˇˇˇˇ , @j P Z. (3.7)
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De (3.7), item (2) da Observação 3.4 e desigualdade triangular, obtemosˇˇˇˇż
R3
eix¨ξe˘iτ
ξ3|ξ|xΦjpξqdξ ˇˇˇˇ “ 23j ˇˇˇˇż
R3
ei2
jx¨ξe˘iτ
ξ3|ξ|xΦ0pξqdξ ˇˇˇˇ
ď 23j
ˇˇˇˇż
|ξ1|ď4,|ξ2|ď4,|ξ3|ďε
ei2
jx¨ξe˘iτ
ξ3|ξ|xΦ0pξqdξ ˇˇˇˇ
` 23j
ˇˇˇˇż
|ξ1|ď4,|ξ2|ďε,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ3|ξ|xΦ0pξqdξ ˇˇˇˇ
` 23j
ˇˇˇˇż
|ξ1|ď4,εď|ξ2|ď4,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ3|ξ|xΦ0pξqdξ ˇˇˇˇ
“: I1 ` I2 ` I3, (3.8)
onde 4
|τ | 12
pln |τ |q 12 “ ε P p0, 4q.
Para I1 e I2, como |xΦ0pξq| ď 1, temos que
I1 ` I2 ď C223jε. (3.9)
De fato,
1
23j pI1 ` I2q “
ˇˇˇˇż
|ξ1|ď4,|ξ2|ď4,|ξ3|ďε
ei2
jx¨ξe˘iτ
ξ3|ξ|xΦ0pξqdξ ˇˇˇˇ` ˇˇˇˇż
|ξ1|ď4,|ξ2|ε,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ3|ξ|xΦ0pξqdξ ˇˇˇˇ
ď
ż
|ξ1|ď4,|ξ2|ď4,|ξ3|ďε
ˇˇˇ
ei2
jx¨ξe˘iτ
ξ3|ξ|
ˇˇˇ
dξ `
ż
|ξ1|ď4,|ξ2|ďε,εď|ξ3|ď4
ˇˇˇ
ei2
jx¨ξe˘iτ
ξ3|ξ|
ˇˇˇ
dξ
“
ż
|ξ1|ď4,|ξ2|ď4,|ξ3|ďε
1dξ `
ż
|ξ1|ď4,|ξ2|ďε,εď|ξ3|ď4
1dξ
“
ż 4
´4
ż 4
´4
ż ε
´ε
1dξ3dξ2dξ1 `
ż 4
´4
ż ε
´ε
„ż ´ε
´4
1dξ3 `
ż 4
ε
1dξ3

dξ2dξ1
“ 128ε` 32p4´ εqε.
Com isso, obtemos
I1 ` I2 ď 23jr32p4´ εqε` 128εs “ 23jr32p4´ εq ` 128sε “ 23jr256´ 32εs ď 23j256ε.
Agora, tome C2 “ 216 ą 0 e note que I1 ` I2 ď C223jε, obtendo a estimativa desejada.
Para I3, fazendo integração por partes sobre ξ2 e usando o fato de x2 “ 0,
obtemos
1
23j I3 “
ˇˇˇˇż
|ξ1|ď4,εď|ξ2|ď4,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ3|ξ| pΦ0pξqdξ ˇˇˇˇ
“
ˇˇˇˇ
ˇˇż|ξ1|ď4,εď|ξ3|ď4
«
|ξ|3
ξ2ξ3
pΦ0pξqei2jx¨ξe˘iτ ξ3|ξ|¯iτ
ff
εď|ξ2|ď4
dξ1dξ3
´
ż
|ξ1|ď4,εď|ξ2|ď4,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ
|ξ|
¯iτ
B
Bξ2
" |ξ|3
ξ2ξ3
pΦ0pξq* dξ
ˇˇˇˇ
ˇ (3.10)
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Logo,
1
23j I3 ď
1
|τ |
ˇˇˇˇż
|ξ1|ď4,εď|ξ3|ď4
|pξ1,´ε, ξ3q|3
´εξ3
pΦ0pξ1,´ε, ξ3qei2jx¨pξ1,´ε,ξ3qe˘iτ ξ3|pξ1,´ε,ξ3q|
´ |pξ1, ε, ξ3q|
3
εξ3
pΦ0pξ1, ε, ξ3qei2jx¨pξ1,ε,ξ3qe˘iτ ξ3|pξ1,ε,ξ3q|dξ1dξ3 ˇˇˇˇ
` 1|τ |
ˇˇˇˇż
|ξ1|ď4,εď|ξ2|ď4,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ3|ξ| BBξ2
" |ξ|3
ξ2ξ3
pΦ0pξq* dξ ˇˇˇˇ . (3.11)
Observe que, na primeira integral da desigualdade (3.11), os termos avaliados
em 4 e ´4 são nulos, pois supp pΦ0 Ă tξ P R3; |ξ| ď 4u e consequentemente pΦ0pξ1, 4, ξ3q “pΦ0pξ1,´4, ξ3q “ 0.
Agora, note que |pξ1,´ε, ξ3q| “ |pξ1, ε, ξ3q| e, como x2 “ 0 temos que
px1, x2, x3q ¨ pξ1, ε, ξ3q “ px1, x2, x3q ¨ pξ1,´ε, ξ3q.
Além disso, como φ é radial, então Φ0 é radial e, consequentemente, pΦ0 também é radial.
Logo, pΦ0pξ1,´ε, ξ3q “ pΦ0pξ1, ε, ξ3q.
De posse destas informações, voltando na desigualdade (3.11), obtemos
1
23j I3 ď
1
|τ |
ˇˇˇˇż
|ξ1|ď4,εď|ξ3|ď4
´2|pξ1, ε, ξ3|3
εξ3
pΦ0pξ1, ε, ξ3qei2jx¨pξ1,ε,ξ3qe˘iτ ξ3|pξ1,ε,ξ3q|dξ1dξ3 ˇˇˇˇ
` 1|τ |
ˇˇˇˇż
|ξ1|ď4,εď|ξ2|ď4,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ3|ξ| BBξ2
" |ξ|3
ξ2ξ3
pΦ0pξq* dξ ˇˇˇˇ
ď 1|τ |
2
ε
ż
|ξ1|4,εď|ξ3|ď4
|ξ1, ε, ξ3q|3
|ξ3| |
pΦ0pξ1, ε, ξ3q|dξ1dξ3
` 1|τ |
ˇˇˇˇż
|ξ1|ď4,εď|ξ2|ď4,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ3|ξ| BBξ2
" |ξ|3
ξ2ξ3
pΦ0pξq* dξ ˇˇˇˇ .
Assim,
I3 ď 2 2
3j
ε|τ |
ż
|ξ1|ď4,εď|ξ3|ď4
|pξ1, ε, ξ3q|3
|ξ3| |
pΦ0pξ1, ε, ξ3q|dξ1dξ3
` 2
3j
|τ |
ˇˇˇˇż
|ξ1|ď4,εď|ξ2|ď4,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ3|ξ| BBξ2
" |ξ|3
ξ2ξ3
pΦ0pξq* dξ ˇˇˇˇ :“ I3,1 ` I3,2.(3.12)
Para I3,1, temos que
I3,1 ď C3 2
3j
ε|τ |
ż
εď|ξ3|ď4
1
|ξ3|dξ3 ď C3
23j
ε|τ | ln
ˆ
4
ε
˙
. (3.13)
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De fato,
2 2
3j
ε|τ |
ż
|ξ1|ď4,εď|ξ3|ď4
|pξ1, ε, ξ3q|3
|ξ3| |
pΦ0pξ1, ε, ξ3q|dξ1dξ3 ď 2 23j
ε|τ |
ż
|ξ1|ď4,εď|ξ3|ď4
|pξ1, ε, ξ3q|3
|ξ3| dξ1dξ3
ď 2 2
3j
ε|τ | p4
?
3q3
ż
εď|ξ3|ď4
1
|ξ3|dξ3
“ C3 2
3j
ε|τ | ln
ˆ
4
ε
˙
.
Agora, vamos estimar I3,2. Como φ é função de Schwartz, então pΦ0 também o
é. Assim, existe K˜ ą 0 tal que ˇˇˇˇ B
Bξ2
pΦ0pξqˇˇˇˇ ď K˜.
Com isso, para |ε| ď 4, temos que
B
Bξ2
" |ξ|3
ξ2ξ3
pΦ0pξq* “ ξ2|ξ|3
ξ22ξ3
B
Bξ2
pΦ0pξq ` 3ξ22 |ξ| ´ |ξ|3
ξ22ξ3
pΦ0pξq.
Logo,ˇˇˇˇ B
Bξ2
" |ξ|3
ξ2ξ3
pΦ0pξq*ˇˇˇˇ ď |ξ2||ξ|3|ξ2|2|ξ3|
ˇˇˇˇ B
Bξ2 Φˆ0pξq
ˇˇˇˇ
`p3|ξ2|
2|ξ| ` |ξ|3q
|ξ2|2|ξ3| |
pΦ0pξq| ď p256K˜`256q 1|ξ2|2|ξ3| .
Tomando C4 “ 256K˜ ` 256, temos a seguinte desigualdadeˇˇˇˇ B
Bξ2
" |ξ|3
ξ2ξ3
pΦ0pξq*ˇˇˇˇ ď C3|ξ2|2|ξ3| . (3.14)
Da desigualdade (3.14), obtemos
I3,2 “ 2
3j
|τ |
ˇˇˇˇż
|ξ1|ď4,εď|ξ2|ď4,εď|ξ3|ď4
ei2
jx¨ξe˘iτ
ξ3|ξ| BBξ2
" |ξ|3
ξ2ξ3
pΦ0pξq* dξ ˇˇˇˇ
ď 2
3j
|τ |
ż
|ξ1|ď4,εď|ξ2|ď4,εď|ξ3|ď4
C4
|ξ2|2|ξ3|dξ
“ C4 2
3j
|τ |
ż
εď|ξ3|ď4
ż
εď|ξ2|ď4
1
|ξ2|2|ξ3|
ż
|ξ1|ď4
1dξ1dξ2dξ3
“ 8C4 2
3j
|τ |
ż
εď|ξ3|ď4
1
|ξ3|
ż
εď|ξ2|ď4
1
|ξ2|2dξ2dξ3
“ 32C4 2
3j
|τ |
ˆ
1
ε
´ 14
˙
ln
ˆ
4
ε
˙
ď 32C4 2
3j
|τ |
1
ε
ln
ˆ
4
ε
˙
“ C5 2
3j
ε|τ | ln
ˆ
4
ε
˙
. (3.15)
Tomando C “ maxtCi, i “ 0, . . . , 5u, e observando (3.8), (3.9), (3.12), (3.13) e
(3.15), chegamos a estimativa
ˇˇˇˇż
R3
eix¨ξe˘iτ
ξ3|ξ| pΦjpξqdξ ˇˇˇˇ ď C23j "ε` 1
ε|τ | ln
ˆ
4
ε
˙*
ď C23j
"
ln pe` |τ |q
1` |τ |
* 1
2
, (3.16)
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para todo j P Z e x “ px1, x2, x3q P R3 com x2 “ 0.
Provemos a desigualdade para todo x P R3zt0u. Fixado x “ px1, x2, x3q P
R3zt0u, existem r ą 0 e θ P r0, 2piq tal que px1, x2q “ pr cos θ, rsenθq. Definindo em R2
o operador linear Tθpu, vq “ pu cos θ ´ vsenθ, usenθ ` v cos θq, observamos que Tθpr, 0q “
pr cos θ, rsenθq “ px1, x2q e T2pi´θ “ pTθq´1.
Defina em R3 o operador T pu, v, wq “ pTθpu, vq, wq e note as seguintes proprie-
dades:
(i) T´1pu, v, wq “ pT´1θ pu, vq, wq.
(ii) T pu, v, wq ¨ pξ1, ξ2, ξ3q “ pu, v, wq ¨ T´1pξ1, ξ2, ξ3q.
(iii) |T´1pξ1, ξ2, ξ3q| “ |pξ1, ξ2, ξ3q|.
Observe que, de (iii) e do fato de xΦj ser radial, temos xΦjpT´1pξqq “ xΦjpξq.
Agora, de (i), (ii), (iii), a desigualdade (3.16), e o teorema de mudança de
variáveis (veja Teorema 1.1, p. 17), temos que
ż
R3
eix¨ξe˘iτ
ξ3|ξ|xΦjpξqdξ “ ż
R3
eipr,0,x3q¨T
´1pξqe˘iτ
P3pT´1pξqq
|T´1pξq| xΦjpT´1pξqqdξ
“
ż
R3
eipr,0,x3q¨ξe˘iτ
ξ3|ξ|xΦjpξqdξ ď C23j" ln pe` |τ |q1` |τ |
* 1
2
.
De posse do lema anterior, podemos provar o seguinte resultado.
Proposição 3.1. Para 2 ď p ď 8, existe uma constante positiva C ą 0 tal que
}G˘pτqrf s} 9Bsp,q ď C
"
ln pe` |τ |q
1` |τ |
* 1
2p1´ 2pq}f}
9B
s`3p1´ 2pq
p1,q
,
para todo s P R, 1 ď q ď 8, τ P R e f P 9Bs`3p1´
2
pq
p1,q .
Demonstração. Como Φj ˚ φj “ φj, @j P Z, obtemos as seguintes igualdades
G˘pτqrΦjs ˚ pφj ˚ fq “ pG˘pτqrΦjs ˚ φjq ˚ f “ pG˘pτqrΦj ˚ φjsq ˚ f
“ G˘pτqrφjs ˚ f “ G˘pτqrφj ˚ f s
“ G˘pτqrf ˚ φjs “ G˘pτqrf s ˚ φj
“ φj ˚G˘pτqrf s.
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Logo,
φj ˚G˘pτqrf s “ G˘pτqrΦjs ˚ pφj ˚ fq, @j P Z. (3.17)
Utilizando a desigualdade triangular para } ¨ }L8 , a igualdade (3.17) e a desi-
gualdade de Young (veja Proposição 1.7, p. 19), obtemos
}Φj ˚G˘pτqrf s}Ł8 “ }pφj´1 ` φj ` φj`1q ˚G˘pτqrf s}L8 “
››››› 1ÿ
k“´1
φj`k ˚G˘pτqrf s
›››››
L8
ď
1ÿ
k“´1
}φj`k ˚G˘pτqrf s}L8 “
1ÿ
k“´1
}G˘pτqrΦj`ks ˚ pφj`k ˚ fq}L8
ď
1ÿ
k“´1
}G˘pτqrΦj`ks}L8}φj`k ˚ f}L1 . (3.18)
Aplicando o Lema 3.1, p. 54, no termo a direita da desigualdade (3.18), garan-
timos a existência de C1 ą 0 tal que
1ÿ
k“´1
}G˘pτqrΦj`ks}L8}φj`k ˚ f}L1 ď
1ÿ
k“´1
C123pj`kq
"
lnpe` |τ |q
1` |τ |
* 1
2 }φj`k ˚ f}L1
“ C1
"
lnpe` |τ |q
1` |τ |
* 1
2
23j
1ÿ
k“´1
23k}φj`k ˚ f}L1 .
Agora, aplicando a desigualdade de Young (veja Proposição 1.7, p. 19) no último termo
da desigualdade anterior, tem-se
C1
"
lnpe` |τ |q
1` |τ |
* 1
2
23j
1ÿ
k“´1
23k}φj`k ˚ f}L1 ď C1
"
lnpe` |τ |q
1` |τ |
* 1
2
23j
1ÿ
k“´1
23k}φj`k}L1}f}L1
“ C1
"
lnpe` |τ |q
1` |τ |
* 1
2
23j}f}L1
1ÿ
k“´1
23k}φj`k}L1
“ C23j
"
lnpe` |τ |q
1` |τ |
* 1
2 }f}L1 , (3.19)
onde C “ C1
1ÿ
k“´1
23k}ϕj`k}L1 . Com isso, de (3.18) e (3.19), chegamos a
}Φj ˚G˘pτqrf s}L8 ď C23j
"
lnpe` |τ |q
1` |τ |
* 1
2 }f}L1 , @j P Z e f P L1pR3q. (3.20)
Para o caso p “ 2, aplicando o Teorema de Plancherel (veja Teorema 1.4, p.
22), obtemos
}Φj ˚G˘pτqrf s}L2 “ }F rΦj ˚G˘pτqrf ss}L2 “ }F rΦjse˘iτ
ξ2|ξ|F rf s}L2 . (3.21)
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Como |xΦjpξqe˘iτ ξ2|ξ| pfpξq| ď | pfpξq|, então
}F rΦjse˘iτ
ξ2|τ |F rf s}L2 ď } pf}L2 . (3.22)
De (3.21), (3.22), e novamente o Teorema de Plancherel, segue que
}Φj ˚G˘pτqrf s}L2 ď } pf}L2 “ }f}L2 .
Logo,
}Φj ˚G˘pτqrf s}L2 ď }f}L2 , @f P L2pR3q, j P Z. (3.23)
Por (3.20), podemos definir T : L1 Ñ L8 por T pfq “ Φj ˚G˘pτqrf s, e garantir
que
sup
"}T pfq}L8
}f}L1 ; 0 ‰ f P L
1
*
ď C23j
"
lnpe` |τ |q
1` |τ |
* 1
2
.
Da mesma forma, de (3.23), podemos definir T : L2 Ñ L2 como anteriormente, e mostrar
que
sup
"}T pfq}L2
}f}L2 ; 0 ‰ f P L
2
*
ď 1.
Com isso, aplicando o Teorema de Interpolação de Riesz-Thorin (veja Teorema 1.3, p. 18),
obtemos a estimativa
}Φj ˚G˘pτqrf s}Lp ď C23p1´ 2pqj
"
lnpe` |τ |q
1` |τ |
* 1
2p1´ 2pq }f}Lp1 @j P Z, 2 ď p ď 8 e f P Lp1 .
(3.24)
Como Φj ˚G˘pτqrφj ˚ f s “ φj ˚G˘pτqrf s, de (3.24), segue que
}φj ˚G˘pτqrf s}Lp ď C23p1´ 2pqj
"
lnpe` |τ |q
1` |τ |
* 1
2p1´ 2pq }φj ˚ f}Lp1 , @j P Z, τ P R, f P Lp1 .
(3.25)
Multiplicando ambos os lados de (3.25) por 2sj, obtemos
2sj}ϕj˚G˘pτqrf s}Lp ď C
"
lnpe` |τ |q
1` |τ |
* 1
2p1´ 2pq
2p3p1´ 2pq`sqj}φj˚f}Lp1 , @j P Z, τ P R, f P Lp1 .
Por fim, tomando a norma lqpZq na desigualdade anterior, chegamos a estimativa
}G˘pτqrf s} 9Bsp,q ď C
"
lnpe` |τ |q
1` |τ |
* 1
2p1´ 2pq }f}
9B
s`3p1´ 2pq
p1,q
, @f P 9Bs`3p1´
2
pq
p1,q pR3q.
Agora, com os dois resultados provados anteriormente, podemos provar as
estimativas desejadas para o semigrupo TΩptq.
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Proposição 3.2. Seja 1 ă q ď 2 ď p ă 8 satisfazendo 1
q
ě 1´ 1
p
. Então, existe C ą 0
tal que
}TΩptqf}LppR3q3 ď Ct´ 32p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq }f}LqpR3q3 (3.26)
para todo Ω P R, t ą 0 e f P LqpR3q3.
Demonstração. Seja f P LqpR3q3 e consideremos TΩptqf “ ppTΩptqfq1, pTΩptqfq2, pTΩptqfq3q.
Analisemos inicialmente pTΩptqfq1 que, em vista da igualdade (1.29), p. 37, pode ser escrito
como
pTΩptqfq1 “ 12
“
G`pΩtqret∆pf1 `R3f2 ´R2f3qs `G´pΩtqret∆pf1 ´R3f2 `R2f3qs
‰
“ 12rG`pΩtqe
t∆f1 `R3G`pΩtqet∆f2 ´R2G`pΩtqet∆f3 `G´pΩtqet∆f1
´ R3G´pΩtqet∆f2 `R2G´pΩtqet∆f3s. (3.27)
Aplicando a norma } ¨ }p em (3.27), desigualdade triangular e a limitação das
transformadas de Riesz em Lp (veja Proposição 1.28, p. 32), podemos afirmar que existe
C1 ą 0 tal que
}pTΩptqfq1}p ď C1 12
3ÿ
i“1
`}G`pΩtqet∆fi}p ` }G´pΩtqet∆fi}p˘ . (3.28)
Pela imersão contínua 9B0p,2pR3q ãÑ LppR3q, existe C2 ą 0 tal que
}G˘pΩtqet∆fi}p ď C2}G˘pΩtqet∆fi} 9B0p,2 @i “ 1, 2, 3. (3.29)
Além disso, da Proposição 3.1, p 59, existe C3 ą 0 tal que
}G˘pΩtqet∆fi} 9B0p,2 ď C3
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq }et∆fi}
9B
3p1´ 2pq
p1,2
, @i “ 1, 2, 3. (3.30)
Das desigualdades (3.28), (3.29) e (3.30), obtemos
}pTΩptqfq1}p ď C1C2C3
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq 3ÿ
i“1
}et∆fi}
9B
3p1´ 2pq
p1,2
. (3.31)
Agora, aplicamos o Lema 2.1, p. 51, e afirmamos que existe C4 ą 0 tal que
}et∆fi}
9B
3p1´ 2pq
p1,2
ď K4t´ 32p 1q´ 1pq}fi}
9B
3p1´ 1q´ 1pq
p1,2
@i “ 1, 2, 3. (3.32)
Por outro lado, a Proposição 2.7, p. 48, e a imersão contínua LqpR3q ãÑ 9B0q,2pR3q, nos diz
que existem C5, C6 ą 0 tais que
}fi}
9B
3p1´ 1q´ 1pq
p1,2
ď C5}fi} 9B0q,2 , @i “ 1, 2, 3. (3.33)
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Das desigualdades (3.31), (3.32) e (3.33), segue que
}pTΩptqfq1}p ď K1t´ 32p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq 3ÿ
i“1
}fi} 9B0q,2
“ K1t´ 32p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq }f} 9B0q,2pR3q3 . (3.34)
Pela semelhança das expressões de pTΩptqfq1, pTΩptqfq2 e pTΩptqfq3, podemos afirmar que
existem K2, K3 ą 0 tais que
}pTΩptqfqi}p ď Kit´ 32p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq }f} 9B0q,2pR3q3 , i “ 1, 2. (3.35)
Tomando C˜1 “ 3 maxtK1, K2, K3u e observando (3.34) e (3.35), temos
}TΩptqf}p “
3ÿ
i“1
}pTΩptqfqi}p ď C˜1t´ 32p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq }f} 9B0q,2pR3q3 .
Portanto, existe C˜1 ą 0 tal que
}TΩptqf}LppR3q3 ď C˜1t´ 32p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq }f} 9B0q,2pR3q3 . (3.36)
Além disso, pela imersão contínua LqpR3q ãÑ 9B0q,2pR3q, existe C˜2 ą 0 tal que
}f} 9B0q,2pR3q3 ď C˜2}f}LqpR3q3 , @f P LqpR3q3. (3.37)
Portanto, de (3.36) e (3.37), chegamos a
}TΩptqf}LppR3q3 ď Ct´ 12p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω}t
* 1
2p1´ 2pq }f}LqpR3q3 .
Proposição 3.3. Sejam 2 ă p ă 6 e 2 ă θ ă 8 satisfazendo
3
4 ´
3
2p ď
1
θ
ă 1´ 2
p
.
Então, existe C ą 0 tal que
}TΩp¨qf}Lθp0,8;Lpq3 ď C|Ω|´ 1θ` 34p1´ 2pq}f}L2pR3q3
para todo Ω P Rzt0u e f P L2pR3q3.
Demonstração. A demonstração será baseada no argumento de dualidade. Para isso,
provemos queˇˇˇˇż 8
0
ż
R3
G˘pΩtqret∆f spxqΨpx, tqdxdt
ˇˇˇˇ
ď C|Ω|´ 1θ` 34` 32p }f}L2}Ψ}Lθ1 p0,8;Lp1 pR3qq
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para todo Ψ P C80 pR3 ˆ p0,8qq.
Primeiramente, note que
F pG˘pΩtqret∆f sqF pΨptqq “ F pfqF pG¯pΩtqret∆Ψptqsq.
Assim, aplicando duas vezes a igualdade de Parseval (veja Proposição 1.14, p. 21), obtemosż
R3
G˘pΩtqret∆f spxqΨpx, tqdx “
ż
R3
pFfqpxqF pG¯pΩtqret∆Ψptqspxqdx
“
ż
R3
fpxqG¯pΩtqret∆Ψptqspxqdx. (3.38)
Por (3.38) e desigualdade de Hölder, obtemosˇˇˇˇż 8
0
ż
R3
G˘pΩtqret∆f spxqΨpx, tqdxdt
ˇˇˇˇ
“
ˇˇˇˇż 8
0
ż
R3
fpxqG¯pΩtqret∆Ψptqspxqdxdt
ˇˇˇˇ
“
ˇˇˇˇż
R3
fpxq
ż 8
0
G¯pΩtqret∆Ψptqspxqdtdx
ˇˇˇˇ
ď }f}L2
››››ż 8
0
G¯pΩtqret∆Ψptqsdt
››››
L2
“ }f}L2
››››ż 8
0
G¯pΩtqret∆Ψptqsdt
››››
L2
. (3.39)
Agora, note queˇˇˇˇż 8
0
G¯pΩtqret∆Ψptqspxqdt
ˇˇˇˇ2
“
ˆż 8
0
G¯pΩtqret∆Ψptqspxqdt
˙ˆż 8
0
G¯pΩtqret∆Ψpτqspxqdτ
˙
“
ˆż 8
0
G¯pΩtqret∆Ψptqspxq
˙ż 8
0
´
G¯pΩτqreτ∆Ψpτqspxqdτ
¯
“
ż 8
0
ż 8
0
G¯pΩtqret∆ΨptqspxqG¯pΩτqreτ∆Ψpτqspxqdtdτ.
(3.40)
Novamente, aplicando a igualdade de Parseval, obtemosż
R3
G¯pΩtqret∆ΨptqspxqG¯pΩτqreτ∆Ψpτqspxqdx “
ż
R3
Ψpx, tqG˘pt´ τqrept`τq∆Ψpτqspxqdx.
(3.41)
Usando as igualdades (3.40) e (3.41), podemos escrever››››ż 8
0
G¯pΩtqret∆Ψptqsdt
››››2
L2
“
ż
R3
ż 8
0
ż 8
0
G¯pΩtqret∆ΨptqspxqG¯pΩτqreτ∆Ψpτqspxqdtdτdx
“
ż 8
0
ż 8
0
ż
R3
Ψpx, tqG˘pΩpt´ τqqrept`τq∆Ψpτqspxqdxdtdτ
(3.42)
Agora, sabemos que para 2 ď p ď 8, temos a imersão contínua 9B0p,2pR3q ãÑ LppR3q. Logo,
existe C1 ą 0 tal que
}G˘pΩpt´ τqqrept`τq∆Ψpτqs}Lp ď C1}G˘pΩpt´ τqqrept`τq∆Ψpτqs} 9B0p,2 . (3.43)
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Da desigualdade de Hölder, desigualdade (3.43) e Proposição 3.1, p. 59, obtemosż 8
0
ż 8
0
ż
R3
Ψpx, tqG˘pΩpt´ τqqrept`τq∆Ψpτqspxqdxdtdτ
ď
ż 8
0
ż 8
0
}Ψptq}Lp1 }G˘pΩpt´ τqqrept`τq∆Ψpτqs}Lpdtdτ
ď C1
ż 8
0
ż 8
0
}Ψptq}Lp1 }G˘pΩpt´ τqqrept`τq∆Ψpτqs} 9B0p,2dtdτ
ď C1C2
ż 8
0
ż 8
0
}Ψptq}Lp1
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq }ept`τq∆Ψpτq}
9B
3p1´ 2pq
p1,2
dtdτ
(3.44)
Note que do Lema 2.1, p. 51, e a imersão contínua Lp1pR3q ãÑ 9B0p1,2pR3q, segue que existem
C3, C4 ą 0 tais que
}ept`τq∆Ψpτq}
9B
3p1´ 2pq
p1,2
ď C3pt` τq´ 32p1´ 2pq}Ψpτq} 9B0
p1,2
ď C3C4pt` τq´ 32p1´ 2pq}Ψpτq}Lp1
ď C3C4|t´ τ |´ 32p1´ 2pq}Ψpτq}Lp1 , (3.45)
onde a última desigualdade é verificada pois |t´ τ | ď t` τ, @t, τ P p0,8q.
Além disso, aplicando a desigualdade de Hölder, podemos estimarż 8
0
ż 8
0
}Ψptq}Lp1
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq 1
|t´ τ | 32p1´ 2pq
}Ψpτq}Lp1dτdt
“
ż 8
0
}Ψptq}Lp1
ż 8
0
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq 1
|t´ τ | 32p1´ 2pq
}Ψpτq}Lpdτdt
ď }Ψ}Lθ1 p0,8;Lp1 pR3qq
››››ż 8
0
hp¨ ´ τq}Ψpτq}Lp1dτ
››››
Lθp0,8q
(3.46)
com
hptq “
"
lnpe` |Ω||t|q
1` |Ω||t|
* 1
2p1´ 2pq 1
|t| 32p1´ 2pq
.
Combinando as desigualdades (3.42), (3.44), (3.45) e (3.46), chegamos a estimativa››››ż 8
0
G¯pΩtqret∆Ψptqsdt
››››2
L2
ď C1C2C3C4}Ψ}Lθ1 p0,8;Lp1 pR3q
››››ż 8
0
hp¨ ´ τq}Ψpτq}Lp1dτ
››››
Lθp0,8q
.
(3.47)
No caso 1
θ
ą 34 ´
3
2p, temos h P L
θ
2 pRq. Fazendo um cálculo de integral direto, temos que
}h}
L
θ
2 pRq “ C5|Ω|
´ 2
θ
` 32´ 3p . (3.48)
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Além disso, usando a desigualdade de Young (veja Proposição 1.7, p. 19), podemos estimar››››ż 8
0
hp¨ ´ τq}Ψpτq}Lp1dτ
››››
Lθp0,8q
ď }h}
L
θ
2
}}Ψpτq}Lp1 }Lθ1 p0,8q. (3.49)
Em vista de (3.47), (3.48) e (3.49), obtemos››››ż 8
0
G¯pΩtqret∆Ψptqsdt
››››2
L2
ď C˜|Ω|´ 2θ` 32´ 3p }Ψ}2
Lθ1 p0,8;Lp1 pR3q, (3.50)
com C˜ “
5ź
i“1
Ci.
A seguir, analisemos o caso 1
θ
“ 34´
3
2p. Primeiramente, como
lnpe` |Ω||t|q
1` |Ω||t| ď 1,
temos que
hptq ď |t|´ 32p1´ 2pq. (3.51)
Definindo
gpτq “ χp0,8qpτq}Ψ}Lp1
e aplicando a desigualdade de Hardy-Littlewood-Sobolev (veja Proposição 1.5, p. 18) para
n “ 1 e α “ 1´ 2
θ
, segue que existe C6 ą 0 tal que››››ż 8
0
| ¨ ´τ |´ 32p1´ 2pq}Ψpτq}Lp1
››››
Lθp0,8q
ď C6}g}Lθ1 pRq “ C6
ˆż
R
|gpτq|θ1dτ
˙ 1
θ1
“ C6
ˆż 8
0
}Ψpτq}θ1
Lp1dτ
˙ 1
θ1 “ C6}Ψ}Lθ1 p0,8;Lp1 pR3q.
(3.52)
Além disso,››››ż 8
0
hpt´ τq}Ψpτq}Lp1dτ
››››
Lθp0,8q
“
¨˝ż 8
0
«ż 8
0
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq |t´ τ |´ 32p1´ 2pq}Ψpτq}Lp1dτ
ffθ
dt‚˛
1
θ
ď
˜ż 8
0
„ż 8
0
|t´ τ |´ 32p1´ 2pq}Ψpτq}Lp1dτ
θ
dt
¸ 1
θ
. (3.53)
Logo, ››››ż 8
0
hp¨ ´ τq}Ψpτq}Lp1dτ
››››
Lθp0,8q
ď C6}Ψ}Lθ1 p0,8;Lp1 pR3qq. (3.54)
Assim, tomando C “ maxtC˜, C6u, e usando as desigualdades (3.39), (3.50) e (3.54),
chegamos aˇˇˇˇż 8
0
ż
R3
G˘pΩtqret∆f spxqΨpx, tqdxdt
ˇˇˇˇ
ď C|Ω|´ 1θ` 34` 32p }f}L2}Ψ}Lθ1 p0,8;Lp1 pR3q.
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Recordando que
TΩptqf “ 12G`pΩtqre
t∆pI `Rqf s ` 12G´pΩtqre
t∆pI ´Rqf s,
e que as transformadas de Riesz são limitadas em Lr para 1 ă r ă 8 (veja Proposição
1.28, p. 32), obtemos o resultado desejado.
Proposição 3.4. Para todo f P 9H 12 pR3q3, temos a seguinte propriedade assintótica
lim
|Ω|Ñ8
}TΩp¨qf}
L4p0,8; 9H
1
2
3 q3
“ 0. (3.55)
Demonstração. Considere ZpR3q definido por
ZpR3q :“
"
f P SpR3q;
ż
R3
fpxqdx “ 0
*
.
Como ZpR3q é denso em 9H 12 , então ZpR3q3 é denso em 9H 12 pR3q3. Logo, existe tfnu8n“1 Ă
ZpR3q3 tal que fn Ñ f em 9H 12 pR3q3 quando n Ñ 8. Pela Proposição 3.3, p. 63, existe
C1 ą 0 tal que
}TΩp¨qpfn ´ fq}
L4p0,8; 9H
1
2
3 q3
“ }p´∆q 14TΩp¨qpfn ´ fq}L4p0,8;L3q3
“ }TΩp¨qp´∆q 14 pfn ´ fq}L4p0,8;L3q3
ď C1}p´∆q 14 pfn ´ fq}L2pR3q3 “ C1}fn ´ f} 9H 12 pR3q3 , @n P N.
(3.56)
Utilizando a desigualdade triangular e (3.56), segue que
}TΩp¨qf}
L4p0,8; 9H
1
2
3 q3
“ }TΩp¨qpf ´ fnq ` TΩp¨qfn}
L4p0,8; 9H
1
2
3 q3
ď }TΩp¨qpfn ´ fq}
L4p0,8; 9H
1
2
3 q3
` }TΩp¨qfn}
L4p0,8; 9H
1
2
3 q3
ď C1}fn ´ f}p 9H 12 q3 ` }TΩp¨qfn}L4p0,8; 9H 123 q @n P N. (3.57)
Agora, tomando p satisfazendo 83 ă p ă 3, a Proposição 1.24, p. 29, nos garante que
9H
´ 12` 3p
p pR3q ãÑ 9H
1
2
3 pR3q e existe C2 ą 0 tal que
}TΩptqfn}p 9H 123 q3 ď C2}TΩptqfn}p 9H´ 12` 3pp q3 , @t ą 0. (3.58)
Da definição das normas em L4p0,8; 9H 123 q3 e L4p0,8; 9H´
1
2` 3p
p q3 e a desigualdade (3.58),
segue que
}TΩp¨qfn}
L4p0,8; 9H
1
2
3 q3
ď C2}TΩp¨qfn}pL4p0,8; 9H´ 12` 3pp q3 . (3.59)
Pela desigualdade (3.59) e Proposição 3.3, p. 63, podemos estimar
}TΩp¨qfn}
L4p0,8; 9H
1
2
3 q3
ď C2}TΩp¨qfn}
L4p0,8; 9H´
1
2` 3p
p pR3q3
ď C1C2|Ω|´ 14` 34p1´ 2pq}fn}p 9H´ 12` 3p2 pR3qq3
. (3.60)
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Usando (3.57) e (3.60), chegamos a
}TΩp¨qf}
L4p0,8; 9H
1
2
3 q3
ď C1}fn ´ f} 9H 12 ` C1C2|Ω|
´ 14` 34p1´ 2pq}fn} 9H´ 12` 3p . (3.61)
Como fn Ñ f em 9H 12 pR3q3, então dado ε ą 0 existe n0 P N de modo que
}fn ´ f}p 9H 12 q3 ă
ε
2C1
, @n ě n0. (3.62)
Além disso, como 34 ´
3
2p ă
1
4 então
lim
|Ω|Ñ8
|Ω|´ 14` 34p1´ 2pq “ 0.
Logo, para ε ą 0 existe K ą 0 tal que
|Ω|´ 14` 34p1´ 2pq ă ε2C1C2}fn0} 9H´ 12` 3p
, @|Ω| ą K. (3.63)
Portanto, de (3.61), (3.62) e (3.63), podemos afirmar que dado ε ą 0, existe K ą 0 tal que
}TΩp¨qf}
L4p0,8; 9H
1
2
3 q3
ď ε, @|Ω| ą K.
Portanto,
lim
|Ω|Ñ8
}TΩp¨qf}
L4p0,8; 9H
1
2
3 q3
“ 0,
como desejávamos.
3.2 Estimativas Não Lineares
Nesta seção, tratamos das estimativas da parte não linear da equação integral
(1.26), p 36. Inicialmente, provamos uma proposição extraída de [?], que nos fornece uma
estimativa para o gradiente do semigrupo do calor et∆.
Proposição 3.5. Seja 1 ď r ď p ď 8. Então existe C ą 0 tal que
}∇ket∆f}p ď Ct´ k2´ 32p 1r´ 1pq}f}r, (3.64)
para todo t ą 0, k “ 0, 1 e f P LrpR3q.
Demonstração. Recordemos do Lema 2.1, p. 51, que et∆f “ H?t ˚ f, @t ą 0, onde
Hpxq “ p4piq´ 32 e |x|
2
4 e Hεpxq “ ε´3H
´x
ε
¯
.
Primeiramente, vamos fazer algumas estimativas para }et∆f}r e }et∆f}8. Note
que, pela desigualdade de Young (veja Proposição 1.7, p. 19), segue que
}et∆f}r “ }H?t ˚ f}r ď }H?t}1}f}r. (3.65)
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Além disso, uma simples aplicação do teorema de mudança de variáveis (veja Teorema 1.1,
p. 17) nos permite afirmar que
}H?t}1 “ 1
pi
3
2
ż
R3
e´|ξ|
2
dξ “ C1 ă 8. (3.66)
Com isso, de (3.65) e (3.66), obtemos
}et∆f}r ď C1}f}r. (3.67)
Novamente, pela desigualdade de Young (veja Proposição 1.7, p. 19), temos que
}et∆f}8 “ }H?t ˚ f}8 ď }H?t}r1}f}r. (3.68)
Também, novamente aplicando o teorema de mudança de variáveis, obtemos
}H?t}r1 “ 2
3
r1
p4piq 32 t
´ 32r
ˆż
R3
e´|ξ|
2r1
dξ
˙ 1
r1 “ C2t´ 32r . (3.69)
Logo, de (3.68) e (3.69), chegamos a
}et∆f}8 ď C2t´ 32r }f}r. (3.70)
Agora, para p ě r, usando a desigualdade de Hölder e desigualdades (3.67) e (3.70),
podemos estimar
}et∆f}p ď }et∆f}1´
r
p8 }et∆f}
r
p
r
ď C1´
r
p
1 t
´ 32r p1´ rpq}f}1´
r
p
r C
r
p
2 }f}
r
p
r
“ C3t´ 32p 1r´ 1pq}f}r. (3.71)
Estimemos }Bxiet∆f}r. Note que, da Proposição 1.8, p. 19, podemos afirmar que
BxipH?t ˚ fq “ BxipH?tq ˚ f, @i “ 1, . . . n. (3.72)
Logo, aplicando a desigualdade de Young (veja Proposição 1.7, p. 19), podemos ver que
}Bxipet∆fq}r “ }BxipH?t ˚ fq}r “ }BxipH?tq ˚ f}r ď }BxiH?t}1}f}r. (3.73)
Além disso, fazendo um cálculo de integral direto utilizando o teorema de mudança de
variáveis (veja Teorema 1.1, p. 17), obtemos
}BxiH?t}1 “ pi´
3
2 t´
1
2
ż
R3
ξie
´|ξ|2dξ “ Ci4t´ 12 , @i “ 1, . . . , n. (3.74)
Assim, de (3.73) e (3.74), chegamos a
}Bxiet∆f}r ď Ci4t´
1
2 }f}r, @i “ 1, . . . , n. (3.75)
Capítulo 3. Boa-colocação global das equações de Navier-Stokes-Coriolis nos espaços de Sobolev
homogêneos 70
Portanto,
}∇et∆f}r ď C4t´ 12 }f}r. (3.76)
Combinando as desigualdades (3.71) e (3.76), temos que
}∇et∆f}p “ }e t2∆∇e t2∆f}p
ď C3t´ 32p 1r´ 1pq}∇e t2∆f}r
ď C3C4t´ 12´ 32p 1r´ 1pq}f}r “ Ct´ 12´ 32p 1r´ 1pq}f}r. (3.77)
Finalmente, observamos que o resultado desejado segue das desigualdades (3.71) e (3.77).
A seguir, passamos para as estimativas da parte não linear da equação integral
(1.26), p36.
Proposição 3.6. Seja 2 ă p ă 3 e 65 ă q ă 2 satisfazendo
1´ 1
p
ď 1
q
ă 13 `
1
p
e (3.78)
max
"
0, 12 ´
3
2
ˆ
1
q
´ 1
p
˙
´ 12
ˆ
1´ 2
p
˙*
ă 1
θ
ď 12 ´
3
2
ˆ
1
q
´ 1
p
˙
. (3.79)
Então, existe C ą 0 tal que››››ż t
0
TΩpt´ τqP∇fpτqdτ
››››
Lθp0,8; 9Hspq
ď C|Ω|t´ 12´ 32p 1q´ 1pq´ 1θu}f}
L
θ
2 p0,8; 9Hsq q
(3.80)
para todo s P R, Ω P Rzt0u e f P L θ2 p0,8; 9Hsq pR3qq.
Demonstração. Faremos inicialmente o caso s “ 0. Primeiramente, note que usando a
desigualdade de Minkowiski para integrais (veja Proposição 1.3, p. 16), temos››››ż t
0
TΩpt´ τqP∇fpτqdτ
››››
Lp
ď
ż t
0
}TΩpt´ τqP∇fpτq}Lpdτ, @t ą 0. (3.81)
Da definição da norma em Lθp0,8;Lpq e desigualdade (3.81), segue que››››ż t
0
TΩpt´ τqP∇fpτqdτ
››››
Lθp0,8;Lpq
“
˜ż 8
0
››››ż t
0
TΩpt´ τqP∇fpτqdτ
››››θ
LP
dt
¸ 1
θ
ď
˜ż 8
0
ˆż t
0
}TΩpt´ τqP∇fpτq}Lpdτ
˙θ
dt
¸ 1
θ
.(3.82)
Agora, note que
TΩpt´ τqP∇fpτq “ T2Ω
ˆ
t´ τ
2
˙
e
t´τ
2 ∆P∇fpτq. (3.83)
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Da igualdade (3.83) e Proposição 3.2, p. 62, podemos ver que existe C1 ą 0 tal que
}TΩpt´ τqP∇fpτq}Lp “
››››T2Ω ˆt´ τ2
˙
e
t´τ
2 ∆P∇fpτq
››››
Lp
ď C1
ˆ
t´ τ
2
˙´ 32p 1q´ 1pq " lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq }e t´τ2 ∆P∇fpτq}Lq .
(3.84)
Aplicando a limitação das transformadas de Riesz em Lp (veja Proposição 1.28, p. 32) e
Proposição 3.5, p. 68, garantimos a existência de constantes C2, C3 ą 0 tais que
}e t´τ2 ∆P∇fpτq}Lq “ }P∇e t´τ2 ∆fpτq}Lq
ď C2}∇e t´τ2 ∆fpτq}Lq
ď C2C3
ˆ
t´ τ
2
˙´ 12 }fpτq}Lq . (3.85)
Das desigualdades (3.84) e (3.85), segue que
}TΩpt´ τqP∇fpτq}Lp ď C4pt´ τq´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq }fpτq}Lq ,
com C4 “ C1C2C32 12` 32p 1q´ 1pq. Logo,ż t
0
}TΩpt´τqP∇fpτqdτ}Lp ď
ż t
0
C4pt´τq´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq }fpτq}Lqdτ.
(3.86)
De (3.82) e (3.86), obtemos››››ż t
0
TΩpt´ τqP∇fpτqdτ
››››
Lθp0,8;Lpq
ď C4
›››››
ż t
0
pt´ τq´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq }fpτq}Lqdτ
›››››
Lθp0,8q
.
(3.87)
A seguir, vamos analisar o caso 1
θ
“ 12 ´
3
2
ˆ
1
q
´ 1
p
˙
. Para nossa próxima
estimativa, observemos que a função h : r0,8q Ñ R definida por
hpxq “ lnpe` xq ´ 1´ x
é não crescente. Assim, temos as seguintes implicações
hpxq ď hp0q “ 0 ñ lnpe` xq ď 1` xñ lnpe` xq1` x ď 1, @x ě 0.
E, portanto,
ln pe` |Ω||t´ τ |q1` |Ω||t´ τ | ď 1, @t ą 0 e 0 ď τ ď t. (3.88)
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Da desigualdade (3.88), temos que
›››››
ż t
0
pt´ τq´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq }fpτq}Lqdτ
›››››
Lθp0,8q
“
¨˝ż 8
0
˜ż t
0
pt´ τq´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq }fpτq}Lqdτ
¸θ
dt‚˛
1
θ
ď
˜ż 8
0
ˆż t
0
pt´ τq´ 12´ 32p 1q´ 1pq}fpτq}Lqdτ
˙θ
dt
¸ 1
θ
ď
››››ż 8
0
|t´ τ |´ 12´ 32p 1q´ 1pq}fpτq}Lqdτ
››››
Lθp0,8q
. (3.89)
Agora, defina g : RÑ R por
gpτq “
#
}fpτq}Lq se τ P p0,8q
0 se τ R p0,8q
Mesmo f não sendo definida em R, escreveremos gpτq “ χp0,8qpτq}fpτq}Lq , a fim de facilitar
os cálculos. No entanto, observe que escrever g dessa forma é um abuso de notação.
Aplicando a desigualdade de Hardy-Littlewood-Sobolev (veja Proposição 1.5,
p. 18) para n “ 1 e α “ 12 ´
3
2
ˆ
1
q
´ 1
p
˙
, podemos dizer que existe C5 ą 0 tal que
}Iαg}Lθ ď C5}g}L θ2 “ C5
ˆż
R
|gpτq| θ2dτ
˙ 2
θ
“ C5
ˆż
R
χp0,8qpτq}fpτq}
θ
2
Lqdτ
˙ 2
θ
“ C5
ˆż 8
0
}fpτq} θ2Lqdτ
˙ 2
θ “ C5}f}
L
θ
2 p0,8;Lqq. (3.90)
Além disso, como
}Iαg}Lθ “
˜ż
R
ˆż
R
χp0,8qpτq}fpτq}Lq |t´ τ |´ 12´ 32p 1q´ 1pqdτ
˙θ
dt
¸ 1
θ
,
temos que››››ż t
0
pt´ τq´ 12´ 32p 1q´ 1pq}fpτq}Lqdτ
››››
Lθp0,8q
“
˜ż 8
0
ˆż t
0
}fpτq}Lq |t´ τ |´ 12´ 32p 1q´ 1pqdτ
˙θ
dt
¸ 1
θ
ď }Iαg}Lθ . (3.91)
Das desigualdades (3.89), (3.90) e (3.91), segue que›››››
ż t
0
pt´ τq´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω||t´ τ |q
1` |Ω||t´ τ |
* 1
2p1´ 2pq }fpτq}Lqdτ
›››››
Lθp0,8q
ď C5}f}
L
θ
2 p0,8;Lqq.
(3.92)
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Analisemos agora, o caso 1
θ
ă 12 ´
3
2
ˆ
1
q
´ 1
p
˙
. Para isso, vamos definir
g1 : RÑ R e h1 : RÑ R por
g1ptq “
$’&’% t
´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq
se t P p0,8q
0 se t R p0,8q
e
h1ptq “
#
}fptq}Lq se t P p0,8q
0 se t R p0,8q.
Note que dado t, τ P R temos t ´ τ ą 0 se, e somente se, τ ă t. Então, da definição de
g1, h1 e a convolução entre essas funções, podemos afirmar que:
(1) g1 ˚ h1ptq “ 0, @t ď 0.
(2) g1 ˚ h1ptq “
ż t
0
pt´ τq´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω||t´ τ |
1` |Ω||t´ τ |
* 1
2p1´ 2pq }fpτq}Lqdτ, @t ą 0.
De p1q e p2q, segue que
}g1˚h1}LθpRq “ }g1˚h1}Lθp0,8q “
›››››
ż t
0
pt´ τq´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω||t´ τ |
1` |Ω||t´ τ |
* 1
2p1´ 2pq }fpτq}Lqdτ
›››››
Lθp0,8q
(3.93)
Além disso, segue das definições de g1 e h1 que
}g}LrpRq “ }g}Lrp0,8q “
›››››t´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq›››››
Lrp0,8q
, (3.94)
com 1
θ
“ 1
r
` 2
θ
´ 1 e
}h1}
L
θ
2 pRq “ }h1}L θ2 p0,8q “ }}fpτq}Lq}L θ2 p0,8q “ }f}L θ2 p0,8;Lq . (3.95)
Das igualdades (3.93), (3.94), (3.95) e desigualdade de Young (veja Proposição 1.7, p. 19),
obtemos
›››››
ż t
0
pt´ τq´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω||t´ τ |
1` |Ω||t´ τ |
* 1
2p1´ 2pq }fpτq}Lqdτ
›››››
Lθp0,8q
ď
›››››t´ 12´ 32p 1q´ 1pq
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq›››››
Lrp0,8q
}f}
L
θ
2 p0,8;Lqq
“ C6|Ω| 1θ´ 12` 32p 1q´ 1pq}f}
L
θ
2 p0,8;Lqq. (3.96)
Tomando C “ maxtC5, C6u e observando (3.87), (3.92) e (3.96), obtemos a desigualdade
(3.80), p 70.
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Agora, analisemos o caso s ‰ 0. Primeiramente, note que
p´∆q s2
ż t
0
TΩpt´ τqP∇fpτqdτ “
ż t
0
TΩpt´ τqP∇p´∆q s2fpτqdτ. (3.97)
Logo, em vista da definição da norma de 9HsppR3q e a desigualdade (3.97), temos››››ż t
0
TΩpt´ τqP∇fpτqdτ
››››
Lθp0,8; 9Hspq
“
››››p´∆q s2 ż t
0
TΩpt´ τqP∇fpτqdτ
››››
Lθp0,8;Lpq
“
››››ż t
0
TΩpt´ τqP∇p´∆q s2fpτqdτ
››››
Lθp0,8;Lpq
.(3.98)
Aplicando o que foi provado no caso s “ 0, podemos estimar››››ż t
O
TΩpt´ τqP∇p´∆q s2fpτqdτ
››››
Lθp0,8;Lpq
ď C|Ω|t´ 12´ 32p 1q´ 1pq´ 1θu}p´∆q s2f}
L
θ
2 p0,8;Lqq
“ C|Ω|t´ 12´ 32p 1q´ 1pq´ 1θu}f}
L
θ
2 p0,8; 9Hsq q
. (3.99)
De (3.98) e (3.99), obtemos o resultado desejado.
Proposição 3.7. Existe constante C ą 0 tal que››››ż t
0
TΩpt´ τq∇fpτqdτ
››››
L8p0,8; 9HsqXL4p0,8; 9Hs3q
ď C}f}L2p0,8; 9Hsq (3.100)
para todo s P R, Ω P R e f P L2p0,8; 9HspR3qq.
Demonstração. A princípio, provaremos o caso s “ 0. Primeiramente, fixados t P p0,8q e
ξ P R3, da desigualdade de Hölder, segue queż t
0
e´pt´τq|ξ|
2 |ξ|| pfpτq|dτ ď }e´pt´τq|ξ|2 |ξ|}L2τ p0,tq} pfpτq}L2τ p0,tq
“ }e´pt´τq|ξ|2}L2τ p0,tq|ξ|} pfpτq}L2τ p0,tq.
Logo, ››››ż t
0
e´pt´τq|ξ|
2 |ξ|| pfpτq|dτ››››
L2
ď
›››}e´pt´τq|ξ|2}L2τ p0,tq|ξ|} pfpτq}L2τ p0,tq›››
L2
. (3.101)
Agora, note que
}e´pt´τq|ξ|2}L2τ p0,tq “
1´ e´2t|ξ|2
2|ξ|2
e então
}e´pt´τq|ξ|2}L2τ p0,tq ¨ |ξ| ď
1?
2
. (3.102)
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Assim, usando a desigualdade (3.102), vemos que›››}e´pt´τq|ξ|2}L2τ p0,tq|ξ|| pfpτq}L2τ p0,tq›››
L2
ď 1?
2
›››| pfpτq}L2τ p0,tq›››
L2
“ 1?
2
›››››
ˆż t
0
|yfpτq|2dτ˙ 12 ›››››
L2
ď 1?
2
›››››
ˆż 8
0
|yfpτq|2dτ˙ 12 ›››››
L2
(3.103)
“ 1?
2
} pf}L2p0,8;L2q.
Além disso, do teorema de Plancherel (veja Teorema 1.4, p. 22), podemos observar que
} pf}L2p0,8;L2q “ ˆż 8
0
}yfptq}2L2dt˙ 12 “ ˆż 8
0
}fptq}8L2dt
˙ 1
2 “ }f}L2p0,8;L2q (3.104)
De (3.101), (3.102) e (3.104), podemos estimar››››ż t
0
TΩpt´ τq∇fpτqdτ
››››
L2
ď C1
››››ż t
0
e´pt´τq|ξ|
2 |ξ|| pfpτq|dτ››››
L2
ď C1
›››}e´pt´τq|ξ|2}L2τ p0,tq|ξ|} pfpτq}L2τ p0,tq}L2›››
L2
ď C1 1?2}
pf}L2p0,8;L2q
“ C2}f}L2p0,8;L2q. (3.105)
Agora, aplicando a Proposição 3.5, p. 68, e em seguida a Proposição 3.2, p. 62,
obtemos››››∇e pt´τq2 ∆T2Ω ˆt´ τ2
˙
f
››››
L3
ď C3
ˆ
t´ τ
2
˙´ 12´ 32p 12´ 13q }T2Ω ˆt´ τ2
˙
f}L2
ď C3C4 1
2´
1
2´ 32p 12´ 13q pt´ τq
´ 12´ 32p 12´ 13q}f}L2 . (3.106)
Assim, usando a desigualdade de Minköwiski para integrais (veja Proposição 1.3, p. 16) e
desigualdade (3.106), temos››››ż t
0
TΩpt´ τq∇fpτqdτ
››››
L3
ď
ż t
0
}TΩpt´ τq∇fpτq}L3dτ
“
ż t
0
››››∇e pt´τq2 ∆T2Ω ˆt´ τ2
˙
f
››››
L3
dτ
ď C5
ż t
0
pt´ τq´ 12´ 32p 12´ 13q}fpτq}L2dτ.
Logo,››››ż t
0
TΩpt´ τq∇fpτqdτ
››››
L4p0,8;L3pR3qq
ď C5
››››ż t
0
pt´ τq´ 12´ 32p 12´ 13q}fpτq}L2dτ
››››
L4p0,8q
.
(3.107)
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Como na proposição anterior, agora podemos aplicar a desigualdade de Hardy-Littlewood-
Sobolev (veja Proposição 1.5, p. 18) e concluir que, existe C6 ą 0 tal que››››ż t
0
pt´ τq´ 12´ 32p 12´ 13q}fpτq}L2dτ
››››
L4p0,8q
ď C6}f}L2p0,8;L2q. (3.108)
Das desigualdades (3.107) e (3.108), segue que››››ż t
0
TΩpt´ τq∇fpτqdτ
››››
L4p0,8;L3pR3qq
ď C5C6}f}L2p0,8;L2q. (3.109)
Tomando C “ maxtC5C6, C2u e observando as desigualdades (3.105) e (3.109), obtemos a
desigualdade (3.100), p. 74.
O caso s ‰ 0 podemos concluir de forma análoga ao caso s ‰ 0 da proposição
anterior.
3.3 Demonstrações dos Teoremas 3.1, 3.2 e Corolário 3.1
Nesta última seção, utilizamos as estimativas obtidas nas duas seções anteriores
para provar os Teoremas 3.1, 3.2 e Corolário 3.1.
3.3.1 Demonstração do Teorema 3.1
Primeiramente, em virtude das condições impostas sobre θ e p em (3.1) e (3.2)
(veja página 52), as condições para θ e p na Proposição 3.3, p. 63, são satisfeitas. Com
isso, podemos aplicar a Proposição 3.3 e garantir a existência de C0 ą 0 tal que
}TΩp¨qu0}Lθp0,8q; 9Hspq ď C0|Ω|´
1
θ
` 34p1´ 2pq}u0} 9Hs . (3.110)
Considere Ψpuq e Y definidos por
Ψpuqptq :“ TΩptqu0 ´
ż t
0
TΩpt´ τqP∇ ¨ pub uqpτqdτ (3.111)
e
Y :“
!
u P Lθp0,8; 9HsppR3qq3; }u}Lθp0,8; 9Hspq ď 2C0|Ω|´
1
θ
` 34p1´ 2pq}u0} 9Hs , div u “ 0
)
.
(3.112)
A seguir, veremos que sob determinadas condições para |Ω|, o operador linear Ψ mapeia Y
em si mesmo. Comecemos com algumas estimativas para }Ψpuq}Lθp0,8;Hspq, quando u P Y.
Seja q satisfazendo 1
q
“ 2
p
´ s3 . Como as condições assumidas sobre s, p, q e θ na Proposição
3.6, p. 70, e Proposição 1.25, p. 30, são satisfeitas, por causa de (3.1) e (3.2), podemos
aplicar a desigualdade de Hölder e Proposições 3.3 e 3.6 (pp. 63 e 70, respectivamente)
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para obter
}Ψpuq}Lθp0,8; 9Hspq “ }TΩp¨qu0 ´
ż t
0
TΩpt´ τqP∇ ¨ pub uqpτqdτ}Lθp0,8; 9Hspq
ď }TΩp¨qu0}Lθp0,8; 9Hspq ` }
ż t
0
TΩpt´ τqP∇ ¨ pub uqpτqdτ}Lθp0,8; 9Hspq
ď C0|Ω|´ 1θ` 34p1´ 2pq}u0} 9Hs ` C|Ω|´t
1
2´ 32p 1q´ 1pq´ 1θu}ub u}
L
θ
2 p0,8; 9Hsq q
.
(3.113)
Além disso, aplicando a Proposição 1.25, p. 30, existe K ą 0 tal que
}ub u}
L
θ
2 p0,8; 9Hsq q
ď K}u}2
Lθp0,8; 9Hspq. (3.114)
Assim, pela desigualdade (3.114) e do fato que u P Y , obtemos
C|Ω|´t 12´ 32p 1q´ 1pq´ 1θu}ub u}
L
θ
2 p0,8; 9Hqp
ď CK|Ω| 1θ´ 12` 32p 1q´ 1pq}u}2
Lθp0,8; 9Hspq
ď CK|Ω| 1θ´ 12` 32p 1q´ 1pq4C20 |Ω|2t´
1
θ
` 34p1´ 2pqu}u0}29Hs
“ C1|Ω|´ s2` 14 |Ω|´ 1θ` 34p1´ 2pq}u0}29Hs , (3.115)
onde C1 “ 4CKC20 . Das desigualdades (3.113) e (3.115), segue que
}Ψpuq}Lθp0,8; 9Hspq ď C0|Ω|´
1
θ
` 34p1´ 2pq}u0} 9Hs ` C1|Ω|´
s
2` 14 |Ω|´ 1θ` 34p1´ 2pq}u0}29Hs . (3.116)
Com isso, se Ω e u0 satisfazem
C1|Ω|´ s2` 14 }u0} 9Hs ď C0, (3.117)
então
}Ψpuq}Lθp0,8; 9Hspq ď 2C0|Ω|´
1
θ
` 34p1´ 2pq}u0} 9Hs , (3.118)
e, portanto, Ψpuq P Y. Agora, analisemos }Ψpuq ´ Ψpvq}Lθp0,8; 9Hspq quando u, v P Y.
Aplicando a bilinearidade do produto tensorial e Proposição 3.6, p. 70, obtemos
}Ψpuq ´Ψpvq}Lθp0,8; 9Hspq “
››››´ ż t
0
TΩpt´ τqP∇ ¨ pub uqpτqdτ
`
ż t
0
TΩpt´ τqP∇ ¨ pv b vqpτqdτ
››››
Lθp0,8; 9Hspq
“
››››ż t
0
TΩpt´ τqP∇ ¨ pub pu´ vqpτq ` pu´ vq b vpτqqdτ
››››
Lθp0,8; 9Hspq
ď C11 |Ω|
1
θ
´ 12` 32p 1q´ 1pq}ub pu´ vq ` pu´ vq b v}
L
θ
2 p0,8;Hsq q
.
(3.119)
Além disso, aplicando a Proposição 1.25, p. 30, e a desigualdade de Hölder, podemos dizer
que
}ub pu´ vq}
L
θ
2 p0,8; 9Hsq q
ď C21}u}Lθp0,8; 9Hspq}u´ v}Lθp0,8; 9Hspq, (3.120)
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e
}pu´ vq b v}
L
θ
2 p0,8; 9Hsq q
ď C21}u´ v}Lθp0,8; 9Hspq}v}Lθp0,8; 9Hspq. (3.121)
Assim, de (3.119), (3.120), (3.121) e do fato de u, v P Y , obtemos
}Ψpuq ´Ψpvq}Lθp0,8; 9Hspq ď C11 |Ω|
1
θ
´ 12` 32p 1q´ 1pq}ub pu´ vq ` pu´ vq b v}
L
θ
2 p0,8; 9Hsq q
ď C11 |Ω|
1
θ
´ 12` 32p 1q´ 1pqp}ub pu´ vq}
L
θ
2 p0,8; 9Hsq q
` }pu´ vq b v}
L
θ
2 p0,8; 9Hsq q
q
ď C11C21 |Ω|
1
θ
´ 12` 32p 1q´ 1pqp}u}Lθp0,8; 9Hspq ` }v}Lθp0,8; 9Hspqq}u´ v}Lθp0,8; 9Hspq
ď 4C0C11C21 |Ω|
1
4` 32q´ 3p }u0} 9Hs}u´ v}Lθp0,8; 9Hspq
“ C31 |Ω|´ s2` 14 }u0} 9Hs}u´ v}Lθp0,8; 9Hspq, (3.122)
onde C31 “ 4C11C21C0. Tomando Ω e u0 satisfazendo
C31 |Ω|´ s2` 14 }u0} 9Hs ď
1
2 , (3.123)
segue que
}Ψpuq ´Ψpvq}Lθp0,8; 9Hspq ď
1
2}u´ v}Lθp0,8; 9Hspq. (3.124)
Portanto, se Ω e u0 satisfazem (3.117) e (3.123) então, pelas desigualdades (3.118) e
(3.124), concluímos que Ψ é uma contração em Y. Com isso, aplicando o Teorema do Ponto
Fixo de Banach (veja Teorema 1.6, p. 37), podemos afirmar que Ψ admite um único ponto
fixo em Y, isto é, existe único u P Y tal que
uptq “ TΩptqu0 ´
ż t
0
TΩpt´ τqP∇ ¨ pub uqpτqdτ.
Agora, mostremos que a solução u P Y satisfaz uptq P 9HspR3q3, @t ě 0. Vamos mostrar
este fato em duas etapas, primeiramente para a parte linear de uptq e em seguida a parte
não linear. Analisemos a parte linear de uptq, isto é, TΩptqu0. Como u0 P 9Hs, então
p´∆q s2u0 P L2 e }u0} 9Hs “ }p´∆q
s
2u0}L2 . (3.125)
Além disso,
TΩptqrp´∆q s2u0s “ p´∆q s2TΩptqu0. (3.126)
Logo, de (3.125), (3.126) e Proposição 3.2, p. 62, podemos estimar
}TΩptqu0} 9Hs “ }TΩptqrp´∆q
s
2u0s}L2 ď C51
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq }p´∆q s2u0}L2
“ C51
"
lnpe` |Ω|tq
1` |Ω|t
* 1
2p1´ 2pq }u0} 9Hs , @t ą 0.
Portanto, TΩptqu0 P 9Hs, @t ą 0. Agora, analisemos a parte não linear. Considere 1
q
“ 2
p
´ s3 .
Vamos estimar }TΩpt´ τqP∇ ¨ pub uqpτq} 9Hs . Como P é limitado em L2 (podemos concluir
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isso da limitação das transformadas de Riesz em L2, veja Proposição 1.28, p. 32), segue
que existe C81 ą 0 tal que
}TΩpt´ τqP∇ ¨ pub uqpτq} 9Hs ď C81}TΩpt´ τq∇ ¨ pub uqpτq} 9Hs . (3.127)
Além disso, pela desigualdade (3.75), p. 69, da Proposição 3.5, p. 68, existe C91 ą 0 tal que
}Bke t´τ2 ∆puiujq} 9Hsq ď C91pt´ τq´
1
2 }uiuj} 9Hsq .
Logo, existe C02 ą 0 tal que
}e t´τ2 ∆∇ ¨ pub uq} 9Hsq ď C02pt´ τq´
1
2 }ub u} 9Hsq . (3.128)
Assim, da desigualdade (3.127), Proposição 3.2, p. 62, e desigualdade (3.128), obtemos
}TΩpt´ τqP∇ ¨ pub uqpτq} 9Hsp ď C81}TΩpt´ τq∇ ¨ pub uqpτq} 9Hs
“ C81}T2Ω
ˆ
t´ τ
2
˙
e
t´τ
2 ∆∇ ¨ pub uqpτq} 9Hs
ď C81C12pt´ τq´
3
2p 1q´ 12q}e t´τ2 ∆∇ ¨ pub uqpτq} 9Hsq
ď C81C02C12pt´ τq´
1
2´ 32p 1q´ 12q}ub upτq} 9Hsq . (3.129)
Agora, usamos Minkowiski para integrais (veja Proposição 1.3, p. 16), desigualdade (3.129)
e desigualdade de Hölder para estimar››››ż t
0
TΩpt´ τqP∇ ¨ pub uqpτqdτ
››››
9Hs
ď
ż t
0
}TΩpt´ τqP∇ ¨ pub uqpτq} 9Hsqdτ
ď C
ż t
0
pt´ τq´ 12´ 32p 1q´ 12q}ub upτq} 9Hsqdτ
ď C
ż t
0
pt´ τq´ 12´ 32p 1q´ 12q}upτq}29Hspdτ
ď C
›››pt´ ¨q´ 12´ 32p 1q´ 12q›››
L
θ
θ´2 p0ăτătq
›››}upτq}29Hsp›››L θ2 p0,8q
“ C
ˆż t
0
pt´ τq θθ´2p´ 12´ 32p 1q´ 12qqdτ
˙ θ´2
θ
}u}2
Lθp0,8; 9Hspq.(3.130)
Mas, como 1
θ
ă 58 ´
3
2p `
s
4 , então
θ
θ ´ 2
"
1
2 `
3
2
ˆ
1
q
´ 12
˙*
ă 1.
Logo,ż t
0
pt´ τq θθ´2p´ 12´ 32p 1q´ 12qqdτ “
"
θ
θ ´ 2
ˆ
´12 ´
3
2
ˆ
1
q
´ 12
˙˙
` 1
*´1
t1`
θ
θ´2p´ 12´ 32p 1q´ 12qq.
(3.131)
Assim, observando a desigualdade (3.130) e o fato de TΩptqu0 pertencer a 9HspR3q3, podemos
afirmar que uptq P 9HspR3q3 e também vemos que u P Cpr0,8q; 9HspR3qq3.
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Observação 3.5. Considere u0, v0 P 9Hs dois dados iniciais para o problema (1), e
suponhamos, sem perda de generalidade, que }v0} 9Hs ď }u0} 9Hs . Além disso, considere
Yu0 :“
!
u P Lθp0,8; 9HsppR3qq3; }u}Lθp0,8; 9Hspq ď 2C0|Ω|´
1
θ
` 34p1´ 2pq}u0} 9Hs , div u “ 0
)
e de forma análoga define-se Yv0 .
De acordo com o Teorema 3.1, demonstrado nesta subseção, existem u P Yu0 e
v P Yv0 soluções para o sistema (1) com os respectivos dados iniciais. Como }v0} 9Hs ď }u0} 9Hs
então v P Yu0 . Com isso, considerando o termo de Duhamel
Npw,wqptq “
ż t
0
TΩpt´ τqP∇ ¨ pw b wqpτqdτ
obtemos
}u´ v}Lθp0,8; 9Hspq ď }TΩptqpu0 ´ v0q}Lθp0,8q; 9Hspq ` }Npv, vq ´Npu, uq}Lθp0,8; 9Hspq. (3.132)
Em vista das desigualdades (3.110) e (3.124), pp. 76 e 78, respectivamente, e a desigualdade
(3.132), podemos estimar
}u´ v}Lθp0,8; 9Hspq ď C0|Ω|´
1
θ
` 34p1´ 2pq}u0 ´ v0} 9Hs `
1
2}u´ v}Lθp0,8; 9Hspq. (3.133)
Portanto,
}u´ v}Lθp0,8; 9Hspq ď 2C0|Ω|´
1
θ
` 34p1´ 2pq}u0 ´ v0} 9Hs .
Com isso, podemos afirmar que a solução do problema (1) depende continuamente do dado
inicial.
3.3.2 Demonstração do Teorema 3.2
Seja δ ą 0 que será determinado a posteriori. Como u0 P 9H 12 pR3q3, então, pela
Proposição 3.4, p. 67, temos que
lim
|Ω|Ñ8
}TΩp¨qu0}
L4p0,8; 9H
1
2
3 q3
“ 0. (3.134)
Logo, existe ωpδ, u0q ą 0 tal que
}TΩp¨qu0}
L4p0,8; 9H
1
2
3 q3
ă δ sempre que |Ω| ą ωpδ, u0q. (3.135)
Fixe Ω P R tal que |Ω| ą ωpδ, u0q e considere o espaço X definido por
X :“ tu P Cpr0,8q; 9H 12 pR3qq3; }u}
L4p0,8; 9H
1
2
3 q3
ď 2δ, div u “ 0u,
com a métrica dpu, vq :“ }u´ v}
L4p0,8; 9H
1
2
3 q
.
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Seja Ψ definida por
Ψpuqptq :“ TΩptqu0 ´
ż t
0
TΩpt´ τqP∇ ¨ pub uqpτqdτ.
Provemos que Ψ é uma contração em X.
Primeiramente, pela Proposição 3.2, p. 62, existe C1 ą 0 tal que
}TΩp¨qu0}
L8p0,8; 9H 12 q ď C1}u0} 9H 12 . (3.136)
Além disso, a Proposição 3.7, p. 74, e a limitação das transformadas de Riesz em 9H 12 (veja
Proposição 1.28, p. 32) garantem a existência de constantes C2, C3 ą 0 tais que››››ż t
0
TΩpt´ τqP∇ ¨ pub uqpτqdτ
››››
L8p0,8; 9H 12 q
ď C2}Ppub uq}
L2p0,8; 9H 12 q
ď C3}ub u}
L2p0,8; 9H 12 q. (3.137)
Tomando C4 “ maxtC1, C3u e observando (3.136) e (3.137), temos que
}Ψpuq}
L8p0,8; 9H 12 q ď C4}u0} 9H 12 ` C4}ub u}L2p0,8; 9H 12 q. (3.138)
Por outro lado, pela Proposição 1.25, p. 30, sabemos que existe C5 ą 0 tal que
}ub u}
L2p0,8; 9H 12 q ď C5}u}2L4p0,8; 9H 123 q
. (3.139)
Logo, de (3.138) e (3.139), vemos que
}Ψpuq}
L8p0,8; 9H 12 q ď C4}u0} 9H 12 ` C4C5}u}2L4p0,8; 9H 123 q
. (3.140)
Também, pelas Proposições 3.7 e 1.25, pp. 74 e 30, respectivamente, e desigualdade de
Hölder, segue que
}Ψpuq}
L4p0,8; 9H
1
2
3 q
ď }TΩp¨qu0}
L4p0,8; 9H
1
2
3 q
` C6}ub u}
L2p0,8; 9H 12 q
ď }TΩp¨qu0}
L4p0,8; 9H
1
2
3 q
` C6C7
››››}u} 9H 123
››››
L2p0,8q
ď }TΩp¨qu0}
L4p0,8; 9H
1
2
3 q
` C6C7}u}
L4p0,8; 9H
1
2
3 q
. (3.141)
Analogamente à desigualdade (3.141), aplicando as Proposições 3.7 e 1.25 e a desigualdade
de Hölder, para u, v P X, temos que
}Ψpuq ´Ψpvq}
L4p0,8; 9H
1
2
3 q
“
››››ż t
0
TΩpt´ τqP∇ ¨ tub pu´ vqpτq ` pu´ vq b vpτqudτ
››››
L4p0,8; 9H
1
2
3 q
ď C4}ub pu´ vq ` pu´ vq b v}
L2p0,8; 9H 12 q
ď C4C7p}u}
L4p0,8; 9H
1
2
3 q
` }v}
L4p0,8; 9H
1
2
3 q
q}u´ v}
L4p0,8; 9H
1
2
3 q
. (3.142)
Agora, como δ ą 0 é arbitrário, fixe δ0 ą 0 satisfazendo
δ0 ă min
"
1
4C6C7
,
1
8C4C7
*
.
Assim, de (3.140), (3.141) e (3.142), temos que
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(1) }Ψpuq}
L8p0,8; 9H 12 q ă 8;
(2) }Ψpuq}
L4p0,8; 9H
1
2
3 q
ď 2δ0;
(3) }Ψpuq ´Ψpvq}
L4p0,8; 9H
1
2
3 q
ď 12}u´ v}L4p0,8; 9H 123 q,
para todo u, v P X.
Logo, Ψ é contração em X, consequentemente uma aplicação do Teorema do
Ponto Fixo de Banach (veja Teorema 1.6, p. 37) nos garante a existência de um único
u P X tal que Ψpuq “ u. Assim, u P Cpr0,8q; 9H 12 pR3qq3 X L4p0,8; 9H 123 pR3qq3 é solução de
(1).
Em resumo, note que foi verificado que existe ω “ ωpu0q “ ωpδ0, u0q tal que
se |Ω| ą ω então existe uma única solução global u para (1) em Cpr0,8q; 9H 12 pR3qq3 X
L4p0,8; 9H 123 pR3qq3, como desejado.
Observação 3.6. De forma análoga à Observação 3.5, podemos utilizar algumas estimati-
vas desta subseção para afirmar que a solução do problema no caso s “ 12 também depende
continuamente do dado inicial.
3.3.3 Demonstração do Corolário 3.1
A demonstração deste corolário segue a ideia da demonstração do teorema
anterior. Consideramos δ ą 0 a ser determinado posteriormente.
Como K é pré-compacto em 9H 12 pR3q3 então o fecho de K é compacto. Logo,
existe número natural Npδ,Kq e tfjuNpδ,Kqj“1 Ă 9H 12 pR3q3 tal que
K Ă
Npδ,Kqď
j“1
Bpfj, δq,
onde Bpfj, δq denota a bola em 9H 12 pR3q3 com centro fj e raio δ. Além disso, pela Proposição
3.4, p. 67, temos que
lim
|Ω|Ñ8
}TΩp¨qfj}
L4p0,8; 9H
1
2
3 q
“ 0, @j “ 1, . . . , Npδ,Kq. (3.143)
Logo, de (3.143), para cada j “ 1, . . . , Npδ,Kq, existe ωjpδ,Kq ą 0 tal que
}TΩp¨qfj}
L4p0,8; 9H
1
2
3 q
ă δ sempre que |Ω| ą ωjpδ,Kq. (3.144)
Tomando
ω0pδ,Kq “ max
j“1,...,Npδ,Kq
tωjpδ,Kqu
segue que }TΩp¨qfj}
L4p0,8; 9H
1
2
3 q
ă δ, @j “ 1, . . . , Npδ,Kq, sempre que |Ω| ą ω0pδ,Kq.
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Logo,
sup
j“1,...,Npδ,Kq
}TΩp¨qfj}
L4p0,8; 9H
1
2
3 q
ă δ, (3.145)
para todo Ω P R com |Ω| ą ω0pδ,Kq. Agora, dado f P K existe j P t1, . . . , Npδ,Kqu tal
que f P Bpfj, δq. Da Proposição 3.3, p. 63, existe C ą 0 tal que
}TΩp¨qpfj ´ fq}
L4p0,8; 9H
1
2
3 q
ď C}fj ´ f} 9H 12 . (3.146)
Assim, de (3.144) e (3.146), obtemos
}TΩp¨qf}
L4p0,8; 9H
1
2
3 q
ď }TΩp¨qpfj ´ fq}
L4p0,8; 9H
1
2
3 q
` }TΩp¨qfj}
L4p0,8;dotH
1
2
3 q
ď C}fj ´ f} 9H 12 ` δ ď pC ` 1qδ. (3.147)
Portanto,
sup
fPK
}TΩp¨qf}
L4p0,8; 9H
1
2
3 q
ď C1δ, (3.148)
para todo Ω P R, com |Ω| ą ω0pδ,Kq.
Considere u0 P K e o espaço X definido por
X :“ tu P Cpr0,8q; 9H 12 pR3qq3; }u}
L4p0,8; 9H
1
2
3 q
ď 2C1δ, div u “ 0u,
com a métrica dpu, vq :“ }u´ v}
L4p0,8; 9H
1
2
3 q
.
Seja Ψ definido por
Ψpuqptq :“ TΩptqu0 ´
ż t
0
TΩpt´ τqP∇ ¨ pub uqpτqdτ.
Em vista da desigualdade (3.138), p. 81, da demonstração do Teorema 3.2, existe C2 ą 0
tal que
}Ψpuq}
L8p0,8; 9H 12 q ď C2}u0} 9H 12 ` C2}u}2L4p0,8; 9H 12 q. (3.149)
Também, das desigualdades (3.141) e (3.142), p. 81, da demonstração do Teorema 3.2,
existem C3, C4 ą 0 tais que
}Ψpuq}
L4p0,8; 9H
1
2
3 q
ď }TΩp¨qu0}
L4p0,8; 9H
1
2
3 q
` C3}u}
L4p0,8; 9H
1
2
3 q
(3.150)
e
}Ψpuq ´Ψpvq}
L4p0,8; 9H
1
2
3 q
ď C4p}u}
L4p0,8; 9H
1
2
3 q
` }v}
L4p0,8; 9H
1
2
3 q
q}u´ v}
L4p0,8; 9H
1
2
3 q
. (3.151)
Agora, como δ ą 0 é arbitrário, fixe δ0 ą 0 satisfazendo
δ0 ă min
"
1
4C1C3
,
1
8C1C4
*
.
Assim, de (3.149), (3.150) e (3.151), temos as estimativas
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(1) }Ψpuq}
L8p0,8; 9H 12 q ă 8;
(2) }Ψpuq}
L4p0,8; 9H
1
2
3 q
ď 2C1δ0;
(3) }Ψpuq ´Ψpvq}
L4p0,8; 9H
1
2
3 q
ď 12}u´ v}L4p0,8; 9H 123 q,
para todo u, v P X.
Logo, Ψ é contração em X, e consequentemente, uma aplicação do Teorema
do Ponto Fixo de Banach (veja Teorema 1.6, p. 37) nos garante a existência de um único
u P X tal que Ψpuq “ u. Assim, u P Cpr0,8q; 9H 12 pR3qq3 X L4p0,8; 9H 123 pR3qq3 é solução de
(1).
Portanto, verificamos a existência de ωpKq “ ω0pδ0, Kq ą 0 tal que se |Ω| ą
ω e u0 P K com div u0 “ 0, então existe uma única solução global u para (1) em
Cpr0,8q; 9H 12 pR3qq3 X L4p0,8; 9H 123 pR3qq3.
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4 Conclusão
Primeiramente, este trabalho permitiu ao autor um contato/aprendizado com
ferramentas de análise harmônica e funcional para o estudo da equação de Navier-Stokes-
Coriolis. Esta, por sua vez, aparece em modelos matemáticos que têm aplicações em
fenômenos físicos. Além disso, permitiu o contato com novos espaços de funções como, por
exemplo, os espaços de Besov, que muitas vezes não são apresentados em cursos básicos
de equações diferenciais parciais.
Em segundo lugar, as estimativas feitas nas duas primeiras seções do Capítulo 3,
e a técnica do ponto fixo utilizada na demonstração dos Teoremas 3.1 e 3.2 e Corolário 3.1,
páginas 52 e 53, nos motivam a estudar resultados de boa-colocação e má-colocação das
equações de Navier-Stokes e Navier-Stokes-Coriolis em outros espaços de funções utilizando
técnicas e estimativas no espírito das que foram utilizadas nesta dissertação. Para isto,
precisa-se investigar propriedades dos espaços de funções e posteriormente desenvolver as
estimativas.
Finalizando, podemos concluir que motivados pelo resultado apresentado nesta
dissertação, uma possível direção para a continuidade deste estudo seria trabalhar problemas
de boa-colocação das equações de Euler com o parâmetro de Coriolis (equações de Euler-
Coriolis). Outros modelos poderiam ser aqueles que levam em consideração efeitos de
temperatura como os modelos tipo Boussinesq em fluidos, tanto no caso da Euler-Coriolis
quanto da Navier-Stokes-Coriolis.
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Apêndices
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APÊNDICE A – Espaços de funções
Neste apêndice, definimos alguns espaços de funções que foram mencionados e
não definidos ao longo do texto.
Definição A.1. (Espaços de Fourier-Besov homogêneos) Considere φj como na
Observação 2.2, p. 47, s P R e 1 ď p, q ď 8. O espaço de Fourier-Besov homogêneo
9FBsp,qpRnq é definido como sendo o conjunto de todas as distribuições f P S 1pRnq{P tais
que pf P L1locpRnq e
}f} 9FBsp,qpRnq “
››››!2sj} pφj pf}p)
jPZ
››››
lqZ
ă 8. (A.1)
Denotemos por MpRnq, o espaço de todas as medidas de Radon com valores em
Cn, finitas. Além disso, denotemos porM0pRnq, o espaço das medidas de Radon µ PMpRnq
tais que µpt0uq “ 0.
Definição A.2. (Espaço FM0pR3q) O espaço FM0pR3q é formado pelas transformadas
de Fourier das medidas de Radon µ PM0pR3q, isto é,
FM0pR3q :“ tpµ;µ PM0pR3qu.
Definição A.3. (Espaço FM´10 pR3q) O espaço FM´10 pR3q é formado pelos divergentes
de campos vetoriais no espaço FM0pR3q3, isto é,
FM´10 pR3q :“ div pFM0pR3q3q.
