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ABSTRACT
MAGNETIC, ELECTRONIC, AND THERMAL PROPERTIES 
OF 2:1 COPPER(II) COMPLEXES OF A 
SERIES OF AMINOCARBOXYLIC ACIDS
by
NINA FRANCES ALBANESE 
University of New Hampshire, December, 1979
Copper(II) complexes of the carboxylate anions of L- 
(— )-proline, pipecolinic acid, picolinic acid, anthranilic 
acid, 4-chloro-anthranilic acid, 3,5-dichloro-anthranilic 
acid, N-phenyl-anthranilic acid, and flufenamic acid were 
prepared and characterized by thermal gravimetric analysis, 
differential scanning calorimetry, X-ray diffraction, infra­
red and visible spectroscopy, magnetic susceptibility, and 
electron paramagnetic resonance spectroscopy. Copper-doped 
nickel(II) and zinc(II) complexes were also prepared. The 
EPR spectra were examined in detail. The N-phenyl-anthranilate 




Copper is one of the most biologically important and 
widely studied transition metals. Ubiquitous in biological 
systems, copper is an active component of metalloenzymes 
involved with oxygen transport and oxidation-reduction pro­
cesses (1). Copper is an essential trace metal for human 
health (2), and interest is growing in its role, particularly 
in the in vivo regulation of a variety of human disorders, 
in the form of low molecular weight complexes. In recent 
review articles (3, 4), Sorenson has discussed the role of 
copper in rheumatoid arthritis and other degenerative connec­
tive tissue diseases, fertility control, infectious bacterial 
and viral diseases, Menke's Syndrome (congenital hypocupre- 
mia); copper as an antineoplastic agent; and copper deficiency 
in infants.
In the case of certain inflammatory diseases, elevated 
levels of pharmacologically inert, albumin-bound copper in 
blood serum is observed (5). It is speculated that the re­
sulting loss of copper from tissues induces chronic inflamma­
tion. It has been demonstrated that copper complexes with a 
variety of ligands, possess anti-inflammatory activity (6- 
11). Recently, interest in the copper bracelet as a "folk 
remedy" for inflammatory types of arthritis (12) has been
1
stimulated by demonstration of the ability of bis(glycinato) 
copper(II) to perfuse cat skin (13), of the physical and 
psychological benefit derived by use of copper bracelets 
(14), and of the ability of metallic copper to dissolve in 
human sweat (15). The mechanisms proposed for the anti-in­
flammatory activity of copper include superoxide scavenging 
(3, 4, 16-21), and regulation of prostaglandin synthesis (3,
4, 8, 9).
Bis(anthranilato) copper(II) is among the numerous cop­
per complexes that have been tested for anti-inflammatory 
activity (6-8). Although this complex is considerably more 
active than anthranilic acid alone, or other copper complexes, 
it may be argued that the extreme insolubility of this com­
plex is evidence against the existence of a pharmacologically 
active anthranilate complex in biological fluids. This prob­
lem prompted the present study.
The purpose of this investigation is to study the in­
fluence of ligand modification on the interaction of copper 
with a homologous series of anthranilic acid-like amino- 
carboxylic acids. The ligands and their abbreviations are 
listed in Table 1.1. Although complexes with several ligands 
in this series have been reported previously in the litera­
ture, this investigation is the first detailed comparative 
study and includes extensive analysis of electron paramagnetic 
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pipecolinic acid 2-piperidine 
carboxylic acid Q lY  COOH 
H





























TABLE 1.1 - Continued













Hfluf flufenamic acid [N-(a,a,a-trifluoro- 
m-tolyl)-2-amino-




THEORY: ELECTRONIC AND MAGNETIC PROPERTIES
2.1. States Derived from 
Electron Configuration
The state of an atom is specified by its electron con­
figuration, orbital angular momentum, and electron spin.
Each state is a multiplet of components with different ener­
gies and different values of total angular momentum. The 
Russell-Saunders or LS coupling scheme is used to derive 
the state of atoms in the first transition series (22).
9
For copper(II), with a d electron configuration, L = 2;
Mt =±2, ±1, 0; S = h, M = ±%; 2S + 1 = 2; and J = L + S,J_i s
|L — S| = 5/2, 3/2. Since the number of d electrons is greater
than five, the spin orbit coupling constant is negative (A =
-828 cm-'*') , and the high energy component of the multiplet
has J = 3/2. Therefore, the ground state term symbol is 
2
D5/2‘ T*ie 9roun<  ^state of the free ion has 5-fold orbital 
degeneracy and 2-fold spin degeneracy; the total degeneracy 
is (2L + 1)(2S + 1) = 5 x 2 = 10. Ground state degeneracy 
is removed by spin-orbit coupling, crystal field interactions, 
and magnetic field interactions.
2.2. Description of d-Orbital Splittings 
Using Crystal Field Theory
In crystal field theory, the interaction between the 
metal ion and the ligands is assumed to be purely electrostatic
or ionic. Depending on its symmetry, the crystal field re­
moves to some extent the 5-fold degeneracy of the d-orbitals 
of the metal. In octahedral (0^ or m3m) and elongated tetra­
hedral (D2£ or 42m), or tetrahedral (T^ or 43m) crystal 
fields, the ground state is doubly or triply degenerate, 
respectively. Orbitally degenerate ground states are not 
generally observed for copper(II) complexes due to distortion 
of crystal field symmetry. The Jahn-Teller theorem (23) 
predicts that a nonlinear molecule with a degenerate ground 
state experiences distortions which lower the symmetry of 
the crystal field, remove the degeneracy of the ground state, 
and lower the total energy of the d-orbitals. Group theory 
predicts the type of distortion that occurs, but not the 
magnitude of the distortion, or the d-orbital energies. The 
requirement for Jahn-Teller distortion is that the distortion 
be any of the non-totally symmetric normal vibrations con­
tained in the irreducible representations obtained by the 
direct product of the ground state representation with itself 
(24). Representations corresponding to rotation (R , R , R )X j' z
or translation (x, y, z) are excluded. In octahedral symme­
try the ground state direct product is
e x e = a, + a„ + e (2.2.1)g g lg 2g g
The non-totally symmetric normal vibrations are contained in
2 2 2the e^ representation and correspond to x - y and z .
Thus distortion will occur along the metal ligand bonds. In
82
the limit of compression along z (with concomitant elonga-
2 2 2 tion along x - y ), a linear molecule results, having a dz
ground state. Conversely, in the limit of elongation along
2 2 2 z (with compression along x - y ) a square coplanar geom-
2 2etry is obtained, and the ground state is dx - y . In a 
tetrahedral crystal field, the ground state direct product
t2 x t2 = + e + t^ + t^ (2 .2.2)
2 2contains normal modes corresponding to the x - y , xy, xz
2 2and yz directions. If compression occurs along x - y and 
xy, compressed tetrahedral geometry is obtained with dxy 
as the ground state.
These distortions are summarized in Figure 2.1. An 
important feature of these splitting diagrams is that a con­
tinuum of possible geometries exists between the theoretical 
limits of distortion, and therefore the relative order of 
the d-orbital energies can not be predicted with certainty. 
The ground state refers to the orbital containing the un­
paired electron and thus, as a consequence of Hund's Rule, 
refers to the highest energy orbital. Note the existence of 
orbitally degenerate excited states in each case.
2.3. Electron Transitions
An understanding of the nature of electron transitions
9
in a d system is facilitated by use of the "hole formalism."
9
According to this theorem, a d electron configuration can
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11
be treated as an inverted d^ "positive hole" or positron
Q
configuration. The d ground state in (4/mmm) symmetry
2 2 2 4is where the electron configuration is (dz ) (dxz,dyz)
2 2 X X 2(dxy) ^  (dx - y ) / while the d ground state is also B^
2 2 1but the positron configuration is simply (dx - y ) . The
excited states are easily envisioned in the d^ system as
2B2g t(dx2 - y2)°(dxy)1], 2Eg [(dx2 - y2)°(dxy)°(dxz,dyz)1],
and 2A^g[ (dx2 - y2) ° (dxy) ° (dxz,dyz) ° (dz2) ■*■]. Thus, electron
9transitions in the d system are equivalent to one-positron 
promotions from the ground state to the various excited 
states in the d1 system. Note that the ground state and all 
the excited states are spin doublets.
The rules governing electron transitions are the Laporte 
rule (AL = ±1) and spin multiplicity rule (AS = 0). Since
Q
the d electron configuration yields only doublet states, all 
the d-d transitions are spin-allowed. However, the Laporte
rule requires transitions between states with different L
2 2 2 2 values (e.g., F «-»■ D or D -<-+• P) . This means the d-d
transitions are forbidden (i.e., have transition moments
equal to zero). Breakdown of the Laporte rule arises from
mechanisms which mix ungerade character into the gerade d-
orbitals, such as vibronic coupling and d-p orbital mixing.
2.4. Molecular Orbital Approach 
and Bonding Parameters
Since crystal field theory assumes metal-ligand inter­
actions to be purely electrostatic, it ignores the effects 
of a — and ir-bonding. However, especially for the interpretation
12
of EPR data, it is necessary to include covalent bonding in 
the description of coordination complexes.
According to molecular orbital theory (MOT), molecular 
orbitals are constructed by taking linear combinations of 
metal atomic orbitals and ligand atomic orbitals or ligand 
group orbitals (LGO; linear combinations of ligand atomic 
orbitals) (26). Bond formation occurs if the symmetry of 
the metal and ligand orbitals is the same and if overlap is 
positive (i.e., the orbitals have the same sign in the region 
of overlap). If the symmetry is different, there is no 
overlap, and the atomic orbital becomes a nonbonding molec­
ular orbital. For every bonding M.O., there exists a cor­
responding antibonding M.O. with negative overlap and higher 
energy. The energy difference between the bonding and anti­
bonding M.O.1s is directly related to the degree of overlap 
between atomic orbitals. Generally overlap decreases in the 
following order (26, 27):
and
a > ir > 6
The unnormalized molecular orbitals for a heteronuclear bond 
have the form
= <j>A +. A4>b (bonding) (2.4.1)
13
iJj* = <{>A - A<J>b (antibonding) (2.4.2)
where A is a mixing coefficient. For large energy differ­
ences between atomic orbitals, A will be small and the orbit­
als will not mix efficiently. For transition metal complexes, 
the antibonding M.O.'s are said to have "metal character" 
(i.e., energies similar to metal atomic orbital energies) 
while bonding orbitals have predominantly "ligand character," 
indicating a relatively small degree of mixing. Since infor­
mation about the metal d-orbital electrons can be obtained 
by observation of the electronic and magnetic properties of 
transition metal complexes, only the antibonding molecular 
orbitals are of interest. The normalized antibonding molec­
ular orbitals in (4/mmm) symmetry (28) are
*
^Big a(lf)dx2-y2) “ a '^LGO,x 




*Aig “ °l(+dz2) " “l' (+LG0,z2} (2.4.5)
(2.4.7)
(2.4.6)
where the a's and p's are normalized mixing coefficients.
In general, orbitals are orthonormal; the following con­
ditions apply (29): <i|i> = 1 and <i|j> = 0. When overlap
14
is large, the overlap integral, S, must be introduced to 
account for non-orthogonality (29), where S = <i|j> ^ 0. 
Normalization of the antibonding orbital yields
<<^,dx2-y2 I‘*)LGO,x2-y2> “ <ctldx2-y2 I <f’dx2-y2>
- 2o1a'<^dx2_y2 |<)»LGO/X2_y2>
+  “ l 2<l|)L G O ,x 2- y 2 l lf>L G O ,x 2- y 2>  
= a2 - 2aa'S + a'2 (2.4.8)
where S is needed to account for relatively large a bond 
overlap. For the other antibonding orbitals, overlap is 
small and can be neglected; normalization yields
^ d x y  I <f>LGO,dxy> = P1 + Bl'2 = 1 (2.4.9)
<(f)dz2 I lf)LGO,dz2> “ “l + “l '2 “ 1 (2.4.10)
< >^dxz I <^>LGO,dxz> <<^)dyz ' ^ LGO,dyz> =
82 + 8'2 = 1 (2.4.11)
The physical significance of the a's and B's can now be
discussed (28, 30). The unprimed symbols refer to the amount
of metal electron density remaining in metal orbitals; the
primed symbols to metal electron density delocalized into
2ligand orbitals via covalent bonding. The parameter a is 
related to the degree of covalency through a-bonding. When
15
2 .a = 1, no delocalization of metal electron density occurs
2
as in ionic bonding; when a = 0.5, electron density is
equally distributed in metal and ligand orbitals, indicating
2
completely covalent o-bonding. Likewise, the parameters 3
o
and 3  ^ measure the degree of covalency through ir-bonding.
2 2 3^ refers to in- (xy) plane ir-bonding and 3 refers to out-
of-(xy) plane ir-bonding. As will be shown later, electron- 
nuclear hyperfine coupling constants and g-values from EPR 
spectra are related to these mixing coefficients and can re­
veal the extent of covalent bonding in a complex.
Molecular orbital diagrams for (4/mmm) symmetry are
shown in Figure 2.2. One corresponds to a-bonding only, as 
with four nitrogen ligands; the other to a + ir bonding, as 
with four oxygen ligands. The M.O. description of a complex 
with two N and two 0 ligands is intermediate to the two 
situations.
The first important feature of the M.O. diagram is that 
the ground state of the copper atom is the same as that pre­
dicted by crystal field theory. The splitting of the d- 
orbitals is only slightly modified by covalent bonding. The 
effect of ir-bonding depends on the energy of the ligand ir- 
orbitals relative to the metal orbitals, and on whether the 
ligand ir-orbitals are filled or empty. For oxygen ligands 
which possess filled ir-orbitals of lower energy than the 
metal orbitals, the interaction destabilizes the metal orbit­
als and thus decreases the electron transition energies rela­
tive to the a-bonding only situation.
16
Figure 2.2. Molecular orbital diagram for 
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Generally, ammonia and alkyl amines do not participate 
in ir-bonding because the nitrogen atom lacks filled pir- 
orbitals or empty pir*-orbitals; d-orbitals lie too high in 
energy to contribute. However, pyridine, which is isoelec- 
tronic with benzene, has filled bonding pir and empty anti­
bonding pir*-orbitals which are available for ir-bonding with 
the metal. In this case, the effect of ir-bonding on electron 
transition energies is not easy to predict since the empty 
and filled ligand orbitals have competing effects.
2.5. Origin of Magnetism
Diamagnetism is a general property of all forms of mat­
ter, arising in an external magnetic field from the induction 
of a magnetic moment by the orbital motion of electrons in 
closed shells. Diamagnetic substances are repelled from 
magnetic fields and have negative magnetic susceptibility. 
Paramagnetism, antiferromagnetism, and ferromagnetism are 
properties of substances with a permanent magnetic dipole 
moment which arises from the spin and orbital angular momenta 
of one or more unpaired electrons. Substances of this type 
are drawn into a magnetic field and have a positive magnetic 
susceptibility (22).
The classical model of the origin of a magnetic moment 
is analogous to induction of a magnetic field in a closed 
electric circuit (31). An electron moving in a circular orbit 
constitutes a current, i, which induces a magnetic field, B, 
perpendicular to the plane of the orbit and equal to
19
B = uki/R (2.5.1)
where k is a proportionality constant and R is the radius 
of the orbit. The deBroglie wavelength associated with the 
electron is X = h/p. In order to prevent destructive inter­
ference, the circumference of the orbit must be an integral 
multiple of deBroglie wavelengths. It follows that angular 
momentum, p^, is quantized in units of h/2ir, as shown below 
(31) .
X = h/p (2.5.2)
2irr = mX, (ms integer) (2.5.3)
r = J2ji- (2.5.4)2irp
p* = pr = -?ir (2-5 -6)
In atoms, the motions of electrons are not restricted 
to a two-dimensional plane. Orbital angular momentum arises 
from the apparent motion of electrons over the surface of a 
sphere. Spherical harmonics, which describe the angular
dependence of wave functions, leads to quantization of orbital
hand spin angular momenta in units of [1(1 + 1) ] tt and 
[S(S + 1)] H  , where the allowed values of 1 and S are -1,
— 1 + 1, ... 1 — 1, ...1 and — S, —S + 1, ... S — 1, S, 
respectively. The projection of the angular momentum vectors
20
along a fixed direction are restricted to ms*r and ;
in each case there are 2L + 1 values of mT and 2S + 1 valuesJj
The components of the magnetic moment along a fixed 
direction are similarly restricted. The component of the 
electron spin moment along the direction of the applied 
magnetic field (designated z by convention) is
where y is the magnetogyric ratio and 3 is the Bohr magneton. 
Thus, the magnetic moment is quantized and has the units of 
the Bohr magneton, which is defined as
where e is the electron charge, h is Planck's constant, m is 
the electron mass and c is the speed of light.
If the magnetic moment arises from both spin and orbital 
angular momenta, the predicted moment (22) is
When orbital angular momentum is quenched by removal of 
orbital degeneracy by the ligand field, the magnetic moment 




ys+L = V4S(S + 1) + L (L + 1) (2.5.8)
21
Ug = g - y / s C s + T )  (2.5.9)
where g = 2.0. For copper(II) the predicted range of mag­
netic moments is from Ug = 1.73 B.M. to yg+L = 3.00 B.M. 
Experimental magnetic moments fall within the range 1.7 - 2.2 
B.M. (22, 30, 32), indicating incomplete quenching of orbital 
angular momentum.
The effective magnetic moment is measured indirectly by 
measurement of magnetic susceptibility (22, 33). The volume 
susceptibility, k , is the ratio of the intensities of the 
bulk magnetization of the sample, B, to the magnetic field,
H.
B - k (2.5.10)H
The molar susceptibility is related to the volume suscepti­
bility by
XM = J f -  (2.5.11)
where d is the density and M is the molecular weight of the 
substance. Since diamagnetic and paramagnetic susceptibilities 
are opposite in sign, xM must be corrected for the diamag­
netic susceptibility according to
corr /o c ton
%  = XM ~ xdia (2.5.12)
22
where X ^ a is a sum of contributions from all the ligand 
atoms (34). Another correction is for the temperature inde­
pendent paramagnetism (TIP) of the metal. TIP is an induced 
paramagnetism produced by coupling of ground and excited 
states in a magnetic field. For copper(II), the TIP is 
60 x 10“6 cgs units/mole (35).
Paramagnetic susceptibilities depend inversely on tem­
perature and generally obey the Curie Law (22, 36)
where C is the Curie constant and T is the absolute tempera­
ture. The effective magnetic moment is related to the mag­
netic susceptibility by
corr _ Mu 2 (2.5.14)
M 3kT
where N is Avogadro's number, and k is the Boltzmann constant. 
It follows that
Deviations from Curie Law behavior are frequently ob­
served in the temperature dependence of magnetic susceptibil­
ities. The Curie-Weiss law (22, 36) is
(2.5.13)
XM°°rr T = 2.84 y XM°°rr T (2.5.15)
corr C (2.5.16)XM T - 0
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where the Weiss constant, 0, is a correction for simple, 
relatively weak interionic or intermolecular interactions. 
Ferromagnetism and antiferromagnetism result from relatively 
strong magnetic exchange interactions between spin moments.
In both cases the temperature dependence of the magnetic 
susceptibility is described by the so-called Bleaney-Bowers 
(37) equation which is derived from the Heisenberg-Dirac- 
Van Vleck (38-40) model of magnetic exchange. The equation 
is
XMCOrr = [1 + iexp*-^)]"1 + Na (2.5.17)
where N^ is the temperature independent paramagnetism.
In order to illustrate these phenomena, consider an s = 
h system which forms exchanged-coupled dimers, as in the 
case of copper(II). If the dimer has a singlet ground state 
(S-^  - = 0) and a triplet excited state (S-^  + S2 = 1) / the
coupling is described as antiferromagnetic. The maximum 
magnetic susceptibility occurs at the Neel temperature, TN , 
where J/kTN s -4/5 (36) . Conversely, if the dimer has a 
triplet ground state and a singlet excited state, the coupling 
is described as ferromagnetic. The exchange energy, J, is a 
measure of the strength of the interaction. J is negative 
for antiferromagnetism and positive for ferromagnetism. In 
either case, the singlet-triplet energy separation is 2J 
(36, 38-40). The exchange energy is measured by fitting J 
as a parameter to the Bleaney-Bowers equation.
24
The classic example of an exchanged-coupled copper(II) 
dimer is copper acetate. The nature of the exchange inter­
action has been debated in the literature (41-46) for 
several years, but the controversy remains unresolved. 
Proposed mechanisms for spin-spin coupling are indirect ex­
change (superexchange) and direct exchange (38-40, 47, 48).
The structure of Cu2 (OAc)4 •2H20 was determined by van 
Niekerk and Schoening (49, 50). The acetate groups bridge 
the two copper atoms which are separated by 2.64 A. The 
short copper-copper separation led to the proposal of copper- 
copper bond formation and direct magnetic exchange. Exchange 
is antiferromagnetic and 2J = -334 cm  ^ (41, 47). EPR pa­
rameters were determined for zinc-doped copper acetate (51)
as g = 2.052, g = 2.082, g = 2.344, A = 18 x 10  ^ cm x y z x
_a -4 -1
Ay = 23 x 10 and Az = 147 x 10 cm The magnetic ten­
sors are rhombic and the two copper atoms within the dimer 
are magnetically equivalent.
2 2Both a-bonding (44) by end-to-end dz -dz overlap and
2 2 2 26-bonding (41-43, 45) by lateral dx -y —dx -y overlap have 
been proposed. Forster and Ballhausen (44) have shown, 
using molecular orbital theory, that a-bond formation is 
consistent with the observed behavior of copper acetate.
They argue in favor of a a-bond rather than a 6-bond on the 
basis of the magnitudes of the overlap integrals for the two 
types of bonds.
The superexchange mechanism involves propagation of 
spin density by delocalization through orbitals centered on
25
atoms in the ligand bridge. Goodenough (52) has formulated 
schemes for predicting the outcome of exchange based on the 
geometry of orbitals and the number of intervening atoms. 
Chemical modification studies are consistent with this model 
(38, 47). The exchange interaction appears to be relatively 
insensitive to the copper-copper separation and solvent ef­
fects, but directly related to the length of the ligand 
bridge. Consequently, scores of carboxylate-bridged copper 
(II) dimers and higher polymers are known, exhibiting behav­
ior similar to copper acetate, regardless of the copper- 
copper separation (35, 38, 47, 53-61). Recently, weak ferro­
magnetic and antiferromagnetic lattice interactions between 





3.1. Introduction: Excitation 
and Relaxation Processes
The three most important features of the electron para­
magnetic resonance phenomenon are:
1. Removal of spin degeneracy in a magnetic field
2. Absorption of a quantum of energy at microwave frequency
which induces transitions from the low energy to the high 
energy spin state
3. Relaxation
These features are illustrated in Figure 3.1.
As a consequence of quantization of angular momentum 
(Section 2.5), there are only 2S + 1 orientations of the spin 
moment jj with respect to the applied magnetic field direction. 
For an S = % system there are two such orientations, cor­
responding to the a spin state in which y is aligned paral-rZ
lel with the field, and to the 3 spin state in which y is™ z
aligned antiparallel, as shown in Figure 3.1. Since parallel 
alignment is energetically unfavorable relative to antiparal­
lel alignment, the two spin states move apart in energy as 
the magnetic field increases. Since the energy of interac­
tion between the spin moment and the magnetic field is given 
by
26
Figure 3.1. Excitation and relaxation processes.
m s  = +1/2
1/2
A E  = h'L/ 
( e x c i t a t i o n )
( a  s p in  s t a t e )
ms = -1/2
t r .T1, T 2 
( r e l a x a t i o n )
(<3 s p in  s t a t e )
Magnetic Field, H 
(removal of spin degeneracy)
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E = jj *H = ycoseH = y H  (3.3.1)w 7 Z
and since u is quantized, E must be quantized. From E = z
g3m H, it is evident that m = +% corresponds to the high s s
energy spin state and m = to the low energy spin state.s
The EPR selection rule is a consequence of orthogon­
ality of spin functions and predicts that the EPR transition 
moment integral will be nonzero if Am = ±1 and AmT = 0,5 i
where m^ is the nuclear spin quantum number of metal or 
ligand nuclei.
In a sample containing N spin moments, the distribution 
of spins between the two states is given by the Boltzmann 
distribution law.
N = N + N„ (3.1.2)0L p
J!“_  = e-AE/kT (3.1.3)
(3
Since AE is on the order of 0.31 cm ^  at X-band frequency
(9.5 GHz) and kT ~ 200 cm-1 at room temperature, the popula­
tion difference is small, but > Na . The population dif­
ference is enhanced at lower temperatures. Application of 
microwave frequency induces transitions from the 3 to a 
spin state. Conversely, relaxation processes depopulate 
the excited state and tend to restore the original Boltzmann 
distribution. When the rate of relaxation equals the rate 
of excitation, = N^, and the system becomes saturated,
30
which results in a loss of EPR signal intensity.
There are several pathways for relaxation which fall 
into three broad categories: spin-rotation, spin-spin, and 
spin-lattice relaxation. All three mechanisms give rise 
to line broadening by increasing the uncertainty in the 
energy levels of the a and 3 spin states. In all relaxation 
processes, the EPR spectrometer can "see" only those events 
which happen at a frequency less than the frequency of the 
spectrometer.
Spin-rotation relaxation is important in liquid samples
(65-67). If the solution containing the paramagnetic species 
-3is dilute (~10 M), the spin-rotation effect arises from 
the tumbling of the molecule, which generates a local, fluc­
tuating magnetic field from the magnetic dipole moment of 
the molecule, and thus modulates the transition energies.
The range of rotational frequencies from macromolecules to
6 12small molecules is 10 -10 Hz. The rotational correlation 
time, tr, is given by the Debye equation
i  3
Tt> = 3ira X, (3.1.4)
kT
where the shape of the molecule is approximated by a sphere 
with radius a, and c is the viscosity of the solution.
Large molecules, or small molecules in highly viscous solu­
tion, tumble at a frequency less than the frequency of the 
spectrometer and appear to be stationary on the EPR time- 
scale. Anisotropic EPR spectra are observed. Small molecules
31
tumbling at a frequency greater than the spectrometer fre­
quency have isotropic EPR spectra with relatively sharp
lines. When ^  vspectrometer' line broadening effects
are most severe.
Spin-spin (T2) relaxation arises from electron-electron 
(68), electron-nuclear (69), and nuclear-nuclear magnetic 
dipole interactions, in decreasing order of their line 
broadening effect. The dipole interaction is proportional
 ^1 • VI 9 ,
to ~ , where r is the distance between the interacting
r-5
spin moments, y^ and y2. The electron-electron relaxation 
effect can be removed by diluting the sample (increasing r). 
Electron-nuclear interactions are responsible for hyperfine 
structure in the EPR signal and provide useful chemical in­
formation.
Spin-lattice relaxation arises from "lattice-induced" 
transitions between spin states in which the excited states 
couple or exchange energy with the lattice surroundings (31, 
70). Spin-lattice relaxation differs from other relaxation 
processes by being independent of magnetic interactions.
The spin-lattice relaxation time, T^, is the inherent life­
time of an excited spin state in the absence of magnetic 
exchange interactions. The Uncertainty Principle
AE At = —  (3.1.5)
predicts that as the lifetime of a species (T^) and the un­
certainty in the lifetime (At) increase, the uncertainty in
32
the energy (AE) decreases. Therefore, the longer the life­
time of the excited state, the sharper will be the EPR signal 
Since spin-lattice interactions include coupling with vibra­
tions and rotations, lowering the temperature of the sample 
increases T^, and sharpens the EPR signal. For transition 
metals, spin orbit coupling also contributes to spin-lattice 
relaxation (31), such that decreases in the following 
order.
If 1 / T 1 »  vspectrometer, an EPR signal may be difficult to 
observe except at very low (e.g., liquid He) temperatures.
At low temperatures, it is easier to saturate spin popula­
tions and a lower microwave power must be used. Microwave 
power settings are typically 5 and 50-100 mW for liquid nitro 
gen and room temperature, respectively.
An additional contribution to EPR linewidths is motional 
or orientation averaging of g and a anisotropy (65, 71, 72). 
This phenomenon is distinct from spin-rotation relaxation 
and leads to the dependence of linewidth on the metal nuclear 
spin quantum number, m.j.. The result is that lines at the 
high and low field extremes of the EPR spectrum are broader 
than lines in the center of the spectrum.
Instrument parameters can cause artificial line broaden­
ing and line shape distortion. Typical scan times are 8-16
T^ (organic > T^ (1st row > 
radicals) transition
metals)





minutes depending on the noise filter. Paster scan rates 
yield distorted spectra. To avoid line broadening due to 
overmodulation, the general practice is to set the modula­
tion amplitude at about one-fifth the narrowest peak-to- 
peak linewidth in the spectrum (73).
3.2. The Spin Hamiltonian (31, 74)
In this section, the spin Hamiltonian is introduced and 
the effect of spin orbit coupling is examined.
The Schrodinger Equation is an eigenvalue equation which 
relates the Hamiltonian operator H, operating on an eigen­
function i|>n (x,y,z), to the total energy corresponding to the 
state, n, that is specified by variables x, y, and z,
where H = for m interactions. For a paramagnetic ion the
appropriate Hamiltonian is












The first two terms operate on the one-electron hydrogen­
like wavefunctions. With the third term, the one-electron 
wavefunctions become the orbitals of the free atom. As seen
34
in Chapter 2, the five-fold degeneracy of the 3d orbitals is
A
removed by operation of ^cryStal field’ T^e remain -^n9 terms 
contain electron spin operators and describe the electron 
paramagnetic resonance phenomenon.
Neglecting electron-nuclear coupling and other magnetic
interactions for the moment, Hm a g n e t i c interactions contains 
the electron Zeeman interaction which removes spin degener­
acy and is proportional to the magnetic moment from both 
spin and orbital angular momenta.
"electron = S B ' + 9e|> (3‘2'3)
Zeeman
If orbital angular momentum were completely quenched by the
A
ligand field, terms containing L could be neglected, and 
the Zeeman interaction would be simply
"electron = V S ' !  (3'2-4)
Zeeman, 
spin-only
The g value would be equal to the free electron value, g = 
2.0023, as with organic radicals. For transition metals, 
complete quenching of orbital angular momentum is prevented 
by spin-orbit coupling which is described by
H . ... = AL-S (3.2.5)spm-orbit - z
coupling
By combining (3.2.3) with (3.2.5) and collecting terms in
35
L, the following equation is obtained.
A A
"corrected = V S ' I  + (SS + Xl’'l (3'2 '6)
electron (zerQ (flrst Qrder
eeman order) perturbation)
Using perturbation theory, new wavefunctions corrected 
to first order to include the effect of spin-orbit coupling 
are given by
* = ♦„ -T <*n l(BH + 1 | ) - £ | V  (3.2.7)
G ■ — -—  ■ ■ ”n e_ -n G
where G refers to the ground state and n to the excited states 
before spin-orbit coupling. Corrections to the spin-only 
Hamiltonian are obtained by evaluation of
| <G,m | (pH + AS) •£ + g JH'S |n,m 1 > | 2
(H)m i = -E 1 --- —  H-----2— H----®-H_E---------ms , ms  n e n -  e Q
(3.2.8)
where the prime refers to the excited state, and e , e _  aren o
zero order energies. This reduces to
(H) , = <m^ I 02H* A *H + 2 AgH* A • S +ms,ms ' s' r ~ - r ~ -
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where A is a tensor which describes mixing of ground and 
excited states by spin-orbit coupling. The components of 
A have the form
<G|L.In><nIL.|G>
A. . =  Hi--------   (3.2.10)11 £ — E_J n G
The first term in (3.2.9) describes the temperature 
independent paramagnetism and can be neglected in the EPR 
experiment. The second term contains the contribution of 
orbital angular momentum to the g value. The third term is 
an electron-electron interaction which gives rise to zero 
field splitting of spin degeneracy in systems with S > 1.
/s
The spin-only Hamiltonian containing S operators only 
and corrected for the effect of spin-orbit coupling is now
f) . _ = 3H-g-S + S,-D.S„ (3.2.11)spin — ~ — — 1 „ —2
only
where g = ggl + 2AA (g tensor), 1 = unit tensor, and D =
2 *
X A (zero field splitting tensor). S is now an effective
spin operator and includes the effect of L.
The principal axes of the g tensor are those axes which
diagonalize the tensor matrix. The diagonal tensor has off-
diagonal elements, g. . (i ^ j), equal to zero, and principal
values, g±j (i = j), equal to gxx, gyy, gzz. Strictly
speaking, the values g , g„„, and g are obtained from. xx yy z z
single crystal studies. The more commonly encountered values,
37
gx , g , and gz, are approximately equal to gxx, gyy, and
g , respectively, and are obtained more easily from poly- z z
crystalline or frozen solution spectra. In the second case, 
the result is that
Helectron
Zeeman




simplifies in nonaxial symmetry to
H .  . = g BH S + g BH S + g BH Selectron yx x x yy y y ^z^ z z
Zeeman
and in axial symmetry to
(3.2.13)
H = g„ BH S + g,B(H S + H S ) electron z z x x y y
Zeeman
(3.2.14)
when the g tensor is diagonal.
The anisotropy in g is observed in single crystal EPR 
spectra which depend on the orientation of the crystalline 
axes relative to the direction of the applied magnetic field. 
Polycrystalline or frozen solution samples contain micro­
crystallites or molecules trapped in random orientation in 
the rigid matrix, and their EPR spectra are summations over 
all orientations of single crystal spectra. In liquid solu­
tion, the anisotropy in g is averaged to zero by molecular
38
tumbling, and an isotropic g value, gQ = (gx + gy + <3Z)/3 = 
(g„ + 2g )/3, is observed.
Additional terms can now be added to the spin Hamil­
tonian to account for a variety of other interactions.








The Hamiltonians for the electron-nuclear hyperfine couplings 
have the form
H . . = A-S-I (3.2.16)electron- - -
nucleus
where A is a measure of the strength of interaction between
A
electron and nuclear spin moments, and I is the nuclear spin 
operator which is physically and mathematically analogous to
A
the electron spin operator, S. Any nuclei with I / O  will 
give rise to hyperfine couplings. The nuclei of interest in 
this study are listed in Table 3.1.
There are two contributions to electron-nuclear hyper­
fine couplings. The isotropic or Fermi contact interaction 
arises from the presence of unpaired spin density at the 
nucleus. This means that s-d and s-p atomic orbital mixing
TABLE 3.1
MAGNETIC NUCLEI 















must occur because pure p and d orbitals have nodes, and 
therefore zero electron density, at the nucleus. The Hamil­
tonian operator for this interaction is
^isotropic 3 9egN 3N |V(0) | S z '*z 
hyperfine
= hA S -I o z z (3.2.17)
where gN is the nuclear g value, PN is the nuclear magneton, 
and | T (0) | is the electron density at the nucleus for a 
hydrogen-like s orbital.
The second contribution to hyperfine couplings is 
through-space coupling of electron and nuclear dipole mo­
ments. For rapidly tumbling molecules, or when the unpaired 
electron resides in an s orbital, this effect is averaged to 
zero. The dipolar hyperfine interaction appears when the 
electron occupies a p or d orbital and the individual mo­
ments are frozen in stationary orientations. The Hamiltonian 






where r is the vector joining the electron and nuclear dipole 
moments. Expansion of the vector products leads to
H,. . = hS*T*Idipolar - - - (3.2.19)
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where T is the anisotropic hyperfine tensor which describes 
the angular dependence of the dipole interaction.
An electron-nuclear hyperfine tensor A including both 
isotropic and dipolar contributions is obtained when
A A
H . . . ~ • and H ,. , , . are combined.isotropic hyperfine dipolar hyperfine
H — H + Helectron- isotropic dipolar
nuclear hyperfine hyperfine
coupling
= hA S-I + hS*T*I 
O r  r  r  ~ r
hS•A •I (3.2.20)
The A tensor is analogous to the g tensor and is given by
A = A 1 + T o~ (3.2.21)
The principal values of the diagonalized hyperfine tensor
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(3.2.22)
simplifies in nonaxial symmetry to









for polycrystalline or frozen solution spectra.
The relationship between the isotropic (Aq) and dipolar 
(AQ) contributions to the hyperfine coupling constants in 
axial symmetry is approximated by
where 0 is the angle between r and H, and AD is negative.
Aq is assumed to be negative for the copper nuclear hyperfine 
interaction (75). The sign of Bq for ligand nuclear super- 
hyperfine coupling depends on the pathway or mechanism of 
spin delocalization, and can be determined by nuclear magnetic 
resonance experiments (76-83).
Additional terms arise from copper nuclear quadrupole 
coupling (84-86)
Au = Aq  + A d (3c o s 20-1) = Aq + 2Ad (3.2.25)




where the tensor Q describes the interaction between the
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nucleus and the electric field gradient at the nucleus; and 
from the nuclear Zeeman interaction.
H , = H I  (3.2.28)nuclear fN N z r
Zeeman
The nuclear Zeeman interaction is the basis for the nuclear 
magnetic resonance experiment at microwave frequencies in 
the MHz range. Both these effects promote "forbidden" or 
"double spin-flip" transitions where Am^ . ^ 0, and contribute 
to T2 relaxation.
The Hamiltonian for zero field splitting was introduced 
previously (3.2.11) where the D tensor describes the dipolar 
interaction between electron spin moments, and is mathemat­
ically equivalent to the T tensor. An additional term is 
necessary to take into account exchange interactions
A A A
H = H + Helectron- zero exchange
electron field
coupling splitting
= S-^D*^ + 2JS1*§2 (3.2.29)
where J is the exchange energy (see Section 2.6), and the 
interaction is between pairs of spins.
In summary, the spin Hamiltonian is composed of Hamil­
tonian operators which describe magnetic interactions involv-
A A
ing electron and nuclear spin operators, S and I. These 
interactions have a dual orientation dependence, and are
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described by second rank tensors. In the following sections, 
the spin Hamiltonian is applied to S = h and coupled = h, 
S2 = h copper spin systems.
3.3. S = h Spin Systems
In magnetically dilute samples where electron-electron 
spin coupling, quadrupole coupling, and nuclear Zeeman ef­
fects are small and negligible, except as pathways for T2 
relaxation, the EPR spectrum of an S = h copper complex can 
be fitted to
ligand nuclear superhyperfine tensor. In Figure 3.2, EPR 
transitions for a hypothetical copper complex with one 
nitrogen ligand, are shown for the parallel orientation where
A A
the projections of S and I on H„ are m and mT, respectively.
S x
Since A is assumed to be negative, the EPR lines are labelled
from negative to positive m^ from left to right. There are
(2ICu + 1)(2IN + 1) = (2-3/2 + 1)(2*1 + 1) = 12 allowed
transitions with Ain = ±1, Am^U = 0, and AmTN = 0. The ob-s I I
served hyperfine splittings, corresponding to the coupling 
constants A„ and BH , are a„ and b„, as shown in Figure 3.2.
y y y
+ A S I + A z z z
(3.3.1)
where A are the principal values of the copper nuclearx, y , z
hyperfine tensor and B are the principal values of thex , y , z
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Figure 3.2. EPR transitions for hypothetical copper 
complex with one nitrogen ligand (S - h> 1 = 1 ) ;  parallel 
orientation.
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There will be an additional twelve lines each for Hx and H^ ,. 
For gx = gy = gx the intensity of the perpendicular lines 
will be greater than the intensity of the parallel lines.
Since spin-orbit coupling mixes ground state and excited 
state configurations according to the crystal field symmetry, 
EPR parameters are sensitive to the coordination geometry 
as well as the ground state of the complex. Expressions for 
g and A parameters are derived by using the ground state 
antibonding molecular orbital, corrected for admixture of 
excited state character by spin orbit coupling, as the eigen­
function for the spin Hamiltonian. The solutions which are 
obtained depend on the crystal field symmetry.
2
In D4h (4/mmm) symmetry, the ground state is (dx -
2 2 y ) and does not mix with the A, (dz ) excited state. Thelg
observed g values are predicted (28, 30, 75) by
-8Aag, .
9" ' 2'0<>23 ° 4EdX2.y2 ^ xy [“81 ’
T(n)/2]
gx - 2.0023 = — -------------
dx2-y2-*dxz,yz
[ag -a'gS - a' (l-82)?5T(n)/2] (3.3.3)
where a, g^, g are the bonding parameters introduced in Chap­
ter 2; AE is the electron transition energy; X is the spin 
orbit coupling constant; T(n) is a function of the metal- 




hybridization of ligand orbitals. The overlap integral is 
defined as
S = <dx2 - y2 U T_0 2 2>/2•* 1 LGO, x -y '
= <dx2 - y2 ! ^  “ CT2 + CT3 ~ °4>/2 (3.3.4)
2 ^where = np^ + (1 - n ) s^ to account for s-p hybridiza­
tion of ligand orbitals. Evaluation of S using hydrogen­
like wavefunctions yields S .. = 0.093 and S =
J nitrogen oxygen
2
0.076, assuming sp hybridization (28). The difference m
2 3the values of S for sp and sp hybridization is probably 
small. On the other hand, T(n) is sensitive to the metal- 
ligand distance as well as to the extent of sp hybridization, 
where
(l - n 2 )h R 8 (Z_Z_)5/2(Z -Z )
T(n) = n ------------------------- -— E_ (3.3.5)
(Zs + V  ao
and where Z^ and Zg are the effective nuclear charges for p 
and s electrons, R is the metal-ligand distance, and n is 
the fraction of p orbital character. Using Zg = 4.50, Zp = 
3.54 for nitrogen, and Z_ = 5.25, Z = 4.06 for oxygen (28),p
and R from crystallographic data (see Table 4.1), the T(n)'s 
for nitrogen and oxygen are calculated for bis(prolinato) 
copper(II) dihydrate, bis(anthranilato)copper(II), and bis
(picolinato)copper(II) dihydrate and listed in Table 3.2.
2Since there is evidence that sp hybridization is not a goo< 





CALCULATED VALUES OF T(n)
Nitrogen
R = 1.963 A 
sp3, n = (0.67)^ 
T(n) = 0.325
R = 2.024 A 
sp3, n = (0.75)*2 
T(n) = 0.428
Oxygen
R = 1.940 A 
sp3, n = (0.67)35 
T(n) = 0.218
R = 1.973 A 
sp3, n = (0.67)^ 
T (n) = 0.209
Cu(pro)2-2H20 R = 1.959 R = 2.028
sp3, n = (0.75)^ sp3, n = (0.67)*5
T (n) = 0.442 T(n) = 0.192
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differences among the calculated values of T(n) may not be 
significant.
Depending on the experimental uncertainty in the measure­
ment of EPR parameters, terms in S and T(n) may be relatively 
unimportant. Simplified equations (30) can then be used:
„ 2 2 -8Aa g.
9“ ’ 2'°023 = ( 3 - 3 ' 6 )
2 2
gA - 2.0023 =    (3.3.7)
dx2-y -vdxz,dyz
When the crystal field symmetry is nonaxial, three g 
values may be observed. In D2^ (mmm) symmetry, the in-(xy) 
plane anisotropy arises from splitting of the dxz and dyz 
orbitals and the g values are
. 2 2  -8 Aa p *
g - 2.0023 = Ap  --- (3.3.8)
z AEdx2-y -*dxy
2 2
g - 2.0023 = ~ Z X a J   (3.3.9)
y AEdx2-y2-dxz
2 2
g - 2.0023 = ---  (3.3.10)
x dx -y2-*dyz
2 2where 8 and y are the bonding parameters corresponding to
the dxz and dyz antibonding molecular orbitals, respectively.
In C2V (mm) symmetry, the in-(xy)plane anisotropy also arises
2 2 2from admixture of dx -y and dz orbital character, and
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g - 2.0023 = - 8>°26l2 (sin2S> (3.3.11)
z 4Edx2-y2*axy
g - 2.0023 = - * (3.3.12)
y dx2-y2-xlxz
g - 2.0023 = - 2Xri2f2f<^ ‘ COsS ~ SLnj) (3.3.13)
dX2-y2-*dyz
2 2 . where sin 6 = 0.9956 and cos 6 = 0.0044 are mixing coeffi­
cients (51, 89) .
2
When dz is the ground state, as in distorted octahedral 
symmetry, the lowest g value is very close to the free elec­
tron value and
q L ~ 2.0023 (3.3.14)
g - 2.0023 = - ■„ , ------- (3.3.15)
' dz ->dxz ,yz
The hyperfine coupling constants are also related to the 
bonding parameters. In (4/mmm) symmetry (28, 30, 75),
A || = P[a2 (-Ko-4/7) + (gn-2.0023)Z„ +
3/7(gx-2.0023)Zx] (3.3.16)
Aa = P[a2 (-KQ+2/7) + 11/14(gx-2.0023)Z J  (3.3.17)
where k is the Fermi contact term, and
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PQ = 2.0023 gN00N <r"3>dx2_y 2 (3.3.18)
Z„ = ag.j/[ag^~a 1 g^S-^a' (1-3^) (n) ] = 1 (3.3.19)
Z± = ag/[ag-ot,gS-aIA/2‘(l-g2)J2T(n) ] = 1 (3.3.20)
-4 -1 -4The free atom values of P are 388 x 10 cm and 416 x 10o
cm ■*" for ®^Cu and ^Cu, respectively (75) . However, to 
account for the reduction of PQ by covalent bonding, an aver­
age value, P = 360 x 10~^ cm"'*', is usually employed (90) .
The Fermi contact term, kq , is approximately 0.43, and 
it is usually assumed to be constant (91). Kuska and Rogers 
(92) found that this assumption is not generally valid. The 
two contributions to kq are opposite in sign. The negative 
contribution from exchange polarization of electron spin
density in filled s orbitals, is covalency dependent, and is
2 . .related to the hyperfine couplings by a . The positive term 
arises from unpaired electron density in the 4s copper orbit­
al, and is sensitive to both covalency and the ground state- 
excited state energy separation. The relative importance of 
the two terms can vary independently in such a way that the
hyperfine couplings decrease, rather than increase, as co-
2
valency decreases (a approaches 1). This was observed by 
Kuska and Rogers (92), and Yokoi (93) in their studies of 
the effect of ligand substitution on EPR hyperfine splittings 
in copper acetylacetonates.
53
Similar expressions for the ligand hyperfine couplings 
(94) are given by
B 4  ^ X ^5n <r >2p
+ ^ ( 1 - n 2) <i'2s2 (0)} (3.3.21)
B_ = |ge PgN BNl(2^r) x {-ln2 <r_3>2p
+ ^-(1-n2) ’i'2s2 (0) } (3.3.22)
where a ’ is the molecular orbital coefficient for the ligand
term in the antibonding orbital, n is the fraction of s-p
2
hybridization of ligand orbitals, ¥2 (0) is the electron
density of the ligand atomic 2s orbital at the ligand nucleus 
-3and <r >2^ is the radial integral over the ligand 2pa orbit-
-3 2al. For nitrogen, <r >2^ is 2.37 a.u., and ¥2s (0) is
4.49 a.u. (94).
To further complicate interpretation of EPR parameters,
covalent bonding reduces the spin-orbit coupling constant
below the free ion value (90) by as much as 30-40%. For
example, Kokoszka and Allen (51) calculated X = -4 75 cm ^
compared to XQ = -828 cm  ^ for zinc-doped copper acetate mono
hydrate.
3.4. Coupled S2 = h Systems
Electron-electron interactions must be considered when 
the copper-copper distance becomes small, as in magnetically
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Concentrated samples or in dimeric copper complexes. The 
Hamiltonian operators for the dipolar and exchange inter­
actions were introduced in Section 3.2. The observed zero 
field splitting arises from both the dipolar interaction, 
and anisotropy in the exchange interaction. Isotropic 
exchange does not contribute to zero field splitting, but 
reduces nuclear hyperfine splittings by a factor of one- 
half (31).
For a given orientation two transitions occur as shown 
in Figure 3.3. The effective spin Hamiltonian, neglecting 
nuclear hyperfine interactions, is (58, 95)
where E is the rhombic component of the zero field splitting 
(not shown in Figure 3.3). A general solution of this 
equation is not possible. However, the six principal Amg = 
+1 resonance positions are approximately as given by (95)
A A A A O A 0
H = g(3HS + DS^ + E (Sx - Sy ) (3.4.1)
(3.4.2)




Figure 3.3. EPR transitions in coupled 
h system (H || Z) .
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E/i=gi|6H||-i/2 J 0*i/3D 
(sz=*i)
B 3 = -1/2 J0-2/3D 
(sz=o)
E 2=-g h^H, 1-1/2 J0+i/3D 
(s z =- i)
E, =+3/2 J0
2^ 0
where H = , D 1 = — , and E' = — -^r-. When E = 0, four
° 9e3 ge ge
lines appear at
g <= D '
H. , = ^  (H - V )  (3.4.8)^,1 “ gx '“o 2
9,
H , - = —  (H + (3.4.9)
±,2 g, o 2
geH M , = —  (H - D') (3.4.10)
"/i g.i o
geH„ , = 7  (H + D') (3.4.11),2 g || o
where the observed separation is 2 1D *| for the outermost 
lines and just |D'| for the inner pair of lines (31).
The observed zero field splitting, D, has two compo­
nents
D = D . - D,. n (3.4.12)exchange dipolar
2 2 3where D^ip0iar = 29" 8 /r , r is the copper-copper distance, 
and
Dexchange = " f  <?<9,r2>2 ' 2>2> <3-4-13»
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2 2 . assuming a dx -y ground state (58, 96). In this equation,
J is the exchange energy that is obtained from the tempera­
ture dependence of magnetic susceptibility (58).
The exchange interaction can be a direct process 
resulting from overlap of metal d orbitals, or an indirect 
superexchange process which is propagated through bridging 
ligand atoms. The debate regarding the nature of the ex­




Anthranilic acid is used as a reagent for gravimetric 
determination of divalent and trivalent transition metals 
(97, 98). In 1960, Hill and Curran (99) reported infrared 
and ultraviolet absorption studies of divalent manganese, 
zinc, cadmium, nickel, and copper complexes, and sodium, 
potassium, calcium, barium, and strontium salts with anthra­
nilic acid. It was found that the N-H stretching frequencies 
were shifted by 149-187 cm  ^to lower frequency for the tran­
sition metal complexes, with the greatest shift observed in 
the spectrum of copper complex. These shifts are larger 
than those typically observed in the spectra of aliphatic 
amino acid complexes. Since very small shifts were observed
for peaks in the 1625-1500 cm  ^region, the authors con-
-  2+cluded that the COO -M bonds in anthranilate complexes are 
electrostatic. Hill and Curran also reported that the ultra­
violet spectra of these complexes in absolute ethanol indi­
cate that the N-M bond is broken, and that in 95% ethanol 
the nickel complex is completely dissociated, and the copper, 
zinc, and cadmium complexes are "appreciably hydrolyzed."
This behavior was attributed to the electrostatic character 
-  2+of the COO -M bond and "the gain in resonance stabilization" 
when the nitrogen-metal bonds are broken. It was concluded
59
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that the anthranilate ion is a weak ligand.
In a later study, Sandhu et al. (100), reported infrared 
and magnetic susceptibility measurements on the 2:1 anthra­
nilate complexes with divalent manganese, nickel, zinc, cad­
mium, cobalt, and copper. On the basis of the insolubility 
of these complexes and infrared data, it was suggested that 
these complexes have a polymeric structure, that the ligands 
are tridentate due to the involvement of both oxygens of the 
carboxylate group in coordination, and that the coordination 
geometry around the metal ion is distorted octahedral. Fur­
ther evidence for octahedral stereochemistry are the room 
temperature magnetic moments for the bis(anthranilato) 
nickel(II) and cobalt(II) complexes, which were reported as 
3.2-3.4 B.M. and 5.00-5.05 B.M., respectively (100, 101).
The magnetic moment of bis(anthranilato) copper(II) has been 
variously reported as 2.0 B.M. (100) and 1.84 B.M. (102).
On the basis of electron paramagnetic resonance spectra of 
magnetically concentrated, polycrystalline bis(anthranilato) 
copper(II), a square planar geometry was suggested (102, 103). 
However, the crystalline g-values reported by Ismailov (102) 
as g^ = 2.069 and g2 = 2.250 are not necessarily equal to 
the molecular g-values, due to Cu-Cu interactions in the un­
diluted lattice, and might be misleading. As with other 
ligand bridged copper complexes (62-64, 104), and as suggested 
by the observed (102) Weiss constant, 0 = -2°, a weak mag­
netic interaction between copper ions is expected.
Other reports of infrared spectra of metal anthranilates
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have appeared in the literature (105-108). Shepard et al. 
(108) reported M-0 stretching frequencies for divalent man­
ganese, cobalt, nickel, copper, and zinc complexes of 
anthranilic acid, and of 5-methyl, 5-chloro, 5-bromo, and 
5-iodo anthranilic acids. Splitting of the Cu-0 stretching 
band but not the Cu-N stretching band was observed. The 
splitting was attributed to tetragonal distortion of octa­
hedral symmetry, and the presence of two types of Cu-0 bonds 
(i.e., equatorial and axial). It was observed also that the 
M-0 stretching frequency shifts toward lower frequency as 
the inductive, electron-withdrawing capacity of the ligand 
substituent decreases. The substituent effect on the M-N 
stretching frequencies showed a tendency to shift the M-N 
band in the opposite direction compared to the M-0 band.
In 197 5, Lange and Haendler (109) reported the crystal 
and molecular structure of bis(anthranilato) copper(II).
This work confirmed the polymeric structure proposed by 
Sandhu (100), in which the copper ion is in a distorted octa­
hedral environment. Two amino nitrogens and two carboxylate 
oxygens occupy trans equatorial positions. A carbonyl 
oxygen from a ligand on an adjacent complex molecule occupies 
the axial coordination site. The polymeric carboxylate- 
bridged network is further stabilized by N-H ••• 0=C hydro­
gen bonds, and is probably responsible for the extreme in­
solubility of this complex. Crystallographic data are 
summarized in Table 4.1.
The thermal properties of complexes of divalent nickel,
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TABLE 4.1 























































See Table 1.1 for ligand abbreviations.
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copper, and zinc with o-, m-, and £-aminobenzoates have been 
studied using thermal gravimetric analysis (TGA) and differ­
ential thermal analysis (DTA) (110). It was found that the 
activation energy for decomposition followed these sequences
* * *
ECu(II) > EZn(II) ~ ENi(II) '
* * *
E ,, > E > E . ,ortho para meta'
whereas the procedural decomposition temperatures (pdt) de-
★
creased in the order Ni > Zn > Cu. While E reflects complex 
stability and metal-ligand bond strength, the pdt's are 
related to the strength of intermolecular bonding. Examina­
tion of the above trends reveals the effects of crystal field
*
stabilization energy and chelate ring formation on E . The 
trend in pdt's suggests that Jahn-Teller distortion weakens 
the intermolecular interactions in the copper complexes.
*k
Both E and pdt correlate well with stability constants and
free energies of formation of the complexes.
Although Hill and Curran (99) originally proposed that 
2+the COO -M bond was electrostatic in anthranilate complexes,
2+a more recent study (111) has shown that the COO -M bond 
is not completely ionic in character. Oxygen (Is) binding 
energies from photoelectron spectra were larger and indicated 
greater covalency for anthranilate complexes compared to the 
corresponding sodium salt. A correlation between the shifts 
in nitrogen (Is) binding energies with N-H frequency shifts 
in the infrared spectra, established that amine stretching
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frequencies decrease as the covalent character of the M-N 
bond increases.
The N-substituted derivatives of anthranilic acid are 
known as the fenamic acids and constitute an important group 
of nonsteroidal anti-inflammatory drugs, noted for their 
ability to inhibit prostaglandin synthesis (112-115). 
Yatsimirskii et al. (116) first described the ability of the 
copper fenamate complexes to catalyze oxidation of ascorbic 
acid and degradation of hydrogen peroxide. The catalytic 
activity of the complexes was correlated with the anti-inflam­
matory activity of the free ligand. They also found that 
the 1:1 complexes had greater catalytic activity than the 
2:1 complexes. Later it was found that the fenamic acids 
are able to extract copper from ceruloplasmin and form low 
molecular weight copper fenamate complexes in the presence 
of the protein (117). Addition of N-(2,3-dimethyl-phenyl)- 
anthranilate to ceruloplasmin increased the rate of ascorbic 
acid oxidation, presumably through the formation of low 
molecular weight copper complexes having greater catalytic 
activity than the native protein. Grigor'eva et al. (118)
have reviewed the role of copper in the mechanism of anti­
inflammatory action of the fenamic acids.
Several reports have appeared by Russian investigators 
of the ability of the copper fenamates to dimerize in organic 
solvents (119-121). Electron paramagnetic resonance spec­
troscopy was used to -determine the dimerization constants in 
aqueous dioxane solution for the 2:1 complexes with
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N~(2,3-dimethylphenyl)-anthranilate, N-phenyl-anthranilate,
N-(3-trifluoromethylphenyl)-anthranilate and N-(3,4-dimethyl- 
phenyl)-anthranilate, in decreasing order of magnitude of 
the dimerization constant. It was found that the stability 
constants of the analogous monomeric complexes decrease in 
the reverse order. The singlet-triplet energy separation,
2J, measured from the temperature dependence of the magnetic 
susceptibility, was found to be -260 cm ^ and -240 cm  ^ for 
the N-(2,3-dimethylphenyl) and N-(3-trifluoromethylphenyl) 
anthranilate complexes, isolated as dimers from N,N'-dimethy1- 
formamide solution (122). The copper-copper distance in the 
dimeric 2,3-dimethyl complex is 2.613 il (123). The complete 
X-ray structure determination has not been published to date.
Copper complexes with a-amino acids have been studied 
as models for copper-protein binding sites (1, 124-127).
The crystal and molecular structure (128, 129) of bis(L-(— )- 
prolinato) copper(II) dihydrate has been determined (see 
Table 4.1). In the solid state, the proline ring has a non- 
planar, envelope conformation. The axial coordination sites 
are occupied by water molecules which participate in H20...
H-N and C=0 ••• H-0 hydrogen bond formation.
Numerous investigations concerned with resolution of 
optical isomers are reported (130-133). Extensive electron 
paramagnetic resonance (EPR) work has also been performed 
(134-137). Slight differences in EPR parameters exist be­
tween bis(L-(— )-prolinato) copper(II) dihydrate and bis- 
(D,L-prolinato) copper(II) dihydrate. For example, in frozen
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dilute aqueous methanol solution, the EPR parameters for
the optically pure and racemic complexes are g„ = 2.261, gx =
-4 -12.058, A,| = 188 x 10 cm , and gM = 2.266, gx = 2.058, A„ = 
179 x 10"4 cm ■*", respectively (135, 136) . Despite these 
differences among isomers, the EPR parameters for most ali­
phatic (135-138) and aromatic (139) a-amino acid complexes 
are very similar, and in most cases the g and A tensors are 
axially symmetric (135-139).
In concentrated polycrystalline samples of Cu(pro)2*
2H20 , magnetic coupling between adjacent copper atoms is 
evident from the crystal g-values, g^ = 2.075 and g2 = 2.191 
(134), which do not equal the molecular g-values (135, 136). 
Sastry and Sastry (134) analyzed the variation in linewidth 
for rotation of a single crystal around the b-axis, accord­
ing to Van Vleck's theory of mean square second moments 
(140), to obtain the exchange energy and Curie temperature.
In this case, exchange is ferromagnetic with 2J = +0.108 cm  ^
and Tc = 0.24°K. Ferromagnetic exchange is relatively rare 
for copper(II) complexes but has been observed for diammine 
copper(II) carbonate (104) and [(4-nitroquinoline N-oxide)- 
CuCl2]2 (141).
Numerous studies of transition metal complexes with 
pyridine carboxylic acids have appeared in the literature. 
Complexes of picolinic, nicotinic, and isonicotinic acids 
with divalent manganese, iron, cobalt, nickel, copper, zinc, 
and silver are known (142, 143). Kleinstein and Webb (143) 
initially proposed tetragonal geometry with axial coordination
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of solvent molecules for the bis(picolinato) dihydrate com­
plexes, but octahedral geometry and a polymeric carboxylate- 
bridged lattice network for the analogous nicotinate and 
isonicotinate complexes. Later, the X-ray structure of bis- 
(picolinato) copper(II) dihydrate (144) (see Table 4.1) and 
bis(picolinato) copper(II) dihydrate (145) demonstrated the 
existence of a polymeric structure for the copper complex, 
but not the cobalt complex. The waters of hydration in the 
copper complex are interstitial and participate in 0-H •••
0=C and 0-H ••• 0VH hydrogen bonding (144), whereas the water 
molecules are axially coordinated in the cobalt complex.
The crystalline dimorphs of bis(picolinato) copper(II) di­
hydrate differ in the positions of the water molecules in 
the crystal lattice (146). Upon removal of water, two moles 
of selenourea (147, 148), potassium selenocyanide (148), 
thiourea (149), or allylthiourea (149) can be incorporated 
into the crystal lattice per mole of copper, by coordination 
through selenium or sulfur at the axial positions on copper.
The thermal properties of the pyridine carboxylate com­
plexes (150) are similar to the properties of the aminoben- 
zoate complexes (110). The thermal stability of the pyridine 
carboxylates decreases in the following sequences
Mn > Zn = Fe > Co > Ni > Cu, and
picolinate > nicotinate > isonicotinate,
where the effects of crystal field stabilization energy and
68
chelate ring formation are apparent.
Picolinic acid is able to coordinate in the acid form 
in nonaqueous media. Mixed free acid and acid anion plus 
chloride or bromide complexes with copper(II) are known 
(151). Weight loss percentages in the thermogravimetric 
analyses of Cu (pic) (Hpic) Br and Cu (pic) (Hpic) Cl* 0. 5C2H,-OH 
correspond to copper(II) oxide as the residue of decomposi­
tion, in contrast to copper(II) monohalobenzoates which form 
copper(I) halide residues (152).
Ammeter et al. (94) demonstrated the dependence of g, 
metal hyperfine and nitrogen superhyperfine interactions, 
and optical d-d transitions on the host lattice and the ex­
tent of axial coordination, using bis(picolinato) copper(II) 
doped into diamagnetic lattices or dissolved in a variety 
of solvents. Solvent effects are particularly important, and 
the following trends are generally observed as the strength 
of the axial (solvent) ligand interaction increases:
1. Tetragonality, T, increases, where T is defined as the 
ratio of equatorial to axial bond lengths so that T = 1.0 
for octahedral geometry and T = 0.5-0.6 for square planar 
geometry
2. The electron transition energies decrease
3. The contribution to the total spin moment from orbital 
angular momentum increases (i.e., the degree of "quench­
ing" decreases)
4. Hyperfine coupling constants increase in a positive man­
ner, i.e., |-A| decreases as a consequence of (3)
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5. Equatorial o-bond covalency decreases
6. Equatorial ligand hyperfine coupling constants decrease 
as a consequence of (5)
7. g-values increase as a result of (3) and (5)
8. <r_^>(jx2_y2 increases as a result of (5), and parameters
—3which are directly proportional to <r > increase (e.g.,
P, A)
These trends are illustrated by the values of gQ and Aq for 
Cu(pic)2 in pyridine, water, methanol, and ethanol, in de­
creasing order of the coordinating ability of the solvent.
The gQ-values are 2.136, 2.133, 2.130, 2.130, and Aq values 
are -65, -67, -70.5, -71 G for each solvent, respectively. 
Theoretical aspects of EPR spectroscopy were discussed in 
Chapter 3.
Divalent zinc and nickel, but not copper, complexes 
with pipecolinic acid have been reported (153). It was found 
that the thermodynamic stability constants for the interac­
tion of picolinate and pipecolinate anions with copper(II) 
in aqueous-propanol solution, are larger for the formation 
of 1:1 complexes compared to 2:1 complexes; for nickel com­
pared to zinc; and for picolinate compared to pipecolinate. 
The relationship between and K2 is expected on statistical 
grounds, whereas the relationship between nickel and zinc is 
predicted by crystal field stabilization energy. The rela­
tionship between the formation constants of picolinate and 
pipecolinate complexes suggests stabilization by delocaliza­
tion of electrons arising from coplanarity of the chelate
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ring and picolinate aromatic ring.
It is sometimes possible to correlate metal complex 
behavior with the acid dissociation constants of the ligand. 
For amino acids the following acid-base relationships must 
be considered.




where KA and Kg are dissociation constants for the carboxylic 
acid group; Kg and Kc are dissociation constants for the 
amino group; and Kz is the equilibrium constant for rear­
rangement of the neutral molecule to the zwitterion (NH^* - 
R - COO-). The effective two-step concentration equilibrium 








One or both stepwise acid dissociation constants have been 
reported for some of the ligands in this study, and are sum­
marized in Table 4.2. Complex stability constants are also 
listed. There is no stereoselectivity in complexation by 
optically active bidentate amino acids (157).
TABLE 4.2
ACID DISSOCIATION CONSTANTS AND COPPER COMPLEX FORMATION CONSTANTS
Acid p k hi pKH2 T(°C) , I (M) ref logK^a logK2b
L- (—) -proline 1.90 10.38 25,0.1 154 8.83 16.40
















anthranilic acid 1.97 4.79 25,0.1 156 4.25
7.07 5.89
4-chloro- 
anthranilic acid (1.74)C (4.32)d — 157 — —
3,5-dichloro- 
anthranilic acid (1.23)C (4.26)d — 157 — —
4-nitro-
anthranilic acid (1.19)C (4.08)d — 157 — —
N-phenyl- 
anthranilic acid - 7.70 25,0.02 119 5.89 4.81

















aCu2+ + LH Kl > (CuL)+ + H+
TABLE 4.2 - Continued
b (CuL)+ + LH — — » CuL2 + H+ 
cCalculated using Hammett Equation, pK& = (PKa)Q “ °r with (PKa)0 = (Pkhi^
1.97; a (m - NC>2) = 0.71, a (p - NC>2) = 0.78, a (m - Cl) = 0.37, a (£ - Cl) = 0.23 
a(o - Cl) = 0.20.







5.1. Preparation of Complexes
The ligands (shown in Table 1.1) were purchased from 
Aldrich and used without further purification. Aqueous solu­
tions of the sodium salts of the acids were prepared by dis­
solving the free acid in dilute (-0.5-1.0 M) sodium hydroxide 
solution. The pH was adjusted to 6.0-7.0 with dilute acetic 
acid, and the solution was then filtered. An aqueous solu­
tion of copper(II) acetate was added to the ligand solution 
in a 1:2 metal-ligand mole ratio. With the exception of 
that of L- (— )-proline, the complexes precipitated immedi­
ately as finely grained powders in quantitative yield. The 
products were collected on Buchner funnels, washed with 
deionized water, and air-dried. Copper-doped zinc(II) and 
nickel(II) complexes were prepared by the same procedure, 
using approximately 5 mol% copper(II) acetate in nickel(II) 
acetate or zinc(II) acetate. The bis(prolinato) copper(II) 
complex which is extremely soluble in water, was isolated by 
addition of acetone or ether to the aqueous solution of the 
complex.
Two preparative variations were followed with N-phenyl- 
anthranilic acid and flufenamic acid. Complexes with these 
ligands, originally prepared in aqueous solution and
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designated CuL2 A , were recrystallized from reagent grade 
methanol, which had been dried over 4A molecular sieves, 
forming CuI^’MeOH complexes. Alternatively, hot concentrated 
methanol solutions of the free ligand and copper(II) acetate 
were combined, and the complexes isolated by crystallization 
upon slow evaporation of the solvent.
The complexes designated CuL2 B were prepared by gentle 
heating of the CuL2‘MeOH complexes in the solid state for 
approximately 24 hours. The temperature did not exceed 
50°C for Cu(fluf)2 B or 120°C for Cu(panth)2 B.
All complexes were analyzed for C, H, N composition 
using a Perkin Elmer 24OB Elemental Analyzer, or F&M Model 
185, Carbon, Hydrogen, Nitrogen Analyzer. Metal content was 
determined by gravimetric methods (98). In the analyses for 
metal, a sample (0.1-0.3 g) of the solid complex was decom­
posed in about 10 ml of concentrated (-12 M) hydrochloric 
acid. The copper, nickel, and zinc complexes with N-phenyl- 
anthranilic and flufenamic acids were dissolved in methanol 
prior to acid treatment to insure complete dissociation.
With the exception of proline, pipecolinic acid, and pico- 
linic acid, the ligands precipitated as the free acids and 
were removed by filtration of the acidified solution. The 
presence of proline, pipecolinic acid, and picolinic acid in 
solution did not interfere with the analysis for copper. In 
the analyses of the copper complexes, the filtrate (-25 ml) 
was diluted to about 75 ml with deionized water, and treated 
with aqueous ethylenediamine solution (-9.0 wt%), followed
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by addition of concentrated potassium tetraiodomercurate 
(II) solution to precipitate copper(II) as [Cu(en)2][Hgl^]
(98). In the analyses of the copper-doped zinc and nickel 
complexes, the pH of the filtrate was adjusted to about 6.0 
with dilute (~0.5 M) sodium hydroxide solution prior to addi­
tion of aqueous sodium anthranilate solution (*3.0 wt.%) to 
determine total metal, i.e., (Cu + Zn) or (Cu + Ni) , as the 
anthranilate complex (98).
Solutions of the complexes were prepared by dissolving 
in volumetric flasks the solid complexes. Reagent grade 
methanol and benzene were stored over 4A molecular sieves 
and used without further purification. Reagent grade dioxane 
was not pretreated. Since NjN'-dimethylformamide decomposes 
in the presence of water to carbon monoxide and dimethyl- 
amine, and may also contain formic acid (159), this solvent 
was carefully purified immediately prior to use. Water was 
removed as the benzene or toluene azeotrope. The solvent 
was subsequently treated with barium oxide or phosphorous 
pentoxide, filtered, and fractionally distilled.
5.2. Thermal Analysis
The presence of solvent molecules in the solid com­
plexes was determined by thermal gravimetric analysis (TGA). 
The enthalpy of desolvation was measured by differential 
scanning calorimetry (DSC) using indium metal as a calibrant. 
Adsorbed solvent was distinguished from coordinated solvent 
by the absence, in the former case, of a well-defined
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transition in the DSC curve corresponding to solvent weight 
loss in the TGA curve.
The thermal decomposition of the complexes in air up 
to 500°C was studied by TGA also. Decomposition temperatures 
were measured by integration of the TGA curve using the 
formula (159)
_ Area under Curre 
D Total Area
Solid residues from thermal decomposition were analyzed by 
X-ray powder diffraction, and products identified by compari­
son with the standard diffraction file (160).
All the above studies employed a Perkin Elmer Thermo­
balance, Model TGS-1, and Differential Scanning Calorimeter, 




The magnetic susceptibilities of the complexes in the 
solid state were measured by the Gouy method using a Varian 
Electromagnet (Model 4004), Power Supply (Model V-2300-A) 
and Current Regulator (Model 2301-A), and a Beckers Sons 
(Type RO,l) analytical balance. Measurements were performed 
at room temperature in a magnetic field of 5.8 kG. The cali­
bration constant, 8, was determined using HgCo(CNS)j, and 
checked against (NH^) (SO^) 2 * GI^O. The sample tube was
open at each end so that the diamagnetic correction for the
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glass was small or zero. The magnetic susceptibility, X/ 
is given by
i  ^ 6  a +  3 F 1 /  c  *) i  \10 X = -----  (5.3.1)
where F 1 is the force in mg on the sample corrected for the 
diamagnetism of the glass, W is the mass of the sample in g, 
and a and 6 are calibration constants (33). Calculation of 
vie££ was reviewed in Section 2.6.
5.4. Infrared and Visible 
Spectroscopy
Solution spectra were recorded on the Carey 14 scanning 
spectrophotometer using matched quartz cells (1 cm path- 
length) with pure solvent in the reference beam. Diffuse 
powder reflectance data were collected using the Beckman 
Model DU Quartz Spectrophotometer with reflectance attach­
ment 2580. The reflectance, R, relative to the reflectance 
of magnesium carbonate was converted to absorbance by
A = log (100/R) (5.4.1)
Single wavelength absorbances were plotted versus wavelength 
to give the absorption spectrum.
Infrared spectra were obtained using halocarbon mulls 
with sodium chloride plates, and a Perkin Elmer grating spec­
trometer, Model 337. The instrument was calibrated using 
the spectrum of polystyrene.
78
5.5. X-ray Diffraction
X-ray powder diffraction photographs were taken with a 
Philips 57.3 mm camera, and were exposed with nickel-filtered 
copper radiation (A = 1.5418 R) either for 30 minutes to 
a General Electric X-ray unit set at 10 ma and 4 5 mV or for 
two hours to a Norelco X-ray unit set at 15 ma and 35 mV. 
Samples were contained in 0.3 mm glass capillaries.
5.6. Electron Paramagnetic
Resonance (EPR) Spectroscopy
EPR spectra were recorded on the Varian E-4 spectrometer 
operating at X-band frequency (-9.5 GHz) with 100 kHz field 
modulation. The magnetic field was calibrated with a proton 
nuclear magnetic resonance gaussmeter. Diphenylpicrylhy- 
drazyl (DPPH, g = 2.0037 ± 0.0002) was used as a microwave 
frequency marker. Cylindrical quartz tubes (3 mm i.d.) were 
used for powders, dioxane and benzene solutions at room 
temperature, and for all solutions at liquid nitrogen temper­
ature. A quartz flat cell was used for N,N'-dimethylforma- 
mide and methanol solutions at room temperature. A cylindri­
cal quartz Dewar was inserted into the instrument cavity for 
measurement of spectra at liquid nitrogen temperature. 
Instrument settings were selected to avoid power saturation, 
overmodulation, and lineshape distortion. EPR parameters 
were refined by computer simulation of spectra. Simulated 
spectra were calculated using a Fortran program for S = %
(84) systems (appendix A) on a DEC-10 computer, and were dis­
played on a Calcomp plotter.
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Zero field splitting parameters (D and E) were measured 
by comparison of observed resonance positions with calcu­
lated positions (see appendix B).
CHAPTER 6
RESULTS AND DISCUSSION
6.1. Stoichiometry of the Complexes
Complexes with a 2:1 ligand:metal mole ratio were pre­
pared. As shown in Table 6.1, the results of the analyses 
for carbon, hydrogen, nitrogen, and metal confirm this 
stoichiometry. In general, the observed percentages are 
in good agreement with predicted values. In several com­
pounds, i.e., Cu(panth)2 A, Cu(fluf)2 A, Ni (anther Ni 
(panth)2/ Zn(panth)2f and Zn(fluf)2/ where the differences 
between observed and calculated values are greater than the 
acceptable ±0.3% limit, thermal gravimetric analysis estab­
lished the presence of adsorbed water in nonstoichiometric 
amounts (see Table 6.2 and Figures 6.1-6.5). Although weight 
loss corresponding to desorption of water is not observed in 
every case where the observed and calculated compositions 
differ, the presence of adsorbed water is inferred. The 
desorption process may be obscured by the decomposition pro­
cess in these substances. The presence of adsorbed water 
is not unexpected since these complexes precipitate rapidly 
upon formation, and are similar in texture when dry to clay 
materials. The absence of a well-defined transition in the 
DSC curve corresponding to loss of water in the TGA curve, 








Formula Weight Color M C H N M C H N
Cu(pro)2*2H20 327.80
dark
purple 19.38 36.63 6.16 8.54 18.68 35.20 6.19 8.17
Cu(pip)2’2H20 355.86 blue 17.86 40.50 6.81 7.87 17.81 39.80 7.03 7.84
Cu(pic)2 307.74 purple 20.65 46.79 2.60 9.10 20.86 45.00 2.52 9.06
Cu(anth)^ 335.80
light
green 18.92 50.07 3.61 8.34 19.44 48.40 3.55 7.94
Ni(anth)2 331.21b
pale
blue 17.80 50.76 3.66 8.46 17.61 49.22 3.47 8.22
Zn(anth)2 337.54b
pale
green 19.34 49.81 3.59 8.30 19.21 48.14 3.47 8.75
Cu(canth)2 404.68
light
green 15.70 41.51 2.47 6.92 14.76 40.30 2.65 6.78
Zn(canth)^ 406.51b white 16.06 41.36 2.48 6.89 15.79 42.69 2.71 7.01
Cu(dcanth)2 * 2Ho° 509.60
light
green 12.47 32.97 2.35 5.49 12.46 34.00 2.06 6.50





































C H N M
35.35 1.70 5.89 13.95
39.49 2.37 13.16 14.95
39.32 2.36 13.10 15.45
63.99 4.14 5.74 12.65
63.99 4.14 5.74 13.46
62.36 4.66 5.39 12.30
64.60 4.18 5.80 12.00
63.76 4.12 5.72 13.56
53.89 2.91 4.49 9.63


































9.68 53.09 2.93 4.27 9.65 53.41 3.16 4.64
9.52 54.29 2.94 4.52 9.61 56.60 3.31 4.69619.39 green 
. salmon-
625.72° pink 10.43 53.74 2.91 4.48 10.23 53.09 3.24 4.39
Copper complexes analyzed for copper content by ethylenediamine method; copper-doped 
zinc and nickel complexes analyzed for total metal content by anthranilate method; see 
Section 5.1 for details.




















































TABLE 6.2 - Continued
Complex 









Temperature % Weight Volatile % Weight
Tp (°C)a Range (°C) Loss Product-*3 Lossc
336 40-184 4.7 ~1.3 H20 4.2
200-480 49.0 —  80.7
53.7 84.9
337 200-478 50.4 —  83.7
323 104-168 5.3 MeOH 6.2
200-480 49.0 —  78.5
54.3 84.7
368 40-168 2.6 ~1 H^O 2.8
224-500 41.0 — 84.8
43.6 87.6
368 106-117 0.3
209-500 53.6 —  87.2
53.9
370 25-123 4.2 MeOH 4.9
186-500 52.2 —  83.0
56.4 87.9
402 40-159 1.0 -0.2 H^O 1.1
159-428 76.5 —  76.5
77.5 77.6
oo
406 40-239 5.4 -1.5 H?0 5.3 ui
239-496 78.6 —  80.0
84.0 85.3












Ni(fluf)2 313 40-466 85.3 — 87.9
Zn(anth)2 415 168-431 75.3 — 75.7
Zn(canth)^ 441 178-503 78.0 — 80.0
Zn(dcanth)^ 394 128-500 57.9 — 83.3

















aEstimated by integration of TGA curve over temperature range 40-500°C; see Section 5.2. 
Identity of product assumed. Chemical or spectral characterization was not performed.
cAssuming formation of metal(II) oxide. As indicated by X-ray diffraction, the metal 
(II) oxide was always found in combination with other compounds (see Section 6.2). Agree­
ment between calculated and observed % weight loss can be misleading.
TABLE 6.2 - Continued
Freshly prepared sample. 
eAged sample.
^Loss of sample occurred during explosive decomposition.
Figure 6.1. TGA curves for (A) Cu(pic)2? (B) Cu(pip)2 
2H20; (C) Cu(pro)2*2H20 (old); and (D) Cu(pro)2•2H20 (new);
sample weight; 1.916, 1.519, 1.396, 1.239 mg, respectively; 
mass range: x 2; heating rate: 40°/min; chart speed: 2" / m i n
0.4 m g  
on xz 





Figure 6.2. TGA curves for (A) Cu(nanth)2; (B) Cu- 
(dcanth)2*2H20; (C) Cu(canth)2; and (D) Cu(anth)2; sample 
weight: 2.610, 0.746, 1.742, 2.673 mg, respectively; mass 
range: x 4 ,  x 1, x 2 ,  x 2 ,  respectively; heating rate: 















Figure 6.3. TGA curves for (A) Cu(panth)2 A; (B) 
Cu(panth)2 B; (C) Cu(panth)2 ‘MeOH; (D) Cu(fluf)2 A;
(E) Cu(fluf)2 B; and (F) Cu(fluf)2*MeOH; sample weight: 
1.103, 1.113, 1.465, 1.323, 3.498, 1.827 mg, respectively; 
mass range: x 2 ,  x 2 ,  x 2 ,  x 2 ,  x 4 ,  x 2 ,  respectively; 












Figure 6.4. TGA curves for (A) Znfanth^; (B) Zn- 
(canth^; (C) Zn(dcanth)2? (D) Znfnanth^; (E) Zn(panth)2; 
and (F) Zn(fluf)2; sample weight: 2.544, 2.224, 2.532, 1.090, 
3.120, 2.496, respectively; mass range: x 4 ,  x 2 ,  x 2 ,  x 1, 
x.4, x 4:, respectively; heating rate: 40°/min; chart speed: 
2"/min.
S S O l 1H9I3M
Figure 6.5. TGA curves for (A) Ni(anth)2; (B) Ni- 
(panth)2; and (C) Ni(fluf)2; sample weight: 2.724, 2.126, 
and 1.184 mg, respectively; mass range: x 4, x 2, x 1, re­















With Cu(pro)2*2H20, Cu (pip)2'2H20, Cu(dcanth)2•2H20,
Cu(panth)2 *MeOH, and Cu(fluf)2’MeOH, the presence of solvent 
molecules is indicated by transitions in the TGA curves, 
corresponding to loss of solvent, which are accompanied by 
transitions in the DSC curve (Figures 6.6 and 6.7). In 
these substances, the solvent molecules presumably are coor­
dinated directly to the metal or participate in hydrogen 
bonding. The heats of transitions were measured, and will 
be discussed in Section 6.2.
The complexes Cu(panth)2 A and Cu(fluf)2 A can be re­
crystallized from methanol to form the corresponding methanol 
solvates. The resulting complexes, Cu(panth)2 *MeOH and 
Cu(fluf)2*MeOH, can be desolvated by gentle heating to pro­
duce Cu(panth)2 B and Cu(fluf)2 B. In turn, these complexes
can be recrystallized from methanol to again form the methanol 
solvates.
6.2. Thermal Properties
The thermal decomposition of the copper, nickel, and 
zinc complexes was examined to assist in the determination 
of the stoichiometry of the complexes, and the interpretation 
of DSC results. The heating rate in these studies was more 
rapid than that normally employed for TGA (i.e., 40°/min 
rather than 5 or 10°/min) in order to correlate TGA and DSC 
curves. At lower heating rates, calorimeter sensitivity 
would be lost. Identical heating rates for TGA and DSC were 
considered desirable because pathways and products of thermal
Figure 6.6. DSC curves for (A) Cu (pro) ^  * 28^0; (B)
Cu(fluf)2*MeOH; and (C) Cu(panth)^ -MeOH; heating rate: 
40°/roin; chart speed: 5"/min; recorder range: x 16, x 4, 
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Figure 6.7. DSC curves for (A) Cu (pip) 2 ‘ 21^0, and 
(B) Cu(dcanth)2 *2H20; heating rate: 40°/min; chart speed: 







composition are sensitive to heating rate, as well as other 
experimental parameters such as sample size.
The thermal decomposition of Cu(pro)2•2H20 depends on 
the age of the sample. A sample of freshly prepared complex 
exhibits an initial transition corresponding to loss of two 
water molecules. Over a period of several months, the com­
plex develops a distinctive amine odor, and the low tempera­
ture portion of the TGA curve is altered. This observation 
suggests that ammonia is produced by time-dependent decompo­
sition of the complex at room temperature via rearrangement 
of the ligand, but that it remains coordinated to copper 
and is released at elevated temperature. The possible pres­
ence of a secondary species such as an ammine adduct should 
be kept in mind in the evaluation of the magnetic and elec­
tronic properties of Cu(pro)2*2H20.
As shown in Table 6.2, the major steps in the decomposi­
tion of these complexes is loss of solvent molecules, fol­
lowed by deterioration of the ligand and release of volatile 
products, presumably carbon oxides, nitrogen oxides, and 
water. In many cases, the observed weight loss is drasti­
cally different from weight loss calculated for decomposition 
to the divalent metal oxide. X-ray powder diffraction re­
vealed that the residues are mixtures of products other than 
the simple divalent metal oxide. Metallic copper, copper(I) 
oxide, and copper(II) oxide are among the decomposition pro­
ducts for the copper complexes. Copper(I) chloride and 
copper(II) chloride are also formed for Cu(canth)2 and
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Cu(dcanth)2> The complex Cu(nanth)2 is unique in that it 
decomposes explosively with ignition of the sample and ejec­
tion of material from the sample pan.
Metallic nickel as well as nickel(II) oxide were iden­
tified as the decomposition products of the nickel comp- 
plexes. Similarly, metallic zinc and zinc(II) oxide were 
found as the decomposition products of the zinc complexes. 
Although the residue for Zn(dcanth)2 is amorphous, weight 
percentage calculations suggest the presence of zinc chlor­
ides. On the other hand, X-ray diffraction indicates the 
presence of ZnCl2*4Zn(OH)2 in the residue of Zn(canth)2- 
Although zinc(II) fluoride is present in the residue of Zn 
(fluf)2, the residues from the thermal decomposition of the 
copper and nickel flufenamates can not be identified by 
comparison of X-ray diffraction patterns with previously 
published data (160). However, the powder patterns of the 
residues from the copper flufenamates resemble that of 
CuOCl2, suggesting the presence of an isomorphous compound 
such as CuOF2. In every case where halogen was present as 
a ligand substituent, the residue was shown to contain 
halide anion by precipitation of silver halide upon treat­
ment with nitric acid and aqueous silver nitrate solution.
Additional studies at lower heating rates are necessary 
to establish whether or not the observed compounds are 
formed under conditions approaching equilibrium. Since the 
sample size is small (only 1-3 mg), it is possible that 
near equilibrium conditions did exist. If that is true,
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then the formation of reduced, rather than oxidized species, 
such as the free metals and monovalent metal oxides in an 
oxygen-containing atmosphere, is unusual and warrants fur­
ther investigation. These results suggest that the metal 
is reduced by the amine group which is presumably oxidized, 
and are therefore indicative of strong electron donation 
by the amine nitrogen to the metal.
Another interesting result is that decomposition is 
exothermic for Cu(pro)2•2H20, Cu(pip)2•2H20, Cu(pic)2, Cu 
(anth)2, Cu(canth)2, Cu(dcanth)2 •2H20, and Cu(nanth)2, but 
endothermic for the various Cu(panth)2 and Cu(fluf)2 com­
plexes. Metal complexes with primary amines, such as 
ethylenediamine, give endothermic DTA peaks in helium (162), 
whereas secondary amine complexes, such as with N-benzoyl- 
N-phenylhydroxylamine show exothermic peaks in nitrogen 
(163). Peaks which are exothermic in air are usually endo­
thermic in nitrogen or other inert atmospheres (164).
Thermal stability of coordination complexes is influ­
enced by (a) the metal ion, (b) the ligand, (c) interionic 
or intermolecular interactions, and (d) chelate ring forma­
tion (164) . In general, the order of thermal stability is 
the reverse of the Irving-Williams stability order (165) . 
From Table 6.2 it is seen that, with the exception of Ni 
(fluf)2, the nickel and zinc complexes have greater thermal 
stability than the analogous copper complexes, in agreement 
with predictions based on the Irving-Williams series, and 
with previous studies of the thermal stability of copper,
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nickel, and zinc complexes with aminobenzoates (110). The 
anomalous behavior of Ni(fluf)2 suggests a coordination 
environment in this complex different from that of the other 
complexes.
For the copper complexes, the relative order of thermal 
stability is
pro * pip < panth < anth < nanth 
< dcanth < fluf < pic < canth
Since thermodynamic stability imparted by chelation is re­
flected in enhanced thermal stability, the greater thermal 
stability of the anthranilate-type complexes relative to the 
prolinate and pipecolinate complexes, suggests that the six- 
membered chelate ring of the former is thermodynamically 
more stable than the five-membered chelate ring of the lat­
ter. The much greater thermal stability of the picolinate 
complex relative to Cu(pro)2•2H20 and Cu(pip)2•2H20, probably 
arises from resonance stabilization imparted by delocaliza­
tion of electrons in the chelate ring and the aromatic ring 
of the ligand. In a previous study (153) , the larger forma­
tion constant for bis(picolinato) copper(II) relative to 
bis(pipecolinato) copper(II) was attributed to resonance 
stabilization.
The differences in thermal stability among the complexes 
with the various substituted anthranilates can arise from 
either differences in coordinating ability of the ligands,
107
or differences in other interactions such as hydrogen bond­
ing between complex molecules via amine hydrogens and the 
various electronegative substituents, or via semi-coordina­
tion of these substituents to copper. The concept of semi­
coordination has been discussed by Hathaway and Billing 
(30). However, since the order of thermal stability does
not correlate with either the pK„ or pK„ values of the
H1 H2
ligands (Table 4.2), it appears that the latter considera­
tion is more important. Furthermore, since the order of 
thermal stability of the zinc complexes,
panth < fluf < dcanth < nanth < anth < canth,
differs from the order observed for the copper complexes, 
differences in the crystal structures of the copper and zinc 
complexes are expected.
As previously mentioned, the heat of desolvation was 
measured by integration of the DSC peak corresponding to the 
transition. The results are summarized in Table 6.3. The 
calorimeter measures the heat absorbed or released by a pro­
cess at constant pressure (i.e., atmospheric) as a function 
of temperature, relative to the heat capacities of products 
and reactants. The observed heat can be related to bond 
energies or other energies of interaction, but is not a stan­
dard enthalpy. The entropy contribution to the observed 






Transition T ,(°C)^ d
ahdsc
(kcal/mole copper)
Cu(pro)2 * 2H20 d 41 26.6
Cu(pip)2*2H20 d 76 24.5
Cu(dcanth)2•2H20 d 151 12.9
Cu(panth)2 * MeOH d,e 71 22.2
Cu(fluf)2•MeOH d,e 45 5.1
Ni(fluf)2 e 108 21.7
Zn(panth)2 e 137 12.5
Zn(fluf)2 e 140 26.4
aHeating rate: 40°/min; measured by electronic integra­
tion by strip chart recorder; calibration factor determined 
using heat of fusion of indium metal (AH^ = 6.8 mcal/mg).
Minimum temperature of transition, corresponding to 
temperature at which deflection from baseline was initiated.
cEstimated uncertainty: ±1-2 kcal/mol.
j
Desolvation process: MnL2n ’ 2S(s) -*■ MnL2n(s) + 2S(g) 
eMonomerization process: M2L^(s) -> 2ML2 (s)
w
AS = k in P.rpd.ugfc 
reactant
(6.2.1)
where W is the number of moles of product or reactant. For 
a desolvation process such as
TAS is on the order of 0.65 kcal/mole at room temperature. 
Similarly, for the process
TAS is only 0.82 kcal/mole, at room temperature. The entropy 
effect is therefore small and negligible relative to experi­
mental error (±1-2 kcal/mole).
For desolvation of a complex in the solid state via 
(6.2.2), the observed heat of reaction is
ML2*2S ( s ) ML2 ( s ) + 2S (g) (6.2.2)
M2L4*2S ( s ) 2ML2 ( s ) + 2S (g) (6.2.3)
AHDSC -AHsolvation -AHH bond
AHcoordination (6.2.4)
The energy of a hydrogen bond can be calculated from the 
electrostatic dipole-dipole model using
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where ye is the electric dipole moment, r is the dipole- 
dipole separation, and 0 is the angle of orientation between 
the interacting dipole moments.
Assuming that 0 = 0 ° ,  the dipole-dipole energies are:
H-N ••• H-0 
C-0 ••• H-N 
C-Cl**- H-0 
C-0 ••• H-0 
H-0 ••• H-0
Reported values of the heat of formation of the H-0 ••• H-0 
hydrogen bond in ice are in the range -(3-8) kcal/mole-H 
bond (166).
From Table 6.3, the enthalpy of desolvation by Cu(pro)2* 
2H20 is 26.6 kcal/mole-copper atom. In the crystalline 
state, the water molecules are coordinated to copper and are 
hydrogen bonded to carbonyl oxygens (129). There are four 
hydrogen bonds per copper atom. If a value of -5.0 kcal/mole 
is assumed for the heat of formation of a C-0 ••• H-0 hydro­
gen bond, an estimate of the heat of coordination of water 
to copper is -3.3 kcal/mole-H20. Similarly for Cu(pip)2’ 
2H20, assuming 4 C-0 ••• H-0 hydrogen bonds per copper atom, 
the heat of coordination is -2.2 kcal/mole-H20.
The heat of desolvation of CuCl2*2H20 as determined by 
DSC (167) was reported as 12.8 kcal/mole-copper atom, in 






determined by the solubility method -14.6 kcal/mole-copper 
(168). By similar analysis, the existence of four Cl ...
H-0 hydrogen bonds each contributing 2.3 kcal/mole-H bond 
is predicted for C u C ^ ^ t ^ O  as a crystalline solid, assuming 
2 x 2.7 kcal/mole-I^O for the coordination of water.
For Cu(dcanth)2'2H2O, analysis of the observed heat of 
desolvation predicts only two C-0 •*• H-0 hydrogen bonds per 
copper atom in contrast to Cu (pro) ^  ' 2^0. Alternatively, 
the observed heat of desolvation could arise from a combina­
tion of weaker hydrogen bonds involving the amino and chloro 
groups, in the absence of hydrogen bonding to the carbonyl 
oxygens. A possible structure for Cu (dcanth) ^  ' 2 ^ 0  is one 
analogous to Cufanth^ (109) in which the carbonyl oxygens 
are coordinated at the axial sites of adjacent copper atoms, 
but in which the water molecules are located outside the 
coordination sphere and are hydrogen bonded to the chloro 
substituents.
As will be seen in subsequent sections, the complexes 
Cu(panth)2*MeOH and Cu(fluf)2*MeOH exhibit magnetic proper­
ties typical of coupled = k, S2 = h spin systems, whereas 
the analogous Cul^ A and Cul^ B complexes are spin monomers, 
in the solid state. The reversibility of monomer and dimer 
formation by desolvation and recyrstallization from methanol, 
respectively, and the indistinguishable behavior of the three 
types of complexes in organic solvents, indicate that these 
complexes form thermally labile dimers in non-aqueous solu­
tion. As originally proposed by Kriss et al. (119) the
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dimer appears to be hydrogen bond-bridged rather than ligand 
bridged (either Cu-N-R-O-Cu or Cu-O-C-O-Cu). The proposed
A'
hydrogen bonds would be between carbonyl oxygen and amine 
hydrogen on different ligands bound to different copper 
atoms, as shown below.
For these complexes, the observed heat of reaction 
arises from both desolvation and monomerization processes,
AHDSC ”^Hsolvation AHdimerization (6.2.6)
The interactions with the dimer include both ligand-ligand
interactions and metal-metal interactions • The
ligand-ligand interactions include hydrogen bonding (AHH-bond ^
and aromatic ring interactions (AH ) which are in ^imer3 i r - i r
analogous to nucleotide base stacking interactions in nucleic
acids (169). It will be assumed that AH is approximately
t t — ir
-1 kcal/mole-ring pair.
It was shown that the heat of solvation of C u C ^  by 
methanol is only 3.5 kcal/mole-copper (168). This is
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similar to AHcoorcj f°r water; therefore it can be assumed
that hydrogen bonding makes a negligible contribution to
AH . .. for methanol. From the observed heat of desol-solvation
vation and monomerization of Cu (panth)2*MeOH, a value for
AH,. ,, can be calculated.M-M
-AH,. ,, = 2AH_c,r, + 2AHM-M DSC coordination
+ 4AH + 2AH„ . , . . .ir- it H-bond m  dimer
= 44.4 - 5.4 - 4.0 - 2.0
= 33 kcal/mole-dimer (6.2.7)
This value for AH,, „ is reasonable for metal-metal bondM-M
energies and is on the same order of magnitude as the theo­
retical estimates of metal-metal cr-bond energies which are 
9.9 x 10"^  or 2.8 x 10^ cm  ^ (28.3 or 80.0 kcal/mole) depend­
ing on the value of cr-bond overlap integral employed, and 
6-bond energy which is 6 x 10^ cm ^ (17.2 kcal/mole) (46). 
Discussion of AHDSC for Cu(fluf)2*MeOH is reserved until 
Section 6.6.
Predecomposition transitions were observed (Figure 6.8) 
for Ni(fluf)2, Zn(panth)2, and Zn(fluf)^/ but not for Ni 
(panth)2. Since solvent molecules are not associated with 
these complexes, the observed transition presumably corres­
ponds to monomerization of dimeric species in analogy to 
the copper N-phenyl-anthranilate and flufenamate complexes.
A bond order of zero is predicted for the zinc-zinc 
(d^-d^®) interaction due to equal occupation of bonding
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Figure 6.8. DSC curves for (A) Ni(fluf)2; (B) Zn- 
(panth)2; and (C) Zn(fluf)2; heating rate: 40°/min; chart 
speed: 2"/min; recorder range: x 32, x 16, x 8, respec­







T ( ° C )
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and anti-bonding molecular orbitals. Consequently, it is
assumed AH., „ = 0 for the dimeric zinc complexes. On the M-M
Q
other hand, since nickel has a d configuration, a bond 
order greater than 1 and a larger value of is expected
for the dimeric nickel complex relative to the dimeric cop­
per complex.
For Zn(panth)2/ the heat of formation for each of four 
hydrogen bonds within the dimer is predicted to be -5.25 
kcal/mole-dimer. This is much larger than the value calcu­
lated by assuming a simple electrostatic dipole-dipole 
interaction, but is not atypical for hydrogen bonds. There­
fore, in the zinc complex, the hydrogen bonds are stronger 
and more covalent than in the copper complex, and suggests 
that hydrogen bond strength is inversely related to the 
strength of the metal-ligand and metal-metal interactions. 
For Zn(fluf)2* a value of -12.2 kcal/mole-dimer for each 
hydrogen bond within the dimer is obtained. This value may 
not be unreasonably large, but the existence of other inter­
actions in the complex, such as participation by the tri- 
fluoro-tolyl group in hydrogen bonding, cannot be discounted
For Niffluf^/ the predicted value of AHM_M is -37.4 
kcal/mole-dimer assuming similar hydrogen bond strength 
compared to the copper complex. This value of AH^_M is 
larger than those observed for Cu(panth)2*MeOH and Cu(fluf)2 
MeOH, as expected on the basis of molecular orbital occupa­
tion, weaker metal-ligand bonding (viz., Irving-Williams 
series), and no metal-solvent interaction.
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6.3. X-ray Powder Diffraction
Debyegrams are shown in Figures 6.9-6.14 and diffrac­
tion data are compiled in appendix C. In every case, the 
copper and zinc complexes are not isomorphous. This dis­
similarity was predicted by the differences in the orders 
of thermal stability for the copper and zinc complexes 
(Section 6.2). The Ni(panth)^ complex is amorphous, whereas 
Ni(anth)2 is isomorphous with Zn(anth)2/ but Ni(fluf)2 is 
not isomorphous with Znffluf^-
The complex, Cu(panth)2 B/ is amorphous. The crystal 
structure of Cu(panth)2 A is not well-developed, as might 
be expected for rapid precipitation of the complex, and does 
not resemble the structure of Cu(panth)^ *MeOH. In contrast, 
Cu(fluf)2 A and Cuffluf^ B are isomorphous, and both are 
similar, but not identical, in structure, to Cu(fluf)2*MeOH. 
The higher degree of crystallinity of Cu(fluf)2 B compared 
to Cu(panth)2 B, in addition to the similarity of structures 
of Cu(fluf)2 A, Cu(fluf)2 B, and Cu(fluf)2*MeOH, reflects 




Amine stretching frequencies are listed in Table 6.4 for 
the free ligands and corresponding metal complexes. Proline 
and pipecolinic acid have infrared spectra which are charac­
teristic of amino acids in the zwitterion form (i.e., broad 
strong absorptions near 1600 cm  ^due to carboxylate anion,
118
Figure 6.9. Debyegrams for Cufanth^j copper-doped
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Figure 6.13. Debyegrams for Cu(panth)2 A, Cu(panth)2 


















14 13 12 11 10 9 8 7 6 5 4
INTERPLANAR SPACING, d(A)
128
Figure 6.14. Debyegrams for Cu(fluf)2 A, Cuffluf^ B, 




























AMINE STRETCHING FREQUENCIES (vNHf in cm-1)
Free
.a .b .b b
Ligand VNH
6 VNH A VNH A VNH A
Hanth 3235 — 3214 -21 3205 -20 3226 -93316 — 3269 -47 3300 -16 3287 -29
Hcanth 3372 +137 3234 -138
— ___ 3224 -148
3488 +172 3264 -224 — — 3289 -199
Hdcanth 3363 +128 3267 -96
__ 3312 -51
3482 +166 3327 -155 — — 3418 -64











3291 -31 3311 -11




3305 -10 3302 -13
Frequency shift relative to Hanth.










and in the 3500-2100 cm  ^region due to the protonated amine 
group, -NH3+). In contrast, the substituted anthranilic 
acids apparently exist in the solid state as NI^-R-COOH.
This is indicated by sharp N-H stretching bands in the 3400- 
3200 cm ^ region which are characteristic of free amines, 
and a broad band in the 3200-2300 cm  ^region due to O-H 
stretching bands from the undissociated carboxylic acid 
group. It is known that the formation constant for the 
zwitterion is smaller for aromatic than for aliphatic amino 
acids (153).
Aromatic ring substitutions shift vN_H to higher fre­
quencies. The order of decreasing substituent effect is 
roughly
nanth > canth > dcanth
which parallels the order of increasing PKH2 s^ee Table 4.2). 
The presence of electronegative substituents on the aromatic 
ring with the carboxylic acid substituent, produces an elec­
tron withdrawing inductive effect which decreases the 
basicity of the amine nitrogen relative to anthranilic acid. 
On the other hand, N-phenyl-anthranilic acid and flufenamic
acid have larger pK„ values than anthranilic acid. There-
h 2
fore, the N-phenyl substituent increases the electron density 
on the amine nitrogen which increases its basicity. The 
trifluoromethyl substituent on flufenamic acid slightly 
weakens this inductive effect, as reflected by the lower
frequency of vN_H , and the small decrease in PKH2 relative 
to N-phenyl-anthranilic acid.
Upon complexation, the broad 0-H band is removed, and 
vN_H is shifted to lower frequency by as much as 262 cm  ^
depending on the metal. The largest shifts are observed 
for the copper complexes. The order of decreasing amine 
frequency shift is
nanth > canth > dcanth > anth > panth ~ fluf
The same order is observed for both copper and zinc complexes. 
The order of decreasing amine frequency shift roughly paral­
lels the order of increasing pK„ (see Table 4.2), and
h2
therefore, the order of increasing nitrogen donor strength. 
Intuitively, amine frequency shifts are expected to increase 
in proportion to the strength of the metal-amine interaction. 
Observation of the inverse relationship suggests that the 
amine stretching frequency is more sensitive to other inter­
actions within the complex such as hydrogen bonding.
The frequency shifts are nearly identical for Cu(panth)2 A 
and Cu(panth)2 B, and for Cu(fluf)2 A and Cu(fluf)2 B.
Slightly smaller shifts are observed for the corresponding 
methanol solvates, indicating that dimerization occurs with 
concomitant perturbation of the amine group.
6.5. Visible Spectral 
Characterization
Reflectance data plotted as log (100/R) vs. wavelength
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are presented in Figures 6.15-6.17. The complexes fall into 
three groups with distinct electronic environments:
(a) Cu(pro)2 *2H20, Cu(pip)2*2H20 and Cu(pic)2 which are blue 
or purple and absorb near 600 nm; (b) Cu(anth)2f Cu(canth)2, 
and Cu(dcanth)2 which are green and absorb near 675 nm; and 
(c) the flufenamate and N-phenyl-anthranilate complexes 
which are brown or green in color.
The reflectance spectrum of Cu(pro)2•2H20 is well-
resolved with three major peaks at 675, 625, and 57 5 nm,
2 2 2 2 which probably correspond to dx -y ->- dxy, dx -y •* dxz,yz,
2 2 2 . and dx -y dz transitions, respectively, assuming a
2 2tetragonally distorted complex with a dx -y ground state.
In contrast, Cu(pip)2•2H20 and Cu(pic)2 exhibit a single 
peak near 650 and 600 nm, respectively. The order of in­
creasing tetragonality (Chapter 4) should parallel the order 
of increasing wavelength of the lowest energy transition, 
and is, therefore,
This order agrees with the greater value of AHcoor{jination 
calculated for Cu(pro)2•2H20 compared to Cu(pip)2•2H20 
(see Section 6.2). However, this order suggests that the 
waters of coordination are more strongly bound to copper 
than the carbonyl oxygen which occupies the axial position 
in Cu(pic)2 (144). This is supported by comparison of axial 
bond lengths (Table 4.1). Apparently, the flexible
Cu (pro) 2 • 2H20 > Cu (pip) 2 * 2H2° > Cu(pic)2
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Figure 6.15. Powder reflectance data for (A) Cufpro^’ 
2H2O , (B) Cu(pic)2f and (C) Cu(pip)2*ZH^O, plotted as 




















2ao 260 240 220 200 180 160 14.0 120












Figure 6.16. Powder reflectance data for (A) Cu- 
(dcanth)2*2H20, (B) Cu(nanth)2» (C) Cu(canth)2/ and 



































Figure 6.17. Powder reflectance data for (A) Cu- 
(panth)2 B, (B) Cu(fluf)2 B, (C) Cu(fluf)2*MeOH, (D) Cu- 
(panth)2*MeOH, (E) Cu(fluf)2 A, and (F) Cu(panth)2 A, 
plotted as log (100/R) versus wavelength.
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conformation of the chelate ring and congestion of the 
coordination sphere in Cu(pro)2 •2H20 and Cu(pip)2•2H20 pre­
vents approach by an adjacent complex molecule and conse­
quent axial coordination of the carbonyl oxygen. The planar 
chelate ring of Cu(pic)2 reduces the congestion.
Similarly, the order of increasing tetragonality is
Cu(dcanth)2*2H20 > Cu(Cl-anth)2 > Cu(anth)2
where the values of X are 700, 675, and 650 nm, respec-max ' ' r
tively. A broad, intense absorption occurs near 575 nm for 
Cu(nanth)2- This band presumably arises from ligand transi­
tions as the ligand is intensely colored. A shoulder at 700 
nm suggests an electronic environment in Cu(nanth)2 similar 
to that of Cu(dcanth)2*2H20. As a group, these complexes 
appear to have greater tetragonal character than the previous 
group of complexes, suggesting that the ligands are triden- 
tate with coordination by carbonyl oxygen, as observed for 
Cu(anth)2 (109). The order of decreasing tetragonality 
parallels the order of increasing base strength of the amine 
group of the ligand (Table 4.2). Support for this observa­
tion lies in the Cu-N and Cu-0 bond lengths. In Cu(pro)2* 
2H20 the Cu-N bond is shorter than the Cu-0 bond (see Table 
4.1), but in Cu(anth)2 and Cu(pic)2, the Cu-N bond is longer 
than the Cu-0 bond. Therefore, axial coordination by car­
bonyl oxygen, but not water, is inversely related to Cu-N 
bond strength.
142
In the third group of complexes only Cu(panth)2-MeOH 
and Cu(fluf)2‘MeOH which are green, display a distinct fea­
ture near 650 nm. The complexes designated A are tan while 
those designated B are darker brown. The spectra of these 
complexes are flat and featureless, but the spectra of the 
A complexes are of weaker intensity than the spectra of the 
B complexes. The band near 650 nm is attributed to an intra­
dimer transition since this feature is absent in the spectra 
of the A and B complexes.
Visible spectra were collected for the various complexes 
in solution. Qualitative solubility is summarized in Table
6.5. Like Cu (anther Cu(canth)2 is insoluble in all the sol­
vents tested, while Cu(pro)2*2H2O , Cu(pip)2‘2H20 and Cu(pic) 
are soluble only in the more polar solvents. The Cu(panth)2 
and Cu(fluf)2 complexes are soluble in a wide range of sol­
vents including polar and nonpolar solvents. The Cu(dcanth)2 
2H20 and Cu(nanth)2 complexes are soluble in only dimethyl- 
sulfoxide, N,N'-dimethylformamide, and dioxane. According 
to Jolly (170), the order of decreasing coordinating ability 
of these solvents is
MeOH > DMF > dioxane > benzene
The degree of tetragonality of a complex should increase as 
the coordinating ability of the solvent increases. Solu­
tion spectral data are gathered in Table 6.6 while repre­
sentative spectra in each solvent are shown in Figures 6.18-
TABLE 6.5
SOLUBILITY OF COPPER COMPLEXESa, b,c
Ho0 DMSO DMF MeOH EtOH Acetone Benzene Dioxane
Complex z
Cu(pro)2 * 2 ^ 0 s S S S S I I I
Cu(pip)2'2H20 1 S S S I I I I
Cu(pic)2 1 S S S s S I I
Cu(anth)2 1 I I I I I I I
Cu(canth)2 1 I I I I I I I
Cu(dcanth)2•2^0 1 s s I I I I S
Cu(nanth)2 1 s s I I I I s
Cu(panth)2 A 1 s s s s s S s
Cu(panth)2 B 1 s s s s s s s
Cu(panth)2’MeOH 1 s s s s s s s
Cu(fluf)2 A 1 s s s s s s s
Cu(fluf)2 B 1 s s s s s s s
Cu(fluf)2-MeOH 1 s s s s s s s
aAt room temperature.
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TABLE 6.5 - Continued
•L.
S = soluble, I = insoluble.
cIdentical behavior observed for analogous zinc and nickel complexes.
^Solvent abbreviations: DMSO h dimethylsulfoxide, DMF = N,N'-dimethylformamide, 





VISIBLE SPECTRAL DATA FOR SOLUTIONS3
DMF MeOH Dioxane Benzene
Complex ^max^
e *max e *max c V a x e
Cu(pro)2*2H20 596 47 600 73
Cu(pip)2*2H20 592 79 596 95
Cu(pic)2 627 35 630 68
Cu(dcanth)2•2H20 750 86 — — 663 81 — —
Cu(nanth)2 675 77 — — 675 15 — —
Cu(panth)2 A 738 112 731 66 668 252 682 49
Cu(panth)2 B 729 135 732 70 669 256 688 73
Cu(panth)2•MeOH 738 138 736 68 669 247 688 63
Cu(fluf)2 A 759 74 725 78 672 166 711 44
Cu(fluf)2 B 753 81 731 73 671 213 718 56
Cu(fluf)2 *MeOH 753 92 738 60 675 242 709 62
Solvent abbreviations in Table 6.5.
C 1 1e in cm-1 M“x (M expressed in moles copper atom/liter).
Figure 6.18. Visible spectra of (A) Cu(pip)2•2H20, 
c = 4.7 x 10-3 M; (B) Cu(nanth)2, c = 1.9 x 10 3 M; and 
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Figure 6.19. Visible spectra of (A) Cu(pro)2'21^0, 
c = 5.4 x 10  ^M; and (B) Cuffluf^ B, c = 2.8 x 10 ^ M; 
in methanol solution.
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Figure 6.20. Visible spectra of (A) Cufnanth^/ 
c = 3.9 x 10"3 M; (B) Cu(dcanth)2•2H20, c = 2.6 x 10~3 M; 
(C) Cu(panth)2‘MeOH, c = 2.3 x 10-3 M; and (D) Cu(fluf)2 B,
_3


















Figure 6.21. Visible spectra of (A) Cu(fluf)2*MeOH, 






















In both N,N'-dimethylformamide and methanol, the pro- 
linato, pipecolinato, and picolinato complexes absorb near 
600 nm. The order of decreasing tetragonality is
MeOH > DMF
and
pic > pro > pip
The spectra of Cu (dcanth) ^  • 2^0, and the CuCfluf^ and Cu 
(panth)2 complexes in N,N'-dimethylformamide are similar 
with absorption near 750 nm, while Cu(nanth)2 absorbs near 
675 nm. The spectra of Cu (dcanth) ^ ' 2H2O, Cufnanth^r and 
the Cu(panth)2 and Cu(fluf)2 complexes in dioxane are simi­
lar with absorption occurring near 670 nm, but much larger 
extinction coefficients are observed for the Cu(panth)2 and 
Cu(fluf)2 complexes. In benzene, the Cu(panth)2 and Cu(fluf)2 
complexes absorb at slightly longer wavelengths with much 
smaller extinction coefficients. The benzene spectra are 
dominated by an intense absorption below 400 nm which is 
presumably a ligand band, or ligand-metal charge transfer 
band. In addition a shoulder on the charge transfer band 
appears near 400 nm for Cu(panth)^*MeOH in dioxane (Figure 
620C) and Cu(fluf)^ ’MeOH in benzene (Figure 6.21A). Bi- 
nuclear carboxylate-bridged complexes characteristically 
display bands near 700 nm and 400 nm (35). The complexes 
Cu(panth)2 A, Cu(panth)2 B, and Cu(panth)2'MeOH exhibit
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identical visible spectra in solution, as do the Cu(fluf)2 A, 
Cu(fluf)2 B, and Cu(fluf)2‘MeOH complexes. If dimerization 
occurs in solution, and if the dimer is hydrogen bond- 
bridged rather than ligand-bridged, the bands near 700 nm 
and 400 nm are characteristic of the intermetallic interac­
tion in copper dimers, rather than of the carboxylate- 
bridged structure.
The brown color of the benzene solutions in comparison 
to the tan color of Cu(panth)2 A and Cu(fluf)2 A, and brown 
color of Cu(panth)2 B and Cu(fluf)2 B, suggests that the 
electronic environment of these complexes in the solid state 
is similar to that in benzene solution.
6.6. Powder Susceptibility
and EPR Spectra
The magnetic susceptibilities of the polycrystalline 
complexes are summarized in Table 6.7. Among the copper com­
plexes, the magnetic moments are in the range 1.8-2.0 B.M., 
with the exceptions of Cu(panth)2'MeOH and Cu(fluf)2*MeOH 
which have magnetic moments of 1.4 and 1.3 B.M., respec­
tively. The observed moments of the majority of the copper 
complexes are in agreement with previously observed moments 
of 1.84 B.M. (102) and 2.0 B.M. (100) for Cu(anth)2>
Spin-spin coupling characteristic of dinuclear struc­
tures is indicated for Cu(panth)2•MeOH and Cu(fluf)2-MeOH 
and supports the formulation of these complexes as dimers. 
Copper(II) acetate has a room temperature magnetic moment 
of 1.39 B.M. (47). Grigor'eva et al. first observed room
TABLE 6.7 
POWDER SUSCEPTIBILITY DATA
Complex T(°K) x d o 6) Xdia<lo6> X„'(103) Vs f f iB
Cu (pro)2 * 2H2° 294 3.72 -142.7 1.36 1.8
Cu(pip)2*2H20 298 3.71 -165.9 1.49 1.8
Cu(pic)2 298 4.52 -56.9 1.45 1.8
Cu(anth)^ 297 4.36 -71.4 1.54 1.9
Cu(canth)^ 298 3.72 -111.6 1.62 1.9
Cu (dcanth) ^  • 21^0 298 2.63 -166.9 1.51 1.9
Cu(nanth)^ 299 4.08 -91.4 1.83 2.0
Cu(panth)2 A 296 2.85 -106.2 1.50 1.8
Cu(panth)2 B 293 3.34 -106.2 1.74 2.0
Cu(panth)^’MeOH 292 1.44 -128.6 0.88 1.4
Cu(fluf)2 A 293 2.41 -150.2. 1.65 1.9
Cu(fluf)2 B 293 2.26 -150.2 1.56 1.9
Cu(fluf)2-MeOH 296 0.980 -172.5 0.82 1.3
Ni(anth)2 295 11.7 -71.4 3.44a 2.9
Ni(panth)2 295 8.00 -106.2 3 .57a 2.9
Ni(fluf)2 295 1.53 -150.2 0.59a 1.2
Corrected for presence of 5 mol% copper(II) and TIP of 
Ni (II) (N = 500 x 10-6, ref. 170).
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temperature magnetic moments of 1.35 and 1.40 B.M. for 
copper complexes of N-2,3-dimethyl-phenyl-anthranilic acid 
and flufenamic acid isolated from aqueous-dimethylformamide 
solution, respectively (122). Exchange energies obtained 
from the temperature dependence of the magnetic susceptibil­
ities were 2J = -260 cm ^ and 2J = -240 cm respectively 
(122) .
Among the nickel complexes, Ni(anth)2 and Ni(panth)2 
have magnetic moments of 2.9 B.M. A room temperature mag­
netic moment of 3.2-3.4 B.M. was previously reported for 
Ni(anth)2 (100, 101). In contrast, the magnetic moment of 
Ni(fluf)2 is only 1.2 B.M. The observed magnetic moments 
of Ni(anth)2 and Ni(panth)2 fall within the range of values 
typically observed for nickel complexes with octahedral 
geometry (2.9-3.4 B.M.). Therefore these complexes are 
probably similar in structure to Cu(anth)2 (109). The mag­
netic moment of Ni(fluf)2 is much lower than typically ob­
served values. The existence of a dinuclear complex with 
antiferromagnetic spin-spin coupling is indicated. The 
magnitude of the magnetic moment suggests that the Neel 
temperature for antiferromagnetic exchange is above room 
temperature, and therefore that the S = 2 excited state is 
high in energy. Recall that a predecomposition transition 
was observed for Ni(fluf)2, but not for Ni(panth)2 (Section 
6.2.).
The room temperature EPR spectra of the magnetically 
undiluted polycrystalline complexes are shown in Figures
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6.22-6.24. Corresponding EPR data are summarized in Table 
6.8. Typical polycrystalline EPR line-shapes were classi­
fied by Hathaway and Billing (30) as six characteristic 
types:
A. Axial, g^ < g2, g^ > 2.04
B. Axial, g^ < g2, g-^  < 2.03
C. Rhombic, g^ < g2 < g^, 9^ > 2.04
D. Rhombic, < < ^ 3' 9^ < 2.03
E. Isotropic (g^ )
F. Exchanged coupled (g^ < g2)
Accordingly, Cu(pip)2•2H20, Cu(panth)2 A and B, and Cu(fluf)2 
A and B have isotropic spectra (Type E) , while Cufpro^*
2H2O has an exchange-coupled spectrum (Type F). These spec­
tra are uninformative except to reveal the presence of di­
pole and/or exchange coupling between adjacent copper atoms 
in the crystal lattice. In Cu(pro) ^ ' 2H2O, the shortest 
copper-copper separation in the crystal lattice is 5.61 A 
(129) . Based on the simple magnetic dipole-dipole inter­
action which has the same form as the electric dipole-dipole 
interaction (6.2.5), the magnitude of dipole coupling be­
tween adjacent copper atoms in Cu(pro) ^ ’ 2H2O is in the range 
-4 -1104-231 x 10 cm which is similar in energy to copper 
nuclear hyperfine interactions.
Among the other complexes, Cu(dcanth)2 *2H20 is unique 
for having a spectrum characteristic of magnetic environments 
with rhombic symmetry. With the other complexes, the low­
est g-value, g^, is greater than 2.04, indicating axial
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Figure 6.22. EPR spectra of polycrystalline 
(A) Cu(pro)2*2H20, (B) C u  (pip) 2 • 21^0, and (C) Cu(pic)2, 
at room temperature; microwave power: 50 mW; scan time:
8 min; time constant: 0.30 sec; modulation amplitudes:
0.82 x 10^, 1.0 x lo\ 0.82 x 10^ G, respectively;






Figure 6.23. EPR spectra of polycrystalline
(A) Cu(anth)2, (B) Cu(canth)2, (C) Cu(dcanth)2, and (D)
Cu(nanth)2, at room temperature; microwave power: 50 mW;
modulation amplitude: 0.82 x 10^ G; scan time 8 min; time
2 0constant: 0.30 sec; receiver gain: 3.2 x 10 , 6.2 x 10 ,
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Figure 6.24. EPR spectra of polycrystalline
(A) Cu(panth)2 A, (B) Cu(panth)2 B, (C) Cu(panth)2*MeOH,
(D) Cu(fluf)2 A, (E) Cu(fluf)2 B, and (F) Cu(fluf)2*MeOH,
at room temperature; microwave power: 20 mW; modulation
amplitude: 1.0 x 101 G; scan time: 8 min; time constant:
3
1.0 sec; receiver gain: 3.2 x 10 for spectra (A)-(C) and
3




B) C uCpanthJj B
a  Cu(panth)a* Me OH
DPPH
F) Cu(fkif)?*MeOH






Spectrum gl g2 g3 G°
Cu(pro)2* 2H20 F 2.06 2.17 2.83
Cu(pip)2"2H20 E 2.11 — 1.00
Cu(pic)2 A 2.06 2.17 2.83
Cu(anth)2 A 2.07 2.25 3.57
Cu(canth)2 A 2.07 2.25 3.57
Cu(dcanth)2•2H20 C 2.06 2.19 2.31
Cu(nanth)2 A 2.05 2.26 5.2
Cu(panth)2 A or B E -2.1 — 1.0
Cu(fluf)2 A or B E ~2.1 — 1.0
aEstimated uncertainty, ±0.005.
See ref. 30 and ref. 32. 
c g|( - 2.0023
G ■ g ± - 2.0023 Wh0re 9" = 92 and = 9r
d „ _ 92 - 91K. —   •
g3 " g2
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symmetry corresponding to tetragonal-octahedral, square- 
coplanar, or square-based pyramidal coordination geometry 
(30). In axial symmetry the relationship between g-values 
is predicted by the expression (30, 32)
g„ - 2
G = — ----- = 4.0 (6.6.1)
9 jl ~ 2
When G is 4.0-4.5, dipole and exchange coupling interactions 
are negligible. Further, when G is 3.5-5.0, coupling inter­
actions may be small and the observed g-values meaningful. 
Interactions in the undiluted lattice which give rise to 
line broadening effects shift the observed inflections in 
polycrystalline EPR spectra, with the result that the "crys­
tal" g-values are not necessarily equal to the "molecular" 
g-values (170). For Cu(pic)2 and Cu(nanth)2, the G-values 
are outside the acceptable range. Therefore the powder 
(crystal) g-values will be different from g-values observed 
in dilute solution where line broadening effects are dimin­
ished (see Section 6.7 and 6.8). The value of G is accept­
able for Cu(anth)2 and Cu(canth)2 and predicts close agree­
ment of the powder g-values with molecular g-values (see
Section 6.8). For a rhombic spectrum, a value of R > 1 is
2indicative of a dz ground state and tetragonal-octahedral 
coordination geometry. Therefore, axial coordination is 
strong in Cu (dcanth) 2 • 2H20. Since A H a e s o l v a t i o n  i's smaller 
for Cu(dcanth)2•2H20 than Cu(pro)2*2H20 and Cu(pip)2•2H20 
(see Section 6.2), axial coordination in this complex
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probably involves carbonyl oxygen rather than water of hy­
dration.
The room temperature, polycrystalline EPR spectra of 
Cu(panth)2 A, Cu(panth)2 B, Cu(panth)^ *MeOH, Cu(fluf)2 A, 
Cu(fluf)2 Bf and Cu(fluf)2*MeOH are shown in Figure 6.24.
As previously mentioned the spectra of the A and B com­
plexes are isotropic with g-values near 2.1. Although the 
room temperature magnetic moments of these complexes are 
in the range 1.8-2.0 B.M. and therefore do not reveal the 
existence of spin-spin coupling, some dipolar and possibly 
exchange coupling evidently does occur which gives rise to 
the broadened spectra. No zero field splitting occurs, 
however, indicating relatively weak spin coupling. There­
fore, the A and B complexes are probably copper monomers 
which interact only weakly with copper atoms in adjacent 
complex molecules. The weak, broad signal in the region
600-2800 G is attributed to a broad envelope of AM = ±2s
(forbidden) transitions which arise from weak dipolar 
coupling (58) .
In contrast, the methanol solvates display distinct 
zero field splitting, and are therefore copper dimers. The 
reversibility of monomer and dimer formation (Section 6.1), 
the thermal instability of the methanol solvate (Section 
6.2), and the observation of shifts in the amine stretching 
frequency in the infrared spectra of these complexes (Sec­
tion 6.4) demonstrate that the dimeric complexes are not 
analogous to the well-studied carboxylate-bridged copper
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dimers (35, 38, 47). Coordination of nitrogen to copper 
occurs in the N-phenyl-anthranilate and flufenamate com­
plexes, and the bonds holding together the dimeric struc­
ture are easily broken and reformed. This supports the 
hypothesis (119) that the two 2:1 ligand-metal complex mole­
cules are held together in a dimeric structure by hydrogen 
bonds. Confirmation of this structure awaits X-ray studies. 
It will be shown below that the observed zero field split­
ting is consistent with a small copper-copper distance simi­
lar to that observed for copper(II) acetate.
In appendix C, resonance field positions are calcu­
lated for hypothetical values of D and E, using equations 
3.4.2-3.4.7 (94, 171). Although coordinate axes are usually 
chosen so that D > E, the relative magnitudes of D and E 
are unimportant. For the present discussion, field posi­
tions were calculated for E set at 0.00, 0.05 and 0.15 cm 
for values of D ranging from 0 to 0.30 cm \
There are several important features revealed by this
calculation. First, the resonance fields corresponding to
parallel (H^, H^) and perpendicular (H , H ^ ,  Hyi, H^)
orientations crossover at small values of D, regardless of
the magnitude of E. Therefore, the "outermost pair of lines"
does not necessarily correspond to H and Hz , as at larger
 ^1 2
values of D. Second, H , H , and H converge near zeroX]/ yi z]_
field as D approaches the frequency of the spectrometer 
(in this case, ~0.30 cm  ^at X-band). Third, the effect 
of the rhombic component of zero field splitting, E, is
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small at large values of D. Splitting of H and Hx  ^at low
field, and H and H at high field due to E may not be y2 x2
resolved if the signal is broad. However, at small values 
of D, the splitting due to E becomes more important.
Four to six lines will be observed over a fairly narrow 
range of field positions. This result will be of importance 
in later discussion.
The EPR spectra of the polycrystalline methanol sol­
vates, Cu(panth)2*MeOH and Cu(fluf)^ *MeOH, are assigned as 
follows:
A. The signal near zero field to HX1,
B. The signal in the 600-2800 G region to Ams = ±2 transi­
tions arising from weak dipolar coupling between residual 
monomers or between dimer clusters
C. The weak signal near 3000 G to Amg = ±1 transitions due 
to residual monomer complex
D. The signal near 4400 G to HA
The spectra are too broad to resolve a rhombic component in 
the zero field splitting.
The spectrum of Cu(fluf)2 B retains some of the features 
of Cu(fluf)2 *MeOH, indicating incomplete thermal decomposi­
tion of the dimer in preparation of the monomer (see Section 
6.1). This would account for the similarity of the reflec­
tance spectra of Cu(fluf)2 B and Cu(fluf)2*MeOH (Figure 
6.17). In Section 6.2, it was assumed that desolvation and 
monomerization occur at the same temperature in the analysis 
of AHdsc of Cu(panth)2'MeOH. If the transition corresponding
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to AHm _m  (metal bond rupture) occurs at a higher tempera­
ture than disruption of ligand-ligand <AHH_bQnd ±n dimer,
AH^ ) and solvent-complex (AHcoor(jination) interactions 
in Cu(fluf)2*MeOH, AHDgc can be satisfactorily accounted 
for:
AHDSC = “AHir—ir ” AHH-bond ” AHcoordination
in dimer
AHDSC = " 4 (-0.5) - 2 (-2.7)
10.2 = 11.4 kcal/mole-dimer
The conclusion here is that a strong metal-metal bond exists 
independent of other interactions within the dimer. However, 
no other predecomposition transition was observed in the 
DSC curve; therefore, further information regarding the 
existence of a metal-metal bond is unavailable from calori­
metry experiments.
The zero field splitting, D, is ~0.30 cm  ^for both 
Cu(fluf)2’MeOH and Cu(panth)^ *MeOH. Using 3.6.12 and 3.6.13, 
and an approximate value of |—2J| equal to 250 cm ^ (122), 
the value of Dexchange '*‘s calculated to be ~0.625 cm 1 which 
leads to a copper-copper distance in these complexes of 
about 2.4 X. This value is smaller than the copper-copper 
distance (2.64 &) in copper(II) acetate (49, 50), but this 
may be attributed to a larger value of the exchange energy 
for dimeric complexes obtained from aqueous-dimethylforma- 
mide solution (122) as opposed to those obtained from methanol.
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6.7. EPR Spectra of Dilute Solutions 
at Room Temperature and 
Liquid Nitrogen Temperature
EPR spectra at room temperature and at liquid nitrogen 
temperature can provide useful information regarding the 
electronic environment and molecular structure of the com­
plexes in solution. Solution spectra are shown in Figures 
6.25-6.38, and parameters are compiled in Tables 6.9 and 
6.10.
In methanol (Figure 6.25) and dimethylformamide (Fig­
ure 6.26) solution at room temperature, the prolinato, 
pipecolinato and picolinato complexes display the typical 
isotropic spectrum of copper with four hyperfine lines
arising from the interaction of the unpaired electron with
Cu.the copper nucleus (I = 3/2, 21 + 1 = 4). Values for the 
isotropic parameters, gQ and Aq (Table 6.9), were refined 
by computer simulation. The order of decreasing gQ-values 
is
MeOH > DMF 
pic > pro > pip
while A values decrease in the reverse order. The differ- o
ences between the gQ and Aq values with respect to the ligands 
are less pronounced than the solvent effect. This demon­
strates that EPR parameters of copper complexes in solution 
are more sensitive to axial coordination than to the dif­
ferences in the coordination environment induced by similar
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Figure 6.25. EPR spectra of methanol solutions at
- 3
room temperature: (A) Cu(pro)2 ' 2H20, c = 3.0 x 10 M;
(B) Cu (pip) 2* 21^0, c = 3.0 x 10~3 M; and (C) Cu(pic)2,
-3c = 3.2 x 10 M; microwave power: 100 mW; modulation
amplitude: 0.82 x 10'L G; scan time: 8 min; time constant:
2 2 2 0.30 sec; receiver gain: 5.O x  10 , 6 . 2 x 1 0  , 8.O x  10 ,
respectively.
ROOM TEMPERATURE 
M e OH SOLUTION
B)Cu(pip) »2H O
C) Cu(pic)
2900 3000 350 0 3 6 0 03100 33003200
MAGNETIC FIELD (GAUSS)
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Figure 6.26. EPR spectra of N,N'-dimethylformamide 
solutions at room temperature: (A) Cu(pro)2•2H20, c =
4.5 x 10-3 M; (B) Cu (pip) 2 • 21^0, c = 4.7 x 10-3 M;
(C) Cu(pic)2, c = 3.2 x 10 3 M; (D) Cu(dcanth)2•2H20, 
c = 3.5 x 10 3 M; and (E) Cu(nanth)2, c = 1.9 x 10 3 M; 
microwave power: 50 mW for spectra (A)-(C), 100 mW for 
spectra (D) and (E) ; modulation amplitudes: 0.50 x 103" G 
for spectra (A) and (B), 1.0 x 101 G for spectra (C)-(E); 
scan time: 8 min; time constant: 1.0 sec; receiver gain: 
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Figure 6.27. (A) Experimental EPR spectrum at liquid
nitrogen temperature of Cu(pro)2•2H20 in methanol, c =
— 33.0 x 10 M; microwave power: 5 mW; modulation amplxtude: 
0.82 x 101 G; scan time: 8 min; time constant: 0.30 sec; 
receiver gain: 6.2 x 101. (B) Corresponding simulated
spectrum.
C u ( p r o ) 2-2 H 2O f M e O H  SO LU TION
LIQUID N2 TEMPERATURE
  zx__zx.
A ) e x p e r i m e n t a l
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B) s i m u l a t e d
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Figure 6.28. (A) Experimental EPR spectrum at liquid
nitrogen temperature of Cu(pip)2•2H20 in methanol, c =
_3
3.0 x 10 M; microwave power: 5 mW; modulation amplitude:
0.50 x 10^ G; scan time: 8 min; time constant: 0.30 sec;
o
receiver gain: 3.2 x 10 . (B) Corresponding simulated
spectrum.
C u (p ip )2 * 2 H 20 , M e 0 H  SOLUTION 
LIQUID N 2 TE M PE R A T U R E
A ) e x p e r im e n ta l
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Figure 6.29. (A) Experimental EPR spectrum at liquid
nitrogen temperature of Cufpic^ in methanol, c = 3.2 x
_3
10 M; microwave power: 5 mW; modulation amplitude: 0.50 x
10^ G; scan time: 8 min; time constant: 0.30 sec; receiver 
2
gain: 3.2 x 10 . (B) Corresponding simulated spectrum.
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Figure 6.30. (A) Experimental EPR spectrum at liquid
nitrogen temperature of Cu(pro)^ ’^ 2 °  N 'N'-dimethyl-
_3
formamide, c = 4.5 x 10 M; microwave power: 5 mW; modu­
lation amplitude: 0.5 x 10^ G; scan time: 8 min; time
3
constant: 0.30 sec; receiver gain: 1.25 x 10 . (B) Cor­
responding simulated spectrum.
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Figure 6.31. (A) Experimental EPR spectrum at liquid
nitrogen temperature of Cu (pip) 2* 21^0 in N,N' -dimethyl-
- 3
formamide, c = 4.7 x 10 M; microwave power: 5 mW; modu­
lation amplitude: 0.50 x 10^ G; scan time: 16 min; time
3
constant: 0.30 sec; receiver gain: 1.25 x 10 . (B) Cor­
responding simulated spectrum.
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Figure 6.32. (A) Experimental EPR spectrum at liquid
nitrogen temperature of Cu(pic)2 in N,N'-dimethylformamide,
-3 .c = 3.2 x 10 M; microwave power: 5 mW; modulation ampli­
tude: 0.50 x 10® G; scan time: 16 min; time constant: 1.0
3sec; receiver gain: 2.5 x 10 . (B) Corresponding simulated
spectrum.
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Figure 6.33. (A) Experimental EPR spectrum at liquid
nitrogen temperature of Cu(dcanth)^ ’2*^0 in N,N'-dimethyl-
_3
formamide, c = 3.5 x 10 M; microwave power: 5 mW; modu­
lation amplitude: 1.0 x 10^ G; scan time: 8 min; time
3
constant: 1.0 sec; receiver gain: 1.5 x 10 . (B) Cor­
responding simulated spectrum.
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Figure 6.34. (A) Experimental EPR spectrum at liquid
nitrogen temperature of Cufnanth^ in N,N'-dimethylformamide, 
-3c = 1.9 x 10 M; microwave power: 5 mW; modulation ampli­
tude: 1.0 x 10^ G; scan time: 8 min; time constant: 1.0 sec;
3
receiver gain: 1.5 x 10 . (B) Corresponding simulated
spectrum.
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Figure 6.35. Room temperature EPR spectra of Cu(panth)2
_3
B in (A) N ,N '-dimethylformamide, c = 4.7 x 10 M; (B)
-3 -3methanol, c = 5.1 x 10 M; (C) dioxane, c = 5.3 x 10 M;
and (D) benzene, c = 5.5 x 10  ^M; microwave power: 100 mW;
modulation amplitude: 1.0 x 10'*' G; scan time: 8 min; time
3 3constant: 1.0 sec; receiver gain: 2.5 x 10 , 3.2 x 10 , 2.5
3 3x 10 , 1.5 x 10 , respectively.
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Figure 6.36. Room temperature EPR spectra of Cu(fluf)2
B in (A) N,N'-dimethylformamide, c = 5.1 x 10  ^M; (B)
-3 -3methanol, c = 5.5 x 10 M; (C) dioxane, c = 6.3 x 10 M;
_3
and (D) benzene, c = 4.5 x 10 M; microwave power: 100 mW;
modulation amplitude: 1.0 x 101 G; scan time: 8 min; time
3 3constant: 1.0 sec; receiver gain: 2.5 x 10 , 3.2 x 10 , 2.5




1 i l i i r------1------ 1------ 1------ 1------ 1------ 1------ 1------ 1------
O 400 800 1200 1600 2000 2400 2800 3200 3600 4000 4400 4800 5200 5600 6000
MAGNETIC FIELD (GAUSS)
195
Figure 6.37. EPR spectra at liquid nitrogen tempera­
ture of Cu(panth)2 B in (A) N,N'-dimethylformamide, c =
4.7 x 10-3 M; (B) methanol, c = 5.1 x 10  ^M; (C) dioxane, 
c = 5.3 x 10-3 M; and (D) benzene, c = 5.5 x 10 3 M; 
microwave power: 5 mW; modulation amplitude: 1.0 x 10^ G; 
scan time: 8 min; time constant: 1.0 sec; receiver gain: 
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Figure 6.38. EPR spectra at liquid nitrogen tempera­
ture of Cu(fluf)2 B in (A) N,N'-dimethylformamide, c = 5.1
x 10-3 M; (B) methanol, c = 5.5 x 10 3 M; and (C) dioxane, 
—3c = 6.3 x 10 M; microwave power: 5 mW; modulation ampli­
tude: 1.0 x 10® G; scan time: 8 min; time constant: 1.0
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Solvent System6 go A  f O gx gy g z
R g
Cu(pro) 2* 2H2O*1 DMF 1 2.1158 81.7 2.0504 2.0504 2.0509 —
Cu(pro)2•2H2Oh MeOH 2 2.1197 71.6 2.0544 2.0544 2.2632 —
Cu(pip)2’2H2°h DMF 3 2.1151 74.1 2.0502 2.0502 2.2453 —
Cu(pip)2*2H2Oh MeOH 4 2.1169 70.5 2.0556 2.0556 2.2489 —
Cu(pic)2h DMF 5 2.1243 73.0 2.0642 2.0642 2.2618 —
Cu(pic)2h MeOH 6 2.1261 68.8 2.0590 2.0590 2.2648 —
Cu(dcanth)^ ’2H2o1 DMF 7 -2.132^ ~57.0j 2.06Q4 2.0604 2.3694 —
Cu(nanth) ^ DMF 8 ~2.105j
O•O00? 2.0539 2.0539 2.2815 —
Cu(panth)2 B1 DMF 9 — — 2.0699 2.0699 2.3703 —
Cu(panth)2 B1 MeOH 10 — — 2.0703 2.0871 2.3814 0.06
Cu(panth)2 B1 DX 11 — — 2.0662 2.1814 2.3679 0.62
Cu(fluf)2 B1 DMF 12 — — 2.0686 2.0686 2.3729 — 200











g g g3y ^z
2.0524 2.0914 2.3822 0.13
2.0602 2.1884 2.3649 0.73
al-5 x 10*"3 M concentration; parameters from computer simulation (see appendix A) ; 
estimated uncertainty in g-values is ±0.0005.
^From room temperature spectra.
c •From frozen solution spectra at liquid nitrogen temperature.
jq
Solvent abbreviations: DMF = N,N'-dimethylformamide, MeOH = methanol, DX = dioxane. 
eSame as Table 6.10.
fT -m4 "!In 10 cm
9 9-j — 9?
R = --------  (see ref. 30 and 32) .
g2 " gl
^Simulations performed using two sites for ^3Cu and ^3Cu isotopes; reported copper 
hyperfine coupling constants are for 63qu . multiply values by Yn (^C u )/yN (63cu) = 1.0713 
to obtain coupling constants for 65cu>
1Simulations performed using one site with average copper hyperfine coupling constants,
-^Approximate values not refined by simulation.
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TABLE 6.10
ADDITIONAL EPR PARAMETERS FOR DILUTE SOLUTION3
Copper Hyperfine0 Nitrogen Hyperfine0 ________ Bonding Parameters0






2a 2“l *i2 B2
1 18.3 18.3 186.0 11.5 9.0 9.0 0.81 0.19 0.78 0.60
2 8.3 8.3 174.5 12.5 10.0 10.0 0.79 0.21 0.83 0.66
3 18.0 18.0 182.0 11.0 9.0 9.0 0.79 0.21 0.78 0.62
4 15.2 15.2 178.0 10.0 8.0 8.0 0.79 0.21 0.79 0.69
5 9.5 9.5 187.0 11.0 9.0 9.0 0.83 0.17 0.75 0.72
6 11.9 11.9 185.0 13.2 9.0 9.0 0.82 0.18 0.76 0.66
7 20.0 20.0 147.0 10.0 10.0 10.0 0.82 0.18 0.91 0.57
8 17.0 17.0 172.0 14.0 11.0 11.0 0.79 0.21 0.79 0.58
9 9.0 9.0 147.0 0.82 0.18 0.93 0.68
10 5.0 15.0 143.0 15.0 10.0 10.0 0.82 0.18 0.95 0.85
11 8.0 25.0 162.0 10.0 15.0 10.0 0.88 0.12 0.94 1.84 (?)
12 12.0 12.0 145.0 — — — 0.82 0.18 0.91 0.65
13 5.0 15.0 144.0 15.0 10.0 10.0 0.83 0.17 0.95 0.89








TABLE 6.10 - Continued
See Table 6.9 for more details.
^Systems defined in Table 6.9.
c 4 —i
From frozen solution spectra at liquid nitrogen temperature; in 10 cm ; copper 
hyperfine couplings for systems 1-6 are for 63qu (see footnote h, Table 6.9).
Calculated using program in appendix D; for systems 1-6, average copper hyperfine 
coupling constants, weighted by isotope abundance, used in calculation; values of E from 
visible solution spectra (Table 6.6) and values of T(n) from Table 3.2.
equatorial ligands. As the degree of tetragonality of a 
copper complex increases, g-values increase and A values 
decrease (Chapter 4). Thus, the relative tetragonality of 
these complexes is the same as the order predicted by visible 
spectroscopy (Section 6.5) and confirms that methanol has 
greater coordinating ability toward copper than dimethyl- 
formamide.
The room temperature EPR spectra of Cufnanth^ and 
Cu(dcanth)2•2H20 in dimethylformamide are broadened, and 
the copper hyperfine structure is poorly resolved (Figure 
6.26). The appearance of these spectra could be due to the 
presence of two or more species in solution, such as com­
plexes with different ligand-metal ratios. However, the 
presence of electro-negative substituents on the ligands 
(i.e., nitro and chloro groups) suggests that the greater 
ligand size and possibly solvent-ligand association in­
creases the rotational correlation time by increasing the 
effective radius of the complex. As 1/x^ approaches the 
frequency of the spectrometer, the EPR spectrum is broadened 
by spin-rotation relaxation (Section 3.1). From 3.1.4, 
assuming the viscosity of dimethylformamide is similar to
9
that of methanol (£ = 0.55 cp), and 1/ tr  = 9.5 x 10 Hz, 
the effective dynamic radius of these complexes, a, is 
about 5.7 ft. Using crystallographic data (109), the approx­
imate "radius" of Cu(anth)2 is about 4.9 ft as shown below.
Cu
Therefore, ligand substitution increases the dynamic radius 
of the complex and retards molecular tumbling to produce 
line broadening effects. The approximate gQ and Aq values 
(Table 6.9) of Cufnanth^ and Cu (dcanth) ^  • 21^0 in dimethyl- 
formamide suggest that the magnetic environments in these 
two complexes differ markedly.
In solution, the Cul^ A, Cul^ B, and CuI^'MeOH (L = 
panth or fluf) complexes have identical EPR spectra, as 
well as identical visible spectra (Section 6.5). In methanol 
and dimethylformamide solution, the complexes Cu(panth)2 B 
and Cu(fluf)2 B have room temperature EPR spectra (Figures 
6.35 and 6.36) which are severely broadened. This broaden­
ing is probably produced by spin rotation relaxation effects 
arising from the larger size of the complexes due to the 
N-phenyl ligand substituent, as observed for the complexes 
with the nitro and dichloro substituted ligands.
On the other hand, in benzene and dioxane solution 
zero field splitting from spin-coupled dimer units is ap­
parent, in addition to broad signals at “3000 G and in the 
region 500-2000 G, which arise from dipole-dipole
206
interactions between monomer units. Therefore, both mono­
mers and dimers are present, indicating an equilibrium 
situation. Dimer interactions are weak in methanol and 
dimethylformamide solution, judging from the large differ­
ence in appearance of the EPR spectra compared to benzene 
and dioxane. Unlike benzene, the dioxane spectra reveal 
sharp features near 3100 G. Using appendix C, these fea­
tures can be assigned to Amg = ±1 transitions within the 
spin triplet of the dimer, and correspond to a small D value 
(0.009-0.012 cm and large E value (0.1-0.15 cm ^). A 
value of E of 0.1 cm  ^predicts a copper-copper distance of 
2.67 ft assuming a negligible contribution of exchange 
coupling to the observed splitting. Resolution of these 
features in dioxane but not benzene suggests strong coordina­
tion by dioxane with a concomitant increase in the rotational 
correlation time and sharpening of features in the center 
of the spectrum.
The frozen solution spectra (Figures 6.27-6.32) of 
Cu(pro)2’21^0, Cu(pip)2 *2H2O, and Cu(pic)2 in methanol and 
dimethylformamide have parameters corresponding to axial 
symmetry which are typically observed for copper(II) com­
plexes with a-amino acids (1, 127, 135-138). The feature 
indicated by a small arrow in the spectrum of Cu(pro)^ •21^0 
in methanol at room temperature (Figure 6.25) is attributed 
to an impurity arising from gradual decomposition of the com­
plex as previously discussed (Section 6.2). A similar fea­
ture is not observed in the frozen methanol solution
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spectrum or in the dimethylformamide solution spectra at 
either temperature but it may simply be obscured by the per­
pendicular lines (see Figures 6.26 and 6.30).
Nitrogen hyperfine coupling constants are about 10-13 
x 10~4 cm"^ (±1-2 x 10 4 cm (Table 6.10), and are con­
sistent with covalent copper-nitrogen bonds. From 3.3.21,
the observed nitrogen hyperfine coupling constants predict
2
that the bonding parameters, a' , range from 0.17-0.22, in
2agreement with the values of a ' obtained using g and A 
values (Tables 6.9 and 6.10, appendix D).
As previously discussed in relation to room temperature 
spectra, the tetragonality of copper complexes can be pre­
dicted by the relative magnitude of g and A values. In 
frozen solution, the order of decreasing g(| is
pic > pro > pip
in both methanol and dimethylformamide, while the order of 
decreasing g ± is
pic > pip > pro
in methanol, but
pic > pip s pro
■A
in dimethylformamide. However, the anomaly in the order of 
gA values may simply reflect the uncertainty in g ± (±0.0005).
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Although the order of decreasing g„ or gx with respect to 
solvent is
MeOH > DMF
for the prolinato and pipecolinato complexes, as previously 
observed in the room temperature spectra, the reverse sol­
vent order is observed for the picolinato complex. These 
trends in g|( and g± are paralleled by reverse trends in A„ 
and Ax , in agreement with theory (94).
The calculated bonding parameters (Table 6.10) are 
similar to one another for these complexes. Out-of-(xy)- 
plane ir-bonding (presumably via the oxygen donor atoms) is 
enhanced in dimethylformamide relative to methanol for the 
prolinato and pipecolinato complexes, but lessened for the 
picolinato complex, according to the variation in the value 
of e2.
Another important distinction between the prolinato 
or pipecolinato and picolinato complexes, is hydrogen nu­
clear hyperfine coupling. The simulated spectra of the pro­
linato and pipecolinato complexes were calculated assuming
interaction of unpaired spin with two amine hydrogens,
-4having hyperfine coupling constants of about 1-3 x 10
cm 1, and with additional hydrogens at the carbons alpha
to the amine group, having coupling constants of about 1 x 
-4 -110 cm . Hydrogen hyperfine coupling constants of simi­
lar magnitude were observed for copper (II) (DL-alaninato) ^
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(83). Although the hydrogen hyperfine interaction is dif­
ficult to ascertain by simulation of EPR spectra, in the 
case of Cu(pic>2 in methanol, resolution of the hyperfine 
structure in the perpendicular region of the experimental 
spectrum is unusually good. Excellent agreement between 
the experimental and simulated spectra was obtained using 
the following hyperfine coupling constants: = 4.0 and
B,|Hl = 5.5 x 10  ^ cm ^ for two equivalent hydrogens (i.e., 
hydrogens at position 6 on the heterocyclic rings of the 
two ligands), and B±H2 = 2.2 and B„H2 = 2.5 x 10  ^ cm  ^ for 
six equivalent hydrogens (i.e., the remaining ring hydro­
gens on the two ligands at positions 3, 4, and 5). Although 
the calculated bonding parameters of Cu(pic)2 (Table 6.10) 
do not differ significantly relative to complexes with 
saturated ligands, the hydrogen hyperfine interaction indi­
cates extensive delocalization of unpaired spin density 
into the unsaturated heterocyclic ring of the ligand.
The frozen solution spectra of Cu (dcanth) ^ a n d  
Cu(nanth)2 in dimethylformamide (Figures 6.33 and 6.34) also 
have EPR parameters corresponding to axial symmetry (Table 
6.10). However, while the spectrum of Cu(nanth)2 resembles 
those of the prolinato, pipecolinato, and picolinato com­
plexes, the spectrum of Cu (dcanth) 2 ’ 2 ^ 0  is markedly differ­
ent. The parallel region is poorly resolved and suggests 
the presence of more than one species. The calculated bond­
ing parameters (Table 6.10) demonstrate that equatorial a-
2 2 bond strength (a ) and out-of-(xy)plane ir-bond strength (6 )
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are comparable, but that in-(xy)plane ir-bond strength (g^ ) 
is reduced in the dichloroanthranilato complex, relative 
to the nitroanthranilato, picolinato, prolinato, and pipe­
colinato complexes.
The frozen solution spectra of Cu(panth)2 B and Cu 
(fluf)2 B in dimethylformamide, methanol, and dioxane 
(Figures 6.37 and 6.38) reveal that monomeric species are 
indeed present in solution despite the broadened room 
temperature spectra. In dimethylformamide, Cu(panth)2 B 
and Cu(fluf)2 B have spectra corresponding to axial sym­
metry with parameters dissimilar to those previously dis­
cussed, i.e., larger g± and gM, and smaller A x and An. 
Nitrogen hyperfine coupling constants are small or zero in­
dicating weak coordination through the amine nitrogen.
In contrast, the spectra of these complexes in methanol and 
dioxane have parameters (Tables 6.9 and 6.10) corresponding 
to a magnetic environment of rhombic symmetry which is
unusual for copper(II) complexes with amino acids. However,
2 2 2 since R < 1, dx -y rather than dz ground states are pre­
dicted for these complexes.
The Cu(panth)2 and Cu(fluf)2 complexes in the three
different solvents have reduced in-(xy)plane u-bonding
2
(larger values of g^ , Table 6.10), suggesting that the N- 
phenyl substituent creates steric interference with copper- 
oxygen interactions. The magnetic anisotropy in the (xy)- 
plane in methanol and dioxane appears to originate in an­
isotropy of the metal-ligand interaction. It is more
appropriate in this situation, to recast the calculated
2 2 2 2 2 bonding parameters in a new form: a ~ aM , a 8 ~ ai i /
9
2 2 2and cty = ax The values of interest are
9
2 „ 2 a ~ a„ 2 2 . 2 a 8 ~ ax 1 2 2 . 2 a y  ~ otjL 2
Cu(panth)^ MeOH 0.82 0.68 0.56
Cu(panth)2 DX 0.88 1.62 0.58
Cu(fluf)2 MeOH 0.83 0.74 0.42
Cu(fluf), DX 0.88 1.67 0.52
2 2assuming no out-of-(xy) plane ir-bonding (3 = 1, y =1).
These values indicate stronger axial coordination by methanol
2 2relative to dioxane, where a (MeOH) < a (dioxane). Further, 
the observed xy-anisotropy in EPR parameters can be attribu­
ted to strongly covalent nitrogen-metal bonds and weaker 
coordination through oxygen. The coordinative anisotropy 
is more pronounced in dioxane than in methanol, and for Cu 
(fluf)2 than for Cu(panth)2* In dimethylformamide, the 
relative strength of the Cu-0 and Cu-N bonds is apparently 
reversed judging from the absence of a nitrogen hyperfine 
interaction in this solvent.
In benzene, a broad isotropic signal is observed near 
3130 G for Cu(panth)2 B whereas no signal is detectable for 
Cu(fluf)2 B. The significance of this observation is that 
while a monomer ^ d i m e r  equilibrium apparently exists in 
solution, and a significant monomer population persists at 
liquid nitrogen temperature in the coordinating solvents,
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formation of the dimer goes to completion for Cu(fluf)2 and 
to near completion for Cufpanth^. In the latter case, the 
observed signal is indicative of strong dipole coupling and 
incipient dimerization of the remaining monomeric complexes. 
The absence of transitions at liquid nitrogen temperature 
corresponding to = h, h spin triplet state of the
dimer, demonstrates that the singlet-triplet energy separa­
tion, I —2J| is large and that the EPR-silent singlet ground 
state is populated at this temperature. The minimum value 
of |-2J| can be predicted by assuming that the temperature 
of maximum susceptibility (T ) is above the liquid nitrogen 
temperature (~100°K). From J/kTm ~ -4/5, one predicts that 
| — J | > 55 cm or I — 2J j £ 110 cm Therefore exchange 
coupling is strong for dimers in solution, and the copper- 
copper separation of 2.67 &  calculated from zero field 
splitting at room temperature is reasonable.
6.8. EPR Spectra of Copper-
doped Zinc Complexes
The EPR spectra of the polycrystalline copper-doped 
complexes at liquid nitrogen temperature are shown in Fig­
ures 6.39-6.44. Corresponding spectral parameters are 
gathered in Table 6.11. As might be expected, the spectra 
at liquid nitrogen temperature have sharper features and 
better resolution than spectra at room temperature. There 
are also slight differences in g and A values which presum­
ably arise from a temperature dependence of the electron 
transition energies. The spectra are generally broader than
Figure 6.39. (A) Experimental EPR spectrum of poly­
crystalline copper-doped Znfanth^ at liquid nitrogen 
temperature; microwave power: 5 mW; modulation amplitude:
0.50 x 10® G; scan time: 16 min; time constant: 0.30 sec;
2
receiver gain: 3.2 x 10 . (B) Corresponding simulated
spectrum.
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Figure 6.40. (A) Experimental EPR spectrum of poly­
crystalline copper-doped ZnCcanth^ at liquid nitrogen 
temperature; microwave power: 5 mW; modulation amplitude:
0.50 x 10^ G; scan time: 16 min; time constant: 0.30 sec;
2receiver gain: 3.2 x 10 . (B) Corresponding simulated
spectrum.
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Figure 6.41. (A) Experimental EPR spectrum of poly­
crystalline copper-doped Zn(dcanth>2 at liquid nitrogen 
temperature; microwave power: 5 mW; modulation amplitude:
0.5 x 10^ G; scan time: 16 min; time constant: 0.30 sec;
2
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Figure 6.42. (A) Experimental EPR spectrum of poly­
crystalline copper-doped ZnCnanth^ at liquid nitrogen 
temperature; microwave power: 5 mW; modulation amplitude:
0.50 x 10*^  G; scan time: 16 min; time constant: 0.30 sec;
2
receiver gain: 8.0 x 10 . (B) Corresponding simulated
spectrum.
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Figure 6.43. (A) Experimental EPR spectrum of poly­
crystalline copper-doped Zn(panth)2 at liquid nitrogen 
temperature; microwave power: 20 mW; modulation amplitude: 
2.5 x 10® G; scan time: 8 min; time constant: 0.30 sec; 
receiver gain: 2.5 x 101. (B) Corresponding simulated
spectrum.
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Figure 6.44. (A) Experimental EPR spectrum of poly­
crystalline copper-doped Zn(fluf)2 at liquid nitrogen 
temperature; microwave power: 20 mW; modulation amplitude: 
0.82 x 10° G; scan time: 8 min; time constant: 0.30 sec; 
receiver gain: 10.0 x 101. (B) Corresponding simulated
spectrum.
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TABLE 6.11
EPR PARAMETERS FOR COPPER-DOPED ZINC COMPLEXES3
Zinc.
Host
Copper HFb Nitrogen HFb Bonding Parameters0
I
gx gy gz Re AX Ay Az Bx By Bz
2a a'2 el 2 B2
2Y
l f 2.0387 2.0961 2.3182 0.26 14.0 14.0 143.0 14.0 12.0 12.0 0.76 0.24 0.97 1.15 0.45
2f 2.0534 2.0888 2.3182 0.15 12.0 12.0 145.0 16.0 13.0 13.0 0.76 0.24 0.92 1.01 0.60
3f 2.0356 2.1421 2.3418 0.53 28.0 40.0 126.0 15.0 13.0 13.0 0.74 0.26 0.98 1.62 0.39
4f 2.0084 2.1480 2.3108 0.86 29.0 58.0 112.0 12.0 10.0 10.0 0.67 0.33 0.99 1.87 0.08
5g 2.0694 2.0694 2.4380 — 5.8 5.8 120.0 2.0 2.0 2.0 0.82 0.18 1.24 0.76 —
6g 2.0582 2.0872 2.4022 — 0.8 1.8 139.5 1.5 1.0 1.0 0.83 0.18 1.11 0.95 ____
Polycrystalline samples at liqu id  nitrogen temperature; parameters refined by computer 
simulation (see appendix A); estimated uncertainty in  gz is ±0. 0005; greater uncertainty asso­
ciated with gx and gy.
bIn  104 cm- 1 .
Calculated using computer program in appendix D, using values of E from powder reflectance  
spectra of corresponding copper complexes (Section 6.5) ,  and values of T(n) from Table 3.2.
dZinc host complexes: 1 5 Zn(anth)-; 2 s Zn(canth),; 3 = Zn(dcanth)_; 4 = Zn(nanth)_;
5 = Zn(panth)2; 6 s Z n (flu f)2-
SR = g3
g2 -  gl
Simulations performed using one s ite  with average copper hyperfine coupling constant.
Simulations performed using two sites for 63Cu and 65Cu isotopes, see footnote h from 
Table 6.9. 225
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the dilute frozen solution spectra, suggesting that the den­
sity of copper ions in the diamagnetic host lattice is too 
concentrated to completely eliminate weak dipole interac­
tions between copper ions. However, spin-lattice relaxation 
effects may be stronger in the solid complex than in a fro­
zen solvent matrix. Even so, the spectra are sufficiently 
well-resolved to identify major features.
The spectra of copper(II) in the host lattices of Zn 
(anth)2, Zn(canth)2/ Zn(dcanth)2, and Zn(nanth)2 have para­
meters corresponding to rhombic symmetry. The calculated
2 2values of R are less than 1, indicating dx -y rather than 
2dz ground states. The order of increasing rhombic or 
tetragonal character is
Zn(canth)2 < Zn(anth)2 < Zn(dcanth)2 < Zn(nanth)2
and roughly parallels the order of increasing magnitude of
the shift of the amine stretching frequencies (Section 6.4),
and decreasing basicity of the amine group (Table 4.2).
These complexes are further characterized by weak in-(xy)-
2
plane ir-bonding (3^ = 1.0) and highly anisotropic equator-
2 2 2 2 2 2 ial coordination, where (a 3 : ^  )^ > (a v ~ a ^ 2). Al­
though values of bonding parameters >1.0 or <0.5 are 
physically impossible, the results are indicative of inade­
quacies in the calculation of the bonding parameters to
2
account for significant admixture of dz character m  the 
ground state representation, for local symmetry lower than
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or or for reduction of the spin-orbit coupling con­
stant.
Axial a-bonds appear to be stronger than in the pre-
2 2viously discussed copper complexes, where a ~ oi„ decreases
(a-bond strength increases) as the anisotropy in the EPR
parameters increases. Therefore, as previously suggested
for the origin of the xy-anisotropy in the EPR parameters
of the frozen solution spectra of dichloroanthranilate, N-
phenylanthranilate, and flufenamate complexes of copper(II)
in various solvents (Section 6.7), the coordination of nitro
gen to copper is strongly covalent while the interaction of
the carboxylate group is weak and essentially electrostatic.
2+Hill and Curran (99) originally suggested that the M -COO
interaction in metal anthranilates is weak and electrostatic
Furthermore, copper(II) apparently prefers to coordinate
with weaker bases because the anisotropy in the magnetic
environment increases as the basicity of the amine group
decreases. This accounts for the unusual infrared data.
This conclusion is supported by smaller nitrogen hyperfine
coupling constants observed for the copper-doped Zn(panth)^
and Zn(fluf)2 complexes. The amine groups of these ligands
are slightly more basic than the amine group of anthranilic
acid due to the electron-pushing inductive effect of the
N-phenyl substituent. With the stronger amine group, EPR
parameters corresponding to axial symmetry are observed,
2 2and axial a-bonding is weakened (a ~ ax = 0.82) and the
2 2 2average equatorial a-bonds are also weakened (a 8 ~ ai =
0.62 - 0.79) relative to the nitro or chloro substituted 
anthranilate complexes.
The EPR parameters of copper(II) in Zn(panth)2 and Zn 
(fluf)2 are unusual in that glt is 2.40-2.44 and A„ is small. 
These parameters do not resemble those obtained for copper- 
doped zinc(II) acetate (51) or zinc(II) propionate monohy­
drate (56), indicating that the Zn(fluf)2 and Zn(panth)2 are 
not carboxylate-bridged complexes.
Since the X-ray powder diffraction patterns of the 
copper and zinc complexes differ, it is not possible to 
correlate the magnetic parameters obtained for the copper- 
doped zinc complexes with the magnetic properties of the 
undiluted copper complexes. For instance, Cu(dcanth)2•2H20 
has powder g-values g^ = 2.06, g2 = 2.21, and g^ = 2.31, 
which differ greatly from the g-values for copper-doped 
Zn(dcanth)2. However, the xy-anisotropy of the crystal g- 
values of Cu(dcanth)2•2H20, and the similarity in the infra­
red data for the zinc and copper complexes are good indica­
tions that the substituted anthranilates behave similarly 
toward either metal.
6.9. Conclusions
Unlike a-amino acids, copper(II) complexes with substi­
tuted anthranilic acids display more diverse behavior. 
Electronegative substituents which decrease the basicity of 
the amine group have the effect of destabilizing the metal- 
carboxylate interaction while stabilizing the metal-amine
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interaction. This effect produces a highly anisotropic 
ligand environment which results in rhombic EPR parameters.
In contrast, substitution by phenyl groups at the 
amine nitrogen increases the basicity of the amine group, 
but decreases the metal coordinating ability of the group. 
This may be a steric, rather than an electronic effect. 
Regardless, the copper complexes of N-phenyl anthranilates 
are soluble in a wide range of solvents, and exhibit a ten­
dency to dimerize in non-polar, weakly coordinating solvents. 
The dimer is apparently held together, in solution and in 
the solid state, by hydrogen bonds, phenyl ring stacking 
interactions, and direct metal-metal bonding. These obser­
vations support arguments in favor of greater importance of 
direct metal-metal interactions, rather than indirect, super­
exchange type of phenomena, in the behavior of copper dimers. 
In these complexes, ligand-bridging is relatively weak.
Future work on these complexes should include EPR 
studies at Q-band frequency to determine more accurately 
the xy-anisotropy in the magnetic environment. Crystallo- 
graphic work is also necessary to confirm the proposed hy­
drogen bond-bridged dimeric structure.
APPENDIX A
EPRPOW COMPUTER PROGRAM
The original version of EPRPOW was modified by the 
author to include a fourth hyperfine interaction, and 
CALCOMP plot routines to label simulated spectra with a 
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*******************************************************************************
I NTEGER A L P H A . G G X . G G Y , G G Z . AX I , A Y 1 , A Z i , A X 2 , A Y 2 , A Z 2 . A X 3 , A Y 3 , A Z 3 ,
1 A X 4 ,  AY A ,  AZ4 , WX,  W'Y ,  WZ ,  H , S T A R , HAM, I I 
R E A .  KK,  L X ,  L Y ,  L Z . K H . L H  
REAL*A X ( 2 5 0 2 ) » Y { 2 5 0 2 ) , S T O R E ( 2 5 0 2 )
D I ME N S I O N  D I 6 0 0 ) , C X { 6 0 0 ) » S X ( 6 0 0 ) » S P ( 6 0 0 ) « C P ( 6 0 0 ) • D P H I ( 6 0 0 ) , F I ( 6 0  0 )
DIMENS ION I NT 1 ( 2 0  ) , I N T 2 ( 2 0 ) ,  I N T 3 I  1 0 ) , I N T 4 (  1 0 )
D I ME N S I O N  P T I T L E 1 1 2 )
D I ME N S I O N  L A B E L ( 2 4 )
DATA ( L A B E L ( I I )  , I 1 = 1 , 2 4 ) / • S I T E # * ,  »WT % • , » G X • , • G Y • , • GZ• , • AAX1 * •
I 1 AAY 1 1 ,  • A A Z 1•  , • AAX2* , • A A Y 2 • , • AAZ2 * , * AAX3* , • AAY3 * •
2* A A Z 3 * , • AAX4 * . »  AA Y4 • ,  • AAZ4 » ,  • S P I N I • , • S P I N 2 • , • S P I N 3 • , * S P I N 4 » , » WWX',
3*  WWY * . • WWZ* /
C PLOT S E T U P .  I N T E G R A T I O N ,  FREQUENCY,  AND L I NE WI D T H DATA READ I N HERE 
C PLOT T I T L E  READ IN HERE 
READ( 5 , 1 1 )  P T I T L E  
WR I T E ( 6 ,  1 1 )  P T I T L E  
11 FORMAT(12A5)
RE AD( 5  , 1 ) N N , M M , A L P H A , S T A R , HAM
W R I T E ( 6 « 1)  N N , MM , A L P H A , S T A R , H A M
1 F O R M A T 1 5 C 2 X , 1 3 ) )
READ( 5  * 2 ) L , L T 0 T , S P A C  » P L , P H G T
2  FORMAT( 2 ( 2 X , I 5 ) » 2 X , F 6 . 3 , 2 X , F 5 . 2 . 2 X , F 5 . 2 >
R E A D ( 5 , 3 ) X N U . N S I T E S
3  FORMAT( 2 X . F 7 . 4 , 1 3 )
READ( 5 , 1 0 ) WWX,WWY ,WWZ
1 0  F O R M A T ( 3 ( 2 X » F 5 . 1 ) )




I F I S T A R . E Q . 1 )  CUT O F F = 3  . 0  
I F ( H A M . E Q . l )  C U T Q F F = 8 . 0  
L = L * 1 0  0 
L T O T = L T O T * l  0 0
L I N T = S P A C * 1 0 0  . 0 + 0 . 5  
WX=WWX*l0 0  . 0 + 0 . 5  
WY=liWY* 1 0 0 . 0  + 0 . 5  
WZ=WWZ*100 . 0  + 0 . 5  
K L O T = t 2 *  CWX+WY+WZ) J / UI NT  
D E L = K L O T * L I N T  
KMAX = LT OT+DEL  
KM IN = U—DEL
KMOT = ( ( K M A X - K M I N ) / L I N T )
KT OT = ( L T O T —K M I N ) / L I N T
W R I T E ( 6 . i 9 )  KLOT. KMAX. K M I N , KMOT. KTOT. L . L T O T . D E L . S P A C  
1 9  FORMAT( 7 1 8 , 2 X , 2 F 7 . 2 )
W R I T E ( 6 . 3 0 3 ) XNU 
3 0 3  FORMAT( 1 X . F 7 . 4 . 2 4 H  GHZ MICROWAVE FREQUENCY)
OOIOO K L = 1 . KMOT 
S TORE{ K L ) = 0  
X ( K L )  =  0 .
Y I K L )  = 0 .
1 0 0  CONTI NUE
L = ( L / L I  N T ) * L I N T  
L T O T = ( L T O T / L I N T ) * L I N T  ■
HMIN=L  
HMAX=LTOT 
9 2  N N 3 = 3 * N N  
MM3=3*MM
C G A U S S - P O I N T  S E L E C T I O N  OF AN GLE S . WEI GHTI N G FACTORS FOR I NTEGATI ON  
C S E L E CT I ON  US E S  L I N E WI D T H S  OF 1 S T  S I T E  ONLY.
C S U B RO UT I N E  THETA S E LE CT S  FOR XZ OR YZ P LANES  
C S UB ROUT I NE PHI  S ELECTS  FOR XY PLANE  
I F ( H A M . E Q . l )  GO TO 8 9  
CALL T H E T A ( N N . C X . S X . D 3  
I F ( H A M . E Q . 2 J  GO TO 9 0  
CALL ORTHRH( M M . C P . S P . D P H I . ALPHA1  
GO TO 9 1
8 9  N N 3 = 1 
S X U  ) =  0 . 0 0 0 0 0 0 0  
CXI1)=1.0000000 
D ( 1 ) = 1«00000000
9 0  MM3=1 
CP I  1 ) = 1 . 0 0 0 0 0 0 0 0  
S P ( 1 ) = 0 . 0 0 0 0 0 0 0 0  
D P H I I  1 ) = 1 . 0 0 0 0 0 0 0 0





C HL=LETTER H E I GHT ,  WLI NE= L I N E  S P A C I N G ,  BX AND BY= X AND Y COORDI NATES TO START TABLE  
C
9 1  H L = 0 , 2 5
W L I N E = 0 , 3 5
B X = 2 . 0
B Y = 2 8 . 5
CALL PLOTS  ( » C )
CALL P L O T ! I . 0 , 1 , 0 , - 3 )
CALL SYMBOL( B X,  BY + 3 * W L I N E . H L , P T I T L E  , 0 . 0 , 4 5 )
CALL N U M B E R ( B X , B Y + 2 * W L I N E . H L , F L O A T ! N N ) , 0 . 0 , - l )
CALL NUMBER( B X + 2 , 0 , BY + 2 $ W L I N E , H L • FLOATI  MM) , 0 . 0 . - l )
CALL N U M B E R ! B X + 4 . 0 , B Y + 2 * W L I N E , H L , F L O A T ( A L P HA) , 0 . 0 , - 1 )
CALL N U M B E R I B X + 6 . 0 , B Y + 2 4 W L I N E , HL »F L O A T { S TAR)  , 0 , 0 ,  —1 )
CALL NU MBER( BX + 8 . 0 , BY + 2 + W L I N E , H L . F L O A T ( H A M ) , 0 . 0 ,  — 1)
CALL N U MB E R ! B X , BY +WLINE » H L . F L O A T ( L ) , 0 . 0 , - l  )
CALL N U M 8 E R ( B X + 2 . 0 , B Y + W L i N E . H L . F L O A T ! L T O T ) , 0 . 0 , - l )
CALL NU MBER! B X + 4 • 0 , BY + W L I N E , H L , S P  AC , 0 . 0 , 1 )
CALL N U MBE R ! B X+6 . O . B Y + W L I N E , H L . P L . O . 0 , 1 )
CALL NUMBER! BX+8 . 0 , B Y + W L I N E , H L , P H G T  , 0 . 0 , 1 )
DO 1 0 0 0  1 1 = 1 . 2 4
CALL SYMBOL! B X , BY—W L I N E 4 F L 0 A T I I I —1 ) , H L , L A B E L  1 1 1 ) , 0 . 0 , 5 )
1 0 0 0  CONTI NUE
EPR PARAMETERS READ IN FOR EACH S ITE _______________  . ................. ..... .
LI NE WI DTH OF A P ART I CUL AR  S I T E  USED FOR L I N E S H A P E  FUNCTI ON OF THAT S I T E  ONLY
/
DO 1 0 8 1 N = 1 , N S I T E S  
I F ! 1 N . E Q . 1 i  GO TO 2 5  
READ ( 5 , 1 0 )  WUr’X.WWY,  WWZ 
WX=WWX* 1 0 0  . 0 + 0 . 5  
WY= W* Y* 1 0 0 . 0 + 0 . 5  
WZ=WWZ*10 0 . 0 + 0 . 5  
2 5  CONTI NUE
R EAD( 5 , 4 ) GGX, GGY, GGZ, IWT
4  FORMAT( 4 I 2 X , 1 5 ) )
R E A D ! 5  , 5 ) A A X I , A A Y 1 , AA Z 1
5  FORMAT ( 3 F 1 0  . 5 )
RE AD( 5  , 5 ) A A X 2 . A A Y 2 , A A Z 2
R E A D ! 5 » 5 ) A A X 3 *  A A Y 3 , AAZ3  
R EA D( 5 , 5 ) A A X 4 , A AY 4 , AAZ4  
R E A D ( 5 , 8 ) S P I N 1 , S P I N 2 , S P I N 3 , S P I N 4
8  FORMAT 1 4 ( 2 X  * F 3 . 1 ) )
N S P 1 = 2 • * S P I N 1 + 1 . 5  
N S P 2 = 2 « #  S P I N 2  + 1 . 5  
N S P 3 = 2 . * S P I N 3 + l . 5  
N S P 4 = 2 • * S P I N 4 + 1 . 5





1 ( I N T 3 ( K J » K =  1 .  N S P 3 ) . ( I N T 4 ( LM) , L M = 1 , N S P 4 ) I  
9  FORMAT! 2 0 1 4 / 2 0 1 4 )




























B Y . H L , F L O A T ( I N ) . 0 . 0 . - 1  )
BY—W L I N E . H L , F L O A T ! I W T )
BY—2 4 W L I N E . H L . F L O A T ! G G X ) . 0 . 0 . - 1 )  
BY—3 4 W L I N E . H L . F L O A T ( GGY) . O . O . - l ) 
BY—4 * W L I N E . H L . F L O A T ( G G Z )  . 0 . 0 . - 1 )
B X = B X + 2 . 5  
CALL NU MBER( BX 
NUMBER ( BX  
NUMBER ( BX  
NUMBER( BX 
NUMBER( BX  
NUMBER( BX  
NUMBER( BX  
NUMBER( BX  
NUMBER( BX  
NUMBER( BX 
NUM BE R ( BX 
NUMBER( BX  
NUMBER( BX  
NUMBER( BX  
NUMBER( BX  
NUMBER(OX  
NUMBER( BX 
NUMBER! BX  
NUMBER (BX 
NUMBER! BX  
NUMBER( BX  
NUMBER( BX 
NUMBER( BX  
NUMBER ( B X ,
S P N = S P I N 1 * ( S P I N 1 + I .
RALPH=ALPHA  
A L P = A L P H A * 0 . 0 1 7 4 5 3 3  
S A L P = S I N ( A L P )
CALP= C O S ( A L P )
G X = G G X / 1 0 0 0  0 .
GY=GGY/ 1 0 0 0  0 «
G Z = G G Z / 1 0 0 0 0 .
W R I T E ( 6 . 2 9 8 )
FORMAT( 1 2 A 5 / / )
W R 1 T E ( 6 . 2 9 9 )  I N . I W T
FORMAT( 1 4 H 4 4 4 S I T E  NUMBER. 1 4 . 1 4 H4 4 4 W EI GHT  
W R I T E ( 6 . 3 0 0 ) S P I N ! , S P I N 2 , S P I N 3 , S P I N 4
FORMAT ( 2 X . 6 H S P I N 1 = , F 4 . 2  »2X . 6 H S P I  N2-= . F 4 . 2 . 2 X .  6 H S P I N 3 = . F 4 . 2 »
1 2 X . 6 H S P I N 4 = . F 4 . 2 )
WRI TE( 6 . 3 0 1 ) G X . G Y . G Z . A A X 1 . AAY1 . A A Z 1 , A A X 2 . A A Y 2 . A A Z 2 . A A X 3 . A A Y 3 , A A Z 3 .  
1 A A X 4 . A  A Y 4 . A A Z 4
BY—5  * W L I N E • HL . A AX 1 . 0 .0 . 2 )
B Y - 6 4 W L I N E . HL . A AY 1 , 0 .0 . 2  1
BY—7 4 W L I N E . H L . AAZ1 . 0 .0 , 2 )
B Y - 8 4 W L I N E . HL. A A X 2 . 0 .0 . 2 )
BY—9 4  WL I N E *HL *A A Y 2 . 0 •  0 . 2 )
B Y - 1 0 4 W L INE . HL • A A Z 2 . 0 . 0 . 2 )
BY —11 *  WL INE . H L . AAX3 * 0 . 0 . 2 )
BY—1 2 *  WL INE . HL . AAY 3  . 0 . 0 . 2 )
BY—1 3 +  WL INE . HL • A A Z 3 . 0 . 0 . 2 )
BY — 1 4 4  WL INE . HL • AAX4 * 0 . 0 . 2 )
B Y - 1 5 4 W L INE . HL . AAY 4 . 0 . 0 . 2 )
BY—1 6 4  WL INE . H L . A A Z 4 . 0 . 0 . 2 )
BY—1 7 4 WL INE »HL . S P I N 1 .0 . 0  .1
B Y - I 8 4 W L INE . HL . S P I N 2 .0 . 0 . 1
BY —I 9 4  WL INE • HL . S P I N 3 .0 •  0 . 1
BY—2 0  4  WL INE • HL . S P I N 4 .0 •  0 , 1
BY—2 1 4  WL I NE . H L , WWX.O .0 . 2 )
BY—2 2 4  WL INE . HL . WWY . 0 •  0 , 2 )
B Y - 2 3 4 W L INE .  HL . WWZ.O • 0 . 2 )
)
• I 3 . 3 H 4 4 4 )
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3 0 1  FORMAT( 1 X . 3 H G X = , F 6 . 4 ♦ 1 X3HGY= » F 6 . 4 . 1 X 3 H G Z = . F 6 .  4 /
1 I X , 5 H A A X 1 = . F 1 0 . 5 • I X ,  5H A AY 1 =  , F  1 0 .  5  ,  1 X ,  5  HA AZ 1= ,  F I  0  .  5 /
2 1 X . 5 H A A X 2 = , F 1 0 . 5 , I X , 5 H A A Y 2 = . F 1 0 . 5 , 1 X , 5 H A A Z 2 = . F I  0 . 5 /  
J 1 X . 5 H A A X 3 = . F 1 0 . 5 , 1 X . 5 H A A Y 3 = , F 1 0 . 5 , 1 X . 5 H A A Z 3 = . F I  0 . 5 /
41X,5HAAX4=,F10.5.1X ,5HAAY4=,F10.5,1X ,5HAAZ4=,F I 0.5) 
WRITE(6,302)WWX, WViY.WWZ. ALPHA 
30 2 FORMAT(I X ,4HWWX= ,F4.1 , 1X ,4HJ»/WY= ,F4. 1 , 1X , 4HWWZ= .F 4  .  1 ,IX,5HALPH=»I3>
WRITE(6i304){(INT 1(1)*1=1•NSPI I *(INT2{J),J=I,NSP2), 





W I S O = 1 . 0 0 0 0  
AX1 =A A X 1 4 1 0  0 . 0 + 0 . 5  
AY1 = A A Y 1 * 1 0  0 . 0 + 0 . 5  
A Z l = A A Z l * 1 0  0 . 0 + 0 . 5  
A X 2 = A A X 2 * 1 0 0 . 0 + 0 . 5  
AY2 = AAY2 * 1 0  0 . 0 + 0 . 5  
A Z 2 = A A Z 2 * 1 0 0 . 0 + 0 . 5  
A X 3 = A A X 3 + 1 0 0 . 0 + 0 . 5  
AY3=AAY 3  * 1 0 0 . 0  + 0 . 5  
A Z 3 = A A Z 3 * 1 0 0 . 0 + 0 . 5  
A X 4 = A A X 4 * 1 0 0 . 0 + 0 . 5  
A Y 4 = A A Y 4 * 1 0  0 . 0 + 0 . 5  
A Z 4 = A A Z 4 * 1 0 0 . 0 + 0 . 5  
AXX= AX 1 * AX 1 
AYY = A Y 1 * AY 1 
A Z Z = A Z 1 * A Z 1  
C C X ( I >  AND C S  EQUALS COS I N E ( T H E T A I
C S X ( 1 >  AND SN EQUALS S I N E I T H E T  A)
C C P ( 1 )  AND CC EQUALS C O S I N E ( P H I )
C S P i l )  AND S S  EQUALS S I N E ( P H I )
C D C I )  I NTERGRATI ON FACTORS FOR THETA 
C D P H I ( l )  I NTERGRATI UN FACTORS FOR PHI  
DO 1 0 8  1 = 1 , NN3  
C S = C X ( I )
S N = S X (  I )
DO 1 0 8  M=1, MM3  
C C = C P ( M )
S S = S P ( M )
S N 2 = S N * S N
C S 2 = C S * C S
S S 2 = S S * S S
C C2 = C C * C C
4 0 2  L X = S N * S N * C C * C C  ---------- - -------------------------------------------------------------
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S S = S * S  
WS =  W3ftS
C HH EQUALS PRINCIPAL RESCNANCE FIELD FOR A1 HYPERFINE INTERACTION
406 D098 J 1 = 1» N S P 1 
SPINM=J1— 1-SPIN1







408 IF(LH.LT .KM IN .OR,LH.GT • KMAX)GO TO 98 
NH=(LH-KMINl/LINT 
Z N H = N H - {(LH— KMINI/LINT)
NI=NH-NSS 
NJ=NH*NSS 
IF (NI.LE.O) NI=1 
IF(NJ .GT.KMOT) NJ=KMOT 
C LINESHAPE OPTION EXERCISED HER E ‘STAR* EQUALS*1* GAUSSIAN USED 
Ir(SIAR.EQ.l) GO TO 202 
C LORENTIZI AN LINESHAPE 1ST DERIVATIVE
C 5A?TRof^,L>.,JSK,ARRAY PO*°E« SPECTRUM IS STORED fcwl  U U o o K L ^ N I i N J
KK=LH— KMIN— ((KL-ZNHl+LINT)
SK=SS+KK*KK
if NT4( J4*» )= ST0HEt ( *S*KK/'( SK*SK) )*INT1(J1)*INT2{ J2> * INT3( J3 ) *
88 CONTINUE 
GO TO 87
C GAUSSIAN LINESHAPE 1ST DERIVATIVE 
202 3087KL=NI,NJ
KK=LH— KMIN— ((KL-ZNH)*LINT)







C SalPpEAK-O C0MPUTED SPECTRUM TO MOST INTENSE PEAK
D051N=KL0T.KT0T 
PAK=ABS(STORE!N)1 






5 0  PEAK=PAK
5 1  CONTI NUE  
F A C T O R = l . 0 0
SI MULATED SPECTRUM PLOTTED HERE
DO 5 2  N= KLOT. KTOT  
X I N —KL UT FI ) = ( ( N - K L O T i * L I N T )
Y { N - K L O T t l } =  S T O R E ( N ) * FACT OR/ PEAK  
5 2  CONTI NUE
KCCM=KT GT—KLOT 
NTOT =KCCM+1  
TX1 = L
T X 2 = ( L T O T —L J / P L  
T Y 1 = —FACTOR 
T Y 2 = 2 * F  ACT OR/ PHGT  
X ( KCGMF2)  =  0  . 0  
X ( K C 0 M + 3 ) = T X 2  
Y ( KCQMF2 ) =  TY1  
Y ( K C O M + 3 ) = T Y 2
CALL S E T S I 2 I 0 . 3 0 . 0 . 1 2 . 0 . 1 5  ,  1 . 0 0 )
CALL A X I S ! 0 . 0 , 0 . 0 . * I N T E N S I T Y *  . 9 . PHGT , 9  0 . 0  * T Y I » T Y 2 )  
CALL P L O T ! 0 . 0 , 0 . 5 * P H G T  , - 3 )
CALL AX I 5 ( 0 . 0 , 0 . 0 , • C E N T I G A U S S • , — 1 0 , P L , 0 . 0 , T X 1 , T X 2 )  
CALL L I N E I X , Y . N T O T , 1 . 0  , 0 )
12  1 STOP  
END
SUBROUT INET HET A ( N N . C X , S X , D )
D I ME N S I O N  C X ( 6 0 0 ) , S X I 6 0 0 ) , T E T A ( 6 0  0 ) , D I 6  0 0 )
N I NT = N N
S I  NT = 1 • 5 7 0 7 9 6 / N I N T  
G S I N T  = S I  N T * 0 . 7 7 4 5 9 6 6 7 / 2 .
J = 1
T E T A l J ) = 0 •
D ( J ) = 0 . 2 2 2 2 2 2 2 2  
J = J F 1
T E T A I J > = S I N T / 2 . - S I N T * 0 . 2 8 9 8 9 7 9 4 / 2 .
D ( J ) = 1 . 0 2 4 9 7 1 6 6  
J = J + l
T E T A ( J ) = S I N T / 2 . + S I N T * 0 . 6  8 9 8 9 7 9 4 / 2 .
D ( J ) = . 7 5 2 8 0 6 1 2  
J = J + l
NNEX=NI  NT—2  
DO 1 0 0  1 = 1 , NNEX
T E T A ( J )  =  ( I + 1 ) * S I N T —( S I  N T / 2 .  + G S I N T )
D ( J ) = . 5 5 5 5 5 5 5 5  
J =  J + 1
T E T A ( J )  =  I * S  I N T + S I N T / 2 .  . _ _ ________
238
0(J)=.88688888 
J = J + l
T E T A ( J ) = I * S I N T + i S I N T / 2 . * G S I N T )
0 ( J > = . 5 5 5 5 5 5 5 5
J = J + l  
100 CONTINUE












10 1 CONTINUE 
RETURN 
END
SUBROUTINE ORTHRH iM M *CP.SP.DPHI»ALPHA) 
DIMENSION CP (600) . SP ( 6 0 0 ) , DP HI ( 60 0 .) tFI(600)






FI ( J ) = 0
DPHI(J)=.22222222 
J = J + 1







DO 200 1 = 1» MINT2
F I (J)=(I+1)*SlNTP-(SINTP/2.+GSINP)
DPHI(J ) = . 55555555 
J = J + 1
FI(J)=I*SINTP+SINTP/2.
DPHI{J )= .3 8888888 
J = J+1
FI (J)=I*SINTP+(SINTP/2.+GSINP)
DPHI(J )= .55555555 ________
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j=j+i
2 0 0  CONTI NUE
F I C J ) = R A N G E - { S I N T P / 2 . + S I N T P + G . 6 8 9 8 9  7 9 4 / 2 . J 
D P H I ( J J  =  . 7 5 2 8 0 6 1 2  
J - J +  1
F I ( J ) =  RA NGE—( S I  N T P / 2 . —S  I NTP*  0 .  2 8  S 8 9  7 9 4 / 2 .  > 
D P H I ( J ) = 1 . 0 2 4 9 7 1 6 6  
J =  J + l
F I ( J ) =R ANGE
D P H I 1 J ) = . 2 2 2 2 2 2 2 2
DO 2 0 1  MP=1 , J
CP < MPI =  C O S ( F I ( M P ) )
S P ( M P ) = S  I N I F I ( M P )  )
2 0 1  CONTI NUE  
RETURN





C U ( P R O ) 2 .DMF * RT
30 2 0 2 1
2700 3700 1.0 40.0
9.490 2
36.0 36.0 3 6.0




1 1 1  1 1 1 1
20.0 20.0 20.0 


































































1 1 1 1 1 1 1
48.0 48.0 48.0
21151 21151 21151 31
79.40 79.40 79.40
1.5
1 1 1 1  1 1 1







2 0 2 
3 4 0 0 1.0
2




































































1 1 1 1 1 1 1
20.0 20.0 20.0



































1 . 0 
























































































1 6 15 20 15 6 1
1 6 15 20 15 6 1
1 6 15 20 15 6 1




2 4 0 0  
9 . 0 2 7
7 . 0  





1 . 5  2 . 0  
1 1
7 . 0  
2 0 5 0 2




1 . 5  2  
1 1
2 0 
3 4 0  0 
2
7 . 0  
2 0 5 0 2
1 8 . 0  
9 .  0
3 . 0
1 .0
1 . 0  3  
1 1
7 . 0  








1 8 2 . 0
9 . 0
4  . 0  
1.0
. 0  
1
11.0
2 2 4 5 3
1 9 . 3
9 . 0
3 . 0  
1.0
1 . 0  3 .  
I 1
4 . 0  
1 .0
2 3 . 0
3 1
1 9 5 . 0
9 . 0
P I P . 7  7K. MECH
20 2 0 1 2
2 4 0 0  3 4 0 0  1 . 0  4 0 . 0  2 0 . 0
9 . 0 7 6  2
7 . 0  7 . 0  1 1 . 0
2 0 5 5 6  2 0 6 a 6  2 2 4 8 9  6 9
1 5 . 2  l a . 2  1 7 8 . 0
10.0 8.0 8.0
1 . 5  1 . 5  1 . 5
1 . 4  1 . 4  1 . 4
1 . 5  2 . 0  1 . 0  3 . 0
1 1 1 1 1 2 3 2 ;
7 . 0  7 . 0  1 1 . 0
2 0 5 5 6  2 0 5 5 6  2 2 4 6 9  3 1
1 6 . 3  1 6 . 3  1 9 0 . 7
10.0 6.C 8.C
1 . 5  1 . 5  1 . 5
1 . 4  1 . 4  1 . 4
1 . 5  2 . 0  1 . 0  3 . 0
1 1 1  1 1 2 3 2 ;
1 1 6  1 5  2 0  1 5  6  1
1 1 6  1 5  2 0  1 5  6  1
1 1 6  15  2 0  1 5  6  1
1 1 6  1 5  2 0  1 5  6  1
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Jsxtse?£sHSe^ mesmi&ig^ Bll^ SSSs^ i^ ssi^ sss^ s^^ S^ St
PICOLINIC.77K.DMF
20 2 0
2 4 0 0  3 4 0 0
9 . 0 3 8  2
6.0 6.0
2 0 6 4 2  2 0 6 4 2
9 . 5  9 .
11.0 
3 . 0  
1.0
1 . 5  2 . 0  1 . 0  
1 1 1 1
6.0 6.0




2 2 6 1 8
5  
9 . 0  
3 . 0  
1.0
2
4 0 . 0
6 9






1 1 . 0
2 2 6 1 8
10 .2 
11.0
3  . 0  
1.0 




3 . 0  
1 . 0
1 . 0  3 ,  
I 1
3 1





P I C U L 1 N I C . 7 7 K , MtOH
20 2 0 1 2
2 4 0 0  3 4 0 0  1 . 0  4 0 . 0  2 3 . 0
9 . 0 8 6  2
3 . 0  3 . 0  1 2 . 0
2 0 5 9 0  2 0 5 9 0  2 2 6 4 0  6 9
1 1 . 9  1 1 . 9  1 8 5 . 0
1 3 . 2  9 . 0  9 . 0
4 . 0  4 . 0  5 . 5
2 . 2  2 . 2  2 . 5
1 . 5  2 . 0  1 . 0  3 . 0
1 1 1 1 1 2  3  2  1
3 . 0  3 . 0  1 3 . 0
2 0 6 9 0  2 0 5 9 0  2 2 6 4 6  31
1 2 . 7  1 2 . 7  1 9 8 . 2
1 3 . 2  9 . 0  9 . 0
4 . 0  4 . 0  5 . 5
2 . 2  2 . 2  2 . 5
1 . 5  2 . 0  1 . 0  3 . 0
1 1 1  1 1 2  3  2 1
1 6  1 5  2 0  1 5  6  I
1 6  1 5  2 0  1 5  6  1
1 6  1 5  2 0  1 5  o  1
1 6  15  2 0  1 5  6  1
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CU< CL2-AI4TH I 2 IN DMF • 77K
20 2 0 I 2
2400 3 40 0 1*0 40.0 23.0
9.035 1
6.0 6.0 15.0
20604 20O04 23694 1
20 .0 20 .0 147.0
10.0 10.0 10.0
1.5 2.0
1 1 1  1 1 2 3




















1 1 1 1 1  
PANTH. DMF, 77K











1 1 1 1 1
PANTH. MELH, 77K 
20 2 0 1 
2400 3400 1 .0
9.030 1
12.0 12.0 12.0





























































1 1 1 1 1 1 1
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FLUF, MECJH • 7 7K 
20 2 0 1 0  
2400 3400 1.0 40.0
9.030 1
12.0 12.0 12.0 





1 1 1 1 1 3  4 3 1
FLUF .UlDXANE ,77K 
20 2 0 1 0 
24 00 3 400 1.0 40.0 23.0
9.033 1
10.0 15.0 15.0
20602 21084 23649 I
5.0 25.0 1 '-> 4 • 0
10.0 15.0 10.0
1.5 2.0
1 1 1 1
CU IN ZN( ANT FD2. 















3 1 1 1
23.0
1 . 5 2 . 0  . , ,1 1 1  1 1 2 3 2 1 1 1
CU IN ZN(CL-AISTH)2,77K.POWDER 
20 2 0 1 0 
2400 3400 1.0 40.0 23.0
9.035 1
12.0 12.0 12.0 
20534 2038S 23 162 I
12.0 12.0 145.0
16.0 13 .0 13.0
1.5 2.0
1 1  1 1 1 2  3 2
CU IN ZN(CL2-ANTH)2.77K.POWDER
20 2 0 1 0 
2400 3400 1 .0 40 .0
9.035 1
15.0 15.0 15.0





1 1 1 1 1 2 3 2 1 1 1
CU IN Z N (N 0 2  — ANTH)2 » 7 7K.P QWUER 
20 2 0 1 0 
2400 3400 1.0 40.0 23.0
9.036 1
13.0 10.0 10.0
20132 21420 23108 1
34.0 62.0 112.0
12 .0 10.0 10.0
1.5 2.0
























120 . 0 
2.0
1.5 2.0
1 1 1  1 1 2 3
8.0 8.0 11.0 
20694 20694 24380 31
































2 1 1 1
2 1 1 1
20.0
1.5 2.0
1 1 1 1 1 2 3 2 1 1 1
APPENDIX B
ZFSPLT COMPUTER PROGRAM
Resonance field positions are calculated for = h, 














n THI S  PROGRAM CALCULATES RESONANCE P O S I T I O N S  HX1 . H X 2 , H Y I . HY2 , HZ 1 AND HZ2  AS A FUNCTI ON OF ZERU F I E L D  S P L I T T I N G  PARAMETERS,  D 
ANU h *
DATA I NPUT C O N S I S T S  OF GX,  GY,  G Z ,  HO ( DPPH F I E L D  P O S I T I O N )  AND 
SELECTED VALUES OF E ( I N  RECI PROCAL C M ) .
D I S  AUTOMATICALLY VARI ED FRCM 0 TO 3 2 0 0  G A U S S .
NI NA A L B AN E S E ,  JANUARY 2 3 ,  1 9 7 9 ,  U N I V E R S I T Y  OF NEW HAMPSHIRE
DI MENS I ON D P (33) , L(33) , V (33i , W (33 ) ,X(33 ) ,Y (33),Z (33)
REAL G E ,  GX, GY, G Z . OET A , HO, E 
DOUBLE P R E C I S I O N  FOUT 
WR I T E ( 5 , 7 )
0 7  FORMAT ( •  OUTPUT F I L E  NAME: • )
READ( 5 , 8 )  FOUT 
0 8  FORMAT( A 1 0 )
OPEN ( U N I T  = 1 , A C C E S S = • SECOUT * , F I L E = F  C U T )
0 4  CONTI NUE  
TYPE 0 5
0 5  FORMAT( *  ENTER YOLR VALUES OF GX,  GY,  GZ,  HU,  ANU E* )
RE AD( 5 ,  1 0 )  G X , G Y , G Z , H Q , E
1 0  FORMAT( 5 F )
WR I T E ( 5 , 2 0 )  GX, G Y , G Z 
W R I T E ! 1 , 2 0 )  G X . G Y , G Z  
2 0  F O R M A T ( 3 X , 4 h G X =  F 1 0 . 3 , 4 F G Y =  F I 0 . 3 , 4 F G Z =  F 1 0 . 3 )
WRI TL{ 5 , 2 5 )  H C , L  
WRI TE( 1 , 2 5 )  H G . E  
2 5  F O R M A T ( 3 X , 4 H F O =  F 1 0 . 3 , 1 oHGAUS S  E ( C M - 1 ) =  F 1 0 . 3 )
G E = 2 . 0 0 2 3  
BET A = 4 • 6 6 8 6 E—5  
E P = E * G E * B E T A  
WR ITE ( 5  ,  3 0  )
W R I T E ! 1 , 3 0 )
3 0  FORMAT{ • DP HX1 HX2 HY1 HY2  HZ1 H Z 2 • )
D P ( 1  ) = 0  . 0  
DU 5 0  1 = 1 , 3 3
U ( l ) =  S Q R T ( ( ( G E / G X ) * * 2 ) * ( ( HQ—D P { I ) + E P ) * ( H U + 2 * E P ) ) )
V(  I )  = S Q R T ( ( ( G E / G X  ) * * 2 ) * ( ( HOFOP( I ) - E P ) * { H O - 2 * E P )  ) )
W( I ) =  S Q P T ( ( ( G E / G Y ) * * 2 } *  1 ( H O - U F ( I ) - E P ) * { HU —2 * E P ) ) )
X ( I ) =  S Q R T ( ( ( G E / G Y ) * # 2 ) * ( ( H U + D P I I ) + E P ) * ( H 0 + 2 * E P ) ) )
Y ( I ) =  S QRT( ( ( G E / G Z ) * * 2 ) * (  ( H U - O F (  1 > ) * * 2 - ( E P * * 2 ) )  )
Z ( I ) =  SQRT ( ( ( GE/ G Z ) * * 2  ) * (  ( H 0 + D P (  I ) ) * * 2 - ( E P * * 2 )  ) )
W R I T E ! 5 , 4 0 )  D P ( I ) , U ( I  ) , V( I ) , W( I ) , X ( I ) , Y ( I ) , Z { I )
WR I TE( 1 , 4 0 )  DP(  I ) , U (  1 ) , V ( 1 ) , W ( I ) , X {  I )  ,  Y ( I ) , Z ( I  )
4 0  FORMA T ( 7 ( 1 X , F 6 . 1 ) )
0 P (  i + T  ) =  D P f I  ) + 1 0 0 . 0
5 0  CONTI NUE  
TYPE 6 0
6 0  FORMAT( •  TYPE 1 TO RUN ANOTHER S E T * )
R E A D ( b i * )  IND 
I F ( I N D . E Q . l . )  GO TO 0 4
CLOSE ( U N I T = 1t A C CE 5 S =•S E Q O U T •,FILE=FOUT)
STOP
END
FIELD POSITIONS AS FUNCTIONS OF ZERO FIELD SPLITTING PARAMETERS, D ANO E.




X-RAY POWDER DIFFRACTION DATA
253
254
Cu(pro)2*2H20 Cu(pip) 2 * 2H2° Cu(pic)2
line I a (A) I d(A) I a (A)
1 MW 9.57 VS 5.46 VS 6.99
2 M 7.67 vs 5.11 w 6.21
3 VW 6.64 vs 4.81 VW 5.17
4 MS 6.09 M 4.50 s 4.83
5 MS 5.74 VS 4.01 s 4.43
6 VS 5.24 MW 3.78 s 3.84
7 W 4.87 S 3.56 M 3.60
8 VW 4.57 VW 3.22 VS 3.22
9 M 4.33 S 3.13 w 2.71
10 W 4.18 M 2.99 M 2.62
11 S 4.00 M 2.84 M 2.54
12 M 3.75 VW 2.69 M 2.44
13 M 3.54 S 2.55 W 2.33
14 MS 3.37 M 2.47 M 2.25
15 M 3.16 M 2.43 MW 2.20
16 W 3.04 MS 2.29 W 2.14
17 W 2.94 VW 2.22 W 2.08
18 W 2.82 W 2.17 MW 1.98
19 W 2.74 W 2.10 MW 1.91
20 W 2.66 MS 1.99 MW 1.86
21 VW 2.53 W 1.94 W 1.82
22 MW 2.43 M 1.89 W 1.77
23 MW 2.35 W 1.85 MW 1.72
24 W 2.27 MS 1.79 W 1.69













































































































Cu(canth) 2 . Zn(canth) 2
I d(A) I d(&)
M 7.05 M 7.51
MW 6.40 M 5.10
MS 5.11 VS 4.53
W 4.57 MS 4.23
MS 4.20 MS 3.80
W 4.00 W 3.61
S 3.64 S 3.45
VS 3.37 w 3.33
VS 3.12 M 3.09
w 2.99 MW 2.96
w 2.90 VW 2.80
MW 2.72 MW 2.67
M 2.52 M 2.51
M 2.39 W 2.37
MS 2.27 W 2.32
VW 2.15 MW 2.20
MW 2.03 M 2.12
W 1.94 W 2.04
MS 1.82 M 1.99
W 1.75 W 1.92
W 1.68 MW 1.82
W 1.58 W 1.70
W 1.48 VW 1.68
W 1.40 VW 1.62
W 1.34 VW 1.58
257
CuCdcanth)^ Zn (dcanth) ^
I d(&) I d(&)
M 7.33 S 4.88
M 5.02 S 4.56
VS 4.60 MS 4.01
S 4.29 VS 3.59
MS 3.74 MS 3.26
VS 3.48 MS 2.99
M 3.30 M 2.86
S 3.03 M 2.76
M 2.72 M 2.65
M 2.59 M 2.54
M 2.51 MW 2.45
M 2.42 MW 2.38
VW 2.34 VW 2.29
VW 2.28 MS 2.20
MS 2.23 M 2.14
S 2.14 M 2.07
W 2.07 W 2.02
M 2.03 MW 1.91
MW 1.97 MW 1.84
VW 1.93 W 1.79
W 1.87 MW 1.74
M 1.81 MW 1.67
M 1.75 MW 1.62
M 1.70 MW 1.57
VW 1.67 W 1.53
258
Cu(nanth)2 Zn(nanth)2
line I d(&) I d(&)
1 MW 8.87 MW 7.67
2 M 7.49 S 6.40
3 W 6.36 S 5.78
4 W W 5.71 MW 5.30
5 S 5.21 S 5.03
6 VS 4.79 w 4.59
7 W W 4.37 vs 4.11
8 W 4.15 w 3.81
9 M 3.88 s 3.56
10 W 3.71 MS 3.37
11 M 3.41 VS 3.20
12 VS 3.30 S 3.04
13 W 3.12 S 2.85
14 M 3.00 w 2.75
15 W W 2.86 M 2.64
16 MS 2.75 MS 2.50
17 W 2.60 MS 2.43
18 M 2.47 M 2.34
19 VW 2.39 M 2.27
20 MW 2.30 MS 2.15
21 W 2.23 MS 2.09
22 W 2.16 MS 2.03
23 MS 2.09 W 1.95
24 W 2.00 M 1.86






Cu(panth)2 A Cu(panth) 2•MeOH Zn(panth)2
i
line I d(A) I d(ft) I d(&)
v
!) 1 MW 5.36 MS 13.75 W 18.26
2 MW 4.62 S 7.81 M 13.79
S' 3 W 4.11 W 6.85 MS 12.79
’ 4 W 3.91 VS 5.21 M 11.11
5 W 3.66 S 4.57 S 10.21
; 6 W 3.50 M 4.38 VW 9.65
7 W 3.29 VW 4.18 MS 9.11
I 8 W 3.14 S 4.01 VS 8.46
9 W 2.95 MS 3.79 M 7.86
Jj 10 MS 2.68 S 3.60 S 7.05
11 W 2.56 VW 3.43 MW 6.30
12 W 2.42 MS 3.22 M 5.98
13 W 2.25 MW 3.11 W 5.73
14 W 2.06 W W 2.99 M 5.48
;> 15 W 2.00 M 2.90 M 5.15
i 16 W 1.82 W 2.79 MW 4.91
f 17 W 1.73 W 2.60 M 4.67
'I 18 W 1.69 VW 2.53 W W 4.48
19 MW 2.45 M 4.35
20 W 2.35 M 4.18
21 W 2.27 MW 4.07
I 22 VW 2.19 MW 3.91
■’> 23 VW 2.14 W 3.74
24 VW 2.09 M 3.57
5 25 VW 2.04 MW 3.44
26 MW 3.36
27 W 3.25
i 28 W 3.13
■] 29 VW 3.00
j 30 MW 2.92
31 - W 2.64
260
Cu(fluf)2 A Cu(fluf)2 B Cu(fluf)2*MeOH
I d(&) I d(&) I d(A)
w 8.64 M 6.53 MW 6.44
VW 7.41 M 5.42 VS 4.61
s 6.49 S 4.78 vs 4.34
M 6.13 W 4.43 w 4.10
MS 5.36 M 4.16 MS 3.75
VS 4.78 W 3.81 M 3.51
w 4.47 MW 3.62 S 3.36
MS 4.18 MS 3.39 M 3.17
M 3.83 W 2.40 M 2.78
S 3.41 W 1.99 W 2.68
MW 3.11 MS 2.62
W 2.97 MW 2.53
W 2.83 S 2.45
W 2.62 MW 2.35
M 2.39 M 2.26
MW 2.27 W 2.18
MW 2.20 MS 2.14
MW 2.14 W 2.06
MW 2.08 MW 2.01
M 2.00 VW 1.96






I d(A) I a (A)
vw 17.04 s 12.01
w 12.60 w 10.77
M 11.61 s 10.09
MW 10.57 vs 8.97
M 9.60 MS 8.15
VS 9.20 W 7.82
w 8.70 s 7.52
vw 8.14 MS 6.99
M 7.59 W 6.41
M 7.19 M 6.08
W 6.93 W 5.57
W 6.70 W 5.40
S 6.41 MS 5.02
w 6.00 MW 4.66
w 5.75 VW 3.76
vw 5.55 VW 3.64










BPEPR COMPUTER PROGRAM 
CALCULATION OF BONDING PARAMETERS
2 2 2 2 The bonding parameters a , 3^ , g , and y are calcu­
lated using equations outlined in Section 3.3, following 
an approach suggested by Kivelson and Nieman (28).
m m a m
5
10
1 5  
20 
2 5  
3  0 




CALCULATI ON OF BQNQING PARAMETERS FOR CUPPER  
COMPLEXES WITH TWO NITROGEN AND TWO OXYGEN LI GAND ATOMS
DATA REQUI RED:  G X , G Y * G Z . A Z » T N . E
A VALUES ARE IN X 1 0 . 0 0 0  C M - l .  E I S  IN KK.
DOUBLE P R E C I S I O N  FOUT 
W R I T E ( 5 > 5  )
FORMAT( •  OUTPUT F I L E  NAME: *1
R E A D( 5 * 1 0 )  FOUT 
FORMAT! A1 0 }
O P E N ! U N I T = 1 , A C C £ S S = * S E C G L T * , F I L E = F O U T )
CONTI NUE  
TYPE 2 0
FORMAT! * ENTER NAME CF CUMPLEX*)
RE A D ! 5  . 2 5 )COMPLX 
FORMAT{ A 2 0 )
TYPE 3 0
F O R M A T ! • ENTER VALUES OF C-X ,  GY.  GZ * )
RE A D ( 5  « 3 5  ) G X . G Y . G Z  
F O R M A T ( 3 F )
TYPE 4 5
FORMAT! * ENTER VALUES OF A Z .  E .  T N * )
RE A D ! 5  . 3 5 )  A Z . E . T N  
W R I T E 1 5 . 5 0 )  G X . G Y . G Z  
W R 1 T E ! 1 . 5 0 )  G X . G Y . G Z
FORMAT ! 3 X . 4 H G X =  F 6 . 4  *3X , 4 H 6 Y =  F 6 . 4 , 3 X  , 4 H G Z =  F 6 . 4 )
W R I T E I S . 5 5 )  A Z . E . T N  
WRITE ! 1 . 5 5 )  A Z . E . T N
FORM A T! 3 X . 4HAZ— F 6 . 2 . 3 X , 3 H E =  F 5 . 2 . 3 H  K K . 3 X , 4 H T N =  F 5 . 3 > 
AZC= A Z / 10  0 0 0  . 0  
E C = E * 1 0 0 0  .
APAR = AZC 
GPAR=GZ
G P E R = ! GX + G Y I / 2  . 0  
DGY= G Y - 2 . C 0 2 3  
DGX= G X - 2 . 0 0 2 3  
DGZ= GPAR—2 . 0 0 2 3  
DGXY= G P E R - 2 . 0 0 2 3  
DXY= GX-GY 
SCJC= 8 2 8 . 0  
P= .  0 . 0  3 6  
OK= 0 . 4 3  
S= 0 . 0 8 4 5
CALCULATION OF APPROXIMATE ALPHA- SQUARED ! A A S )
AAS= I ! —A F A P / P ) - D G Z —! ! 3 . / 7 . ) * D G X Y  ) ) / ! - O K - ! 4 . / 7  .  ) ) 
A A = A A S * * 0 . 5
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W R I T E ( 1 , 8 5 )  B 5 . G S
FORMAT{ •  BETA SQUARED * , 5 X , F 8 . 5 . *  GAMMA SQUARED • , 5 X , F 8 . 5 )
FORMAT( * • )
GO TO 1 0 5
RECALCULATI ON OF BETA SQUARED ( A X I A L  CAS E)
BS= ( D G X Y * E C ) / ( 2 . * S O C * A S )
S =  B S * * 0 . 5  
W R I T E ( S . I O O )  BS  
WR I T E ( 1 , 1 0 0 )  BS






N= ( 1 . - A B 0 * * 2 . ) * * 0 « 5  
M= ( 1 . - A D * * 2 . ) * * 0 . 5  
WRIT E ( 5 , 9 0 )
W R I T E ( 5 , 9 0 )
W R I T E ( 1 , 9 0 )
WR1 T E ( 1  , 9 0 )
TYPE 1 1 5
FORMAT( •  TYPE 1 TO RUN ANOTHER S E T * )
READ ( 5  »*  ) I ND --------------  ------------------------------------------- -------------
IF ( I N D . E Q . l  « ) GO TO 1 5





1) J. Peisach, P. Aisen, and W. E. Blumberg (Eds.). 
"Biochemistry of Copper"; Academic Press: New York,
1966.
2) E. J. Underwood. "Trace Elements in Human and Animal 
Nutrition"; Academic Press: New York, 1977, Chapter 3.
3) J. R. J. Sorenson (in press).
4) J. R. J. Sorenson, Prog. Med. Chem., 15, 211 (1978).
5) M. W. Whitehouse, Agents and Actions, 6, 201 (1976);
Chem. Abstr. , 8j5, R3424g (1976) .
6) J. R. J. Sorenson, Trace Subst. Environ. Health, £, 305 
(1974); Chem. Abstr., 84, 159683f (1976).
7) J. R. J. Sorenson, Inflammation (N.Y.), 1, 317 (1976); 
Chem. Abstr., 85, 116777t (1976).
8) J. R. J. Sorenson, J. Med. Chem., 1£, 135 (1976).
9) E. Boyle, P. C. Freeman, A. C. Goudie, F. R. Mangan, and 
M. Thomson, J. Pharm. Pharmacol., 28^ , 859 (1976).
10) D. A. Williams, D. T. Walz, and W. 0. Foye, J. Pharm.
Sci., 65, 126 (1976).
11) M. W. Whitehouse and W. R. Walker, Agents and Actions,
8, 85 (1978); Chem. Abstr., 89, 36580r (1978).
12) M. W. Whitehouse and W. R. Walker, Med. J. Aust., 1, 938
(1977) ; Index Medicus, Author Index, 18, 4660 (1977) .
13) W. R. Walker, R. R. Reeves, M. Brosnan, and G. D. Coleman, 
Bioinorg. Chem., 1_, 271 (1977).
14) W. R. Walker and D. M. Keats, Agents and Actions, 6^, 454 
(1976) ; Index Medicus, Author Index, 3/7, 4698 (1976) .
15) W. R. Walker and B. J. Griffin, Search, 1_, 100 (1976) ; 
Chem. Abstr., 8j3, 60287p (1976).
16) L. R. deAlvare, K. Goda, and T. Kimura, Biochem. Biophys. 
Res. Commun., 69, 687 (1976).
266
267
U. Weser, C. Richter, A. Wendel, and M. Younes, Bio- 
inorg. Chem., £, 201 (1978).
R. Brigelius, H. J. Hartmann, W. Bors, M. Saran, E. 
Lengfelder, and U. Weser, Hoppe-Seyler's Z. Physiol. 
Chem., 356, 739 (1975).
M. Younes and U. Weser, FEBS Lett., £1, 209 (1976).
R. Brigelius, R. Spottl, W. Bors, E. Lengfelder, M. Saran 
and U. Weser, Ibid., 4^ 7, 72 (1974).
K. E. Joester, G. Jung, U. Weber, and U. Weser, Ibid.,
25, 25 (1972).
F. A. Cotton and G. Wilkinson. "Advanced Inorganic 
Chemistry— A Comprehensive Text"; Interscience: New 
York, 1972.
H. A. Jahn and E. Teller, Proc. Roy. Soc. (A), 161,
220 (1937) .
F. A. Cotton. "Chemical Applications of Group Theory"; 
Wiley-Interscience: New York, 1971, Chapter 9.
A. B. P. Lever. "Inorganic Electronic Spectroscopy"; 
Elsevier: Amsterdam, 1968, Chapter 6.
J. E. Huheey. "Inorganic Chemistry— Principles of 
Structure and Reactivity"; Harper & Row Publishers:
New York, 1972.
L. S. Forster and C. J. Ballhausen, Acta. Chem. Scand., 
16, 7 (1962) .
D. Kivelson and R. Neiman, J. Chem. Phys., 3J5, 149 (1961)
J. C. Davis, Jr. "Advanced Physical Chemistry— Mole­
cules, Structure, and Spectra"; Ronald Press Co.: New 
York, 1965, pp. 69-79.
B. J. Hathaway and D. E. Billing, Coord. Chem. Rev. , 5_, 
143 (1970).
J. E. Wertz and J. R. Bolton. "Electron Spin Resonance—  
Elementary Theory and Practical Applications"; McGraw- 
Hill, Inc.: New York, 1972.
B. J. Hathaway, J. Chem. Soc. Dalton Trans., 1196 (1971).
W. L. Jolly. "The Synthesis and Characterization of In­




34) P. W. Selwood. "Magnetochemistry"; Interscience: New 
York, 1956.
35) J. Lewis, Y. C. Lin, L. K. Royston, and R. C. Thompson,
J. Chem. Soc. Part V, 6464 (1965).
36) R. L. Carlin and A. J. van Duyneveldt. "Magnetic Proper­
ties of Transition Metal Compounds"; Springer-Verlag:
New York, 1977.
37) B. Bleaney and K. D. Bowers, Proc. Roy. Soc. (A), 214,
451 (1952).
38) R. J. Doedens, Progress in Inorg. Chem., 21, 209 (1976).
39) P. W. Ball, Coord. Chem. Rev., £, 361 (1969).
40) E. Sinn, Coord. Chem. Rev., _5, 313 (1970).
41) B. N. Figgis and R. L. Martin, J. Chem. Soc., 3837 (1956),
42) I. G. Ross, Trans. Faraday Soc., 5J5, 1057 (1959).
43) I. G. Ross' and J. Yates, Ibid., 55, 1064 (1959).
44) L. S. Forster and C. J. Ballhausen, Acta. Chem. Scand.,
16, 1385 (1962).
45) E. A. Boudreaux, Inorg. Chem., 3_, 506 (1964).
46) R. W. Jotham and S. F. A. Kettle, Inorg. Chem., 9_, 1390
(1970) .
47) M. Kata, H. B. Jonassen, and J. C. Fanning, Chem. Rev.,
64_, 99 (1964).
48) G. F. Kokoszka and R. W. Duerst, Coord. Chem. Rev. , 5y 
209 (1970).
49) J. N. van Niekerk and F. R. L. Schoening, Acta Cryst.,
6, 227 (1953).
50) J. N. van Niekerk and F. R. L. Schoening, Nature, 171,
36 (1953).
51) G. F. Kokoszka and H. C. Allen, Jr., J. Chem. Phys., 42, 
3693 (1965).
52) J. B. Goodenough. "Magnetism and the Chemical Bond"; 
Interscierice: New York, 1963, Chapter 3.
53) A. E. Earnshaw and K. S. Patel, J. Inorg. Nucl. Chem.,
27, 1805 (1965).
269
54) C. S. Fountain and W. E. Hatfield, Inorg. Chem., 4_, 368 
(1965).
55) J. Lewis and F. Mabbs, J. Chem. Soc., 3895 (1965).
56) G. F. Kokoszka, M. Linzer, and G. Gordon, Inorg. Chem.,
7, 1730 (1968).
57) F. G. Herring, R. C. Thompson, and C. F. Schwerdtfeger, 
Can. J. Chem., 4^ 7, 555 (1969).
58) J. H. Price, J. R. Pilbrow, K. S. Murray, and T. D. Smith,
J. Chem. Soc. (A), 969 (1970) .
59) R. A. Zelonka and M. C. Baird, Inorg. Chem., 11, 134
(1972).
60) P. Sharrock, M. Dartiguenave, and Y. Dartiguenave, Bio- 
inorg. Chem., 9_, 3 (1978).
61) J. A. Moreland and R. J. Doedens, Inorg. Chem., 17, 674 
(1978).
62) T. R. Felthouse and D. N. Hendrickson, Inorg. Chem., 17, 
444 (1978) .
63) M. S. Haddad and D. N. Hendrickson, Ibid., 3/7, 2622 
(1978).
64) W. E. Estes and W. E. Hatfield, Ibid., 3/7, 3226 (1978).
65) N. D. Chasteen and M. W. Hanna, J. Phys. Chem., 7^ 6, 3951
(1972) .
66) R. Wilson and D. Kivelson, J. Chem. Phys., 44, 154, 4440, 
4445 (1960) .
67) J. Hwang, D. Kivelson, and W. Plachy, Ibid., 5j), 1753
(1973).
68) R. T. Ross, Ibid., 42, 3919 (1965).
69) N. F. Albanese and N. D. Chasteen, J. Phys. Chem., 82,
910 (1978).
70) H. Sillescu and D. Kivelson, J. Chem. Phys., 48, 3493 
(1968) .
71) H. M. McConnell, Ibid., 2J3, 709 (1965).




73) C. P. Poole. "Electron Spin Resonance; A Comprehensive 
Treatise on Experimental Techniques"; Interscience: New 
York, 1967.
74) A. Carrington and A. D. McLachlan. "Introduction to 
Magnetic Resonance"; Harper & Row: New York, 1976.
75) B. R. McGarvey, J. Phys. Chem., 71, 51 (1967).
76) H. M. McConnell, J. Chem. Phys., 2£, 764 (1956).
77) S. I. Weissman, Ibid., 25_, 890 (1956).
78) H. M. McConnell and J. Strathdee, Mol. Phys., 1, 129 
(1958).
79) B. B. Wayland and W. L. Rice, Inorg. Chem., _5, 54 (1966)
80) J. Reuben and D. Fiat, Ibid., £, 9 (1969).
81) G. Vigee and J. Selbin, J. inorg. Nucl. Chem., 30^ , 2273 
(1968) .
82) J. A. R. Coope, N. S. Dalai, C. A. McDowell, and R. 
Srinivasan, Mol., Phys., "2A_, 403 (1972).
83) T. Sandreczki, D. Ondercin, and R. W. Kreilick, J. Amer. 
Chem. Soc., 101, 2880 (1979) .
84) L. K. White and R. L. Belford, J. Amer. Chem. Soc., 98,
4428 (1976).
85) L. K. White and R. L. Belford, Chem. Phys. Lett., 37,
553 (1976) .
86) R. L. Belford and D. C. Duan, J. Mag. Res., 29y 293
(1978).
87) A. R. Lorenz, J. H. Ammeter, and Hs. H. Guenthard, Chem.
Phys. Lett., 22, 463 (1973).
88) A. R. Lorenz and Hs. H. Guenthard, Chem. Phys., 14/ 327
(1976) .
89) A. Bencini, I. Bertini, D. Gatteschi, and A. Scozzafava, 
Inorg. Chem., 17, 3194 (1978).
90) A. H. Maki and B. R. McGarvey, J. Chem. Phys., 29_, 31,
35 (1958).
91) A. Abragam and M. H. L. Pryce, Proc. Roy. Soc. (A), 230, 
206 (1951).
92) H. A. Kuska and M. T. Rogers, J. Chem. Phys., 43,
1744 (1965).
93) H. Yokoi, Inorg. Chem., 3/7, 538 (1978).
94) J. Ammeter, G. Rist, and Hs. H. Guenthard, J. Chem. 
Phys., 57, 3852 (1972).
95) J. R. Wasson, C. I. Shyr, and C. Trapp, Inorg. Chem., 
7, 469 (1968).
96) A. Abragam and B. Bleaney. "Electron Paramagnetic 
Resonance of Transition Ions"; Oxford University Press 
Oxford, 1970; Chem. Abstr., 73^ , B 114908q (1970).
97) W. Prodinger. "Organic Reagents Used in Quantitative 
Inorganic Analysis"; Elsevier: New York, 1940, pp. 7, 
31.
98) A. I. Vogel. "A Textbook of Quantitative Inorganic 
Analysis"; Wiley: New York, 1966.
99) A. G. Hill and C. Curran, J. Phys. Chem., 6£, 1519 
(1960) .
100) S. S. Sandhu, B. S. Manhas, M. R. Mittal, and S. S. 
Parmar, Indian J. Chem., 1_, 286 (1969); Chem. Abstr., 
70, 120653g (1969).
101) S. E. Livingstone, J. Chem. Soc., 1042 (1956).
102) G. Ismailov, V. V. Zelentsov, and Yu. V. Yablokov,
Russ. J. Inorg. Chem., 3/7, 1202 (1972).
103) P. Spacu, V. Voicu, and I. Pascaru, J. Chim. Phys.,
6j0, 368 (1963); Chem. Abstr., 59, 1204f (1963).
104) K. Kamase, K. Osaki, and N. Uryu, Inorg. Chem., 17,
2958 (1978).
105) I. S. Maslennikova and V. N. Shemyakin, Russ. J. Chem. 
46, 1105 (1972).
106) Y. Kidani, R. Saito, and H. Koike, Yakugaku Zasshi,
92, 1063 (1972); Chem. Abstr., 77, 151622v (1972).
107) M. Noji and Y. Kidani, Bunseki Kagaku, 2£, 545 (1975); 
Chem. Abstr., 8£, 10569r (1976).
108) G. S. Shephard and D. A. Thornton, J. Mol. Struct.,
16, 321 (1973).
272
109) B. A. Lange and H. M. Haendler, J. Solid State Chem., 
15, 325 (1975).
110) G. D'Ascenzo, A. D. Magri, E. Cardarelli, and G. 
DeAngelis, Thermochim. Acta, !L3, 461 (1975) .
111) T. Yoshida and S. Sawada, Bull. Chem. Soc. Jpn., 49, 
3319 (1976).
112) L. H. Rome and W. E. M. Lands, Proc. Nat. Acad. Sci. 
USA, 72, 4863 (1975).
113) D. W. Cushman and H. S. Cheung, Biochim. Biophys. Acta, 
424, 449 (1976).
114) W. E. M. Lands and L. H. Rome. In "Prostaglandins: 
Chemical and Biochemical Aspects"; S. M. M. Karim, Ed., 
University Park Press: Baltimore, Maryland, 1976, pp. 
87-137; Chem. Abstr., 8(5, 83383b (1977).
115) R. J. Gryglewski. In "Prostaglandin Synth. Inhibitors- 
Their Eff. Physiol. Funct. Pathol. States, [Int. Symp.] 
H. J. Robinson and J. R. Vane, Eds.; Raven: New York, 
1973, pp. 33-52; Chem. Abstr., £3, 126083m (1975).
116) K. B. Yatsimirskii, E. E. Kriss, A. S. Grigor'eva, M. D
Aptekar, Yu. A. Fialkov, and E. S. Endel'man, Khim. 
Farm. Zh. , 10, 53 (1976); Chem. Abstr., 86_, 83873m
(1976) .
117) A. S. Grigor'eva, E. E. Kriss, Yu. A. Fialkov, V. A. 
Portnyagina, B. V. Kachorovskii, R. A. Krivoruchko,
M. V. Mindyuk, and I. S. Barkova, Khim. Farm. Zh., 13,
5 (1979); Chem. Abstr., 90^ , 199464r (1979).
118) A. S. Grigor'eva, E. E. Kriss, and G. T. Kurbatova,
13 Vses. Chuguev. Soveshch. po Khimii Kompleks Soedin, 
1978, 106; Chem. Abstr., 90, 162014t (1979).
119) E. E. Kriss, A. S. Grigor'eva, K. B. Yatsimirskii, Yu.
A. Fialkov, and E. S. Endel'man, Russ. J. Inorg. Chem.,
21, 931 (1976) .
120) K. B. Yatsimirskii, E. E. Kriss, and A. S. Grigor'eva, 
Dokl. Akad. Nauk. SSSR, 221, 153 (1975); Chem, Abstr., 
83, 49037r (1975).
121) E. E. Kriss, A. S. Grigor'eva, and K. B. Yatsimirskii, 
Russ. J. Inorg. Chem., 20, 727 (1975).
122) A. S. Grigor'eva, V. V. Zelentsov, E. E. Kriss, and



















A. S. Grigor'eva, E. E. Kriss, and K. B. Yatsimirskii, 
Proc. XIXICCC, Prague, Czechoslovakia (4-8 Sept. 1978).
H. C. Freeman, Inorg. Biochem., 1, 121 (1973), Chem. 
Abstr., £3, R 52461j (1975).
R. D. Gillard and S. H. Laurie, Amino-Acids, Peptides, 
Proteins, 3, 323 (1971).
R. D. Gillard, R. W. Hay, and S. H. Laurie, Ibid., .5, 
448 (1974).
G. Malmstrom and T. Vanngard, J. Mol. Biol., 2y 118 
(1960).
A. McL. Mathieson and H. K. Welsh, Acta Crystallog.,
5, 599 (1952).
N. Shamala and K. Venkatesan, Cryst. Struct. Commun.,
2, 5 (1973); Chem. Abstr., 78, 89676f.
K. Harada and W. W. Tso, Bull. Chem. Soc. Jpn., 45,
2859 (1972).
V. A. Davankov and P. R. Mitchell, J. Chem. Soc.
Dalton Trans., 1012, 1013 (1972).
R. D. Gillard, H. M. Irving, R. M. Parkins, N. C. Payne
and L. D. Pettit, J. Chem. Soc. (A), 1159 (1966).
V. A. Davankov, S. V. Rogozhin, A. A. Kurganov, and 
L. Ya. Zhuchkova, J. Inorg. Nucl. Chem., 31_, 369 (1975)
B. A. Sastry and G. S. Sastry, Indian J. Pure Appl. 
Phys., 11, 474 (1973); Chem. Abstr., B0, 54305y.
H. Yokoi, M. Sai, T. Isobe, and S. Ohsawa, Bull. Chem. 
Soc. Jpn., 45, 2189 (1972).
H. Yokoi, M. Sai, and T. Isobe, Ibid., 45, 3488 (1972). 
H. Yokoi, Ibid., £7, 639 (1974).
H. C. Allen, Jr., M. J. Mandrioli, and J. W. Becker,
J. Chem. Phys., S6, 997 (1972).
L. Sportelli, H. Neubacher, and W. Lohmann, Rad. Env. 
Biophysics, £3, 305 (1976); Chem. Abstr., £6, 116261r
(1977) .


















R. Whyman, D. B. Copley, and W. E. Hatfield, J. Amer. 
Chem. Soc., 8£. 3135 (1967).
Y. Kidani, M. Noji, and H. Koike, Yakugaku Zasshi,
93, 1269 (1973); Chem. Abstr., 80, 59829g (1974).
A. Kleinstein and G. A. Webb, J. Inorg. Nucl. Chem.,
33, 405 (1971).
R. Faure, H. Loiseleur, and G. Thomas-David, Acta 
Crystallogr. (B), 29, 1890 (1973).
S. C. Chang, J. K. H. Ma, J. T. Wang, and N. C. Li,
Coord. Chem. , 2, 31 (1972) ; Chem. Abstr. , 77_, 144941v 
(1972).
R. D. Gillard, S. H. Laurie, and F. S. Stephens, J.
Chem. Soc. (A), 2588 (1968).
N. N. Proskina, Tezisy Dokl.-Vses. Chugaevskoe Soveschch 
Khim. Kompleksn Soedin 12th, 3_, 427 (1975); Chem. Abstr., 
8_5, 171028z (1976) .
N. N. Proskina and L. I. Kabachenko, Russ. J. Inorg. 
Chem., 21, 1615 (1976).
F. M. Belicchi, C. L. Calzolani, F. G. Gasparri, A. 
Montenero, and M. Nardelli, Kristallografiya, 17_, 22 
(1972); Chem. Abstr., 77, 67289j (1972).
G. D'Ascenzo and W. W. Wendlandt, Anal. Chim. Acta, 50,
79 (1970).
V. M. Ellis, R. S. Vagg, and E. C. Watton, Aust. J.
Chem., 27, 1191 (1974).
F. Charbonnier, in "Thermal Analysis"; Vol. I; Proceed­
ings Fourth ICTA: Budapest, 1974.
R. A. DeLorenzo and A. D. Kowalek, J. Inorg. Nucl. Chem., 
36, 2329 (1974).
A. E. Martell and R. M. Smith. "Critical Stability 
Constants"; Plenum Press: New York, c. 1974-1977, Vol.
I, pp. 78-79.
S. Takata, E. Kyuno, and R. Tsuchiya, Bull. Chem. Soc. 
Jpn., 41, 2416 (1968).



















D. S. Barnes and L. D. Pettit, J. Inorg. Nucl. Chem., 
33, 2177 (1971).
J. A. Riddick and W. B. Bunger. "Techniques of 
Chemistry— Organic Solvents, Physical Properties and 
Methods of Purification"; 3rd ed.; Wiley-Interscience 
New York, 1970, pp. 836-840.
T. Daniels. "Thermal Analysis"; John Wiley & Sons: 
New York, 1973, p. 60.
W. F. McClune, Ed. "Powder Diffraction File"; JCPOS 
International Centre for Diffraction Data: Swarthmore 
Pennsylvania, 1978.
I. Heilbron, Ed. "Thorpe's Dictionary of Applied 
Chemistry"; 4th ed.; Longmans, Green and Co.: London, 
1947, pp. 207-209.
J. M. Haschke and W. W. Wendlandt, Analytica Chim. 
Acta, 32, 386 (1965).
R. A. Meyer, J. F. Hazel, and W. M. McNabb, Analytica 
Chim. Acta, 3JL, 419 (1964) .
D. Dollimore. In "Differential Thermal Analysis";
R. C. MacKenzie, Ed.; Academic Press: London, 1970, 
Vol. I, Chapter 14.
H. Irving and R. J. P. Williams, J. Chem. Soc., 3192 
(1953) .
G. C. Pimentel and A. I. McClellan. "The Hydrogen 
Bond"; W. H. Freeman and Co.: San Francisco, 1960, 
p. 214.
J. C. Barnes, J. Inorg. Nucl. Chem., 31, 95 (1969).
A. M. Golub and V. I. Golovorushkin, Russ. J. Phys. 
Chem., 42, 1001 (1968).
G. Felsenfeld and H. T. Miles, Ann. Rev. Biochem. , 36^  
407 (1967).
Ref. 33, p. 110.
A. P. Ginsberg, R. L. Martin, R. W. Brooks, and R. C. 
Sherwood, Inorg. Chem., 11, 2884 (1972).
F. K. Kneubuhl, J. Chem. Phys., 33, 1074 (1960).
