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Kurzfassung
Die Neutronen sind ein ideales Mittel, um die mikroskopische Struktur und Dynamik der
Materie und ihr Verhalten zu verstehen.
Hauptsa¨chlich werden Neutronen durch Kernspaltung in Reaktoren produziert oder durch
andere Kernreaktionen wie die Spallation, die aber einen Beschleuniger beno¨tigen.
Eine wesentliche Erho¨hung des Neutronenflußes, der die instrumentelle Auflo¨sung verbessern
wu¨rde, ist in Reaktoren durch Wa¨rmeabfuhrprobleme begrenzt.
Obwohl gepulste Reaktoren teilweise diese Grenzen u¨berwinden ko¨nnen, ist die Spallation eine
effizientere Weise, Neutronen zu produzieren, denn die freigesetzte Energie pro verfu¨gbaren
Neutron ist um eine Gro¨ßenordnung geringer.
Eine neue Neutronenquelle, die von der Entwicklung der letzten 20 Jahren in der
Beschleuniger-technologie profitieren wird, ist die Europa¨ische Spallationsquelle (ESS).
Mit den Spezifikationen fu¨r diese neue Quelle, ein 2 × 5 MW Linearbeschleuniger, zwei
Targetstationen mit unterschiedlichen Pulsfolgen: eine Kurzpulsstation mit 50 s−1 und 1 µs
Protonenpulsdauer, eine Langpulsstation mit 162/3 s−1 und 2 ms Protonenpulsdauer, wird ein
Neutronenspitzenfluß von 1 bis zu 2 ×1017 n cm−2s−1 fu¨r die Kurzpulsstation erwartet.
Ein Flu¨ssig-Metall-Target wurde ausgewa¨hlt fu¨r die ESS, da es am besten geeignet sein sollte,
um die gegebene Anforderungen fu¨r die Neutronenproduktion und Lebensdauer zu erfu¨llen.
Die internationale ASTE (AGS Spallation Target Experiment) Kollaboration wurde ins Leben
gerufen, um die Probleme der Strukturmaterialien des Targets zu identifizieren und zu lo¨sen.
Innerhalb dieser Zusammenarbeit wurde ein Flu¨ssig-Metal-Target mit einer vereinfachten
Geometrie aufgebaut. In der Zeit zwischen 1997 und 2001 wurden verschiedene Experimente
zur Messung wichtiger Gro¨ßen wie Druck, Dehnungen oder Temperatur unter realistischen
Bedingungen durchgefu¨hrt.
Wertvolle Erfahrungen zu experimentellen Techniken zur Messung der obergenannten Gro¨ßen
unter einer hoher Strahlbelastung konnten gesammelt werden.
Die Finite-Elemente-Simulationen des Problems ermo¨glichten, neben den Ergebnissen fu¨r die
Dehnungen, die in guter U¨bereinstimmung mit den experimentellen Daten waren, eine bessere
Einsicht in die durchgefu¨hrten Druckmessungen.
In der kritischen Zeit, die der Protonenpulsenergiedeponierung folgt, liegen die abgescha¨tzten
maximalen Spannungswerte unter ESS Bedingungen noch innerhalb der Elastizita¨tsgrenzen fu¨r
die in Frage kommenden Materialien des Targetsbeha¨lters.
Trotzdem wird weitere Forschung beno¨tigt, um die A¨nderungen der mechanischen
Eigenschaften der Materialien unter hoher Strahlenbelastung und auch die mo¨gliche Korrosion
und Kavitation zu beru¨cksichtigen.
Abstract
Neutrons are an ideal probe for understanding the microscopic structure and dynamics of the
matter and its behaviour. They are mainly produced by the fission chain reaction in reactors
or by some accelerator-based reactions such as the spallation.
An increase of the neutron flux of reactors for a better instrumental resolution is limited by
heat transfer problems. Even if pulsed reactors may partially overcome this limits, a more
effective way to produce neutrons seems to be the spallation reaction because the amount of
energy released per available neutron is smaller by an order of magnitude.
Profiting of the significant advances in the accelerator technology during the past 20 years, a
new spallation source has been planned. The specifications given for the European Spallation
Source (ESS), a 2 × 5 MW linear accelerator as the power source, two target stations with
different pulse repetition rates: Short Pulse Target Station (SPTS) at 50 Hz repetition rate, 1
µs proton pulse length, Long Pulse Target Station (LPTS) at 162/3 s−1 repetition rate, 2 ms
proton pulse length, a peak neutron flux up to 2 ×1017 n cm−2s−1 for the SPTS, will, besides
assuring the availability of a general purpose neutron source for the research, also enlarge its
actual application field.
A liquid metal target appeared to be the best choice in order to fulfil the given specifications
for the neutron production and lifetime.
In order to identify and solve the problems connected with the structural integrity of the liquid
metal target within the specified operative conditions the international ASTE (AGS Spallation
Target Experiment) collaboration was created.
Within this collaboration a liquid mercury target with a simplified geometry was built. In
different experiments which took place between 1997 and 2001 various efforts in order to
measure relevant quantities as pressure, strain or temperature under realistic conditions were
done.
Considerable experience was gained concerning the experimental techniques necessary to
measure such quantities in a highly radioactive environment .
The finite elements simulations of the problem besides giving results in good agreement with
the experimental strain data, provided a better insight as far as the pressure measurements in
the mercury are concerned.
The estimated maximum stress values under the ESS operative conditions in the first critical
instants after the beam energy deposition are still within the elasticity limits for the materials
under examination.
Nevertheless, the modifications in the mechanical properties induced by the irradiation and
also by the probable corrosion and cavitation need further investigations.
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Chapter 1
Introduction
The European Spallation Source (ESS) project was the answer to some requests that arose in
the neutron research and scientific community about the necessity of a source able to replace
and/or complete the landscape of the existing research neutron sources available in Europe. The
new source should also be able to compete with analogous facilities in the world. One of the
highlights of the project was the conceptual study of a new liquid target which required (and
requires) considerable research and development efforts.
In the following sections a general account on the neutron sources will be given, in particular
with respect to the spallation process. Together with a short description of the liquid target, the
problems with structural materials for the target container are explained and the related work
for solutions is introduced including the present thesis.
1.1 Neutron Sources
Neutrons have been for many years an ideal probe for understanding the microscopic structure of
the matter and its behaviour, in particular for technically important materials like for instance
polymers, metals and super-conductors.
The usefulness of the neutrons arises from their basic properties: the De Broglie wavelength of
thermal neutrons is of the order of magnitude inter-atomic distances in the condensed matter
and wave interference effects can take place yielding informations on the structure of the system.
The neutron energy/wavelength range spans more than six order of magnitude from
100 meV/10−3 A˚ to 1012 eV/10−8 A˚ [2].
Moreover, neutrons are not charged particles and because there is no Coulomb barrier to over-
come they can penetrate deep into the matter and be scattered by nuclear forces, and for certain
nuclides, as for example the light hydrogen which is virtually transparent to X-rays, the scat-
tering is large.
The energy of thermal neutrons is then comparable with that of many of the excitations in the
condensed matter so that they can be used for vibrational studies like those permitted by opti-
cal and infrared techniques and provide in general by means of the inelastic scattering accurate
informations on the energy of the excitations and hence on the inter-atomic forces.
Neutrons have also a magnetic moment. This means that they can interact with unpaired
electrons in magnetic atoms and by means of respectively elastic and inelastic scattering, give
informations on the magnetic structure and the magnetic excitations of a system [3].
The reactions producing neutrons can be categorized according to the mechanism used, in the
research field they are basically two: the fission chain reaction and some accelerator-based reac-
tions. Those maybe further divided into e−-bremsstrahlung-induced photoneutron and photofis-
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Reactor source name Thermal Power Max. Flux n/cm2s
BER-II 10 MW 1.2×1014
(Hans Meitner Institut-Berlin)
FRG-I 5 MW 0.8 ×1014
(GKSS Forschungszentrum-Geesthacht) (upgraded to 1.2×1014 )
FRJ-2 23 MW 2×1014
(Forschungszentrum Ju¨lich)
FRM-II 20 MW 8×1014
(Technische Universita¨t Mu¨nchen)
HFR 45 MW 1×1014
(Institute of Advanced Materials-Petten)
HFR 58 MW 1.3×1015
(Institut Laue-Langevin-Grenoble)
Orphe´e 14 MW 3×1014
(Laboratoires Leon Brillouin-Saclay)
IBR-II (pulsed) 2 MW 5×1015
(Joint Institut of Nuclear Research-Dubna) (average power) (peak flux)
Table 1.1: Principal reactor neutron sources in Europe and Russia
sion reactions and charged-particle nuclear reactions, in particular spallation.
Fission is efficiently induced by thermal neutron capture and results in the prompt evaporation
of neutrons from the excited heavy nuclei. These sources produce also a small fraction of de-
layed neutrons caused by one or more steps of β decay. The thermal neutron spectrum produced
extends from roughly 8 to 80 meV. The major heat load in a reactor derives from the conversion
of the kinetic energy of the fissile fragments produced in the reaction.
The sources based on e−-bremsstrahlung produce neutrons with an average energy of few MeVs.
An additional effect of this kind of sources is to produce very large gamma-ray fluxes, because
first bremsstrahlung photons have to be produced which excite the nuclei to produce neutrons;
in this case the major heat load is in the bremsstrahlung target and originates from the energy
loss of the electrons. The highest-flux, highest-power e−-bremsstrahlung photoneutron sources
have already pushed up against the practical heat transfer limitations in their targets [4].
Typically, the source of thermal neutrons in most scattering experiments is a nuclear reactor.
At the time there are in Germany four steady-state reactors that together with the two in France
and the pulsed reactor at Dubna in Russia, are dedicated to scientific research as reported in
table 1.1 [5]: Since the first demonstration of neutron scattering in 1948, the experimental tech-
niques using neutron steady-state reactors have been continuously improved for example with
hot and cold moderators and many new types of spectrometers. On the other side, only small
gains have been made in the sources themselves, and while only few newer reactors have been
constructed, none embodies essential technology not already in use in the mid 1960s. Meanwhile,
sources with thermal neutron fluxes less than 1014 n/cm2s have, with few exceptions been shut
down [6].
An increase of the neutron source intensity that supports a better instrumental resolution is
subjected to an intrinsic limit in steady-state reactors because the heat transfer properties of
the component materials and coolants settle a limit in their performances.
Even if the neutron spectrum window of a beam produced in a reactor can be extended with
the help of moderators to give cold (20 K) and hot (2000 K) neutron sources, thus extending
the range of the feasible scattering experiments, the wavelength range is still restricted by the
avalaible source temperatures [7]. In fact high power densities of the order of 10 MW/liter
are necessary to give high neutron beam intensity of the level required to have fluxes about
2
1014 n/cm2s and this exceeds the cooling capabilities of H2O or D2O with the present fuel and
coolant design. It appears that radically different reactor configurations would be required to
achieve such flux levels [6].
Moreover an increase in resolution obtained with other type of sources and instruments, would
not only allow the present experiments to be performed more easily but open up completely new
areas: for example an improved energy transfer resolution is of importance in studying single
particle excitations as well as collective modes and an extension of the wave vector resolution
to 10−4 A˚ and further is of central concern in biological and chemical investigations [8].
This intrinsic limit in the achievable intensity and thus in the available neutron beam spectrum
of the steady-state reactors can be overcome by pulsed reactors like the IBR-II in Dubna, which
include a moving element of reflector material, which rapidly passes near the core, causing brief,
rapid variation of the reactivity: a fast-rising pulse occurs when the reactivity exceeds the crit-
ical threshold [6] with the advantage that, though giving higher peak fluxes than steady-state
reactors, the heat dissipation is not related to the peak flux but to the mean flux, which is
typically a factor 103 less. This kind of sources have however disadvantages coming from the
mechanical limitations of the machinery needed to cycle the reactivity. The neutron pulse length
in pulsed reactors is typically of the order of 100 µs. [7].
On the other hand, in the spallation sources neutrons are produced from the direct interaction
of high energy protons with the nuclei as schematically shown in figure 1.1. This results mainly
Figure 1.1: Schematic representation of the spallation reaction
in evaporation neutrons coming from the ”cooling off” of the excited nuclei but also in a few
percent of very fast neutrons, biased in forward direction with energies up to the incident proton
energies. Continuous accelerators beams can provide steady-state neutron spallation sources
with neutrons resembling the character of steady-state reactor sources [6].
The SINQ source at the Paul Scherrer Institut in Switzerland was the first of this kind in the
world. The SINQ is not a pulsed source, it is situated at the end of a cascade of three acceler-
ators that deliver a continuous proton beam of 590 MeV in energy at a current up to 1.8 mA.
The neutron flux resembles the flux of a medium flux research reactor. The spallation target at
SINQ is at present solid: an array of lead rods, enclosed in stainless steel tubes and cooled in
cross flow by heavy water coolant. In order to improve the target neutron yield, a liquid metal
target with eutectic lead-bismut as target material is also under development in the MEGAPIE
project [9].
3
Spallation source name Power Max. Flux n/cm2s
SINQ 0.75 MW 1.2×1014
(Paul Scherrer Institut-Villingen)
ISIS 160 kW peak flux 6.6×1014
(Rutherford-Appleton Laboratories-United Kingdom) mean flux 5.7×1011
Table 1.2: Principal spallation sources in Europe
ISIS has instead a solid heavy metal tantalum target and produces a very sharp pulse initially
0.4 µs long. The peak neutron flux of the pulse exceeds that of the most advanced steady-state
sources with the advantage of a modest time averaged heat production of 160 kW [10].
In this scenery for the neutron research facilities in Europe, the European Community Large
Facilities Panel identified in 1990 the need to begin to plan a new European neutron source, in
order to avoid the slowing down of the research in the field as the existing sources come to the
end of their operational life. Meanwhile, the neutron beams have become for a community of
4000 scientists in Europe an indispensable tool for their research programmers, spreading from
physics, biology, chemistry to engineering and material sciences.
Later on, in 1996 a study launched by the European Science Foundation (ESF) concluded that
the use of the neutrons continually evolves and due to the impact of the new materials in
technology an end of this process can not be foreseen. Therefore the development of new instru-
mentation satisfying this demand is of vital importance to the field.
Unless appropriate action is taken, the supply of neutrons is likely to decrease in the next ten
years and to satisfy the present and the future expected growing demand, full use has to be
made of the present network of medium flux national sources and of the highest flux sources ILL
and ISIS. Furthermore, the ESF initiated to coordinate the design and the funding request for
an advanced European Source to be operational within 15 years [11].
The reference design for the target of a new European spallation source was given in the ESS
Technical Study [12] and was later slightly changed as the preliminary results of the R&D phase
were made available.
The main actual specifications for the source are:
a 2 × 5 MW linear accelerator as the power source,
two target stations with different pulse repetition rates:
– Short Pulse Target Station (SPTS) at 50 Hz repetition rate, 1 µs proton pulse length,
– Long Pulse Target Station (LPTS) at 162/3 Hz repetition rate, 2 ms proton pulse length,
a peak neutron flux up to 1...2 ×1017 n cm−2s−1 for the SPTS
The ESS will profit of the significant advances in the accelerator technologies during the past 20
years and overcome the problem of the heat cooling, the main obstacle of the traditional reactor
sources for the production of more intense neutron beams. In fact, the energy released per made
available neutron in the spallation process is typically only 30 MeV instead of the 190 MeV of
a fission process. Profiting also of the improvements of the time-of-flight instrumentation, the
spallation sources are ideal candidates for the future developments of the neutron research.
Around the 2010, several of the actually operative sources will probably reach their maximum
lifetime or will have at least to be shut down for a modernization. In this context, the charac-
teristics of the ESS, besides assuring the availability of a general purpose neutron source for the
research, will also enlarge its actual application field.
The ESS will keep the pace with the development of analogous pulsed spallation neutron sources
in U.S.A., since 1999 a 2 MW pulsed spallation source has been under construction in Oak Ridge
and in Japan, where the Research & Development phase for an High-intensity Proton Acceler-
ator to produce spallation neutrons is in progress [5].
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The areas at the frontiers of the existing technology have been identified in a Technical Study.
Among others, the high priority topics included the liquid targets and the thermal stresses and
radiation effects in target materials. The present work is a little part of the enormous effort in
the R&D for the ESS done in the past four years.
On May 2002, the project and its state-of-the art was presented to public and scientific commu-
nity during the ESS European Conference in Bonn [13], [14], [15].
A decision on whether and where the ESS will be built should be taken by the European coun-
tries in late 2003/early 2004.
If the decision will be positive, the first neutrons could be produced in the 2010.
1.2 The spallation source target station
A reference design for the ESS was identified and the technical requests for the different com-
ponents outlined in the Technical Study published in 1996 [12] .
In particular, after the specification of the proton beam parameters and the relative neutron
flux, the target candidates were examined in relation to four different topics:
–the quantity and characteristic of the produced neutrons i.e., for given proton beam character-
istics, to reach the best possible efficiency in the neutron production. This is estimated with
calculations taking into account the volume of the target and its interaction with reflector and
moderator. The possible target geometries are defined;
–the lifetime and the maintenance times of the target in relation to the applied proton pulse and
other loadings. The aim is obviously to minimize thermal-mechanical loadings and irradiation
damages, and involves also the choice of the geometry and of the material ;
–the amount of work to be devoted to its development : expecting a technological return, the
efforts undertaken for development should be useful for future improvements of the target itself
and of course not overcome its usefulness;
–the investments and operational costs include all the phases of the source life. They have to be
minimized, after having taken into account the requests for the target, from the installation to
the shut down passing through the maintenance.
Following these criteria, the liquid metal target appeared to be the best choice concerning the
flux of produced neutrons, the development potentials and the minimization of costs. A tanta-
lum solid target similar to those in use at ISIS was candidate as a backup solution [16].
A detailed study of coolant hydrodynamics and stress waves had confirmed the feasibility of
a solid target of the ISIS type for the ESS. The liquid target solution was however preferred
because service times longer than the predicted 1000 hours were desiderable and a considerable
reduction of the neutron yield was expected due to the large cooling water volume needed [12].
A maximum density of heavy metal is required to generate high neutrons fluxes in small target
volumes and their dilution due to the cooling channels has also to be minimized. Radiation
damages on the target should also be taken into account, for these reasons a flowing liquid metal
was chosen as target material for the ESS. In fact, due to its liquid state, such a target would
not present structural damages due to irradiation.
Moreover, it presents a high heat removal capability and no spallation products are generated
in the cooling water circuit (the metal-to-water heat exchanger could be located in a region far
away from the proton beam-metal interaction zone).
A schematic representation of the liquid metal target and its surrounding is given in the fig-
ure 1.2. In the beam interaction zone, the hull containing the liquid metal is surrounded by a
double-walled, water-cooled hull in order to return the liquid metal to its storage tank in case
of leakage. Only the hull containing the liquid metal and the return hull have to be exchanged
at regular intervals because of radiation damages. In the planned configuration this should be
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a relatively easy task: the liquid metal could be drained in the storage tank and no allowance
must be made for heat decay. The time estimated for this exchange is 3 days, but little is
known about the service time which could depend on radiation damage and/or embrittlement
and liquid-metal corrosion [12].
The principal problems connected with the target structure and its operative conditions are
Figure 1.2: Exploded view of the principal design of the target shell and the liquid metal return
hull. The detailed view shows the mixing zone of the bottom and one side Hg-inlet flow. The
main flow directions and the injected He-bubbles are indicated schematically.
1: target beam window 7: target unit main flange
2: target shell 8: return hull connector part
3: lower flow guide with Hg-injector system 9: return hull coolant supply
4: side baffle plate 10: Hg-inlet transition manifold
5: return hull beam window. double shell 11: He-supply
6: return hull shell with cooling system 12: Hg-He-mixture outlet
shortly described in the following section.
1.3 The structural materials problem of liquid metal target
vessels
The ESS is planned to operate at an average proton beam power of 5 MW at both targets
each. The proton beam at the SPTS will be pulsed with a repetition rate of 50 s−1 and a pulse
duration of 1 µs. The energy per proton pulse is 100 kJ, of which 50 to 60% are non-uniformly
deposited in the target.
The radiation damage caused by the protons in the materials depend linearly on the proton
current and additionally, slightly on the proton energy. Other particle released in the process,
most of all neutrons, have a further influence of about a 10% of the total damage due to the
protons.
These damages in solid structures consist in structural changes (for example dislocations) and/or
in the formation within the lattice of Hydrogen or Helium atoms, forming bubbles. The impu-
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rities already present in commercial solid materials can also act as accumulation points for such
a damage and initiate the embrittlement [17, 18].
The mechanical properties of the solid are therefore modified. In the case of a mercury target
the problem is localized on the target vessel, because the liquid mercury, being liquid, is not
affected by radiation damages.
Data on irradiated materials are normally collected from spent targets or beam windows coming
from operative spallation facilities like LANCE and ISIS. An extensive experimental program
in order to investigate their mechanical property changes including micro-hardness, three point
bending and tensile tests followed by Scanning Electron Microscope analysis has been carried
out in the hot cells at the Forschungszentrum Ju¨lich. In general irradiation-induced hardening
and embrittlement were observed with increasing proton fluence in all the material examined:
the nickel-based alloy (INCONEL718), an austenitic stainless steel (AISI 304L), a martensitic
stainless steel (DIN 1.4926) and a refractory material (Tantalum).
In most cases the examined materials maintained acceptable ductility and toughness values with
the maximum available dose of around 10 dpa, corresponding to a service time of about two
months full power operation at the ESS. In particular, the Tantalum showed an unexpected
high ductility after the irradiation while the IN718 after the hardening presented an irradiation
softening [19]. The corrosion of the vessel material due to the contact with mercury had been
investigated on unirradiated material candidates at the PSI [20], the tests showed that there are
no cracks formed at the surface and the steel corrodes proportionally to the concentration of
present elements.
Another problem associated with liquid-metal targets is the pitting. The extreme intern pressure
loads produced as the proton pulses strike the liquid metal targets damage the internal surface
of the container. The current understanding of the problem is that small voids are formed in the
mercury following the proton beam pulse. When this voids collapse, jets of mercury strike the
container wall and cause pitting of the surface. Recent experiments at the Weapons Neutron
Research Facility (WNR) at LANSCE verified the presence of pitting for the target container
[21]. Experiments are running in order to further investigate and eventually eliminate the phe-
nomenon. Among others, the Helium bubble injection technique [22] has been tested, it should
attenuate the pressure waves in the mercury and thus mitigate the damage.
The proton pulse releases its energy through nuclear reactions depositing about the 60% of its
energy in the target as heat. The heat deposition occurs in ca. 1 µs, causing an instantaneous
heating of the target materials.
During this short period of time, the thermal expansion of the irradiated material is partly pre-
vented by its mass inertia, giving rise to dynamic stresses in solids and pressure waves in liquids.
They propagate through the material with its characteristic velocity of sound [23].
These mechanical stresses are as well conditioning the choice of a material for the target. In
fact, the selected material has to have a sufficient initial yield stress value to sustain the loads
without plastic deformations. Their absence has to be also ensured during the entire lifetime of
the target [19].
These thermal stresses and the effects of the pressure waves on the mercury and on the mercury
vessel have been investigated on a simpler target models at the Alternating Gradient Synchrotron
(AGS) in the Brookhaven National Laboratories (BNL) in U.S.A.. The experiments were carried
out by an international collaboration called ASTE (Alternating gradient Synchrotron Target Ex-
periment) that will be laid down in chapter 3.
In different measurement campaigns which took place between 1997 and 2001, relevant quanti-
ties as pressure, strain, temperature for the steel container as well as for the mercury have been
measured. Since they are the main topics of this work, they will be treated more in detail in the
following chapters.
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Chapter 2
The finite elements method (FEM)
The finite elements method is a well known approximated method of solving differential equa-
tions representing real, complex systems. In particular, for the solution of a dynamical problem
like that of the target where the inertial forces become significant, the time integration of the
equations of motion is required.
This chapter introduces the subject of the solvers of the finite elements program used throughout
all our analysis, ABAQUS.
In the appendix A a brief general description of the finite element method can be found, both
for the statical and the dynamical case. An account of the elasticity and mechanical wave prop-
agation theory in solids and fluids is given in the appendix B.
The approximation introduced in the finite elements calculations for the mercury, treating the
fluid as an almost incompressible solid is also discussed and justified for the case under exami-
nation.
2.1 The ABAQUS solvers
The distribution of stress and strain is rather complicated to determine, in particular for com-
plex structures. In fact, already for simple structures a solution is quite demanding from a
computational point of view even when the relative differential equations can be solved in terms
of analytical functions. For complex geometries, the reduction of the system to simpler compo-
nents (for example beams or shells) is not always possible thus excluding an analytical solution
of the problem. However, already in the fifties an efficient method of solution of this kind of
problems has been envisaged and started to be used.
The idea underlying the method is quite simple: in first instance, a structure is hypothetically
divided into finite elements, which are so small (but they are not infinitesimal) that within them
the shape of the displacement or the stress field can be approximated and in this way only the
magnitudes have to be found.
The system is discretized and the stress/displacement field is described in terms of a series of
discrete quantities (the magnitudes) that have to be determined. The shape of this field can
be described with analytic functions of the desidered order of approximation defined for every
and in each element constituting the system. In a second step, all these elements have to be
assembled together so that the stress/displacement fields (or whatever the unknown functions
represent) are continuous between two adjacent elements. The equilibrium between the internal
forces and the applied load has to be fulfilled. The boundary condition, that is a fixed value of
the unknown function in some points of the geometric boundary of the system has to be satisfied
too. In the case of a dynamic problem in which also the time is involved, its initial values have
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to be specified.
The finite elements method (FEM) is nowadays widely used in many engineering appli-
cations. More details about its theory are given in the appendix A.
A solver of a finite elements program, in our case ABAQUS is the computational operator ap-
plying this method to the solution of both linear and non-linear static and dynamic structural
problems [24].
For a linear system, where the stress response of the system varies linearly with the applied
load a modal dynamical analysis could be carried out and the dynamical response of the system
can be described in terms of its eigenmodes.
An eigenfrequencies and eigenmodes extraction should thus precede the dynamical analysis. In
the matrix notation in term of the nodal variables, the undamped free vibration equation to
solve is:
(−ω2MMN +KMN )φN = 0 (2.1)
where M and N are indices referring to the nodal variables, MMN is a component of the mass
matrix and KMN of the stiffness matrix of the system. Once the element type has been chosen,
they are calculated from the nodal approximation functions and the problem data (in this case
mass and stiffness). The φN is the eigenvector and ω the circular frequency of the mode. The
damping is neglected and a symmetric stiffness matrix is assumed in the eigenvalue extraction
in ABAQUS. With the free vibration equation 2.1 the resonant frequencies and modes shapes
of the system can be obtained.
As the eigenvectors of a linear system have the mathematical property of diagonalizing stiffness
and mass matrix, the response of the structure can then be expressed in terms of a relatively
small number of eigenmodes of the system. Though the procedure can be less CPU consuming
than the direct integration of the dynamic equations of the system, it is in our case of a lim-
ited use because of the boundary un-linearities arising from the contact conditions between the
mercury and the steel. Moreover, the very high frequency content of the loading would require
a large number of eigenmodes.
The frequency extraction procedure has been mainly employed to calculate the eigenfrequencies
of the pressure sensor in the chapter 3.
In general, there are three sources of non-linearity in structural mechanics simulations [25]:
Material non-linearity: for example the metal behaviour for high strains is no more linear and
therefore the material model using the Hooke’s law can no longer be applied.
Boundary non-linearity: if the boundary conditions are changing during the analysis, as in the
case of the contact modeling.
Geometrical non-linearity: if for example there are relevant changes in the model during the
analysis such as large rotations or deflections.
For our model non-linearities can for example arise from the contact at the mercury-steel inter-
faces, the normally used procedure is in these cases the direct integration dynamic. Following
what is outlined in the section A.2 in the appendix A, in an ABAQUS/Standard non linear
analysis the load is applied gradually, breaking the simulation in a number of load increments
and finding the approximate equilibrium configuration at the end of each load increment. The
sum of all of the incremental responses is the approximate solution for the non linear analysis.
Often more than one iteration is needed to reach the equilibrium between external and internal
forces acting on an element for the load increment [25].
ABAQUS/Standard uses the structure initial stiffness K0 which is based on the system config-
uration described by the variable u0 at the time t0, and the load increment δP to calculate a
displacement correction ua. For this configuration a new stiffness constant Ka is calculated and
from that the internal force Ia.
A residual force Ra for the increment can now be calculated subtracting from the load P the
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internal force Ia. In the limit of a linear problem, this residual it is zero at every increment. In a
non linear problem this is almost impossible and the residual force is compared with a tolerance
value. If the residual is less than the value (normally the 0.5% of time averaged forces in the
structure), the equilibrium is reached for the increment and ABAQUS goes on with another
increment, otherwise a new iteration will be done. The displacement correction is also compared
with the total incremental displacement.
The new iteration uses the stiffness Ka to calculate a displacement correction cb and update the
structure configuration to ub and then the internal force for the new residual calculation. The
check with a tolerance value is repeated and, if the equilibrium is reached the system configura-
tion will be updated and ABAQUS will try with a new increment.
An automatic control of the number of iterations in which the equilibrium is not reached before
the analysis stops is implemented. A maximum of 5 cutbacks in the increment size are allowed
if the equilibrium is not reached. If the increment equilibrium is reached for two consecutive
increments in fewer than five iterations, the increment size will be increased automatically by
50%. An automatic time incrementation control is also provided, where the user needs only to
suggest the initial increment, that will be adjusted by ABAQUS/Standard during the analysis.
It is now clear that a dynamic analysis is quite computationally demanding if compared with a
static, since practically the complete system of equation solved once for a statical analysis has
to be solved for every iteration [25].
In relation to the target case, the critical points that make the ABAQUS/Standard direct dy-
namical procedure computationally very CPU time consuming are: a) the very short time of
application of the load for which small (and consequently many) increments are required, b)
the relatively high number of elements required to mesh a model of the target dimensions. In
the point a) many increments are required in order to follow the initiated stress and pressure
waves propagating in the model with a sufficient accuracy until at least the higher frequencies
are damped.
The choice of the operator for a direct time integration of all the degrees of freedom of the finite
elements model in a dynamic analysis also is influenced by other factors.
ABAQUS/Standard is designed for the analysis of structural components, in which large amount
of energy are dissipated or in which a sudden event initiates the dynamic response. The overall,
rather than a local, dynamic response of the structure is sought. In this analysis, the high fre-
quency response important at the beginning is rapidly damped by the dissipative mechanisms
in the model.
Such a category of problems in which the focusing, reflection and diffraction of mechanical waves
is not important is called inertial. In this case the time of the analysis is long compared to the
time a typical stress wave in the system requires to traverse the structure and wave propagation
solution associated with relatively local response in the continuum is not sought [24].
ABAQUS/Standard uses an implicit time integration scheme, in which the response of the sys-
tem at the time t+∆t is based not only on the values of the dynamic quantities (velocities and
accelerations) at t, but also on the same quantities at t+∆t where ∆t is the time increment.
The equilibrium equations are written at the end of the time step (t+∆t) and the u¨, where u
are the displacements at a point calculated by the time integration operator [24].
Since these quantities are implicit, a non linear system of equations must be solved.
The method used by ABAQUS/Standard is numerically unconditionally stable and in principle
gives numerically stable responses for any time step, though their accuracy decreases as the time
step increases.
A suitable time step is typically chosen by the user, taking a time equal to one tenth of the period
of the maximum frequency of interest in the force input or in the response for the problem. In
this case the error introduced into the frequency of interest is negligible [26].
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The above considerations give some hints about the application of the ABAQUS/Standard
procedure for the solution of our problem. In fact, with a time of pulse deposition of ca. 1
µs, the maximum frequency is about 1 MHz, an analysis over a time interval of 100 µs would
require at least of 1000 increments. For each increment the stiffness matrix has to be calculated
(for linear problem it could be calculated only once) and the complete system of equations have
to be solved.
As the procedure was quite consuming for our computational resources, only relatively short
time analysis could be performed. Some example of the calculations and of the corresponding
CPU times are reported in chapter 4.
On the other hand, ABAQUS/Explicit is based upon the implementation of an explicit time
integration rule together with the use of a diagonal or ”lumped” element mass matrix. Within
the lumped mass matrix approximation, the masses in the structure are treated as masses con-
centrated at the nodes. The equation of motion for the body are integrated using the explicit
central difference integration rule [24].
The displacements at the time increment i + 1 are calculated from the knowledge of the dis-
placements at the increment i and at the mid-time increment i+ 1/2:
u˙(i+
1
2) = u˙(1−
1
2) +
∆t(i+1) +∆ti
2
u¨i (2.2)
and
u(i+1) = ui +∆t(i+1)u˙(i+
1
2
) (2.3)
The u¨ at the i-th increment are directly calculated from the mass matrix inversion (trivial, as it
is diagonal) and from the applied load and the internal force vectors, both formed on an element
basis.
The calculation is explicit, based only on the knowledge of the dynamic quantities at the previous
time increment. It does not require iterations or the stiffness matrix:
u¨(i) = M−1
(
F(i) − I(i)
)
(2.4)
where M is the element lumped mass matrix, F(i) is the applied force vector and I(i) is the
internal force vector. The dynamical state of the system can be advanced from the previous
increment state [24]. The initial conditions for the velocities at the mid-time increments u˙(i±
1
2)
are set to zero if not otherwise specified by the user [24].
The central difference operator is only conditionally stable, this means that numerical insta-
bilities occur when the time increments become too large.
The stable time increment is defined as the amount of time that the state of the system can be
advanced of, still remaining an accurate representation of the problem.
In terms of the highest eigenvalue in the system it is defined as [24]:
∆tstable ≤ 2
ωmax
(2.5)
without damping. The determination of the stability limit is automatically implemented in
ABAQUS/Explicit. An element-by-element algorithm makes at the beginning of the analysis an
estimation of the highest element frequency. This is conservative since the element frequency
is normally higher than the entire system frequency, boundary conditions and contact having
the effect of compressing the eigenvalues spectrum. As the analysis proceeds the element-by-
element algorithm check the stability limit determined by a global estimation algorithm from the
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frequency spectrum of the entire system. If the value is judged accurate enough, the element-
by-element value is substituted by it.
The expression for the stability limit is:
∆tstable ≤ 2
ωelmmax
= min (
Lelm
cd
) (2.6)
the Lelm is the characteristic element dimension and cd is the dilatational wave speed for the
material.
The characteristic element dimension is calculated by ABAQUS/Explicit for every type of ele-
ment considering its overall size and shape. Lelm can also be (even more conservatively) taken
as the minimum element dimension for the elements in the model [27].
The current dilatational wave speed for an element is calculated from effective Lame´ con-
stants that are in turn determined from the increments in the equivalent pressure stress p = −
1
3trace(σ), where σ is the stress tensor, in the deviatoric stress ∆S and in the volumetric strain
∆vol [24]. If one (or all) of these increments is negligible the effective Lame´ constants are also
numerically not significant. In this case, ABAQUS/Explicit will calculate the speed from the
given initial Lame´ constants for the material.
The current dilatational wave speed is given by:
cd =
√
(λ+ 2µ)
ρ
(2.7)
where ρ is the material density and λ, µ can be the effective or the initial Lame´ constants.
Using the equation 2.7 a (not always conservative) value for the stable time can be calculated
from the minimum element dimension in the model and the given initial Lame´ constants (or
simply the Young’s modulus).
2.1.1 Damping
There are principally two reasons for introducing the damping in a model, the first is to limit
possible numerical oscillations, the second is to introduce a real physical damping.
In ABAQUS/Explicit is per default implemented a bulk viscosity that limits the numerical
oscillations and improve the modeling of high-speed dynamic events.
In particular, a linear bulk viscosity is defined in term of the volumetric strain rate ˙v.
It generates a bulk viscosity pressure which damps the highest frequency oscillation:
pbv1 = b1ρcdLelm˙vol, (2.8)
where ρ is the density, cd is the dilatational wave speed for the material, Le is the characteristic
element length, ˙vol the volumetric strain rate. The damping coefficient is b1 which is per default
0.06, but can be changed by the user. The linear bulk modulus is per default included in all
ABAQUS/Explicit elements types.
A quadratic bulk viscosity is included only for continuum elements in order to prevent
the element collapse due to extremely high velocity gradients. The bulk viscosity pressure is
quadratic in the volumetric strain rate and it is applied only if the volumetric strain rate is
compressive:
pbv2 = ρ (b2Le)
2 |˙vol|min (0, ˙vol) , (2.9)
where the damping coefficient b2 is 1.2 per default and can be changed by the user. An element
in which the nodes are fixed at one side and the others move with a velocity cd would collapse
in one increment time without the quadratic bulk viscosity damping. The stable time is in fact
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the time in which the longitudinal wave transit across the element [24].
The effect of the bulk viscosity pressure is only numerical and is not included in the material
point stresses as a part of its constitutive response.
The relationship between the undamped natural frequency and that damped is given by:
ωdamped = ω
√
1− ξ2 (2.10)
where ξ, the fraction of critical damping is defined by:
ξ =
c
co
(2.11)
where c is the damping of that mode shape and
c0 = 2
√
mK m, K mass and stiffness of the system (2.12)
is the critical damping [24, 28].
The fraction of critical damping for the highest dilatational mode of each element is equal
to:
ξ = b1 − b22
Lelm
cd
min (0, ˙vol) , (2.13)
The effect of a change in the default numerical damping on the pressure wave propagation has
been tested on a simple system and will be later reported in the appendix C. The numerical
damping has always the effect of decreasing the stable increment time, in fact:
∆tstable =
2
ωmax
(√
1 + ξ2 − ξ
)
. (2.14)
Using the relation 2.6 and estimating the period relative to the maximum frequency of interest
involved in the problem, the suitable element size to have very accurate results can be deter-
mined.
Looking at the expression 2.6, the stable time is the transit time of a dilatational wave across
a distance defined by the characteristic element length. As a rule of thumb, at least nine up to
eleven nodes in a wavelength are necessary to accurately describe the wave propagation. The
characteristic element length Lelm can thus be calculated from:
Lelm =
∆tstablecd
10
(2.15)
where ∆tstable corresponds now to the period of the maximum frequency of interest in the system
and cd is the wave longitudinal velocity for the material. The number ten at the denominator is
a conservative estimation for the number of elements in a wavelength.
In our case, an element size of ca. 0.5 mm for the steel and of ca. 0.15 mm for the mercury
is obtained. A period of oscillation of 1 µs, that is approximatively the time in which the pulse
deposits its energy in the target has been assumed together with a wave velocity in the steel of
ca. 5000 m/s and in the mercury of ca. 1400 m/s.
Using again the relation 2.6, a stable time ca. 0.1 µs is obtained. Therefore, for a 100 µs analysis
again at least 1000 increment are necessary. The explicit time integration of the equation is
though more effective also in the case of great number of elements in the mesh so that each
increment is less consuming for the computer resources.
From the above considerations, it appears to be obvious why the target calculations during the
first instants after the pulse were preferentially performed with ABAQUS/Explicit instead of
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with ABAQUS/Standard.
Though, ABAQUS/Standard will in turn become the most suitable code for eventual calculations
during larger interval of time (like for example cycles of fatigue and so on).
In problems in which the propagation of a wave has to be followed across the entire system, a
mesh as uniform as possible is required. The element is in fact acting as a low pass filter for the
propagating waves, cutting off and reflecting frequencies too high in relation to its size. So the
mesh should be fine enough in its coarsest part to propagate the highest frequency in the input.
If this condition is not met the response will be underestimated and the coarser the mesh the
greater the underestimate. However, in chapter 4 it will be later on shown that, due to limits
in the computational resources, the element in the model could not have the recommended size.
Thus, a sort of compromise between the accuracy of the results and the avalaible resources had
to be found.
2.2 Modeling
In a first instance, the element type chosen in ABAQUS/Standard for the analysis of the steel
container in the two dimensional model was the SAXA, linear shell axisymmetric element.
Successively, the type CAXA4R, linear axisymmetric solid elements with reduced integration was
used for the steel container as well as for the mercury [28, 29, 24]. For the ABAQUS/Explicit
models linear three dimensional elements of the type C3D8R, first order linear interpolation (8
nodes linear brick) elements with reduced integration and hourglass control were chosen. The
reduced integration means that the number of integration points in which stress and strain are
calculated is reduced, but the chosen locations provide an optimal accuracy with the advantage
of reducing CPU time and storage requirements.
The hourglassing, that is the propagation of zero energy modes through the mesh, derives from
the reduced integration procedure that can admit deformation modes causing no strains at the
integration points. The hourglassing is kept under control in the C3D8R associating a small
artificial stiffness to the zero energy modes [24].
In ABAQUS/Explicit acoustic elements are available [24] for the modeling of a fluid-solid inter-
action, the reasons for not making use of them are accounted in the appendix B.
The equation of state (EOS) material model, also available in ABAQUS/Explicit, is able to
model nearly incompressible fluids that exhibit a linear relationship pressure versus volume
change . This material model can take into account large flow motions and motions for which
the mechanical material constitutive relationship is no longer valid and a thermo-mechanical
model is required.
A quantity called WR, Warning Ratio which is an indicator for the situations that require the
EOS material model is defined in ABAQUS. It can be calculated to assess the necessity of such
a material model [30]:
WR =
ERV × Le
cd
(2.16)
where cd is the dilatational wave speed for the material under examination and ERV is the
absolute value of the largest volumetric strain rate in the model. Multiplied by Le, the charac-
teristic element length, it gives the deformation speed for an element. The value of WR should
not exceed 0.3 for the pure mechanical constitutive relationship to be still valid. The ABAQUS
diagnostics give the possibility to check for relatively large deformation speeds in all elements
since too high a value may cause the element to deform or collapse unrealistically [30].
For the mercury in the ASTE target and the respective applied load the maximum calculated
value was 0.001 and the EOS material model was therefore not used.
This does not exclude the necessity of its application on the ESS target, where the load is quite
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larger and is as well applied in a very short interval of time. In this case the energy distribution
profile would play also an important role, concerning the maximum temperature gradient in the
target.
The preprocessing i.e. the construction of the geometry and of the mesh together with the
boundary conditions and the applied loads, was done with the ABAQUS preprocessor Abapre
[31]. The post-processing of the results was in a first time performed with ABAQUS/Post [32]
and successively with ABAQUS/CAE [33] which included also the possibility of preprocessing.
It should be at this point mentioned that the basic performances of ABAQUS/Standard were
tested and compared with two other code,s a commercial, ANSYS [34], also based on the finite el-
ements method, and a non commercial, developed at the Institut Zersto¨rungsfreie Pru¨fverfahren
in Dresden based on the Elastodynamic Finite Integration Technique optimized for Cylindrical
geometries, CEFIT [35].
The three codes were employed to solve a common problem and gave for it comparable results
reported in [36]. The CEFIT code was not successively employed because of its impossibility to
deal with not axisymmetric geometries, even if the coupling fluid-solid was well implemented.
ANSYS was in turn used by another group for other problems connected with the ESS target.
2.2.1 Material model
The perfectly elastic material model implemented in ABAQUS was used throughout all the
calculations. The constitutive relationship is the usual Hook’s law and no material plasticity
is taken into account. The same material model was used also for the pseudo-mercury, as we
called the mercury as fluid modeled with solid elements.
From the application of the usual momentum and continuity equations for a fluid, as reported
in appendix B, it could be shown that a displacement based formulation for the equation of the
fluid motion is possible under the assumptions of non viscous fluid and small fluid field velocity.
Moreover that with such a formulation enough accurate results can be obtained [37] in case of
small pressure (density) variations. Therefore displacement based, continuum three dimensional
element will be used for the fluid mesh.
The solid continuum three dimensional elements have to behave as a liquid, i.e. not to sustain
shear stresses.
Returning to the usual relationships among bulk modulus, Young’s modulus and Poisson’s ratio
given in appendix B, we have that shear stresses are proportional to the Lam’e constant G =
1/2E/(1 + ν). So if E→ 0 also the shear stresses should go to zero.
The bulk modulus, which is the only important elastic parameter for the fluid given in terms of
the Young’s modulus, is B.15:
K =
E
3(1 − 2ν) (2.17)
so E→ 0 in the limit of a Poisson’s ratio going to 1/2.
In practice, this means to choose a value for the Poisson’s ratio close enough to 1/2 and
obtain from 2.17 a value for E corresponding to the effective bulk modulus of the fluid under
examination. This fictitious Young’s modulus will be called from now on pseudo-Young’s
modulus.
Therefore, this further approximation was introduced and solid elements have been used. The
liquid has been treated as a solid with a Poisson’s ratio ν approaching 0.5 and a pseudo-Young’s
modulus calculated with the help of the formulas B.15.
For the stress components along the axis of the system of reference S11 = S22 = S33 is valid in
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this case.
How much close to 0.5 should the Poisson’s ratio be to give acceptable results? Calculations were
done on a simple cylindrical model applying a temperature load causing a thermal expansion.
A comparison between the maximum calculated pressure value and the maximum analytically
expected value when gave results in good agreement in the case the Poisson’s ratio is 0.49995.
Values of Poisson’s Ratio approaching 0.5 could result in nearly incompressible behaviour and
generate high frequency noise in explicit time steps and also need excessively small stable time
increments. In the calculated results for the mercury in the three dimensional model in the
chapter 4 high frequency superimposed oscillations of the pressure could be actually observed,
but the main features were still easily recognizable and not severely affected by the problem.
Resuming, the approach chosen to describe the fluid within the finite elements model was to
consider it as almost incompressible with a Poisson’s Ratio approaching 0.5, so that the solid
(almost) doesn’t support shear stresses. In doing this an approximation is introduced, because in
the usual dynamic equation for the solid the convective terms, that are included in the equations
for a fluid are neglected. Therefore, the pressure variations due to velocity variations are also
neglected.
It has been shown [37] that the approach constitutes a good alternative (with errors less than
5 % ) in case the velocity of the fluid is not high, and the ASTE target is indeed the case.
For the planned ESS target shown in figure 1.2 where a fluid flow is present this approximation
could be not justified, depending on the flow velocity and on strong variations of the cross sec-
tions of the circuit where the fluid is flowing through.
A shock-like behaviour of the pressure wave could in the case of the ASTE target loads also be
excluded, thus the application of a thermo-dynamical material model was not necessary.
2.2.2 Contact model
The merging of the nodes was implemented in a first instance at the interface between the
mercury and the steel container. In this way, their interface nodes were constrained to move
together during the entire analysis time, permitting an uninterrupted force transmission.
The interaction between different interfaces can be more in detail modeled with the mechanical
contact interaction model available in ABAQUS. This requires the creation of contact surfaces
consisting in the set of the element surfaces or nodes belonging to the boundaries between the
two media. They should come into contact during the analysis. The two contact surfaces are
classified as slave and master, depending on their material and geometrical properties. For ex-
ample, the higher stiffness material is usually the master and in the simplest kinematical model,
the nodes of the slave surface are not allowed to penetrate into the master surface.
The created contact surfaces are then grouped into contact pairs for which a mechanical mode
of interaction has to be defined. It can be distinguished between an interaction normal and/or
parallel to the surface.
The normal interaction was simulated with the default hard contact relationship which mini-
mizes the penetration of slave nodes into the master surface and does not allow the transfer of
tensile stress across the interface. The contact constraint are per default applied by the kine-
matic predictor/corrector algorithm which does not influence the stable increment time [30].
The dynamic state of the system is normally advanced as if there were no contact constraints.
Afterwards, ABAQUS/Explicit checks which nodes would penetrate the master surface in that
configuration. From the penetration depth of each slave node, its associated mass and the time
increment, the resisting force required to oppose penetration is estimated.
For the hard contact model, this is the force which would have caused the slave node to exactly
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contact the master surface if it has being applied during the increment [30].
The kinematic algorithm was used for the tied contact between the support flange of the sensor
and the sensor itself. In the tied contact the nodes at the contact surfaces are not allowed to
disconnect once they have come into contact. In the target model the nodes are practically
already in contact at the beginning of the analysis. Unlike the node merging condition, only a
pressure is transmitted between two nodes.
The penalty constraint algorithm was used for all the other contact pairs in the three dimensional
model.
It results in a less stringent enforcement of contact constraints than the kinematic contact algo-
rithm. It introduces an additional stiffness behaviour into the model slightly affecting the stable
time increment [30].
The penalty contact algorithm searches for slave node penetrations in the current configuration.
Contact forces that are a function of the penetration distance are applied to the slave nodes
to oppose the penetration, while equal and opposite forces act on the master surface at the
penetration point.
The ”spring” stiffness that relates the contact force to the penetration distance is chosen au-
tomatically by ABAQUS/Explicit for hard penalty contact, such that the effect on the time
increment is minimal. The allowed penetration is not significant in most analyses [30].
In the default hard contact pressure-overclosure model, when the surfaces are in contact, any
contact pressure can be transmitted between them. The surfaces separate if the surface pressure
reduces to zero and separated surfaces come into contact when the clearance reduces to zero.
With the penalty contact enforcement, the hard contact model is approximated by a stiff linear
behavior (the stiffness is adjusted automatically to minimize penetrations without adversely af-
fecting the time increment) [30].
ABAQUS/Explicit assumes by default that the interaction between contacting bodies is fric-
tionless. For the target model the default was not changed and in the model no shear forces are
transmitted between mercury and steel.
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Chapter 3
Experimental efforts concerning the
structural problem
A solid, tantalum or tungsten, target and a liquid mercury target were respectively candidated
as backup and first choice for the ESS target. While for a solid target, employed in some of the
actually operative sources, some experience was already available, there was no experience at all
concerning liquid metal targets.
The solid target was designed to be a collection of 0.2 cm thin tantalum plates. Because of the
geometrical simplicity some analytical calculations were possible. The effect on the solid plates
of a sudden power deposition with a certain spatial profile could be estimated [38, 39, 40] .
The major conclusion was that with spatially slowly varying beam profiles, the stresses in the
target plates or window appear not to exceed the elastic limit of the materials.
The investigations for the solid target concentrated afterwards mainly on the irradiation prob-
lem and on the choice of a suited material joining a good neutron production with only light
irradiation driven changes in its mechanical properties.
For the new concept of a liquid target, besides the traditional irradiation problem concerning
the target vessel, the pressure waves in the mercury have to be considered. They originate after
the pulse, due to the sudden energy deposition and their effects on the mercury vessel have to
be taken into account in order to ensure the operational reliability and safety of the system.
The geometry of the reference design liquid target is rather complicated and the interplay of
many parameters hardly permits a clear distinction among their effects.
In order to experimentally investigate the structural-mechanical topic with a permissible com-
plexity under realistic conditions, an international collaboration has been established. The ASTE
(Alternating gradient synchrotron Spallation Target Experiment) collaboration comprises insti-
tutions from Europe, Japan and United States: the Forschungszentrum Ju¨lich (Germany) (FZJ),
the Paul Scherrer Institut (Switzerland) (PSI), representing the ESS project, the Japan Atomic
energy Research Institute (JAERI) (Japan) and the USDOE National Labs in Argonne (ANL),
Brookhaven (BNL), Los Alamos (LANL) and Oak Ridge (ORNL).
Within this frame, the first ASTE liquid target presenting a very simplified geometry, was con-
structed in Ju¨lich. The target was reduced to a cylindrical steel vessel containing not flowing
mercury and closed by a hemispherical beam window. It was filled up with 47 liters mercury
provided by ORNL.
During the entire series of experiments performed from 1997 till 2001, targets were used with
basically the same geometrical features, even if some changes in the dimensions and experimen-
tal set up were introduced.
In the figure 3 a picture of the first ASTE target without the safety containment covering it
during the operations can be seen.
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Figure 3.1: The ASTE target: the safety containment cover is absent; the six flanges foreseen
for the pressure measurements can be seen on its top. The largest flange also on the top is used
to fill the mercury in it. The other large flange closing the cylinder presents the experimental
set up for the thermocouple temperature measurements: the thermocouples are introduced into
the target from the foreseen holes.
The absence of the safety containment permit to easily see the six flanges on the top of the
target which are foreseen for the pressure measurements. On one (or more) of them a mechanical
pressure sensor can be screwed and put into direct contact with the mercury. A side view of
the pressure sensor can be seen in the figures 3.2. The hollow cylindrical part which has to be
introduced into the measurements flange is visible. In the figure 3.3 a top view of the same
sensor: the holes for the screws fixing it to the measurement flange can be seen together with
the cylindrical hollow part closed by the membrane. The laser beam enters into it and can be
focused on the membrane center which is at the other side in contact with the mercury.
In the figure 3 are also visible the largest flange through which the mercury has been filled into
the target and the flange closing the target at the window opposite side. There the thermocou-
ples for the temperature measurements can be introduced into the target, their external part
connected to the electronic can be seen.
In the picture of figure 3 the target prepared for the experiment can be seen. The safety cover is
in place and the laser supports that are in turn screwed to the pressure sensor can be glimpsed
wrapped with adhesive tape on the target top.
A finite element model of a quarter of the support and of the half of the pressure sensor will be
shown in chapter 4.
The highly radioactive environment and the peculiar conditions due to the presence of high
frequency oscillations for the measurement of stress, pressure and strain did not permit in some
cases the successful application of well established measurement techniques. As in the case of the
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Figure 3.2: Side view of the mechanical pres-
sure sensor. The hollow cylinder that has to
be introduced into the measurement flange
can be seen. It is closed by the steel mem-
brane which displacements have to be mea-
sured.
Figure 3.3: Top view of the mechanical pres-
sure sensor. The points where it is screwed
to the container can be seen. The cylindrical
hole where the laser beam enters ends with
the membrane where the laser beam is fo-
cused.
piezo-electric devices, the failure of traditional techniques forced the development of new ones
that were unfortunately not always successful. An account on all them is given in the following
sections.
3.1 Experiments on thermal stress experienced by a mercury
target vessel
The concept of a liquid mercury target for a European next generation pulsed neutron spallation
source was taken over by the U.S.A., where it is expected to be employed in the construction of
the National Spallation Neutron Source (NSNS), and Japan, where an analogous target should
be installed in the High Intensity Proton Accelerator facility.
First mercury target thermal shock tests on the ASTE target were carried out in 1997 at the
Alternating Gradient Synchrotron (AGS) in Brookhaven, where the experiments were devised in
order to identify and develop suitable diagnostic instruments. They had to be able to measure
the response of the mercury containment vessel in this severe radioactive environment and time
response (∼1µs) and to collect the experimental data necessary to validate the predictions done
on models.
The main results of this first series of experiments were that the traditional technique using
piezo-electric sensors to measure pressure is dysfunctional in this environment since they react
strongly to the pulse and produce not reliable results. The piezo-electric sensors, are instead
well triggering the pulse arrival and could be used to identify the exact starting time for the
measurements.
The fiber-optic strain sensors based on the Fabry-Perot interferometry principle, were success-
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Figure 3.4: The ASTE target: the safety containment cover is in place; the laser supports fixed
to the sensor and thus to the target vessel are in their actual experimental position. Their
geometry can be here only guessed because of the adhesive tape wrapped around.
fully implemented [41].
The strain measures done with the laser Doppler technique where instead partially successful.
For the experiment a contact-free high response laser strain sensor, which consists of two lasers
Doppler probes, was developed by the Japanese group. The dynamic responses of the target
container without the perturbation due to the injected proton pulses should have been measured.
The relative experimental setup is schematically showed in figure 3.5.
Unfortunately, during the experiment, one of the two Doppler laser probes had not enough
beam intensity due to an imperfect alignment of the head. The strain could be therefore not be
evaluated. Only the velocity with which the surface was moving could be successfully measured
using one of the probes [42]. This kind of measures will not be further discussed in this work.
The fiber optic strain sensors were also employed in the following experiments and they deserve
the more detailed description given in the section 3.3.
The determination of the beam profiles and the temperature distribution in the target was car-
ried out by the PSI group and the JAERI team. It accompanied the other measurements in the
ASTE experiments and will be partially presented in the chapter 4. Refer to the works [43, 44]
for a complete discussion.
The experimental setups related to pressure and strain measurements will be described in the
sections 3.2 and 3.3.
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Figure 3.5: Schematic representation of the laser Doppler strain measurements experimental set
up of the Japanese group [42].
3.2 The pressure measurements
In the first experiments on the ASTE target, it was found that the intense radiation produced
on the arrival of the proton pulse in the target ionizes the insulating material which surrounds
the piezo-electrical pressure sensors and the connecting electrical cables. This results in a large
voltage output simultaneously with the pulse.
It looks like that in the high γ-radiation field of a spallation target, the piezo-electric pressure
sensors and probably any other technique using electrical signals can not be used. They miss
any time delay expected due to the finite propagation time for the pressure wave to the container
wall and can be useful only for triggering the exact starting time for the measurements [42].
Therefore, another method not sensitive to the irradiation had to be devised. It had to be able
to record the time behaviour of the pressure in the mercury, possibly decoupling it from the
stress in the vessel.
To avoid the problem with the irradiation, a purely mechanical sensor was developed. These
mechanical pressure sensors were built using a lathe from a single steel piece at the FZJ. They
consisted in a 10 mm thick steel flange formed as a ring with a diameter of 48 mm which has
to be fixed on the vessel surface, a 17 mm long hollow cylinder closed by a nominally 0.25 mm
thin steel membrane which has to be put in direct contact with the mercury and are already
been shown in the previous section 3.1 and will be further discussed also in the chapter 4.
The pressure waves traveling in the mercury hit the steel thin membrane making it move. Its
motion should be decoupled from that of the steel container because the cylindrical part of the
sensor ending with the membrane is not in contact with the container itself.
Since the laser is joined to the container, it should move together with the entire pressure sensor
detecting in its system of reference only the oscillations of the membrane in its direction.
The displacements of the membrane are recorded with the help of laser interferometry. The laser
Doppler vibrometer technique is particularly attractive for surface vibrations analysis where it
is convenient that during the measurements any physical contact with the surface (except by
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the light) is avoided.
In our case, a laser beam is pointed and focused at the center of the membrane, perpendicular
to it. As the membrane moves, the reflected light has a shift in its frequency due to Doppler
effect and depending on the velocity of the membrane in the direction of the laser beam.
The problem of recognizing the sign of the velocity, is resolved for the Polytec OFV-511 vi-
brometer used, introducing a signal carrier with a given frequency fB which is modulated by
the velocity dependent Doppler frequency. The output voltage of the interferometer unit which
contains the optical setup is thus given by [45]:
V = Kcos
(
2pi
(
fB + 2
v
λ
)
t
)
(3.1)
where K denotes the amplitude of the signal, fB is this fixed carrier frequency, and the Doppler
frequency fD is 2v/λ where λ is the laser emission wavelength and v = v(t) is the velocity of the
membrane.
This output voltage V is then sent to the preamplifier/tracking filter section of the signal pro-
cessor unit which optimizes and filter the signal before it is demodulated in the following stages.
The optimized signal can be afterwards analyzed by the FM detector section which provides an
output voltage which is proportional to the instantaneous speed of the measurement object.
Furthermore, the signal can be analyzed by the PM detector which directly relates a displace-
ment of the object with the λ, the laser wavelength. In fact, every displacement of the object by
λ/2 in the direction of the laser beam causes the output intensity of the interferometer to change
by one cycle. Counting the cycles and successively Digital/Analogic converting the counter sta-
tus, a displacement dependent output voltage is delivered.
Conventionally, a displacement is regarded as positive if the measurement object moves toward
the interferometer, the ’velocity’ output provides then a positive voltage and the ’displacement’
output a rising voltage.
The diagrammatic experimental setup is shown in figure 3.2: BS1, BS2, BS3 split the beam in
two: a reference beam and a measurement beam, which after the reflection from the object joins
the reference beam and goes to the detector (”OUTPUT” in the figure).
The displacement decoder has a resolution of 0.3164 µm with a range of approximately 1.3 mm.
The accuracy is only determined by the wavelength stability of the laser, it is well known that
HeNe lasers constituted an aknowledged standard for length measurements.
The tracking filter mentioned above, can greatly improve the signal quality. It is based on the
principle of a PLL (phase locked loop) circuit, where an oscillator is coupled to an incoming
signal via a control circuitry so that its output reproduces the driving input. This synthetically
generated oscillation constitutes the output signal of the tracking filter.
The dynamical performance of this PLL is limited to a certain range of velocities for the moving
object and its relative frequency of oscillation. Its dynamic behaviour can be switched among
’LOW’, ’FAST’ and ’OFF’ in dependence on the characteristics of the input signal that has to
be tracked.
’LOW’ is generally used when a slow velocity is expected, ’FAST’ when higher velocities and
also higher frequencies are expected, ’OFF’ excludes the tracking imposing no limitation but
giving more noise in the output.
In the case the optimal operative range for the mode in use is outside the actual experimental
conditions, a loss of tracking occurs. This could mean that the signal is distorted or collapses or
on the other hand that signal drop-outs can be bridged because the tracking filter acts like an
inertial wheel [45]. The problem will be again discussed in relation to the pressure measurements
in the chapter 4.
A part of the physically provided accuracy is additionally lost by the following analog
24
Figure 3.6: The schematic representation of the pressure sensor experimental set up using the
interferometric technique. The detector is indicated by ”OUTPUT”.
components, as it is known that these can cause static and dynamic amplitude and phase er-
rors in the output signal. Especially with vibrational movements above 50 kHz, dynamic errors
caused by the low-pass filter occur which should not be neglected.
The pressure sensor was statically calibrated, applying a known pressure on it and measuring
with the vibrometer the corresponding displacement. The calibration curves for sensors with
membranes of different thicknesses are showed in the chapter 4 together with the calculated
calibrations performed with the finite elements code and the discussion of the results provided
by the vibrometer measurements in the ASTE experiment.
3.3 The fiber-optic strain gauge sensors
The gauge sensors have to satisfy some basic requests: to have a time response of at least 1 µs
and a signal resolution of the order of a single micro-strain. Moreover, they must be attached
to the target surface in a way to produce the minimal error in the estimated strain value.
Extrinsic Fabry-Perot Interferometric (EFPI) fiber optic sensors F&S, Inc. were used in the first
three measurement campaigns in 1997, 1998, 1999. The detected strain values are successively
delivered by a Fiber Optic Support System (FOSS I) [46], [47].
Their working principle is based on the Fabry-Perot laser interferometry: they consist of single-
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mode fiber-optic, which are aligned and free to move within a silica capillary tube. The two
fiber-optic are separated by a gap s in air (the Fabry-Pero´t cavity length).
A light signal is launched into the input optic-fiber, this is partially transmitted through the
fiber-optic and partially reflected at the fiber-optic interface with the air.
One of the fiber-optic acts as signal input, the other put in front of it is the reflector. Practically,
two signals go back to the interferometer: the one reflected at the fiber-optic/air interface of the
input cable and the one first transmitted and then reflected by the reflector.
Any change in the gap distance s of λ/2, where λ is the light wavelength used, will cause a
change in the signal intensity, going from constructive to destructive interference or vice versa.
Using a fringe counting method, the strain values are obtained from the FOSS I waveform that is
a voltage signal proportional to the ’raw’ interferometric optical signal returned from the EFPI
sensor.
Any fringe counted corresponds to a change of λ/2 in the gap, where the used λ is 655 nm.
The strain is given by:
Strain (in µstrain) =
(Number of fringes)× 0.655
Gauge Factor (in mm)
× 1000 (3.2)
Where the Gauge Factor will be later on defined.
The partial fringes must also be accounted for, this is done determining the partial fringes added
strain:
Strain (in µstrain) =
Signal (in mV)× 0.655 µ m
Peak-to-Peak Voltage (in mV)
Gauge Factor (in mm)
× 1000 (3.3)
The Gauge Factor is defined as the distance between the two points where the sensor is fixed to
the vessel with the epoxy. The epoxy points have indeed a finite size and to enhance the accuracy
of the strain gauge, it is important to keep the diameter of the epoxy points to a minimum.
Anyway the inner and the outer distance between these two points are measured with a caliper,
and the Gauge Factor is then calculated as the weighted average of these measurements [48]:
Gauge Factor =
2× (Inner Distance) + (Outer Distance)
3
(3.4)
Figure 3.7: Schematic representation of the FISO fiber optic sensors
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Starting from the measurement campaign of April 2001 fiber-optic sensors from the FISO Tech-
nologies with an improved performance have been used. A diagrammatic representation of them
is given in fig.3.7. The fiber-optic sensor presents in its schema no relevant differences with the
former described above.
The Fabry-Perot cavity contains mirrors deposited on the tips of two multi-mode optical fibers
inserted into a micro-capillary. When bonded to a specimen, the strain transferred to the gauge
is converted into cavity length variations; the strain is calculated according to the following
equation:
Strain =
∆Lcavity
Lgauge
(3.5)
where ∆Lcavity is the variation of the cavity length and Lgauge is the gauge length, i.e. the
distance separating the spots were the optical fibers are welded to the micro-capillary.
The white-light Fiber-Optic Sensor Instruments furnished by the company can measure the
cavity length with a precision of 0.001 µm, resulting in a resolution of 0.01% . The software
gives directly the calculated strain and not only a voltage signal, so these fiber-optic strain
gauges are quite easier to use, even no tuning or calibration procedures are necessary [49], [50].
The strain values obtained are discussed together with the relative finite elements calculations
in the chapter 4.
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Chapter 4
FEM calculations
The various attempts to solve some of the ESS-related problems using the finite elements code
ABAQUS are discussed in this chapter.
After a brief introduction in which the different problems and ways to handle them are recalled,
various specific sections follow.
In particular, a two dimensional simple axisymmetrical model of the ASTE target is presented.
In this model were separately considered the effects on the vessel due to its direct heating and
those due to the mercury pressure load.
This is followed by the calculations carried out on a three dimensional model including the
flange for and the pressure sensor itself. The results are finally compared with the available
experimental data both for the strain and the pressure measurements.
In relation to the pressure measures, the experimental and calculated calibration of the pressure
sensor and its eigenmodes are also shown.
In the appendix C the propagation of the stress waves in a very simple geometry is discussed.
The aim was to investigate how to reach a good balance between the costs of the three dimen-
sional analysis within the given working conditions for the target and the accuracy delivered.
4.1 Problem Outline
The features of problem concerning the sudden energy deposition, the dimensions of the target
and the necessity to follow the propagating waves for a convenient interval of time brought our
available computing resources very close to their limits.
As discussed in the chapter 2 the finite elements dynamical calculations can be in general per-
formed with the help of two types of time integration operators: implicit or explicit.
ABAQUS/Standard uses an implicit time integration operator. This operator has in principle
no limitation in the upper limit of the time increment during the analysis.
This is practically true only for the linear problems while for the non-linear, the accuracy of
the solution is rapidly deteriorating with increasing time increments. Therefore in the case of
non-linearity the interval of time of the analysis should be kept short.
In our case the time of the analysis could reach a maximum of 150 µs. The computation of
the single increment solution in the implicit time integration scheme is quite consuming and a
great number of time increments were required to accurately follow the wave propagation in the
model. The limits of, the at the time available, memory capacity for the storage of data and
CPU time allowed for single users were reached. ABAQUS/Explicit employs an explicit time
integration method, this means that the state of the system is advanced through time increments
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∆t and it is based on the state at the time t at the start of the increment. How large could the
time increment ∆t be in order to maintain the accuracy in the representation of the problem is
in general defined by means of the highest frequency of interest in the system.
The stability limit i.e. the maximum amount of time the system could be advanced of, is also in
this case very short and exceeding it could rapidly bring to instabilities or unbounded solutions
(see chapter 2). Its definition in term of the highest frequency ωmax in the system and without
including the damping is:
∆tstable =
2
ωmax
. (4.1)
The highest frequency of the system is not easy to calculate, therefore a simpler and more
conservative definition for the stability limit is used, according to which the highest frequency,
always associated with the dilatational mode, is estimated for each individual element in the
model. It can be shown that the element-by-element frequency is always higher than the highest
frequency of the assembled finite elements model [24].
The stability limit definition is:
∆tstable =
Le
cd
, (4.2)
where Le is the characteristic length of an element and cd is the sound wave velocity for the
medium. Intuitively, the stability limit is the time a dilatational wave takes to cross the distance
defined by this length. The characteristic length is approximatively chosen as the shortest
element distance, so the shorter the element length, the smaller the stability limit.
Keeping the stability limit as large as possible reduces the number of increments to be completed
in the analysis, therefore the element size in the mesh should be kept as large as possible and
a mesh should possibly be uniform. For a period of oscillation of 1 µs associated with the
maximum frequency propagating in the system (the value derives from the pulse time of the
energy deposition assumed for the target), using the formulas above, a stable increment time of
ca. 0.1 µs is calculated. Eventually, a great number of time increments to complete a suitable
analysis time interval is anyway required, but with the advantage that the explicit dynamic
integration in ABAQUS/Explicit for each increment is less CPU consuming. There were however
problems with the storage of temporary working data files needed by the program and with the
final results files. Due to the large size of the results files, even the post-processing i.e. the data
extraction and elaboration was not always straightforward. The analysis time interval could
finally reach the 500 µs, despite the considerable number of elements in the model.
4.1.1 ESS and ASTE application case
Our concern is mainly to study the propagation of the stress and strain waves in the steel con-
tainer and of the pressure waves in the mercury. As the waves are traveling across the entire
system, the solution has to be overall in the system enough accurate. The planned shortest
operating pulse duration of the ESS is about 1 µs and an optimal accuracy in the description of
the stress and strain distribution and of the pressure wave propagation could be obtained having
10 elements in the distance traveled by the wave in the time of the pulse duration. Using the
values given in the tables 4.1 and 4.2, the maximum required element length would be:
LSte = tp cL ≈ 0.7 mm for the Austenitic Steel SS316
LHge = tp cHg ≈ 0.1 mm for the Mercury
This would mean to have for example, solid cubic elements, of about 0.7 mm side for the steel
and of about 0.1 mm side for the mercury. A simple rough estimation, supposing the ASTE
target were a parallelepiped around 0.7 m long with a 0.2 m side can be done.
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Austenitic Steel - SS316 values for a temperature of 20◦C and pressure 1 bar
Density ρ 7950. kg/m3
Young’s Modulus E 2.·1011 N/m2
Poisson’s Ratio ν 0.3
Specific Heat cP 470. J/kg K
Thermal Conductivity λ (at 100◦ C) 16. W/m K
Linear Thermal Expansion β (at 100◦ C) 17.5·10−6 K−1
Sound Velocity cL longitudinal 7452 m/s
... cT transversal 4119 m/s
Table 4.1: Physical constants for the Austenitic steel SS316
Mercury values for a temperature of 20◦ C and pressure 1 bar
Density ρ 13550. kg/m3
Bulk Modulus K 25·109 N/m2
Viscosity ν 0.115·10−6 m2/s
Surface Tension σ 0.465 N/cm
Specific Heat cP (at 60
◦ C) 138 J/kg K
Thermal Conductivity λ (at 100◦ C) 9.5 W/m K
Thermal Expansion β (at 100◦ C) 61. · 10−6 K−1
Sound Velocity cHg 1407 m/s
Table 4.2: Physical constants used for the mercury
This gives for a 0.025 m thick steel vessel a number of ≈ 3600 elements and, for the mer-
cury , ≈ 14 ·106 elements. Even if this rough estimation constitutes an upper limit, the number
of requested elements is too large for the problem to be solved with the available computer
resources. It is therefore necessary to make some further approximations. Starting from the less
demanding task:
1. The three dimensional modeling of the system may be in a first instance avoided and the
symmetries in its geometry can be used so far as possible. Some minor features can be
neglected.
2. A three dimensional model is created, again exploiting the geometry symmetry and intro-
ducing some more details. The smallest element sizes allowed by the actual computational
resources are used. Taking much larger elements than recommended for the problem into
examination, the solution confidence should be somehow assessed before. Further approx-
imation are in fact introduced.
In the first case a relatively low cost solution in terms of modeling and CPU time, is obtained
together with the orders of magnitudes of the quantities under examination. In the second case
instead, a step preceding the three dimensional analysis of the target is required in which the
loss in the accuracy should be estimated. For the assessment the model of a simple bar with a
square cross section has been selected and developed in the appendix C. The resulting advises
have successively been employed in the three dimensional analysis.
Since the geometry of the model clearly does not permit its uniform meshing, a reference side
dimension for the elements of ca. 2.5 mm for the mercury and of 1.25 mm for the steel have
been chosen. This does not exclude the presence of smaller elements in the mesh.
In fact, the stable increment time conservatively calculated on a element basis at the beginning
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of the analysis by ABAQUS/Explicit had a value of 3.7 ×10−8 s. This gives a minimum char-
acteristic element dimension in the model of ca. 0.2 m. There is therefore a number of critical
elements in the non-uniform mesh of the model which are very small and determine the initial
stable increment time. The global estimator algorithm may then increase it during the analysis
(see chapter 2). The total number of elements used for the model was about 500000.
The contact material model of ABAQUS/Explicit has again been used for the interface between
steel and mercury so that a transmission of force is possible in the direction perpendicular to
the surfaces when the respective nodes come into contact. The contact surfaces are then allowed
to slide without friction [30]. A general account on the assumed loadings in the calculations
and a comparison with the ASTE experimental energy deposition profiles will be given in the
following section before the two- and three dimensional models are discussed.
4.2 Energy pulse profiles and applied loads
The proton pulse energy deposition in the target takes place in a time of ca. 1 µs. Its distri-
bution can be calculated or experimentally measured. For a given proton beam, Monte-Carlo
simulations taking into account the rate of collision of the particle inside the mercury and the
steel give, in addition to the energy distribution also reaction cross sections and production cross
sections for neutrons, hydrogen and helium [51]. As already mentioned in chapter 3 it can be
also directly estimated from experimental data [43], [44]. For the finite elements calculations it
is necessary that the spatially non-uniform energy distribution deposited by the proton pulse
in the target is available, possibly expressed by a function in some system of reference. In the
worse case, at least corresponding punctual temperature values should be available which can
in turn be applied as loads on the nodes of the model.
Since we are interested on the effects taking place in a few hundred microseconds, some approx-
imations regarding the time behavior of the temperature distribution can be introduced.
The coefficient of thermal diffusivity α for a material is:
α =
λcp
ρ
(4.3)
where λ is the conductivity, ρ the density and cp the specific heat.
Its value for the steel is 3.8 mm2 / s and the diffusion ‘distance’ corresponding to a time for
example of 100 µ s, is ca. 0.4 mm, that is negligible if compared with the distance of ca. 500 mm
traveled by the longitudinal stress wave. A similar statement can be done for the mercury, where
1
time1 µ s
Figure 4.1: Time behaviour of the applied temperature load
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the coefficient of thermal diffusivity of 4.5 mm2 / s gives a diffusion ‘distance’ of ca.0.4 mm
compared to a sound wave distance of ca. 140 mm [52]. The finite elements analysis has been
performed for a maximum time of 500 µ s, thus, during this time the temperature conduction
effects are negligible and the temperature distribution can be considered constant in time. This
allows us to directly apply the temperature load obtained from the energy distribution E(r, z)
dividing it by density and specific heat as follow:
T (r, z) =
E(r, z)
ρ× cp (4.4)
The temperature is applied with a linear ramp profile in a time corresponding to the pulse time
and is then remaining constant after the full application of the load till the end of the analysis
as represented in the figure 4.1.
The fact that the heat conduction is negligible for such a short time of interest and that the
first sensible temperature drop take place at least after 5 s from the pulse deposition has been
confirmed also experimentally. During the ASTE experiment, in fact thermocouple temperature
measures where carried out with an experimental error on the measures of ±0.5 K and a period
of 15 ms between successive temperature readings. Within this conditions, the temperature
appeared to be constant for up to 1 s from the pulse deposition [43]. The energy and thus the
temperature distributions used in the calculations for the ASTE target geometry may differ by
their value of deposited energy and their profile. Mainly two different axisymmetric profiles were
used: a parabolic, and a so called inverse parabolic. The effects of a probably non-axisymmetric
deposition were therefore not taken into account.
The deposited energy distribution is given for a energy deposition of 58 kJ during a pulse duration
of 0.8 µs with an average beam power of 5 MW that are the features assumed for the ESS proton
pulse. The profile is extending as a function of z along the target axis, going (almost) to zero in
a distance of 700 mm and has a parabolic radial distribution with a radius of 55 mm. It is also
assumed that the energy deposition in the steel window is not depending on the thickness but
only on the radial coordinate.
In the mercury the functional expression of the energy distribution for the parabolic profile in a
cylindrical coordinate system of reference with the origin in the center of the hemispherical part
of the ASTE target is the following:
EHg(r, z) = 9.2×107 exp
(
−100× z
14.5
)
·
(
1− exp
(
−0.8 + 100× z
1.5
))
·
(
1− r
2
R20
)
J
m3
(4.5)
where R0 is the maximum value of the radial coordinate for the distribution.
In the steel the energy distribution for the same conditions is:
ESteel(r) = 26.3 × 106
(
1− r
2
R20
)
J
m3
(4.6)
The numerical factors in the equations 4.5 and 4.6 depends on the spatial distribution of the
profile and on the deposition time and are calculated normalizing the distribution for the value
of the total energy deposited.
For the same parabolic profile type, the distribution for different values of deposited energy
and/or radii can be found normalizing the energy distribution and calculating the relative con-
stant multiplication factor:
A′ =
E′
E
· R
2
0
R2′0
· A (4.7)
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Figure 4.2: Example of temperature distributions used in the ASTE target calculations. The
relative deposited energy E and beam radius R are indicated in the figure.
where A′ is the new multiplication factor, E′ the new given value of the deposited energy and
R′0 is distribution radius accounting for the beam radius. The second type of profile considered
in the calculations is the so called inverse parabolic. The profile in the axial direction remains
the same as in the previous distribution and the radial distribution is no more parabolic.
In analogy to the eq. 4.7 the multiplicative factor for changing from a parabolic to a inverse
parabolic profile, in the eventuality changing also energy and radius can be calculated from the
normalization of the energy distribution and is:
A′ =
E′
E
· 3 R
2
0
R2
′
0
· A (4.8)
where the primed quantities are referred to the new inverse parabolic and the non-primed to the
parabolic profile. So for the same amount of deposited energy 58 kJ and the same radius R0 of
55 mm, the inverse parabolic energy distribution in the mercury is:
EHg(r, z) = 27.6×107 exp
(
−100 · z
14.5
)
·
(
1− exp
(
−0.8 + 100 · z
1.5
))
·
(
1− r
R0
)2 J
m3
(4.9)
The respective expression for the steel is:
ESteel(r) = 78.9 × 106
(
1− r
R0
)2 J
m3
(4.10)
As indicated the corresponding applied temperature distribution is obtained dividing the above
energy distributions for steel and mercury by the respective density ρ and heat capacity cp:
T (r, z) =
E(r, z)
ρcp
(4.11)
The above energy distributions with the deposited energy of 58 kJ, predicted for the ESS, were
used only for the benchmarking calculations with the two dimensional models.
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The temperature profiles were then adapted to the experimental ASTE case, where in general the
deposited energy was lower and the beam radius smaller. The relative multiplying normalization
factors were calculated from the equations 4.7, 4.8.
The mercury temperature spatial distributions applied in some of the ASTE calculations are
presented in figure 4.2. It can be observed that for the same amount of deposited energy and
the same beam radius, the maximum temperature increase is higher for the inverse parabolic
profile.
The temperature distribution measured during the last ASTE experiments gave an interpolated
profile similar to the inverse parabolic though it can not described by a analytical function.
Since very few thermocouples could give reliable results, the temperature behavior in the not
monitored regions could only be roughly extrapolated.
However, the more relevant difference between the profile applied in the calculations and the
experimental one is due to the fact that the proton beam is not always centered and therefore
the axisymmetry is lost.
In the figure 4.3 are reported the parabolic profile with 2.5 kJ of deposited energy and 2 cm
E=5.8 kJ, R=4 cm
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Figure 4.3: Temperature distribution used in the ASTE target calculations for the three dimen-
sional model (see figure 4.28). A parabolic energy deposition profile of 2 cm radius and 5.8 kJ
deposited energy and a experiment-like non-parabolic energy deposition profile of 2 cm radius
and 2.5 kJ deposited energy are reported as indicated in the figure legend. The radial axis has
been truncated at r=2 cm, the distribution would be actually defined till r=4 cm.
beam radius used for the most part of the calculations, especially for the three dimensional
model shown in figure 4.28. The inverse parabolic profile approaching the most the experimental
temperature distribution features of the ASTE measurement campaign 2001 is also shown.
The increase in temperature measured experimentally for an energy deposition of 5.8 kJ was
going to zero within a radius of 4 cm and its maximum value was 6.5 K at z=8 cm along the
target axis. The comparison with the profile used in the calculations shows that even if the
deposited energy was 2.5 kJ, the smaller beam radius and the parabolic profile cause a larger
maximum value of the temperature increase: 11.5 K at z=4 cm.
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4.3 The two dimensional model
A first estimation of the order of magnitude of the involved quantities was performed with
ABAQUS/Standard by the JAERI team on a two dimensional (2D) axisymmetric model.
Axisymmetric linear (two nodes) shell elements of the type SAX1 (see chapter 2) were in a first
instance employed for the steel container thus assuming that the important stresses act on the
surface plane and not in the thickness of the steel wall.
All stresses except those parallel to the reference surface are neglected in their formulation and
also other effects taking place in the thickness (like the necking of the shell) are modeled in a
very coarse way. The SAX1 elements are in fact designed for applications in which the study of
detailed localization effects are not important (and this would be indeed not the case) [24].
For the mercury, axisymmetric continuum elements of the type CAX4R, linear (four nodes),
with reduced integration were employed [24, 29].
The response of the system has been calculated in some points of interest shown in fig.4.4.
The results of a transient dynamical analysis in the case of a parabolic energy profile with 58 kJ
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Figure 4.4: Position of the points of interest for the target. T=3 mm, R=100 mm, L=700 mm,
TF=2 mm
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deposited energy are reported in the reference [52], where a identical circumferential and axial
components of the stress at the point G oscillating with a frequency up to ca. 3.5×105 Hz and
a maximum value of 600 MPa was predicted. The maximum value has been shown to reduce
with increasing thicknesses of the container in the hemispherical region of the target. Taking
into account also the effects taking place in the container thickness, an analogous 2D axisym-
metric model employing continuum CAX4R elements also for the steel container was built. The
calculations for it were also performed with ABAQUS/Standard.
An thermal load was applied corresponding to the energy function 4.5 for the mercury and 4.6
for the steel assumed for ESS. The time behavior of the temperature load is that already shown
in fig.4.1. The full application of the load is reached with a linear ramp after 1 µs, afterwards its
value remains constant. The mesh used for the cylindrical part of the target is in the figure 4.5,
the detail of the mesh of the hemispherical part is in the figure 4.6.
1
23
Figure 4.5: Detail of the 2D mesh in the cylindrical part
Axisymmetrical linear solid elements of the type CAX4 were used, their dimension for the
mercury is : 2.5×4.3 mm in the cylindrical part, finer in the hemisperical part. In the steel:
1.5×4.3 mm in the cylinder, 1.5×1.9 in the hemispherical part.
The interaction between mercury and steel is permitted through the merging of the nodes at
the boundaries, allowing a continuos transmission of the forces between them. Some refinements
were done to assure the convergence and the accuracy of the results: A stress test calculation
on the mercury with a coarse mesh of 20×10 mm (in the cylindrical part, in the hemispherical
the mesh is always finer) gave ca. 33% larger values than that calculated with a mesh of 12×5
mm. A test with an even finer mesh (6×2.5 mm) gave a 2% lower values with respect to the
previous mesh. Therefore the mesh adopted is fine enough to give sufficiently accurate results
(the convergence of the results is already good with the last two test meshes). The time step of
the analysis varies from 0.2 to 1µs, and the total time has a maximum of 150 µs.
The effect of increasing the number of elements has in this case the effect of diminishing the
peak values of the pressure amplitudes. Increasing the increment time for example from 1 µs to
5 µs has also considerable effects on the time behaviour of the propagating pressure pulse and
the effects become more relevant for points that are not near to the applied load: for the point X
the positions of the principal peaks are delayed of about 10 µs, in the point G the peaks almost
coincide. In both cases some minor features are not even visible.
In order to distinguish between the effects of the container direct heating and that of the simul-
taneous heating of the mercury, a calculation in which the temperature loading was only applied
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Figure 4.6: Detail of the 2D mesh in the hemispherical part
onto the steel has been done. The mesh for the container remained the same used for the com-
plete system of container and mercury. In particular, in one case the mercury was present in
the model, having nodes merged with that of the steel hull, but having no direct heating caused
by the energy deposition, in the other it was not present at all.
The figure 4.7 represents the radial component of the stress in the point H (same position as
G(r=0mm, z=-3mm), but on the inner side of container, close to the mercury).
It can be seen that the presence of the mercury slighty limits the initial peak in compression
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Figure 4.7: Calculated component of the stress in radial direction at the point H(r=0mm,
z=0mm). The abscissa is Time in [s], the ordinate is Stress given in [Pa]. Solid line: the
mercury is present, no temperature load is applied to it, its nodes are merged with those of the
steel. Dotted line: the mercury is not present
which corresponds to the full application of the temperature load.
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The compressive status is longer maintained, since a prompt dilatation in the region is not al-
lowed due to the contact constraints with the mercury.
The radial direction in the point H corresponds to the meridional direction of the SAX elements
used in the work [52] cited also above. This direction is along the length of the element and
due to the symmetry position of the point H, coincides with the circumferential, that is not
reported here. The fluctuation of the stress towards increasing tension values between 70 and
90 µs that can be seen in the case of absence of the mercury resembles the analogous feature in
the paper [52]. It is as well eliminated by the presence of the mercury.
The damping of the oscillations is also more pronounced in the case the mercury is present.
The effects in the steel thickness in the same point H can be seen in the figure 4.8 for the axial
stress component. The presence of the mercury causes larger values of the stress contrasting
the deformation of the container. Both the radial and the axial components of the stress show
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Figure 4.8: Calculated component of the stress in axial direction at the point H. The abscissa is
Time in [s], the ordinate is Stress given in [Pa]. Solid line: the mercury is present, no temperature
load is applied to it, its nodes are merged with those of the steel. Dotted line: the mercury is
not present, the temperature is load only applied to the container
an oscillation with a period of about 5 µs in the case no mercury is present, if it is there, a
sort of superimposed frequency, can be seen with a period of ca. 2.5 µs. This is maybe due to
the fact that the compression (tension) wave is reflected as a tension (compression) wave at the
boundary with the mercury (which acts in this case as for example the fixed end of a bar).
The displacements calculated in the point X(r=100mm, z=150mm) on the container correspond-
ing to the pressure sensor measurement site are shown in figures 4.9 and 4.10.
It can be seen that the presence of the mercury and the relative merging of the nodes at the
boundaries drastically reduce the magnitude of the displacements.
In the case of the displacement in the radial direction, it can be expected that the contribution
due to the direct heating of the container will be negligible in respect of the contribution of the
pressure waves propagating in the mercury and hitting the container.
The displacement peaks occur with a good approximation after the time the stress waves need to
travel through the vessel until the point X with the wave velocity for the steel (about 35-40 µs).
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Figure 4.9: Calculated component of the displacement in radial direction at the point
X(r=100mm, z=150mm). The abscissa is Time in [s], the ordinate is Displacement given in [m].
Squares: the mercury is present, no temperature load is applied to it, its nodes are merged with
those of the steel. Crosses: the mercury is not present, the temperature load is only applied to
the container.
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Figure 4.10: Calculated component of the displacement in axial direction at the point
X(r=100mm, z=150mm). The abscissa is Time in [s], the ordinate is Displacement given in [m].
Squares: the mercury is present, no temperature load is applied to it, its nodes are merged with
those of the steel. Crosses: the mercury is not present, the temperature load is only applied to
the container.
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In the figure 4.11 the axial and radial stress at the point X(r=100mm, z=150mm) in the case the
mercury is present and its nodes are merged with those of the steel are shown. The temperature
load is only applied to the container. The axial stress is in this position along the length of the
element, the radial is the thickness of the container. The larger contribution is that of the axial
component, thus of the longitudinal stress waves. Its peak occurs after the time the wave need
to propagate to the point.
The following four figures 4.12, 4.13, 4.14, 4.15, are a sequence of snapshots at increasing
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Figure 4.11: Calculated component of the stress in axial and radial direction at the point
X(r=100mm, z=150mm) on the steel container. The abscissa is Time in [s], the ordinate is
Stress given in [Pa]. Crosses: axial component, Dotted: radial component.
instants of time of one half of the hemispherical part of the steel vessel. A vector plot of the
displacements of the nodes in that moments is shown in the case the mercury is present but no
load has been applied to it.
The length of the vector is proportional to the displacement magnitude, its direction gives the
displacement direction. There is a magnification factor of 4000 in the first three figures and of
2000 for the last one.
The region of hemisphere apex in which the displacements originate is limited by the radius of
the applied load. The expansion in the thickness when the load has been entirely applied can
be seen in the 4.12.
The subsequent propagation of the disturbance along the vessel can be followed in the other
figures taken respectively at 2 µs, 12 µs and 40 µs.
Summarizing, it seems that one of the effect of the mercury is to halve the period of the
oscillation of the stress waves in the thickness and to enhance the damping of the response.
Moreover, the effects of the stress in the thickness of the vessel are more relevant in the hemi-
spherical region than in the cylindrical.
This could become a critical point for higher temperature loads. In this case the maximum
temperature gradient was about 11 K.
Another observation can be made: in the model without mercury, the container has a displace-
ment at the point X(r=100mm, z=150mm) also in the axial direction.
41
12
3
Displaying vectors for variable U
Minimum vector magnitude =   0.0000E+00 at node      132
Maximum vector magnitude =   4.6911E-07 at node      719
DISPLACEMENT MAGNIFICATION FACTOR =  4.000E+03
RESTART FILE = sta_ohne   STEP 1  INCREMENT 5
TIME COMPLETED IN THIS STEP   1.000E-06 TOTAL ACCUMULATED TIME   1.000E-06
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Figure 4.12: Vector displacement plot at 1 µs,
immediately after the full application of the
load to the container for the 2D model with
no load applied to the mercury
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Figure 4.13: Vector displacement plot at 2 µs
for the 2D model with no load applied to the
mercury.
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DISPLACEMENT MAGNIFICATION FACTOR =  4.000E+03
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Figure 4.14: Vector displacement plot at
12 µs for the 2D model with no load applied
to the mercury.
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Figure 4.15: Vector displacement plot at
40 µs for the 2D model with no load applied
to the mercury.
42
123
TEMP VALUE
-1.18E-02
+2.88E+00
+5.78E+00
+8.67E+00
+1.16E+01
+1.45E+01
+1.74E+01
+2.03E+01
+2.31E+01
+2.60E+01
+2.89E+01
+3.18E+01
+3.47E+01
+3.76E+01
F
igu
re
4.16:
T
em
p
eratu
re
d
istrib
u
tion
in
th
e
target
after
th
e
p
u
lse
en
ergy
d
ep
osition
.
43
The presence of the mercury and the consequent merging of the nodes is reducing it considerably,
so that its contribution is not relevant and the flange containing the sensor is practically not
moving in axial direction. This would permit constant focusing of the laser beam used for the
measurements on the membrane center.
In the three dimensional model (3D) instead, a contact clearance model will be used in which
the nodes are free to move in the axial direction and a pressure force is transmitted between
mercury and steel only if their nodes come into contact.
This means that the axial displacement is no more going to be reduced by the merging. There-
fore this axial displacement of the container (and then of the flange to which the sensor is
screwed) will remain, independently from the load applied to the mercury that can eventually
add up its effects. Thus it can be presumed that the measurement flange moves in the axial
direction, carrying along the center of the membrane the laser is focused on, and probably affect-
ing the interferometric pressure measurements in the case the laser support would not exactly
follow the motion. The radial component of the displacement due to direct heating in the point
X(r=100mm, z=150mm) is anyway very small in the case of no merging and almost zero with
the node merging at the mercury/steel boundary. The more relevant effect on this component
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Figure 4.17: Calculated pressure in the points A(r=0mm, z=100mm) ,B(r=0mm, z=70mm) ,
C(r=0mm, z=40mm), D(r=0mm, z=10mm) of the mercury; the analysis time step is 0.8 µs.
should thus come from the heating of the mercury and the consequent propagating pressure
wave. If the sensor would not move in axial direction, this displacement component for the
sensor membrane should therefore be caused only by the pressure in the mercury.
It should be again pointed out, that the merging of the nodes at the boundaries between the
two media, though simplifying the analysis avoiding non-linearities, does not approach the real
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Figure 4.18: Distribution of the component σ11 of the stress tensor at 1 µs in the cross section
of the hemispherical part of the target.
The stress values corresponding to the differents contour region colors are indicated in [Pa] in
the figure legend.
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Figure 4.19: Distribution of the stress component σ11 after 16 µs in the cross section of the
hemispherical part of the target.
The stress values corresponding to the differents contour region colors are indicated in [Pa] in
the figure legend.
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situation as a continuos transmission of the forces causes probably an overestimation of the
stresses in the steel hull.
The ESS temperature load was successively entirely applied to the steel container as well as to
the mercury. The model had the same mesh as the former and the merging of the nodes at the
boundary. The temperature distribution due to the ESS deposited energy distribution is shown
for the entire system as a contour plot in fig. 4.16. The different colors of the contours regions
are corresponding to different values in the temperature gradient as indicated in the legend of
the figure. The maximum temperature gradient reached is about 38 K in the mercury. This is
marked by the red region around the point C(r=0mm, z=40mm).
The plot of the pressure for the relevant points in the mercury and for the container (with refer-
ence to the figure 4.4 in which they are indicated) is showed in the figures 4.17, 4.20, 4.21, 4.22.
No cut-off tension for the cavitation behaviour of the liquid was considered in the model.
In particular, as one can see in fig.4.17 in the point C the maximum compressive stress coincides
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Figure 4.20: Components σ11 and σ22 of the stress in the points G,H; the time step of the
analysis is 0.8 µs.
with that obtained according to (for a three dimensional state of stress ) the
–Eα∆T/(1-2ν)=–1.69×108 Pa where E is the pseudo-Young’s modulus already mentioned in the
chapter 2 and α is the thermal expansion coefficient given in table 4.2.
The snapshot of the FE results for the stress distribution (component σ11) at a time of 1µs is
given as a contour plot in the fig.4.18. The maximum value for the σ11 is about 1.7×108 Pa in
good agreement with the above value.
An analogous result is obtained for the point G(r=0mm, z=-3mm). In this case for the approxi-
mation of a one dimensional state of stress, the component σ11 of the stress tensor is predominant
and for a maximum temperature gradient reached after the energy deposition of about 7 K is
–Eα∆T=–2.4×107 Pa, where E and α are given in table 4.1.
The stress in the points G, H (see fig. 4.20) has a quite different behaviour compared to the case
of direct heating; the maximum tensile stress is one order of magnitude larger and the wave is
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not so dramatically oscillating. The value of the stress is slowly increasing until the maximum
in tension is reached. The state of tension in the container is longer maintained because of the
influence of the pressure wave in the mercury.
The fig. 4.19 shows the same component stress distribution after 16 µs, time in which the tension
in the point G (and H) reaches the maximum value.
For the points I, J, K along the walls the maximum tension needs a certain time to establish
(the delay is even longer than for the case of direct heating), the value is one order of magnitude
larger too with respect of the case of no load applied to the mercury.
Referring to the figure 4.11 (the point X is near to I), it can be clearly seen that the major con-
tribution is now coming from the pressure wave traveling through the mercury from the heated
regions to the container wall. The time in which the peak occurs is in fact corresponding to
the traveling time needed by its wave velocity. The steel contribution though arriving almost
simultaneously is covered by that of the mercury.
In the points E and F in the mercury that are not close to the hottest zone, the maximum
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Figure 4.21: Components σ11 and σ22 of the stress in the points I(r=100mm, z=100mm),
J(r=100mm, z=300mm), K(r=100mm, z=500mm); the time step of the analysis is 0.8 µs
value in negative pressure is reached after a time of 80 to 100 µs as it can be seen in figure 4.22.
As already seen for the container alone, in the points G, H of the hemispherical part σ11 is the
preponderant component while σ22 is the larger in the points I, J, K along the walls.
The hemispherical part takes all the initial deformation, which afterwards travels along the
container walls interacting with the pressure waves coming from the mercury.
As indicated this is the simplest model that can be done: features like the pressure sensor
flange or flange closing the container at the opposite side of the hemispherical part were not
taken into account.
Anyway first hints on the order of magnitude of the pressure in the points of interest defined in
the figure 4.4 and on the pressure distribution versus time could be obtained.
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Figure 4.22: Pressure in the points E(r=45mm, z=100mm), F(r=90mm, z=100mm); the time
step of the analysis is 0.8 µs.
Analogous peak values for the same problem were calculated also by the other programs CEFIT
and ANSYS 2 within the benchmarking phase in which the different programs available for the
solution of the problem were tested [35], [36].
The following step will be now to explicitly model the pressure sensor and its support flange, in
order to take into account also its interaction with the pressure waves propagating in the entire
structure.
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4.4 The pressure sensor
As already indicated in the chapter 3, the aim was to measure the pressure in the mercury
keeping the sensor possibly decoupled from the rest of the structure. The interaction between
mercury and sensor is completely mechanical in order to avoid disturbances due to the high
radioactive environment. One end of the sensor consists in a thin (0.25 mm nominal) layer of
steel of a circular shape of 5 mm radius joined at the boundary with a hollow cylinder fixed to a
support flange on the steel container. One side of this steel membrane is in direct contact with
the mercury. At the other side a laser beam entering the hollow cylinder and pointing the center
of the membrane, permits, using an interferometer, the measure of its displacements caused by
the pressure wave as described in the experimental set up in chapter 3.
The three dimensional finite elements model of the pressure sensor used in the calculations for
the complete target is shown in figure 4.23. Its symmetry is exploited and only the half of it
was modeled. In the next subsection, the eigenfrequencies of the sensor alone will be presented,
Figure 4.23: The three dimensional finite elements model of the pressure sensor used in the
calculations for the entire target. The z axis is perpendicular to the membrane of the sensor and
pointing towards the reader.
Exploiting the symmetry, only the half of the sensor was modeled.
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together with some convergence studies on its meshes. Afterwards, the results of the experi-
mental statical calibration of the sensors will be compared with the relative finite elements (FE)
calculations carried out for 0.4 mm and 0.3 mm sensor membrane thickness. Finally a compari-
son of the calculated pressure in the mercury at the sensor membrane with that measured in the
ASTE campaigns 1998 and 1999 is carried out. The calculated displacements of the membrane
are also shown.
4.4.1 The eigenfrequencies
The meshed model used for the FE eigenfrequencies calculations of the sensor is presented in
fig.4.24 and fig.4.25. The cylindrical symmetry was exploited and two dimensional axisymmet-
rical elements were employed. The eigenfrequencies were calculated also refining the mesh for
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Figure 4.24: Detail of the mesh of the membrane in the model used for the eigenfrequencies
calculations. The mesh consists of two dimensional axisymmetrical elements.
the membrane alone and for the complete sensor with a membrane thickness of 0.3 mm.
In the following table the frequencies of the first five eigenmodes are given for the membrane
alone, the complete sensor and the respective mesh and mesh refinement. It can be noticed
that especially the higher frequency modes are influenced by a mesh refinement and that the
eigenfrequencies of the higher eigenmodes of the entire sensor sensibly differ from those of the
membrane alone.
Eigenmode Frequency [s−1] Frequency [s−1] Frequency [s−1] Frequency [s−1]
number membrane only membrane only complete sensor complete sensor
40×4 elem. 80×8 elem. 20×3 elem. 80×8 elem.
1 2.84×104 2.90×104 2.64×104 2.77×104
2 10.8×104 11.1×104 6.06×104 6.06×104
3 23.5×104 24.0×104 7.77×104 7.77×104
4 40.2×104 41.0×104 10.0×104 10.5×104
5 57.2×104 61.3×104 12.0×104 12.1×104
The entire sensor has lower frequencies than the membrane alone, even if the order of magnitude
remains the same (tens to hundreds kHz for the first 5 eigenmodes). A refinement of the mesh
of the membrane in the case of the complete sensor causes a slight change only in the eigenfre-
quency of the first mode, thus a very fine mesh for its modelling is not necessary.
The eigenfrequencies of the sensor alone were mainly calculated in order to exclude that reso-
nances of the systems were accidentally measured during the ASTE experiment. Unfortunately
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Figure 4.25: Mesh of the entire sensor structure in the model used for the eigenfrequencies
calculations. The mesh consists of two dimensional axisymmetrical elements.
the calculated response frequency of the mercury is some tens of kHz, and it can be not excluded
that this resonance behaviour could affect the measured pressure response.
4.4.2 The sensor laser support
The laser support shown in the figure 3 in the chapter 3 was also three dimensional modeled
analogously to the pressure sensor. The meshed model is shown in the figure 4.26, exploiting
the symmetry only a quarter of the support was modeled. Its eigenfrequencies were calculated
for the first 10 modes and are given in the following table:
Eigenmode number F [s−1]
1 1.91×103
2 5.18×103
3 6.84×103
4 9.97×103
5 1.61×104
6 2.28×104
7 2.43×104
8 3.15×104
9 4.04×104
10 4.3×104
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The lower frequencies are one order of magnitude less than that of the sensor and that of the
response of the mercury. Starting from the fifth mode the frequencies are around tens of kHz,
close to those of the sensor.
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Figure 4.26: Geometrical meshed model of the laser support that is in turn joined to the flange
containing the pressure sensor
4.4.3 The static calibration
A static calibration of the sensors was experimentally done and also simulated by FE calcula-
tions. It was experimentally carried out applying pressures constant in time with successively
increasing values. With the help of a laser interferometer the corresponding displacements of
the center of the membrane were measured. The experimental setup for the displacement mea-
surements has already been described in the chapter 3.
In the calculation, a spatial uniform pressure was statically applied to the end of the sensor
which is supposed to be in contact with the mercury. The corresponding displacements for a
point in the center of the sensor membrane were calculated.
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The calculation was repeated for increasing applied pressure values until the maximum value for
the stress in the membrane was beyond the elastic limit for the material.
Two thickness values for the membrane were considered: 0.3 mm and 0.4 mm. The results are
reported in Tables 4.3 and 4.4.
Looking at the pressure/displacements values, it can be seen that the thinnest membrane can
P [MPa] U2max [µm] σ
max
11 [MPa]
0.2 4.94
0.4 9.88
0.6 14.8
0.8 19.8
1. 24.7
1.2 29.7 150
1.4 34.6 170
1.6 39.5 200
2.0 49.4 250
3.0 74.1 377
3.5 86.5 440
4.0 98.8 503
6.0 140. 754
Table 4.3: Applied pressure P and related values for the displacement U2max of the center of
the membrane and the maximum tensile stress σmax11 in the membrane for 0.3 mm thickness
hold up higher applied pressures, having larger displacements and reaching later the elasticity
limit.
The membrane thicknesses differ only by 0.1 mm, but the difference in the displacements caused
by the same applied pressure can reach the 40% and the larger the applied pressure the larger
the difference.
Therefore the accuracy of the experimental measurements and their comparison with the calcu-
lations is strongly dependent on the knowledge of the exact thickness value for the membrane
of the used sensor, the uncertainty becoming larger with increasing pressure values.
Two static calibrations respectively with separated and integrated laser support were performed
before the experiment took place. They gave similar results of the membrane displacements for
the same applied pressure: ± 5 mV when the displacements are expressed in Volts. A displace-
ment of 0.32 µm corresponds to 1 mV.
Successively, a static calibration was carried out on the sensors not used in the ASTE experiment
and therefore not exposed to the highly radioactive environment. The vibrometer controller had
in this case the same setup as in the ASTE experiment and gave quite different results. The
Tracking Filter position was FAST, the Velocity Range 1000 mm/s/V, the Velocity Filter 5 kHz,
the Displacement Range 80 µm/V, for an explanation of their meaning please refer to the chap-
ter 3.
The interval of variation of the displacements, read as voltages on the oscilloscope, was in this
case quite large for a certain applied pressure.
The oscillating voltage signal on the oscilloscope made sometimes practically impossible to read
only one displacement/voltage value for an applied pressure, as it is reported also in table 4.5.
Probably, notwithstanding the slow application of the pressure, the membrane was actually put
into oscillation by the load application and was not in an equilibrium position.
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P [MPa] U2max [µm] σ
max
11 [MPa]
1. 13.8 99.1
1.2 16.6 119.
1.4 19.3 139
1.6 22.1 159
2.0 27.6 198
3.0 41.4 297
3.5 48.3 347
4.0 55.2 396
6.0 82.8 595
Table 4.4: Applied pressure P and related values for the displacement U2max of the center of
the membrane and the maximum tensile stress σmax11 in the membrane for 0.4 mm thickness
This introduces a further uncertainty in the interpretation and the comparison of the calculated
and measured data.
Looking at the results for the calibrations, the uncertainty in the measured pressure could also
be ±1 MPa, which for pressure values of interest up to 10 MPa is very much.
From the measurements it can be assumed that the displacements are linearly dependent on
the applied pressure. The correspondent interpolated experimental calibration curves and those
calculated for the two membrane thicknesses of 0.3 mm and 0.4 mm are shown in figure 4.27.
Actually, only few sensors had their thickness measured in order to verify their nominal thickness
of 0.25 mm and none of them had both the first and the second experimental static calibrations.
The sensor #2 was employed in the experiment and could not be calibrated a second time, so a
calibration curve was estimated referring to the results for the other two sensors.
In order to assess the sensor #2 thickness, the second calibration of the sensor #4, with a mea-
sured thickness of 0.3 mm and the second calibration of the sensor #3 can be compared.
Assuming a linear dependence for the variation of the calibration curve slope with the sensor
thickness, a thickness of about 0.5 mm could be estimated for the sensor #3.
Referring to the first calibration curve for the #3 and the calculated curve for 0.4 mm thickness
and with the same assumption of linearity as far as the curve slope is concerned, it can be
assumed that for the same membrane displacement, the corresponding experimental pressure
values could be underestimated with respect of the calculations results.
A thickness of ca. 0.4 mm could be analogously estimated for the sensor #2 used in the ASTE
experiment.
The simulation for the ASTE target behaviour under a proton pulse was instead carried out
with a sensor thickness of 0.25 mm.
With the assumption that the disturbance caused by the pressure sensor as a probe on the
mercury is negligible, this difference should not affect the absolute pressure values for the same
loading conditions.
On the other hand, the displacements corresponding to the same applied pressure of the sensors
having different thicknesses are different. This occurs not only for the displacements amplitudes,
but also for their oscillating behaviour.
Therefore a direct comparison of the measured displacements with the calculation results is not
possible.
Furthermore, a direct comparison of the calculated pressure time behaviour with that derived
from the displacement can not be done. In fact, even in the case of identical sensor thicknesses
the dynamic behaviour of the sensor responding to an applied pressure excludes it.
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Figure 4.27: Calculated calibration curves for 0.3 mm and 0.4 mm membrane thickness and
interpolated experimental calibration curves for the sensors #1, #2, #3 relative to the first and
second calibrations, for the sensor #2 the second calibration curve was estimated referring to
the other two.
Unfortunately dynamic calculations were only carried out for the 0.25 mm thickness.
The effects add up with the other fundamental differences between the conditions in the model
and in the experiment. Therefore, a measure of the pressure in the mercury could itself have a
very poor accuracy and on the other hand, a comparison with the calculated pressures and/or
displacements is difficult and restricted to the absolute pressure values maybe only at the be-
ginning of the temporal analysis.
It should be pointed out that the entire experimental set up was already installed and in use at
the time of the calculations and the nominal thickness of the sensors was not under discussion.
There was anyway no more chance to measure the thickness of the sensor used in the ASTE
experiments.
4.5 The three dimensional model
Thanks to the cylindrical symmetry, the model represents one eighth of the real target. It con-
sists of a slice spanning a pi/4 angle, including the cross section half of a pressure measurement
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P [MPa] Displacement z-dir [mV] Displacement z-dir [µm]
0.5 50 (min.) to 85 (max.) 16 to 27
1.0 125 (min.) to 150 (max.) 40 to 48
1.5 175 (min.) to 290 (max.) 56 to 93
2.0 260 (min.) to 350 (max.) 83 to 112
3.0 320 (min.) to 585 (max.) 102 to 187
4.0 455 (min.) to 680 (max.) 146 to 218
Table 4.5: Second calibration: applied pressure P and interval of variation of the experimentally
measured related values of the displacement of the center of the membrane given in mV (2-nd
column) and in the corresponding µm, assuming from the vibrometer measurement range that
100 mV correspond to 32 µm.
flange, as it can be seen in the figure 4.28. The mesh is not shown because the element are too
small to be distinguished with this figure size.
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Figure 4.28: Model of the 1/8 target used for the three dimensional finite elements calculations
The pressure sensor measurements sites have therefore been assumed to be four instead of the
actual two present around the circumference of the first ASTE experimental target shown in
figure 3 in chapter 3. These flanges are not present at all in the target used for the measurement
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campaign in 2001.
4.5.1 The sensor and its displacements
The comparison between the finite elements results for the pressure sensor and the ASTE mea-
surements campaigns of 1997 and 1998 is presented here.
As already explained in chapter 3, the aim of the experiment was to measure the displacements
of the mechanical pressure sensor by means of laser interferometry. With this experimental set
up, the movements of the membrane in the pressure sensor should have been decoupled from
the container itself. The detection of the displacements should have been permitted in direction
of the impinging laser beam only. It was therefore supposed that the membrane only moves in
Figure 4.29: Measured pressure corresponding to the membrane displacements in the ASTE
1998 experiment. The multiplying factor for the transformation Volts to MPa is derived from
the slope of the static calibration applied pressure-displacement calibration curve for the sensor
#2 and is 16.7. The Alternating Gradient Synchroton energy per pulse is 24 GeV with 0.88E12
proton per bunch corresponding to an energy of ca. 3.3 kJ.
this direction. The laser, being joined to the flange and the container, should have followed any
other movement of the sensor. In its system of reference only the membrane should have been
oscillating and this in syncronicity with the pressure wave in the mercury.
The pressure sensor was statically calibrated, so that to a displacement value corresponds a
certain pressure value as described in the chapter 3 and in the previous subsections.
As already noticed, at this point relevant approximations and uncertainties are introduced. In
fact, the range of variation for a measured pressure value could also be of the order of magnitude
of the actually measured pressure. It will be shown that the repeatability of the measurements
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is with a good approximation ensured. Their reliability instead, especially as far as the identity
of the measured quantities is concerned, is questionable.
Some pressure measurements runs for the 1998 ASTE experiments are shown in the figures 4.29
and 4.30. Analogous runs for the 1999 are presented in the figures 4.31, 4.32, 4.33.
The energies of the proton pulses vary from 2.8 kJ to 4.2 kJ, while usually about 60% of energy
has been actually deposited in the target. The deposited energy for the calculations is 2.5 kJ.
On the ordinate axis there are pressure units derived directly from the voltage values read in
Figure 4.30: Measured pressure corresponding to the membrane displacements in the ASTE
1998 experiment. The multiplying factor for the transformation Volts to MPa is derived from
the slope of the static calibration applied pressure/displacement calibration curve for the sensor
#2 and is 16.7. The Alternating Gradient Synchroton energy per pulse is 24 GeV with 0.74E12
proton per bunch corresponding to an energy of ca. 2.8 kJ.
Volts on the oscilloscope. They are multiplied by a factor 16.7 to obtain MPa. The factor 16.7
is calculated from the slope of the static displacement/applied pressure calibration curve for the
sensor #2 reported also in the section 4.4.3.
Even though the pulse energy for the curves in figure 4.32 and 4.33 is the same, a difference in
the amplitudes of about 0.5 MPa can be noticed.
A comparison among the curves referring to the same measurement campaign, shows that their
repeatability is with a good approximation satisfied.
At a first sight, the behaviour of the measurements runs in 1998 and 1999 is similar. However, in
the first measurements (1998) the displacements remained for almost all the time positive (the
membrane seems to be pushed upwards), having only for a short time very small negative values.
In the 1999 curves, negative displacements for time intervals of about 200 µs were measured.
As it will be later on discussed, since we know from the finite elements analysis that the mem-
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Figure 4.31: Measured pressure corresponding to the membrane displacements in the ASTE
1999 experiment. The multiplying factor for the transformation Volts to MPa is derived from
the slope of the static calibration applied pressure/displacement calibration curve for the sensor
#2 and is 16.7. The Alternating Gradient Synchroton energy per pulse is 24 GeV with 1.04e12
proton per bunch corresponding to an energy of ca. 4 kJ.
brane displacements remain positive, this could already be an effect of not suited settings for
the vibrometer.
In the 1998 campaign the beam energies were in fact slightly lower than those of 1999. Conse-
quently, the velocities and the frequencies of the membrane could have been within the tracking
range of the vibrometer for additional intervals of time and the displacements actually been
measured.
The large second positive peak at about 350 µs and the minimum at about 300 µs are features
common to all the measurements. It will be shown that in the model the time interval in which
the membrane velocities appear to be out of range spans from around 250 µs to 350 µm. In
dependence on the beam energies, this interval could have been slightly shifted. The system of
reference z direction coincides with the assumed laser beam direction in the experiment. The y
direction coincides with the axis of the cylindrical part of the ASTE target. The components
in z and y direction of the displacements were calculated for the central point of the membrane
and for a corresponding point close to it in the mercury and are shown in figure 4.34.
The first displacement in the z direction occurs at ca. 54 µs for both the mercury and the
membrane. This time corresponds with a good approximation to the traveling time the pressure
wave front needs to reach the container wall at x=10 cm. The front coincides with the external
profile of the deposited energy at x=2.5 cm in the mercury.
Its maximum value occurs slightly later, because the external wave front is related to lower
energy and thus lower pressure values. Also the displacement in the y direction seems to be
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Figure 4.32: Measured pressure corresponding to the membrane displacements in the ASTE
1999 experiment. The relative multiplying factor for going from Volts to MPa is derived from
the slope of the static calibration applied pressure/displacement calibration curve for the sensor
#2 and is 16.7. The Alternating Gradient Syncroton energy per pulse is 24 GeV with 1.1e12
proton per bunch.
Figure 4.33: Measured pressure corresponding to the membrane displacements in the ASTE
1999 experiment. The relative multiplying factor transforming Volts into MPa is derived from
the slope of the static calibration applied pressure/displacement calibration curve for the sensor
#2 and is 16.7. The Alternating Gradient Synchroton energy per pulse is 24 GeV with 1.1e12
proton per bunch corresponding to an energy of ca. 4.2 kJ.
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Figure 4.34: Calculated z and y component of the displacement for the point at the membrane
center and a close corresponding point in the mercury. U3 is the z component, U2 is the y
component.
due only to the pressure wave fronts hitting simultaneously the entire container because of the
cylindrical symmetry.
Anyway, the longitudinal stress wave traveling in the steel container would take about 40 µs to
reach the same position and its contribution may not be visible.
The membrane is afterwards no more relaxing and passing through the equilibrium position
where its displacement U3 is equal to zero. It oscillates instead with an apparent frequency of
ca. 50 kHz with increasing displacement values. This frequency value is close to the eigenfre-
quencies calculated for the entire sensor. The z displacements in the mercury are getting larger
during the analysis. This is probably due to additional effects coming from the interference of
pressure wave fronts reflected at the container wall.
In the figure 4.35 the z and y component of the displacement are shown. They are calculated
for two representative nodes on the measurement flange joined to the container (see also fig-
ure 4.28).
The displacements in the y direction of the membrane and of the flange start to be different from
zero at about the same time. They have also the same magnitude indicating that the sensor
and thus the membrane are moving together with the container. The latter is expanding as a
consequence of the mercury expansion and deforming because of the stress wave propagating in
it. Looking at the z direction displacement curves for the flange and at the measured displace-
ments for the membrane in figure 4.31 to 4.33, it can be noticed that the former seems to better
resemble the measurements than the actually calculated membrane displacements.
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Figure 4.35: Calculated z (U3) and y (U2) component of the displacement for two representative
nodes on the upper part of the sensor in contact with the measurement flange joined to the
container where the sensor is.
See for example the position of the first peak and the change to negative displacements values
at ca. 200 µs followed by the return to positive displacements at ca. 350 µs.
Another interesting feature is that the movements of the flange in the y direction change their
sign almost simultaneosly with the measured signal. So that an influence of this axial move-
ment on the displacements ”seen” by the laser may be supposed. It appears therefore even more
unlikely that the measured curves exactly represent the time behaviour of the membrane dis-
placement.
As already mentioned, there are some reasons that could explain the fact. They are related
to some possible restrictions due to the setting of the experimental set up and can be guessed
looking at the calculated velocities and frequencies for the membrane oscillations.
The instrument has in fact a so called tracking filter which is removing the output signal noise
(see section 6 of the vibrometer manual [45] and the chapter 3). This works principally with
three possible settings: ”LOW”, ”FAST”, and ”OFF”. The signal detectable by the instrument
without loss of lock depends on the product of the frequency with which the object is oscillating
and on its velocity. A loss of lock means that the input signal (i.e. the measured signal) could
no more be reproduced by the output signal of the filter.
Its effects can be in some cases a deformation of the signal and/or a sort of ”bridging”. A certain
value of the signal can be maintained longer than it actually lasts resulting in a smoothing or
drops-out can be hidden as a consequence of the ”inertia” of the output signal.
The displacements of the membrane in figure 4.34 have an apparent oscillation frequency calcu-
lated from the peak to peak interval of time of at least 40 kHz.
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Figure 4.36: Velocity in z direction calculated at the center of the membrane
Figure 4.37: Velocity in z direction (it coincides with the direction of the laser beam) of the
entire pressure sensor, calculated at some nodes on the upper part of the sensor in contact with
the measurement flange on the container
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With such a high frequency value (more than 30 kHz), the displacements can be detected until
a velocity of ca. 0.6 m/s as it is reported in figure 4.38.
In the figure 4.36 the membrane velocity is shown. Referring to the operating filter tracking
Figure 4.38: Operating ranges of the tracking filter with the ”LOW” and ”FAST” settings.
ranges (see fig. 4.38) the velocity of the membrane after the second peak becomes too high for
its displacements to be detected by the instrument.
In the figure 4.37 the velocity of the entire sensor can be seen. It is instead more or less 10 times
slower during the entire duration of the analysis and it would therefore be within the detection
range of the instrument.
It could be assumed that, due to their high velocity and high frequency, the displacements of
the membrane have been detected only up to the second peak.
Afterwards, the instrument could have lost the lock. It could have perhaps given as output a
smoothed or deformed signal. It could have even kept on measuring the slower velocity displace-
ments of the entire sensor, in the case the laser was not exactly moving with the flange.
This could also explain why the measurements were with a good approximation reproducible.
The empirically adjusted settings for the vibrometer were in fact not changed. Since the signal
has always been satisfactory, there was no need to do it.
However, the calculated pressure for the mercury at a point in the vicinity of the membrane
present some main features that are recalling those of the experimental curves as the figure 4.39
shows if compared for example to the figure 4.32.
Taken into account the differences between model and experiment, to the first calculated pres-
sure peak of 0.5 MPa at about 50 µs corresponds a peak for the measurements with a comparable
value. The related peak in the calculated displacements is about 5 µm.
Therefore, the first peak is undoubtly related to the displacement of the membrane.
The calculated pressure oscillates afterwards with very small amplitude values around zero un-
til, between 200 and 300 µs, another large structure can be seen. This could correspond to the
64
-1
-0.5
0
0.5
1
1.5
0 50 100 150 200 250 300 350 400 450 500
Pr
es
su
re
 [M
Pa
]
Time [x 10^-6 s]
Figure 4.39: Calculated pressure for some elements in the mercury close to the membrane of the
sensor.
negative values in the measured curves.
The structure does not appear in the z direction component of the displacement but relates at
least for its time duration with the y direction component. The displacement amplitude of ca.
48 µm is in this case apparently corresponding to a 1 MPa pressure. There would be therefore
no linearity between pressure and membrane displacement as long the membrane is put into
oscillation.
The other very large feature in the experimental curves between 350 and 700 µs can again be
related to increasing z component displacement values and to the further change of sign of the
y component. In that interval of time however, the calculated pressure shows positive values
comparable with those at the beginning of the analysis.
Only the first displacement peak and its amplitude can be directly related to the pressure in the
mercury. In this case the pressure in the mercury almost coincides with the pressure calculated
for the membrane as it can be seen in figure 4.40.
The fact that the membrane together with the entire sensor is moving along the axial direction
could have caused problems during the measurements if the laser was not really following their
movements. It seems also that the dynamic behaviour of the membrane subjected to a time
variable pressure load prevented an evaluation of the pressure by means of a measure of the
induced membrane displacements.
4.5.2 The strain of the target container
A description of the experimental setup for the measurement of the strains in the steel container
has been given in the chapter 3. The experimentally measured strains are here compared with
those calculated, especially for some points given in the following table and corresponding to
some experimental positions of the strain sensors that are indicated in figure 4.41.
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Figure 4.40: Calculated pressure for the membrane and a corresponding position in the mercury.
The thicker solid line is corresponding to mercury.
Corresp. model ref. point Sensor ID Orientation Z [mm] X [mm] Y [mm]
1 Meridional 0.5 10.0 0.5
G 3 Meridional 13.4 49.9 2.5
5 Meridional 50.0 86.5 4.3
7 Meridional 13.4 0.0 50.0
9 Meridional 50.0 0.0 86.6
11 Axial 110.0 -5.0 99.9
I 12 Hoop 110.0 -5.0 99.9
13 Axial 110.0 99.9 5.0
14 Hoop 110.0 99.9 5.0
25 Axial 110.0 -99.9 -5.0
26 Hoop 110.0 -99.9 -5.0
15 Axial 200.0 -5.0 99.9
U 16 Hoop 200.0 -5.0 99.9
17 Axial 200.0 99.9 5.0
18 Hoop 200.0 99.9 5.0
29 Axial 200.0 -99.9 -5.0
30 Hoop 200.0 -99.9 -5.0
19 Axial 400.0 -5.0 99.9
J,K,BH 20 Hoop 400.0 -5.0 99.9
21 Axial 400.0 99.9 5.0
22 Hoop 400.0 99.9 5.0
23 Axial 700.0 -5.0 99.9
24 Hoop 700.0 -5.0 99.9
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Figure 4.41: Position of the strain sensors in the ASTE experiment 2001
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The points U and BH have been added to the set of point of interest already given in the
figure 4.4. So please refer to it for the identification of the points mentioned in the following
discussion.
The point U with y=170 mm (the z direction of the experimental target is the y axial direction
of the model) is in the vicinity of the flange that contains the pressure sensor, at this point the
perturbations to the wave propagation due to the flange could have already been shown in figure
4.42. The point BH with y=400 mm is in the same position as the strain sensor #21.
Taking into account the differences between the new experimental setup and the model used in
the calculations, the agreement between measured and calculated strain is good also for what
concerns the strain absolute values. Later on it will be explained why it happens despite the
different loads. The fact allows us to have some confidence also in the calculated pressure be-
havior in the mercury and in the displacements of the pressure sensor.
The newer experimental target presents some different features in respect to the model of the
first ASTE target for which the calculations have been performed.
The new target is in fact 1300 mm long compared to the 700 mm of the model and has no flanges
for the pressure mechanical measurements described in the previous section.
The presence of the flange and of the pressure sensor in the model produces some disturbances
in the propagating strain waves which should not appear in the experimental measures.
This disturbances are concentrated around the flange, and become negligible for the strain cal-
culated at the same height but relatively far from it as can be seen in figure 4.42. The curve
with x=0 mm is near the flange, the first peak seems to be more spread and there are some
other narrow peaks probably due to wave reflections at the flange.
As already mentioned, the other main geometrical difference is in the length, the model target
PT_U x=0 mm
PT_U x=70 mm
Figure 4.42: Calculated strain axial component at the point U(y=170 mm), directly after the
measurement flange and relatively far from it on the target container
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is only 700 mm instead of 1300 mm. Actually, this is not a problem when comparing the results,
attention has only to be paid in calculating the time the waves travel in the container until they
are reflected.
A few comments about the applied load and the absolute values of the strains have to be added.
Previous calculations on the ASTE target with different temperature loads, show that for the
same profile type and beam radius and different values of deposited energy, the response of the
system scales linearly with the deposited energy.
An example can be seen in the figure 4.43 where the pressure calculated for the mercury in a
point corresponding to the experimental pressure sensor measurement site is reported for two
different loads. They have a parabolic profile with radius 4 cm and respectively 2.5 kJ and 10 kJ.
The model used was simply meshed with axisymmetric elements and merging of the node at
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Figure 4.43: Pressure time behaviour for a parabolic temperature profile with 4 cm beam radius
and 2.5 kJ deposited energy (dashed line) and a temperature profile with the same radius and
10 kJ deposited energy (line).
the boundaries, so that non-linearities should not be present. We espect that at least the first
peak values of the pressure become for the 10 kJ load about four times the values for the 2.5 kJ,
and this is indeed the case. The non-linearity effects eventually introduced from the contact
boundary conditions between steel and mercury influence only mildly this trend.
More in general, changing temperature profiles and keeping constant the ratio between their
respective energies and beam radii E/R0 = E
′/R′0, though influencing the temporal behaviour
of the pressure it does not introduce variations in the peak value amplitudes.
A comparison has been done also between the pressure calculated at the same point in the
mercury for a parabolic and a non-parabolic profile having the same beam radius and the same
deposited energy. The results are reported in figure 4.44.
Assuming the above mentioned linear scaling with the energy of the calculated quantities
(pressure in this case) for the same profile type, the pressure of the figure 4.44 can be scaled to
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Figure 4.44: Pressure time behaviour for a parabolic (line) and a non-parabolic (dashed line)
temperature profile with 4 cm beam radius and 10 kJ deposited energy.
an energy deposition of 5.8 kJ. This corresponds to the interpolated experimental profile of the
ASTE 2001 measurement campaign. The other pressure corresponds to the pressure calculated
for a parabolic profile with 2 cm radius and 2.5 kJ deposited energy because the ratio between
energy and beam radius are kept constant (see fig.4.3).
For example the first peak absolute value of the inverse parabolic profile in the 4.44 is 2.8 MPa,
scaling it to the deposited energy of 5.8 kJ, we get a value of ca. 1.6 MPa, which is close to that
of the parabolic profile. That explains why the calculated and the experimental strain values for
the ASTE 2001 campaign are theoretically comparable though having very different temperature
distributions. The comparison between the calculated and the measured strains confirms the
hypothesis within the experimental errors. The pulse may in fact be slightly different from the
one described analytically by the inverse parabolic profile. It may also be not centered and not
remain perfectly the same from one measurement run to the other.
As mentioned above, the strain sensors were positioned at different sites along the new ASTE
target and their relative identification number and position are shown in the figure 4.41.
The meridional strain component for the point G at the apex of the hemispherical window is
shown in figure 4.45. The analysis time interval was 500 µs, but only 300 µs are here represented
because no relevant features were anyway present later.
The meridional strain is for this point the composition of the radial and z directions tangential
to it and perpendicular to each other.
A first very small peak at about 1 µs may be seen, it occurs after the completion of the temper-
ature loading and is due to the direct heating of the steel container. The feature is more evident
for the single radial and z strain components not presented here. This first peak is soon overcome
by the strain peak due to the pressure wave coming from the mercury which hits the container
wall. The time delay until the highest strain value is reached, corresponds approximatively to
the time the pressure wave in the mercury travels from the hottest region, where it is originated,
to the container wall. The component in figure 4.45 can be directly compared with the results
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Figure 4.45: Calculated meridional strain at the point G on apex of the steel container.
A first small peak at the beginning can be distinguished due to the direct heating of the target
container. The time delay for the second larger peak corresponds to the time the pressure wave
travels in the mercury from the hottest point C(0,40,0) to the point G(0,0,0).
Figure 4.46: Meridional strain measured by the strain sensors #01, #03, #05 on hemispherical
part of the steel container. The time interval of the measurement is very much longer than that
of the finite elements analysis. (TP ≡ 1012 protons). See figure 4.45 for a comparison with the
calculations.
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for the strain sensor #1 in the figure 4.46 but the fact that the sensor #1 is not exactly in the
apex position must be taken into account. The absolute strain values are in fact diminishing
moving away from it.
It can be noticed that the half width of the second peak reflects the profile of the deposited
energy distribution. In particular, the experimental strain curve of the figure 4.46 has a larger
time delay and half width and its hottest point is indeed located behind that of the calculations.
For the experimental curve of figure 4.46 the half width of the peak is ca. 60 µs and for a wave
velocity in mercury of about 1400 m/s, the hottest point should be positioned at ca. 8 cm along
the target axis.
The position has been confirmed experimentally by the thermocouple temperature measure-
ments, one of them is reported in figure 4.47.
The absolute values of the experimental and calculated strains could be therefore considered
Figure 4.47: Example of a measured temperature distribution at the thermocouples for a beam
pulse run along the target axis
in good agreement. The meridional calculated strain peak value is about 150× 10−6 while for
the strain sensor #01 (the closest to the point G position) is about 100×10−6.
A direct comparison of the meridional calculated and measured strain can be seen in the figure
4.48, it refers to the same pulse with 2.43×1012 protons per pulse and an energy of ca. 5.8 kJ as
that in the figure 4.50. The considered interval of time spans 200 µs and no reflections occure
within it. The strain measured by the sensor #13 at y=100mm is compared with that calcu-
lated at the position I(y=110mm) near to it. As expected a short delay can be seen between the
respective starts of the signals. Their shape is quite different, the calculated signal presents at
about 100 µs a negative peak that could be due to a reflection at the measurement flange. Its
center is at y=150mm and it has a radius of 25 mm. This is not present on this experimental
target. The larger width of the experimental peak with respect to that calculated probably de-
pends on the different profiles of the beam energy distribution, as already noticed for the strain
peaks at the apex of the target.
The agreement between the results for the sensor #21 and the point BH both at y=400mm
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along the target is very good for the absolute values as well as for the peak shape.
The calculated strain component in axial direction for the point I at y=100 mm, that is near to
the strain gauge #13 at y=110 mm, the point J at y=300 mm that is behind the #17 at y=200
mm and the point BH at y=400 mm that is exactly at the same position as the #21 is shown
in figure 4.49. In this case the time interval has been enlarged in order to consider also the
strain reflections. The first structures in the calculated strains present for all the three points
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Figure 4.48: Comparison of the experimental and calculated strain components respectively for
the strain sensor #13 at y=100mm and the point I(y=110mm) and the sensor #21 and the
point BH both at y=400mm. In the represented interval of time no reflections occur. It refers
to the same pulse as in figure 4.50. The delay between the first two peaks is due to the different
position along the target vessel. The larger width of the first experimental peak is probably
due to the different profiles of the experimental and calculated beam energy distributions. The
negative peak in the calculated strain about 30 µs after the first positive peak may be a reflection
coming from the measurement flange (its edges are at y=125mm and y=175mm). The last two
strain curves both referring to the position y=400mm are in very good agreement.
common features: an early smaller and wider peak and a higher narrow peak practically joined
with the first one. The time in which the narrow peaks occur are approximately corresponding
to the time the peak in tension due to the pressure wave in the mercury hitting the container
at the point G propagates in the steel to respectively the points I, J, BH. The more one moves
away from the point G, the more the peak seems to broaden and become smaller. The effect is
probably due to the damping, especially of the higher frequencies in the signal.
The first smaller peaks seem again to be attributable to the direct heating of the container,
since the time interval between the two corresponds to the delay between the direct heating and
moment the pressure wave hits the container already found for the point G.
A first reflection wave coming back from the from the target end may be seen for the point I
between 250 and 300 µs. For a velocity of ca. 5000 m/s and a distance of ca. 1.2 m the time
delay between the peaks would in fact be about 240 µs. This peak has been heavily damped
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Figure 4.49: Calculated axial strain components at the points I(y=100 mm) green dashed line,
J(y=300 mm) blue dotted line, BH(y=400 mm) red continuos line, on the steel container. See
figure 4.50 for a comparison with the corresponding experimental results.
and the feature due to the direct heating can not even be seen. The reflections for the other two
points may not be clearly distinguished and occur around 225 µs.
The experimental axial strains for the strain sensors in the vicinity of these points are given
in figure 4.50. The long delay between beam shooting and signal measurement is due to the
pre-triggering. Anyway, the time between the pulses at #13 and #21 corresponds to the 60 µs
the strain wave travels in the steel between the sensors.
The first reflections coming back from the target end may be seen after about 470 µs. The strain
sensors with the hoop orientation should measure the hoop strain (i.e. the strain due to the
expansion (contraction) in the radial direction). Such a strain should occur for the container
when the pressure wave coming from the heated regions in the mercury is hitting the container.
At this moment the strain sensors should simultaneosly detect some signal and this is indeed
the case, as can be seen in the figure 4.51, where the hoop strain components for the sensors
#12, #16, #20, #24, #28 are shown.
In the figure 4.52 the calculated strain x and z components for the points I, J, BH are reported.
The curves relative to the three first positive strain peaks refer to the x component, those with
the smaller negative peaks to the z component. These components constitute the hoop strain
and should also simultaneously become different from zero when the pressure wave reaches the
vessel.
The strain peaks occur in fact in all the points at different positions along the target axis at the
about the same time of ca. 61 µs. Again the travelling time which separates the first pressure
wave front from the container wall.
Some short-time effects are visible for the point I (x component: red continuos curve, z compo-
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Figure 4.50: Axial strain measured by the strain sensors #13, #17, #21 on the cylindrical part
of the steel container. The time interval of the measurement is very much longer than that of
the finite elements analysis. (TP ≡ 1012 protons). See figure 4.49 for a comparison with the
corresponding calculated results.
nent: magenta dotted curve). This is probably due to the point position which is directly where
the hemisphere joins the cylindrical part of the target. Due to the slightly shorter distance, the
pressure wave front may arrive a little bit earlier.
The magnitude of the peaks becomes smaller as the points in which the strain is calculated move
towards the bottom of the target. The effect could be expected since also the temperature is
decreasing moving in the same direction.
The peaks after the first one and the large peaks for the point I between 150 µs and 200 µs
are probably due to the pressure wave that reflected from the opposite wall comes back to the
point I (this should be at around 200 µs).
The preceeding and also following peaks may come from the reflections of the pressure wave at
the wall of the hemispherical part of the target.
The symmetry of the system is in this region spherical and the propagation and reflection of the
wave front is affected from the different boundary conditions.
The higher peak at about 150 µs may be caused by some focusing effects of the reflected waves.
For the other two points, the effect may be not so relevant because they are quite far away from
the hemisphere and the waves are damped down.
No strain sensor was experimentally located on an equivalent point.
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Figure 4.51: Hoop strain measured by the strain sensors #12, #16, #20, #24, #28 on the cylindrical
part of the steel container. The time interval of the measurement is very much longer than that of the
finite elements analysis, here only about 600 µs are shown. (TP ≡ 1012 protons). See figure 4.52 for a
comparison with the corresponding calculated strains.
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Figure 4.52: X and Z calculated strain components at the points I(y=100), J(y=300mm), BH(y=400mm)
on the cylindrical part of the steel container. The abscissa is Time [s], the ordinate is Strain. The curves
with positive strain peaks are the x components, with negative peaks the z components. Starting from the
largest peak (in absolute value) and going to the smallest: point I, J, BH. See figure 4.51 for a comparison
with the corresponding experimental strains.
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The calculations estimate quite accurately the time in which the travelling strain waves reach
the given position. They may also distinguish between the effects due to the direct heating of
the target vessel and those due to the pressure wave in the mercury.
The reflection peaks could be reproduced and their occurrence time is consistent with the
different experimental and model target geometries.
The strain measurement technique used proved to be reliable in such an environment.
The good agreement between the finite elements results and the measured strains supports the
approximations assumed for the modeling of the structural material ASTE problem.
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Chapter 5
Conclusions
A liquid mercury target has been envisaged to be employed for the European neutron Spallation
Source thanks to its high efficiency in producing neutrons.
Furthermore, the liquid metal could overcome the limits set by the presence of a large heat den-
sity in high power reactors and solid target spallation sources. It is not damaged by irradiation
and should be able to ensure a high neutron flux production joined with a high heat removal
capability.
The peculiar operational conditions of 5 MW power and a proton pulse duration of 1 µs together
with the lack of any previous experience with liquid targets forced an intensive research activity
on the subject.
Besides the investigation of irradiation driven changes and damages in the material properties,
the problems connected with the structural integrity of the mercury vessel required also an es-
timation of the target response to the sudden beam energy deposition.
During the pulse, the thermal conduction has in fact not enough time to take place and the
temperature gradient consequent to the energy deposition results in a sudden initial applied
compression.
This causes the development of stress waves propagating in the container and of pressure waves
in the mercury in order to recover the initial equilibrium in the system.
Therefore, the possible occurrence of stresses and pressure values threading the structural in-
tegrity of the target had to be further investigated in order to ensure its safe operational condi-
tions and a long lifetime.
The structural complexity of the planned liquid mercury target involved an hardly to manage
quantity of parameters to be accounted for. Therefore, it was decided to perform preliminary
measurements concerning the stress and pressure waves together with the relative beam pulse
energy distribution on a simpler target.
The ASTE (Alternating gradient Synchrotron Target Experiment) collaboration among several
scientific institutions in Europe, Switzerland, U.S.A. and Japan was created.
Within its frame, a liquid target consisting of a cylindrical steel vessel closed at one end by an
hemispherical window and at the other end by a thick steel flange and successively filled with
mercury was constructed at the Forschungszentrum Ju¨lich.
The relative simple geometry and the absence of a fluid flow in the ASTE target should have
permitted a measure of the relevant quantities and also a verification of the measurements by
means of calculations and simulations.
From the experimental point of view several difficulties had to be faced. In fact, the pressure
measurements in the mercury with traditional piezo-electric transducers showed up to be in-
fluenced by the highly radioactive environment, especially by the γ-ray emission accompanying
the pulse deposition. Therefore, no reliable piezo-electric pressure measurements could be per-
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formed.
Therefore, a mechanical method for measuring the pressure by means of the displacements of a
membrane in direct contact with the mercury was developed.
The steel membrane of some tenth of millimeter closes at one side an hollow cylinder joined to
a larger cylindrical flange. The latter is screwed to the vessel at foreseen measurements sites
where the membrane can contact the mercury.
The displacements of the membrane were measured with laser interferometry. The laser beam
passing through the cylindrical hollow was focused on the center of the membrane. The inter-
ference fringes count due to the membrane displacements was Digital/Analogic transformed in
a voltage signal recorded by a vibrometer.
This vibrometer can discriminate the direction of the displacement and has an resolution of λ/2
thus for a HeNe laser 316.4 nm.
The sensor was statically calibrated applying to the membrane successive increasing values of a
uniform pressure constant in time and measuring the corresponding displacements.
This kind of measurements appeared to have two weak points, the statical calibration and prob-
ably the settings of the experimental set up.
The statical calibration was simulated with finite elements calculations showing as expected a
linear dependence of the displacements on the applied pressure. However, a difference in the
membrane thickness of ±0.1 mm could already cause differences in the displacements for the
same applied pressure of ± 40 %.
Moreover, the dynamical behaviour of the membrane that was not taken into account in the
experimental calibration, has been shown instead to characterize the measurements.
The finite elements simulations show that the membrane is put into oscillation by the first
pressure wave front reaching the container wall. Afterwards, it is no more returning to its equi-
librium position and continues to oscillate with increasing displacement values for the 500 µs of
the analysis time.
This occurs even though the the nodes of the mercury in contact with the membrane are shown
to detach from it thus not transmitting any pressure for some intervals of time.
Therefore only the first peak in pressure could be experimentally properly detected and corre-
sponds to the membrane displacement.
The time delay occurring before the detection of the first peak corresponds to the traveling time
at the velocity of sound for the pressure wave. It has first to travel from the external boundaries
of the deposited heat distribution to the sensor position.
The following course of the pressure measurements could have been affected by different prob-
lems. In particular, in the signal processor unit of the vibrometer a tracking filter is available in
order to diminish the output signal noise. For the chosen operative mode ”FAST” the detection
of the signal is limited to a certain range of both the velocity and the frequency of vibration of
the measured object.
With the help of the finite element simulations is has been shown that the velocity and frequency
values for the membrane were outside this range for some intervals of time during the analysis.
This could have caused a loss of lock, that is the measured signal could no more be reproduced
by the output signal of the filter. This could have been producing either a signal distortion or,
even more difficult to be revealed, the bridging of short signal drop-outs since the filter acts
somehow as an inertial wheel.
Some common features between the movements of the entire sensor in axial direction and the
measured curves could have been observed.
The hypothesis has been made that the laser support fixed to the measurement flange could
have not been actually moving together with the sensor.
The repeatability of the pressure measurements in the different campaigns would be thus ex-
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plained, because the experimental settings were not changed. Their reliability remains still
questionable.
Various experimental methods were used for the measurement of the strains and consequently
the stresses in the target container. After some partially successful trials with traditional fiber
optic strain sensors that were prone to failure, the strains were reliably measured in the ASTE
campaign of 2001.
Fiber optic strain sensor with a better signal analysis electronic were used. The strains were
measured at relevant points in the target: at the apex of the hemispherical window and in dif-
ferent points along the cylinder in order to record the propagation of the wave.
Taking into account the geometrical differences consisting mainly in a larger length, between the
experimental target and the finite element model, the measured strains were in good agreement
with those calculated. Their reflections at the target ends could also be identified during the
time of the analysis.
The hoop strain depends as expected mainly on the pressure wave propagating in the mercury
while the stress wave caused by the direct heating of the container contributes to the axial
strain. The fiber optic sensor technique proved to be a reliable method for the measurement
of the strain also in this high radioactive environment. However, the problem of the pressure
measurements in the mercury remains open.
Despite the short application time of the load and of the energy deposition an EOS (Equation Of
State) material model, based on the thermo-dynamical properties and used in case of shock-like
behavior, was not required. In the finite elements calculations, the approximation of the liquid
with an almost incompressible solid and the mesh chosen resulted in a reliable solution in good
agreement with the experimental data.
At the hemispherical apex of the target window the maximum stress and deformation values are
expected.
The stress values calculated for the ASTE target in the first hundreds microseconds are of the
order of some tens of MPa. Therefore the yield stress limit for the material was not exceeded.
The maximum temperature gradient caused by the pulse in the ESS is at least three times that
of the ASTE.
Consequently, values for the stress of the order of hundreds MPa could be expected in the first
critical instants after the energy deposition. Therefore, the estimated ESS maximum stress value
is still within the elasticity limits for the materials under examination though for example for
the austenitic steel, close to the yield stress value.
Nevertheless, the modifications in the mechanical properties induced by the irradiation and also
by the probable corrosion and cavitation request further analysis concerning the lifetime of the
target and its permanent safe operational conditions.
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Appendix A
A brief introduction to the finite
element method
A.1 The fundamental equations
Let’s see more in detail how a system of algebraic equations in the unknown quantities is derived
from the equations governing the problem. We do it first for the static case.
As a very general approach [1],the finite elements method is used to solve problems described
by differential equations through a numerical technique employing the philosophy of constructing
local approximations of the solutions.
The success of the method is that it can be used in any type of problem involving differential
equations as long as there are specified boundary and initial conditions over the domain of
interest. The solution requires then a series of steps that for sake of simplicity we are going to
explain for the one dimensional problem only, which is described by a second order differential
equation with its boundary conditions.
The function u(x) satisfying the differential equation
− d
dx
(
a
du
dx
)
+ cu− q = 0 for 0 < x < L (A.1)
with the boundary conditions
u(0) = u0,
(
a
du
dx
)∣∣∣∣
x=L
= Q0 (A.2)
where L is the length of the domain, a = a(x), c = c(x), q = q(x); u0, and Q0 are the unknown
quantities of the problem to be found.
These quantities depend on the geometry, the material properties of the system and on the
applied loads and univocally define the problem. Such an equation arises in many physical
problems, for example the axial deformation of a bar under the action of an external force like
a gravitational or centrifugal one (in this case u is the longitudinal displacement, c = 0, q is the
body force per unit length, a is the product of the Young’s Modulus by the cross section of the
bar and Q0 is the axial force) or the energy balance for a one dimensional heat transfer problem
(a is the thermal conductivity, q is the heat energy generated per unit volume and Q0 is the
heat, c = 0).
In order to solve the above equation A.1, the following steps must be taken:
1. Discretization of the domain:
The domain in which the equation has to be solved has to be divided in a collection
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Figure A.1: Example of a simple one dimensional mesh [1]
of smaller units called finite elements mesh in which an approximate solution of the
equation can be searched for. Therefore, the mesh becomes a representation of the domain’s
geometry. In the one dimensional example mentioned above the choice of the mesh is
straightforward. In general, more complex geometries are encountered and the choice of
the mesh becomes extremely important and a key point in finding a suitable solution of
the problem. Later we will see that different types of element exist, differing for topology
and for order of interpolation. Where for topology is intended their geometrical form and
for order of interpolation the shape of the above mentioned local approximation functions.
The common points between two elements are called nodes (additional nodes could be
inside the element depending on the degree of approximation of the polynom used to
represent the solution )
2. Derivation of the finite elements equations: In this step there are three other steps
involved:
• a)Construction of the weak form of the differential equation: the term weak
refers to the weaker conditions required for the unknown function u. In the weighted
integral form of the equation the differentiation is distributed among the dependent
variable u and the weight function. The continuity and derivability are then requested
in our model case only for the first derivative instead of for the second one. We
are looking for an approximate solution of the differential equation in any element
of the mesh. This approximate solution will be in the form of a combination with
some coefficients of preselected functions which satisfy the boundary conditions of the
problem. If the eq. A.1 and eq. A.2 have to be satisfied in the exact sense we would
obtain inconsistent relations for the coefficients (more relations than unknowns), so
that the equation would not have a solution. We can require that the approximate
solution satisfies the equation in a weighted-integral sense, obtaining so many linearly
independent equations for the coefficients as there are independent weight functions.
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In our case the weighted-integral formulation is obtained multiplying the eq. A.1 by
a weight function w = w(x) and integrate over the element (here a straight line) :
0 =
∫ xB
xA
w
[
− d
dx
(
a
du
dx
)
+ cu− q
]
dx (A.3)
using integration by parts, the differentiation is traded from u to w to obtain:
0 =
∫ xB
xA
(
a
dw
dx
du
dx
+ cwu− wq
)
dx−
[
wa
du
dx
]xb
xa
, (A.4)
writing explicitly the last term of eq. A.4, we can include in the weighted - integral
formulation the given boundary conditions for the so called secondary variables (the
primary are the u:
−QA =
(
a
du
dx
)∣∣∣∣
xA
, −QB =
(
a
du
dx
)∣∣∣∣
xB
. (A.5)
• b)Approximation of the solution: The conditions at the boundary for the un-
known function u are not included in the weak form of the differential equation, so
they have to be included in the approximation of the solution. We seek a continuous,
differentiable function Ue in the element e in the form of a complete (i.e. it includes
all low order term up to the highest order used) algebraic polynomial. This must
satisfy the boundary conditions for u in the element and to ensure the continuity of
the element approximation functions in the points common to several elements.
The typical form for a finite elements approximation function within an element is:
Ue =
n∑
j=1
ψej (x)u
e
j (A.6)
where ψej (x) are the approximation functions over the element, n is the number of
nodes which defines the geometry of an element, it defines also the order of the ap-
proximation. If an element has two nodes one needs to determine two parameters for
a linear polynomial approximation function; in the case of a quadratic one, one needs
three coefficients and therefore three nodes in which the element function approxima-
tion has to assume fixed values equal to the values of u(x) in those points. The uej
are the nodal values of the function i.e. the values of the solution at the nodes of the
finite elements and are to be determined such that our differential equation is satisfied
in a weighted-integral sense. To define the geometry, two nodes must always be the
endpoints of the element, the other could be inside it. In the Galerkin finite elements
model the weight functions w are selected to be the ψej (x). We need n independent
equations to solve for n values of uej and consequently n choices for ψ
e
j (x). In our
case we consider a two nodes element thence we have a linear approximation two
nodal variables and two finite elements approximation functions and in each element
u ≈ Ue.
• c)The finite elements model: Until now what we have done was to build an
approximate solution for the unknown function u inside every element e. Following
the Rayleigh-Ritz procedure we go back into the eq. A.4 and substitute u with Ue
and w with ψej (x) for every of its choices. We obtain in this way the n independent
equations for the nodal variables we are looking for. The i-th algebraic equation can
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be written as:
0 =
∫ xB
xA

adψei
dx

∑
j=1
nuej
dψei
dx

+ cψei

∑
j=1
nuejψ
e
j (x)− ψei q



 dx− n∑
j=1
ψei (x
e
j)Q
e
j
(A.7)
The n algebraic equation like the i-th above can be written also in matrix notation :
[Ke]{ue} = {f e}+ {Qe} (A.8)
where [Ke] is the coefficient matrix and {f e} is the source vector (which correspond to
the stiffness matrix and to the force vector of the structural mechanics, respectively).
The Qei are the point sources at the nodes (unknown or applied) A term of the
coefficient matrix is explicitly given by:
Kij
e =
∫ xB
xA
(
a
dψei
dx
dψej
dx
+ cψeiψ
e
j
)
dx (A.9)
f ei =
∫ xB
xA
qψei dx (A.10)
The coefficient matrix [K2], which is symmetric, and the source vector {f e} can be
evaluated for given element and problem data (a, c, q). When (a, c, q) are complicated
functions of x the integrals could also have to be solved numerically. The eq. A.8 has
2n unknowns and to solve it we need another n additional conditions which are
boundary conditions and the equilibrium conditions between the point forces Qei at
the nodes which are shared from two elements. The next step will therefore be the
assembly of the finite elements equations in order to solve the global problem.
3. Assembly of element equations: The assembly of the element equation is done by
imposing the two conditions:
• Continuity of the uei at the nodes connecting two elements:
uen = u
e+1
1 (A.11)
• Balance of point forces at connecting nodes:
Qen +Q
e+1
1 =
{
0 : no ext. point source applied
Q0 : ext. point source applied
(A.12)
The eq. A.11 and eq. A.12 assume that the element are sequentially connected, if more
elements share a node, the basis idea remains the same and their contributions add up.
The other formal change to do is to write the equation in term of the global nodal values
so that applying eq. A.11 and eq. A.12 the number of equations equals the one of the
unknowns and the equations can be solved. Practically to the two nodal variable uen and
ue+11 at the point x = xN is given one name, the value of u at the global node N :
uen = u
e+1
1 ≡ UN (A.13)
where N = (n − 1)e + 1 is the global node number corresponding to node n of the e-th
element and of the node 1 of the e+ 1-th element. With this substitution we can add the
n-th equation of the e-th element with the first equation of the element e + 1 and apply
86
the eq. A.11 and eq. A.12. What we obtain for a mesh of E linear elements (n = 2), E+1
assembly equations:
K111U1 +K
1
12U2 = f
1
1 +Q
1
1 unchanged
K121U1 + (K
1
22 +K
2
11)U2 +K
2
12U3 = f
1
2 + f
2
1 +Q
1
2 +Q
2
1
K221U2 + (K
2
22 +K
3
11)U3 +K
3
12U4 = f
2
2 + f
3
1 +Q
2
2 +Q
3
1
KE−121 UE−1 + (K
E−1
22 +K
E
11)UE +K
E
12UE+1 = f
E−1
2 + f
E
1 +Q
E−1
2 +Q
E
1
KE21UE +K
E
22UE+1 = f
E
2 +Q
E
2 unchanged
(A.14)
4. Imposition of the boundary conditions: The outlined procedure is valid for every
equation of the described form (an analogous procedure could eventually be used for other
types of model equations). The features of a problem consist in the specification of the data
and of the boundary conditions, which have to be imposed on the set of global assembled
equations described. The standard procedure is to solve the equation first for the degree of
freedom Ui (we will see that in structural problems they correspond to the displacements)
and then for the unknown Qei (i.e. the reaction forces). Later an example will go into the
details.
5. Post-processing of the solution: The solution of the finite elements equations gives
the nodal values of the so called primary degrees of freedom which represent, depending
on the physical nature of the problem for example, the displacement, the velocity or the
temperature. The gradient of the solution must be calculated during the post-processing,
which includes also the interpretation of the results (whether they make sense in relation
to the physical process considered) and a grafical representation of them. The continuous
solution u = u(x) we were looking for is piecewise reconstructed depending on the value
of x from the solution for the primary degrees of freedom in each element:
u(x) ≈


U1(x) =
∑n
j=1 u
1
jψ
1
j (x)
U2(x) =
∑n
j=2 u
2
jψ
2
j (x)
...
UN (x) =
∑n
j=2 u
N
j ψ
N
j (x)
(A.15)
where N is the number of elements in the mesh. The U i(x) are defined in each element
and one of them is used depending on the value of x. The derivative of the solution
u(x) is also taken from the eq. A.15 The dU e/dx is not continuous at the connecting
nodes (only the continuity of du/dx is required if no change on it are externally imposed)
and in a linear approximation solution it is constant within each element. Once solved
for the primary variables, one can solve for the secondary ones. They can be calculated
from the assembled equations A.14 or from their definition eq. A.5 substituting u with
U e (which is for computational reasons normally done by finite elements programs). The
results obtained are not in general coincident and the second ones, not deriving from the
equilibrium equations are less accurate than the first ones. They coincide only if the source
term q is zero and if this is not the case, the error decreases increasing the number of the
elements and the degree of interpolation.
This completes the review of the basic steps involved in the solution of the model equation
considered. These steps are common for every problem and the choice of the interpolation
function depends only on the element geometry and on the position of the nodes in the element.
The method constitutes indeed a powerful standard procedure to solve problems of any kind
in an efficient computational way. The procedure can be extended to a three dimensional case,
the steps remain the same and all the components and derivatives have to be considered.
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The traditional approach to the finite elements method in solid mechanics which deals with
the deformation and the motion of solid bodies is simply contained in the treatment given above.
In any structural problem , no matter what is its type there are three arguments which can be
used for the resolution:
• the equilibrium which relates stresses and forces (i.e. internal with external forces),
• the compatibility which is a simply geometrical argument and relates the strains with the
displacement and
• the constitutivity which relates stress and strain giving a so called constitutive model for
the system under examination (for example the Hook law for the elasticity).
Let us consider again a one dimensional case of a homogeneous bar with constant cross section
and the axis in the x− direction, the applied loads are axial and symmetrically positioned respect
the centroid of the bar. In this case, except near the points of force application, the axial stress
will be the only non zero component and it will be uniform. The equilibrium argument, between
internal and external forces gives:
A∂σx
∂x
+ fx = 0 (A.16)
were A is the cross section, σx the x−component of the stress and fx the applied force per unit
length. Using the constitutivity (for example the Hook’s law ) and compatibility arguments
mentioned above:
σx = Ex = E
du
dx
(A.17)
and substituting them in the eq. A.16 we get the equation corresponding to the model equation
for which the procedure was developed:
− d
dx
(
EA
du
dx
)
= f(x) (A.18)
in which a = EA and q = f(x).
Furthermore, forming the weighted integral form of the eq. A.17 it can be recognized that
this is nothing but the Principle of virtual displacement, which constitutes the joint between the
two different approaches.
The equilibrium argument is substituted by an equivalent work argument which does not
depend on the stress-strain law and from which the finite elements algebraic equation can be
derived [53]. Let us look more formally at the point for a three dimensional continuum. If
V denotes a volume occupied by a part of a body and S the surface surrounding it, the force
equilibrium for the body is [24]: ∫
S
tdS +
∫
V
fdV = 0 (A.19)
where the Cauchy stress matrix (or ’true stress’) σ at any point of S is defined by:
t = n · σ = n1σ11 + n2σ22 + n3σ33 (A.20)
where n is the outward normal versor to S at the point. Using this definition and and the Gauss’
theorem to write the surface integral as a volume integral, we have:
∫
V
[(
∂
∂x
)
· σ + f
]
dV = 0 (A.21)
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Since the volume V is arbitrary, the equation must apply in any point of the body, so that we
have the equation for the translational equilibrium:(
∂
∂x
)
· σ + f = 0 (A.22)
The three equilibrium equations A.21 are going to be replaced by the equivalent weak form
already mentioned: a single scalar equation valid over the entire body, obtained multiplying the
equations by some weight functions and integrating over the entire volume. What we obtain in
this case of equilibrium with a general stress matrix is the Principle of virtual works:∫
V
[(
∂
∂x
)
· σ + f
]
· δudV = 0 (A.23)
where δu is an arbitrary function that can be chosen to be a virtual velocity field which obey
the given kinematic constraints and has the necessary continuity [24]. A virtual variation of a
function is an admissible change in the function at a fixed value of the independent variable, this
means that for a fixed value of the function at that point (usually at the boundary) its variation
its zero because the specified value can not be changed. The physical meaning of the Principle
of virtual works (PVW) is to equal the internal and external rate of work calculated from the
product of real forces and virtual velocity field [24]. The same statement could be seen as a
statement of minimum potential energy for the system [1, 53].
The PVW is namely the weighted integral form of the equilibrium differential equations of
the system and in this general form one needs not to specify the constitutive relations. The
equilibrium should be satisfied in average at any time in a finite number of elements in which
the system has been divided and not at any point of it, as in the continuum exact treatment.
The emphweak form enables us to apply the approximated procedure described above and to
extract the finite elements algebraic equations and so on and this for any structure.
What should be at this point clear is that:
• The finite elements method of solution of whatever differential equation could be in a gen-
eral way seen as a piecewise application of the variational method of solution in which the
differential equation plus its boundary conditions is transformed in a equivalent weighted-
integral form which delivers a set of finite element algebraic equation in the unknown finite
elements approximation function.
• The approach can be specified for structural analysis recognizing that the equilibrium,
constitutivity and compatibility arguments give a differential equation in the unknown
displacements which can be managed in the way explained above.
• Moreover, from the equilibrium argument one can obtain the Principle of virtual works
and vice versa, so that they could be equivalently used to find the solution of a structural
problem. The Principle of virtual works has the advantage to be already the weighted
integral form of the equation we need to apply the finite elements method of resolution.
• Anyway, the application of the method is for its generality not restricted to the structural
analysis but can be as well applied for in principle any problem described by a differential
equation.
A.2 The equations for the dynamic case
In a dynamical problem we have to solve a differential equations that involve time differentiation
and the solution depends also on time. Referring to the one dimensional case treated in the
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previous section, the solution is in this case u = u(x, t), where x is the spatial coordinate and
t is the time. The finite elements formulation of the problems involves two steps [1] the time
and spatial dependence of the solution are separated and the unknown coefficients uej are given
a time dependence:
1. Spatial approximation, the solution u of the differential equation is approximated by:
u(x, t) ≈ U e(x, t) =
n∑
j=1
uej(t)ψ
e
j (x) (A.24)
then the procedure outlined in the previous section A.1 is carried on resulting in a set of
ordinary differential equation in time for the nodal variables uej(t) of the element. The
eq. A.24 is valid for any time t. If the solution is not separable in two functions of time
and space only, the approximation assumed is not immediately justified and it represents
a good approximation only if sufficient small time steps are used. The second step is then
the
2. temporal approximation, in which the system of ordinary differential equations is fur-
ther approximated in time. With this step, the time interval of the analysis is divided in
time increments and the system becomes a set of algebraic equations among the uej at time
ts+1 = (s+ 1)∆t, where s is an integer and ∆t is a time increment.
The solution one obtains at the end is therefore continuous in space but not in time, we have
the solution at the ts mentioned above of the form:
u(x, ts) =
n∑
j=1
uej(ts)ψ
e
j (x) (s = 1, 2, . . .) (A.25)
where uej(ts) is the value of u(x, t) at the time ts and node j in the e-th element. All the time
approximation schemes seek the value of uej at the time ts+1 using the values at previous time
increment ts, ts−1, and so on. How the seek is carried on depends on the method chosen. In
the step-by-step direct integration of the equation of motion methods for a transient analysis
one can distinguish between [53] unconditionally stable methods which allow larger time steps
to be used but that are only accurate for linear problem with a low frequency response and
conditionally stable methods in which normally very small time increments are used and that
are better suited for non-linear or high frequency response problems. Unconditionally stable
means that the solution converges anyway but not necessarily that this solution is accurate for
the problem at handle.
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Appendix B
Mechanical wave propagation
An account of the elasticity and stress wave propagation theory in solids and of pressure wave
propagation in fluids is given in the following sections.
B.1 Stress wave propagation in solids
When a body is subjected to loads, there are internal forces developing within it, body forces
and surface forces [54]. The former are assumed uniformly distributed throughout the body and
expressed in terms of force per volume (for example gravitational or inertial forces). They are
neglected in the following discussion because they are small in comparison to surface forces. The
surface forces are distributed over the surface of the body and also over surfaces in the body
interior. On an arbitrary point P in equilibrium conditions in the body interior are acting forces
which can be expressed in terms of tractions T:
T = lim
dA→0
F
dA
(B.1)
where dA is the differential area across which F is acting. The tractions are defined as force per
unit area acting on the point P. If we take a Cartesian system of reference with origin in the
point P and write the equilibrium statement for the forces acting on the point in terms of the
tractions, we have:
TdA = T1dA cosα1 +T2dA cosα2 +T3dA cosα3 (B.2)
where the αi are the angles between the normal to the surface dA and the Cartesian axes
directions, dA cosαi, i = 1, 2, 3 are the surfaces the tractions are acting on. The components Ti
of the traction can in turn be written in terms of the components of a stress tensor S (sum over
repeated indices):
Ti = Sij cosαj i, j = 1, 2, 3. (B.3)
The Sij represent the nine components of the stress tensor, the first subscript indicates the
coordinates axis along which the component is acting and the second indicates the axis on the
plain normal to that the stress is acting on. The Sii are the normal components of the stress
and the Sij, i 6= j are the shear components. This definition can be applied to any continuum
(a solid behaving elastically or inelastically or also a fluid).
The principal planes are the three perpendicular planes, that can always be found at a point,
for which the shear stresses vanish. In this point, the only present components of the stress are
perpendicular to the principal planes and in the direction of the principal axes, they are denoted
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with Si, i = 1, 2, 3 where i is the axis and they are called principal stresses. It can be shown
[54, 55] that S is symmetric: Sij = Sji and that the principal axes, planes and stresses can
always be constructed for a stress tensor.
When a stress field is applied to a body, its effect is to produce a deformation which is
accounted to as a strain field. The strain in a point is defined in terms of the displacement,
which is the distance an arbitrary point moved when the load is applied (the movement of a
rigid body in which the distance between two arbitrary point in the body remains the same
doesn’t interest us, because there is no deformation). In the Lagrangian point of view (the
particle is labeled and observed during the time of movement) the strain is defined as in a
Cartesian system of reference as:
ii =
∂ui
∂xi
i = 1, 2, 3 (B.4)
2ij =
∂ui
∂xj
+
∂uj
∂xi
i 6= j i, j = 1, 2, 3 (B.5)
where ui are the components along the axes of the displacement u. The eq. B.4 are usually
called dilatational strains (there is a change of volume without distortion), the eq. B.5 are the
shear strains (the angles of the body are also distorted). The strain is a second rank symmetric
tensor too and the principal strains can be analogously defined.
For a perfectly elastic body in which the deformations can be considered small (i.e. a small
fraction of the dimensions of the body) and no mechanical energy is converted into heat, the
general Hook’s law gives the relationship between stress and strain:
Sij = Cijklkl i, j, k, l = 1, 2, 3, (B.6)
with the sum over the repeated subscripts and where the Cijkl are the elastic stiffness constants
which are typical for a material. Using the definition of the strain energy function W , which
depends on the state of deformation of the body and represents the potential energy contained
in the strained body with respect to the reference state of uniform temperature and zero relative
displacements, one can say that also the fourth rank tensor Cijkl is symmetric.
The materials in the problem under consideration can be considered isotropic, in this case the
number of independent components of Cijkl reduces to two and the others coefficients become
zero. The Hook’s law and the equation of motion for the displacements that will follow can be
written in a simpler form:
Sij = λθδij +Gij (B.7)
where θ = 1 + 2 + 3 is the dilatation and λ and G are the Lame` constants:
λ = C1122 ≡ C12 (B.8)
G = C1212 ≡ C44 (B.9)
(B.10)
It is also more convenient to write the eq. B.7 again in terms of the Young’s Modulus E, the
Poisson’s ratio ν and the Bulk Modulus K:
Sij = 2Gij + (K − 2
3
)θδij or (B.11)
Sij =
E
1 + ν
(
ij +
ν
1− 2ν θδij
)
(B.12)
92
where:
E ≡ S11
11
=
G(3λ + 2G)
λ+G
(B.13)
µ ≡ 11
22
=
λ
2(λ+G)
(B.14)
K ≡ −∆p
∆θ
= λ+
2
3
G =
E
3(1 − 2ν) (B.15)
In the definition of K ∆p is the hydrostatic pressure and ∆θ is the fractional change in volume
this pressure produces when applied to an isotropic body.
An equation of propagation in the medium for stress disturbances can now be developed.
Applying the second Newton’s law to the infinitesimal volume surrounding a point in the medium
and neglecting the body forces, it results:
ρ
∂2ui
∂t2
=
∂Sij
∂xj
i, j = 1, 2, 3, (B.16)
where ρ is the density of the material. Using the Hook’s law in eq. B.7 to write the stresses as
function of the strains and assuming the hypothesis of small strains to write the strains in terms
of the displacements, the equations of propagation B.16 for an isotropic medium may be written
as:
ρ
∂2ui
∂t2
= (λ+
G
2
)
3∑
j=1
∂2uj
∂xi∂xj
+
G
2
∆ui i = 1, 2, 3 (B.17)
Differentiating both sides of the equation B.17 with respect to xi and summing the three equa-
tions we get:
ρ
∂2θ
∂t2
= (λ+G)∆θ (B.18)
where it can be seen that the dilatation θ is propagating through the medium with velocity
[(λ+G)/ρ]1/2. In an analogous way, it can be also shown that waves involving no rotation travel
with a velocity (G/ρ)1/2.
If instead of a solid we consider a fluid of infinite extent, it can not support shear, and
consequently there is only the dilatational wave traveling with velocity (K/ρ)1/2.
An analytical solution of the equation B.17 is possible only in very few cases in which the
medium is either unbounded or bounded but with geometry simple enough. The propagation
of trains of simple harmonic progressive waves of infinite duration in a uniform, isotropic, solid
circular cylinder of infinite length, is one of them. This solution is called the Pochhammer-Chree
[54] analysis.
In the exact Pochhammer-Chree treatment the equations are put in a cylindrical system of
reference and it is assumed that the vibration is in the plan rz, where z is along the axis of
the cylinder and only the displacements in these directions are different from zero. After some
calculations [55, 54], a dispersion equation is obtained which gives the phase velocity of the
longitudinal waves propagating in the bar depending on their frequency and wavelength, and
on the radius of the cylinder and its material properties (density, Young’s Modulus). A non
uniformity of longitudinal stress and displacement over the cross section is predicted. Because
of the complexity of this analysis also approximate and elementary method of solution were
developed, whose results we are going to use for checking the results of the finite element program
concerning the wave propagation that will be shown in appendix C.
There are essentially three modes of wave propagation in infinitely long cylindrical bars,
longitudinal, torsional, transverse. We concentrate again on the longitudinal mode in which the
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elements of the cylinder extend and contract without lateral displacement of the axis.
In the elementary method no allowance is made for the dispersion characteristics of the longi-
tudinal waves, and this simpler method can be useful in the examination of wave propagation
also in bars of finite length and with other cross section shapes.
The elementary theory assumes that each plane cross section remains plane during the mo-
tion, so that the longitudinal stress over each plane is uniform and that the radial stress is
everywhere negligible. In this case if x is the direction of the axis, applying the Newton’s second
law to a small element of the bar, one obtains:
ρAδx
∂2u
∂u2
= A
∂σxx
∂x
δx (B.19)
where σxx is the stress acting on the cross section of the bar perpendicular to the direction of
propagation, ρ is the density, A is the cross section, and u is the displacement in the x direction
of the small element considered. Recalling that the Young’s Modulus was defined as E = σxx/xx
and xx = ∂u/∂x, the eq. B.19 can be written as:
∂2u
∂t2
= c0
∂2u
∂x2
(B.20)
where c0 =
√
E/ρ is the velocity of propagation of the longitudinal waves along the bar.
In the derivation we made no use of the shape of the cross section of the bar, the result is
therefore valid also for thin bars or rods of any cross section.
The solution for the eq. B.20 can be written as the sum of a wave traveling in the direction
of increasing x and one in the opposite direction, both with velocity c0, and the form of them
depends on the initial conditions:
u = f(c0t− x) + F (c0t+ x) (B.21)
It may be shown that there is a linear relation between the stress at any point and the particle
velocity:
σxx =
E
c0
∂u
∂t
= ρc0
∂u
∂t
(B.22)
where ρc0 is called the characteristic impedance of the medium.
The treatment above is approximated because it is assumed that the plane transverse sections
of the rod remain plane while the stress waves are passing. The longitudinal expansions and
contractions of the sections will indeed necessarily result in lateral contractions and expansions,
whose respective strains depend on the Poisson’s ratio for the material. As said in the exact
theory, this causes a non uniform distribution of the stress across the plane transverse sections
which become distorted.
It can be shown [54, 55] that the effect is important when the operative wavelengths are of the
same order as the diameter of the bar (or the lateral dimension in the case of not cylindrical
cross section). In this case the approximate dispersion relations give results too far from the
ones of the exact treatment and in particular, the medium may no longer be considered non
dispersive and the phase velocity may no longer be considered coincident with the velocity c0.
Thus, if a pressure pulse is applied to the free end of the bar, the wave we are dealing with
is composed of different frequencies. As long the radius of the bar is small compared to the
operative wavelength of the Fourier components of the pulse, we can consider the medium non
dispersive and the wave propagating with velocity c0. According to the boundary conditions,
when the pressure pulse is reflected at the fixed boundary at the end of the bar, the displacements
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are zero at that point (let’s say x = 0). If the total displacement given from the sum of the
incident progressive pulse and of the reflected pulse is given by:
u1 + u2 = F (c0t+ x) + f(c0t− x) (B.23)
and u1+u2 = 0, one sees that the displacement in the reflected pulse are equal and opposite to the
displacement in the incident pulse. As the stress in the reflected pulse is equal to E∂u2/∂x and
in the incident E∂u1/∂x they are found to be equal. Consequently, a pressure pulse is reflected
unchanged since the stress distribution remains the same and the direction of propagation and
the direction of the displacement are reversed. At the fixed boundary the stresses produced
by the incident and reflected wave add up, giving on the boundary a value of stress double in
respect to the traveling one. At the free end, the condition is that there is no stress normal to
the end face of the bar. Using the expressions found for the stresses produced by the two pulses
the resultant stress will be:
E
(
∂u1
∂x
+
∂u2
∂x
)
= E[F ′(c0t+ x)− f ′(c0t− x)]. (B.24)
In our case the free end is at x = 0, so the condition above becomes:
F ′(c0t+ x)− f ′(c0t− x) = 0 (B.25)
Thus, the shape of the reflected pulse is the same as that of the incident pulse, but is opposite
in sign; a compression pulse will be reflected at a free end as a similar pulse in tension.
The displacement at any point is then u1+u2 and, at the free end of the bar will be 2F (c0t), so
that the displacements and also the velocities of the particle will be there twice the corresponding
values when the pulse is traveling along the bar.
It has been shown [56] that longitudinal pulses whose original wavelength is comparable with
the radius become distorted traveling along the bar and the main pulse will be followed by a
train of oscillations of high frequency. Further, any sharp gradient is rounded off and straight
parts of the curve will become oscillatory curves.
The free longitudinal vibrations of the bar can be calculated from the approximate treatment
and written as [57]:
pi =
ipic0
2L
→ τi = 2pi
pi
i = 1, 2, . . . (B.26)
where pi is the angular frequency, L is the length of the bar, τi is the period of oscillation.
As in our case the pulse will have the duration τ of 1µs ca., the maximum excited frequency ν
will be of the order of the MHz and the wavelength Λ, if c0 is the velocity of propagation will
be Λ = τc0, which in the case of steel is ca. 5 · 10−3 m. The wavelength value must be taken
into account when the lateral dimension of the bar will be chosen.
B.2 Sound waves in fluids
A fluid is defined as a substance which, at rest, cannot sustain shear stresses. The basical laws
used in fluid mechanics are the usual ones:
• Mass conservation (equation of continuity),
• 2nd Newton’s law (momentum equation),
• 1st and 2nd equation of thermodynamics
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. The relative basic equations are developed in the control volume, a fixed volume in space
through which the fluid flows. The control surfaces could also not correspond to physical surfaces.
In the control volume formulation instead of following a particle (or a system of particles) of
the fluid, we concentrate our attention on a fixed region (the control volume) through which
the system, consisting of the same fluid particles, moves with the flow. The integral form of
the momentum equation [58] is given for an inertial control volume, that is not accelerating
relative to a stationary reference frame and in the case of not viscous fluid and negligible body
forces (for example the gravitational force) is:∫∫
cs
p¯ndS =
∂
∂t
∫∫∫
cv
ρvdV +
∫∫
cs
ρv(v · n)dS, (B.27)
where cs is the control surface, cv the control volume and the left hand side term (LHS) is the
force acting on the control volume given in term of the pressure vector p¯ [37] acting on the
control volume surfaces. In the right hand side (RHS) of eq. B.27, v is the velocity of the flow
field measured with respect to the control volume and ρ is the density of the system. The time
rate of change of the momentum in the system is evaluated by an inertial observer and equals
the surface force acting on the system which is given here in terms of the pressure p¯ acting on
the control volume surfaces.
The continuity equation can be written as:
∂
∂t
∫∫∫
cv
ρdV +
∫∫
cs
ρ(v · n)dS = 0, (B.28)
where the first term represents the rate of change of the mass within the control volume and
the second term the net rate of mass efflux (outflow) through the control surface. Again the
velocity v is measured relative to the control surface and the product in the second term is a
scalar product thus depending on the orientation between the velocity vector and the control
surface.
We try to formulate now the fluid integral equations given above in a differential form in
term of the displacements, in order to compare the fluid momentum equation with that usual for
a solid. In this way we will see which are the terms that have to be neglected using for the fluid a
displacement based (finite element) formulation and in which circumstances this approximated
formulation could be valid.
The usual differential formulation in term of the pressure will also be given in order to
identificate some physical parameters characterizing the fluid which will enter in the displacement
based approximation.
In the differential formulation infinitesimal systems and control volumes are considered and a
detailed point by point knowledge of the flow field is possible.
The procedure to get the differential fundamental equations consists, as already said, in taking
infinitesimal control volumes and evaluate the terms of the eq. B.28, eq. B.27. This means that
the density and the velocity must be evaluated in a infinitesimal volume surrounding a point P
in the fluid. We suppose that the density ρ(x, y, z, t) and the velocity v(x, y, z, t) are continuous
functions of space and time and are expressed in a rectangular coordinate system (the same
could be done for other systems of coordinates). If ρ and v are the values of density and velocity
at the point P, their values at each of the faces of the infinitesimal cubic control volume can
be calculated with a Taylor series expansion about the point P. The term of higher order will
be neglected (we will find linearized differential equations). Evaluating the eq. B.28 with these
assumptions, we get the differential equation of continuity :
ρ∇ · v+ ∂ρ
∂t
= 0 (B.29)
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where the first term represents the net rate efflux of mass and the second term the rate of
variation of mass at that point in the fluid.
To derive the differential form of the Momentum equation we have to find the expression
for the acceleration of a fluid element with mass dm and for the force acting on it. It is again
convenient to calculate an expression for the acceleration of a particle moving in a velocity field
v = v(x, y, z, t) instead of applying the second Newton’s law to every fluid particle dm. If xp,
yp, zp are the rectangular coordinates of the fluid particle in the fluid field, the variation of its
velocity in a time interval dt is given by:
dvp =
∂v
∂x
dxp +
∂v
∂y
dyp +
∂v
∂z
dzp +
∂v
∂t
dt. (B.30)
Thus, the total acceleration of a particle moving in a velocity field has two contributions:
ap = u
∂v
∂x
+ v
∂v
∂y
+ z
∂v
∂z
+
∂v
∂t
, (B.31)
the first three terms of the eq. B.31 where u, v, z are respectively dxp/dt, dyp/dt, dzp/dt,
constitute the convective acceleration, and the last one is the local acceleration.
The convective acceleration is due to the fact that the fluid particle can be convected in regions of
higher (lower) velocity in the flow field. It will be shown that this contribution will be neglected
when for the fluid a displacement based formulation will be used. The local acceleration is due
to the time dependence of the velocity field.
We have to find now an expression for the force. Considering an infinitesimal volume element
dV = dxdydz, the surface forces acting on each of its faces can be found:
dFi =
∂σii
∂i
+
∂τji
∂j
∂τki
∂k
i = x, y, z, j = y, z, x, k = z, x, y, (B.32)
where σii, τij with i, j = x, y, z are the stresses acting in the i−direction on the infinitesimal
volume faces.
The differential momentum equation for the fluid, neglecting the body forces, written for the
components x, y, z is then:
∂σxx
∂x
+
∂τyx
∂y
∂τzx
∂z
= ρ
[
u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
+
∂u
∂t
]
, (B.33)
∂τxy
∂x
+
∂σyy
∂y
∂τzy
∂z
= ρ
[
u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
+
∂v
∂t
]
, (B.34)
∂τxz
∂x
+
∂τyz
∂y
∂σzz
∂z
= ρ
[
u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
+
∂w
∂t
]
, (B.35)
(B.36)
For a not-viscous fluid (i.e. a fluid in which no friction forces are present), the eq. B.36 and the
eq. B.31 can be simplified. The viscosity of a fluid is related to the shear stresses, the viscosity
is zero in the ideal case and no shear stresses will be present. In addition, the angular velocity of
a fluid particle is related to the velocity gradients of the fluid field by ω = 1/2∇× v. Since the
shear stresses are proportional through the viscosity to the angular velocity of a fluid particle,
in the case the viscosity is zero, we have also an irrotational fluid in which ω = 0 at any time.
In few words, the condition of irrotationality may be a valid assumption for those regions of a
flow in which viscous forces are negligible [58]. Thus, in the eq. B.36 the only stress terms will
be the normal ones. Neglecting the convective terms in the eq. B.31 means to assume that the
gradient of the flow field is negligible, which is certainly true in case of a not-viscous fluid and
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also of low flow velocities and no dramatic changes in the flow field. Practically, a fluid which
we can consider inviscid has the characteristics we need to simplify the equations and treat the
problem in terms of the displacements with a good approximation.
The eq. B.36 become then:
∂σxx
∂x
= ρ
[
∂u
∂t
]
, (B.37)
∂σyy
∂y
= ρ
[
∂v
∂t
]
, (B.38)
∂σzz
∂z
= ρ
[
∂w
∂t
]
, (B.39)
the equations we wrote give the pressure in the fluid in term of the components of the fluid
velocity. In fact, it can be also shown that, for an inviscid fluid in motion the normal stress σ
at a point is the same in all directions and is then a scalar quantity, the pressure p.
The pressure p is then related to the displacements of the fluid particle by a so called consti-
tutive equation of the fluid:
p = −K ∂
∂xi
· ui i = 1, 2, 3 (B.40)
where K is the fluid Bulk Modulus, which relates the pressure with the relative change in
volume of the fluid. Substituting the eq. B.40 in the eq. B.39 and using a compact form for the
derivatives and the sum over repeated indices, we get the equation in term of the displacements
[59, 24]:
ρu¨i −Kuj,ji = 0 i = 1, j = 1, 2, 3 . . . i = 3, j = 1, 2, 3 (B.41)
It is to be kept in mind that the equation B.41 is valid in case of inviscid and irrotational fluid
flow. The formulation in term of the pressure will give now more insights on the meaning of the
Bulk Modulus and on the propagation of a pressure wave in a fluid.
In a volume filled with an inviscid fluid at rest, the initial pressure distribution is denoted by
p0 = p0(x, y, z) and the density with ρ0, constant respect to space and time. We are interested
in finding the relationship between pressure and density when a small perturbation disturbs the
fluid. The perturbation process is isentropic: in fact we assume that the pressure perturbation
is infinitesimal, which means that the process is reversible and that there is too little time for
a heat transfer, so the process is adiabatic. The perturbation must satisfy the conservation
principles, the linearized momentum equation:
ρ0u¨i + p,i = 0 i = 1, 2, 3 (B.42)
where ui are the displacements of the fluid particles due to the perturbation and p,i is the spatial
derivative of the pressure, and the continuity equation are valid:
ρ0u˙i,i + ρ˙ = 0 (B.43)
Taking the divergence of the momentum equation and using the constitutive equation to replace
the divergence of the displacements, we get the Helmholtz equation:
p¨− K
ρ0
p,ii = 0 i = 1, 2, 3 (B.44)
which is the wave equation for the pressure perturbation. From the eq. B.44 we have:
c =
√
K
ρ0
(B.45)
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that is the velocity of sound in the fluid. From the Helmholtz equation the pressure distribution
in the fluid is obtained and the displacements can be calculated from the momentum equation.
This formulation is valid in the case of small pressure variations and the undisturbed fluid to
stay at rest.
The pressure formulation, in which the primary variable (i.e. the variable for which the solution
is first solved) is the pressure, does not have the restriction that the rotation of the displacement
field:
ijkuj,k, j, j, k = 1, 2, 3 (B.46)
where ijk is the Ricci tensor, must be zero (practically the irrotationality condition). A pressure
based formulation requires in a finite element code the use of acoustic elements which have then
to interact with the displacement based ones at the interfaces between solid and fluid.
A large variety of problems can on the other side, be with a good accuracy treated within a
displacement based formulation, thus avoiding the difficulties that arise in the fluid-structure
interaction in a not homogeneous treatment.
From the thermodynamic point of view, the pressure, density, temperature of a system may
be related by an equation of state, in this case the density could be expressed in term of pressure
p and entropy s as:
ρ = ρ(p, s) (B.47)
and for an isentropic process (the entropy is constant), its time derivative is
ρ˙ =
(
∂ρ
∂p
)
s
p˙ (B.48)
where:
c =
√(
∂ρ
∂p
)
s
(B.49)
is again the velocity of sound.
A little parenthesis about compressible and incompressible fluid flow, which will turn useful
later: In an incompressible fluid flow the variations of density are negligible, a compressible fluid
flow is one in which there are density variations with varying pressure. The propagation of sound
waves belongs to the second category and can be treated with the above explained formulations
in case of small disturbances, i.e. when the variation of density and pressure accompanying the
fluid motion are very small in comparison with the average values of density and pressure [60].
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Appendix C
Estimation of a permissible program
performance for a 3D model
The performance of the program when using elements larger than it is recommended has been
tested on a simple geometry. The stress and pressure propagation have been calculated for a bar
with a square cross section using different meshes. This has been done for the steel as well as
for the mercury to take into account also the influences of the approximation within the finite
element material model of a liquid with a solid with Poisson’s Ratio ≈ 0.5.
C.1 The steel
As we said in the appendix B we have to opportunely choose the lateral measure of the bar
in order to apply the elementary theory for the longitudinal wave propagation. The maximum
wavelength Λ for the steel is in our case ca. 5 ·10−3 m. The lateral dimension has been chosen as
L = 3.6 · 10−3 m, their ratio is then L/Λ = 0.7 which should still allow us to use the approxima-
tion [55]. The length of the bar is 120 mm. The stress values, the time behaviour of the stress
wave and of the correspondent displacements are calculated for three different meshes C.1.
The size of the elements in the bar3 was chosen so that a 1 µs pulsed load takes place over the
name element number element size [mm] stable inc. time [s] CPU time for 100 µs
bar1 3× 3× 100 1.2 × 1.2 × 1.2 (A) 1.15×10−7 44 (C)
bar2 6 × 6 × 200 0.6 × 0.6 × 0.6 (A/2) 5.75×10−8 648 (≈ 16C)
bar3 12× 12 × 400 0.3 × 0.3 × 0.3 (A/4) 2.87×10−8 10404 (≈ 256C)
Table C.1: Uniform mesh sizes used in the bar model
span of 16 elements, this should allow a very accurate description (17 nodes in a wavelength) of
the propagating stress wave.
The bar2 has 8 elements in a wavelength and should also permit an enough accurate description
of the stress wave. The bar1 has 4 elements in a wavelength and it is the less accurate model.
The elements used are the C3D8R continuum, three dimensional, eight nodes, reduced integra-
tion, available in ABAQUS/Explicit described in chapter 2.
As could be noted looking at the table C.1, the CPU time increases from the coarsest to the
finest mesh every time by a factor 2 because the smallest element length is halved and by a factor
2 each time the number of elements is doubled, so a factor 24 followed by another factor 24.
The linear bulk viscosity is by default included to damp the ”ringing”, i.e. the high frequency
oscillations occurring in this case in proximity of the squared regions of the pulse, for the highest
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element frequency. [27]. stable increment time (at least the time of the pulse), the characteristic
length (i.e. the size of the element) and the sound velocity for the medium is fulfilled.
The axis of the bar is along the x direction and the end of the bar at x = 0 is fixed. The four
lateral faces of the bar are on rollers, so the problem becomes a one dimensional strain problem.
The velocity of propagation of dilatational waves is
√
E/ρ and for the steel, using the values
given in table 4.1 is ca. 5016 m/s.
The material model is isotropic linear elastic, which is valid for small elastic strains (normally
less than 5%). The only material constants needed are the Young’s Modulus, the density and
the Poisson’s Ratio. A blast step pressure load of 1.×105 Pa is applied to the free end of the bar
for a duration of 1 µs. A dynamic analysis with ABAQUS/Explicit was performed for a time of
100 µs. For each mesh considered, the longitudinal stress values are plotted for different times
during the analysis and at different positions along the bar for fixed times; analogous plots were
done for the displacements. In ca. 24 µs the perturbation should reach the fixed end of the bar
and be there reflected like it is, after another 24 µs it should arrive at the starting point, the
free end, and be there reflected as a tension. The same is repeated for the tension wave which
will be then a last time in the time of the analysis reflected as a compression by the free end.
Theoretically the traveling pulse should maintain a square shape traveling across the bar and
the wave front have a length equal to the distance traveled by the wave in the time of the load.
In the figure C.1 σxx is plotted every 5 µs, it can be seen that for the finest mesh the pulse
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Figure C.1: Longitudinal stress waves propagating in the bar. Starting right to left, a pulse every 5 µs
is shown. Yellow (solid) corresponds to bar3 mesh, cyan (dashed) to bar2, orange (points) to bar1.
after 5 µs is with very good approximation squared and the default numerical damping damps
the ringing very well. For the two other coarser meshes the ringing is evident for the first pulse
(bar2) and till 15 µs for bar1. This should mean that latest within the first 15 µs this highest
frequencies effect is damped out. The amplitude should be the same 1.× 105 Pa as the applied
signal and remain constant in case of no dissipation. A spreading of the pulse shape, which
should be squared, can be already noted in these first 20µs of the analysis. The width of the
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pulse should be equal to the length traveled by the wave in the time of the blast duration, that
is around 5 mm. Taking an average value for the width among the values at the top, middle
and bottom of the pulse one get ca. 20% more and the shape becomes soon not longer squared.
The velocity of the wave calculated from the figures appears to be about 6% larger than theoret-
ically approximated and the wave seems to slow down when the time is increasing. The program
doesn’t obviously know of our treatment and solves entirely the equations of motion for the
system. The dispersion curves [55] actually give for the higher harmonics a tendency to reach
the longitudinal velocity of the medium when the wavelength is decreasing (higher frequency),
when the higher frequency contribution is damped out, the tendency is to reach the propagation
velocity c0 of the approximation.
The figure C.2 shows a plot of the energies dissipated by the damping for each of the three
models, that relative to the coarsest mesh is the largest because the meshes act as a pass filter
damping down the higher frequency content of the propagating signal, and the coarse mesh is
damping down the most higher frequencies.
The damping heavily affects the long term response of the system, in fact, after the first
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Figure C.2: Energies dissipated by bulk viscosity damping. Red relative to bar1, green to bar2,
cyan to bar3
reflection at the fixed end, the amplitudes are decreasing fast. Having at the end of the analysis
a value equal to less than the half of the starting one, in the worse case of the model bar1.
In fig. C.3 it can be seen a representation of the pulse position and shape in the bar at successively
intervals of time of 5 µs after the first reflection at the fixed end (it remains a compression).
The same can be found in fig. C.4 for the pulse after the second reflection at the fixed end (it
is a tension because it is already been reflected at the free end). At x = 0 the incident and the
reflected pulse add up correctly, though the values are smaller for the coarser meshes that are
thus underestimating the response of the system.
As we will be interested also in the long term response for the real model, and it seems that the
ringing of the solution does not represent a big problem in the system as represented in fig. C.1,
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Figure C.3: Longitudinal stress waves propagating in the bar. Starting left to right, a pulse
every 5µs is shown (from 25 to 40 µs). Yellow corresponds to bar3 mesh, cyan to bar2, orange
to bar1.
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Figure C.4: Longitudinal stress waves propagating in the bar. Starting left to right, a pulse
every 5µs is shown (from 65 to 80 µs). Yellow corresponds to bar3 mesh, cyan to bar2, orange
to bar1.
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some calculations are carried out for the model bar1 in order to assess the effects of changing
the default damping coefficients.
Changes in the quadratic bulk viscosity don’t give any appreciable variation, the compressive
volumetric strain rate is not large in the problem and this is a quadratic effect.
The fig. C.6 shows later the results obtained for the coarsest mesh varying the coefficient of
linear bulk viscosity.
The mesh bar1 has been chosen because its element size it is very likely to be used in a bigger
system as the ASTE target.
The first effect of changing the default value of the linear bulk viscosity to 0.03 is to increase
the stable time increment, while the ringing is not suddenly damped but lasts till the end of
the analysis. As expected the amplitudes are less damped than in the previous case. For the
displacement there is no variation in the amplitudes, a little bit more ringing, especially at the
beginning when the blast load is applied.
With the linear bulk viscosity set to 0. the oscillations are not damped at all, adding, especially
after the reflections, a considerable noise to the solution and making the amplitude remain as
at the beginning. For what concerns the spreading of the pulse the variations are minimal.
In the C.5 it can be seen that the kinetic energy of the system remains at a constant base value
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Figure C.5: Kinetic energy (Ek) and energy dissipated by the linear bulk viscosity effect (Ev) in
the bar1 model with different coefficients b1 for the linear bulk viscosity.
oscillating when the reflections occur, no energy is dissipated by bulk viscosity. As expected Ev
is smaller for smaller bulk linear viscosity coefficients.
Figures C.6 and C.7 show that the ringing in the solution with b1 = 0.03 seems not to affect it
dramatically, remaining within the 6% ca. of the total amplitude.
The width of the pulses is almost the same for all for the first 40 µs and increases as the time
goes on and with increasing values of the damping coefficients (see just before the end of the
analysis fig. C.8).
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Figure C.6: Longitudinal stress waves propagating in the bar1 model with different coefficients
b1 for the linear bulk viscosity. Starting left to right, a pulse at 5 and at 15 µs are shown.
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Figure C.7: Longitudinal stress waves propagating in the bar1 model with different coefficients
b1 for the linear bulk viscosity. Starting left to right, a pulse at 65 and at 75 µs are shown.
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The velocity calculated from the plots, looking at the distance traveled by the wave front
at the time of the snapshot, is higher for the less damped, probably again because the high
frequency not damped contribution is higher. The velocity seems also to be higher with respect
to the finer meshes because of the spreading of the pulse. The spreading is caused by the fact
that the modeled system can not follow the sharp changes of the applied step pulse, because of
its limited number of degrees of freedom. The less the number, the less the accuracy in the re-
sponse. So it looks like diminishing the linear damping improve the long term solution, without
giving too much problems for what concerns the short term solution.
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Figure C.8: Longitudinal stress waves propagating in the bar1 model with different coefficients
b1 for the linear bulk viscosity. Starting right to left, a pulse at 90 and at 100 µs are shown.
The points along the bar are subjected to a displacement when the wave is passing through
them, once displaced, they remain in the same position till the reflected tension wave comes
back and make them displace of an opposite quantity. In the figure C.9 the displacements at
points along the bar at a distance of 30 mm from each other, starting at zero are shown. They
are almost the same for the three meshes examined, so that they can be hardly distinguished.
In the figure C.10 there are the displacements for the points at 0, 30, 60, 90, 120 mm along the
bar for the bar1 mesh with the three different linear bulk coefficients. They are almost unaf-
fected from the changes of the damping conditions, showing only some oscillations in the case
of no damping. The displacements are the quantities for which the finite elements equations are
solved first, the stresses instead are obtained in a second time from them introducing additional
approximations. A quantity we need to compare with the experimental data is also a displace-
ment and, the fact that they are stable also for the long term response could be an advantage
for us, allowing the choice of a coarser mesh. It must be anyway kept in mind that the stress
is adversely affected by the choice of a coarser mesh both for what concerns the amplitude and
the oscillating behaviour. The last tests for the steel were conducted on the bar modeled with a
continuously changing mesh, in the sense that the size of the elements change from one layer to
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Figure C.9: Displacements at points 0, 30, 60, 90, 120 mm along the bar. The solid line
corresponds to bar3 mesh, dashed to bar2, dotted to bar1.
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Figure C.10: Displacements at points 0, 30, 60, 90, 120 mm along the bar for the bar1 mesh
with three different linear bulk coefficients
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the other going along the axis of the bar. The different frequencies in the wave can propagate
in a mesh till the relative wavelength become equal to the size of the element. Again the use
of adjacent elements of different sizes acts as a frequency filter,and in particular going from
smaller to bigger element represent a low-pass filter and stops reflections of the higher frequency
components.
Two models have been used to evaluate the influence in the response of this filter a mesh in
average finer and a very coarse one. The latter case is probably very near a realistic model for
our calculations. In the following table the minimum and maximum element size for the meshes
and the relative stable increment times are given.
name min. elm. size [mm] max. elm. size [mm] stable inc. time [s] CPU time for 100 µs [s]
barm 0.3×0.3×0.3 0.3×0.3×1.2 2.8×10−8 3615
barmm 3.6×3.6×3.0 3.6×3.6×5.0 6×10−8
In the barm the minimum size should allow all the excited frequencies of interest to be transmit-
ted without spurious reflections at the elements boundaries, for the barmm this is not possible
already at the beginning. As expected, the coarse mixed mesh barmm is sensibly transforming
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Figure C.11: Longitudinal stress waves for the two ’mixed’ meshes barm and barmm and the
uniform mesh bar3, starting right to left the pulse at 5 µs and the pulse at 15 µs are shown.
the original pulse, introducing large oscillations, enlarging the width of the pulse and making
its amplitude very small. The element size in the mesh we could probably afford for the target
is something between the size of the two mixed meshes. The pulse shape is getting even worse
after the reflections at the bar ends, the situation just before the end of the analysis at 100 µs
is shown in figure C.12. The displacements are less affected by the fact that the meshes are
non uniform and become coarser because they are primary variable and are directly calculated.
Their amplitude has almost no variations but the spurious oscillations announcing and following
the pulses become more relevant as long as the mesh become coarser (see fig. C.13). As far as
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the experimental data of the ASTE target are concerned, our interest is focused in monitoring
the displacements of the sensor on a long-term time scale and in the strain wave propagation in
the steel container. For what concerns a general structural assessment of the target container,
the peak values reached from the tensions are important. The tests of the pre-step show that the
steel gives acceptable results also for a relatively coarse mesh of 1.2×1.2×1.2 mm, provided this
is as uniform as possible . In order to improve the long-term response regarding a conservative
estimate of the stress wave amplitudes, a linear bulk viscosity smaller than the default one may
be also introduced.
C.2 The mercury
In the mercury we are interested in the short and long-term behaviour of the pressure waves. con-
trolla The approximation done simulating the fluid with a solid with Poisson’s ratio ≈ 0.5 makes
the results for the pressure wave propagation sensibly worse when using coarse meshes than for
the steel. The maximum amplitude values for the pressure can for a mesh of 1.2 × 1.2 × 1.2 mm
be underestimated already at the beginning in respect to the very accurate mesh with ten nodes
per wavelength of 0.15 × 0.15 × 0.15 mm of a 35% ca. and be damped in a short time. Even
if the pulse shape for the coarsest mesh contains relatively large oscillation in proximity of the
compression slope, and the pulse width is a little bit larger, the pulses for all the meshes begin at
the same instant of time and in the same position along the bar. Therefore using a very coarse
mesh for the mercury, we could expect that the time behaviour of the pulse is quite precise
for what concerns its beginning, even if the amplitudes are smaller and the width larger and
spurious high frequency oscillations are present.
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