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We explore the influence of dissipation on a paradigmatic driven-dissipative model where a col-
lection of two level atoms interact with both quadratures of a quantum cavity mode. The closed
system exhibits multiple phase transitions involving discrete and continuous symmetries breaking
and all phases culminate in a multicritical point. In the open system, we show that infinitesimal
dissipation erases the phase with broken continuous symmetry and radically alters the model’s phase
diagram. The multicritical point now becomes brittle and splits into two tricritical points where
first- and second-order symmetry-breaking transitions meet. A quantum fluctuations analysis shows
that, surprisingly, the tricritical points exhibit anomalous finite fluctuations, as opposed to standard
tricritical points arising in 3He − 4He mixtures. Our work has direct implications for a variety of
fields, including cold atoms and ions in optical cavities, circuit-quantum electrodynamics as well as
optomechanical systems.
Dissipation can fundamentally influence quantum
many-body systems and their phase transitions in often
counter-intuitive ways. Prime examples of open quantum
many-body systems are interacting light-matter systems
where state of the art experiments are able to engineer
dissipation channels [1–4]. They combine in a unique
manner the many-body physics of condensed matter sys-
tems with quantum optical tools, including driving and
well-controlled dissipation [5, 6]. In addition to fostering
deeper understanding of cooperative phenomena, these
systems have potential applications in the realms of quan-
tum computation [7], laser and maser technologies [8],
and can potentially generate new states of matter such
as light-induced superconductivity [9]. New universality
classes emerge in driven-dissipative systems [10–12], and
dissipation can generate topological effects [13]. Concur-
rently, due to the inapplicability of the framework of equi-
librium statistical physics, our understanding of driven-
dissipative models remains limited, motivating further
studies in this field.
Paradigmatic models of driven-dissipative light-matter
systems involve multiple spin-like degrees of freedom that
are driven and strongly coupled to bosonic cavity modes
(see Fig. 1(a)) [17–19]. Such models commonly exhibit
quantum phase transitions (QPT) from a normal (NP)
to superradiant phases (SP) depending on the coupling
between the spins and cavities. Controlled realizations
of such models can be achieved in cold atomic quantum
gases in high finesse optical cavities [2]. These engineered
systems can be used to study quantum phase transi-
tions both in and out of equilibrium in an extremely con-
trolled manner, e.g., (i) a Z2 QPT in the so-called driven-
dissipative Dicke-model with a single cavity [2, 20], (ii)
U(1) supersolid symmetry breaking when coupling two
cavity modes to the atoms [21], and (iii) coupling of
high-spin atoms to a cavity mode [14]. The latter two
cases manifest rich phase diagrams where multiple bro-
ken symmetry phases meet at a multicritical point. Simi-
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FIG. 1. (a) A schematic illustration of the interpolating
Dicke-Tavis-Cummings model [Eq. (1)] using a collection of
two-level atoms that are strongly coupled to an optical cavity
mode with dissipation rate κ and atomic decay rate γ [14].
(b) Phase diagram of the non-dissipative model [Eq. (1)] with
ω = ωc = ωa. The system displays a Z2 × Z2-symmetry
except for the λx = λy Tavis-Cummings line, where a con-
tinuous U(1)-symmetry emerges [15]. Four distinct phases
are possible indicated by their respective free-energy land-
scapes as a function of the real and imaginary parts of the
cavity field αRe and αIm, respectively. Quantum phase tran-
sitions occur between a normal phase (white) and superra-
diant phases (blue and red), including a transition between
the superradiant phases through the higher-symmetry diago-
nal Tavis-Cummings line. The phases meet at a multi-critical
point. (c) Steady-state phase diagram of the dissipative model
[Eq. (2)] for γ = 0 and κ/ω = 0.1. The U(1) high symmetry
line and the multi-critical point are washed out by dissipa-
tion, replaced by a normal phase sliver that separates the
two superradiant phases. Additionally, new regions of co-
existing solutions appear (light red and light blue regions).
Each region is marked by the number of stable physical solu-
tions [16]. The white arrows point to the new tricritical points
where a second-order phase transition line meets a first-order
phase transition line. Solid (dashed) lines mark the stability-
boundary of the normal (superradiant) phase.
lar features are also shared by other fundamental models
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2such as the Lipkin-Meshkov-Glick (LMG) model [22], or
models with QPTs of tunable symmetries [15, 23]. In-
terestingly, already for the Dicke model, the inevitable
coupling to dissipation channels was shown to alter the
closed system physics [24, 25]. In particular, cavity dis-
sipation was shown to lead to shifts of the critical points
and to modifications of critical exponents [26–28].
Here, we study the connection between the closed and
open phase diagram of a paradigmatic driven-dissipative
model [15], hosting a multicritical point and phase tran-
sitions breaking discrete and continuous symmetries. In-
finitesimal dissipation dramatically impacts the model’s
phase diagram, resulting in rich phenomena, including a
splitting of a multicritical point into two tricritical points,
coexistence of phases [29], and relics of the continuous
symmetry in rotated order parameters. In particular, we
analyze the model’s quantum fluctuations and show that
these tricritical points exhibit anomalous finite fluctua-
tions, as opposed to standard tricritical points [30].
We consider a bosonic cavity mode coupled to N two-
level systems described by the Hamiltonian [15, 23]
H = ~ωca†a+ ~ωaSz+ (1)
+
2~λx√
N
Sx(a+ a
†) +
2~λy√
N
iSy(a− a†) ,
where a† and a are the bosonic creation and annihilation
operators of the cavity field, respectively, and the cavity’s
resonance frequency is ωc. The collective spin operators
Sα =
∑N
j=1 σ
j
α with α = x, y, z are constituted from the
individual Pauli spin operators σjα describing the iden-
tical two-level systems with level spacing ~ωa. The two
quadratures of the cavity field couple to different pro-
jections of the collective spin operators with arbitrary
real couplings λx and λy. Hence, this model interpolates
between two ubiquitous light-matter models, the Dicke
model [31, 32] limit when either λx = 0 or λy = 0 and
the Tavis-Cummings model [33] for λx = λy, and will be
dubbed here as the interpolating Dicke-Tavis-Cummings
(IDTC) model. A schematic illustration of the model is
depicted in Fig. 1(a).
The IDTC model has a Z2 ×Z2 symmetry, except for
along the diagonal λx = λy where it has an enlarged U(1)
symmetry, as schematically shown in Fig. 1(b) [15]. For
λx, λy ≤ λc ≡ √ωcωa/2, the system has a trivial ground
state, dubbed normal phase (NP), that is comprised of an
empty cavity and all two-level system in their respective
ground states, oriented along the z-axis. Fixing one of
the couplings below criticality λi ≤ λc and taking the
other above it λj > λc with i, j ∈ {x, y} and i 6= j,
the system undergoes a Z2-breaking Dicke-like transition
from the NP to a superradiant phase (SP), where the
cavity features a finite mean population, 〈a〉 6= 0, and the
two-level systems are on average oriented away from the
z-axis. Beyond the SP threshold and along the diagonal,
λx = λy, the U(1) symmetry is spontaneously broken
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FIG. 2. (a) Real and (b) imaginary part of the order parame-
ter describing the cavity occupation number, αRe and αIm, for
one of the four possible mean field solutions [16]. Dissipation
leads to leakage across the NP diagonal sliver, i.e., the cavity
field α becomes complex within the SP regions. Additionally,
αIm changes sign as a function of λx and λy, thus, showing
that the mean field steady state solutions are rotating within
the complex plane. δ indicates the separation between the
two out-of-equilibrium tricritical points [16]. In both plots
ω = ωc = ωa, κ/ω = 0.1 and γ = 0.
marking the Tavis-Cummings QPT [15]. The hallmark
of the IDTC model is the appearance of a multicritical
point at λx = λy = λc, where all phases meet and the
symmetry of the Hamiltonian changes from a discrete to
a continuous symmetry [15].
The relevant complex order parameter which captures
these transitions is 〈a〉 = √Nα, where α = αRe + iαIm.
At a Dicke-like phase transition either αRe 6= 0 and αIm =
0, or αRe = 0 and αIm 6= 0. Along the Tavis-Cummings
line, the U(1)-symmetry is broken and both αRe, αIm 6=
0. The Ginzburg-Landau energy potential of the order
parameter is schematically plotted in Fig. 1(b) and was
calculated in Ref. [15]. It shows (i) a single minimum in
the normal phase, (ii) two minima along either the real or
the imaginary axis marking the Z2 Dicke-like symmetry
breaking, and (iii) a “sombrero-hat” potential with an
enlarged U(1) symmetry on the diagonal.
The closed system phase diagram [Fig. 1(b)], however,
fundamentally changes if one includes dissipation in the
model, which will be relevant for any experimental im-
plementation of such a system. In the presence of both
cavity and global atomic dissipation, the driven and dis-
sipative nature of the system is described by a Liouvillian
equation for the density matrix ρsys of the system [34]
dρsys
dt
= − i
~
[H(t), ρsys] + κ[2aρsysa
† − {a†a, ρsys}]
+
γ
N
[2S−ρsysS+ − {S+S−, ρsys}] , (2)
where S± = Sx±iSy are ladder operators. The first term
on the r.h.s. describes the standard Hamiltonian evolu-
tion while the other two terms represent the Markovian
dissipation for both the cavity and the collective spin in
Lindblad form with rates κ and γ, respectively. It should
3be noted that the master equation (2) is valid in the
rotating frame of driven systems with weak cavity-spin
coupling, cf. Refs. [2, 14, 21]. The ultrastrong coupling
regime should generally be investigated using dressed op-
erators [35, 36]. Here, we use Eq. (2) and discuss the va-
lidity of our results in the strong coupling regime in [37].
In the following, we set γ = 0 and focus mainly on cavity
dissipation.
The mean-field equations governing the different or-
dered phases can be derived from Eq. (2),
ωcαIm − καRe − 2λyY = 0 , (3)
ωcαRe + καIm + 2λxX = 0 , (4)
ωaY + 4λyαImZ = 0 , (5)
ωaX − 4λxαReZ = 0 , (6)
where we defined 〈Sx〉 = NX, 〈Sy〉 = NY and 〈Sz〉 =
NZ and have taken the steady-state limit. Additionally,
for the case of the global dissipation considered here, we
have the spin-conservation law X2 +Y 2 +Z2 = 1/4 that
is used to solve the mean-field equations analytically [16].
Solving Eqs. (3)-(6), we find that dissipation sta-
bilizes a richer phenomenology inaccessible in the
closed system paradigm, with multiple bifurcations
and coexisting many-body phases, see Fig. 1(c) [16].
Specifically, the mean-field equations can be ma-
nipulated to obtain an equation for Z: κ2ω2a +[(
8Zλ2x + ωcωa
) (
8Zλ2y + ωcωa
)]
= 0 [16]. All valid so-
lutions are then subject to a constraint 4κ2λ2xλ
2
y ≤ (λ2x−
λ2y)
2ω2c [16]. However, only a subset of these solutions are
compatible with the aforementioned spin-conservation
law. Note that, the spin conservation is trivially violated
in the presence of single spin dephasing leading to the
destruction of Dicke superradiant phases, [24, 38], which
is beyond the scope of this work.
The implications of this constraint are numerous, for
example, (i) it is violated at the Tavis-Cummings line,
λx = λy, implying that the U(1) QPT is destroyed by
dissipation, as can be easily seen using adiabatic elimina-
tion [16] [cf. Ref. [25]]; (ii) it is additionally violated in a
κ-dependent sliver around the Tavis-Cummings line, see
Fig. 1(c). Consequently, the NP percolates through this
sliver beyond the multicritical region of the closed sys-
tem. Away from the sliver, solving the mean-field equa-
tions leads to multiple stable and unstable solutions [16].
In particular, the independent Dicke-like phases boast
two stable solutions corresponding to the Z2-broken SP
states, as well as an unstable NP solution, a feature seen
also in [24]. Interestingly, in the regime where both cou-
plings are above λc, coexistence of both stable SP and
NP states appears, supported by two unstable solutions,
see Fig. 1(c) and [16].
Dissipation leads to additional important features in
the IDTC as evinced by Fig. 2 where the order parame-
ters, αRe and αIm, for one of the stable symmetry broken
solutions are plotted. Clearly, αRe and αIm leak across
the NP diagonal sliver, unlike the nondissipative case
[cf. Fig. 1]. Consequently, the cavity field α is complex
within the Z2 SP regions, which can be attributed to
the remnant memory of the underlying U(1) symmetry
in the problem. Similarly, αIm changes sign as a func-
tion of λx and λy, thus showing that the mean field so-
lutions are rotating within the complex plane. Impor-
tantly, the order parameter components, αRe and αIm
evolve continuously from zero across the Dicke-like phase
boundaries, but show a discontinuous behavior along the
dissipation-induced NP sliver. Therefore, along the sliver
edges, there are two second-order transition lines, which
morph into two first-order transition lines in the vicinity
of the nondissipative multicritical point, λx = λy = λc,
i.e., these lines meet at new dissipation-induced tricriti-
cal points, which separate the continuous and discontin-
uous symmetry breaking transitions in the system, see
Figs. 1(c) and 2. For ωa = ωc = ω, we find that the
separation between the two out-of-equilibrium tricritical
points scales linearly with κ for κ << ω and is given by
δ = ω
√
1 + (κ/ω)2 −√1 + (κ/ω)2 ≈ κ/√2 [16].
To summarize, the dissipation renders the multicriti-
cality of the IDTC model brittle. Nevertheless, signa-
tures of the Tavis-Cummings U(1) symmetry manifest
in the splitting of the multicritical point into two new
tricritical points with coexisting phases, and the two
closed-system SP phases are separated by an emerging
NP sliver. Importantly, the multicriticality is sensitive
to even infinitesimally small cavity dissipation. This is
radically different from standard driven-dissipative sys-
tems such as the Dicke model, where cavity dissipation
or a global atomic dissipation engender a small modifi-
cation of phase boundaries [17, 18].
A more thorough characterization of the phase dia-
gram is provided by an analysis of the steady state fluc-
tuations and their scaling beyond mean field. In all
regimes of the parameter space, the fluctuation Hamil-
tonian reduces to a problem of two coupled linear os-
cillators [16]. In the thermodynamic limit (large-N), it
takes the generic form [15]
Hfl =~ωcc†c+ ~Ωad†d (7)
+
(
Γ1c
†d+ Γ2cd+ Γ3d†
2
+ h.c.
)
,
where we have defined a = α
√
N + c with c the bosonic
cavity fluctuation operator, and have used the Holstein-
Primakoff representation for the spins, S+ = b
†√N − b†b
and Sz = −N2 + b†b. Here, b = β
√
N + d is a bosonic an-
nihilation operator describing deviations away from the
z-axis, with β = (X − iY )/√1/2− Z its mean value
and d the atomic fluctuation operator. The parameters
Ωa,Γ1,Γ2 and Γ3 are determined by the mean-field solu-
tions [15, 16].
A normal mode transformation on Eq. (7) yields the
excitation spectra of the problem as was studied for the
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FIG. 3. (a) Density plot of the photon number fluctuations calculated on top of the stable mean-fields solutions. ln
{〈c†c〉+ 1}
is plotted for clarity. Green, blue and red refer to fluctuations on top of the normal phase and the two superradiant phases,
respectively. The standard Dicke-like transitions exhibit expected continuous second-order transition lines, which morph into
two first-order lines marking the regions of coexisting solutions. There are no fluctuations along the Tavis-Cummings line
[cf. Ref. [25]], and due to dissipation, the zero-fluctuation region broadens in the IDTC phase space. (b) Cuts with couplings λ
along lines I (top panel) and II (bottom panel) of plot (a). Top panel: Dicke-like transitions where the fluctuations continuously
diverge on both sides of the critical point with exponent 1. Bottom panel: one sided first-order phase transitions marking the
boundaries of the NP (green) and the two SPs (blue and red). (c) Cut with couplings λ along the line III of plot (a) for different
values of κ/ω. As κ decreases, the fluctuations decreases and the separation between the two SPs shrinks, eventually recovering
the closed system behavior and the multicritical point. In all plots ω = ωc = ωa and γ = 0. In (a) and (b) κ/ω = 0.1.
closed system case in Ref. [15]. To analyze the nature of
the phase transitions in the open system dynamics, we
calculate, using the Liouvillian (2), the time evolution of
the equal-time two-operator correlation functions. The
resulting equations of motion form a closed set of ten
coupled differential equations for the correlators, 〈c†c〉,
〈c†c†〉, 〈cc〉, 〈d†d〉, 〈d†d†〉, 〈dd〉, 〈c†d〉, 〈c†d†〉, 〈cd〉, and
〈d†c〉 [16, 39]. In the steady state, this set conforms to a
set of linear inhomogeneous equations, which can then be
solved for λx 6= λy to obtain the various correlators [16].
All correlators display similar features and in the follow-
ing we shall focus on the photon number correlator 〈c†c〉,
see Fig. 3.
It is instructive to study the expectation value for the
photon number in the normal phase. For ωa = ωc = ω,
it is given by
〈c†c〉 = (λ
2
x − λ2y)2
2[κ2λxλy + (λx + λy)2ω2]
(8)
× ω
2(ω2 + κ2 + 4λxλy)
[16λ2xλ
2
y + ω
2(ω2 + κ2 − 4(λ2x + λ2y))]
.
In the Dicke-limit, where λi → λc while λj = 0 with
i 6= j, the photon number diverges with an exponent
of 1, as expected [12]. Note, however, that away from
the Dicke-limit, the critical regime of the Dicke-like tran-
sitions shrinks. This is consistent with the fact that
the multicritical point is expected to have zero fluctu-
ations [16]. For the case λx = λy, we find that the set of
ten equations is no longer invertible. However, a reduced
solvable set exists for which the photon fluctuations van-
ish. This is a remarkable result which shows that even
weak cavity dissipation which technically preserves the
length of the spin destroys an ordered phase.
The specific features of the QPTs in the IDTC can be
inferred by considering photon number fluctuations along
three representative cuts in the λx − λy plane shown in
Fig. 3(a). Along I, where at least one of the couplings is
below λc (top panel of Fig. 3(b)), as expected for a con-
tinuous Dicke-like QPT, cavity fluctuations diverge con-
tinuously across both sides of the transition with critical
exponent 1. Across cut II (bottom panel of Fig. 3(b)),
where either λx or λy is greater than λc, the loss of
the broken U(1) phase results in discontinuous first-order
transitions between the NP and the two SP phases con-
comitant with coexistence regions. Cavity fluctuations,
though enhanced, remain finite and exhibit a jump across
the phase boundaries. The widths of the coexistence
regimes effectively indicate the size of hysteresis loops
that will appear under scans of the couplings. In con-
trast to standard tricritical points that arise in systems
as diverse as 3He − 4He mixtures [30] and high-Tc su-
perconducting vortex lattices [40], the fluctuations at the
two out-of-equilibrium tricritical points of the IDTC re-
main finite. The scaling of these fluctuations with dissi-
pation is illustrated in Fig. 3(c) for cut III, which shows
that fluctuations diminish as the two tricritical points
approach the original multicritical point.
We have shown that weak dissipation can dramati-
cally alter the paradigm of standard continuous symme-
try breaking phase transitions in a model system exhibit-
ing multicriticality. Additionally, the dissipation induced
tricritical points are characterized by anomalous quan-
5tum fluctuations. We expect our results to be qualita-
tively valid for other dissipation channels provided the
spin is conserved. Extending our work to variants of the
IDTC with (i) higher-spin systems, (ii) negatively de-
tuned frequencies where interesting oscillatory behavior
are expected [cf. Ref. [14]], (iii) additional cavity fields
[cf. Ref. [41]], (iv) dephasing and non spin-conserving
dissipation, and (v) quenched dynamics will further re-
inforce our predictions for existing experiments [14, 21].
Our work also motivates a study of potential brittle mul-
ticritical phenomena in quantum engineered systems, and
in out-of-equilibrium matter systems as well as the influ-
ence of non-Markovian noise on such phase diagrams.
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I. ADIABATIC ELIMINATION
For the case of symmetric coupling (λ = λx = λy), the
Hamiltonian can be written as
H =− ~ωca†a+ ~ωaSz + λ(aS+ + a†S−) . (I.1)
From this we derive the equations of motion for the ex-
pectation values of the operators Sz and a including cav-
ity decay at rate κ,
〈S˙z〉 =2iλ
(〈a†〉〈S−〉 − 〈a〉〈S+〉) , (I.2)
〈a˙〉 =iωc〈a〉 − iλ〈S−〉 − κ〈a〉 , (I.3)
where the factorization 〈aSi〉 = 〈a〉〈Si〉 has been im-
posed. Consdering the steady state for the cavity field
( ˙〈a〉 = 0) gives
〈a〉 =− 2λ〈S−〉
ωc − iκ (I.4)
〈a†〉 =− 2λ〈S+〉
ωc + iκ
. (I.5)
We then look at the steady state for the spin popula-
tion, i.e. 〈S˙z〉 = 0, which results in
〈a〉〈S+〉 = 〈a†〉〈S−〉 , (I.6)
i.e., in detailed balance for the excitations in the system.
Making use of the expressions (I.4) and (I.5) for the light
fields, we find
〈S−〉〈S+〉
ωc − iκ =
〈S−〉〈S+〉
ωc + iκ
. (I.7)
Any finite cavity decay κ 6= 0 thus gives rise to the break-
down of detailed balance, leaving only the trivial solution
〈a〉 = 0, and therefore hindering the Tavis-Cummings
phase transition.
II. MEAN-FIELD SOLUTION
In order to solve the mean-field Eqs. (3)-(6) in the main
text, we first obtain expressions for X and Y as functions
of αRe, αIm and Z, for the case of vanishing atomic dis-
sipation (γ = 0). Eqs. (3) and (4) lead to
X =− ωcαRe + καIm
2λx
, (II.1)
Y =
ωcαIm − καRe
2λy
, (II.2)
while Eqs. (5) and (6) to
X =
4λxαReZ
ωa
(II.3)
Y =− 4λyαImZ
ωa
. (II.4)
Substituting (II.3, II.4) into (II.1, II.2), we obtain a ho-
mogeneous system for αRe, αIm parametrized by Z. Re-
quiring that the system has non-trivial solutions, we find
the constraint on Z presented in the main text. This
constraint yields two solutions
Z± =−
(
λ2x + λ
2
y
)
ωc ±
√(
λ2x − λ2y
)2
ω2c − 4κ2λ2xλ2y
16λ2xλ
2
y
ωa .
(II.5)
We shall find it useful in the following to define Z± =
A±ωa.
We insert the solution Z±, as well as, Eqs. (II.1)-(II.4)
into the spin length normalization constraint, X2 +Y 2 +
Z2 = 1/4, and find two inhomogeneous quadratic equa-
tions for αRe and αIm,
c =a1α
2
Re + a2α
2
Im (II.6)
c =b1α
2
Re + b2αReαIm + b3α
2
Im (II.7)
with coefficients depending on which solution of Z-
constraint is taken, a1 = 16A2±λ2x, a2 = 16A2±λ2y,
b1 =
(
κ2/λ2y + ω
2
c/λ
2
x
)
/4, b2 = κωc
(
1/λ2x − 1/λ2y
)
/2,
b3 =
(
κ2/λ2x + ω
2
c/λ
2
y
)
/4, and c = 1/4−A2±ω2a.
Equations (II.6) and (II.7) are solved at once yield-
ing four possible solutions. We note, however, that our
procedure has increased the space of solutions, since we
have moved from a first-order system for αRe and αIm
to a second-order one. This means that not all of the
obtained solutions are physical. Imposing that the solu-
tions preserve real spin order parameters and that the
total spin is conserved, we find that the validity of the
solutions is dependent on the coupling strengths λx, λy.
Specifically, we find that two of the solutions are physical
for λx > λy while the other two are physical for λy > λx.
This is readily combined and the solutions can be written
2as
αRe = (II.8)
±√c
√
2a22b1 + a2b
2
2 − 2a2b3(a1 + b1) + 2a1b23 + sgn [λy − λx] a2|b2|
√
b22 − 4(a1 − b1)(a2 − b3)
2(a22b
2
1 + a
2
1b
2
3 + a1a2(b
2
2 − 2b1b3))
,
αIm =
b22 − sgn [λy − λx] |b2|
√
4(b1 − a1)(a2 − b3) + b22
2b2(a2 − b3) αRe .
(II.9)
Remarkably, in the respective regions of validity, the so-
lutions are the opposite of one another, reflecting the
underlying broken Z2 symmetry.
III. STABILITY ANALYSIS
In the previous section, we have obtained solutions to
the mean-field equations of our model [cf. Eqs. (3)-(6) in
the main text]. These solutions, however, can be stable or
unstable. To check the linear stability of our solutions, we
employ standard stability analysis [S42]. In particular,
we find the stability matrix associated with our system
of equations and diagonalize it at a given solution. Once
we have its eigenvalues, we study their behavior as a
function of the coupling strengths, λx, λy. If at least
one eigenvalue has non-vanishing positive real part then
the solution is unstable.
More rigorously, we expand the order parameters to
linear order in small fluctuations, i. e., α = α0 +δα,X =
X0 +δX, Y = Y0 +δY, Z = Z0 +δZ. Plugging this ansatz
into the mean-field equations, we obtain
˙δα = −2κ(α0 + δα)− iω0(α0 + δα)+ (III.1)
− 2iλx
(
X0 + δX
)− 2λy(Y0 + δY ) ,
˙δX = −ωzδY + 2iλy
(
α0 − α∗0
)
δZ+ (III.2)
+ 2iλyZ0
(
δα− δα∗) ,
˙δY = ωzδX − 2λx
(
α0 + α
∗
0
)
δZ (III.3)
− 2λxZ0
(
δα+ δα∗
)
,
˙δZ = −2λx
(
α0 + α
∗
0
)
δY − 2λxY0
(
δα+ δα∗
)
+ (III.4)
+ 2iλy
(
α0 − α∗0
)
δX + 2iλyX0
(
δα− δα∗) ,
where α0, X0, Y0, Z0 are the mean-field steady-state order
parameters.
We use the steady-state solutions from the previous
section and obtain
˙δαRe = −κδαRe + ω0δαIm − 2λyδY , (III.5)
˙δαIm = −κδαIm − ω0δαRe − 2λxδX , (III.6)
˙δX = −ωzδY − 4λyαim0 δZ − 4λyZ0δαIm , (III.7)
˙δY = ωzδX − 4λxαre0 δZ − 4λxZ0δαRe , (III.8)
˙δZ = −4λxαre0 δY − 4λxY0δαRe+ (III.9)
− 4λyαim0 δX − 4λyX0δαIm .
To reduce the number of equations of our system, we
linearize the spin constraint, X2 +Y 2 +Z2 = 1/4, which
allows us to get rid of the δZ dependence:
δZ = −X0δX + Y0δY
Z0
. (III.10)
Substituting the linearized condition into the previous
equations, we can rewrite them in matrix form as follows

˙δαRe
˙δαIm
˙δX
˙δY
 = M

δαRe
δαIm
δX
δY
 , (III.11)
where the matrix
M ≡

−κ ω0 0 −2λy
−ω0 −κ −2λx 0
0 −4λyZ0 4λyαim0 X0Z0 4λyα
im
0
Y0
Z0
− ωz
−4λxZ0 0 4λxαre0 X0Z0 + ωz 4λxα
re
0
Y0
Z0
 ,
(III.12)
is the stability matrix. We now diagonalize this matrix
and check the positivity condition for the real part of the
eigenvalues. The λx, λy regions for which the real part
of an eigenvalue is zero define the stability lines of Fig.
1(c) in the main text.
Performing this analysis, we find that the nontrivial
solutions associated with the Z− constraint are always
stable. The ones associated with the Z+ constraint, even
though physical, are never stable. Interestingly, perform-
ing the stability analysis for the normal phase, we find
that it is stable when both couplings are above threshold.
IV. SEPARATION BETWEEN THE TWO
OUT-OF-EQUILIBRIUM TRICRITICAL POINTS
We first identify the two tricritical points. This can be
done in different ways, e.g. considering the constraints
in Eq. (II.5) or the stability conditions, we chose to use
the constraint Z−. We can restrict to the normal phase
without loss of generality. The tricritical points are then
given by the intersection of two curves, namely
− (λ2x + λ2y)ωc +
√(
λ2x − λ2y
)2
ω2c − 4κ2λ2xλ2y
16λ2xλ2y
ωa
2 = 1
4(
λ2x − λ2y
)2
ω2c − 4κ2λ2xλ2y = 0 .
The first one is just the spin constraint in the normal
phase, Z2 = 1/4, while the second one gives the bound-
ary for which the square root becomes imaginary and
therefore non physical. We solve this system for λx and
λy and find that among all the possible solutions the tri-
30.0
δ/ω
κ/ω
0.0
0.1
0.150.100.05 0.20
Supplementary Material Figure 1. Separation between the
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critical points are given by
(
λx1
λy1
)
=
 12
√
−
√
κ2ω2a(κ
2+ω2c)
ωc
+ κ
2ωa
ωc
+ ωcωa
1
2
√
κωa
(√
κ2+ω2c+κ
)
ωc
+ ωcωa

(
λx2
λy2
)
=
 12
√√
κ2ω2a(κ
2+ω2c)
ωc
+ κ
2ωa
ωc
+ ωcωa
1
2
√
ωa
(
−κ
√
κ2+ω2c+κ
2+ω2c
)
ωc
 .
In order to distinguish which solutions correspond to a
tricritical point we required λx, λy to be positive real
numbers for the parameters used in the main text. We
can now evaluate the distance between these two points
δ =
√
|λx1 − λx2|2 + |λy1 − λy2|2
=
√
ωa
(
κ2
ωc
+ ωc −
√
κ2 + ω2c
)
, (IV.1)
that for ω = ωc = ωa reduces to
δ = ω
√
1 +
κ2
ω2
−
√
1 +
κ2
ω2
. (IV.2)
Expanding this expression for small κ values κ ω we
get
δ =
κ√
2
+O (κ2) . (IV.3)
V. LARGE-N EXPANSION
Taking the IDTC model [Eq. (1) in the main text] and
applying the Holstein-Primakoff transformation for the
spins, S+ = b
†√N − b†b and Sz = −N2 + b†b, we obtain
H = ~ωca†a+ ~ωa
(
−N
2
+ b†b
)
+ (V.1)
+
~λx√
N
(
b†
√
N − b†b+
√
N − b†bb
) (
a+ a†
)
+
~λy√
N
(
b†
√
N − b†b−
√
N − b†bb
) (
a− a†) .
We can rewrite the operators in terms of a mean-field
classical part plus quantum fluctuations, a = α
√
N +
c and b = β
√
N + d. Inserting these expressions into
Eq. (V.1), we can perform a large-N limit expansion,
i.e., collect only terms that do not vanish nor diverge in
this limit. We obtain a fluctuation Hamiltonian of the
form of Eq. (7) in the main text, where the prefactors
are
4Ωa = ωa − λx
αReβRe
(
1 + 3
(
1− |β|2))
(1− |β|2)3/2
− λy
αImβIm
(
1 + 3
(
1− |β|2))
(1− |β|2)3/2
(V.2)
= ωa +
2(−5 + 6Z)(XλxαRe − Y λyαIm)
(1− 2Z)2 ,
Γ1 = λx
(
1− |β|2 − β∗βRe
)√
1− |β|2 + λy
(
1− |β|2 − iβ∗βIm
)√
1− |β|2 (V.3)
=
λx(−4X(X + iY ) + (1− 2Z)2) + λy(−4Y (−iX + Y ) + (1− 2Z)2)√
2− 4Z(1− 2Z) ,
Γ2 = λx
(
1− |β|2 − β∗βRe
)√
1− |β|2 − λy
(
1− |β|2 − iβ∗βIm
)√
1− |β|2 (V.4)
=
λx(−4X(X + iY ) + (1− 2Z)2)− λy(−4Y (−iX + Y ) + (1− 2Z)2)√
2− 4Z(1− 2Z) ,
Γ3 = −β
[
λxαRe
(
2− 2|β|2 + ββRe
)
2 (1− |β|2)3/2
+ iλyαIm
(
2− 2|β|2 − iββIm
)
2 (1− |β|2)3/2
]
(V.5)
= −2(X − iY )((−2XY + i(2Y
2 + (1− 2Z)2))λyαIm + (2X(X − iY ) + (1− 2Z)2)λxαRe
(1− 2Z)3 ,
and for the second equality we have used the relation be-
tween the classical Holstein-Primakoff spin and the mean-
field solutions, β = (X − iY )/√1/2− Z.
VI. FLUCTUATION EQUATIONS OF MOTION
We are interested in the equal-time two-operator corre-
lation functions. Taking, for example, the photon num-
ber fluctuation 〈c†(t)c(t)〉, its time-dependence can be
obtained using Heisenberg’s equation of motion
d
dt
c†(t)c(t) =− i
~
[Hfl, c
†c]− 2κc†c , (VI.1)
where we have also taken the large-N limit of the Lind-
blad terms in the Liovillian [Eq. (2) in the main text].
Note that the commutation of the photon number with
Hfl couples it to the other two-operator correlation func-
tions. Hence, in order to solve the time-evolution of the
photon number, we need to evaluate the Heisenberg’s
equation of motion for all ten possible two-point correla-
tions functions, and obtain
5d
dt
c†c =− iΓ1c†d + iΓ∗1c d† + iΓ2c d − ic†d†Γ∗2 − 2κc†c , (VI.2)
d
dt
c c =− 2iωcc c − 2iΓ1c d − 2iΓ∗2c d† − 2κc c , (VI.3)
d
dt
c†c† =2iωcc†c† + 2iΓ∗1c
†d† + 2iΓ2c†d − 2κc†c† , (VI.4)
d
dt
c d =− i(ωc + ωa)c d − iΓ1d d − iΓ∗1c c − iΓ∗2
(
c†c + d†d + 1
)− 2iΓ3c d† − κc d , (VI.5)
d
dt
c†d† =i(ωc + ωa)c†d† + iΓ∗1d
†d† + iΓ1c†c† + iΓ2
(
c†c + d†d + 1
)
+ 2iΓ∗3c
†d − κc†d† , (VI.6)
d
dt
c d† =ic d†(ωa − ωc) + iΓ1
(
c†c − d†d )+ iΓ2c c − iΓ∗2d†d† + 2iΓ∗3c d − κc d† , (VI.7)
d
dt
c†d =ic†d (ωc − ωa)− iΓ∗1
(
c†c − d†d )− iΓ∗2c†c† + iΓ2d d − 2iΓ3c†d† − κc†d , (VI.8)
d
dt
d d =− 2iωad d − 2iΓ∗1c d − 2iΓ∗2c†d − 2iΓ3
(
1 + 2d†d
)
, (VI.9)
d
dt
d†d† =2iωad†d† + 2iΓ1c†d† + 2iΓ2c d† + 2iΓ∗3
(
1 + 2d†d
)
, (VI.10)
d
dt
d†d =iΓ1c†d − iΓ∗1c d† + iΓ2c d − iΓ∗2c†d† − 2iΓ3d†d† + 2iΓ∗3d d . (VI.11)
In the steady-state limit, the l.h.s. is set to zero and we
obtain a set of ten coupled homogeneous equations. In
the IDTC model, for all values λx 6= 0 and/or λy 6= 0,
Γ1 6= 0 [cf. Eqs. (II.3)-(II.4) and (V.3)]. The set of ten
equations in invertible whenever Γ2 6= 0 and/or Γ3 6= 0,
resulting in an analytical expression for all ten correlators
in the steady-state limit. For brevity, we only write the
photon number fluctuation
〈
c†c
〉
= (VI.12)
2
(
κ2 + ω2c + |Γ1|2 − |Γ2|2
) [
2Re
{
Γ21Γ
2
2Γ
2
3
}− 2ωaRe {Γ1Γ2Γ3}(|Γ1|2 + |Γ2|2)+ ω2a |Γ1|2 |Γ2|2 + |Γ1|4 |Γ3|2 + |Γ2|4 |Γ3|2][
|Γ1|2
(
κ2 + (ωc + ωa)2 − 4 |Γ3|2
)
− |Γ2|2
(
κ2 + (ωc − ωa)2 − 4 |Γ3|2
)
− 8ωcRe {Γ1Γ2Γ3}
] [
(κ2 + ω2c )
(
ω2a − 4 |Γ3|2
)
− 2ωcωa
(
|Γ1|2 + |Γ2|2
)
+
(
|Γ1|2 − |Γ2|2
)2
+ 8ωcRe {Γ1Γ2Γ3}
] ,
which in the normal phase simplifies to Eq. (8) in the main text.
