Abstract-Multimedia content is massively generated from various applications and devices, and processed in cloud data centers. Multimedia service providers prefer that their data are processed in data centers close to users in order to offer them high performance and reliable multimedia services that meet the requirements specified in the Service Level of Agreement (SLA). This requires transferring huge data sets of video streams, games content, images etc. across geographically distributed cloud data centers using underutilized bandwidth in backbone transport networks. As the amount of multimedia content increases, the demand to transfer big data sets across data centers increases as well. As such, the leftover bandwidth that appears at different times and for different durations in the backbone network becomes insufficient to satisfy the rapidly increasing demand for multimedia big data transfer. This challenge led to the creation of multi-rate Bandwidth on-Demand (BoD) service offerings for communication between geographically distributed cloud data centers. In this paper, we focus on BoD services which are offered by the Dense Wavelength Division Multiplexing (DWDM) layer because of its huge capacity. We propose a BoD broker which employs a scheduling algorithm that considers various deadlines of multimedia big data transfer requests. The broker in our model leverages the concept of standby wavelengths to minimize peak traffic and accommodate time requirements of delay-tolerant and delay-intolerant transfer requests. We also study strategies of routing and wavelength assignment using Mixed Integer Programming (MIP) optimization to rapidly handle volumes of multimedia big data transfer requests.
INTRODUCTION

I
N the past few years, multimedia content is massively generated from various devices and applications. It has grown exponentially to be the biggest big data [1] . Whether for load balancing, replication, or business continuity, processing of multimedia big data has created the need to transfer massive amounts of data between geographically distributed cloud data centers [2] . Furthermore, multimedia service providers prefer that their data are processed in data centers close to users in order to offer them high performance and reliable multimedia services that meet the requirements specified in the Service Level of Agreement (SLA) [3] . This requires transferring huge data sets of video streams, games content, images etc. across geographically distributed data centers using underutilized bandwidth in backbone transport networks [16] [17] . As the size of multimedia big data increases, the demand to transport data sets across data centers for further processing increases as well.
Currently, Cloud Service Providers (CSPs) use leftover bandwidth that appears at different times and for different durations in the backbone transport network to transfer The DWDM layer is built on top of fiber optic layer cables connecting data center; above the DWDM layer comes the OTN layer, which provides higher switching capacity and better scalability than todays SONET/Broadband layer, and then the IP layer for Ethernet Virtual Services (EVCs) big data across cloud data centers [4] [5] [7] . They employ optimization mechanisms that take into account several factors including the source and destination time zones in an effort to avoid peak times and reduce operational cost of data transfer. Bandwidth on demand (BoD) is also offered using Synchronous Optical Network (SONET) in limited architectures and usually at rates less than 622 Mbps [8] . The main issue is that leftover bandwidth cannot satisfy the rapidly increasing demand for multimedia big data transfer; and the amount of bandwidth offered in the SONET layer is not sufficient to transport multimedia big data. Furthermore, such transfer creates bandwidth peaks that surpass normal traffic levels by multiple times, which results in clogging the paths of the backbone network. This issue causes severe network performance reduction, which leads to a huge waste of resources and increases the cost of multimedia big data transfer. The solution to the above challenges is to utilize DWDM in the backbone network because of its huge capacity. Figure  1 provides a simplified example of a future network service for BoD proposed by AT&T [8] . The main motivation behind the new networking scheme is to facilitate dynamic multirate BoD services for communication between geographically distributed cloud data centers. With such model, bandwidth connections can be offered as follows: below 1 Gbps is transported via the IP layer as Ethernet Virtual Services (EVCs); 1 Gbps up to the core wavelength rate via Optical Transport Layer OTN; high-rate services are carried directly over the DWDM.
In this paper, we are mainly concerned with BoD that is provided at the DWDM layer. This is because multimedia big data transfer requires "highways", which can carry traffic at rates ranging from 10 to 100 Gbps, such as those provided by the DWDM layer [8] . This service is currently offered by several providers (e.g. Level3, Vertiro, AT&T, XO etc.) where BoD is offered from a pool of wavelengths whenever a transfer request occurs. The challenge, however, is how to efficiently schedule the multimedia big data transfer requests across data centers such that various deadlines are optimally and dynamically considered to fully exploit the leased wavelength at any time. In the context of multimedia big data, close coordination between the source and the destination is critical and often requires the transfer of data within a specific time interval. The transfer can happen right after the arrival at the source in the case of delay-intolerant data or it can be processed at the source if the delivery deadline allows for flexibility such as the case of delaytolerant data. In our work, we consider both cases where the proposed mechanism allocates the bandwidth based on the priority of the transfer, i.e. selecting the right wavelength in the DWDM, to meet the deadline of the transfer. In both cases, the planner needs to consider the time of the transfer and the availability of the bandwidth to make sure that the transfer is completed before its deadline. It must be noted that even after the data is processed at the source, the pending data volume to transfer is enormous and creates inevitable problems that require scheduling. This is a normal industry practice where huge bulks of data are scheduled for migration to various data centers after being processed at the source such as the case of Amazon CloudFront [30] . Our proposed solution is based on a BoD broker who employs scheduling mechanism that considers the delay sensitivity of multimedia big data transfer requests. The broker in our model leverages the concept of standby wavelengths to minimize peak traffic and accommodate time requirements of delay-tolerant and delay-intolerant transfer requests. We also study strategies of routing and wavelength assignment using Mixed Integer Programming (MIP) optimization to rapidly handle volumes of multimedia big data transfer requests.
The rest of the paper is organized as follows: Next section presents the related work followed by the model description in section III. In section IV, we provide analysis of the broker actions as well as the DWDM network routing and wavelength assignment problem. Section V presents the evaluation of the proposed model. Finally, in section VI we conclude the paper and provide our plan for future work.
RELATED WORK
In this section, we discuss related work on multimedia big data transfer across geo-distributed data centers. In general, big data transfer is relatively a new topic and most of the existing work hitherto focuses on minimizing the network congestion through flexible scheduling of delay tolerant big data transfer requests. In this section, we go through these approaches and analyze them in comparison to the proposed study in this paper.
Big data transfer across cloud data centers is investigated in [2] [3] [4] [9] [14] and [15] . In [2] , the study focuses on coordinating bulk data transfer between interdata centers while taking into consideration the priority of the transfer. The aim of the work is to fully utilize the available bandwidth using Software Defined Networking (SDN) paradigm. In such setting, the optimization mechanism is fully centralized from one global entity which is aware of the underlying network status. Based on SDN concept, the optimization algorithm is able to track all data transfer chunks from several data centers in a timely fashion. Our work compared to [2] is different in several aspects: We take into consideration the transfer deadline of delay-tolerant and delay-intolerant multimedia big data. Also, we consider the transfer in the DWDM layer where each wavelength is considered as one continuous flow. This means we consider only local scheduling based on transfer deadline and the available wavelengths.
The work in [3] considers multimedia big data traffic generated from video replication and transfer across data centers from services like NetFlix. The aim of the work is to minimize the operation cost of transferring video traffic across data centers. The study proposes Jetway which carefully selects the flow rate in specific paths to lower the cost of the transfer. Jetway concept is based on fully utilizing the amount of bandwidth that is already paid for. In this respect, Jetway monitors spikes caused by excess traffic beyond the limits of the paid bandwidth. The additional fraction of data caused by traffic spikes, which could potentially incur additional cost, is then routed using other concurrent links. Our work in a way is similar to Jetway, however, in DWDM networks, the CSP leases wavelength connections that have specific capacity. Concurrent routing does not exist unless additional wavelengths are leased. In this case, our model introduces the concept of standby wavelengths as an alternative to concurrent transmission to combat peak time transfer requests. Instead of using concurrent connections, the study in [4] utilizes off-peak bandwidth to transmit delay-tolerant big data. The work in [4] considers continuous flows from source to destination where connectionoriented paths are optimized for big data transfers. The main issue in this work is that it only considers leftover bandwidth which at one point will be overwhelmed by the large number of multimedia big data transfer requests.
Similar to the aforementioned studies, the proposed methods in [9] and [10] try to address the issue of transferring big data that have various bandwidth requirements and transfer rates. In [9] , the authors address the cost minimization of data transfer in high capacity link across data centers. The proposed scheduling scheme, called GRESE, maximizes the utilization of paid links such that transfer requests of different classes are transferred at a lower cost. GRESE leverages the flexible nature of big data transfer deadlines, however, during peak times or burst transfer requests, GRESE allows for expanding the capacity needed at additional cost. Our work is very close to [9] with respect to the expansion of needed capacity, but we do that by leveraging standby wavelengths that are leased for this specific purpose. The rationale behind our idea is that the cost of a leased standby wavelength is less on the long run compared to the cost of penalties resulted from causing traffic spikes. The method proposed in [10] leverages the temporal and spatial characteristics of inter-datacenter big data transfer traffic. The method considers store and forward of data in intermediate data centers to reduce the network congestion. The study assumes full observability of the network links at all data centers.
In [11] , delay-tolerant bulk transfers via the store-andforward mode are also considered where leftover bandwidth resources are utilized in order to save the transfer cost. The same work is then extended in [12] , where a new mechanism called NetStitcher is introduced. NetStitcher performs capacity prediction on the link and tries to stitch together unutilized time-varying bandwidth across multiple datacenters for big data transfers. By so doing, the existing link capacity is maximally utilized. However, NetStitcher does not solve the issue of peak requests resulting from multiple data transfers with varying deadlines and priorities. The studies in [13] , [14] and [15] although are not concerned with data transfer across geo-distributed cloud data centers, they address a similar issue related to deadline guaranteed of multiple bulk data transfers in grid networks. For example, [14] formulates the problem as a maximum concurrent multiple flows model and try to improve the throughput of transfers. The study in [15] extends [14] to include a flexible admission control and periodic scheduling framework to blocking ratio of transfer requests.
Existing work presented in this section addresses, to the most part, delay tolerant big data transfer. Multimedia big data include both delay-tolerant and delay-intolerant transfer requests. Our proposed work falls into the new trend of facilitating dynamic multi-rate BoD services for communication between geographically distributed cloud data centers.
MODEL DESCRIPTION
In this section, we present the bandwidth on-demand model for multimedia big data transfer across geo-distributed data centers. The aim of this section is to describe the role, objectives, and actions of involved entities. Figure 2 presents a high level diagram of the proposed model wherein we can identify the following entities: Multimedia big data tenants, BoD brokerage service, and the DWDM backbone network. The multimedia big data tenants use the cloud data centers to host their data and initiate transfer requests. The transfer requests can be instantaneous or scheduled at different times for different purposes such as video, images and games content migration, servicing massive multimedia applications in other locations, data backup etc. We assume that the tenants initiate the requests but are handled by the CSP who operates multiple data centers in geo-distributed locations. In this model, we assume that multimedia transfer requests include two different types: delay-tolerant and delay-intolerant requests, the broker decides on the transfer scheduling based on the urgency and deadline of the transfer requests. The broker receives the requests from the CSP and schedules these requests on end-to-end connectivity links with the DWDM backbone provider. The DWDM backbone provider operates a pool of wavelengths and offers BoD to the broker in the form of wavelengths over optical fiber at data rates 10 Gbps, 40 Gbps and/or 100 Gbps [18] .
In the aforementioned model, every entity has its own objective. The CSP's objective is to utilize leased wavelengths by efficiently allocating the transfer of multimedia big data requests and satisfies its tenants. In practice, CSPs lease wavelengths on a monthly basis and pay flat rate. The majority of the deployed DWDM backbone operates wavelength at 10Gbps and to a certain extent 40Gbps. Therefore, before leasing a wavelength, the CSP must be sure that the capacity of the wavelength is put fully utilized such that the investment is justifid. The broker's objective is to devise mechanisms of accommodating multimedia big data transfer requests through scheduling procedures that maximizes the use of the available bandwidth on the leased wavelengths.
The DWDM provider's objective is to find the proper connectivity and traffic routing strategy that maximizes profit and satisfies the broker's requests. The network traffic is given as a logical (virtual) topology that has to be mapped on the optical network. The network traffic is given as logical paths comprising of physical optical links. DWDM typically uses specific routes, where the path selection is performed by an administrator or specialized tools in network management systems, e.g. SDN [19] . The design objective is to maximize the DWDM providers profit and determine the set of flows through the network. In a DWDM network, end-to-end optical channel connections are requested with certain constraints. In order to achieve the design objective, a DWDM network must take the following into consideration: Fig. 3 . Logical connections between data centers form virtual topologies that are mapped to the physical links of the DWDM network. The broker lease one or more wavelength on the virtual link which is considered a continuous flow of communication
•
BoD in DWDM layer is offered in the form of wavelengths. The bandwidth of a wavelength is 10 Gbps and higher.
• The CSP requests source to destination connectivity over a continuous end-to-end link, which forms a virtual network topology.
• The optimal wavelength assignment problem for each virtual connection from the source to the destination is decided by the DWDM network. The broker responsibility is to efficiently utilize the available bandwidth of the leased wavelengths;
• Contrary to existing work, discussed in the previous section, our model does not consider store-andforward procedures at intermediate nodes. This is reasonable in DWDM network where leased wavelengths are continuous flows between cities. The CSP leases multiple wavelengths on the same virtual connection and each wavelength is considered as one continuous flow. In such model, transfer times do not appear in flow optimization problems.
UTILITY CONSIDERATION AND ACTIONS
In this section, we discuss the utility of each entity in the model as well as the actions. Specifically, we discuss the broker's scheduling mechanism as a means of increasing the CSPs utility subject to the deadline requirements of the multimedia transfer requests. We also discuss the utility of the DWDM backbone network which is formulated as a cost minimization problem subject to the physical constraints of the underlying network.
Let us consider the case of one CSP and one DWDM network provider and suppose that the CSP wishes to use DWDM services to transfer multimedia big data between two cloud data centers in two different cities as shown in figure 3 . We assume that the CSP has an initial budget and demand forecast for the amount of capacity needed to lease on the link between the two data centers. One way to determine the number of wavelengths needed is by estimating the capacity. For example, if q j is the amount of bandwidth required for tenant j, then the total bandwidth required to transfer all tenants requests is Q = j q j . If the needed capacity Q at any given time is determined to be 37Gbps, then the required number of 10Gbps wavelengths that satisfy Q is 4 wavelengths. Based on this initial assessment, the CSP leases the amount of wavelengths on the connection link between the two data centers. Multimedia big data transfer requests compose of delay-tolerant and delay-intolerant data. Delay-tolerant transfer requests include replications and backup multimedia contents such as video, images and games content etc. These requests must be transferred between data centers but typically have very large deadlines that span few hours to days. Delay-intolerant data include multimedia contents such as video processing and massively interactive video/computer games that must be transferred between data centers at a specific rate and time. This type of data has higher priority and must be delivered with certain amount of bandwidth that satisfies resources at both ends of the data centers.
The broker receives the requests from the CSP and schedules these requests on end-to-end connection links with the DWDM backbone provider. The broker responsibility is to improve the usage efficiency of the leased wavelength by leveraging the available capacity of each wavelength. The broker decides on the transfer scheduling based on the urgency and deadline of the transfer requests. We assume that the broker knows the deadline and volume of the data transfer requests that are in the system. This information can be provided by other mechanisms as explained in [20] and [21] .
Broker's Utility and Actions
In modeling the broker's actions, we suppose that the broker's main objective is to maximize the CSP's surplus function, denoted by U CSP (d, p). The surplus function U CSP (d, p) is the net benefit to the CSP from using d number of wavelengths for a price p per wavelength. Since the DWDM network chooses the value of p, the CSP chooses the quantity of wavelengths that maximizes its utility U CSP (d, p). The broker's goal is to ensure that multimedia big data transfer requests are completed before the deadline. In this case, the main constraint on the CSP's utility maximization problem is the deadline T deadline of the transfer requests. At the most general level, the utility maximizing problem becomes as follows:
where T r is the maximum time required to transfer all requests using the utility-maximizing quantity d * (p). This function d * (p) is called the CSP's demand function. In order to address above mentioned constraints, the following must be taken into consideration:
• Among all the transfer requests, schedule the jobs that have the strictest deadline. Requests that have strict deadlines must be scheduled at the earliest for the maximum flexibility. 
• Determine the volume of new requests as soon as possible, and try to use the available residual bandwidth by always trying to schedule the delayintolerant request as soon as they arrive.
• Determine the peak value of data volume from incoming and scheduled requests. Peak volumes can cause an unbounded increase in bandwidth that requires the CSP to lease extra wavelengths to accommodate them or drop them. Having the data volume up to interval time t-1 within the capacity limits of the leased wavelength means that the operational cost is kept at minimum up to time t. There is a point where the broker finds that the peak traffic cannot be smoothed without dropping several transfer requests. The broker must allow some room for unpredictable peak times. This means having at least one leased wavelength to be utilized during peak times. This is a reasonable practice in the industry (e.g. electricity generation) where resources are set a side on standby for unexpected peak times [22] .
We consider a set of N independent requests R = {r 1 , r 2 , ..., r N } for multimedia big data transfer using the DWDM backbone network. We use O r = {o r1 , o r1 , ..., o r k } to denote the set of data volumes for the requests. Let Z(t) be the total wavelength capacity. At any time interval, let the consumed bandwidth to be on the wavelength to be B(t), then the residual bandwidth on the wavelength is E(t) = Z(t) − B(t). As mentioned earlier in this subsection, the broker in our model tries to schedule the transfer requests that have the strictest deadline starting with the delay-intolerant requests. Then, it uses the residual bandwidth to accommodate other requests. When a peak time is detected, the broker decides either to re-schedule to a later time slot or use the standby wavelength. The decision of the broker depends on the deadline of the incoming request. That is, if the request is delay-intolerant, then it is automatically scheduled on the standby wavelength to make sure that the deadline is met. If the incoming request has a large deadline, i.e, the request is delay-tolerant, then the broker schedule to a later time slot. Fig. 4 illustrates the operation of the above mentioned concept. Having the requests comping up to time interval t1, the broker schedule them in the same wavelength along the same connection link without the need to use any standby wavelength. This means that the green and brown volume stay on the same wavelength. The blue area in the figure represents the traffic volume that can still be accommodated on the same wavelength, and the red diagonal area indicates the potential traffic volume that exceeds the capacity of the wavelength. In this scheme, multimedia transfer requests are assigned in a way such that the available bandwidth on the wavelength is utilized to the maximum, and the additional volume is either shifted to another time slot or routed using a standby wavelength based on whether the request is delay-tolerant or delayintolerant. By so doing, the broker is always looking for ways to maximize the use of the operational wavelength. As a result, the broker not only going to efficiently use the Fig. 4 . Illustration of the traffic volumes on a wavelength operational wavelength, but will also minimizing the cost of the inter-datacenter traffic up to time interval t. Based on this idea, the design of our scheduling mechanism is constructed.
Algorithm 1, uses the above mentioned illustration to schedule the transfer requests, taking into consideration the standby wavelength. It iterates through all the transfer requests in the list, in the increasing order of their deadline. From line 10 to 12, Algorithm 1 checks for the deadline of initiated requests and add them to the list based of waiting time. From line 13 to 26, Algorithm 1 checks for the needed capacity to perform the transfer r i . For each request, the algorithm checks if it is feasible to transfer based on the AllocateAvailableBandwidth(r i ), which is determined by Algorithm 2. If AllocateAvailableBandwidth(r i ) is -1, it checks for the type of the request. If the request is delay-tolerant, it is either postponed to the next time slot or dropped. If the request is delay-intolerant, it is then scheduled immediately on the standby wavelength. If the AllocateAvailableBandwidth(r i ) is 1, the request is then scheduled and the list of transfer requests is updated.
Algorithm 2 checks for the available and residual bandwidth. Given the data volume of the request, Algorithm 2 determines if the residual capacity on the wavelength is sufficient to accommodate the initiated request r i . If the the residual capacity is greater than the requests' data volume it returns 1 and update the value of the residual capacity. If the residual capacity is less than the requests' data volume it returns -1.
The above discussed algorithms ensure that the delaysensitive data is given priority over other bulk transfer. This is important in the case of multimedia traffic where data must be transferred within a specific time interval. Other works such as [2] [3], and [11] their transfer algorithms focus on bulk transfer of delay-tolerant traffic which does not have critical deadlines. Furthermore, the algorithms presented in such studies focus on cost minimization of the transfer to reduce the expense overhead of the CSP. In our work, the CSP leases the wavelength link for a defined cost and hence must schedule the transfer so that the utilization of the link between data centers is maximized. The main advantage of our algorithm is that it is not obliged to use leftover bandwidth that might not available when needed.
The transfer can happen right after the arrival at the source in the case of delay-intolerant data or it can be processed at the source if the delivery deadline allows for flexibility such as the case of delay-tolerant data.
Algorithm 1 Scheduling Requests (r i )
1: waitingTransferRequestList = runningTransferRequestList 2: availableNumberOfWavelength = initNumberOfWavelength 3: wavelengthStandby = 1+initNumberOfWavelength 4: delayIntList= delay intolerant transfer requests sorted in increasing order of their deadline 5: delayToList = delay tolerant transfer requests sorted in increasing order of their deadline 6: schedList = appended delayTolList to the end of delayIntList taking into consideration the deadline of each request 7: E(t) = current residual capacity on wavelength at time t 8: for each time t in T do 9: for each newly initiated transfer request r i do 10: //determine the deadline of r i
11:
waitingTransferRequestList += r i
12:
end for 13: for each transfer r i in schedList do 14: // find capacity needed for r i
15:
if AllocateAvailableBandwidth(r i ) = = -1 then 16: if r i is a delay-tolerant transfer request then 17: postpone to the next time slot t + 1 or drop r i
18:
else 19: use the standby wavelength 20: end if 21: end if 22: if AllocateAvailableBandwidth(r i ) = = 1 then 23: // schedule the data request 24: runningTransferRequestList -= r i
25:
end if 26: end for 27: end for Algorithm 2 AllocationAvailableBandwidth(r i ) 1: wavelengthCapacity = initWavelengthCapacity Z(t) 2: allocatedCapacity = initAllocatedCapacity B(t) 3: o ri = data volume of request r i 4: for each transfer request r i do 5: E(t) = Z(t) − B(t) // calculate the residual bandwidth 6: if E(t) is greater than the volume o ri then 7: //update residual capacity 8: return 1 9: end if 10: if E(t) is less than the volume o ri then 11: return -1 12: end if 13 : end for Next we discuss the utility of the DWDM backbone and the action required to allocate the wavelengths in the underlying physical network.
DWDM Network's Utility and Actions
In order to construct the DWDM network's utility function, we consider that the network offers end-to-end connectivity services, denoted as the vector of services − → y = {y 1 , ..., y k }, to the corresponding multimedia big data transfer requests. The service is wavelength allocation of the requested connection between cloud data centers. The network is modeled as a set of nodes, N odes = {1, 2, ..., N } and a set of optical links, L = {l xy } where l xy denotes the bidirectional link from node x to node y. Every optical link l xy has an operation cost p xy with a set of wavelengths Λ = {1, 2, ..., W }. We define − → d = {d 1 , ..., d k } as a demand vector of k services. The demand here is the number of wavelengths needed over the connection service k that meets the capacity expectation of the multimedia big data transfer requests and is associated with some wavelengths and a number of DWDM links. The utility of the DWDM network, U DW DM , is the difference between its revenue α( − → y ) collected by leasing services − → y and the cost of these services c( − → y ). The network's objective is to maximize the utility [23] [24]:
We assume that the price of the services occur in a linear manner, i.e. α( − → y ) = p T . − → y , where p T is a transpose price vector and − → p = {p 1 , ..., p k } is the price vector for charging the requests. The network's revenue α( − → y ) has now the form [25] :
Now, before moving on to discuss the cost element of the utility, we pause to discuss some common principles of the demand function d(p). We consider that the DWDM network is the sole provider of wavelength connection services between cloud data centers, and it is free to set prices as it wishes; the only limitation is that as prices increase, CSPs are likely to buy lesser quantities of wavelengths. The relation between the demand and the price is given in the following formula [25] :
where A is a scaling constant as demand potential and E is demand elasticity. The demand elasticity measures the rate of response of quantity demanded due to a price change [27] . For simplicity, without losing the generalization of the mechanism, we opt for a deterministic model. Taking into consideration the dependence between demand and pricing, described in equation (3), and assuming that the elasticity E of the DWDM network services is equal for all CSP demands, we can derive the network's revenue from equations (2) and (3) as in [25] :
The cost of the services c( − → y ) can be controlled by routing of the network traffic, which is applied with the objective to achieve the best utilization of network resources and leads to utility maximization. In this respect, the utility function is modeled as an optimization function and we treat the Routing and Wavelength Assignment (RWA) problem as a MIP (Mixed Integer Problem) optimization [24] . The main goal of the RWA problem is to maximize the number of links between the data centers. In such scheme each request for multimedia big data transfer request is given a route and wavelength. The wavelength must be consistent for the entire path. It must be noted that two or more transfer requests can occur on the same optical link, but they must have different wavelengths [26] . Every time there is a request for a new optical path, the optimization algorithm must take into consideration the routing and the wavelength assignment decisions as input to satisfy the request. In such paradigm, the state of the network is determined by the already allocated optical path requests in addition to the newly established request. Hence, the network state is dynamically changed according to the RWA decision. Furthermore, there is a cost associated with each optical path depending on the number of wavelengths used. Based on this, we can now designate the network parameters and variables, used for the routing and wavelength allocation [26] . The network parameters are:
• ν k : the logical connection we want to realize The network variables are:
• b k w,xy : a flow binary variable, equal to 1 one when connection µ k is carried on link l xy using wavelength w, and 0 otherwise
• Ω k w : a binary variable, equal to 1 if connection ν k is carried on wavelength w, and 0 otherwise Based on the above parameters and variables, the cost function c( − → y ) for the DWDM is defined as follows:
Where W is the total number of wavelengths over the fiber. Now, having the cost function c( − → y ) from equation (5), the network's revenue from equation (4), the utility U DW DM (y) can now be formulated as a maximization problem subjected to constraints expressed by equations (7), (8), (9), and (10):
Flow conservation constraint. For every node x and neighboring nodes j: (7) is the flow conservation equation, which states that a connection ν k entering node x on wavelength w must leave the node on the same wavelength, thus ensuring wavelength continuity.
Capacity constraint.
Equation (8) specifies the capacity limit of every optical link, where f xy is the maximum number of wavelengths for link l xy . The wavelength can be directed on the link from node x to node y or from node y to node x, but are not bi-directional at the same time.
Constraint for one traffic direction over single wavelength
Equation (9) ensures that the communication is only in one direction although the links are bi-directional. As stated before, b k w,xy is a flow variable equal to 1 if a connection ν k is carried on link l xy using wavelength w, and 0 otherwise, b k w,xy ∈ {0, 1}.
Traffic demand constraint
where Ω k w ∈ {0, 1} Equation (10) ensures that the requested demand, interpreted as number of wavelengths for every optical connection, is actually allocated throughout the network. This formulation can be casted as Mixed Integer Programming (MIP) formulation.
EVALUATION
In this section, we evaluate the performance of our proposed model on a real network topology. Our evaluation results have validated that by leveraging the standby wavelength and broker mechanism, the bulk traffic load is more an allows for high percentage of successful transfer requests. Next we discuss the simulation setup and analyze the results.
Simulation Setup
Multimedia big data traces from public clouds are often confidential and no cloud has released its usage data so far. We follow the same setup as in [10] , in which the broker employs a scheduling algorithm over a time period of 100 time slots, and we set 1 hour as the length of one uniform time slot. Any other time granularity is also possible without loss of generality. We randomly generate Fig. 5 . CANARIE national backbone provides the ultra-high-speed connections directly to institutions within their province or territory. It consists of 14 nodes and 18 bi-directional links. DWDM service is offered at 10Gbps. Fig. 6 . A snapshot of the requests in the system and their deadline over 100 hours. Transfer between 1Gbps to 10Gbps for a period that could last from 1 hour to several hours. different numbers of delay-tolerant and delay-intolerant transfer requests. Each randomly generated delay-tolerant transfer request attempts to send a volume ranging from 1TB to 100 TB. The active time of the request interval is also randomly generated within time slots from 0 to 100. For delay-intolerant transfer requests, we assumed requests are coming from 15 High Definition (HD) videos with sizes randomly distributed between 2 and 4 GB. All transfer requests are considered to start at the beginning of the time interval and can span more than one time slot. For the network topology that links geo-distributed data centers we modeled a realistic topology of the CANARIE, Canada's National Optical Project network [28] . As shown in figure 5 , it consists of 14 nodes and 18 bi-directional links. The available capacities of each link are the same in both directions.
We consider that the broker is coordinating transfer requests from 3 virtual channels, VC1, VC2 and VC3 with requested wavelength demands d1, d2 and d3. We assume that the fiber link has 7 wavelengths and the bandwidth capacity of one wavelength is 10 Gbps. The cloud data center at Vancouver attempts to transfer multimedia big data to three other locations, Toronto, Montreal, and St. Johns. The data volume of the transfer requests ranges from [10 TB, 100 TB], follows uniform distribution. We set all transfer requests to start at the first time slot, and their transfer deadlines range from [1, 100] , which also follows uniform distribution. The number of transfer requests is decided as follows: The capacity of each wavelength during 100 time slots is about 10 GB. In the worst case where every request tries to send 100 TB data, each with a different deadline time, the maximum number of requests the network can support is about 50. Considering the source and destination node pairs in the network, we decided to generate 3 sets of requests 15, 30, and 50. We assumed that delay-tolerant and delay-intolerant are sent within the 3 sets. Furthermore, we considered 5, 10, 15 delay-intolerant requests are sent within the 15, 30, and 50 requests, respectively. All data transfer requests are generated from the same source in order to compare between the virtual links. Figure 6 shows a snapshot of the requests in the system and their deadline. For the time period that spans over 100 hours, a request can transfer between 1Gbps to 10Gbps for a period that could last from 1 hour to several hours. For example, 3Gbps request that last 6 hours transfers an amount of data approximately 8TB (3Gbpsx6x3600).
Next we set out to compare the performance of the proposed algorithm with respect to other algorithms. The first and the default choice is the basic First-Come-FirstServed (FCFS) algorithm. Other algorithms such as [10] [13], and [14] assume only delay-tolerant transfer and therefore are unsuited to compare with. In our setup, we assumed that the requests are coming from one cloud data center to three others using virtual connections VC1, VC2, VC3 and are to be mapped on the underlying network. The same requests are to be scheduled in the three virtual connections as discussed in subsection 4.2. We assumed that each virtual connection consists of 3 wavelengths of 10Gbps transfer rate. Our algorithm which uses standby wavelength (discussed in section 4.1) ran on virtual connection VC1, FCFS algorithm ran on virtual connection VC2, and also we ran our algorithm but without a standby wavelength on virtual connection VC3. The solution of the optimization yields the wavelength allocation and the corresponding cost for the virtual connections VC1, VC2 and VC3. For the RWA problem, our main objective is to solve the cost problem at each time interval as indicated in subsection 4.2, and obtain the flow assignments for the set of transfer requests to be transmitted, based on the available wavelength. According to [28] , the price of one-meter optical cable per year is estimated at a cost of 0.52 USD. The distances between the cities are known and this makes it possible to compute the utilization cost of every fiber link. The price for a 10 GB/s wavelength per month is approximately 25K USD [29] . To obtain a realistic value for the demand potential A we need to apply equation (3) . Based on the optimization function expressed in equation (6) subjected the constraints (7), (8) , (9) and (10), the simulation is carried out using the optimization tool CPLEX. The algorithm is executed on a machine with 4 GB RAM and Intel i3core 3.3 GHz CPU.
In evaluating the performance of our model the key questions we consider are: (a) What is the percentage of successful transfers as the number of requests increases? (b) What happens when standby wavelengths are not considered in the algorithm? (c) What is the average percentage of successful transfer for delay tolerant and delay-intolerant as the number of requests increases in the system?. To answer the above questions, we performed all algorithms under different numbers of requests 15, 30 and 50, and record the percentage of successful scenarios. The analysis of the results is presented in the next subsection. 
Results Analysis
In figure 7 , we compare our algorithm which is running on VC1 with FCFS which is running on VC2. We also compare with the case of where no standby wavelength is considered on VC3. We can conclude that the percentage of successfully transferred big data requests is more than 95% percent almost in all time slots for the first set of 15 requests, VC1 in figure 7a. Our algorithm performed better than FCFS by more than 40% in all time slots. This is no surprise since FCFS does not distinguish between the urgency of the requests, it only schedules them as they arrive and hence requests are blocked/delayed if cannot be accommodated in the same time slot. Also, when comparing our algorithm with the case of no standby wavelength on VC3, we can easily see that it performs better by approximately 30% in almost all time slots. The reason is that the bandwidth in the current wavelength is carefully utilized before selecting the standby wavelength as discussed in Algorithm 1 in subsection 4.1. However, in the case when standby wavelength is not considered, the algorithm can send requests to all available time slots in all wavelengths. This means that when a time slot is reaching peak value, the algorithm either postpone the newly coming request or blocking it if the same time slot is not available on other wavelengths. As the number of requests increases, indicated in figure 7b and 7c, the proposed algorithm performed very well compared to the other two cases. For example, in the case of 30 transfer requests in the system, the algorithm successful rate was about 91% while the other two algorithms were averaging at 51% and 54% on VC2 and VC3 respectively.
In the last case, the proposed algorithm performed above 80% on all time slots while the performance of the two algorithms significantly reduced to below 50% on VC2 and VC3. An interesting observation, as the number of transfer requests increases, the successful in VC2 and VC3 decreases significantly. This is because the increase number of transfers leaves less room for the algorithms on VC2 and VC3 to optimize the scheduling. This is expected since both of algorithms on VC2 and VC3 cannot minimize the congested time slot of the maximally loaded wavelength. In summary, this set of simulation proves that standby wavelength can significantly improve the successful rate of transferring multimedia big data in DWDM backbone, which intern minimize the cost of transfer requests.
In figure 8 , we present the average percentage of successfully transmitted requests for delay-tolerant and delayintolerant requests. As shown in figure 8a, the proposed algorithm was able to transfer all delay-intolerant requests on VC1 while FCFS algorithm missed about 40% of them. This is again because FCFS algorithm does not distinguish between the requests. On VC3, about 25% of the delayintolerant are missed. Although the algorithm on VC3 distinguishes between the transfer requests, it might block or delay them because of time slots are congested on all wavelengths. In figures 8b, as the number of transfer requests increases the delay-intolerant requests are blocked at 60% and 35% on VC2 and VC3, respectively. Similarly, for the results in figure 8c , the proposed algorithm on VC1 outperforms the other two algorithms by 50% and 30%, respectively. This set of simulations further show that adopting standby wavelength can significantly improve the transfer of delayintolerant multimedia big data across geo-distributed cloud data centers.
CONCLUSION AND FUTURE WORK
In this paper, we have presented and analyzed the case of multimedia big data transfer across geo-distributed cloud data center. As the amount of multimedia content increases, the demand to transfer big data sets across data centers increases as well. We proposed a BoD broker which employs a scheduling algorithm that considers various deadlines of multimedia big data transfer requests. Through simulation we showed the importance of the proposed scheme. Our research can help network administrator manage the interdatacenter multimedia big data transfer and possibly reduce the cost to the CSP.
In the future, we plan to extend our work to seek more efficient analytical results for the general case of the problem. Specifically, we aim at experimenting with industry generated datasets to further examine the significance of our system. This can be achieved by preparing a test bed where we perform experiments bulk data transfer requests using actual multimedia data. We also plan to study the survivability of the DWDM network when multimedia big data transfer demand increases significantly.Specifically, we would like the study of coalition among DWDM to accommodate the ever increasing demand. The intention here is to examine resources and revenue sharing using the concept of game theory. Another interesting aspect that we are planning to study is dynamic pricing models for bandwidth ondemand in DWDM. Currently, prices of leased wavelengths are offered as flat rate. It would be curious to use dynamic pricing models similar to those in IP networks as a means of coordinating multimedia big data transfer requests in DWDM networks. Furthermore, it is worth studying the case when more than one DWDM networks are offering services. In such case the broker will benefit from the competition and may lead to reduced cost and increased number of successful transfer requests.
