Determining whether a propositional theory is satis able is a prototypical example of an NP-complete problem. Further, a large number of problems that occur in knowledge-representation, learning, planning, and other ares of AI are essentially satis ability problems. This paper reports on the most extensive set of experiments to date on the location and nature of the cross-over point in satis ability problems. These experiments generally con rm previous results with two notable exceptions. First, we have found that neither of the functions previously proposed accurately models the location of the cross-over point. Second, we have found no evidence of any hard problems in the underconstrained region. In fact the hardest problems found in the underconstrained region were many times easier than the easiest unsatis able problems found in the neighborhood of the cross-over point. We o er explanations for these apparent contradictions of previous results.
Introduction
A large number of problems that occur in knowledge-representation, learning, planning, and other ares of AI are known to be NP-complete in their most general form. Further, many commercially important problems in scheduling, con guration, and planning also appear to be instances of NP-complete problems. The best known algorithms for solving such problems are known to require exponential run time (in the size of the problem) in the worst case.
However, a worst case result tells us relatively little about the nature of a problem in practice. It might turn out that almost every practical problem requires exponential run time, or that virtually none do. Similarly, the exponential factor might be so large that a three variable problem is unsolvable, or so small that the problems do not become intractable in practice until the problem size is larger than we can even write down. Alternatively, there might be a problem parameter such that the hardest problems tend to be those for which the parameter is in a particular range.
Recent experimental evidence indicates that satis ability problems fall into this last class. Problems with a relatively small number of constraints appear to be easy because they generally have many solutions. Problems with a very large number of constraints appear to be easy because an intelligent algorithm will generally be able to quickly close o most or all of the branches in the search tree. However, the problems in between { those with few solutions but lots of partial solutions { seem to be quite hard. Interestingly, for randomly generated 3-SAT problems, these hard problems seem to occur very near the point at which half of the randomly generated problems are satis able Mitchell et al. 92] . We refer to this point as the crossover point. Figure 1 shows the crossover e ect graphically. One line shows the percent satis able, and the other shows problem di culty. Notice that problem di culty peaks in the region where percent satis able suddenly falls from almost one-hundred percent to almost zero.
The crossover point divides the space of satis ability problems into three regions: the under-constrained region below the crossover point, the critically-constrained region in the neighborhood of the crossover point, and the over-constrained region above the crossover point. Each of these regions is interesting|though for di erent reasons. Generally the commercially important satis ability and constraint-satisfaction problems are optimization problems: one wants to minimize costs subject to a given set of constraints. If the cost threshold is set too high then an under-constrained problem results. If the cost threshold is set just right then a critically-constrained problem results. Similarly for over-constrained problems. If we have an optimization problem to solve, and we do not have su ciently powerful algorithms to solve it in the critically-constrained region, (which is usually the case for realistically-complex problems) then our only choice is to loosen the cost threshold and move the problem into the under-constrained region. Thus the under-constrained region is important because in practice this is where optimization problems are usually \solved". Clearly the critically-constrained region is important because this is where we must work if we are to solve optimization problems exactly. Finally, the over-constrained region is important because showing over-constrained problem unsolvable corresponds to showing optimality of Percent Satisfiable Difficulty Figure 1 : Percent satis able and problem di culty for 200 variable random 3-SAT as a function of the clause to variable ratio. Problem di culty is normalized so that the hardest problem is given a di culty of 100.
solutions to optimization problems (showing unsatis ability is also the essential task of a theorem prover though there is no a-priori reason to expect that theorem proving problems fall into any particular regions). In this paper we investigate the location of the cross-over point and the behavior of a modern systematic satis ability algorithm in each of the three regions. All of our experiments are done on randomly generated 3-SAT problems. This choice perhaps deserves some explanation. The rst question to be asked is why work with random problems. The immediate answer is that random problems are readily available in any given size and virtually inexhaustible numbers. For example, the experiments reported here required several million problems and it is hard to imagine collecting that many problems any other way. But beyond this, there is an argument that randomly generated problems represent a \core" of hard satis ability problems. Certainly real problems have structure, regularity, symmetries, etc., and algorithms will have to make use of this structure to simplify the problems. However, once all the structure is \squeezed out", the remainder will be a problem that requires search, and if all the structure is used up then the remainder will presumably be a random problem. Clearly it is unlikely that techniques will be developed to squeeze out all structure, but the fact remains that random problems seem to get at some basic domain-independent aspect of the hardness of NP-complete problems.
Even given that we are interested in randomly-generated problems, there are still various choices to be made. First, there are many possible distributions: e.g., the \constant probability model", \random k-SAT", etc. We focus on random k-SAT because of its simplicity and because past experimental results have indicated that the k-SAT model generates problems whose di culty in the critically-constrained region grows exponentially for all known algorithms. For other distributions, such as that given by the constant probability model, problem di culty seems to grow much more slowly Mitchell 93] . Finally, we focus on k = 3 primarily to limit the scope of the paper to a manageable size. k = 3 is in a sense the simplest interesting case since (1) if all clauses are of length two then polynomial algorithms are known, and (2) a theory with clauses longer than three can be converted to an equivalent theory with clauses of length three with only a linear increase in the length of the theory.
The rest of this paper is organized as follows. First we present the experimental results broken down into rst the results on the location of the cross-over point, and then results on the di culty of problems below, at, and above the cross-over point. We then give a detailed description of the satis ability algorithm used to generate these results.
Experimental Results
In this section we present a series of experimental results on the location of the cross-over point and the di culty of solving satis ability problems in the under-constrained, criticallyconstrained, and over-constrained regions. We begin with formal de nitions of satis ability and random 3-SAT.
The propositional satis ability problem is the following ( Garey & Johnson 79]):
Instance: A set of clauses 1 C on a nite set U of variables. Question: Is there a truth assignment 2 for U that satis es all the clauses in C.
Clearly one can determine whether such an assignment exists by trying all possible assignments. Unfortunately, if the set U is of size n then there are 2 n such assignments. All known approaches to determining propositional satis ability are computationally equivalent (asymptotically in the worst case) to such a complete search | they di er only in that they may take time 2 n=k for some constant k (and in their expected case time complexity on di erent classes of problems).
In all our experiments we generate random 3-SAT theories using the method of Mitchell et al. 92] | we generate each clause by picking three di erent variables at random and negating each with probability .5. We do not check whether clauses are repeated in a theory.
The Location of the Cross-Over Point
The location of the cross-over point is of both theoretical and practical importance. It is theoretically interesting since the number of constraints required to achieve cross-over is an intrinsic property of the language used to express the constraints (and in particular is independent of the algorithm used to nd solutions). Further, in the case of 3-sat the number of constraints required for cross-over appears to be almost (but not exactly) a linear function of the number of variables in the problem. This leads one to expect there to be some theoretical method for explaining the location of the cross-over point (though no satisfactory method has yet been proposed). The cross-over point is a practical interest for several reasons. First, since empirically the hardest problems seem to be found near the cross-over point, it makes sense to test candidate algorithms on these hard problems. Similarly, if one encounters in practice a problem that is near the cross-over point, one can expect it to be di cult and thus avoid it (or plan to devote extra computational resources to it). Further, several algorithms have been proposed Selman et al. 92, Minton et al. 90] that can often nd solutions to constraint satisfaction problems, but which cannot show a problem unsolvable (they simply give up after a given number of tries). Accurate knowledge about the location of the cross-over point would provide a method for testing such algorithms on larger problems than those on which complete methods (i.e., methods which always show problems solvable or unsolvable) can work. Finally, as problem size increases the transition from satis able to unsatis able becomes increasingly sharp. This means that if one knows the location of the cross-over point, then for random problems (i.e., problems with no structure) the number of clauses can be used as a predictor of satis ability.
We should point out that it is not reasonable to expect to take satis ability problems drawn from other sources (e.g., satis ability encodings of scheduling problems) and expect to derive any meaningful information by comparing the clause to variable ratio to the results given in this paper. The crossover point is algorithm independent but it is heavily distribution dependent|problems drawn from other distributions are likely to have a crossover point, but the clause to variable ratio at that point is likely to bear little or no relationship to the clause to variable ratio at the crossover point for random 3-SAT.
In the experiments presented in this section we rst look generally at how the percent satis ability changes as a function of the clause-variable ratio. As we shall see, near the crossover point the percent satis ability curve is nearly linear. The slope of this line is fairly gentle for small numbers of variables (e.g., 20) but gets progressively steeper as the number of variables grows (see gure 2). Some past work Larrabee & Tsuji 93] has suggested that this percent satis able curve \rotates" around the point at which the clause-variable ratio is 4.2. In other words, if the clause-variable ratio is xed at 4.2 and the number of variables is increased, then the percent satis able will remain approximately constant. If this were true it would suggest that in the limit the fty percent point would approach 4.2. We show, however, that the percent satis able at 4.2 clauses/variable is not xed but actually appears roughly parabolic. As yet we know of no explanation for this phenomenon. We then focus on deriving the best estimate we can for the location of the fty-percent point. We present data from 20 to 300 variables. 
Experiment 1: The shape of the Crossover Region
The aim of this experiment is to provide a view of the three dimension surfaces de ned by the percent satis able as a function of the number of variables and the clause/variable ratio.
Experimental Method
We varied the number of variables from 20 to 260 incrementing by 20. We also varied the clause/variable ratio from 4 to 4.6 incrementing by .1. At each point we ran 1000 experiments and recorded percent satis able and di culty (measured by the number of leaves in the search tree). 
Results
The results are shown graphically in gure 2. Since its hard to get a feel for threedimensional curves in two dimensions, we also show two projections in gures 3 and 4. The rst projection shows percent satis able as a function of the clause-variable ratio. Each line in this gure represents a di erent number of variables. In the second projection we show the percent satis ability as a function of the number of variables. Each line now corresponds to a di erent clause-variable ratio. In gures 2 and 3 one can see how the slope of the percent satis able curve becomes steeper as the number of variables is increased. Notice also that the \beginning" of the cross-over region stays at around 4 clauses per variable (moving only slightly toward higher clause/variable ratios as the number of variables is increased). The other end of the crossover region moves more dramatically toward lower clause/variable ratios as the number of variables grows. This e ect can also be seen in gure 4. The lower lines curve upwards as the number of variables is increased. These lines represent high clause/variable rations at which the percent satis able increases dramatically for small numbers of variables. The upper lines curve down | at these small clause/variable ratios the percent satis able decreases for small numbers of variables. The nearly stationary line is 4.2 clauses/variable. We examine the line more closely in the next experiment.
Experiment 2: The Behavior of Percent Satis able at 4.2 Clauses/Variable
The goal of this experiment is to determine the behavior of the percent satis able curve when the clause/variable ratio is held xed at 4.2 clauses/variable.
Experimental Method
We varied the number of variables from 20 to 260, and xed the number of clauses at 4.2 times the number of variables. At each point we ran 10000 experiments (above 200 variables we ran 1000 experiments at each point).
Results
The results are shown in gure 5.
Discussion
Past work Larrabee & Tsuji 93] has suggested that the percent satis able curve \rotates" around the point at which the clause-variable ratio is 4.2. In other words, for any number of variables v, if the number of clauses is 4:2v then the percent satis able will be approximately constant. Larrabee and Tsuji's experiments only covered the region from 50 to 170 variables and involved 500 experiments at each point. They observed that the percent satis able stayed within three percent of 68 percent.
The data in gure 5 shows that for less than 50 or more than 200 variables, the percent satis able is not constant.
In the random 3-SAT model used for these experiments, we make sure that each clause contains three unique variables, but do not check whether clauses are repeated in a theory. One might argue that the percent satis able increases for 20 variables because many duplicate clauses are being generated. To test this hypothesis we re-ran this experiment making sure to never generate duplicate clauses. The results are show in gure 6. The percent satis able for 20 and 40 variables is slightly lower than in gure 5, but the curve still has the same basic shape. To understand this shape notice rst that for three variable problems one can show analytically that the percent satis able at 4.2 clauses/variable is almost 100 percent. This is because the fty percent point is at around 19 clauses. As the number of variables is increased, this fty percent point moves toward smaller clause/variable ratios. At 20 variables the fty percent point occurs at approximately 91 clauses or 4.55 clauses/variable. At 200 variables the fty percent point is at about 854 clauses or 4.27 clauses/variable. Thus the fty percent point is moving toward the 4.2 clause/variable point. This tends to decrease the percent satis able at 4.2 clauses/variable. This e ect seems to dominate up to about 100 variables.
Above 100 variables another e ect seems to take over. Recall that the percent satis able curve gets steeper as the number of variables increases. This causes the percent satis able at 4.2 clauses/variable to increase. We conjecture that it approaches 100 percent in the limit as the number of variables approaches in nity. We varied the number of variables from 20 to 300, incrementing by 20. In each case we collected data near where we expected to nd the crossover point. For each data point we ran Tableau on 10 4 randomly generated 3-sat problems (10 3 for 280 variables and above). The raw data points are given in the appendix.
Results
The results for 20, 100, 180, and 260 variables are shown in gure 7. Each set of points shows the percentage of theories that are satis able as a function of the clause/variable ratio. Notice that the relationship between the percent satis able and the clause/variable ratio is nearly linear in the neighborhood of the crossover point. To derive an good estimate of the 50 percent point for each number of variables, we t a line to the data for each number of variables, and then interpolated to get the number of clauses at the 50 percent point. The resulting points are shown in Figure 8 .
Discussion
The data in gure 8 appears quite linear. A least-square t to the data yields: c = 4:24v + 5:55
(1)
To the eye this appears to be quite a good t, and in fact the residuals are only one clause or so. However, a close look at the residuals, shown in gure 9, reveals a de nite pattern. A detailed discussion of the relationship between this data and the theory behind rescaling is beyond the scope of this paper but we should note that these parameters ( 0 = 4:258 and u = 5=3) do not work well at all as rescaling parameters. However, 0 = 4:258 and u = 2=3 do work well as rescaling parameters and if we then write Kirkpatrick and Selman's parameter y 50 as a function of 1=v then we recover an equation of the form of 3 for the location of the crossover point.
Problem Di culty At, Below, and Above the Crossover Point 2.2.1 Experiment 4: Problem Di culty in the Underconstrained Region
Generally speaking problems in the underconstrained region are quite easy. However, some researchers have found rare problems that seem to be harder than any problems in the crossover region Gent & Walsh 94, Hogg & Williams 94] . The goal of this experiment was to look for such extremely hard problems.
Experimental Method
Following Gent and Walsh, we xed the number of variables but varied the clause/variable ratio from 1.8 to 3.0. In our experiments we took the number of variables to be 200 (Gent and Walsh used 50 variable problems). Also following Gent and Walsh, we took 100,000 problems at each ratio. 
Results
In gure 12 we show the mean, median, and maximum number of branch points as a function of the clause/variable ratio. 5 For comparison, in the set of 100,000 problems in the crossover region used for experiment 3, the mean and median number of branch points is 1290, and the maximum number of branch points is 7781. The minimum number of branch points in the crossover region is 9 but this is for a satis able problem so it presumably corresponds to a case where tableau happened to go almost directly to a model. The minimum number of branch points for an unsatis able problem is 305.
Discussion
These results show that for tableau the hardest problems in the underconstrained region are many times easier than the easiest unsatis able problems in the crossover region. This appears to contradict the results of Gent and Walsh who show that for the Davis-Putnam algorithm there are rare problems in the underconstrained region that are much harder than any problems in the crossover region.
The primary di erence between the Davis-Putnam algorithm and tableau is tableau's use of dynamic variable ordering 6 Thus the most likely explanation of the di erence between 5 To avoid any possible ambiguity we measure the size of the search tree by counting branch points. A branch point is a point at which tableau is recursively called twice, setting some variable to true and then false. We count the number of these pairs of recursive calls since they are in a sense the root of the exponential complexity of the algorithm. 6 The algorithm Gent and Walsh refer to as \Davis-Putnam" always picks branch variables according to these results and those of Gent and Walsh is that tableau's variables selection heuristics are working (or equivalently that the scarce, extremely large, Davis-Putnam search trees are the result of bad choices for branch variables). 7 It is certainly possible that if we either (1) increased the number of instances, or (2) increased the number of variables, we would nd underconstrained problems that are hard for tableau. While speculation is always dangerous, our expectation is that increasing the number of instances would be unlikely to lead to hard underconstrained instances; the current set of 1,000,000 instances is just too tightly clustered. However, as the number of variables is increased, the amount of information available to tableau's heuristics at the top of the search tree decreases. Thus, as the number of variables in increased it is possible that hard underconstrained problems will emerge. a priority scheme that is xed, essentially randomly, before the search begins. Tableau uses a variety of heuristics (described in section 3.3 below) to choose branch variables. 7 Gent and Walsh also show that branch variable selection heuristics like those used in tableau fail to prevent the occurrence of hard problems in the underconstrained region for the constant probability model. These results are less relevant to our results because the constant probability model leads to a much di erent distribution of instances (and in particular in the constant probability model the mean of the di culty of the problems in the crossover region does not seem to be that much higher than the mean of the di culty of the problems in the underconstrained region Mitchell 93]). 
Experiment 5: Problem Di culty in the Crossover Region
Since the crossover region appears to hold the hardest test cases (at least for tableau on problems of this size) it makes sense to compare algorithms on instances drawn from this region. In this experiment we compute the rate of growth of the number of branch points and the run time of tableau in the crossover region.
Experimental Method Following Freeman Freeman 94] , we varied the number of variables from 25 to 350 by 25, and choose the number of clauses to give approximately 50 percent satis ability. We ran on 1000 instances at each point.
Results
The results are shown in the table in gure 13. The mean number of branch points is plotted in gure 14. Run times here are for a Sparc 10.51 and are \user" times as reported by \/usr/bin/time".
Discussion
As gure 14 shows, the growth rate of the number of branch points is exponential in the number of variables. The run times for tableau are quite competitive. In fact, for large problems near the crossover point, tableau is the fastest algorithm of which we are aware (tableau is only slightly faster than Freeman's POSIT, but tableau's run times appear to be growing more slowly).
Experiment 6: Problem Di culty in the Overconstrained Region Experimental Method
For this experiment we xed the clause/variable ratio at 10 and varied the number of variables from 100 to 1000, incrementing by 100. At each point we ran on 1000 instances.
Results
The results are shown in the table in gure 15. The mean number of branch points is plotted in gure 16. Run times here are for a Sparc 10.51.
Discussion
In this region the number of branch points still seems to grow exponentially with the number of variables but the rate of growth is considerably slower. Figure 13 : The number of branch points and the run time of tableau in the neighborhood of the crossover point. Run times are in seconds and are for a Sparc 10.51.
The Tableau Algorithm
The basic algorithm underlying tableau is depth-rst search with unit-propagation. This combination can be traced back at least as far as the work of Davis, Logemann, and Loveland Davis et al. 62] . To this basic framework tableau adds a highly-optimized unit-propagation algorithm, and a set of special-purpose heuristics for selecting branch variables. Section 3.1 describes the basic algorithm, and sections 3.2 and 3.3, respectively, describe the unitpropagation algorithm and the heuristics. These sections are fairly detailed and are probably primarily of interest to those actually building satis able or constraint-satisfaction algorithms.
Basic Algorithm
Find_Model (theory) unit_propagate ( 
Fast Unit-Propagation
The computational bottlenecks for tableau are the unit-propagator and the machinery needed to save the state of the search for backtracking. Tableau's data-structures are designed to simultaneously allow e cient unit-propagation and inexpensive backtracking. The key to inexpensive backtracking is being able to describe the state of the search as concisely as possible Freeman 94] ; the more concise the description the less copying needed when the state is saved and the less memory used. The current version of tableau maintains three arrays recording for each variable: (1) its current assignment (if any), (2) the number of binary clauses in which it occurs positively (i.e., not negated), and (3) the number of binary clauses in which it occurs negatively. The binary clause counts are critical for the heuristics described below.
To speed unit-propagation, we maintain for each variable a list of the clauses in which the variable occurs. Then whenever a variable is valued we walk down this list. For each clause in the list there are several operations we might have to perform: value some other variable in the clause, update the binary clause counts on the other variables, etc. It is straightforward to enumerate the possible conditions and the actions necessary in each condition. E.g.: For a clause of form x _ y _ z:
1. If x is assigned false, and y and z are unassigned then increment the binary clause counts on y and z. 2. If y = F , and z is unassigned then set z = T . Similarly, if z = F and y is unassigned then set y = T . 3. If x is assigned true, y = F , and z is unassigned then decrement the binary clause count for z. 4. : : : It turns out to be more e cient to unit-propagate breadth-rst (this is mostly because of the relatively high cost of procedural calls and stack-based recursion in C). Breadth-rst unitpropagation introduces one additional rather technical complication. Assume x is assigned F , and we have two clauses of form x _ y 1 and x _ y 2 . We then assign values to y 1 and y 2 , and push y 1 and y 2 onto the unit-resolution queue. Now assume there is some other clause of form y 1 _:y 2 _z. When we unit-propagate y 1 we decrement the binary clause count for z (by case 3 above). When we later unit-propagate y 2 we do nothing (this assignment does not create a binary clause because y 1 = T ). If the binary clause count for z was zero originally it may now be -1! The problem is that we somehow skipped the intermediate state that would have contained a binary clause: y 2 = T and y 1 unassigned. If we had seen this state then this would have incremented the binary count for z and the count would have ended up zero. There are many possible xes for this problem. The current version of tableau explicitly examines the unit resolution queue to check for conditions of this kind. In this case, when propagating y 2 , tableau would see that y 1 is still on the queue and would thus realize that this clause was not really a binary clause (since y 1 was valued but not propagated) and so would not decrement the binary clause count for z.
Heuristics
There are two choices that must be made on each recursive call to the F ind Model routine. First, one must decide which variable to branch on, and second one must decide which value (i.e., TRUE or FALSE) to try rst. The basic Davis-Logemann-Loveland procedure simply branches on the variables in some pre-determined order (independent of the problem). We have found that simple variable selection heuristics can make a signi cant di erence in the average size of the search tree (however, for random 3SAT we have yet to nd any useful heuristics for deciding which value to try rst).
Our primary preference criterion is to prefer variables that would cause a large number of unit-propagations. This heuristic is similar to one used in Zabih & McAllester 88, Dubois et al. 93] . We have found that it is not cost-e ective to actually compute the number of unit-propagations that would result from valuing a variable. Instead we approximate the number of unit-propagations by counting the number of (non-redundant) binary clauses in which the variable appears. In cases where there are no binary clauses we simply choose the variables occurring most often in the theory. This is similar to the heuristic used by Dubois in which preference is given to the variable that occurs most often in the shortest clauses in the theory.
One question here is how to combine the counts of the number of positive and negative occurrences of variables. Following Freeman Freeman 94] we use the equation:
Where pc(x) (nc(x)) is the number of positive (negative) occurrences of x in binary clauses. This metric gives preference to variables that lead to signi cant numbers of unit-propagations in both branches of the search tree.
As suggested by Dubois, we collect a list of the top k variables under this metric and then explicitly compute the e ect of valuing each of these variables and unit-propagating. Setting the value for k is something of a black art. Following Freeman, we currently use:
where vars valued is the number of variables assigned by the current assignment. Unlike Dubois and Freeman we count the number of new binary clauses produced (rather than the number of variables valued). We believe this gives a more accurate picture of the impact of valuing each variable. We use equation 4 to combine this count for valuing the variable true and false. We break ties by counting the number of occurrences in the theory (combining the number of positive and negative occurrences using equation 4).
Conclusion
Our experimental results show that the hardest satis ability problems are those that are critically constrained | i.e., those that are neither so under-constrained that they have many solutions nor so over-constrained that the search tree is small. This con rms past results Cheeseman et al. 91, Mitchell et al. 92] . For randomly-generated problems, these criticallyconstrained problems are found in a narrow band near the crossover point. Empirically, the number of clauses required for crossover seems to be best modeled by the equation c = 4:258v + 58:26v ?2=3 . We thus predict that the asymptotic value of the clause/variable ratio will be near 4.258. Figure 17 , giving the clause/variable ratio at crossover for 20 to 300 variables, shows that our existing experimental data is consistent with this prediction. Below the crossover point we have failed to nd any hard problems for tableau. At the crossover point the size of the tree searched by tableau seems to grow at about 2 v=19:5 . For large random 3SAT problems near the crossover point the run time for tableau seems to be slightly faster than the best previously published times. Above the crossover point the run time appears to grow as 2 n=68 . This slower growth rate has allowed us to solve 1000 variable overconstrained problems. 
