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Abstract 
Probabilistic seismic assessment is of interest both in the design of new structures, and 
in the assessment of existing structures. An accurate prediction of the structural 
response distribution requires a large number of dynamic analyses, using a large number 
of ground motions. Such a task, however, requires substantial computational work, and, 
furthermore, is impeded by the scarcity of high intensity records. In this research a 
methodology is proposed for sampling optimized suites of ground motions, which 
methodology is comprised of a vector-valued intensity measure (lM), and a ground 
motion selection and modification (GMSM) method. Using the optimized suites, an 
optimized response prediction is obtained, which presents a compromise between the 
reduction in the number ground motions used, and the loss of accuracy. 
The proposed vector-valued IM is comprised of the spectral acceleration at the 
fundamental period, the Normalized Spectral Area (NSA) parameter, and, optionally, a 
measure of the nonlinearity level. NSA is defined as the area ofthe displacement 
response spectrum between the fundamental period and the ultimate elongated period, 
normalized to the spectral displacement at the fundamental period. In this way, it 
captures the effect of the excitation spectral characteristics (i.e. frequency composition) 
on the response. NSA is intended to have high correlation to various relative response 
parameters. 
With the proposed GMSM method, optimized suites are formed through stratified 
sampling on the NSA parameter, using datasets of ground motions normalized to the 
spectral acceleration at the fundamental mode, in order to replicate the IM true central 
tendency and true dispersion. Consequently, the response parameter true central 
tendency and true dispersion are also replicated. Stratified sampling results in a reduced 
standard error of the mean IM, contrasted to random sampling. The advantage of the 
proposed GMSM method is that when there is sufficiently high correlation between 
NSA and the relative response parameters, the standard error of the mean is also 
reduced. 
The methodology was applied to a single-degree-of-freedom (SDOF) system, and also a 
first-mode dominated multi-degree-of-freedom (MDOF) system representing a ten-
storey reinforced concrete building designed to Eurocode. High correlation between the 
IM and various relative response parameters was found through regression analysis. It 
was found that the GMSM method results in a more accurate prediction and in 
considerable reductions in the computational work needed, contrasted to random 
sampling. The limitations of the method were also examined, through application to 
another MDOF system with higher participation of the higher modes. 
11 
Acknowledgements 
My decision to engage in a PhD program was one of a life dream. Apart from my 
contribution to science and my development as a researcher. I feel that the years of my 
study at the University of Surrey have been a period of self-development and self-
discovery. I take this opportunity to thank all those who contributed to realising this 
endeavour. 
Primarily. I would like to express my sincere gratitude to my supervisor, ProfMarios 
Chryssanthopoulos. whose expert guidance was critical to the outcome of my Doctorate. 
I would also like to thank Or Jack Baker. Prof Amr Elnashai. Dr Athanasia Kazantzi. Or 
Nicholas Kyriakides. Or Dimitrios Lignos. Or Tim Righiniotis. and Or Dimitrios 
Vamvatsikos for their useful comments and advices during the course of this research. 
Particular thanks for their professionalism to Transfer examiner Prof Bassam Izzuddin, 
and Viva examiners Prof Subhamoy Bhattacharya and Prof Andreas Kappos. and also to 
the anonymous reviewers of the conference and journal articles. I also wish to 
acknowledge the help from Or Ricardo Medina. and the late Prof Helmut Krawinkler. in 
the form of data that were used at the early stages of my research. 
Special thanks to all my friends. for their companionship and understanding during 
these years. Lastly. I would like to thank my parents, John and Alexandra, and my 
adorable sister Leda for her love. support. and encouragement. 
Il\ 
Table of Contents 
Abstract ..................................................................................................................... i 
Acknowledgements ................................................................................................. iii 
Table of Contents .................................................................................................... iv 
List of Tables .......................................................................................................... viii 
List of Figures ........................................................................................................... ix 
Abbreviations ......................................................................................................... xv 
Nomenclature ........................................................................................................ xvi 
Chapter 1. Introduction ............................................................................................. 1 
1.1. Motivation and Background .................................................................................. 1 
1.2. Objectives and Scope ............................................................................................. 2 
1.2.1. Large-sample dynamic response estimation ............................................................................. 2 
1.2.2. Proposed vector-valued intensity measure ............................................................................... 2 
1.2.3. Development of GMSM method ................................................................................................ 3 
1.2.4. Application to a single-degree-of-freedom system ................................................................... 3 
1.2.5. Application to multi-degree-of-freedom systems ..................................................................... 3 
1.3. Assumptions and limitations ................................................................................. 4 
1.4. Organization of Thesis ........................................................................................... 5 
Chapter 2. Review of Ground Motion Selection and Modification Methods Suitable 
for Probabilistic Seismic Assessment ......................................................................... 7 
2.1. Introduction ........................................................................................................... 7 
2.2. Ground Motion Time-Series .................................................................................. 7 
2.3. Seismic Hazard Analysis ......................................................................................... 9 
2.3.1. Ground motion prediction models .......................................................................................... 10 
2.3.2. Deterministic SHA .................................................................................................................... 11 
2.3.3. Probabilistic SHA ..................................................................................................................... 12 
2.3.4. Response spectra .................................................................................................................... 14 
2.3.5. Intensity measures .................................................................................................................. 15 
2.4. Probabilistic Seismic Response Assessment.. ...................................................... 21 
2.4.1. Scenario-based assessment .................................................................................................... 21 
2.4.2. Intensity-based assessment .................................................................................................... 22 
2.4.3. Structural response ................................................................................................................. 23 
2.4.4. Structural damage .................................................................................................................. 24 
IV 
2.4.5. Mean annual rate of exceeding EDPs ...................................................................................... 25 
2.4.6. Correlation between IM and EDP ............................................................................................ 25 
2.5. Ground Motion Selection and Modification Methods ........................................ 27 
2.5.1. Category 100: Predicting the response distribution ................................................................ 27 
2.5.2. Category 200: Predicting the mean response ......................................................................... 33 
2.6. Aspects of Ground Motion Selection ................................................................... 36 
2.6.1. Scale factor legitimacy ............................................................................................................ 36 
2.6.2. Correlation of spectral acceleration between any two periods ............................................... 39 
2.6.3. Site response ........................................................................................................................... 41 
2.6.4. Number of records required .................................................................................................... 41 
2.6.5. Near-source records ................................................................................................................ 42 
2.7. Building Code Application .................................................................................... 43 
2.8. Contribution of Present Research ........................................................................ 45 
2.9. Concluding Remarks ............................................................................................ 47 
Chapter 3. Probabilistic Seismic Response Assessment Using Relative Measures ••.•• 48 
3.1. Introduction ......................................................................................................... 48 
3.2. Dynamic Analysis ................................................................................................. 48 
3.2.1. Formulation ............................................................................................................................. 48 
3.2.2. Dataset of ground motion records .......................................................................................... 50 
3.2.3. Approach for estimating response distribution ....................................................................... 51 
3.2.4. Engineering demand parameters ............................................................................................ 53 
3.3. Advantage of Using Relative Measures ............................................................... 59 
3.4. Concluding Remarks ............................................................................................ 60 
Chapter 4. A Vector-Valued Ground Motion Intensity Measure Incorporating 
Normalized Spectral Area ....................................................................................... 61 
4.1. Introduction ......................................................................................................... 61 
4.2. Probabilistic Seismic Demand Assessment.. ........................................................ 61 
4.3. Proposed Intensity Measure ................................................................................ 63 
4.4. Statistical Dependence between Intensity and Response .................................. 65 
4.4.1. Probability distribution ............................................................................................................ 65 
4.4.2. Regression model .................................................................................................................... 72 
4.4.3. Parametric analysis ................................................................................................................. 77 
4.4.4. Estimation error in the correlation coefficient .. ...................................................................... 78 
4.4.5. Correlation of SdNTl, T2 to other variables .......................................................................... 79 
v 
4.5. Appraisal of Proposed Intensity Measure ........................................................... 80 
4.5.1. Estimation of optimum T2 ...................................................................................................... 80 
4.5.2. Desirable intensity measure characteristics ............................................................................ 82 
4.5.3. Comparison to epsilon ............................................................................................................. 83 
4.5.4. Using IM with GMSM methods ............................................................................................... 86 
4.5.5. Correlation between intensity and response using absolute and relative measures .............. 86 
4.6. Concluding Remarks ............................................................................................ 88 
Chapter 5. Ground Motion Selection and Modification through Stratified Sampling 90 
5.1. Introduction ......................................................................................................... 90 
5.2. large-Sample Datasets ........................................................................................ 91 
5.2.1. Ground motion dataset ........................................................................................................... 91 
5.2.2. Dynamic analysis dataset. ....................................................................................................... 91 
5.3. Ground Motion Selection and Modification Method .......................................... 92 
5.3.1. Method steps .......................................................................................................................... 92 
5.4. Regression Analysis between IM and EDP ........................................................... 95 
5.5. Estimation of the EDP Distribution through Stratified Sampling on IM .............. 96 
5.5.1. Stratified sampling on X ......................................................................................................... 96 
5.5.2. Y statistics ............................................................................................................................... 98 
5.6. Comparison to Random Sampling ..................................................................... 100 
5.7. Response Prediction .......................................................................................... 101 
5.8. Application to a SDOF System ............................................................................ 103 
5.8.1.IM'" statistics ......................................................................................................................... 103 
5.8.2. EDP'" statistics ....................................................................................................................... 106 
5.8.3. Response prediction .............................................................................................................. 112 
5.9. Concluding Remarks .......................................................................................... 120 
Chapter 6. Application of Ground Motion Selection and Modification Method to 
Multi-Degree-of-Freedom Systems ....................................................................... 122 
6.1. Introduction ....................................................................................................... 122 
6.2. Multi-Degree-of-Freedom System with Regular Morphology ........................... 122 
6.2.1. Geometry .............................................................................................................................. 122 
6.2.2. Finite Element Model ............................................................................................................ 124 
6.2.3. Hysteresis Model ................................................................................................................... 126 
6.2.4. Static Analysis ....................................................................................................................... 129 
6.2.5. Dynamic Modes ..................................................................................................................... 130 
VI 
6.2.6. Nonlinear Static (Pushover) Analysis ..................................................................................... 131 
6.2.7. Incremental Dynamic Analysis .............................................................................................. 132 
6.2.8. Vector-Valued Intensity Measure .......................................................................................... 136 
6.2.9. Statistical Dependence between Intensity and Response ..................................................... 136 
6.2.10. Application of GMSM Method ...... ...................................................................................... 140 
6.3. Multi-Degree-of-Freedom System with Irregular Morphology ......................... 148 
6.3.1. Geometry .............................................................................................................................. 148 
6.3.2. Finite Element Model ............................................................................................................ 149 
6.3.3. Hysteresis Model ................................................................................................................... 150 
6.3.4. Dynamic Modes ..................................................................................................................... 150 
6.3.5. Incremental Dynamic Analysis .............................................................................................. 151 
6.3.6. Vector-Valued Intensity Measure .......................................................................................... 152 
6.3.7. Statistical Dependence between Intensity and Response ..................................................... 152 
6.3.8. Application of GMSM Method .............................................................................................. 153 
6.3.9. Response Prediction .............................................................................................................. 154 
6.4. Concluding Remarks .......................................................................................... 157 
Chapter 7. Summary, Conclusions, and Further Research ...................................... 159 
7.1. Summary and General Conclusions ................................................................... 159 
7.2. Recommendations for Further Research and Development ............................. 162 
References ............................................................................................................ 164 
Appendix A. Ground Motion Record List ............................................................... 171 
Appendix B. MDOF Model Verification with IDARC ................................................ 202 
vu 
List of Tables 
Table 2.1. PSHA data for San Jose (USGS website) ......................................................... 13 
Table 3.1. Mean and standard deviation of EDPs, for the BL hysteresis modeL .......... 59 
Table 3.2. Mean and standard deviation of EDPs, for the MCJ hysteresis modeL ....... 59 
Table 4.1. Mean and standard deviation of SdN(Tv T2)' ............................................... 65 
Table 4.2. Lilliefors test for the lognormal distribution of SdN(Tv T2 ) hypothesis ........ 67 
Table 4.3. Lilliefors test for the normal distribution of SdN (Tv T2) hypothesis ............. 68 
Table 4.4. Lilliefors hypothesis test for the distribution of the EDPs, at Ry = 4, for the 
modified Clough-Johnston hysteresis model. ................................................................ 70 
Table 4.5. Lilliefors hypothesis test for the distribution of the EDPs, at Ry = 8, for the 
modified Clough-Johnston hysteresis model. ................................................................ 70 
Table 6.1. Nonlinear spring parameters ....................................................................... 129 
Table 6.2. Dynamic modes ............................................................................................ 130 
Table 6.3. Calculated UST,y for each storey ................................................................... 132 
Table 6.4. Lilliefors test for the lognormal distribution of OSDI hypothesis ............... 137 
Table 6.5. Lilliefors test for the lognormal distribution of M I D R hypothesis .............. 137 
Table 6.6. Lilliefors test for the lognormal distribution of M I D D hypothesis ............. 137 
Table 6.7. Lilliefors test for the lognormal distribution of EH hypothesis ................... 137 
Table 6.8. Nonlinear spring parameters ....................................................................... 150 
Table 6.9. Dynamic modes ............................................................................................ 151 
Table A.1. Ground motion record characteristics ........................................................ 172 
Table A.2. Ground motion record characteristics ........................................................ 174 
Table A.3. Ground motion record characteristics ........................................................ 176 
Vlll 
List of Figu res 
Figure 2.1 (a) Pulselike, and (b) non-pulselike records (Alavi and Krawinkler, 2001) ...... 9 
Figure 2.2. Seismic hazard assessment steps (Kramer, 1996) ........................................ 11 
Figure 2.3. Oeaggregation graph for San Jose, California (USGS website) ..................... 13 
Figure 2.4. Conditional mean values of spectral acceleration at all periods, given 
Sa(1.0 sec), and the example Castaic Old Ridge Route ground motion (Baker, 2011). 15 
Figure 2.5. Acceleration response spectra for records adjusted to Ms = 7.5 and 
Rs = 20 km .................................................................................................................... 22 
Figure 2.6. Samples of 20 response spectra from magnitude 6.5 earthquakes with a 
source-ta-site distance of 8 km: (a) simulated spectra using correlation coefficients 
equal to zero between all periods, (b) simulated spectra using correlation coefficients 
equal to one between all periods, (c) simulated spectra using correlation coefficients 
from a functional relationship, (d) real spectra from recorded ground motions that 
match the target scenario (Baker and Cornell, 2006a) .................................................. 40 
Figure 3.1. SOOF system hysteresis models: (a) bilinear, (b) modified Clough-Johnston . 
........................................................................................................................................ 49 
Figure 3.2. Magnitude-distance distribution of records (each point corresponds to one 
station and hence two records) ...................................................................................... 51 
Figure 3.3. Epsilon distribution (a) Tl = 0.5 sec, (b) Tl = 1.0 sec, (c) Tl = 1.5 sec, (d) 
Tl = 2.0 sec .................................................................................................................... 52 
Figure 3.4. lOA curves for IJ.d (a) Bl, and (b) MCJ ........................................................... 54 
Figure 3.5. (a) Mean IJ.d, and (b) COV of IJ.d .................................................................... 54 
Figure 3.6. lOA curves for IJ.c (a) Bl, and (b) MCJ ............................................................ 55 
Figure 3.7. (a) Mean IJ.CI and (b) COV of IJ.c ..................................................................... 56 
Figure 3.8. lOA curves for NHE (a) Bl, and (b) MCJ ....................................................... 57 
Figure 3.9. (a) Mean NHE, and (b) COV of NHE . .......................................................... 57 
Figure 3.10. lOA curves for Cr (a) Bl, and (b) MCJ .......................................................... 58 
Figure 3.11. (a) Mean Cn and (b) COV of Cr . ................................................................. 58 
Figure 4.1. Normalized Spectral Area between periods Tl = 1.0 sec, T2 = 2.0 sec: 
North Palm Springs SdN(1.0,2.0) = 0.69, San Fernando SdN(1.0,2.0) = 0.95, Ouzce 
SdN (1.0,2.0) = 1.24 ....................................................................................................... 64 
Figure 4.2. Kolmogorov-Smirnov test statistic ............................................................... 66 
Figure 4.3. Cumulative distribution function of (a) SdN(1.0,l.4), (b) SdN(1.0,l.6), (c) 
SdN(1.0,1.8), (d) SdN(1.0,2.0), (e) SdN(1.0,2.2) ............................................................ 69 
Figure 4.4. Cumulative distribution function of (a) IJ.d, (b) IJ.c, (c) N H E, (d) CT! at Ry = 
4, for the modified Clough-Johnston hysteresis model. ................................................ 71 
IX 
Figure 4.5. Cumulative distribution function of (a) lld, (b) Ile' (c) N H E, (d) Cn at Ry = 
8, for the modified Clough-Johnston hysteresis model. ................................................ 72 
Figure 4.6. Regression analysis between In (SdN (1.0,2.0) ) and (a) In(lld), (b) In(llc), (c) 
In(N HE), (d) Cr , for the bilinear hysteresis modeL ...................................................... 73 
Figure 4.7. Regression analysis between In(SdN(1.0,2.0)) and (a) In(lld), (b) In(llc), (c) 
In(N HE), (d) Cn for the modified Clough-Johnston hysteresis model. ........................ 74 
Figure 4.8. Sample correlation coefficients between In( SdN(Tv T2)) and (a) In(lld), (b) 
In(lle), (c) In(NHE), (d) Cn for the bilinear hysteresis model. ..................................... 75 
Figure 4.9. Sample correlation coefficients between In(SdN(Tv T2)) and (a) In(lld), (b) 
In(IlJ, (c) In(NHE), (d) Cr , for the modified Clough-Johnston hysteresis model.. ...... 76 
Figure 4.10. Sample correlation coefficients between In(SdN(Tv T2)) and (a) In(lld), 
(b) In(NHE), at a = 3%, for the modified Clough-Johnston hysteresis model. .......... 78 
Figure 4.11. Sample correlation coefficients between In(SdN(Tv T2)) and (a) In(lld), 
(b) In(NHE), at a = 10%, for the modified Clough-Johnston hysteresis model. ........ 78 
Figure 4.12. SdN(Tv T2 ) vs (a) Sd(T1), (b) moment magnitude, and (c) Significant 
Duration .......................................................................................................................... 79 
Figure 4.13. Correlation coefficient between SdN(1.0,2.0) and (a) Sd(T1), (b) moment 
magnitude, and (c) Significant Duration ......................................................................... 80 
Figure 4.14. Optimum period T2 for (a) the bilinear, and (b) the modified Clough-
Johnston hysteresis models ............................................................................................ 82 
Figure 4.15. Sample correlation coefficients of IMs to (a) In(lld), (b) In(llc), (c) 
In(N HE), (d) Cn for the bilinear hysteresis modeL ...................................................... 84 
Figure 4.16. Sample correlation coefficients of IMs to (a) In(lld), (b) In(llc), (c) 
In(N H E), (d) Cn for the modified Clough-Johnston hysteresis model. ........................ 85 
Figure 4.17. Correlation coefficient between the IMs and (a) lld, (b) NHE, for a system 
with u y normalized ......................................................................................................... 87 
Figure 4.18. Correlation coefficient between the IMs and (a) lld, (b) NHE, for a system 
with uy not normalized .................................................................................................. 88 
Figure 5.1. GMSM method flow chart ............................................................................ 93 
Figure 5.2. Probability density function of X, divided into Ns = 6 strata ...................... 97 
Figure 5.3. Relationship between GY;S/ GY,r and Ipl .................................................... 101 
Figure 5.4. Estimated mean In(SdN(1.0,2.0)) ............................................................. 104 
Figure 5.5. Standard error of the mean In( SdN (1.0,2.0)) .......................................... 105 
Figure 5.6. Standard error ofthe mean In(SdN(1.0,2.0)) ratio ...................... : ............ 105 
Figure 5.7. Estimated variance ofln(SdN(1.0,2.0)) .................................................... 106 
Figure 5.8. Estimated mean of (a) In(lld), (b) In(lle), (c) In(N HE), and (d) Cr ........... 107 
x 
Figure 5.9. Standard error ofthe mean (a) In(#-ld), (b) In(#-le), (c) In(NHE), and (d) Cr . 
...................................................................................................................................... 108 
Figure 5.10. Standard error ratio of (a) In(#-ld), (b) In(#-le), (c) In(NHE), and (d) Cr .. 109 
Figure 5.11. Theoretical and empirical estimation of standard error of the mean (a) 
In(#-ld), (b) In(#-le), (c) In(NHE), and (d) Cn for suites of 8 records ............................ 110 
Figure 5.12. Estimated variance of (a) In(#-ld), (b) In(#-le), (c) In(NHE), and (d) Cr .... 111 
Figure 5.13. Estimated variance ratio of (a) In(#-ld), (b) In(#-le), (c) In(NHE), and (d) Cr . 
...................................................................................................................................... 112 
Figure 5.14. 95% percentile lOA of (a) #-ld, (b) #-le' (c) NHE, and (d) Cr , expressed as 
point prediction using suites of 8 records .................................................................... 113 
Figure 5.15. 50% percentile lOA of (a) #-ld, (b) #-le, (c) NHE, and (d) Cr , expressed as 95% 
prediction interval using suites of 8 records ................................................................ 114 
Figure 5.16. 95% percentile lOA of (a) #-ld, (b) #-le' (c) NHE, and (d) Cr , expressed as 95% 
prediction interval using suites of 8 records ................................................................ 115 
Figure 5.17. 95% percentile at Ry = 8 of (a) #-ld, (b) #-le, (c) NHE, and (d) Cn expressed 
as 95% prediction interval. ........................................................................................... 116 
Figure 5.18. Efficiency index vs correlation coefficient of (a) #-ld, (b) #-le, (c) NHE, and (d) 
Cr , using suites of 8 records ......................................................................................... 117 
Figure 5.19. Efficiency index vs Ry for (a) #-ld, (b) #-le, (c) NHE, and (d) Cn using suites of 
8 records ....................................................................................................................... 118 
Figure 5.20. Average efficiency index vs period T2 ...................................................... 119 
Figure 5.21. Number of sampled records resulting in same prediction accuracy (Rand: 
Random) ........................................................................................................................ 120 
Figure 6.1. Structural plan ............................................................................................ 123 
Figure 6.2. Column cross-section .................................................................................. 123 
Figure 6.3. Beam cross-section ..................................................................................... 124 
Figure 6.4. Finite element model. ................................................................................. 125 
Figure 6.5. Modified Ibarra-Krawinkler model. ............................................................ 127 
Figure 6.6. Modal shapes 1 to 3 .................................................................................... 130 
Figure 6.7. Pushover analysis (Sn: Storey n) ................................................................. 131 
Figure 6.8. Incremental dynamic analysis: OSDI vs Sa(TI ) ......................................... 134 
Figure 6.9. Incremental dynamic analysis: MIDR vs Sa (TI ) ........................................ 134 
Figure 6.10. Incremental dynamic analysis: M/DD vs Sa(TI ) ...................................... 135 
Figure 6.11. Incremental dynamic analysis: EH vs Sa(T1) ............................................ 135 
Figure 6.12. Incremental dynamic analysis: Maximum column shear force vs Sa (TI ) . 
...................................................................................................................................... 136 
Xl 
Figure 6.13. Regression analysis between SdN(l.45,2.90) and In(OSDJ): (a) scatter 
diagram with the fitted lines at Sa (T1) = O.6g and Sa(T1 ) = 1.0g, and (b) correlation 
coefficient ..................................................................................................................... 138 
Figure 6.14. Regression analysis between SdN(1.45,2.90) and In(MIDR): (a) scatter 
diagram with the fitted lines at Sa (T1 ) = O.6g and Sa (T1) = l.Og, and (b) correlation 
coefficient ..................................................................................................................... 139 
Figure 6.15. Regression analysis between SdN(1.45,2.90) and In(MIDD): (a) scatter 
diagram with the fitted lines at Sa (T1 ) = O.6g and Sa (T1 ) = 1.0g, and (b) correlation 
coefficient ..................................................................................................................... 139 
Figure 6.16. Regression analysis between SdN(l.45,2.90) and In(EH): (a) scatter 
diagram with the fitted lines at Sa (T1 ) = O.6g and Sa(T1 ) = 1.0g, and (b) correlation 
coefficient ..................................................................................................................... 140 
Figure 6.17. Mean (a) In(OSDJ), (b) In(MIDR), (c) In(MIDR), (d) In(EH) ................ 141 
Figure 6.18. Standard error (SE) ofthe mean (a) In(OSDJ), (b) In(MIDR), (c) 
In(M I DD), and (d) In (EH)'''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''' 142 
Figure 6.19. Standard error (SE) ratio, for suite sizes of 8 records .............................. 143 
Figure 6.20. Variance of (a) In(OSDJ), (b) In(MIDR), (c) In(MIDD), (d) In(EH) ....... 144 
Figure 6.21. Point prediction of (a) OSDI, (b) MIDR, (c) MIDD, and (d) EH' at 95% 
probability of occurrence .............................................................................................. 145 
Figure 6.22. Prediction intervals of (a) OSDI, (b) MIDR, (c) MIDD, and (d) EH' using 
size 8 suites ................................................................................................................... 146 
Figure 6.23. Efficiency index for (a) OSDI, (b) MIDR, (c) MIDD, and (d) EH, using size 8 
suites ............................................................................................................................. 147 
Figure 6.24. Number of sampled records resulting in the same prediction accuracy of 
(a) OSDI, (b) MIDR, (c) MIDD, and (d) EH"""""""""""""""""'''''''''''''''''''''''''''''''' 148 
Figure 6.25. Structural plan, stories 1-3 ....................................................................... 149 
Figure 6.26. Column cross-section, stories 1-3 ............................................................. 149 
Figure 6.27. Finite element model. ............................................................................... 150 
Figure 6.28. Incremental dynamic analysis: OSDI vs Sa(T1 ) . ...................................... 151 
Figure 6.29. Incremental dynamic analysis: MIDR vs Sa(T1) ...................................... 152 
Figure 6.30. Regression analysis between SdN(1.30,2.60) and (a) In(OSDJ), (b) 
In (M I D R) . .................................................................................................................... 153 
Figure 6.31. Standard error (SE) ofthe mean (a) In(OSDJ), and (b) In(MIDR) . ........ 154 
Figure 6.32. Standard error (SE) ratio ........................................................................... 154 
Figure 6.33. Point prediction of (a) OSDI, and (b) MIDR, at 95% probability of 
occurrence .................................................................................................................... 155 
Figure 6.34. Prediction intervals of (a) OSDI, and (b) MIDR ....................................... 156 
Xll 
Figure 6.35. Efficiency index for (a) OSD/, and (b) M/DR ........................................... 156 
Figure A.1. Record 101 response spectra: (a) acceleration, and (b) displacement ...... 178 
Figure A.2. Record 102 response spectra: (a) acceleration, and (b) displacement ...... 178 
Figure A.3. Record 103 response spectra: (a) acceleration, and (b) displacement •..... 178 
Figure A.4. Record 104 response spectra: (a) acceleration, and (b) displacement ...... 179 
Figure A.5. Record 105 response spectra: (a) acceleration, and (b) displacement ...... 179 
Figure A.6. Record 106 response spectra: (a) acceleration, and (b) displacement ...... 179 
Figure A.7. Record 107 response spectra: (a) acceleration, and (b) displacement ...... 180 
Figure A.8. Record 108 response spectra: (a) acceleration, and (b) displacement ...... 180 
Figure A.9. Record 110 response spectra: (a) acceleration, and (b) displacement ...... 180 
Figure A.l0. Record 111 response spectra: (a) acceleration, and (b) displacement .... 181 
Figure A.l1. Record 116 response spectra: (a) acceleration, and (b) displacement .... 181 
Figure A.12. Record 117 response spectra: (a) acceleration, and (b) displacement .... 181 
Figure A.13. Record 118 response spectra: (a) acceleration, and (b) displacement.. .. 182 
Figure A. 14. Record 119 response spectra: (a) acceleration, and (b) displacement .... 182 
Figure A.15. Record 124 response spectra: (a) acceleration, and (b) displacement .... 182 
Figure A.16. Record 125 response spectra: (a) acceleration, and (b) displacement .... 183 
Figure A.17. Record 126 response spectra: (a) acceleration, and (b) displacement .... 183 
Figure A.18. Record 127 response spectra: (a) acceleration, and (b) displacement .... 183 
Figure A.19. Record 131 response spectra: (a) acceleration, and (b) displacement .... 184 
Figure A.20. Record 132 response spectra: (a) acceleration, and (b) displacement .... 184 
Figure A.21. Record 133 response spectra: (a) acceleration, and (b) displacement .... 184 
Figure A.22. Record 134 response spectra: (a) acceleration, and (b) displacement .... 185 
Figure A.23. Record 135 response spectra: (a) acceleration, and (b) displacement .... 185 
Figure A.24. Record 136 response spectra: (a) acceleration, and (b) displacement .... 185 
Figure A.25. Record 137 response spectra: (a) acceleration, and (b) displacement .... 186 
Figure A.26. Record 138 response spectra: (a) acceleration, and (b) displacement .... 186 
Figure A.27. Record 141 response spectra: (a) acceleration, and (b) displacement. ... 186 
Figure A.28. Record 142 response spectra: (a) acceleration, and (b) displacement .... 187 
Figure A.29. Record 143 response spectra: (a) acceleration, and (b) displacement .... 187 
Figure A.30. Record 144 response spectra: (a) acceleration, and (b) displacement .... 187 
Figure A.31. Record 149 response spectra: (a) acceleration, and (b) displacement.. .. 188 
Figure A.32. Record 150 response spectra: (a) acceleration, and (b) displacement .... 188 
Xlll 
Figure A.33. Record 151 response spectra: (a) acceleration, and (b) displacement .... 188 
Figure A.34. Record 152 response spectra: (a) acceleration, and (b) displacement.. .. 189 
Figure A.35. Record 153 response spectra: (a) acceleration, and (b) displacement.. .. 189 
Figure A.36. Record 154 response spectra: (a) acceleration, and (b) displacement.. .. 189 
Figure A.37. Record 155 response spectra: (a) acceleration, and (b) displacement.. .. 190 
Figure A.38. Record 156 response spectra: (a) acceleration, and (b) displacement.. .. 190 
Figure A.39. Record 157 response spectra: (a) acceleration, and (b) displacement.. .. 190 
Figure A.40. Record 158 response spectra: (a) acceleration, and (b) displacement.. .. 191 
Figure A.41. Record accelerograms (a) 101, (b) 102, (c) 103, and (d) 104 ................... 192 
Figure A.42. Record accelerograms (a) lOS, (b) 106, (c) 107, and (d) 108 ................... 193 
Figure A.43. Record accelerograms (a) 110, (b) 111, (c) 116, and (d) 117 ................... 194 
Figure A.44. Record accelerograms (a) 118, (b) 119, (c) 124, and (d) 125 ................... 195 
Figure A.45. Record accelerograms (a) 126, (b) 127, (c) 131, and (d) 132 ................... 196 
Figure A.46. Record accelerograms (a) 133, (b) 134, (c) 135, and (d) 136 ................... 197 
Figure A.47. Record accelerograms (a) 137, (b) 138, (c) 141, and (d) 142 ................... 198 
Figure A.48. Record accelerograms (a) 143, (b) 144, (c) 149, and (d) 150 ................... 199 
Figure A.49. Record accelerograms (a) 151, (b) 152, (c) 153, and (d) 154 ................... 200 
Figure A.50. Record accelerograms (a) 155, (b) 156, (c) 157, and (d) 158 ................... 201 
Figure B.l. Dynamic analysis using record 101: (a) MIDR vs Sa (T1), (b) 0501 vs Sa (T1)· 
...................................................................................................................................... 203 
XIV 
Abbreviations 
BL : Bilinear 
CDF : Cyclic ductility factor 
eMS : Conditional mean spectrum 
COY : Coefficient of variation 
DDF : Displacement ductility factor 
ED P : Engineering demand parameter 
GCIM : Generalized conditional intensity measure 
GMSM : Ground motion selection method 
lOA : Incremental dynamic analysis 
IM : Intensity measure 
MCJ : Modified Clough-Johnston 
MDOF : Multi-degree-of-freedom 
MIDR : Maximum interstorey drift ratio 
NHE : Normalized hysteretic energy 
NSA 
OSDI 
PGA 
PGD 
PGV 
PSHA 
RMSE 
SD 
SDOF 
SHA 
SS 
UHS 
: Normalized spectral area 
: Overall structural damage index 
: Peak ground acceleration 
: Peak ground displacement 
: Peak ground velocity 
: Probabilistic seismic hazard assessment 
: Root mean square error 
: Significant duration 
: Single-degree-of-freedom 
: Seismic hazard analysis 
: Suite size 
: Uniform hazard spectrum 
xv 
Nomenclature 
Cr 
CV 
D 
DIHinge 
DIstorey 
E 
E(n) 
EH 
EDP 
EDP* 
EDP, 
El 
Fo 
Fn 
G 
GMi 
Ho 
Hi 
Istf40 
IM 
IM* 
IMt 
LL 
Lu 
M 
Mc 
Mr 
My 
MIDD 
MIDR 
Ng,r 
NB,S 
: Residual displacement ratio 
: Lilliefors critical value 
: Kolmogorov-Smirnov test statistic 
: Park-Ang damage index ofa hinge 
: Park-Ang damage index of a storey 
: Elastic modulus 
: Expected value of n 
: Hysteretic energy dissipated 
: Vector-valued engineering demand parameter 
: Transformed engineering demand parameter 
: Vector-valued engineering demand parameter for ground motion i 
: Efficiency index 
: Theoretical cumulative distribution function of specified type 
: Empirical cumulative distribution function of n 
: Large-sample ground motion dataset 
: Ground motion i 
: Null hypothesis 
: Alternative hypothesis 
: Section second moment of inertia at 40% of yield moment 
: Vector-valued intensity measure 
: Transformed intensity measure 
: Vector-valued intensity measure for ground motion i 
: Large-sample prediction interval lower bound 
: Large-sample prediction interval upper bound 
: Moment magnitude 
: Capping point moment 
: Residual moment 
: Yield moment 
: Maximum interstorey drift ductility 
: Maximum interstorey drift ratio 
: Number of ground motion through random sampling 
: Number of ground motion through stratified sampling 
XVI 
Ngm 
Ni 
Ns 
NHE 
OSDJ 
R 
RL 
Ru 
Ry 
S 
SL 
Su 
Sa (T1 ) 
SayCT1 ) 
Sa (T1 ) 
Sai(T1) 
: Number of ground motions in large-sample dataset 
: Number of ground motions sampled from each stratum 
: Number of strata 
: Normalized hysteretic energy 
: Overall structural damage index 
: Distance from fault 
: Random sampling prediction interval lower bound 
: Random sampling prediction interval upper bound 
: Yield reduction factor 
: Large-sample dynamic analysis dataset 
: Stratified sampling prediction interval lower bound 
: Stratified sampling prediction interval upper bound 
: Spectral acceleration of the fundamental mode 
: Yield-level spectral acceleration of the fundamental mode 
: Spectral displacement of the fundamental mode 
: Inelastic spectral displacement of the fundamental mode 
SdN(Tv Tz): Normalized spectral area 
StD(n) : Standard deviation ofn 
T1 : Initial elastic period of fundamental mode 
Tz : Ultimate elongated period of fundamental mode 
Teq : Period of equivalent linear system 
TN : Normalizing constant 
VS30 : Shear velocity in the top 30 meters of ground 
X : Variable representing transformed intensity measure 
y : Variable representing transformed engineering demand parameter 
an : Estimate of Y-axis intercept 
bn : Estimate of slope of fitted line 
bw : Effective width of slab for beam 
c : Rate of cyclic deterioration parameter 
dEH : Differential ofhysteretic energy dissipated 
feu) : Nonlinear force-displacement relationship 
fo : Maximum elastic force 
fy : Yield strength 
h : Storey height 
XVll 
hs 
kbc 
ke 
keq 
kmem 
kpc 
ks 
ksp 
Lx 
ly 
m 
U 
U 
il 
Usr,y 
u y 
11 
a 
Slab thickness 
Stiffness of beam-column finite element 
Elastic stiffness 
Stiffness of equivalent system 
Stiffness of member 
Post capping stiffness 
Strain-hardening stiffness 
Stiffness of springs 
: Length of beam 
: Clear lateral distance to adjacent parallel beam 
: System mass 
System displacement 
System velocity 
: System acceleration 
: Maximum elastic displacement 
: Ground acceleration 
: Maximum inelastic displacement 
: Interstorey drift 
: Interstorey drift ratio 
Yield interstorey drift ratio 
Yield displacement 
: Rate of cyclic deterioration parameter 
: Regression Y-axis intercept 
: Post-capping coefficient 
: Regression Y-axis intercept 
Strain-hardening coefficient 
Significance test level 
: Regression slope of fitted line 
: Park-Ang model parameter 
: Regression slope of fitted line 
: Epsilon 
: Random error 
: Viscous damping ratio 
XVlll 
(eq 
Be 
Beap,pl 
Bm 
Bpe 
Br 
Bu 
By 
K 
Ai 
A(IM) 
A(EDP) 
J1c 
J1d 
P 
: Viscous damping ratio of equivalent linear system 
: Capping point rotation 
: Plastic rotation capacity 
: Maximum inelastic rotation 
: Post-capping rotation capacity 
: Residual rotation 
: Ultimate rotation capacity 
: Yield rotation 
: Residual strength coefficient 
: Park-Ang weight factor of hinge i 
: Mean annual frequency of exceeding IM 
: Mean annual frequency of exceeding EDP 
: Cyclic ductility factor 
: Displacement ductility factor 
: Correlation coefficient 
: Natural circular frequency 
XlX 
Chapter 1. Introduction 
1.1. Motivation and Background 
Probabilistic structural response assessment is of interest both in the design of new 
structures, and in the assessment of existing structures. In the design of new structures 
the goal is to ensure that the safety level required by the building codes is fulfilled, and 
in the assessment of existing structures the goal is to evaluate the inherent safety level. 
Safety level is expressed as the probability of satisfying the design performance 
objectives or limit states, as required by the building codes. In performance-based 
earthquake engineering, as described by Moehle and Deierlein (2004) and applied in 
building codes such as the ASCE 41106 (2007; formerly FEMA 356, 2000), the full 
probability of the response is required to be evaluated so as to determine whether and 
which performance objectives are satisfied. In limit state" building code application, e.g. 
Eurocode 8 (2004), the limit state functions, e.g. 'Near Collapse', are evaluated at a 
ground motion intensity of given probability of occurrence, coupled with factored 
resistance equations that are calibrated to national reliability levels 
Dynamic time-history analysis has various advantages over other ways of evaluating 
structural response, such as that it is more accurate and it enables the explicit evaluation 
of the response at every time step. Using the response results, the various engineering 
demand parameters (EDPs) can be evaluated, such as member forces, displacements, 
interstorey drifts, energy dissipation, and ductility. Furthermore, time-history analysis 
can be used in cases where other methods are unsuitable, such as in structures with 
complex morphology and complex nonlinear response. 
However, there are two significant constraints in adopting dynamic analysis in 
probabilistic studies. The first is that when applied to multi-degree-of-freedom (MDOF) 
structures it requires substantial computational work. Even though computers are 
becoming continually more sophisticated in terms of processing power and memory 
resources, the advancement and complexity of the mathematical models representing 
the structure are also evolving. Forming appropriately small suites of ground motions, 
consequently resulting in reduced computational work, will always be a topic of great 
interest and utility. The second constraint is that, although the number of recorded 
ground motions ('records') is continually increasing, there is still scarcity of high 
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intensity records, which are of most interest in evaluating certain performance 
objectives. These two constraints call for the need to develop ground motion selection 
and modification (GMSM) methods, in order to predict the true response in future 
earthquakes with sufficient accuracy and efficiency. 
Various GMSM methods have been proposed over the last about 15 years, that can be 
classified into two broad categories with respect to the objective of their application: (1) 
methods designed to estimate accurately the central tendency and the dispersion of the 
response, and (2) methods designed to match the intensity at a given probability of 
occurrence, usually expressed through the response spectrum. 
1.2. Objectives and Scope 
The objective of the present research is to propose a GMSM method, with which the 
probability distribution of the response can be estimated with relatively good accuracy. 
The proposed method can be used in cases that the earthquake intensity is known, 
expressed as the spectral acceleration at the fundamental period, Sa(Tt ). This way of 
expressing intensity is consistent with building code application and probabilistic 
seismic hazard assessment. 
The work in the present research project has been divided into the following packages: 
1.2.1. Large-sample dynamic response estimation 
Initially, a dataset comprised of a large number of ground motions is formed. Dynamic 
analyses are carried out using a single-degree-of-freedom (SDOF) system, within a 
range of intensity levels. This' large-sample' response estimation serves as a reference 
point for comparing the accuracy of the proposed GMSM method. It is also used for 
determining the statistics and probability distribution of the intensity and the response, 
which are subsequently used in the regression analysis, presented next. 
1.2.2. Proposed vector-valued intensity measure 
A vector-valued intensity measure (lM) is proposed, comprised of Sa (Tt), Normalized 
Spectral Area (NSA), and, optionally, the yield reduction factor. NSA is a relative IM 
that is a function of the displacement response spectrum area between the initial 
fundamental period of the structure, and the ultimate elongated period. Using the SDOF 
system response and expressing intensity using the proposed IM, regression analysis is 
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carried out in order to find a model that describes best their relationship, and hence to 
evaluate their correlation. As explained next, the efficiency of the proposed GMSM 
method depends on this correlation. 
1.2.3. Development ofGMSM method 
A GMSM method is proposed, with which an optimized estimation of the response 
distribution can be obtained. Optimized suites of ground motions are formed through 
stratified sampling on the NSA parameter of the proposed IM. It is mathematically 
proved that the IM central tendency and dispersion are replicated, and at the same time 
the standard error of the mean IM is reduced, compared to random record sampling. 
Consequently, the central tendency and the dispersion of the EPDs considered are also 
replicated. The superiority of the method over random sampling is that when there is 
high correlation between the IM and the EDP, the standard error of the mean EDP is 
also reduced. As a result, the probability distribution estimation of the response is also 
optimized. 
1.2.4. Application to a single-degree-of-freedom system 
The GMSM method is applied in the estimation of the response of a SDOF system. The 
rationale of using a SDOF system is that it has just one natural mode, and hence its 
dynamic behaviour is not affected by higher modes, therefore the concept on which the 
NSA was based, i.e. to track the elongation of the natural period of the first mode, can 
be investigated more effectively. The GMSM method is used to develop datasets of 
optimized suites, with which the response distribution is estimated. Conclusions are 
then made regarding the efficiency and accuracy of the proposed method by comparison 
to random ground motion sampling, and to the large-sample response estimation. 
1.2.5. Application to multi-degree-of-freedom systems 
Finally, the GMSM method is applied in the response estimation ofa MDOF structure 
with high participation of the fundamental mode. The structure is a ten-storey building 
designed to Eurocode for ductility class 'High'. A finite element model is developed, 
with which the dynamic response of the structure is computed. Datasets of optimized 
ground motion suites are formed using the GMSM method. By post-processing the 
dynamic analysis results the Park-Ang overall structural damage index, the maximum 
interstorey drift, the maximum interstorey ductility, and the hysteretic energy dissipated 
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are evaluated. The efficiency and accuracy of the proposed method are evaluated by 
contrast to random sampling, and to the large-sample response estimation. 
In order to find its limitations, the GMSM method was also applied in the response 
estimation of another MDOF structure with higher participation of the higher modes. 
1.3. Assumptions and Limitations 
Certain assumptions are made in the development of the proposed GMSM method, 
described herein together with its limitations. The domain of applicability of the 
findings of the present study is also described. 
In reality, during an earthquake the ground moves in all directions: the two horizontal, 
and the vertical direction. In the application of the proposed GMSM method, it is 
assumed that the structures examined are affected only by horizontal ground motion, 
and therefore the vertical motion is ignored. In the case of building structures this 
assumption is acceptable, as building codes such as Eurocode, allow ignoring the 
vertical ground motion, except in certain cases, such as long horizontal elements, and 
beams supporting columns. 
The proposed GMSM method can be used to select ground motions acting in one 
horizontal direction. In this way the variation of the seismic intensity and the structural 
properties, with respect to the horizontal direction is ignored. In order to evaluate the 
full response distribution, all possible horizontal directions of motion should be 
considered. When time-history is applied, building codes require the selection of pairs 
of ground motions so as to consider both horizontal components of the motion. 
Obviously, the proposed GMSM method at its present form cannot be used in such 
cases, but it can form the basis for further development that would enable such 
application. 
The proposed GMSM method uses the concept of the Normalized Spectral Area, which 
is a relative intensity measure that depends on the period elongation of the structure due 
to inelastic effects. In the present study, in order to ignore the effect of soil nonlinearity, 
ground motions recorded on rock ground conditions were used, and, therefore, the 
findings are limited to such ground conditions. Phenomena that may be observed in 
different ground conditions during the earthquake that could affect the applicability of 
the method are the shortening of the natural period, the modification of the soil damping 
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ratio, the different arrival times between the p- and s-waves, and the refraction of the 
seismic wave. 
1.4. Organization of Thesis 
In Chapter 2 various existing GMSM methods are thoroughly reviewed. The nature and 
characteristics of ground motion time-history are described, together with the various 
ways of obtaining it. GMSM methods are presented, classified into two broad categories 
with respect to the objective of their application: (1) scenario-based assessments, and 
(2) intensity-based assessments. Various aspects affecting ground motion selection and 
modification are covered, such as the legitimacy of scale factors, number of ground 
motions required, site nonlinearity, and selection of records at near-source conditions. 
In Chapter 3 dynamic analyses are conducted on a single-degree-of-freedom (SDOF) 
system, by subjecting it to a dataset of a large number of ground motions, within a range 
of intensity levels. It is argued that in order to evaluate the distribution of the intensity 
and the response with relatively good accuracy, both should be expressed using relative 
measures. 
In Chapter 4 the proposed vector-valued intensity measure is described. Through simple 
linear regression analysis, the correlation of the IM to the EDPs is evaluated, using the 
SDOF system response. Efficiency and sufficiency of the IM are examined through the 
perspective of the correlation to the EDPs. A method is proposed for the determination 
of the ultimate elongated period. The efficiency ofNSA and another IM are evaluated 
by comparison of their correlation to the EDPs. 
In Chapter 5 the GMSM method is presented, which is used to form optimized suites of 
ground motions through stratified sampling on the NSA parameter of the IM. The 
sampling statistics of the IM and the EDP are mathematically derived, in order to prove 
that with the proposed method the central tendency and the dispersion of the response 
are replicated, and that it is more efficient than random sampling. The proposed method 
is applied to the SDOF system examined in chapter 3. Conclusions about the efficiency 
and accuracy of the method are derived. 
In Chapter 6 the GMSM method is applied in evaluating the response distribution of 
two MDOF systems, which represent two ten-storey building structures designed to 
Eurocode. A finite element model is developed using the OpenSees software, with 
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which the dynamic response of the system is evaluated. The structural response 
parameters evaluated are the Park-Ang overall structural damage index, the maximum 
interstorey drift ratio, the maximum interstorey drift ductility, and the hysteretic energy 
dissipated. The efficiency and accuracy of the proposed method are evaluated by 
contrast to the random sampling, and to the large-sample response estimation. 
In Chapter 7 a summary of the entire research project is provided, highlighting the 
major findings and conclusions. Recommendations for further research are also given. 
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Chapter 2. Review of Ground Motion Selection and Modification 
Methods Suitable for Probabilistic Seismic Assessment 
2.1. Introduction 
This chapter provides a comprehensive review of the existing knowledge in the 
application of ground motion selection and modification (GMSM) methods in 
probabilistic seismic assessments. It starts with a description of ground motion time-
series and their characteristics. The various ways of obtaining ground motions are 
described, together with the merits and deficits of each. The quality of the ground 
motions, which affects their suitability for research purposes, is also examined. 
The two approaches for carrying out a probabilistic seismic response assessments are 
presented, as classified in FEMA P-58-1 (2012). In the first approach, called scenario-
based assessment, the full probability distribution of the response is evaluated given the 
earthquake scenario parameters such as the earthquake magnitude, the distance from 
source, the type of fault, etc. In the second approach, called intensity-based assessment, 
the response is evaluated at a given ground motion intensity, which is usually provided 
through a response spectrum. 
Various GMSM methods are reviewed, classified into two general categories: in the 
first category methods are designed to match the central tendency and the dispersion of 
the response, and in the second category methods are designed to match the response 
given by the target response spectrum at a given probability of occurrence. A 
comprehensive discussion on various aspects of GMSM methods follows. Topics such 
as scale factor legitimacy, number of ground motions required, accuracy of prediction, 
correlation between intensity and response, site response, and near-source ground 
motion selection are covered. The application of GMSM methods to three building 
codes is then presented. Lastly, the contribution of the present research project is 
discussed. 
2.2. Ground Motion Time-Series 
Ground motion time-series of the earthquake, the most common type of which is 
accelerograms, can be obtained in three different ways. The first is by recording real 
earthquakes, thus obtaining accelerograms called 'records'. The instruments used are 
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called 'seismographs', which measure the acceleration through transducers. The initial 
(uncorrected) recordings should be corrected by passing them through specifically 
designed filters, such as the Butterworth filter, resulting in accelerograms that can be 
used by earthquake engineers. The second way is by generating artificial ground 
motions by methods such as filtered white noise, used by Jennings et al. (1968), or by 
stochastic process simulation based on spectral representation, used by Shinozuka and 
Deodatis (1991). The development of this field started in the 1960s, when recordings of 
actual earthquakes were scarce. However, despite the extensive research, the 
mathematical formulations used in creating such accelerograms still have weaknesses. 
Bommer and Acevedo (2004) state that, as a result of the high number of strong motion 
cycles, accelerograms possess an unreasonably high energy composition and that the 
amplitude spectrum is quasi-realistic. Another weakness is that the phase spectrum is 
usually assumed as uniformly distributed, in contrast to the findings of Thrainsson et al. 
(2000) that it is dependent on the frequency and the Fourier amplitude. The third way is 
by simulating earthquakes using mathematical models in which the site conditions and 
the geomorphology of the area are represented, such as the Specific Barrier Model 
proposed by Papageorgiou and Aki (1983a, b). In most studies presented in this chapter, 
the ground motions used in the examples provided are recordings of real earthquakes 
(records). Therefore, the terms 'ground motion' and 'record' are used interchangeably. 
There are various ways in which ground motion time-series can be characterized, such 
as by (1) their frequency composition, which can be obtained through a Fourier analysis 
that gives out the spectral density, (2) their duration, for which there are numerous 
definitions such as the Significant Duration, proposed by Trifunac and Brady (1975), 
(3) the phase angle between the frequencies, investigated by Thrainsson et al. (2000), 
(4) the intensity, which can be expressed as the peak ground acceleration, and (5) the 
energy composition, which can be expressed as the Arias Intensity (Arias, 1970; 
described later). 
Ground motions within a proximity to the earthquake source of about 15 km are called 
'near-source' (as opposed to 'far-source' or 'ordinary'), because they are likely to 
exhibit one or more large amplitude velocity pulses. Ground motions with such velocity 
pulses are called 'pu!selike'. Figure 2.1 (a) shows a pulselike ground motion, and Figure 
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2.1 (b) a non-pulselike. Pulselike ground motions have a higher probability of 
occurrence when the rapture propagates towards the site. 
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Figure 2.1 (a) Pulselike, and (b) non-pulselike records (Alavl and Krawlnkler, 2001). 
Today, there is an abundance of records, at least for some regions of the world where 
large numbers of seismographs have been installed, such as in California and Taiwan. 
Research has turned towards using real records, which are deemed to resemble the true 
ground motion. However, as in every measurement of a real quantity, there are 
inevitable aleatory and epistemic uncertainties. Douglas (2003) describes eight types of 
problems that may be encountered with records, and states that about 50% of the total 
records held in the European strong-motion database at Imperial College contain such 
errors. However, the study concludes that most of the records with such problems can 
still be used to develop the response spectra between periods of 0.2-2.0 sec with 
sufficient accuracy, therefore, they can be used in earthquake engineering research. 
2.3. Seismic Hazard Analysis 
Structural response assessment utilizes seismic hazard analysis (SHA) data provided by 
seismologists. The SHA data are expressed as earthquake scenarios, which are 
described in terms of the most significant parameters that affect the seismic hazard at 
the site, such as the potential earthquake sources, the earthquake moment magnitUde, M, 
and the corresponding probability of occurrence, the source to site distance, R, the site 
geological profile, and the type of fault. 
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2.3.1. Ground motion prediction models 
The probability distribution of the ground motion intensity at the site can be obtained 
using 'ground motion prediction models' (also known as 'attenuation relationships'). 
Ground motion prediction models are empirical relationships, which are determined 
using large numbers of records. They provide the intensity probability distribution at the 
site given the earthquake scenario parameters, such as the moment magnitude, M, the 
site-to-source distance, R, the site geological profile, the type of fault, etc. Some ground 
motion prediction models, such as the one by Boore et al. (1997), provide the spectral 
acceleration and the peak ground acceleration, while others, such as the one by 
Abrahamson and Silva (1997), provide only the spectral acceleration. 
Most ground motion prediction models have been developed for particular earthquake 
conditions. For example, the Abrahamson and Silva (1997) model was developed, 
utilizing data from shallow crustal earthquakes. Hence, different ground motion 
prediction models yield different intensities for the same seismological parameters, 
depending on the sample of the earthquake records used in the development of the 
model. It is therefore preferable to use ground motion prediction models that have been 
developed for the particular site considered, or for a site with similar seismological and 
geomorphological characteristics. 
Conventional ground motion prediction models, such as the aforementioned, are 
deficient in predicting the response in the near-source field, where it is likely that 
pulselike ground motions occur. This deficiency is attributed to the fact that they have 
been developed by regression analysis of a large sample of records. As a result, the 
response of pulse like ground motions is under-predicted and the response of non-
pulselike ground motions is over-predicted. For this reason, special ground motion 
prediction models have been proposed, such as the one by Somerville et al. (1997; later 
modified by Abrahamson (2000)), who developed modifications to the conventional 
empirical ground motion prediction models based on analysis of near-source data. 
One important parameter used in conjunction with ground motion prediction models is 
'epsilon' E(T). Epsilon, e(T), is an indication of the earthquake intensity relative to the 
model prediction obtained at period T. It is defined as the number of standard 
deviations, O'lnsa(M, R, T), that the lognormal spectral acceleration, InSa(T), of the 
ground motion is higher than the mean lognormal spectral acceleration, JllnS
a 
CM, R, T), 
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calculated from a ground motion prediction model, for the earthquake scenario M and 
R. The equation for epsilon c(T) is given below 
InSa(T) - 1l1nS (M,R, T) f(T) = a 
O"lnSa (M, R, T) 
(2.1) 
2.3.2. Deterministic SHA 
Some engineering problems require that seismic hazard be assumed to originate from a 
particular source, at a particular distance, and at a particular earthquake magnitude. 
Such an example is the design of nuclear facilities, in which case the maximum possible 
earthquake is considered. In such cases the SHA analysis is termed ' deterministic' . The 
various steps are shown schematically in Figure 2.2: in step 1 the seismologist identifies 
the potential earthquake sources that affect the site, in step 2 for each source the 
characteristics of the earthquake are evaluated, in step 3 the seismologist determines the 
controlling earthquake scenario, i.e. the magnitude and distance of the earthquake 
source, as required by the building code, and in step 4 the seismic hazard at the site 
corresponding to the controlling earthquake is determined from a ground motion 
prediction model, expressed in terms of a ground motion parameter, Y . 
,
Source 1 ~Source 3 
Site 
MI 0 ~ 
~"{;) 
STEP 1 STEP 2 
~ - R. RI Dislance 
STEP 4 
STEP 3 
Figure 2.2. Seismic hazard assessment steps (Kramer, 1996). 
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2.3.3. Probabilistic SHA 
In real life seismic hazard from a particular source can only be predicted 
probabilistically. In addition, a site can be affected by more than one earthquake 
sources. A 'probabilistic' SHA (PSHA) accounts for both the probabilistic nature of 
seismic hazard, and the multi-source nature of the earthquake. 
The seismic hazard at the site is estimated by aggregating the seismic hazard 
contribution from all earthquake sources that affect the site. It is expressed as the mean 
annual rate that a ground motion parameter, Y, such as the spectral acceleration, exceeds 
a certain value, y, and is denoted as Ay(y). It is calculated using the equation below 
(e.g. Kramer, 1996) 
NS 
Ay(y) = L Jf vi . P[Y > ylm, r] . fi(m, r) . dm . dr 
i=l 
(2.2) 
where Vi is the mean annual rate of earthquake generation at source i, r is a value of R, 
m is a value of M, Ns is the number of potential earthquake sources, and fi(m, r) is the 
seismic hazard joint probability function of M and R, for earthquake source i. Other 
parameters affecting seismic hazard of lower significance have been omitted for brevity. 
In some cases, such as in ground motion selection, it is useful to evaluate the mean 
annual rate with respect to specific magnitude and distance scenarios, e.g. M = m, and 
R = r. This process is called 'deaggregation' (or 'disaggregation') (e.g Bazzuro and 
Comell, 1999), which requires that the mean annual rate of exceedance is expressed at a 
given M and R, as shown in the equation below 
NS 
AY(YIM = m,R = r) ~ P[M = m, R = r] . I Vi' P[Y > ylm, r] (2.3) 
i=l 
Deaggregation data for a particular location can be obtained efficiently through 
specialized software tools. One such tool is the USGS Interactive Deaggregations 
(2008), which is provided on the website ofUSGS. The user enters the location 
coordinates, the probability of exceedance, the structure natural period, and the ground 
average shear-wave velocity. Deaggregation output is given out as a table, such as Table 
2.1, or as a three-dimensional graph, such as the one shown in Figure 2.3, for a system 
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with natural period of 1.0 sec at a probability of exceedance of 2% in 50 years. The 
graph displays earthquake source bins in tenns of M and R, with the respective 
percentage contribution to hazard and epsilon. 
San Jose , California Deaggregated Seismic Hazard . Loc : 37 . 335 - 121 . 895 
1.0 sec ( 1 Hz) seismic hazard , PE=2% in 50 years . Response SA (g)= 
0 . 8494 
Bin % 
M<= 
R<=25 . 
50 . 
75. 
~ 
Contribution . Annual freq exceed = 0 . 40397E-03 
5 . 0 5 . 5 6 . 0 6 . 5 7 . 0 7 . 5 8 . 0 
0 . 000 0 . 047 0 . 142 10 . 027 18 . 185 10 . 948 60 . 452 
0 . 000 0 . 000 0 . 000 0 . 034 0 . 104 0 . 056 0 . 000 
0 . 000 0 . 000 0 . 000 0 . 000 0.002 0 . 002 0 . 000 
Table 2.1. PSHA data for San Jose (USGS website). 
Prob. SA. PGA 
-(lI.NII 
• (0<·1 
• . ~<r,,<.1 
.I<"o<~l~ I<"o<~ 
'05<"0<0 • 2<<o<J 2C1l810UPDATE 
PSH Deaggregation on NEHRP BC rock 
SanJose 121.895" W. 37.335 N. 
SA period 1.00 .CC. Accd.>=05,W4 g 
Ann . E .. ceedance Rate .398E.o~. Mean Return lime 2475 )'f' 
Mean (R .M.£o> 15.9 km.7.IS. 1.77 
Modal (R.M ,Eo) = 18.91un, 8.00. 1.38 (from puk R.M bin) 
Modal (R.M.£*) = 14. 1 km. 6.79.> 2 '"gm. (from peak R.M.£ bin) 
Binning: Dclt"R=IO. km. dcllaM=O.2. Dclta£=l.O 
Figure 2.3. Oeaggregation graph for San Jose, California (USGS website). 
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2.3.4. Response spectra 
Seismic hazard at a site can be visualized through the Uniform Hazard Spectrum (UHS), 
or the Conditional Mean Spectrum (CMS), which are plots of the structural response 
with respect to the period. 
The Uniform Hazard Spectrum (UHS) represents the peak response of a single degree 
of freedom (SDOF) system due to a large suite of earthquake ground motions. It can be 
obtained through PSHA. Response is expressed at a given probability of occurrence, 
such as 50% (median), or 84% (median + a). Most building codes define UHS in 
generalized (piecewise linear/curvilinear) form for versatile use. An inconsistency of 
such generalized UHS is that they distort the probability of exceedance of IM, as 
between any two periods the spectral ordinates may correspond to different probabilities 
of occurrence. 
The Conditional Mean Spectrum (CMS), proposed by Baker and Comell (2006b), is 
formed by initially calculating the target spectral acceleration, SaCT*), and epsilon, 
fCT*), at period T* (usually taken as equal to the fundamental period) from a ground 
motion prediction model. Using the same ground motion prediction model the mean 
lognormal spectral acceleration, J.l.1nsa' and the standard deviation of the lognormal 
spectral acceleration, O'lnSa' is calculated at all other periods. The correlation coefficient 
between epsilon values at two different periods, PCTil T*), can be calculated using 
equations such as the one provided by Baker and Comell (2006a). Then the mean 
lognormal spectral acceleration at period Ti conditional on 1nSa CT·), J.l.lnSa(Tt)llnSa(TO), 
can be calculated using the following equation 
The UHS has been criticised to be conservative, because the peak response at two 
different periods may be attributed to different earthquake events. In contrast, the CMS 
gives values that are less conservative at periods other than T·. Figure 2.4 shows the 
CMS given Sa (1.0 sec), the median UHS, and the median + 2a UHS. It can be seen that 
the CMS gives lower spectral ordinates than the median + 2a UHS, at periods other than 
1.0 sec. 
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Figure 2.4. Conditional mean values of spectral acceleration at all periods, given 
SaCl . 0 sec) , and the example Castaic Old Ridge Route ground motion (Baker, 2011 ). 
2.3.5 . Intensity measures 
Ground motion intensity is expressed using intensity measures (IMs). A variety of IMs 
have been proposed, some of which are described briefly in this section. Since the goal 
is to predict the probability distribution of the response, it is desirable that the IM used 
results in low response variability, in which case it is characterized as 'efficient'. The 
selected IM should also be ' sufficient' , meaning being independent of seismological 
characteristics such as magnitude and distance. 
The selection of the appropriate IM depends on the characteristics of the engineering 
problem, such as the type of the physical problem (e.g. structural seismic assessment, or 
soil liquefaction simulation), the noniinearity level (e.g. moderate damage, or collapse), 
and the response measure of interest (e.g. maximum interstorey drift, or normalized 
hysteretic energy). In some cases more than one IM should be used, in the fonn of a 
vector-valued IM, so as to consider measures of intensity which are non-correlated and 
physically different between them. 
Scalar IMs 
Of the earliest IMs used are those obtained directly from the ground motion 
accelerogram, such as is the peak ground acceleration (PGA), and the peak ground 
velocity (PGV). Other early IMs are those describing the structural response, such as the 
spectral acceleration at the fundamental period, Sa (Tt) , which are obtained through 
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dynamic analysis, and are always expressed with respect to the fundamental period, T1 , 
and the damping ratio of the structure. 
A different category oflMs are those that are evaluated by integration of the response 
spectrum area. Housner (1952) proposed the Spectral Intensity, SI, with the intention of 
developing an IM that has high correlation to the damage on the building stock of a city. 
The period integration range was taken as 0.1-2.5 sec, which corresponds the 
fundamental periods of the buildings found in a city. It is evaluated by integration of the 
velocity response spectrum area at a damping ratio n, usually taken as 20%, as shown in 
the following equation 
2.5 
SI = f Sv(n, T)dT 
0.1 
(2.5) 
where Sv(n, T) is the velocity spectrum ordinate at period T and damping ratio. Kappos 
(1990) proposed a refinement to the Housner equation, by setting the integration period 
range from T1 - t to T1 + t, where t = 0.2T1. Kappos and Kyriakakis (2000) 
investigated the effect of SI on the response of a ten-storey building structure and found 
that when the T integration range was taken between the initial elastic period and the 
'effective period in the inelastic range' and taking n = 5%, that the dispersion of the 
response was significantly reduced at various intensity levels. Similarly, Von Thun et al. 
(1988) proposed the concept of Acceleration Spectrum Intensity. The objective of the 
study was the characterization of ground motion intensity for the seismic analysis of 
concrete dams, which have fundamental periods smaller than 0.5 sec. It is evaluated by 
integration of the acceleration response spectrum, within the period range of 0.1-0.5 sec, 
as shown below 
0.5 
ASI = f Sa(T)dT (2.6) 
0.1 
where Sa(T) is the acceleration spectrum ordinate at period T. 
In the same family of response spectrum integrated IMs is the one proposed by 
Matsumura (1992), shown in (2.7), where the integration period is taken between the 
elastic period, T1 , and twice the elastic period, 2T1 . 
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(2.7) 
In the same philosophy, Martinez-Rueda (1998) proposed the IM shown in (2.8), in 
which Tl is the elastic period, and Tz is the elongated period calculated using the 
tangent stiffness of the hardening branch of the idealised lateral response of the 
structure. 
Tz 
SIMR = T
z 
~ Tl f Sv(n, T)dT 
Tt 
(2.8) 
Hutchinson et al. (2004) proposed the Mean Spectral Displacement, Llmean , which is 
evaluated by integration of the displacement spectrum between two periods, Tl and Tz, 
usually taken equal to the elastic and secant periods, as shown below 
T2 
Ll mean = T
z 
~ Tl f Sd(T)dT 
Tt 
(2.9) 
where Sd(T) is the displacement spectrum ordinate at period T. Llmean was found to 
predict very well the response of bridge structures supported on piles, when subjected to 
near-source ground motions. This is attributed to its ability to capture the local peak on 
the response spectrum, which is formed due to the long velocity pulse in the ground 
motion. 
Another IM based on the response spectrum integration is the Displacement Spectrum 
Intensity (DSI) proposed by Bradley (2011), which is calculated by integration of the 
displacement response spectrum between 2.0 - 5.0 sec, as shown below 
5.0 
DSI = f Sd(T)dT (2.1 0) 
z.o 
DSI was developed with the intention of representing the severity of the long period 
content of the ground motion affecting long period structures, such as long-span 
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bridges, and high-rise buildings. It also accounts for the severity of the seismic demands 
on structures due to near-source directivity effects. 
Another category of IMs are those that are integrals of the ground motion time-series, 
such as the Arias Intensity, lA, proposed by Arias (1970), defined as 
tf 
lA = 2: f aZ(t)dt 
° 
(2.11) 
where aCt) is the time series of the ground motion acceleration, tf is the total duration 
of the ground motion, and 9 is the acceleration of gravity. Similarly, Housner (1975) 
proposed the Earthquake Power Index, shown below 
(2.12) 
where tl and t z are the time limits of the strong ground motion. 
The time duration of strong motion, ta, which can be used by itself as an IM, is usually 
taken equal to the Significant Duration, proposed by Trifunac and Brady (1975). It is 
defined as the time instants between which 5% and 95% of lA is attained. There are, 
however, more than 30 such definitions, as Bommer and Martinez-Pereira (1999) argue. 
Some 'composite' IMs have the form ofa power of the time duration, ta, such as the 
one proposed by Riddell and Garcia (2001), shown below 
(2.13) 
where amax is the peak ground acceleration. Similarly, Fajfar et al. (1990) proposed the 
compound index as a measure of ground motion destructiveness to intermediate period 
range structures (velocity-sensitive region) 
I -v to.Z5 P- maxa 
where vmax is the peak ground velocity. 
(2.14) 
Another IM that has been more recently used is the inelastic spectral displacement, 
SdieT1 ), at the fundamental period, T1 . In fact, SdieT1 ) is a response parameter, which is 
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used as an IM due to its high correlation to other response parameters. Tothong and 
Luco (2007) demonstrate that when Sdi (Tt) is used, in contrast to Sd(Tt ), in the 
dynamic analysis of a first-mode dominated multi-degree-of-freedom (MD OF) 
structure, the dispersion of the maximum interstorey drift ratio (MIDR) showed a 
significant reduction and the dispersion of I MCAP (value of IM where capping (peak) 
point is reached) was reduced by 50%. 
While Sdi (Tt) was found to be quite efficient for first mode dominated systems, it is 
less efficient for systems with significant participation of the higher modes. An IM that 
considers both the inelastic response of the first mode and the elastic response of the 
second mode is I Mll&ZE, proposed by Luco (2002) and Luco and Comell (2007), and 
modified by Mori et al. (2004), shown below 
(2.15) 
where Sdi (T, dy) is the inelastic displacement at the fundamental period T and yield 
displacement dy, Sde(Tz) is the elastic displacement at the second mode period Tz• PFn 
is the nth mode effective participation factor. 
Vector-valued IMs 
Ground motion intensity can also be expressed using also vector-valued IMs. The utility 
of vector-valued IMs is that they encapsulate IMs of different nature, so as to account 
for the diversity of ground motion characteristics. 
Conte et al. (2003) proposed a series of vector-valued IMs denoted as (Sa(Tt),FR=r), 
where FR=r is defined as 
cR=r 
F = ---:;y,....--..,... R=r celastic 
y 
(2.16) 
where R is a nonlinear SDOF response parameter (e.g. ductility, normalized hysteretic 
energy). r is a value of R. c;=r is the minimum yield strength required for R = r, and 
c~lastic is the minimum yield strength required for the system to remain elastic. 
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Another vector-valued IM, proposed by Baker and Comell (2005), is denoted as 
(Sa (T1), E(T1), where Sa (T1) is the spectral acceleration, and E(Ti ) is epsilon, both 
evaluated at the fundamental period, Ti . E(T1 ) provides information about the general 
shape of the response spectrum. Ground motions exhibiting a peak response at period Tl 
have positive E(Ti ) (since the mean value is lower than the peak value), and, 
conversely, ground motions exhibiting a trough response at period Tl have negative 
E(T1). E(T1) provides information about the response of the higher modes, which have 
periods shorter than T1 , and about the response at periods longer than T1 , due to period 
elongation associated with inelastic behaviour. 
In a similar study Baker (2005) studied the vector-valued IM denoted as 
(Sa (T1), RTl ,T2), where 
(2.17) 
RTl ,T2 is an indicator of the spectral shape, investigated previously by Cordova et at. 
(2001) and by Vamvatsikos (2002), which is of significance when the second mode has 
a high contribution to the response. 
Bojorquez et al. (2012) proposed the vector-valued IMs (Sa (Ti ), ID), and (Sa (T1), Np), 
where 
and 
tE a(t)Zdt 
ID = ;GA. PGV 
(2.18) 
(2.19) 
and tE is the time duration of the record, Savg(Tv Tz, ... , TN ) is the geometric mean of 
the spectral acceleration between periods Tl and T N' ID was developed with the 
intention to account for the cumulative damage potential of the ground motion duration, 
and Np to provide information about the effect of spectral acceleration on the response 
at periods beyond Ti . 
20 
2.4. Probabilistic Seismic Response Assessment 
Before presenting the GMSM methods, which are the central topic of this chapter, the 
two approaches for performing a probabilistic seismic response assessment are 
described. The first is the 'scenario-based' approach, which can be further classified 
into deterministic and probabilistic (time-based), and the second is the' intensity-based' 
approach. A probabilistic assessment assumes that the sample of ground motions used is 
sufficiently large, so that the estimated variance approaches the true variance, and the 
standard error of the mean is low. 
2.4.1. Scenario-based assessment 
Deterministic scenario-based assessment 
In a deterministic scenario-based assessment the seismic hazard data are obtained 
through a deterministic SHA, in which just one earthquake scenario is considered, at a 
given seismic hazard level. Records are selected such that their magnitude, Mr , and 
source distance, Rr , match the earthquake scenario magnitude, Ms, and source distance, 
Rs. One way of selecting records is by applying strict criteria for the selection of M, so 
that Mr is within a margin of 0.2 units from Ms, as suggested by Bommer and Scott 
(2000). Selection criteria for R can be more lenient, as their variation was found to have 
a less significant effect on response. With this approach no scaling is required. 
Alternatively, the matching range of M and R can be relaxed, which has as an effect the 
increase of the number of qualifying records. The selected records are then scaled, so as 
to reflect the response at the earthquake scenario M and R. The scale factor can be equal 
to the ratio of the spectral acceleration at the site, Sa,s (T1), to the spectral acceleration at 
the location of the record, Sa,r(T1 ), both of which are obtained from a ground motion 
prediction model for the corresponding M and R parameters. Figure 2.5 shows the 
response spectra of a suite of 40 records, with Mr = 6.0 - 7.6 and Rr = 10 - 30 km, 
adjusted to an earthquake scenario of Ms = 7.S and Rs = 20 km. There is extensive 
literature about the legitimacy in the relaxation of M and R parameters and the 
associated legitimacy of scale factors, both of which are discussed later in this chapter. 
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Acceleration Response Spectra (Ms=7.5, Rs=20 km) 
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Figure 2.5. Acceleration response spectra for records adjusted to Ms = 7. 5 and Rs = 
20 km. 
Probabilistic scenario-based assessment 
In the previous section a single earthquake scenario was considered, at a particular 
seismic hazard level. In reality the seismic hazard can be estimated only 
probabilistically, leading to a probabilistic seismic hazard analysis. The probability of 
exccedance of a given earthquake magnitude is expressed with respect to a specific time 
period, hence this type of assessment is also called 'time-based assessment' in FEMA 
P-58-1 (2012). Records can then be selected such that they match the median M and R, 
or such that they match any relevant deaggregation results. 
2.4.2. Intensity-based assessment 
In intensity-based assessments the intensity of ground motion at the site is given, 
usually in terms of the PGA and SaeTl ). Building codes, such as Eurocode 8 (2004) and 
FEMA 356 (2000), state the design PGA together with the corresponding probability of 
exceedance for specific design objectives, e.g. Eurocode 8 (2004) states a probability of 
exceedance of2% in 50 years for the 'Near Collapse' limit state assessment. The 
advantage and convenience of intensity-based assessments is that the seismic hazard 
information can be conveyed in a simple way to the structural engineer, through the 
response spectrum that can be formed at the given intensity. Two types of response 
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spectra can be used in intensity-based assessments, the UHS, and the eMS (both 
described earlier). 
The initially selected ground motions are scaled to the design intensity. One way of 
scaling is such that the average response spectrum of the suite matches the target 
response spectrum within a period range. As discussed later in this chapter, this method 
is adopted in most building codes. An alternative way is to scale ground motions so that 
each matches the Sa (Tl ) of the response spectrum. 
In intensity-based assessments the limit-state can be evaluated only at the probability of 
occurrence at which the intensity is expressed. In contrast, in scenario-based 
assessments the limit-state can be evaluated at the range of probabilities of occurrence 
that correspond to the range of intensities of the earthquake scenario. 
2.4.3. Structural response 
Structural response is characterized by quantitative measures termed' Engineering 
Demand Parameters' (EDPs). The selection of the appropriate EDPs to be considered 
depends on the type of problem. 
EDPs are categorized into absolute and relative. Absolute EDPs express the value at the 
intensity level considered in terms of units. Relative EDPs express the value at the 
intensity level considered, normalized to the EDP value at a different intensity level, 
and hence are unitless. The use of relative EDPs in seismic design/assessment has the 
convenience that structures with similar design characteristics have similar EDP values. 
For example, the displacement ductility (relative EDP) is expected to have similar values in 
buildings designed to the same ductility class; this is in contrast to roof displacement 
(absolute EDP) which depends on the height of each building and hence may vary 
significantly. 
In collapse and damage assessments of multi-storey frame structures a common relative 
EDP used is the maximum interstorey drift ratio (MIDR). It is defined as the peak over 
time, and maximum over all stories, interstorey drift ratio. MIDR is an important EDP 
for frame structures as it relates to joint rotations and both global and local storey 
collapse. 
Normalized Hysteretic Energy (Mahin and Bertero, 1981), N HE, is a relative EDP 
applicable to SDOF systems only, defined as the cumulative amount ofhysteretic 
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energy dissipated, EH, normalized to the work required by the system to yield under 
monotonically increasing loading, given by the following equation 
E NHE =_H_ 
fy u y (2.20) 
where fy is the yield strength, and uy is the yield displacement. N H E is indicative of the 
modification of the structural system properties due to prolonged dynamic excitation, 
and is dependent on the duration of the ground motion. 
Residual displacement, un is a relative measure of the suitability of the structure for its 
intended function after the earthquake event, and also a measure of its residual seismic 
load resistance. The residual displacement ratio er is defined by Ruiz-Garcia and 
Miranda (2006) as 
(2.21) 
2.4.4. Structural damage 
Structural damage is characterized by 'damage measures', which are descriptors of the 
physical damage of the building. Damage measures include the damage on the structure, 
the non-structural components, and the contents of the building. From a practical point 
of view, it is desirable that damage descriptions are in such a form that they can be 
related to the repair cost. 
Structural damage can also be expressed through a 'damage index', which, in principle, 
takes a value of zero at no-damage, and a value of one at collapse. A damage index can 
reflect the damage due to more than one response parameters. One such damage index 
was proposed by Park-Ang (Park and Ang, 1985; Park et aI., 1985), which encapsulates 
two response quantities of different nature, namely, the inelastic displacement, and the 
dissipated hysteretic energy. The damage index is evaluated first for each structural 
element individually, and subsequently is evaluated for an entire storey as the weighted 
sum of the damage index of all elements, and similarly for the entire structure, in which 
case it is termed 'overall structural damage index' (OSDI). 
Bozorgnia and Bertero (2003) proposed two damage indices that resolve some of the 
issues observed with the Park-Ang damage index. In particular, the indices are zero if 
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response is elastic and hence the dissipated hysteretic energy is zero. Also, they are 
equal to one if the displacement under monotonic loading becomes equal to the 
maximum displacement capacity. 
2.4.5. Mean annual rate of exceeding EDPs 
Probabilistic seismic demand assessment aims to evaluate the mean annual frequency of 
exceeding an EDP, A(EDP), with respect to the mean annual frequency of exceeding an 
IM, A(IM). For scalar IMs, A(EDP) can be calculated using the following equation, 
which is based on the total probability theorem (e.g. Comell and Krawinkler, 2000), 
A(EDP) = f P(EDPI/M) ·ldA(IM)1 (2.22) 
where P(EDPI/M) is the probability distribution ofEDP given the IM, and dl(IM) is 
the differential of the mean annual rate of exceeding IM. 
Equation (2.22) can modified to accommodate vector-valued IMs of the type 
(/Mv 1M2 ), as given below (e.g. Baker and Comell, 2005) 
(2.23) 
Terms P(EDPI/M) and P(EDPI/Mv IM2) express the probability of exceeding an EDP 
value given IM, or (/Mv 1M2 ), respectively. The principal objective of the present 
research is the development of a vector-valued IM that results in a comparatively lower 
variance of EDPI/Mv 1M2, aiDPI/M1 .IM2 ' in order to obtain a more accurate estimate of 
A(EDP). 
2.4.6. Correlation between IM and EDP 
Elenas (2000) investigated the correlation of various IMs to the Park and Ang (1985) 
and to the DiPasquale/<;akmak (1989) overall structural damage indices (OSDIs), 
studying an eight-storey building designed to Eurocode 2 and 8. It was found that the 
two OSDIs have correlation coefficient of p = 0.8 - 0.9, to Sa (T1 ) and energy input, 
and correlation of p = 0.3 - 0.8 to peak ground velocity, peak ground displacement, 
and Arias Intensity. Similar conclusions were found by Elenas and Merskouris (2001), 
who furthered the study to investigate the correlation of maximum interstorey drift, and 
25 
maximum floor acceleration using the same structure. In particular, the authors found 
that maximum interstorey drift has correlation of p = 0.8 - 0.9 to Sa (Tt) and energy 
input, and correlation of p = 0.3 - 0.8 to peak ground velocity, peak ground 
displacement, and Arias Intensity. 
Sari (2003) studied the correlation of various IMs to structural damage. Structural 
damage of reinforced concrete frames was expressed using the Park-Ang OSDI, and 
damage of steel frames using the MIDR. The IMs investigated were the Sa(Tt ), and two 
other IMs which are functions of the input energy termed 'input energy-equivalent 
acceleration', and 'absorbed energy-equivalent acceleration'. In total 60 records were 
used, both near-source and far-source, of moment magnitudes ranging from 4.9 to 7.6. 
The author studied four reinforced concrete structures from 3 to 15 stories, and three 
steel structures from 3 to 20 stories. The correlation coefficients obtained for the 
reinforced concrete structures were in the range of 0.6-0.8, and for steel structures in the 
range of 0.6-0.9. 
Conte et al. (2003) proposed the vector-valued IM (Sa (Tt), FR : r ) (presented earlier) and 
through application to a SDOF system investigated its correlation to various EDPs, 
including displacement ductility and normalized hysteretic energy. Response analysis 
was performed in an inverse/iterative way, in which the strength of the system was 
iteratively modified until the target EDP is matched. It was concluded that the proposed 
IM has good to very good correlation to the investigated EDPs. 
Riddell (2007) investigated the correlation of various IMs using SDOF systems, to 
various EDPs, such as elastic and inelastic spectral ordinates, input energy, and 
hysteretic energy. The study concluded that while some IMs showed very good to 
excellent correlations to the EDPs within certain period regions, no IMs showed 
satisfactory correlation throughout the entire response spectrum. In particular, the 
acceleration-related IMs perform best in the acceleration-sensitive region, and similarly 
velocity and displacement related IMs perform best in the velocity- and displacement-
sensitive regions respectively. 
Yakut and Yilmaz (2008) investigated the correlation of eleven scalar IMs to the MIDR 
of multi-storey reinforced concrete frames. In their study they used a large number of 
records of M = 6.1 - 7.6, which included both near-source and far-source records. The 
response observed ranged from elastic to highly nonlinear. The highest correlation 
26 
coefficients, 0.85 and 0.82, were observed using the Velocity Spectrum Intensity (V on 
Thun et aI., 1988) and Housner Intensity (Spectral Intensity; Housner, 1952) 
respectively. The next highest correlation was observed using Sa (Tt), which was 
excellent in the elastic to low nonlinearity region, but only moderate in the high 
nonlinearity region. 
Boj6rquez et al. (2012) proposed the vector-valued IMs (Sa (Tt), ID), and (Sa (Tt), Np ) 
(presented earlier). The correlation to MIDR and IDEN , which is represents damage in 
terms of normalized plastic hysteretic energy, was investigated at incremental Sa (Tt) 
levels. Np was found to have a high correlation to both MIDR and [DEN' of about 0.8. ID 
was found to have very low correlation to MIDR and good correlation to IDEN , in the 
range of 0.6-0.7. 
2.5. Ground Motion Selection and Modification Methods 
The previous section described how a rigorous probabilistic analysis can be performed, 
using a large number of ground motions. This section reviews various ground motion 
selection and modification (GMSM) methods, which can be used to select optimized 
suites of ground motions. The optimized suites result in significant reduction of the 
computational work with reasonable compromise in the accuracy of the predicted 
response. 
The GMSM methods reviewed are grouped and numbered into two categories, so as to 
facilitate referencing, with respect to their objective. In the first category, numbered 
100, the objective is the accurate prediction of the response central tendency and 
dispersion. In the second category, numbered 200, the objective is the accurate 
prediction of the response central tendency that corresponds to an intensity of given 
probability of exceedance. Many of these methods are reviewed in state-of-the-art 
reports by Haselton (PEER Report 2009/01, 2009), by Katsanos et al. (2010), and by 
Baker et al. (PEER Report 2011103, 2011). 
2.5.1. Category 100: Predicting the response distribution 
101: Sa (Tt) scaling with bin selection 
The first step in the procedure, proposed by Shome et al. (1998), is to determine the 
target Sa (Tt) on a UHS. Then a suite of records is formed, with seismological 
characteristics that match the design earthquake scenario M and R. All the records in the 
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suite are then normalized to the target Sa (T!). The normalized suite was found to have 
an unbiased median response, and a reduced by about half dispersion (compared to a 
non-normalized suite). In this way a smaller number, about one fourth, of the records 
are needed, in order to obtain a prediction ofthe response with the same degree of 
confidence as a non-normalized suite. 
This method was found to work well for certain EDPs, such as the interstorey ductility, 
which follow the 'equal displacement' rule, i.e. increasing proportionally to the increase 
in IM. However, the method does not predict accurately the normalized hysteretic 
energy, which increases proportionally to approximately the square of the IM increase. 
The normalization of the records to the target IM causes an unrealistic reduction of the 
dispersion. In probabilistic studies, however, the dispersion is required, so as to predict 
the probability of exceeding specific limit states. Shome et al. (1998) proposed two 
ways of recovering the dispersion, both based on a functional relationship between the 
median EDP and Sa(T!). 
102: Semi-automated procedure for selecting records 
A semi-automated procedure for selecting ground motions from a database, in order to 
match a target response spectrum mean and variance, was proposed by Kottke and 
Rathje (2008). The procedure takes advantage of the fact that in the scaled spectral 
acceleration, SascaLed = s . Sa, the spectral acceleration, Sa, factor controls the 
response spectrum shape and the scale factor, s, controls the amplitude. The average 
logarithmic scaled acceleration at period i of a suite of nm ground motions is calculated 
using the following equation 
1 InSa~~~LJd = n (Ins! + Ins2 + ... + Insnm), 
m Controls Amplitude 
1 
+ -(lnSa1 · + InSa2' + ... + InSa .) nm _ ,l ,l nm,l _ 
Controls Shape 
(2.24) 
Records are selected and scaled such that the average shape of the suite is similar to the 
shape of the target response spectrum. The criterion for similarity is the root mean 
squared error (RMSE) between the median acceleration response spectrum and the 
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target acceleration response spectrum in logarithmic scale. A low value of RMSE infers 
that the mean response spectrum is very similar to the target spectrum. 
To match the target dispersion the authors proposed two ways of modifying the 
individual scale factors ofthe records. In the accordion way the scale factors are 
modified by applying an influence factor that is uniform throughout all records. The 
influence factor is then varied by trial and error, until the target dispersion is matched. 
In the centroid way, the response probability density function is divided into equal 
areas. Then the record scale factors are modified individually such that their responses 
are placed at the centroids of the areas. 
The procedure is semi-automatic as records are combined in a large number of suites, 
and then those with the lowest RMSE are reported to the engineer. The engineer then 
selects the most appropriate for the intended purpose, by exercising engineering 
judgement and thus considering other parameters which are not accounted for by the 
proposed methodology, such as M, R, and duration. 
Buratti et al. (2011) furthered this method by selecting records that match the shape of 
the target design spectrum, between periods of 0.2Tl and 2.0T1 . The selected spectra are 
then scaled such that the distribution of the spectral acceleration matches the true 
distribution. The scaling factors are determined by dividing the spectral acceleration 
domain into areas of equal probability of occurrence, and hence scaling the record 
spectra to their centroids. The centroids are determined in two different ways: the first 
through the Gauss-Hermite quadrature, and the second in a way similar to the centroid 
method used by Kottke and Rathje (2008). Applied in the dynamic analysis of a six-
storey concrete frame, for an earthquake scenario with M = 7.0 and R = 10 km, the 
Gaussian-Hermite method was found to approximate better than the centroid method the 
first and second moments of the MIDR distribution, compared to the true values 
obtained using an empirical model. 
103: Target spectrum based on epsilon correlations 
In this GMSM method, adopted by Goulet et al. (2007), through seismic deaggregation 
the seismic hazard contributions of the various sources are evaluated, together with their 
characteristics such as the magnitude, the distance to the site, and epsilon. The various 
clusters of earthquake sources with significant contribution are identified, similar to the 
ones shown in Figure 2.3. Records are then selected from a database such that they 
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match the deaggregation results. The selected records are then nonnalized to the target 
Sa (Tt). Records that require scale factors higher than the allowable limit of 5 are 
discarded. 
This method is based on the study by Malhotra (2003), who argues that the 
seismological characteristics of the selected ground motions should be representative of 
the earthquake sources contributing most to seismic hazard. The author states that, due 
to the uneven attenuation of the ground motion frequency with respect to distance, short 
distance earthquakes should match the target design spectrum in the short period range, 
while long distance earthquakes should match the long period range. 
104: Design Ground Motion Library 
The Design Ground Motion Library is an electronic library (database) comprised of a 
large number of records, which are considered to be suitable for use by practitioner 
engineers, as discussed by Powers et al. (2004). Using the criteria and guidelines 
provided with the library, suites of records can be fonned such that they match a target 
design response spectrum. The library contains metadata (infonnation) for each 
earthquake record, such as the magnitude, the closest source-to-site distance, and the 
site classification. In this way, the user can limit selection to records matching the target 
earthquake scenario characteristics. 
There are two criteria for selecting the records. The first is the mean squared error 
between the differences of the target spectrum and the record spectrum, a low value of 
which suggests a good confonnity to the target spectrum. The second is the slope of the 
record spectrum with respect to the target spectrum, detennined by regressing on the 
spectra differences with the period. Both criteria are evaluated over a period range, 
which includes the fundamental mode, the higher modes and period elongation. Records 
can be scaled by applying a scale factor iteratively to the record, until the minimum 
mean squared error is obtained, or by nonnalizing the record to the target Sa (Tt). 
Powers et al. (2004) show that selecting five records visually from a larger suite of 
twelve records, results in a reasonable match between the variability ofthe smaller suite 
and the larger suite. 
30 
105: FEMA P-58 procedure 
The procedure described in FEMA P-58-l (2012) requires that a ground motion 
prediction model is used, in order to determine the median and the dispersion of the 
spectral acceleration for the period band of the spectrum. The period band is 
recommended to be taken from 0.2Tl to 2.0T1 . At each period in the band, the 
cumulative distribution function of the spectral acceleration is divided into a small 
number of striped regions of equal area. Target response spectra are then constructed, 
which pass through the centroids of the spectral acceleration striped regions, throughout 
the entire period band. Records are then selected such that they match the shape of the 
target spectra. 
106: Record selection based on simulated response spectra 
J ayaram et al. (2011) proposed an algorithm for selecting suites of records, the response 
spectra of which have a specified mean, variance, and correlation between any two 
periods. The algorithm adopts the widely accepted observation that the lognormal 
spectral acceleration, InSa, is normally distributed at any given period. This means that 
InSa can be treated as a multivariate normal distribution, with respect to the period 
range of the response spectra, as studied by Jayaram and Baker (2008). 
Initially, simulated response spectra are generated using the Monte Carlo technique. The 
parameters of the simulation algorithm are the mean and the variance of InS a, and the 
correlation relationships between InSa at all pairs of periods. Once the suite of 
simulated response spectra is formed, response spectra of actual records are selected 
from a large database, so as to match each of the simulated response spectra. The 
candidate records can be normalized to a particular spectral acceleration Sa, or be 
unscaled. The record selected is the one with the lowest sum of squared errors between 
the InSa of the simulated and the record response spectra. 
A greedy optimization technique further refines the selection by replacing one-by-one 
the selected record response spectra, such that the deviation of the selected suite mean 
and variance of Sa from the target is further reduced. However, this greedy optimization 
technique does not account for the correlation of Sa between the period pairs. 
When applied to the analysis of sample SDOF and MDOF systems, the procedure 
resulted in small increases in the mean response, but considerable increases in the 
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dispersion, compared to another procedure that selected records to match only a target 
mean response spectrum but not the dispersion. The increased dispersion resulted in an 
increased probability of collapse. 
A very similar GMSM method was also proposed by Wang (2011), through which 
sample target response spectra are generated, such that they match the statistical 
characteristics of the multivariate distribution of spectral acceleration. Records from a 
large dataset are selected to match the target spectra, using as the goodness of match 
criterion the weighed sum of the squared errors. The GMSM method can optionally 
incorporate a refined algorithm, which selects the record suite that results in the global 
minimum of the residuals. The refined algorithm was found to result in stable statistical 
characteristics using small suites of 30 and 60 records, with accuracy similar to those 
obtained using much larger suites of target records. 
107: Generalized conditional intensity measure and holistic ground motion selection 
Bradley (2010) proposed the concept of the Generalized Conditional Intensity Measure 
(GCIM), which is a vector-valued IM, lM, that contains arbitrary scalar intensity 
measures, I Mi> such as the spectral acceleration, the Acceleration Spectrum Intensity, 
and the Significant Duration. Jayaram and Baker (2008) found that for a specific 
earthquake scenario rupture, Rup, the acceleration response spectrum can be assumed to 
conform to a multivariate lognormal distribution. This concept can be extended to the 
distribution of 1 M, denoted as 1 MI Rup for the particular earthquake scenario rupture. It 
then follows that the conditionallMIRup, given IMj = imj' also conforms to a 
multivariate lognormal distribution. The marginal distribution of each intensity measure 
in lMIRup, IMdRup (assumed to be lognormal), can be obtained from ground motion 
prediction models. Then only the correlation coefficient matrix needs to be determined, 
in order to fully define 1 MIRup, which can be obtained from empirical relationships, 
such as the one by Baker and Jayaram (2008) for spectral acceleration. 
Through the GCIM approach the exact probability density function of I Mi given 
IMj = imj' fIMil/Mj(imdimj), can be obtained using the following equation 
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NRup 
= L fiMilRUP,IMj(imdruPk, imj)PRuPI/Mj(rUPk limj) (2.25) 
k=l 
where PRuPI/M/ruPklimj) is the probability that IMj = imj was caused by earthquake 
scenario rUPk. The probability density function of 1Mi given that Rup = rUPk and 
IMj = imj' fiMdRUp,IM/imdruPk, imj), has a univariate conditionallognorrnal 
distribution. 
The candidate ground motions are first scaled such that I Mj = imj. Ground motions are 
then selected such that the empirical distribution function of the suite matches the target 
distribution fi M ill M / imd imj), for those intensity measures that seismic response 
depends on. A relaxation that can be made when using records, is that the empirical 
distribution function is selected to match the univariate distributions of IMIIMj , (Le. 
I Mi I I Mj for all i), but not the complete multivariate distribution, I M I I Mj . Bradley 
(2012) proposed an algorithm, using which ground motion suites are selected. The 
algorithm uses an objective function, such as the least squares residual between target 
and ground motion spectra, to evaluate the goodness-of-fit of the selected ground 
motions, so as to finally adopt those that match best. 
The advantage of GCIM is that it can consider multiple ground motion characteristics 
that affect structural response. Such characteristics are duration, energy, and frequency 
composition, which can be represented by appropriate intensity measures. The intensity 
measures to be used depend on the nature of the problem, the response measured, and 
the nonlinearity level. 
2.5.2. Category 200: Predicting the mean response 
201: Conditional Mean Spectrum matching 
Baker (2011) proposed a method for selecting records to match the CMS (described 
earlier). Initially a record dataset is formed, with seismological characteristics, such as 
M and R, that match the earthquake scenario. Records are then selected with criterion 
the low value of the sum of the squared errors between the logarithms of the record 
spectrum and the target spectrum over the period range considered. Records are scaled 
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to match Sa(T*), or such that the average response spectrum of the suite matches the 
eMS over the entire period range considered. 
202: Genetic algorithm selection and scaling 
A method utilizing a genetic algorithm was proposed by Naeim et al. (2004), in order to 
select and scale suites of records to match a target design spectrum within a predefined 
period range. The first target of the genetic algorithm is to select the best combination 
of records such that the error function is minimized, ensuring the match to the target 
spectrum shape. The second target is to ensure that that the average response spectrum 
of the suite does not fall below the target spectrum by a certain factor. The user can 
impose constraints to the maximum and minimum scaling factors. The parameters 
required by the genetic algorithm are the population size, the number of generations, the 
crossover ratio, and the mutation ratio. Through processes that mimic mating, natural 
selection and mutation, new generations of individuals (optimized record suites) are 
produced and the process continues until an optimum individual is obtained. The 
procedure is capable of searching through a large database of records and 
recommending the set of records that best matches the target design spectrum. 
203: Vector of record properties identified by proxy 
Watson-Lamprey and Abrahamson (2006) proposed a GMSM method for selecting a 
suite of records, the average response spectrum of which matches a target response 
spectrum. The GMSM method utilizes a simple nonlinear model, which acts as a proxy 
to the more complex real structure. Records are selected based on a vector of properties, 
which consists of the magnitude, the distance, the root-mean-square of acceleration, 
ARMS' and the total duration within which the record acceleration is higher than the 
yield acceleration, Dy. Records with ARMS and Dy values that are outside an interval of 
half a standard deviation from the median are rejected. Records are scaled to a target 
design parameter, such as the spectral acceleration. The median Newmark displacement 
is predicted using an empirical relationship. A set of records is then selected, the 
spectral displacement of which have the lowest square difference to the predicted 
Newmark displacement. It is possible, in this case, to select records whose scale factors 
are larger than normally allowed, e.g. larger than 4. 
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204: Selection based on a precedence list 
Azarbakht and Dolsek (2007) proposed a methodology for reducing the number of 
records needed for a reliable prediction of the median seismic response of structures by 
means of incremental dynamic analysis (lDA) (Vamvatsikos and Comell, 2002), by 
introducing a precedence list of records. The precedence list is determined by evaluating 
the IDA curves for a SDOF model, capable of representing the linear and nonlinear 
characteristics of the MDOF model for which the IDA curve will eventually be 
developed. The IDA curves for the simple model are then developed with relative 
efficiency for each ground motion record from the original list. The records are ordered 
in a precedence list, which is optimized using a genetic algorithm, or a simple procedure 
proposed by the authors. The objective of the optimization is to minimize the difference 
between the 'original' and the 'selected' median IDA curves. The IDA curve for the 
MDOF system is then computed using a number of selected records from the 
precedence list starting from the first. In this way the IDA curve of the MDOF system 
using the selected records, conforms well to the IDA curve of the SDOF system using 
the entire set of records. 
205: Selection using a harmony search algorithm 
Kayhan et al. (2011) proposed a GMSM method that treats the selection and scaling of 
records as an engineering optimization problem, utilizing an optimization algorithm 
called harmony search. The harmony search algorithm, originally developed by Geem 
et al. (2001), is based on the performance process adopted by musicians to select a 
pleasing melody, and has been applied to the solution of variety of engineering 
optimization problems. The objective of the GMSM method is to select a suite of 
records, the average of which matches the target response spectrum. Initially a first-
level selection is performed by forming a dataset of records with the target M, R, and 
site conditions. Then a second-level selection is performed utilizing the harmonic search 
algorithm, which aims to find an optimum suite by minimizing an objective function 
through selection and scaling of records from the original dataset. Certain constraints 
can be imposed on the algorithm in the form of penalty functions, which account for 
selection scheme requirements. 
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206: Scaling to target scenario with epsilon preservation, and selection based on median 
dispersion minimization 
Ay and Akkar (2012) proposed a ground motion selection and scaling method, with 
which a suite of records is selected such that it maintains the dispersion of the median 
intensity for a particular earthquake scenario. Initially, a large number of candidate 
record suites are fonned from the dataset of candidate records. The candidate suites are 
then scaled to match the target median intensity. The scaling preserves the 'epsilon' of 
the records (the difference between the record response and a ground motion prediction 
model). Therefore, the dispersion of the median intensity is maintained, because the 
method preserves the inherent aleatory variability in the selected records without 
manipulating their inherent features excessively. The selected optimum suite is the one 
that has the least dispersion about the median intensity. 
207: Integrated software environment coupling ground motion selection with structural analysis 
The integrated software environment developed by Katsanos and Sextos (2013) initially 
imports a large number of records from the Pacific Earthquake Engineering Center 
database (2005), applying the preliminary criteria of magnitude, distance, soil 
classification, and PGA. The imported records are then used to fonn a large number of 
suites, and are subsequently scaled so that their average matches the target spectrum. 
Next, all suites are ranked according to their goodness-of-fit, as detennined by their root 
mean square error. A visual inspection of the selected suites is available, so as to 
identify mismatches to the target spectrum that cannot be captured by the goodness-of-
fit function. Then, the selected suites are used to carry out dynamic analyses using a 
finite element model of the structure, through linking to third-party software. The 
structural response results are then processed, in order to ~valuate the mean and the 
standard error. A threshold confidence level for the standard error of the structural 
response is then optionally set, so as to ensure reasonable response variability. 
2.6. Aspects of Ground Motion Selection 
2.6.1. Scale factor legitimacy 
It is generally suggested that records are selected such that they have similar M and R to 
the target earthquake scenario. The dependence of the response on M and R has been 
the subject of various research studies. This issue is interrelated to the issue of scaling 
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legitimacy; if records are independent of M and R, then records from any M and R 
combination can be used after appropriately scaled. In practice, scale factors higher than 
unity are used, due to the scarcity of higher intensity records. However, in more 
theoretical cases, such as parametric analyses, scale factors lower than unity may be 
used. 
Shome et al. (1998) studied scaling using four bins of 20 records, taken on stiff soil 
(NEHRP classification D, e.g. FEMA 273, 1997), with different M and R combinations. 
Two levels of scaling were applied, the first by intra-bin scaling (nonnalizing) the 
records to the median Sa (Tl ) of the bin, and the second by inter-bin scaling one bin to 
the median Sa (Tt) of another bin. Within the bins Sa (Tl ) varied by factors up to 3, from 
the lowest or highest value to the median. Scaling factors up to 3 were applied in inter-
bin scaling, which means that some records were scaled by compound factors up to 9. 
The maximum interstorey displacement ductility of the intra- and inter-bin scaled bins 
conformed well to those of the target bins, which infers that the scaling factors used are 
reasonable and that the maximum interstorey displacement ductility does not show any 
dependence on M and R. However, NHE was found to have some dependence on M and 
R, which is attributed to the duration of the records (known to depend on M). The study 
has been widely referenced; however, it is limited to a five-storey steel moment-
resisting frame, the strength of which has been fictitiously reduced by factors of 5 and 
10 (in two separate cases), in order to make the structure yield under the sample of 
unscaled records. 
Iervolino and Comell (2005) conducted a hypothesis study, covering a wide range of 
parameters. They adopted two classes of records, in one of which the records were 
carefully selected to represent a specific M and R scenario, and another in which 
records were arbitrarily selected. All records were obtained from sites with NEHRP 
classification C (soft rock and very stiff soil) and D (stiff soil). The study is 
comprehensive, covering the variation of the fundamental period, the force-defonnation 
or hysteresis relationship, the target ductility, the number of degrees of freedom, and the 
structural type (reinforced concrete or steel). The study concluded that there is no 
significant statistical difference between the maximum interstorey drift obtained with 
the two record classes, and that scaling factors up to 4 are legitimate. 
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Luco and Bazzurro (2007) furthered the study by Shome et al. (1998), by quantifying 
the bias resulting from amplitude scaling records to a target Sa (T!). In their thorough 
investigation they used SDOF systems covering wide period and nonlinearity ranges, 
and one MDOF steel structure nine stories high. The records considered were classified 
into bins of different earthquake magnitudes and distances, which included one near-
source bin. They concluded that intra-bin scaling results in biased median nonlinear 
response, which increases as the scale factor increases. The bias depends on the period 
of the structure, the nonlinearity level, and the sensitivity of the response to higher 
modes. Inter-bin scaling also results in similar bias, which is also affected by pre-
scaling records to the median Sa (Tl ) of the target bin. One significant factor affecting 
the bias is the shape of the response spectrum, which was found to depend on the 
magnitude and distance of the bins, as records with spectral shape similar to the target 
spectrum generally result in lower bias. 
A factor influencing the allowable scaling factors, which has not received much 
attention, is the site response nonlinearity. Zhang and Papageorgiou (2004) investigated 
the site response during the 1999 Taiwan Chi-Chi main earthquake and aftershocks, 
using a dataset of 3161 strong ground motion records, and another with 5499 short 
period records. The records were allocated into two groups: the first with PGA<O.lg, 
and the second with PGA>0.2g. The site amplification spectrum at each station was 
calculated using three different methods. At some stations with NEHRP classifications 
C (soft rock and very stiff soil), D (stiff soil), and E (soft soil), it was observed that the 
site amplification obtained with the weak records (PGA<O.lg) was larger by factors 
between 2 and 4 than with the strong records (PGA>0.2g), which is attributed to site 
nonlinearity. In this particular example, had scale factors higher than 2 been applied to 
the first group (PGA <0.1 g) records, erroneous site response estimations would have 
resulted. Nonlinear effects, which affect the allowable scale factor, are expected to be 
more pronounced for soft soil sites, than rock sites. Another parameter influencing the 
site nonlinearity is distance. Su et al. (1992) found that nonlinear site behaviour is 
observed within an epicentral range of 50 km. 
Hancock et al. (2008) used five methods for selecting records to match a target design 
spectrum. All records were recorded at sites with NEHRP classifications C (soft rock 
and very stiff soil), and D (stiff soil) or E (soft soil). The EDPs obtained using suites of 
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selected records were compared to those obtained with predictive equations. They found 
that for scaling factors up to 10, no bias was introduced. This is attributed to the fact 
that the selected records and the target response spectrum had similar shapes. Records 
with peak and troughs were avoided, which means that the target epsilon of the selected 
records was close to zero. 
In all these studies the data about the records were obtained from databases such as the 
PEER (2005), which classify the sites with respect to the shear wave speed, but do not 
provide any other information about the ground properties. Without such information it 
is impossible to assess the site dynamic behaviour, and hence to determine whether 
nonlinear response occurs. Such nonlinear response can affect the allowable scale 
factor. Therefore, further research is needed in order to establish the conditions under 
which the legitimacy of the scaling factor is affected by the ground properties at the site. 
In summary, there is a general consensus that a relaxation on the M and R parameters is 
acceptable for ordinary records. Scale factors up to 4-5 are considered legitimate. 
However, there is growing evidence that even higher scale factors, up to about 8-10, are 
legitimate. There is also evidence that the site nonlinear response affects scaling. These 
issues deserve further investigation. 
2.6.2. Correlation of spectral acceleration between any two periods 
The distribution of Sa eT) at a given T is univariate lognormal, as evidenced by various 
studies such as that by Abrahamson and Silva (1997). It can thus be inferred that Sa eT) 
with respect to a range of T has a multivariate distribution. Jayaram and Baker (2008) 
studied the multivariate distribution of spectral acceleration and proposed predictive 
equations for the correlation coefficients between different periods. The effect of 
unrealistically assuming the correlation coefficients as equal to zero and one can be seen 
in Figure 2.6(a) and Figure 2.6(b), respectively. The effect of using more realistic values 
can be observed in Figure 2.6(c) in which the correlation coefficients are obtained from 
a functional relationship, and in Figure 2.6(d) showing real response spectra, as Baker 
and Cornell (2006a) have demonstrated. 
From the GMSM methods presented only number 106, by Jayaram et al. (2011) and 
Wang (2011), and 107 by Bradley (2010) consider the correlation matrix between the 
periods; all other GMSM methods presented are not designed to match this correlation. 
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Spectrum matching methods result in selected records with similar (nearly parallel) 
shape to the target response spectrum, which is described by a smooth line. The effect 
of selecting nearly parallel record response spectra can be visualized in Figure 2.6(b), 
which shows spectra having a correlation of 1.0 between any two periods. It is 
therefore, concluded that spectrum matching methods have the inherent weakness of 
distorting the correlation of spectral ordinates between any two periods. 
The effect of these GMSM method deficiencies on the resulting EDP distribution 
should be investigated. 
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Figure 2.6. Samples of 20 response spectra from magnitude 6.5 earthquakes with a 
source-to-slte distance of 8 km: (a) simulated spectra using correlation coefficients equal 
to zero between all periods, (b) simulated spectra using correlation coefficients equal to 
one between all periods, (c) simulated spectra using correlation coeffiCients from a 
functional relationship, (d) real spectra from recorded ground motions that match the 
target scenario (Baker and Cornell, 2006a). 
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2.6.3. Site response 
Records are customarily selected using site classification as one of the selection 
parameters, which reflects the shear-wave velocity of the top 30 m. However, site 
response is affected by a number of other factors, such as the properties and the 
arrangement ofthe deeper geological formations, the seismic wave travel path, the 
attenuation effect, and the geomorphology of the local and the general area. These 
effects may render a selected record unsuitable for use at a different site, even though it 
fulfils the top 30 m site classification criterion. Lee and Trifunac (20 10) discuss that the 
site soil conditions extending to depths of 200 m are significant parameters for the 
prediction of the amplification of ground motion, while the top 30 m site soil conditions 
are not significant. Kappos and Kyriakakis (2000) compared sets of natural records 
from Californian and Greek strong earthquakes. By further classifying records with 
respect to the surface geological conditions as alluvial and rock, they found that the 
strength and displacement (elastic and inelastic) spectra have significant differences 
between the two classes, which are mainly attributed to the different deep geological 
conditions between the Californian and Greek earthquakes. 
Bommer and Scott (2000) discuss that in cases with complex (non-standard) site 
response characteristics, the engineer can obtain a bedrock record and apply it to a 
mathematical model for the site of the engineering project, which represents more 
accurately the site characteristics, in order to obtain the response at the surface. If such 
bedrock records are not available, it is possible to transform the selected records, in 
order to obtain the ground motion at the underlying bedrock, through a process called 
deconvolution, described by Silva et al. (1988). In line with this, it is advised that the 
selected records are obtained from stations sufficiently spaced between them, so as to 
avoid the dominance of the response of a single site. 
2.6.4. Number of records required 
The number of records required to obtain a particular level of prediction accuracy 
depends on the type of the assessment (scenario- or intensity-based) and the GMSM 
method used. 
For scenario-based assessments, Cornell (2005) discusses the record sample size 
needed, for predicting the mean annual rate of exceeding an EDP, typical values of 
which are in the order of 10.3 to 10-4. The accuracy of the prediction is expressed 
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through the standard error, which is a function of the dispersion divided by the square 
root of the number of records used, a reasonable value of which is 10%. Considering 
that most EDPs conform to lognormal distributions, with typical values for the 
coefficient of variation between 0.3-0.5, about 10 records are required, assuming that 
the site is affected by a single earthquake source of known M and R. Cornell (2005) 
further states that in practice a site can be affected by as many as 5-10 sources, so the 
number can become as high as 50-100. However, as discussed earlier, there is 
substantial research evidence that the M and R selection criteria can be relaxed, 
therefore the selection can be made on the median M and R, keeping the number to 10 
records. 
For intensity-based assessments, Hancock et a1. (2008) use in their thorough study 
various methods to select records in order to match a target response spectrum. They 
investigate various EDPs with different dispersion levels. The accuracy of the 
prediction is expressed in terms of the standard error. This means that in order to obtain 
a given degree of standard error, different numbers of records are required for each 
EDP. For example, to predict the MIDR within a confidence level of 64% and a 
standard error of 10%, 17 records are required when records are selected randomly, 
which number can be reduced to 6 when records are normalized to the target spectral 
acceleration. This number can be further reduced to just 2, if the selection method 
involves adjustment of the records by the wavelet method to match the target spectrum. 
2.6.5. Near-source records 
Selection of records within a proximity to the earthquake source of about 15 km 
presents special problems. Such records are likely to exhibit near-source effects, which 
are characterized by a long velocity pulse. Pulselike records are more likely to occur 
when rapture propagates towards the site of the seismograph. They tend to be polarized 
in the strike-normal direction, and as a result the response in the strike-parallel direction 
is weaker. Therefore, special selection criteria should be applied. 
Visual identification is in most cases a reliable approach, however, it is difficult to be 
applied on a large scale. One way of selecting large numbers of records is through 
libraries of near-source records, such as the one by Mavroeidis and Papageorgiou 
(2003). An alternative way is by application of the quantitative method developed by 
Baker (2007), which uses wavelet analysis for identifying pulselike ground motions. 
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The near-source ground motion prediction models by Somerville et al. (1997) and 
Abrahamson (2000) are broadband models, meaning that they amplify or deamplify the 
normal spectrum monotonically with increasing period. A different model was proposed 
by Shahi and Baker (2011), which amplifies the normal spectrum within the period 
range that is affected by the pulse, hence called a narrowband model. The framework by 
Shahi and Baker (2011) can be used to perform a PSHA accounting for near-source 
ground motion. It incorporates models for predicting the probability of pulselike 
features in a given source-site geometry, the probability of pulse occurrence in a 
particular orientation, the distribution of the period of the pulse, the amplification of the 
response spectra due to the pulse occurrence, and the deamplification of response 
spectra due to pulse absence. 
Only few of the GMSM methods described earlier (e.g. numbers 104, and 106), have 
been used with near-source records, at least from the research literature reviewed; the 
applicability of the others needs to be investigated. 
2.7. Building Code Application 
Building code provisions for the selection of ground motions are rather vague and 
approximate. It appears that while in some aspects there is general consensus, in others 
there is lack of. Bommer and Ruggeri (2002), who studied 33 recent building codes, 
state that most require that ground motions are selected through response spectrum 
matching, i.e. intensity-based assessment. Matching the response spectrum is 
convenient in earthquake engineering practice, because it reflects the seismic hazard at 
the site. In this chapter three building codes are reviewed that adopt the intensity-based 
approach, namely, the ASCE/SEI 7/10 (2010), the Eurocode 8 (2004), and the FEMA P-
58-1 (2012). 
General consensus exists in that ground motions should have seismological 
characteristics (Le. fault type, travel path, magnitude, distance, site soil conditions, 
duration, etc.) similar to the design earthquake scenario. To strictly abide by these 
recommendations, the design engineer should have seismic deaggregation data available 
for the site considered. In the US such data can be obtained from the seismic hazard 
maps and software tools provided by the USGS, such as the Interactive Deaggregations 
(2008; described earlier). Usually the case is that the design engineer selects the ground 
motions on his only broad knowledge of the seismicity of the area, in terms of M and R, 
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which can be inferred from the seismic hazard maps provided with the building codes. 
This practice is totally acceptable, as it has been shown that a relaxation on M and R 
parameters does not introduce any bias (of practical significance). 
In intensity-based assessments ground motions are selected such that they match the 
general shape of the target design spectrum. The matching period range should be 
sufficiently wide, so as to cover the significant modes and the elongated period that 
results due to inelastic deformation. In Eurocode 8 (2004) and FEMA P-58-1 (2012) the 
period range is from 0.2Tt to 2.0Tt , and in the ASCE/SEI 7110 (2010) the period range 
is from 0.2Tt to 1.5Tt . Eurocode 8 (2004) states that the average response spectrum of 
the suite cannot be lower than 90% of the design response spectrum throughout the 
specified period range, the average of PGA shall not be lower than ag • S, where ag is 
the design ground acceleration and S is the site response factor, and that a minimum of 
three ground motions shall be used. ASCE/SEI 7/10 (2010) specifies that the average 
response spectrum shall not be less than the design spectrum throughout the period 
range, and that a minimum of three ground motions shall be used. If seven or more 
dynamic analyses are carried out, the average value of the EDP of interest shall be used, 
otherwise the maximum EDP shall be used. FEMA P-58-1 (2012) allows the use of only 
three ground motions if there is good match to the target response spectrum, otherwise 
as many as eleven ground motions should be used; the selected ground motions are then 
normalized to the design spectral acceleration at the fundamental period. The target 
design spectrum defined in Eurocode 8 (2004) and ASCE/SEI 7/10 (2010) is the UHS, 
while FEMA P-58-1 (2012) is flexible allowing either the UHS or the CMS. 
The upper end period is applied so as to capture the elongated period (due to inelastic 
deformation) on the response spectrum. The elongated period depends on the 
non linearity level, which can be quantified through the ductility factor and the yield 
reduction factor. Thus for different nonlinearity levels, different upper matching periods 
should be considered. More accurate estimation of the upper matching period with 
respect to the nonlinearity level, would have as advantage the increase of the number of 
qualifying ground motions, especially at the low nonlinearity levels. 
The number of ground motions required to result in a reasonably accurate prediction of 
the response depends on the goodness of match obtained with each GMSM method, and 
the variability of the EDPs considered, as described earlier in the study by Hancock et 
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al. (2008). It is for this reason that the described building codes are rather flexible on 
this issue, simply stating the minimum number required. 
Discussion so far has been limited to the selection of ground motions considering only 
one direction. In order to combine the earthquake excitation in both directions 
simultaneously, most building codes require that suites of pairs of ground motions (of 
the same earthquake event, in two perpendicular directions) are selected such that their 
average response matches the target spectrum. There are two approaches to calculate the 
average response. The first approach, adopted in ASCE/SEI 711 0 (2010), is to consider 
the square root of the sum of the squares (SRSS) of the two response spectra. The 
second approach, adopted in FEMA P-58-1 (2012), is to consider the geometrical mean 
response spectrum. Eurocode 8 (2004) only states that the same record cannot be 
simultaneously applied to both directions. 
Ground motions in the near-source field have the potential of exhibiting pulselike 
waveforms, for which special provisions should be included. From the codes reviewed 
none includes any such provisions. ASCE/SEI 7/10 (2010) only states that for distances 
within 5 km from the source, the ground motion components should be rotated so as to 
obtain the fault-normal and fault-parallel components. This provision accounts only for 
the magnitude of the response spectrum and not for the potential of having a pulselike 
form. Further development of building codes to consider near-source ground motions is 
needed, a basis of which could be the framework proposed by Shahi and Baker (2011) 
described earlier. 
All three building codes allow the use of recorded, artificial and simulated acceleration 
time-series. No limits are set on scale factors in any of these building codes. This shows 
the lack of consensus on these issues within the engineering community. 
In summary, building code provisions are found to be rather vague. The resulting 
prediction of the response is reasonable and rather conservative, with many aspects 
requiring further investigation. 
2.8. Contribution of Present Research 
The objective of the present research is the development of a GMSM method, with 
which the central tendency and the dispersion of the structural response distribution can 
be estimated with reasonable accuracy, at a given intensity characterised by Sa (Tt). 
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This is achieved by applying stratified sampling on a measure of intensity, which has 
high correlation to the response. The advantage of stratified sampling over random 
sampling is that it usually results in a reduced standard error, as Cochran (1977) states, 
while the true central tendency and the true dispersion are replicated. Due to the high 
correlation between the intensity and the response, the standard error of the response is 
also reduced. 
The requirement is to develop an IM that is computationally cheap to evaluate, and at 
the same time has a high correlation to the considered response parameters. Due to the 
fact that the assessment is performed at a given Sa (Tt), a measure of intensity is 
proposed that is indicative of the shape of the response spectrum between the initial 
period of the first mode, Tt, and the ultimate elongated period of the first mode, T2 • It is 
relative, as it is normalized to Sd(Tt ), so that it can be used at any spectral intensity. 
The proposed measure is termed Normalized Spectral Area, denoted as SdN(Tv T2). It is 
theoretically consistent as it tracks the modification of the first mode period within 
appropriately estimated bounds. Consequently, the proposed IM is vector-valued, 
denoted as (Sa(Tt),SdN(Tv T2). To achieve a high correlation between SdN(Tv T2 ) and 
the response parameters, the latter are expressed using relative measures. 
The advantage of the proposed GMSM method is that it is theoretically consistent, in 
this way overcoming the weaknesses observed with other GMSM methods. Such 
weaknesses are the deficiency of GMSM method 101 in estimating normalized 
hysteretic energy, due to the purely empirical formulas used to account for response 
dispersion, the increased dispersion observed in GMSM method 106, and the lack of 
specifying a robust method of sampling ground motions in GMSM method 107. 
Furthermore, by selecting records that match the response spectrum shape between 
periods Tt and T2, it overcomes the weakness of GMSM method 106 that requires a 
large number of records to match the shape of the simulated response spectra, to obtain 
which the requirement for matching seismological parameters M and R should be 
relaxed or ignored. 
From the literature review it was found that the vector-valued IMs comprised of Sa (Tt) 
and a relative IM studied are the (Sa (Tt), FR=r) by Conte et al. (2003), the 
(Sa(T1),E(T1) by Baker and Comell (2005a), the (Sa(T1),RTl ,T2) by Baker (2005), and 
the (Sa (T1), ID), and (Sa (T1), Np ) by Boj6rquez et al. (2012). From these, the correlation 
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of the relative element of the IM to relative response parameters has received very little 
attention. Only the two vector-valued IMs by Boj6rquez et al. (2012) have been found 
to have moderate and high correlation to specific response parameters. Furthermore 
from the GMSM methods reviewed that can be used at a given Sa(Tt ), none adopts 
stratified sampling on a secondary measure of intensity. 
As the proposed vector-valued IM is dependent on the elongation of the natural period 
of the first mode, it is expected to be more efficient at moderate to high nonlinearity 
levels. In order to investigate this, IDAs are carried out within a range of seismic 
intensities, so as to evaluate the correlation of the proposed IM to the EDPs with respect 
to nonlinearity levels ranging from low to high. In contrast, in most of the studies 
reviewed herein the correlation between IM and EDP has been evaluated mostly at low 
to moderate nonlinearity levels (e.g. Elenas, 2000; Elenas and Meskouris, 2001; Sari, 
2003; Riddell, 2007; Yakut and Yilmaz, 2008), and in a non-parametric manner with 
respect to the seismic intensity or the nonlinearity level. 
2.9. Concluding Remarks 
The central topic in this chapter is the presentation of GMSM methods suitable for 
performing a probabilistic seismic response analysis. It starts constructively with a brief 
discussion on the ground motion time series. The two approaches for carrying out 
probabilistic structural assessment are discussed, which are the scenario-based and the 
intensity-based, followed by the GMSM methods for each approach. Elaboration on the 
various aspects of ground motion selection and modification follows. The application of 
ground motion selection in building codes is presented next. Finally, an outline of the 
contribution of the present research project is given. 
The presentation of the new research work starts in the next chapter, where the dynamic 
analysis of a SDOF system is presented using relative intensity and response measures. 
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Chapter 3. Probabilistic Seismic Response Assessment Using Relative 
Measures 
3.1. Introduction 
The objective of the present research is to evaluate accurately and efficiently the 
probability distribution of structural response, which is in turn used in the evaluation of 
the damage state and collapse potential. The response is evaluated at a given seismic 
intensity, considering a comprehensive range of engineering demand parameters (EDPs) 
associated with the dominant failure mechanisms. In this chapter it is explained that, in 
order to evaluate the response distribution statistics, relative measures should be used to 
express intensity and EDPs, in contrast to absolute measures. Dynamic analyses are 
carried out on a single-degree-of-freedom (SDOF) system using a large-sample ground 
motion dataset. The results are statistically analysed and presented in terms of the 
following relative EDPs: displacement ductility factor, JJ.d, cyclic ductility factor, JJ.c, 
normalized hysteretic energy, NHE, and residual displacement ratio, Cr. 
3.2. Dynamic Analysis 
3.2.1. Formulation 
The SDOF system used has a natural period of Tl = 1.0 sec, and viscous damping ratio 
of ( = 5%. The strain hardening coefficient was taken as as = 3%; this value was used 
by Ruiz-Garcia and Miranda (2006) who concluded it plays an important role in the 
estimation of the residual displacement. 
Two variants of the SDOF system were considered, by using two hysteresis models: the 
standard bilinear (BL), and the modified Clough-Johnston (MCJ) (Clough and Johnston, 
1966; Mahin and Lin, 1983), shown in Figure 3.1. The force-displacement relationship 
of both hysteresis models is characterized by the elastic stiffness, ke' the strain-
hardening stiffness, ks = aske' and the yield strength, fy. The modified Clough-
Johnston model is capable of modelling stiffness degradation due to load reversals. In 
both hysteresis models the displacement capacity was assumed to be unlimited, as the 
purpose of the study was to evaluate the maximum displacement demand, Urn. 
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Figure 3.1. SDOF system hysteresis models: (a) bilinear, (b) modified Clough-Johnston. 
An equivalent elastic system having stiffness ke was used to evaluate the maximum 
elastic displacement, uo, and the maximum elastic force, fo. The yield reduction factor, 
Ry, is defined as the ratio of fo to the yield strength, fy , or equivalently as the ratio of 
Uo to the yield displacement, u y, as shown below 
fo Uo 
Ry =-=-fy u y (3.1 ) 
For every record, spectral displacement, Sd(T1 ), is taken as equal to uo. 
The equation of motion for a SDOF system (Jacobsen, 1930) is recast to account for the 
nonlinear force-displacement relationship, feu), shown in Figure 3.1, expressed as 
where U, iL, and u, are the acceleration, velocity, and displacement of the system 
respectively, Wn is the natural circular frequency, m is the mass, and Ug et) is the 
ground acceleration. 
Equation (3.2) can be rewritten using Ry , as 
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(3.2) 
U + 2( w it + feu) = -R Uy U (t) 
n m Yuo y 
Dividing all tenns by uy gives the following equation 
U it feu) uy(t) 
-+ 2(wn -+--= -Ry--
uy uy muy Uo 
(3.3) 
(3.4) 
Equation (3.4) shows that ifuy(t) is scaled, while Ry is kept unchanged, the response 
ratio u/uy remains unchanged. This happens because scaling uy(t) causes an equal 
scaling ofuo, so the ratio uy(t)/uo remains unchanged. One way of keeping Ry 
unchanged is by simultaneously scaling uy(t) and uy by the same factor, so that uo/uy 
remains unchanged. 
3.2.2. Dataset of ground motion records 
The dynamic behaviour of the SDOF system was evaluated using a dataset of seismic 
ground motions, which was sufficiently large so as to attain an accurate estimation of 
the probability distribution, hence tenned 'large-sample'. This large-sample ground 
motion record dataset was fonned by selecting 40 records from the Pacific Earthquake 
Engineering Center database (2005) and the European strong-motion database (2002), 
summarized in Appendix A - Table A.I, with seismological characteristics similar to 
those of the considered earthquake scenario. The earthquake scenario is described as a 
strong earthquake, at a close distance from the fault, but sufficiently distant to avoid 
near-fault effects. 
The criteria used in the selection of the records are the following: (1) the moment 
magnitude is higher than 6, (2) the closest distance from fault is not larger than about 30 
km, so that the attenuation of the seismic ground motion is sufficiently low, (3) records 
do not exhibit near-fault effects, such as velocity pulses of distinctly long period, (4) 
records from not more than two seismographs from each earthquake event were used, 
(5) seismographs were installed on free-field conditions, or on one- to four-storey 
lightweight structures located at the lowest level, (6) seismographs were installed on 
rock ground conditions with VS30 ;::: 650 m/sec, where VS30 is the seismic shear wave 
velocity in the top 30 m of the ground, and (7) selection was such that the dataset 
includes records from a variety of worldwide locations. 
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The graph in Figure 3.2 presents the distribution of the moment magnitude and closest 
distance of the records. It can be observed that these two variables are widely 
distributed throughout. 
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Figure 3.2. Magnitude-distance distribution of records (each point corresponds to one 
station and hence two records). 
The graphs in Figure 3.3 present the distribution of epsilon, E, calculated using the 
Soore and Atkinson (2008) ground motion prediction model, at four periods between 
0.5-2.0 sec. In all cases, the mean and standard deviation are close to zero and unity, 
respectively. It is therefore concluded that the empirical distribution of E conforms well 
the theoretical distribution of E, which is standard normal. 
3.2.3. Approach for estimating response distribution 
The goal in performing the dynamic analyses was to evaluate the probability 
distribution of the response with respect to a particular intensity level, or a range of 
intensity levels. In this section the rationale is presented as to why intensity was 
expressed in terms of Ry , which is a ' relative measure' (i.e. it expresses the value of the 
parameter at the intensity level considered, normalized to its value at a different 
intensity level, and hence is unitless), rather than spectral acceleration, Sa(T1 ) , which is 
an ' absolute measure' . 
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Figure 3.3. Epsilon distribution (a) T 1 = 0.5 sec, (b) T 1 = 1. 0 sec, (c) T 1 = 1.5 sec, (d) 
Tl = 2. 0 sec. 
In order to estimate the response distribution with good accuracy, all records should be 
considered. As different records exhibit different Sa (Tt) values, scaling needs to take 
place. Ideally, scale factors applied should not be much higher than the upper limits of 3 
(Shome et al. , 1998) or 4 (Iervolino and Comell, 2005). For the particular dataset used 
herein, the Sa (Tt) of the unscaled records had a maximum to minimum ratio of 56. If 
intensity was expressed in terms of Sa (Tt), and records were normalized to the highest 
Sa (Tt) , unrealistically high scale factors would have been applied. 
Thus, the issue of scaling ground motions was approached from a different angle, by 
expressing intensity in terms of Ry , which represents the degree of nonlinearity 
experienced by the structure. In this way, at a given intensity level a uniform scale 
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factor was applied to all ground motions. The physical meaning of increasing Ry is that 
ground motion is scaled up provided that uy is equal to Uo of the unsealed ground 
motion, and that uy remains unchanged throughout scaling; it can be deduced from 
equation (3.4) that Ry is equal to the scale factor. A range of ground motion intensities 
was investigated, by increasing Ry from 1 to 8, based on reaching the highest values 
(e.g. 8.5, Uniform Building Code, 1997) found in building codes. In effect, this means 
that the study is performed in the context of an 'incremental dynamic analysis' (lOA) as 
described by Vamvatsikos and Comell (2002). 
3.2.4. Engineering demand parameters 
In this section the response of the SOOF system is quantified through EOPs that are 
consistent with equation (3.4) and hence are dependent on Ry • These are J1d, J1e, NHE, 
and Cn all of which are relative EOPs. J1d, J1e, and Cr are functions of ratio u/uy , 
evaluated at different time instants, and NHE is a function of ratios u/uy and f /fy. 
Since Ry = uo/uy, it is inferred that these EOPs are independent ofuo (and hence 
Sd(T1)), and uy, when either is considered individually. 
The relative EOPs chosen to be investigated in the present study can be used 
collectively to provide an estimate of the structural damage state and collapse potential. 
One such application is damage indexes, such as the widely used Park-Ang (Park and 
Ang, 1985; Park et al. 1985), which is a function of the maximum displacement and the 
hysteretic energy dissipated. Another application is the residual displacement that has 
been adopted by Ruiz-Garcia and Miranda (2006) to indicate structural damage after the 
earthquake. These EDPs, expressed as relative measures, are evaluated next. 
Displacement ductility factor 
The displacement ductility factor, J1d, is the degree of inelastic displacement that the 
structure can experience before failure, defined as 
(3.5) 
Figure 3.4 shows the lOA curves of J1d, Figure 3.5(a) shows the mean J1d, and Figure 
3.S(b) shows the coefficient of variation (COV) of J1d. The statistic curves are compared 
to the relationships proposed by Ruiz-Garcia and Miranda (2003) derived through a 
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statistical study using 216 records on a SDOF system with bilinear hysteresis model. It 
is observed that the overall trends are similar in each graph, with the mean curves 
displaying better conformity than the COY curves. 
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Figure 3.4. lOA curves for Ild (a) BL, and (b) MCJ. 
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Cyclic ductility factor, Jle, is the degree of inelastic displacement the structure can 
experience over one cycle. It is usually higher than Jld and therefore more critical to the 
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collapse analysis of the structure. It is evaluated (Mahin and Lin, 1983) using the 
equation 
where 
{llmax if llmax > uy U a = uy if llmax < uy 
{-llmin if llmin < -uy 
Ub = if llmin ~ -uy uy 
(3.6) 
(3.7) 
(3.8) 
and llmax and llmin are the maximum and minimum displacements within one cycle, 
respectively. 
Figure 3.6 shows the IDA curves of Ile> Figure 3.7(a) shows the mean Ilc, and Figure 
3.7(b) shows the COY of !lc· 
6 
5 
5 10 15 20 5 10 15 
Cyclic Ductilty Cyclic Ductilty 
(a) (b) 
Figure 3.6. lOA curves for lie (a) Bl, and (b) MCJ. 
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Normalized Hysteretic Energy, NHE, discussed by Mahin and Bertero (1981), is 
defined as the cumulative amount ofhysteretic energy dissipated, EH, normalized to the 
work required by the SDOF system to yield under monotonically increasing loading, 
given by the following equation 
E NHE =_H_ 
fyUy (3.9) 
Figure 3.8 shows the IDA curves of NHE, Figure 3.9(a) shows the mean NHE, and 
Figure 3.9(b) shows the COY of NHE. 
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Figure 3.8. lOA curves for NHE (a) Bl, and (b) MCJ. 
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Figure 3.9. (a) Mean NHE, and (b) COV of NHE. 
Residual displacement ratio 
Residual displacement, Uy., is a measure of the suitability of the structure for its intended 
function after the earthquake event, and also a measure of its residual seismic load 
resistance. The residual displacement ratio er is defined by Ruiz-Garcia and Miranda 
(2006) as 
(3.10) 
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Figure 3.10 shows the IDA curves ofCT> Figure 3.11(a) shows the mean ICrl, and 
Figure 3.11(b) shows the COY of ICrl. It can be observed that the curves conform 
reasonably to the findings by Ruiz-Garcia and Miranda (2006). It should be noted, 
however, that the results by Ruiz-Garcia and Miranda correspond to the aggregate of 
site classes AB, C, and 0 according to the FEMA 356 (2000) classification, therefore 
the differences are to some degree justified. 
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Figure 3.10. lOA curves for ICrl (a) Bl, and (b) MCJ. 
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Figure 3.11 . (a) Mean ICrl, and (b) COV of ICrl. 
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The mean and standard deviation of the EDP distributions are presented at various Ry 
levels in Table 3.1 and Table 3.2, for the bilinear and modified Clough-Johnston 
models, respectively. 
Ry = 2 Ry = 4 Ry = 6 Ry = 8 
E(p.d) 1.884 3.571 5.214 7.061 
StD(p.d) 0.407 1.201 1.977 2.880 
E(p.c) 1.779 3.513 5.462 7.466 
StD(p.c) 0.265 0.862 2.025 2.827 
E(NHE) 2.123 11.039 23.893 39.530 
StD(NHE) 0.844 5.242 11.848 19.537 
E(Cr ) 0.273 0.232 0.192 0.167 
StD(Cr ) 0.225 0.198 0.160 0.108 
Table 3.1. Mean and standard deviation of EDPs, for the BL hysteresis model. 
Ry = 2 Ry =4 Ry = 6 Ry = 8 
E(p.d) 1.754 3.272 4.974 6.831 
StD(p.d) 0.303 1.037 2.038 3.091 
E(p.c) 2.167 4.131 6.155 8.553 
StD(p.c) 0.623 1.205 2.110 3.331 
E(NHE) 2.603 9.992 19.298 30.073 
StD(NHE) 0.943 4.298 8.551 13.811 
E(Cr ) 0.140 0.165 0.179 0.173 
StD(Cr ) 0.089 0.131 0.128 0.145 
Table 3.2. Mean and standard deviation of EDPs, for the MCJ hysteresis model. 
3.3. Advantage of Using Relative Measures 
It has been shown that as a consequence of using Ry to express intensity, which is a 
relative measure, EDPs should also be expressed using relative measures. The use of 
relative EDPs in seismic design/assessment has the convenience that structures with 
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similar design characteristics have similar relative EDP values. For example, the 
displacement ductility is expected to have similar values in buildings designed to the 
same ductility class; this is in contrast to roof displacement, which is an absolute 
measure that depends on the height of each building and hence may vary significantly. 
3.4. Concluding Remarks 
In this chapter a probabilistic seismic response assessment has been carried out using a 
SDOF system, on which a large-sample dataset of records was applied. It has been 
explained that a more accurate analysis results by expressing intensity using Ry , which 
is a relative measure, because all ground motions are considered, and unreasonably 
high/low scale factors are avoided. As a consequence, response is also expressed using 
relative EDPs. This has the convenience that structures with similar design 
characteristics have similar relative EDP values. The four relative EDPs evaluated, are 
the displacement ductility, the cyclic ductility, the normalized hysteretic energy, and the 
residual displacement. Collectively, they can be used to evaluate the structural damage, 
and the collapse potential. 
In the next chapter a relative IM is proposed with high correlation to the relative EDPs 
evaluated in this chapter. 
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Chapter 4. A Vector-Valued Ground Motion Intensity Measure 
Incorporating Normalized Spectral Area 
4.1. Introduction 
In a probabilistic seismic assessment structural response is best evaluated through 
dynamic time-history analysis, in which the intensity of the ground motion is defined by 
an appropriate seismic hazard analysis. A factor significantly affecting the accuracy of 
the response estimation is the measure used to express ground motion intensity, termed 
'intensity measure' (IM). In the present chapter a vector-valued IM is presented, with 
which an efficient estimation of the structural response is sought. The IM is intended to 
exhibit high correlation with specific relative engineering demand parameters (EDPs). 
The vector-valued IM incorporates the Normalized Spectral Area (NSA) parameter, 
which is evaluated by integration of the displacement response spectrum area and 
normalization to the spectral displacement at the fundamental period. NSA is designed 
to track the period elongation due to inelastic effects, during the dynamic excitation. To 
facilitate the NSA calculation, a procedure for estimating the optimum elongation 
interval is presented. 
Using the single-degree-of-freedom (SDOF) system dynamic analyses results presented 
in chapter 3, correlation coefficients between the NSA parameter and the EDPs, all of 
which are relative measures, are obtained through regression analysis. The effect of the 
system's fundamental period and the strain-hardening stiffness are investigated through 
a parametric analysis. Desirable IM characteristics such as efficiency, sufficiency, and 
scaling robustness are examined from the perspective of the IM correlation to the EDPs. 
The presented IM is compared to another IM, with respect to their correlation to the 
EDPs. Overall, the proposed IM is shown to perform satisfactorily over a relatively 
wide range of parameters. 
4.2. Probabilistic Seismic Demand Assessment 
Predicting the response of a structure under a future earthquake can only be done in a 
probabilistic fashion. Probabilistic seismic demand assessment aims to evaluate the 
mean annual frequency of exceeding an EDP, A(EDP), with respect to the mean annual 
frequency of exceeding an IM, A(IM). For scalar IMs, A(EDP) is evaluated through the 
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following integral (e.g. Comell and Krawinkler, 2000), shown here for a scalar IM, 
which is based on the total probability theorem 
A(EDP) = J P(EDPIIM)ldA(JM)1 
Evaluation of A(EDP) involves two distinct tasks: seismic hazard analysis and 
structural analysis. 
(4.1) 
Seismic hazard analysis is perfonned to evaluate A(J M) for the earthquake scenario 
considered. In the first of the two general approaches, tenned 'scenario-based 
assessment', the known data are the seismological parameters of the earthquake source, 
such as the moment magnitude of the expected earthquake, the source-to-site distance, 
and the type of fault. It is then possible to evaluate the response at the site using a 
ground motion prediction model, such as the one by Boore and Atkinson (2008). In the 
second approach, tenned 'intensity-based assessment', the earthquake intensity at the 
site is given, usually expressed as peak ground acceleration or spectral acceleration. 
Most building codes convey the earthquake intensity data to the earthquake engineer 
through the Unifonn Hazard Spectrum, which represents the peak response ofa SDOF 
system due to a large set of ground motions, at a specific probability of occurrence. The 
proposed IM can be used with both approaches. 
The tenn P(EDPIIM) expresses the probability of exceeding an EDP value given the 
IM value. It is evaluated through structural analysis using a dataset of ground motions, 
applied within the range of intensity levels of interest. The principal objective of the 
present chapter is to propose an IM that results in a comparatively lower variance of 
EDPIIM, crJVPI/M' in order to obtain a more accurate estimate of A(EDP). 
The principle of reducing aJvPl/M in order to improve the estimation accuracy of 
A(EDP), finds applicability in ground motion selection and modification (GMSM) 
methods. By representing ground motion intensity through appropriate IMs, it is 
possible to obtain an optimized response prediction. An optimized response prediction 
requires a reduced number of ground motions to obtain the same level of prediction 
accuracy (compared to using a less efficient IM, or to random selection) or conversely, 
it has an improved accuracy using the same number of ground motions. The present 
chapter presents the correlation between IMs and EDPs, on which the accuracy of 
62 
certain GMSM methods depends. This concept has been investigated by Buratti et al. 
(2011), who concluded that a higher correlation between IM and EDP results in an 
increased accuracy in the response prediction. 
4.3. Proposed Intensity Measure 
The proposed vector-valued IM is denoted as 
(4.2) 
The first vector element is the spectral acceleration at the fundamental period, Sa (Tl ), 
which is an absolute measure. Sa (Tl ) can be taken directly from most building codes 
and ground motion prediction models. It is required in the definition of the proposed IM 
to provide the magnitude and the units of intensity, given that the other vector 
element(s) is(are) unitless. 
The second vector element is the NSA parameter, SdN(Tv Tz), which is a relative 
measure, given by 
T2 
SdN(Tv T2) = Sd(~)TN J Sd(T)dT, Tl < T2 (4.3) 
Tl 
where Tl is the initial fundamental period of the system, Tz is an approximation of the 
elongated period of the system due to inelastic effects, TN = 1.0 sec is a normalizing 
constant, and Sd (Tl ) is the response spectrum displacement at period Tl . 
SdN(Tl , Tz) is evaluated by integration of the displacement response spectrum area from 
Tl to Tz, and normalization to Sd(Tl ). The normalization constant TN is not dependent 
on either Tl or Tz. Due to normalization, the SdN(Tv Tz) value does not change when 
the ground motion is scaled. SdN(Tv Tz) is statistically independent of Sd(Tl ), as 
explained later in this chapter. In this way, SdN(Tv Tz) captures the effect of the 
excitation spectral characteristics (Le. frequency composition) on the response. Thus, it 
is a measure of intensity that affects the inelastic response associated with period 
elongation. In turn, the degree of period elongation depends on the frequency 
composition, which is unique for each ground motion. Hence, the purpose of integrating 
the response spectrum area is to capture the elongated period within the bounds of the 
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area, which concept was also explored in other studies (Matsumura, 1992; Martinez-
Rueda, 1998). 
SdN(Tv T2 ) provides an indication of the local response spectrum shape between 
periods Tl and T2 • As noted in Figure 4.1 , which shows three displacement response 
spectra normalized to Sd(T1), the value of this parameter is subject to considerable 
variation. 
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The vector-valued IM can also be expressed in a structure-specific form, for SDOF 
systems as 
(4.4) 
or, for MDOF systems as 
(4.5) 
where Say (T1 ) is the yield-level spectral acceleration. 
Vector elements Ry and Sa (T1)/Say (T1 ) , both termed 'yield (or strength) reduction 
Jactor' , are relative measures that indicate the nonlinearity level on which the relative 
EO Ps considered in this study depend. Moreover, their presence serves the purpose of 
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determining an optimum value for T2 , which, as shown later, depends on the 
nonlinearity level. Expressing the IM in its structure-specific form is useful when the 
nonlinearity level needs to be accounted for explicitly. For example, in some building 
codes, e.g. Uniform Building Code (1997), the design ductility level is expressed in 
terms of Ry , which in turn depends on the ductility class the structure has been designed 
to. Then, collapse prediction assessments can be carried out at relatively high Ry levels, 
while damage prediction assessments at moderate Ry levels. 
4.4. Statistical Dependence between Intensity and Response 
Regression analyses were carried out between the IM and the EDPs, in order to find 
suitable models that describe their relationship and to evaluate their correlation, using 
the SDOF system dynamic analyses results presented in chapter 3. Regression analyses 
were carried out at each Ry level, by considering as the two regression variables the 
SdN(Tv T2), and each ofthe EDPs. 
4.4.1. Probability distribution 
The empirical distribution of SdN(Tv T2), FSdN(Tl,T2)' was evaluated for the integration 
intervals from Tl = 1.0 sec to T2 = 1.4,1.6, 1.8,2.0, and 2.2 sec. The mean and 
standard deviation of SdN (Tv T2) are shown in Table 4.1. 
SdN(1.0,l.4) SdN(1.0,l.6) SdN(1.0,l.8) SdN(1.0,2.0) SdN(1.0,2.2) 
E(SdN(T1, Tz)) 0.431 0.654 0.880 1.120 1.371 
StD(SdN(T I, Tz)) 0.079 0.133 0.195 0.268 0.352 
Table 4.1. Mean and standard deviation of SdN(T1 , Tz). 
FSdN(TloT2) was tested for conformity to the normal and lognormal distributions. The first 
method employed was Lilliefors test, and the second method was visual inspection of 
the cumulative distribution graphs. 
Lilliefors test is a hypothesis test, in which an empirical distribution, F, is compared to a 
known distribution, Fo. Lilliefors test was developed independently by Lilliefors (1967) 
and Van Soest (1967) and it is a modification of the Kolmogorov-Smirnov test. The 
basis of the test is the comparison of the two distributions using a Kolmogorov-Smirnov 
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test statistic, D, stated in equation (4.6) and depicted in Figure 4.2, which is defined as 
the supremum of the difference between F and Fo, 
D = supIF(i) - Fo(OI (4.6) 
iER 
Equation (4.6) can be rewritten in the following form, which is suitable for practical 
implementation, 
D = m~{IF(O - Fo(OI, IFCO - FoCi - 1)1} 
L 
1.0,....----....-------.-------.------,=----... 
c ~ 0.8 
c 
::J 
u.. 
C g 0.6 
::J 
.0 
·c 
<ii (5 
Q) 0.4 
> 
+J 
ro 
:5 
E 
<30.2 
0.5 1.0 
SdN(1 .0,2.0) 
- Lognormal 
- Empirical 
1.5 2.0 
Figure 4 .2. Kolmogorov-Smirnov test statistic. 
(4.7) 
The null hypothesis, Ho, is rejected when D exceeds the critical value, CV. Critical 
values defme the region where the probability of rejection of the null hypothesis, Ho, 
exceeds the significance level of the test, asg . asg is defined as the probability of 
rejecting the null hypothesis, Ho, when it is true. 
The advantage of Lilliefors test over Kolmogorov-Smimov test is that when certain 
parameters of the distribution, such as the mean and the variance, have to be estimated 
from the sample, the commonly tabulated critical values no longer apply. For this 
reason, Lilliefors (1967) and Van Soest (1967) developed critical values that correspond 
to specific asg values, by simulation using the Monte Carlo technique. For each sample 
size they used 1,000 random samples derived from a normal distribution, in order to 
approximate the Kolmogorov-Srnirnov distribution. 
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In the present study two hypothesis tests were carried out. In the first, the null 
hypothesis, HO,SdN(TloT2), is that FSdN(Tl,T2) can be characterized using the lognormal 
distribution, F 1n,SdN(T1 ,T2)' and H1 ,SdN(TloT2) is the alternative hypothesis, as shown below 
(4.8) 
In Table 4.2, Lilliefors test statistic D is compared to CV, at a significance level of 
asg = 5%. The test did not reject the null hypothesis, HO,SdN(T1 ,T2), for any of the 
SdN (Tv Tz) integration intervals. 
D 
CV 
Hypothesis 
Rejected 
0.136 
0.139 
No 
0.117 
0.139 
No 
0.066 
0.139 
No 
0.077 
0.139 
No 
0.090 
0.139 
No 
Table 4.2. Lilliefors test for the log normal distribution of SdN(T 11 T 2) hypothesis. 
In the second test, the null hypothesis, HO,SdN(T1,T2), is that FSdN(TloT2) can be 
characterized using the normal distribution, Fn,SdN(T1,T
z
)' as shown below 
(4.9) 
In Table 4.3, Lilliefors test statistic D is compared to CV, at a significance level of 
asg = 5%. The null hypothesis, HO,SdN(TloT2), was not rejected for three SdN(Tv Tz) 
integration intervals, and was rejected for two integration intervals (in one of which 
marginally). 
67 
SdN(l. 0,1.4) SdN(1.0,1.6) SdN(1.0,1.8) SdN(1.0,2.0) SdN(1.0,2.2) 
D 0.173 0.141 0.100 0.121 0.138 
CV 0.139 0.139 0.139 0.139 0.139 
Hypothesis Yes Yes No No No Rejected {mar9inall~l 
Table 4.3. Lilliefors test for the normal distribution of SdN(T 1, T 2) hypothesis. 
In order to further reinforce the hypothesis test conclusions, a visual comparison of the 
probability distribution graphs was carried out. The graphs of FSdN(Tl.Tz) were contrasted 
to the lognormal and normal distributions, shown in Figure 4.3. It appears that 
FSdN(TloTz) conforms very well to the lognormal distribution, and quite well to the 
normal distribution. 
The empirical probability distributions of /-ld, /-le, N HE, and Cn denoted as Flid , Flie , 
FNHE , and Fcr , respectively, were evaluated at each Ry level. Lilliefors test was used, in 
order to determine the conformity of the EDP empirical distributions to known 
distributions, at a significance level of asg = SOlo. The hypotheses tested are shown 
below 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
where Fln•lid is a lognormal distribution with mean E(/-ld), and standard deviation 
StD (/-ld), Fln•lie is a lognormal distribution with mean E(/-le), and standard deviation 
StD (/-le), Fln.NHE is a lognormal distribution with mean E(NHE), and standard 
deviation StD(NHE), Fn.cr is a normal distribution with mean E(Cr), and standard 
deviation StD(Cr); the large-sample EDP statistics are shown in Table 3.2. 
Lilliefors test at two Ry levels are shown in Table 4.4 and Table 4.5. Hypotheses HO•lid , 
Ho.lie , Ho.NHE , and Ho.cr are not rejected in any of these cases. 
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#ld #le NHE Cr 
D 0.117 0.130 0.070 0.053 
CV 0.139 0.139 0.139 0.139 
Hypothesis No No No No Rejected 
Table 4.4. Lilliefors hypothesis test for the distribution of the EDPs, at Ry = 4, for the 
modified Clough-Johnston hysteresis model. 
#ld #le NHE Cr 
D 0.136 0.109 0.080 0.083 
CV 0.139 0.139 0.139 0.139 
Hypothesis No No No No Rejected 
Table 4.5. Lilliefors hypothesis test for the distribution of the EDPs, at Ry = 8, for the 
modified Clough-Johnston hysteresis model. 
Lilliefors test was complemented by a visual inspection of the cumulative distribution 
graphs, some examples of which are shown in Figure 4.4 and Figure 4.5. It was 
concluded that the distributions of JJ.d, JJ.c, and N HE, are lognormal, and the distribution 
ofCr normal with E(Cr ) = o. 
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4.4.2. Regression model 
For the relationship between In(SdNCT1 • T2 )) and the EDPs (expressed in natural 
logarithmic terms where necessary) the simple linear regression model was adopted at 
each Ry level, as shown below 
(4.14) 
(4.15) 
(4.16) 
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(4.17) 
where an is the axis intercept, f3n is the slope, En is the error (assumed to be normally 
distributed), and n = 1,2,3,4. The method of least squares was adopted in order to find 
an and bn, the estimates of an and Pn· 
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Figure 4.6. Regression analysis between In(SdN(l . 0, 2. 0)) and (a) In(Pd), (b) In(pc), (c) 
In(NHE), (d) ICrl, for the bilinear hysteresis model. 
An important conclusion is that the simple linear regression model is suitable for 
describing the relationship between In( SdN (Ti , T2 )) and the EDPs. This is illustrated in 
73 
Figure 4.6 and Figure 4.7, for the bilinear and the modified Clough-lohnston model, 
respectively, which show that the regression lines describe well the raw data. 
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The correlation coefficient, p, between In(SdNCTv Tz)) and each of the EDPs 
considered was estimated through the Pearson sample correlation coefficient, shown in 
Figure 4.8 and Figure 4.9 for the bilinear and modified Clough-lohnston models, 
respecti vel y. 
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InCltJ, (c) In(NHE), (d) ICrl, for the modified Clough-Johnston hysteresis model. 
In the case oflnCJ1d), InCJ1c), and InCNHE), the p is generally high, in the range ofO.6-
0.8. It is also observed that p varies with Ry (i.e. the nonlinearity level). The generally 
improved p obtained with the modified Clough-lohnston model, compared to the 
bilinear model, is attributed to the fact that the former considers stiffness degradation, 
thus the model stiffness is closer to the secant stiffness that is implicitly considered in 
the evaluation of SdNCT1 , Tz)· The p in the case of ICrl is so low that could be regarded 
as zero for the bilinear model, while for the modified Clough-lohnston model there 
appears to be a low correlation. 
It can be observed that there are discrepancies between the p curves in each graph. 
These are attributed to the Tz value used, which is an estimate of the elongated period of 
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the structure. At very low nonlinearity levels, i.e. Ry = 2, the highest p is obtained 
using Tz = 1.4 sec, while at moderate to high non linearity levels, i.e. Ry = 4 - 8, using 
T2 = 1.6 - 2.2 sec results in the highest p. Misestimating the true elongated period 
results in a p lower than the highest possible p. It is therefore concluded that the T2 
value at which the highest p is observed is dependent on the nonlinearity level. 
4.4.3. Parametric analysis 
The previous regression analyses were conducted for a SDOF system with specific 
parameters. In order to generalize these conclusions and investigate the domain of 
applicability of the IM, a parametric analysis was carried out using the SDOF system 
with the modified Clough-Johnston hysteresis model. The two variables considered 
were TI , between 0.5 sec and 2.5 sec, and as, between 3%, and 10%. Tz was taken as 
equal to 2.0TI . 
Using Lilliefors test the probability distribution of SaN (1.5,3.0) was found to conform 
well to the normal and lognormal distributions, and the distributions of SdN(0.S,1.0) 
and SdN(2.0,4.0) were found to conform well to the lognormal distribution, at a 
significance level of asg = 5%. The distribution of SdN(2.S,S.0) was found not to 
conform to either the normal or the lognormal distributions, hence Tl = 2.5 sec was 
rejected as exceeding the domain of applicability. 
Regression analysis was then carried out using the simple linear model, for each (Tv a) 
combination, in order to find p between In( SdN (Tv Tz)), and each of In(Jla), and 
In(N HE). Figure 4.10, and Figure 4.11 show p plotted against Ry, at as = 3%, and 
as = 10%, respectively. It can be observed that the p trends are similar between the 
two figures, and also similar to the trends in Figure 4.10. In particular, the maximum p 
is reached is in the range of 0.6-0.9 for both In(~d)' and In(NHE). From the high p 
observed it is concluded that SdN (Tv Tz) is applicable within the domain of Tl = 0.5 -
2.0 sec, and a = 3% - 10%. 
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4.4.4. Estimation error in the correlation coefficient 
The estimation error in p can be calculated using' Fisher-z' transformation (e.g. Sachs, 
1984). In Fisher-z transformation the standard error is given by eN - 3)-1/2, where N 
is the sample size. In the present regression analysis the sample size is 40, which 
corresponds to a standard error of 16%. This order of standard error is deemed higher 
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8 
~ 
than the desirable, which would ideally be 5-10%, yet it is a result of the limitation in 
available records. 
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Figure 4.12. SdN(T 1, T z) vs (a) Sd(T 1), (b) moment magnitude, and (c) Significant Duration. 
4.4.5. Correlation of SdN eT1 , T2 ) to other variables 
Regression analysis was carried out between SdN (Ti' Tz) (Tz = 2.0Ti)' as the first 
regression variable, and each of Sd(Ti ) , moment magnitude (M), and Significant 
Duration (SD) (Trifunac and Brady, 1975), as the second regression variable, within the 
Ti range of 0.5 - 2.0 sec. Figure 4.12 shows the scatter plots between the pairs, and 
Figure 4.13 shows the correlation coefficient, p, plotted against Ti . Such low correlation 
levels infer that these parameters can be assumed to be statistically independent, and 
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therefore the IM can be used throughout the entire Tl range investigated. Another 
analysis was carried out between the natural logarithms of these variables, with similar 
results. 
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4.5. Appraisal of Proposed Intensity Measure 
4.5.1. Estimation of optimum T2 
In order to obtain the most accurate response prediction, the optimum value of 
SdN eTl1 T2 ) should be used. At the optimum SdN (Tv T2 ) the highest correlation to the 
EDPs is observed. This requires the estimation of the corresponding T2 , which 
represents the ultimate elongated period of the SDOF system and is a function of the 
nonlinearity level. Theoretically, the user should first perform a large-sample regression 
analysis, from which to obtain correlation graphs similar those in Figure 4.8 and Figure 
4.9, and subsequently select the optimum T2 . In practice, however, this is a very 
computationally expensive task, and furthermore this task may be impeded by the 
limited number of available records. In this section a simplified procedure for 
estimating the optimum T2 is presented. 
During the inelastic deformation of the system, period elongation is observed. In order 
to estimate the elongated period, the secant stiffness, k ew to Urn. is evaluated, as 
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(4.18) 
where ke is the elastic stiffness of the system. 
Rosenblueth and Herrera (1964) proposed a methodology for estimating the inelastic 
displacement of a system, using an equivalent linear system of period Teq , stiffness k eq , 
and damping ratio (eq' The concept is that the energy dissipated by the original inelastic 
system of period T1 and viscous damping ratio (1' equals the energy dissipated by the 
equivalent linear system, within one cycle of oscillation under harmonic loading. In 
order to evaluate Teq for a system with bilinear force-displacement relationship, the 
original equation in Rosenblueth and Herrera (1964) was modified (e.g. Chopra and 
Goel, 2001), as shown below 
(4.19) 
where E(lld) is the mean Ild at the Ry considered, and as is the strain-hardening 
coefficient. An estimation of E(lld) can be obtained using the relationships by Ruiz-
Garcia and Miranda (2003). 
Period Teq , obtained using equation (4.19), is contrasted in Figure 4.14 to the optimum 
period T2 at which the maximum correlation coefficient was observed for lld, J.i.e, and 
NHE. It is observed that, for the bilinear hysteresis model the EDP points show 
moderate conformity to the Teq curve, and for the modified Clough-Johnston an 
improved conformity. It is, therefore, concluded that the proposed procedure for 
calculating Teq can be used to obtain a reasonable estimate of the optimum T2• 
Shown also in Figure 4.14 is the mean of the actual T2 obtained from the dynamic 
analyses. The actual T2 is defined as the 50% percentile of the response displacement 
amplitude Fourier spectrum. Its estimation exhibited a high degree of variability: the 
25% and 75% percentiles resulted in unreasonable T2 values, by a few orders of 
magnitude. It is observed that the mean actual T2 of the dynamic analyses is generally 
lower than Teq. Considering, however, the high uncertainty in the estimation of the 
dynamic analyses mean T2 , the estimate of Teq is deemed as reasonable. 
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Figure 4.14. Optimum period T 2 for (a) the bilinear, and (b) the modified Clough-Johnston 
hysteresis models. 
4.5.2. Desirable intensity measure characteristics 
Desirable characteristics ofIMs are efficiency, sufficiency, and scaling robustness. 
Efficiency is the relatively low variance of the predicted EDP given the IM, aiDPI/M' 
obtained using 
(4.20) 
where aiDP is the variance of the EDP. 
Equation (4.20) shows that the higher the p, the lower is the aiDPI/M' The high p found 
between In(SdNCTv T2 )) and each OflnVtd), InVtc), and In(NHE), in the range ofO.6-
0.8, infer that aiDPITM is relatively low, especially for Ry ~ 4. 
Sufficiency is the degree by which an IM can be used independently of any other 
seismic hazard parameter, in order to estimate P(EDPIIM). Sufficiency can be 
expressed in terms of Ipl: the higher the Ipl, the lower the dependency of the EDPs on 
other parameters. At the upper limit, Ipl = 1.0, the EDP is a deterministic function of 
the IM and hence the former depends entirely on the latter; at the lower limit, p = 0, the 
EDP is independent of the IM. The high p found between In(SdNCTv T2)) and each of 
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In(J.Ld), In(J.Lc), and In(NHE), in the range of 0.6-0.8, infer that the presented IM is 
highly sufficient. 
Scaling robustness is the degree by which using an IM results in an unbiased EDP 
estimation after scaling. As described earlier in this chapter, the EDPs examined are 
dependent on Ry. Between Ry = 4 and Ry = 8, which correspond to scale factors of 4 
and 8, respectively (by scaling up u,g and keeping uy constant), it is observed that there 
is no significant change in p, which is maintained at high levels in the range of 0.6-0.8, 
for In(J.Ld), In(J.Lc), and In(N HE). The high correlation at the moderate to high 
nonlinearity levels infers that the concept on which the development of SdN (Tv T2) is 
based (i.e. that it tracks the elongated period on the response spectrum) stands true. If it 
is assumed that scaling factors of 4 are legitimate, as Iervolino and Comell (2005) 
suggest, then this is an indication that scaling factors of 8 are also legitimate. This 
argument is based on the assumption that ground motion characteristics can be 
extrapolated to the intensity of the scaled record. It is possible, however, that other 
epistemic uncertainties invalidate this assumption, such as the frequency composition of 
higher intensity earthquakes. Further cross-bin scaling comparisons are needed, which 
in practice cannot always be achieved due to the scarcity of high intensity records, in 
order to derive more reliable conclusions about the distortion caused by scaling. 
4.5.3. Comparison to epsilon 
The proposed IM was compared to (Sa (T1), E), proposed by Baker and Cornell (2005). 
Similarly to SdN(Tv T2), epsilon, E, is an indicator of the response spectrum shape. The 
compared parameter was the correlation coefficient, p, between the IMs and each of the 
four EDPs considered in this study, evaluated in the Ry range from 2 to 8. The random 
variable of vector (Sa (T1), E) considered was epsilon, E, which is independent of 
scaling, and hence is also independent of Sa (T1). In the present study, E was calculated 
using the Boore-Atkinson (2008) ground motion prediction model, which gives the 
Sa (T1 ) dispersion of randomly oriented horizontal components of ground motion. Using 
this 'inflated response dispersion' in the calculation of E, the problem of using 
inconsistent definitions of spectral acceleration between seismic hazard analysis and 
structural analysis, as Baker and Cornell (2006) discuss, was alleviated. 
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The probability distribution of E was found to be normal, using Lilliefors test and by 
visual inspection of the cumulative distribution graphs. The simple linear model was 
adopted in the regression analysis. In order to investigate the effect of Ti , a parametric 
analysis was also conducted in the case of J1d and N HE, using the modified Clough-
10hnston model, by varying Ti between 0.5-2.0 sec. The Ipl (shown as absolute value 
because p is negative for E) for each EDP are shown in Figure 4.15 and Figure 4.16, for 
the bilinear and the modified Clough-lohnston model, respectively. 
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Figure 4.16. Sample correlation coefficients of IMs to (a) In(Pd) , (b) In(pc) , (c) In(NHE), (d) 
e n for the modified Clough-Johnston hysteresis model (Eps(T) : Epsilon at T, SdN(T 1) : 
SdN(T 1> 2. OT 1) . 
It is observed in Figure 4.15 and Figure 4.16 that SdN eT1 , T2) has a generally much 
higher Ipl than c. The parametric analysis graphs in Figure 4.16(a) and in Figure 4.16(c) 
show that this observation stands true for a T1 range of 0.5-2.0 sec. 
The high efficiency of E in estimating the inelastic response of a SDOF system is 
attributed to the fact that it contains information about the tendency of the response 
spectrum shape in the elongated period region (Baker and Cornell, 2005)). For two 
ground motions scaled to the same Sa eT1 ), the ground motion with lower c tends to 
have a higher inelastic displacement, since the response in the elongated period region 
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tends to be higher. However, E is influenced by other characteristics of the response 
spectrum which are not related to the inelastic response of the SDOF system, such as 
the period region lower than Tl and the period region higher than T2 • SdN(Tv T2 ) is 
potentially more efficient than E in estimating the inelastic response, because it is 
bounded between Tl and T2 , thus excluding the period ranges that do not affect the 
response. 
4.5.4. Using IM with GMSM methods 
The p between In(SdN(Tv T2 )) and each ofln(lld), In(llc), and In(NHE), at moderate 
to high nonlinearity levels attains values in the range of 0.6-0.8. The implication of such 
high correlation is that using the proposed IM with certain GMSM methods, such as the 
one presented in chapter 5 and also the method proposed by Buratti et al. (2011), is 
expected to result in an optimized response prediction, compared to using an IM with 
lower correlation or to random selection. As can be seen in chapter 6, where the 
proposed IM and GMSM method are applied in the dynamic analysis of a MDOF 
system, optimization of response prediction can be achieved even for lower values of p. 
As shown earlier, the upper integration period T2 at which the peak p is observed 
appears to be dependent on the nonlinearity level. In practice this means that for 
different nonlinearity levels, different T2 should be used to obtain the most accurate 
results. This observation can affect ground motion selection, as applied in building 
codes. In the application examples presented in chapters 5 and 6, T2 is taken as equal to 
2.0T1 , i.e. SdN(Tv 2.0T1), which was found to result in reasonable (close to the peak) p 
values for practical use. 
4.5.5. Correlation between intensity and response using absolute and relative measures 
In this section it is explained that there is a conceptual difference between the 
correlation of a relative IM, such as SdN(Tv T2), with a relative EDP, such as lld, and 
the correlation of an absolute IM, such as Llmean , with a relative EDP, such as Ild' 
The absolute IM investigated, Ll mean , defined in (2.7), is evaluated by integration of the 
displacement response spectrum between Tl and T2, and, in contrast to SdN(Tv T2), is 
not normalized. In the following examples Tl = 1.0 sec, and T2 = 2.0 sec. 
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In the first example, a SDOF system with a given uy is considered. It is assumed that all 
ground motions are normalized with respect to Uo (which is equal to Sd(T1 )) at any 
given Ry. The correlation between In (SdN (Tv Tz)) and lnCJ.Ld)' and between In(Llmean) 
and In(J.ld) are plot in Figure 4.17. It can be observed that the difference between the 
two lines is very small, which is attributed to the fact that the standard deviation of 
In (SdN (Tv Tz)) is approximately equal to the standard deviation of In (Llmean). 
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Figure 4.17. Correlation coefficient between the IMs and (a) Pd, (b) NHE, for a system with 
u y normalized. 
In the second example, the ground motions are not normalized. The system Uy is taken 
as equal to uo , for each unscaled ground motion. Obviously, this can be applied only in 
theory, such as in a parametric study, whereas the previous example corresponds to a 
real system. The correlation between In (SdN (Tl' Tz)) and InCJ.Ld) , and between 
In(Llmean) and lnCJ.Ld) ' are plot in Figure 4.18. It can be observed that the correlation 
between In (SdN (Tv Tz)) and In(J.ld) is the same as in the previous example, which is 
attributed to the fact that the two parameters are unitless, thus, their standard deviation 
does not change with scaling. In contrast, the correlation between In(Llmean) and In(J-ld) 
is so low that can be regarded as zero, which is attributed to the fact that the standard 
deviation of the first parameter is expressed in terms of the units of Llmean , whereas the 
standard deviation of In CJ.Ld) is unitless. 
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Figure 4.18. Correlation coefficient between the IMs and (a) lld, (b) NHE, for a system with 
u y not normalized. 
It is, therefore, concluded that the correlation between a relative IM and a relative EDP 
is not dependent on the normalization of the ground motions. In contrast, the correlation 
between an absolute IM and a relative EDP is dependent on the normalization of the 
ground motions. 
4.6. Concluding Remarks 
A vector-valued IM has been presented, denoted as (Sa(T1 ),SdN(Tv T2 )}, or, in 
structure-specific form as (Sa (T1 ), Ry, SdN (Tv T2 ) for SDOF systems, or as 
(Sa(Tl),Sa(Tl)/Say(Tl ) ,SdN(Tv T2) for MDOF systems. The Normalized Spectral 
Area parameter, SdN(Tv T2), is evaluated by integration of the displacement response 
spectrum area between periods Tl and T2 , and normalization to Sd(Tl ). Due to the 
normalization, the SdN (Tv T2 ) value does not change when the ground motion is scaled. 
SdN (Tl' T2 ) captures the effect of the ground motion frequency composition and period 
elongation on the structural response. 
Regression analysis was carried out between the IM and the EDPs, obtained through 
dynamic analysis of the SDOF system in chapter 3, using the simple linear model. The 
correlation coefficients between In( SdN (Tv T2 )) and each ofln(J..Ld), In(J..Lc), and 
In(NHE), at moderate to high nonlinearity levels were found to be in the range ofO.6-
0.8. The implication of such high correlation is that using the proposed IM with certain 
GMSM methods is expected to result in an optirnized EDP prediction, compared to 
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using an IM with lower correlation or to random selection. The correlation between 
In(SdN(Tl1 T2 )) and er was found to be very low, an implication of which is that the 
response prediction can hardly be optimized. The parametric analysis carried out allows 
the generalization of the conclusions in the range of periods Tl = 0.5 - 2.0 sec, and in 
the range of strain-hardening stiffness as = 3% - 10%. An important conclusion 
derived from regression analysis is that the upper integration period T2, at which the 
peak p was observed, depends on the nonlinearity level. This finding can affect ground 
motion selection as applied in building codes. A procedure for estimating the optimum 
T2 has also been presented. 
Compared to (Sa (Tl ), E), the proposed IM was found to have a generally higher 
correlation to the relative EDPs investigated. It has been demonstrated that the 
correlation between the IMs and the EDPs is potentially high when both measures are 
relative normalized to the same intensity level, and very low to negligible when one 
measure is absolute and the other is relative. 
In the next chapter a ground motion selection method is proposed, which uses the 
proposed vector-valued IM in order to form optimized suites. 
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Chapter 5. Ground Motion Selection and Modification through 
Stratified Sampling 
5.1. Introduction 
In this chapter a ground motion selection and modification (GMSM) method is 
presented, suitable for a probabilistic seismic response assessment. The objective is to 
predict the probability distribution of the engineering demand parameters (EDPs) in a 
future earthquake event. The method is intended to be used in intensity-based seismic 
assessments, where ground motions are normalized to the spectral acceleration at the 
fundamental period of the structure, Sa(T1 ). 
The proposed GMSM method can be used in conjunction with appropriate intensity 
measures (IMs), such as the vector-valued intensity measure (IM) presented in chapter 
4. Optimized suites of ground motions are obtained from a large ground motion dataset, 
through stratified sampling on the SdN(Tv Tz) parameter. The optimized suites are then 
used in the dynamic analysis of the structure, resulting in a response estimation that is 
optimized, compared to using a less efficient IM, or to random sampling. An optimized 
estimation requires a reduced number of ground motions to attain the same level of 
accuracy, or conversely, it results in an improved accuracy when the same number of 
ground motions is used. 
The concept of the GMSM method is that stratified sampling on IM results in an 
optimized replication of the true central tendency and the true dispersion of the IM. 
Consequently, the true central tendency and the true dispersion of the EDP are also 
replicated. The advantage of the proposed GMSM method is that when there is 
sufficiently high correlation between the IM and the EDP (such as when using the 
proposed vector-valued IM), the EDP distribution estimation is also optimized. 
The GMSM method is applied to estimate the response of the SDOF system studied in 
chapters 3 and 4. The mathematical concepts are verified empirically, and the efficiency 
and accuracy of the method are quantified. The response is then expressed as point 
prediction and as prediction interval. 
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5.2. Large-Sample Datasets 
5.2.1. Ground motion dataset 
Using the GMSM method, optimized ground motion suites are formed by sampling on a 
larger ground motion dataset. The dataset, comprised of Ngm ground motions, is 
sufficiently large, e.g. Ngm ~ 30 (Walpole et aI., 2007), so that the mean and the 
variance of ground motion parameters can be accurately estimated. It is therefore 
termed 'ground motion large-sample dataset', denoted as 
G = {GMdi = 1, 2,3, ... ,Ngm } (5.1) 
where GMi is ground motion i. 
5.2.2. Dynamic analysis dataset 
An intensity-based seismic assessment is carried out at a particular intensity, expressed 
through Sa (T1 ). The vector-valued IM presented in chapter 4 is denoted as 
(Sa (Tl)' SdN (Tv Tz), and also in structure-specific form as (Sa (T1), Ry, SdN (Tv Tz) or 
as (Sa(T1),Sa(T1)/Say(T1) ,SdN(Tv Tz), when SDOF or MDOF systems are 
considered, respectively. A symbolic notation is introduced here for the vector-valued 
IM, as IM. Hence, for a particular intensity-based assessment the Sa(T1), and the Ry or 
Sa(T1)/Say(T1), elements of IM are equal throughout all ground motions, and its 
variability is attributed to SdN(Tv Tz). 
Similarly, another symbolic notation is introduced representing a vector of the EDPs, as 
EDP. EDP is comprised of the EDPs that are considered as relevant for the particular 
problem studied. The EDPs should be appropriately selected so as to collectively 
provide a representative description of the structural damage state and collapse 
potential, consistent with the objective of the structural assessment. It is desirable that 
EDPs representing different damage/failure mechanisms are included. For example, in 
the present chapter example the EDP is denoted as (/J.d, /J.c, N H E, er)' 
The IM and EDP vectors corresponding to ground motion i are denoted as IM, and 
EDP i, respectively. The dataset of the IMi and EDP i pairs is therefore termed 
'dynamic analysis large-sample dataset' , denoted as 
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S = {(IMi,EDPDli = 1,2,3, ... , Ngm} 
In the actual application of the GMSM method dataset S is not always formed, as 
discussed in the next section. It is provided herein as a means of examining the 
sampling statistics. 
5.3. Ground Motion Selection and Modification Method 
(5.2) 
The GMSM method aims to replicate the true inelastic response distribution of the 
fundamental mode of the structure, for a given Sa (Tl )· In the present section the GMSM 
method is presented, and in the following sections its sampling statistics are analysed. 
Use is made of the IM and EDP distributions, appropriately transformed so that they are 
normally distributed. It is, therefore, important at this point to introduce a notation for 
the transformed distributions as follows: IM* is defined as the SdN (Tv T2 ) element of 
I M, appropriately transformed so that it is normally distributed, i.e. 
IM*=ln(SdN(Tv T2 )) in the present chapter; EDP* is defined as an element of EDP 
appropriately transformed so that its distribution is normal, e.g. the distribution of JJ.d 
was found in chapter 4 to be lognormal, therefore EDP* in this case represents In(JJ.d)' 
5.3 .1. Method steps 
The proposed GMSM method is executed in the following steps, shown in Figure 5.1. 
Step 1: Formation of ground motion large-sample dataset 
Initially, dataset G is formed, having a size of Ngm 2: 30. Ground motions used should 
have seismological parameters (e.g. magnitude, and source distance) that are similar to 
those of the earthquake scenario. 
Step 2: Ground motion normalization to Sa(Tt ) 
All ground motions in dataset G are normalized to Sa (Tl ). An upper limit can be 
imposed to the scale factor, beyond which scaling is considered illegitimate; ground 
motions exceeding this limit should be discarded. 
Step 3: Determination of Ry or Sa(Tt)/Say(Tt ) 
The force-displacement relationship of the structure is evaluated and plotted. If a SDOF 
system is considered, the yield displacement, uY ' is determined from the force-
displacement graph, such as the one shown in Figure 3.1. Then Ry = uo/uy, where Uo 
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is the maximum elastic displacement. If a MDOF system is considered, then a 
nonlinear-static 'pushover' analysis is carried out (e.g. FEMA 273, 1997), through 
which Say (T1) is found, and hence ratio Sa(T l)/Say(T 1) is evaluated. This step is 
included only if Ry or Sa (T1)/Say (T1) is included in the IM definition adopted. 
Formation of ground 
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~ 
Ground motion 
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~ 
Determination of Ry Dynamic analysis on 
or Sa (T 1) / SaiT 1) r SDOF system and 
~ evaluation of EDPs 
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distribution into N s I ... 
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~ 
Formation of optimized 
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Figure 5.1. GMSM method flow chart. 
Step 4: Determination of Tt and T2 
The integration interval periods T1 and T2 are determined, used in the evaluation of 
SdN(Tv T2). T1 is equal to the fundamental period. T2, which represents the ultimate 
elongated period, can be approximately estimated using the procedure presented in 
section 4.5, or it can be calculated using the simplified relationship T2 = 2.0T1 ; if T2 is 
determined in this way, steps 7 to 10 are skipped. Alternatively, the optimum T2 can be 
evaluated by carrying out regression analysis for a range of T2 values, and then selecting 
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the Tz value at which the highest correlation between IM* and EDP* is obtained. This 
implies that a regression analysis is carried out, as described in steps 7 to 10. 
Step 5: Calculation of SdN(T1 , T2) 
SdN(T1 , Tz) is calculated for each ground motion, using equation (3.3). This requires the 
calculation of the displacement response spectrum between Tl and Tz. 
Step 6: Evaluation of IM* mean and variance 
The IM* (Le.ln(SdN(Tv Tz)), in the present chapter) mean and variance of the ground 
motions in dataset G are evaluated. 
Step 7: Dynamic analysis of SDOF system and evaluation of EDPs 
Dynamic analyses are carried out using a SDOF system, applying the ground motions in 
dataset G, for a range ofT2 values. The resulting IM and EDP pairs constitute the 
elements of dataset S that is formed for each T2 value. 
Step 8: Evaluation of EDp· mean and variance 
The EDP* mean and variance of dataset S are evaluated for each T2 value. 
Step 9: Regression analysis between IM* and EDP* 
Regression analysis is carried out between IM* and EDP* using the paired data in 
dataset S, for each Tz value, through which the correlation coefficient, p, and the 
random error variance, a Z, are estimated. 
Step 10: Selection of T2 with highest correlation between IM* and EDP* 
The value of T2 at which the highest correlation between IM* and EDP* is observed, is 
selected. The calculated IM* corresponding to the selected T2 are used in the following 
steps. When more than one EDP* are considered, the highest correlation may occur at a 
different Tz for each EDP*. In such cases, the most appropriate T2 value is selected by 
engineering judgement. 
Step 11: Partition of IM* distribution into Ns strata 
The IM* domain is partitioned into N s strata, such that all strata have equal probability 
of occurrence. This is achieved by dividing the cumulative distribution function into N s 
equal strata. 
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Step 12: Formation of optimized suites 
In the last step, optimized suites are formed through 'stratified sampling', by sampling 
Ni ground motions from each stratum. The total number of selected ground motions is 
Ng•s = Ns ' Ni· 
5.4. Regression Analysis between IM and EDP 
In this section, simple linear regression analysis is performed between IM* and EDP*, 
using the data in dataset S. For notational convenience, IM* is substituted by X, and 
EDP* is substituted by Y. 
In simple linear regression analysis the relationship between X, which is the 
independent variable, and Y, which is the dependent variable, is described as follows 
Y = a + fix + E (5.3) 
where a is the axis intercept, fi is the slope, E is the random error that is assumed to be 
normally distributed with E(E) = 0 and Var(E) = 0'2, and x is the value of X. 
Equation (5.3) describes the theoretical relationship between X and Y. Through 
regression analysis a relationship is developed, which is a realization of the straight line 
described by (5.3). The relationship gives the fitted values ofY, y, as shown below 
y = a + bx (5.4) 
where a and b are the regression coefficients, which are the estimates of a and fi. One 
way of evaluating a and b, is by the' method of least squares' (e.g. Walpole et aI., 
2007). 
The variance of YIX, O';lx, is denoted as 0'2 
(J 2 - 0'2 YIX - (5.5) 
0'2 can be estimated using the unbiased estimator S2 (termed 'mean squared error'), 
given by 
~Ngm( "')2 
2 ""i=l Yi - Y S = ---=-:;:,..:....----.:-
Ngm -2 
(5.6) 
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where Yi is the Y value of ground motion i. 
The correlation coefficient, p, is given by 
(5.7) 
where ay is the standard deviation of Y. Hence, p represents a measure of the degree to 
which the functional relationship described in (5.3) 'explains' the variation in Y. 
Since dataset S represents a large sample, statistics a, b, and S2 are assumed to be 
accurately estimated, without small-sample corrections. They are used later in this 
chapter, in the evaluation of the stratified sampling statistics. 
5.5. Estimation of the EDP Distribution through Stratified Sampling on IM 
5.5.1. Stratified sampling on X 
In this section it is proved that stratified sampling on X results in an estimated mean X, 
/lx,s, and an estimated variance of X, Si,s' which replicate the true values. In addition, 
the equations for the standard error of the mean X, a x,s, are derived. 
The theoretical distribution of X, Fx, is normal with mean /lx and standard deviation ax. 
Figure 5.2 shows an example of a probability density function. The area under the curve 
is divided into Ns strata, which have equal probability of occurrence. 
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Figure 5.2. Probability density function of X, divided into N s = 6 strata. 
Random variable Xi represents variable X within stratum i. Within any stratum i the 
theoretical mean is denoted as I1Xi and the theoretical standard deviation as (JXi. The 
sampling fraction of stratum i is denoted as WXi> which, due to the fact that is equal 
between all strata, is denoted as wx, 
1 
Wx = WXi =-
Ns 
The estimator ofthe sample mean Xi , ~ , is 
where Xi ,j is the Xi variable of ground motion j. 
(5.8) 
(5.9) 
It can be proved that Xl is an unbiased estimator of I1x i (e.g. Ang and Tang, 1975) on 
the assumption of simple random sampling within stratum i. 
The estimated variance of XI' (J; , is 
I 
2 
2 (Jx · (J- __I 
XI - N. 
I 
The estimator of the sample mean X, X, is given below 
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(5.10) 
_ INS _ 1 INS _ 
X = Wx·X- = - x-l l N l 
i=l s i=l 
(S.11) 
It can be proved that X is an unbiased estimator of /J.x (e.g. Cochran, 1977). 
The standard error of the mean X, ax,s, is 
ax,s = 
Ns 2 
,aXt 
LN· i=l l 
(S.12) 
The estimator of the sample variance of X, s1,s' is 
Ns - - 2 S2 _ Li=l (Xl - X) 
x,S - N-1 
s 
(S.13) 
Estimator s1.s is biased when stratified sampling is adopted, as proved by developing 
the equation for E(S1,s)' when Ni = 1 (as in the application examples in present study), 
shown below 
Ns - - 2 Ns Ns ( )2 
E(S2 ) = E (Li=l (Xl - X) ) = ~'2 Li=l /J.x - /J.Xt X,s N - 1 N L aXi + N - 1 
s s i=l s 
(S.14) 
It appears that estimator S1,s is asymptotically converging towards a; as Ns increases. 
The bias error is estimated later in this chapter through an application example. 
S.S.2. Y statistics 
In this section a methodology is developed, based on regression analysis principles, for 
finding the straight line that best fits to the sample points, which are described by the 
(X, Y) pairs. Equations are hence derived for the fitted line mean Y, the variance of Y, 
and the standard error of the mean Y. 
The simple linear regression model is adopted to describe the relationship between the 
sample mean Y of stratum i, ri, and the value of Xi, Xi, as shown below 
(S.1S) 
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In section 5.4 it was explained that regression parameters a and f3 can be estimated as a 
and b, respectively, from dataset S. It is then possible to use a and b in applying the 
simple linear regression model to stratified sampling. 
The fitted value of the sample mean Y of stratum i, Yi' is obtained from Xi, as shown 
below 
(5.l6) 
The sample mean Y, Y, can be calculated from y;, as shown below 
Ns 
Y = I WYiY; (5.17) 
i=l 
where WYi is equal to WXi, because of the linear relationship assumed. 
It can be proved that since X is an unbiased estimator of Jlx, Y is also unbiased. 
Similarly, the fitted sample mean Y, y, can be calculated from Yi' as shown below 
Ns 
Y = IWYiYi (5.18) 
i=l 
It is thus possible to calculate Y from xi> and from the value of X, X, as 
(5.19) 
The variance of Y through stratified sampling, a;.s, is 
(5.20) 
where a~i is the variance of Y in stratum i, assumed to be a~i = a;lx, 
Hence, the standard error of the mean Y, ay.s, is 
99 
a 
a--
Y,s - .fii"s (5.21 ) 
The estimator of the sample variance of Y through stratified sampling, 5;,s' is shown 
below 
Ns - - 2 52 _ Li=l(~ - Y) 
Y,s - N-1 (5.22) 
s 
As in the case of stratified sampling on X, presented in section 5.5.1, 5;,s is a biased 
estimator of af. The bias error is estimated later in this chapter through an application 
example. 
5.6. Comparison to Random Sampling 
Stratified sampling on X nearly always results in a standard error of the mean that is 
lower than that obtained through random sampling, as Cochran (1977) states. In this 
section it is shown that as a result, the standard error of the mean Y is also lower, by a 
degree that depends on p. 
The theoretical variance of Y through random sampling, af,n is calculated from aYIX 
and p, as follows (e.g. Walpole et al., 2007) 
The standard error of the mean Y through random sampling, aY,n is calculated as 
follows 
aY,r a 
ay r = --= -===:-,:::== 
, .JNg,r .JNg,r.J 1 -p2 
where Ng,r is the number of randomly sampled ground motions. 
(5.23) 
(5.24) 
The ratio aY,s/aY,r can be evaluated assuming an equal number of ground motions 
between stratified and random sampling, i.e. Ng,s = Ng,r' Since ay,s is a function of Ns 
and is independent of Nb Ng,s is taken as equal to Ns , which corresponds to the case of 
Ni = 1. The following equation gives the relationship of aY,s/aY,r to p 
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Plotted in Figure 5.3 is aY,s/aY,n for Ipl values from ° to 1.0, 
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Figure 5.3. Relationship between uY.S/UY,T and Ipl. 
(5.25) 
It can be inferred from Figure 5.3 that at one extreme, at P = 0, ay,S is equal to aY,n 
which means that stratified sampling is not more accurate than random sampling. At the 
other extreme, at Ipl = 1.0, ay,s is equal to zero, which means that the x obtained 
through stratified sampling on X can be used to evaluate the exact 51, given in equation 
(5.19). In the intermediate region, a Y,s / a Y,T is decreasing as I p I is increasing, which 
means that, stratified sampling on X is potentially more efficient than random sampling, 
because ay,s is lower than aY,T' The decrease becomes more pronounced at high Ipl 
values, because ay,s is decreasing at a higher rate than aY,T' 
5.7. Response Prediction 
The previous sections dealt with the Y sampling statistics. The objective is to predict Y 
with respect to a specific probability of occurrence, p, in a future event. The future Y is 
then expressed herein in two ways: (1) as a point prediction, and (2) as a 95% prediction 
interval. The statistics that appear in the following equations are based on a large 
sample of suites. 
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Mean point prediction 
The mean point prediction accounting for the variance of a future observation of Y is 
expressed as (e.g. Walpole et aI., 2007) 
(5.26) 
where Yo is the future value of Y, J1y is the estimated mean of Y, and up is the value of 
U with p probability of occurrence. U is defined as a random variable with standard 
normal distribution, used in order to enable tabulation of the normal distribution curve 
areas, given by 
U = Yo - J1y 
(Jy.J1 + 1/ Nu (5.27) 
where for stratified sampling Nu = N s (assuming Ni = 1), and for random sampling 
Nu = Ng,T' 
Prediction interval 
The future observation of Y can be expressed as a 95% prediction interval by taking the 
estimated mean Y, J1y, at the lower and upper bounds of the prediction interval 
corresponding to 2.5% and 97.5% cumulative distribution percentiles, respectively. 
The lower bound J1y, J1Y,l> is evaluated as 
(5.28) 
and the upper bound J1y, J1y,u, is evaluated as 
(5.29) 
where VO.95/2 is the value of V (same definition as U), with probability of occurrence of 
(95/2)%, calculated by 
y - 11-V = ,...y 
(Jy 
In order to account for the variance of a future observation, Y is expressed as a 
prediction interval, as shown below 
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(5.30) 
(5.31 ) 
where wp is the value of W (same definition as U) with p probability of occurrence, 
calculated using 
W = Yo - /-lY,ij 
(In/1 + 1/ Nw (5.32) 
where for the lower bound /-lY,b = /-lY,l' and for the upper bound /-lY,b = /-ly,u, for 
stratified sampling Nw = Ns (assuming Ni = 1), and for random sampling Nw = Ng,T' 
5.8. Application to a SDOF System 
The GMSM method is applied in the probabilistic response assessment of the SDOF 
system examined in chapter 3, the results of which were used in the vector-valued IM 
investigation in chapter 4. The SDOF system has Tl = 1.0 sec, and exhibits dynamic 
behaviour that can be simulated using the modified Clough-lohnston hysteresis model. 
Dataset G consists of 40 records, presented in Appendix A - Table A.I. Using the 
GMSM method four datasets of 2,000 optimized suites are formed, having sizes of 5, 6, 
7, and 8 records, by selecting one record from each stratum, i.e. Ni = 1. Another four 
datasets of2,000 suites are formed through random sampling, having sizes of 5,6, 7, 
and 8 records, which are used for comparison. 
In the present example uy and Uo are not evaluated explicitly, instead they are 
expressed by the ratio Ry = uo/uy. Through incremental dynamic analysis (IDA) 
(Vamvatsikos and Comell, 2002) the intensity is varied, by varying Ry from 1 to 8. The 
EDPs considered are /-ld, /-le, NHE, and en all of which are relative measures. In chapter 
4 these EDPs were found to be statistically independent of Sa(Tl ). Therefore, the IDA 
results can be used at any Sa (Tl ) value, as long as Ry is within the range investigated, 
and records are not excessively scaled. 
5.8.1. IM* statistics 
SdN(TlI T2) is evaluated using Tl = 1.0 sec, and T2 = 2.0 sec. In Figure 5.4 the 
estimated mean In(SdN(1.0,2.0)) curves are plotted, representing the stratified sampling 
datasets and the random sampling datasets. Also plotted is the large-sample curve, 
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which represents dataset S. It can be observed that there is very good consistency 
between the three curves, and in particular that the random and the large-sample curves 
coincide. In this way the theoretical proof provided in section 5.5.1 , which states that 
stratified sampling results in an unbiased estimation of the mean IM*, is empirically 
validated. 
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Figure 5.4. Estimated mean In(SdN(l. 0, 2. 0)) . 
In Figure 5.5 the standard error of the mean In( SdN (1.0,2.0)) is plotted for the stratified 
sampling datasets and the random sampling datasets. One pair of curves represents the 
empirical estimations, and the other the theoretical estimations obtained using equation 
(5 .12) for stratified sampling, and (JX,T = (Jx/.JNg •T for random sampling. It can be 
observed that the stratified sampling curves are consistently much lower than the 
random sampling curves. The same data are plotted in a different way in Figure 5.6, as 
the standard error ratio of stratified sampling to random sampling. It can be observed 
that the ratio is much lower than 1.0, between about 0.2-0.3 In this way, it is empirically 
proved that stratified sampling results in a lower standard error of the mean IM* than 
random sampling. In both graphs, there is very good consistency between the empirical 
and the theoretical curves. 
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Figure 5.6. Standard error of the mean In(SdN(l. 0, 2. 0)) ratio. 
In Figure 5.7 the estimated variance ofln(SdN(1.0,2.0)) curves for the stratified 
sampling datasets and the random sampling datasets are presented. Also plotted is the 
large-sample curve obtained using dataset S. It can be observed that the random 
sampling and the large-sample curve almost coincide. Stratified sampling 
overestimates the variance by about 42% using suites of size 5, and by 9% using suites 
of size 8. This error is attributed to the biased variance estimator used, described in 
section 5.5.1. It is therefore concluded that the suite size plays a significant role in the 
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accuracy of the variance estimation, and that a suite size of 8 gives a reasonably low 
error in the variance . 
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Figure 5.7. Estimated variance of In(SdN(l. 0, 2. 0)) . 
5.8.2. EDP* statistics 
Figure 5.8 shows the estimated mean In(/ld) , In(/lc) , In(NHE), and ICrl, plotted against 
Ry . Two pairs of curves are plotted, one of which is for the stratified sampling datasets 
and the other for the random sampling datasets; the curves in each pair represent suite 
sizes (SS) of 5 and 8 records. Also plotted is the large-sample curve, which represents 
the statistics of dataset S. It can be seen that there is excellent consistency between all 
curves for InClld) ' InCllc) ' and In(NHE) , whereas for ICrl there is a relatively small 
discrepancy. In this way, it is empirically proved that stratified sampling results in an 
unbiased estimation of the mean EDP* . 
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Figure 5.9 shows the standard error of the mean InCJ.Ld), InCJ.Lc), In(NHE), and en 
plotted against Ry . Two pairs of curves are presented in each graph, one of which is for 
the stratified sampling datasets and the other for the random sampling datasets; the 
curves in each pair represent suite sizes (SS) of 5 and 8 records. The same data are 
presented in Figure 5.10 as the standard error ratio of stratified sampling to random 
sampling. It is observed that the general trend is that stratified sampling results in a 
smaller standard error than random sampling. It can also be seen that size 8 suites result 
in smaller standard errors than size 5 suites. Another important observation is that the 
standard error ratio varies with respect to Ry . In particular, for In(fld) and InCJ.Lc) there 
is a trend that the standard error ratio is reduced as Ry increases, and in general the 
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iL 
0 
lowest standard error ratio occurs at Ry ~ 4. The maximwn standard error reduction, 
using suites of8 records, is 37% for In(JLd), 35% for In(JLc), 24% for In(NHE), and 
20% for en The standard error reduction infers that the proposed GMSM method is 
more efficient. 
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The theoretical evaluations of the standard error of the mean EDP* are presented in 
Figure 5.11 for suites of 8 records, using equation (5.21) for stratified sampling and 
equation (5.24) for random sampling. These are contrasted to the empirical estimations 
of the standard error of the mean EDP*, obtained using the stratified sampling dataset 
and the random sampling dataset. It can be observed that there is reasonable consistency 
between the theoretical curves and the empirical curves for In(J.Ld) , In(J.Lc) , while for 
In(NHE) the discrepancy is slightly higher. For Cr the standard error is smaller and the 
discrepancy is relatively small, however the curves appear to be quite jagged. It is, 
therefore, concluded that the theoretical relationships can estimate reasonably the 
standard error of the mean In(J.Ld), In(J.Lc) , In(N HE), and Cr. 
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Figure 5.11 . Theoretical and empirical estimation of standard error of the mean (a) In(Pd) , 
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The estimated variance ofln(J.ld), In(J.lc), In(NHE), and en is plotted in Figure 5.12 
against Ry . Two pairs of curves are presented, one of which is for the stratified 
sampling datasets and the other for the random sampling datasets, the curves in each 
pair representing suite sizes (SS) of 5 and 8 records. Also plotted is the curve 
representing the large-sample dataset S. It is obvious that there is some discrepancy 
between the curves. The degree of the discrepancy can be observed better, as the 
variance ratio of stratified sampling or random sampling to the large-sample estimation, 
presented in Figure 5.13. It can be observed that the variance ratio of all EDP* ranges 
from 96% to 134%, for stratified sampling using suites of 5 records. Increasing the size 
of the optimized suites to 8 reduces the variance ratio to the range from 100% to 110%. 
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This error is attributed to the biased variance estimator used, described in section 5.5.I. 
For random sampling the variance ratio is consistently close to 100%. It is therefore 
concluded that stratified sampling using suites of 8 records potentially results in a 
reasonably low estimation error in the variance of the EDP*. 
0 .25.--~---~--~---~-----' 
~ 0.20 
o 
E 
~ 0.15 
c 
.!!! 
i;; 
~ 0.10 
---Stratified - SS=5 
• Random - SS=5 
---Stratified - SS=8 
• Random - SS=8 
--Large-Sample 
OL-~2----4~-~~6=========8~~ 
Cl) 
iii 
E 
~ 0.05 
w 
Ry 
(a) 
0 .25.--~---~--~---~-----' 
~ 0.20 
z 
E 
~ 0.15 
c 
.!!! 
i;; 
> 
"0 0.10 
Cl) 
~ / - ~S:5 
iii 
E 
~ 0.05 
w 
• Random - SS=5 
---Stratified - SS=8 
• Random - SS=8 
--Large-Sample OL-~2---~4--~~6~~~8~~ 
Ry 
(c) 
0.20.-~---~---~---~--. 
lL 
80.15 
E 
Cl) 
o 
c 
.~ 0.10 
~ 
"0 
Cl) 
iii 
---Stratified - SS=5 
.!;; 0.05 
u; 
• Random - SS=5 
---Stratified - SS=8 
• Random - SS=8 
--Large-Sample OL-~---~--~==~===~==~ 
w 
246 8 
Ry 
(b) 
0.03.-~-----...----~---.,...----, 
u g 0.02 
.!!! 
i;; 
> 
"0 
Cl) 
iii 
.!;; 0.01 
u; 
---Stratified - SS=5 
• Random - SS=5 
--- Stratified - SS=8 
• Random - SS=8 
--Large-Sample 
OL-~---~--~==~==~==~ 
w 
246 8 
Ry 
(d) 
Figure 5.12. Estimated variance of (a) In(Pd), (b) In(pc), (c) In(N HE), and (d) Cr. 
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5.8.3. Response prediction 
The IDA point predictions of lld, /le, N HE, and Cn at a probability of occurrence of 
95% are presented in Figure 5.14, using suites of 8 records. The graph shows the curves 
of stratified sampling, random sampling, and the large-sample. It can be observed that 
in the cases of /ld, /le, and N HE, there is excellent consistency between all curves, while 
in the case of Cr there is a little discrepancy. The stratified sampling prediction is more 
accurate due to the lower standard error of the mean EDP*, as shown previously in 
Figure 5.9 and Figure 5.10 for stratified and random sampling. 
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Figure 5.14. 95% percentile lOA of (a) Ild. (b) Ilc. (c) NHE . and (d) Cn expressed as point 
prediction using suites of 8 records. 
The IDA predictions of lld, /le, NHE, and CT> with probability of occurrence of 50% 
(the median), and 95%, are presented in Figure 5.l5 and Figure 5.16, respectively, as 
95% prediction intervals using suites of 8 records. It can be observed that in both cases 
the prediction intervals obtained with stratified sampling are narrower than those 
obtained with random sampling, the reductions being of similar order. In particular, in 
Figure 5.16 the intervals of lld, /le, NHE, and CT> are reduced by up to 33%, 35%, 22%, 
and 20%, respectively. It is generally observed that the large-sample interval bounds lie 
within the stratified sampling interval bounds, and that the stratified sampling bounds 
lie within the random sampling bounds. It is also observed that the reduction in the 
prediction interval of /ld, /le, and N HE, becomes systematically higher as Ry increases. 
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Figure 5.16. 95% percentile lOA of (a) Ild. (b) Ilc. (c) N H E. and (d) eTt expressed as 95% 
prediction interval using suites of 8 records. 
The sensitivity of the GMSM method to the number of strata used, using Ni = 1, is 
shown in Figure 5.17, for lld, Ilc, NHE, and en at Ry = 8. It can be observed that 
decreasing the suite size to 5 records, causes a reduction in the prediction efficiency; the 
corresponding prediction intervals are reduced by only 23%,20%, 10%, and 8%. It is 
therefore concluded that the suite size has an important effect on the prediction. 
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95% prediction interval. 
The efficiency of the GMSM method in reducing the prediction interval ratio can be 
examined through the 'Efficiency Index', El, defined as 
(5.33) 
where S, R, and L denote the interval bounds of stratified sampling, random sampling, 
and the large-sample, respectively, and subscripts U and L denote the upper and lower 
interval bounds, respectively. 
The variation of El with respect to p was investigated by varying the SdN(Tv Tz) 
integration range between Tl = 1.0 sec, and Tz = 1.4,1.6,1.8,2.0, and 2.2 sec. El is 
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1.0 
El is plotted in Figure 5.19 using SdN(1.0,2.0), for suites of8 records. El for /ld is 
between -0.01 and 0.71 , for /le between -0.18 and 0.70, for NHE between 0.32 and 0.50, 
and for er between 0.08 and 0.33. It can be observed that, in general , there is no benefit 
when using the proposed GMSM method at low nonlinearity levels (Ry = 2), and that 
El takes moderate to high values at the moderate to high nonlinearity levels CRy = 4 -
8). 
117 
1.0 1. 
0.8 0.8 
LL LL 
0 0 
0 0.6 
() 0.6 , , 
)( )( 
Cl) Cl) 
"0 "0 
.EO 0.4 .EO 0 
>- >-0 0 
c: c: 
Cl) 0.2 Cl) 
·0 ·0 
~ :::: 
w w 
0 0 
-0.20 2 4 6 8 
-0.2
0 4 6 8 
Ry Ry 
(a) Cb) 
1.0 
w 
I 
Z 
, , 
~ 06 )( Cl) 
U 
"0 
.EO .EO 
>- >-g 0.4 g 0.4 
Cl) Cl) 
·0 
if: 
w 
·13 
if: 
w 0.2 
00 2 4 6 8 
Ry Ry 
(c) (d) 
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records. 
The sensitivity of El on period Tz was investigated within the range ofT2 = 1.4 - 2.2. 
Figure 5.20 shows J1.d, J1.e, N HE, and Cn plotted as the average El of suite sizes of 5, 6, 
7, and 8, against Tz. It is observed that for J1.d and J1.e, at Ry = 2 El is very close to 0 for 
all T2 values. As Ry increases, El increases for J1d and J1.e, attaining highest values of 
about 0.66 and 0.54, respectively. For NHE the highest obtained El is about 0.4 and 
appears to be independent of Ry and dependent on T2 ; at Ry = 2 the highest El is 0.34, 
observed at T2 = 1.6 sec, and at Ry = 8 the highest El is 0.41, observed at T2 = 
2.2 sec. No trend between the El for Cr and T2 is observed, although it is clear that the 
E I at Ry = 2 is close to zero. 
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Figure 5.20. Average efficiency index vs period Tz• 
The efficiency of the proposed GMSM method can be observed in Figure 5.21, which 
shows the number of randomly selected records required to estimate lld, Ile, N HE, and 
Cr with the same accuracy as by stratified sampling 8 records through In(SdN(1.O,2.0)). 
The measure of estimation accuracy is the standard error of the mean EDP*. It appears 
that the GMSM method is most efficient in the Ry range between 4 and 8, where for lld, 
Ile, and N HE, the computational work is reduced to about 33-50%, contrasted to 
random sampling. For Cr it appears that the proposed method is not more efficient, 
which finding is consistent with the marginal observed reduction in the standard error 
and in the prediction interval, discussed earlier. 
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5.9. Concluding Remarks 
A GMSM method has been proposed, with which optimized suites of ground motions 
can be sampled, suitable for a probabilistic seismic assessment. The objective of the 
method is to estimate with reasonable accuracy the central tendency and the dispersion 
of the EDPs. It can be used in cases that seismic intensity is given, in terms of Sa(T1 ). 
Ground motion intensity is expressed using the vector-valued IM (Sa(T1 ), SdN(T1 , T2)' 
The IM can also be expressed in structure-specific form as (Sa (Tl)' Ry, SdN(T1 , T2 ), or 
as (Sa (T1 ) , Sa (T1 )/Say (T1 ) ,SdN(T1, T2 ), applied to SDOF or MDOF systems, 
respectively. Optimized ground motion suites are formed through stratified sampling on 
In( SdN (T1 , T2))' It has been proved mathematically that the estimator of the mean IM* 
through stratified sampling is unbiased, that the estimation error in the variance of IM* 
is reasonably low, and that the standard error of the mean IM* is reduced, contrasted to 
random sampling. Similarly, it has been proved that the estimator of the mean EDP* is 
also unbiased, and that the estimation error in the variance ofEDP* is reasonably low. 
When there is high enough correlation between IM* and EDP*, stratified sampling 
results in a reduced standard error of the mean EDP*. 
The GMSM method has been applied in the probabilistic seismic demand assessment of 
a SDOF system. Four large datasets of optimized suites were generated, having suite 
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sizes 5, 6, 7, and 8, and another four datasets of the same size through random sampling. 
Using these datasets the aforementioned mathematical proofs were empirically 
validated. 
Using suites of 8 records it was found that for the point predictions of all EDPs there is 
excellent consistency between stratified sampling, random sampling, and the large-
sample estimation, and that stratified sampling results in more accurate predictions with 
EDP* standard error reduction to about 20-30%, contrasted to random sampling. 
Expressing EDPs through 95% prediction intervals and using the 'Efficiency Index', El, 
as the measure of efficiency, it was found El for J1.d is between -0.01 and 0.71, for J1.c 
between -0.18 and 0.70, for NHE between 0.32 and 0.50, for er between 0.08 and 0.33. 
The number of records required to obtain the same prediction accuracy as through 
random sampling is reduced to about 33-50%, depending on the EDP. Generally, for all 
EDPs considered the stratified sampling interval bounds lie within the random sampling 
interval bounds. It was also found that the higher the p, the higher is the prediction 
interval reduction. Another finding is that using appropriate values for T2 plays an 
important role in obtaining higher prediction accuracy. A suite size of 8 is preferable to 
use, as it results in a reasonable compromise between the increase in the efficiency and 
accuracy, and in the computational work reduction. 
The proposed GMSM method is most efficient in predicting response at moderate to 
high nonlinearity levels, due to the significant reduction in the standard error of the 
EDP*, which is a result of the high correlations observed between the proposed IM* 
and the EDp·. It is therefore suitable for moderate to severe damage prediction on 
ductile structures, as well as for collapse prediction studies. In the following chapter, the 
GMSM method is applied in the dynamic analysis of two multi-degree-of-freedom 
structures. 
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Chapter 6. Application of Ground Motion Selection and Modification 
Method to Multi-Degree-of-Freedom Systems 
6.1. Introduction 
In chapter 5 a ground motion selection and modification (GMSM) method was 
presented, which can be used in conjunction with the vector-valued intensity measure 
(IM) presented in chapter 4, denoted as (Sa (Tl ), SdN(Tv T2 ) or 
(Sa (Tl ), Sa (Tl)/Say (Tl ) ,SdN(Tv T2). In this chapter, by application of the GMSM 
method and the IM, optimized suites of ground motions are sampled, in order to carry 
out a probabilistic seismic assessment of multi-degree-of-freedom (MDOF) systems, 
given the spectral acceleration at the fundamental period, Sa (Tl ). Two ten-storey 
reinforced concrete frame structures are examined, designed to Eurocode for ductility 
capacity' High'. The first structure has a regular morphology and is first-mode 
dominated, and the second has an irregular morphology and a higher participation of the 
higher modes. Seismic intensity is varied in an incremental manner, so as to investigate 
the efficiency of the method with respect to the nonlinearity level. The response 
parameters investigated are the Park -Ang overall structural damage index, OS D l, the 
maximum interstorey drift ratio, MlDR, the maximum interstorey drift ductility, MlDD, 
and the hysteretic energy dissipated, EH' The response is expressed as point prediction 
and as prediction interval. The efficiency and accuracy of the proposed GMSM method 
are investigated by contrasting the predicted response to the one obtained through 
random ground motion sampling, and to a large-sample prediction. The GMSM method 
is also investigated for response bias. 
6.2. Multi-Degree-of-Freedom System with Regular Morphology 
6.2.1. Geometry 
In this example, a ten-storey reinforced concrete building structure used for residential 
occupancy is examined. Each storey has the floor plan presented in Figure 6.1, having a 
height of 3.2 m. The slab is cast monolithically with the beams. Infilled masonry walls 
having weight 2.0 kN/m2 are located above each beam at the intermediate stories. 
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Figure 6.1. Structural plan. 
The dimensions and reinforcement of the columns are presented in Figure 6.2, and the 
dimensions and reinforcement of the beams are presented in Figure 6.3. It should be 
noted that certain simplifications in the reinforcement arrangement have been made, 
such as the assumption of uniform main reinforcement throughout the entire length of 
the beam, in order to facilitate the development of the model. These simplifications are 
expected to have a non-significant effect on the calculated structural response. 
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Figure 6.2. Column cross-section. 
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Figure 6.3. Beam cross-section. 
Concrete is of strength class C30/37, having a mean compressive strength of38 MPa, 
and an elastic modulus of 33 GPa. Reinforcement steel is of class SSOO, having a yield 
stress of SOO MPa, and an elastic modulus of 200 GPa. 
The structure was designed to Eurocode 1, 2, 8 (European Committee for 
Standardisation BS EN 1991-1-1:2002, BS 1992-1-1:2004, BS 1998-1:2004), for 
ductility class 'High'. A characteristic imposed load of 2.S kN/m2 and a characteristic 
permanent load of 3.0 kN/m2 representing the finishes were applied on each floor. The 
design peak ground acceleration on type A ground is 0.2Sg. The site ground is of type 
A, according to the Eurocode 8 classification. 
6.2.2. Finite Element Model 
In order to compute the dynamic behaviour of the structure, a two-dimensional finite 
element model was developed, shown in Figure 6.4. The model represents one interior 
frame in the longitudinal direction of the structure. The dots represent the locations of 
the nodes. The model was analysed using computer program OpenSees version 2.4.0 
(Pacific Earthquake Engineering Research Center, 2013). 
Beams and columns were represented as elastic beam-column frame elements. At the 
locations of the beam and column joints, and at the location of the column and the 
foundation joints, the beam and column frame elements were connected to the 
respective nodes by zero-length elements that allow rotation only, called 'nonlinear 
spring' elements. These non linear spring elements were assigned a nonlinear moment-
rotation relationship (described later). They were used to model the plastic hinges that 
occur due to the yielding of the beams and columns. This way of assigning plastic 
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hinges to the model is termed 'concentrated plasticity' and has been used in other 
studies, such as by Dymiotis et al. (1999). 
•• •• ... .t. .a. 
Figure 6.4. Finite element model. 
The beams, cast monolithically with the slabs, were modelled as T -beams. The effective 
width of the slab, bw , used was 750 mm, adopting the recommendations by Paulay and 
Priestley (1992), who state that the effective width of the slab for the purpose of 
calculating beam stiffness should be equal to the smallest of {lx/8 I bw + 8hsl bw + 
lny /2}, where lx is the length of the beam, lny is the clear lateral distance to the 
adjacent parallel beam, and hs is the slab thickness. The calculated bw was used for 
both the beam stiffness and flexural strength calculations, although Paulay and Priestley 
(1992) give separate relationships for strength that give larger bw values. This 
approximation was made so that the beam shape and aspect ratio do not deviate much 
from the rectangular, as the relationships for the plastic hinge properties given in 
Haselton and Deierlein (2007) (described later) were for rectangular beams. 
The mass of the structure was assigned to the beam-column nodes. It represents 100% 
of the permanent loads and 30% of the imposed loads. 
In order to avoid numerical problems, the parameters of the nonlinear springs and the 
frame elements were modified according to the guidelines by Ibarra and Krawinkler 
(2005). In particular, the stiffness of the nonlinear springs, ksp , was evaluated as 
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ksp = (n + l)kmem' where kmem is the stiffness of the actual member, and n is a 
constant taken equal to 10. Similarly, the stiffness of the beam-column frame element, 
kbe , was evaluated as kbe = [en + l)/n]kmem. The Rayleigh damping matrix was 
modified by multiplying the stiffness proportional factor by (n + l)/n. 
A similar type of finite element model was used by Haselton and Deierlein (2007). In 
their study they compared the response obtained using the concentrated plasticity model 
with another model in which frame elements were modelled as fibre sections. They 
concluded that the dynamic response of the concentrated plasticity model is consistent 
with the response of the fibre section model at low to moderate non linearity levels, 
when the initial stiffness prescribed is equal to the secant stiffness that passes through 
the 40% yield moment point. The same initial stiffness definition is assumed in the 
present model, as described in the next section. One advantage of the concentrated 
plasticity model is that it can effectively simulate the structural behaviour at high 
nonlinearity levels, whereas the fibre section model fails prematurely. 
The finite element model accounted for second-order effects. 
6.2.3. Hysteresis Model 
The nonlinear moment-rotation relationship assigned to the rotational springs was 
obtained using the modified Ibarra-Krawinkler hysteresis model (e.g. Lignos, 2008), 
presented schematically in Figure 6.5. 
The backbone curve of this model is comprised of the following branches: 
• the 'initial stiffness' branch, with stiffness ke, between the zero point and the 
yield point (moment My, rotation By), 
• the 'strain hardening stiffness' branch, with stiffness ks = aske, between the 
yield point and the capping point (moment Mc, rotation Bd, where as is the 
strain hardening stiffness coefficient, 
• the 'post capping stiffness' branch, with stiffness kpe = aeke, between the 
capping point and the beginning ofthe residual strength branch (moment Mr , 
rotation Br), where ae is the post capping stiffness (or strain softening) 
coefficient, 
• the 'residual strength' branch, in which the residual strength is equal to Mr = 
KMy , where K is the residual strength coefficient, 
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• the' complete loss of strength' branch, in which the strength drops abruptly to 
zero, and signals failure of the member. This branch can also be positioned at 
any other point before the residual strength branch. 
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Figure 6.5. Modified Ibarra-Krawlnkler model. 
The modified Ibarra-Krawinkler model is capable of simulating asymmetric behaviour, 
with respect to the loading direction. However, in the present study the model used was 
symmetric. The nonlinear spring parameters were calculated using the empirical 
relationships and values given by Haselton and Deierlein (2007), and by Lignos and 
Krawinkler (2012), which were: 
• the yield moment, My, 
• the effective initial stiffness, defined by the secant stiffness at 40% of the yield 
moment, Elstf40, 
• the post-yield hardening stiffness, defined as the ratio Mc/My, 
• the plastic rotation capacity, Heap,pt. 
• the post-capping rotation capacity, 8pe , 
• the rate of cyclic deterioration parameters, A and c, for each of the four 
deterioration modes (i.e. basic strength, post-capping strength, unloading 
stiffness, and reloading stiffness). The same value for A and c was used for all 
deterioration modes, after the findings by Ibarra and Krawinkler (2005) (they 
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use different definitions for the deterioration parameters that are based on the 
same concepts), who found that this results in reasonable accuracy, 
• the ultimate rotation capacity, fJu. 
The empirical relationships given by Haselton and Deierlein (2007) are based on 
experimental data of cyclic loading to ultimate failure, cautiously stating that there is 
high uncertainty in the estimation of fJpe and fJu . In order to obtain a more conservative 
estimation of fJu , other criteria were also examined. Kappos (1998) quotes some criteria 
that have been used, which include buckling of longitudinal reinforcement, and a 
percentage (e.g. 10-30%) of strength drop. An estimate of fJu at longitudinal 
reinforcement buckling using the relationship by Berry and Eberhard (2005) gave 
values that are close to fJe, which were deemed as very conservative. It was therefore 
decided to adopt the criterion of 20% bending moment strength reduction, also adopted 
by Fardis and Biskinis (2003) and Panayiotakos and Fardis (2001), which resulted in fJu 
values much lower (about 55%) than those obtained using the Haselton and Deierlein 
(2007) relationships. 
One significant parameter included in most empirical relationships for the modified 
Ibarra-Krawinkler model is bond-slip. Its effect was investigated by Panayiotakos and 
Fardis (2001), who concluded that bond-slip accounts for over one-third of the plastic 
rotational capacity of an element. In the present study the nonlinear spring parameters 
were calculated assuming zero bond-slip, so as to obtain more conservative (lower) 
estimates of the inelastic rotational ductility. 
The non linear spring parameter values are presented in Table 6.1 for all member types 
(number in column designation indicates storey number). In order to simplify the 
development of the finite element model, the parameters were calculated for a typical 
interior column in each storey, and for a typical beam, and applied throughout to all 
columns in each storey, and to all beams, respectively. The column axial force used 
corresponds to the gravity loads of the earthquake combination, i.e. 100% of the 
permanent loads plus 30% of the imposed loads. During the earthquake excitation the 
column axial forces fluctuate, causing a fluctuation in the bending moment 
capacity/ductility properties. For the range of earthquake intensities used, the axial force 
was increased by up to 250%, causing a reduction in fJeap,pl> fJpe' and fJw of up to 50%. 
The OpenSees finite element model used does not account for the interaction of the 
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axial force with the bending properties. Therefore, this is an inherent limitation of the 
model used, however the results obtained are deemed sufficiently accurate for the 
sought objective, which is to demonstrate the applicability of the proposed GMSM 
method to MDOF systems. The assumption of calculating the column bending capacity 
at constant axial force in earthquake response analyses is also adopted in the computer 
program ID ARC (Valles et aI., 1996), which has been widely used in various other 
studies (e.g. Elenas, 2001; Elenas and.Meskouris, 2001) and has been validated by 
comparison to empirical data. This does not mean that the consideration of axial force 
interaction with the bending moment capacity is impossible; in another study (Kappos, 
1996) a finite element has been developed using the computer program DRAIN 2D-90, 
which does account for this effect. 
Member My Istf40 Mc/My Bcap,pl Bpc Bu A c 
[kNm) [m~ [rads) [rads) [rads) 
Beam 250 0.0049 1.20 0.037 0.10 0.080 0.8 1.0 
Column 1 1060 0.0066 1.20 0.025 0.10 0.077 0.8 1.0 
Column 2 1020 0.0060 1.20 0.026 0.10 0.078 0.8 1.0 
Column 3 970 0.0057 1.20 0.028 0.10 0.080 0.8 1.0 
Column 4 920 0.0055 1.20 0.029 0.10 0.081 0.8 1.0 
Column 5 860 0.0052 1.20 0.030 0.10 0.083 0.8 1.0 
Column 6 810 0.0049 1.20 0.031 0.10 0.084 0.8 1.0 
Column 7 750 0.0047 1.20 0.032 0.10 0.086 0.8 1.0 
Column 8 700 0.0046 1.20 0.033 0.10 0.088 0.8 1.0 
Column 9 630 0.0046 1.20 0.035 0.10 0.090 0.8 1.0 
Column 10 570 0.0046 1.20 0.036 0.10 0.091 0.8 1.0 
Table 6.1. Nonlinear spring parameters. 
The hysteresis rules are the same as those in the modified Clough-Johnston model 
(described in chapter 3), also called 'peak-oriented' model, with the exception that they 
are modified to conform to the backbone curve of the modified Ibarra-Krawinkler 
model. 
6.2.4. Static Analysis 
Load was applied in two stages. In the first stage a static analysis under gravity loads 
was carried out. The column permanent loads were applied as point loads to the bottom 
column joints. The imposed and permanent loads of the slabs, masonry, and beams, 
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were applied to the beams as uniformly distributed. In this way, the slab load was 
assumed to be distributed by half to each of the two supporting longitudinal (i.e. in the 
plane of the model) beams, rather than being distributed altogether to the two 
longitudinal and the two transverse beams. This assumption, made to simplify the 
development of the finite element model, causes an increase in the bending moments 
and shear forces on the beams. 
In the second stage, without relieving structural stress, the nonlinear static, or the 
dynamic analyses were carried out, described in the next sections. 
6.2.5. Dynamic Modes 
Through eigenmode analysis the natural period of the modes, and the mass participation 
ratios were calculated, shown in Table 6.2. 
Mode Period Mass Participation Ratio 
[sec] 
1 1.452 81.0% 
2 0.479 9.9% 
3 0.276 3.7% 
Table 6.2. Dynamic modes. 
The shapes of modes 1 to 3 were also calculated, shown schematically in Figure 6.6. 
J / / / l ~I i 1/ I!! I~/ 
I ' 
Mode 1 Mode 2 Mode 3 
Figure 6.6. Modal shapes 1 to 3. 
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It is obvious that the structure is first-mode dominated, which is consistent with the 
concept of selecting ground motions based on the inelastic response of the first mode of 
the structure, adopted in the proposed GMSM method. 
6.2.6. Nonlinear Static (Pushover) Analysis 
The response of the structure under a lateral mono tonically increasing load was 
evaluated through a nonlinear static (pushover) analysis (e.g. FEMA 273, 1997). The 
lateral load was applied to each floor as triangularly distributed force, of magnitude 
proportional to the floor height. 
Figure 6.7 presents the graph of the base shear against the interstorey drift ratio, UST> 
defined as 
(6.1) 
where Us is the interstorey drift, and h is the storey height. 
From Figure 6.7 the yield interstorey drift ratio, Usr,y, was calculated for each storey, 
shown in Table 6.3 (usr,y of stories 9 and 10 were assumed to be equal to that of storey 
8). 
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Figure 6.7. Pushover analysis (Sn: Storey n). 
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Storey 1 2 3 4 5 6 7 8 9 10 
Usr,y 0.0024 0.0037 0.0043 0.0043 0.0037 0.0037 0.0035 0.0035 0.0035 0.0035 
Table 6.3. Calculated Usr,y for each storey. 
6.2.7. Incremental Dynamic Analysis 
An incremental dynamic analysis (lOA) (Vamvatsikos and Cornell, 2002) was carried 
out by incrementing Sa(Tl ) from 0.05g to 0.3g, in steps ofO.05g, and from O.3g to 1.2g, 
in steps of 0.1 g. The small increment step at the lower intensity range allows the more 
accurate detection of the yield-point. The upper intensity limit corresponds to the 
highest Sa(T1 = 1.0 sec) found on seismic hazard maps (e.g. southern California) with 
probability of exceedance of 2% in 50 years. At this probability of exceedance the 'Near 
Collapse' limit state is checked to Eurocode 8 - Part 3 (2010). The records used at each 
intensity increment were scaled to the target Sa (Tl ). The list of the records used in the 
dynamic analyses is provided in Appendix A - Table A.l. The four response parameters 
investigated were OSDI, MIDR, MIDD, and EH' 
EDPs based on the interstorey drift ratio, such as MIDR and MIDD, have been widely 
used in damage and collapse assessment studies (e.g. Medina and Krawinkler, 2004). 
MIDR is the maximum IUsrl over time, over all stories. Similarly, MIDD is the 
maximum IUsrl over time, over all stories, divided by Usr,y' 
The Park-Ang OSDI is commonly used in the damage state and collapse potential 
evaluation of building structures. It encapsulates two EDPs of different nature, namely, 
the inelastic displacement, and the dissipated hysteretic energy. The Park-Ang damage 
index applied on a hinge, DIHinge, is evaluated using the following equation 
(}m /1PA f DlHinge = 8 + () M dEh 
u u y 
(6.2) 
where (}m is the maximum inelastic rotation, and (}u is the ultimate rotation taken from 
the modified Ibarra-Krawinkler model, /1PA is a model constant parameter, and J dEh is 
the hysteretic energy dissipated by the hinge during the total duration of the ground 
motion. Parameter /1PA is calibrated so that hinge flexural failure occurs at a mean 
DIHinge = 1.0, and the standard deviation of DlHinge is minimum. It is calculated using 
the relationships given in Park and Ang (1985). 
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The Park-Ang damage index can be calculated for a particular storey, D/storey, as 
described by Park et al. (1985), by evaluating the weighted average of D / Hinge over all 
columns and beams of the particular storey, as shown by the following equation 
D/storey = L AiD/Hinge,i 
i 
(6.3) 
where Ai is the weight factor of hinge i, which is equal to the ratio of the energy 
absorbed by hinge i, over the total energy absorbed by all hinges in the storey 
considered. In the same way, the Park-Ang damage index can be averaged over all 
stories of the building, to give the overall structural damage index, OSD/, that is 
investigated herein. Therefore, a complete structural failure due to flexural failure of the 
members is expected to occur at a mean OSD/ = 1.0. 
Another response parameter investigated is the hysteretic energy dissipated, EH, 
expressed herein in units ofkNm. EH is indicative of the degradation of the structural 
system properties, such as stiffness and strength, due to prolonged dynamic excitation, 
and is dependent on the duration of the ground motion. A structural system should have 
sufficient energy dissipation capacity to resist an earthquake. 
Earlier, in chapter 3, it was described that in carrying out an IDA on a SDOF system, 
intensity was expressed in terms of Ry , i.e. intensity was normalized to yield level. That 
approach was adopted because of the very different Sa (T1 ) values between the unscaled 
records, which would have required very high/low and thus illegitimate scale factors. In 
the case of MD OF systems, intensity is expressed in terms of Sa (T1), because of the low 
variance in the yield-level Sa (T1 ): out of the 40 records used, in 9 yielding occurred at 
Sa(T1) = O.lSg, in 26 at Sa (T1) = 0.20g, in 4 at Sa (T1) = 0.2Sg, and in 1 at Sa (T1) = 
0.30g (mean 0.196g, standard deviation 0.032). The yield-level Sa (T1) is defined as the 
one at which the actual interstorey drift ratio of any of the stories, has a difference of 
about 10% from the assumed elastic. Expressing intensity as Sa (T1) has the advantage 
of being consistent to the intensity-based approach adopted in Eurocode and other 
building codes. 
The IDA curves of all records in the dataset are plotted with respect to Sa (T1 ) in Figure 
6.8 for OSD/, in Figure 6.9 for M/DR, in Figure 6.10 for M/DD, and in Figure 6.11 for 
EH' 
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Figure 6.11. Incremental dynamic analysis: EH vs Sa (T1). 
It is desirable to ensure that the range of seismic intensity, in terms of Sa (Ti ) , applied in 
the IDA is reasonable for the particular structure examined. For the purpose of the 
collapse potential prediction, a reasonable upper limit should not be higher than the 
seismic intensity at which the structure collapses for all of the applied ground motions. 
It is hence examined whether the structure has collapsed at Sa (Ti ) = 1.2g, by applying 
various collap e criteria (e.g. Kappos, 1991). At this particular intensity M/DR , shown 
in Figure 6.9, exceeds the limit of 3%, which is a subjective threshold of collapse, for 
31 ground motions. Another criterion is the maximum shear force demand of the 
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columns, shown in Figure 6.12, which is not exceeded for any of the ground motions. 
The Park-Ang OSDI, shown in Figure 6.8, indicating structural collapse at values 
exceeding 1.0, shows that the structure collapses for four of the ground motions. 
Therefore, it is concluded that the range of seismic intensity used is reasonable. 
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Figure 6.12. Incremental dynamic analysis: Maximum column shear force vs S aeT 1) . 
6.2.8. Vector-Valued Intensity Measure 
The vector-valued IM adopted is (Sa(T1 ),SdN(T1 , T2), which is the first of the two 
forms of the proposed IM, selected because the nonlinearity level is varied throughout 
the lOA. SdN(Tv T2) is evaluated by integration from Tl = 1.45 sec to T2 = 2.90 sec, 
i.e. T2 = 2.0T1 . This is based on the finding in chapter 4 that Tz = 2.0Tl is an 
acceptable approximation of the upper integration period. 
6.2.9. Statistical Dependence between Intensity and Response 
The probability distribution of SdN(1.45,2.90) was found to conform well to the normal 
distribution, and to the lognormal distribution, using Lilliefors test, described in section 
4.4.1. Lilliefors test statistic, D, was 0.1 02 for the normal distribution hypothesis, and 
0.119 for the lognormal distribution hypothesis, both of which are lower than the critical 
value, CV, 0[0.139 at a significance level of5%. This infers that both hypotheses are 
not rejected. The normal distribution was assumed in the regression analysis, as it 
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resulted in the highest correlation to the lognonnally distributed response parameters 
investigated. 
Sa(T t ) 0.2g 0.4g 0.6g 0.8g 1.0g 1.2g 
D 0.072 0.108 0.091 0.069 0.087 0.096 
CV 0.139 0.139 0.139 0.139 0.139 0.139 
Hypothesis No No No No No No Rejected 
Table 6.4. Lilliefors test for the log normal distribution of 0501 hypothesis. 
Sa(Tt ) 0.2g 0.4g 0.6g 0.8g 1.0g 1.2g 
D 0.138 0.101 0154 0.139 0.100 0.075 
CV 0.139 0.139 0.139 0.139 0.139 0.139 
Hypothesis No No Yes No No No Rejected 
Table 6.5. Lilliefors test for the lognormal distribution of MIOR hypothesis. 
Sa (Tt) 0.2g 0.4g 0.6g 0.8g 1.0g 1.2g 
D 0.128 0.130 0132 0.121 0.119 0.101 
CV 0.139 0.139 0.139 0.139 0.139 0.139 
Hypothesis No No No No No No Rejected 
Table 6.6. Lilliefors test for the log normal distribution of MIOO hypothesis. 
Sa(Tt ) 0.2g 0.4g 0.6g 0.8g 1.0g 1.2g 
D 0.102 0.146 0104 0.100 0.096 0.105 
CV 0.139 0.139 0.139 0.139 0.139 0.139 
Hypothesis No Yes No No No No Rejected 
Table 6.7. Lilliefors test for the log normal distribution of EH hypothesis. 
Similarly, by Lilliefors test it was found that the probability distributions of the 
response parameters OSDl, MlDR, MlDD, and EH, confonn well to the lognonnal 
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5 
distribution. Lilliefors test results are shown in Table 6.4 for OSD1, in Table 6.5 for 
M1DR, in Table 6.6 for M1DD, and in Table 6.7 for EH, at various intensity levels. 
Regression analyses were carried out between SdN(1.4S,2.90) and the response 
parameters, at Sa (T1 ) intensities of O.2g, O.4g, O.6g, O.8g, l.Og, and l.2g, using the 
simple linear model. The scatter diagrams with the fitted lines, and the diagrams with 
the correlation coefficient, p, versus Sa (T1 ) are shown in Figure 6.13 between 
SdN(1.4S,2.90) and In(OSDI), in Figure 6.14 between SdN(1.4S,2.90) and In(M1DR), 
in Figure 6.15 between SdN(1.4S,2.90) and In(MIDD), and in Figure 6.16 between 
SdN(1.4S,2.90) and In(EH)' 
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Figure 6.13. Regression analysis between SdN(1.45, 2. 90) and In(OSDI): (a) scatter 
diagram with the fitted lines at Sa(T 1) = O. 6g and SaCT 1) = 1. Og, and (b) correlation 
coefficient. 
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Figure 6.14. Regression analysis between SdN(1.45, 2. 90) and In(MIDR): (a) scatter 
diagram with the fitted lines at Sa(T 1) = O. 6g and S a(T 1) = 1. Og, and (b) correlation 
coefficient. 
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Figure 6.15. Regression analysis between SdN(1. 45, 2. 90) and In(MIDD): (a) scatter 
diagram with the fitted lines at Sa(T 1) = O. 6g and Sa(T 1) = 1. 0 g, and (b) correlation 
coefficient. 
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Figure 6.16. Regression analysis between SdN(1.45, 2. 90) and In(EH ) : (a) scatter diagram 
with the fitted lines at Sa(T 1) = O. 6g and Sa(T 1) = 1. Og, and (b) correlation coefficient. 
It can be observed that, in general, p is low (in the range of 0.2-0.3) at the low 
nonlinearity levels (Sa(T1 ) between 0.2-0.6g), and moderate (in the range of 0.5-0.6) at 
the high nonlinearity levels (Sa (T1 ) between 1.0-1.2g). These p values are lower than 
the corresponding values obtained using the SDOF system presented in chapter 4, which 
ranged between 0.6-0.8 at the moderate to high nonlinearity levels. As explained in 
chapter 5, the higher the p, the higher is the efficiency of the GMSM method. 
6.2.10. Application ofGMSM Method 
Sampling statistics 
The GMSM method presented in chapter 5 was used in order to form optimized suites 
of records by stratified sampling on SdN(1.4S,2.90). Two datasets of 2,000 optimized 
suites were sampled having size 5, and 8 records, and another two datasets of the same 
size through random sampling. The sampling statistics of the lognormally distributed 
response parameters, obtained by statistical analysis of the suite datasets, are presented 
here. The statistics are sub equently used in the next section, in the evaluation of the 
predicted response at given probabilities of occurrence. 
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Figure 6.17. Mean (a) In(OSDl), (b) In(MIDR), (c) In(MIDR), (d) In(EH ). 
The mean In(OSDI) , In(MIDR), In(MIDD), and In(EH ) are plotted against Sa (T1 ) in 
Figure 6.17. The curves shown represent the stratified sampling and random sampling 
dataset using suite sizes (SS) of 8 records, and the large-sample dataset. In all graphs, it 
appears that there is excellent consistency between the three curves. 
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Figure 6.18. Standard error (SE) of the mean (a) In(OSDI), (b) In(M1DR), (c) In(MIDD), and 
(d) In(EH ). 
Figure 6.18 shows the standard error of the mean In(OSDI), In(MIDR), In(MIDD), and 
In(EH ) plot against Sa(Tl ). The curves represent the stratified sampling and random 
sampling datasets, using suite sizes (SS) of 5 and 8 records. It appears that, in general, 
stratified sampling results in a lower standard error than random sampling, and that the 
standard error reduction is higher when suites of 8 records are used. The standard error 
has a marked reduction at Sa (Tl ) ~ O.8g. In particular, the maximum reduction of 
standard error obtained is 22% for In(OSDI), 27% for In(MIDR), 25% for In(MIDD), 
and 21% for In(EH ) , using suite sizes of8 records. 
The standard error reduction can be better viewed as the ratio of the stratified sampling 
standard error to the random ampling standard error, shown in Figure 6.19. 
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Figure 6.1 9. Standard error (SE) ratio, for suite sizes of 8 records. 
Figure 6.20 shows the variance ofln(OSDI) , In(MIDR), In(MIDD), and In(EH ) plot 
against Sa (TI ). In each graph the three curves represent the stratified sampling and the 
random sampling datasets using suite sizes (SS) of 8 records, and the large-sample 
dataset. It can be observed that in all cases there is good consistency between the three 
curves. The spike observed in the In(EH) graph is attributed to the very low EH values 
observed at the very low nonlinearity levels. 
The general conclusion from the investigation ofln(OSDI) , In(MIDR), In(MIDD), and 
In(EH ) sampling statistics is that stratified sampling does not cause any bias in the 
response parameter mean and variance estimation, and that it results in a lower standard 
error than random sampling. This finding is consistent with the conclusions of the 
investigation using a SDOF system in chapter 5, with the only difference that the 
standard error reduction in the case of the MDOF system is lower; the maximum 
standard error reduction achieved using SDOF systems was 24-37%, while the 
maximum reduction achieved using MDOF systems was 21-27%, using suites of8 
records. 
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Figure 6.20. Variance of (a) In(OSDI), (b) In(MIDR), (c) In(MIDD), (d) In(EH). 
Response Prediction 
In this section, the response of the MDOF structure is predicted at 95% probability of 
occurrence. Figure 6.21 shows the point prediction of OSDI, MIDR, MIDD , and EH for 
the stratified sampling and random sampling datasets using suite sizes (SS) of 8 records, 
and the large-sample dataset. It appears that there is excellent consistency between the 
three curves. The stratified sampling prediction is more accurate than the random 
sampling prediction, due to the lower standard error observed, presented earlier in 
Figure 6.18 and Figure 6.19. 
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Figure 6.21 . Point prediction of (a) OSD/, (b) MIDR, (c) MlDD , and (d) EH, at 95% 
probability of occurrence. 
In Figure 6.22 response parameters OSDI, MIDR, MIDD, and EH are plot at 95% 
probability of occurrence as 95% prediction intervals of using size 8 suites. It can be 
observed in all graphs that, in general, the stratified sampling prediction interval is 
narrower than random sampling prediction interval. It is also observed that the stratified 
sampling prediction interval converges towards the large-sample prediction interval. 
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Figure 6.22. Prediction intervals of (a) OSDI , (b) MIDR , (c) MIDD , and (d) EH , using size 8 
suites. 
The efficiency of the GMSM method in reducing the prediction interval ratio can be 
examined by calculating the 'Efficiency Index', El , defined in equation (5.33) . El is 
plotted in Figure 6.23 against Sa (T1 ) , using size 8 suites. It appears that El for OSDI is 
in the range of 0.07-0.43, for MIDR in the range of 0.20-0.52, for MIDD in the range of 
0.27-0.50, and for EH in the range of 0.07-0.45. The higher El at the higher nonlinearity 
levels is explained by the higher correlations obtained, shown earlier in section 6.2.9. 
146 
0 0.8 
(f) 
o 
~ o. 
Q) ~ 0.6 Q) 
"0 
C 
o 0.2 0.4 
(a) 
0.6 0.8 
Sa(T1) [g] 
(c) 
1.0 
"0 
E 
~0.4 
c: 
Q) 
·0 
lE 
wO. 
0 
1. 
O. 
0.2 0.4 
0.2 0.4 
0.6 0.8 
Sa(T1) [9] 
(b) 
0.6 0.8 
Sa(T1) [9] 
(d) 
1.0 1.2 
1.0 1.2 
Figure 6.23. Efficiency index for (a) OSDI , (b) MIDR , (c) MIDD , and (d) EH, using size 8 
suites. 
The relative savings in computational work are shown in Figure 6.24, in terms of the 
number of records needed to obtain the same level of prediction accuracy. In particular, 
the number of stratified sampled records needed is compared to the number of randomly 
sampled records that give the same level of standard error. It can be observed that the 
computational work needed at the high nonlinearity levels is reduced to about 8/16= 
50%, and at the low nonlinearity levels to about 8112=67%. 
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Figure 6.24. Number of sampled records resulting in the same prediction accuracy of (a) 
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6.3. Multi-Degree-of-Freedom System with Irregular Morphology 
The proposed GMSM method was also applied to a structure with irregular 
morphology, which has higher participation of the higher modes. The example structure 
used was such that it represents a realistic design. 
6.3.1. Geometry 
The example structure maintains the general geometry of the structure in the previous 
example, and has two bays added in each side of the longitudinal direction in stories 1-
3, as shown in Figure 6.25 
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Figure 6.25. Structural plan, stories 1-3. 
The dimensions and reinforcement of the columns in stories 1-3 are presented in Figure 
6.26. The dimensions and reinforcement of all beams, and the columns in the higher 
stories are the same as in the previous example. 
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Figure 6.26. Column cross-section, stories 1·3. 
The material characteristics, and the building codes applied are the same as in the 
previous example. 
6.3.2. Finite Element Model 
The two-dimensional finite element model of one interior frame in the longitudinal 
direction is shown in Figure 6.27. The concept of the model is the same as in the 
previous example. 
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Figure 6.27. Finite element model. 
6.3.3. Hysteresis Model 
The nonlinear spring parameter values are presented in Table 6.8 for the columns in the 
lowest three stories. The spring parameters of the rest members remained the same. 
Also, the same hysteresis model as in the previous example was used. 
Member My 
'
st/ 40 
Mc/My Oeap,pl Ope Ou A c 
[kNm] [m~ [rads] [rads] [rads] 
Column 1 1500 0.0049 1.20 0.037 0.10 0.080 0.8 1.0 
Column 2 1450 0.0066 1.20 0.025 0.10 0.077 0.8 1.0 
Column 3 1350 0.0046 1.20 0.036 0.10 0.091 0.8 1.0 
Table 6.S. Nonlinear spring parameters. 
6.3.4. Dynamic Modes 
The natural period of the modes, and the mass participation ratios were calculated 
through eigenmode analysis, shown in Table 6.9. 
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Mode Period Mass Participation Ratio 
[sec] 
1 1.292 62.6% 
2 0.476 20.6% 
3 0.294 7.7% 
Table 6.9. Dynamic modes. 
It can be observed that the mass participation ratio of the first mode is lower than in the 
previous example, and those of the the second and third mode are higher. 
6.3.S. Incremental Dynamic Analysis 
An IDA was carried out by incrementing SaeTt ) from O.OSg to 0.3g, in steps ofO.OSg, 
from O.3g to 1.2g, in steps of 0.1 g, and from 1.2g to 2.2g, in steps of 0.2g. Such a high 
intensity may exceed the realistic levels, and is used herein so as to demonstrate the 
applicability of the proposed method for the particular structure. The same dataset of 
records was used as in the previous example. The two response parameters investigated 
were OSDI and MIDR. 
The IDA curves of all records in the dataset are plotted with respect to SaeTt ) in Figure 
6.28 for OSDI , and in Figure 6.29 for MIDR. 
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Figure 6.28. Incremental dynamic analysis: OSDl vs Sa(T1). 
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Figure 6.29. Incremental dynamic analysis: MIDR vs Sa(T1). 
6.3.6. Vector-Valued Intensity Measure 
SdN (Tv T2) was evaluated by integration from Tl = 1.30 sec to T2 = 2.60 sec, i.e. 
T2 = 2.0Tl · 
6.3.7. Statistical Dependence between Intensity and Response 
Regression analyses were carried out between SdN(1.30,2.60) and the response 
parameters, at Sa (Tl ) intensities of 0.2g, O.4g, 0.6g, 0.8g, l.Og, l.2g, 1.4g, 1.6g, 1.8g, 
2.0g, and 2.2g using the simple linear model. The diagrams with the correlation 
coefficient, p, versus Sa (Tl ) are shown in Figure 6.30(a) between SdN(1.30,2.60) and 
In(OSDI), and in Figure 6.30(b) between SdN(1.30,2.60) and In(MIDR). 
It can be observed that the maximum p obtained for In(OSDI) is about 0.55, observed 
at the high nonlinearity levels, which is at similar to the previous example. The 
maximum p for In(MIDR) is about 0.4, which is lower than the previous example, and 
is attributed to the higher participation of the higher modes. 
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Figure 6.30. Regression analysis between Sd.N( l . 30, 2. 60) and (a) In(OSDI) , (b) In(MIDR) . 
6.3.8. Application ofGMSM Method 
Sampling statistics 
The GMSM method was used in order to form optimized suites of records by stratified 
sampling on SdN(1.30,2.60). One dataset of2,000 optirnized suites was sampled having 
size 8 records, and another dataset of the same size through random sampling. The 
sampling statistics of the lognormally distributed response parameters, obtained by 
statistical analysis of the suite datasets, are presented here. The statistics are 
subsequently used in the next section, in the evaluation of the predicted response at a 
given probability of occurrence. 
Figure 6.31 shows the standard error of the mean In(OSDI), and In(MIDR), plot 
against Sa(T1 ). It appears that in the case ofln(OSDI) stratified sampling results in a 
standard error lower by up to 20% than random sampling at moderate to high 
nonlinearity levels. In the case ofln(M I DR), a marginal standard error reduction is 
observed at the high nonlinearity levels. The generally lower standard error reduction 
than in the previous example, is attributed to the higher mass participation ratio of the 
higher modes. 
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Figure 6.31. Standard error (SE) of the mean (a) In(OSDI) , and (b) In(MIDR). 
The standard error reduction can be better viewed as the ratio of the stratified sampling 
standard error to the random sampling standard error, shown in Figure 6.32. 
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Figure 6.32. Standard error (SE) ratio. 
6.3.9. Response Prediction 
In this section, the response of the MDOF structure is predicted at 95% probability of 
occurrence. Figure 6.33 shows the point prediction of OSDI, and M I DR for the 
stratified sampling and random sampling datasets, and the large-sample dataset. It 
appears that while there is excellent consistency between the large-sample and the 
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random sampling curves, a discrepancy of about 5-10% is observed between the latter 
two curves and the stratified sampling curve. This discrepancy is explained by the level 
of standard error observed. Due to this discrepancy, it cannot be concluded that 
stratified sampling is more accurate than random sampling, even though the former 
results in a lower standard error, as shown earlier in Figure 6.31 and Figure 6.32. 
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Figure 6.33. Point prediction of (a) OSDI , and (b) M/DR , at 95% probability of occurrence. 
In Figure 6.34 response parameters OSDl, and MIDR are plot as 95% prediction 
intervals for the stratified sampling and random sampling datasets, and the large-sample 
dataset. It can be observed that, in general, while the stratified sampling lower 
prediction curve is between the random sampling and the large-sample lower prediction 
curves, the stratified sampling upper prediction curve is outside the random sampling 
and the large-sample upper prediction curves. This is attributed to the discrepancy in the 
point response prediction, shown earlier in Figure 6.33. 
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Figure 6.34. Prediction intervals of (a) OSDl, and (b) MIDR. 
The efficiency of the GMSM method in reducing the prediction interval ratio can be 
examined by calculating the 'Efficiency Index', El, defined in equation (5.33). El is 
plotted in Figure 6.35 against SaeT1 ). It appears that the maximum El obtained for 
OSDI is about 0.18; the high positive and negative El obtained at the low nonlinearity 
levels is attributed to the very short prediction interval. The El observed for M I D R is 
negative, which means that the prediction interval obtained using the proposed GMSM 
method is wider than the prediction interval obtained through random sampling. 
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Figure 6.35. Efficiency index for (a) OSDl, and (b) MIDR . 
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It is, therefore, concluded from both the point predictions and the prediction intervals 
that the proposed GMSM method is not more efficient than random sampling, despite 
the moderate level of correlation between SdN(1.30,2.60) and In(OSDI), and the 
reduced standard error in the case ofln(OSDI). 
6.4. Concluding Remarks 
In this chapter the proposed GMSM method has been applied in conjunction with the 
proposed vector-valued IM, in the dynamic analysis of a first-mode dominated MDOF 
system with regular morphology, and also to a MDOF system with irregular 
morphology and higher participation of the higher modes. Both building structures 
investigated have ten stories and were designed to Eurocode for ductility class 'High'. 
In the case of the structure with regular morphology, an IDA was initially carried out 
using a large-sample dataset comprised of 40 records, by incrementing seismic 
intensity, in terms of Sa (Tt), up to l.2g. The results were then used to perform 
regression analyses using the simple linear model between SdN (1.45,2.90) as the first 
regression parameter, and In(OSDI), In(MlDR), In(MlDD), and In(EH) as the second 
regression parameters. It was found that the correlation coefficient is low (in the range 
of 0.2-0.3) at the low non linearity levels, and moderate (in the range of 0.5-0.6) at the 
high nonlinearity levels. These correlation coefficients are lower than those observed 
using SDOF systems, which are in the range of 0.6-0.8 at the moderate to high 
nonlinearity levels. 
Using the GMSM method two datasets of optimized suites were formed through 
stratified sampling on the SdN(1.45,2.90) parameter of the IM, and another two datasets 
were formed through random sampling, comprised of 5 and 8 records. It was found that 
stratified sampling does not cause any bias to the mean and variance of response 
parameters In(OSDI), In(MlDR), In(MlDD), and In(EH), and that it results in a lower 
standard error than random sampling. The maximum reduction in the standard error, 
which is between 21-27%, is lower than the maximum reduction obtained with SDOF 
systems, which is between 24-37%, and is a result ofthe lower correlation observed. 
The stratified sampling, random sampling, and the large-sample datasets were then used 
to predict OSDl, MlDR, MlDD, and EH at 95% probability of occurrence. It was found 
that there is excellent consistency between the curves representing the point predictions 
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of the three datasets; the stratified sampling prediction is, in general, more accurate as 
the standard error is lower than random sampling. Expressing response as 95% 
prediction interval it was found that the' Efficiency Index', El, is in the range of 0.07-
0.43 for OSDI, in the range of 0.20-0.52 for MIDR, in the range of 0.27-0.50 for MIDD, 
and in the range of 0.07-0.45 for EH' The computational work needed was reduced to 
about 50% at the high nonlinearity levels, and to about 67% at the low nonlinearity 
levels, compared to random sampling at the same accuracy level. 
In the case of the structure with irregular morphology, an IDA was carried out by 
incrementing seismic intensity up to 2.2g. The correlation coefficient between 
SdN(1.30,2.60) and In(OSDI) was found to be about 0.55 at the high nonlinearity 
levels, and the correlation between SdN(1.30,2.60) and In(MIDR) was found to be 
about 0.4. These correlation levels are lower than those observed using the MDOF 
system of regular morphology. By application of the GMSM method it was found that 
stratified sampling results in a maximum reduction of the standard error of about 20% 
for In(OSDI), and a marginal reduction for In(MIDR), contrasted to random sampling. 
The point prediction of OSDI and MIDR showed that stratified sampling has a 
discrepancy of about 5-10% from the random sampling and the large-sample curves. 
The 95% prediction interval for OSDI was found to have a very small reduction at the 
high non linearity levels, and no reduction for M I DR. Therefore, the predicted response 
using the GMSM method is not more efficient than random sampling. 
It is therefore concluded that the proposed GMSM method, used in conjunction with the 
proposed vector-valued IM, results in a more efficient prediction of the response 
probability distribution of first-mode dominated MDOF structures than random record 
sampling, and that the predicted response is not biased. It is also concluded, that the 
proposed GMSM method is not more efficient than random sampling for structures with 
high participation of the higher modes. 
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Chapter 7. Summary, Conclusions, and Further Research 
In the present research project a vector-valued intensity measure (IM) and a ground 
motion selection and modification (GMSM) method have been proposed. In 
conjunction, they can be used in a probabilistic seismic assessment, to predict with 
reasonable accuracy the central tendency and the dispersion of structural response. They 
can be used in cases where the design/assessment seismic intensity is known, expressed 
as the spectral acceleration at the fundamental period of the structure, Sa (T1), and can 
be applied in structures with dominant first (fundamental) mode. 
7.1. Summary and General Conclusions 
Initially, in chapter 3, the response distribution of a single-degree-of-freedom (SDOF) 
system was evaluated through dynamic analysis. A dataset comprised of a large number 
of ground motions was used, with seismological characteristics (e.g. moment 
magnitude, and distance from source) consistent to the earthquake scenario considered. 
It was explained that in order to consider all ground motions in the evaluation of the 
response distribution, and to avoid unreasonably high or low scale factors, intensity was 
expressed using the yield reduction factor, Ry , which is a relative measure of intensity 
normalized to yield-level. Consequently, response was evaluated in terms of the 
following relative engineering demand parameters (EDPs): displacement ductility, lld, 
cyclic ductility, /le, normalized hysteretic energy, N HE, and residual displacement ratio, 
Cn . The representation of intensity using relative measures was facilitated by the 
statistical independence between the response spectrum intensity and the relative EDPs 
considered, as was found empirically. 
In chapter 4 a vector-valued intensity measure (IM) was proposed, denoted as 
(Sa (T1 ), SdN (Tv T2), or in structure-specific form as (Sa (T1 ), Ry, SdN (Tv T2) or 
(Sa (T1 ), Sa (T1)/Say(T1) ,SdN(T1, T2), for SDOF or MDOF systems, respectively. 
SdN(T1, T2) is a parameter termed Normalized Spectral Area, evaluated by integration of 
the displacement response spectrum between T1 and the ultimate elongated period of the 
system, T2 , normalized to the spectral displacement at the fundamental period Sd(T1). 
Due to the normalization the SdN (T1, T2 ) value does not change when the ground 
motion is scaled. In this way, SdN(Tv T2) captures the effect of the excitation spectral 
characteristics (i.e. frequency composition) on the response. Thus, it is a measure of 
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intensity that affects the inelastic response associated with period elongation. The 
purpose of integrating the response spectrum area is to capture the elongated period 
within appropriately estimated bounds. 
Regression analysis was carried out using the dynamic analyses results of the SDOF 
system. The probability distribution of SdN(Tv T2) was found to be represented well by 
the normal and lognormal distributions, through Lilliefors test and by visual inspection 
of the cumulative distribution graphs. The distributions of J,Ld, J,Lc, and N H E were also 
found to conform well to the lognormal distribution, and the distribution of er to the 
normal distribution with mean zero. It was found that the simple linear regression model 
can be successfully used between In(SdN(Tv T2)) as the first regression parameter, and 
In(J,Ld), In(J,Lc), In(N HE), or er as the second regression parameters. High correlation 
was observed between In(SdN(T1• T2 )) and each ofln(J,Ld), In(J,Lc), and In(NHE), 
particularly at Ry ~ 4, with correlation coefficients in the range of 0.6-0.8, while the 
correlation between In (SdN (Tv T2 )) and er was found to be low to negligible. 
Desirable IM characteristics such as efficiency, sufficiency, and scaling robustness were 
examined from a different perspective than in other similar studies, by consideration of 
the correlation to the EDPs. Due to its high correlation, the proposed IM is considered 
as efficient in estimating J,Ld, J,Lc, and NHE. Compared to epsilon, it was found to have 
higher correlation coefficient. Also, due to the high correlation, the proposed IM is also 
considered to be sufficient. For these particular EDPs, the correlation is kept at high 
enough levels between Ry = 4 - 8, which is an indication that scale factors up to 8 are 
legitimate. 
A method was proposed for the estimation of the optimum T2 , using the secant stiffness 
of the system. It was found that the estimated Tz has good conformity to the T2 that 
corresponds to the highest correlation between the IM and the EDP. Reasonable 
conformity to the mean actual elongated period of the dynamic analyses was also 
observed. 
In chapter 5 a GMSM method was proposed. In summary, the steps of the method are to 
first assemble a dataset of a large number of ground motions with seismological 
characteristics (e.g. moment magnitude, and distance from source) similar to the 
earthquake scenario, to evaluate the distribution of In( SdN (Tv T2 )) and to divide the 
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domain of the distribution into strata with equal probability of occurrence each. 
Optimized suites are then fonned by sampling one ground motion from each stratum, a 
procedure called 'stratified sampling'. The concept of the method is that through 
stratified sampling the central tendency and the dispersion of the IM and EDP true 
distributions are replicated, while at the same time the standard error of IM is 
significantly reduced, compared to random sampling. The superiority of the method is 
that when there is high correlation between IM and the EDP, such as when using the 
proposed vector-valued IM, the standard error ofEDP is also reduced. 
The GMSM method was applied in chapter 5 in the response evaluation of a SDOF 
system, with Tl = 1.0 sec, in conjunction with the proposed vector-valued IM. Datasets 
of 2,000 optimized suites were fonned by stratified sampling on SdN(1.0,2.0), and also 
by random sampling, comprised of 5,6, 7, and 8 records. It was empirically validated 
that the IM and the EDP true central tendency and true dispersion were replicated, and 
that the IM and the EDP standard error was significantly reduced through stratified 
sampling, contrasted to random sampling. The point prediction of the response through 
stratified sampling was found to have very good consistency with the large-sample 
response, while the stratified sampling standard error was only 20-30% of the random 
sampling standard error. Expressing EDPs through 95% prediction intervals and using 
the 'Efficiency Index', El, as the measure of efficiency, it was found El for Jl.d is 
between -0.01 and 0.71, for Jl.c between -0.18 and 0.70, for NHE between 0.32 and 0.50, 
for er between 0.08 and 0.33. The number of stratified sampled records required to 
obtain the same prediction accuracy was reduced to 33-50%, depending on the EDP. 
In chapter 6 the GMSM method was applied in the response prediction of a multi-
degree-of-freedom (MDOF) system with regular morphology and dominant 
participation of the first mode. The structure is a ten-storey reinforced concrete building 
frame, designed to Eurocode for ductility class 'High'. A finite element model was 
developed using OpensSees software, with which the dynamic response of the MD OF 
system was evaluated. The response parameters evaluated were the Park-Ang overall 
structural damage index, OSDI, the maximum interstorey drift ratio, MIDR, the 
maximum interstorey drift ductility, MIDD, and the hysteretic energy dissipated, EH' 
Incremental dynamic analyses were carried out using all records in the large-sample 
dataset between Sa (Tl ) intensities ofO.05g and 1.2g. The results were then used to carry 
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out a regression analysis between SdN(Tv T2) as the first regression parameter, and 
In(OSDI), In(MIDR), In(MIDD), and In(EH ) as the second regression parameters. It 
was found that the correlation coefficient is low, in the range of 0.2-0.3, at the low 
nonlinearity levels, and moderate, in the range of 0.5-0.6, at the high nonlinearity levels, 
which is lower than that observed using the SDOF system. The point prediction of the 
response was found to have excellent consistency between the stratified sampling, the 
random sampling, and the large-sample datasets, while the stratified sampling standard 
error was about 20% lower than the random sampling standard error. Expressing 
response as 95% prediction interval it was found that El is in the range of 0.07-0.43 for 
OSDI, in the range of 0.20-0.52 for MIDR, in the range of 0.27-0.50 for MIDD, and in 
the range of 0.07-0.45 for EH' The computational work needed in predicting OSDI was 
reduced to about 50% at the high nonlinearity levels, and to about 67% at the low 
nonlinearity levels, compared to random sampling at the same accuracy level. 
The proposed GMSM method was also applied to a ten-storey structure with irregular 
morphology and higher participation of the higher modes, in chapter 6. It was found that 
the proposed method does not result in a more efficient response prediction than random 
sampling. 
It is therefore concluded that the proposed GMSM method, used in conjunction with the 
proposed vector-valued IM, results in a more efficient prediction of the seismic 
response of SDOF and first-mode dominated MDOF systems, contrasted to using a less 
efficient IM, or to random selection, and that the true response central tendency and 
dispersion are replicated. The method is more efficient at moderate to high non linearity 
levels. 
7.2. Recommendations for Further Research and Development 
The following areas have been identified as deserving further research and 
development: 
1. The proposed GMSM method is based on the concept of replicating the inelastic 
response distribution of the first mode. In order to expand the scope of 
application to structures with high participation of the higher modes, sampling 
should include measures of intensity that affect the higher modes. One possible 
approach is to sample ground motions adopting a two-way stratification, using a 
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second IM that depends on the higher mode response, such as the RTl•T2 studied 
by Baker (2005). 
2. In the present study SdN(Tv T2) was evaluated using a non-commercial (non-
user friendly) computer program written by the author. In order to facilitate 
manual application, tools should be developed, such as tables with the values of 
SdN (Tv T2) or a commercial (user friendly) computer program, with which the 
engineer could easily obtain the values. 
3. In the present study the ground motion records used were selected from stations 
installed on rock ground conditions, with VS30 ~ 650 m/sec, where VS30 is the 
seismic shear wave velocity in the top 30 m of the ground. Both the ground type 
and VS30 are known to have a significant effect on the frequency content. Some 
researchers (e.g. Lee and Trifunac, 2010), however, discuss that the frequency 
content is significantly affected by other factors, such as the properties and the 
arrangement of the deeper geological formations, the seismic wave travel path, 
the attenuation effect, and the geomorphology of the local and the general area. 
Also, by observation of the records in Appendix A, it can be observed that there 
is some variance between the frequency content of the records used, e.g. 
between records 105 and 106 in Figure A.42. It would be interesting to consider 
other record selection criteria that have higher correlation to the frequency 
content, such as the excitation spectral density. 
4. The application of the method to other problem types, such as steel structures, 
bridges, and geotechnical structures, should be investigated. 
5. In the present study the records used are all ordinary (non near-source). The 
applicability of the proposed GMSM method with near-source records deserves 
further investigation. 
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Appendix A. Ground Motion Record List 
In this appendix the list with the 40 ground motion records used, together with their 
characteristics, is provided in Table AI, Table A2, and Table A3. The acceleration 
and displacement response spectra of each record are shown in Figure A.l to Figure 
A.40, and the accelerograms in Figure A.41 to Figure A.50. Collectively these 40 
records comprise the large-sample ground motion dataset G used in the study. The list 
of the identification numbers is not continuous, due to the outlier records removed. 
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Number Earthquake Station Moment Epicentral Closest Seismograph 
Magnitude Distance Distance Azimuth 
(km) (km) 
101 Loma Prieta CDMG 47379 000 
18/10/1989 - Gilroy Array # 1 6.93 28.64 9.64 102 00:05 090 
103 Victoria. Mexico 045 
09/06/1980 - Cerro Prieto 6.33 33.73 14.37 
104 03:28 315 
105 Coalinga-O 1 CDMG46175 045 02/05/1983 - Slack Canyon 6.36 33.52 27.46 106 23:42 315 
107 San Femando CDMG 126 111 09/02/1971 - Lake Hugbes #4 6.61 24.19 19.45 108 14:00 201 
110 Duzce. Turkey 000 
12/1111999 Lamont 531 7.14 27.74 8.03 111 090 
116 Kozani. Greece- ITSAK 99999 L 
01 13/05/1995- Kozani 6.40 18.27 14.13 117 08:47 T 
118 Irpinia. Italy-02 ENEL99999 000 
23/1111980 - Bagnoli Irpinio 6.20 22.29 19.56 119 19:35 270 
124 Whittier CDMG24399 000 
Narrows-Ol Mt Wilson - CIT 5.99 19.56 22.73 
125 01/10/1987 - Seis St 090 
126 Basso Tirreno NS 
1510411978 - Milazzo 6.00 34 26 
127 23:33 EW 
131 Montenegro Hercegnovi Novi NS 
15/0411979 - Pavicic Scbool 6.90 65 29 132 06:19 EW 
133 Tabas, Iran LN 
16/09/1978 9102 Daybook 7.35 20.63 13.94 134 TR 
135 Umbria Marche Assisi-Stallone 
NS 
26/09/1997 6.0 21 19 136 EW 
137 North Palm CDMG 12206 000 
Springs Silent Valley 6.06 20.70 17.03 138 08/07/1986 090 
141 Loma Prieta USGS 1032 270 
18/10/1989 - Hollister - SAGO 6.93 49.52 30.24 
142 00:05 Vault 360 
143 Chi-Chi. Taiwan CWB 99999 N 
20/09/1999 TCU045 7.62 77.50 26.00 144 E 
149 Northridge USC 90059 060 
17/01/1994 - Burbank - Howard 6.69 23.18 16.88 
ISO 12:31 Rd. 330 
Table A.1. Ground motion record characteristics. 
172 
Number Earthquake Station Moment Epicentral Closest Seismograph 
Magnitude Distance Distance Azimuth 
(km] (km] 
151 San Femando USGS 266 180 
09/0211971 - Pasadena - Old 6.61 39.17 21.52 
152 14:00 Seismo Lab 270 
153 Whittier Narrows- use 90017 LA- 075 0101/1011987 - Wonderland Ave 5.99 28.48 27.64 154 14:42 165 
155 Northridge USGS 5080 Monte 270 
1 7/0111994 - Nido Fire Station 6.69 19.19 25.59 156 12:31 360 
157 Irpinia, Italy-O 1 000 
23/1111980 - Auletta 6.9 33.10 9.55 
158 19:34 270 
Table A.1 (cont.). Ground motion record characteristics. 
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Number PGD PGV PGA v30 tSD Vmax/Amax Mechanism HWIFW 
(m) (mlsec) (g) (mlsec) (sec) (sec) 
101 0.063 0.316 0.411 6.5 0.078 
1428 Reverse-oblique Neutral 
102 0.080 0.339 0.473 3.7 0.073 
103 0.131 0.316 0.621 8.6 0.052 
660 Strike-slip N/A 
104 0.095 0.198 0.587 7.6 0.034 
105 0.042 0.161 0.166 9.2 0.099 
685 Reverse HW 
106 0.027 0.132 0.153 11.6 0.089 
107 0.009 0.056 0.192 12.7 0.030 
821 Reverse HW 
108 0.019 0.084 0.153 12.9 0.056 
110 0.079 0.129 0.159 14.5 0.083 
660 Strike-slip Neutral 
111 0.095 0.140 0.118 15.1 0.121 
116 0.016 0.093 0.215 6.4 0.044 
660 Nonnal Neutral 
117 0.005 0.067 0.139 8.6 0.049 
118 0.005 0.045 0.049 14.8 0.095 
1000 Nonnal Neutral 
119 0.007 0.035 0.058 22.4 0.062 
124 0.004 0.033 0.123 10.0 0.028 
821 Reverse-oblique HW 
125 0.002 0.046 0.186 8.3 0.025 
126 0.006 0.035 0.068 10.3 0.053 
Strike-slip N/A 
127 0.006 0.030 0.074 10.1 0.041 
131 0.064 0.138 0.224 10.9 0.063 
Reverse N/A 
132 0.086 0.129 0.256 12.1 0.051 
133 0.116 0.205 0.328 12.3 0.064 
660 Reverse HW 
134 0.091 0.262 0.406 12.4 0.066 
135 0.012 0.101 0.187 4.1 0.055 
136 0.012 0.080 0.163 
Nonnal N/A 
4.3 0.050 
137 0.006 0.039 0.139 6.8 0.029 
685 Reverse-oblique FW 
138 0.008 0.040 0.113 7.0 0.036 
141 0.046 0.071 0.036 16.3 0.200 
684 Reverse-oblique Neutral 
142 0.048 0.084 0.060 15.4 0.144 
143 0.143 0.390 0.512 10.8 0.078 
705 Reverse-oblique Neutral 
144 0.507 0.367 0.474 11.3 0.079 
149 0.022 0.095 0.120 11.7 0.081 
821 Reverse Neutral 
150 0.018 0.085 0.163 8.0 0.053 
Table A.2. Ground motion record characteristics. 
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Number PGD PGV PGA v30 tSD Vmax/Amax Mechanism HWIFW 
Im) Im/secl Ig) Im/sec) Isec) (sec) 
151 0.008 0.053 0.089 11.9 0.061 
969 Reverse Neutral 
152 0.024 0.108 0.202 6.2 0.055 
153 0.002 0.017 0.039 6.7 0.044 
1222 Reverse-oblique Neutral 
154 0.001 0.015 0.047 7.0 0.031 
155 0.021 0.073 0.162 9.5 0.046 
660 Reverse HW 
156 0.032 0.084 0.179 8.7 0.048 
157 0.032 0.052 0.058 19.0 0.091 
1000 Normal Neutral 
158 0.037 0.061 0.062 19.2 0.100 
Table A.2(cont.). Ground motion record characteristics. 
where PGD: peak ground displacement, PGV: peak ground velocity, PGA: peak ground acceleration, 
HW: head wall, FW: footer wall 
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Number S«(1.0) SdN(I.0.2.0) 
Imlsec1] 
101 1.088 1.60 
102 3.077 1.45 
103 5.811 1.08 
104 2.613 0.99 
105 2.404 1.28 
106 2.652 1.18 
107 0.678 1.05 
108 1.096 0.95 
110 0.758 1.24 
111 1.580 1.14 
116 1.245 1.10 
117 0.652 0.79 
118 0.604 0.98 
119 0.638 1.19 
124 0.475 0.89 
125 0.259 0.67 
126 0.396 0.94 
127 0.312 1.26 
131 1.684 0.80 
132 1.680 0.99 
133 2.200 1.36 
134 3.376 1.29 
135 0.468 1.18 
136 0.231 1.77 
137 0.174 1.05 
138 0.362 0.69 
141 0.864 0.91 
142 0.962 0.82 
143 4.248 1.06 
144 2.922 1.09 
149 0.879 1.16 
150 0.891 1.16 
Table A.3. Ground motion record characteristics. 
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Number Sa(1.0) SdN(1.0.2.0) 
(mlsec1) 
151 0.623 1.09 
152 1.388 0.83 
153 0.126 1.30 
154 0.103 1.02 
155 0.492 1.01 
156 1.118 0.95 
157 0.469 1.83 
158 0.651 1.67 
Table A.3(cont.). Ground motion record characteristics. 
177 
Record 101 Record 101 
1.5 0.20 
~ 0.15 1.0 
:§ I 
E E O.10 
1\1 "0 
Cl) Cl) 
0.5 
0.05 
00 1.0 2.0 3.0 4.0 1.0 2.0 3.0 4.0 
Period [sec) Period [sec) 
(a) (b) 
Figure A.1. Record 101 response spectra: (a) acceleration, and (b) displacement. 
Record 102 Record 102 
2.5 0.20 
0.15 
I 
1='0.10 
:0 
Cl) 
0.05 
00 1.0 2.0 3.0 4.0 1.0 2.0 3.0 4.0 
Period [sec) Period [sec) 
(a) (b) 
Figure A.2. Record 102 response spectra: (a) acceleration, and (b) displacement. 
Record 103 Record 103 
2 .5.----~---~--~----, 0.25 
2.0 0.20 
:9 1.5 I O.15 
E 
~ 0.10 
0 .05 
1.0 2.0 3.0 4.0 00 1.0 2.0 3.0 4.0 
Period [sec) Period [sec) 
(a) (b) 
Figure A.3. Record 103 response spectra: (a) acceleration, and (b) displacement. 
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Record 104 
1 .5r----~---~------__.., 
1.0 
%L---~1~.0~--2~.~0-=~~3~.0~==~4.0 
Period [sec) 
(a) 
Record 104 
0 .20r---~-------~-------' 
0.15 
I 
~0. 10 
:0-
en 
0.05 
1.0 2.0 
Period [sec) 
Cb) 
3.0 4.0 
Figure A.4. Record 104 response spectra: (a) acceleration, and (b) displacement. 
Record 105 
1 .0r-----------~--___, 
0.8 
:§l0.6 
E 
~ 0.4 
%~--~1~.0--~2~.0~-~3~.0~==~4.0 
Period [sec) 
(a) 
Record 105 
0.20,----~---~---~--___, 
0.15 
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f='0.10 
:0-
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0.05 
°O~--~~--~--~~--~ 1.0 2.0 3.0 4.0 
Period [sec] 
Cb) 
Figure A.S. Record 105 response spectra: (a) acceleration, and (b) displacement. 
Record 106 
10r---~---~---~---' 
0.8 
:§l0.6 
1.0 2.0 
Period [sec) 
(a) 
3.0 4.0 
Record 106 
0 .20r---~---_---~--___, 
0.15 
E 
EO.10 
""0 
en 
0.05 
°o~--~~--~---~--~ 1.0 2.0 3.0 4.0 
Period [sec) 
Cb) 
Figure A.S. Record 10S response spectra : (a) acceleration, and (b) displacement. 
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1.0 
0.8 
:§ 0.6 
r=-
ro-
Cl) 0.4 
0.2 
00 
1.0 
0.8 
EjO.6 
E 
~ 0.4 
0.2 
00 
Record 107 
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(a) 
Record 107 
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r=- 0.05 
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3.0 4.0 
Figure A.7. Record 107 response spectra: (a) acceleration, and (b) displacement. 
Record 108 
1 0 2.0 3.0 4 .0 
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(a) 
Record 108 
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Figure A.8. Record 108 response spectra: (a) acceleration, and (b) displacement. 
Record 110 Record 110 
1 .0.-----~---~--~------, 0.10 
0.8 
E}0.6 
1.0 2.0 
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Figure A.9. Record 110 response spectra: (a) acceleration, and (b) displacement. 
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4.0 
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0.8 
1.0 2.0 
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(a) 
3.0 4.0 
Record 111 
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0.08 
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3.0 4.0 
Figure A.1 O. Record 111 response spectra: (a) acceleration, and (b) displacement. 
Record 116 
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0.8 
:§ 0.6 
E 
Sl 0.4 
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Record 116 
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Figure A.11. Record 116 response spectra: (a) acceleration, and (b) displacement. 
Record 117 
1 .0.----~-------~--___, 
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Record 117 
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Figure A.12. Record 117 response spectra: (a) acceleration, and (b) displacement. 
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Record 118 Record 118 
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Figure A.13. Record 118 response spectra: (a) acceleration, and (b) displacement. 
Record 119 Record 119 
0.04 
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Figure A.14. Record 119 response spectra: (a) acceleration, and (b) displacement. 
Record 124 Record 124 
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(b) 
Figure A.1S. Record 124 response spectra: (a) acceleration, and (b) displacement. 
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Record 125 
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Figure A.1S. Record 125 response spectra: (a) acceleration, and (b) displacement. 
Record 126 
1.0 2.0 3.0 4.0 
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Record 126 
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Figure A.17. Record 126 response spectra: (a) acceleration, and (b) displacement. 
Record 127 Record 127 
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0.03 
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Figure A.18. Record 127 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.19. Record 131 response spectra: (a) acceleration, and (b) displacement. 
Record 132 
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Figure A.20. Record 132 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.21 . Record 133 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.22. Record 134 response spectra: (a) acceleration, and (b) displacement. 
Record 135 
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Figure A.23. Record 135 response spectra: (a) acceleration, and (b) displacement. 
Record 136 
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Figure A.24. Record 136 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.2S. Record 137 response spectra: (a) acceleration, and (b) displacement. 
Record 138 
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Figure A.2S. Record 138 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.27. Record 141 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.2B. Record 142 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.29. Record 143 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.30. Record 144 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.31 . Record 149 response spectra: (a) acceleration, and (b) displacement. 
Record 150 
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Figure A.32. Record 150 response spectra: (a) acceleration, and (b) displacement. 
Record 151 
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Figure A.33. Record 151 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.34. Record 152 response spectra: (a) acceleration, and (b) displacement. 
Record 153 Record 153 
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Figure A.35. Record 153 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.36. Record 154 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.37. Record 155 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.38. Record 156 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.39. Record 157 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.40. Record 158 response spectra: (a) acceleration, and (b) displacement. 
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Figure A.41. Record accelerograms (a) 101 , (b) 102, (c) 103, and (d) 104. 
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Figure A.42. Record accelerograms (a) 105, (b) 106, (c) 107, and (d) 108. 
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Figure A.43. Record accelerograms (a) 110, (b) 111, (c) 116, and (d) 117. 
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Figure A.44. Record accelerograms (a) 118, (b) 119, (c) 124, and (d) 125. 
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Figure A.4S. Record accelerograms (a) 126, (b) 127, (c) 131 , and (d) 132. 
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Figure A.46. Record accelerograms (a) 133, (b) 134, (c) 135, and (d) 136. 
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Figure A.47. Record accelerograms (a) 137, (b) 138, (c) 141 , and (d) 142. 
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Figure A.48. Record accelerograms (a) 143, (b) 144, (c) 149, and (d) 150. 
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Figure A.49. Record accelerograms (a) 151 , (b) 152, (c) 153, and (d) 154. 
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Figure A.50. Record accelerograms (a) 155, (b) 156, (c) 157, and (d) 158. 
201 
30 
Appendix B. MDOF Model Verification with IDARC 
The MDOF structure dynamic analysis using the OpenSees model was validated by 
analysing a similar model using the IDARC (Valles et al., 1996) computer program. 
The objective of the validation is to obtain a broad comparison between the two models; 
an accurate comparison is not possible, due to the different assumptions and 
methodology adopted in each model. 
The most significant difference between the two models is the assumed initial stiffness 
of the frame members. The IDARC model assumes that the initial stiffness is equal to 
the stiffness of the uncracked member, while the OpenSees model assumes that the 
initial stiffness is equal to the secant stiffness through the 40% yield moment point. This 
results in a fundamental mode period, Tt, of 0.96 sec for the IDARC model, and of 1.45 
sec for the OpenSees model. In order to apply the seismic load at the same seismic 
intensity, the record was normalized to the same Sa (Tt) value, despite the Tt 
differences between the two models. Another difference is the consideration of the 
member thickness in the IDARC model, which affects the location of the plastic hinges. 
Figure B.I(a) shows the maximum interstorey drift ratio, MIDR, plot against Sa (Tt), for 
record 101. It appears that there is relatively good consistency between the two curves, 
which have difference of about 25%. 
Figure B.1(b) shows the Park-Ang overall structural damage index, OSDI, plot against 
Sa(T1), for record 101. It appears that the OpenSees model gives OSDI values that are 
about 200% higher than the IDARC model. This discrepancy is attributed to the 
different way of calculating the ultimate rotation. The OpenSees model uses empirical 
relationships, while the IDARC a calculation based on the properties of the reinforced 
concrete section. In section 6.4 it is stated that the OpenSees ultimate rotation values 
were estimated using a conservative methodology, which gave values about 55% of the 
values given by the Haselton and Deierlein (2007) empirical relationships. If the 
original values by Haselton and Deierlein (2007) had been used, the OSDI values of the 
OpenSees model would have been very close to those of the IDARC model. 
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Figure B.1. Dynamic analysis using record 101: (a) MIDR vs Sa(T 1), (b) 0501 vs Sa(T 1)' 
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