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Abstract 
Background: As a dimension of data quality in electronic health records (EHR), 
data completeness plays an important role in improving quality of care. Although 
many studies of data management focus on constructing the factors that influence 
data quality for the purpose of quality improvement, the constructs that are 
developed for interpreting factors influencing data completeness in the EHR 
context have received limited attention.  
Methods: Based on related studies, we constructed the factors influencing EHR 
data completeness in a conceptual model. We then examined the proposed model 
by surveying clinical practitioners in China.  
Results: Our results show that the data quality management literature can serve 
as a starting point to derive a conceptual model of factors influencing data 
completeness in the EHR context. This study also demonstrates that “resources” 
should be added as a factor that influences data completeness in EHR.  
Conclusion: Our resulting conceptual model shows a substantial explanation of data 
completeness in EHR assessed in this study. Although the proposed relationships 
between the included factors were previously supported in the literature, our work 
provides the beginning empirical evidence that some relationships may not be always 
significantly supported. The possible explanation of these differences has been 
discussed in the present research. This study thus benefits decision makers and 
EHR program managers in implementing EHR as well as EHR vendors in the EHR 
integration by addressing data completeness issues. 
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Introduction  
Electronic health records (EHR) integrate data from medical systems and repositories, 
enabling clinical practitioners to access required data on the process and outcomes of patient 
care (Lin et al., 2019). This aggregated data supports decision making, research, and planning 
that is increasingly seen as a promising vehicle to improve quality of care (Masrom & Rahimly, 
2015). For instance, as noted by Hydari et al. (2018), EHR have led to a 27% drop in events 
about patient safety in Pennsylvania hospitals over 2005–2012, which improve patient safety 
and suggest large-scale economic benefits. However, these advances of EHR in healthcare 
highlight the role of high-quality data, because poor data quality is the principal barrier to 
effective clinical decision making (Foshay & Kuziemsky, 2014; Kumar et al., 2018). 
Data quality is defined in the ISO 25012 Standard as “the degree to which data satisfy the 
requirements defined by the product-owner organization”, and can be reflected through its 
dimensions such as completeness and accuracy (ISO 25000 Portal, 2019). Data 
completeness that presents the degree to which all needed data for a specific task is available 
(Wang & Strong, 1996), is viewed as an essential data quality dimension in healthcare for two 
reasons. First, addressing missing data and interpreting the processed incomplete data require 
more effort, and incompleteness is considered as the primary challenge in dealing with data 
availability for reuse in healthcare research and planning (Weiskopf & Weng, 2013). Second, 
incomplete data generated at the point of care can result in diagnostical errors for a patient. For 
example, missing data in a clinical diagnostic support system led to poor recommendations on 
77% clinical encounters (Berner et al., 2005). Understanding the factors influencing data 
completeness therefore is of primary importance to address data quality in EHR. 
Data completeness in healthcare has only been reviewed partially in prior literature on data 
quality (Johnson et al., 2015; Mashoufi et al., 2018). A systematic review focusing on data 
completeness in the area has recently been published (Liu et al., 2017). The existing study 
themes related to data completeness in the EHR context include: assessing completeness for 
data practices (Estiri et al., 2019), analyzing determinants contributing to data completeness 
(Johnson et al., 2017), and developing methods to improve data completeness (Li et al., 2019). 
The identification of the factors influencing EHR data completeness allows clinical 
practitioners to discover problem areas, while revealing relationships between them could 
potentially help preserve complete data or systematically reduce missing data. Hence, 
establishing interactions between these factors plays an important role in achieving complete 
EHR data for improving quality of care. However, limited attention paid to empirical 
investigation of the interactions between the factors. 
A large body of literature has investigated factors influencing data quality (e.g. Al-Hiyari et al. 
(2013), Tee et al. (2007), Xu et al. (2002), and Zellal and Zaouia (2015)). Recent 
developments in that strand of literature (Xiao et al., 2009; Xu, 2013) propose that data 
management contributes to data quality. However, the constructs used for explaining the factors 
influencing data completeness as a dimension of data quality in the context of EHR requires 
further exploration.  
Liu et al. (2020) empirically examined the factors that influence the EHR data completeness, based 
on the data collected from the medical professionals in Nevada, USA, however, studies that 
include more clinical practitioners in other countries contribute to better understanding these 
factors and/or increasing the generalization of research findings. Therefore, in the study a new 
construct “resources” and new relationships between the constructs are added into the 
conceptual model of factors influencing data completeness in EHR that extends the prior work 
(Xiao et al., 2009). Then, we evaluated the extended model through surveying clinical 
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practitioners who were working at healthcare settings 1  across China. Data completeness 
problems can appear due to various reasons such as missing records for an entity or missing 
values in a record (Liu et al., 2016). Here we look at data incompleteness as missing record 
(a row of the table), missing attribute (a column of the table), and missing value (a cell of the 
table) in EHR. Because data completeness is defined for use and requirements (De Feo & Juran, 
2017), four perspectives are proposed by Weiskopf et al. (2013) to define data completeness 
(documentation, breadth, density, and predictive), which elaborate the most frequently used 
situations in determining data completeness in the context of EHR. These perspectives are 
further used to construct and measure EHR data completeness in general in the present work. 
Data and information are two different concepts, however, data completeness and information 
completeness are not distinguished here for simplifying the presentation of the work. 
Accordingly, our study aims to examine the factors that influence EHR data completeness and 
answer the following question: 
Research Question: What are the factors influencing data completeness in electronic health 
records? 
As mentioned, Liu et al. (2020) examined the factors that influence EHR data completeness with 
the empirical data focussing on medical professionals in Nevada, however, our current study 
differs from their work in at least four ways. Firstly, this study extends the existing work by 
empirically evaluating the extended conceptual model and testing the proposed hypotheses 
by surveying clinical practitioners in China. Secondly, in this study we developed a Chinese 
version of the survey questionnaire that can be viewed as a new instrument to measure the 
factors influencing data completeness in EHR. Thirdly, we will show that the significant factors 
are “resources”, “EHR alignment to care processes”, “regulatory capability for EHR-enabled care 
processes”, and “EHR integration”, and reveal the extent to which these factors affected EHR data 
completeness. These findings that differ from the results reported by Liu et al. (2020) are 
discussed with their possible explanation in the context of the present study. Lastly, this study 
presents further implications in the context of our findings for decision makers at healthcare 
settings to address EHR data completeness through ensuring sufficient human resources, time, 
and funding for EHR implementation. We also inform EHR program managers to address EHR 
data completeness by improving regulations and procedures on data quality management and 
process management for EHR-enabled care processes, and customizing EHR at healthcare 
settings and enhancing communication with clinical staff. 
The remaining of this paper is organized as follows: we first review related studies in the next 
section; after that the hypotheses for the factors influencing data completeness in EHR are 
developed; then the method of operationalization of the constructs, data collection, and 
analysis are followed; thereafter we provide the results of data analysis and discuss our 
research findings; and lastly we conclude the present study. 
Theoretical Background 
Data Completeness 
In this section, we give the definition related to data completeness. Researchers indicated that 
quality is defined for use and requirements (De Feo & Juran, 2017), and this could serve as 
an analytical framework to differentiate the quality of data and information (Tilly et al., 2017). 
For example, data is believed to be the fact that result from the observation of physical 
phenomena, while information is considered to be the output from the data refined via some 
processes (Fox et al.,1994). Data completeness refers to a data quality dimension, and 
 
1 Healthcare Settings refer to public, private, and clinical areas of healthcare facilities such as hospitals, 
clinics, and nursing houses (The NOAH Professionalization Committee, 2018). 
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therefore the literature of data quality could serve as a basis to construct the factors that 
influence EHR data completeness. As mentioned in the Introduction, Weiskopf et al. (2013) 
have defined EHR data completeness from four perspectives. In this study, we also utilized 
these perspectives to construct and evaluate EHR data completeness, as presented in 
Appendix A. 
Related Studies and Rationales of Using Xiao et al. Model  
This section describes related studies on data quality. Since data completeness is a data 
quality dimension, previous studies of factors that influence data quality could provide some 
theoretical perspective for constructing a conceptual model of the factors that influence EHR 
data completeness. For instance, Xu et al. (2002) identified the factors that influence data 
quality in enterprises and divided them into several groups. Thereafter, a few researchers (e.g. 
Nord et al. (2005), Xu and Lu (2003), and Xu (2013)) continued the investigation on the factors 
derived from Xu et al. (2002). Other studies also examined the factors influencing data quality 
in their proposed conceptual models and gained insights into the relationships between these 
factors, based on empirical evidence (e.g. Al-Hiyari et al. (2013), Tee et al. (2007), 
Kokemueller (2011), Xiao et al. (2009), and Wixom and Watson (2001)). 
As mentioned in the Introduction, understanding interactions between the factors that 
influence data quality help better achieve quality-assured data. Therefore, building up 
relationships between these factors can make prominent contributions to ensuring data quality 
that is given priority when studying the factors. A few researchers have paid attention to these 
relationships (Al-Hiyari et al., 2013; Kokemueller, 2011; Tee et al., 2007; Xiao et al., 2009). 
These four conceptual models therefore serve as a starting point that helps construct factors 
influencing EHR data completeness in a conceptual model. Since top management commitment 
and staff members’ engagement determine the success of data quality management (Al-Hiyari 
et al., 2013; Xiao et al., 2009), the participation from both staff members and top management 
level needs to be taken into account when looking at the factors affecting data quality. 
Based on this analysis, the two studies (Al-Hiyari et al., 2013; Xiao et al., 2009) developed more 
comprehensive models for explaining the factors influencing data quality. However, Al-Hiyari et 
al. (2013) employed the empirical data collected from students instead of practitioners to 
evaluate the proposed model, which may have decreased the results’ validity. Thus, the model 
of Xiao et al. (2009) is a better choice of the starting point to construct the factors influencing 
EHR data completeness in a conceptual model. Their investigated factors are: “top management 
support (TMS)”, “business-IT alignment (BITA)”, “capability on the regulation” and “process 
management (CRPM)”, “integration of information systems (IIS)”, and “staff participation (SP)”, 
as shown in Figure 1. 
 
Figure 1 - Xiao et al. (2009)’s Model 
Conceptual Model 
Based on the model of Xiao et al. (2009), a conceptual model of factors that influence EHR 
data completeness is derived. Researchers revealed that “resources (including time, human 
resources, and funding) have positive and significant impacts on the success of organizational 
implementation for data quality improvement (concerning the extent to which organisations 
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address the issues such as change and/or process management and widespread support to 
improve data quality) in empirical studies (Kokemueller, 2011; Wixom & Watson, 2001). This 
success is further positively associated with data quality (Kokemueller, 2011). Essentially, the 
“organizational implementation success” (OIS) for data quality improvement implies a “capability 
on the regulation and process management” (CRPM) to improve data quality in organizations. 
The definition of OIS is similar with the content contained in CRPM from Xiao et al. (2009). 
Thus, “resources” could also have similar impacts on CRPM to address data completeness and 
this factor is added into the resulting conceptual model. Furthermore, a body of literature 
discussed in Section 3.2 also support and help hypothesize the relationships between 
“resources” and other included factors for addressing data completeness in EHR. Seven 
included constructs are “resources” (herein, RSC), “clinic director’s support for EHR 
implementation” (herein, DSI, “EHR alignment to care processes” (herein, AGM), “regulatory 
capability for EHR-enabled care processes” (herein, RGC), “EHR integration” (herein, IGT), 
“clinical staff’s participation” (herein, SPT), and “data completeness in EHR" (herein, DC). 
 
Accordingly, the extended conceptual model includes the participation from both top 
management level (i.e. clinic director) and staff members (i.e. clinical staff). Meanwhile, the 
conceptual model considers: (1) the relationships between DC and the factors, and (2) the 
relationships between these factors. We defined all included constructs being examined in this 
study, as shown in Table 1. 
 
Table 1 - Definitions of the Constructs that are Consistent with Liu et al. (2020) 
Construct  Definition 
Clinic director’s support for EHR 
implementation 
clinic directors are aware of the importance of EHR 
implementation toward data completeness and make their 
contributions to relevant activities (adapted from Xiao et al. 
(2009)) 
Resources human resource, time, and funding needed for conducting EHR 
implementation (adapted from Wixom and Watson (2001)) 
Regulatory capability for  
EHR-enabled  
care processes 
the capability of dealing with regulations formulation and 
processes management to enable EHR-enabled care 
processes at healthcare settings (adapted from Xiao et al 
(2009)) 
EHR alignment to care 
processes 
EHR fit into workflow during care delivery (adapted from 
Herzberg et al. (2011) and Xiao et al. (2009)) 
Clinical staff’s participation  clinical staff are aware of the importance of EHR data 
completeness and make their contributions to addressing EHR 
data completeness (adapted from Xiao et al. (2009)) 
EHR integration EHR are integrated across different data sources, aggregating 
data for multiple practices (adapted from Aanestad et al. 
(2017)) 
Data completeness in EHR”   available EHR data for documentation, breadth, density, and 
predictive use (used definitions of completeness from Weiskopf 
et al. (2013)) 
Clinic Director’s Support for EHR Implementation, Regulatory Capability of 
EHR-Enabled Care Processes, and EHR Alignment to Care Processes 
Prior studies indicated that the commitment of top management facilitates the formulation of 
regulation and enhances the process management in IS implementation (Kokemueller, 2011; 
Wixom & Watson, 2001). Furthermore, Xiao et al. (2009) reported that attitude and knowledge 
of decision makers toward data quality could determine how much the managerial support to 
relevant activities can be carried out as well as regulations and processes supporting these 
activities can be motivated. As implementation of information systems (IS) involves the process 
that aligns business with IT, top management level is needed to make decisions on relevant 
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activities to achieve this alignment (Xiao et al., 2009). Similarly, at healthcare settings, 
regulatory capability of EHR-enabled care processes also relies on clinic directors’ support. 
Clinic directors’ understanding and knowledge about EHR could also determine the extent to 
which communication between clinical staff and IT professionals to implement EHR can be driven 
(Gopalakrishna-Remani et al., 2018). This alignment facilitates EHR implementation at 
healthcare settings to achieve complete data in EHR. We proposed: 
H1: Higher levels of clinic director’s support for EHR implementation are positively associated 
with regulatory capability for EHR-enabled care processes. 
H2: Higher levels of clinic director’s support for EHR implementation are positively associated 
with EHR alignment to care processes. 
Resources, Regulatory Capability of EHR-Enabled Care Processes, and EHR 
Alignment to Care Processes 
Since implementation of IS costs time and money, resources cannot be ignored in this 
implementation (Kokemueller, 2011; Wixom & Watson, 2001). Researchers reported that the 
amount of time and human resources assigned to address IS implementation could influence 
the project timeline (Wixom & Watson, 2001). For healthcare settings, without sufficient time, 
human resources, and funding for EHR implementation, it is unlikely to conduct the activities 
on institutional and process management for EHR-enabled care processes (Shaw, 2014). As 
EHR implementation contains a process of (1) alignment between workflow of EMR and care 
processes as well as (2) communication between clinical staff and IT professionals, users’ 
needs related to EHR integrated into their workflow are required to address by interviewing 
users about use of the current system (Staff et al., 2016). Hence, a network of users should 
be organized and supported in the process of interviews, within a set of considerable 
resources (Kushniruk & Nøhr, 2016). Furthermore, EHR are scattered across multiple systems 
and data repositories that require large investment on technologies such as integration 
technologies (Nkanata et al., 2018). EHR integration cannot overlook the role of resources. For 
healthcare organizations, if their time, IT professionals, and funding for EHR implementation 
are sufficient, EHR integration could have better chances to be dealt with that contributes to 
aggregating high-quality data in EHR. We proposed: 
H3: Higher levels of resources are positively associated with regulatory capability for EHR-
enabled care processes. 
H4: Higher levels of resources are positively associated with EHR alignment to care processes. 
H5: Higher levels of resources are positively associated with EHR integration. 
Regulatory Capability of EHR-Enabled Care Processes, Clinical Staff’s 
Participation, EHR Integration, and Data Completeness in EHR 
Researchers (Xiao et al., 2009) indicated that users are needed to follow defined rules and 
processes for achieving high-quality data when they are using IS. In the context of this study, 
complete EHR data can be aggregated by navigating staff members with structured rules and 
procedures of using EHR (Staff et al., 2016). Meanwhile, staff members are stressed in training 
about the impacts of EHR data completeness that could raise their attention to addressing EHR 
data completeness in patient care. Since IS integration in an organization can be facilitated by 
regulation formulation and process management (Xiao et al., 2009), IT professionals are likely 
to address EHR integration toward EHR data completeness, based on explicit and concrete 
regulation and process representations of using IS (Kelley et al., 2015). Also, structured 
regulations and processes designed to deal with using EHR in care processes that drive users 
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to achieve the anticipated outcomes when implementing EHR (e.g. achieving complete data) 
(McCarthy & Eastman, 2013). We proposed: 
H6: Higher levels of regulatory capability for EHR-enabled care processes are positively 
associated with clinical staff’s participation. 
H7: Higher levels of regulatory capability for EHR-enabled care processes are positively 
associated with EHR integration. 
H8: Higher levels of regulatory capability for EHR-enabled care processes are positively 
associated with data completeness in EHR. 
EHR Alignment to Care Processes, Clinical Staff’s Participation, and EHR 
Integration 
According to Xiao et al. (2009), a good understanding and communication between IT and 
business play an important role in improving staff members’ capability to utilize IS. In the context 
of this study, healthcare organizations are likely to accept EHR that fit into care processes and 
clinical staff have better chance to gather and apply high-quality data at the point of care 
(Herzberg et al., 2011). Meanwhile, communication between clinical staff and IT professionals 
could provide potential opportunities to (1) deal with mismatch problems between care processes 
and EHR, and (2) meet clinical staff’ requirements for data use during care delivery (Herzberg 
et al., 2011). When EHR align with care processes, this contributes to well preparing data for 
different use through integrating required data from multiple data sources (Sherer et al., 2015). 
We proposed: 
H9: Higher levels of alignment of EHR to care processes are positively associated with clinical 
staff’s participation. 
H10: Higher levels of alignment of EHR to care processes are positively associated with EHR 
integration. 
Clinical Staff’s Participation and Data Completeness in EHR 
Kelley et al. (2015) asserted that the lack of knowledge about data input could lead to data 
incompleteness generated in EHR. If clinical staff do not pay attention to data completeness 
when they input data, data delays and/or incomplete data could emerge because of human 
errors (Warsi et al., 2002). Furthermore, if clinical staff are under stress due to the time 
limitation on recording tasks, more missing items could appear at point of data input; because 
data is not available at the moment when it requires to be recorded, it could incur incomplete 
data entered in EHR (Staff et al., 2016; Warsi et al., 2002). We proposed: 
H11: Higher levels of clinical staff’s participation are positively associated with data 
completeness in EHR. 
EHR Integration, Clinical Staff’s Participation, and Data completeness in EHR 
Integration technologies assist in determining the extent to which high-quality data is gathered 
from diverse sources (Xiao et al., 2009). Poor integration of medical systems and repositories 
could incur data errors, resulting in poor-quality data in EHR (Carvalho et al., 2018). 
Furthermore, effective data practices from the success of EHR integration help users better 
understand EHR benefits and further their use of EHR at the point of care (Muthee et al., 2018; 
Sherer et al., 2015). Thus, staff members are more inclined to take part in the activities for dealing 
with EHR data completeness. We proposed: 
7
Liu et al.: Empirical study of Data Completeness in Electronic Health Records
Published by AIS Electronic Library (AISeL), 2020
Empirical study of Data Completeness / Liu et al. 
Pacific Asia Journal of the Association for Information Systems Vol. 12 No. 2, pp. 103-128 / June 2020 110 
H12: Higher levels of EHR integration are positively associated with data completeness in 
EHR. 
H13: Higher levels of EHR integration are positively associated with clinical staff’s participation. 
Note that EHR alignment to care processes involves participation from both IT professionals and 
clinical staff for EHR implementation. Therefore, here we do not hypothesize the influence of 
“clinical staff’s participation” on “EHR alignment to care processes”. 
Within the conceptual model shown in Figure 2, the solid lines indicate the factors and 
significant relations among these factors that have been validated in Xiao et al. (2009), while 
the dotted lines present the proposed new relationships and new factor for the conceptual 
model. 
 
Figure 2 - The Conceptual Model of Factors Influencing Data Completeness in EHR 
Revised from Liu et al. (2018) 
Research Method 
Measures of Constructs and Instrument Development 
In this study, following the process of instrument development advised by MacKenzie et al. 
(2011), we developed the measures for all constructs in the conceptual model based on prior 
studies (see the footnote2). As mentioned, Weiskopf et al. ’s (2013) four perspectives that 
have elaborated the most frequently used situations in defining and measuring EHR data 
completeness are adopted to measure “DC”. This allows the present work to better study and 
understand EHR data completeness. The definitions of these variables for each construct are 
presented in Appendix A. We designed a survey including two parts: (1) a background 
questionnaire for participants and their institutions; and (2) a measurement of included 
constructs using the format of a 5-level Likert item like Xiao et al. (2009)’s study (1 = “Strongly 
disagree”, 2 = “Disagree”, 3 = “Neutral”, 4 = “Agree”, 5 = “Strongly agree”). In this light, we 
could determine whether or not new hypotheses proposed for the included factors are 
supported in the present study with a comparison of prior work (Xiao et al., 2009). Our 
questionnaire items were extracted and revised based on the relevant literature (see the 
footnote2), and then reviewed and modified by experts in the fields of data quality, EHR, survey 
construction, software development and information systems. Furthermore, the survey 
instrument was pre-tested by physicians. Our multiple reviews and revisions assist in 
 
2 The definition and survey sources for each construct are available via the following link: 
https://www.dropbox.com/s/r9z1izlr3h73vmp/Intrument%20development.docx?dl=0 
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validating instrument development. To decrease marginal errors, we reversely arranged some 
survey questions as suggested by Wixom and Watson (2001) as well as Xiao et al. (2009). 
Appendix A presents all survey questions that used to measure the included constructs. 
Since the instrument was developed originally in English (all authors are situated at a university 
in an English-speaking country), it was necessary to translate the questionnaire into Chinese. We 
followed an adequate translation procedure as summarized by Chen and Boore (2010): 
(1) the first author’s native language is Chinese, and therefore, the author translated the 
questionnaire from English to Chinese first and another researcher outside the research group 
who is bilingual in English and Chinese reviewed the translation; 
(2) thereafter we back-translated the questionnaire from Chinese into English; 
(3) we repeated steps (1) and (2) in order to achieve accuracy and consistency of the 
translation. 
Research Sample and Data Collection 
Online questionnaire can be sent to participants via network that saves expenses for travel 
and long-distance telephone call. Administration of online questionnaire allows participants to 
provide complete answer to each question that is not possible in traditional paper-based 
instruments. Accordingly, we adopted this data collection approach in this study.  
Compared with other countries, China has a very large healthcare system (including 32,120 
hospitals, 946,490 community health centres, and 19,550 specialized public health institutions 
(National Health and Family Planning Commission of the People's Republic of China, 2018)), 
in order to meet the requirements of the growing population on healthcare. This enormous 
amount of healthcare consumption in China provides massive amount of healthcare data that 
has a great potential to identify determinants of patient outcomes and improve medical 
treatment (Li et al., 2017). Furthermore, the Chinese State Council issued its Guiding Opinions 
on Promoting and Regulating the Development of the Application of Healthcare Big Data, 
which has attached great importance to gathering and using healthcare data (Liu, 2018). 
Addressing data quality problems of EHR is thus considered as a priority in Chinese 
healthcare organizations. We anticipated that we can learn important lessons from clinical 
practitioners in China about the factors influencing data completeness in EHR.  
We implemented the questionnaire in Chinese version using the wjx.cn platform. The final 
version of the questionnaire was available between March 23, 2018 and June 15, 2018. Our 
target respondents were practitioners who have established EHR and/or are currently using 
EHR in their workplaces in China. We believed that the respondents targeted are an appropriate 
and representative sample to understanding the factors influencing EHR data completeness 
in the current study. 
We firstly sent the link of the questionnaire to the colleagues who have the working/ research 
experience with Chinese healthcare settings. Then the online questionnaire was distributed 
by the contact colleagues in their research or working groups via the WeChat app platform. 
The group members who viewed the invitation letter that includes an introduction of the 
objectives of our survey and the guide on how to fill in the survey questions and considered 
that they were the targeted subjects of this study can complete the questionnaire online and 
forward the link to other colleagues and peers known to them to participate. 
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Respondent Profile 
This study engaged a total number of 150 subjects in China in answering the online 
questionnaire, and 148 participants completed it. No missing data occurred among these 
complete responses. Because 3 questionnaires answered from the practitioners whose 
workplace had not established EHR, finally the 145 responses were remained in data analysis 
of this study. Table 2 provides our participants’ characteristics. 
 Table 2 - Demographics of Respondents Based on Their Characteristics 
Characteristic Frequency Percent Characteristic Frequency Percent 
Gender     Education Level     
Male 84 57.9 Undergraduate 93 64.1 
Female 61 42.1 Postgraduate 68 46.9 
            
Age     Job position     
20 - 39 years 42 29.0 Physician 24 16.6 
30 - 39 years 67 46.2 Nurse 14 9.6 
>= 40 years 36 24.8 Clinical director/manager 15 10.3 
      EHR program manager 41 28.3 
Years of experience     Software developer 24 16.6 
< 5 years 73 50.3 Others 27 18.6 
>= 5 years 72 49.7       
Total   145  100.0  Total   145  100.0  
According to Table 2, 57.9% were male and 42.1% were female; the average age of 
participants was between 30-39 years; half of participants (49.7%) had been establishing and/or 
using EHR for more than 5 years. 64.1% participants reported holding a bachelor’s degree, and 
46.9% indicated gaining a higher qualification with postgraduate study. Regarding job 
positions of the participants, 16.6% worked as physician, 9.6% as nurse, 10.3% as clinical 
manager or director, 28.3% as EHR program manager or personal who is familiar with EHR 
implementation, and 16.6% as software developer. The others are EHR users at healthcare 
settings such as pharmacists and medical technologists. 
Control Variable 
In China, provinces, autonomous regions, and municipalities formulate and implement 
regional health plans and establish medical institutions based on “The National Planning 
Guideline for the Healthcare Service System (2015–2020)” announced by the centre 
government (General Office of the State Council of the People's Republic of China, 2015). 
Thus, healthcare practitioners are regulated under the same healthcare service system. 
However, the functions of cities could determine the level of medical requirements. It was reported 
that a higher level of gross domestic product per capita of the city calls for higher requirements 
for healthcare products and services (Xu, 2018). Regions could have different levels of 
healthcare development, resulting in dissimilarities in answers for the survey questions. We 
intended to look at the included factors from clinical practitioners in developed regions in order 
to learn their experience of addressing data completeness in EHR. Furthermore, as job positions 
could have an impact on perceived data quality (Tee et al., 2007), they were taken into account 
for any differences in answers on the factors influencing EHR data completeness in the present 
study. Hence, we focused on the viewpoints from clinical staff (including physicians, nurses 
and medical personals who are using EHR during care processes) in developed regions (e.g. 
Beijing, Shanghai, Jiangsu, Zhejiang, Guangdong, Fujian, and Shandong (National Bureau of 
Statistics of the People's Republic of China, 2017)) in China. See Table 3. 
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 Table 3 - Demographics of Respondents in China in This Study  
Province Frequency Percent Province Frequency Percent 
Beijing 62(29) 42.8 Jiangsu 8 5.4 
Fujian 2 1.4 Jiangxi 2 1.4 
Guangdong 34(16) 23.4 Liaoning 2 1.4 
Guangxi 5 3.4 Neimenggu 2 1.4 
Hainan 2 1.4 Shandong 3(2) 2.1 
Hebei 4 2.8 Shanghai 6(3) 4.1 
Henan 1 0.7 Shanxi 3 2.1 
Hubei 2 1.4 Xingjiang 1 0.7 
Hunan 1 0.7 Zhejiang 5(2) 3.4 
Total 113 78 Total 32 22 
Note that the number in the brackets presents the number of clinical staff identified in our sample. 
Data Analysis and Results 
The unit of data analysis is each questionnaire completed by the respondents. We collected a 
total of 145 valid responses for data screening and analysis. All the collected questionnaires 
were de-identified, and the data from the questionnaires was processed by using SPSS for 
statistical analysis. 
In this study we applied Partial Least Squares (PLS) approach to test the conceptual model, 
since this approach is suitable and useful in the context of formative constructs (like this study) 
(Sarker et al., 2009; Wixom & Watson, 2001). Firstly, the measurement model was assessed 
(reliability and validity test); then the structural model was evaluated (hypothesis test), as 
descripted below. 
Measurement Model 
We firstly carried out convergent and discriminant validity to assess the measurement model 
for all scales. Although our survey instrument was adapted based on multiple instruments and 
translated into a Chinese version, reviewed and revised by experts and pre-tested by 
physicians, it is the same as a new instrument and is needed to examine the unidimensionality. 
According to Gerbing and Anderson (1988), unidimensionality pertains to that all relevant items 
measure a single underlying trait. Hence, we assessed the unidimensionality for all scales at 
first. Because unidimensionality cannot be directly measured by PLS, we conducted the scree 
test based on the dataset by using SPSS, for ascertaining how many latent constructs are 
contained in the conceptual model (Thakurta et al., 2018). The scree plot shown in Appendix B 
indicated seven underlying factors that exist in the conceptual model. Thereafter, using smartPLS 
3.0, we assessed the factor loading at 300 iterations for each measure in the measurement 
model. As noted in Hair et al. (2006), the factor loading estimates of measures that are lower 
than 0.5 should be removed from the measurement model. The factor analysis of this study 
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Table 4 - Results of Factor Analysis  






Awareness (DAW) 0.915 4.482 DAW1 4.44 0.639 0.976 DAW2 4.44 0.669 0.978 
Attitude (DAT) 0.951 6.362 DAT1 4.52 0.671 0.902 DAT2 4.00 0.816 0.891 
Competency 
(DCY) 0.940 3.195 
DCY1 4.13 0.793 0.959 
DCY2 4.33 0.678 0.945 
DCY3 4.13 0.864 0.944 
RSC 
Funding (FUN) 0.923 2.963 FUN1 3.77 0.899 1.000 
Human resource 
(HR) 0.866 2.999 HR1 3.71 0.915 1.000 






DQM1 3.90 0.913 0.918 
DQM2 3.92 0.882 0.951 
DQM3 3.75 0.926 0.953 
DQM4 3.75 0.988 0.948 
Process 
management (PM) 0.928 3.284 
PM1 3.69 1.001 0.939 
PM2 3.58 0.997 0.959 
PM3 3.65 0.968 0.970 
AGM 
Customisation 
(CUS) 0.848 1.965 CUS1 3.92 0.882 1.000 
Communication 
(COM) 0.973 1.965 
COM1 3.96 0.862 0.931 
COM2 4.04 0.816 0.960 
COM3 3.98 0.874 0.947 
SPT 
Awareness (SAW) 0.918 1.921 
SAW1 4.23 0.731 0.909 
SAW2 4.23 0.731 0.940 
SAW3 4.35 0.683 0.834 
Attitude (SAT) 0.711 1.544 SAT1 4.52 0.610 1.000 
Competency 
(SCY) 0.800 2.242 SCY1 4.15 0.849 1.000 
Mental status 
(SMS) 0.745 1.961 SMS1 4.06 0.895 1.000 
IGT 
Ease of use (EOU) 0.857 1.427 EOU1 3.69 0.919 1.000 
Usefulness (UFN) 0.837 1.528 
UFN1 4.10 0.799 0.930 
UFN2 4.12 0.758 0.904 
UFN3 4.25 0.622 0.936 
UFN4 4.21 0.667 0.910 
Compatibility 
(CMP) 0.591 1.346 
CMP1* 2.81 1.049 -0.863 
CMP2 2.96 1.427 0.848 
DC 
Documentation 
(DOC) 0.745 1.617 DOC1 3.77 0.921 1.000 
Breadth (BRE) 0.810 1.764 BRE1 3.75 0.837 1.000 
Density (DEN) 0.899 2.976 DEN1 3.79 0.825 1.000 
Predictive (PRE) 0.837 2.414 PRE1 3.87 0.841 1.000 
The star superscript means that this measure was reverse coded. 
It is worth mentioning here that the conceptual model constructed in the present study contains 
reflective and formative constructs that should be dealt with discriminatingly (Freeze & Raschke, 
2007). Among of the included constructs, reflective constructs include “DSI”, “SPT”, and “DC”. 
According to Freeze and Raschke (2007), for reflective measures that are caused by the latent 
construct, Cronbach’s α coefficient can be utilized to assess their internal consistency and 
reliability. Hence, for reflective constructs we adopted three criteria to examine their convergent 
validity (Hair et al., 2006): (1) estimates of factor loading should be greater than or equal to 0.5; 
(2) internal consistency and reliability should be greater than or equal to 0.7; and (3) average 
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variance extracted (AVE) should be greater than or equal to 0.5. The results in Tables 4 and 
Table 5 indicate that all our reflective constructs were above the suggested level. 
In the conceptual model, formative constructs are “RSC”, “AGM”, “RGC”, and “IGT”. For formative 
measures that are the instances cause the latent construct, it is not appropriate to test internal 
consistency and reliability for these constructs (Freeze & Raschke, 2007; Hair et al., 2011). 
Although reflective measures desire multicollinearity, for formative measures the construct can be 
destabilized by excessive multicollinearity (Jarvis et al., 2003). In order to ascertain there are no 
significant multicollinearity problems for formative constructs, we tested variance inflation factors 
(VIF) for these constructs as advised by Hair et al. (2011). The results of VIF were presented 
within the limited threshold (VIF < 10) (Baabdullah et al. 2019). See Table 4. We also needed to (1) 
ensure the chosen measures without any conceptual overlap by reviewing relevant literature 
for the relevance of the measures to their formative construct; and (2) present bivariate 
correlation (factor loading estimates) between the formative construct and its measures 
(Cenfetelli & Bassellier, 2009), as shown in Table 4.  
As noted in Fornell and Larcker (1981), to address discriminant validity of a measurement model, 
the AVE square root of each latent variable should be greater than the latent variable's highest 
squared correlation with any other variable. We also employed this criterion in the current study. 
Table 5 gives the correlations between all pairs of measures for these constructs computed (Ai et 
al., 2019), indicating an adequate discriminant validity. 
Table 5 - The Measurement Model’s Convergent and Discriminant Validity 
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The assessment of the structural model was carried out with the results presented in Table 6 
after examination of the measurement model. We used bootstrapping with 5, 000 resamples 
to determine the significance of the paths in the structural model as advised by Hair et al. 
(2011). The quality of the structural model was assessed based on squared multiple 
correlations (R2) as shown in Figure 3. 
Table 6 - Hypotheses Results in This Study 
No. Hypothesis Path coefficient (β) p - value T-Statistic Result 
H1 DSI -> RGC 0.092 0.455 0.748 Not Support 
H2 DSI -> AGM 0.260 0.058 1.894 Not Support 
H3 RSC -> RGC 0.788 0.000 8.916 Support 
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Table 6 - Hypotheses Results in This Study 
No. Hypothesis Path coefficient (β) p - value T-Statistic Result 
H4 RSC -> AGM 0.607 0.000 5.134 Support 
H5 RSC -> IGT 0.118 0.571 0.566 Not Support 
H6 RGC -> DSI 0.192 0.350 0.935 Not Support 
H7 RGC -> IGT 0.212 0.282 1.076 Not Support 
H8 RGC -> DC 0.216 0.046 1.996 Support 
H9 AGM -> SPT 0.449 0.044 2.019 Support 
H10 AGM -> IGT 0.490 0.000 3.733 Support 
H11 SPT -> DC 0.056 0.732 0.342 Not Support 
H12 IGT -> DC 0.569 0.000 4.260 Support 
H13 IGT -> SPT 0.153 0.230 1.199 Not Support 
Figure 3 indicates that all variances for the endogenous dependent variables were explained, ranging 
from 0.542 to 0.733 that can be considered as substantial (Thakurta et al., 2018). When “DSI” 
combined with “RSC” they explained 66.0% of the variance for “AGM” and 73.3% of the 
variance of “RGC”. “RSC” together with “RGC” and “AGM” explained 59.7% of the variance 
contained in “IGT”. While the three constructs “AGM”, “RGC”, and “IGT” explained 54.2% of the 
variance contained in “SPT”. “RGC” along with “IGT” and “SPT” explained 60.2% of the 
variance for “DC". 
 
“ * ” presents p-value < 0.05; “ ** ” presents p-value < 0.01; and “ *** ” presents p-value < 0.001. 
Figure 3 - Structural Model’s Results in This Study 
Discussion 
This research empirically examined the factors influencing data completeness in the EHR 
context. We developed the instrument in its Chinese version, and then assessed the 
measurement model and the structural model based on the perspective of clinical staff from 
Chinese developed regions. According to perspective of medical staff in Nevada, Liu et al. 
(2020) showed that all included constructs were the factors influencing data completeness in 
EHR. However, the results of data analysis of this study reveal that only “resources”, “regulatory 
capability for EHR-enabled care processes”, “EHR alignment to care processes”, and “EHR 
integration” were the factors that significantly influence the data completeness in EHR, 
according to the viewpoints of clinical staff in Chinese developed regions. Additionally, the extent 
to which these factors influenced data completeness are outlined. 
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Research Findings 
Our empirical findings indicate that both (1) the proposed causal path between “DSI” and 
“RGC” (β = 0.092, p > 0.05) and (2) the proposed causal path between “DSI” and “AGM”, were 
rejected in this study (β = 0.260, p > 0.05). This may be due to a relatively high level of 
commitment and support from top management level at healthcare settings in Chinese developed 
regions. Following the National Planning Guideline on the Healthcare Service System to achieve 
data sharing and interconnection by implementing EHR has attached much attention from clinic 
directors. Hence, from the viewpoint of clinical staff, clinic director’s support is very basic for EHR 
implementation that could not serve as a prior factor affecting “RGC” and “AGM”. These findings 
are not similar with (Gopalakrishna- Remani et al., 2018; Kokemueller, 2011; Wixom & Watson, 
2001; Xiao et al., 2009). 
The results of this study provide strong evidence to support the causal relationships: (1) 
between “RSC” and “RGC” (β = 0.788, p < 0.001) as well as (2) between “RSC” and “AGM” (β 
= 0.670, p < 0.001). These results indicate that “RSC” influences “RGC” and “AGM”. Resources 
thus could serve as a factor that influence EHR data completeness, according to the clinical staff’s 
perspective in Chinese developed regions. If healthcare settings have sufficient resources for 
EHR implementation, (1) regulations formulation and processes management for EHR-enabled 
care processes and (2) alignment between EHR and care processes could have better chances 
to be addressed. These findings are consistent with Kokemueller (2011), Shaw (2014), Staff et 
al. (2016), and Wixom and Watson (2001), in the context of EHR. However, resources failed to 
contribute to EHR integration with the coefficient value of 0.118 at the significant level greater 
than 0.05. This finding is not consistent with Nkanata et al. (2018). We noted that the measures 
of resources adapted from Wixom and Watson (2001) only contained three items (i.e. funding, 
human resources, and time that are available to support EHR implementation) that concern 
managerial perspective, while EHR integration seems to rely heavily on technical support. 
This may open an interesting area for adding measures to assess technical resources and re-
examining the role of this construct in addressing EHR data completeness.  
Our empirical results do not support: (1) the causal path proposed between “RGC” and “SPT” 
(β = 0.192, p > 0.05), and (2) the causal path proposed between “RGC” and “IGT” (β = 0.212, 
p > 0.05). In this study, the respondents were highly educated, and for such respondents using 
EHR to address data completeness might not be a problem. The integration of EHR (namely, 
IGT) that concerns more about technical perspective, while regulations formulation and processes 
management for EHR-enabled care processes (namely, RGC) addresses human and managerial 
perspective (Liu et al., 2020). Thus, from the clinical staff’s viewpoints, the influence of “RGC” 
on their participation and “IGT” toward DC might not be considered as preferential. However, this 
study supports the hypothesis for the causal connection between “RGC” and “DC” (β = 0.216, 
p < 0.05), that is not identified in the study of Xiao et al. (2009). This finding clearly indicates that 
“RGC” directly affects “DC”, which is consistent with McCarthy and Eastman (2013).    
Statistical results support that, the proposed relationship between “AGM” and “SPT” (β = 0.449, 
p < 0.05), and the proposed relationship between “AGM” and “IGT” (β = 0.490, p < 0.001), are 
supported. These findings point out that “AGM” facilitates “SPT” and meanwhile contributes to 
“IGT”, in the context of this study. The EHR customization and/or a good understanding and 
communication between clinical staff and IT professionals on EHR technology could help EHR 
embedded into care processes. In this light, EHR can be better accepted at healthcare settings 
and aggregate high-quality data from various data sources. These are consistent with the 
findings reported in the IS literature by multiple researchers (“Herzberg et al., 2011; Sherer et 
al., 2015; Xiao et al., 2009”).  
Against expectation, there was no significant relation between “SPT” and “DC" in the present 
study (β = 0.056, p > 0.05). We found that the endogenous that is explained in the dependent 
variable “DC” (R2 = 0.602) is relatively weaker than “RGC” and “AGM” as shown in Figure 3. 
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This implies some hidden factors that have more significant impact on data completeness in 
EHR not contained in the conceptual model that needs further investigation (e.g. interviews 
with the clinical staff). This finding is not similar with previous research (Kelley et al., 2015, 
Staff et al., 2016; Warsi et al., 2002).  
As anticipated, the empirical results of the present study report a significant relationship between 
“IGT” and “DC” (β = 0.569, p < 0.001). Our research demonstrates that higher levels of EHR 
integration are positively associated with data completeness in EHR. For instance, if EHR 
systems that are integrated with multiple data sources are of high-quality (e.g. ease of use 
and/or usefulness that satisfy users’ requirements), this will help provide complete data for 
users. This finding is in an agreement with Carvalho et al. (2018) and Xiao et al. (2009). 
However, this research rejects the hypothesis of the relationship between “SPT” and “IGT” (β = 
0.153, p > 0.05). As shown in Table 4, there is a high level of the participation in the activities 
of addressing data completeness in EHR, indicating that data quality problems in EHR have 
received much attention from the clinical staff. While based on their responses, EHR 
integration was at a moderate level. From the clinical staff’s perspective, other underlying factors 
might play a more important role than the quality of EHR integration in facilitating their 
participation. This finding is not similar with Muthee et al. (2018) and Sherer et al. (2015). 
Implications for Academic 
While previous studies have empirically evaluated the factors influencing data quality (e.g. Tee 
et al. (2007) and Xu (2013)), in this study, we demonstrate that data quality management 
theoretical constructs can serve as a starting point to understand the factors that influence data 
completeness in the EHR context. Our study extends the existing work (Liu, Zowghi et al., 
2018) by empirically examining the conceptual model and testing the hypotheses for the 
relationships proposed between the included factors by surveying clinical practitioners in 
China. The results show that the instrument (in a Chinese version) developed in this study as 
a reference tool could be used to measure the factors that influence EHR data completeness. 
The six constructs of the conceptual model used to interpret the factors influencing EHR data 
completeness were examined by the empirical data involving clinical staff in Chinese 
developed regions. Our results show that the “resources” factor that was not contained in the 
model of Xiao et al. (2009) should be added as one of the factors that has a significant impact 
on EHR data completeness. Furthermore, Liu et al. (2020) disclosed that all included 
constructs were the factors influencing data completeness in EHR, according to the viewpoint 
of medical staff in Nevada, while “clinic director’s support for EHR implementation” and “EHR 
integration” were not significant factors that influence EHR data completeness in our study. We 
therefore offer some interesting possibilities for exploring the root causes of these differences 
through more in-depth studies such as interviews. 
Additionally, the relationships proposed between the included factors in the conceptual model 
were tested in this study to link these factors with data completeness. However, some of the 
hypotheses proposed for these relationships that were previously used in the literature, are 
found to have no significance in the current study. We have explained possible causes for 
these differences in Section 6.1. Our results also reveal a new mechanism on addressing EHR 
data completeness: higher levels of “regulatory capability of EHR-enabled care processes” are 
positively associated with “data completeness in EHR", which was not significant in the model 
of Xiao et al. (2009). The extent to which the relations between these factors in this study were 
different from the those from Liu et al. (2020), resulting in further implications for addressing 
EHR data completeness in the context of China. Our research thus may provide the 
foundations to a number of similar studies to theorize the deterministic factors that influence 
data completeness or other dimensions of data quality (e.g. accuracy and consistency) in multiple 
applications and explore the underlying relationships between these factors. 
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Implications for Practice 
Our study also provide important practical implications. First, our specific finding (i.e. sufficient 
resources for EHR implementation facilitate EHR alignment to care processes and regulatory 
capability for EHR-enabled care processes), should be useful to decision makers at healthcare 
settings. In addition to improving the understanding and knowledge about EHR and awareness 
of data completeness, this study could draw the attention of decision makers to develop suitable 
and efficient strategies for resources allocation in EHR implementation, to ensure sufficient 
funding, time, and human resources that available to support relevant activities. It is worth 
pointing out that in China one of the unique challenges in healthcare service systems is uneven 
distribution of resources (Ye, 2018). Resources tend to be concentrated in large and developed 
cities and a great gap in the distribution of resources exists between urban and rural regions. 
To this end, smart healthcare is proposed to provide advices on a priority of health problems 
and help determine which level of healthcare institutions should visit through using EHR data 
(Xu, 2018). Therefore, governments should appropriately allocate resources and provide 
guidance to help healthcare settings upgrade their IT infrastructures for EHR implementation.  
Second, our finding that regulatory capability for EHR-enabled care processes could be a 
determinant of data completeness in EHR, is of relevance to EHR program managers. This study 
may allow EHR program managers to recognize the role of this factor (such as establishing, 
implementing and improving regulations and procedures on data quality management and 
process management for EHR-enabled care processes), in achieving complete EHR data. Our 
empirical results also demonstrate that higher levels of EHR alignment to care processes could 
better facilitate EHR integration toward data completeness. While customization of EHR 
configuration at healthcare settings has been emphasized in EHR implementation, we note 
that a good communication between clinical staff and IT professionals for EHR implementation 
also facilitates EHR alignment to care processes. Hence, EHR program managers need to 
enhance communication with clinical staff about the benefits and difficulties of implementing 
EHR and place them in the role of addressing EHR data completeness. 
Third, although the relationship hypothesized between data completeness in EHR and clinical 
staff’s participation was not supported in this study, the clinical staff indicated a high level of 
participation in addressing EHR data completeness as shown in Table 4. In other words, the 
clinical staff in Chinese developed regions have realized that their knowledge and skills of 
using EHR, awareness of EHR data completeness, and focus on data management activities 
contribute to EHR data completeness. Our study thus suggests that an EHR-related training 
should be carried out at healthcare settings to assist clinical staff in use of EHR for achieving 
complete data. Furthermore, EHR vendors are also reminded that the degree to EHR 
integration can determine how good is the data in EHR. The EHR vendors must provide quality-
assured EHR integration from ease of use, usefulness, and compatibility aspects, allowing users 
to achieve complete data aggregated from multiple sources. Hence, healthcare settings should 
carry out a rigorous qualification and selection process to select appropriate EHR vendors for 
best overcoming the technical problems related to EHR integration. 
Limitations and Future Work 
This study contributes to the field of data quality, while it also has several limitations. First, in 
the present work, we focused on a single data quality dimension (namely, data completeness), 
and we used data quality literature as a basis to construct the conceptual model. Future studies 
may consider the differences between information completeness and data completeness for 
reconstructing conceptual models of factors influencing data completeness. Furthermore, the 
weak eigenvalues for the dependent variables (e.g. “CSP” and “DC”) suggest that other hidden 
constructs are likely to influence EHR data completeness that have not been examined and 
should be further investigated in the conceptual models.  
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Second, we only empirically evaluated the conceptual model focusing on the viewpoint of 
clinical staff in the developed regions of China, and the responses were collected from those who 
volunteered to answer our questionnaires that may have biased the results. Thus, future 
studies involving more clinical practitioners and regions or countries are encouraged to 
conduct a cross-country comparison.  
Third, this study assumes that the more complete data is aggregated in EHR, the better it is, 
and thus could result in bias in our results. On the other hand, data completeness is defined for 
use and requirements in practice (De Feo & Juran, 2017). In other words, necessary data is 
available for use and requirements that is good enough to present completeness. Hence, future 
research should account for specific study context and redesign the measures for data 
completeness.  
Lastly, since prior work (Tyree et al., 2006) reported that research use of insurance claims (e.g. 
billing data) encounters unique issues to address data quality. In this study we focused on 
missing data in EHR, and we only employed the conceptual model in the context of EHR. Thus, 
investigating the factors influencing the quality of billing data is not the focus of this study. The 
conceptual models of factors influencing the quality of billing data could be further proposed, 
based on relevant and specific literature. 
Conclusion 
In this work, we evaluated a conceptual model of factors influencing data completeness that 
extends the model of Xiao et al. (2009) in the EHR context. Different from Liu et al. (2020), we 
identified the factors influencing EHR data completeness by surveying the clinical practitioners in 
China, and these factors were: “resources”, “regulatory capability for EHR-enabled care 
processes”, “EHR alignment to care processes”, and “EHR integration” that help explain the 
phenomenon of addressing EHR data completeness. Furthermore, we found that some of the 
proposed hypotheses for relations between the included factors that were supported in prior 
studies have been found not significant in this study. The study has discussed the possible 
explanation of these differences. We have provided implications which are related to the factors 
that influence EHR data completeness for academics, decision makers at healthcare settings, 
EHR program managers, and EHR vendors. This work also reveals problem areas that require 
more efforts to deal with data completeness, in order to ensure quality-assured healthcare. 
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Appendix A. Survey Questions 
Appendix A - Survey Questions 
Constructs Measure Variables Indicator Questions in the survey 
Clinic director's 
support for EHR 
implementation Awareness 
DAW1 
Upper management has been aware of the importance of establishing an 
EHR system. 
DAW2 
Upper management has been aware of the importance of achieving 
complete data in EHR.    
Attitude 
DAT1 Upper management has encouraged establishing an EHR system. 
DAT2 Upper management has put achieving complete data in EHR in a priority. 
Competency 
DCY1 Upper management understands the capability of an EHR system. 
DCY2 Upper management has the knowledge of EHR benefits.  
DCY3 
Upper management has made effective and rapid responses to provide 
relevant resources to establish an EHR system. 




Establishment of the EHR system had sufficient human resources to get the 
work done. 




processes Data quality 
management 
DQM1 Data quality goals for establishing the EHR system have been defined.  
DQM2 Data quality policies for establishing the EHR system have been created. 
DQM3 
Data quality standards for establishing the EHR system have been 
developed.  
DQM4 





Standardized data collection procedures in care processes have been 
formulated.  
PM2 
Adequate training has been provided in the data collection of care 
processes.  
PM3 
A system of measuring the quality of routinely collected data in care 
processes has been established.  
EHR alignment to 
care processes 
Customization CUS1 The workflow of the EHR system aligns with the routine care processes.  
Communication 
COM1 
IT professionals are capable of addressing data requirements of clinical staff in 
the care processes after communication with clinical staff. 
COM2 
Clinical staff can gain a better understanding of functions of the EHR system 
after communication with IT professionals.  
COM3 
IT professionals and clinical staff work as a team while implementing the 





I am aware that incomplete data in EHR could result in poor clinical decision 
making.  
SAW2 
I am aware that incomplete data in EHR could increase the risk of harm to 
the patients. 
SAW3 
I aware that incomplete data in EHR could result in loss of revenue for the 
organization. 
Attitude SAT1 I am willing to follow instructions related to data management in care processes. 
Competency SCY1 
I have adequate knowledge and skills to record complete data when using 
the EHR system. 
Mental status SMS1 
I have the ability to concentrate on my tasks to record complete data when 
using the EHR system. 
EHR Integration Ease of use EOU1 The EHR system is easy to use. 
Usefulness 
UFN1 The EHR system is useful in capturing and tracking patients’ demographics. 
UFN2 
The EHR system is useful in capturing and tracking patients’ medical 
histories. 
UFN3 
The EHR system is useful in creating and tracking clinical documents and 
notes. 
24
Pacific Asia Journal of the Association for Information Systems, Vol. 12, Iss. 2 [2020], Art. 4
https://aisel.aisnet.org/pajais/vol12/iss2/4
DOI: 10.17705/1pais.12204
Empirical study of Data Completeness / Liu et al. 
Pacific Asia Journal of the Association for Information Systems Vol. 12 No. 2, pp. 103-128 / June 2020 127 
Appendix A - Survey Questions 
Constructs Measure Variables Indicator Questions in the survey 
UFN4 
The EHR system is useful in presenting and recording patient-specific care 
plans. 
Compatibility 
CMP1 The EHR system frequently reports error messages. 
CMP2 






All observations made during a clinical encounter are recorded in the EHR 
system.  
Depth DEP1 
All required types of data (e.g. diagnoses and laboratory results) are available 
in the EHR system. 
Density DEN1 
All the values of patients' records in the EHR system are available as often 
as required.  
Predictive PRE1 
The data available in the EHR system is sufficient to make a clinical 
decision for a patient. 
Appendix B. Scree Test’s Results of This Study 
 
Scree Plot for the Data Sample Collected from This Study 
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