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Abstract 
The present research was undertaken to study the ecology of the critical 
coastal environments of Gulf of Cambay (Khambhat) using Indian Remote 
Sensing data, IRS IC/ID LISS m. The data of the study area was obtained 
from National Remote Sensing Agency, Hyderabad. Satellite data pertaining to 
diflferent dates viz. 26.02 1996, 11.02 2000 and 22.02.2001 was procured for 
studying change detection of the critical environments of Gulf of Cambay. The 
complexity of the coastal environment is difiRoilt to understand. There has 
been a consequent growth of pollution, destruction of wet lands, lagoons, 
mangroves, estuaries, beaches, and erosion of the coastline as seen in the gulf 
The satellite data was loaded on the Silicon Graphics computer and was 
geometrically corrected/ rectified with respect to the necessary ground control 
points collected from the field. For mapping purposes, it is essential that any 
form of remotely sensed imagery be accurately r^stered to the proposed map 
base. The analysis of the satellite data was praformed on Silicon graphics using 
ERDAS Imagine version 8.4 and IDRISI version 2. The preprocessing of 
satellite data was undertaken. Preprocessing included atmospheric correction 
or normalization, image registration, geometric correction and masking (e.g. 
clouds, water and irrelevant features). Based upon ground control points and 
Survey of India toposheets, the satellite imageries were geometrically 
corrected. The subset of the study area for all the three years viz. 1996, 2000 
and 2001 was cut in order to eliminate the extraneous data in the files. The 
band combination 3,2,1 was used to generate a false colour composite image of 
the study area so that the images could be interpreted visually. Visual 
interpretation of images was based on features viz. tone, pattern, shape, size, 
shadow, texture and association. After this the Supervised classification was 
performed by using Maximum Liklihood algorithm for the muhidate satellite 
imagery. The total of eight classes were identified for detecting changes in the 
(0 
study area. They were thick vegetation, mangroves, mudflats, sak 
^icmstations, uncultivated, water, sediments and saltpans. The accuracy 
assessment was performed to check if the classification was appreciably 
correct. The accuracy of the classification was found to be above 95% for the 
three poiods of investigation. The area for all the landuse classes for the 
period of 1996, 2000 and 2001 was estimated and compared. The classes 
which showed an increase in the area were mangroves, saltpans and salt 
encrustations. The class that showed a declining trend in area was mudflats. 
The areas showing marked fluctuations were thick vegetation, water and 
sediments. 
The radiance values of each landuse class was found out. To And out 
the reflectance values of each landuse class, DN values were converted into 
absohite radiance values. It was noticed that each landuse class had a 
charactmstic radiance value of its own in all the four different IRS bands viz. 
band 1, band 2, band 3 and band 4. The radiance values for the malarial 
mosquitogoiic enviroimients were also determined. 
ShoreUne change detection was performed in order to know the area of 
erosion and accretion between the year 1996 and 2001. It was revealed that an 
area of 24297 pixels (13.41 Sq. km) had eroded between the years. The erosion 
may be attributed to the construction of coastal structures like groins, jetties, 
fills and backwaters. The area showing accretion was found to contain 1484 
pixels (0.819 Sq. km). The deposition took place due to the construction of 
impoundments in the Mahi estuary by trapping the sediments. 
Another important step in the analysis was Normalized difference 
vegetation index. The NDVI values were calculated for the all the three periods 
of investigation viz. 1996, 2000 and 2001. The NDVI is calculated as the ratio 
of the measured intensities in the red and near infrared spectral bands using the 
following formula: 
(ii) 
NDVI= (NIR- red)/ (NIR + red) 
The results indicated that the greatest NDVI response was shown by the 
vegetation of the year 1996 and the least for the year 2001. The resuhs 
revealed that the greatest NDVI response was shown by the vegetation of the 
year 1996 and the least for the year 2001 implying that the healthy vegetation 
was seen in 1996 as compared to 2001. The deterioration in the vegetation 
vigour was due to the industrial pollution, deforestation and other human 
interventions. 
The other method of analysis was Principal Component Analysis which 
was done to find out the changes in the four components called principal 
components for the year 1996, 2000 and 2001. The IDRISI version 2 was used 
in this process. The components produced in the process were uncorrelated 
with one another and showed different amount of variance. The largest amount 
of variance was mapped in the first component with a decrease in the amount 
of variance in the subsequent components. The dgen matrix thus generated 
fi-om the PCA revealed that the high biomass objects were dark and low 
biomass objects were bright. 
The Image ratioing and Image differencing was performed. Image 
ratioing involves ratioing the data fi'om two different spectral bands (JSJ R). 
Thus in the present study a ratio image of all the three periods was obtained by 
dividing Band 4 (Infia red) by Band 3 (Red) resulting in ratios greato* than 1.0 
for vegetation and ratios around 1.0 for soil and water. The IDRISI overlay 
conmiand was used in this process. The resultant image was negatively skewed 
showing that overall the image has imdergone a positive change. After image 
ratioing the procedure of Image differencing was performed on IDRISI 
software. Here the DN values of one image was subtracted from the DN values 
of the othCT. The difference of the ratio images of the year 1996 and 2001 was 
(iii) 
taken. The resultant images revealed that the areas that are bright represent 
changes in dense vegetation. 
Tasseled Cap transformations developed by Kauth and Thomas (1976) 
was the last method in the change detection analysis. The Tasseled Cap (TC) 
transformation provides very useful information for agricultural applications as 
it allows the separation of vegetated surface from barren (bright) and wet soils. 
In a change image areas that appeared brighter in 1996 compared to 2001 were 
coloured yellow. On the contrary, areas less bright in 1996 compared to 2001 
were coloured blue. In the context of the present study it can thus be said that 
by providing rq)id, cost effective, updated data, remote sensing techniques can 
provide essential information to manage coastal environments subjected to 
alteration by either natural or human-induced influences. 
(iv) 
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Chapter! 
Introduction 
Chapter I 
Introduction 
1.1 Coastal environments, Resources and Problems 
The place where the waters of the seas meet the land - the coasts - are 
indeed unique places in our global geography. They are unique in a very real 
economic sense as sites for port and harbour fecilities that capture the large 
monetary benefits associated with waterbome commerce and as locations for 
industrial processes requiring water cooling, such as power generation plants. A 
mosaic of rich diverse ecosystems and resources, the coasts are strategically 
important to the economic, social well-being and development of all nations. The 
combination of freshwater and salt water in coastal estuaries creates some of the 
most productive and richest habitats on earth; the resulting bounty in fishes and 
other marine life can be of great value to coastal nations. The coasts are highly 
valued and greatly attractive as sites for resorts and vacation destinations. In many 
locations, the coastal topography formed over the millennia provides significant 
protection fi-om hurricanes, typhoons, and their ocean-related disturbances. 
Hence, for most coastal nations, the coasts are an asset of incalculable value, an 
important part of the national patrimony (Cicin-Sain & Knecht, 1998). 
Beyond these values, and perhaps more important, the coasts are home to 
more than half of the world's population. Approximately half of humanity is 
already concentrated in a narrow ribbon of land around the planet's oceans, seas 
and Great Lakes. At the same time, the coastal regions encompass less than 10 
percent of the inhabited land space (Pemetta & Elder, 1993). Two-thirds of the 
world's largest cities are situated on coasts and populations of coastal areas are 
growing faster than inland populations. Li 1994, World Bank experts estimated 
that two-thirds of the population of developing nations would be living along 
coasts by the end of the twentieth century (WCC, 1994). 
Five main zones can be identified in the coastal-marine spectrum: inland 
areas which affect the oceans mainly via rivers and non- point sources of 
pollution; coastal lands--v/etlands, marshes, and the like—where human activity is 
concentrated and directly affects adjacent waters; coastal waters-generally 
estuaries, lagoons, and shallow waters-where the effects of land-based activities 
are dominant, offshore waters, mainly out to the edge of national jurisdiction (200 
nautical-miles offshore); and high seas, beyond the limit of national jurisdiction. 
Thus the coastal zone includes near shore Gulf waters, inlets, creeks, tidal 
deltas, bays, lagoons, coastal lakes, estuaries, coral reefs, mangroves, marsh, algae 
shoals, tidal flats, mudflats, beach, sand ridges, coastal dunes, strand features, salt 
affected land, reclaimed land and deltaic plains. The coastal zone covers about 
18% of the earth's surface, is a zone of intense biogeochemical activity, is the area 
where around a quarter of global primary productivity occurs and comprise 
ecologically diverse ecosystem on the planet. More than 60% of the world's 
population lives in a belt within 60 km of coastal zones, with around 2/^^ of the 
world's cities with population of over 1.6 miUion people. Cracknell (1999) said 
that the coastal zone accounts for: 
> 14% of global ocean production 
> 80% of global organic matter burial 
> 75-90% of global sink of suspended river load and associated 
pollutants. 
> 90% of land-based pollution including sewage, nutrients and toxic 
materials. 
Scura et al, (1992) said that the coastal zone has the following characteristics. 
> Contains habitats and ecosystems (such as estuaries, coral reefs, sea 
grass beds) that provide goods (e.g., fish, oil, minerals) and services 
(e.g., natural protection fi-om storms and tidal waves, recreation) to 
coastal communities. 
> Characterized by competition for land and sea resources and space 
by various stakeholders, often resulting in severe conflicts and 
destruction of the functional integrity of the resource system. 
Stakeholders are groups in the communities having a special interest 
or involvement in the use of the resources as common property. 
> Serves as the source or backbone of the national economy of coastal 
states where a substantial proportion of the gross national product 
depends on activities such as shipping, oil and gas development, 
coastal tourism, and the like. 
> Usually is densely populated and is a preferred site for urbanization. 
Resources 
Studies have brought out the importance of values of coastal ecosystem and 
delineated the resources, which have been discussed below: 
SHORES 
1. Sandy coasts 
This includes sandy beaches, spit and frontal dunes, Hind dunes. Beach 
ridges, mobile sand sheets and cays. These sandy coasts comprise an important 
habitat for numerous plants and fish species. All of these ecosystems are effective 
sand binders and therefore enhance coastal stability against wind and water 
erosion. Virtually all of these ecosystems have high scenic and recreational 
amenity (Underwood & Chapman, 1993). Some of these ecosystems are 
susceptible to nutrient enrichment and occasional fires. Both of these events can 
significantly change the species composition, allowing opportunistic species and 
exotic weeds to invade. In terms of other habitat values, the above-tide areas of 
beaches and dunes are important and roosting and nesting areas for waders and a 
number of other shorebirds. Frequent disturbance of shorebirds at their high tide 
roosts can lead to unnecessary flight and severely drain their energy reserves. This 
3 
may be critical for the smaller species, which use energy at a higher rate and need 
to feed for long periods while sand and mudflats are exposed. In many localities, 
foreshore ecosystems are also vital nesting sites for marine turtles (RAC, 1993). 
Physical disturbance or obstructions such as construction of training walls, jetties 
or pipelines will all have serious impacts on the success of nesting. Other factors 
such as the levels of pollution from landward sources, or predation from feral or 
domestic animals, may significantly impair the survival rate of hatchlings. 
2. Rocky coasts (Headlands and Bluffs) 
These ecosystems have very high scenic and recreational amenity value 
that is susceptible to inappropriate development and intense visitation (Bennett, 
1992). Rocky coasts are also known to harbour a variety of lobsters and crabs. 
COASTAL WETLANDS 
3. Non-Tidal Wetlands 
This setting includes freshwater streams and streambanks, swamp forest 
and woodland and Ephemeral and Dunelakes (Gilligan, 1990). 
a. Freshwater streams and streambanks 
Streambank vegetation plays a role in stabilizing riverbanks, intercepting 
lateral groundwater flows and in nutrient removal. The overhanging canopies, 
particularly of small streams, provides shade and cooling to the stream. Leaf 
litter from streambank vegetation is a significant external input into such 
streams and supports a range of microbial and invertebrate foodwebs (Gordon 
et al., 1992). Upstream areas are important feeding and breeding habitat for 
many estuarine and marine fish. Freshwater vegetation also provides a source 
of food for numerous water birds and waders. The adults and juveniles of 
many fish and crustacean species migrate between the fresh and brackishwater 
areas which is aided by the presence of aquatic vegetation. 
b. Swampforests and Woodlands 
Swampforests provide considerable outputs of organic matter which 
support microbial and invertebrate food webs. Much of the litter can 
accumulate and in so doing, adsorbs nutrients such as nitrogen and 
phosphorous. By these mechanisms, swamp forests improve water quality, 
provide a rich source of organic carbon and form buffers between the 
hinterland and coastal waters (Pressey, 1987). 
c. Ephemeral and Dune lakes 
Ephemeral lakes are temporary water bodies created by overflow from the 
main drainage channels. Species richness amongst macro-invertebrates have 
been found to be extremely high in such lakes often with considerable species 
overlap existing between permanent and temporary water bodies. Ephemeral 
water bodies may therefore provide important feeding sites for vertebrates 
particularly waders and form an integral part of the ecology of the coastline as 
a whole. Ephemeral and dune lakes constitute important habitats for numerous 
species including rare and threatened species. They also provide drought 
refuges for waterbirds including migratory waders (SCS, 1990). 
4. Tidal Wetlands 
They include mangroves, saltmarshes, mudflats, sandflats and sandbars, 
seagrass beds and shallow channels. 
a. Mangroves 
The mangroves refer to the community of plants, which colonizes in soft 
muddy shores. These plants with their roots, help in consolidating the loose 
muddy soil and built up a barrier between the tidal action from the sea and 
floods from the rivers. Despite their limited plant diversity mangroves play an 
important role in coastal ecology (Hamilton & Snedaker, 1984). Mangroves 
are very important as they help in the production of the detritus, organic 
matter, recycling of nutrients and thus enrich the coastal waters and support 
benthic population of the sea. They support the most fundamental need of the 
coastal people i.e. food, fuel, shelter and monetary earnings (Rafaelli & 
Hawkins, 1994). Once established, mangroves foster the stabilization and 
accretion of mudbanks. Mangrove also protect and stabilize the shoreline, act 
as a barrier to storm inundation and maintain water quality by filtering land 
based run-off They also comprise important habitat for roosting, feeding or 
sheltering a large range of species (Hutchings & Saenger, 1987). 
b. Saltmarshes 
Coastal saltmarshes usually occur on the landward side of mangroves, 
where inundation occurs only by occasional spring tides (Adam, 1990). 
Recent studies have found that over half of the fish species using saltmarsh 
habitat were of commercial importance. Although these fish are 
predominantly bottom feeders, they do take some food items of terrestrial 
origin such as insects, spiders and lizards (Allen, 1992). 
Salt marsh vegetation provides important habitat for many insects, 
including rare species of butterflies. However, although not as productive as 
sea grasses or mangroves ecosystems, saltmarshes provide important inputs of 
organic matter to estuarine food chains and provide important habitats for 
some rare and endangered species. In addition, they also maintain estuarine 
water quality by filtering sediment from land based run-off (Ran well, 1972). 
c. Mudflats, Sandflats and sandbars 
Mudflats, sandflats and sandbars are important feeding areas for many 
coastal species (Mathieson, 1991). Mudflats, sandflats and sandbars 
associated with river mouths are also often areas of spawning aggregations for 
commercially and recreationally important fish such as whiting and 
barramundi. They are often highly productive sources of food items such as 
molluscs, small crustaceans, polychaetes, nematode worms, crabs and 
shrimps. While the flats are submerged, fish and other aquatic animals feed in 
these areas. Mudflats and sandflats are also important in nutrient cycling. 
Nutrients are adsorbed to the fine particulates in mudflats and may be retained 
until taken up by growing algae or seagrasses or released into the water during 
the flood events. In this way, nutrients stored and released by mudflats can 
significantly enhance local productivity. Thus many of the important 
prawning areas are associated with this nutrient cycling role in mudflats. 
d. Seagrass Beds 
Seagrasses are marine angiosperms, which have completely adapted to 
life in a dynamic, saline and often constantly submerged environment. 
Seagrassbeds generally occur in the lower intertidal and subtidal zones of 
relatively shallow, sheltered inshore areas. Such areas are typically bays, 
estuaries, and saline lagoons. Seagrass beds serve a number of ftmdamental 
ecological roles. They are a source of significant amounts of detrital material. 
Depending on species and location, one hectare of seagrass meadow may 
produce 3-20 tonnes of dried material per year. 
They are vital linkage in coastal food chains and nutrient cycling, and 
provide a wide variety of animal habitats. Individual plants provide 
microhabitats for epibiota, which form the lower tiers of fundamental coastal 
and estuarine foodchains. In addition to supporting detrital food webs, 
seagrass also forms a direct foodsource for grazing species. These grazers 
include: dugong, marine turtles, waterbirds, seaurchins, amphipods, 
gastropods snails and herbivorous fish species such as garfish, luderick, 
rabbitfish and leatherjacket. Sea grass beds provide shelter and protection 
from predation to the juveniles of many marine species. Large proportions of 
the fish and prawn species of commercial importance spend larval and 
juvenile stages in seagrass beds. Hence, the maintenance of healthy 
seagrassbeds is of fundamental importance to the success of commercial 
fisheries. Thus to preserve the biological diversity of coastally dependent 
species, it is necessary to protect a variety of seagrass beds along the coast and 
at varying distances of estuaries. Seagrass beds also facilitate substrate 
stabilization. The presence of seagrass beds reduces near-bottom current and 
water turbulence, thereby facilitating the deposition of suspended sediments. 
e. Shallow Channels 
Nearshore island and estuarine channels usually have relatively soft 
substrates of sand or mud. These areas are characterized by a rich and diverse 
benthic fauna of molluscs, crustaceans and polychaetes. They are important 
feeding grounds for a variety of species, which include cetaceans, waterbirds 
and commercially important fish and prawn species. Adults and older 
juveniles of many commercially important prawn species depend on soft 
unvegetated sediments both as physical habitat, and for the associated small 
mollouscs, crustaceans, polychaete worms and other organisms, which make 
up their diet. They are also important nursery habitat for many juvenile fish, 
which escape predation in these areas by schooling behaviour, use of 
camouflage or because turbid conditions obscure them from predators. 
INSHORE MARINE ENVIRONMENT 
5. Fringing Reefs/ Coral Reefs 
Coral reefe are amongst the most diverse of all ecosystems. They provide 
nursery and adult habitat for a great variety of marine species, including many 
of commercial importance. Fringing reefs are found around many continental 
islands and along the tropical and subtropical mainland. Most fi-inging reefs 
are structurally uniform with extensive mudflats enclosed by a short outer 
slope. The value of coral reefs, both for the biosphere and human utilization is 
well known. Reefs are the centres of high biological diversity and 
productivity, sites of CO2 sink and sources of huge deposits of CaCOa. They 
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help in shoreline protection for deriving pharmacological products especially 
the life saving drugs (Gopinatha Pillai, 1997). 
6. Rocky shores (Littoral and sub-Littoral Rock platforms) 
Both temperate and tropical rocky shores support a diverse mix of flora 
and fauna. Many commercially important fish species are associated with such 
habitats. Rocky shores are important habitats which support a diverse variety 
of algae and invertebrates which in turn, comprise food items for a range of 
commercially important fish species as well as such rare and threatened 
species such as turtles. During low water, they may also be important as 
roosting and feeding grounds for a variety of birds. Rocky shores and their 
commonly associated algal beds dissipate wave energy and help stabilize 
inshore sediments. Despite their often high exposure to wave energy, rocky 
shore ecosystems are susceptible sand burial to changes in water quality, 
particularly with respect to temperature, turbidity and dissolved O2 and to 
physical alterations to the substrate. 
7. Sandy Bottoms 
Sandy bottoms provide important habitats for a diverse benthic fauna, 
which forms the basis of food chains supporting prawns and fish. They 
respond to environmental changes, including substrate disturbance (storm 
damage or bottom trawling), variable detrital input, and changes in water 
quality (particularly salinity, turbidity, temperature and dissolved O2). 
8. Soft Bottoms 
They are important habitat with high biological diversity. They are habitat 
for rare or threatened species. They play an important role in recycling 
organic matter and are trophic linkage between benthos and nektons. They are 
an important habitat for commercial and recreational fisheries resources 
besides playing a vital role in adsorption of pollutants. 
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Problems/ Issues 
It is estimated that approximately 50% of the world's population live on 
the coastal fringes of landmasses and the likely trend is for this number to 
increase to 75% within a decade. For centuries people have been drawn to coastal 
regions for the rich soils for agriculture (of deltas and lowlands), the extensive 
fisheries resources, transportation opportunities and recreation, and just for the 
natural beauty of living on beachfronts. However, the air-sea-land boundary 
referred to as the coastal zone is dangerous, comprised of an extremely dynamic, 
complex physical / biological set of environments. Worldwide, the coastal zone is 
characterized by high population densities, extremely varied and important 
biological diversity, including coastal fisheries, rich agricultural lands, and 
economically important major ports. Such economically significant regions 
located on the fringes of the continents are prone to major catastrophic hazards 
that immediately affect large segments of the population and have lasting impacts 
on a nation's economy. (Huh et ah, 1984) 
Due to the increasing human population, there are continuous pressures on 
the marine areas like estuaries, coastal areas and also the open ocean. The major 
threats are of two types, abiotic and biotic. The abiotic threats are like cyclones, 
earthquakes, sea level rise and floods while the biotic threats are overexploitation, 
pollution, deforestation and reclamation. In recent years maximum small and 
large-scale industries producing toxic and non-toxic wastes have come up in 
coastal areas. More and more industries are in the pipeline. For this purpose the 
coastal areas are being reclaimed, disturbing the natural balance. World Resources 
Institute (1996) reported that about 34% of the world's coasts are at high potential 
risk of degradation and another 17 percent are at moderate risk. About 90% of the 
world's marine capture fisheries production is dependent on coastal habitats. 
Coastal fishing communities compete for access to fishing grounds, which is often 
unregulated. The known consequences of habitat damage include a loss or 
lowering of productivity, and the associated threat to local food security, 
contaminated aquatic food products, reduced economic viabihty, increased levels 
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of conflicts involving fishes, sometimes physical displacement of communities, 
increased unemployment, and the loss of trade opportunities. The major problems 
that affect the coastal zone along the Indian coast are; 
- Population pressure 
- Destruction of mangroves and coral reefs 
- Municipal sewage/ waste water disposal 
- Industrial effluent/solid waste disposal 
- Natural disasters 
- Impact of aquaculture 
- Coastal erosion 
- Impact of ports 
- Coastal mining 
- Coastal constructions 
- Ingress of seawater 
- Impact of power plants 
- Impact of tourism 
- Coastal Highways 
- Sealevel rise. 
Coastal population growth and the activities that accompany it not only 
increase pollution, they radically alter coastlines. Clearing, land reclamation, and 
channelisation of flood and tidal waters destroy coastal wetlands. Port 
development, road building, coastal construction, and the mining of beach sand 
for construction material obliterate shoreline habitats. These activities often 
increase coastal erosion and damage habitats, such as seagrass beds and coral 
reefs, away from the development site. In some countries, mining of coral reefs 
has destroyed them. Exotic species introduced with ships' ballast water and by 
other means threaten human health, marine ecosystems, and fisheries. 
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Coastal and marine tourism is one of the largest and fastest-growing 
sectors of the global economy. Like other forms of development, tourism brings 
population pressure and physical changes. The impacts can be especially severe, 
however, because developers often build tourist facilities too close to the water. 
Areas attractive for tourism are often highly vulnerable. Visitor numbers 
frequently exceed the carrying capacity of the environment. Coastal erosion, 
pollution, habitat destruction, and social decay are common consequences. 
Tourist boats, curio collectors, reef walkers, snorkelers, and scuba divers have 
damaged coral reefe in many tropical countries. Operators may even destroy 
ecologically important habitats including seagrass beds, mangroves, and 
wetlands that they consider unattractive to tourists. 
Mariculture, the forming of shellfish and finfish, can contribute to coastal 
degradation by destroying habitats and producing waste. Shrimp culture in 
particular has often led to the indiscriminate destruction of mangrove forests. 
This practice has declined, but persists in several countries including India. 
Both at the coast and in upstream catchment areas, water is diverted for 
power generation, urban and industrial development, and irrigation. This 
alteration of freshwater flows can result in increased coastal erosion, the loss of 
critical habitat, salt intrusion, and other environmental problems. 
Coastal population growth and development bring not only the direct 
physical destruction of coastal habitats, but enormous pressure on renewable 
resources. Increased demand for fish, and often more fishers has led to the over-
exploitation, often severe, of most coastal fisheries. Industrial fishing fleets have 
heavily exploited stocks farther offshore, and the majority of the world's fishery 
stocks are now fixUy or over-exploited. Associated with over-fishing are 
problems of by-catch and destructive fishing methods. The total global by-catch, 
the incidental harvest of non-target organisms, is some 29 million tonnes, about a 
third as much as the global marine catch. Largely in response to public concem, 
by-catch of seabirds, marine mammals and turtles has been significantly reduced, 
though it still occurs. Of greater concern now, perhaps, is the mass by-catch 
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mortality of less charismatic but ecologically important marine organisms, 
including the juveniles of many commercially important species. Destructive 
techniques ranging from the small-scale use of explosives and poisons to 
inappropriate industrial gears and methods destroy the very habitats and stocks 
that support the industry. Over-exploitation is not limited to fisheries. Large 
commercial enterprises destroy mangroves and other coastal forests on a massive 
scale. In many countries these forests are also cut down by poor people seeking 
farmland, timber, and firewood. Much of the world's mangrove forest has been 
lost, and the loss continues at a worrying pace. 
Nonetheless, pollution continues to damage the marine environment. 
Despite gains in some regions, sewage is still a major problem, especially when 
it includes industrial wastes. In some countries, particularly developing ones, 
sewage is the single largest source of coastal contamination. Many contaminant 
chemicals are inadequately regulated, and the regulations that exist are frequently 
violated. New chemicals are produced fester than their environmental risks can 
be assessed. Some, such as those that disrupt animal hormone systems, may 
result in long-term effects on marine organisms that are as yet poorly understood. 
Marine litter continues to be a problem. 
Hence, we can say that most coastal areas of India fece increasingly severe 
problems of rapidly growing human population, deteriorating environmental 
quality, loss of critical habitats, diminishing levels of fish and shellfish 
populations, reduced bio-diversity and increased risk from natural hazards. In 
view of these problems, the major issues confronting the coastal zone of India 
include the following (Nayak, 1997). 
• Providing baseline data and monitoring long-term trend of dynamic 
coastal system 
• Preservation, conservation and monitoring the units of vital/ critical 
environmental concern e.g. coral reefs, mangroves etc. 
• Assessing impact of conversion of wetland, reclamation of land from 
sea, sand mining, dredging and recreational activities. 
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• Sea level rise and possible effects 
• Saline intrusion 
• Planning and implementation of coastal protection work (erosion, flood 
protection, salt-water intrusion). 
• Understanding interactions between different developmental activities 
and modification of coastal processes. 
• Selecting appropriate locations for industries, landfeU points, 
recreational activities, construction setback lines and aquaculture. 
1.2 Role of Remote Sensing and need for synoptic studies 
Researches have shown that Remote Sensing techniques have made major 
breakthrough in coastal studies. It has played an important role in documentation 
of prevailing environment in the coastal areas with synoptic coverage in the 
inaccessible areas. Remote Sensing has proved to be extremely useful in 
providing information on various components of the coastal environment. The 
data from remote sensing satellites because of its synoptic and repetitive 
capability, have proved to be extremely useful in creating baseline inventories of 
coastal wetlands, coral reefs and mangroves, monitoring of protected areas, site 
selection for brackishwater aquaculture, detection of shoreline changes and 
estimation of suspended concentration (Biradar & Abidi, 2000). Also it has 
proved to be extremely useful in providing multi-temporal information on 
various components of the coastal environment, viz. Coastal wetland conditions, 
mangroves and coral reefe degradation, coastal landforms and shoreline changes, 
tidal boundaries, brackishwater areas, suspended sediment dynamics, coastal 
currents and air pollution. Using multispectral satellite data (IRS- lA LISS n and 
Landsat TM data), coastal habitats of entire Indian coast were mapped on 
1:250,000/1:50,000 scale for creating baseline information (Nayak et al, 1992, 
1996). SAC (1991) developed remote sensing based methodologies that have 
been developed for mapping coastal wetlands and shoreline changes using 
14 
satellite data. Analysis of satellite data is done with the help of computer aided 
digital techniques or visual techniques. 
Different wavebands of light penetrate water to varying degrees; red light 
attenuates rapidly in water and does not penetrate deeper than 5m or so, whereas 
blue light penetrates much further (15 m), and in clear water, the seabed will 
reflect enough light to be detected by a satellite sensor even when the depth of 
water approaches 30 m. The green light penetrates as fer as 15m in clear waters 
around coral reefe. Near Infra-red (0.7-0.8 i^ m) is fully absorbed (Mumby & 
Edwards, 2000; Jupp, 1988). 
Importance of remotely sensed data for inventorying, mapping, monitoring 
of coastal zone was realized early in 1970. Nayak et al. (1986, 1989 and 1992) 
and Bahuguna & Nayak (1995) have stated that remote sensing data due to its 
repetitive, multispectral and synoptic nature, has proved to be extremely useful 
in providing information on various components of the coastal environment, viz., 
coastal wetland conditions, mangrove and coral reefs degradation, coastal 
landforms and shoreline changes, tidal boundaries, brackish water areas, 
suspended sediment dynamics and coastal currents. Nayak et al. (1996), 
Bahuguna and Nayak (1996), Navalgund & Bahuguna (1999), have proved that 
IRS-IC/ ID with LISS III and PAN sensors are extremely useful in the 
discrimination of dominant mangrove community zones, mapping details of 
ports and harbour areas as well as in assessing damage due to cyclones in the 
coastal areas and delineation of coastal regulation zone. 
13 Research Objectives 
The overall objective of the research is to study the ecology of the selected 
coastal environments of Gulf of Cambay using Remote Sensing data. These 
environments are critical as they are undergoing constant change in biodiversity 
and are most vital for the sustenance of human life. The general objectives will 
primarily be aimed at on how best Remote Sensing can be applied for study of 
coastal ecology and the specific objectives will give rise to several hypotheses. 
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The coastal areas, which are most valuable from the point of view of 
fisheries, have unfortunately become increasingly vulnerable to human abuse 
through reclamation, waste disposal and offshore oil prospecting. Subtle issues 
that affect management of coastal fisheries and aquaculture including loss of 
biodiversity, control and reduction of fishing intensity, conflicts between fishing 
sectors, habitat destruction, disposal of urban and industrial wastes, sustainable 
shrimp farming, resource potential, offshore oil exploration, global warming and 
sea level rise. 
The Gulf of Cambay is a very dynamic environment which poses 
enormous difficulties for development work due to the very high tidal amplitude, 
extreme amounts of temporal-spatial sedimentation, shifting of bathymetric 
features, constant shoreline changes due to erosional and depositional processes 
as well as through human developmental activities and oscillatory movement of 
mudbanks and tidal flats. The changes in the form of natural hazards are an inbuilt 
component of Gulf of Cambay and are manifested in many ways. At the same 
time the region is naturally endowed with hypersaline water of the gulf, along 
with the lack of rainfall and solar heat stress, which makes this region the major 
salt producing state in the country. Moreover the salt-water intrusion into the 
coastal aquifer has also made it feasible to pump the groundwater into salt farms, 
instead of using the tidal water which aggravates the salt-water intrusion as a 
major risk in the region. The west coastal region of Gulf of Cambay has attracted 
industrial establishment with less social opposition. A large portion of the tidal 
flat has already been transformed into a complex industrial salt farm for extraction 
of fertilizer quality chemicals by Nirma soap and detergent industries. Another 
large parcel of tidal land between two major creeks (Sonarai and Bavliali) has 
been dedicated for the development of an all weather port by JK Industries. These 
developments almost entirely transform the N-Westem coastline of Gulf of 
Cambay and have a major influence on the coastal environment. 
To study the coastal ecology of Gulf of Cambay, it was felt that some 
specific research should be carried out to use modem geoinformation technology 
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such as Remote Sensing. Remote sensing can play a major role in coastal 
environments because of its sjmoptic and repetitive coverage, obtaining 
information on natural resources quickly, at low cost and in inaccessible areas. 
The objectives of the present research can be categorised into the following: 
a. Qualifying and Quantifying criticality of coastal environments. 
b. Development of baseline data to help in studying criticality of the 
coastal environments. 
a To develop a relevant methodology of applying Remote Sensing to study 
the ecology of coastal environments 
d. Studying the status of the environment 
e. Studying the changes vis-a-vis development 
1.4 Coast of Gulf of Cambay 
Due to unique oceanographic features, the Gulf of Cambay is the least 
explored region in oceans around hidia. However considerable exploration has 
been conducted on the nearshore estuarine environment and coastal 
geomorphology. The coastal region around Gulf of Cambay is one of the most 
industrialized regions of the country. Moreover the ocean space is not 
discontinuous and therefore any environmental stress borne by this region cannot 
remain confined to this area. It is because of these reasons that fiirther exploration 
and detailed treatment could no longer be postponed. 
The coast of Cambay is marked by a number of estuaries, islands, 
mudflats, cliffs, salt marshes and mangrove swamps. A number of studies (Shaikh 
et al, 1989) including Landsat data (Nayak & Sahai, 1985) have indicated 
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significant geomorphic changes in the last two decades. They found that there 
have been shoreUne changes due to erosional and depositional processes, a 
process accelerated not only by natural geological agents like strong tidal forces 
but also through developmental activities such as construction of dams, 
destruction of mangroves due to human interference and rapid industrialization. 
Occurrence of armoured mudballs noticed in the sedimentary environment also 
point to the process of coastal degradation (Wadhwan, 1991). 
Tides, waves and currents provide energy that is constantly working to 
change landforms such as shoreline, estuaries, mudflats, mangroves, relict 
alluvium, cliffe, dunes, flood plains, paleochannels, paleomeanders and oxbow 
lakes. Shoreline along the Gulf of Khambhat (Cambay) is indented by estuaries 
and creeks, which are characterized by islands and extensive mudflats and 
absence of sandy beach. All these features of landforms have evolved due to high 
tidal range in this region. 
Shoreline changes in Mahi and Narmada estuary are significant (Nayak & 
Sahai 1985). The erosional processes are predominant in the Mahi estuary while 
the depositional processes are predominant in the Narmada estuary. 
The coastal region around the Gulf of Cambay (Khambhat) is diverse in its 
geomorphic and climatic conditions. The average annual precipitation varies from 
600nm on the westem side to 800nm on the eastern side. However, about 900 
Km^ around the Gulf shows a high concentration of inherent salts in the sediments 
and groundwater has high salinity reaching 2000 ppm and above. Marine 
productivity depends greatly on nutrients like phosphates, silicates and nitrates. 
The coastal region plays significant role in recycling these nutrients and thus 
requires protection (Nayak & Sahai 1985). 
Some of the parameters that determine water quality are temperature; 
salinity, dissolved oxygen, nutrients, turbidity and toxicity (NIO, 1994). As large 
quantities of mud is being brought down by natural sources, the gulf water was 
found to be highly turbid. At the mouth of the gulf, the salinity recorded was 
around 34.5 dS/m (Desi Simmens per Meter) showing typical marine environment 
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whereas the salinity near the mouth of the major rivers revealed an average value 
of 26.14 dS/m. It was observed that the region in the middle of the gulf represents 
the typical environment of industrially developed coastal region. The pH of the 
coastal water that varies from 7.5 to 8.2 is in the range commonly observed for 
the coastal water of South Gujarat. 
A healthy ecosystem is not only important for marine ecology as a source 
of freshwater supply but also as a breeding place for many species of marine 
organisms. Information regarding the pollutants entering Mahi, Narmada and Tapi 
estuaries is fragmentary in nature. The influence of organic pollution appear to be 
low in Narmada and Tapi estuaries (Zingde & Desai, 1987) 
Singh (1994) stated that mangrove vegetation of the western coast of India 
is mainly located in Gujarat. However, the Gulf of Cambay region is not rich in 
mangrove vegetation and accounts only for 5 percent of the total mangroves of 
Gujarat. The major mangrove areas were found to be 19 Km^, 12 Km^ and 4 Km^ 
in Bhavnagar, Bharuch and Surat respectively along the entire coastline of the 
gulf 
A systematic and conclusive study of fishery resources is yet to be 
conducted in this region. The information regarding various aspects of breeding 
and locations of different species, the effects of pollution on different aspects of 
marine life, is limited except some commonly available species such as Bombay 
duck and Narmada prawns. 
A new port policy of privatization of ports is going to add a number of 
large and medium ports on the coastline of Gujarat. Similarly a number of ports 
are planned in this region. This requires attention not only from the point of view 
of construction but also from traffic regulation and especially the oil cargo 
transport. One such region is the district of Jamnagar, which will experience 
environmental stress. The refineries around this region may or may not contribute 
significantly to marine pollution but the development of downstream industries 
and unorganized sectors is likely to create serious environmental problems. 
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Hence we see the Gulf of Cambay is a region of environmental complexity 
and economic opportunities. In Gulf of Cambay we see a force of change in its 
dynamic best. The short term but persistent processes like tidal effects are of 
largest dimension in the region. The slow and gradual processes like sediment 
balance are massive. It is a system in hurry and constant transformation, 
underlines every aspect of its existence. We see from the past that regions where 
tidal flats stood stoically have changed to creek beds and the shallow shoals of 
yesteryears are exposed lands today. So the objective of the research is to give a 
concise, precise and qualitative understanding of the environment so that the 
developmental activities might derive benefits of the synoptic information derived 
by means of remote sensing. 
1.5 Research Methodology 
1.5.1 Research Hypotheses 
a. Dynamic coastal environments are difficult to understand through 
conventional method of research. 
b. Synoptic information for satellite data is usefial and appropriate for 
rapid and accurate monitoring of coastal changes 
c. Coastal studies are multidisciplinary and require information system 
approach to study and mitigate the problem arising out of them. 
d. Gulf of Cambay is encountering short and long term changes, which 
needs appropriate scientific attention to predict and prevent. 
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1.5.2 Framework of the study 
Coast of Gulf of Cambay 
Multidate Satellite 
data 
(IRS- IC/ ID LISS 
III) of the Study 
area 
Literature Review 
Geometric Correction 
of the satellite data 
Digital Image Processing 
Techniques and Data 
Analysis 
1. Supervised Classification 
2. Radiance Analysis 
3. Shoreline change detection 
4. NDVI Analysis 
5. Principal Component Analysis 
6. Image ratioing and Image 
differencing 
7. Tasseled Cap Transformation 
] 
Field Surveys 
Ground Truth 
validation 
Information on 
environmental changes 
of the Gulf of Cambay 
Figure 1.1 Schematic sketch of the study plan 
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Chapter II 
Review of Relevant Research 
Chapter II 
Review of Relevant Research 
2.1 Coastal Environments 
2.1.1 Coastal Environments, Resources and Problems 
The coastal zone- where land meets sea and where fresh and salt waters 
mix- contains many of the Earth's most complex, diverse and productive 
ecological system. It fiinctions as a protective buffer and filter between land and 
the sea and is increasingly valued for recreational and aesthetic purposes. Coastal 
areas are diverse in function and form, dynamic, and do not lend themselves well 
to definition by strict spatial boundaries. Unlike watersheds, there are no exact 
natural boundaries that unambiguously delineate coastal areas. Defining coastal 
zone is rather a difficult task. It is not simply the land ocean interaction zone. This 
is very complex, diverse, rich, fragile and delicate ecosystem, which should be 
treated very carefully. Some of the continuously used concepts to define coastal 
zones are as follows: 
According to UNCED Agenda 21, ch. 17.3, (1992), "the coastal area 
contains diverse and productive habitats important for human settlements, 
development and local sustenance. More than half the world's population lives 
within 60 km of the shoreline, and this could rise to three-quarters by the year 
2020. Many of the world's poor are crowded in coastal areas. Coastal resources 
are vital for many local communities and indigenous people. The exclusive 
economic zone (EEZ) is also an important marine area where the states manage 
the development and conservation of natural resources for the benefit of their 
people. For Small Island States of countries, these are the areas most available for 
development activities." According to Nayak et al. (1986, 1992) Coastal zone 
means coastal waters, tidal wetlands and adjacent shorelands strongly influenced 
by marine waters or vice-versa. This definition is comprehensive, recognizes 
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existing resource areas of economic and environmental significance and can be 
presented in a map form. 
It is not completely trivial exercise to identify what is meant by, or what is 
defined to be the coastal zone. However, the question of the definition of the 
landward boundary of the coastal zone is much more difficult. As per the report of 
Pemetta & Milliman (1995), this boundary is feirly arbitrarily taken to be at the 
contour that is 200m above the sea level. The coastal zone is clearly of major 
economic and social importance. The coastal zone fi^om 200m above to 200m 
below sea level: 
• Occupies 18% of the surface of the globe 
• Is the area where around a quarter of global primary productivity 
occurs 
• Is where around 60% of the human population live 
• Is where two-thirds of the world's cities with population of over 1.6 
million people are located 
• Supplies approximately 90% of the world's fish catch. 
Thus, with these definitions of coastal zone, it has been seen that it is of 
far greater importance than would be suggested by its area in relation to that of 
the whole surface of the Earth. Moreover, one can also argue that 
anthropogenically driven change is more intense in coastal regions than elsewhere 
and Pemetta & Milliman (1995) have also listed following various reasons for 
this: 
• This is where the majority of people presently reside, resulting in 
comparatively high existing population densities. 
• Rates of growth in coastal population are usually greater than rates of 
growth in inland areas due to migration of permanent residents. 
• Most intemational tourism is coastal. 90% of land based pollution 
including sewages, nutrients and toxic materials remain in the coastal 
region. 
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• Much of the fertile agricuhural land in tropical countries is coastal, 
hence landuse and cover changes are most intense in coastal margins. 
• Earlier this century, the anthropogenically driven flux of sediment 
from land to ocean exceeded natural rate of flux. 
• At continental scales, the rate of sediment flux is now considerably 
reduced, due to dam construction and large-scale irrigation schemes (a 
reversal of previous trends). 
Coasts have been a source of resource and service to the mankind for long. 
They have been used for procuring food, energy and minerals. They have also 
served in transport, provided physical space for unique developmental activities 
and have absorbed effluents and unnatural products (Sudarshana et al, 2000). 
Coastal areas normally support the wide diversity of highly productive habitats 
like sand dune vegetation, mudflats, mangroves, corals, marine algae and 
seagrasses. In addition to this the planktonic population of phyto and zooplankton 
also contribute its might to the total productivity of the coastal zone. All these 
biological systems contribute directly or indirectly to the world's production of 
fish, crustaceans as well as molluscs. Moreover most of the agriculture production 
is concentrated in the coastal plains and estuaiine deltas (Davis, 1994). 
Humanity has always had a close relationship with the coast. Traditional 
uses of coastal space include trade and conquest, migration and defence and in 
some cases, a focus for cultural and spiritual identity (Bartlett & Carter, 1990; 
Carter, 1988). At least 40% of the world's population now lives within the coastal 
zone (Carter, 1988) while for many countries of the world the oceans and 
especially the continental margins, provide an essential primary source of protein 
(Salm & Clark, 1984). Minerals and vital hydrocarbons also come from many of 
our coastal waters (Cooke & Doomkamp, 1990; JefiFeries- Harris, 1991) while the 
off-shore zone is often seen as a convenient disposal ground for sewage and for 
domestic and industrial wastes, including toxic and/ or radioactive materials. The 
coastal fringes of our landmasses are also becoming increasing sought after for 
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leisure and tourism developments, both organized and informal. All of these 
activities may contribute significantly to the social and economic development of 
society (Bartlett, 1993). 
Coastal areas are vital to the prosperity of the country and are, biologically 
most productive areas supporting a wealth of living marine resources. Marine 
capture fisheries in India is very important sector, being a source of valuable food, 
employment and foreign exchange earnings. In India, the largest fish production 
comes fi'om the coastal capture fisheries of inshore waters (< 50m depth) which 
contributed about 82% to the total marine capture fish production of 2.7 million 
tonnes in 1997. Production fi'om coastal aquaculture is about 70,000 t of 
brackishwater prawns. These very areas are most valuable from the point of 
fisheries (Biradar & Abidi, 2000). 
The important coastal environments are given below: 
Upwetting areas are highly productive because nutrient rich warm water from depth 
reaches the surface where ample sunlight fuels primary production. 
Coral reefs are amongst the most impressive and diverse, as well as productive 
structures on earth. About 58 percent of the world's reefs are at risk of degradation 
because of coastal development, destructive fishing and pollution from inland 
runoff from deforestation and farming. 
Salt marshes These highly productive ecosystems serve as nursery grounds for 
diverse fish and shellfish, and habitat for birds and other wildlife. They trap 
sediments and nutrients as well. The cord grass Spartina is the most important plant 
in many easter seaboard saltmarshes. 
The Coastal shelf is characterized by shallow (200-m depth) water, and extends 50 
(Cape Hatteras) to 150-km (Cape Cod) offshore. The Shallow depth allows re-
suspension of nutrients due to storms, and so biological productivity usually is high. 
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Estuaries form where freshwater from rivers and streams flows into the ocean, 
mixing with the salty seawater. Estuaries act as a natural bufifer between the land 
and ocean, absorbing floodwaters and dissipating storm surges Often they exhibit 
vertical stratification, with outward-flowing freshwater resting on a layer of denser 
salt water along the bottom 
Mangroves are composed of mangrove trees that have specially adapted aenal and 
salt-filtering roots and salt-excreting leaves that enable them to occupy the saline 
wetlands where other plant life cannot survive Mangrove is not a taxonomic 
category, but a diverse group of salt-tolerant plants. They provide habitat and 
stabilize currents, allowing many organisms to dwell amongst them 
Coastal Shore and Barrier Islands Scenic and nch in wildhfe, coastal regions have 
high recreational value. Roughly 300 barrier islands occur on Atlantic and Gulf 
Coasts. Extremely dynamic landmasses, they are retreating landward in response to 
rising sea levels 
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Indian Coast 
India has a long coastline of about 7500 km including its island territories 
and richly diverse coastal zone having ecosystems like, coral reefs and mangroves 
which contribute to its high productivity along with wide expanse of mudflats, 
lagoons, estuaries, beaches, dunes and such others. About 37,317, was the 
population of coastal urban agglomerations in 1980 and is predicted to rise to 
78,255, in year 2000. There are 14 marine and coastal protected areas covering 
474000 ha in India as shown in Table 2.1 (Nayak et al, 1992). 
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Resources 
Much of the world's wealth of biodiversity is found in highly diverse 
marine and coastal habitats. The pelagic water column and wealthy benthic 
marine environment are the dwelling places for millions of species including 
mammals, reptiles, fish and invertebrates like crustaceans, molluscs and worms. 
The marine ecosystems such as estuaries, coral reefs, marshes, mangrove forests 
and seagrass beds are all characterized by high biological productivity and any 
erosion into the species diversity of these areas would signal a decline in 
productivity; of course with detrimental consequences for coastal communities 
(Babu&Aroral999). 
Marine and coastal ecosystems provide a wide range of important food 
resources and critically important services to human beings. Their ecological 
functions include storing and cycling of nutrients, regulation of water balance, 
protection against erosion due to currents and waves and most importantly 
filtering the pollutants. In addition, regulation of climate through the oceans and 
photosynthetic pump, removal of primary green house gas from the atmosphere 
and production of one third to one half of global oxygen characterize the coastal 
areas (Allen-Diaz etal, 1995). 
The coastal ecosystems act as nurseries and feeding grounds for many 
coastal and pelagic species, important for human consumption. Ingredients for 
food, cosmetics, industrial chemicals and dyes are also provided with by marine 
species especially plants (seaweeds and seagrasses). It is also well known that 
marine organisms produce previously unknown bioactive compounds, including 
antiviral and antitumour agents which have very great medical potential. Marine 
biodiversity is also thought to produce new enzymes for industrial 
biotechnological applications, environmental technologies, adhesives and other 
industrial compounds. Exploitation of marine living resources, even of single 
stock, is therefore a biodiversity issue. The economic and life saving value of 
biodiversity is receiving more understanding and attention and at the same time. 
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denudation of the habitats (rich in biological diversity) such as tropical rain 
forests, wetlands and coastal ecosystems is also continuing alarmingly. The 
present population is consuming directly or indirectly 40% of the energy fixed on 
land as food and the percentage exceeds 50% when the production of the ocean is 
included (Gubbay, 1989). 
Current range and status of coastal and marine resources oflndia 
Seaweeds 
Seaweeds or marine macro-algae form one of the important marine living 
resources. They belong to three main classes of algae viz. Chlorophyceae (green 
algae), Phaeophyceae (brown algae) and Rhodophyceae (red algae). They occur 
in the intertidal and subtidal zones of the sea and also in brackish water 
environments. They grow on rocks, stones, pebbles, dead corals, and other 
substrates and also as epiphytes on seagrasses. 
It has been recorded that 806 species of seaweeds exist along the Indian 
coast, of which, 487 species belong to Rhodophyceae, 186 to Phaeophyceae and 
133 to Chrolophyceae (Krishnamurthy, 1991). The surveys carried out so far 
along the east and west coasts of India and Lakshadweep and Andaman and 
Nicobar islands clearly show the impressive diversity and abundance of seaweed 
resources of our country and the total standing crop of the seaweeds is 
approximately 77,000 tonnes (wet). Over-exploitation of seaweeds of commercial 
importance for the seaweed industry and destruction of habitats due to various 
activities such as coral mining, trawl fishing, construction of jetties and dumping 
of municipal garbage are considered to be the two important causes for the loss of 
seaweed biodiversity in India. (Krishnamurthy, 1991) 
Seagrasses 
Seagrasses are the submerged marine angiosperms growing well in tidal 
and subtidal areas of all seas except the polar regions. Seagrasses have a well 
developed creeping rhizome, bearing branched or un-branched roots at each node 
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and erect shoot bearing several foliage leaves. They are not true grasses of the 
family Poaceae which has only terrestrial grasses but belong to two related 
families of monocots viz. Hydocharitaceae and Potamogetonaceae and are 
successfiiUy adapted to the saline environment (McRoy & Helfferich, 1980). 
Seagrasses have a high growth rate, producing organic matter about 300 -
600 g dry wt. / m / year which excludes root production (Thayer et. al., 1975). 
They serve as sediment traps besides stabilizing the bottom sediments, thereby 
improving the water quality. Seagrasses are also involved in cycling of nutrients 
in their environment and provide food and shelter for diverse groups of organisms 
and act as a nursery ground for many fishes of commercial importance. Thus, they 
play a vital role in the fisheries production of any region in which they exist 
(Hartog, 1970). 
Das (1996) stated that geographic distribution of the seagrasses is well 
known in southeast Asian countires as well as in Australian and Caribbean coasts. 
Areas where seagrass records are scarce include parts of South America, Africa 
and Indian subcontinent. There are 13 genera and 58 species of seagrasses 
distributed throughout the world, hi hidia, there are 6 genera and 14 species and 
all of them have been reported fi-om the east coast. Species of the genera 
Halophila and Halodule are found distributed throughout the east coast. From the 
Palk Bay region, 6 genera of seagrasses with 11 species have been recorded 
whereas 13 species from the Gulf of Mannar and 9 species fi^om the Andaman and 
Nicobar islands have also been recorded. (Das, 1996). 
Fishing on seagrass beds using mechanised boats causes heavy damage to 
the seagrass beds. The seagrass sites of the Palk Bay and Gulf of Mannar viz. 
Kattumavadi, Kottaipattinam, Manora, Manamelkudi and Mandapam are the key 
fishing and fish landing areas and hence the possibility of protecting and 
conserving the seagrass meadows in these regions appears to be remote (Shepherd 
era/., 1989). 
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Mangroves 
Mangroves are tropical and subtropical swampy forests comprising trees 
of many unrelated genera that share the common ability to grow in saline, coastal 
environments. They are important as coastal stabilizers and shelter belt areas. 
These formations protect the coasts and the landward areas from erosion and 
cyclonic destruction to some extent. They mainly function as the most ideal 
spawning, breeding and nursery grounds for nearshore and estuarine organisms 
like fishes, crabs, prawns and molluscs which include some commercially 
important species of Mugil, Hilsa, Lates, Scylla, Meretrix and Penaeaus. Apart 
from this, the mangrove forests of India have importance from the point of view 
of wild life, recreation and education. 'Project tiger' of Sunderbans and 
'Crocodile sanctuary' in the Mahanadi delta are some examples for this (MoEF, 
1999). 
The total area covered by mangrove forests in India is estimated to be 
approximately 4,250 sq km (Krishnamoorthy, 1997). The deltaic environs of 
India's east coast support extensive mangrove forests as a result of a general 
intertidal slope and heavy siltation. The largest stretch of mangroves in the 
country is in West Bengal, where the Sundarbans cover an area of about 4200 sq 
km. The Andaman and Nicobar islands located in the northeast Indian Ocean, 
account for an additional 1190 sq km. In addition, a considerable area of 
mangroves exists in the states of Orissa, Andhra Pradesh and Tamil Nadu 
(Kathiresan & Bingham, 2001). 
The mangrove ecosystems are rich in biodiversity for the reason that they 
are open and dynamic ecosystems with widely fluctuating physico-chemical and 
other environmental conditions and hence harbouring a plethora of genetically 
diverse organisms of terrestrial, estuarine and marine habitats. In India, totally, 
1854 species of flora and fauna have been reported from the mangrove environs; 
of which, 412 are floral species and 1442 are faunal species, contributing 23% 
and 77% respectively. Floral and feunal species from tiie mangroves of India are 
reported by Kathiresan and Rajendran (2000). The mangroves of India comprise 
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69 species excluding saltmarshes and other associated species, under 42 genera 
and 27 families. Of these, 20 mangroves species are either rare or endemic, but 
none of them entered into the red data book (WWF, 1992). 
Coral Reefs 
The taxonomic status of coral reef flora and fauna is similar to that of 
diverse terrestrial habitats including tropical rain forests where new birds and 
mammals continue to be recognized and thousands of species of insects and other 
invertebrate organisms await discovery and description. Coral reefs provide a 
complex habitat for a variety of fishes (shell and finfishes) and benthic organisms 
with a vast array of ecological niches and thus represent a highly productive 
natural ecosystem. Over the last few decades, degradation of coral community has 
become a world-wide phenomenon as indicated by loss of species diversity and 
decrease in coral cover and fishery resources due to over-exploitation of living 
resources in addition to non-living resources. Coral reef destruction due to spiny 
starfish invasion has also increased at an alarming rate. So, such a combination of 
short and long-term physical and biological disturbances and over-exploitation of 
resources can change the reef community dramatically. A total of 199 species of 
scleractinian fauna belonging to 71 genera are hitherto recorded in India, 
including the Lakshadweep, Gulf of Kutchch, Palk Bay and Gulf of Mannar and 
Andaman and Nicobar islands. Of these, 155 species belong to hermatypes and 44 
species belong to ahermatypes. A recent study conduced by the Zoological Survey 
of India (Chennai) at Port Blair reveals that the total number of species of 
scleratinian corals may increase up to 265 species (KrishnaKumar, 1997). 
The coral reef formation in Tamil Nadu is chiefly confined to the Gulf of 
Mannar and Palk Bay. A marine national park has been established on both sides 
of Mandapam Peninsula along the southern coast of Tamil Nadu to protect these 
coral reefs which are facing severe ecological threats due to tourism, industry and 
port development activities, in addition to over-exploitation of colourful 
ornamental shells. In the Gulf of Mannar, the coral reefs extend from 
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Rameswaram to Tuticorin port covering a distance of 140 km with an estimated 
formation of 100 sq. km. Reefs are not continuous but are mainly found around 20 
small islands at a maximum depth of 6 meters (Kumaraguru, 2000). Reefs of tiie 
Palk Bay are only 30 km in length along the northern part of the Mandapam 
peninsula in the east-west direction, occurring about 200 m away from the shore, 
in patches. Sedimentation in the shoreward side influences the distribution of 
corals in general. The outer side of the reef contains ramose corals while the inner 
side has massive corals with large polyps and 94 species of corals belonging to 37 
genera have been recorded from this region (BOBP, 1994). The corals have been 
mined from earliest times for lime and mortar. In the past few decades, licensed 
mining has also been taking place for industrial purposes. Nearly 15,000 tonnes of 
corals (living and dead) are said to be removed around Tuticorin area. Such coral 
removals have resulted in the reduction of productive coral habitats. Over-
exploitation has damaged and destroyed the coral reefs in many sites. Even if the 
mining is stopped now, it may take another three decades for reasonable re-
colonization. DOD& SAC (1997) published an area estimate (km^) of coral reefs, 
seaweeds and seagrasses in India. 
Fish and Fisheries 
Day (1889) described 1418 species offish under 342 genera from the 
British India. Talwar (1991) reported 2546 species offish belonging to 40 orders 
254 families and 969 genera. The Indian fish fauna is divided into two classes viz. 
Chondrichythyes and Osteichthyes. The Chondrichthyes (those with cartilaginous 
skeleton) is represented by 131 species under 67 genera, 28 families and 10 orders 
in the Indian region. These fishes (sharks, skates and rays) form one of the 
important commercial fisheries in India. The annual average landing of the Indian 
Chondrichthyes is 33442 tonnes. The Indian Osteichthyes (those with bony 
skeleton) are represented by 2415 species belonging to 30 orders 226 families and 
902 genera (Barman, 1998). 
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The marine fish production in India during 1999 has been provisionally 
estimated at 2.42 million tonnes (mt) which is 9.3% less compared to 2.67 mt of 
1998. The pelagic fish group forms 52.9% of the total landings whereas demersal 
finfish, crustaceans and molluscs together contribute 47.1%. The landings by 
mechanized modem units account for 65% of the production, while the traditional 
units, 35%, (Kurup et al, 2000). The crustacean landings of 3,99,570 t in 1999 
contributed 16.5% towards the country's total marine fish landings. Group-wise 
contribution of crustaceans amounted to 41.43% by penaeid prawns, 38.67% by 
nonpenaeids, 0.52% by lobsters, 6.89% by crabs and 12.49% by stomatopods. 
However, the landings of 1999 suffered a decline of 19.79% over the previous 
year. 
Birds 
India offers a variety of habitats which range fi-om the snowcapped 
Himalayan ranges to the vast deserts in the Thar, from the lush tropical rain 
forests of the Western and Eastem Ghats and the northeastern states to the equally 
diverse coral reefs along its coastline and around its islands. These habitats also 
range from waterlogged wealth of its freshwater and saline wetlands to the rich 
variety of forest types, scrubs and grasslands, its rich plains and river valleys. 
Considering such a vast diversity of habitats, it is of no wonder that it offers home 
for about 1200 species of birds. About 176 species, represented by 11 orders, 39 
families and 106 genera are endemic to Indian subcontinent. Many of them are 
spill overs to Pakistan, Nepal, Bhutan, Bangladesh, Myanmar and Sri Lanka. 
Many species are relictual and 50 species and 11 genera are endemic to India 
exclusively. Besides, 106 endemic species of the subcontinent also occur in India 
(Saha, 1998). 
Reptiles 
Marine reptiles of India include turtles, crocodiles and sea snakes. Of the 
12 living turtle famiUes, only 2 families are marine which include 8 species, of 
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which, 5 are found along the Indian coastline viz. Dermochelys coriacea (leather 
back sea turtle), Chelonia mydas (green turtle), Eretmochelys imbricata 
(Hawksbill), Caretta caretta (Loggerhead sea turtle) and Lepidochelys olivacea 
(Olive ridley). Three species of crocodiles viz. saltwater crocodile {Crocodylus 
porosus) mugger (Crocodylus palustirs) and Gharial (Gavialis gangeticus) are 
found in the subcontinent. There are about 20 species of sea snakes reported from 
India (Agrawal, 1998). 
Problems 
We may now devote our attention to some of the problems which 
confront, the coastal ecosystems. Recently, the coastal zone has also experienced 
a rapid growth of industries (Cutter, 1999). All these activities are not properly 
planned and regulated inspite of various laws available (Vanguri, 1994). This 
trend has created tremendous pressure and the ecological balance is disturbing. 
There are various factors which are degrading the coastal waters (Mesorovic & 
Pestel, 1974). 
The coastal zone of world is under increasing pressure due to high rates of 
human population growth, development of various industries (tourism, chemical, 
petrochemical, fishing, aquaculture, shipping, mining, etc.), discharge of 
municipal sewage and industrial waste effluents and offshore petroleum 
exploration activities. This industrial development on coast has resulted in 
degradation of coastal ecosystems and diminishing the living resources of 
Exclusive Economic Zone in form in form of coastal and marine bio-diversity and 
productivity. Apart from these, the coastal processes of erosion, deposition, 
sediment transport as well as sea-level rise continuously modify the shoreline and 
affect coastal ecosystem. Sometimes individual coastal events, such as cyclones, 
floods, take place very rapidly and pose serious threat to human life and property. 
Human activities also induce certain changes or accelerate the process of change. 
Thus there is an urgent need to conserve the coastal ecosystems and habitats 
including individual plant species and communities so that their current and 
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potential usefulness to people is not impaired. By promoting wise use of coastal 
resources, annual yields can be assured in perpetuity. (Nayak, 2001). 
Major direct threats to the marine and coastal biodiversity are many and 
are interrelated. Some of the important threats are habitat destruction and 
conversion, introduction of exotic species, monoculture, pollution, hunting and 
poaching, over-exploitation and global changes. All these factors singly or 
combinedly cause erosion into the coastal marine biodiversity. The documented 
endangered marine life includes 8 species of marine mammals, 5 species of 
turtles, 1 species of hemichordata, 3 species of cephalochordata, 6 species of 
echinoderms, 2 species of xiophosurans, 15 species of molluscs, 10 species of 
crabs and 1 species in each of echiuroids and brachiopods (GESAMP, 2001). The 
mangrove experts in India have found that out of the 52 species of marine fish 
dwelling in the mangrove area, 9 are vulnerable and 2 are endangered and out of 
the 41 invertebrates, 4 are vulnerable and only one species is critically endangered 
(Kathiresan, 2000). The major problems confronting the coastal environments are 
listed below: 
Habitat destruction and conversion 
Coastal ecosystems continue to deteriorate with heavy harvesting or are 
altered for other uses. Encroachment of critical habitats viz. mangroves, swamp 
areas and the like is the main problem for habitat loss and fragmentation. 
Progressive reclamation of the Sunderbans over the last 150 years has resulted in 
the loss of substantial masses of mangrove forest and several faunal species, 
especially along the northern limits. Silanjan Bhattacharyya (1998) reports that 
the turn of this last century, the Sunderbans has lost some of its remarkable wild 
fauna such as Javan Rhinos {Rhinoceros saundicus), wild buffaloes, swamp deer 
and marsh crocodiles. Likewise, tigers, estuarine crocodiles and many species of 
turtles and terrapins were pushed to the brink of extinction mainly because of 
deterioration and destruction of their habitats along with indiscriminate hunting. 
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The major factor for nearshore habitat degradation is the growth of human 
population that increasingly modifies the coastal space by destroying mangroves, 
coral reefs and seagrass beds. Mangroves are the most productive ecosystems 
after corals with high biodiversity (Zingde, 1999). Mangroves forests provide, 
defence against storm surges, maintain the productivity of coastal waters, act as 
nursery grounds for important fish and shrimp species and shelter the coastline. In 
our country, the yield fi'om mangrove cum estuarine dependent fisheries is 
estimated at 30,000 t of fish and 1,30,000 t of prawns per year (Untawale & 
Wafer, 1994). The mangroves along the Indian coast are under heavy stress. It has 
been assessed that about 35 percent of the mangroves have been lost in less than 
15 years, a substantial portion of it for providing space, shrimp culture (Ingole et 
al., 1994). If destruction of mangroves goes on unchecked, it may result in 
reduction of breeding grounds and subsequent reduction in fish and prawns 
catches. 
Conversion of mangrove areas into shrimp and prawn culture farms is yet 
another important activity for marine habitat loss. In Andhra Pradesh alone, 
various kinds of wetlands have been converted for shrimp aquaculture, which 
grew exponentially from around 8,000 hectares in 1991-92 to about 53,000 
hectares in 1994-95 (Vivekanandan & Kurien, 1998). In addition, the loss of 
major ecological fimctions such as sediment trapping and shoreline protection 
serves to underscore the unsustainability of mangrove conversion as an attempt to 
increase food production (Kathiresan & Muley, 2001). 
Venkataramanujam et al. (1981) have reported that in Tuticorin, the coral 
Acropora formosa fragments (Challi) are extensively collected from this region 
alone, by operating about 30 boats which remove an annual 80000m of reef 
derived materials. In addition, massive corals are collected to the extent of about 
30000m^ per year or 15,000 tonnes and are used as building materials. Such a 
rapid loss of coral reefs in the Gulf of Mannar area would definitely exert pressure 
on this ecosystem and ultimately would reduce the fishery potential of the area. 
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Dredging is done periodically in the shallow areas of marine ports. This is 
especially true in the old harbour of Tuticorin. There is also plan to dredge the 
Pamban channel near Mandapam in order to facilitate the movement of coast 
guard vessels and small cargo vessels. It is not known how much of siltation 
problem will be there to cause damage to corals and seagrasses around the islands 
in the Gulf of Mannar (Venkataramanujam et ai, 1981). 
The mangroves serve as a wildlife sanctuary espedally in Sundarbans, 
Orissa and Bay islands. The wildlife like tigers, crocodiles, snakes and such 
others save the mangroves in these places. Some times, the wildlife may pose 
problem to the mangroves. For instance, in the Andamans, spotted deer 
population, in the absence of carnivores, increases and it causes grazing loss of 
mangroves (Feller, 1995). 
There has been a considerable decline in the freshwater fishes of India in 
general and food and game fishes in particular. This is mainly due to 
indiscriminate fishing / exploitation and habitat alteration like dynamiting of 
rivers, construction of dams across rivCTS, over utilization of water, cutting down 
of forests, mismanaged fiirm lands and erosion and pollution by factory 
chemicals. (FAO, 2000). 
Introduction of exotic ^ecies 
The introduction of exotic organisms, whether intentional or accidental, 
has tended to reduce biodiversity between r ^ o n s . Introduction of alien species to 
an environment in \ ^ c h they are not native is largely due to the accidental 
transport of species from one harbour to another in the ballast waters of ocean 
going ships. This can upset predator-prey relationship. Some times, in the absence 
of predators, the introduced species may supplement native species and cause 
previously unknown diseases by new pathogens. Prosopis sp. competes rarely 
with back mangroves in few sites like Muthupettai in Tamil Nadu. In Cochin 
backwaters, where most of the mangroves have been destroyed, a water fern, 
Salvinia sp. has practically occupied the entire backwaters due to its tremendous 
40 
vegetative growth. This has clogged the waterways and also reduced the fishery 
resources of the region (Rao et al, 1998). 
In the recent past, there have been some attempts to introduce the exotic 
fish species viz. European seabass and Gilthead Seabream for cage culture in the 
Andaman waters. Until recently, before the trade restrictions, there has been a 
considoBble import of exotic species of family Psittacidae and Phasianidae. 
Macaeow, Coccatoe, Lory, Pheasants and Cocktail, are well represented exotic 
species in c^tivity (Saha, 1998). These exotics will certainly compete with the 
local birds for their nesting areas and this will cause serious threat to the local bird 
biodiversity. 
Mono-culture 
In geaerdX, the mangrove afforestation programme that involves mainly 
Avicennia sp. is being implemented in India. These species that are growing like 
weeds do not allow other species to grow luxuriantly. Naylor et al. (2000) have 
estimated a reduction of fish biomass of about 434 g for every kg of farmed 
shrimp. This is the best example for the monoculture practice to show how the 
shrimp culture makes its impact on the local biodiversity. This is mainly because 
of the habitat conversion and nutrient rich outl^s. 
Pollution 
The coastal zone receives wastes generated by landbased activities 
including sewage, sediments and industrial effluents. Agricultural chemicals 
notably fertilizers and pesticides also contribute to the degradation of the quality 
of coastal watws. One of the important causes for the accelerated degradation of 
mangroves and otho- wetland ecosystems has been aquaculture with its high 
inputs of organic matter, fish feed, and the artificial partitioning of the water 
bodies. Although returns are high at least on the short term, the culture of fish in 
natural wetlands has aggravated the problems of eutrophication and siltation and 
impeded water circulation (WWF, 1992). This is not to undermine the economic 
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importance of aquaculture in which great strides have been made in India, leading 
to virtually a Blue Revolution in states such as Andhra Pradesh where the activity 
has brought prosperity to millions of people. Fishery scientists are, however, 
concemed about the use of unnecessarily high quantities of organic manures, 
fertihzers, antibiotics and other inputs by the aquaculturists to increase 
production. Much of tiiese find their way into natural wetlands through 
aquacultural runoff (Gade & Alpers, 1999). 
In the Chilika lake, noise pollution from the increasing number of 
motorboats keeps the fish away, thereby affecting the fishery. Heavy plying of 
motorboats has made much of the lake too noisy for breeding, says a fisherman. 
(Mishra, 1998). 
In Tuticorin, there are a number of chemical industries including 
fertilizers, copper smelting and alkali chemicals which let out either untreated or 
partially treated effluents into the coastal waters of the Gulf of Mannar. These 
effluents may cause not only mortality among the plant and animal populations 
which get exposed to the chemicals but also accumulation of chemicals in the 
seafood as is pointed out by Kumaraguru (2000). The thermal power plant which 
lies close to the coast in Tuticorin dumps thermal effluents along the coast besides 
a lot of fly ash washing into the coastal waters. This has caused not only an 
elevation of temperature but also inorganic nutrients of the nearby waters. This in 
turn has resulted in enhanced primary productivity by triggering algal growth. 
Such local productivity, inspite of its appearance as a good prospect, has resulted 
not only in siltation but also clogging of the coastal waters adjacent to the power 
plant and killed what was once a rich shellfish ground (Kumaraguru, 2000). 
The main routes of marine transport of oil from the Gulf countries are 
across the Arabian sea. One of these is through the Mozambique Channel around 
South Africa to the Western Hemisphere, while the other is around Sri Lanka 
across the southern Bay of Bengal through Malacca Strait to the Far East and 
Japan. This coupled with the increasing emphasis on offshore oil exploration in 
many countries (eg. oil exploration in and around the Krishna river delta and 
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Kaveri basin) of the region, makes the northern Indian Ocean very vulnerable to 
oil pollution. It has been calculated that at any one time, the amount of floating tar 
in the surface layers of the Arabian Sea would be about 3,700 tonnes while along 
the tanker route across the southern Bay of Bengal, it would amount to 1,100 
tonnes. This agrees well with the intensity of tanker traffic and the volume of oil 
transported through the two areas (UNDP, 1985). 
Hunting and poaching 
The royal Bengal tiger (Panthera tigris) is the best known example for 
hunting and poaching. After the ban on tiger shooting and the commencement of 
project tiger, its population has increased substantially. However, in recent times, 
poaching this species for skin and bones has proved to be a major threat to its 
existence (IBWL, 1972}. In Chilika Lake, 15,000 - 20,000 waterfowl are killed 
by poachers every year (Johanna, 2000). 
The Andaman and Nicobar islands have diverse marine wealth including 
commercially important fishes. Illegal collections of such species have increased 
considerably, particularly by the people fix)m neighbouring coimtries like 
Myanmar and Thailand. This kind of poaching is for seacucumbers, corals, coral 
reef fishes, ornamental shells, saltwater crocodiles, seaturtles and endemic birds 
of the islands (Subba Rao, 1989). 
Over-ejq>loitation 
Because of proximity to land, the living resources found in the coastal 
zone are heavily exploited, often beyond rates at which these can regenerate. Of 
the world marine fish stocks for which data is available, 44% are fully or heavily 
exploited, 16% are over-exploited, 6% are depleted and 3% are very slowly 
recovering (FAO, 1991). 
In the Tuticorin and Gulf of Mannar regions, commercially important sea 
cucumbers viz. Holothuria spinifera and H. scabra have been collected 
indiscriminately by the local fisherfolk. Shell collections in the coral reef environs 
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of the Gulf of Mannar, Andaman and Nicobar islands and estuaries like Vellar 
(Tamil Nadu) lead to a large scale destruction of molluscan biodiversity 
especially that of Umbonium and Chicoriu (Groombridge, 1993). 
The large scale fishing carried out during the monsoon and postmonsoon 
seasons in the important bird habitats and in several other unnoticed areas has a 
bearing on the avifauna of the areas in the form of disturbance to the fors^ng 
birds by reducing the available food organisms, besides hunting (Gopalakrishnan, 
1995). 
Global changes and sea level rise 
S^ierimposed on the human induced threats to coral reefs are anomalous 
occurrences of prolonged high sea surface temperatures, as witnessed during 1997 
- 1998 El-Nino event. The mortality because of bleaching as documented during 
this extreme event was unprecedented in the past 3000 years (Aronson et al., 
2000). The increasing concentradon of carbon dioxide in the air has been shown 
to decrease the extent to which corals can produce chalk or calcium carbonate 
(Gattuso et al., 1999). It is also predicted that the calcification rate of reef -
dominated communities including corals, calcareous algae, crustaceans, 
gastropods and echinoderms may decrease by as much as 21% fiiom the pre-
industrial period to the time when Coj is expected to double its concentration in 
2065(Kleypase/a/., 1999). 
Anticipated global warming and consequent changes in sea level, sea 
surface temperature and wind and ocean currents may seriously compound the 
problems of coastal areas (Hansen, 2000). Sea level rise in particular is likely to 
increase beach and coastal erosion. Natural wet lands A\1iich serve as nursery 
grounds for many commercial fish species might be lost or imdergo substantial 
change. Coastal ecosystem could also be affected by rise in temperature and 
altercations in coastal circulation pattern (Zingde, 1999). Rahel et al. (1996) have 
studied the loss of habitat for coldwater fish in North Platte River drainage due to 
anticipated global warming using modelling approach and GIS technology. 
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Extensive studies on effects on fish stocks due to anticipated global warming and 
sea-level rise need to be undertaken in order to guard against possible negative 
effects. 
Other causes 
The increasing tourism is said to be exerting pressure on the foraging birds 
in the form of disturbances and other pollution related problems in the important 
bird sanctuaries like Point Calimere wildlife and bird sanctuary. The major 
problems in the coastal zone are also summarized in Table 2.2. 
Table 2.2 List of the main problems in the coastal zone identified by some 
major coastal management initiatives 
Habitat Degradation 
Degradation of 
coastal ecosystems 
(coral reefs. 
mangroves and 
seagrasses) 
Effects of destructive 
fishing and 
aquaculture practices 
on the environment 
Habitat conversion 
into other economic 
uses 
Sedimentation and 
siltation 
Non- optional ose of 
Resources 
Overfishing of coastal 
fish stocks 
Over-exploitation of 
other coastal resources 
By-catch and discards 
from commercial 
fisheries 
Inefficient use of 
agricultural inputs 
Poilntion 
Land-based sources of 
pollution 
Oil and chemical 
pollution 
Effects of sewage on 
human healdi and the 
environment 
Agricultural nutrient 
loading 
Other Issues 
Resource and land-
use conflicts 
Competition for 
water and coastal 
space 
Inequitable 
distribution of 
benefits 
Increasing risk 
from introduced or 
invasive species 
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Increasing coastal 
erosion, flooding and 
shoreline instability 
Changes to hydrology 
and the flow of 
sediments 
— 
Non-optimal use of 
land and water 
resources 
Industrial wastes 
Solid wastes 
Ship-based sources of 
pollution 
Eutrophication / over-
fertilization 
Trade in 
endangered species 
Sea level 
rise/climate change 
Impoverishment of 
coastal 
communities 
Removal of wild 
species for 
aquaculture 
Sources: Clark (1994); Inter-American Bank (1999); Talaue-McManus (2000); GESAMP (2001); 
PEMSEA(2001). 
2.1.2 Modern Understanding of Criticality of Coastal environments 
India is endowed with a long and varied coastline of nearly 7500 km, 
under 53 coastal districts of 10 maritime states and 6 union territories including 
the Andaman, Nicobar and Lakshadweep islands. Nearly 50% (420 million 
according to 1991 census) of the country's population resides in these areas. 
About 340 communities are primarily occupied with marine and coastal fisheries. 
Its Exclusive Economic Zone (EEZ) stands over 2 million km .^ Over the years, 
habitat loss and degradation have played major roles in the loss of aquatic 
biodiversity as a result of population growth, urbanization, coastal development, 
agricultural growth, and industrial expansion (Pauly et al, 1999). Farming and 
forestry practices have caused the devegetation of riparian buffer zones in inland 
aquatic ecosystems including rivers, lakes and streams. These buflfer zones are 
important sources of protection that stabilize sediment, block and filter runoff, 
and help maintain water temperature and flow. In addition, forestry has caused the 
destruction of important stream-bottom spawning habitats, resulting in the 
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displacement of wildlife. This occurs because of scouring from timber production 
and increased sedimentation from the loss of stabilizing tree vegetation (Armour 
era/., 1991). 
Damming and the filling of rivers and streams to create reservoirs and 
increase open space to accommodate population growth, urban development, and 
industrialization has also contributed to aquatic biodiversity loss. These practices 
have led to severe habitat fragmentation, disrupting the migratory and breeding 
habits of numerous fish species such as trout and salmon in temperate regions 
(PEMSEA,2001). 
Coasts, the dynamic junction of oceans, atmosphere and land, can quickly 
undergo change in shape and location in responses to natural forces and human 
activities. Natural processes, geologic and tectonic (such as continental drift, 
erosion etc.) are always at work, causing barely noticeable changes. These regions 
of high physical and biological diversity are heavily utilized by man for 
residential, agricultural, commercial (including transportation), waste disposal, 
recreational and military purposes, as well as for fishing, mariculture, and the 
extraction of energy and mineral resources (Chia & Kirkman, 2000). 
The coastal ecosystem is directly influenced by estuaries, creeks, river 
discharges and human activities. Coastal habitats, especially wetlands, 
mangroves, saltmarshes/pans, sea-grasses are rapidly being cleared for urban, 
industrial and recreatrional growth as well as for aquaculture. Ponds and coral 
reefs are being destroyed by pollutants and siltation fi^om upstream erosion. Most 
of these are considered as critical habitats as they are unique, exhibit high degree 
of bio-diversity and support several other support systems. There is an increasing 
pressure to utilize the resources around coastal areas including the critical habitats 
for various purposes like for development of harbour, urban sites, industries, 
waste disposal system and aquaculture sites. Due to misuse both biological 
diversity and biomass of the systems are undergoing rapid decline and change 
(Sorensen, 1997). 
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The coastal zone is acquiring an increasing importance because of the high 
productivity of its ecosystems, concentration of population, exploitation of 
renewable and non-renewable natural resources, discharge of waste effluent and 
municipal sewage, development of various industries and spurt in recreational 
activities in and around the coastal zones (Nayak et al., 1996). Brackish water 
aquaculture development is another fast growing activity in the coastal zone 
because of its foreign exchange earning potential. Coastal areas are also attracting 
recreationists giving rise to setting up of recreation facilities like beach resorts and 
hotels. Moreover the mangrove forests (mangals) in India have been reduced from 
3280 to 2650 sq. km. during the period 1972-1975 and 1980-1982 respectively 
(GOI, 1987). The shoreline is affected by flooding, erosion sedimentation, 
pollution and constant threat of rising sea level. This demands continuous 
monitoring of the shoreline. This kind of unchecked exploitation of coastal 
resources does not only lead to depletion of natural resources but also degradation 
of coastal environment. 
The coastal mangrove forests protect the coast from erosion and flooding 
while the coral reefs serve the purpose of adding to the high productivity in 
coastal waters, hi the recent past, due to very high density of human settlements, 
industrial and navigational needs and also by pollution, major development 
projects (ports and industries), land reclamation and over-exploitation of living 
and non living coastal resources, there is erosion into the coastal, marine 
biodiversity. Hence, coastal and marine protected areas are important not only for 
nature protection but also for conservation of critical and economic resources of 
the coastal states. lUCN's (1990) report on "Threatened protected areas of the 
world" indicates five protected areas of hidia as endangered which includes the 
Gulf of Kutchch Marine National Park of Gujarat State. 
Humankind shares with all other species the genetic heritage and 
numerous ecological linkages that form the context within which human societies 
have developed a complex set of psychological, ethical and spiritual values about 
biodiversity. The very conditions that make living possible for all the species will 
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also promote and sustain the existence of current and future generations of human 
kind since they are dependent on biological diversity for food, shelter and health. 
Human activity is severely degrading the biological diversity of coastal area in 
particular through profound modifications of its habitats and ecosystems. An 
equal understanding of structural functioning of the ecosystems can provide the 
scientific basis to improve the human ability to predict the responses to the 
environmental changes and to prevent damages to the ecosystems, as well as to 
better understand the processes that must be maintained so as to insure sustainable 
benefits. In this line, conserving the coastal, marine ecosystems requires an 
extended understanding of the patterns and processes that control their 
biodiversity. If development is production, the conservation is maintenance of the 
means of production-both are necessary for human survival and well being. 
(Curran era/., 2002). 
Many of the changes occurring in the coastal margins are closely linked, 
requiring integrated studies of biotic and abiotic interactions. Many shoreline 
features such as mangroves, coral reefs, mud-flats, marshes, lagoons, dunes, 
deltas and estuaries are inherently unstable, with their status of dynamic 
equihbrium maintained by both biological and physico-chemical processes. 
Coastal plains and seas include the most taxonomically rich and productive 
ecosystems on the earth. They account for nearly 25% of global plant growth. 
Coastal mangrove forests are 20 times more productive, coral reefs are about 15 
times and the coastal shelf area is about 5 times. These enhanced rates of primary 
production result in abundant varieties of life forms, including many 
commercially important species. Coastal and shelf areas yield over 90% of the 
total marine catch offish and shellfish. (Otto, 1993). 
Hence, the habitats of the marine environment such as mangroves, coral 
reefs, seagrass meadows and algal beds are among the most highly diverse and 
productive of the Earth's ecosystems. Sensitivity ranking for coastal ecosystems 
and habitats is as given below (Anon, 1997) 
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• Coral reefs (most sensitive). Fragile ecosystem with coral-algal 
symbiosis and diverse reef flora and fauna. Recovery of coral from 
severe oiling may take up to 5-10 years for reestablishment of 
complete reef ecosystem. 
• Mangroves Important nursery areas for commercial shrimp species and 
supports detritus based food chain. Oil may persist in mangrove 
habitat especially where tidal flushing is reduced. Recovery may take 
several years. 
• Estuaries. Important productive habitats for aquatic organisms. High 
socio-economic importance for large estuaries. Difficult to adequately 
mitigate oil spills in estuaries. 
• Tidal flats. Productive biological habitats. High organic matter content 
of sediments will increase persistence. 
• Seagrass beds. Productive habitats with diverse flora and fauna. They 
are known to reduce particulate pollutants of the sea by trapping and 
binding the sediments. Contaminated bottom sediments may cause 
much damage. Recovery may take several years. 
2.2 Coastal Processes 
India, with a vast coastal front, witnesses a wide range of coastal processes 
and activities which have been described as follows. 
2.2.1 Processes and morphology of coastal environments 
In world, many areas are being eroded and they threaten the life and 
property of local population. One of the major requirements of planning coastal 
protection work is to understand coastal processes of erosion, deposition, 
sediment transport, flooding and sea level changes which continuously modify the 
shoreline. Multi-date satellite data have been used to study shoreline change and 
coastal landforms, which in tum help to understand coastal processes. Orbital data 
have yet to prove their operational use in these studies, mainly because of their 
50 
limited spatial resolution. However, they are useful for large area sediment 
transport studies and detecting long-term change in entire coastline. 
Shoreline changes 
Shoreline is one of the rapidly changing landform. The accurate 
demarcation and monitoring of shorehne (long-term, seasonal and short-term 
changes) are necessary for understanding of coastal processes. The historical and 
functional approaches to study shoreline changes vary depending upon the 
intensity of the causative forces, warming of oceanic waters and melting of 
continental ice. 
The most areas on the East coast show depositional activities. The Chilka 
lake in Orissa and the Pulicat lake in Andhra Pradesh and the Hooghly estuary on 
the east coast of India are being silted up. The area of the Chilka lagoon has 
reduced from 871 to 790 sq. km between 1973 and 1986 respectively. The 
Krishna and the Gautami-Godavari delta are propaganding. Progradation of coast 
is also noticed near Vedaranyamm in Tamil Nadu. Most of the spits near the 
Mahanadi and the Vasistha-Godavari are being eroded, possibly due to human 
interference (Sambasiva Rao, 1987). 
In Kerela, out of the 575 km length of shoreline about 275 km length is 
undergoing severe erosion, 240 km of shoreline is experiencing deposition and 60 
km of shoreline is under equilibrium. Near Honavar, Kamataka, it was observed 
that the southern spit is being eroded (1971-1989). On account of this, the mouth 
of river Sharavati has been shifted further northwards (Chauhan & Nayak, 1995). 
Shifting of river mouths, formation of shoals, growth of spits, have been noticed 
along the Maharashtra and Goa coasts. The Narmada estuary in the Gulf of 
Cambay is silted up while erosion was noticed in the Mahi estuary in Gulf of 
Cambay (Nayak & Sahai, 1983). 
The mere mapping of shoreline and its rate of change will not be sufficient 
information for understanding the coastal processes operating in an area. 
Information on nearshore waterflow is also required (Jhonson & Munday, 1983). 
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The recently available data from IR5 P4 will provide information on nearshore 
flow. 
Landforms 
Coastal landform studies of the Gulf of Cambay on 1:250,000 scale using 
IRS LISS n FCC indicated that it is possible to evaluate role of sea-level changes, 
neotectonics and sediment transport in shaping the present day landforms (Shaikh 
et al., 1989a). Dunes, relict alluvium, terraces and paleomudflats indicate changes 
in sea level that had occurred in the past. The vast and extensive mudflats suggest 
that net transport of sediments in the Gulf is towards the land. The high earthem 
cliffs of Mahi and Narmada estuarine areas indicate presence of neotectonic 
activities. Similar maps on 1: 250, 000 and 1: 50, 000 scale for the entire country 
have been prepared (Nayak et al, 1985). 
Impact of Dam construction on shoreline equilibrium 
It is recently realized that construction of dam on rivers significantly alters 
coastal environment at least for some time. The Dhuvaran Thermal Power Station 
is located on the northern bank of the Mahi estuary in the Gulf of Cambay. The 
cooling pond of the Station had experienced severe erosion during 1979- 1981. 
The average rate of erosion is 0.5 m per day. This area also experience very high 
tidal range. The analysis of multidate satellite imagery indicated significant 
shoreline changes in the Mahi estuary between 1972 and 1988 (Nayak & Sahai, 
1983; Nayak, 1985; Nayak etal, 1986; and Shaikh etal, 1989b). These changes 
were attributed to construction of dams on the Mahi and Panam rivers in upstream 
regions during 1975. The repetitive nature of satellite data had helped to 
understand the estuarine behaviour. The construction of dams alongwith the 
neotectonic activity are the main causes of unstable behaviour of the estuary. 
(Shaikh e? a/., 1989b). 
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Coastal Salinity 
The agricultural land around coastal region is being affected by ingress of 
sea water. Using pre and post- monsoon images of Landsat TM of the year 1986 
and employing condition of vegetation, colour, association, location as criteria, 
salt- encrustations, saline and slightly saline areas and non-saline areas were 
delineated on 1:250, 000 scale in the coastal belt around Gulf of Cambay (Nayak 
et aJ., 1987). This region is severely affected by salinity/ alkalinity. This has 
resulted in low productivity in this area. 
Suspended Sediment Dynamics 
Tides play an important role in the movement of suspended sediments and 
fronts (Nayak & Sahai, 1985). In the Gulf of Cambay, a large tidal range gives 
rise to strong tidal currents and provides mechanism for transport of suspended 
sediments. The net transport of sediments is towards land, evidenced by extensive 
mudflats. The observation of suspended sediments suggests that during the 
monsoon sediments brought in by various river systems remain in suspension and 
start settling down with onset of winter season. Similar study has been carried out 
in the Hooghly estuary area by Nayak et al. (1996). As the suspended sediments 
carry absorbed chemicals and fronts are associated with pollutants, the knowledge 
about their movement will help in predicting waste effluent transportation path. 
The waste water discharge from a titanium plant has been traced near 
Thiruvananthapuram in Kerela. Efforts are made to link this information to human 
activities in the upstream. 
Bathymetry 
Knowledge about the depth of the oceans is important to practically all 
marine activities. Ships need information on where they can sail and may also use 
the ocean depth for navigation purposes. Marine biological processes depend on 
the ocean depth which, hereby, becomes relevant for the fish industry. 
Furthermore, in a variety of marine geophysical studies the bathymetry plays an 
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important role. Especially in studies of the ocean circulation, the shape of tiie 
ocean basins is vital, since the locations of the strong currents depend on the 
topography on the ocean floor. Information about the bathymetry has been 
obtained from echo soundings during ship surveys. Satellite altimetry has earher 
been recognized as a source of information that can provide valuable information 
about the bathymetry (Dixon et al, 1983; Smith & Sandwell, 1994). 
Understanding the basic bathymetric features of the ocean is important because 
these features are related to plate tectonics and drive many of the biological and 
chemical dynamics in the ocean. 
Coastal Hazards 
The coastal zone is subject to various cyclic and random processes, both 
natural and anthropogenic that continuously modify the region. Protection of 
human life, property and natural ecosystems from various hazards is a major 
concern. The major hazards are cyclones and associated tidal floods, coastal 
erosion, pollution and sea level rise and its impact. 
Cyclones and Storm surges 
The tropical cyclone constitutes one of the most destructive natural 
disasters that aflfect India, especially its East Coast. Its impact is greatest over 
coastal regions, which bear brunt of strong winds, heavy rainfeU and flooding. 
The impacts from coastal storms, and especially the associates surges, can hardly 
be overemphasized because storm surges are the worlds foremost natural hazard 
of geophysical origin even surpassing earthquakes (Finkl, 1994). 
Coastal Erosion 
Coastal erosion is continuous and predictable process and causes damage 
on relatively smaller scale compared to cyclones. Large amount of money is spent 
to protect the shoreline by way of constructing sea walls. The ever growing 
pressures due to increasing human population in the narrow coastal strips, 
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problems of coastal erosion are certain to become a more serious threat to human 
use (Chatterjee & Ghosh, 1995). Human interference with natural coastal 
processes such as the building of groins, jetties, breakwaters, sea walls, artificial 
dunes and other structures is occasionally successful, but in some cases it has 
caused considerable coastal erosion. These have had mixed success, and often 
cause additional problems in adjacent areas. More recently beach nourishment is 
being used to replenish beach material lost during erosion (Frihy et ah, 1995 and 
Lukmane^a/., 1995). 
The groins, sea walls, breakwaters and other protective structures have 
effects resulting in downstream erosion. Coastal habitats such as mangroves, coral 
reefs and lagoons are recognized as best defence against sea storms and erosion, 
deflecting and absorbing much of the energy of sea storms. Human activities that 
remove or degrade protective landforms e.g. removing beach sands, weakening 
coral reefs, building dunes or destroying mangrove swamps, diminish the degree 
of natural protection. Therefore, it is important to maintain these natural habitats 
for shore protection as well as for environmental conservation, as felt by 
researchers like, Burke et al. (2002), Chia & Kirkman (2000), COEMAP (1999), 
Coyne et al. (1999), Rawlings, et al (1998), Fletcher et al (1997), National 
Research Council (1995) and Brunn (1962). 
Sea-level rise 
Sea level is highly unstable both in terms of time and space. Average sea 
level has never been a constant throughout the earth's history. According to 
UNEP (1989) it is widely believed that future sea-level rise (SLR) would be 
dominated by rise in global temperature which would be due to uncontrolled 
emission of green house gases. Estimates for the global SLR in the past century 
range fi-om 0.10-0.15 m (Gormitz etal, 1982). According to Hekestra (1989) the 
lowest and highest estimates for SLR range from 0.6-4.0 m in the next century. A 
SLR of 0.5-1.0 m by 2100 AD has been widely accepted and is ascribed to 
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combination of thermal expansion of ocean water and melting of glacier and ice 
sheets on land. 
The present day coastal landforms are essentially manifestation of 
geomorphic processes, neotectonics and sea level fluctuations occurred in the last 
two million years. The understanding of the past sea level changes vis-a-vis 
response of coastal landforms along with information on past sea level changes, 
current shoreline changes and neotectonics enables us to predict possible areas 
likely to be inundated by SLR (Nayak 1994). Mohanty (1990), Henderson-Sellers 
et al (1998), Qasim (1999) and Lai & Aggarwal, (2000) expected that the rise in 
sea level will lead to erosion, tidal shift, sea water ingression and degradation of 
the coastal ecosystem. The Indian coast is a 'trailing edge' coast and hence it is 
low-lying, with extensive sedimentary plains and wide continental shelves. Thus 
the projected relative sea level rise would likely affect this type of coast. The 
response of different ecosystems to sea- level rise has been evaluated based on 
their characteristics for the Gujarat coast by Nayak (1994). 
Coastal Pollution 
High sediment load is hazardous to many developmental activities. The 
knowledge about suspended sediment movement helps in predicting waste 
effluent transportation path. Methods need to be developed to Unk concentration 
of suspended sediment to upstream activities (Gade & Alpers, 1999). 
Municipal sewage and industrial waste are major types of point pollution 
observed on the coast. Such waste out-falls are difficult to detect as near shore 
waters are turbid. Some of the effluents have colour and can be detected (Jolly et 
al., 1997). One such outfell from Titanium factory near Thiruvananthapuram was 
traced using high- resolution satellite data. Indian coastal waters are relatively free 
from pollution except few pockets around industrialized zones and large cities 
(Nayak era/., 1989). 
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2.2.2 Spatial and temporal scale of coastal environment 
The ocean's environmental problems are multi-dimensional. Related 
dimensions include space and time. 
Space 
The spatial dimensions include the inland areas, coastal areas, the interior 
maritime areas and the oflEshore/open sea areas. These dimensions are 
unquestionably important from the perspective of human activity and public 
ownership rights. Through dialogue we have come to believe, however, that our 
perceptions of the ocean environment should have more continuity in an overall 
ecological sense, for example linking oceanic pollution to land based discharge, 
diffusion and pollutants. This continuity-based viewpoint towards environmental 
problems supports our claim for the creation of a more effective network for 
environmental governance, information, and data compilation as well as 
dissemination efforts, which are presently being carried out under separate 
governmental jurisdictions (Frissell, 1997). 
Time 
The series of events that comprise the issue-cycles of environmental 
problems, surfacing of the problem, magnification of the problem and a 
conclusion to the problem which may vary both in time and length. Of the events 
we examined, those having a relatively short time span were oil spills. An 
example of events spanning a longer time frame is the process by which chemical 
substances accumulate ecologically across generations. By implementing time 
classifications we thought it appropriate to differentiate between short-term and 
long-term ecological problems associated with ocean environments. 
The ranges of temporal and spatial scales covered by the various platforms 
have been well documented by Dickey (1991). Fixed offshore structures and 
platforms appear to hold great promise for many applications (e.g., HF radars and 
acoustic systems). Specialized studies will likely continue to need manned 
submersibles and remotely operated vehicles (ROVs), from which many of the 
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interdisciplinary sensors and systems described here may be deployed. Clearly, 
several different in situ and remote platforms are necessary to adequately describe 
and quantify the myriad of ocean processes. 
The types of in situ physical data that can be collected from various 
platforms include temperature, salinity, bottom pressure, currents and suspended 
particle size distributions. Optical measurement capabilities have been expanding 
very rapidly and now include spectral (multi-wavelength) radiance, irradiance, 
attenuation, absorption and fluorescence. These latter measurements are important 
for determination of phytoplankton absorption characteristics, biomass and 
productivity (potentially species identification), water clarity and visibility, and 
sediment resuspension and transport. In addition, optical devices are being used to 
estimate zooplankton biomass and size distributions, in some cases with species 
identification capacity. Likewise, major efforts are underway to measure chemical 
concentrations by Tokar & Dickey (2000) with applications such as water 
pollution and eutrophication, nutrients (major and trace) for primary productivity, 
global climate change and hydrothermal vents. Multi-frequency acoustics are 
being used to estimate biomass and size distributions of zooplankton. 
2.3 Role of Remote Sensing 
2.3.1 Role of Remote Sensing in coastal studies 
Conventional methods require a lot of time, efforts, and funds and present 
a picture of a small area. On the other hand, orbital remote sensing gives a 
synoptic and repetitive coverage, which is very usefiil in the study of tidal wetland 
conditions and changes, coastal landforms, submerged bars and underwater 
features, shoreline changes, suspended sediment dynamics, coastal currents, ocean 
dumping and oil pollution. Management of coastal zone, which includes a rational 
exploitation of resources and/or protection of environment, needs good 
knowledge of the above cited components of the coastal environment. A 
considerable amount of work has been done on various coastal systems using 
remote sensing and geographic information systems (Klemas et al, 1993; 
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Donoghue et ai, 1994; Fedra, 1994; Mumby etal., 1995; Bettinetti et ai, 1996; 
Everitt et al, 1996; Frihy, 1996; Oregan, 1996; Sherin & Edwardson, 1996 and 
Krishnan, 1997). Allan (1983) has pointed out that Satellite Observing Systems 
provides high-quality data services and expert consultancy on the use of satellite 
information for operations in the marine environment. 
Remote sensing data provides information about areal extent, condition 
and boundary of wetlands. Digital and visual analysis of Landsat MSS data has 
provided information on condition, boundary and areal extent of wetlands 
(Bartlett 8c Klemas, 1980). Wetland maps on 1:250, 000 scale of the gulf of 
Kachchh have been prepared through visual interpretation of Landsat MSS data of 
1975, 1982 and 1985 period (Nayak et al, 1986, Pandeya et al, 1987). Sandy 
beach, coastal dunes, mudflats, coral reefs and mangroves were identified. High 
and low waterline were mapped. On the Kamataka coast, coastal landforms and 
wetlands such as beach, mudflat, rocky coast, dunes, spits and mangroves could 
be mapped. All mangroves areas could not be identified (Rao et al, 1987). Role 
of Remote sensing in many of the components of the coastal environments are 
discussed below: 
Change Detection 
The repetitivity of Landsat and IRS is 16 and 22 days, respectively. The 
data is suitable for monitoring seasonal and longterm changes in the wetland 
condition. The changes in the wetland conditions were mapped at 1: 250, 000 
scale in the Gulf of Kachchh and 1:50, 000 scale around the Pirotan area of 
Marine National Park, Jamnagar, using Landsat data (Nayak et al 1988). In the 
Kandla-Navalakhi area, mangroves were reduced from 733 to 177 sq. km in area 
(Gupta & Nayak, 1987). These results were obtained through analysis of Landsat 
MSS digital data. The mangroves were monitored on the Aliabet, in the Narmada 
estuary from 1975 to 1986. It is seen that the mangroves have dwindled and 1984 
onwards they are not visible on the satellite images (Nayak et al, 1986). 
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Species discrimination 
The spectral properties of canopies of different plants are produced by a 
combination of optical properties of individual vegetative components, effects of 
plant growth forms, density and height, tidal stage and soil type (Johnson & 
Munday, 1983). Nayak et al. (1985a, 1986 &1989) revealed that various digital 
enhancement techniques were found to be useful in identifying different plant 
communities using Landsat MSS data in Navalakhi-Kandla area, Sikka area, 
Aliabet area, Coondapur area and Karwar area for different years. They further 
pointed out that it was possible to distinguish mangroves from marsh vegetation. 
Seaweeds were detected using digital enhancement of Landsat TM data (Gupta &. 
Nayak, 1988). The combination of colour and colour infrared photography 
provide the best species discrimination. 
Biomass estimation 
Radiance measurement in the near infrared and red region are used for 
estimating emergent green biomass. Field spectral measurements have confirmed 
that biomass is related to the canopy reflectance in the near infrared and red 
bands. The difference in reflectance at two wavelengths and ratio of two 
wavelengths are found to cortelate with biomass more highly than did reflectance 
in either band alone (Pearson & Miller, 1972 and Bartlett & Klemas, 1979). 
Landsat MSS CCT's were analyzed to get some information on standing 
crops, emergent biomass of selected wetland plants (Bartlett & Klemas, 1979, 
1980). An attempt is being made to estimate biomass of seaweeds in the Gulf of 
Kachchh area using Landsat TM/ IRS LISS n Data. In this study, plant 
community maps are to be prepared and will be converted into productivity value 
to the plant community. 
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Aquatic Plants 
Submerged aquatic plants are important because they provide a habitat for 
slow moving invertebrates, shrimps and crabs, detritus which contribute to coastal 
food chain and leaves and roots which bind the sediments and baffle currents 
thereby hindering erosion and sediment loss (Orth et al, 1979). Orth et al. 1979 
have employed colour aerial photography corresponding to low tide period and at 
low sun elevation angle (20-40) at 1:24, 000 scale to map SAV of the lower 
Chesapeake bay. 
Landsat data is of interest due to low cost and repetitive cover to map kelp 
beds. Jensen et al. (1993) reviewed the historical use of aerial photography for 
kelp bed surveys and some of the implications of Landsat imagery and air home 
and satellite radar. 
Coastal processes 
Coastal processes of erosion, deposition and sediment transport, flooding 
and sea level changes continuously modify the shoreline. The parameters, which 
are studied to understand coastal processes, are shoreline change mapping, coastal 
landforms, tidal boundary and offshore bar and underwater features. 
Shoretine changes 
Infrared band is found to be suitable for demarcation of shoreline as the 
contrast between land and water is very sharp (Nayak & Sahai, 1983). The 
analysis of multidate Landsat imagery indicated significant shoreline changes in 
the Mahi and Narmda estuaries between 1972 and 1988. These changes in the 
Mahi estuary were reported by Nayak and Sahai (1983,1984 and 1985), Nayak et 
al. (1992 & 1986) and Shaikh et al. (1987a & b). Complex depositional changes 
were reported in the Narmada estuary (Nayak & Sahai, 1984, 1985). The size of 
the Aliabet island has increased considerably between 1891 and 1977. 
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Landforms 
Landforms are best studied on aerial photographs in conjunction with 
topographical maps. In absence of stereo aerial photography the lanforms may be 
inferred from sequential satellite data. IRS IC/ID panchromatic stereo data having 
5.6 spatial resolution is extremely useful for such studies. 
Coastal landform map of the Gulf of Cambay on 1:250, 000 scale using 
Landsat MSS FCC and Landsat TM FCC were prepared for 1975 and 1986 
respectively. It was possible to delineate high tide flats, intertidal slopes, subtidal 
zone, mangroves, dunes, relict alluvium, terraces, mouth bars, shoals, eroded 
areas, salt affected areas etc. Landsat TM data gives more information about types 
of mudflats and presence or absence of vegetation in it. IR5 LISS n data gives 
more or less same information and can replace Landsat TM data (Shaikh et al, 
1988). 
Tidal Boundary 
The accurate demarcation of HW and LW is important as they control 
boundaries of wetlands. The high and low waterline in the gulf of Kachchh 
(Pandeya et al, 1987) and in the Gulf of Cambay (Nayak et al, 1988) was found 
out using satellite data of 1972-88 data. It was observed that high waterline can be 
demarcated accurately. 
Offshore bar and Underwater features 
The depth to which submerged features may be photographed depends on 
the spectral intensity by illumination as a function of an angle, the reflectance 
characteristics of the water surface and optical properties of water column 
(Johnson & Munday, 1983). Yost & Wenderoth (1983) found that the band 493-
543 mm was the best to study offshore bar and underwater features. 
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Bathymetry 
The knowledge about depth values is important for coastal zone managers 
and navigators. Tides and currents constantly modify the submerged sand masses, 
which prove hazardous for navigators. Updating the bathymetric charts by 
conventional methods is time consuming and expensive. Remote sensing may 
help in evolving cheap and fast method for periodically updating navigational 
routes as well as updating charts by detecting new reefe and shoals. The water 
depth that permits detection of the bottom depends upon water colour, turbidity, 
bottom reflectance, intensity of incident light (Polcyn, 1976). The principal 
advantage of satellite is the repetitive coverage. Landsat MSS can be used for 
evaluating and updating medium and small scale nautical charts (Hammack, 
1977). Landsat TM with better and high spatial resolution will be useful for 
locating smaller rock pinnacles, coral heads and the like. Many new coral island 
were located in the Gulf of Kachchh using Landsat TM data (Pandeya et al., 
1987). 
Coastal waters 
Suspended sediment dynamics/ Turbidity 
Suspended sediments are easily observed on the satellite imagery. They 
help in studying dynamic relationship between sediment input, transport and 
deposition (Nayak, 1983). Landsat data have shown potential to give quantitative 
synoptic view of suspended sediment in coastal waters using regression technique 
(Rogers et al., 1975). Holyer (1978) developed universal algorithms for clay, silt 
and fine sand. Using density slicing technique, semiquantitative maps of 
suspended sediments in the Gulf of Cambay were prepared taking all the four 
bands (Nayak, 1983). 
Colour/ Ch lorophyU 
Cholorophyll 'a' has been recognized as an important environmental 
parameter for monitoring water quality, measuring nutrient loads and pollution 
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effects in the coastal zone. Satellite data have indicated colour variations, which 
in turn correlates well with chlorophyll (Hooker et al, 1993). IRS bands 1 and 3 
showed fairly high correlation with chlorophyll 'a' concentration (Gupta et al, 
1987). Narain et al. (1985) have used Landsat MSS, Nimbus-7, CZCS, Ocean 
colour radiometer and aerial photographic data to estimate primary productivity in 
oceanic waters off Cochin coast. This information was used to estimate the third 
level productivity i.e. fish production. 
Temperature 
The temperature distribution can be measured using thermal and 
microwave spectral ranges. Landsat TM has capacity to measure temperature 
between range 260-340 K+ 1.5 (Jhonson & Harris, 1980). The low resolution of 
these satellites has limited use in coastal zone studies. Nimbus-7 had sUghtly 
better resolution and may be useful for sea surface temperature measurement in 
the coastal zone. 
Salinity 
Water salinity is one of the most difficult parameter to obtain by remote 
sensing. The parameter is very useful as pelagic fish such as tuna, move along 
thermal and/or salinity fronts. Salinity distributions can be measured using 
microwave spectral range. NASA Langley Research Centre has developed a dual 
band radiometer operating at L and S band (1.43 and 2.65 GHz) which determines 
salinity and temperature with 1% salinity and 1°C accuracy. This radiometer is 
used to prepare salinity and temperature contour maps over the Chesapeake bay 
(Blume et a/., 1978). It is also utilized to detect freshwater springs in the Peurto 
Rico island. Forty four new freshwater springs locations were found (Blume et 
al, 1978). 
Ocean Dumping 
Ocean dumped material like sewage sludge, acid and other chemicals can 
be detected by remote sensing. Landsat MSS 4 is used to detect industrial waste 
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plumes between France and Corsica (Fontanel et al., 1973). Landsat bands 5 and 
6 were used to detect ocean dumping on the East Coast of U.S.A. (Wezema & 
Roller, 1973). Drift and dispersion of acid iron waste plume were measured using 
Multidate Landsat imagery and ship data off Delware coast. Principal component 
analysis is found to be most useful to discriminate acid waste from other 
pollutants. 
Waste outfalls 
Waste outfalls are difficult to detect as near shore waters are turbid. The 
combination of colour infrared and colour at the scale 1:5,000 to 1:10,000 are 
preferred to detect coloured pollutants. The reconnaissance mapping should be 
done at 1:50, 000 scale. The thermal plumes can be detected using thermal 
infrared imagery (Barale & Larkin, 1998). 
Oil pollution 
Oil rise to the surface and spread across the waterbody and thus amenable 
to remote detection. Near ultraviolet (UV) is excellent for imaging shck areas. 
Green wavelength is useful for mapping thick oil sUcks (Lu & Bao, 1999). Oil is 
about 2.7-4.0 K cooler than water. As the thickness increases, the temperature 
decreases. Thus the difference between temperature of oil and water can be 
correlated to the thickness of the slicks. Alpers & Hiihnerfuss (1988) and 
Pedersen et al. (1999) have used satellite derived data in detection of oil films 
floating on the sea surface. 
23.2 General principles of Remote sensing in addressing coastal scale 
concerned 
Remote sensing of tropical coastal environments involves the 
measurement of electromagnetic radiation reflected from or emitted by the Earth's 
surface and the relating of these measurements to the types of habitat or the water 
quality in the coastal area being observed by the sensor. When electromagnetic 
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radiation falls upon a surface, some of its energy is absorbed, some is transmitted 
through the surface, and the rest is reflected. Surfaces also naturally emit 
radiation, mostly in the form of heat. It is that reflected and emitted radiation 
which is recorded either on the photographic film or digital sensor. Since the 
intensity and wavelengths of this radiation are a function of the surface in 
question, each surface is described as processing a characteristic Spectral 
signature. If an instrument can identify and distinguish between different spectral 
signatures, then it will be possible to map the extent of surfaces using remote 
sensing. 
2.3.3 Principles of Remote Sensing data analysis 
Remote sensing is the science and the art of obtaining information about 
an object, area or phenomenon through the analysis of data acquired by a device 
that is not in contact with the object (Lillesand & Kiefer, 1987). The principle of 
Remote Sensing rests on the fact that every object absorbs some part of radiation 
received from sunlight. Depending upon its physical and chemical properties, the 
object absorbs some part of radiation while the remaining part is reflected in 
specific wavelengths of the electromagnetic spectrum (EMS). This reflected 
energy is channelized through a telescope to detectors/ sensors present on board 
the satellites. The sensors are sensitive to different bands/ channels of EMS. The 
sensors convert the light energy into chemical voltages which are translated to 
digital numbers (DN values) ranging fi-om 0 to 63. The digital image produced by 
sensors is a two dimensional array of discrete picture elements (Pixels). The DN 
values of each pixel represent the reflectance of object. Based on different DN 
values, the objects are distinguished from each other. The digital data are 
transmitted to receiving stations on earth and stored in the form of computer 
compatible tapes (CCT). In India satellite data can be procured from the National 
Remote Sensing Agency Data Center, Hyderabad in the form of compact discs. 
The digitized data are analyzed on computers by digital image processing 
techniques or sometimes by visual interpretation from photographic products. The 
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reflectance values of dififerent bands are combined together to get a spectral 
signature so that all possible features may be distinguished from each other. In 
digital image processing, features with dififerent spectral signatures are identified 
and a small portion of them is verified on the ground. The information is fed into 
computers by defining the training sets and the whole image is classified so as to 
distinguish dififerent land features. The quantification of each land use feature in a 
scene is also possible. The size of pixel may range from few metres to kilometer 
depending upon the spatial resolution of sensor of satellites. The sensors can be 
calibrated to record the reflected energy in different spectral regions of EMS. The 
band requirement for environmental monitoring is usually restricted to visible 
spectrum of light (0.4 to 0.7 \im), infi^red and microwave. The satellites pass over 
a particular part of the earth at fixed time intervals repeatedly making it possible 
to monitor change in the land use categories viz. Water bodies, vegetation, human 
settlements, etc. Remote sensing has application in urban development, road 
network, forests, soil mapping, geology, crop estimation, detection of fire in 
forests, mines, oil sleek in sea etc. The remote sensing satellites are in space at the 
height of about 900 km and are sun synchronous ICMR (2000). 
Remote sensing can be thought of as a reading process. Using various 
sensors, the data can be collected remotely and analyzed to obtain information. 
The remotely sensed data can be of many forms, including acoustic wave 
distributions or electromagnetic wave distribution. Commonly, the remote sensing 
is referred to the collection and analysis of data regarding earth using 
electromagnetic sensors, which are operated from air borne and space home 
platforms. These sensors acquire data from the way the various earth surface 
features emit and reflect electromagnetic energy and these data are analyzed to 
provide information about the resources under investigation. 
The two basic processes involved in electromagnetic remote sensing are 
data acquisition and data analysis. The elements of data acquisition processes are 
energy source, propagation of energy through the atmosphere, energy interaction 
with the earth surface features, retransmission of energy through the atmosphere, 
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airborne and/ or space borne sensors, resulting in the generation of sensor data in 
pictorial and/ or digital form. In short, the new sensors to record variations in the 
way earth surface features reflect and emit electromagnetic energy. The data 
analysis process involves examining the data using various viewing and 
interpretation devices to analyze pictorial data, and/ or a computer to analyze data. 
References data about the resources being studied are used when and where 
available to assist in the data analysis. The information is then compiled, 
generally in the form of hard copy maps and tables, are as computer files that can 
be merged with the other layers of information on computer based geographical 
information systems (Lillesand & Kiefer, 1987). 
Energy sources and radiation principles 
Visible light is only one of many forms of electromagnetic wave energy. 
Radio waves, heat, ultraviolet rays and X- rays are other femiliar forms. All this 
energy is inherently similar and radiates in accordance with basic wave theory. 
The wave theory describes electromagnetic energy as travelling in a harmonic, 
sinusoidal fashion at the velocity of light 'c'. The distance fi^om one wave peak to 
the next is the wavelength X and the number of peaks passing a fixed point in 
space per unit time is the wave frequency v. From basic physics wave obey the 
general equation: 
C=vX 
In remote sensing it is most common to categorize electromagnetic waves 
by their wavelength location within the electromagnetic spectrum. The most 
prevalent unit used to measure wavelength along the spectrum is the micrometer 
(nm). Although names are generally assigned to regions of electromagnetic 
spectrum for convenience (such as ultraviolet and microwave), there is no clear-
cut dividing line between one nominal region and the next. The visible portion of 
the electromagnetic spectrum is small, since the spectral sensitivity of the human 
eye extends only from about 0.4 nm to 0.7 ^m. The color blue is ascribed to the 
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approximate range of 0.4 to 0.5 nm., green to 0.5 -0.6 \im and red to 0.6- 0.7 ^m. 
Ultraviolet energy adjoins the blue and the visible portion of the spectrum. 
Adjoining the red end of the visible portion are three different categories of 
infrared (IR) waves: near IR (from 0.7- 1.3 nm), mid- IR (1.3- 3nm) and thermal 
IR (beyond 3 ^m). At much longer wavelengths (1mm to Im) is the microwave 
portion of the spectrum (Figure 2.1). 
Most common sensing systems operate in one or several of the visible, IR, 
or microwave portions of the spectrum. Within the IR portion of the spectrum, 
only thermal IR energy is directly related to the sensation of heat. 
According to the quantum theory, the electromagnetic radiation is 
composed of many discrete units called photons or quanta and the energy of 
quantum is inversely proportional to its wavelength. The longer the wavelength 
involved the lower its energy contents. This has important implications in remote 
sensing from the standpoint that naturally emitted long wavelength radiation, such 
as microwave emission, is more difficult to sense than radiation of shorter 
wavelengths, such as emitted thermal IR energy (Lillesand & Kiefer, 1987). 
The sun is the most obvious source of electromagnetic radiation for 
remote sensing. However, all matter at temperatures above absolute zero 
continuously emits radiation. The energy emitted from an object is a function of 
its temperature. The earth radiate the maximum energy at a wavelength of about 
9.7 nm. Because this radiation correlates with terrestrial heat, it is termed as 
Thermal Infrared. This energy can be neither seen nor photographed, but can be 
sensed with radiometers. The sun emits maximum energy at about 0.5 ^m. Our 
eyes are sensitive to energy of this magnitude and wavelength. Thus when the sun 
is present, we can observe earth features by virtue of reflected solar energy. The 
general dividing line between a reflected and emitted IR wavelength is about 3 
nm. Below this wavelength reflected energy predominates; above it emitted 
energy prevails. 
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Figure 2.1 Electromagnetic spectrum 
Source : LiHesand and Kicfcr nOS?^ 
Certain sensors, such as radar systems, supply their own source of energy 
to illuminate features of interest. These systems re tamed as active systems, in 
contrast to passive systems that sense natural energy. 
Energy Interactions in the atmosphere 
Irrespective of its source, all radiation detected by remote sensors pass 
through some distance, or path length, of atmosphere. The effect of the 
atmosphere on the radiation varies with the pass length, of atmosphere. The effect 
of the atmosphere on the radiation varies with the pass length and the magnitude 
of the energy signal being sensed, the atmospheric conditions and the wavelength 
involved. These effects are caused principally through the mechanism of 
atmospheric scattering and absorption. 
Atmospheric scattering is unpredictable difiusion of radiation by particles 
in the atmosphere (Figure 2.2). Rayleigh scatter is common when radiation 
interacts with atmospheric molecules and oth^ tiny particles that are much 
smaller in diameter than the wavelength of the interacting radiation. The effect 
Rayleigh scatto* is inversely proportional to the fourth power of wavelength. 
Hence, there is stronger tendency for short wavelengths to be scattered by this 
scattoing mechanism than long wavelengths. Rayleigh scatter is one of the 
primary causes of haze in imagery. Visually, haze diminishes the crispness or 
contrast of an image (Lillesand & Kiefer, op.cit.) 
Another type of scatto* is Mie scatter, which exists when atmospheric 
particle diameters essentially equal the energy wavelengths being sensed. Wata" 
vapour and dust are major causes of Mie scatter. Ahhough Rayleigh scatter tends 
to dominate under most atmospheric conditions, Mie scatter is significant in 
slightly overcast ones (Lillesand & Kiefer, op.cit.) 
A more bothersome phenomenon is nonselective scatter, which comes 
about when the diameter of the particles causing scatto* are much larger than the 
energy wavelengths being sensed. Wato^  droplets cause such scatter to all visible 
and near-to- mid-IR wavelengths equally. 
70 
ULTRA-
VIOLET INFRARED 
HjO H2O COj] CO2 HjO O3 
Thtmul IR 
Airaf^. 
UACMO 
tnTOM 
IR Scxwwrt 
I Ltndut MuNi»p#etr«l Sc«nnt< *~~* 
S«t«U1c 
INFRARED RADIO 
W»»»kng»> $00 ^n 0.1 cm 
I I I I r i l l 
0J em lA era SJem 10 em 
Mrenfl _j S«4Mt 
CrypieW) Ml A « • J SO cm 
Figure 2.2 Atmospheric scattering 
In contrast to scatter, atmospheric absorption results in the eflFective loss of 
energy to atmospheric constituents. The most eflficient absorbers of solar radiation 
are water vapour, carbon dioxide, and ozone. The wavelength ranges in which the 
atmosphere is particularly transmissive of energy are referred as atmospheric 
windows. There is definite type of interrelationship between energy sources and 
atmospheric absorption characteristics. 
While selecting the sensor for any remote sensing task, one must consider 
the spectral activity of the sensors available, the presence or absence of 
atmospheric windows in the spectral range and the source, magnitude, and 
spectral composition of the energy available in the range. However, the choice of 
spectral range of the sensor must be based on the nuumer in which the energy 
interacts with the features under investigations (Lillesand & Kiefer, op.cit). 
Energy interacAons with the earth surface features 
When electromagnetic energy is incident on any earth feature, various 
fractions of energy are reflected, absorbed and/ or transmitted. The proportions of 
energy reflected, absorbed, and transmitted vary for different earth features, 
depending on their material type and condition. These differences permit us to 
distinguish different features on an image. Also, within a given feature type, the 
proportion of reflected, absorbed, and transmitted oiergy vary at different 
wavelengths. Wrthin the visible portion of the spectrum, these spectral variations 
result in the visual effect called as colour (Lillesand & Kiefer, op.cit.). 
The geometric maruo- in which an object reflects energy is also an 
important consideration. This factor is primarily function of the surface roughness 
of the object. Specular reflectors are flat surfaces that manifest mirror like 
reflections. Difiuse reflections contain spectral information on the colour of the 
surface, whereas specular reflections do not. Hence, in remote sensing, we are 
most often interested in measuring the diffuse reflection properties of torain 
features. Figure 2.3 illustrates the geometric character of specular, near specular, 
near difiuse, and diffuse reflectors. 
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Figure 2.3 Specular versus diffiise reflectors 
Source Lillesand and Kierer(1987) 
The reflectance characteristic of features is quantified in terms of spectral 
reflectance which is the ratio of reflected energy and incident energy for a 
particular wavelength. A graph of the spectral reflectance of an object as a 
function of wavelength is termed as a spectral reflectance curve. Spectral 
reflectance curves for a few types of objects are shown in Figure 2.4. Because 
spectral responses measured by remote sensors over various features often permit 
an assessment of the type and/ or condition of the features, these responses are 
referred as spectral signatures (Lillesand & Kiefer, op.cit.). 
Data acquisition tmd Interpretation 
The detection of electromagnetic energy can be performed either 
photographically or electronically. In remote soising, the term photograph is 
reserved exclusively for that are detected as well as recorded on film. The more 
generic term image is used for any pictorial rq)resentation of image data. Because 
the term image relates to any pictorial product, all photographs are images. Not all 
images are however are photographs. The data intopretation aspects of remote 
sensing can involve analysis of pictorial and/ or digital data. Visual interpretation 
of pictorial image data has long been ti» workhorse of remote sensing. Visual 
interpretation techniques have certain disadvantages. They require extensive 
training. Spectral charactraistics are not always fiiUy evaluated in visual 
intopretation efforts. In ^plications where spectral patterns are highly 
informative, it is pref^able to analyse digital, rather than pictmal, image data. 
The digital data is composed of a two dimensional array of discrete picture 
elements or pixels. The intensity of each pixel corr^ponds to the avo-age 
brightness or radiance measured electronically over the ground area 
corresponding to each pixel. In tl^ digital image each pixel in a grid stores a 
Digital Number (DN). The DN values are positive integers that resuh fi-om 
quantizing the original electrical signal fix)m the sesasor into positive int^er 
values using a process called as analog-to- digital signal conversion. Typically the 
DN values of digital image range b^ween 0 to 255, the rai^e representing the set 
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Figure 2.4 Spectral reflectance curves for a few types of objects 
of integers that can be recorded using 8- bit binary computer coding scale 
(Lillesand & Kiefer, op.cit). 
The use of computer assisted analysis permits the spectral patterns in 
remote sensing data to be more fully examined. However, visual and numerical 
techniques are complimentary. 
13 A Satdlkes and sensors useful for Coastal stupes 
The satellites and sensors useful for coastal zone studies (www.isro.cM g^) are given 
as follows: 
1. LANDSAT 
The first Landsat, originally called ERTS for Earth Resources Technology 
Satellite, were developed and launched by NASA on July 23, 1972. The program 
was raiamed Landsat 1 in 197S. Current opo^tional satellites include Landsat 5, 
launched March 1985, and Landsat 7. It aims to provide global covo^age high-
resolution muki-spectral imagery for betta* information concerning earth 
resources, oivironmental change, and impacts of human activities. Currently, the 
Landsat Program is managed by the National Aeronautics and Space 
Administration (NASA,) and the US Geological Survey (USGS.). 
Landsat 1-3 
• Sun synchronous 
• Altitude: 915 km 
• Near polar orbit within 8 degree of the poles, 14 times (orbits) a day; passing 
same point every 18 days 
• Ground swath: 185 km 
• Ground distance betweai one orbit and the next is 2,875 km at equator. The 
next day, 14 orbits later, it was back to a location that is very close to last day' 
ground poation, about 179km acpaii. Sidelap betwe«i the ground swaths from 
two days, say, orbit 1 and orbit 15 is about 26 km (14%) at the equator, 34% 
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at 40 degree latitude, and 85% at 80 degree latitude; Equatorial crossing: 
about 9:30 am. 
• Sensors: RBV camera, MSS 
Landsat 4-5 
• Altitude: 705km 
• Passing same point every 16 days 
• Local pass occurs at about 9:45 am 
• Smaller sidelap: 7.6% at the equator 
• Sensors: MSS and TM 
Landsat 7 
• Swath width: 185 kilometers 
• Repeat period: 16 days (233 orbits) 
• Altitude: 705 kilometers 
• Cannot view off-nadir; 
• Inclination: Sun-synchronous, 98.2 degrees 
• Equatorial crossing: Descending node; 10:00am +/-15 min. 
• Launch date: April 1999 
• Sensor: ETM+ 
Sensors on Landsats 
RBV Camera 
• Use special television cameras, the Return Beam Vidicon (RBV) as the 
imaging instrument on Landsat 1. 
• Three bands: 0.47-0.57 nm, 0.58-0.68 ^m, 0.69-0.83^m. 
• The RBV cameras were afflicted with an unexplained electrical problem and 
were quietly shut down a month after the launch of Landsat 1. 
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MSS (Multi-Spectral Scanner) 
• An across-track scanning system. The scanning mirror oscillates through an 
angular +/- 5.78 degrees ofiF nadir, 11.56 degree field of view (FOV) results in 
swath width of about 185km; 
• 6 parallel detectors sensitive to 4 spectral bands view ground simultaneously. 
When not viewing Earth, detectors were exposed to internal light and sun 
calibration sources. 
• Spatial resolution - 68 m cross-track, 83 m along track; 
• Typical scene contains about 2340 scan lines with about 3240 pixels per line; 
• Routine collection of MSS data ceased in 1992, as the use of TM data, starting 
on Landsat 4, superseded the MSS. 
• Bands were originally numbered 4,5,6, and 7 because a Return Beam Vidicon 
(RBV) camera also onboard the Landsat 1,2,3, which has three bands labeled 
1,2,3. They were renumbered on Landsat 4 and 5. 
• Spectral ranges: 
Landsats 1,2,3 
Band 
4 
5 
6 
7 
8 
Landsats 4 & 5 
Band 
1 
2 
3 
4 
Wavelength 
(micrometers) 
0.5-0.6 
0.6-0.7 
0.7-0.8 
0.8-1.1 
10.41-12.6 
Resolution 
(meters) 
80 
80 
80 
80 
237 
TM (Thematic Mapper) 
• TM sensor is also across-track scanning system; The number of detectors per 
band was increased to 16 for the non-thermal channels compared with 6 for 
MSS. Sixteen scan lines are captured simultaneously for each non-thermal 
spectral band, and four for thermal band. 
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TM scanning system uses an oscillating mirror which scans during both the 
forward (west-to-east) and reverse (east-to-west) sweeps of the scanning 
mirror. This increases the dwell time and improves the geometric and 
radiometric integrity of the data. TM sensor achieves higher image resolution, 
sharper spectral separation, improved geometric fidelity, and greater 
radiometric accuracy and resolution than the MSS sensor. 
Spatial resolution 30m for bandl -5 and 120m for band 6 (thermal). 
All TM bands are quantized as a range of 256 digital numbers (8 bit data). 
Revisit period: every 16 days 
Spectral ranges: 
Landsats 4-5 
Bandl 
Band 2 
Bands 
Band 4 
Bands 
Band 6 
Band? 
Wavelength 
(micrometers) 
0.45-0.52 
0.52-0.60 
0.63 - 0.69 
0.76-0.90 
1.55-1.75 
10.40-12.50 
2.08-2.35 
Resolution 
(meters) 
30 
30 
30 
30 
30 
120 
30 
ETM+ (Enhanced Thematic Mapper Plus) 
• Primary new features of ETM+ on Landsat 7 are: a panchromatic band with 
15m spatial resolution and a improved thermal IR channel with 60m spatial 
resolution. 
Landsat 7 and ETM+ Characteristics 
Landsats 4-5 
Bandl 
Band 2 
Band 3 
Band 4 
Wavelength 
(micrometers) 
0.45 - 0.52 
0.52-0.60 
0.63 - 0.69 
0.75 - 0.90 
Resolution 
(meters) 
30 
30 
30 
30 
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Bands 
Band 6 
Band? 
Pan 
1.55-1.75 
10.40-12.50 
2.08-2.35 
0.52-0.90 
30 
120 
30 
15 
2. SPOT Satellites 
SPOT (Systeme Pour I'Observation de la Terre) is a series of Earth 
observation imaging satellites designed and launched by CNES (Centre National 
d'Etudes Spatiales) of France, with support from Sweden and Belgium. SPOT-1 
was launched in 1986, with successors following every three or four years. All 
satellites are in sun-synchronous, near-polar orbits at altitudes around 832 km 
above the Earth, which results in orbit repetition every 26 days. They have 
equator crossing times around 10:30 AM local solar time. SPOT was designed to 
be a commercial provider of Earth observation data, and was the first satellite to 
use along-track (pushbroom) scanning technology. The viewing angle of the 
sensors can be adjusted to look to either side of the satellite's vertical (nadir) 
track, allowing off-nadir viewing which increases the satellite's revisit capability. 
This ability to point the sensors up to 27° from nadir, allows SPOT to view within 
a 950 km swath and to revisit any location several times per week. As the sensors 
point away from nadir, the swath varies from 60 to 80 km in width. The off-nadir 
viewing also provides the capability of acquiring imagery for stereoscopic 
coverage. Its fine spatial resolution and pointable sensors are the primary reasons 
for its popularity. SPOT 4 was launched March 1998 and is operational. SPOT 5 
was scheduled to be launched in 2002. 
Sensors 
Pan and XS 
• The SPOT satellites each have two identical (twin) high-resolution visible 
(HRV) imaging instruments, which can be operated independently and 
simultaneously. 
r-^/^J i 
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• Each HRV is capable of sensing either in a high spatial resolution single-
channel panchromatic (PLA) mode, or a coarser spatial resolution three-
channel multispectral (MLA) mode. 
• Along-track scanning system; Each along-track scanning HRV sensor consists 
of four linear arrays of detectors: one 6000 element array for the panchromatic 
mode recording at a spatial resolution of 10 m, and one 3000 element array for 
each of the three multispectral bands, recording at 20 m spatial resolution. 
• The swath width for both modes is 60 km at nadir. 
• The imagery has always been expensive, about $ 1000-2000 per panchromatic 
or multispectral scene, about $4000 for both PAN and XS imagery for a study 
area. 
3. mS SateUites 
Earth Observations System (EOS) is an important space infrastructure that 
has been established by the Department of Space (DOS). The system, which was 
commissioned in 1988 with the launch of Indian Remote Sensing Satellite, IRS-
1 A, has the world's largest constellation of five satelHtes (IRS-IC, IRS-ID, IRS-
P3, IRS-P4 and TES) presently in operation. It provides space-based remote 
sensing data in a variety of spatial resolutions and spectral bands meeting the needs 
of various applications. There are five Indian Remote Sensing (IRS) satellites in 
operation at present — IRS-IC, IRS-ID, IRS-P3, IRS-P4 and Technology 
Experiment Satellite (TES). IRS-IB, which was launched in August 1991, was 
decommissioned during the year afler it served for more than 10 years, even 
though it was designed for only three years life. 
The Indian Remote Sensing (IRS) satellite series, combines features from 
both the Landsat MSS/TM sensors and the SPOT HRV sensor. In addition to its 
high spatial resolution, the panchromatic sensor can be steered up to 26° off nadir, 
enabling stereoscopic imaging and increased revisit capabilities (as few as five 
days), similar to SPOT. 
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ERS Sensors 
PAN 
• The high-resolution panchromatic data are useful for urban planning and 
mapping applications. 
Liss-ni 
• The four LIS S-in multispectral bands are similar to Landsat's TM bands 1 to 
4, and are excellent for vegetation discrimination, land-cover mapping, and 
natural resource planning. 
WiFS 
• The WiFS sensor is similar to NOAA AVHRR bands and the spatial 
resolution and coverage is useful for regional scale vegetation monitoring. 
Sensor 
PAN 
LISS- n i 
Band 2 
Bands 
Band 4 
Bands 
WiFS 
Bands 
Band 4 
Wavelength 
(micrometers) 
0.5-0.75 
0.52-0.60 
0.62-0.68 
0.77-0.86 
1.55-1.70 
0.62-0.68 
0.77 - 0.86 
Spatial Resolution 
(meters) 
5.8 m 
2Sm 
2Sm 
2Sm 
70 m 
188 m 
188m 
Swath 
70 km 
142 km 
142 km 
142 km 
142 km 
774 km 
774 km 
Revisit 
Period 
24 days 
24 days 
24 days 
24 days 
24 days 
5 days 
5 days 
Commercial High-resolution Satellites 
In 1994, the US decided to allow commercial companies to market high 
resolution remote sensing data (1x1 m for pan 4x4 multispectral). 
4. IKONOS 
• Space Imaging, Inc. 
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• IKONOS 1 was launched September 24,1999 after the failure on April 27, 
1999. 
• Spatial resolution: Im for panchromatic (0.45-0.90 ^m), 4m for four 
multispectral bands: 
band 1: 0.45-0.52 ^m; 
band 2: 0.52-0.60 ^m; 
band 3: 0.63-0.69 nm; 
band 4: 0.76-0.90 ^m 
• Pushbroom scanning system 
• Normal swath: 13 km at nadir 
• Revisit period: 3 days 
• Orbit altitude 681 km 
• sun-synchronous orbit. 
• Accurcy: 12m horizontal, 10m vertical with no ground control. 
5. Quickbird 
Earthwatch Inc. 
• Quickbird 1 - launch scheduled for 1999 
• Spatial resolution: 1 m for panchromatic, 4m for multispectral; 
• Revisit period: 1-5 days 
6. Orb View 
• Orbimage, Inc. 
• OrbView-1 (atmospheric imaging satellite) was launched 1995; 
• OrbView-2 (ocean and land multispectral imaging satellites) was launched 
1997 
• Orb View -3 (high resolution optical imaging satellite) launched recently 
Im panchromatic, 4m multispectral 
• OrbView-4 (hyperspectral imaging): 200 channels, 8m resolution, 5km 
ground swath. 
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Ocean Observation Satellites/Sensors 
Ocean-observing satellite systems are important for global and regional 
scale monitoring of ocean pollution and health, and assist scientists in 
understanding the influence and impact of the oceans on the global climate 
system. The Earth's oceans cover more than two-thirds of the Earth's surface and 
play an important role in the global climate system. They also contain an 
abundance of living organisms and natural resources that are susceptible to 
pollution and other man-induced hazards. 
7. Nimbus Satellite 
The Nimbus-7 satellite, launched in 1978, carried the first sensor, the 
Coastal Zone Colour Scanner (CZCS). The CZCS sensor ceased operation in 
1986. The Nimbus sateUite was placed in a sun-synchronous, near-polar orbit at 
an altitude of 955 km. Equator crossing times were local noon for ascending 
passes and local midnight for descending passes. Repeat cycle of the satellite 
allowed for global coverage every six days, or every 83 orbits. 
The CZCS sensor consisted of six spectral bands in the visible, near-IR, 
and thermal portions of the spectrum each collecting data at a spatial resolution of 
825 m at nadir over a 1566 km swath width. 
Sensor 
CZCS 
It is specifically intended for monitoring the Earth's oceans and water 
bodies. The primary objective of this sensor was to observe ocean colour and 
temperature, particularly in coastal zones, with sufficient spatial and spectral 
resolution to detect pollutants in the upper levels of the ocean and to determine 
the nature of materials suspended in the water column. 
The first four bands of the CZCS sensor are very narrow. They were 
optimized to allow detailed discrimination of differences in water reflectance due 
to phytoplankton concentrations and other suspended particulates in the water. In 
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addition to detecting surface vegetation on the water, band 5 was used to 
discriminate water from land prior to processing the other bands of information. 
Sensor CZCS 
Bandl 
Band 2 
Bands 
Band 4 
Bands 
Band 6 
Wavelength 
(micrometers) 
0.43 - 0.45 
0.51-0.53 
0.54-0.56 
0.66 - 0.68 
0.70 - 0.80 
10.5-12.50 
Primary Measured Parameter 
Chlorophyll absorption 
Chlorophyll absorption 
GelbstofiFe (yellow substance) 
Chlorophyll concentration 
Surfece vegetation 
Surface temperature 
8. MOS SateUite 
The first Marine Observation Satellite (MOS-1) was launched by Japan in 
February 1987 and was followed by its successor, MOS-lb, in February of 1990. 
These satellites carry three different sensors: a four-channel Multispectral 
Electronic Self-Scanning Radiometer (MESSR), a four-channel Visible and 
Thermal Infrared Radiometer (VTIR), and a two-channel Microwave Scanning 
Radiometer (MSR), in the microwave portion of the spectrum. The MESSR bands 
are quite similar in spectral range to the Landsat MSS sensor and are thus useful 
for land applications in addition to observations of marine environments. The 
MOS systems orbit at altitudes around 900 km and have revisit periods of 17 
days. 
Sensor 
MESSR 
Wavelength 
(micrometers) 
0.51-0.59 
0.61 - 0.69 
0.72 - 0.80 
0.80-1.10 
Spatial Resolution 
(meters) 
50 m 
50 m 
50 m 
50 m 
Swath 
100 km 
100 km 
100 km 
100 km 
82 
VTm 0.50 - 0.70 
6.0 - 7.0 
10.5-11.5 
11.5-12.5 
900 m 
2700 m 
2700 m 
2700 m 
1500 m 
1500 m 
1500 m 
1500 m 
9. SeaWiFS 
• Joint venture between Orbimage and NASA. 
• The SeaWiFS (Sea-viewing Wide-Field-of View Sensor) on board the SeaStar 
spacecraft is an advanced sensor designed for ocean monitoring. 
• It consists of eight spectral bands of very narrow wavelength ranges tailored 
for very specific detection and monitoring of various ocean phenomena 
including: ocean primary production and phytoplankton processes, ocean 
influences on climate processes (heat storage and aerosol formation), and 
monitoring of the cycles of carbon, sulfur, and nitrogen. 
• The orbit altitude is 705 km with a local equatorial crossing time of 12 PM. 
• Two combinations of spatial resolution and swath width are available for each 
band: a higher resolution mode of 1.1 km (at nadir) over a swath of 2800 km, 
and a lower resolution mode of 4.5 km (at nadir) over a swath of 1500 km. 
Sensor Sea 
WiFS 
Bandl 
Band 2 
Bands 
Band 4 
Band 5 
Band 6 
Band 7 
Bands 
Wavelength 
(micrometers) 
0.402 - 0.422 ^m 
0.433 - 0.453 pm 
0.480 - 0.500 urn 
0.500 - 0.520 tim 
0.545 - 0.565 ^m 
0.660 - 0.680 ^ im 
0.745 - 0.785 i^m 
0.845-0.885 ^m 
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Chapter III 
General Environment of Coast of Gulf of Cambay 
Chapter III 
General environment of Coast of Gulf of Cambay 
3.1 Location of Study Area 
The Gulf of Cambay (Khambhat) situated between longitude 71° 30' and 
73° 10' E and latitude 20° 30' and 22° 20' N is an inverted funnel shaped (70 km 
wide, 130 km long) indentation on the western shelf of India (Figure 3.1) between 
the Saurashtra peninsula and the mainland of Gujarat (NIO, 1992). On the western 
side, the Gulf starts from Gopnath Point and lies between the coasts of Surat and 
Valsad districts on the eastern side. Due to its peculiar oceanographic features 
such as high tidal amplitude, the region is comparatively less explored than the 
other gulf regions. However considerable explorations have been conducted on 
the nearshore estuarine environment and coastal geomorphology (Desai, 1999). 
The gulf is tectonically controlled and is delineated by the various 
Cambay Basin bounding faults. Geologically and geomorphologically its different 
parts are quite distinct, and the gulf presents a complex picture of sediment input, 
sediment transport and deposition. The gulf comprises an area of high tides (upto 
11 metres) and is characterized by domination of strong tidal currents. The tidal 
current directions during flood and ebb tides follow almost identical paths and 
reflect the bathy metric features of the gulf The coastal features are also related to 
the behaviour of tides and tidal currents. The tidal curraits have mainly been 
responsible for most of the depositional and erosional features of the gulf The 
topography of the gulf bottom comprises numerous underwater ridges, deep 
channels and shoals. These features are the reflection of the initial presence of 
graben faults that were subsequently modified by sediment accumulation by tidal 
currents. The linear sandy ridges which themselves are the creation of tidal 
currents, now control the tidal current direction and the pattern of sediment 
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Figure 3.1 Gulfof Cambay 
transport and deposition. This gulf forms a fUnnel- shaped entrant of the Arabian 
Sea (Figure 3.2) rather abruptly and is located in the widest portion of the West 
Coast continental shelf The sea inlet forming a Quaternary coast is characterized 
by the highest tide rise along the west coast, is endowed with various geological 
and geomorphological diversities and provides a baffling picture of coastal marine 
processes involving transport, deposition and redistribution of sediments. The 
waters of the gulf are highly loaded with fluvial sediments brought from the 
mainland side and are constantly churned up by tidal currents. The extreme 
muddiness of the gulf water flow has resulted into an interesting assemblage of 
depositional landforms in and around the gulf The outer trough (around 21 ° 40' 
N) is sufficiently deep and navigable in the mid east, but the western region is 
relatively shallower. The outer trough soon bifurcates into two channels, which 
encircle the candy shallows of Malbank between 21° 45' N and 22° 02' N (Figure 
3.3). The eastern channel is unnamed and shallower with a longitudinal sediment 
ridge called Makra bank. The Western channel is called Malcom channel and is 
deeper (Figure 3.4). The Malcom channel has been used for navigation since 
ancient times. Both eastern and Malcom channels open to Khambhat (Cambay) 
channel, north of Mahi bank, heading to the estuarine mouth of Mahi river. Due to 
siltation from Mahi and Sabarmati rivers, Khambhat channel is shallower. 
3.2 Transient nature of Coast of Gulf of Cambay 
The coast of Gulf of Cambay being a very dynamic environment, enthralls 
scientific interest while posing a channel to cope up with the environment. Very 
high tidal amplitude, extreme amounts of temporal- spatial sedimentation, shifting 
of bathymetric relief features, constant shoreline changes and oscillatory 
movement of mudbanks and tidal flats pose enormous difficulty for development 
work as well as for coexistence with nature. In broad terms hazard is an inbuih 
natural component of coast of Gulf of Cambay and is manifested in multitude of 
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Figure 3.4 Contour map of Malcom Channel area 
ways. Generally there are two very distinct components of changes in the form of 
hazards in the region namely: 
1. Those that are generated by environmental progression (Natural 
changefiilness) 
2. Those that are generated at the interface between the man and nature (Human 
induced change) 
1. Changes generated by environmental progression 
Broadly, three types of interrelated changes are predominant which are as 
follows: 
(i) Sedimentation and channel changes 
(ii) Shoreline changes 
(iii)Mangrove changes 
(i) Sedimentation and Channel changes 
The sediment derived from large catchment area consisting of tidal flats, 
estuaries and creeks remained suspended in the gulf water for long time period. 
The monsoon weather and the tidal influx scour the sediment from channel beds 
as well as from the shoreline and tum the upper gulf water especially turbid. It is 
also known from the hterature that the setting of these sediments occur during the 
winter month. Therefore, in the cycle of sediment dynamics in the region, three 
fourth of the year encounters sediment removal and resuspension while the other 
fourth exhibits settlement. Both the processes of sediment removal and deposition 
are extremely hazardous to human interest in the region thus making the system 
extremely challenging throughout the year. Besides the accretion and erosion, 
both on the shoreline and the seabed are so dynamic that a complete migration of 
navigable channel called Malcom Channel by 2 km in the last 150 years has been 
recorded (GEONICS, 1996). This migration has also been due to the fact of 
lateral growth of a large sedimentary bank now known as Mai Bank in the middle 
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of the upper gulf. Apart from this dramatic change in this bathymetric feature 
many small and subtle changes on the sea floor have been recently recorded 
(DPL, 1999). 
(ii) Shoreline changes 
The shoreline around the Gulf of Cambay is highly indented as well as 
moderately wavy. The shoreline of the mainland indented due to the presence of 
major estuaries and narrow creeks. The shoreline of the Saurashtra coast is less 
indented and appear moderately straight The shoreline is marked by the presence 
of wide mudflat, estuaries, islands, submerged shoals, dunes and the absence of 
sandy beaches. The changes in the shoreline especially in the Mahi and Narmada 
estuary are significant. The erosional processes are predominant in the Mahi 
estuary while depositional activities are dominating in the Narmada estuary. The 
analysis of multidate Landsat imagery indicated significant shoreline changes in 
the Mahi and Narmada estuaries between the year 1972 and 1980. These changes 
in the Mahi estuary were reported by Nayak & Sahai (1984). As per their studies, 
complex erosional and depositional changes were noticed in the estuary, which 
were as follows: 
• Between March 1973 and March 1975, the Mahi river has changed its course 
west of Dabka and shifted southwards to curve out two Islands. Increased 
deposition is noticed from 1977 imagery. 
• Severe erosion was noticed near Dhuvaran during 1977-1981. 
• Islands/ shoals in the mouth near 'Dabka' have grown considerably after the 
year 1981 and now they have joined the mainland in the north. Further the 
aforesaid studies indicate complex depositional changes in the Narmada 
estuary. The size of the Aliabet Island has increased considerably between 
1891 and 1977. The island has fijrther grown eastward and joined mainland. 
Because of this the southem channel has dried up. The increase in the size of 
the Aliabet Island suggests heavy deposition in the estuary. Using the recent 
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satellite data synergistically with topographic maps, shoreline changes in 
specific areas have been described by Mitra et al (2000). This recent result 
indicates that there has been land erosion of 72.078 sq. km and an accretion of 
5.196 sq. km when 1996 & 1999 imagery and 1967 SOI topographic maps 
were taken for respective analysis. The accretion may be due to the combined 
effect of land reclamation and sedimentary processes throughout the year 
(Mitra era/., 2000) 
(iii) Mangroves Changes 
The mangroves are highly adaptive flowering plant communities growing 
in the clayey, silty, intertidal coastal zones, deltaic and estuarine coasts and 
backwaters/ sheltered regions, in the tropical/ subtropical belts of the world. 
Mangroves are important as they help in the production of detritus, organic matter 
and recycling of nutrients and thus enrich the coastal waters and support benthic 
population of sea. Above all they provide feeding, spawning and nursery grounds 
to many organisms apart, from a vast range of direct and indirect products, 
benefits and services to the human being. In the Gulf of Cambay the area of 
mangroves has increased from 1996 to 2001 as is evident from the FCC images of 
the region and also from the supervised classification of the study area as shown 
in Fig 5.1 to 5.6. It can be fiirther confirmed by the area of mangroves reported by 
FSI (1999) as shown in table 5.5. Though before 1996 the mangroves were 
showing a considerable decline in the study area. 
3. Changes tfiat are generated at the interface between man and the nature. 
Basically two types of changes are dominantly visible in the recent records of 
satellite data of the region. 
(i) Salt forming activity 
(ii) Large scale industrial activity. 
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(i) Salt farming activity 
The region is naturally endowed with hypersaline water of the gulf in 
addition to lack of rainfall and solar heat stress, which are good parameters for 
efficient and economically viable salt ferming. Large tracts of tidal low lying land 
are seen to be encrusted with salt. Moreover the saltwater intrusion into the 
coastal aquifer has also made it feasible to pump the underground water into the 
salt ferm instead of utilizing the tidal water. As an added fact salt farming is a low 
investment and high yielding activity and has been seen to have spread well in the 
recent past. The studies of recent satellite images have given a clear 
understanding on increasing of salt farming activity in the region. While in the 
initial date the salt farming were situated adjacent to tidal creeks, now there has 
been a trend of salt farming from the ground water in the areas not supported by 
tidal water. 
(ii) Large scale Industrial activity 
The west coastal region of Gulf of Cambay, being aesthetically poor and 
not so rich in biological reserve has attracted industrial establishment with less 
social opposition. A large portion of tidal flat area has already been transformed 
into a complex industrial salt ferm for extraction of fertilizer quality chemicals by 
NIRMA Industries. This activity has rendered gross morphological change to the 
coastal landform in the area along with completely arresting the natural course of 
shoreline change. 
Another large parcel of tidal land between two major creeks i.e. Sonari 
and Bavliali has been dedicated for the development of an all weather port by JK 
Industries. This tract of land, which is barren and salt encrusted at this moment, 
will witness the growth of large industrial park to feed the port activities. These 
two activities almost entirely transform the N- Western coastline of Gulf of 
Cambay and their influence on the nature would be enormous. 
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3.3 Description of weather and climate 
General tropical climate of the region 
The climate in the region is governed by its location in the tropics and by 
the monsoons. The climate is characterized by the annually recurring seasonal 
monsoons that divide the year into four seasonal monsoons that divide the year 
into four seasons which are as follows: 
• The northeast monsoon period from December to March with predominantly 
northeasterly winds. 
• The pre- monsoon period from April to May which is the hotter part of the 
year, May being the hottest. 
• The southwest monsoon period from June to September mainly southwesterly 
winds. 
• The post monsoon period is from October to November. 
Rainfall 
The annual rainfall in the area is approximately 500mm, half of which occurs in 
the month of July. 
Temperature 
January is the coldest month and the temperature can be as low as 4°C 
while May is the hottest month with temperature of up to 42°C. 
Relative Humidity 
In August, the average humidity is nearly 90% at 0800 hours while in 
January, it is about 45% at 1700 hours. 
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Visibility 
Visibility is generally good in the area but deteriorate during rains and 
squalls in the monsoon months. According to the pilot studies of west coast of 
India, frequency of poor visibility of under 8 km was recorded around 2% in 
January and 35% in July. 
3.4 Ecological and environmental characterization of tfie region 
Shoreline 
The shoreline around Gulf of Cambay is highly indented as well as 
moderately wavy. The shoreline of the mainland is highly indented due to the 
presence of major estuaries and narrow creeks. The shoreline of the Saurashtra 
coast is less indented and appears moderately straight. The shoreline is marked by 
the presence of wide mudflats, estuaries, islands, submerged shoals, dunes and the 
absence of sandy beaches. The change in the shoreline, especially in the Mahi and 
the Narmada estuary are significant (Nayak & Sahai, 1983,1984,1985; Shaikh et 
al., 1987a&b). The erosional processes are predominant in the Mahi estuary while 
depositional activities are dominating in the Narmada estuary. 
Estuary 
The Gulf of Cambay is characterized by a number of large and small 
estuaries appearing as if enclosed within a large one (the Gulf itself). Estuaries are 
largest and most complex of all landforms. All major estuaries like the Tapi, the 
Narmada, the Mahi, the Sabarmati, the Kim and the Dhadhar are marked by 
funnel shaped outline and tidal meanders, except the Narmada estuary, as evident 
from satellite imagery, which characterizes high tidal range. The estuaries are 
classified into salt- wedge estuary, fully mixed estuary (Pethick, 1984). 
The Narmada estuary is classified as salt- wedge estuary where fresh 
water flow predominates. However due to the high tidal range, significant mixing 
also takes place because of strong tidal currents during high tide period. The 
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maximum deposition occurs in the mouth and this is evidenced by the presence of 
the Aliabet Island and its gradual expansion as reported earlier (Nayak et al, 
1986,1987; Shaikh et al, 1987a&b). This has blocked the channel south of the 
island resulting in filling up of the channel. 
The Mahi, the Tapi and the Sabarmati estuaries are fully mixed estuaries 
as they experience strong tidal currents and weak discharges of fresh water. The 
sediments on left and right banks are different nature probably because of 
horizontal variation in salinity. The Dhadhar and the Kalubhar estuaries are 
partially mixed estuaries. 
All these estuaries are drowned river valleys as per classification of 
Pritchard (1952). The rising sea level after last glaciation was responsible for the 
formation of these estuaries. They can be termed as coastal plain estuaries 
(Pritchard, 1952). 
The Tapi, the Narmada, the Mahi and the Sabarmati estuaries bifiircate 
around islands and their appreciable infilling and are called estuarine delta (Nayak 
&Sahai, 1984, 1985). 
All the estuaries are funnel shaped and are macro-tidal estuaries. In the 
funnel- shaped or trumpet- shaped estuaries, width decrease drastically upstream. 
Such a decrease in width produces a concentration of the energy of the tidal wave 
(Langbein, 1963). This concentration of energy might dissipate on the banks and 
riverbed. Thus deposition occurs mainly at the mouth. All estuaries except the 
Narmada have wide mudflats. This is because all estuaries have meanders, which 
allow dampening of more land by tidal water as compared to the straight bank 
estuaries like the Narmada estuary. This has given rise to wide mudflats along all 
the major estuaries. The sedimentation in the Tapi and the Kalubhar estuaries is a 
serious problem as it affects navigations and port operations. 
Mudflats 
Extensive mudflats, 6-8 km wide have developed all along the coast of the 
Gulf of Cambay except along the Narmada estuary. These mudflats are classed on 
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the basis of their relation with tidal condition into subtidal, intertidal and the high 
tide flats (Davies, 1972). The subtidal zone is exposed during very low tide. The 
intertidal slope lie between high water and mean low water mark. Subtidal zone 
includes submerged shoals and mudflats. Submerged shoals are occurring in the 
Dhadhar, the Narmada, the Kim estuaries and on the Saurashtra coast. The shoals 
on the Saurashtra coast were not visible during the year 1975 (Nayak & Sahai, 
1984,1985). It indicates recent heavy deposition in the Gulf. The mudflats of this 
zone are barren and are present in the Dhadhar, the Kim and in the Kalubhar 
estuary. Intertidal slope includes three types of mudflats. Type I mudflats run 
along the coast between the Sabarmati and the Tapi estuaries, type II are found 
between the Narmada and the Tapi and Type HI are found on the Saurashtra 
coast. The difference in these mudflats is mainly because of diflFerent nature of the 
source material. The Type I mudflat sometimes have either marsh or grass on it as 
seen between the Mahi and the Dhadhar estuaries. Mangroves are found mainly 
on the Aliabet Island in the Narmada estuary. Grass is found around the Kim 
estuary and on Aliabet Island in the Tapi estuary. At many places, between 
Narmada and Tapi estuaries, patches of alluvium are found within mudflats. 
High tide flats are divided into six different types of mudflats. Type I 
mudflat is mainly found between the Mahi and the Tapi estuaries. It covers the 
largest area. These mudflats are sometimes covered with either salt as in South of 
Dhadhar, or vegetation as in South of the Kim river and on the Aliabet Island in 
the Narmada estuary. Part of mudflat is reclaimed and crops are grown in tiie 
South of Tapi estuary. Type n mudflats are found around the Mahi estuary only. 
These mudflats near Dabka are reclaimed and being used to grow crops. 
Sometimes they sustain thick babul growth also and are classified as mudflat n 
with vegetation (Nayak & Sahai, 1985). 
Type in mudflats are found along the creeks of the Saurashtra side. Their 
composition is distinctly different and their origin is mainly marine in nature. 
Type IV mudflats are found within Type V mudflats, along the Saurashtra Coast 
(north of the Kalubhar estuary). They are slightly on higher ground and escape 
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submergence during normal high tide. They are sUghtly on higher ground and 
submergence during normal high tide. They are often covered by babul. TypeV 
mudflats cover a large area on Saurashtra coast. TypeVI mudflats are found 
around the Shetrunji estuary. They are covered by thin veneer of salt (Nayak & 
Sahai, 1985). 
The above- mentioned mudflats are differentiated on the basis of the 
difference in tone and texture which may be due to variation in tiie constitution or 
size of sediments. The flne-grained sih and clay form the mudflats. The source 
material is mainly fluvial in nature, that is, sediments brought down by rivers. 
Other sources are sediments derived from cliflF erosion and insitu reworking of 
sediments within estuary. These sediments are deposited by flocculation process. 
Tidal currents play an important role in formation of these mudflats. Most of 
sediments have been deposited during slack period (Nayak & Sahai, 1980). 
These mudflat exhibit marked break in slope at the high tide mark and 
inbetween high and low tide mark. Possibly because of these reasons, two distinct 
boundaries are visible on the sateUite imagery. These mudflats can also be classed 
as vegetated or non- vegetated on the basis of presence or absence of vegetation 
on them. 
The mudflats, north of Gulf as well as between the Mahi and the Narmada 
estuaries, lying above the high tide flats are termed as paleomudflats (Nayak and 
Sahai, 1984,1985). These mudflats are related to phenomena of regresion of sea. 
These mudflats are utilized for growing crops and shows transition from these 
flats to good agricultural land. 
Islands 
There are many islands in the Gulf The islands at the mouth of estuaries 
are designated as mouth bars (Nayak & Sahai, 1984, 1985). The Narmada, the 
Tapi, the Mahi and the Sabarmati have mouthbars. They have smooth outline and 
normally above the high water line, and are composed of either sand or silt and 
clay and firee from rocks. The Islands at the mouth of the Narmada and the Tapi 
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are wide in their areal extent. These islands in the Mahi and the Sabarmati are 
mainly sand in nature. This probably indicates predominance of fluvial deposition 
in the Tapi river. The Piram Island is composed of hard conglomerates with cliffy 
shore. It is 5km across and aligned in NW- SE direction. 
Apart from these islands, there are many shoals present in the Gulf, 
especially at the mouth of estuaries. Shoals are generally composed of sand and 
remain submerged under water. Many new shoals are seen especially near the 
Saurashtra coast and in the Narmada estuary west of Bharuch. This indicates high 
rate of sedimentation in the area. 
Mangroves/Marsh 
The mangroves refer to the community of plants, which colonise in soft 
muddy shores. The plants with their roots help in consolidating the loose muddy 
soil and build up a barrier between the tidal action from the sea and floods from 
the river. They are present in the Aliabet island in the Narmada estuary and near 
Gogha on the Saurashtra coast. They are mainly Avicennia species. 
Relict Alluvium 
Relict alluvium occurs within the mudflat n on intertidal slope. It is 
present between the Narmada and the Kim estuaries. The relict alluvium patches 
are few metres above the high water line. They reveal the sequence of 
transgression and regression of sea. They were the part of mainland when the 
shoreline was much lower than today. With the subsequent transgression the river 
valleys were drowned and the higher level patches were separated from the 
mainland which are engulfed in the present mudflat. 
Saltpans 
Salt pans are distributed all along the coast in the Gulf Their number is 
more on the Saurashtra coast near Bhavnagar. 
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Transition Zones 
Transitional zones are those lying between the paleomudflats and the 
plains between the paleomudflats and the plains between the Mahi and the 
Sabarmati rivers. They are closed into two zones based on vegetation density. 
These are usually reclaimed to grow crops. 
Cliffs 
Cliffs in this area are high, almost vertical. The entire course of the Mahi and 
the Narmada estuaries are marked by the presence of high alluvial clifiEs. The 
cliffs present along the bank of Mahi have more altitude (10- 20m) as composed 
to the Narmada where the height is 3- 5 m (Patel et al, 1985). The cliffs are an 
erosional feature. 
Dunes 
Dunes are present south of the Dhadhar river, near Dahej, and between the 
Tapi and the Narmada estuaries. They border the high tide mark and extend island 
upto 2-3 km. They run parallel to shoreline separated from each other by marked 
trough or valleys. They range in height from 2-3m usually heavily steep 
windward slope. Their crests are flat. They range in height from 2-3 in usually 
having steep windward slope. Their crests are flat. They are stabilized by the 
vegetation giving them different tone and texture other than the surrounding. 
These dunes may have formed due to exposure of vast expanse of send which 
dries up at low tide on a low near- shore slope with strong on shore winds. Such a 
condition existed during the glacial period when the sea level was lower than 
today. Thus they represent former levels of sea and point to the regression of the 
sea. The dunes lying north of the Tapi estuary are surrounded by mud and are thus 
called cheniers. 
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Flood plains 
Floodplain is a geomorphic feature representing the surface being constructed by 
the river. They usually run parallel to the river. They are subject to periodic 
overflow of river water. They are present along the river Tapi and the Sabarmati 
and are differentiated due to their elongated shape and the presence of the dense 
vegetation they support. 
Paleochannel 
A paleochannel is an abandoned course of the river. The Paleochannels 
identified along the Mahi and Narmada river, are actually edge of terraces as 
identified in of Mahi area. The oldest terrace is an impaired terrace and is formed 
due to slow and continuous rejuvenation with lateral erosion. These terraces can 
be attributed to the Flandrian transgression (early holocene) or the upliftment or 
both (Nayak et al, 1988). The terraces of the Mahi and the Narmada estuary are 
clearly recognized on the satellite imagery. 
Paleomeanders 
Paleomeanders are the old scars of the channel. They are present South of 
the Mahi estuary. They were initially delineated using IRS LISS-11 data and later 
on TM data. The presence of paleomeanders indicates presence of older terrace 
Oxbow lake 
Oxbow lake is a cut- off" portion of the meander of river. Oxbow lake is 
seen on the southern bank of the Mahi river, probably because of tectonic activity. 
Saline areas 
Saline area is present South of Surat. It houses the Udhana industrial 
complex. 
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3.5 Coastal Oceanography in relation to ecological dynamics 
The Gulf of Cambay comprises the only segment of west coast where tides 
rise as high as 12 m. An interesting and important feature of the tidal phenomenon 
in the gulf is that apart from the rise and fall of water level, the tide generate very 
strong currents which both during the flood and ebb tides have been responsible 
for most of the depositional and erosional features in the onshore and offshore 
parts of the gulf (Carlson, 1974) have prepared generalized maps of tidal current 
directions using Landsat data in the Gulf of Cambay during flood and ebb tide. 
The tidal current direction as observed during flood and ebb tides have almost 
identical paths and follow the bathymetric features of the gulf Also the fanning 
pattern outside the mouth of the gulf is closely related to the presence of 
numerous underwater rhythmic linear ridges which regulates the entry exit of the 
tidal waters. Further, it is observed that the unevermess of the inner gulf bottom 
characterized by numerous mudbanks and shoals and the obstruction caused by 
Piram Island are also the factors that govern the movement of tidal waters. During 
the flood tide, the inflow of various mainland river waters experience a resistance, 
thereby slowing down or even reversing their flow direction. However, during the 
ebb tide, the river water joins the seawater in its outward journey. It thus stands 
out that the tidal currents are rather weak at the river mouths during flood tide, 
whereas they are quite strong during the ebb tide. 
Currents 
Current systems are very important in connection with various coastal 
processes and have a strong influence on the industrial, engineering, recreational 
and commercial activities conducted in this rapidly changing environment. The 
detection of direction and distribution of currents is of great help to coastal 
engineers in the prediction of sediment transport, outfall dispersion and their 
effect on coastal structures. 
Current directions are indicated by the sediment-laden plumes as they 
become elongated in the direction of flow (Carlson, 1974). In the Gulf of 
97 
Cambay, the currents are mainly influenced by strong tides. Seasonal changes in 
current patterns are not pronounced, as can be seen from the Landsat imagery of 
September 1973 to March 1973 (Carlson op.cit.). During the flood tide, the 
currents move into the gulf. While after the flood tide and during the ebb period 
the currents move out of the gulf Near the estuaries, the currents are mainly 
influenced by riverine discharge and shoreline configuration. The differences in 
depth of the bottom of the sea, where low-density water overUes denser water 
especially, if a sharp interface exists between them, induce slope currents (Pirie et 
al, 1975). 
Waves 
Waves along the West Coast are generated by south westerly winds for the 
major part of the year. 
Bathymetry 
The bathymetry of the Gulf of Cambay is varied, and the bottom 
topography comprises a large number of shoals, underwater ridges and deep 
channels. The gulf bottom topography and cross- sections, based on Naval 
hydrographic maps reveal the unevenness of the gulf- bottom which in turn points 
to the dominant role played by tectonics in imparting diversity to the gulf 
bathymetry. The features of the gulf bottom are essentially the product of graben 
faulting related to basin tectonism and deposition of sediment load by tidal 
currents. 
Erosion and Accretion 
For demarcating erosional as well as depositional changes, three images 
belonging to the same season (March 1973, 1975, and 1977) and more or less 
same tidal conditions were studied by Nayak & Sahai (1984). Pronounced 
changes were observed near the mouth of Sabarmati and Mahi, and on the 
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coastline south of Khambhat. Following observations were made by Nayak &. 
Sahai {op.cit) 
• The Sabarmati river has shifted its course after 1972. 
• The shoreline South of Khambhat is being eroded away. Because of this, the 
cooling pond of Dhuvaran Thermal Power Station is threatened. 
• Complex erosional and depositional changes are taking place in the mouth of 
the Mahi river. After 1972, the Mahi river has changed its course and shifted 
southwards to carve out two islands from the mudflats of the mainland. A 
shoal has started building up in in the river channel, as seen in March 1975 
imagery. In the March 1977 imagery, one more shoal is seen near the large 
island as compared to March 1975 imagery. This indicates deposition in the 
mouth. This is probably due to the effect of commissioning of Kadana dam. 
This dam now restrains the floods, which were flushing the sediments from 
the mouth and from shoals. 
• When the shoreline on 1977 Landsat imagery is compared with the SOI 
topographical maps surveyed during 1868-1891, the following changes are 
noted which must have been brought about during the last hundred years. 
• In the mouth of Sabarmati river, an island is seen now which is not marked in 
any SOI topographical map. The course of the Sabarmati river has also 
changed. 
• Complex changes are noticed in the mouth of the Mahi river. An island shown 
on the topographical maps has now joined the mainland and numerous new 
shoals are seen at the mouth. 
• The course of the Dhadhar river has changed slightly. 
• Between the Sonarki Creek and Kalubhar river, a large island is shown on the 
topographical maps. This island has now joined the mainland. 
• Erosional as well as depositional features are noticed in the mouth of Narmada 
river. Six islands are shown in the mouth of the Narmada river in the 
topographical maps. Instead of these only two islands including Aliabet are 
seen now. The size and shape of the Aliabet island has changed drastically. 
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The island has grown considerably. The river has narrowed down-stream of 
Bharuch on account of deposition of sediments in the mouth commissioning 
of Ukai dam. 
• The course of the Mindhola river has also changed. 
3.6 Landuse landcover characterization 
Coastal Region 
The coastal area around the Gulf of Cambay has acquired great 
importance in view of the development of fertilizer and allied chemical industries 
near Bharuch and Hajira, the thermal power station at Dhuvaran, the proposed 
landfeU point of an oil pipeline near Ubharat, the proposed ferry service between 
Dahej and Gogha and the recently proposed tidal power station in the Gulf of 
Cambay. The geomorphic processes of erosion, sediment transport, deposition, 
and the extent and condition of tidal wetlands greatly influence these industrial 
and commercial activities. 
The coastline of the gulf is made up of geologically diverse rocks and its 
geomorphic features typically reveal various combinations of geological factors 
like hthology, structure and sea- level changes due to neotectonism and glacio-
eustasy. These factors have not only controlled the gulf configuration and 
bathymetry, but are responsible for the generation, and controlling the behaviour 
of offshore processes like tides, tidal currents and wave actions (Badrul, 1986). 
The present day gulf coastline mainly consists of Quaternary sediments, 
but the existing coastline configuration and coastal geology however have been 
controlled by the tectonic and depositional processes, marine as well as fluvial, 
that were initiated much earlier, almost at the beginning of Cenozoic. The Tertiary 
geology has provided the basic framework, which has been acted upon and 
influenced by the subsequent fluvial and coastal marine processes. 
Geomorphologically, the different parts of the Gulf are quite distinct. 
Whereas the coastal areas on the Saurashtra side consist of landforms related to 
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the Tertiary and Quaternary periods, those on the Mainland are exclusively 
Quaternary. The various erosional and depositional landforms that are observed 
along the Saurashtra coast are wave cut platforms, cliflFs and stacks, backshore 
miliolithic dune complex, backshore paleodunes, recent coastal dunes, mudflats, 
alluvial plains and alluvial islands (bets). On the other hand the Mainland coast is 
made up of a thick accumulation of Quaternary fluviatile sediments and provides 
a good example of a drowned alluvial coast The coast is endowed with estuarine 
river mouths, foreshore mudflats and offshore mudbanks, older mudflats, relict 
alluvial patches within mudflats, beaches and sandy ridges. 
Soil classification 
Soil is the most valuable life supporting natural resource. The soil forming 
processes are influenced by geology, physiography, climate and vegetation. The 
land around the Gulf of Khambhat (Cambay) has been formed under fluviomarine 
environments and therefore the soils of the area have inherent salts in their 
composition. The changing envirormiental conditions and human interventions 
have caused increase in the spread and concentration of soil salinity over the past 
several decades. It is seen that in the course of the last three decades, the 
environment has fast degraded and the problem of soil salinity has got aggravated. 
An attempt is made here to highlight the extent of salinity spread in the area 
around the gulf The salt concentration increases with depth. Its lateral 
distribution generally follows the topography. Greater concentration is found 
along the low lying coastal zone and the linear depression joining Khambhat and 
Kharaghoda. Present day marine influence in the form of tides, creeks, cyclonic 
storms and seawater ingress also increase salt concentration in coastal land. Faulty 
agricultural practices including brackish groundwater lift and intensive canal 
irrigation also add salts to the farm lands. High rate evaporation of the arid 
environment also enhances Ihe process of bringing out salt from lower sediments 
to the surface. Evidently, several pockets of dry salt waste and Rann are 
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progressively increasing especially in Bhal region of the study area. All these lead 
to degradation of land and water resources resulting into ecological disruption. 
Salt encrustation and saline soils 
The soils in this saline coastal belt are non-homogeneous. This is reflected 
in the diversified ecological and environmental impacts on the region. The soils in 
the areas, south and southwest of Sabarmati have deep black clay soils whereas in 
the westem and north-westem region they are 'medium' (from clay loam to sandy 
clay loam) in texture. The soils in the sea estuaries near range from sandy clay 
loams to silty clays in texture. The moisture holding capacity ranges from 28 to 
57 percent and the permeability of the least permeable layer (on disturbed soil 
samples) ranges from 0 to 1-cm/ sec to impervious. The soil salinity on 1:2 
soil:water ratio at different depths from surface to 180 cm indicate high to very 
high salt concentrations varying from less than 1 dS/m (Desi Simmens per Meter) 
to more than 15 dS/m. Salinity in the mud flats is still more i.e. upto about EC 40 
dS/m. The pH values of the soils ranges from 7.1 to as high as 9.6. The areas 
indicating exchangeable sodium percentage of more than 15% (Alkali soils) occur 
in small patches. More than 42% of the area have soils heavily impregnated with 
soil salinity of more than 3 dS/m to as high as more than 15 dS/m and are 
presently unsuitable for irrigation. They need adequate reclamation and drainage 
measures for bringing them under cultivation. 
Vegetative landcover 
The vegetative landcover comprising of agriculture, shrubs, reserve 
forests, grasslands and mangroves are given as under: 
a. Agriculture 
Major crops of the area are cereals ,viz., rice, wheat, jowar, bajra and 
kodra. Maize is also emerging as a major crop in the last decade. These cereals 
constitute about 50% of the net sown area while their proportion for the State is 
around 30%). In the study area, cash crops e.g. oil seeds and cotton form a very 
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small proportion (10%) of the net sown area while their proportion for the State is 
around 40%. The area represents a heterogeneous agroecological pattern, which is 
a reflection of a diversity of physiographic setup, soil types, climatic conditions 
and length of growing period. The external inputs like irrigation, fertilizers, 
pesticides, including crop selection under market forces are the other important 
factors determining the cropping pattern. The region between Narmada and Mahi 
(Bara tract) comprising four talukas has generally a rainfed cropping with limited 
groundwater lift irrigation. The area used to give good cotton crop on 
groundwater Uft till late eighties, but as the groundwater turned saline, cotton 
disappeared leaving behind degraded soils. The region between Mahi and 
Sabarmati covering four talukas of Kheda district has perennial canal irrigation 
and land suffers from waterlogging, salinity hazard and monocropping practices. 
b. Shrubs 
The natural vegetation in degraded salt affected soils is very poor and is 
formed of stunted and scattered species of Prosopis juliflora, Acacia nilotica, 
Capparis decidua, Prosopis cineraria, Salvadora persica, Salvadora oleoides, 
Zizyphus nummularia, Tamarix ericoides, Kochia prostrata, Cassia auriculata, 
Cressa cretica, Cynodon dactylon etc. Rao etal. (1993) have made an exhaustive 
compilation of the typical shrubs of the area around the gulf 
c. Reserve forests 
Two biodiversity areas of the State viz. The Velavadar National Park and 
the Nal Sarovar Bird Sanctuary are located in the study area. These are classified 
as rich areas on the basis of forest/wetland where total floral and faunal 
components are abundant and frequented by migratory birds. 
(i) Velavadar National Park 
The Velavadar National Park is situated in the Bhal region, to the north of 
Bhavnagar near Vallabhipur off the Ahmedabad-Bhavnagar State highway. It 
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represents forest area with abundant floral and feunal components. The Park has a 
rich unique grassland ecosystem reminding one of the vast African plains. This 
sanctuary is known for the single largest population of blackbuck in the country. 
It also harbours wolf, nilgai, jackal and fox. Lesser florican breeds here and the 
grasslands are the home to other various smaller creatures. A great variety of 
birds, many of which are migrants made this sanctuary attractive to bird watchers. 
It is protected under several legal and administrative provisions since last 20 
years. It also gives indication of past natural vegetation and dependent animal life. 
The list of plants and animals including birds found in Velavadar and surrounding 
Bhal regions is recorded in draft management plan and working plan of the State 
Forest Department (GEC, 1997). 
(ii) Nal Sarovar Sanctuary 
The Nal Sarovar Bird Sanctuary represents the wetland biodiversity, 
which is frequented by abundance of migratory birds. The sanctuary represents a 
unique wetland ecosystem supporting a high level of biodiversity on which the 
socio-economic lives of the people of surrounding area also depends. Moreover, it 
is the wintering ground for migratory birds and therefore occupies a place in the 
ornithological map of the world. The Nal Sarovar is a natural lake representing a 
dead sea. Its catchment of about 2300 sq. km and the water spread of 115 sq. km 
at 10.0 m filling level AMSL (Above Mean Sea Level). Water depth varies from 
0.5 m to 2.0 m with storage capacity of 66 MCM (Million Cubic Meter). There 
are about 360 islands most of which get exposed when water level drops. 
Although, the lake area itself is without any vegetation cover, it provides good 
habitation for aquatic flora and fauna. The low-level land covering about 325 sq. 
km falls under influence of monsoon inundation at 12m flood level. The wet area 
shrinks considerably in summer and water turns saline. Thus the area has a strong 
seasonal character. The vast wetland is a totally different habitat from the 
surrounding country and harbors more than 250 species of birds, many of which 
are migratory flock and come between December and February from Europe, Asia 
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and Siberia. The 115 sq. km area of this wetland was declared a Bird Sanctuary in 
the year 1969. In 1982, some 5.82 sq. km area was added, and at present it is 
120.82 sq. km. Of late attempts have been made to upgrade its protection and 
management. Due to its vastness and unique location on the migration routes of 
the birds, it is recognized as one of the important waterfowl habitation in Western 
India. In general, the vegetation on the Nal Sarovar shore is sparse and scattered. 
However, plant species like Salvadora persica, Prosopis juJiflora are dominant 
and Zizyphus jujuba. Acacia nilotica and Capparis aphylla are common. The 
aquatic flora consist of algae, bryophytes and angiosperms including genus Typha 
Cyperus,Nymphea, Zontera, Zizinia, Valliseria, Ceratophyllum, Petamogeton and 
Hydrilla. In shallow water, reeds and sedges are very common. As the water 
recedes, grasses become abundant. The animal life consists of many forms of 
aquatic invertebrates including nematodes, snails, bivalves, Crustacea and insects. 
Vertebrates are represented by fish and frogs. Birds such as cormorants, pelicans, 
whistling teals, comb ducks, pochards, coots, gulls, terns, dabbling ducks, ibises 
and spoonbills are also found. 
Apart from these two hot spots abundant in floral and feunal diversity. 
Gulf of Cambay is also characterized by fish species diversity at different depths, 
which is shown in Figure 3.5 (Adapted fi^om GEC, 1997). 
d. Grasslands 
The major part of the area, being covered by salt affected soils occurring 
under diverse agroecological conditions, usually found barren and occasionally 
support sparse native vegetation comprising woody plants and/or hardy grass as 
surface cover. The vegetation cartography of the area has been covered under the 
regional survey by the French Institute of Pondicherry (FIP). The FIP compiled 
the vegetation data prior to 1960 from various sources and adequately supported 
by field checks. A vegetation status map of the area based on FIP survey shows 
the coastal and inland saline areas with natural vegetation of salt marsh and 
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mangrove. The major types in the surrounding dry areas are mainly discontinuous 
thorny thickets, scattered shrub and shrub savanna (Patel et al., 1992). 
e. Mangroves 
The importance of mangroves has already been discussed earlier in this 
chapter including the changes undergone by them. The mangroves of the Gulf of 
Khambhat are mainly Avicennia species. However it may be noted that the Gulf 
of Cambay region is not rich in mangrove vegetation and accounts only for five 
percent of the total mangroves of Gujarat. Along the entire coastline of the Gulf, 
Bhavnagar, Bharuch and Surat are the areas where the major mangrove patches 
are found. 
Water Resources 
a. Drainage 
The western part of Gulf of Cambay, especially the region north to Gogha 
presents an intricate network of creeks. These creeks make passage of fishing 
vessels and smaller crafts possible but in the ebb they drain enormous amounts of 
sediments into the gulf These creeks play a vital role in the long-term 
geomorphological changes of the coast. A large-scale afforestation of this basin 
with mangrove plants like Rhizophora sp. and Avicennia sp. could arrest the 
sediment movement to some extent. 
b. Ponds and Lakes 
The area is characterised by presence of a large number of inland water 
bodies in the form of ponds, tanks and lakes. The locations of the water bodies are 
generally the sites of the old river meanders and shifting stream courses. Such 
natural features were developed and maintained by the people in the past. They 
used to serve the fresh water needs of the people for water supply and Kharif 
irrigation. The wells located in the bed and on the banks of tiie ponds were the 
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sources of drinking water in the otherwise saUne groundwater all around. The 
local people used to regularly maintain them. The ponds had a very important role 
in the economic activities and socio-cultural traditions of the people. During the 
days of the old princely rule, the pond received maximum attention and care, as is 
evident from the structural designs and architectural importance attached to them. 
During last few decades, the ponds have lost public attention with the introduction 
of the schemes of exogenous fresh water supply for drinking and irrigation. Due 
to such neglect, the ponds gradually got silted up reducing the size, storage 
capacity and recharge potential. Many a time, the land of the silted pond has been 
used as agricultural land. The fresh water storage in the ponds and river used to 
suppress the salinity of land and groundwater. The reduction of fresh water pools 
in the area has significantly contributed towards increasing the sahnity. 
c. Canals 
The development in irrigated agriculture, during the last few decades has 
reflected in progressive increase of groundwater extraction. However, in areas of 
canal irrigation the case is reverse. In areas where there is no canal facility and the 
groundwater is saline at depth, irrigation has not developed. In the study area, 
such cases have been observed. It is seen that in the Kheda area where there is 
perennial canal irrigation, there is hardly any groundwater lift. In such areas 
groundwater levels in open wells have risen in the range of 1-lOm, average rise 
being 5m. The rising water table has created problems of waterlogging and 
salinity increase. In rest of the areas where there is no canal facihty, and irrigation 
is done by groundwater lift, the water levels in wells have depleted in the range of 
1 m to 10 m; the average depletion being around 4 m. Progressive quality 
deterioration with depth have restricted fixrther extraction and depletion of level 
(GEC, 1997). 
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Chapter IV 
Data Collection and Data Processinc 
Chapter IV 
Data Collection and Data Processing 
4.1 Remote Sensing Data Collection 
• Multidate, multisensor satellite data (IRS IC and ID LISS EI) was obtained 
from National Remote Sensing Agency, Hyderabad. Satellite data pertaining to 
various dates i.e. 26.02 1996, 11.02 2000 and 22.02.2001 was procured. The 
Path/ Orbit of the study area is 96 and Row/sector is 62, which was found out 
with the help of Reference Index Map as well as from the IDRS software loaded 
on Compaq PC. Attempts have been made to have the lowest cloud cover 
available. Table 4.1 shows the satellite data for the current study. 
Table 4.1 SateUite data used for the current study 
SI No. 
1 
2 
3 
SateUite 
IRS-IC 
IRS-IC 
IRS ID 
Sensor 
LISS-m 
LISS-m 
LISS- m 
Date 
26.02.1996 
11.02.2000 
22.02.2001 
Spatial Resolution(ni) 
B2, B3 and B4 = 23.5 
B5 = 70.5 
B2, B3 and B4 = 23.5 
B5 = 70.5 
B2, B3 and B4 = 23.5 
B5 = 70.5 
The available Survey of India toposheet numbers 79B and 79C on 1:250,000 
scale were used to select ground control points for digital rectification of the 
satellite data. 
Much interpretation and identification of targets in remote sensing imagery is 
performed visually i.e. by a human interpreter. In many cases this is done using 
analog imagery displayed in a pictorial or photograph-type format, independent 
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of what type of sensor was used to collect the data and how the data were 
collected. If the data are in a digital format, visual interpretation may also be 
performed by examining digital imagery displayed on a computer screen. For 
visually interpreting the data, a key to identification/ interpretation of different 
landuse classes on a satellite imagery was also obtained (Jensen, 1996). The 
criteria for identification of an object with interpretation elements is called an 
interpretation key. The eight interpretation elements- size, shape, shadow, tone, 
color, texture, pattern and associated relationship, are mostly used in image 
interpretation. Generally standardized keys were used to eliminate the 
differences between diflferent interpreters. Interpretation keys are necessary, as 
prior to going for classification of the satellite data, a clear understanding of the 
tone and texture of the class is needed. 
For the purpose of Radiance analysis, the data pertaining to Lmax (Maximum. 
Radiance) and Lmin (Minimum Radiance) for LISS III sensor was obtained. 
These values for a class do not necessarily belong to the same site. Instead these 
values represent the maximum and minimum values obtained amongst all sites 
of a class in that band. It shall be pointed out that each sensor (LISS TR in this 
case) has its own calibration parameters used in recording the DN values. 
Usually, detectors are calibrated so that there is a linear relationship between 
DN and spectral radiance. This linear function is described by three parameters: 
the range of DN values in the image and the lowest and highest radiances 
measured by a detector over the spectral bandwidth of the channel. Not only 
each sensor, but each band within the same sensor, has its own Lmin and Lmax. 
The information about sensor calibration parameters (Lmin and Lmax) was 
supplied along with the data from NRSA. The standard Lmax and Lmin values 
for IRS ID LISS HI data in Gain 3 setting are given in Table no. 4.2. Sensors 
usually have more than one gain settings, of which one is operational gain 
setting, and the other settings are used as and when required by the user. Here 
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the operation gain setting is G3. Gain settings have been derived from the 
observations over Indian conditions. 
Table 4.2 Standard Lmax and Lmin values for IRS ID LISS DI 
Bands 
Band 2 
Bands 
Band 4 
Bands 
Lmax 
14.45 
17.03 
17.19 
1.53 
Lmin 
1.76 
1.54 
1.09 
-6.58 
4.1.1 Selection of appropriate Satellite passes and Sensors. 
Earth Observations System (EOS) is an important space infrastructure that 
has been established by the Department of Space (DOS). The system, which was 
commissioned in 1988 with the launch of Indian Remote Sensing Satellite, IRS-
lA, has the world's largest constellation of five satellites (IRS-lC, IRS-ID, IRS-
P3, IRS-P4 and TES) presently in operation. It provides space-based remote 
sensing data in a variety of spatial resolutions and spectral bands meeting the 
needs of various applications. 
Satellites in Operation 
There are five Indian Remote Sensing (IRS) satellites in operation at 
present — IRS-IC, IRS-ID, IRS-P3, IRS-P4 and Technology Experiment 
Satellite (TES). IRS-IB, which was launched in August 1991, was 
decommissioned during the year after it served for more than 10 years, even 
though it was designed for only three years life. 
The detailed characteristics of IRS satellites have already been given in 
Chapter 2. Since the present data was obtained from IRS IC LISS HI and IRS ID 
LISS n , therefore fiirther details of both the satellites are given below: 
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The IRS-ID Satellite was launched by the indigenously developed PSLV-
Cl Rocket on 29*^  September, 1997 from Shriharikota in Andhra Pradesh, India. 
This is a follow-on sateUite to the IRS-IC to ensure continuous availability of 
data with high spatial and increased temporal resolution to the user community. 
Change detection applications will be vastly improved due to better monitoring 
capability of IRS-IC and IR5-1D being together in orbit. The availability of data 
from IRS-lC and IRS-ID is a boon to the remote sensing community not only in 
India, but also all over the world as the sensor characteristics, capabilities are the 
best amongst all currently available satellite missions. 
msic 
Launch date : 
Altitude: 
Inclination: 
Period : 
Repetivity: 
Equatorial crossing time; 
Weight: 
No. of Sensors : 
Dec. 28,1995 (Soviet Launcher Molniya 
used) 
817 Kms 
99.049 degrees 
101.35 minutes 
24 days (5 days - revisit) 
10.30 AM descending 
250 Kg 
Three; 1) PAN, 2) LISS-DI and 3) WiFS 
msiD 
Launch date: 
Altitude: 
Repetivity: 
Equatorial crossing time: 
No. of sensors: 
Status: 
Sept. 29,1997 (Soviet Launcher VOSTAK 
used) 
737 Kms 
24 days (3 days - revisit) 
10.40 AM descending 
Three; 1) PAN, 2) LISS- m and 3) WIFS 
Till in service 
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Sensor LISS-DI is providing continuity to a host of applications such as 
drinking water potential zone mapping, mineral targeting, soil mapping, soil 
erosion, urban planning, drought monitoring, shoreline changes and coastal zone 
mapping. The LISS III sensor characteristics are given in Table 4.3. 
Table 4.3 Imaging Sensor Characteristics (LISS- HI Sensor) 
Parameters 
Spectral bands 
Resolution (m) 
CCD devices 
Swath (Kms) 
Equi focal lengtii (mm) 
Number of grey levels 
B2 B3 B4 
B2= 0.59- 0.59 (green) 
B3= 0.62- 0.68 (red) 
B4= 0.77- 0.86 (IR) 
23.5 (for bandsB2,B3,B4) 
6000 elements 
141 
347.5 
128 (7 bits) 
B5 
B5= 1.55-1.70 (SWIR) 
70.5 ( for B5) 
2100 
148 
301.2 
128 
• Band 2 is centered around the first peak of the vegetation reflectance curve 
(refer to reflectance curves in standard books) and is useful for discrimination of 
vegetation. This band along with red and near IR regions forms the core data 
usefiil for discrimination of vegetation. Also used in Rock/ soil discriminations 
and estimation of turbidity and bathymetry in shallow water. 
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• Band 3 is centered around the chlorophyll absorption region of vegetation. 
Strong correlation exists between spectral reflectance in this region and 
chlorophyll content. A reduction in the amount of chlorophyll can occur when the 
plant is stressed. This results in less chlorophyll absorption and an increase in red 
reflectance. This band along with the near IR band is used widely for deriving 
spectral indices like ratio and Normalised Difference Vegetation index (NDVI) 
which have been found to be very good indicators of crop vigour and biomass. 
• Band 4 The high reflectance plateau region of the vegetation reflectance is in 
this band. Plant reflectance in this region is highly governed by the internal 
structure of plant leaves. This band shows high reflectance for healthy vegetation 
and is useful for green biomass estimation and crop vigor. It is also advantageous 
in delineation of water features, landforms and geomorphic studies. 
• Band 5 the middle infra-red region from 1.3-2.5 microns is sensitive to leaf 
water content. It has been shown that 1.55 -1.70 is best suited in 0.7-2.5 region 
for monitoring plant canopy water status. Major applications of this band include 
discrimination of crop types, canopy water status, forest type separation and 
damage assessment. Crop classification accuracies can be improved by 1-15% 
when this band is included with other bands. Also useful snow-cloud 
discrimination. In geology, it will be useful for rock type discrimination. 
4.1.2 Remote sensing data processing 
Remote sensing data processing or digital image processing involves the 
manipulation and interpretation of digital image with the aid of a computer. Most 
remote sensing images are recorded in digital form and then processed by 
computers to produce images for interpreters to study. Image consists of small, 
equal areas, all picture elements arranged in regular rows and columns called a 
raster array. The position of any picture element or pixel is determined on X-Y 
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coordinate system. Each pixel has a numerical value called a digital number (DN), 
that records the intensity of electromagnetic energy measured for the ground 
resolution cell represented by that pixel. Digital numbers range from 0 to 255 gray 
scale. This system records an image in strictly numerical terms on a three 
coordinate system in which the X and Y values locate each pixel and Z gives the 
DN, which is displayed as a gray scale intensity value. Scanner system record 
images directly in a digital format where each ground resolution cell is 
represented by that pixel. Digital image processing of imagery allows for the 
quantitative analysis of all spectral bands in imagery simultaneously, and is able 
to detect subtle diflferences that we cannot. The images obtained after image 
processing operations are used and interpreted by humans. 
1. Image restoration 
Image restoration compensates for data errors, noise and geometric 
distortions introduced during the scanning, recording and playback operations. 
Restoration processes correct the errors, noise and geometric distortion introduced 
into the data during scanning, transformation and recording of images. The 
objective is to make the image resemble the original scene. Image restoration is 
relatively simple because the pixels from each band are processed separately. 
These operations aim to correct distorted or degraded image data to create a more 
faithful representation of the original scene. This typically involves the initial 
processing of raw image data to correct for geometric distortions to calibrate the 
data radiometrically and to eliminate noise present in the data. Thus the nature of 
any particular image restoration process is highly dependent upon the 
characteristics of the sensors used to acquire the image data. Image rectification 
and restoration procedures are often termed preprocessing operations because 
they normally precede further manipulation and analysis of the image data to 
extract specific information. The methods used for image restoration process are 
as follows. 
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• Restoring line dropouts 
• Restoring periodic line striping 
• Restoring line offsets. 
• Filtering random noise 
• Correction for atmospheric scattering 
• Correction geometric distortions 
Restoring Line Dropouts 
A missing line of data causes the line dropouts, resulting in a string of 
wrong DN values. The defect is restored by replacing each value of wrong DN 
with a DN calculated as tiie average of the DN values for the adjacent pixel in the 
non- defective scan lines that precede and succeed the missing line. 
Restoring Banding 
On some images the average brightness for the eastbound lines 
differs from the westbound lines which causes alternating brighter and darker 
bands. This defect is called banding. Restoration programmes calculate the 
average histograms for the brighter and darker bands. The histograms are then 
adjusted to uniform average brightness levels for both sets of scan lines. 
Restoring line offsets 
In line offsets individual scan lines are oflfeet east or west from their 
correct position with carefiil analysis of the digital data, the defects could be 
restored. 
Filtering of random noise 
Random defects require more sophisticated restoration methods. One 
random defect occurs as individual pixels with DNs that are much higher or lower 
than the surroundings pixels. These pixels produce scattered bright and dark 
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specks called random noise, which mar the image. These specks also interfere 
with information extraction procedures such as classification. Digital filters 
remove random noise pixels. 
Correction for atmospheric scattering 
Atmosphere selectively scatters the shorter wavelength of light, which 
causes haze and reduces the contrast ratio of the images. The blue band (band 1) 
has the highest component of scattered light and the reflected IR has the least. 
One of the techniques employs an area within the image that has shadows caused 
by irregular topography. For each pixel, the DN in least scattered band (like 
reflected IR) is plotted against the DN in band 1, and a straight line is fitted 
through the plot, using a least square technique. If there were no haze in band 1, 
the Une would pass through the origin. If there is a haze, the intercept will be 
offset along the band 1 axis. Haze has an additive effect on scene brightness. To 
correct the haze effect on band 1, a value of the intercept of such is subtracted 
from the DN of each band 1 pixel for the entire image. The procedure is repeated 
for the other bands. The amount of atmospheric correction depends upon the 
wavelength of the bands and the atmospheric conditions. 
Correction of geometric distortions 
The scanning of images introduces a number of geometric irregularities 
that are classified as systematic and nonsystematic distortions. After these 
distortions are restored, the image may be rectified to match a specific map 
format. 
Nonsystematic distortions are caused by variations in the space craft (roll, 
pitch and yaw), velocity and altitude and therefore are not predictable. These 
distortions must be evaluated from satellite tracking data or ground control 
information. The correction process employs geographic features on the image 
called Ground Control Points (GCPs), whose positions are known. Differences 
between actual GCP locations and their positions in the image are used to 
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determine the geometric transformations required in restoring the image. The 
original pixels are resampled to match the correct geometric coordinates. 
Systematic distortions are geometric distortions whose effects are constant 
and can be predicted in advance. Scan skew, variations in scanner mirror velocity, 
and cross track distortions belong to this category. Systematic distortions are 
corrected before the data are distributed. 
2. Image enhancement 
hnage enhancement alerts the visual impact that the image has on the 
interpreter in a fashion that improves the information content. Enhancement is the 
modification of an image to alter its impact on the viewer. Generally, 
enhancement changes the original digital values; therefore enhancement is not 
done until the restoration processes are completed. These procedures are applied 
to image data in order to more effectively display or record the data for 
subsequent visual interpretation. Normally, image enhancement involves 
techniques for increasing the visual distinctions between features on a scene. The 
objective is to create new images from the original image data in order to increase 
the amount of information that can be visually interpreted from the data. The 
enhanced images can be displayed interactively on a monitor or they can be 
recorded in a hard copy format, either in black and white or in color. The process 
of visually interpreting digitally enhanced imagery attempts to optimize the 
complementary abilities of the human mind and the computer. Computer 
enhancement aims to visually amplify these slight differences to make them 
readily observable. The various hnage enhancement techniques are given as 
below. 
• Contrast enhancement 
• Density slicing 
• Edge enhancement 
• Making digital mosaics 
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• Intensity, hue and saturation transformations 
Contrast enhancement 
Modifies the gray scale to produce a more interpretable image. Virtually 
all bands of all images acquired by the satellites require contrast enhancement. 
The original unenhanced images are sometimes called raw images. Many routines 
have been developed for enhancing contrast including linear contrast stretch, 
gaussian contrast stretch and uniform distribution stretch. All contrasting stretches 
are done with Look Up Tables (LUTs), which consists of an array of original 
(input) pixel values and a corresponding array of enhanced (output) values that 
are used to produce the stretched images. In a simple, unsaturated linear contrast 
stretch, the lowest original DN is assigned a new value of 0, the highest original 
DN is assigned a new value of 255, and the remaining original DNs are linearly 
reassigned new values ranging from 1 to 254. A disadvantage of this stretch is 
that the few percent of original pixels at the head and tail of the original histogram 
occupy an excessive portion of the new dynamic range. This disadvantage is 
eliminated with the saturated contrast stretch. 
Density slicing 
Density slicing converts the continuous gray tone of an image into a series 
of density intervals or slices, each corresponding to a specified range of DNs. 
Each digital slice is displayed as a separate colour or outlined by contour lines. 
Qualitative analogue displays are thus converted into quantitative digital displays, 
assuming that calibration data are available. This technique also emphasizes 
subtle gray scale differences that may be imperceptible to the viewer. 
Edge enhancement 
Edge enhancement is the process of emphasizing the signature of edges on 
images. Edges are enhanced in two ways. 
i. Expanding the width of the linear feature. 
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ii. Increasing the DN difference across the feature. 
Two categories of digital fihers are used for edge enhancement: 
directional and non- directional filters. Non- directional filters (also called 
Laplacian filters) are named because they have no directional bias in enhancing 
linear features; almost all directions are with the direction of filter movement; 
these features are not enhanced. Directional filters are used to enhance lineament 
feature that trend in a specific direction. 
Hue, Intensity and Saturation Transformations (HIS) 
The HIS system is usefiil because it presents colours more nearly as 
humans perceive them. The HIS system is based on the colour sphere in which the 
vertical axis represents intensity, the radius represents saturation and the 
circumference represents hue. The intensity (I) axis represents brightness 
variation and range fi-om black (0) to white (255); no colour is associated with this 
axis. Hue (H) represents the dominant wavelength of colour. Hue values 
commence with 0 at the mid-point of the sphere to conclude with 255 adjacent to 
0. Saturation (S) represents the purity of the colour and is represented by the 
radius that ranges firom 0 at the center of the colour sphere to 255 at the 
circumference. A saturation of 0 represents a completely impure colour in which 
all wavelengths are equally represented as a shade of gray. Intermediate values of 
saturation are pastel shades, whereas high values are purer and more intense 
colours. 
3. Information extraction 
Information extraction utilizes the decision- making capability of the 
computer to recognize and classify pixels on the basis of their digital signatures. 
Image restoration and enhancement processes utilize computers to provide 
corrected and improved images for study by human interpreters. The 
interpretation and analysis of remotely sensed data to extract meaningful 
information is one of the main applications of sateUite remote sensing. 
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Information extraction comprises all methods that aim to make the information 
that is contained in remote sensing data usable. In most cases, the objective is to 
derive useful spatial information that can be used in conjunction with other 
geographical data or in thematical maps. An example is a land cover map that 
shows vegetation, urban areas, barren land, water and so forth. Image 
interpretation is the science - and art - of sorting all pixels in an image into 
meaningful categories, or object classes, based on the reflectance values measured 
by the sensor because raw image data provide an interesting but meaningless 
pattern of grayscale and colour values. There are numerous applications and 
purposes for analyzing remote sensing data and, correspondingly, there are 
numerous methods to extract information from remote sensing data but most fall 
into one of these generic techniques: 
(a) Visual interpretation taking advantage of the human skills to recognize 
data content by combining several elements of image interpretation. 
Visual interpretation relies on experience and a prior knowledge and 
skilled analysts can produce excellent results with visual interpretation. 
(b) Digital image classification using computer techniques. These methods 
are mostly based on the reflection values of individual pixels and use 
statistical pattern recognition methods. They include unsupervised and 
supervised classification techniques. 
The following methods used for Information extraction are given as follows: 
• Change- detection images 
• Principal component images 
• Ratio images 
• Multi- spectral classification 
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Change detection images 
Change detection is a technique used to determine the changes between two or 
more time periods of a particular object of study. Change detection is an important 
process of identifying diflFerences in the state of an object or phenomenon by observing 
it at different times. Essentially it involves the ability to quantify temporal effects using 
multitemporal data sets. The main goal in change detection is to compare spatial 
representations of two points in time by controlling by controlling all variance caused by 
differences in variables of non-interest and to measure change caused by differences in 
variables of interest. 
Principal Component Images 
The principal component transformation is used to compress multispectral 
data set by calculating new coordinate system. For two bands of data the 
transformation defines a new axis (yl) oriented in the long dimension of the 
distiibution and a second axis (y2) perpendicular to yl (Lillesand 8c Kiefer, 1994). 
The mathematical operation makes a linear combination of pixel values in the 
original coordinate system. The same principal component transformation may be 
carried out for multispectral data sets consisting of any number of bands. The 
principal component tiansformation has several advantages such as: 
• Most of the variance in a multispectial data set is compressed into the 
first two PC images 
• Noise is generally relegated to the less correlated PC images and 
• Spectral differences between materials may be more apparent in PC 
images than in individual bands. 
Ratio Images 
Ratio images are prepared by dividing the DN value in one band by the 
corresponding DN value in another band for each pixel. The resulting values are 
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plotted as a ratio image. Any three ratio images may be combined in red, green 
and blue to produce a colour image. In addition to ratios of individual band may 
be the average for all the bands produces another ratio combination by their sum. 
Multispectral Classification 
For each pixel in an image, the spectral brightness is recorded for different 
spectral bands in the visible and IR regions. A pixel may be characterized by its 
spectral signature, which is determined by the relative reflectance in the different 
wavelength bands. Multispectral classification is an information extraction 
process that analyzes these spectral signatures and then assign pixels to classes 
based on similar signatures. There are two major approaches to multispectral 
classification. 
(i) Supervised Classification 
The analyst defines on the image a small area, called a training site, which 
is representative of each terrain category or class. Spectral values for each pixel in 
a training site are used to define the decision space for that class. After the 
clusters for each training site are defined, the computer then classifies all the 
remaining pixels in the scene. 
The analyst more closely controls supervised classification than 
unsupervised classification. It requires more input and experience by the analyst 
but it can produce more accurate and usefiil results than unsupervised 
classification. The strategy is to identify homogenous, representative samples of 
the different land cover types of interest. These samples are called training areas. 
The selection of appropriate training areas is based on the analyst's familiarity 
with the area and ideally supported by reliable ancillary sources, such as aerial 
photos, maps, or other ground truth data. Because the analyst is thus supervising 
the process of determining a set of specific classes, the procedure is called 
supervised classification. The spectral information in all spectral bands for the 
pixels comprising these training areas are used to train the computer to recognize 
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spectrally similar areas for each class. The computer uses a special algorithm (of 
which there are several variations), to determine the spectral signatures for each 
training class. While there are a number of different algorithms available for 
performing supervised classification, we will use the Maximum Likelihood 
classifier in the present research. Once the spectral signatures for each class are 
determined, each pixel in the image is compared to these signatures and labeled as 
the class it most closely resembles digitally. If the classification is accurate, the 
resulting classes represent the categories within the data that the user originally 
identified. Thus, in a supervised classification we are first identifying the 
information classes, which are then used to determine the spectral classes which 
represent them. In supervised training, it is important to have a set of desired 
classes in mind, and then create the appropriate signatures fi-om the data. The user 
must also have some way of recognizing pixels that represent the classes that he 
or she wants to extract. 
(ii) Unsupervised Classification 
The computer separates the pixels into classes with no direction from the 
analyst. In an unsupervised classification the identities of the land-cover types are 
not usually known a priori. This can be because ground information is 
unavailable or different covers are difficult to identify on the images. In 
unsupervised classification the computer attempts to group pixels with similar 
spectral characteristics based on the image's statistical properties. Then once the 
classification is performed, a. post priori identification of classes is performed. In 
some instances spectral classes may be grouped to form a single informational 
class. 
4.2 Field data/ Ground data collection 
Ground Truth Data 
The ground truth data of Gulf of Cambay was obtained by visiting the 
study site. Ground data, in some cases called ground "truth" is defined as the 
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observation, measurement and collection of inforaiation about the actual 
conditions on the ground in order to determine the relationship between remote 
sensing data and the object to be observed. The ground data was collected at the 
same time as data acquisition by the remote sensor and within the time that the 
environmental condition had not change. It should not be inferred that the use of 
the word "truth" implies that ground truth data is not without error. Ground data is 
used as for sensor design, calibration and vahdation, and supplemental use. For 
the sensor design, spectral characteristics are measured by a spectrometer to 
determine the optimum wavelength range and the band width. For supplemental 
purposes, there are two applications; analysis and data correction. The former 
case, for example, is ground investigation to collect training sample data for 
classification. The latter case, for example, is a survey of ground control points 
for geometric correction. 
The items investigated by ground data were information about the object 
type, status, spectral characteristics, circumstances, surfece temperature, 
environment and ground surfece condition. 
Ground data mainly included identification of the object to be observed 
at the time of satellite data analysis as well as visual interpretation of aerial 
photographs and survey by existing maps, and a review of existing literature and 
statistics. 
Global Positioning Data 
In order to achieve accurate geometric correction, ground control points 
with known coordinates are needed. The requirements of ground control points 
are that the point should be identical and recognizable both on the image and on 
the ground or map, and its image coordinates (pixel number and line number) and 
geographic coordinates (latitude, longitude and height), should be measurable. 
Use of a topographic map is the easiest way to determine the position of ground 
control point. However maps are not always available, especially in developing 
countries. In such cases, control surveys had previously been required. 
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A handheld global positioning system was taken along to the areas 
surveyed for obtaining ground control points which were later used for Remote 
sensing data analysis. The study site i.e. Gulf of Cambay was visited in order to 
get a first hand experience of the area. The collection of ground control points is 
necessary in order to rectify the satellite data accurately. The surrounding 
environment of the GCP points have also been written for future training sites as 
an aid at the time of supervised classification as shovm in Table 4.4. 
S.I. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Table 4.4 GPS Readings 
Name of tiie Place 
Bhavnagar- Dholera highway 
Bhavnagar- Dholera highway 
Bhavnagar- Dholera highway 
Degam Village at mouth of 
Mahi estuary 
Dhuvaran Power station 
Khambhat 
Alang Ship breaking yard 
Bhavnagar- Alang road 
Bhavnagar- Alang road 
GPS reading 
21:48.943N 
72;03.781E 
21:49.475N 
72:03.781E 
21:53.331N 
72: 04.062E 
22:11.442N 
72: 34.450E 
22:14.021N 
72:45.785E 
22:16.980N 
72: 40.624E 
21:34.796N 
72:11.978E 
21:42.815N 
72: 09.325E 
21:36.408N 
72: 08.407E 
Geomorphology 
Tidal mud flats. 
Tidal mud flats. 
Mud flat with vegetation. 
Vast mud flat. Effect of 
erosion has been noticed. 
Mudflat with severe 
erosion features 
Salt effected mud flat 
Mud flats 
Reclaimed mud flat 
with vegetation 
Old stabilized dunes 
with vegetation 
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10 
11 
12 
13 
14 
15 
16 
17. 
18. 
Gogha 
New approach road by 
DPL to port side 
Phatepur (Near Sabamiati 
estuary) 
Sarod Village (Opposite 
Dhuvaran power station 
at Mahi estuary) 
Bhadbhut viallge along the 
side of Narmada River 
On the New approach road side 
Hansot Village at Aliabet 
island, Narmada estuary 
Gandhar Village 
Lakhigaon Near Dahej 
21:41.495N 
72: 16.689E 
21:59.818N 
72: 09.905E 
22: 29.997N 
72: 25.992E 
22:10.400E 
72:44.818E 
21:40.879N 
72: 50.723E 
21:59.818N 
72:10.667E 
21:41.374N 
72: 44.873E 
21:52.926N 
72: 38.309E 
21:41.374N 
72:31.659E 
Exposed mud flats with I 
patches of mangroves. 
Mud flats with 
sporadic vegetation 
Well cultivated mud flat 
very close Sabarmati river 
Salt encrusted mudflats. 
Marked erosion at the 
side of the river 
Newly developed mudflats 
with scanty salt encrustati 
Salt encrusted mudflats 
Mangroves and large 
exposure of tidal flats, 
no salt farming with ongo 
depositional activities 
Old tidal flats with saltpan 
Vast exposed mudflas 
Today, however GPS (global positioning system) can provide geographic 
coordinates in a short time using a GPS receiver to measure time information fi-om 
multiple navigation satellites. GPS is a technique, used to determine the coordinates of 
a GPS receiver which receives radio signals from more than four navigation satellites. 
The received navigation message includes exact time and orbit elements, which can be 
converted into the satellite position. The areas around the Gulf of Cambay were field 
visited in order to know about the conditions prevailing in the study site i.e. condition 
of soil, agriculture, mangroves, mudflats, salt encrusations, salt pans and water quality. 
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Ground truth data were collected for verifying various geometric features. The tabular 
data thus obtained from this site was converted into figures and graphs which will be 
shown in Chapter 5. 
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Data Analysis and Results 
Chapter V 
Analysis of Data and Results 
In India, the National Remote Sensing Agency (NRSA) at Hyderabad is 
the operating earth station for receiving data from IRS satellites. The multidate 
IRS IC and ID LISS III remotely sensed data with a spatial resolution of 23.5 m in 
Band 2, Band 3 and Band 4 was analysed. In Band 5, the spatial resolution is 70.5 
m. The satellite data was loaded on the Silicon Graphics computer and then was 
geometrically corrected/ rectified with respect to the necessary ground control 
points collected from the field. For mapping purposes, it is essential that any form 
of remotely sensed imagery be accurately registered to the proposed map base. 
The analysis of the satellite data was performed on Silicon graphics using 
ERDAS Imagine version 8.4 and IDRISI version 2. 
5.1 Image Preprocessing 
Preprocessing of sateUite images prior to image classification and change 
detection is essential. Preprocessing commonly comprises a series of sequential 
operations, including atmospheric correction or normahzation, image registration, 
geometric correction, and masking (e.g., clouds, water, and irrelevant features). 
At first all the data was geometrically rectified. Geometric rectification of the 
imagery resamples or changes the pixel grid to fit that of a map projection or 
another reference image. This becomes especially important when scene to scene 
comparisons of individual pixels in applications such as change detection are 
being sought. To conform the pixel grids and remove any geometric distortions in 
the satellite data, the first image, Jan. 1996, was registered to the Geographic Lat/ 
Long coordinate system, based upon ground control points collected from the 
field survey as well as from the SOI toposheets and satellite imageries of the 
study area. The rest of tiie images pertaining to the year 2000 and 2001 were 
registered to the Jan. 1996 image utilizing similar sets of ground control points 
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(GCP's). GfCP collection, first order transformation, and nearest neighbour 
resampling of the uncorrected imagery was performed during geometric 
correction. First order transformation is also known as a linear transformation 
which applies the standard linear equation (y = mx + b) to the X and Y 
coordinates of the GCP's. The nearest neighbor resampling method was 
performed as it uses the value of the closest pixel to assign to the output pixel 
value and thus transfers original data values without averaging them as other 
methods do, therefore, the extremes and subtleties of the data values are not lost. 
Each GCP was ordered by the residual error it contributed to the polynomial fit. 
Points with high error were discarded before registration. Image fit was 
considered acceptable if the Root Mean Square (RMS) error was < 15 m or one-
half pixel wide (RMS = 0.5). Overall, RMS errors of less than 0.5 pixel were 
achieved for each transformation. RMS error is the distance between the input 
(source) location of a GCP, and the resampled location of the same GCP. Even 
the smallest amount of RMS error has the potential to introduce some degradation 
to the change detection accuracy. This degradation has the potential to affect the 
boundaries of the land classes incorporated in the study as spurious differences 
can be detected because the land surface properties at wrong locations are 
evaluated instead of the real changes at the same location between one time and 
the another. The spatial resolution of the imagery becomes an important factor in 
this assessment. 
Transformation was previewed prior to resampling. All images were 
resampled to 23.5 meters x 23.5 metres (spatial resolution of LISS III). To verify 
CO-registration, all the images were overlaid and methods of flicker and swipe 
were used so as to confirm that each image has been co-registered exactly. 
Nearest neighbour resampling was selected due to quicker computer processing 
time as compared to other interpolation methods. In addition, nearest neighbor 
interpolation better maintains original reflectance values and thus only this 
resampling method was performed before image classification. The first order 
transformation provided sufficient accuracy and reduced potential introduction of 
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unwanted geometric distortions in areas with no ground control points for 
providing precise control. 
Subset of Study Area 
In the present research, IRS scenes loaded on the computer were much 
larger than the study area. In such instance, it was found beneficial to reduce the 
size of the image files to include only the area of interest. This not only eliminated 
the extraneous data in the files, but it increased the rate of processing due to the 
smaller amount of data to process. This is important when utilizing multiband 
data such as IRS imagery, in the current study. This reduction of data is known as 
subsetting. This process helped in cutting out the preferred study area from the 
multidate image scenes into smaller more manageable files. In the present 
research, the 1996 image was subsetted first, and rest of the images viz. 2000 and 
2001 images were subsetted exactly as the 1996 so that all the three images have 
equal number of pixels in the area of interest. At the time of subsetting it was 
made sure that all the four comers of the images pertaining to 1996, 2000 and 
2001 subsequently had the same set of coordinates viz. similar Lat/ Long. 
5.2 Visual Interpretation 
False colour composite (FCC) were generated with band 3, 2, 1 for the 
study area which is shown in Figure 5.1, 5.2 and 5.3. The image was first visually 
interpreted so as to get a clear understanding and identification of the landuse 
classes before going for Supervised classification and other methods of analysis 
involved. Though visual interpretation method was used for quick analysis of the 
multidate data, classification was perhaps the most important aspect of Image 
processing. Traditionally, classification was achieved by visual interpretation of 
features. So even with ongoing advances in digital image processing technique, 
the importance and role of human photo interpretation can't be denied. Photo 
interpretation used in the current research is the visual interpretation of images 
based on features viz. tone, pattern, shape, size, shadow, texture and association. 
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FALSE COLOUR COMPOSITE IMAGE OF GULF OF CAMBAY 
IRS 10 LISS III DATA (BAND COMBINATION 3.2,1) -1996 
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Figure 5.1 False Colour Composite of Gulf of Cambay- 1996 
FALSE COLOUR COMPOSITE IMAGE OF GULF OF CAMBAY 
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Figure 5.2 False Colour Composite of Gulf of Cambay- 2000 
FALSE COLOUR COMPOSITE IMAGE OF GULF OF CAMBAY 
IRS ID LISS III DATA (BAND COMBINATION 3,2.1] - 2001 
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Figure 5.3 False Colour Composite of Gulf of Cambay- 2001 
Most of the conventional digital image processing techniques are based on color 
or size or texture or tonal variation of each pixel in the image. In contrast to 
digital analysis of the images, visual interpretation does not classify the image 
pixel by pixel. Instead it exploits the aggregate information related to various 
basic image-features of unknown objects. It is easy to interpret natural color 
image but the interpretation of FCC image becomes difficult and requires 
adequate training and experience. One of the most widely used data format for 
information extraction is the infrared False Color Composite (FCC) image. The 
extraction of information from such images about ground reality is done by image 
interpretation for which generally the help of interpretation keys is taken. 
However with the advent of computers and digital imagery, attention has focussed 
on the use of computer- assisted interpretation. Therefore digital classification 
procedures guided by human interpretation was used in the present work which 
will be dealt with detail in this chapter. 
5.3 Classification of data 
For the study area Gulf of Cambay, Supervised classification was 
performed by using Maximum Liklihood algorithm for the multidate satellite 
imagery. ERDAS Imagine 8.4 was used in manipulating the image and creating 
the classification and analysis. The first stage required to determine a thematic 
classification scheme, and then to select statistically significant sets of pixels from 
known locations of each class in order to identify that classes characteristic 
spectral signature. The signatures were developed for thick vegetation, 
mangroves, mudflats, salt encrustations, uncultivated, water, sediments and 
saltpans. These signatures for the mentioned classes were made with reference to 
the training sites or areas chosen from within the image itself Training sites were 
selected using information derived from maps, field visits and visual 
interpretation of the imagery. Using the training sites the characteristic spectral 
signatures of the various land cover-types were then extracted. Any 
unrepresentative training data was detected and deleted and re-digitization of the 
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erroneous site was done thus ensuring a homogeneous cover-type. During 
signature development, there were variations found in the tones/ hues of some 
classes and therefore had to be merged into one single class. For defining the 
areas that were used as training sites, the on- screen digitizing feature- Area of 
Interest Tool (AOI), was used for each land cover class. Areas that appeared to be 
related to the land types of interest were digitized and added to a signature file. 
Each digitized area was added to the program's signature editor and checked to 
determine if the area had a un^jpodal leptonic distribution for its brightness 
signature. A unimodal distribution indicated that the reflectance values for the 
AOI likely comes from one type of land feature, such as vegetation. Areas that 
visually seemed to represent the spectral characteristics of the land use categories 
of forest, agriculture, urban, and water were digitized and added to the Signature 
editor. The regions were digitized using two methods; polygon and seed tool. The 
polygon method simply allows one to draw a polygon that represents the spectral 
characteristics that represent the particular classification. Alternatively, the seed 
tool allows one to pick a single pixel from which to grow a region by way of a 
statistical algorithm. Once various AOIs were chosen and checked statistically, 
the signatures for the various AOFs were merged into the eight classification 
types as have been mentioned. While digitizing training sites, care was taken to 
avoid inclusion of any pixel belonging to adjacent land covers. To achieve this the 
area was 'zoomed in' before digitizing that particular site. The aim was to digitize 
enough pixels so that there are at least 10 times as many pixels for each training 
class as there are bands in the image to classify. Thus for IRS IC / ID images with 
4 bands the aim was to have at least 40 pixels per training class. The second stage 
involved selecting the most appropriate classification algorithm for the training 
set data available and that was the Maximum Liklihood method. Maximum 
likelihood classification method was selected as it uses the training data as a 
measure of estimating means and variances of the classes, which are then used to 
estimate probabilities. Maximum likelihood classification considers not only the 
mean or average values in assigning classification, but also the variability of 
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brightness values in each class. It is most powerful of the classification methods 
as long as accurate training data is provided. Therefore this method requires 
excellent training data as is the case in the current study. An advantage of this 
method is that it provides an estimate of overlap areas based on statistics. This 
method is different from parallelopiped that uses only maximum and minimum 
pixel values. The maximum likelihood decision rule is based on the probability 
that a pixel belongs to a particular class. The basic equation assumes that these 
probabilities are equal for all classes, and that the input bands have normal 
distributions. The maximum likelihood algorithm assumes that the histograms of 
the bands of data have normal distributions. So, the subsetted false colour 
composite images were classified into desired spectral classes and then assigned 
meaningful informational classes. The Supervised classification of all the images 
of 1996, 2000 and 2001 are given in Figure 5.4, 5.5 and 5.6 respectively. 
Accuracy assessment/ Error matrix 
To access the accuracy of an image classification, it is common practice to 
create an error matrix. In an error matrix of the supervised classifications was 
done in the current study, the classification results were compared to additional 
ground truth information. The strength of an error matrix is that it identifies the 
nature of the classification errors, as well as their quantities. In the evaluation of 
classification errors, a classification error matrix is typically formed. This matrix 
is sometimes called confiision matrix or contingency table. In this table, for each 
sample point, classification is given as rows and verification (ground truth) is 
given as columns. The matrix contains the complete information on the 
categorical accuracy. Off diagonal elements in each row presented the numbers of 
sample that had been misclassified i.e., a label is committed to those samples 
which actually belong to the other labels. The misclassification error in this case 
is called as commission error. The oflF-diagonal elements in each column are those 
samples being omitted by the classifier. Therefore the misclassification error is 
also called omission error. 
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SUPERVISED CLASSIFICATION OF GULF OF CAMBAY 
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Figure 5.4 Supervised Classification of Gulf of Cambay- 1996 
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Figure 5.5 Supervised Classification of Gulf of Cambay- 2000 
SUPERVISED CLASSIFICATION OF GULF OF CAMBAY 
IRS ID LISS III DATA - 2001 
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Figure 5.6 Supervised Classification of Gulf of Cambay- 2001 
By examining the error matrix, it was seen that at least two methods were 
used to determine individual category accuracies. 
(1) The ratio between the number of correctly classified and the row total called 
as users accuracy. 
(2) The ratio between the number of correctly classified and the column total 
called as producers accuracy. It tells how correctly the reference samples were 
classified and therefore more interest was taken in this accuracy. 
Post-classification change detection used in this research provides 'from-
to' information. Accuracy assessment was performed randomly on the entire 
image for each date. An error matrix for each classification is given in Table 5.1, 
5.2 and 5.3. In these tables the pixels without change are located along the major 
diagonal of the matrix. Based on Error matrix tables, the accuracy of the 
Supervised classification was found, which in the current study was 95.85%, 
1996, 96.17% for the year 2000 and for the year 2001 the accuracy turned out to 
95.71%. This shows that the Supervised classification for all the dates was 
appreciably correct. The columns in these tables represent reference (field) data, 
the rows represent classification (imagery-derived) data, and the values in the 
cells are numbers of pixels. The producer's accuracy values were computed by 
dividing the number of correctly classified (main diagonal) pixels in each 
category by the column total of reference pixels. They indicated the degree to 
which the test data was accurately classified. The user's accuracy figures were 
computed by dividing the number of correctly classified pixels in each category 
by the total number of pixels that were classified in that category. They indicated 
the probabihty that a pixel assigned into a particular category actually represents 
that category on the ground. Overall, the map generated from both the 
multispectral and topographic data sets is an accurate and useful product 
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Overall Accuracy 
First of all, the most important statistic in accuracy assessment is the 
Overall Accuracy. By comparing our user-defined classes to the Maximum 
Liklihood classes, the resultant percentage shows the amount of correctly 
classified pixels in the total image. Our percentage, however, turned out 
especially well at 95.85%, 96.61% and 95.71% in the year 1996, 2000 and 2001 
respectively. The resultant accuracies for all the dates were appreciably high 
because besides other reasons like selection of correct training sites, we decided 
to restrict our total number of categories. Hence rather than having various 
ambiguous and relatively insignificant classes, we lumped possible classes 
together. 
Individual Accuracy 
As the confusion matrix table for 1996 shows, not all classes had the same 
success however. Our 100% accurate classes were Mangroves and mudflats. 
Among the other classes, sediments and saltpans turned out very well. For 2000 
the most accurate classes were mangroves and saltpans. In 2001 mudflats and salt 
encrustations showed very good accuracy. This was, perhaps because these 
classes were broadly defined. The individual accuracy for all the classes with 
respect to Producers and Users accuracy is given for all the dates in Tables 5.1, 
5.2 and 5.3. The Producers accuracy was found out by dividing correctly 
classified number of each class with the column total and the user's accuracy was 
found out the same by row total. 
Kappa analysis 
The final measure of agreement discussed is the Kappa Coefficient of 
Agreement. Kappa statistic (k-hat) was calculated for measuring the difference 
between the observed agreement (diagonal element) and the agreement that might 
be derived by total chance mapping of the maps. The Kappa Coefficient was 
estimated as it measures how well the classification performed compared to the 
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probability of randomly assigning points to their correct categories. The equation 
for the Kappa Coefficient of Agreement is as follows 
R r 
7 - 1 i - 1 
Khat = 
r 
i - 1 
Where, 
r is the number of rows in the matrix 
Xn is the number of observations in row i and column i 
X i+ and x+i are the marginal totals for row i and column i 
N is the total number of observations 
Kappa analysis proved to be a discrete multivariate technique of use in 
accuracy assessment and measured of how accurate the classification was above 
and beyond the accuracy that would be expected by chance alone. It considered 
omission, commission and overall accuracy simultaneously. For each supervised 
classification the K- hat (%) values for the year 1996 was 94. 80% and 96. 00% 
for year 2000. K- hat (%) for year 2001 came out to be 94. 65%. The computation 
of K- hat statistics by using the above formula is shown as below: 
K-hat (%) for 1996 
88 X 84 + 22 X 22 + 8 X 6 + 145 X 146 + 15 X 16 + 41 X 46 + 70 X 69 + 45 X 45 = 
38075 
(434 X 416 - 38075)/ (434^-38075) = 142469/ 150281 
K-hat(%) = 94. 80% 
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K- hat (%) for 2000 
89 X 86 +19 X 19+13 X 12+151 x 152 + 18 x 17 + 37 x 41 +70 x 69 + 48 x 49 
= 8699 
(445 X 428 - 8699)/ (445^- 8699) = 181761/189326 
K-hat(%) = 96.00% 
K-hat (%) for 2001 
83 X 78+ 2 7 x 2 9 + 9 x 9 + 1 6 0 X 159+ 17 X 18 + 46x48 + 73x73 + 52x53 = 
43377 
(467 X 447 - 43377)/ (467^ - 43377) = 165372/174712 
K- hat (%) = 94. 65% 
Area Estimation 
The area for each class was calculated by multiplying the number of pixels 
with the spatial resolution of the satellite data used i.e. 23.5 m x 23.5 m (= 
0.00055225 Sq.Km). The results of the classification are given in the Table 5.4 
and shown graphically in Figure 5.7. The results were compared with the findings 
of Gujarat Ecology Commission GEC, (1997). A comparison of the findings of 
the present research witii the earlier investigations viz. GEC (1997) and FSI 
(1999) was done and the results obtained are given below. 
Mangroves 
Area of mangroves have increased fi^om 1996 to 2001 as is obvious fi^om 
Figure 5.7. Table 5.4.shows that the calculated area was 25.43 Sq. Km, 38.09 Sq. 
Km and 40.52 Sq. km in the year 1996, 2000 and 2001 respectively. The area of 
mangroves given by GEC in the year 1998 is 29.9 sq. km. An earlier report on 
mangrove cover by FSI, (1999) also showed that there was considerable increase 
in mangrove area from the year 1993 to 1999. The present findings are seen in 
line with the findings of FSI (1999) and GEC (1997). This increase in the area of 
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mangroves over the last 6 years can be attributed to the fact that quite a sum of 
budget was allocated for the rehabilitation for this valuable coastal resource. 
Mudflats 
Mudflats have decreased over the years. Table 5.4 shows that the area of 
mudflat was 102.16 Sq. Km, 88.59 Sq. Km and 72.39 Sq. km in the year 1996, 
2000 and 2001 respectively .The area of mudflats shown by GEC (1998) was 95.6 
sq. km. Mudflats are lost to salt pans and other industrial activities. Many of the 
mudflats in Gujarat are of intemational significance as they provide wintering 
sites as well as resting places for migratory waterfowl which come from Russia 
and Central Asia. The wetlands like mudflats and marshes are treasure houses of 
biodiversity. In recent times, however, urbanization, mining activity, increased 
salinity and other biotic interference have affected them. The decrease in mudflat 
area in Gujarat is a cause for concern as the area shrunk from 3.36 million 
hectares in 1971 to 2,72 million hectares in 1992 as has been reported by GEC 
(1997). At this rate, the area may go down to 30% of its present extent in the next 
30 years. The shrinkage of mudflat area has affected not only bird populations 
but also flow regimes of rivers like Sabarmati, Mahi, Narmada, Kim and Tapi. 
Because of this impact on river flows, salinity levels in the Gulf of Camaby near 
Hazira recorded an increase. 
Salt encrusted areas 
Salt encrusted area too has increased over the years, which is shown in our 
present work given in the Figure 5.7. The calculated salt encrusted area was found 
to be 77.05 Sq. Km, 139.68 Sq. Km and 145.39 Sq. Km in 1996, 2000 and 2001 
respectively, which has also been shown in Table 5.4. The findings of GEC 
(1997) report also show an increasing trend in the saline areas. The salt encrusted 
area is increasing due to the salt farming activities like springing up of salt pans 
by the farmers. The changing environmental conditions and human interventions 
have caused an increase in the spread and concentration of soil salinity over the 
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past several decades. It is seen that in the course of the last three decades, the 
environment has fast degraded and the problem of soil salinity has got aggravated. 
Unchecked proliferation of salt pans along the coast is a source of danger to 
marine life as well. 
Thick vegetation 
The calculated thick vegetation i.e. forest area scrubs and cultivated area 
was 91.12 Sq.km, 185.23 sq.km and 105.71 sq.km in the year 1996, 2000 and 
2001 shown in Table 5.4. The GEC, (1997) reported that the vegetation area was 
82.25 sq. km in 1997 in the study area. The cultivated and forest area was also 
reported from the year 1967 to 1996.in terms of legal status as reported by GEC, 
1997 report. The marked fluctuation in the area of thick vegetation was noticed 
during the investigation of different years viz. 1996,2000 and 2001. The decrease 
in the area of thick vegetation may be attributed to the conversion of forest lands 
to agriculture, unauthorised cultivation and the huge demand supply gap in the 
timber has led to reduction, both, in the area and density of the forest. The 
increase may be due to the rehabilitation techniques and also when these factors 
may not be operating in full force. 
Uncultivated 
The area under barren and uncultivated land too shows minor fluctuations 
in the various years. The computer based calculated area shown in Table 5.4 was 
found to be 860.72 Sq. km., 817.01 Sq. Km and 870.93 sq.km in the year 1996, 
2000 and 2001 respectively. The area reported by GEC (1997) was 877.5 Sq. km 
for the year 1997. 
Salt pans 
In the present work the calculated area of salt pans was 58.00 sq. km, 
115.39 sq.km and 120.82 sq.km in the year 1996, 2000 and 2001 respectively as 
shown in Table 5.4. It is evident that the area of salt pans has increased over the 
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years as also seen in Figure 5.7. This is due to the ever- increasing salt farming 
activities around the regions of Gulf of Cambay which are instrumental in 
decreasing the area of other valuable resources like mudflats and vegetation of the 
coast. In recent years a large number of saltpans have come up and the number 
continues to grow in the study area. 
Water 
The clear water area of the Gulf of Cambay was 538.52 sq. km, 68.98 Sq. 
km and 370.15 sq. km in the three periods of investigation i.e. 1996, 2000, and 
2001 respectively as is evident from Table 5.4. The Figure 5.7 shows that there is 
an overall decreasing trend in the clear water area. This may be due to the various 
industries, which have cropped up near the coastal areas of the Gulf and are 
responsible for deteriorating the water quality and increasing the turbidity or 
sediment load in the waters of the Gulf However sudden decline in the clear 
water area in the year 2000 may be attributed to the transient conditions and 
dynamic nature of the water prevailing in the Gulf region. 
Suspended Sediments 
From the Table 5.4 it can be inferred that the area of sediment load was 
1232.92 sq.km, 1532.95 sq.km and 1260.01 sq.km in the year 1996, 2000 and 
2001 respectively. It can be inferred that the overall sediment load over the years 
in the present investigation has increased. The high turbidity in the water quality 
of the Gulf in the year 2000 is evident from the Figure 5.5 and 5.7. Similar 
fmdings were reported by GEC (1997). 
5.4 Radiance Analysis 
For many quantitative applications of remote sensing data, it is necessary 
to convert the digital numbers to measurements in units, which represent the 
actual reflectance or omittance from the surface. This is done based on detailed 
knowledge of the sensor response and the way in which the analog signal (i.e. the 
144 
reflected or emitted radiation) is converted to a digital number, called analog-to-
digital (A-to-D) conversion. By solving this relationship in the reverse direction, 
the absolute radiance was calculated for each pixel, so that comparisons could be 
accurately made over time and between different sensors. To study patterns of 
reflectance, it was necessary to calibrate radiance values so as to normalize solar 
angles and earth- sun distances. In the present study the conversion of DN values 
to absolute radiance values was performed by Model maker function of ERDAS 
Imagine. Taking the false colour composite of the study area the Radiance image 
was made. The calibration of radiance values was done so that the absolute 
reflectance level of objects measured by LISS HI sensors can be found out. The 
method used in radiance calibration is described below: 
Radiance Calibration: Pixel values in commercially available satellite imagery 
represent the radiance of the surface in the form of Digital Number (DN) which 
have to be calibrated to fit a certain range of values. Sometimes the DN is referred 
to as the brightness values. To find out the reflectance pattern of each landuse 
class DN was converted to absolute radiance values. Most commonly the data are 
distributed in 8- bit format corresponding to 256 DN values as in the present 
work. Lmin is the spectral radiance corresponding to the minimum DN value 
(usually a value of 0), Lmax is the radiance corresponding to the maximum DN 
(usually, the value of 255). The equation relating DN in remotely sensed data to 
radiance is given as under. 
L= Lmax- Lmin 
255 
X DN + Lmin 
where L is the radiance expressed in Wm"^  sr'V The Lmax and Lmin are values 
calculated prior to the launch of the sateUite that relate known radiance values to 
the output DN values. These values are shown below in the Table 5.5. The above 
formula was used in FCC of satellite image for all the four IRS bands i.e. Band 2, 
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Band 3, Band 4 and Band 5 to extract the desired radiance image which is shown 
in Figure 5.8. 
Table 5.5 Value of Lmax and Lmin in the four IRS bands 
No. of Bands 
Band 2 
Band 3 
Band 4 
Bands 
Lmax 
14.45 
17.03 
17.19 
1.53 
Lmin 
1.76 
1.54 
1.09 
-6.58 
By introducing these values into the Model maker function in ERDAS 
Imagine software and later stacking the single band images formed by all the four 
bands, the radiance image was made. After getting the radiance image, the 
radiance values of each landuse class was found out as each class has a 
characteristic value of its own. The classes for which the radiance values were 
found out are thick vegetation, mangrooves, mudflats, salt encrustations, 
uncultivated, water, sediments, and saltpans. The results of radiance values in 
each class are shown in Figure 5.9a. The results clearly bring out that each 
landuse class has a distinctive radiance of its own and has its unique 
characteristics. It was inferred that there was marked variability within each 
landuse class in each band e.g. mangrove species showing five or six values in 
variable texture and tone. All the calculated radiance values of each class were 
hence averaged to finally come out with a single value in each band, which is 
shown in Table 5.6a. 
Besides the above eight landuse classes, radiance values were also found out 
for other selected critical environments in a survey work relating to malaria 
control. The environmets included creeks, human settlements, lakes, ponds, 
agriculture, saltwater swamp, thick vegetation and mangrove swamps. Their 
radiance values are given in Table.5.6b and graphically represented in Figure 
5.9b. From the Table 5.6a and 5.6b it was concluded that spectral radiance in each 
band helps in differentiating the unique spectral signature for every landuse class. 
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Figure 5.8 Radiance Image of Gulf of Cambay 
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Table 5.6a Radiance values (Wm"^  sr"') of diflferent landuse classes in all the four 
ERS bands 
Landuse Classy 
Thick vegetation 
iliBp<iiiiis:;:;:;:;;;:;S 
Mudflats 
;Siiili(tif^iisp(t^iiilll 
Uncultivated 
Water 
Sediments 
Saltpans 
Baitdl 
5.79 
j]|:||||::;|iij|||||^ 
6.48 
laiili 
6.35 
636 
6.52 
5.75 
Band 2 
4 53 
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5.65 
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5.15 
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4.46 
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5.01 
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Table 5.6b Radiance values (Wm"^sr'^)ofdiflferent mosquito prone critical 
classes in all the four IRS bands 
Biwi^l 
^m:- 5.397 3.3945 
Creeks 
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Lakes 
5.0025 
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Agriculture 
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Thick vegetation 
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148 
5.5 Shoreline change detection 
In the present research an attempt was made to find out the changes in the 
shoreline of Grulf of Cambay. The geomorphic processes of erosion and 
deposition and sea level changes continuously modify the shoreline. The complex 
erosional and depositional changes were observed in the Mahi estuary. From the 
review of the literature it was revealed that the shoreline of the study area was 
undergoing gradual changes due to various reasons. In the shoreline changes first 
of all layer stacking for all the layers was done for 1996 and 2001 image in 
ERDAS Imagine 8.4. Then for 1996 image supervised classification pertaining to 
two classes i.e. land and water was done by giving them values of 1 and 255 
respectively. The same method was used for 2001 image. After this the two 
resultant classified images were put into Model maker function which subtracted 
1996 image from 2001. In the final output image the negative values showed the 
areas of erosion while the positive areas showed accretion over a period of six 
years i.e. from 1996 to 2001. The area eroded was 24297 pixels which gave a 
calculated value of 13.41 sq. km while the deposition was just 1484 pixels giving 
rise to 0.819 sq. km which is shown as below. 
Area of Erosion 
1 pixel = 23.5 x 23.5 m = 0.00055225 Km^ 
24297 pixels = 24297 x 0.00055225 = 13.41 Sq. Km 
Area of Erosion = 13.41 Sq. Km 
Area of Accretion 
1 pixel = 23.5 x 23.5 m = 0.00055225 Km^ 
1484 pixels = 1484 x 0.00055225 = 0.819 Sq. km 
Area of Accretion = 0.819 Sq. km 
Figure 5.10 shows the resultant image. Mitra et al. (2000) revealed that 
using 1999 LISS HI data and 1967 SOI toposheet, land erosion of 72.078 sq. Km 
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Figure 5.10 Shoreline changes showing erosion and accretion for the year 
1996-2001 
has occurred and land accretion of 5.196 Sq. Km was seen. It can be inferred that 
the coastal erosion is caused by wave breaking, reduction in sediment input to 
coasts, tectonic upheavals and rise in sea level. The process of erosion is mainly 
seen in Mahi estuary while the depositional processes are seen in Narmada 
estuary. The increase in the size of the Aliabet island suggests heavy deposition 
in the estuary. Erosion can also be attributed to the construction of coastal 
structures like groins, jetties, fills and breakwaters. Construction of dams on the 
Mahi estuary is also a possible cause for erosion. The depositional activities can 
be attributed to the construction of impoundments in Mahi estuary thereby 
causing trapping of sediments. The discharge rate of water has reduced 
considerably. In the subsequent years many new islands/ shoals have been formed 
indicating heavy deposition at the mouth of the Mahi estuary. 
5.6 Normalized Difference Vegetation Index Analysis 
The Normahsed Difference Vegetation Index (NDVI) gives a measure of 
the vegetative cover on the land surface over wide areas. Dense vegetation shows 
up very strongly in the imagery, and areas with little or no vegetation are also 
clearly identified. NDVI also identifies water and ice. NDVI is calculated fi"om 
the visible and near-infiared light reflected by vegetation. Healthy vegetation 
(left) absorbs most of the visible light that hits it, and reflects a large portion of 
the near-infiared light. Unhealthy or sparse vegetation (right) reflects more visible 
light and less near-infrared light as shown in Figure 5.11. When sunlight strikes 
objects, certain wavelengths of this spectrum are absorbed and other wavelengths 
are reflected. The pigment in plant leaves namely chlorophyll, strongly absorbs 
visible light (from 0.4 to 0.7 nm) for use in photosynthesis. The cell structure of 
the leaves, on the other hand, strongly reflects near-infrared light (from 0.7 to 1.1 
Hm). The more leaves a plant has, the more these wavelengths of light are 
affected. A vegetative index is a value that is calculated (or derived) from sets of 
remotely-sensed data that is used to quantify the vegetative cover on the Earth's 
surface. Though many vegetative indices exist, the most widely used index is the 
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Figure 5.11 Visible and Near-infrared light reflected by healthy vegetation (Left) 
and unhealthy vegetation (Right) 
Normalized Difference Vegetative Index (NDVI) and hence was used in the 
present research. The NDVI, like most other vegetative indices, is calculated as a 
ratio between measured reflectivity in the red and near infrared portions of the 
electromagnetic spectrum. These two spectral bands were chosen because they are 
most affected by the absorption of chlorophyll in leafy green vegetation and by 
the density of green vegetation on the surface. Also, in red and near-infrared 
bands, the contrast between vegetation and soil is at a maximum. The NDVI is a 
type of product known as a transformation, which was created by transforming 
raw image data into an entirely new image using mathematical formulae (or 
algorithms) to calculate the colour value of each pixel by using NDVI fiinction in 
ERDAS Imagine 8.4. This type of product was found to be usefiil in the present 
research since the images were multispectral and hence transformations could be 
created that highlighted relationships and differences in spectral intensity across 
multiple bands of the electromagnetic spectrum. NDVI values are obtained in the 
range of -1.0 to 1.0. The values of 0 to 0.2 indicate bare soils with scanty 
vegetation, 0.2 to 0.7 different categories of green vegetation and negative values 
indicate the presence of water. 
Vegetation indices are algorithms which in this research were aimed at 
simplifying data from multiple reflectance bands to a single value correlating to 
physical vegetation parameters such as biomass, productivity, leaf area index, or 
percent vegetation ground cover. These vegetation indexes were based on the 
well-documented unique spectral characteristics of healthy green vegetation over 
the visible to infi^red wavelengths. The NDVI transformation was computed as 
the ratio of the measured intensities in the red (R) and near infrared (NIR) spectral 
bands using the following formula: 
NDVI = (NIR - Red) / (NIR + Red) 
The resulting index value is sensitive to the presence of vegetation on the 
Earth's land surface and can be used to address issues of vegetation type, amount, 
and condition. Many satellites have sensors that measure the red and near-infrared 
151 
spectral bands, and many variations on the NDVI exist. Dense vegetation shows 
up very strongly in the imagery, and areas with little or no vegetation are also 
clearly identified. NDVI also identifies water and ice. Table 5.7 shows typical 
reflectance values in the red and infi^ ared channels, and the NDVI for typical 
cover types. 
Table 5.7 Standard reflectance values in the Red and Infi-a-red bands for different 
cover types along with calculated NDVI (Tucker, 1979) 
COVER TYPE 
Dense vegetation 
Dry Bare soil 
Clouds 
Snow and ice 
Water 
RED 
0.1 
0.269 
0.227 
0.375 
0.022 
NIR 
0.5 
0.283 
0.228 
0.342 
0.013 
NDVI 
0.7 
0.025 
0.002 
-0.046 
-0.257 
Figure 5.12, 5.13 and 5.14 show the NDVI values for the year 1996, 2000 
and 2001. The calculated range of values for NDVI of the Gulf of Cambay were 
found to be from -0.57 to 0.48, -0.48 to 0.39 and -0.49 to 0.32 for the years 1996, 
2000 and 2001 respectively. The picture reveals that the values have decreased 
over the years thereby indicating the decline in the vegetation vigour. 
The healthy vegetation has deteriorated to a considerable extent. This can 
be attributed to the industrial pollution caused by NIRMA soap factory, 
deforestation and other human interventions constantly at play 
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Figure 5.12 Normalized difference Vegetation Index of Gulf of 
Cambay- 1996 
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Figure 5.14 Normalized difference Vegetation Index of Gulf of Cambay-
2001 
Normalised Difference Vegetation Index (NDVI) analysis has shown that 
for the year 1996 there is substantially greater area which is undergoing 
photosynthetic activity. An analysis between the three periods shows that 1996 
exhibits a greater NDVI response than 2001. Besides the above mentioned factors 
the varied response may also be due to climatological/ meteorological conditions 
at the time of data acquisition. The NDVI index was found to be very effective in 
distinguishing land use and land cover in both large and small land area for 
multidate images. In conclusion, the NDVI analysis has shown that on the whole, 
productivity in 1996 was greater than in 2001 which has also been graphically 
shown in Figure 5.15. However, since the NDVI is unitless, it is almost 
impossible to quantify the degree of increase in productivity. 
5.7 Principal Component Analysis 
Principle Component Analysis (PCA) is a method that mathematically 
transforms all of the data into new images, known as components. The original 
data set can be reconstructed by a Unear combination of the components. A major 
advantage of these components is that since they are orthogonal to each other, 
there is no mathematical correlation between components. The largest amount of 
variance is mapped in the first component with a decreasing amount of variance 
in the subsequent components. This transformation has an enormous impact on 
the efficiency of data analysis. This yields a diagonal matrix displaying the eigen 
values of each component. Now that we have the principal components and their 
corresponding variances, we can analyze the data for land cover change. In 
general, the first and second components are not used in change detection because 
the variance is mostly due to other sources rather than land use change. By 
looking at the eigen structures of each of the components, we can see how each is 
positively or negatively loaded. This will tell us the overall change in contrast 
between different bands of the spectrum. Given a set of image bands, PCA 
produces a new set of images known as components, that are uncorrelated with 
one another and are ordered in terms of the amount of variance they explain from 
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the original set. Figure 5.16, 5.17, and 5.18 show all the 4 principal components 
(PCs) for all the three periods of investigation. All the first principal components 
accounts for the maximum variance (eigen value) in the original dataset. The 
second principal components were orthogonal (uncorrelated) to the first and 
accounts for most of the remaining variance. Hence, Principal Component 
Analysis (PCA) mathematically transformed all of the data into new images, 
known as components. The original data set was reconstructed by a linear 
combination of the components. A major advantage of these components was 
that since they were orthogonal to each other, there was no mathematical 
correlation between components. The largest amount of variance was mapped in 
the first component with a decreasing amount of variance in the subsequent 
components. This transformation has an enormous impact on the efficiency of 
data analysis. However, since coordinate transformations included most of tiie 
variance in the first few components, analysis of the data was reduced to only 2 or 
3 images. In general, the first and second components were not used in change 
detection because the variance is mostly due to other sources rather than land use 
change. By looking at the eigen structures of each of the components, we could 
see how each was positively or negatively loaded. Principal component four 
seems to be the most likely change component. 
Another type of analysis to detect changes in principal components of 
images pertaining to the year 1996 and 2001 was overlaying of both the images. 
Multiple dates of remotely sensed imagery can be rectified and placed in a single 
data set. In the present study, a composite image of six bands -bands 3,2 and 1 of 
1996 and 2001 LISS ID image was made by means of Principal Component 
Analysis (PCA) to extract change detection. Then PCA based on variance-
covariance matrix was performed. This resulted in computation of eigen values 
and factor loadings and produced a new, uncorrelated PCA image data set. The 
eigen matrix for the 1996 and 2001 image was generated and is shown in Table 
5.8 and Table 5.9. 
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Variance/ 
Covariance 
Band 2 
Bands 
Band 4 
Bands 
Band 2 
9.13 
10.81 
11.40 
5.75 
Band 3 
10.81 
13.05 
13.63 
6.81 
Band 4 
11.40 
13.63 
14.42 
7.18 
Bands 
5.75 
6.81 
7.18 
3.66 
Correlation 
Matrix 
Band 2 
Band 3 
Band 4 
Bands 
Band 2 
1.00000 
0.990338 
0.993411 
0.994297 
Band 3 
0.990338 
1.000000 
0.993817 
0.985230 
Band 4 
0.993411 
0.993817 
1.000000 
0.988372 
Bands 
0.994297 
0.985230 
0.988372 
1.000000 
Component 
% variance 
Eigen Value 
Eigen Vector 1 
Eigen Vector 2 
Eigen Vector 3 
Eigen Vector 4 
CI 
99.32 
3.97 
0.500669 
0.499578 
0.500361 
0.499390 
C2 
0.42 
0.02 
0.256802 
-0.602817 
-0.332220 
0.678450 
C3 
0.15 
0.01 
0.274759 
-0.614910 
0.663734 
-0.325346 
C4 
0.11 
0.00 
-0.779673 
-0.094442 
0.445786 
0.429494 
Loading 
Band 2 
Band 3 
Band 4 
Bands 
CI 
0.997920 
0.995745 
0.997307 
0.995371 
C2 
0.033459 
-0.078540 
-0.043285 
0.088394 
C3 
-0.021361 
0.047805 
0.051600 
-0.025293 
C4 
0.050792 
0.006152 
0.029041 
0.027980 
Table 5.8 Eigen matrix of different components for the year 1996 
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Variance/ 
Covariance 
Band 2 
Bands 
Band 4 
Bands 
Band 2 
7.58 
9.00 
9.54 
4.79 
Band 3 
9.00 
10.95 
11.49 
5.69 
Band 4 
9.54 
11.49 
12.22 
6.02 
Bands 
4.79 
5.69 
6.02 
3.08 
Correlation 
Matrix 
Band 2 
Bands 
Band 4 
Band 5 
Band 2 
1.00000 
0.987721 
0.990852 
0.991688 
Band 3 
0.987721 
1.000000 
0.993437 
0.980765 
Band 4 
0.990852 
0.993437 
l.OOOOOO 
0.982417 
Bands 
0.991688 
0.980765 
0.982417 
1.000000 
Component 
% variance 
Eigen Value 
Eigen Vector 1 
Eigen Vector 2 
Eigen Vector 3 
Eigen Vector 4 
CI 
99.09 
3.96 
0.500861 
0.499809 
0.500413 
0.498915 
C2 
0.59 
0.02 
0.238787 
-0.525942 
-0.414710 
0.703123 
C3 
0.19 
0.01 
-0.564626 
0.595033 
-0.418199 
0.390184 
C4 
0.13 
0.01 
-0.610997 
-0.345704 
0.634596 
0.323202 
Loading 
Band 2 
Band 3 
Band 4 
Bands 
CI 
0.997135 
0.995040 
0.996244 
0.993260 
C2 
0.036779 
-0.081009 
-0.063876 
0.108299 
C3 
-0.049454 
0.052117 
0.036629 
0.034175 
C4 
-0.043873 
-0.024824 
-0.045568 
-0.023208 
Table 5.9 Eigen matrix of different components for the year 2001 
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It was observed from the Table that the higher order PC's were able to 
account for land cover changes e.g., PC3 and PC4. A large proportion of the land 
area belongs to areas of no change. Also, the first PC's accounted for maximum 
possible variance of the multi-date data. Thus areas of land cover changes 
occupied only a minor proportion of the entire scene, so that PC2, PC3 and PC4 
pick up their variance. For PCI, we observed that the eigen structure weree 
loaded positively. Thus no change is represented by it. PC2 is mainly loaded 
evenly on all bands. So high biomass objects were dark and low biomass objects 
were bright. For PCS, the 1996 image was positively and negatively loaded in 
green and IR bands respectively and the 2000 image was negatively and 
positively loaded in green and IR bands respectively. So it basically represented 
changes in vegetation in bright areas and no change in dark areas. PC4 was loaded 
positively in all 96 bands and negatively in all 2001 bands. So PC4 was a measure 
of brightness. Objects with increase brightness were bright in this image while 
those with a decrease in brightness were dark as shown in Figure 5.19. 
5.8 Image Ratioing and Image differencing 
Image ratioing serves to highUght subtle variations in the spectral 
responses of various surface covers. By ratioing the data from two diflferent 
spectral bands (n^/R), the resultant image enhanced variations in the slopes of the 
spectral reflectance curves between the two diflferent spectral ranges that may 
otherwise be masked by the pixel brightness variations in each of the bands. 
Healthy vegetation reflects strongly in the near-infiared portion of the spectrum 
while absorbing strongly in the visible red. Other surfece types, such as soil and 
water, show near equal reflectances in both the near-infrared and red portions. 
Thus, a ratio image of all the three periods was obtained by dividing Band 4 
(Infrared) divided by Band 3 (Red) which resulted in ratios much greater than 1.0 
for vegetation, and ratios around 1.0 for soil and water. Thus the discrimination of 
vegetation from other surface cover types was significantly enhanced. Also, we 
were better able to identify areas of unhealthy or stressed vegetation, which show 
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Figure 5.19 Principal Component Analysis of Overlay Image 
ofthe year 1996 and 2001 
low near-infrared reflectance, as the ratios were lower than tiiat of healthy green 
vegetation. The IDRISI Overlay command was used to divide the 2001 blue band 
image by the corresponding 1996 image. The distribution of the resulting ratio 
image was negatively skewed with a mean of 1.14 (±0.96 standard deviation). 
This showed that overall, the image had undergone positive change as shown in 
Figure 5.20. As we were looking at relative values (i.e. ratios) instead of absolute 
brightness values, variations in scene illumination as a result of topographic 
effects were reduced. Although the absolute reflectances for vegetation may vary 
depending on their orientation relative to the sun's illumination, the ratio of their 
reflectances between the two were very similar. More complex ratios involving 
the sums of and differences between spectral bands for various sensors, have been 
developed for monitoring vegetation conditions. In the image ratioing method, for 
each pixel, we divided the DN value of Infrared band (Band 4) by the value of 
Red band (Band 3). This quotient yielded a new set of numbers that ranged from 0 
to 255 but the majority were fractional (decimal) values between 0 and typically 
II3. We then rescaled these to provide a gray-tone image, in which we were able 
to reach 16 or 256 levels, depending on the computer display limits. One effect of 
ratioing was to eliminate dark shadows, because these have values near zero in all 
bands, which tends to produce a truer picture. 
Image differencing is like the absolute difference between images. It 
involves overlaying and subtracting DN values of one image from the DN values 
of the other. The difference image normally had a wide range of values so the 
difference image needed to be thresholded to distinguish between change and 
natural variability. Then difference image was reclassed to apply the threshold 
into classes of positive change, negative change, and no change or natural 
variability. The IDRISI Overlay subtract module was used to find the difference 
between the Ratio images of 1996 and 2001. Areas of greatest positive and 
negative change could be seen, but it was not known whether these changes were 
due to significant true change or just due to normal variation. Threshold values 
were therefore decided upon, beyond which change was assumed to be 
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Figure 5.20 Ratio images of Gulf of Cambay for the year 1996 and 2001 showing 
Gray scale image (Above) and Colour Composite image (Below) 
significant. Large positive change values were seen in areas of increased saltpans 
and sediments from 1996 to 2001, whereas negative values were vaguely seen 
around the mudflat area. A ratio of 1 indicated no change. A value greater than 1 
explained how many times larger the reflectance was in 1996. A value less than 
one such as 0.5 showed that the reflectance had halved. This was not a 
symmetrical scale as the change in reflectance was greater for a doubling 
compared to a halving from 1996 to 2001. The scale was therefore made 
symmetrical by taking the natural logarithm of the ratio image using the IDRISI 
Transform command, so that a normal distribution assumption could be made. It 
was observed that areas that are bright represent changes in dense vegetation. 
Most probably, they represent changes from forests to shrubs. This can be inferred 
from Figure 5.21. The areas in black represent change in riverbeds, settlements 
and agricultural lands. The areas in gray represent areas of no change. 
5.9 Tasseled Cap Transformation 
The TM Tasseled Cap transformation is an orthogonal transformation of 
the bands to four components (Crist & Cicone, 1984; Kauth & Thomas, 1976). 
This tasseled cap transformation is a technique, which produces a transformation 
of the original data to a four-dimensional space (Kaufinan, 1989). In this 
transformation the four features are defined as Soil Brightness Index (SBI), Green 
Vegetation Index (GVI), Yellow Stuff Index (YSI), and Non-Such Index (NSI) 
(Jensen, 1996). Brightness, the first feature, is a weighted sum of all the MSS 
bands and is defined principally by variation in soil reflectance. The second 
feature is the contrast between the near infiiared bands and the visible bands and 
can be related to the substantial scattering of infrared radiation resulting from 
cellular structure in green vegetation. Targets with high densities of green 
vegetation would produce a high greenness response. The third and fourth 
features, YSI and NSI, are associated with atmospheric effects. Generally the first 
two indexes (SBI and GVI) contain more than 90% of the scene information. The 
algorithm is based on a linear model similar to PCA. As in PCA the first two 
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Figure 5.21 Difference Image of the ratio images of the year 
1996 and 2001 
indices contain 95% to 98% of image information (Crist & Kauth, 1986), 
similarly, brightaess and greeness are the major components and yellowness and 
non-such (mostly noise) are the minor components. PCA considers the variation 
common to a data set and separates the variability into discrete, non-correlated 
components. MSS spectral bands are correlated hence, brightness is a component 
of all bands to some degree. The tassled cap algorithm is used to separate this 
common information into distinct components, which is seen in Figure 5.22,5.23 
and 5.24. After carefully studying Figure 5.22, 5.23 and 5.24, we can draw the 
conclusion that GH is better at indicating human dominant features (village, road, 
crop, barren soil, etc) and heavily disturbed grassland than NDVI. All these 
figures show that the GH image has good correspondence with the reference 
image in terms of the overall visual pattem of the classes. Tasseled Cap 
transformations developed by Kauth & Thomas (1976) were applied to these 
subscenes using standard coefficients or weights for MSS data contained in the 
IDRISI version 2. This transformation produces images with three orthogonal 
indices comprising linear weighted sums of the radiance values in the four MSS 
spectral bands that represent brightness, greenness, and wetness. In this study, 
brightness and greenness indices were used as the primary indicators of landscape 
change as often 95% or more of all the information in an agricultural scene is 
contained within these two bands. The brightness band indicates areas of high soil 
reflectance and/or low amounts of vegetation. The greenness band conveys 
information conceming abundance and vigor of living vegetation. These two 
bands are expected to indicate how the landscape has changed in terms of the 
amount of exposed soil, or the abundance of healthy vegetation possibly due to 
(1) extensive land use such as grazing and intensive forming land uses, and, (2) 
climatic fluctuation causing variations in the surface conditions (soil moisture and 
natural vegetation). 
A comparison of two tasseled cap-transformed data scenes viz. for the 
year 2001 and 1996 can reveal the temporal changes in greenness at a given 
location as shown in Figure 5. 25. Such a comparison, called a change vector 
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Figure 5.22 Tasseled Image Transformation showing the four Indices for 
the year 1996 
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Figure 5.23 Tasseled Image Transformation showing the four Indices for 
the year 2000 
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Figure 5.24 Tasseled Image Transformation showing the four Indices for 
the year 2001 
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Figure 5.25 Tasseled Cap Transformation showing the four Indices for 
Difference Image (1996- 2001) 
analysis (CVA) was used by Michalek, etal. (1993) and Luczkovich, etal. (1993) 
to quantify changes in coral reef formations. 
Empirically derived coefficients transform the MSS bands into four 
mutually orthogonal components (Jensen, 1996). 
Soil Brightness Index = 0.332 MSSl + 0.603 MSS2 + 0.675 MSS3 + 0.262 MSS4 
Green Vegetation Index = -0.283 MSSl - 0.660 MSS2 + 0.577 MSS3 + 0.388 
MSS4 
Yellow Stuff Index = -0.899 MSSl + 0.428 MSS2 + 0.076 MSS3 - 0.041 MSS4 
Non-such Index = -0.016 MSSl +0.131 MSS2 - 0.452 MSS3 + 0.882 MSS4 
To detect radiometric changes between image pairs, and relate those to 
land use/land cover changes on the landscape, difference images were produced 
for each subscene with respect to each date. For example, to detect changes in 
brightness, the 1996 image data was subtracted from the 2001 data. This produced 
an image of brightness change as shown in Figure 5. 25. This procedure was 
followed for the greenness images to arrive at radiometric change image data sets 
that include: 
(i) change in brightness for 1996-2001. 
(ii) change in greenness for 1996-2001. 
For visual inspection, areas that appeared brighter in 1996 compared to 
2001 were coloured yellow, and areas less bright in 1996 compared to 2001 were 
coloured blue in a change image. Greenness change images were similarly 
delineated using green for areas greener in 1996 compared to 2001, and red for 
depicting areas less green in 1996 compared to 2001. This technique of choosing 
a threshold value of radiometric change in a difference image is commonly used 
in change detection to separate land surface change from atmospheric or 
calibration effects. Further, we wished to determine if threshold values of change 
would separate natural land surface changes due to inter annual fluctuations in 
precipitation, expressed as less radiometric change, from more intensive land use, 
such as irrigated fields or newly cleared areas, shown as radiometric changes of 
greater magnitude. These may be related to grazing. Natural land surface changes 
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appear in drainages as linear features, and over the higher elevations as more 
diffuse spatial patterns. These natural changes were most likely attributable to 
differences in precipitation and subsequent changes in vegetation cover and soil 
moisture between image dates. Most of these features were greener in 2001 than 
in 1996. Many of these features were not evident in the 1996 scene and these 
same features are less green or brighter in 1996 as shown in Figure 5.25. This 
may be indicative of fallow fields or areas of abandonment. 
5.10 Discussion 
Gulf of Cambay is a region of environmental complexity and in the gulf 
we see a force of change in its dynamic best (Sudarshana & Sudarshan, 1996). 
Many researchers have conducted studies to bring out the changing nature of the 
environment of the Gulf (Nayak & Sahai, 1983, 1984; Nayak, 1985a & 1985b; 
Bahuguna & Nayak, 1996; Chauhan & Nayak, 1996; Shaikh et al, 1987 a & b, 
1988; Nayak e^  a/., 1985,1986,1987; Gupta et al. 1987). Sudarshana (1996) in an 
extensive study on the environment of Gulf of Cambay found that the short term 
but persistent processes like tidal effects were of largest dimension in the region. 
The slow and gradual processes like sediment balance were found to be massive 
which shows that the system is in hurry and constant transformation. It may be 
noted here that estuarine environments are suitable grounds for brackishwater 
aquaculture as shown by Sudarshana & Siddiqui (1993) but the speed of change 
and hypersalinity of the gulf have not made it possible to practice aquaculture in 
the region. 
The present research was undertaken to detect environmental changes in 
Gulf of Cambay using IRS IC/ ID LISS m data of 1996, 2000 and 2001. Change 
detection is a technique used to determine the change between two or more time 
periods of a particular object of study. Change detection is an important process in 
monitoring and managing natural resources and urban development because it 
provides quantitative analysis of the spatial distribution in the area of interest. 
Many change detection methods have been developed and used for many 
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applications. Jensen (1981), Singh (1989), Eyton (1993), Chavez & David (1994), 
Green and Lackey (1994), Jensen (1996), Collins & Woodcock (1996), Jensen et 
al. (1996) and Pilon et al. (1996) have used change detection techniques for 
monitoring land resources. The methods used in the present research are Visual 
analysis. Post-classification comparison. Radiance Analysis, Shoreline changes, 
NDVI, principal component analysis and Image ratioing & Image differencing. 
Currently, change detection relies primarily upon two types of techniques, map-
to-map comparison and image-to-image comparison. Map-to-map comparison 
relies on the identification of differences between two maps of different dates. 
This type of comparison requires that the images (either digital or analog) from 
two different dates be classified by interest, and then compared with the maps to 
one another. With the introduction of remote sensing map-to-map comparison can 
now be performed digitally, either by the area in each polygon type or on a pixel-
by-pixel basis. The usefulness of map-to-map comparison is constrained by the 
assumptions and techniques used to produce maps of the same area at different 
times. Maps of the same area on different dates will vary for three reasons: one is 
due to different classification systems; another is due to different mapping 
techniques; and third is due to actual differences in land cover. Thus, change 
detection using maps or a GIS coverage alone is risky because changes between 
maps can be caused by factors other than differences in land cover or land use. A 
more powerful method of change detection incorporates the analyses of remotely 
sensed imagery and/or field examinations using GPS. When using satellite 
imagery to detect change, imagery must be co-registered and radiometrically 
corrected. Hence the multispectral data from 1996 and 2001 were geocoded using 
process of geometric correction and its root mean square (RMS) error was below 
0.5 pixels. The geocoding process used Geographic Lat/ Long reference system. 
Also, the multispectral data were resampled from 23.5 meter to 23.5 meter spatial 
resolution using an intensity, hue and saturation (IHS) transformation. The change 
detection methods and their implications used in the present research are 
discussed below 
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Visual Analysis of Multidate Image was the simplest method of 
determining changes in IRS data wherein a False Colour Composite of multidate 
image was created and inspected for the color changes. A multidate image can be 
created by displaying the FCC's from different time periods in one image. In 
general, analog format in remote sensing data was being used in visual 
interpretation. This involved the systematic examination of data, studying existing 
maps, collection of field information and works at various levels of complexity. 
The entire process of visual interpretation was divided into following few steps 
namely detection of an object, interpretation, analysis, classification, and lastly 
object conclusion. Hence interpretation used in the current study was combined 
result of identification of feature through photo recognition elements and field 
verification. It also required the process of observation coupled with imagination 
and great deal of patience. 
Next method was the Spectral/ Temporal Classification. Supervised 
classification is the process of using samples of known identity to classify pixels 
of unknown identity. This method detects change by using a single classification 
on a multiple-date data set (Hengl and Rossiter, 2002). Classification of remote 
sensing data has been used by many workers (Stow et al, 1990; White, 1991; 
Mausel et al, 1994; Burrough et al, 1997; Schwartz, 1998 and Hayes 1999), to 
extract information on changes in the landcover in the area of interest Three 
images of different dates viz. 1996, 2000 and 2001 were compared on a pixel-by-
pixel basis using the post-classification comparison method that is used for 
detecting the changes of the study area in this research. By using statistical 
analysis, the values of the pixels were grouped into clusters. Consequently, we 
assigned classifications to different regions in the image. In supervised 
classification techniques, certain locations {training sites) were picked out that 
were well known. Given this, any cluster of the data that resembled the cluster in 
the training site can be given that classification. For accurate classification, the 
Image enhancement process was performed for improving the image quality of 
each image. Supervised classification was performed using the Maximum 
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likelihood method. Thefrom-to change class information can be detected by post 
classification comparison using this method and we could find which class change 
to another. The above information can fiirther be found out by by comparing to 
another methods of change detection which are not able to detect the information. 
One of the criteria for evaluating the change detection technique was 
classification accuracy which came out very well for all the three periods of 
investigation. Given a set of ground truth data, it would seem desirable to train a 
classifier using all of the available data. A commonly used method for assessing 
accuracy does just this: resubstitution estimates of classifier accuracy re-use the 
training data. That is, accuracy statistics are calculated using the same data that 
are used to train the classifier (Rencher, 1995). The utility of accuracy assessment 
has been done earlier by a few scientists (Fitzpatrick-Lins, 1981; Martin, 1989; 
Congalton, 1991; Congalton & Green, 1999). For each classification, it was found 
that the classification accuracy was higher than 95% for the three periods of 
study. 
Kappa statistic (k-hat) was also calculated for measuring the difference 
between the observed agreement (diagonal element) and the agreement that might 
be derived by total chance mapping of the images pertaining to the three periods 
of study. Kappa Analysis determines if one error matrix is significantly different 
from another. The Kappa statistic was derived to include measures of class 
accuracy within an overall measurement of classifier accuracy (Congalton, 1991). 
It provides a better measure of the accuracy of a classifier than the overall 
accuracy, since it considers inter-class agreement (Senesman et al., 1995). Martin 
(1989) used to assess the accuracy of a classifier against known validation data. 
The k- hat for the year 1996, 2000 and 2001 was 94.80%, 96.00% and 94.65% 
respectively, which proved that the individual class accuracy was more suitable 
than the overall accuracy. 
The area (sq. km) for each landuse class of all the dates was also 
calculated by looking at the number of pixels shown by a classified image. The 
area for each class from 1996 to 2001 showed a considerable change as shown in 
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Table 5.4. The reasons attributed for the increase and decrease in the area have 
already been discussed under 5.3 (Classification of data). 
Next in the step was Radiance image analysis. Every natural and synthetic 
object on the earth's surface and near surface reflects and emits EMR over a range 
of wavelengths in its own characteristic way according to its chemical 
composition and physical state (Lillesand & Kiefer, 1994). Spectral signatures are 
representations of the spectral response of a certain type of features as a function 
of wavelength. Each feature has its own unique spectral reflectance. For a multi-
spectral image, the spectral response is represented by the discrete digital number 
(DN), while the wavelength is indicated by the band number (Kruse et al., 1993). 
Therefore the spectral signature curves can be simply constructed by plotting the 
image pixel value of a certain type of terrain feature as the function of band 
number. In the current research it was revealed that each landuse class has unique 
value of its own. As there was no radiometer available, we took the help of model 
maker function of ERDAS Imagine to extract a radiance image. Afler the 
radiance image was formed it was easy to find out the radiance value of each class 
which are shown in Fig 5.8 Another important change detection technique used in 
the present study was the quantitative estimation of shoreline changes around the 
Gulf of Cambay. A coastal environment is always dynamic. Geomorphic 
processes of erosion and deposition and sea level changes continuously modify 
shoreline. The mapping of shoreline changes help in understanding the coastal 
processes operating in an area (Nayak, 1985). Nayak et al. (1991), Chauhan & 
Nayak (1996) and Mitra et al. (2000) have conducted studies to find complex 
depositional and erosional changes in the Gulf of Cambay. The present study 
showed that the shoreline had undergone changes of erosional and depositional 
nature. The various factors, which are responsible for the erosion and deposition, 
have already been discussed at length under 5.5 (Shoreline change Analysis). The 
analysis of shoreline changes showed that the region of the gulf is showing 
considerable changes in erosion and deposition activities. 
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Next procedure involved in the study was Normalized difference 
vegetation index. Vegetation indexes are algorithms aimed at simplifying data 
from multiple reflectance bands to a single value correlating to physical 
vegetation parameters such as biomass, productivity, leaf area index, or percent 
vegetation ground cover (Kogan, 1990). Tripathy et al. (1996) and Liu & Kogan 
(1996) have used NDVI to assess green biomass and discussed that these 
vegetation indexes are based on the well-documented unique spectral 
characteristics of healthy green vegetation over the visible to infrared 
wavelengths. NDVI was introduced by Rouse et al. (1974) and showed that 
mathematically it divides the difference between reflectance values in the visible 
red and near-infrared wavelengths by the overall reflectance in those wavelengths 
to give an estimate of green vegetation abundance. Using the said formula of 
vegetation index the NDVI was calculated for the three periods of investigation 
viz. 1996, 2000 and 2001. The results of the findings showed that the green 
vegetation decreased from 1996 to 2001. This may be possibly due to 
deforestation. 
Next procedure was Principal Component analysis. Principal Component 
Analysis (PCA) is a method that mathematically transforms all of the data into 
new images, known as components. PCA has been used by many researchers 
(Byrne, et al., 1980; Richards, 1984; Fung & Ellsworth, 1987; Eastman & Fulk, 
1993) for monitoring landuse/ landcover changes. From the present data set, a 
covariance matrix was constructed representing the variance of each feature with 
every other. The eigen vectors and eigen values of this matrix were determined, 
where the eigen values are the principal components. The set of ordered principal 
components correspond to the significant features in the feature set. Each 
principal component represented a proportion of the space variance defined by the 
features. 
Image Ratioing was another of the simple techniques used in the current 
study. This technique creates a ratio of the first image with respect to the second. 
Earlier studies on Image ratioing have been conducted (Zheng et al., 1997 and 
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Coppin et al, 2001) to bring out its utility in identifying areas of unhealthy or 
stressed vegetation, which show low near-infrared reflectance. In the present 
study the ratio of Infrared and red band was calculated for the generation of ratio 
images of 1996 and 2001 to find out the changes in landcover over the years. The 
results have already been discussed in detail. After the exfraction of ratio images 
the process of Image Differencing was performed. Gong et al. (1994) have foimd 
that image differencing offers the best potential for achieving reliable mapping of 
defoliation. Grover et al. (1999) have further found that Image differencing is one 
of the important change detection methods in identifying areas of change in a 
multi date imagery. The image differencing used in the current research was one 
of the easiest digital algorithms for change detection for the year 2001 and 1996. 
Bright areas represented changes in dense vegetation. Black areas represented 
change in riverbeds, settlements and agricultural lands. No change areas were in 
gray tone. 
The last analysis done to interpret change was Tasseled Image 
Transformation. The tasseled cap transformation is designed around a modified 
principal component transformation. This tasseled cap transformation is a 
technique, which produces a transformation of the original data to a four-
dimensional space. The transformation does this by identifying four new axes 
including soil brightness index (SBI), green vegetation index (GVI), yellow stuff 
index (YVI) and a non-such index (NSI) associated with atmospheric effects. 
When chlorophyll-containing leaves are exposed to sun, they absorb most of the 
blue and red light in the visible spectrum (thus appear green to the human eye), 
but reflect a high amount of Near Infra-red (NIR) wavelengths. Annual range of 
reflectance in the visible spectrum is 4.0 - 6.9% for urban vegetation and 8.1 -
9.6% for built-up areas. Reflectance in the NIR wavelengths however, ranges 
from 12.4 - 34.0% for urban vegetation and only 9.0 - 14.5% for built-up areas 
(Brest, 1987). Remote sensing platforms comprising visible and NIR bands utilize 
this contrast to detect the greenness of a surface. The Tasseled Cap transformation 
offers a way to optimize data viewing for vegetation studies. Research has 
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produced three data structure axes that define the vegetation information content 
(Crist et al., 1986; Crist & Kauth, 1986): 
• Brightness-a weighted sum of all bands, defined in the direction of the 
principal variation in soil reflectance. 
• Greenness-orthogonal to brightness, a contrast between the near-infi-ared and 
visible bands. Strongly related to the amount of green vegetation in the scene. 
• Wetness-relates to canopy and soil moisture (Lillesand & Kiefer, 1987). A 
simple calculation (linear combination) then rotates the data space to present 
any of these axes. 
These rotations are sensor-dependent, but once defined for a particular 
sensor (say Landsat 4 TM), the same rotation works for any scene taken by that 
sensor. In the present research the tasseled cap transformation was used to detect 
changes in areas that are green. For this a change image was made whereby the 
image of 1996 was substracted from the year 2001. The four components were 
derived viz. SBI, GVI, YVI and NSI as shown in Figure 5.25. Pixels with increase 
in greenness value fi-om 1996 to 2001 were coded green while those with 
greenness decrease were coded red. No change in greenness between the two 
images was coded black. Generally, the GVI and SBI indices contain most of the 
scene information (95% to 98%). The Tasseled Cap (TC) transformation provides 
excellent information for agricultural applications because it allows the separation 
of vegetated surface fi-om barren (bright) and wet soils. The Tasseled Cap 
transformation for the Landsat MSS data can be performed using the following 
formula: 
SBI= 0.332MSS1+0.603MSS2+0.675MSS3+0.262MSS4 
GVI= -0.283MSS1-0.660MSS2+0.577MSS3+0.388MSS4 
YVI= -0.899MSS 1 +0.428MSS2+0.076MSS3-0.041MSS4 
NSI= -0.016MSS 1+0.131 MSS2-0.452MSS3+0.882MSS4 
This 'Tasseled Cap' transformation rotates the MSS data such that the 
majority of information is contained in two components or features that are 
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directly related to physical scene characteristics. Brightness, the first feature, is a 
weighted sum of all bands and is defined in the direction of the principal variation 
in soil reflectance. The second feature, greenness, is approximately orthogonal to 
brightness and is a contrast between the near-infi-ared and visible bands. It was 
found that greenness was strongly related to the amount of green vegetation 
present in the scene. Brightness and greenness together typically express 95 
percent or more of the total variability in the Landsat MSS data. 
In conclusion, the coast of Gulf of Cambay is a unique environment of 
problems and prospects, and risks and opportunities (Mitra et al., 2000). The 
changing situation in the coast of Gulf of Cambay is a reference upon which 
lessons of cross- sectoral coastal management could be drawn and emulated. With 
the increasing power of technology to derive earth information of regional and 
global significance, it should be possible for us to evolve scientific and social 
preparedness, precaution and preventive mechanism to face the disasters of 
coastal changes which manifests themselves in the form of hazards. Sudarshana et 
al. (2000), have pointed out that sensing and mitigating the risks would 
effectively ensure the continuity of benefits of coastal environments. This can be 
achieved by effective Coastal Zone Management. Humanity has always had a 
close relationship with the coast. Traditional uses of coastal space include trade 
and conquest, migration and defence and, in some cases, a focus for cultural and 
spiritual identity (Bartlett & Carter, 1990). Because of its highly dynamic nature, 
the coastal zone is also one of the world's more hazardous regions in which to 
live and work. The continued growth of world population, allied to recent 
warnings about possible near- fixture changes in global climate and accompanying 
increase in storm fi-equency and impact, and rising world sea- level, suggest the 
coast is likely to become more rather than less hazardous in the fixture (Titus, 
1987; Carter, 1988, 1991; Devoy, 1992). It is not surprising therefore to find that 
minimising the human and economic consequences of coastal hazards is a major 
consideration for most societies (Bartlett, 2000). Multiple use of coastal space, 
the need to protect against disaster, and protecting the inherent fragility of the 
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marine environment and its coastal fringe, are not immediately compatible goals. 
Bartlett (1993 & 1999) has rightly pointed out that this requires ready access to 
appropriate, reliable and timely data and information in suitable form for the task 
at hand. Since much of this information and data are likely to have a spatial 
component. Remote sensing and GIS have obvious relevance to this task, and 
have the potential to contribute to coastal management in a number of ways. For 
this global training programmes in Remote sensing will be most useful. Allan 
(1992) has made a convincing case in this regard. 
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Summary 
Chapter VI 
Summary 
The knowledge about coastal zone resources, extent and condition of 
wetland is one aspect required for decision making on a nation's natural 
resources. A nation should have adequate information on its natural resources as 
well as many interrelated aspects of its activities for decision making. Satellite 
remote sensing is arguably the most accessible and useful means of remote 
sensing for environmental applications because of its digital format, spatial 
resolution, and temporal coverage. The digital format of satellite data allows 
researchers to systematically classify, quantify, and aggregate surface material 
based on its spectral characteristics. Satellite imagery is much more than 
interesting photographs; it is a data set of digital values recording the amount of 
solar electromagnetic radiation reflected from the earth surface. The present 
research has examined the environmental changes in the Gulf of Cambay, Gujarat 
using IRS (Indian Remote Sensing) IC/ ID LISS (Linear Imaging Scanning 
System) III data. The satellite data used in the present research is for the year 
1996, 2000 and 2001 in order to know the ecological changes taking place in the 
area. The analysis of satellite data was done on Silicon graphics with the help of 
ERDAS Imagine version 8.4 and IDRISI version 2 software. The analysis 
indicated that there were landcover changes within the study area between 1996 
and 2001. Initially the satellite image was visually interpreted based on tone, 
pattern, shape, size, shadow, texture and association. For visual interpretation the 
analog format in remote sensing data was used. The satellite data for all the three 
years viz. 1996, 2000 and 2001 was first geometrically corrected based upon 
ground control points collected from the field survey as well as from SOI (Survey 
of India) toposheets and satellite imageries of the study area. The geometric 
correction/ rectification of the data is necessary because it resamples and changes 
the pixel grid to fit that of a map projection or another reference image. The 
subsetting of the images pertaining to all the three years viz. 1996, 2000 and 2001 
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was done to remove the extraneous data from the files. The subsetting increased 
the rate of the processing as it reduced the size of the image files to include only 
the area of interest. 
The supervised classification of the study area for the year 1996, 2000 and 
2001 was the next step in the process. It is an extremely important procedure to 
detect the changes that would have taken place in the study area during the three 
years of investigation. The analysis of change detection was done on ERDAS 
Imagine 8.4 software on silicon graphics computer. A total of eight classes were 
identified for detecting changes in the study area. They were thick vegetation, 
mangroves, mudflats, salt encrustations, uncultivated, water, sediments and 
saltpans. The classification was performed by using maximum liklihood 
algorithm. The advantage of maximum liklihood algorithm is that it not only 
considers the mean or average values in assigning classification, but also the 
variability of brightness values in each class. The false colour composite image 
were classified into desired spectral classes and then assigned meaningfiil 
informational classes. Later the area of each landuse class was calculated for the 
year 1996, 2000 and 2001 to quantify the changes that would have taken place in 
the study area. The area was found out by muhiplying the number of pixels with 
the spatial resolution of the satellite data used (23.5m x 23.5m= 0.00055225 Sq. 
Km). The results revealed that the area of mangroves has increased from 1996 to 
2001. These findings were also compared with GEC (Gujarat Ecology 
Commission), 1997. The increase can be attributed to the budget, which was 
allocated for the rehabilitation of the mangroves. Another increase in the area is 
shown by salt encrustations. The findings have also been seen in line with the 
findings of GEC and it was found that the increase in salt encrustation is due to 
the ever increase in salt farming activities like saltpans. The area of salt pans too 
has increased from 1996 to 2001. In contrast the area of mudflats have decreased 
from 1996 to 2001. This decline in the area is due to urbanization, mining 
activity, increased salinity and other biotic interference. This shrinkage in the area 
of mudflats has an adverse affect on the populations of water birds and migratory 
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birds. The calculated area of thick vegetation showed a marked fluctuation. The 
decrease in the area of thick vegetation for year 2001 may be attributed to the 
conversion of forest lands to agriculture and unauthorised cultivation. On the 
other hand the calculated area for the same has increased in the year 2000 due to 
the afforestation techniques and when the factors like deforestation and other 
human interventions or natural factors may not be opwating in fixll force. On the 
contrary the calculated area of uncultivated land decreased in the year 2000 and 
increased in the year 2000. The area of uncultivated or barren land decreased due 
to the increase in the area of thick vegetation and vice versa. Lastly the area of 
clear water and suspended sediment concentration showed an overall decreasing 
and increasing trend respectively. The deterioration of the water quality is due to 
the fact that many industries have cropped up near the coastal areas of the Gulf 
Next in the step was Radiance analysis of the satellite data for all the three 
years of investigation viz. 1996, 2000 and 2001. The false colour composite of the 
study area was taken in order to make the radiance image. The model maker 
function of ERDAS Imagine was used for making the Radiance image. Pixel 
values in the satellite imagery represent the radiance of the surface in the form of 
digital number (DN). To find out the reflectance values of each landuse class DN 
was converted into absolute radiance values. After this, the radiance values of 
each landuse class were found out. It was noticed that each landuse class had a 
characteristic radiance value of its own in all the four different bands viz. Band 1, 
Band 2, Band 3 and Band 4. 
In the current research shoreline change detection was also done. The area 
of erosion and accretion from the year 1996 to 2001 was calculated. It was 
revealed that an area of 24297 pixels (13.41 Sq. km) had eroded between the 
years. The erosion may be attributed to the construction of coastal structures like 
groins, jetties, fills and backwaters. Another cause for erosion was due to the 
construction of dams on Mahi estuary. The area showing deposition was found to 
be 1484 pixels (0.819 Sq. km). The deposition took place due to the construction 
of impoundments in the Mahi estuary by trapping the sediments. 
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NDVI (Normalized Difference Vegetation Index) was another important 
step in the current research. NDVI values are an indicator of vegetation vigour. 
The NDVI is calculated as the ratio of the measured intensities in the red and near 
infrared spectral bands using the following formula: 
NDVI= (Nm- red)/ (NIR + red) 
The NDVI values were calculated for the all the three periods of 
investigation viz. 1996, 2000 and 2001 by using ERDAS Imagine 8.4. The 
resuhs revealed that the greatest NDVI response was shown by the vegetation of 
the year 1996 and the least for the year 2001 implying that the healthy vegetation 
was seen in 1996 as compared to 2001. The deterioration in the vegetation vigour 
is due to the industrial pollution, deforestation and other human interventions. 
Principal component analysis was also done in the present research to find 
out the changes in the four components called principal components for the year 
1996, 2000 and 2001. The components produced in the process are uncorrelated 
with one another and show different amount of variance. The largest amount of 
variance was mapped in the first component with a decrease in the amount of 
variance in the subsequent components. The eigen matrix thus generated from the 
PCA revealed that the high biomass objects were daric and low biomass objects 
were bright. 
Another analysis in the step was Image ratioing and Image differencing. 
Image ratioing involves ratioing the data from two different spectral bands (JSJ 
R). Thus in the present study a ratio image of all the three periods was obtained 
by dividing Band 4 (Infra red) by Band 3 (Red) resulting in ratios greater than 1.0 
for vegetation and ratios around 1.0 for soil and water. The IDRISI overlay 
conmiand was used in this process. In image rationg method the variations in 
scene illumination as a result of topographic effect are reduced. The resultant 
image was negatively skewed showing that overall the image has undergone a 
positive change. After image ratioing the procedure of image differencing was 
performed on IDRISI software. Here the DN values of one image are subtracted 
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from the DN values of the other. The difference of the ratio images of the year 
1996 and 2001 was taken. The resultant images revealed that the areas that are 
bright represent changes in dense vegetation. Most probably, they represent 
changes from forests to shrubs. The areas that are black shows change in 
riverbeds, settlements and agricultural lands. The areas shown in gray represented 
areas of no change. 
Tasseled cap transformation was the final procedure performed in the 
current research. This tasseled cap transformation is a technique, which produces 
a fransformation of the original data to a four-dimensional space. Tasseled Cap 
transformations developed by Kauth and Thomas (1976) were applied to all the 
satellite images for the year 1996, 2000 and 2001, using standard coefficients or 
weights for MSS data contained in the IDRISI version 2 software. This process 
was found to be usefril in change detection. The four new axes are formed in the 
process including soil brightness index (SBI), green vegetation index (GVI), 
yellow stuff index (YVI) and a non- such index (NSI) associated with 
atmospheric effects. The Tasseled Cap (TC) transformation provides very useful 
information for agricultural applications as it allows the separation of vegetated 
surface from barren (bright) and wet soils. In a change image areas that appeared 
brighter in 1996 compared to 2001 were coloured yellow, and areas less bright in 
1996 compared to 2001 were coloured blue. This technique of choosing a 
threshold value of radiometric change in a difference image is commonly used in 
change detection to separate land surface change from atmospheric or calibration 
effects. 
A coastal environment is always dynamic like Gulf of Cambay. Here the 
geomorphic processes of erosion and deposition and sea level changes 
continuously modify shoreline. Orbital remote sensing used in the present 
research, has become an important tool for interpreting various features/ processes 
like tides, currents, salt marshes, mangroves, wetlands, erosion, sediment 
transport and deposition. The knowledge about their areal extent, condition and 
utlization status is vital for arriving at coastal management programmes. Satellite 
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remote sensing helps in recognizing various physical features on land, sea and on 
their interface such as sea level changes, waves, tides, suspended sediments, 
currents and biotic factors like sak marshes and mangroves. These studies have 
acquired a great importance in the Gulf of Cambay in view of the development of 
fertilizer and chemical industries near Bharuch and Hazira, thermal power station 
at Dhuvaran, proposed ferry service between Dahej and Gogha, and recently 
proposed tidal power station. IRS IC/ ED data have been found to be usefiil in the 
current research in providing information on the extent and condition of coastal 
habitats, coastal processes and water quality of coastal waters. 
Hence it is established that conventional ground methods of land use 
mapping are labour intensive, time consuming and are done relatively 
infrequently. These maps soon become outdated with passage of time, particularly 
in a rapidly changing environment like that of Gulf of Cambay. In recent years, 
satellite remote sensing techniques have been developed, which have proved to be 
of immense value for preparing accurate land use land cover maps and monitoring 
changes at regular intervals of time. In case of inaccessible region, this technique 
is perhaps the only method of obtaining the required data on a cost and time-
effective basis. Collecting vegetation information from the ground can be 
extremely costly and time consuming when looking at large regions. This is 
especially true of harsh environments or areas with little access to infrastructure. 
Spatial resolutions of conmiercially available satellite imagery vary from tens of 
kilometers to one meter, allowing for detailed detection of surface features in an 
extremely cost and time effective manner. 
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