A multiscale segmentation strategy using wavelet-domain hidden Markov tree model and pairwise classifiers selection is tested in the present paper for histopathology virtual slide analysis. The classifiers selection is based on a study of the influence of hyper-parameters of the method. Combination of outputs of selected classifiers is then done with majority vote. The results of the segmentation of various types of stroma of ovarian carcinomas are presented and discussed.
Introduction
It is often necessary to identify and quantify cell and tissue compartments on histological sections, to estimate the potential evolution of the cancer lesions. To perform this measure, in an objective way, an image of the whole preparation (so-called Virtual Slide, VS ) must be recorded and fully analyzed, as structures of interest are often heterogeneously spread all over the slide. It is also mandatory to adapt the working resolution to the size of the structures to be measured. High resolution VS produced for the identification of tiny microscopical structures occupy a very large volume in memory (several GigaBytes) and cannot be processed at once. Up to now, works performed on these large size images are scarce [1, 2] . The method chosen by our team is a multiscale analysis of a high resolution VS, allowing to adapt the working resolution to the various structures to be segmented (cancer lesion, intra tumoral tissue compartments, cells and intra cellular structures for example).
The present study aims first at partitioning cancer cells and intra tumoral connective tissue and then at differentiating the various stromal compartments (fibrous tissue, loose mesenchymatous connective tissue, inflammatory cell accumulation). Stromal compartments can be identified mainly by their cell shape and organization. Then, each stromal component must exhibit an individual pattern which has to be characterized by texture analysis.
Many studies have been conducted on the segmentation of textured images. One can distinguish three categories of methods: the statistical methods which exploit the spatial distribution of the grey levels, the methods based on the construction of a texture model, and the methods which mimic the mechanism of the human vision, integrating several levels of resolution [3] .
We chose to use the Hidden Markov Tree (HMT) proposed by Crouse [4] that combines these different approaches. It allows a statistical modeling of intra-scale and interscale properties of coefficients obtained by wavelet transform (WT ) [5] , and it exploits the decorrelation power of this transform. The goal is to capture the interscale dependency factor and the non-gaussian distribution of the coefficients computed at each scale. This model is applied to the segmentation of the various compartments of stroma identified inside VS of ovarian carcinomas, recorded at a high resolution (0.5 μm).
The paper is organized as follows : because of the complexity and variability of the structures to be segmented, the "domain objects" are first precisely described, the mathematical background of the used tools is then detailed, the results are presented and discussed before concluding on the offered prospects.
Material
When a patient undergoes surgery for tumour resection, the excised biopsy is fixed in formalin, paraffin embedded and splitted off in 5 μm thick slices. Slices are then affixed on a glass slide prior to be stained by imunohistochemistry or histochemistry. The special staining aims at revealing particular cell types or proteins which amount can then be estimated in order to assess the potential evolution of the tumour and to help choosing the best therapy protocol. In the case of ovarian carcinoma [ Fig.1 ] the prognostic impact of the proportion of stroma is demonstrated [6] . The researchers want to further clarify the participation of the various stromal compartments in the evolution of tumours and their response to therapy.
The ovarian cancer lesion is made of two types of tissue: cancer epithelial cells and stroma. Stroma refers to the connective tissue which provides supportive framework and nutriments to epithelial cancer cells.
After hematoxylin staining, several types of stromal tissue can be identified inside tumours, some of which corresponding to various maturation degrees: loose connective tissue, cellular stroma and fibrous connective tissue. Inflammatory cell riched foci can also be found [ Fig.2 ].
-The loose connective tissue is an immature stroma. It is made of an abundant extracellular matrix and star shaped mesenchymatous cells. The density of these cells is low. Cell nuclei are small and round. -The fibrous connective tissue is a mature stroma with a density of cells somewhat lower than the cellular stroma and a large number of extra-cellular collagen fibers. The nuclei are very thin and elongated. Their optical density is high, due to chromatin condensation. -The inflammatory stromal compartment is characterized by small round nuclei with a high optical density (lymphocytes and plasma cells) and clover shaped dense nuclei (polymorphonuclear cells).
Epithelium appears as blue (non proliferating) and brown (proliferating) cells with large size nucleus. Extravased red blood cells, necrosis foci and mucus sheets can also be found inside the tumor [ Fig.2 ]. Tiled tiff VS were recorded at a resolution of 0, 5 μm thanks to a high resolution slide scanner (Scanscope CS from Aperio Technologies) provided with a 20x objective. A 30% loss Jpeg compression was applied to each tile when recording images. Uncompressed Images are 3 to 10 GigaBytes files, depending on the scanned tissue area.
Methods

Multiscale Strategy
Previous works based on low resolution analysis strategy (6.3 μm) already allow to segment and quantify markers (quantification of stained nucleus, of epithelium, of blood vessels, of stroma [7, 8] ). However, the fine analysis of stroma compartments, which needs a cell characterization, is impossible at this scale as a cell nucleus is represented by only a few pixels. We propose a high resolution analysis strategy. The image's volume (3 to 10 GB) prevents to process VS at once. The tempting solution is to process tiles of a splitted image. But this implies hard constraints on elementary image edges, especially when managing large structures that can be spread over several tiles. Furthermore, large scale structure segmentation can imply local as well as global characteristics which are difficult to take into account. The proposed multiscale approach consists in selecting, at various scales, regions of interest containing objects to be further segmented. This allows the user to adjust the decomposition of the image to its contents. A large structure will be segmented at a low resolution (subsampled image size is then small enough to be held in memory, so that there will be no edge effect to manage). The result of this segmentation will serve as a mask for segmenting a smaller structure at a higher resolution. The procedure can be reiterated until localization of tiny structures inside the full resolution virtual slide.
We used wavelet transform [5] to subsample the images. A first partitioning between background and tissue can be done at a very low resolution (32 μm). For this purpose, the image histogram was regarded as a mixture of three gaussian curves (one mode for background, and two closer modes for stroma and epithelium). Parameters of these three gaussian curves can be estimated by an histogram analysis. The likelihood of a pixel to belong to a class (background or tissue) can be computed and the image can then be segmented by maximum of likelihood. The resulting binary mask of tissue compartment was improved thanks to mathematical morphology operations (hole fill and geodesic opening).
The HMT model was applied to tissue compartment using marginal statistics of wavelets coefficients.
Hidden Markov Tree (HMT) Model
At each scale, the value of coefficients of a wavelet transform depends on the regularity of the signal. A singularity would yield a large coefficient of wavelets that could cascade through scales, while an area with small variation values would yield a series of small coefficients. These properties of the wavelet transform mean that there is a small number of large coefficients bringing the mainpart of the energy of the signal, and many small coefficients. To approximate both the marginal and joint wavelet coefficients statistics, Crouse [4] proposed to use a model of Gaussian mixture applied to wavelet coefficients in each sub-band, and a hidden Markov tree (HMT). The HMT model associates to each wavelet coefficient a (hidden) state variable that controls whether it is Large (L) or Small (S). The joint density of each coefficient is then modeled as a gaussian mixture with a high variance and null average gaussian for the L state and with a low variance one for the S state. The model captures inter-scale dependencies between the wavelet coefficients using a Markov chain, with one dependency between the resolution levels [ Fig.3 ]. This model is used by Choi [9] to achieve the segmentation of textured images. The method consists in three phases: a learning phase, a phase of segmentation at each level and a phase of inter-scales merging. During the learning phase, the model parameters M are learnt for each texture, through an EM (Expectation Maximization) algorithm suited to HMT [4] : for each state (L or S), each level and each sub-band, the parameters of the representative Gaussian shapes (mean, variance and probability of occurrence) are learnt, as well as the parameters of transition from one state to another, between two resolutions levels:
where ε f =a s=b represents the probability that the father is in state a while the son is in state b.
During the phase of segmentation, the likeness between the data of the wavelets transform of the observed image and the HMT model of learnt images is assessed by calculating a likelihood function :
where T i is a sub-tree of root w i in one of the sub-bands, M o represents the model parameters for a particular orientation and S i is the hidden state of w i . Each pixel is then affected, with the Maximum of Likelihood method, to the more similar texture. This yields to a "raw" segmentation at each level.
To improve this first segmentation, the segmentations at different resolutions are subsequently merged. This merging is achieved by maximizing the likelihood of a pixel to belong to a class, taking into account both its value in the raw segmentation and a context vector. This context vector can correspond to the value of the father and of the neighbors of the father [9] , of the neighbors of the son, or a combination of several context vectors [10] [ Fig.4 ]. 
Selection of Hyper-parameters
The HMT parameters are calculated through a learning set of pure class images, for each combination of the method parameters. Indeed, the HMT model itself can be parameterized : one have to choose the wavelet base (and possibly its order), the color image component on which the WT is applied and the number of resolution levels on which the analysis is focused. These four hyper-parameters can greatly affect the HMT model results. Each set of hyper-parameters allows to generate a different segmentation.
Each set of hyper-parameters coresponds to a classifier, and the best of them have to be selected thanks to an evaluation of their performances. Rather than compare them for all classes together, the multiclass problem is transformed into a set of binary ones by decomposing it in one-against-one problems [11] . To evaluate the classifiers, each one is trained to become a discriminative specialist in two classes (dichotomizer). For this purpose, a base containing images with two classes solely is used. HMT segmentation is realized by proposing exclusively these two classes as a possible result of segmentation. The classifier kept for distinguishing the two classes, is the one that maximizes the proportion of well segmented pixels on the two classes compared to the manual drawn "ground truth". The proportion of well segmented pixels, for each class, represents the confidence attached to the classifier thereafter. There is so N = n * (n − 1)/2 binary classifiers (where n is the number of classes). Each classifier uses parameters learned by the HMT model for one set of hyper-parameters.
Merging of Each Classifier Segmentation
To merge the outputs of the N classifiers, many combination rules can be applied to couple the estimates of each binary classifier in order to obtain class membership estimates for the multiclass problem.
The most commonly used combination rule is probably the Majority Vote [12] . Class membership estimates are computed according to the formula:
where Ψ ωi,ωj |x is the probability of segmentation result (class ω i or ω j ) with classifier Ψ ωi,ωj at pixel x.
The resulting label is computed as argmax(p(ω|x)).
One can also use combination rule based on Error Correcting Output Codes (Ecoc) [13] . Each class is represented by its own output code in the output vector space. The choosen class is the one that is the closest to the 0/1 prediction vector obtained from the classifiers. The Loss Based Decoding (LBD ) [14] is an improvement of Ecoc because it allows to use directly the outputs of the binary classifiers instead of their hard 0/1 predictions.
Experimentation and Results
The tests have been conducted with several wavelets bases (Haar, Battle Lemarie, Daubechies and bi-orthogonal Splines). Two orders of wavelets (a low one and a high one) were used when possible and one to five levels of HMT decimation (resulting in four levels of segmentation) were computed. WT was computed on red, green, blue and luminance components as well as on excess red image (twice red minus green and blue), on excess green image and on excess blue image. Scheunders representation was also used. Scheunders [15] proposed a method to construct a wavelet representation combining the color plans calculating, based on the three values, a coefficient reflecting their relative importance. These parameters constitute a total of 192 different segmentations. HMT training set consists of five 512x512 images of each class. Classifiers are selected on an other training set of four 1024x1024 images per pair of class (i.e. 40 images).
The training set was improved several times, to take into account some variability within the same class, until its images are well segmented by the process.
The resulting hyper-parameters after selection are summarized in Table 1 . Various combination rules were tested to merge the binary classifiers : Error Correcting Output Codes , Loss Based Decoding, but they did not provide a significant improvement over Majority Vote.
The testing set is composed of fifteen 2048x2048 images. Compared to reference manual segmentation, 60.05 to 89.67 percent of well labeled pixels are obtained together with correctly localized borders [ Fig.5 ]. Average is 71.02%. The segmentation result has been improved with further spatial regularization to ban tiny area. The main default is that in some cases, epithelium may be confused with cellular and inflammatory stroma (the closest compartments).
Tests are conducted on one processor of a 3GHz Xeon quadriprocessor. Processing time is from ten minutes to two hours per image. Mean time is half an hour. That is about one hundred to three hundred hours for the whole VS, depending of the amount of background.
Conclusion and Prospects
In this paper, we have investigated a strategy for segmenting various stromal compartments on ovarian carcinoma virtual slides. We proposed to use a wavelet domain hidden Markov tree model to get classifiers. Selection among these classifiers is done with a one against one approach. Classifiers outputs combination was performed thanks to a Majority Vote rule. Promising results are obtained on few selected test images and should be confirmed on a larger test set. The ratio of well classified pixels obtained must be appraised taking into account the fact that the transitions between regions of stroma are not straightforward and sometimes difficult to identify even for an expert. However, some mislabeling of the epithelium may happen, and processing time (about one hour for a 2048x2048 image) due to Expectation Maximization algorithm's convergence is prohibitive for any clinical use. To answer the problem of cancer cells foci detection, we will use previously described methods [8] to locate epithelium at low resolution and eliminate it from the higher resolution analysis.
To cope with the processing time, we have to optimize our code and consider replacing EM part with a faster converging method. We also plan to study other segmentation approaches including image patch exemplar based methods.
