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We introduce a notion of ).-extendible property of graphs and prove: If P is a ).-extendible 
property (0<) .<1) ,  then for a connected graph G = (V, E) and an objective function 
c: E---*R + one can construct a spanning subgraph H= (V, F) which has the property P and 
satisfies 
c(F) = ~. c(E) + ½(1 - Z) c(T), 
where c(T) is the weight of a minimal spanning tree (V, T) of G. Using the result one can 
construct e.g. large bipartite, balanced or acyclic subgraphs. 
1. Introduction 
Let cg be a class of graphs and P be a subclass of ~g. Let us call the subclass P 'a 
property', and say "G has the property P" when the graph G belongs to P. 
Given a graph G and an objective function c: E(G)--->R ÷, a frequent problem 
is searching for a subgraph H having the property P and such that c(H)= 
Ee~E(I'I) c(e) is as large as possible. However, this problem is NP-hard in many 
practical cases. Hence it may be useful to find quickly at least some approxima- 
tive solution. For this reason we introduce a notion of a Z-extendible property, 
0 < 3' < 1, and present an algorithm SUB, which for a property of this kind 
constructs a subgraph H such that 
c(H)~ 3'. c(G) +½(1 - 3.). t(G, c), 
where t(G, c) = min c(T), and the minimum is taken over all spanning trees T of 
G. In case G is not connected it means that C A T is a spanning tree for each 
component C of G. 
The approach of the paper is a generalization of [9]. We also consider graphs 
with coloured and/or oriented edges. We show that the procedure SUB can be 
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applied to max-cut problem, acyclic subgraph problem, balancing signed graphs, 
and a construction of subgraphs having homomorphism into a fixed vertex- 
transitive graph. 
2. The algorithm 
We use the following notation. For a graph G = (V, E) and V' c V, G \ V' is 
the induced subgraph on vertices V\V' and 6(V') is the set of edges linking V' 
and V \ V' in G. The complete graph with n vertices is denoted by Kn. A block of 
a graph G is a maximal 2-connected subgraph of G. 
Definition. Let 0 < Z < 1. We say that a property P is Z-extendible if it satisfies: 
(i) K1 and K2 belong to P; 
(ii) 'block additivity': A graph G has the property P iff each block of G has 
the property P. 
(iii) 'Z-edge extension': Given a graph G = (V, E), a weight function c: E---> 
R ÷ and an edge (u, v )e  E such that G\{u, v} has the property P, there exists 
Fc6({u,v}) satisfying c(F)>~Z.c(6({u,v})) and so that the graph (V, (E \  
6({u, v})) U F) has the property e. 
Let P be a fixed Z-extendible property. We describe a recursive procedure SUB 
('subgraph construction') which for a given graph G = (V, E) and a weight 
function c: E---> R ÷ constructs a subgraph SUB(G) with the property P. 
Procedure SUB 
begin 
if IV[ ~<2 then set SUB(G) := G (1) 
else 
if G is not 2-connected then construct SUB(Ge) for each block G/of G and 
set SUB(G) := [..J SUB(G/) (2) 
else 
begin 
choose an arbitrary vertex u and find edges (u, v), (u, w) of G such that 
c(u, v)>~c(u, w) and both G\{u, v} and G\{u, w} are connected; (3) 
construct SUB(G\{u, v}), and denote E' the set of edges of this graph; (4) 
find Fc6({u, v}) such that c(F)>-Z.c(6({u, v})) and the graph (V, 
E' t3 F tJ (u, v)) has the property P; (5) 
set SUB(G):= (V, E'tJFU(u, v)) (6) 
end 
end 
In order to show that the procedure SUB is correctly defined, and to estimate 
its time complexity, we need the following lemma ([9]). 
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Lemma. Let G = (V, E) be a 2-connected graph, ]V] >I 3. Then for each vertex 
u e V there exist edges (u, v) and (u, w) of G such that both G\{u, v} and 
G\ {u, w} are connected. 
Proof. Consider blocks of the graph G\  {u} and choose edges (u, v), (u, w) of G 
which join the vertex u with pendant blocks of the graph G\{u} and whose 
endpoints v and w are not articulations of G \ {u}. [] 
Remark 1. As there is an O(n 2) algorithm which finds blocks of a given graph 
([8], [12]), the time complexity of the procedure SUB is O(n 3) provided that the 
step (5) of the algorithm (),-edge extension) can be performed in O(n 2) time. 
Theorem 1. c(SUB(G)) t> Z- c(E) + ½(1 - ~.)- t(G, c) for every G e ~ and every 
c: E--. R +. 
Proof. By induction on IV[. We distinguish 3 cases in accordance with the 
algorithm: 
(1) If IV[ <~ 2, then the statement holds trivially as K1, K2 e P; 
(2) If G is not 2-connected, then the minimum spanning tree of G is the union 
of minimum spanning trees of blocks of G and the statement follows as P is 
block-additive; 
(3) Let G be 2-connected. Let T' be a spanning tree of G\{u, v}. As 
T'U(u,  v) U(u, w) is a spanning tree of G we have t(G, c)<-t(G\{u, v}, c)+ 
2. c(u, v) by the choice of the edge (u, v). 
Hence, 
c(SUB(G)) = c(E' U F 0 (u, v)) = c(E') + c(F) + c(u, v) 
2~ . c(G\ {u, v}) +½(1 - ~,). t(G\ (u, v}, c) 
+ v}) + c(u, v) 
~Z.c(G)+½(I-Z).t(G,c).  [] 
Remark 2. One can easily use a matching of G to get a similar result for a 
Z-extendible property (in fact only (iii) is substantial). Let M be a maximum 
weight matching of G. Then by adding gradually edges of M to the rest of G in an 
optimum way we get a subgraph H with the property P such that c(H)>1 
Z . c(G) + (1 - ~). c(M). 
3. Applications 
We show several applications of Theorem 1 to some concrete properties. 
Coronary 1 ([9]). It is easy to check that the property 'to be a bipartite graph" is 
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½-extendible. Hence, for a connected graph G = (V, E) and c - 1 the algorithm 
finds a bipartite subgraph SUB(G) having at least ½ IEI + ~(]V I - 1) edges. 
The existence of a bipartite subgraph with this number of edges was first 
proved by Edwards [3], [4] using probabilistic methods. The maximum bipartite 
subgraph problem has been shown to be NP-complete in [5]. 
For the weighted case c: E-->R + the algorithm finds a bipartite subgraph ('a 
cut') SUB (G) such that 
c(SUB(G)) t> ½c(E) + It(G, c). (7) 
The max-cut problem has been recently studied e.g. in [1], [6]. The approxima- 
tion problem for the max-cut has been discussed also in [7] and [10]. 
The case of bipartite subgraph can be generalized to vertex-transitive graphs. A 
graph Go is called vertex-transitive if for each pair u, v of vertices of G, there is 
an automorphism q9such that qg(u) = v. 
Theorem 2. Let Go be a vertex-transitive graph with at least one edge. Then the 
property 'to have a homomorphism into Go' is k/no-extendible, where k is the 
degree of each vertex of Go and no is the number of vertices of Go. 
Proof. We check the condition of the definition. 
(1) As Go is not discrete, K1 and K2 can be mapped into Go; 
(2) The property is block-additive as Go is vertex-transitive; 
(3) Let G be a connected graph and (u, v) an edge of G. Assume a 
homomorphism f from G\{u ,v}  into Go is given. Let us call a mapping 
]: V(G)--> V(Go) a proper extension of f if f (w)=f(w)  for each w e V -  {u, v} 
and ~(u), ](v)) is an edge of Go (f need not be a homomorphism). Clearly, there 
are nok proper extensions of f. As for any edge e e 6({u, v}) there is exactly k 2 
proper extension ] such that ](e) is an edge of Go, the property is k/no- 
extendible. [] 
Corollary 2. As the complete graph Kk is convex-transitive the property 'to be 
colourable with k colours' is (k -  1)~k-extendible. Thus, for a connected graph 
G = (V, E) the algorithm constructs a k-colourable subgraph with at least 
((k - 1)/k)Iel + (1/2k)(IvI- 1) edges. 
We show some applications to graphs with coloured edges. Whenever H is a 
subgraph of G, the colouration of edges of H is the same as of G. 
Corollary 3. Let ~3 be the class of signed graphs, i.e., graphs with edges coloured 
by + and - .  A signed graph is called balanced if it does not contain a circuit with 
odd number of edges signed by - .  The property 'to be balanced' is ½-extendible. 
Hence, SUB(G) is a balanced subgraph satisfying (7). 
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The problem of finding maximum weight balanced subgraph is equivalent to 
the problem of finding maximum cut in a graph with general (possibly negative) 
weight function c:E--->R. To show this equivalence, define [c[:E--,R + by 
Icl (e)= Ic(e)l and sign e = sign c(e). The min-cut problem is polynomially solv- 
able only for nonnegative weights by the max-flow algorithm [2], but it is 
equivalent to the max-cut problem for general weights. 
The balanced graphs can be also used for approximative solution of the 
satisfiability problem [9]. 
Remark 3. The method used in the proof of Theorem 2 can be generalized to 
edge-coloured graphs. Thus, e.g. the property 'to have a homomorphism 
preserving colours into the graph in Fig. 1' is ~-extendible in the class of graphs 
with edges coloured red, blue and green. 
fi 
g 
Fig. 1. Fig. 2. 
Now, we give some applications to oriented graphs. A graph G is oriented if 
each edge (u, v) is oriented either as [u, v] or [v, u] but not both. The orientation 
of edges in a subgraph is preserved. 
Corollary 4. The property 'to be acyclic' is ½-extendible for the class of oriented 
graphs. Hence, SUB (G) is an acyclic subgraph satisfying (7). 
Let us mention that each tournament with n vertices has an acyclic subgraph 
with at least ½(~)+ o(n 3/2) edges. This was proved by probabilistic methods in 
[11]. 
Remark 4. Theorem 2 can be generalized to oriented graphs. Let Go be a 
non-discrete and vertex-transitive oriented graph. Then the property 'to have a 
homomorphism into Go' is k/no-extendible, where k is the out-degree and no the 
number of vertices of Go. 
Remark 5. Let ~3 be the class of oriented graphs with edges coloured red, blue 
and green. Let P be the property 'to have a homomorphism preserving colours 
and orientation of edges into the graph (~o in Fig. 2'. Though the property P is 
104 S. Poljak, D. Turzfk 
not block-additive one can show, using Remark 3, that given G e ~ and 
C: E(G)--->R + there is a subgraph H with the property P such that c(H)~ 
~c(G) + 3t(G, c). (Graph Go has an anti-izomorphism preserving colours.) 
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