Three-field mixed finite element approximations for problems in elasticity by Chama, Abdoulkadri
THREE-FIELD MIXED FINITE ELEMENT
APPROXIMATIONS FOR PROBLEMS IN ELASTICITY
Abdoulkadri Chama
Department of Mathematics & Applied Mathematics
University of Cape Town





















The copyright of this thesis vests in the author. No 
quotation from it or information derived from it is to be 
published without full acknowledgement of the source. 
The thesis is to be used for private study or non-
commercial research purposes only. 
 
Published by the University of Cape Town (UCT) in terms 












The work described in this dissertation was carried out in the Centre for Research in Computa-
tional and Applied Mechanics (CERECAM), University of Cape Town (UCT).
This study represents original work by the author and has not otherwise been submitted in any
form for any degree or diploma to any other tertiary institution. Where use has been made of
the work of others, it is duly acknowledged in the text.
Abdoulkadri Chama
i
Declaration 1 - Plagiarism
I, Abdoulkadri Chama , declare that
1. The research reported in this thesis, except where otherwise indicated, is my original re-
search.
2. This thesis has not been submitted for any degree or examination at any other university.
3. This thesis does not contain other personal data, pictures, graphs or other information,
unless specifically acknowledged as being sourced from other persons.
4. This thesis does not contain other persons’ writing, unless specifically acknowledged as
being sourced from other researchers. Where other written sources have been quoted,
then:
a. Their words have been re-written but the general information attributed to them has
been referenced
b. Where their exact words have been used, then their writing has been placed in italics
and inside quotation marks, and referenced.
5. This thesis does not contain text, graphics or tables copied and pasted from the Internet,





All my sincere gratitude to my supervisor Prof. B.D. Reddy, for his guidance and
assistance without which my present work wouldn’t be possible.
I would like to thank our secretary Olivia Goodhind and Dr. Andrew Mcbride for
their effort of making the environment a good place to study and also all my fellow
friends, particularly Helen Morrissey, Olawanle Layeni and Rao Appadu..
Abstract
This thesis is concerned with three-field mixed methods for elasticity (often referred to as Hu-
Washizu formulations) in which the variables are, for small-strain problems, the displacement, stress
and strain. For problems in nonlinear elasticity the corresponding variables are the displacement, first
Piola-Kirchhoff stress, and deformation gradient. Of particular interest is the design and analysis of
mixed formulations that are uniformly stable in the incompressible limit. The first part of the thesis
deals with problems in linear elasticity. Lamichhane, Reddy and Wohlmuth (Numer. Math., 104
(2006)) have shown that the conditions for stability and uniform convergence include an ellipticity
condition and, secondly, a condition that the displacement together with a discrete pressure, suitably
defined, constitute a stable Stokes pair. The latter condition implies that the inf-sup condition for
the three-field formulation is satisfied. In the thesis, families of new stable mixed elements are
generated by the following approach. First, a stable Stokes pair is chosen. Then, the space of
discrete stresses is defined such that the associated discrete pressure corresponds to that of the
Stokes pressure. The space of strains is defined such that it forms a superset of the space of
stresses. The final task is that of showing that the spaces chosen in this way satisfy the discrete
ellipticity condition. A number of new families of mixed elements are designed and analyzed in
this way, and numerical examples in two and three space dimensions are presented to illustrate the
theory. The second part of the thesis comprises a short chapter in which the displacement-dilatation-
pressure formulation of Taylor (Int. J. Numer. Meth. Engng, 47 (2000)) is shown to be a special
case of the general three-field formulation, and is then shown to be uniformly convergent. The final
part of the thesis is concerned with the extension of the earlier approach to problems of nonlinear
elasticity. The problem considered is the incremental or linearized version, of the kind that forms part
of a Newton-Raphson process in numerical implementations, with the unknown variables being the
increments in displacement, first Piola-Kirchhoff stress, and deformation gradient. In the discrete
formulation the elasticity tensor (that is, the second derivative of the strain energy with respect to
deformation gradient) is approximated by its mean value on each element. Conditions are established
for the resulting incremental formulation to be stable and uniformly convergent, assuming that the
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1.1 Background and aim of the project
In the present work we are interested in problems that originate in solid mechanics, and which are
governed by systems of PDEs for problems in linear and nonlinear elasticity. For such problems the
finite element method has been a major tool for obtaining approximate solutions. In fact, much of
the early development of the finite element method took place in the context of problems in solid
mechanics (see for example [49]). There remain many challenges, though, and in most cases it
is important that these challenges be addressed by a combination of computational studies with
detailed mathematical analysis. For problems in elasticity a problem that has received attention
for some time is that associated with obtaining robust solutions to problems in the incompressible
limit. A similar challenge applies in the case of problems involving incompressible fluids. For
problems in elasticity, the use of low-order elements in standard displacement formulations leads
to poor performance: either locking in the incompressible limit, or poor approximation, or both.
An important approach aimed at remedying these shortcomings is to work with mixed finite
element approximations, in which additional variables such as the pressure, stress and strain are
retained as unknown variables. These methods have the advantage not only of circumventing
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locking-related problems referred to, provided that they are properly designed, but they also give
directly approximations for the other variables such as stress, which are of physical importance.
For a review of various relevant mixed and related formulations, see [10, 48].
A popular mixed approach is a three-field formulation, often referred to as the Hu-Washizu
formulation [34, 47], though it had been proposed earlier by Fraeijs de Veubeke [30, 31]. In
this approach the independent variables are, for problems in linear elasticity, the displacement,
stress and strain. While a host of methods have been proposed as special cases of the three-field
formulation, results on stability and convergence have been piecemeal, and in many cases absent.
However, Lamichhane, Reddy and Wohlmuth [38] have carried out a detailed analysis of finite
element approximations based on the three-field formulation. Conditions for uniform convergence
have been established for a modified form of the problem, which under certain weak conditions
is equivalent to the standard formulation.
The general results include as special cases a number of established mixed and enhanced formu-
lations (such as those proposed, for example, in [37, 42])). The relationships between various
established and new elements is set out in [26]. The two-field Hellinger-Reissner formulation,
with variables displacement and stress, can also be recovered as a special case of the three-field
formulation, as shown in [26]. While this may seem to suggest that the two-field approach is to
be preferred, it can be advantageous to use the three-field formulation in certain applications.
The motivation in such cases stems from the fact that the displacement is a primary variable, so
that the method is well suited to displacement- controlled algorithms of the kind that occur in
plasticity. In contrast, in the Hellinger-Reissner formulation the stress is the primary variable while
the displacement is the Lagrange multiplier. In such cases the highly effective return mapping
algorithm has to be carried out in a less efficient way at element level rather than locally, to be
applied at integration points [43].
More recent related work includes that by Cervera, Chiumenti and Codina [19], in which mixed
methods are stabilized via a subgrid scale approach. The issue of uniform convergence in the
incompressible limit is not addressed.
Also worth mentioning is the work by Mahnken and Caylak [39], who adopt an approach based
on a combination of incompatible modes together with mixed enhanced strains, coupled with
2
1.1 Background and aim of the project
the use of surface bubble functions, to develop models based on the use of tetrahedral elements
in three dimensions. Numerical results indicate the good performance of the elements in the
incompressible limit, though no corresponding analysis is carried out.
The formulation introduced by Lamichhane et al. [38] and expanded on further by Djoko et al. [26]
has been analyzed in detail, for a general selection of elements. The motivation in these works has
however been the construction and analysis of elements based on the four-noded quadrilateral,
and applications are confined to this case. One of the objectives of the thesis is use the framework
in [38] as the basis for construction of families of stable elements for the three-field formulation.
The strategy relies on the fact that satisfaction of the discrete inf-sup condition is shown to be
equivalent to verifying that a displacement-discrete pressure pair satisfies the inf-sup condition
for the corresponding Stokes problem. The pressure is constructed via a discrete trace operator
which ensures that the corresponding discrete spherical part of the stress belongs to the discrete
space of stresses . This condition is not necessarily satisfied by the conventional spherical part.
Thus, starting from such a discrete displacement pressure pair, spaces of discrete stresses and
strains may be constructed, after which it remains only to verify that the ellipticity condition is
satisfied. In the approach adopted here, this last step is often the most challenging.
The method is used to construct families of stable elements for the three-field formulation, in two
and three dimensions, which are based on well-known stable velocity-pressure pairs: specifically,
the MINI element [3], the conforming Crouzeix-Raviart elements [24], and the generalized Hood-
Taylor elements [33, 35] (see for example [10] for the structure and properties of these elements).
The general three-field formulation is also exploited to analyze a mixed formulation due to Kasper
and Taylor [36]. This formulation, which involves as unknown variables the displacement, pressure
and dilatation, has been shown to perform well in computations, but without an accompanying
general analysis. Such an analysis is carried out in this thesis.
The third and final objective of this work is the extension of the linear approach to nonlinear
problems. Construction of stable approximations for these problems have been of interest in
recent years, and involve a variety of mixed and enhanced methods [6, 22, 36, 41]. Also worth
mentioning is the stabilization technique applied to mixed tetrahedral element by Caylak and
Mahnken [18]. A different stabilization approach using a perturbation term and bubble function
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is also addressed in [4]. Two-dimensional formulations have been studied in [5, 6] to determine
the ability of numerical formulations to predict physical stability ranges.
The approach taken in this thesis is closer to that of Ten Eyck and Lew [45], who propose
a stabilized enhanced strain method based on modifying the fourth-order elasticity tensor that
appears in the linearized problem. Like these authors, the linearized problem is considered: this
is an important special case as it is essentially the problem that has to be solved in iterative
procedures such as the Newton-Raphson method. The continuous problem is assumed to be
stable in the sense that the elasticity tensor satisfies a coercivity condition. The novelty of the
present approach lies in considering the linearization of the three-field formulation, and making
use of the techniques applied to the linear problem, to determine conditions under which the
linearized problem is stable and convergent.
The structure of the rest of this thesis is as follows. For the sake of completeness, in Chapter 2
we present a formal description of the stability and convergence of approximations of the Stokes
problem.
Chapter 3 deals with the stability and convergence of the three-field formulation in linear elasticity.
We describe in detail the assumptions under which the formulation is well posed.
In Chapter 4 we discuss important issues related to new finite element spaces for stable and con-
vergent three-field formulations. We show that our new spaces satisfy the assumptions discussed
in Chapter 3. To illustrate the performance of the new elements, some numerical examples are
presented in the last part of the chapter.
In Chapter 5 we present an application of the theory developed in Chapter 3. The main concern
addressed here is to analyse another three-field mixed variational formulation, introduced by
Kasper and Taylor [37]. We have constructed conditions under which this formulation is a special
case of the standard three-field formulation. We then prove the stability of the formulation in
[37] within the framework of the standard three-field formulation.
In Chapter 6 similar techniques to those discussed in the context of the linear problems are applied
to the analysis of nonlinear problems. Starting with a nonlinear three-field, we use a linearization
technique to derive the linear three-field formulation. We establish the well-posedness of the
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continuous weak formulation and conditions for the convergence and stability of its discrete
counterpart. Numerical examples in two dimensions spaces are also presented.
1.2 Some definitions and notation
In this section some basic definitions and notation encountered in the remaining part of this work
are given. Other definitions and notation will be presented as required in various Chapters. In
what follows we deal with a sufficiently regular spatial domain. That is, we always assume that
Ω ⊂ Rd, d = 2, 3, is a non-empty bounded domain. We denote by ∂Ω the boundary of the
domain and assume ∂Ω to be made up of a finite number of smooth curves, or surfaces.
We denote by L2(Ω) the space of (equivalence classes of) Lebesgue-square-integrable functions;
that is,
L2(Ω) = { f : Ω −→ R such that
∫
Ω
f 2(x) dx < ∞} . (1.1)
The L2(Ω)-inner product is defined by
(f , g)0 =
∫
Ω
f(x)g(x) dx , ∀ f, g ∈ L2(Ω) ,
with corresponding norm
‖f‖0 = ‖f‖L2(Ω) =
√
(f , f)0 .
With this inner product, L2(Ω) is a Hilbert space. Other familiar spaces of interest are
• C(Ω): the space of continuous functions in Ω
• Cm(Ω): space of m times continuously differentiable functions in Ω, 0 ≤ m ≤ ∞
• Cm0 (Ω): subspace of Cm(Ω) containing functions with compact support in Ω
Definition Let f and g be two functions in L2(Ω) and α = (α1, · · · , αn) ∈ Nn. Furthermore
denote by
|α| = α1 + · · ·+ αn and Dαϕ =
∂|α|ϕ
∂xα11 · · · xαnn
∀ϕ ∈ L2(Ω).
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The function g is said to be the weak derivative, of order |α|, of f if
(ϕ , g)0 = (−1)|α|(∂αϕ , f)0 , ∀ϕ ∈ C∞0 (Ω) .
See [11, 15].
If the weak derivative of f exists it is unique and is often denoted by ∂αf .
Definition Let m ≥ 0, be a positive integer. The Hilbert space Hm(Ω) is the set of all functions
whose weak derivatives of order |α| ≤ m are square-integrable.
Hm(Ω) is equipped with the scalar product
(f , g)m =
∑
|α|≤m
(∂αf , ∂αg)0 , ∀ f, g ∈ L2(Ω) ,
with norm and semi-norm defined by









1.3 Finite element approximations
We are concerned with finite element approximations based on quasi-uniform, shape-regular
meshes Th, on polygonal domains in Rd, d = 2, 3, with simplicial or tensor-product elements
K ∈ Th being generated from reference elements, K̂, by affine maps.
Here and henceforth we make use of the following notations:
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Pk(K) = set of polynomials on K of degree ≤ k
Qk(K) = set of polynomials on K of degree ≤ k in each variable
Pk = functions v defined on Ω such that v ∈ C(Ω) and v|K ∈ Pk(K)
Qk = functions v defined on Ω such that v ∈ C(Ω) and v|K ∈ Qk(K)
P′k = functions v defined on Ω such that v ∈ L2(Ω) and v|K ∈ Pk(K)
Q′k = functions v defined on Ω such that v ∈ L2(Ω) and v|K ∈ Qk(K)
Q = functions v defined on Ω such that v ∈ L2(Ω) and
∫
Ω
v dx = 0





are their piecewise-discontinuous counterparts.
Conforming finite element approximations are considered in Chapters 2 to 6, with discrete spaces
Vh , Qh , Sh and Dh satisfying








: v = 0 in ∂Ω} ,
Qh ⊂ Q = L20(Ω) = {q ∈ L20(Ω) :
∫
Ω
q dx = 0 } ,




: τji = τij and (τ , 1) = 0 } ,




: dji = dij} .
We also need the follwoing spaces of piecewise polynomials, continuous or discontinuous:






: v ∈ V } ,
∇Vh ⊂ ∇V = {∇v : v ∈ V } .
Notation. Vector- and tensor- or matrix-valued functions will be written in boldface form. The
scalar product of two tensors or matrices σ and τ will be denoted by σ : τ , and is given by





can then be defined by
(σ , τ )0 =
∑
ij




with associated norm ‖ · ‖0 = (·, ·)0. Similarly we define the norm and inner product in V by
(u , v)V = (u , v)1 =
∑
i
(ui , vi)1 and ‖u‖V = ‖u‖1 =
√
(u , u)1 , ∀ (u , v) ∈ V 2 .
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were we have used the notion of Definition 1.2.
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CHAPTER 2
STABLE MIXED FINITE ELEMENT APPROXIMATIONS OF THE
STOKES PROBLEM
In this chapter we discuss aspects of the Stokes problem that are important for the stability and
convergence of a mixed three-field formulation for problems in linear elasticity. It was shown in
[38] that such stability is related to one of the stability conditions of the Stokes problem, known
as the inf-sup or the Ladyzenskaja-Babuška-Brezzi (LBB) condition. Therefore in Section 2.1
special attention is given to the introduction of this problem and its well-posedness. In Section
2.2 we present some standard techniques on checking the inf-sup condition. To simplify the
difficulties encountered in the analysis of the Stokes equation we introduce, in Section 2.3, a
new approach for checking the LBB condition. In Section 2.4 we discuss some standard and new
families of stable Stokes pairs.
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2.1 Formulation and analysis of the problem
The Stokes problem describes slow flows of an incompressible fluid in the d-dimensional physical
domain Ω ⊂ Rd, d = 2, · · · , 3 and is governed by the following system of PDE:
−∆u+∇p = f in Ω , (2.1a)
divu = 0 in Ω , (2.1b)
where the displacement u : Ω −→ Rd and the pressure p : Ω −→ R are the unknown variables
and f represents the external forces per unit mass, see [15]. Without loss of generality we restrict
our attention to problems with the homogeneous Dirichlet boundary condition.
The weak or variational formulation of problem (2.1) is the problem of finding (u , p) ∈ V ×Q
such that
a(u , v) + b(p , v) = (f , v)0 ∀v ∈ V, (2.2a)
b(q , u) = 0 ∀ q ∈ Q, (2.2b)
where the spaces of displacements and pressures are











q ∈ L2(Ω) |
∫
Ω
q dx = 0
}
(2.3)
respectively and the bilinear forms are given by








∇u : ∇v dx (2.4a)
and
b(q , v) = −
(






q · div v dx. (2.4b)
The weak formulation (2.2), is consistent in the sense that any of its solutions satisfies also the
strong form (2.1) and vice-versa, under certain conditions. The proof of this can be found in
[15]. If we denote by PQ an orthogonal projection onto Q, a simpler approach is to first see that
equation (2.2b) is equivalent to
PQ(divu) = 0 ⇐⇒ divu = 0 because div V ⊂ L2(Ω).
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Second, integrating by parts and taking into account the Dirichlet boundary condition, we obtain










b(p , v) = −
(









which if combined with equation (2.2a) implies the following equalities:
PV (−∆u+∇p) = PV (f) ⇐⇒ −∆u+∇p = f .
The problem of linear isotropic elasticity has a close relation to problem (2.2). The elasticity
problem has two parameters λ and µ, known as Lamé constants, and is one of finding (u , p) ∈
V ×Q that satisfy
a(u , v) + b(p , v) = (f , v)0 ∀v ∈ V , (2.5a)
b(q , u)− 1
λ
c(p , q) = 0 ∀ q ∈ Q , (2.5b)
with






c(p , q) = (p , q)0
and b(· , ·) is as previously defined. The problem (2.2) is recovered in the incompressible limit;
that is, when λ −→ +∞.
We next turn our attention to the well-posedness of problem (2.2) and hence problem (2.5a).
Theorem 2.1.1 [15] Let Q′ be the dual space of Q. The problem (2.2) has a unique solution if
and only if
• the bilinear form a(·, ·) is uniformly continuous:
∃ γ > 0 : |a(w , v)| ≤ γ‖w‖1‖v‖1 ∀ (w , v) ∈ V × V (2.6a)
and V−elliptic (or coercive):
∃C > 0 : |a(w , w)| ≥ C‖w‖21 ∀ w ∈ V ; (2.6b)
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• the bilinear form b(·, ·) has a continuous lifting, which means that the image of the trans-
formation
B : V −→ Q′
v 7−→ Bv ,
such that (Bv , q) = b(v , q) ∀ q ∈ Q′, is equal to Q′. This is equivalent to the






(div v , q)0
‖v‖1‖q‖0
≥ β∗ . (2.6c)
Proof See [40], [15] and [10].
From Theorem 2.1.1 the uniqueness of a solution of problem (2.2) can be proven by establishing
the uniform continuity of a(· , ·), the ellipticity and the LBB conditions.
• Continuity of a(·, ·): this is a direct implication from the Cauchy-Schwarz inequality.
Indeed,
|a(w , v)| = |(∇w , ∇v)0| ≤ ‖∇w‖0‖∇v‖0 ≤ ‖w‖1‖v‖1.
• Ellipticity of a(·, ·): using the Poincaré-Friedrichs inequality and the definition of the
semi-norm in H1(Ω), we can write
|a(w , w)| = ‖∇w‖20 = |w|21 ≥ C‖w‖21.
• The inf-sup condition: we know from [26, 38] that
∀ q ∈ Q ∃ v ∈ V : div v = q =⇒ ImB = Q′.
Hence B has a continuous lifting which is equivalent to the inf-sup condition.
2.1.1 Mixed finite element approximations [11]
To approximate (2.2) we introduce finite-dimensional subspaces Vh ⊂ V and Qh ⊂ Q. Then
(2.2) becomes the problem of finding (uh , ph) ∈ Vh ×Qh such that
a(uh , vh) + b(vh , ph) = `(vh) ∀ vh ∈ Vh , (2.7a)
b(uh , qh) = 0 ∀ qh ∈ Qh , (2.7b)
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where `(vh) = (f , vh).
Using the properties of the bilinear forms a(·, ·) and b(·, ·) the solution of the discrete problem
(2.7) can be proven to converge to the exact solution of its continuous counterpart (2.2).
It is clear from the equations (2.6a) and (2.6b) of Theorem 2.1.1 that the uniform continuity
of the bilinear form a(·, ·) and the ellipticity condition in the continuous formulation implies the
uniform continuity of a(·, ·) and also the ellipticity condition in the discrete formulation (2.7).
In contrast to the ellipticity condition the inequality (2.6c) cannot be always satisfied in the










where E(·) denotes a certain function that could potentially depend on the elements of Q, Qh,
V or Vh, and as a consequence the inequality (2.6c) does not imply that
inf
q∈Qh
(div vh , qh)0
‖vh‖1
≥ β∗‖qh‖0 or that sup
vh∈Vh
(div vh , qh)0
‖vh‖1
≥ β∗‖qh‖0 .
Note that the coercivity of a(·, ·) gives the existence of the solution (uh , ph) ∈ Vh × Qh and
the uniqueness of the displacement uh ∈ Vh. The inf-sup condition gives the uniqueness of the
pressure p. In fact, when it is not satisfied the pressure ph can be polluted by the presence of
spurious pressure modes. That is, there exists p?h 6= ph such that
(p?h , div vh)0 = 0 ∀vh ∈ Vh
which implies that
b(vh , ph + cp
?
h) = b(vh , ph) ,
where c is any scalar. Therefore the solution of the discrete problem (2.7) can be obtained only
up to a linear combination of the pressure p?h (see the discussion in [40]). However in most cases
the task is to prove that the constant β? is mesh independent.
We next introduce some standard techniques for checking the stability or the inf-sup condition
of the problem (2.7).
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2.2 Checking the inf-sup condition
Although the inequality (2.6c) seems trivial its analysis in the discrete case is one of the most
critical problems for the mixed finite element method. In the first part of this section we review
some standard techniques for checking (2.8). Extensive discussion of this is given in [10, 11].
In the second part we present a quite different approach for establishing the inf-sup condition.
First, we summarise a classical approach for checking the inf-sup condition.
Definition Let Vh and Qh be finite-dimensional subspaces of V and Q respectively. The pair
(Vh , Qh) is said to form a stable Stokes pair if and only if there exists β






≥ β∗‖qh‖0 for all qh ∈ Qh . (2.8)
In this paragraph we introduce a general concept known as the the Fortin trick, discussed in [10],
for establishing the property (2.8), and then show its application to some finite elements.
Proposition 2.2.1 ([10]) Assume that the inequality (2.6c) is satisfied and that there exists a
linear operator Πh : V −→ Vh satisfying(
div(v − Πhv) , qh
)
0
= 0 , ∀qh ∈ Qh , (2.9a)
‖Πhv‖V ≤ c‖v‖ , (2.9b)
for v ∈ V , where c is a positive constant independent of the mesh size. Then the discrete inf-sup
condition (2.8) is satisfied.
To show the use of Fortin’s trick in establishing Proposition 2.2.1, let Π1 and Π2 be two operators
such that ∑
K
h2r−2K |v − Π1v|2r,K ≤ c‖v‖21,Ω , r = 0, 1 , ∀v ∈ V , (2.10a)
and
‖Π2v‖1,K ≤ c(h−1K ‖v‖0,K + |v|1,K) , ∀v ∈ V . (2.10b)
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Furthermore, if Π1 and Π2 satisfy
‖Π1v‖V ≤ c1‖v‖V ∀v ∈ V , (2.11a)
‖Π2(I − Π1)v‖V ≤ c2‖v‖V ∀v ∈ V , (2.11b)∫
Ω
div(v − Π2v)qh = 0 ∀v ∈ V , ∀ qh ∈ Qh , (2.11c)
then the operator Πhv = Π1v+Π2(v−Π1v) satisfies both the equation (2.9a) and the inequality
(2.9b).
To prove (2.9a) we observe that(




















From equation (2.11c) and the fact that Π1v ∈ V the two last term of the above expression
(2.12) vanish, and we therefore have the desired equality (2.9a).
The inequality (2.9b) is a direct consequence of the boundedness of the projection operator.
Note that if Vh is made up of a regular family of affine elements then the operators Π1 and Π2
satisfying (2.10a) and (2.10b) exist, where Π1 can be chosen to be the Clément interpolation
operator, see [11].
Figure 2.1: Cubic bubble function defined on a triangular element
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Definition Let K be an element of the triangulation mesh of the domain Ω ⊂ Rd and B : Ω −→
R+ a continuous piecewise polynomial of minimal degree satisfying the following: B vanishes at
the boundary of K and is equal to one at the barycentre of K; that is,
B(x) =
1 if x is the barycentre of K ,0 if x ∈ ∂K ,
then B is said to be a bubble function. A particular case of interest is the space of cubic
and quartic bubble functions, which we denote by Bd+1, d = 2, 3, respectively. A graphical
representation of a cubic bubble function is shown in Figure 2.1.
Definition Let E be a face of an element K ⊂ Ω ⊂ R3 of the triangulation mesh. A continuous
piecewise polynomial A : Ω −→ R+, with compact support E ⊂ K, is said to be an area (or
surface) bubble function if it vanishes at the boundary of E, is equal to one at its barycentre and
has minimal polynomial degree. That is,
A(x) =
1 if x is the barycentre of E ,0 if x ∈ (K\E) ∪ ∂E .
The set of all possible linear combinations of such A generate the space of surface bubble functions
A3. Notice that an element of A3 has four degrees of freedom on each element.
In the following we give some important conditions for establishing a uniform inf-sup condition.
Proposition 2.2.2 (Stability of continuous pressure elements, [10]) Assume that there ex-
ists an operator Π1 ∈ L(V , Vh) satisfying the property (2.10a) of the Clément interpolation oper-










= {b∇qh : b ∈ Bd+1 and qh ∈ Qh} , (2.13)
then (Vh , Qh) is a stable Stokes pair.
Proof See [10].
16
2.3 A new approach for verifying the inf-sup condition




)2 ⊕ Bd+1(grad (Qh)) then the pair (Vh , Qh) satisfies the inf-sup condition
(2.8).
Proof By definition of Vh there exists a Clément operator Π1 : V −→ Vh satisfying (2.10a).
The rest is a consequence of Proposition 2.2.2, see [10, 11] for more details.
Proposition 2.2.4 (Stability of discontinuous pressure elements [10]) Assume that there
exists an operator Π̃1 satisfying






dx = 0 ∀v ∈ V ∀K ∈ Th . (2.14b)




then (Vh , Qh) is a stable Stokes pair.
Proof See [10].
Corollary 2.2.5 Assume that Qh ⊂ Q is a space of piecewise-smooth functions. If Vh contains(
P2
)2 ⊕B3(grad (Qh)) then the pair (Vh , Qh) satisfies the inf-sup condition (2.8).
Proof See [10].
2.3 A new approach for verifying the inf-sup condition
The technique presented here is based on the properties of the transpose of the discrete kernel
of b(·, ·), defined by
kerBth = {qh ∈ Qh | b(vh , qh) = 0 ∀vh ∈ Vh} . (2.15)
Indeed, as mentioned in [11] the solution ph of (2.7) is defined up to an element of kerB
t
h. It is
then clear that if kerBth = {0Q}, where 0Q denote the trivial vector of Q, then the solution of
(2.7) is unique. This fact is clarified by the following result.
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Proposition 2.3.1 [11] Assume that the bilinear form a(·, ·) is kerBh-elliptic, that is, there
exists C > 0 such that
∀vh ∈ kerBh , a(vh , vh) ≥ C‖vh‖21 , (2.16a)
where
kerBh = {vh ∈ Vh | b(vh , qh) = 0 ∀ qh ∈ Qh} , (2.16b)
and C independent of the dimension of the subspace Vh. Then (2.7) has at least one solution.
Moreover uh is uniquely determined in Vh, and if kerB
t
h = 0Q then ph is also uniquely determined
in Qh.
Proof The problem (2.7) can equivalently be written as: find uh ∈ kerBh such that
a(uh , vh) = `(vh) ∀ vh ∈ kerBh , (2.17a)
b(uh , qh) = 0 ∀ qh ∈ Qh . (2.17b)
As a(·, ·) is kerBh-elliptic, then using the Lax-Milgram Theorem [15] there exists a unique uh ∈
kerBh that satisfies the equation (2.17a). And as uh is in kerBh it also satisfies (2.17b). One
can observe that any solution in Vh that satisfies equations (2.17a) and (2.17b) it is necessarily
in kerBh, because the equation (2.17b) defines the elements of kerBh. That is to say that uh
is uniquely defined in Vh. The existence of ph ∈ Qh is also granted; indeed we have
b(vh , ph) = 0 , ∀vh ∈ kerBh ,
so that any ph ∈ Qh is a candidate solution of the problem (2.7). Now if kerBth = {0Q}, let ph
and p′h be such that (uh , ph) and (uh , p
′
h) are solutions of (2.7). We then havea(uh , vh) + b(vh , ph) = `(vh) ∀ vh ∈ Vh ,a(uh , vh) + b(vh , p′h) = `(vh) ∀ vh ∈ Vh . (2.18)
Subtracting the above equations, we obtain
b(vh , ph − p′h) = 0 ∀ vh ∈ Vh ,
which implies that ph − p′h ∈ kerBth, thus ph = p′h.
We next turn our attention to the new approach for verifying the inf-sup condition.
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Proposition 2.3.2 Assume that kerBth = kerB
t = {0Q} and that there exists a positive con-
stant c > 0, independent of the mesh size, such that
‖PQh div vh‖0 ≥ c‖vh‖1 ∀vh ∈ Vh . (2.19)
Then the discrete inf-sup condition (2.8) is satisfied.
Proof Clearly the existence of an operator satisfying (2.9a) and (2.9b) is established in [11, page
53, Proposition 2.2].
From the continuous inf-sup condition we have: ∀ qh ∈ Qh ⊂ Q, there exists v ∈ V such that
div v = qh and ‖v‖1 ≤ c‖qh‖0 , (2.20a)
which together with equation (2.9a) implies the existence of vh ∈ Vh such that
b(v, qh) = ‖qh‖20 = b(vh, qh) and ‖vh‖1 ≤ c‖qh‖0 . (2.20b)
The above (2.20b) and (2.20a) imply that
qh = PQh div vh = div v =⇒ ‖ div v‖0 = ‖PQh div vh‖0
and then, using (2.19), we can write
‖v‖1 ≥ ‖ div v‖0 = ‖PQh div vh‖0 ≥ c‖vh‖1 . (2.20c)












with c independent of the mesh size.




, where d is the dimension of Ω, and ε(Vh) the
















2.4 Families of stable Stokes pairs
Now assume that
(Sh)ij = Qhδij and kerB
t
h = kerB
t = {0} .
If the ellipticity condition
‖PShε(vh)‖0 ≥ c‖vh‖1 ∀vh ∈ Vh , (2.21)
is satisfied then the bilinear form b(·, ·) satisfies a uniform inf-sup condition.
Proof It is trivial to prove that (2.21) implies (2.19). In fact consider vh ∈ Vh and τ h = qh1 ∈
Sh. We then have (









































Now using Proposition 2.3.2 the proof follows immediately.
2.4 Families of stable Stokes pairs
In this section we summarize details of elements that are known to satisfy the inf-sup condition
(2.8). We present in certain cases the new approach on establishing the stability condition (2.8).
These stable Stokes pair will be used later to establish the stability of new families of mixed finite
elements for the linear elasticity problem.
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2.4.1 The MINI Element [3]
In the conforming case the MINI element is one of the cheapest elements, in the sense that
it uses the lowest degree of interpolation polynomials; however this element does not provide
well-balanced approximation in that the error estimates are not optimal.
Given a mesh of triangles or tetrahedra , the definition of the spaces is as follows:
Vh = (P1 ⊕Bd+1)d ∩ V , d = 2, 3 (2.22a)
Qh = P1 ∩Q . (2.22b)





Figure 2.2: (a) Two-dimensional MINI element, (b) Three-dimensional MINI element
two-and three-dimensional elements. Note that for d = 2, Bd+1 is the space of cubic bubble
functions, see Figure 2.1, and for d = 3, Bd+1 is the space of quartic bubble functions.
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Stability based on the Fortin-trick
The stability of this element is a direct consequence of Corollary (2.2.3). In fact, from equations
(2.22a) and (2.22b) we have
Bd+1 (grad (Qh)) ⊂ B2d+1 ⊂
(
P1 ⊕Bd+1
)2 ⊂ Vh, (2.23)
which are the necessary conditions of Corollary 2.2.3.
Remark The degrees of freedom prescribed at the vertices of Figures 2.2a and 2.2b indicate the
continuity of displacement and pressure variables; that is, for two simplexes K1 and K2 such that
Γ = K1 ∩K2 6= ∅ we have
p1(Γ) = p2(Γ),











Figure 2.3: Continuity of piecewise polynomials at common vertices
2.4.2 Crouzeix-Raviart Element [24]
This element is an enrichment to the P2−P′0 element, in order to provide well balanced approxi-





)2 ∩ V, (2.24a)
Qh = P
′
1 ∩Q , (2.24b)
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)3 ∩ V, (2.25a)
Qh = P
′
1 ∩Q . (2.25b)
See Figures (2.4a) and (2.4b) for the degrees of freedom of both the velocity and the pressure
variables. We recall that P′k is a space of discontinuous piecewise polynomial of degree k.
The stability of the two-dimensional Crouzeix-Raviart elements is a consequence of Corollary





Figure 2.4: (a)Two-dimensional Crouzeix-Raviart element; (b) Three-dimensional Crouzeix-
Raviart element; note that the surface bubble is not indicated.
Due to the discontinuity of the pressure we use Corollary 2.2.5 to establish the stability of the
Crouzeix-Raviart element. A similar relation to expression (2.23) can be derived from (2.24) and
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is given by




2.4.3 Family of generalised Taylor-Hood Elements (Pk/Pk−1) [33]
For this family spaces of pressures and velocities are continuous piecewise polynomials of degree




)d ∩ V, (2.26a)
Qh = Pk−1 ∩Q, (2.26b)
with k ≥ 2. Our interest lies in lower-order elements, and we therefore consider only the case
k = 2. Figures 2.5a and 2.5b show two- and three-dimensional elements of this family. The proof





Figure 2.5: (a)Two-dimensional Taylor-Hood element P2 − P1; (b) Three-dimensional Taylor-
Hood element P2 − P1
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2.4.4 Elements of Taylor-Hood type (Q2/Q1) and (Q2/P′1) [33]
Given a mesh of quadrilaterals in two dimensions and hexahedra in three dimensions the finite
element spaces are defined by one of
Vh = Q
2
2 ∩ V and Qh = P′1 ∩Q , (2.27a)
Vh = Q
2
2 ∩ V and Qh = Q1 ∩Q . (2.27b)
The stability of these elements is a direct consequence of Propositions 2.2.4 and 2.2.2, see the
development of its proof in [8, 9, 10]. In fact one can observe that the degrees of freedom in the






Figure 2.6: Two-dimensional Taylor-Hood element:(a) Q2 − P′1, (b) Q2 −Q1
2.4.5 Convergence and error estimation
The convergence of finite element approximations depends on the error estimate which is the
smallest distance between the discrete space and the exact solution.
Using the properties of polynomial interpolations the errors
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Figure 2.7: Three-dimensional Taylor-Hood element: (a) Q2 − P′1, (b) Q2 −Q1
η = ‖u− uh‖21 + ‖p− ph‖20
and (3.23) can be bounded by a function of the mesh size.
Theorem 2.4.1 ( Ciarlet & Raviart [23]) Consider Ω̂ and Ω to be two affine-equivalent sub-
set of Rd. And assume that the following conditions hold true:
Hk+1(Ω̂) ⊂ C(Ω̂), Hk+1(Ω̂) ⊂ Hm(Ω̂), and Pk(Ω̂) ⊂ Hm(Ω̂),
where m and k are positive integers and Pk(Ω̂) represent the space of polynomials of degree k
on Ω̂. Furthermore consider r such that Hr(Ω̂) ⊂ C(Ω̂). Then there exists a positive constant
C, such that for any w ∈ Hr(Ωe) and wh its interpolation in Pk(Ωe),
‖w − wh‖m,Ωe ≤ Chµe |w|r,Ωe , (2.28a)
where µ = k + 1−m if r ≥ k + 1 and µ = r −m if r < k + 1.
However if w ∈ Hr(Ω) and wh its interpolation in Pk(Ω), then (2.28a) can be rewritten as
‖w − wh‖m,Ω ≤ Chµ|w|r,Ω, for m = 0 or m = 1, (2.28b)
where, he = diam (Ωe), h = max
1≤e≤N
(he), with N being the total number of nodes.
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In problems discussed here the displacements are assumed to belong to H1(Ω) and the remaining
variables, such as the pressure, the strain and stress are in Hr(Ω), with r = 0, 1, so that using
the estimate (2.28b) the error (3.23) can be approximated by
β ≤ Chk .
These results are used to show the theoretical and practical convergence of our finite elements.
2.5 Conclusion
In the first part of this chapter we have given a description of the Stokes problem, discussed
its well-posedness accompanied with some standard technique on checking the inf-sup condition.
We have presented a different approach for verifying the stability condition and introduced some
well known families of stable Stokes pairs. New families, that are not known from the literature,
are also presented at the end of the first section. In the last part we have discussed the error
estimate of our approximations under the conditions of well-posedness.
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CHAPTER 3
STABILITY CONDITIONS FOR THREE FIELD MIXED FINITE
ELEMENT APPROXIMATIONS IN ELASTICITY
This chapter is concerned with a class of three-field mixed methods for linear elasticity. The
objective of the work is to use a framework in [38] as the basis for construction of families of
stable elements for the three-field formulation. The strategy relies on the fact that satisfaction
of the discrete inf-sup condition in the elasticity problem is shown to be equivalent to verifying
that a displacement-discrete pressure pair satisfies the inf-sup condition for the corresponding
Stokes problem. The pressure is constructed via a discrete trace operator which ensures that the
corresponding discrete spherical part of the stress belongs to the discrete space of stresses - this
condition is not necessarily satisfied by the conventional spherical part.
Thus, starting from such a displacement-discrete pressure pair, spaces of discrete stresses and
strains may be constructed, after which it remains only to verify that the ellipticity condition is
satisfied. In the approach adopted here, this last step proves to be the most challenging, at least
for some cases.
The method is used to construct families of stable elements for the three-field formulation, in two
and three dimensions, which are based on well-known stable velocity-pressure pairs: specifically,
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the MINI element [3], the conforming Crouzeix-Raviart elements [24], and the generalized Hood-
Taylor elements [33, 35]. .
The structure of the chapter is as follows. In Section 3.1, we outline the boundary-value problem
for linear elasticity, and formulate the weak forms of the standard and modified three- field
problems. In Section 3.2 the discrete problems are presented, and sufficient conditions for uniform
convergence summarized. Section 3.3 is concerned with the construction and analysis of elements
generated from various Stokes-stable pairs.
3.1 The boundary value problem of elasticity
Consider an isotropic linear elastic material body which occupies a bounded domain Ω in Rd (d =
2, 3) with Lipschitz boundary Γ. For a prescribed body force f , the governing equilibrium equation
in Ω reads
− divσ = f (3.1a)
where σ is the symmetric Cauchy stress tensor. The infinitesimal strain tensor d is defined as a
function of the displacement u by
d = ε(u) := 1
2
(∇u+ [∇u]t) . (3.1b)
For convenience a homogeneous Dirichlet boundary condition on the displacement is assumed;
that is,
u = 0 on Γ. (3.1c)
With the fourth-order elasticity tensor denoted by C, the constitutive equation reads
σ = Cd := λ(trd)1 + 2µd . (3.1d)
Here 1 is the identity tensor, trd denotes the trace of the tensor or matrix d, and λ and µ are
the Lamé parameters. The parameter µ is the shear modulus.
Of particular interest is the incompressible limit, which corresponds to λ→∞.
Function spaces. For the weak or variational formulations, we will require the space V :=
[H10 (Ω)]
d of displacements, the space of stresses to be denoted by S, while the space of strains
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is denoted by D. For the continuous case these spaces are equal, and D := {e | eji = eij, eij ∈
L2(Ω)} =: S, with norm ‖ · ‖0 generated in the standard way by the L2-norm. We also introduce
the space S0 defined by
S0 := {τ ∈ S | (τ ,1)0 = 0} ; (3.2)
this is a closed subspace of S.
The spherical and deviatoric parts of a member τ of S are defined by
sph τ := 1
3
(tr τ )1, dev τ := τ − sph τ . (3.3)
Then S admits the orthogonal decomposition
S = devS ⊕ sphS .
We note that devS is a proper subset of S0.
Three-field formulations. The classical three-field formulation, commonly referred to as the Hu-
Washizu formulation [34, 47] - though the contributions by Fraeijs de Veubeke [30, 31] should
be acknowledged - is obtained by writing in weak form the equilibrium equation (3.1a), strain-
displacement relation (3.1b), and the constitutive relation (3.1d). The resulting problem takes
the following form: find (u, d, σ) ∈ V ×D × S0 that satisfy
a1((u,d), (v, e)) + b1((v, e),σ) = `(v) , (v, e) ∈ V ×D , (3.4a)
b1((u,d), τ ) = 0 , τ ∈ S0 , (3.4b)
where
a1((u,d), (v, e)) := (Cd, e)0 , (3.5a)
b1(v, e, τ ) := (ε(v)− e, τ )0 , (3.5b)
`(v) := (f , v) . (3.5c)
It is readily shown [38] that the problem (3.4) has a unique solution (u,d,σ) in V × D × S0.
However, the continuity constant of a(·, ·) depends on λ so that the result is not valid in the
incompressible limit.
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A well-posed formulation, stable in the incompressible limit, may be obtained [38] by extending
the formulation (3.4) so that it reads
aα((u,d), (v, e)) + bα((v, e),σ) = `(v) , (v, e) ∈ V ×D , (3.6a)
bα((u,d), τ )− (1− α)(γ2/λ)c(σ, τ ) = 0 , τ ∈ S0 , (3.6b)




, κ = 2µ+ dλ.
Here κ is (d times) the bulk modulus.
The bilinear forms are defined by
aα((u,d), (v, e)) = a1((u,d), (v, e)) + (α− 1)λc(d, e) , (3.7a)
bα((v, e), τ ) = b1((v, e), τ ) + (1− α)γc(e, τ ) , (3.7b)
c(e, τ ) = (tr e, tr τ )0 . (3.7c)
Thus the original three-field formulation is obtained by setting α = 1. The motivation behind
the modified formulation and its relationship to the original formulation are discussed in [26, 38].
Of importance is the following result.
Lemma 3.1.1 For α 6= −µ/λ, there exists a unique solution (u,d,σ) ∈ V × D × S0 of the
modified formulation (3.6).
Proof This is a repetition of the proof given in [38], with more details. We first show that the
solution of problem (3.6) is independent of α. Setting v = 0 in equation (3.6a), we have
aα((u,d), (0, e)) + bα((0, e),σ) = 0 , ∀ e ∈ D . (3.8)
From equation (3.7a) and (3.7b) we have
aα((u,d), (0, e)) = (Cd, e)0 + (α− 1)λ(trd, tr e)0
= (Cd, e)0 + (κ trd, (α− 1)γ tr e)0
= (Cd, e)0 +
(
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and
bα((0, e),σ) = (−e,σ)0 + (1− α)γ(tr e, trσ)0
= (−e,σ)0 −
(










Adding the above equations (3.9a) and (3.9b) and considering the equality (3.8) we obtain
(Cd− σ, e+
(
α− 1)γ (tr e)1
)
0
= 0 ⇐⇒ (Cd− σ, Bαe)0 = 0 ∀ e ∈ D, (3.10)









Therefore equation (3.10) implies that
Cd = σ =⇒ trσ = κ trd,
which if substituted into equation (3.7b) implies (3.4). As the latter formulation is independent
of α, so is the solution of the modified form (3.7).
The existence and uniqueness of a solution of problem (3.6) is carried out by showing that aα(·, ·)
is elliptic on (the kernel of Bα)
kerBα = {(v , e) ∈ V ×D : bα((v , e) , τ ) = 0 , ∀ τ ∈ S0}, (3.11)
and bα(·, ·) satisfies the inf-sup condition.
As the solution of the modified formulation (3.6) is independent of α we now and henceforth fix
α = 0.
Ellipticity of a0(·, ·)
This is shown in [38].
The inf-sup condition
We repeat the proof in [38] with more details. Let
M := trS0 = L
2
0(Ω) = {q ∈ L2(Ω) |
∫
Ω
q dx = 0},
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then there exists 0 < c <∞ such that
∀ q ∈M ∃ vq ∈ V : dev vq = q, ‖vq‖1 ≤ c‖q‖0 . (3.12)














‖2V×D = ‖ε(vtrτ )‖21 + ‖eτ ‖20
≤ c‖tr τ‖20 + ‖dev ε(vtrτ )‖20 + ‖dev τ‖20
≤ C‖τ‖20 .
(3.13)
Noting that 2µC−1eτ = eτ and using the equality in (3.12) we have
b0
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≥ C‖τ‖0 ∀ τ ∈ S0,
that is to say that the inf-sup condition is satisfied.
Remark Because the bilinear form c(·, ·), in (3.7c), is positive semi-definite and uniformly contin-
uous it does not play any role in establishing the stability of the problem (3.6). In fact it has been
shown by Braess [14] that for symmetric problems such us (3.6) the existence and uniqueness of
the solution depends only on the ellipticity and inf-sup condition of the bilinear forms aα(·, ·) and
bα(·, ·) respectively. See also [38] and references therein.
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3.2 Finite element approximations
3.2.1 Finite element spaces
The discrete form of the standard three-field problem is as follows: find (uh,dh,σh) ∈ Vh ×
Dh × Sh such that
a1((uh,dh), (vh, eh)) + b1((vh, eh),σh) = `(vh), (vh, eh) ∈ Vh ×Dh ,
b1((uh,dh), τ h) = 0, τ h ∈ Sh .
(3.15)
More explicitly, (3.15) reads as follows:∫
Ω
(Cdh − σh) : eh dx = 0 eh ∈ Dh , (3.16a)∫
Ω
(ε(uh)− dh) : τ h dx = 0 , τ h ∈ Sh , (3.16b)∫
Ω
σh : ε(vh) dx = `(vh) , vh ∈ Vh . (3.16c)
Likewise, the discrete form of the modified problem (3.6) reads as follows: find (uh,dh,σh) ∈
Vh ×Dh × Sh such that
aα((uh,dh), (vh, eh)) + bα((vh, eh),σh) = `(vh), (vh, eh) ∈ Vh ×Dh ,
bα((uh,dh), τ h) = 0, τ h ∈ Sh .
(3.17)
It is shown in [38] that if the conditions
Sh ⊂ Dh , (3.18)
CDh = Dh , (3.19)
are satisfied, then the solution to the problem (3.15) coincides with that for the discrete modified
problem (3.17), for any value of α.
Remark The conditions (3.18) and (3.19) are assumed to hold in the remainder of this chapter.
In addition, for convenience we focus attention on the case α = 0, for which the standard and
modified problems are equivalent.
The assumptions on Sh and Dh result in the equivalence between the three-field and the two-field
Hellinger-Reissner problems. The question therefore arises as to whether it might not be more
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convenient to work with the two-field Hellinger-Reissner formulation. Despite the fact that the
three-field formulation involves one more variable, it carries certain advantages. Most particularly,
the displacement is one of the primary variables, so that static condensation leads naturally to
a displacement-based formulation, which is advantageous in many respects. For example, in
problems of elastoplasticity the use of a stress-based Hellinger-Reissner formulation does not
permit the highly effective return mapping algorithm to be applied at integration points; instead
the computations must be carried out at element level [43].
3.3 Well-posedness and convergence
We present here a summary of the main results on well-posedness and convergence that have
been established in [38], and which will be needed in the later analyses. First, it is necessary to
define discrete counterparts of the deviatoric and spherical parts of the stress field, as it does not
follow that for σh ∈ Sh,
devσh ∈ Sh and sphσh ∈ Sh .
The discrete deviatoric operator devh is defined by
devhσh = PShdevσh , (3.20)
where PSh denotes the L
2-orthogonal projection operator onto Sh. Then the discrete spherical
operator sphh is defined in such a way that sphh Sh is the orthogonal complement of devh Sh, so
that
Sh = devh Sh ⊕ sphh Sh . (3.21)
The corresponding space of discrete pressures M̃h is then defined by
M̃h := tr sphhSh . (3.22)
The main result on well-poseness of the discrete problem is as follows, for the case in which the
standard and modified formulations are equivalent.
Theorem 3.3.1 [38] Suppose that the spaces Vh, Dh and Sh satisfy the following conditions:
(a) ‖PShε(vh)‖0 ≥ C0‖ε(vh)‖0 for all vh ∈ Vh ,
35
3.3 Well-posedness and convergence
(b) (Vh, M̃h) forms a stable Stokes pairing,
where C0 is a positive constant independent of the mesh size h. Then the bilinear form bα(· , ·)
satisfies a uniform inf-sup condition and the discretization error η2h := ‖u−uh‖21 + ‖d− dh‖20 +





‖u− vh‖21 + infeh∈Dh ‖d− eh‖
2
0 + infτ h∈Sh
‖σ − τ h‖20
)
, (3.23)
in which the constant C > 0 is independent of λ.
As with the continuum formulation (3.6) the well-posedness of the discrete form (3.17) depends
only on the coercivity and the inf-sup condition. We therefore have to prove that based on the
conditions of the above Theorem 3.3.1 the bilinear form a0(·, ·) is B0-elliptic and b0(·, ·) satisfies
the inf-sup condition, where B0, as defined in (3.11) with α = 0, is the kernel of b0(·, ·).
Lemma 3.3.2 (Coercivity: [38]) Assume that (a) of Theorem 3.3.1 is satisfied. Then the
bilinear form a0(·, ·) is uniformly elliptic in the kernel of b0(·, ·).
Proof See [38].
Lemma 3.3.3 (Inf-sup condition: [38]) Assume that (3.18), (a) and (b) of Theorem 3.3.1
are satisfied. Then the bilinear form b0(·, ·) satisfies a uniform inf-sup condition.
Proof We provide a detailed and simplified proof of [38]. For any τ h ∈ Sh consider its decom-
position, as follows
τ h = devhτ h + sphhτ h = devhτ h + qh1, (3.24)
where qh ∈ M̃h. As (Vh, M̃h) is a stable Stokes pair for any qh ∈ M̃h there exist vqh ∈ Vh, such
that
(div vqh , qh) = ‖qh‖20 and ‖vqh‖1 ≤ C‖qh‖0 .
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which implies that
‖vqh‖21 + ‖ēh‖20 ≤ C‖qh‖20 + ‖ε(vqh)‖20 + ‖devhτ h‖20
≤ C(‖qh‖20 + ‖vqh‖21) + ‖devhτ h‖20
≤ C‖τ h‖20
(3.25)
Next we observe that 2µC−1ēh = ēh and then
b0
(














= (sphh ε(vqh), τ h) + (dev (τ h), τ h)
= (div(vqh), qh) + ‖dev (τ h)‖20
= ‖qh‖20 + ‖dev (τ h)‖20
= ‖τ h‖20
(3.26)
Using (3.25) and (3.26) we can write
b0
(
(vqh , ēh), τ h
)
‖(vqh , ēh‖Vh×Dh














For the error estimate (3.23) see [38] and [11].
3.4 More general bases
In [26, 38] the key motivation has been to investigate mixed methods in two space dimensions
based on the low-order four-noded bilinear quadrilateral element for displacements. For a set
of cases studied in those works, the relevant Stokes velocity-pressure pairing is the classical
Q1 − P0 pair of bilinear displacements and piecewise-constant pressures, for which the existence
of checkerboard modes is well known. It therefore becomes necessary to define M̃h to be a
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subset of the piecewise constants, for example by working with macro-elements and extracting
from these the checkerboard modes. In any event, it can be shown that the displacement satisfies
an a priori error estimate that is uniform in the incompressible limit.
The objective of this chapter is a broader one, viz. that of generating new families of mixed
elements based on the following strategy:
(i) start with a known stable Stokes pairing, and on this basis choose the space of discrete
displacements;
(ii) since M̃h is given, construct a space Sh of stresses for which tr sphhSh = M̃h, and the
ellipticity condition (a) in Theorem 3.3.1 is satisfed;
(iii) select Dh such that assumptions (3.18) and (3.19) are satisfied.
In this chapter a number of examples of mixed formulations constructed in this way will be
presented. In all cases the space Vh will comprise continuous functions, while Sh and Dh will
comprise piecewise polynomials, continuous or discontinuous, depending on the underlying pres-
sure approximation M̃h.
The following section discusses the necessary and sufficient conditions for the finite element
approximations to satisfy the assumptions (a) of Theorem 3.3.1.
3.5 The ellipticity condition
As we have discussed in Section 3.3, the stability of the modified formulation (3.6) depends
entirely on the assumptions (a) and (b) of Theorem 3.3.1, assuming that (3.18) and (3.19) are
trivial.
This section is devoted to necessary conditions for the finite element approximations to satisfy the
hypothesis (a) of Theorem 3.3.1. Two different approaches for the satisfaction of such conditions
are presented.
In the first approach, which is presented in the following Subsection 3.5.1, we prove that the
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analysis of the ellipticity condition (a) depends on the properties of the basis of the spaces of
stresses. In the second approach, two properties of Sh are proven to be necessary:
a) no non-trivial member of ε(Vh) is allowed to be orthogonal to Sh;
b) The dimension of Sh must be big enough, compared to the dimension of the symmetric
gradient of ε(Vh).
3.5.1 First approach for satisfaction of the ellipticity condition
There is an extensive set of stable element pairs for the Stokes problem available in the literature
(see for example [11, 32]), and no attempt will be made to generate a comprehensive set of
corresponding elements for the three-field problem. Rather, the focus will be on the selected
elements in Table 3.1, and already discussed in Chapter 2.
Table 3.1: Some Stokes-stable pairs of elements
Element Vh − M̃h
MINI [3] (P1 ⊕Bd+1)− P1
Crouzeix-Raviart [24] (P2 ⊕B3)/(P2 ⊕B4 ⊕A3)− P′1
(1) P2 − P1
Generalized Hood-Taylor [33] (2) Q2 − P′1
(3) Q2 − Q1
The choice of Vh as in Table 3.1 and a construction of Sh such that (3.22) is satisfied, together
ensure that the discrete inf-sup condition is satisfied uniformly. It remains then to verify that the
ellipticity condition, condition (a) in Theorem 3.3.1, is satisfied, for the bases chosen. To this
end we will require the following results.
Lemma 3.5.1 Assume that Sh is constructed according to
Sh = (Sh)ij (3.27)
in which (Sh)ji = (Sh)ij and each (Sh)ij is a space of piecewise polynomials, continuous or
discontinuous. Denote by ηij the components of η ∈ ε(Vh), and the L2-orthogonal projection of
ηij onto (Sh)ij by P(Sh)ijηij. Then if the components ηij satisfy the inequality
‖P(Sh)ijηij‖0 ≥ C0‖ηij‖0 (i, j = 1, . . . , d) , (3.28)
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η satisfies the bound
‖PShη‖0 ≥ C0‖η‖0 . (3.29)






















With a proper choice of the components of η one can easily show that the above equality also












which gives the inequality (3.29).
Lemma 3.5.2 Suppose that {ηh(I)} is a basis of ε(Vh) such that
‖PShηh(I)‖0 ≥ C0‖ηh(I)‖0 , 0 < C0 ≤ 1 . (3.30)
If the set {PShηh(I)} is linearly independent in Sh, then the ellipticity condition (a) in Theorem
3.3.1 is satisfied on ε(Vh).
Lemma 3.5.3 Assume that the conditions of Lemma 3.5.2 are satisfied. Then the map
‖ · ‖∗ : ε(Vh) −→ R+
ηh 7−→ ‖ηh‖∗ = ‖PShηh‖0 ,
(3.31)
is a continuous in ε(Vh).
Proof The continuity is a consequence of the following inequality
‖PShηh‖0 ≤ ‖ηh‖0 ∀ηh ∈ ε(Vh) ,
which, by the linearity of PSh implies that∣∣∣‖ηh‖∗ − ‖βh‖∗∣∣∣ = ∣∣∣‖PShηh‖0 − ‖PShβh‖0∣∣∣
≤ ‖PShηh − PShβh‖0
= ‖PSh(ηh − βh)‖0
≤ ‖ηh − βh‖0 ,
∀ηh, βh ∈ ε(Vh).
40
3.5 The ellipticity condition
Proposition 3.5.4 Consider ‖ · ‖∗ of Lemma 3.5.3 and ‖ · ‖0,Wh the restriction of ‖ · ‖0 to the
finite-dimensional subspace Wh = ε(Vh). Then assuming that the conditions of Lemmas 3.5.2
and 3.5.3 are satisfied, there exists a positive constant C, independent of the mesh size, such
that
‖wh‖∗ ≥ C‖wh‖0,Wh , ∀ wh ∈ Wh.
Proof Consider the unit sphere
Σh = {uh ∈ Wh : ‖uh‖0,Wh = 1}.
It is clear that Σh is a bounded and closed subset of Wh, thus Σh is also compact. Now every
continuous function on Σh attains its minimum on Σh, and as ‖ · ‖∗ is a continuous function,
there exists uh ∈ Σh that satisfies
‖wh‖∗ ≥ ‖uh‖∗, ∀ wh ∈ Σh .
Next, consider any wh ∈ Wh and define vh =
wh
‖wh‖0,Wh




≥ ‖uh‖∗ =⇒ ‖wh‖∗ ≥ ‖uh‖∗‖wh‖0,Wh .
The existence of C is established by taking it to be equal to ‖uh‖∗. It remains to prove its
independence of h. Let ch = ‖uh‖∗. If the sequence {ch} can be bounded below by a positive
constant independent of h then we have ended the proof. Assume on the contrary that ch cannot





‖uhn‖∗ = 0 =⇒ lim
n−→∞
‖PShnuhn‖0 = 0 ;
that is, to say that the sequence {PShnuhn} also converges to 0. For convenience denote PShn
by `n; that is,
`n : ε(Vhn) −→ PShnε(Vhn) ,
`ηhn = PShnηhn .
It is clear that `n is linear and continuous; indeed the continuity follows from
‖PShnηhn‖0 ≤ ‖ηhn‖0
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and the linearity is an immediate consequence of its definition. `n is also a bijection because it
maps the basis of ε(Vhn) into a linearly independent family. Thus there exists `
−1
n , linear and
continuous, the inverse of `n. We observe that
‖`−1n ‖′ = sup{‖`−1n (PShnηh)‖ : ηh ∈ ε(Vhn) , ‖PShnηhn‖0 ≤ 1}
≤ sup{‖ηh‖0 : ηh ∈ ε(Vhn) , ‖ηhn‖0 ≤ 1} = 1 ,
(3.32a)





‖uhn‖0 = ‖`−1n (PShnuhn)‖0 ≤ ‖`−1n ‖′‖PShnuhn‖0 ≤ ‖PShnuhn‖0 (3.32b)






PShnuhn = 0 ,
which is in contradiction with the fact that uhn belongs to the unit sphere. Hence the only
possibility is the sequence chn can be bounded below by a strictly positive constant, independent
of the mesh size.
Proof of Lemma 3.5.2. Based on the assumption of this lemma both Lemma 3.5.3 and
Proposition 3.5.4 are satisfied. Therefore, from the latter, there exists a positive constant C
independent of h such that
‖ε(vh)‖∗ ≥ C‖ε(vh)‖0 ∀vh ∈ Vh .
Applying the definition of ‖‖∗ to the above we can write
‖PShε(vh)‖0 ≥ C‖ε(vh)‖0 ∀vh ∈ Vh ,
which is the condition (a) in Theorem 3.3.1.
Lemma 3.5.5 Let Th be a subspace of Sh. If
‖PThε(vh)‖0 ≥ C0‖ε(vh)‖0 for all vh ∈ Vh ,
then condition (a) in Theorem 3.3.1 is satisfied.
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Proof Let T⊥h ⊂ Sh be such that Sh = Th ⊕ T⊥h . Then for any σh ∈ Sh one can find τ h ∈ Th
and τ⊥h ∈ T⊥h such that σh = τ h + τ⊥h . However as τ h⊥τ⊥h we have
‖σh‖20 = ‖τ h + τ⊥h ‖20 = ‖τ h‖20 + ‖τ⊥h ‖20.
We observe that PSh (ε(vh)) = PTh (ε(vh)) + PT⊥h (ε(vh)), hence
‖PSh (ε(vh)) ‖20 = ‖PTh (ε(vh)) ‖20 + ‖PT⊥h (ε(vh)) ‖
2
0 ≥ ‖PTh (ε(vh)) ‖20 ≥ c20‖ε(vh)‖20.
In our examples the discrete space of displacements comprises continuous, piecewise-polynomial
functions. The following lemma gives a sufficient condition for the satisfaction of (3.28) and
therefore (3.29).
Lemma 3.5.6 For η ∈ ε(Vh), assume that (PShη)ij 6= 0 for ηij 6= 0. Then the inequalities
(3.28) and (3.29) are satisfied.
Proof Using the triangle inequality we can write
‖ηij‖0 ≤ ‖ηij − (PShη)ij‖0 + ‖(PShη)ij‖0. (3.33)
There exists a positive constant 0 < a < 1 such that ‖ηij− (PShη)ij‖0 ≤ a‖ηij‖0. To see clearly
that a < 1 we first observe that ηij can be decomposed as
ηij = (PShη)ij ⊕ v





. Second, using the fact that
(PShη)ij 6= 0 and (PShη)ij ⊥ v we have
‖ηij‖20 = ‖(PShη)ij‖20 + ‖v‖20 > ‖v‖20 .





, it follows that





‖20 < ‖ηij‖20 ,
which gives rise to the conclusion a < 1.
We have therefore shown the existence of a constant C0 = 1−a such that the inequalities (3.28)
and hence (3.29) are satisfied.
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3.5.2 Second approach for satisfaction of the ellipticity condition
In order to establish necessary conditions for the satisfaction of the assumption (a) of Theorem
3.3.1 consider the family {ηi}1≤i≤n and {τ i}1≤i≤m to be the bases of ε(Vh) and Sh respectively,
where n is the dimension of ε(Vh) and m the dimension of Sh. The orthogonal projection of any
ηh ∈ ε(Vh) onto Sh is defined by the following system of equations:(





ηh , τ j
)
0
, ∀ j = 1, · · · ,m. (3.34a)
Let a = (a1, · · · , an)T and α = (α1, · · · , αm)T denote the components of ηh and PShηh with













ηi , τ j
)
0
, ∀ j = 1, · · · ,m. (3.34b)
The above equation is equivalent to the algebraic formulation
Mα = Na, (3.34c)
where M is the Gram matrix and N the matrix with coefficients
(
ηi , τ j
)
0
, i = 1, · · · , n and
j = 1, · · · ,m.
To prove the condition (a) of Theorem 3.3.1 we state the following lemmas.
Lemma 3.5.7 If the matrix N in equation (3.34c) is of full rank, n = dim ε(Vh), then condition
(a) of Theorem 3.3.1 is satisfied.










τ i , τ j
)
0
=αMαT = a(M−1N )TM (M−1N )aT = aNTM−1NaT .
(3.35)
By hypothesis the rank of N is equal to n, thus the symmetric matrix NTM−1N is positive
definite of full rank n = dim ε(Vh), therefore there exists γ > 0, the smallest eigenvalue of
NTM−1N , such that
aNTM−1NaT ≥ γaaT = γ‖ηh‖2ε(Vh) ,
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where ‖ · ‖2ε(Vh) is the Euclidean norm in ε(Vh); that is, ‖ηh‖
2
ε(Vh)
= aaT if a is the set of
coordinates of ηh. Without any loss of generality assume that the base (ηj)1≤j≤n of ε(vh) is










|aj|2 = ‖ηh‖2ε(Vh). (3.36)
If we consider c0 = min(
√
γ, 1) we arrive at the desired inequality
‖PShηh‖0 ≥ c0‖ηh‖0.
Lemma 3.5.8 The matrix N given in (3.34c) is of full rank if and only if the conditions
(a) dim ε(Vh) ≤ dim Sh,
(b) zero is the only member of ε(Vh) that is orthogonal to Sh,
hold true.
Proof Let n = dim (ε(Vh)) and m = dim (Sh). To prove that the conditions of the lemma are
necessary first assume that n > m, that is the dimension of ε(Vh) is greater than the dimension
of Sh. Then the order n square matrix N
TM−1N in equation (3.35) is of rank at most m < n
(this is because N is of order n ×m), which in fact implies that NTM−1N is semi-definite.
Thus there exists a non-zero vector a such that a(NTM−1N )aT = 0. From equality (3.35) we
deduce the existence of ε(vh) ∈ ε(Vh) such that
‖PShε(vh)‖0 = 0.
As ‖ε(vh)‖0 6= 0 the ellipticity condition of (a) of Theorem 3.3.1 is not satisfied.
Second, if there exists a non-zero vector of ε(Vh) that is orthogonal to Sh obviously the ellipticity
condition is also not satisfied.
We next prove that the conditions of the Lemma are sufficient. By contradiction assume that the




. Then the column vectors
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of N are linearly dependent. That is to say, there exists a constant c 6= 0 such that
(













ε(vk) , τ i
)
= 0, i = 1, · · · ,m.
We then observe from the above expression that ε(v1)− c
n∑
k=2
ε(vk) is orthogonal to Sh and as
it is also a non-zero vector of ε(Vh), we are in contradiction with the second condition of the
lemma.
Proposition 3.5.9 Assume that the conditions of Lemma 3.5.8 are satisfied or equivalently that
there exists a constant C0 > 0 such that
‖PShε(vh)‖0 ≥ C0‖ε(vh)‖0, ∀vh ∈ Vh . (3.37)
Then C0 is independent of the dimension of Vh.
Proof All that needs to be done is to prove that the conditions of Lemma 3.5.2 are satisfied and
then apply Proposition 3.5.4 to conclude with the proof.
We first observe that if the inequality (3.37) is satisfied the ellipticity condition (3.30) of Lemma
3.5.2 is also satisfied. It remains to prove that a basis of ε(Vh) is projected onto Sh to a linearly
independent family. Let {ηi, i = 1, · · · , n}, be a basis for ε(Vh). We assume that its projection
onto Sh, defined by {PShηi, i = 1, · · · , n}, is a linearly dependent family. Then clearly there


















= 0 . (3.38)
Using the condition (b) of Lemma 3.5.8 and the last equality of the above (3.38) the vector
ηh = ηj −
∑
i 6=j αiηi vanishes. However the family {ηi , i = 1, · · · , n} is a basis of ε(Vh);
that is to say that the coordinates of wh must vanish, which is not the case because the j
th
component of ηh is equal to one. Therefore if the conditions of Proposition 3.5.9 are met the
set {PShηi, i = 1, · · · , n} is linearly independent.
46
CHAPTER 4
NEW STABLE MIXED FINITE ELEMENT FOR PROBLEMS IN
ELASTICITY
The elements introduced in Table 3.1 all satisfy condition (b) of Theorem 3.3.1. In this chapter,
we make simple choices of Sh to ensure satisfaction of (3.22): its components are assumed
piecewise-linear, and continuous or discontinuous. Furthermore, it is assumed that Dh = Sh. In
this way we will also ensure that (3.18) and (3.19) are satsified.
It therefore remains only to verify that the inequality (a) of Theorem 3.3.1 is satisfied. This is
shown for each of the elements in Table 3.1. For convenience these are referred to as the extended
MINI, Crouzeix-Raviart and generalized Hood-Taylor(i) (i=1,2,3) elements. Here and henceforth
we refer to the element as an element of the family Pk/Pk−1 with k = 2. See [10, page 75].
4.1 Stability of the new elements in two space dimensions
It will be convenient to use Voigt representation of tensorial or matrix quantities in what follows.
Thus, in two dimensions
d = [d11 d22 2d12]
T and σ = [σ11 σ22 σ12]
T . (4.1)
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4.1.1 Stability of the extended MINI element
From condition (b) of Theorem 3.3.1 the trace of the discrete spherical part of Sh, which
is M̃h, must equal the space of pressures corresponding to the MINI element. This could be
accomplished by defining the space of stresses such that
tr sphSh = M̃h = P1 ∩Q .





since there is no need for the shear components to be continuous. The corresponding space of
symmetric gradients of displacements is given by
ε(Vh) = span (Id⊕∇s(b)) = span

1 0 0 bξ 0
0 1 0 0 bη
0 0 1 bη bξ
 , (4.2)
where Id is the identity matrix, b is a cubic bubble function, and ∇s(b) its symmetric gradient.
Note that in equation (4.2) and also (4.3) the symmetric gradient of Vh is being defined element-
wise, from the reference configuration. We next observe that




PS111 0 0 PS11bξ 0
0 PS221 0 0 PS22bη
0 0 PS121 PS12bη PS12bξ
 . (4.3)
Here bξ and bη denote relevant derivatives of the bubble function b. Noting that P(Sh)ij1, P(Sh)ijbξ
and P(Sh)ijbη are non-zero, and also that the derivatives of bubble functions are orthogonal to
piecewise-constant functions, the column vectors of the matrix are linearly independent. That
is to say, the conditions of Lemmas 3.5.6, 3.5.1 and 3.5.2 are satisfied, and thus the ellipticity
condition is also satisfied.
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4.1.2 Stability of the extended Crouzeix-Raviart element






 ∩ S0 .
The higher-order approximation for the shear component is required in order to establish the
ellipticity condition. The symmetric gradient of the space of displacements is given by
ε(Vh) = span

1 0 0 ξ 0 0 η 0 0 bξ 0
0 1 0 0 ξ 0 0 η 0 0 bη
0 0 1 0 0 ξ 0 0 η bη bξ
 . (4.4)




= ∇b, the orthogonal projection of ε(Vh) onto the space of
stresses is given by
PShε(Vh) = span

1 0 0 ξ 0 0 η 0 0 PS11bξ 0
0 1 0 0 ξ 0 0 η 0 0 PS22bη
0 0 1 0 0 ξ 0 0 η bη bξ
 . (4.5)
As the components Sij of Sh corresponding to the extended MINI element are subsets of those
for the extended Crouzeix-Raviart element, bξ and bη have non-zero projections onto Sij; this is
in fact a consequence of Lemma 3.5.5. Therefore the conditions of Lemma 3.5.1 are satisfied.
Next, in order to obtain the ellipticity condition we require, from the point of view of Lemma
3.5.2, that the column vectors of the matrix in (4.5) be linearly independent. Let (Vi)1≤i≤11 be









are families of linearly independent vectors. Therefore it remains only to prove that V10 and V11









1≤i≤9 let W =
10∑
i=1
αiVi. Assume that W = 0 and let us prove that αi = 0,
i = 1, · · · , 10. From (4.5) we observe that the third component of W gives
α3 + α6ξ + α9η + α10bη = 0 , ∀(ξ, η) ∈ R2 .
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Taking ξ = η = 0 we obtain α3 = 0. For ξ = 0 we obtain α9 = 0. For η = 0 and ξ = 1 we have
α6 = 0. We therefore obtain α3 = α6 = α9 = α10 = 0.
The first and second components of W imply equations of the form
α + βξ + γη = 0 , ∀(ξ, η) ∈ R2 ,
as α9 = α10 = 0. Now taking ξ = η = 0 we have α = 0. Next for ξ = 0 we obtain γ = 0
and then taking ξ = 1 we have β = 0. Hence αi = 0, i = 1, · · · , 10, which means that Vi,
i = 1, · · · , 10 are linearly independent. Similarly one can prove that V11 is linearly independent





4.1.3 Extended Generalized Hood-Taylor elements (denoted by EHT(i),
i = 1, 2, 3)
EHT(1): For this element we set Sh = Dh = [P1 P1 P1]
T ∩S0 , and note also that ε(Vh) is as
given in (4.4).
A generalized proof, independent of the dimensions of the finite element spaces, of this element
is given in the Section 4.2.
EHT(2). Here we choose









1 ∪ spanD and
where the basis D is given by
D =

2ξη η2 ξη2 0 0 0
0 0 0 ξ2 2ξη ξ2η




4.1 Stability of the new elements in two space dimensions
Using the second approach developed in subsection 3.5.2, we need to prove that the conditions
(a) and (b) of Lemma 3.5.8 are satisfied.










2) 0 0 0
0 0 0 PP′1(ξ
2) 2PP′1(ξη) PP′1(ξ
2η)
ξ2 2ξη ξ2η 2ξη η2 ξη2
 .
We clearly observe that the column vectors of the above matrix are linearly independent. In fact,
either the last components of these vectors appear at different combinations of linearly indepen-
dent monomials or the vectors formed by their first two components are linearly independent.
We then have
dim ε(Vh) = dimPShε(Vh) ≤ dimSh , (4.6)
which is the condition (a) of Lemma 3.5.8. The first equality in the above expression (4.6) also
implies the condition (b) of Lemma 3.5.8. In fact if we assume the existence of a non zero vector
wh ∈ ε(Vh) whose projection onto Sh vanishes, one can construct a basis of ε(Vh) containing
wh. The projection of such basis onto Sh is linearly dependent, which contradicts the equality in
(4.6).










1 ∪ spanD .
Ellipticity Condition
To be able to apply the second approach in subsection 3.5.2 we always need to determine the
dimensions of the components of Sh and ε(Vh). We let Th be a quasi-uniform, shape-regular
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quadrilateral triangulation of the polygonal domain Ω, B and I the number of boundary and
internal nodes. Thus the total number of triangles T , edges E and quadrilaterals Q are given by
(xi, yi)
ϕi(xi, yi) = 1
Ki
Figure 4.1: Shape function
T = B + 2I − 2, E = B + 3I − 3 and Q = 1
2
(B + 2I − 2)
(4.7)
(see Alfeld [2] and Ewing et al. [29]). From the above and [11] the




(B + 2I − 2) , (4.8)
because the elements of Q′2 have nine degrees of freedom on each
quadrilateral and the total number of quadrilaterals is given by the
third equation in (4.7).
To obtain the dimension of Q1 we note that the shape functions, (ϕi)i∈Nn , which form the basis
of the space of continuous piecewise polynomials, are entirely defined by their compact supports
Ki with centre of nodes i, see figure (4.1). Hence the dimension of the space of continuous
piecewise polynomial Q1 is equal to the total number of nodes in the mesh, i.e
dimQ1 = B + I. (4.9)
As elements of Q2 have one degree of freedom more than the element of degree one Q1 on each
edge of Th it follows that
dimQ2 = dimQ1 + E = 2B + 4I − 3 . (4.10)




B + 11I − 9 . (4.11)
The symmetric gradient of Vh is naturally generated by the element of Vh. Thus, using (4.10)
we have
dim ε(Vh) ≤ dimVh = 2dimQ2 = 4B + 8I − 6 . (4.12)
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Subtracting equation (4.12) from equation (4.11) we obtain
dimSh − dim ε(Vh) ≥ 4B + 3I − 3 > 0 .
We have thus proved (a) of Lemma 3.5.8.
For the second condition of Lemma 3.5.8 let vh = (p, q) ∈ Vh be such that its symmetric gradient
ε(vh) = [px, qy, py + px] ∈ ε(Vh) has zeros orthogonal projection onto Sh. That is to say that
the following is satisfied:
(ε(vh), τ h)0 = 0 , ∀τ h ∈ Sh . (4.13a)




= 0 , ∀τh ∈ (Sh)ij . (4.13b)
Noting that (ε(vh))22 ∈ (Sh)22 equation (4.13b) implies that py + qx = 0.
From (4.13a), if we define τ h = t1, where 1 is the identity tensor, we obtain
(px + qy, t)0 = 0 ∀t ∈ Q1 =⇒ (divvh, t)0 = 0 ∀t ∈ Q1 . (4.14)
As (Vh,Q1) is a stable Stokes pairing the application
Bth : Q1 −→ V ′h
q 7−→ Bthq = b(·, q) ,
where the bilinear form b(·, ·) is given in (2.4b), admits a continuous lifting from V ′h to Q1 see
[11, page 57 and 39], that is
∀f ∈ V ′h , ∃q ∈ Q1 : Bthq = f . (4.15)
Now going back to our vh the above equation (4.15) implies the existence of qh ∈ Q1 such that





By virtue of the inf-sup condition and the Banach lifting theorem ‖Bthqh‖V ′h is bounded below by





≥ β? , ∀vh ∈ Vh
which is clearly in contradiction with the second equality (4.14).
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4.2 Extension to elements in three dimensions
Once again we make use of Voigt notation, so that strains and stresses are represented in vector
form according to
d = [d11 d22 d33 2d12 2d23 2d13]
T and σ = [σ11 σ22 σ33 σ12 σ23 σ13]
T .
(4.16)
We give only the proof of the stability of the three-dimensional Generalized Hood-Taylor elements
EHT(1), EHT(2) and EHT(3). For the extended MINI and Crouzeix-Raviart elements, the proof
is very similar to their two-dimensional counterparts, so only the details of the elements are
summarized.
4.2.1 Extended MINI element
For this element we select
(Sh)ij =
 P1 ∩Q for j = iP′1 for j 6= i .
We recall that the choice of the normal components of Sh are motivated with the fact that
sphh(Sh) and Vh must form a stable Stokes pair and the shear components of Sh are chosen so
that the conditions of Theorem 3.3.1 are also satisfied.
Furthermore,
ε(Vh) = span (Id⊕∇s(b)) ;
here b is a quartic bubble function.
4.2.2 Extended Crouzeix-Raviart element
In three dimensions the space of displacements for this elements includes both volumetric and
surface bubble functions, so that (see Table 3.1)





4.2 Extension to elements in three dimensions








 P′1 ∩Q for j = iP′2 for j 6= i . (4.17)
4.2.3 Extended Generalized Hood-Taylor elements






Qh = P1 ∩Q ,
and the corresponding spaces of strains and stresses are given by
ε(Vh) = span∇s(P2) ⊂ P′1 ,
(Sh)ij =






be a basis of P′1, where ηT is non-zero only on the tetrahedron T ∈ Th.
Then
PP1(ηT ) 6= 0 . (4.18a)












be the components of the gradient of Vh, which are first-order












4.2 Extension to elements in three dimensions
Proof Let p2 ∈ P2, such that its restriction, p2|T , on T ∈ Th is given by
p2|T = a0(T )+a1(T )x+a2(T )x
2+b1(T )y+b2(T )y
2+c1(T )z+c2(T )z
2+d1(T )xy+d2(T )xz+d3(T )yz .
Du to the continuity of p2 in x, y and z directions the first degree polynomial p1, defined by its
restriction on T ∈ Th as
p1|T = a1(T ) + a2(T )x+ d1(T )y + d2(T )z
is also continuous.
We next observe that the partial derivatives of p2 with respect to x depend only on the degree













have the same degrees of freedom as some polymials in P1.
Therefore the equality (4.19) is satisfied.
Proof of Lemma 4.2.1 As ηT is linear and continuous on T there exists τ ∈ P1 such that its
restriction on T is equal to ηT . If PP1(ηT ) = 0 then
(ηT , τ) = (ηT , ηT ) = ‖ηT‖20 = 0 =⇒ ηT = 0,
which contradicts the fact that {ηT | T ∈ Th} is a basis member of P′1. We have therefore proven
(4.18a).





























αT ζ̄T onto P1. We want to prove that:
if ζ̄ = 0 , then ζ = 0 .




is linearly independent and hence the map
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Therefore if we assume that ζ̄ vanishes it follows directly, from the above and (4.18a), that
‖ζ̄‖? = 0 =⇒
∑
T
‖αT ζ̄T‖0 = 0 =⇒ ‖αT ζ̄T‖0 = 0 =⇒ αT = 0.
Hence η = 0, which gives the proof of (4.18b).
Knowing that the components of ε(Vh) are generated by the components of ∇(Vh) the proof of
the ellipticity condition follows from the above Lemmas 4.2.1 and 3.5.6.





, Qh = P
′
1 ∩Q ,
and the space of stresses Sh is defined by
(Sh)ij =
 P′1 ∩Q for j = iQ′2 for j 6= i . (4.20)















in which the indices i, j and k range over 0 to 2.
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To prove the ellipticity condition, first note that the components of each of the column vectors of
the above matrix satisfy the properties of Lemma 3.5.1, which in turn implies the condition 3.30
in Lemma 3.5.2 . This can be verified by projecting any monomial of degree less than or equal





appear as different combinations of monomials of different degrees; therefore they




satisfies the ellipticity condition (a) of Theorem
3.3.1.






, Qh = Q1 ∩Q ,
and Sh is defined by
(Sh)ij =
 Q1 ∩Q for j = i ,Q′2 for j 6= i .
The proof of ellipticity is similar to that for EHT(2) and is omitted.
Remark A question may arise as to the novelty of the formulations presented in this section: that
is, are these formulations distinct from displacement-pressure formulations based on the original
elements? It is shown here that the elements in this section do indeed lead to new formulations.
For definiteness consider the displacement-pressure formulation using the MINI element: this is
the problem of finding (uh , ph) ∈ Vh ×Qh such that(













(ph , qh) = 0 ∀qh ∈ Qh . (4.21b)
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For convenience we have omitted the subscript 0 to indicate that (·, ·) in these equations denotes
the standard L2 inner product. Here Vh is as defined in Table 3.1 for the MINI element and Qh
is the space of continuous piecewise polynomials of degree one.
The corresponding three-field formulation is given by (3.16), with Vh as above and Dh = Sh,
with the direct components comprising continuous piecewise-linear polynomials and the shear
components discontinuous piecewise-linear polynomials.
The strain can be found from the solution of (4.21) in various ways: for example a direct
computation gives the strain ε(uh) as a piecewise-discontinuous quadratic polynomials on each
element. Finally, the stress is found from the relation, using 4.21b),
σh = −phI + 2µε(uh)
= −λPQh(divuh)I + 2µε(uh) ,
which is a sum of continuous linear and discontinuous quadratic quantities. On the other hand, the
three-field formulation gives the stress and strain as continuous quantities. The two formulations
are therefore distinct. Similar considerations show that the other formulations in this section are
distinct from the original displacement-pressure elements in Table 3.1 on which they have been
based.
4.3 Numerical results
In this section we present a selection of numerical simulations in two and three space dimensions,
based on the elements introduced in this work, and comparing the results with those obtained
using established elements. We are interested in particular in demonstrating computationally the
stability of those schemes that satisfy the conditions for well-posedness set out in Section 4.
We will require the following bases on the reference square K̂ to generate spaces of stresses and



















Unless otherwise stated, all examples are presented for the case of near-incompressibility, and
correspond to a value of Poisson’s ratio of 0.4999.
4.3.1 Two-dimensional examples
All examples in this section are for problems in plane strain.
The formulations referred to in the examples that follow are:
Q1 The standard displacement formulation using the four-noded quadrilateral
HWI The standard three-field formulation with the spaces of stresses and strains given by
Sh = Dh = Id⊕A , where the basis A is given in (4.22) (see [26, 38])
MHWI The modified three-field formulation with α = 0, and with the spaces of stresses and
strains as above. This is not equivalent to HWI
HWIII The standard three-field formulation with the spaces of stresses and strains given by
Sh = Dh = Id⊕C , where the basis C is given in (4.22)
This formulation is independent of α
MES The mixed enhanced strain formulation with nine enhanced modes (see [37] for details)
EM The extended MINI element
ECR The extended Crouzeix-Raviart element
EHT(i) The extended generalized Hood-Taylor elements (i=1,2,3)
MINI The standard MINI element of a stable Stokes pair
Example 1: Cook’s membrane problem. This benchmark problem, shown in Figure 4.2(a),
refers to a tapered panel clamped on one side and subjected to a shearing load at the free end,
resulting in deformation that is dominated by a bending response. The material properties are
taken to be E = 250 and ν = 0.4999, and simulations are carried out for progressive uniform
refinements of the mesh.
In Figure 4.2(b) the results obtained from various formulations are compared. The well-known
locking response of Q1 is observed, as is the corresponding poor response of HWI, which
case is not covered by the well-posedness theory. On the other hand, MHWI shows no such
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pathologies, and performs well, while HWIII, which corresponds to constant direct stresses and
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Figure 4.2: (a) Cook’s membrane problem with initial triangulation; (b) Plots of vertical displace-
ment at point C against the number of elements per side
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Example 2: Cantilever beam. We consider a beam of unit thickness, subjected to a couple
at one end, as shown in Figure 2(a). Along the edge x = 0, the horizontal displacement and
vertical surface traction are zero. At the point (0, 0), the vertical displacement is also zero. The
















1− ν y(y − l)
]
.














































Figure 4.3: (a) Cantilever beam; (b) the distorted mesh; (c) behaviour of displacement error, in
the H1-norm, for both regular and distorted meshes
of the displacement error with mesh refinement, for the case of a series of regular refinements.
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Meshes of 2× 1, 4× 2, 8× 4 and 16× 8 rectangular and distorted elements are considered.
It is apparent that the convergence rate of that both the standard formulation and the HW1
element are very poor and almost identical, while other formulations exhibit a rate of convergence
close to linear.
In Table 3.1 we show the vertical displacement at the point (0, 2) for the new elements, using a
mesh of 4× 2 elements. The excellent approximation is evident in all cases.
ν ECR EHT(1) EHT(2) EHT(3) Exact
0.49 3.0634 3.1028 3.0451 3.0448 3.0396
0.499 3.0048 3.0043 3.0354 3.0050 3.0040
0.4999 3.0009 3.0002 3.0018 3.0009 3.0004
0.49999 3.0000 3.0000 2.9984 3.0005 3.0000
Table 3.1: Vertical displacement at point (0, 2) for the cantilever problem
Example 3: Square with exact solution. We consider a unit square (0, 1) × (0, 1) with






−1 + 2 cos 2πx
)
− cosπ(x+ y) + 2
1 + λ








−1 + 2 cos 2πy
)
− cosπ(x+ y) + 2
1 + λ
sin πx sin πy
]
,
with shear modulus µ = 1. The exact solution, of problem (3.1), with µ = 1, is given by
u1 = sin 2πy
(





sin πx sin πy ,







sin πx sin πy .
Figure 4.4a shows the displacement error as a function of mesh size. The poor convergence of
the standard and HWI formulations is apparent, while the other elements all exhibit convergence
at the optimal rate. The same figure also demonstrates the optimal-order convergence of the
standard MINI element, though the location of the line for this element indicates that the constant
in the error estimate is larger for this element than for the various various extended elements.
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In Figures 4.4b and 4.4c the errors in stress and strain are plotted for various extended elements,


























































































































































In this section we report on numerical results for problems in three space dimensions. The element
nomenclature is as for the two-dimensional examples
Example 4: Cook’s membrane problem. This example is a three-dimensional counterpart
of Example 2, with the material properties E = 1000N/mm2, ν = 0.4999 and a uniform load
applied at one end in the vertical direction with traction t̄ = 10N/mm2.
The beam is fully constrained on the left-hand side, resulting in three-dimensional behaviour

































Figure 4.5: (a) 3D Cook’s membrane problem; (b) Vertical displacement at point C against the
total number of elements
shows locking behaviour while the new elements and the well-known mixed enhanced strain
element (MES) all perform well [37], the latter showing the best performance.
Example 5: Deformation of a unit cube
In this example, which is the three-dimensional version of Example 3, we consider the unit cube
Ω = (0, 1)3 with homogeneous Dirichlet boundary conditions and body force f = (f1, f2, f3)
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) sinπx sin πy sin πz − cosπz sin π(x+ y)
]
.
The exact solution of problem (3.1), with µ = 1, is given by
u1 = sin 2πy sin 2πz
(





sin πx sin πy sin πz ,
u2 = sin 2πx sin 2πz
(





sin πx sin πy sin πz ,
u3 = sin 2πx sin 2πy
(





sin πx sin πy sin πz .
Figure 4.6 shows on the one hand the quadratic rate of convergence of the extended Hood-Taylor
elements, EHT(i) and the extended Crouzeix-Raviart element ECR, and the linear convergence
of the extended MINI element EM and mixed enhanced strain element MES.
Example 6: Torsion of a rectangular bar
Consider a bar having a rectangular cross-section with Ω = (0, 1) × (0, 3) × (0, 15). The bar is
subjected a torque T = 100N at the ends z = 0 and z = L. We also prescribe the Dirichlet
boundary condition u = 0 along the line (0, y, 0). Other surfaces are traction-free. Further
details can be found in [28, 46].
The solution to this problem is given by
u1 = −αyz ,
u2 = αxz ,






























































Figure 4.7: (a) Stress contours in the twisted bar; (b) displacement error for various elements
where






, in our case J = 12.639 .
Figure 4.7(a) shows a distorted rectangular bar and displays in colour the stress, using the nu-
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merical solutions obtained from the extended MINI element.
The results in Figure 4.7(b) once again verify the good convergence properties of the new extended
elements, with optimal rates in all cases.
4.4 Concluding remarks
This work is an extension of the theory on the stability and convergence of three-field methods
presented in [26, 38]. The developments in that work were centred on the construction of stable
elements based on the four-noded quadrilateral in two space dimensions. In this investigation, the
general theorems in these earlier works have been used as a basis for constructing new families
of elements for three-field formulations, starting with stable Stokes elements. Such an approach
has been shown to represent a fertile source of elements: some are characterized by piecewise-
discontinuous stresses and strains, as is the case in traditional three-field approaches in solid
mechanics, while for others all variables are approximated by piecewise-continuous functions.
A further extension of the earlier work has been the application of the general theory in the
construction of elements in both two and three space dimensions.
The theory and examples in this study have been confined to consideration of linear problems.The
extension to nonlinear problems is an important objective: while this can readily be achieved
computationally, the underlying theory presents additional challenges. This is the objective of our
work in Chapter 6.
Numerical implementation discussed in the examples above are based on a slight modification of
the Matlab code presented in [1].
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CHAPTER 5
STABILITY AND CONVERGENCE OF PRESSURE-DILATATION-
DISPLACEMENT FORMULATION
Taylor [44] has proposed a three-field formulation with pressure, dilatation and displacement as
variables. The approach leads to excellent numerical approximations, but no analysis has been
carried out. In this chapter such analysis is done, by showing first that the formulation by Taylor
[44] is a special case of the general three-field formulation studied in [38]. Then the framework
and set of criteria in the general setting are used to verify the stability and uniform convergence
of this approach.
5.1 A pressure-dilatation-displacement mixed formulation
A three-field formulation involving displacement, pressure and volumetric strain has been formu-
lated and studied by Taylor in [44]. The three-dimensional domain Ω, assumed polyhedral, is
partitioned into tetrahedral elements, Discrete spaces of displacements, pressure and dilatation
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5.1 A pressure-dilatation-displacement mixed formulation
are denoted respectively by Vh, Qh and Θh. These spaces are defined as follows:




)3 ∩ (H10 (Ω))3 ,
Θh = {θh ∈ L2(Ω) | θh|T ∈ P1(T )} .
(5.1)
Here B4 is the space of quartic bubbles, that is, quartic polynomials on each element with zero
values along element boundaries. Then the three-field formulation takes the following form: find
(uh , θh , ph) ∈ Vh ×Θh ×Qh such that(
tr ε(uh)− θh , qh
)
0
= 0 , ∀ qh ∈ Qh , (5.2a)(
1
3
tr σ̄h − ph , ϕh
)
0
= 0 , ∀ϕh ∈ Θh , (5.2b)(
dev σ̄h + ph1 , ε(vh)
)
0
= (f , vh)0 , ∀vh ∈ Vh , (5.2c)








We show next that the formulation (5.2a)–(5.2c) is a special case of the general three-field
formulation (3.16). To this end, define the spaces of strains and stresses by
Dh = dev ε(Vh) + Θh1 . (5.3a)
Sh = dev ε(Vh) +Qh1. (5.3b)
From (3.1d) and the definitions (5.1) we note that conditions (3.18) and (3.19) are satisfied.
Starting with (3.16b), set τ h = qh1 for arbitrary qh ∈ Qh: then this equation becomes
(trdh − tr ε(uh), qh) = 0 . (5.4)
Given the structure (5.3a) of Dh, we may set trdh = θh for some θh ∈ Θh. This immediately
gives (5.2a).
Next, set τ h = dev ε(wh) in (3.16b): this gives
(dev(dh − ε(uh)), devwh) = 0 , (5.5)
so that
devdh = dev ε(uh) .
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formulation
It follows that




Turning to equation (3.16a), set eh = ϕh1, for some ϕh ∈ Θh: then this equation becomes
(tr(Cdh)− ph, ϕh) = 0 , (5.7)
where
ph := trσh . (5.8)
Substitution of (5.6) yields (5.2b).




θh1)− σh, dev ε(wh)) = 0 , (5.9)
which gives
devσh = C dev ε(uh) . (5.10)
Finally, this identity together with (5.8), when substituted in (3.16c), gives (5.2c).
5.2 Convergence and stability of the pressure-dilatation-
displacement formulation
In Chapter 3 a set of conditions are presented that lead to the well-posedness and uniform
convergence of general three-field formulations of the type (3.6) as well as its conventional special
case obtained by setting α = 1. For the purpose of analysing the pressure-dilatation-displacement
formulation introduced earlier, it suffices to follow the discussions, on well-posedness, addressed
in Chapter 4; that is, to prove that the conditions (a) and (b) of Theorem 3.3.1 are satisfied.
Since it has been shown that the formulation (5.2) is a special case of the general three-field
formulation (3.15) it suffices to show that the choice of spaces that define the pressure-based
formulation satisfy the conditions of Theorem 3.3.1. Furthermore, it is clear that
Sh ⊂ Dh , tr(Dh)1 ⊂ Dh ,
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and for this choice of spaces
Mh = trSh = Qh .
The pairing (Vh,Mh) is a stable Stokes pair, the MINI element discussed in Chapter 2. Therefore
condition (b) of Theorem 3.3.1 is satisfied.
Now it remains to prove that Sh and ε(Vh) satisfy the ellipticity condition, that is, part (a)
of Theorem 3.3.1. This can be done via the conditions of Lemma 3.5.1. To establish (3.29),
consider ε(vh) ∈ ε(Vh). We show that it satisfies the requirement of Lemma 3.5.6, that is,
if PShε(vh) = 0, then ε(vh) = 0 ∀vh ∈ Vh . (5.11)
As dev ε(Vh) ⊂ Sh the above equation (5.11) implies that dev ε(vh) = 0.
Therefore equation (5.11) is satisfied only if





= 0 ∀qh ∈Mh . (5.12)
Let (v̄h , ṽh) ∈ Q2h×B24 be such that vh = v̄h+ ṽh. Then dev ε(vh) = dev ε(v̄h)+dev ε(ṽh) =
0. However the components of dev ε(v̄h) and dev ε(ṽh) are piecewise constant and quadratic
polynomials respectively; that is,
dev ε(vh) = 0 =⇒ dev ε(v̄h) = 0 and dev ε(ṽh) = 0 .
Noting that the components of the symmetric gradient of a quartic bubble function has non-
zero shear components, for dev ε(ṽh) = 0 we must have v̄h = 0. Then equation (5.12) can




= 0 ∀qh ∈Mh




= div(v̄h)|KVol(K) = 0 ,
where Vol(K) denotes the volume of K. We therefore have from the above that div(v̄h) = 0.
Thus (5.11) is proven.
To meet all the requirements of Lemma 3.5.1, in order to prove the ellipticity condition (a) of
Theorem (3.3.1) it remains to establish that the orthogonal projection of the basis B = {ηh(I)}I
of ε(Vh) onto Sh forms a linearly independent family of vectors.
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5.2 Convergence and stability of the pressure-dilatation-displacement
formulation




1≤i,j≤3 is denoted by
σ = [σ11 , σ22 , σ33 , σ12 , σ23 , σ31] ,
the basis B is given by
B =

1 0 0 0 0 0 bx 0 0
0 1 0 0 0 0 0 by 0
0 0 1 0 0 0 0 0 bz
0 0 0 1 0 0 by bx 0
0 0 0 0 1 0 0 bz by
0 0 0 0 0 1 bz 0 bx

. (5.13)








We have earlier shown that if the projection onto Sh of an element of ε(Vh) vanishes then this
element also vanishes. Using this fact and the above expression (5.14) we can write
PShηh = 0 =⇒ ηh = 0 =⇒
∑
I
αI ηh(I) = 0 =⇒ αI = 0,
which means that PSh(B) = PSh{ηh(I)}I is linearly independent. Hence the ellipticity condition
(a) of Theorem 3.3.1 is satisfied.
Summing up, we have proved that the mixed formulation (5.2) with the choice (5.1) of spaces
converges uniformly at the optimal rate.
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CHAPTER 6
THREE-FIELD MIXED FINITE ELEMENT APPROXIMATIONS OF
PROBLEMS IN NONLINEAR ELASTICITY
The development of stable methods for non-linear elasticity has been a topic of interest for some
time. Prominent among these methods have been enhanced strains: the extension to nonlinear
problems was carried out by Simo & Armero [41], with further extensions to avoid numerical
instabilities particularly for problems of extreme compression, for example [6, 22, 44]. More
recently, the issue of stability has been approached from a different direction, viz. that of adding
stabilisation or penalty terms which would also serve to avoid locking in the incompressible limit
[5, 45]. Two-dimensional formulations have been studied in Auricchio et al. [5, 6] to determine
stability ranges. For large loading parameters most of the finite element approximations are
unstable, in the sense that they fail to satisfy a coercivity condition. The formulation has also
shown numerical instabilities. Issues related to such kinds of instability have also been addressed in
Ten Eyck & Lew [45], where a stabilization strategy is used to render the formulation well-posed.
Starting with a linearized non-linear problem the method consists of a proper enhancement of the
strain variable so that it becomes coercive. The works by Auricchio et al. [5, 6] are concerned
with the ability of a mixed method to reproduce the stability range. On the other hand, the
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focus in our case is closer to that of Ten Eyck & Lew [45]: that is assuming that the continuous
problem is coercive, so that there are no physical instabilities, we design a finite element scheme
that is numerically stable.
The above works all deal with the construction of a numerically stable scheme. The issue of
physical instabilities relates to the need to identify bifurcation points, from which two or more
solutions are possible, or limit points. The computational challenge is then one of constructing
solutions for the primary and secondary paths: see for example Auricchio et al. [5] and Duffett
& Reddy [27].
In this chapter we take a different approach to the problem of constructing stable formulations
for the nonlinear problem, for nearly-incompressible materials. Drawing on the analysis of the
linear problem in Chapter 2, we consider the incremental or linearized problem that has to be
solved, for example as an iteration in a Newton scheme. It is in fact this problem for which one
wants to guarantee solutions that are stable in the incompressible limit. The linearized problem
is analysed using the techniques of Chapter 2. This will be shown to lead to conditions for stable
solutions that are easily satisfied, provided that the elasticity tensor is such as to rule out physical
instabilities.
The structure of this chapter is as follows. In Sections 6.1 to 6.3 we introduce some basic
definitions and properties of our primary variables, the velocity, the deformation gradient and
the Piola-Kirchhoff stress tensor. Section 6.4 is devoted to the weak formulation along with its
modified version and the presentation of relevant results on well-posedness. In Section 6.5 we
present the analysis of the discrete formulation. And lastly we discuss the error estimate of the
approximations.
6.1 Kinematics of Finite Deformations
Consider the motion of a body Ω0 ⊂ Rd from its initial configuration at time t0, called the
reference configuration, to its position at time t, called the deformed or current configuration.
The material is subject to a body force f and surface traction t̄, as shown in Figure 6.1, below.
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Figure 6.1: Material deformation from the reference to its current configuration
The motion of the body is described by the map
x = ϕ(X, t), (6.1a)
where X and x are the positions of particles in Ω0 and Ω, at the reference and current config-
urations, respectively. It is natural to view the map ϕ as a rigid motion followed by a change in
shape of the domain Ω. That is, the equation (6.1a) can be written as
x = X + u(X, t), (6.1b)





= ∇ϕ(X, t) = I +∇u(X, t), (6.2)
called the deformation gradient, where ∇ is the gradient operator in the reference configuration.
In what follows the determinant of F is denoted by J .
The left and right Cauchy-Green tensors are defined by:
B = FF T and C = F TF , (6.3a)
respectively, and the Lagrangian strain tensor is given by
E = 1
2
(C − I) . (6.3b)
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6.2 Stress and the equilibrium equation
Of relevance later are the eigenvalues a2i of C or B, where ai are the principal stretches. Us-
ing formulas for the deformation gradient (6.2) and the right Cauchy-Green tensor (6.3a) the




∇u+ (∇u)T + (∇u)T∇u
)
. (6.4)
6.2 Stress and the equilibrium equation
To define the stress consider the surface traction t(n), which is the force per unit area acting on







Figure 6.2: Element area, normal vector and resultant force
From the fundamental Theorem of Cauchy there exists a second order tensor σ, called the Cauchy
stress tensor, which relates the traction t to the normal vector n by
t(n) = σn . (6.5)
Balance of angular momentum gives
σT = σ .
Now consider an element area NdA that deforms to nda: it is known that
nda = JF−1NdA .
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Thus it is natural from the above to define the first Piola-Kirchhoff stress tensor, denoted by P ,
from the reference configuration as
PNdA = σnda =⇒ P = JσF−T . (6.6)
If now we further assume the material to be subject to a body force f per unit mass, then the





ρf dv = 0, ∀B ⊂ Ω (6.7a)






dv = 0, ∀B ⊂ Ω , (6.7b)
where div is the divergence operator in the current configuration. As the element volume B ⊂ Ω
in the above equation (6.7b) is arbitrary we have
divσ + ρf = 0. (6.7c)







DivP + ρ0f = 0, (6.8)
where Div is the divergence operator at the reference configuration and ρ0 = Jρ.
6.3 Strain energy function
For an elastic material the first Piola-Kirchhoff stress tensor P , defined in (6.6), depends only
on the deformation gradient F and the material position X; that is,
P = P (F (X),X).
79
6.3 Strain energy function
Furthermore, if the material is assumed to be hyperelastic the work done by the stress tensor P













see [12] for details, where Ψ is the strain energy. From the principle of material frame indifference,
Ψ is in fact a function of C: thus
Ψ(F ) = Ψ(C) .
For convenience we denote the functions of F and C by the same symbols. As an example, for







− µ ln (J) + λ
2
(ln (J))2, (6.10)
where tr(A) represents the trace of a tensor A and µ and λ are together the Lamé moduli.
For compressible materials the following generalizations of incompressible relations have been
proposed











(J − 1)2 , (6.11a)


















(J − 1)2 , (6.11b)
where µ and µ2 and k1 the bulk modulus. See [13] and [12].
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6.4 Mixed variational formulation
The equations (6.8), (6.2) and (6.9b) summarize the strong formulation of the nonlinear elasticity
problem:
DivP + ρ0f = 0 , (6.12a)





We assume that the motion is subject to the homogeneous Dirichlet boundary condition u = 0
on ∂Ω.
To formulate the problem in weak form we introduce the following spaces:




with u = 0 on ∂Ω},
(6.13)
and
M = {F : Ω→ Rd×d |Fij ∈ L2(Ω) i, j = 1, · · · , d} , (6.14)
for the deformation gradient and the first Piola-Kirchhoff stress tensor.
The three-field functional corresponding to the above strong form, (6.12), is given by
W (u,F ,P ) =
∫
Ω0
Ψ(F ) dV +
∫
Ω0
P : (I +∇u− F ) dV −
∫
Ω0
ρ0f · u dV (6.15)
The first variation of this functional in the direction of the virtual displacement, v, virtual defor-
mation gradient, G, and virtual Piola stress, Q yields the following three-field weak formulation:




P : (∇v)− ρ0f · u
)
dV = 0 ; (6.16a)







: G dV = 0 ; (6.16b)




F − (I +∇u)
)
: Q dV = 0 . (6.16c)
The system (6.16) is nonlinear, and computational approaches will involve a linearisation of the
problem using the Newton method, for example. The problem (6.12), or its finite element approx-
imation, represents a set of nonlinear equations that must be solved by an iterative procedure.
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This procedure leads to a linearised problem which is closely related to the rate problem studied
in earlier sections.
The weak form of the original discrete problem is
(P h , ∇vh)− (fh , vh) + (P h − ∂W/∂F h , Gh) + (F h − (I +∇vh , Qh)) = 0 . (6.17)
This can be considered to be a set of equations of the form
φ(Uh) = 0 , (6.18)
where Uh = (uh , F h , P h).
Assume that the loading f is divided into steps 0 = f 0 < f 1 < · · · < fn < · · · < fN = f , and
denote the solution corresponding to fn by Un. The problem is to find Un+1; that is, solve
φ(Un+1) = 0 , (6.19)
given Un+1. We apply a Newton method to (6.19). Thus,














n −Uin . (6.22)
Now set U1n+1 = Un to initiate the process.
Application of the Newton process to this nonlinear system leads to the linearised set of equations
(Aih∆F h −∆P h , Gh) = −(Ri , Gh) ,
(∆F h −∇(∆uh) , Qh) = 0 ,
(∇vh , ∆P h) = 0 ,
(6.23)
where Ri is the residual.
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With this in mind, we consider here the closely related rate problem: given the solution (u , F , P )
of the strong form (6.12) and given the loading rate ḟ , find (Ṗ , Ḟ , u̇) that satisfy
Div Ṗ + ρ0ḟ = 0 , (6.24a)
Ḟ = ∇u̇ , (6.24b)
Ṗ = AḞ , (6.24c)





is the first elasticity tensor.
Remark A full treatment of the nonlinear problem would require also an analysis of convergence
of the Newton iterations. We focus however on the task of constructing families of elements that
are stable for the incremental or rate problem; see also [45].
General properties of the elastic moduli A
It is shown in [20] that A has the major symmetry
Aijkl = Aklij , (6.25a)
and is sparse, in the sense that the only non zero entries of A are
Aiiii , Aiijj , Aijij , Aijji , with i 6= j , (6.25b)
where the summation convention is not used.
Assuming (6.24) to be well posed the elastic moduli A can be assumed to be at least locally
invertible. Using the results in [45] A is also assumed to be V−elliptic: that is, there exists κ > 0
such that ∫
Ω0
∇u : A∇u dV ≥ κ‖u‖21 , ∀u ∈ V . (6.26)
Since the reference configuration has not been defined explicitly, it may be chosen to coincide
with the current configuration. In this case the elasticity tensor is denoted by B, and it is related
to A by [20]
Bijkl = J−1FjpFlqAipkq . (6.27)
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Furthermore, when the material is isotropic, then the moduli are related to each other by [21]
Bijkl = J−1ajalAijkl . (6.28)











+ f(J) , (6.29)
the components of B are
Bijkl = (Jf ′)′δijδkl + µJ−1a2i δikδjl − f ′δilδjk . (6.30)
For a Neo-Hookean material
f = −µ ln(J) + λ
2
ln2(J) =⇒ (Jf ′)′ = λ
J






One can observe from (6.30) that the only non-zero values of B are
Biijj ∀i, j (6.31)
Bijij , Bijji and Bjiij ∀i 6= j , (6.32)
with no use of the summation convention. The above properties of B are general for isotropic
materials.
6.4.1 Weak formulation
The weak form corresponding to problem (6.24) is as follows: given u, F and P along with the
load ḟ find (u̇ , Ḟ , Ṗ ) ∈ V ×M×M such that
a
(




(G , v), Ṗ
)





= 0 ∀Q ∈M , (6.33b)
where the bilinear forms a(·, ·) and b(·, ·) are as follows:
a
(
(Ḟ , u̇), (G , v)
)
= (A : Ḟ ,G)0 , (6.34a)
b
(








`(v) = (ḟ ,v)0 . (6.34c)
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Problem (6.33) may also be written in the form
(
AḞ − Ṗ , G
)
0
= 0 ∀G ∈M , (6.35a)(
Ḟ −∇u̇ , Q
)
0




= `(v) ∀v ∈ V . (6.35c)
In many situations, depending on the energy functional at hand, the well-posedness of problem
(6.33) or (6.35) can not be established due to the presence of the Lamé parameter λ. Indeed in
such contexts the uniform continuity constant could depend on λ which does not guarantee the
convergence of a finite element approximation in the incompressible limit.
6.4.2 Modified weak formulation
The problem describe here carries its motivation from the work in [38], where one construct an
alternative of the formulation (6.33); for the sake of well-posedness.
Assume A to depend on λ and µ and, further, that it can be decomposed additively as
A = µD + λE , (6.36)
where D and E are, in many situations, symmetric. The properties of D and E can be derived
from (6.27) and (6.28) and without loss of generality one can identify the current configuration
with the reference configuration and use (6.28) to establish the positive definiteness of D based
on the assumption of strong ellipticity of A. Indeed using (6.30) D can explicitly be formulated
and it is positive-definite at near-incompressible state.





a21 + 1 0 0 0
0 a22 + 1 0 0
0 0 a21 0
0 0 0 a22




1− ln J 1 0 0
1 1− ln J 0 0
0 0 0 − ln J
0 0 − ln J 0

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(G , v), Ṗ
)
. (6.37c)
Then the modified problem is that of finding (u̇, Ḟ , Ṗ ) ∈ V ×M×M such that
a0
(




(G , v) , Ṗ
)
= `(v) ∀ (v , G) ∈ V ×M , (6.38a)
b2
(
(Ḟ , u̇) , Q
)
= 0 ∀Q ∈M , (6.38b)
or equivalently
(
µD(A−1Ṗ − Ḟ ) , G
)
0
= 0 ∀G ∈M , (6.39a)(
Ḟ −∇u̇ , Q
)
0




= `(v) ∀v ∈ V . (6.39c)
Now we need to prove that the modified formulation (6.38) is consistent, in that it is equivalent
to the standard formulation (6.33), and that it has a unique solution which satisfies the strong
form (6.24).
Equivalence between the modified formulation (6.38) and the standard formulation
(6.33)
Equations (6.39a) and (6.39c) are obtained from (6.38a) by setting v = 0 and then G = 0.
Indeed for v = 0 it follows from (6.38a) that
(AḞ , G)0 − λ(EḞ , G)0 − (G , Ṗ )0 + λ(EA−1Ṗ , G)0 = 0 ,
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which if rearranged gives(





(I − λEA−1)Ṗ , G)0 = 0 . (6.40)
As A = µD + λE we have
A− λE = µD ,
which if multiplied by the inverse of A gives
I − λEA−1 = µDA−1 .
Substituting the above two equations into (6.40), we obtain (6.39a). Now taking G = 0 in
(6.38a) we obviously have the equation (6.39c). Equation (6.39b) is clearly identical to (6.38b).
We only need to show the equivalence between (6.35a) and (6.39a). Using the symmetry of
elastic modulus D and A and their invertibility the equation (6.39a) can be written as(
Ṗ − AḞ , µA−1DG
)
0
= 0 ∀G ∈M ,
which clearly reveals the equivalence between (6.35a) and (6.39a) if we replaceG by (µA−1D)−1G.








(G , v) , Ṗ
)
= (ḟ , v) ∀ (v , G) ∈ V ×M , (6.41a)
b2
(
(u̇ , Ḟ ) , Q
)
− c(Ṗ , Q) = (ġ , Q) ∀Q ∈M , (6.41b)
for some (ḟ , ġ) ∈ V ′ ×M′. Furthermore we define the kernels
Ki = {(G , v) ∈M× V | bi
(
(G , v) , Q
)
= 0 ∀Q ∈M} , i = 1, · · · , 2,




= 0 ∀Q ∈M}
and the corresponding transposes
Kti = {Q ∈M | bi
(
(G , v) , Q
)
= 0 ∀(G , v) ∈M× V } , i = 1, · · · , 2 .
Suppose that a(·, ·), bi(·, ·) , i = 1, 2 and c(·, ·) satisfy the following:
a) there exists a constant β∗ > 0 such that




(Ḟ , u̇) , (G , v)
)
‖(G , v)‖M×V
≥ β∗‖(Ḟ , u̇)‖M×V , (6.42a)




(Ḟ , u̇) , (G , v)
)
> 0 ; (6.42b)
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b) the bilinear forms bi(·, ·) , i = 1, · · · , 2 satisfy the usual inf-sup condition;
c) given m⊥ ∈ (Kt1)⊥, and the continuous bilinear form c(·, ·), one can find m ∈ Kt1 such
that
c(m, n) = −c(m⊥ , n) ∀n ∈ Kt2 , (6.42c)
where (Kt1)
⊥ is the orthogonal complement of Kt1 in M;
d) a(·, ·), b1(·, ·) and b2(·, ·) are uniformly continuous.
Then for (ḟ , ġ) ∈ V ′ × ImB2 (ImB2 is image of B2(·, ·), as defined in (6.43)), the problem
(6.41) has a unique solution (u̇ , Ḟ , Ṗ ) ∈ V ×M×M/Zt1∩ ker c(·, ·), which moreover satisfies
the bound
‖u̇‖V + ‖Ḟ ‖M + ‖Ṗ ‖M ≤ C
(
‖ḟ‖V ′ + ‖ġ‖M′
)
, (6.42d)
where C is a strictly positive constant depending on the norm of a(·, ·), β∗ and the inf-sup
constants of the bilinear forms bi(·, ·).
Note that the image of the bilinear B2(·, ·) given by
ImB2 = {b2
(
(G , v) , ·
)
∈M′ , ∀(G , v) ∈M× V } (6.43)
represents the image of the bilinear form b2(·, ·). And uniform continuity of the bilinear forms
a(·, ·) and bi(·, ·) are assumed to be satisfied.
Proof See [7].
Well-posedness of problem (6.38)
The existence and uniqueness of a solution of problem (6.38) can be established by verifying the
conditions of Theorem 6.4.1. For this problem
K1 = {(G , v) ∈M× V | b1
(
(G , v) , Q
)
= 0 ∀Q ∈M}
= {(G , v) ∈M× V |G = (µD)−1A∇v}
where the last equation comes from the definition of b1(·, ·) as given in (6.37a), by replacing Q
by AQ and making use of the invertibility of A. If we set
M = (µD)−1A , (6.44a)
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, v ∈ V } . (6.44b)
We also note that using the properties of D and A M is strongly elliptic.
We now similarly, obtain
K2 = {(G , v) ∈M× V | b2
(
(G , v) , Q
)
= 0 ∀Q ∈M}
= {(∇v , v) , v ∈ V } .
(6.44c)
The transpose of these kernels can then be derived as
Kt1 = {Q ∈M | b1
(
(G , v) , Q
)
= 0 ∀(G , v) ∈M× V } = {0} (6.45a)
and
Kt2 = {Q ∈M | b2
(
(G , v) , Q
)
= 0 ∀(G , v) ∈M× V } = {0} . (6.45b)
Noting that the bilinear form c(·, ·) corresponding to problem (6.38) vanishes and using the
expressions (6.45a) and (6.45b) the conditions of Theorem 6.4.1 (c) are automatically satisfied.
We also observe that ḟ ∈ V ′ and ġ = 0 ∈ ImB2. It therefore remains only to establish the
conditions (a) and (b) of Theorem 6.4.1.
To prove that the inequality (6.42a) is satisfied, let (Ḟ , u̇) be any element of the kernel K2:
then by definition there exists v ∈ V such that
(Ḟ , u̇) = (∇v , v) .
Similarly, (G , v) = (M∇v , v) is an element of K1. We have
‖(G , v)‖2M×V = ‖(M∇v , v)‖2M×V ,
= ‖M∇v‖20 + ‖v‖21
≤ ‖M‖2M′‖∇v‖20 + ‖v‖21
≤ ‖M‖2M′‖v‖21 + ‖v‖21
≤ C21‖v‖21 ,
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which implies that
‖(G , v)‖M×V ≤ C1‖v‖1
where C1 is a strictly positive constant. Secondly
‖(Ḟ , u̇)‖2M×V = ‖(∇v , v)‖2M×V ,
= ‖∇v‖20 + ‖v‖21
≤ ‖v‖21 + ‖v‖21
≤ 2‖v‖21 ,
or equivalently






(Ḟ , u̇) , (G , v)
)
= (µDḞ , G)
= (µD∇v , M∇v)0 ,
≥ C‖∇v‖20 .
Using the Poincaré-Friedrichs inequality the above can be written as
a
(
(Ḟ , u̇) , (G , v)
)
≥ C2‖v‖21 ,




(Ḟ , u̇) , (G , v)
)
‖(G , v)‖M×V‖(Ḟ , u̇)‖M×V
=
(Ḟ , G)0










As the matrix M depends linearly on the material parameter λ the ratios in the second and last
lines of (6.46) are uniformly bounded, in the incompressible limit, by a positive constant, say
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β∗. And β∗ depends, via M and D, on the principal stretches (eigenvalues of the Cauchy-Green
tensor), which in finite deformation are also bounded away from zero by a positive constant.
To summarize the proof of inequality (6.42a) we have started with a particular element of K2
and then constructed an element of K1 to derive the expression (6.46), which will obviously still
hold by using the supremum over K1. That is to say that




(Ḟ , u̇) , (G , v)
)
‖(G , v)‖M×V‖(Ḟ , u̇)‖M×V
> β∗ ,
which is (6.42a).
For the second inequality (6.42b) let (G , v) = (M∇v , v) be any element of K1\0, for some
non-trivial vector v ∈ V , and consider an element of K2 such that (Ḟ , u̇) = (∇v , v). We then
have, as previously,
‖(G , v)‖M×V ≤ C1‖v‖1 ,




(Ḟ , u̇) , (Ṗ , v)
)
> 0





(Ḟ , u̇) , (G , v)
)




(∇v , v) , (M∇v , v)
)
‖(M∇v , v)‖M×V‖(∇v , v)‖M×V
> 0 ,
which implies that




(Ḟ , u̇) , (G , v)
)
> 0 .
The last condition (b) of Theorem 6.4.1, to be verified, requires a uniform inf-sup condition for
the bilinear forms b1(·, ·) and b2(·, ·) defined in (6.37b) and (6.34b). To do that consider the
bilinear form
b̃(v , G) = (∇v , G) , (6.47a)
from which we also define the linear map
B̃ :V −→ M′
v 7−→ B̃v = (∇v , ·)0 ,
(6.47b)
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where M′ is the dual space of M.
If the image of B̃, denoted as Im B̃, is closed we know [11, page 39] that the bilinear form b̃(·, ·)
satisfies a continuous lifting, that is the inf-sup condition.
To prove that Im B̃ is closed consider a sequence (vk)k∈N ⊂ V that converges to v ∈ V . We
have B̃vk = (∇vk , ·)0 and, using the uniform continuity of the L2(Ω) inner product, (·, ·)0 and
of the operator ∇(·), the sequence B̃vk = (∇vk , ·)0 converges to B̃v = (∇v , ·)0. Thus Im B̃
is a closed subset of M′.






≥ β?‖Q‖M\ ker B̃′ ∀Q ∈M. (6.48)
From the above inequality (6.48) and the fact that
bi
(
(0 , v) , Q
)


















(G , v) , Q
)
‖(G , v)‖M×V
≥ β?‖Q‖0 , i = 1, 2, ∀Q ∈M.
The uniform continuity of the bilinear forms
























6.5 Finite element approximations
6.5 Finite element approximations
In this section we develop finite element approximations of problem (6.38) that satisfy the condi-
tions (6.42a), (6.42b), given in Theorem 6.4.1, and the inf-sup conditions for the bilinear forms
b1(·, ·) and b2(·, ·). We first introduce the discrete counterpart of the (6.35), (6.38) and Theorem
6.4.1.
6.5.1 Approximation of the standard three-field formulation
Let Vh ⊂ V , Sh ⊂ M and Dh ⊂ M be finite-dimensional spaces for the rates of displacement,
first Piola-Kirchhoff stress and deformation gradient. Then from (6.35) we define the discrete
form of the standard formulation as the problem of finding (u̇h , Ḟ h , Ṗ h) ∈ Vh×Dh× Sh such
that
(
AhḞ h − Ṗ h , Gh
)
0
= 0 ∀Gh ∈ Dh , (6.49a)(
Ḟ h −∇u̇h , Qh
)
0
= 0 ∀Qh ∈ Sh , (6.49b)(
∇vh , Ṗ h
)
0
= `(vh) ∀vh ∈ Vh , (6.49c)
where Ah is an approximation of A to be defined later.
6.5.2 Approximation of the modified formulation
Similar to the discussion in Subsection (6.4.2) we construct the discrete modified form of (6.49),
by first introducing the bilinear forms
a0,h
(


































(Gh , vh), Ṗ h
)
, (6.50c)
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and Vol(K) is the volume or area of K depending on the dimension of the physical domain Ω.
The moduli Ah and Dh are therefore approximations of A and D that are piecewise constant.
Because A and D are strongly elliptic their approximation Ah and Dh are positive definite.








(Gh , vh) , Ṗ h
)
= `(vh) ∀ (vh , Gh) ∈ Vh ×Dh , (6.51a)
b2,h
(
(Ḟ h , u̇h) , Qh
)
= 0 ∀Qh ∈ Sh . (6.51b)
Using the definitions in (6.50) and the discrete form of (6.36) the system (6.51) implies that(
µDh(A−1h Ṗ h − Ḟ h) , Gh
)
0
= 0 ∀Gh ∈ Dh , (6.52a)(
Ḟ h −∇u̇h , Qh
)
0
= 0 ∀Qh ∈ Sh , (6.52b)(
∇vh , Ṗ h
)
0
= `(vh) ∀vh ∈ Vh . (6.52c)
As before we consider finite element approximations based on shape-regular triangulations of a
polygonal or polyhedral domain Ω.
Conditions on the equivalence between the discrete modified and standard three-field
formulations
Lemma 6.5.1 Assume that the spaces Sh and Dh are such that
AhDh ⊂ Dh and MhDh ⊂ Dh , (6.53a)
where Mh = (µDh)−1Ah, and
Sh ⊂ Dh . (6.53b)
Then the discrete formulations (6.52) and (6.49) are equivalent.
Proof We only need to show the equivalence between (6.49a) and (6.52a). Using the second
condition (6.53b) the equation (6.49a) is strongly satisfied, in fact we have
AhḞ h = Ṗ h + (Ṗ h)⊥ , where (Ṗ h)⊥ ⊥ Sh and (Ṗ h)⊥ ∈ Dh ,
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= 0 ∀Gh ∈ Dh =⇒ ‖(Ṗ h)⊥‖0 = 0 =⇒ (Ṗ h)⊥ = 0 .
We therefore have that
AhḞ h = Ṗ h ,
which if multiplied by A−1h and µDh gives the strong form of (6.52a). We now show the converse.
The equation (6.52a) can be written as(





Ḟ h , µDhGh
)
0
= 0 ∀Gh ∈ Dh
and then (





Ḟ h , µDhGh
)
0
= 0 ∀Gh ∈ Dh .
From the second assumption (6.53a) the above equality still holds by replacing Gh with MhGh,
which gives (





Ḟ h , AhGh
)
0
= 0 ∀Gh ∈ Dh ,
or (
Ṗ h − AhḞ h , Gh
)
0
= 0 ∀Gh ∈ Dh .
Thus (6.52a) implies (6.49a).
We introduce the discrete kernels corresponding to (6.50b) and (6.50c)
K1,h ={(Gh,vh) ∈ Dh × Vh | b1,h
(
(Gh , vh) , Qh
)
= 0 ∀Qh ∈ Sh}
={(Gh,vh) ∈ Dh × Vh | (∇vh −Gh , Qh)0 + (λEhA−1h Qh , Gh)0 = 0 ∀Qh ∈ Sh} .
As the approximate elastic moduli Ah and Dh possess the major symmetries properties it follows
from the above that
0 = (∇vh −Gh , Qh)0 + (λEhA−1h Qh , Gh)0
= (∇vh , Qh)0 −
(
(I − λEhA−1h )Qh , Gh)0
= (∇vh , Qh)0 −
(
µDhA−1h Qh , Gh)0
= (∇vh , Qh)0 −
(
Qh , A−1h (µDh)Gh)0
= (∇vh , Qh)0 −
(
Qh , M−1h Gh)0.
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Hence for (Gh , vh) ∈ K1,h we have
(∇vh , Qh)0 =
(






= PSh(∇vh) , (6.54a)
where Mh is as in (6.53a), and
K2,h ={(Gh,vh) ∈ Dh × Vh | b2
(
(Gh , vh) , Qh
)
= 0 ∀Qh ∈ Sh}
={(Gh,vh) ∈ Dh × Vh |
(
(∇vh −Gh)0 , Qh
)
0
= 0 ∀Qh ∈ Sh}
={(Gh,vh) ∈ Dh × Vh | (∇vh , Qh
)
= (Gh , Qh
)
∀Qh ∈ Sh}
={(Gh,vh) ∈ Dh × Vh |PSh(Gh) = PSh(∇vh)}
(6.54b)
respectively. Their respective transposes also follow as
Kt1,h = {Qh ∈ Sh | b1
(
(Gh , vh) , Qh
)
= 0 ∀(Gh , vh) ∈ Dh × Vh} (6.55a)
and
Kt2,h = {Qh ∈ Sh | b2
(
(Gh , vh) , Qh
)
= 0 ∀(Gh , vh) ∈ Dh × Vh} . (6.55b)
The notation PSh used in the above sets represents the orthogonal projection defined from Dh ∪
∇Vh onto Sh.
Theorem 6.5.2 [7, 25] Consider the discrete formulation, which is the problem of finding
(u̇h , Ḟ h , Ṗ h) ∈ Vh ×Dh × Sh such that
a0,h
(




(Gh , vh) , Ṗ h
)
= (ḟ , vh) ∀ (Gh , vh) ∈ Dh × Vh , (6.56a)
b2,h
(
(Ḟ h , u̇h) , Qh
)
− c(Ṗ h , Qh) = (ġ , Qh) ∀Qh ∈ Sh , (6.56b)
where (ḟ , ġ) ∈ V ′×M′ and c(·, ·) are as in 6.4.1 and a0,h(·, ·), b1,h(·, ·) and b2,h(·, ·) are uniformly
continuous bilinear forms.
Suppose that a0,h(·, ·), bi,h(·, ·) , i = 1, 2 and c(·, ·) satisfy the following:
a) there exists a constant β∗0,h > 0 such that




(Ḟ h , u̇h) , (Gh , vh)
)
‖(Gh , vh)‖M×V
≥ β∗0,h‖(Ḟ h , u̇h)‖M×V ,
(6.57a)




(Ḟ h , u̇h) , (Gh , vh)
)
> 0 ; (6.57b)
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b) the bilinear forms bi,h(·, ·) , i = 1, · · · , 2 satisfy the usual inf-sup condition;
c) the continuous bilinear form c(·, ·) is positive semi-definite, and there exists a positive
constant γh such that for all m
⊥
h ∈ (Kt1,h)⊥, one can find mh ∈ Kt1,h such that
γh‖mh‖M ≤ ‖m⊥h ‖M ,
c(mh , nh) = −c(m⊥h , nh) ∀nh ∈ Kt2,h .
(6.57c)
Then for (ḟ , ġ) ∈ V ′ × ImB2,h (image of the bilinear form B2,h(·, ·)), the problem (6.41) has a
unique solution (u̇h , Ḟ h , Ṗ h) ∈ Vh ×Dh × Sh/Kt1,h ∩ ker c(·, ·), which moreover satisfies the
bound
‖u̇h‖V + ‖Ḟ h‖M + ‖Ṗ h‖M ≤ C
(




‖u̇− u̇h‖V + ‖Ḟ − Ḟ h‖M + ‖Ṗ − Ṗ h‖M ≤ C
(
‖F‖V ′ + ‖L ‖S′
)
, (6.57e)
where C and β∗0,h are as in Theorem 6.4.1 and F and L are linear functionals defined by
F :Dh × Vh −→ R ,
(Gh , vh) 7→ a0,h
(




(Gh , vh) , Ṗ
)
− (ḟ , vh)
(6.58a)
and
L :Sh −→ R ,
Qh 7→ b2,h
(
(Ḟ , u̇) , Qh
)
− c(Ṗ , Qh)− (ġ , Qh) ,
(6.58b)
Proof For the existence and uniqueness of solution and the boundedness (6.42d) see the original
work [7] and also its extension to three-field formulations in [25].
Now to prove the last statement (6.57e) we first observe from (6.51) that: the system
a0,h
(




(Gh , vh) , Ṗ − Ṗ h
)
= F(Gh , vh) , (6.59a)
b2,h
(
(Ḟ − Ḟ h , u̇− u̇h) , Qh
)
= L (Qh) , (6.59b)
for any (Qh , Gh , vh) ∈ Sh×Dh×Vh has a unique solution (Ḟ−Ḟ h , u̇−u̇h , Ṗ−Ṗ h). Applying
the boundedness (6.57d) to the problem (6.59) we derive the desired inequality (6.57e).
Corollary 6.5.3 Assume that the bilinear forms in (6.50) satisfy the condition of Theorem 6.5.2.
Then the problem (6.51) has a unique solution and if shape regular-mesh is used it also satisfies
the error bound
‖u̇− u̇h‖V + ‖Ḟ − Ḟ h‖M + ‖Ṗ − Ṗ h‖M ≤ Ch . (6.60)
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We observe that for a well posed problem, the estimate above does not depend on the degree
of approximation polynomials used to construct the finite element spaces. The method therefore
does not allow for higher-order convergence with the use of polynomials of higher degree. On the
other hand we have constructed a method that is stable for lower-order elements.
Proof The existence and uniqueness of solution of problem (6.59) is obtained from Theorem
6.5.2. The inequality (6.57e) also follows from 6.5.2. We therefore only have to prove that
‖F‖′V + ‖L ‖S′ ≤ Ch .
Using the expressions in (6.50) and the equalities (6.38) we have
L (Qh) = bh,0
(
(Ḟ , u̇) , Qh
)
− c(Ṗ , Qh)− (ġ , Qh)
= b2
(
(Ḟ , u̇) , Qh
)
− c(Ṗ , Qh)− (ġ , Qh)
= 0
and
F(Gh , vh) = a0,h
(




(Gh , vh) , Ṗ
)
− (ḟ , vh)
= a0,h
(




















µ(DA−1 − DhA−1h )Ṗ , ∇vh
)
.
It then follows that
‖L ‖S′ = 0
and








(Gh , vh) , Ṗ
)
− (ḟ , vh)
‖(Gh , vh)‖Dh×Vh
≤ ‖µD− µDh‖0 × ‖(Ḟ , u̇)‖M×V + ‖λEA−1 − λEhA−1h ‖0 × ‖Ṗ ‖M
≤ C
(
‖µD− µDh‖0 + ‖λEA−1 − λEhA−1h ‖0
)
(6.61)
where C is a positive constant that depend only on (u̇ , Ḟ , Ṗ ). In the last equality of (6.61) we




T : T dx .
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To further bound ‖F‖0 assume T to have similar properties to µD and λEA−1; that is, it is
uniformly continuous with respect to the physical variable x. Let K ⊂ Ω be an element of our
triangulation. As K is closed and bounded there exist points a and b of K such that T satisfies
T(a) = inf
x∈K




T(a) ≤ T(x) ≤ T(b) , x ∈ K . (6.62a)
The integration of this over the domain K gives






T(x) dx. The inequalities (6.62a) and (6.62b) imply that
‖T− Th‖0 ≤ T(b)− T(a) . (6.62c)
The first order Taylor expansion of T(b) gives
T(b) = T(a) + DT(a) · (b− a) =⇒ T(b)− T(a) ≤ C diam (K) (6.62d)
where diam (K) denotes for the diameter of K and DT(a) the differential of T evaluated at
point a. If we denote by h the mesh size of a uniform triangulation then one can always find a
positive constant C such that diam (K) ≤ Ch. Therefore from (6.62d) and (6.62c) we have
‖T− Th‖0 ≤ Ch =⇒ ‖T− Th‖0 ≤ Ch . (6.63)
We have stated earlier that T can be any of the operators µD or λEA−1. Thus substituting
(6.63) into (6.61) we have
‖F‖′V + ‖L ‖S′ ≤ Ch . (6.64)
Next we introduce a key assumption for the satisfaction of condition (a) of Theorem 6.5.2.
Assumption 6.5.4 We consider the existence of a constant C > 0, such that
‖vh‖1 ≤ C‖PSh∇vh‖0 , ∀vh ∈ Vh , (6.65)
where PSh is the orthogonal projection operator defined from the gradient of Vh onto Sh
99
6.5 Finite element approximations
Lemma 6.5.5 Under the assumption (6.65) above the bilinear form a(·, ·) satisfies the inequal-
ities (6.57a) and (6.57b).




h) be any vector of K2,h, which using the definitions (6.54a) and
(6.54b) of the discrete kernels implies that the vector (Gh , vh) = (MhG′h , v′h) is an element of
K1,h, now using assumption 6.5.4 the norms of these vectors can be bounded as
‖(Ḟ h , u̇h)‖2Dh×Vh = ‖Ḟ h‖
2
0 + ‖u̇h‖21 ,
= ‖G′h‖20 + ‖v′h‖21 ,
≤ ‖G′h‖20 + C‖PSh∇v′h‖20 ,




‖(Gh , vh)‖2Dh×Vh = ‖Gh‖
2
0 + ‖vh‖21 ,
= ‖MhG′h‖20 + ‖v′h‖21 ,
≤ ‖MhG′h‖20 + C‖PSh∇v′h‖20 ,
= ‖MhG′h‖20 + C‖G′h‖20 ,
= C22‖G′h‖20 .
(6.66b)
Next, the bilinear form a(·, ·) evaluated at these two pairs gives




h) , (MhG′h , v′h))
= µ(DhG′h , MhG′h) ,
≥ C3‖G′h‖20 ,
(6.66c)
where Ci, i = 1, · · · , 3 are strictly positive constants, we observe from the expressions (6.66a),
(6.66b) and (6.66c) that
a((Ḟ h , u̇h) , (Gh , vh))




which then implies that
∀ (Ḟ h , u̇h) ∈ K2,h sup
(Gh ,vh)∈K1,h
a((Ḟ h , u̇h) , (Gh , vh))
‖(Gh , vh)‖Dh×Vh
≥ C‖(Ḟ h , u̇h)‖Dh×Vh ,
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Note that C2 and C3 depend on the largest and smallest eigenvalue of Mh, respectively. As the
coefficients of Mh are linearly dependent on λ, the ratio
C3
C2
is uniformly bounded below by a
constant that could depend only on the eigenvalue of M. Thus C is uniformly bounded and the
inequality (6.57a) is satisfied.
To prove the second inequality (6.57b) let (Gh , vh) be a non-trivial element of K1,h and define
(Ḟ h , u̇h) =
(
M−1h Gh , vh
)
. It is clear that (Ḟ h , u̇h) is an element of K2,h, and it follows that
a((Ḟ h , u̇h) , (Gh , vh)) = (µDhḞ h , Gh) ,
=
(
µDhM−1h Gh , Gh
)
.
Observing that µDhM−1h is positive definite we can write
∀ (Gh , vh) ∈ K1,h\0 sup
(F h ,uh)∈K2,h
a((Ḟ h , u̇h) , (Gh , vh)) > 0 ,
hence the inequality (6.57b) is also satisfied.
Now it only remains to introduce sufficient conditions for the bilinear forms b1(·, ·) and b2(·, ·) to
satisfy the discrete inf-sup condition.







≥ β0,h , (6.67)
where β0,h is a positive constant independent of the mesh size h. Then the bilinear forms b1(· , ·)
and b2(· , ·) satisfy a uniform discrete inf-sup condition.
Proof Recall the expression of the bilinear form b1(·, ·), from (6.37b),
b1
(




∇vh −Gh , Qh
)
+ λ(EA−1Gh , Qh) ,
for any Qh ∈ Sh choose Gqh such that Gqh = 0, it then follows from the above that
b1
(
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> β ∀Qh ∈ Sh .
Hence b1(·, ·) satisfies a uniform inf-sup condition on (Vh , Dh)× Sh.
A similar argument holds for the bilinear form b2(·, ·). In fact, observe that for Gqh = 0 we have
b2
(




(vh , Gqh) , Qh
)
.
6.5.3 Stable finite element spaces
To illustrate the theory developed in the previous section we focus on the basis corresponding to
the mixed enhanced formulation [36].
Corollary 6.5.7 Let Th be a quasi-uniform shape-regular triangulation of the domain Ω. Assume
that the elements K of Th are being generated by an isoparametric map FK from the reference
element K̂ = (−1 , 1)2. Furthermore consider the finite finite element spaces to be defined by
Vh = {vh ∈ V : (vh|K)i = (v̂h)i ◦ F−1K , (v̂h)i ∈ Q1(K̂) , K ∈ Th} , (6.69a)
Sh = {Qh ∈M : (Qh|K)ij = (Q̂h)ij ◦ F−1K , Q̂h ∈ Ŝ(K̂) , K ∈ Th} (6.69b)
and
Dh = {Gh ∈M : (Gh|K)ij = (Ĝh)ij ◦ F−1K , Ĝh ∈ D̂(K̂) , K ∈ Th} , (6.69c)
where Q1(K̂) is the space of bilinear functions defined on the reference element K̂,




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1













Then the inequality (6.65) in Assumption 6.5.4 is satisfied. Further more the spaces Vh, Sh\ ker B̃th
satisfy the inequality (6.67) of Lemma 6.5.6. As a consequence, the spaces Vh, Sh\ ker B̃th and
Dh satisfy the well-posedness criteria of problem (6.51).
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Proof It was shown in [38] that the spaces Vh and Sh as defined above satisfy the inequality
‖PShε(vh)‖0 ≥ C‖ε(vh)‖0 ∀vh ∈ Vh , (6.70a)
where C is a positive constant independent of the mesh size. Next consider vh = (v1 , v2) ∈ Vh
and define wh = (v1 , 0) ∈ Vh and w′h = (0 , v2) ∈ Vh. We then have that
‖∇vh‖20 = ‖∂xv1‖20 + ‖∂yv1‖20 + ‖∂xv2‖20 + ‖∂yv2‖20 ,
‖ε(wh)‖20 = ‖∂xv1‖20 + 2‖∂yv1‖20 ,
‖ε(w′h)‖20 = ‖∂yv2‖20 + 2‖∂xv2‖20 ,
and thus
‖ε(wh)‖20 + ‖ε(w′h)‖20 ≥ ‖∇vh‖20 . (6.70b)
The inequalities (6.70a) and (6.70b) imply that
‖PShε(wh)‖20 + ‖PShε(w′h)‖20 ≥ C‖∇vh‖20 . (6.70c)








)T‖20] ≤ 12‖PSh∇uh‖20 . (6.70d)






Using the linearity of orthogonal projection operator we observe that





, ∀uh ∈ Vh
and then
‖PSh(∇wh)‖20 = ‖PS11∂xv1‖20 + ‖PS12∂yv1‖20 ,
‖PSh(∇w′h)‖20 = ‖PS21∂xv2‖20 + ‖PS22∂yv2‖20 ,
and
‖PSh(∇vh)‖20 = ‖PS11∂xv1‖20 + ‖PS12∂yv1‖20 + ‖PS21∂yv2‖20 + ‖PS22∂yv2‖20
= ‖PSh(∇wh)‖20 + ‖PSh(∇w′h)‖20
≥ C‖∇vh‖20 .
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To show that the spaces Vh and Sh\ ker B̃th satisfy the inequality (6.67) of Lemma 6.5.6 let
us first prove that ker B̃th = (PSh∇Vh)⊥, where (PSh∇Vh)⊥ represent the orthogonal part of
PSh∇Vh. To proceed we observe that the following are equivalent
1) Qh ∈ B̃th
2) (∇vh , Qh) = 0 ∀vh ∈ Vh ,
3) (PSh∇vh , Qh) = 0 ∀vh ∈ Vh ,
4) PSh∇vh ⊥ Qh ∀vh ∈ Vh ,
5) Qh ∈ (PSh∇Vh)⊥.
The statements 1) and 5) imply that ker B̃th = (PSh∇Vh)⊥.
Denote by S ′h = PSh∇Vh and consider Qh to be any element of S ′h. By definition of S ′h there
exists vQh ∈ Vh such that Qh = PSh∇vQh . We then have
(PSh∇vQh , Qh)0 = ‖PSh∇vQh‖20 = ‖PSh∇vQh‖0 .‖Qh‖0 . (6.71)
Using (6.65) the above inequality (6.71) implies that
(PSh∇vQh , Qh)0 = ‖PSh∇vQh‖0‖Qh‖0 ≥ C‖vQh‖1‖Qh‖0
which, by observing that (PSh∇vQh , Qh)0 = (∇vQh , Qh)0, leads to the following
(∇vQh , Qh)0
‖vQh‖1
≥ C‖Qh‖0 . (6.72)





≥ C‖Qh‖0 ∀Qh ∈ Sh\ ker B̃th ,





≥ C‖Qh‖S\ ker B̃th .
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Lemma 6.5.8 Based on the assumption of positive-definiteness of the operators Ah and Dh the
kernels (6.54a) and (6.54b) of the bilinear forms bi,h(·, ·), i = 1, 2 satisfy
Ki,h = {0} .
Proof Starting with the bilinear form b2,h(·, ·) we consider Qh ∈ Sh and then define vQh = 0
and GQh = −Qh to obtain
b2,h ((GQh , vQh), Qh) = ‖Qh‖20 . (6.73)
Thus if Qh ∈ K2,h it follows from the above (6.73) that Qh = 0.
We next prove that K1,h = {0}. To proceed let Qh ∈ Sh and consider GQh = −Qh and vQh = 0
it then follows from (6.50b) that
b1,h ((GQh , vQh), Qh) = −(GQh , Qh)0 + (EhA−1h GQh , Qh)0 ,
= (Qh, DhA−1h Qh)0 . (6.74)
Using the positive definiteness of Ah and Dh it follows that K1,h = {0}.
Corollary 6.5.9 Under the conditions of Lemma 6.5.8 the solution of problem (6.51) is uniquely
defined in Vh × Sh ×Dh and satisfies a uniform error estimate.
Proof From Corollary 6.5.7 we just need to establish the uniqueness and convergence of the
pressure variable. The uniqueness comes from the relation Ki,h = {0}. For the convergence we
first recall the equivalence between the three-field formulation (6.49) and the modified formulation
(6.51). We then observe that the kernel corresponding to (6.49) is given by K2,h = {0}. From
the statement in [38], see its original version in [11, Sect. II], this is enough for the uniqueness
and a uniform error estimate.
Note that Corollary 6.5.3 together with the results in this section gives the error estimate for the
mixed enhanced strain element, see [45]. In what follows we give the estimate by taking into
account the effect of the Newton iteration.
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6.5.4 Error Estimate and order of convergence
Let ∆Uh = (∆uh , ∆F h , ∆P h) and ∆U = (∆u , ∆F , ∆P ) be the solutions of (6.51) and






h ) the approximation of
∆Uh during Newton iteration.
Now using the triangular inequality we have
‖∆U −∆U i+1h ‖Vh×Dh×Sh ≤ ‖∆U −∆Uh‖Vh×Dh×Sh + ‖∆Uh −∆U i+1h ‖Vh×Dh×Sh (6.75)
From Theorem 6.5.2 and Corollary 6.5.3 the first term on the right hand side of (6.75) can be
bounded as
‖∆U −∆Uh‖Vh×Dh×Sh ≤ Ch .
For the second term ‖∆Uh−∆U i+1h ‖Vh×Dh×Sh its order of convergence depends on the tolerance
set for the Newton iteration. Assuming it to be proportional to the mesh size, we have
‖∆U −∆U i+1h ‖Vh×Dh×Sh ≤ Ch .
6.6 Numerical results
In this section we examine the performance of our finite element approximation in the incompress-
ible limit. We consider the strain energy function corresponding to the compressible Neo-Hookean
material, as given in equation (6.9a), in which the Lamé parameter ν = 0.4999 and the Poisson
ratio E = 1N/m2.
Example 1: Compression of a cube
This problem has been studied numerically in [45], using enhanced strains. Here the domain con-
sidered is initially defined as Ω0 = (0 , 1)×(0 , 1). A uniform traction t̄ = 0.28/N , corresponding
to the Neumann boundary condition, and normal to the face; that is, in the vertical direction, is
imposed on the surface (0 , 0.75)×{1}. Vertical and horizontal homogeneous Dirichlet boundary
conditions, u = 0, are applied on the faces {0}× (0 , 1) and (0 , 1)×{0}. Figure 6.3 on the left
shows the deformed shape, the deformation being similar to that in [45]. On the right side of 6.3
the response with the use of a standard Q1 element is showing. Locking behavior is evident.
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Figure 6.3: Nonlinear elastic deformation in the incompressible limit: new element on the left
and standard Q1 element on the right
Example 2: Shear deformation of rectangular block
We consider the reference configuration Ω0 = (0 , 0.25)×(0 , 1), on which we impose the Dirichlet
boundary condition u = 0 on the surface (0 , 0.25) and a uniform traction t̄ = 6.25 × 10−3
corresponding to the Neumann boundary condition is applied in the horizontal direction of the
top face (0 , 0.25) × {1}. To show the behaviour with respect to degree of compressibility we
plot, in Figure 6.5, the horizontal displacement against the parameter Ξ =
ν
1− ν . We observe
good performance of our implementations compared to standard displacement formulation which
shows locking at the incompressible limit.
Figure 6.4 shows the deformed body and displays in colour the magnitude of the stress (|σ|).
Example 3: The Cook’s membrane problem
We reconsider here the Example 4.3.1 as described also in [38] and [22]. Figures 6.6 (a) and 6.6
(b) show the deformed configuration obtained from the numerical simulation of the new element
and the standard Q1 formulation respectively. It can been seen that the new element shows good
convergence while the standard displacement formulation gives a poor approximation. In Figure
6.7 we display the convergence of the vertical tip displacement against the number of elements.
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Figure 6.4: Bending of a rectangular domain
6.7 Summary
In this chapter a three-field mixed finite element approximation is applied to the rate or incremental
form of the nonlinear elasticity problem. Given the strong form (6.12) we formulate the rate
problem (6.24), the weak form of which is the the basis of a finite element approximation. In
the finite element formulation the elasticity tensors are approximated by their element-wise mean
values. To study the well-posedness of the weak formulation we have adopted a similar approach
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⋆ Standard Q1 Element
Figure 6.5: Normalized displacement at point (0, 1) against Ξ



















Figure 6.6: Cook’ membrane problem: (a) new element; (b) displacement formulation Q1
that the two formulations are equivalent under certain conditions of the solution-spaces. We have
shown that the modified formulation satisfies the inf-sup and the ellipticity conditions, which give
rise to the convergence of both formulations. To show the performance of our elements we have
presented some examples based a typical choice of lower-order elements. The examples show
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The problems investigated in this thesis have been concerned with the analysis and design of
stable and convergent finite elements for problems of near-incompressible elasticity. The basis
for the study has been a three-field mixed formulation in which the variables are displacement,
stress and strain. Both linear and nonlinear problems have been studied: for the nonlinear case,
it is the linearized version that has been investigated, with variables being displacement, first
Piola-Kirchhoff stress, and deformation gradient.
A general theory for three-field finite element approximations has been used as the basis for de-
veloping new families of stable elements for the linear problem. These are constructed by starting
with well-known stable Stokes elements, and then invoking the conditions in the general theory
that guarantee stability, to obtain the desired three-field elements. In this way generalizations of
the Mini, Crouzeix-Raviart, and Taylor-Hood elements have been obtained. The computational
performance of these elements have been demonstrated through a series of numerical examples.
A further contribution has been an analysis of a three-field displacement-pressure-dilatation for-
mulation due to Taylor [44]. This is carried out by embedding the particular formulation within
the general three-field approach as a special case.
The linearized version of the nonlinear three-field problem has been formulated and analyzed within
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the framework of mixed variational formulations. It is assumed that the problem is physically
stable in that the elasticity tensor is coercive for the continuous problem. The focus is therefore
on determining conditions for the discrete problem to be numerically stable. These conditions are
generalizations of those for the linear problem, and essentially take the form of constraints on the
choice of the spaces of stresses and strains, involving elementwise-mean values of the elasticity
tensor or tensors derived from it. An example in the form of mixed enhanced strains is used to
illustrate the numerical performance of an element choice that has been shown to be stable.
Overall, the work reported in this thesis demonstrates the importance and general utility of the
three-field approach. At its most general it includes a wide range of popular special cases; and
in addition, it serves as a solid basis for designing new families of elements that can be shown to
be stable.
There remain various problems worth investigating. Particularly in the domain of nonlinear prob-
lems, it would be useful to extend further the investigations in [5] and [6] in order to obtain
general guidelines for designing finite element formulations that mimic closely the physical stabil-
ity ranges of problems. A further area of investigation would be the extension of the approaches
developed in this work to more general problems, such as problems of elastoplasticity, contact,
and multi-field problems. For all of these extensions the work presented in this thesis serves as a
useful point of departure.
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