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Abstract
The presented thesis investigates the spin densities of three exotic magnetic materials:
Co2MnSi, a proposed half-metallic material which has gathered much interest in recent
years due to the very high spin polarisation measured in thin films. CeB6, a Kondo
material with a very complex phase diagram where the nature of the origin of the
magnetism remains controversial and finally Ca3Co2O6, a complicated low-dimensional
system where the electronic structure of the magnetic sites is poorly studied and con-
troversial. These studies would not be possible were it not for the improved statistical
quality and greatly enhanced experimental capacity, achieved by upgrading the experi-
mental setup on the BL08W beamline at the SPring-8 synchrotron.
The primary technique used to investigate the magnetic properties of these materials
was Magnetic Compton Scattering. This technique directly probes the spin-dependent
electron momentum density of a material, enabling an isolated measurement of its spin
moment. In addition, through comparison with theoretical models, the technique can be
used to gain insight into the electronic structure of the material, and determine which
bands contribute to the magnetism in the system. These theoretical models were calcu-
lated using ab initio methods such as Density Functional Theory (DFT). In addition to
magnetic Compton scattering, a range of complementary experimental techniques have
been used to provide further useful analysis for these materials. This includes tech-
niques such as SQuID magnetometry, Energy Dispersive X-ray Spectroscopy, Powder
X-ray Diffraction and Laue Diffraction.
The upgrade to the BL08W beamline at the SPring-8 synchrotron in Hyo¯go, Japan
was prompted by technical issues which were present at the ID15 beamline at ESRF
in Grenoble, France. Modelling the stray field effects proved the presence of such a
powerful magnet would not impact the electron beam during operation, ensuring the
magnet could be used on the beamline without affecting other experiments. Upgrading
the 3 T cryostat at SPring-8 to the 9 T Oxford Instruments Spectromag magnet improved
the experimental capacity - the range of physical phenomenon which can be measured,
considerably.
The study of Co2MnSi marks one of the first bulk investigations of the potential half-
metal. A single crystal was measured along the [100], [110] and [111] directions using
magnetic Compton scattering. Modelling of the system was performed using the ELK
DFT code which calculated the system to be a half-metal with a 5 µB spin moment.
Comparing the experimental and theoretical profiles yielded good agreement, with the
theoretical profiles very accurately modelling the broadness and tails of the MCPs but
with deviations at low momentum. Comparing the anisotropies found very good agree-
ment between the experimental and theoretical profiles. Characterisation of the material
was performed using SQuID magnetometry, Energy Dispersive X-ray Spectroscopy and
xiii
Powder X-ray Diffraction. The SQuID work found the sample to saturate at 5 µB, in
very good agreement with the theoretical calculation and literature. Studying the stoi-
chiometry of the system, the EDX suggested a small Co-Si disorder, with the excess Si
occupying the Co sites. Finally, Powder XRD using a Co and Cu source was used to
probe the disorder in the sample by comparing the differences in the anomalous scat-
tering from the two sources. Due to fluorescence and a poor background:noise ratio,
this study remained inconclusive. However, the good agreement between the DFT work
and the measured magnetic Compton Profiles, the anisotropies and the SQuID work
contribute strong evidence for the half-metallicity of Co2MnSi.
A sample of CeB6 was measured along the [100] and [110] directions using magnetic
Compton scattering. A small anisotropy between the two directions was found which
prompted a further investigation. DFT calculations were capable of reproducing an
anistropy but were inadequate in describing the shapes of the MCPs. The 4f profiles
of the Ce ion were calculated using the GAMESS code. None of the calculated orbitals
were found to be in good agreement with the experimental data. A calculation which
combined the Ce 4fx(z2−y2) orbital with the calculated 2p orbitals of the B6 octahedra
found excellent agreement with the experimental data. A fixed-spin moment calculation
performed using DFT where a small moment was allocated to the B sites did not improve
agreement with the experimental data. This result gives strong indication that the spin-
density of CeB6 requires both a Ce and B moment to be described adequately.
The final experimental chapter measured a sample of Ca3Co2O6 along the c axis using
magnetic Compton scattering. Modelling the CoO6 trigonal site in GAMESS gave non-
physical results for describing the data. This lack of physicality was reproduced in the
Co3O12 and Co5O18 calculations. Removing the O atoms from the calculation improved
agreement with the experimental data considerably, finding the orbital contributions
to be physical. The results of this work suggest Ca3Co2O6’s electron momentum den-
sity originates entirely from the Co trigonal site in the 3+ state, with no spin-density
originating from the O sites.
xiv
Chapter 1
Introduction
The work in this thesis details the upgrade of the BL08W beamline’s cryostat and the
investigation into three materials which have utilised the newly available experimental
capacity. The materials investigated all exhibit a plethora of exotic physical phenomena.
Co2MnSi is a proposed half-metallic ferromagnet, CeB6 is a strongly correlated system
with a complex phase diagram and Ca3Co2O6 is a one-dimensional 3d ferrimagnetic
system with a poorly understood band structure. The range of physical phenomena
examined here is vast and complicated. Probing the band structure of these materials
has been performed primarily using one technique.
The technique used to study these materials at SPring-8 has been Magnetic Compton
Scattering (MCS). MCS requires very high energy circularly polarised X-rays to probe
the spin-polarised Electron Momentum Density (EMD). Analysis of this data is possible
through the modelling of the system using Density Functional Theory (DFT) methods to
create a band and orbital specific picture of the system. Additionally, MCS is a highly
accurate probe of a material’s spin moment. Combining these measurements with a
complementary technique such as SQuID magnetometry means an accurate picture of
a material’s magnetism can be painted.
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1.1 Aim and Motivations
The main aims of this project were as follows:
• Relocate and install the Oxford Instruments 9 T Superconducting Magnet from
the ID15A beamline at ESRF to the BL08W beamline at SPring-8. This upgrade
to BL08W’s original capabilities means a larger range of physical phenomena can
be studied using a more powerful and stable beam source.
• Probe the EMD of Co2MnSi and model the system using DFT in order to attempt
to characterise the system and determine the degree of spin polarisation in the
material. This can be achieved through the comparison between the experimental
data and theoretical models combined with a study of the directional dependent
anisotropy.
• Determine the spin density contributions to the EMD of CeB6. There is much
controversy surrounding the origins of magnetism in CeB6. Current literature
suggests the magnetism originates from the 4f band, in disagreement with previous
literature which suggests a more 5d character. MCS is an excellent technique for
probing the EMD and when combined with ab initio techniques, the true nature of
the magnetism can be determined. An accurate measurement is only now possible
due to the BL08W magnet upgrade.
• Earlier work has investigated the orbital occupation of the EMD in Ca3Co2O6
however this model was unsuccessful in describing the measured experimental data.
The upgrade to BL08W combined with new advances in ab initio techniques has
enabled a more accurate study of the system to be possible.
1.2 A Brief Introduction to Magnetic Compton Scattering
Compton scattering is the inelastic scattering of a photon by an electron as depicted in
figure 1.1. This scattering process is dictated by the equation
2
e−
γ
E′
γE
φ
Figure 1.1: The inelastic scattering of a photon by an electron, as described by the
Compton effect. An incident photon γ with energy E scatters off an electron e−, shifting
its energy to E′. The angle of the scattering event is φ.
E′ =
E
1 + (E/mec2)(1− cosφ) (1.1)
which is called the Compton Shift. Here, E and E′ are the incident and scattered photon
energies respectively, φ is the scattering angle, me is the rest mass of the electron and c
is the speed of light. This shift in energy can be written in terms of the electrons’ initial
momentum p as
E′ − E = ~
2q2
2me
+
~q · p
me
(1.2)
where q = k−k′ is the scattering vector and ~ is the reduced Planck constant. As such,
Compton scattering can be used to probe the momentum density of the electrons in a
material.
Magnetic Compton Scattering elaborates on this scheme by magnetising the sample with
a magnetic field, polarising the electrons of the sample in the process. By measuring
the sample with higher energy, circularly polarised X-rays and flipping the field between
measurements, the Magnetic Compton Profile (MCP) can be determined. The MCP
is characteristic of only the unpaired, magnetic electrons in the system and through
various forms of modelling and data analysis, insight into the magnetic properties of the
3
system can be determined.
1.3 Chapter Overview
Chapter 2 serves as an introduction to how the electrons of a material behave in a solid.
The concept of a band structure is discussed and an overview of the various types of
magnetic interactions are given.
In chapter 3, the reader is introduced to the Hartree-Fock method for solving a many
electron system. This is then extended to the famous Density Functional Theory method
which is used to analyse the majority of the experimental work in this thesis. Methods
for optimising a calculation and converging to an accurate result are described and a
brief overview of SPR-KKR and GAMESS codes are given.
Chapter 4 introduces the theory and mechanisms behind MCS to the reader. A brief
history of the technique is given where the technique’s importance to the development
of quantum mechanics is emphasised. The idea of a scattering cross-section is presented
which leads onto the means in which the magnetic scattering can be studied. Quantities
which need to be optimised to improve the statistics and quality of the data are also
discussed and a discussion on the analysis of measured data is provided. Finally, an
overview of some of the complementary techniques for MCS is given.
Chapter 5 introduces the SPring-8 synchrotron and the BL08W beamline. Synchrotron
radiation is studied and the various insertion devices are compared. The magnet upgrade
is detailed with the work studying the impact of the magnet’s presence at the beamline
being detailed. An overview of the software upgrade is provided with the main functions
being detailed.
Chapter 6 details the study of the half-metallic compound Co2MnSi in an attempt to
determine its spin polarisation. The Magnetic Compton Profile was measured along
the [100], [110] and [111] directions and was modelled using the ELK DFT code. The
models were found to be in good agreement with the experimental data and excelled at
modelling the anisotropy in the sample. Extensive work also went into characterising
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the sample through the use of energy dispersive X-ray diffraction, SQuID magnetometry
and powder X-ray diffraction.
The next experimental chapter, chapter 7, details the attempts to model the heavy
fermion Kondo system CeB6. Following on from the work in the mid 2000s by Cooper
et al., the upgrade to the magnet at SPring-8 meant a far more accurate set of measure-
ments for the compound were possible. The old data’s fitting was compared to the new
data’s and a new model was developed using DFT and GAMESS.
Chapter 8 is the final experimental chapter, revisiting the 1D complex oxide Ca3Co2O6.
The material was remeasured in order to improve upon the statistics of the data collected
during a previous project. The higher precision data suggested the original model, where
the total MCP is comprised mainly from a large 3dxz,yz contribution and a moderate
3dx2−y2,xy contribution, did not agree with the new experimental data. Several different
models have been developed which attempt to model the new experimental data in the
wake of this new data.
The final chapter, chapter 9, summarises the work which has been culminated to produce
this thesis whilst providing ideas for future work in the field and possible experiments
which can be expected to be performed in the future.
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Chapter 2
Electrons in Solids and
Magnetism
The aim of this chapter is to introduce the concept of a crystal to the reader followed
by a discussion on how the atoms and electrons in the crystal are described. This
will naturally lead on to how the electrons in materials dictate the properties of those
materials. The chapter will end with a discussion on magnetism.
In condensed matter physics, it is not necessarily the minutia of the atom itself which is
of interest to theorists and experimentalists. Instead, it is about how these atoms, and
their electrons, interact with other atoms (and their electrons too). For their interactions
dictate the vast majority of the interesting properties and phenomena exhibited by
materials. The phase of all the materials studied in this thesis are Crystalline Solids.
Crystalline solids are characterised by a highly ordered arrangement of atoms, forming
a crystal lattice.1
2.1 Crystal Structure
The Crystal Structure of a material is the periodic arrangement of atoms which form a
solid. The crystal is defined in terms of its unit cell, the most basic, repeating structure
which can describe the total crystal. The primitive lattice vectors, a1, a2 and a3 define
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the lattice and are therefore nearly always treated as a set of axes. Any point R along
the crystal lattice can be defined as
R = l1a1 + l2a2 + l3a3 (2.1)
where {l1, l2, l3} ∈ Z. The domain of all possible values for R is called real space. The
volume of the unit cell can be calculated by V = |a1 · a2 × a3|. In total, there are 14
different types of lattices (distinct due to their different symmetries) called the Bravais
lattices.2 Of these 14 Bravais lattices, there are 230 unique space groups which define
the symmetry of the crystal. Figure 2.1 compares the three cubic Bravais lattices. The
(a) Simple Cubic Structure
(spacegroup = 195)
(b) Body-centred Cubic
Structure (spacegroup
= 197)
(c) Face-centred Cubic
Structure (spacegroup
= 196)
Figure 2.1: The three cubic Bravais lattices.
space group is important for defining a solid as it dictates the symmetry of the atomic
arrangements in the lattice. Additionally, Wyckoff positions are required which define
the positions of the atoms inside the crystal lattice.3 Finally, the lattice parameters and
(and lattice angles for hexagonal lattices) are required. These can be measured experi-
mentally using diffraction-based techniques such as Powder X-ray Diffraction (XRD),4
neutron diffraction5 and electron diffraction.6 Theoretically, the structure can be calcu-
lated using various ab initio techniques and the Birch-Murnaghan model (see Chapter
3).
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2.2 The Reciprocal Lattice
While the primitive lattice vectors define the crystal lattice, the reciprocal lattice vectors
are used to define the reciprocal lattice. There exists an analogous set of vectors G for
every possible set of real space vectors R. The reciprocal lattice vector is important
as it will be shown that the properties of a system can be described in terms of just
a subset of the reciprocal lattice. A more rigorous definition is that all vectors of the
reciprocal lattice must satisfy the equation
ei(G·R) = 1. (2.2)
The reciprocal lattice vectors b1, b2 and b3 are defined as
b1 = 2pi
a2 × a3
a1 · a2 × a3 , b2 = 2pi
a3 × a1
a1 · a2 × a3 , b3 = 2pi
a1 × a2
a1 · a2 × a3 , (2.3)
where the denominator is the volume V of the unit cell.7 The primitive and reciprocal
lattice vectors are orthogonal to each other, satisfying the relation
ai · bj = 2piδij (2.4)
where δij is the Kronecker delta function.
8 Analogous to R, G is defined as
G = m1b1 +m2b2 +m3b3, (2.5)
where incidentally, {m1,m2,m3} ∈ Z.
The primitive cell defined in reciprocal space is called the Brillouin zone (BZ). It is
constructed by bisecting the connecting points defined in reciprocal space. The BZ is of
critical importance because the periodic properties of a crystal can be described entirely
within the first BZ, the most basic construction in reciprocal space possible. The BZ
is also important for theoretical, computer based calculations since the properties of
an entire system can be calculated solely from a small wedge (the irreducible Brillouin
zone (IBZ)), easing the computational burden and improving the accuracy significantly.
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Figure 2.2 plots the calculated first BZ for Ni, a material described by the FCC structure.
Visualising the first BZ is useful particularly for calculating the Band Structure plot of a
Figure 2.2: The first BZ of Ni, an element which crystallises into an FCC structure.
material. The shapes of the bands change with the direction k points along so choosing
a path which encompasses all the essential features of the band structure is crucial to
describing the electronic structure of a studied material.
2.3 Energy Levels and Bands
The quantum mechanical description of an atom suggests the electrons occupy different
orbitals around a nucleus, each with a defined energy. The energy levels are calculated
as eigenvalues of the Schro¨dinger equation, defined as
{
− ~
2
2me
∇2 + V (r)
}
ψ(r) = Eψ(r) (2.6)
where ~ is the reduced Planck constant, me is the mass of the electron, V (r) is some ex-
ternal potential and ψ(r) is an electronic eigenstate, dependent on the spatial coordinate
r which defines the electron’s position in space.
For an eigenstate dependent on only one spatial coordinate (and therefore, only one
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electron), solving this equation gives the energy eigenvalues for the H atom.9 The
energy eigenvalues represent the possible energy levels for which the single H electron
can occupy. For higher order elements, more spatial coordinates are required to describe
the positions of the electrons, increasing the number of terms the wavefunction depends
on i.e. ψ(r)⇒ ψ(r1, r2, ..., rn). As more atoms are introduced to a system, the electrons
form molecular orbitals, each with a discrete energy level. When describing the atoms
and electrons in a solid (where the number of electrons approaches ∼ 1023), the energy
levels become so dense that they start to form a continuum.
2.3.1 Energy Bands
As atoms come into close proximity to one another, the orbitals create bonding and anti-
bonding orbitals, forming a continuum called a band. This has been shown pictorially in
figure 2.3. Using Na as an example, as the two atoms are brought closer together, their
single filled 3s1 orbitals hybridise, forming a lower energy Na 3s2 bonding orbital and
an unfilled, higher energy anti-bonding orbital. The newly formed molecule’s energy
levels are then plotted as a function of interatomic separation10 where a is the lattice
parameter of Na. The point at which the atomic separation is equal to the lattice
parameter of the material is where the energy level is minimised. This separation is the
Na 3s
1
Na 3s
1
Na 3s
2
a
Separation
E
n
er
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y
Figure 2.3: The creation of a bonding (occupied) and anti-bonding (unoccupied) orbital
as a result of the close proximity of two Na 3s1 orbitals. The bonding orbital created
is a lower energy doubly filled Na 3s2 orbital. The unoccupied anti-bonding orbital
sits higher in energy. The energy has also been plotted as a function of inter-atomic
separation where the 3s2 pair sits at the lowest possible energy, found when the inter-
atomic separation is equal to the lattice parameter.
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point at which equilibrium is reached between the repulsive and attractive potentials
acting on the atoms. Such potentials have a general form of
Vij(rij) = Vrepulsive(rij) + Vattractive(rij) (2.7)
defined in terms of atom i and atom j.11,12
As more electrons are introduced to this system, more bonding and anti-bonding pairs
are generated. Since the Pauli exclusion principle abhors degeneracy in the energy levels,
these doubly filled Na 3s2 energy levels occupy orbitals which are very close together in
energy. Eventually, as the number of electrons tends to that of an actual solid (∼ 1024),
the energy levels can no longer be clearly identified. Instead, occupied and unoccupied
energy bands are formed, as shown in figure 2.4. When the number of electrons resembles
a
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n
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g
y
Figure 2.4: The Na 3s2 energy band (red) generated as a result of Na atoms coming
together to form a solid. The number of electrons present is on the order of ∼ 1023.
Above the dotted line are the unoccupied anti-bonding states.
the number in a solid, the differences between the occupied, bonding energy levels are
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too small to be identified. The bonding energy levels now form a continuum of occupied
states, called a band.
The energy-band view of electronic bonding can explain why certain materials have
certain properties. The band structure (the shape and character of these bands) is
a good means of characterising a material’s conductive properties (such as a metal,
semiconductor, or insulator). In the case of Na, the unoccupied states are situated
directly next to the occupied band. To be more succinct, the energy band is half-filled.
Applying an electric field to Na, the electrons will be subjected to an increase in kinetic
energy, promoting them into the unoccupied states. This is why Na is a metal. It can
freely promote electrons into higher energy levels.13
This model of electronic bands does not possess any predictive capabilities. Various
models have been proposed for studying the electronic structure of materials, the earliest
of which was the Drude model.14,15 The free-electron model developed upon the Drude
model through the application of Fermi-Dirac statistics.16 While the free-electron model
was a significant improvement upon the Drude model, its approximation (that V (r) = 0)
is a very poor approximation for all materials. The success of the free-electron model lies
in its ability to predict metallic properties correctly in certain materials (such as Na).
It however, fails to characterise other materials correctly such as metallic properties in
Ca and semiconducting properties in Si.
2.4 Electrons in a Periodic Potential
Non-metallic materials are characterised by the presence of a band gap at the Fermi
energy, EF. To give a more accurate description of the electrons’ physics, a potential
must be applied. The electrons, even in metals, are not completely free since they move
through an array of ions which form the crystal lattice. This array of ions form a periodic
crystal potential. This model is often called the Nearly Free-Electron Model.
For the crystal potential V (r) of a system to be periodic, it must satisfy the expression
V (r+R) = V (r). (2.8)
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The potential, V (r), now being a periodic function, can be described in the form of a
Fourier series. This enables the periodic potential to be defined as
V (r) =
∑
G
VGe
iG·r. (2.9)
Equations 2.8 and 2.9 are used to derive the reciprocal lattice criteria in equation 2.21.
The Born-von Karman periodic boundary conditions are employed in order to find a
suitable wavefunction to describe the motion of the electrons through the periodic po-
tential.17 The boundary condition infers the wavefunction be a plane-wave of the form
ψ(r) = ei(k·r−ωt) (2.10)
where ω is the angular frequency and k is the wave vector. This plane-wave is subject
to the boundary conditions which result from the intrinsic symmetry of the crystal. If
j ∈ {1, 2, 3} the boundary condition becomes
ψ(r+ ljaj) = ψ(r). (2.11)
Recalling that lj is the number of unit cells in the j
th direction, N , the number of unit
cells in the crystal, is simply
N =
∏
j
lj . (2.12)
Likewise in equation 2.2, this implies
eiljk·a = 1. (2.13)
What is important about the Born-von Karman boundary condition is that it shows the
periodicity of ψ(r) is identical to the periodicity of V (r). That is, ψ(r + R) = ψ(r).
This would only be true if the wavefunctions were degenerate (ψ(r) and ψ(r+R) have
the same energy eigenvalue). In the case that the wavefunctions are non-degenerate, the
1eiG·(r+R) = eiG·r can only be true if eiG·R = 1 since eiG·(r+R) = eiG·reiG·R.
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periodicity of ψ is
ψ(r+R) = Cuk(r) (2.14)
where uk(r) is some function with the same periodicity of the crystal lattice. The
normalisation constraints imposed on the wavefunction requires that |C|2 = 1, therefore
C can be related to equation 2.13, i.e.,
C = eiljk·a = eik·r = 1. (2.15)
Inserting this expression back into equation 2.14 gives an important function called a
Bloch wave,18 explicitly defined as
ψk(r) = e
ik·ruk(r) (2.16)
Theorem 2.1. The eigenstates ψ(r) of the Hamiltonian Hˆ = −~22m ∇2 + V (r) can be
chosen to have the form of a plane-wave multiplied by a function with the periodicity of
the Bravais lattice:
ψnk(r) = e
ik·runk(r) (2.17)
where
unk(r+R) = unk(r) (2.18)
While the introduction of Bloch’s theorem has been given from within the context of
electronic states, Bloch’s theorem is true for any particle which propagates through
a lattice with a periodic potential. More so, this formalism makes no assumptions
regarding the strength of this periodic potential. The energy eigenvalue n(k) is periodic
in reciprocal space i.e. n(k+G) = n(k). This reinforces the concept that only the
states inside the first Brillouin zone need be solved to describe the properties of the
entire crystal.19
Importantly, k here in equation 2.17 is not a general wavevector but a wavevector which
exists only inside the first Brillouin zone. The additional subscript, n, is called the band
index. Each set of unk(r) describes a set of electronic states whose energies lie on a
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dispersion curve 2. This is the concept of a band structure. For each band n, there will
be a number of possible wavefunctions, distinguished by their k. The way these bands
are filled determines the type of material (be it a metal, insulator, semiconductor, or
perhaps, a more exotic type).
2.5 Band Structure
Application of a periodic potential enables study of a crystal to be localised entirely
within the first BZ. It also creates band gaps at the Fermi Energy, EF for certain
materials. Studying the band structure for a real, 3D crystal is difficult because the
band energy now depends on a 3D k and the BZ becomes more complicated. A common
way to calculate the band structure in lieu of these issues is through the use of ab initio
electronic structure calculations (see chapter 3). Figure 2.5 plots the band structure of
Si - a material famous for its semiconducting properties. The figure plots E − EF as a
function of k. The lines represent the shapes of the dispersion relation as they evolve
throughout k space. The Greek characters denote certain high-symmetry points inside
the BZ and are specific to each type of unit cell. At E = 0, a region has formed which is
free of any bands which is the aforementioned band-gap. This band gap means that no
electrons can freely be promoted to the unoccupied bands which line at E ≥ 0 without
a larger energy input. This is what gives Si its semiconducting properties.20 A metal
would have bands which cross EF and this would be reflected in the band structure plot.
In conclusion, the band structure is one of the most powerful means of characterising
the macroscopic (and often the microscopic) properties of a material.
2.6 Magnetism
The notion of a band structure can be applied to the development of magnetism in
a material. Magnetism originates from the presence of electron magnetic dipole mo-
ments (often referred to as spins) and their alignment within the material. There is a
2The dispersion relationship is the function E = E(k).
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Figure 2.5: Calculated electronic band structure of Si plotted along Γ→ L in reciprocal
space. The region shaded in grey is the band-gap, indicating that Si is a semiconducting
material. Band structure calculated using the ELK DFT code.
wide range of different magnetic orderings which have been observed in physics, some
of which are illustrated in figure 2.6. The magnetic ordering of a material is heavily
dependent on the arrangement of the magnetic moments and how the system reacts to
an applied magnetic field. Diamagnetism is the weakest form of magnetism and is found
in all materials. In a diamagnetic material, the electron spins will oppose an applied
magnetic field. Paramagnetism is stronger than diamagnetism and is characterised by
the alignment of a material’s electron dipole moments with a sufficiently large magnetic
field. When the applied magnetic field is removed, the spins lose their alignment. Below
the so-called Curie Temperature TC, a material may develop a spontaneous alignment
of its spins. This is called Ferromagnetism. Ferromagnetism is a strong, long range
ordering of the electron spins where the material will retain a net magnetisation even
in the absence of an applied magnetic field. If a magnetic field is applied opposite
to the alignment of the electron spins, they will only change their polarisation after a
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(a) No Ordering
(b) Ferromagnetism (Observed in
Co2MnSi)
(c) Antiferromagnetism (Observed in
CeB6 and Ca3Co2O6)
(d) Ferrimagnetism (Observed in
Ca3Co2O6)
Figure 2.6: The types of magnetic ordering which were encountered within this thesis.
The arrows represent the direction and magnitude of the magnetic moments in the
material.
sufficiently large magnetic field is applied. This phenomenon is called hysteresis. For
some materials, Antiferromagnetism will develop where the net magnetisation of the
sublattices which comprise the material develop a spontaneous alignment anti-parallel
to each other. Ferrimagnetism is a similar phenomenon to antiferromagnetism however
the magnitudes of the sublattices’ magnetisations are different.
These types of ferroic ordering are very strong and do not develop solely from the
electron magnetic dipole interaction. They develop from a type of interaction called the
Exchange interaction.
2.6.1 The Exchange Interaction
For many materials, magnetic ordering occurs as a result of the exchange interaction.
The exchange interaction is a quantum mechanical phenomenon which occurs as a result
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of the Pauli exclusion principle and Hund’s rules.21 The electrons of a system must obey
exchange symmetry3 and cannot occupy the same quantum mechanical state. These
conditions restrict the electrons to certain states and force them to not occupy like-
states (this is also often called Pauli repulsion). In a material such as Fe, the magnetic
moments align parallel to each other because this is the state which minimises the
exchange interaction. All other arrangements of the electrons require more energy than
that of a parallel arrangement of magnetic moments.
For a system of localised magnetic moments which interact via the exchange interaction,
the exchange energy over all electrons i and j of a many-electron system is defined as
Ex = −
∑
ij
Jij
(
Si · Sj
)
(2.19)
where Jij is the exchange interaction between spins Si and Sj .22
Direct Exchange
Electrons which are close enough to have a large overlap of their electronic wavefunc-
tions tend to interact via Direct exchange interactions. This is a strong, short range
coupling which diminishes as the ionic separation increases. When the atoms are close
together, the electrons occupy the intermediary space because this is where the Coulomb
interaction is minimal. This spatial overlap forces the electrons to have opposing spins
and as a result, direct exchange is responsible for causing antiferromagnetic ordering in
materials.
Indirect Exchange
Over large inter-atomic separations, the Indirect exchange interaction contributes to
the electronic coupling in a material. The more formal name of this interaction is the
Ruderman-Kittel-Kasuya-Yoshida (RKKY) interaction. This type of exchange interac-
tion is often mediated by the conduction electrons of metals due to their long range,
3ψ(r1, r2) = −ψ(r2, r1)
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de-localised nature.23
2.6.2 Spin-Orbit Coupling
An electron’s total magnetic moment is dependent not only on the spin angular momen-
tum of the electron but also its orbital angular momentum. The interaction between
the spin and orbital angular momenta cause shifts and splitting of the electron energy
levels. This contributes an additional term to the Hamiltonian, HSO, defined as
HSO = e~
2
2mec2r
dV (r)
dr
S · L (2.20)
where e is the charge of the electron and S and L are the spin and orbital angular
momenta of the electron, respectively. This phenomenon is called Spin-Orbit Coupling.
For materials which exhibit large orbital moments (such as 4f systems), the spin-orbit
coupling will be strong and as a result, will need to be considered when attempting to
accurately describe the band structure. For materials where the orbital moment is small
(such as in most 3d alloys4), the spin-orbit coupling is negligible.23
2.6.3 Spin-split Bands
Very many materials have non-integer magnetic moments per atom. This value is not
possible within the framework that magnetism originates solely from the unpaired elec-
trons in a system. This type of magnetism is due to the spin-splitting of the bands of a
material. Sometimes in a material, due to the interaction with the molecular potential,
it is energetically favourable for the spin-up and spin-down bands to be unequal in terms
of their populations. An example DOS has been sketched in figure 2.7 which shows the
spin-split spin up and down bands of a ferromagnet. The energy change ∆E due to
spin-down electrons moving into the spin-up band is
∆E =
1
2
n(EF)(δE)
2(1− Un(EF)) (2.21)
4This is not the case for all 3d compounds. For example, in chapter 8, the calculations find a
significant orbital moment in Ca3Co2O6.
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δE
Figure 2.7: Sketch of the DOS of a ferromagnetic material. The spin splitting of the spin-
up (↑) and spin-down (↓) is what gives the compound its net, magnetic spin moment.
where n(EF) is the number of electrons at EF, δE is the increase in energy as a result
of moving electrons into the spin up band, and Un(EF) is the Stoner Parameter. For
materials which satisfy
Un(EF) ≥ 1, (2.22)
spontaneous ferromagnetism will occur in the material.
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Chapter 3
Theoretical Techniques
In this chapter the main theoretical methods for calculating the electronic structure
of materials will be discussed. The work in this thesis will see applications of several
different types of theoretical technique. These are the Hartree-Fock method, Density
Functional Theory (DFT) through the use of the Full Potential Linearised Augmented
Planewave (FP-LAPW), the Spin-Polarised Fully-Relativistic Korringa-Kohn-Rostoker
(SPR-KKR) methods, and the Molecular Orbital Wavefunction Method.
3.1 Introduction
These techniques exist essentially to evaluate the time independent Schro¨dinger equa-
tion,
Hˆψ(r) = Eψ(r) (3.1)
where Hˆ is the Hamiltonian, ψ(r) is the wavefunction for an electron at position r, and
E is the energy eigenvalue for the electron.
Before studying this equation further, it is important to discuss why it might be inter-
esting to evaluate this equation (and why it’s actually impossible for nearly all practical
applications).
Consider the unit cell of Ni - a popular material studied heavily with MCS24 and mea-
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sured on nearly all experiments for calibration reasons (see chapter 4). With the space
group Fm-3m, the unit cell consists of two atoms, each with one nucleus and 28 elec-
trons. This would result in a wavefunction of 174 dimensions (3 for each electron and
nucleus). Explicity, Hˆ can be defined as
Hˆ = − ~
2
2Mi
N∑
i=1
∇2Ri +
1
2
N∑
i=1
N∑
j>i
ZiZje
2
|Ri −Rj |
− ~
2
2m
n∑
i=1
∇2ri −
N∑
i=1
n∑
j=1
Zie
2
|Ri − rj | +
1
2
n∑
i=1
n∑
j>i
e2
|ri − rj | (3.2)
where ~ is the reduced Planck constant,25 Mi is the mass of nucleus i, Ri is the position
of nucleus i, ∇ is the del operator1, Zi is the atomic number of nucleus i, e is the
charge of the electron,25 m is the mass of the electron and ri is the position of electron
i. The indices N and n are over the total number of nuclei and electrons respectively2.
This Hamiltonian is often called the Multi-Atom-Multi-Electron Hamiltonian. From left
to right, there are five terms in total which are as follows: The kinetic energy of the
nuclei, the Coulomb repulsion between the nuclei, the kinetic energy of the electrons,
the Coulomb attraction between the nuclei and the electrons and the Coulomb repulsion
between the electrons. Inserting this Hamiltonian into the Schro¨dinger equation gives
the Multi-Atom-Multi-Electron Schro¨dinger equation
HˆΨ(R1, · · · ,RN ; r1, · · · , rn) = EΨ(R1, · · · ,RN ; r1, · · · , rn). (3.3)
This is an extremely complicated eigen-equation to solve, of which there is no known
analytical solution. To contextualise just how difficult this equation is to solve, consider
that a typical solid has roughly n ∼ 1024 electrons. Using this Hamiltonian, there will
be 3n electronic coordinates to solve. Hartree-Fock Theory and its extension, Density
Functional Theory find their applications in providing an approximate solution to this
problem.
1This operator is often also called the Nabla operator.
2The double sum is because it’s a sum over the available pairs of electrons in the system. This is why
j is dependent on i and not independent. If j was independent of i, the electron-electron interaction
pairs would start to be counted twice
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3.1.1 The Born-Oppenheimer Approximation
Before studying how to overcome this technical challenge of 3n ∼ 1024 electrons, one
approximation can be made immediately to ease the computational burden. This is
called the Born-Oppenheimer approximation.
The mass of the nuclei are a factor of ∼ 1800 greater than the electron. This means
that the electrons possess a higher momentum than the slow, heavy, lattice-bound nu-
clei. The Born-Oppenheimer approximation as a result, infers that the nuclei do not
move when compared to the high momentum electrons. This means that the Coulomb
interaction between the nuclei can be solved classically and the nuclear kinetic energy
can be removed. The attractive potential between the electrons and the now frozen
nuclei is referred to as the external background potential, Vext(ri). The Hamiltonian can
now be written as
Hˆ = − ~
2
2m
n∑
i=1
∇2ri −
n∑
i=1
Vext(ri) +
1
2
n∑
i=1
n∑
j>i
e2
|ri − rj | . (3.4)
A more compact notation is preferred for writing this Hamiltonian. Rewriting the now
Many Electron Schro¨dinger equation gives
[
Tˆe(r) + Vˆext(r) + Vˆee(r, r
′)
]
ψ(ri) = iψ(ri) (3.5)
where the following substitutions have been made:
Tˆe(r) = − ~
2
2m
n∑
i=1
∇2ri , (3.6)
Vˆext(r) = −
n∑
i=1
Vext(ri), (3.7)
Vˆee(r, r
′) =
1
2
n∑
i=1
n∑
j>i
e2
|ri − rj | . (3.8)
This is still a very difficult equation to solve. The Coulomb interactions between the
different electrons (Vˆee(r, r
′)) still scales extremely poorly with systems which might
actually be of interest to study.
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It is at this point where different paradigms to solving the Schro¨dinger equation emerge.
This thesis will explore two of these methods: the Hartree-Fock method and DFT.
3.2 The Hartree-Fock Method
The Hartree-Fock method is at its core, the treatment of a many body system by
inferring it to be constructed entirely of non-interacting electrons (set Vˆee(r, r
′) = 0).
This is a very simplistic approximation to make, for it is the electronic interactions
(and in many cases, the strong electronic correlations) which are responsible for much
of the magnetic phenomena studied in this thesis. Even so, one positive consequence of
this assumption is that the many body wavefunction ψ(ri) can now be separated into a
product of non-interacting wavefunctions i.e.,
ψHP(ri) = φ1(r1)φ2(r2) · · ·φN (rN ) (3.9)
which is called a Hartree Product. These orbitals only depend on 3 coordinates as op-
posed to 3N coordinates and so, make it much simpler to solve the many body Scho¨dinger
equation. However, one serious problem with this setup is that the Hartree product does
not satisfy the Anti-symmetry Principle3. For example, in the case of two electrons (such
as in a He atom), the Hartree product is
ψHP(r1, r2) = φ1(r1)φ2(r2) (3.10)
If electron 1 and 2 are swapped over, the Hartree product becomes
ψHP(r2, r1) = φ1(r2)φ2(r1) (3.11)
the only way to obtain the negative of the original Hartree product is if
φ1(r1)φ2(r2) = −φ1(r2)φ2(r1) (3.12)
3This is a result of the fact that electrons are fermions. The wavefunction must change sign if two
electrons are exchanged.
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which is not true in this case. This means the wavefunction ψHP is not a valid wavefunc-
tion for describing two electrons because it does not obey the anti-symmetry principle.
There is no way to solve this issue unless an extra degree of freedom is introduced. This
is the spin of the electron, which is either α (spin up) or β (spin down).26 The spin of the
electron arises from its intrinsic angular momentum4. As a result, instead of describing
the wavefunction φ(r) exclusively spatially, spin in addition is now considered. These
spin orbitals take the form χ(r, ω) = φ(r)ω where ω ∈ {α, β}. The Hartree Product can
now be rewritten as
ψHP(r1, r2, ω1, ω2) =
1√
2
[
χ1(r1, α)χ2(r2, β)− χ1(r2, α)χ2(r1, β)
]
. (3.13)
This wavefunction now satisfies the antisymmetry principle for any choice of χ1 and χ2.
For wavefunctions which depend on more than two electrons, the Hartree Product needs
to be represented as a Slater Determinant.
The Slater Determinant
For N electrons, the Hartree product which generally violates the anti-symmetry prin-
ciple can be written as a Slater Determinant of the form
ψHP(ri, ω) =
1√
N !
det

χ1(r1, ω) χ2(r1, ω) · · · χN (r1, ω)
χ1(r2, ω) χ2(r2, ω) · · · χN (r2, ω)
...
...
. . .
...
χ1(rN , ω) χ2(rN , ω) · · · χN (rN , ω)

(3.14)
where the coefficient 1/
√
N ! is a normalisation factor. The Slater Determinant has
some interesting qualities. It changes sign whenever the positions of two electrons are
exchanged, it does not distinguish between individual electrons (they are all the same)
and it disappears if two electrons have identical coordinates or wavefunctions (implicitly
4An additional orbital angular momentum is also present in electrons, however for many systems,
the orbital angular momentum is absent.
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satisfying the Pauli-exclusion principle5). The Slater Determinant’s ability to adapt
to electrons exchanging position falls more generally under the branch of interactions
known as exchange interactions (some of which have been discussed in the previous
chapter). While the Hartree Product (or more broadly, the Hartree-Fock paradigm in
general) suggests that the electrons initially are completely non-interacting, the Slater
Determinant representation of the Hartree Product incorporates an electron exchange
interaction.27
With the anti-symmetry being accounted for by the Slater determinant, Fock modified
the initial Hamiltonian to give
− h22m∇2 + Vext(r) +
n∑
j 6=i
∫
dr
e2
∣∣ψj(r)∣∣2∣∣rj − r∣∣
ψi(r)−
n∑
j 6=i
δi,j
∫
dr′
e2
|r′ − r|ψ
∗
j (r
′)ψi(r′)ψj(r)
(3.15)
which can be recognised as the initial Hamiltonian (equation 3.4) with an additional
exchange interaction term which arises due to the anti-symmetry of the Slater determi-
nant wavefunction. The presence of the Kronecker delta δi,j causes the term to vanish
for i 6= j. This arises from the Pauli exclusion principle and forbids electrons with the
same spin from occupying the same region in space.
Solving this equation calculates the Hartree-Fock groundstate energy EHF0 . This is
performed by minimising the function with respect to varying the orbital wavefunctions
and external potential. This is done iteratively until the change in EHF0 and Vext(r) are
minimised. The inclusion of the exchange interaction term significantly improves upon
the results of the Hartree-Fock theory but it is important to note that this Hamiltonian
does not account for electron correlations.
3.3 Density Functional Theory
There are many issues facing the Hartree-Fock method. While the Slater Determinant
is able to account for the exchange interactions the electrons in the system might un-
5The Pauli Exclusion Principle requires that two Fermions may not occupy the same quantum me-
chanical state.
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dergo, no correlation effects are considered. These play a very dominant role in complex
compounds and strongly correlated systems. There is also the dependence on a well
defined set of single-particle orbitals which create the Slater Determinant. DFT is able
to approximate the correlation effects in electrons instead of ignoring them and does not
depend on the orbitals which are used to solve the Schro¨dinger equation. Instead, DFT
defines the system in terms of its electron density,
n(r) =
∑
i
|ψi(r)|2 (3.16)
and defines the energy as a functional of this electron density i.e. E [n]. As was the case
in the description of the Hartree-Fock method, the Born-Oppenheimer approximation
is assumed.
3.3.1 The Hohenberg-Kohn Theorems
Before exploring the idea of representing the energy of a system of atoms and their
electrons as a functional of the electron density, two very important theorems need to
be discussed.28
Theorem 3.1. The external potential Vˆext(r), and hence the total energy, is a unique
functional of the electron density n(r).
This energy functional E
[
n(r)
]
can be written in terms of the external potential vext(r)
as
E
[
n(r)
]
=
∫
n(r)vˆext(r)dr+ F
[
n(r)
]
(3.17)
where F
[
n(r)
]
is an unknown functional of the electron density n(r). Next, a Hamil-
tonian for the system can be constructed in such a way that the electron wavefunction
Ψ = ψ(ri) which minimises the expectation value gives the groundstate energy
E
[
n(r)
]
= 〈Ψ|Hˆ|Ψ〉 . (3.18)
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The Hamiltonian can be rewritten as
Hˆ = Fˆ + Vˆext (3.19)
where Fˆ is the electronic Hamiltonian consisting of the kinetic energy operator Tˆ and
electron-electron interaction operator Vˆee
Fˆ = Tˆ + Vˆee (3.20)
The electronic Hamiltonian Fˆ is the same for all N electron systems, so Hˆ is completely
defined by the number of electrons N and external potential vext.
Proof. Suppose there are two different potentials Vˆext1 and Vˆext2 which will give the same
electron density n(r). These two potentials belong to two different Hamiltonians Hˆ1 and
Hˆ2 which act upon two different, distinct wavefunctions Ψ1(r) and Ψ2(r), respectively.
Invoking the Variational Principle29 gives
E1 = 〈Ψ1|Hˆ1|Ψ1〉 < 〈Ψ2|Hˆ1|Ψ2〉 . (3.21)
Recall that the Hamiltonians can be written as follows
Hˆ1 = Fˆ + Vˆext1 (3.22)
Hˆ2 = Fˆ + Vˆext2 (3.23)
and as a result, through substitution, the following relation can be derived for the
Hamiltonian
Hˆ1 = Hˆ2 + Hˆ1 − Hˆ2 (3.24)
Going back to equation 3.21, the inequality can be rewritten as
E1 < 〈Ψ2|Hˆ2|Ψ2〉+ 〈Ψ2|Hˆ1 − Hˆ2|Ψ2〉 (3.25)
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which finally gives the relation
E1 < E2 +
∫
n0(r)
[
Vext1 − Vext2
]
dr. (3.26)
Doing the same treatment of E2 gives
E2 < E1 −
∫
n0(r)
[
Vext1 − Vext2
]
dr. (3.27)
Adding together equations 3.26 and 3.27 finally gives the relation
E1 + E2 < E2 + E1 (3.28)
This is clearly a violation and as a result, through proof by reductio ad absurdum,
no two external potentials can give the same electron density - there is a one-to-one
correspondence between the electron density and the external potential.
Theorem 3.2. The groundstate energy can be obtained variationally: the density that
minimises the total energy is the exact groundstate energy.
Since the first theorem proves the external potential Vˆext is uniquely determined by the
density (and in turn, this external potential uniquely determines the ground state wave-
function), all other observable quantities in the system are also uniquely determined.
This means the energy can be written as a functional of the density, i.e.,
E = E[n(r)]. (3.29)
A very important consequence of this is that if every Energy E has a corresponding
electron density n(r), an electron density which gives the minimum energy E0 must
exist.
Proof. The ground state energy E0 will have a corresponding ground state electron
density n0(r) calculated by
E0[n0(r)] = 〈Ψ0|Hˆ0|Ψ0〉 . (3.30)
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Employing the variational principle again, a different electron density n(r) will give a
higher energy
E0[n0(r)] = 〈Ψ0|Hˆ0|Ψ0〉 < 〈Ψ|Hˆ0|Ψ〉 = E (3.31)
hence, there exists an electron density - the ground state electron density, which min-
imises this expectation value of the energy, giving the ground state energy.
Looking back at equation 3.5, recall that the Hamiltonian is currently comprised of three
components,
E[n(r)] = 〈Ψ|Hˆ|Ψ〉 = 〈Ψ|Tˆe|Ψ〉+ 〈Ψ|Vˆext|Ψ〉+ 〈Ψ|Vˆee|Ψ〉 . (3.32)
We can reinsert the unknown functional Fˆ [n(r)] = Tˆe + Vˆee (equation 3.20) to get
E[n(r)] = Vˆext[n(r)] + Fˆ [n(r)] (3.33)
What is important to note about equation 3.33 is that each term is now dependent
entirely on the electron density n(r). The problem is that there is still no way of solving
this equation because Fˆ [n(r)] is still unknown.
3.3.2 The Kohn-Sham equations
It was about a year later that Kohn and Sham developed a method for calculating
the ground state density - a method30 which is now called Density Functional Theory
(DFT). Instead of considering a fully interacting system with a real potential, a fictional,
non-interacting system where the electrons move within what is called the Kohn-Sham
(KS) single-particle potential, VˆKS(r) is considered. This paradigm generates the famous
KS equation6 [
− ~
2m
∇2r + VˆKS(r)
]
χi(r) = iχi(r) (3.34)
where, as in equation 3.14, a wavefunction of a non-interacting set of particles can be
rewritten as a Slater determinant of single-particle orbitals χi(r). i is the appropriate
6Here, as in the previous section, the wavefunction χi(r) is also dependent on the spin ω of the
electron as well as the position r. This ω has been removed but its dependence is implied.
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energy eigenvalue of each of the non-interacting single particle wavefunctions and as
before, the electron density n(r) =
∑N
i=1 |χi(r)|2. The KS potential, is a proposed
substitution for Fˆ and is defined as
VˆKS(r) = Vˆext(r) + VˆH(r) + VˆXC(r) (3.35)
where Vˆext is again, an effective potential created as a result of the fixed nucleic Coulomb
repulsion, VˆH is the Hartree Potential, defined as
VˆH(r) =
∫
n(r)
|r− r′|dr
′ (3.36)
and VˆXC is the exchange-correlation (XC) potential, defined as
VˆXC(r) =
δEXC[n(r)]
δn(r)
. (3.37)
An important point is that solving the KS equation, will (in principle) give the exact
groundstate electron density n0(r). Unfortunately, the issue now is that the XC func-
tional EXC[n(r)]
7 is unknown. As a result, many approximations have been developed
for this functional. Famous examples include the Local Density Approximation (LDA)31
(and its spin polarised equivalent, the Local Spin Density Approximation (LSDA)) and
the Generalised Gradient Approximation (GGA).32 In terms of Energy, these two func-
tionals will take the general form of
ELSDAXC ([n(r)], ω) =
∫
XC[n(r), ω]n(r)dr (3.38)
EGGAXC ([n(r)], ω) =
∫
XC[n(r),∇n(r), ω]n(r)dr. (3.39)
The LDA XC functional is dependent solely upon the value of the electron density at
each point in space while the GGA XC functional also depends on how the electron
density varies from point to point (hence ∇n(r)).
7If an exact, analytical solution for EXC[n(r)] were to be found, this would be a huge deal for
computational and theoretical chemistry. Much like the Hohenberg-Kohn theorems, the existence of the
XC functional tells us a solution exists, but gives no insight into what that solution may be.
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Often, these approximations find less than satisfactory results, however. A famous
example is the failure of the LDA to predict the correct structure of Fe. Using the LDA,
Fe’s most stable structure is a non-magnetic face centred cubic structure,33 contrary to
the ferromagnetic, body centred cubic structure found in nature. The GGA predicts the
correct structure.
3.3.3 The SCF Method
To summarise what has been discussed up till now, solving the KS equation requires the
Hartree Potential VH to be defined, but in order to define VH, the electron density n(r)
needs to be known, this in turn requires a definition of the single-electron KS orbitals
χ(r) which in turn, are found by solving the KS equation. This kind of paradigmatic
loop can be solved iteratively through what is called the Self Consistent Field (SCF)
method and is depicted in figure 3.1 as a flowchart. Before discussing this figure, an
important comment needs to made on the idea of convergence. A DFT code will typically
converge a calculation with respect to two quantities: the change in total energy of the
system ∆Etot and the change in KS potential energy ∆VKS. Convergence is achieved
when these two quantities have become sufficiently small from iterating over the SCF
loop 8.
The first step in the DFT calculation is to calculate the external potential Vext. The
code will generally do this based on the input the user gives. The input will typically be
the positions of the atomic nuclei, their Z (or species in DFT nomenclature) and their
spacings (lattice parameters, primitive axes angles, etc.). Following this, the code will
make a guess for n(r). Now the SCF loop starts where the electron density is inserted
and the KS potential is calculated. This in turn, is used to solve the KS equation whose
eigenstates can then be used to calculate a new electron density. At this point, the code
will find ∆Etot and ∆VKS. If the change is large, the code will generate a new electron
density based upon the old one (Broyden Mixing34) and restart the SCF loop. If the
change is small and meets the convergence criteria, the SCF loop will finish and the
8Actually, there are other important quantities for checking the convergence of a DFT calculation,
but these quantities are variables which are separate from the SCF loop and will be discussed later.
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Construct Vext from the
given atomic numbers and
coordinates of the nuclei
Guess n(r)
Calculate the KS potential VˆKS(r) =
Vˆext(r) +
∫
n(r)
|r− r′|dr + VˆXC(r)
Solve the KS equation[
− ~
2m
∇2r + VˆKS(r)
]
χi(r) = iχi(r)
Calculate new electron density
n(r) =
n∑
i=1
|χi(r)|2
Has the calculation converged?
Generate new n(r)
Calculate Etot,
eigenvalues, etc...
NO
YES
Figure 3.1: Flowchart depicting the self consistent field method for computing a DFT
calculation using the KS equation.
various quantities of interest will be computed.
3.4 The Linearised Augmented Planewave Method
A substantial bulk of the theoretical work performed in this thesis has utilised a method
for solving the KS equation by separating the wavefunctions χi into a set of two distinct
sets of basis functions. This method is called the Linearised Augmented Planewave
(LAPW) method.35 The method proposes the approximation that, near the atomic
nucleus, the potential and wavefunctions are similar to those inside the atom. They
vary strongly, but are nearly spherical in shape. Further away from the nucleus, in the
interstitial region between atomic nuclei, the potential and wavefunctions are smoother.
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The LAPW method separates the definitions of the wavefunctions into two regions as a
result: the interstitial region and the spherical region (figure 3.2, and in these different
regions the wavefunctions are defined differently. Explicitly, these definitions of the
Planewave
Interstitial Region
Sphere
Sphere
Figure 3.2: Sketch of the basic principle behind the LAPW method. Inside a speci-
fied radius, the wavefunction is described using a radial function whereas outside the
sphere, the wavefunction is described using a planewave. The boundary behind these
two different regions must retain the value and gradient of the functions.
wavefunctions are
ψ(r) =

Ω−
1
2
∑
G
cGe
i(G+k)·r r ∈ interstitial
∑
lm
(
Almul(r) +Blmu˙l(r)
)
Ylm(r) r ∈ sphere
(3.40)
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where Ω is the volume of the unit cell, G is the general reciprocal lattice vector, k is the
principle wave vector, Alm, Blm and cG are expansion coefficients, ul is a solution to
the radial Schro¨dinger equation at each band energy, u˙l = ∂ul/∂E, and Ylm is the radial
component of the wavefunction. Solving the expansion coefficients requires that the
wavefunctions inside the sphere match the planewaves at the sphere-interstitial boundary
in both value and gradient. Once the LAPWs have been defined, the solutions yield
band energies for each value of k. The DFT code which implements the LAPW method
used in thesis is the ELK code.36
3.5 GAMESS
The General Atomic and Molecular Electronic Structure System (GAMESS)37 is an
ab initio quantum chemistry code which can calculate a set of self-consistent molecular
wavefunctions, given an input molecule or cluster of atoms. These molecular orbitals are
constructed through a linear combination of atomic orbitals (LCAO). More succinctly,
the molecular wavefunction Φ is described using a basis set of a linear sum of atomic
orbitals, i.e,
Φ(r) =
∑
k
ckψk(r) (3.41)
where ck are expansion coefficients calculated using the variational principle and ψk are
a special type of wavefunction called a basis function. It is important that sensible values
for these coefficients be given and it is the aim of the GAMESS code to calculate suitable
values for these coefficients. Since GAMESS is a wavefunction based code, the method
for solving the Schro¨dinger equation is done through the same means as the Hartree-
Fock method. As in the Hartree-Fock and DFT sections, the expansion coefficients are
calculated through an SCF loop.
The number of atomic orbitals ψk used is very important as they improve the accuracy
of the calculation. To reach the exact Hartree product, an infinite number of atomic
orbitals need to be used. This is quite an impossibility and so, much research has been
invested into defining these so called basis sets to ease the computational burden, a very
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large majority of which are hosted online at the EMSL Basis Set Exchange.38 Examples
of commonly used basis sets are
• Minimal - one atomic orbital is used for each occupied orbital in the atom (for
example, one atomic orbital is used to model the 1s electron in H).
• Double Zeta (DZ) - two atomic orbitals are used for each occupied orbital in the
atom. Gives better results because of more well described geometry, but still gives
poor energy values.
• Triple Zeta (TZV) - three atomic orbitals for each atom, with the addition of a
polarisation function.
The actual form of these atomic orbitals is often defined as a linear combination of
Gaussian orbitals due to them being relatively light on a computational level.39
The wavefunctions calculated using GAMESS are processed using a software pack-
age called wxMacMolPlt .40 wxMacMolPlt allows the visualisation and processing of
GAMESS’ outputs and in particular, allows the the user to export specific orbitals from
the GAMESS output. In order to do this, the real space wavefunctions are sampled
using an N × N × N mesh enclosing the atom or molecule of interest. N is directly
related to the resolution of the wavefunction (and therefore, also the MCP) so it is a
necessity to make N as large as reasonably possible.
A number of operations are required in order to relate the real-space wavefunctions
calculated in GAMESS to a momentum-space 1D MCP. These have been outlined by
Saenz et al.41 and adapted in figure 3.3. Starting from the outputted wavefunction
ψj(r), there are two different ways to calculate a MCP: The Momentum-Space method
and the Position-Space method. The momentum-space method requires a 3D Fourier
Transform (3D-FT) of the wavefunction, yielding ψ˜j(p) which can then be used to
calculated the momentum density nj(p). This subsequently can either be projected to
give the spin dependent EMD (which can then be summed to give a directional MCP)
or doubly integrated to give the 1D-EMD which can be integrated to give the directional
MCP. The position-space method requires no determination of the EMD at all. Instead,
determination of the autocorrelation (AC) functions Bj(s) and Bj(s) can be performed.
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ψj(r) ψ˜j(p)
Bj(s) nj(p)Jj(q)
Bj(s) nj(p)Jj(q)
3D-FT
AC | |2
1D-FT Proj.
3D-FT
〈 〉Ωs 〈 〉Ωs〈 〉Ωs
1D-FT Int.
Diff.
HT
Figure 3.3: The scheme for calculating the directional specific MCP J(q) and spher-
ically averaged MCP J(q) from an orbital j. 1D and 3D-FT are 1D and 3D Fourier
transforms respectively, | |2 is the modulus squared, AC is the autocorrelation, Proj.
is the projection of the momentum density nj(p) along the scattering vector, 〈 〉Ωs is
the spherical average obtained using double integration, Int. is an integration, Diff. is
a differentiation and HT is the Hankel transformation.
3.6 The SPR-KKR Method
The Spin-Polarised Relativistic Korringa-Kohn-Rostoker (SPR-KKR) method42 has been
used in this thesis for studying the disorder effects in Co2MnSi. Initially, the theory for
the multiple scattering of electrons in a solid was formalised by Korringa in terms of
wavefunctions43 but later on, was generalised in terms of Green’s functions by Kohn
and Rostoker.44
SPR-KKR is a Green’s function based method for solving the Kohn-Sham equations.
Rather than attempting to find the single electron states χi(r), the KKR method in-
stead calculates the corresponding single-electron, multiple-scattering Green’s function
G(r, r′, E), defined by
[
E +
~2
2m
∇2 − V (r)
]
G(r, r′, E) = δ(r− r′). (3.42)
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From this equation, useful, observable quantities can be calculated. For example (and
perhaps most importantly), the electron density can be calculated as
n(r) = − 1
pi
=
(∫ EF
−∞
G(r, r′, E)dE
)
(3.43)
which can be solved by self consistently solving equation 3.42 by varying the effective
potential V (r).
The code has been developed with the aim of calculating the spectroscopic properties of
magnetic solids and as such, has support for calculating the spectra of techniques such
as X-ray Absorption Spectroscopy, X-ray Magnetic Circular Dichroism and importantly
(for the applications of this thesis), MCPs. Site specific MCPs can also be generated
through editing the plotting files.
SPR-KKR can also model disorder in solids through the use of the Coherent Potential
Approximation (CPA).45 This has been used to model the effects of disorder introduced
to the Co2MnSi compound.
3.7 Convergence
The idea of convergence is extraordinarily important when using a computational code
to calculate the electronic properties of a system. The predicted values of important
macroscopic properties such as magnetic moment, Fermi level and band structure prop-
erties can vary greatly if a calculation is not sufficiently converged.
The goal of convergence is to minimise the total energy of the system. By setting a
change in energy (and potential threshold), the calculation is converged once these two
threshold criteria are reached. As an example, the default threshold values in ELK for
the change in the KS potential and the change in total energy are 1 × 10−6 Hart. and
1×10−4 Hart. respectively. Only when the changes in the KS potential and total energy
are smaller than these values will the calculation be converged. This section outlines a
few of the other criteria which need to be monitored to return a successful calculation.
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3.7.1 k-point Convergence
Arguably the most important parameter when it comes to the convergence of a DFT
calculation is the number of k points used in the calculation. The more k points used,
the larger the number of planewaves used to model the interstitial region of the system,
hence, the calculation is more accurate9. Figure 3.4 shows how the total energy and
total moment of a system changes as the number of k points is varied. Whilst there
are other parameters which factor into the convergence of a calculation, the number of
k points in this case plays a very dominant role. The number of k points used in a
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Figure 3.4: The convergence of a Ni calculation with respect to number of k points.
Only after ∼ 300 k points does the variation in total energy and total moment start to
stabilise.
calculation is generally specified as along the three principal axes. If M is the number
of k points, the specification will therefore be M ×M ×M . An important point is that
because these k points are specified in reciprocal space, the number of k points required
9It’s important to be careful when using the word accurate here. Accuracy does not mean the calcu-
lation is more representative of reality, accuracy is how little the results will change, should parameters
such as the number of k points be changed.
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is inversely proportional to the lattice parameters (the longer the lattice parameter, the
less k points needed).
3.7.2 Energy Cutoff
As the interstitial planewaves are periodic, they need to obey Bloch’s theorem (see §2.4),
which describes the wavefunction of a particle in a periodic potential. Since uk(r) is
periodic, it can be expanded in terms of a unique set of planewaves, i.e.,
uk(r) =
∑
G
cGe
i(G·r). (3.44)
Inserting equation 3.44 into equation 2.17 gives
ϕk(r) =
∑
G
ck+Ge
i(k+G)r. (3.45)
Due to the sum being over G, an issue arises for solids as there are an infinite number of
possible G vectors. This initially suggests this function to be unsolvable. Fortunately,
there is a way of limiting the number of G vectors which are included in the sum, and
this is related to the E eigenvalues obtained when solving the Schro¨dinger equation with
such wavefunctions.
Solutions of the Schro¨dinger equation will have kinetic energy
E =
~2
2m
|k+G|2. (3.46)
Solutions which give lower energy values are much more likely to physical compared to
higher energies, and so a cutoff energy can be defined where wavefunctions which give
certain E eigenvalues higher than the cutoff, will be disregarded. As a result, the infinite
sum in equation 3.45 can be altered to only include solutions with kinetic energy less
than the cutoff energy, defined as
Ecut =
~2
2m
G2cut (3.47)
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This reduces equation 3.45 to
ϕ(r) =
∑
|k+G|<Gcut
ck+Ge
i(k+G)·r. (3.48)
This means that Ecut is another parameter which must be investigated when attempting
to converge a DFT calculation. Figure 3.5 shows how varying Ecut affects the total
energy of a Ni calculation.
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Figure 3.5: The convergence of a Ni calculation with respect to the cut-off energy Ecut.
The LDA XC functional was used with 300 k points. The red line is the code’s default
value for Ecut (∼ 4.5 Hartree for Ni). Clearly, this is a very reasonable default value as
at this value, the change in Etotal is very small. However for other systems, convergence
with respect to Ecut needs to be checked as macroscopic quantities such as total moment
(and therefore, the band structure of the material) will vary drastically if the calculation
is poorly converged.
3.7.3 Lattice and Geometry Optimisation
Lastly, convergence (or perhaps, optimisation) of the structure of the system is necessary
to obtain accurate groundstate properties for a system. This is quite important for rare-
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Earth materials (such as CeB6) due to the narrowness of the 4f band. The sharp
4f band’s position relative to EF will drastically change the macroscopic properties of
such a material. As such, finding the correct ground-state lattice parameter is very
important. This lattice parameter may not be exactly the same as the experimental
lattice parameter due to the fact that DFT is working within a fictitious set of KS
orbitals, at 0 K. As a result, it is important to study how the macroscopic properties
and band structure of the system vary with changes in the lattice parameter.
The general procedure for optimising the structure of a material is to calculate the
groundstate for a range of different lattice parameters, and then fit some equation of
state (EOS) function to find the minimum value for the lattice constant. Figure 3.6
shows the lattice parameter optimisation of a Ni unit cell. This is quite a trivial exercise
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Figure 3.6: The lattice optimisation for the unit cell of Ni. The calculation was per-
formed with ELK using the LSDA XC functional with 44 k points per calculation.
for cubic systems but for less symmetric systems, it becomes a more iterative process.
For example, in the worst case scenario, where lattice parameters a 6= b 6= c, there are
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too many variables to change in order to fit a simple EOS. Instead, it becomes another
SCF-esque problem where the parameters are all varied slightly and the total energy
is compared to the original calculation. This can also be done for the positions of the
atoms themselves inside the unit cell as well as for the angles α, β and γ which define
the coordinate system.
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Chapter 4
The Theory of Compton
Scattering and Experimental
Magnetic Compton Scattering
In this chapter, the theoretical aspects behind the most prevalent experimental tech-
nique deployed in this thesis; high energy Magnetic Compton Scattering (MCS) will be
discussed. Additionally, the various methods for analysing MCS data have been detailed
Before discussing the technique further, it would be sensible to have a brief look at the
principle behind the Compton effect.
Compton scattering is the inelastic scattering of a photon by an electron1. The scattered
photon will experience a shift in its energy as a result of the collision (hence it being
inelastic) and will travel in a different direction with a different energy. This change in
energy is called the Compton shift. The situation has been pictured in figure 4.1 which
depicts the Compton scattering of a photon by an electron.46 From this scheme, the
Compton shift is defined as
λ′ − λ = ∆λ = h
mec
(1− cosφ) (4.1)
1It need not always be an electron which plays the role of the scatterer in Compton scattering, any
charged particle will satisfy this mechanism. In this entire thesis however, an electron will always be
the scatterer.
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Figure 4.1: The inelastic scattering of a photon γ with wavelength λ and energy E by
an electron, as described by the Compton effect. The inelastic scattering results in a
photon with wavelength λ′ and energy E′. The angle of the scattering event is φ. The
scattering vector is defined along the z direction.
where λ and λ′ are the wavelengths of the incident and scattered photon respectively,
h is Planck’s constant, me is the mass of the electron, c is the speed of light and φ is
the scattering angle. In this picture, the electron is stationary, requiring its momentum
to be zero (|p| = 0). The scattering vector is defined to point along the z direction as
the simplifies the formulae defined later. It is often more useful to write this equation
in terms of the respective energies of the photon, in which case the Compton shift is
defined as
E′ =
E
1 + (E/mec2)(1− cosφ) . (4.2)
This shift in energy can be directly observed on a Compton scattering experiment by
observing the spectrum measured as shown in figure 4.2. Here, the large, lower energy
peak corresponds to the photons inelastically scattered by the electrons in the sample.
These photons will experience a Compton shift in their wavelength and hence, will have
energy E′. The small peak at high energy is the elastic line which corresponds to the
photons which have been elastically scattered by the sample. These photons will not
experience a Compton shift in their wavelength resulting in their scattered energy being
the same as the incident photon energy, E. The peaks experience a broadness due to
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Figure 4.2: Energy spectrum of a TbMn2O5 sample measured on the BL08W beamline
at SPring-8. The scattering angle is ∼ 173 ◦. The left peak is the Compton profile and
the right peak is the elastic line. The difference between these two peaks is the Compton
shift.
the electronic motion in the sample.
4.1 History of Compton Scattering
4.1.1 Discovery of the Compton Effect
With the proposal of the Photoelectric effect by Einstein, much debate still surrounded
the properties of radiation. Experiments such as the double slit experiment suggested
that light acted much in the same way a wave might whilst the photoelectric effect
suggested light had the properties of a particle. Between 1921 and 1922, Arthur H.
Compton performed X-ray scattering experiments which gave very explicit evidence
for the particle like properties of light. Compton used Mo Kα X-rays on samples of
pyrex and graphite, and observed their shift in wavelength. He found that the shift
was proportional to sin2(φ/2) and was able to generalise the relationship by deriving
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the expression in equation 4.1. In 1923, these findings were later published in Physical
Review.47 The absolute evidence that light has particle-like properties was rewarded by
the Nobel Prize in 1927 for the ”discovery of the effect named after him”.48
4.1.2 Early probing of the Electron Momentum Density
While the Compton effect’s discovery made a monumental change to the intellectual
landscape at the time, the applications of the effect weren’t considered until the very
early 1930s when DuMond recognised the importance of the electron motion in pro-
ducing the Doppler broadened spectra. Measuring the Compton profile of a Be sample
with monochromated Mo Kα radiation, DuMond showed that the classical Maxwell-
Boltzmann and Bohr-Sommerfeld models were inadequate in describing the measured
Compton Profile. It was only with a new model, incorporating Fermi-Dirac statistics
and a dependence on the Pauli-exclusion principle, did the theoretical description agree
with the experimental data.
Only in the wake of very high energy synchrotron sources did high resolution Compton
scattering start to become harnessed. As will be seen in the following sections, the
incident X-ray energy has a huge impact on the quality and resolution of the data
collected.
4.2 Scattering Cross-sections
Equation 4.1 derived by Compton is for when the electron is stationary. Electrons in
materials do have motion and is evident in the broadening of the measured peaks in
figure 4.2. For electrons which experience transfers in energy greatly above that of the
binding energy, the interaction between the photon and the electron will be impulsive.
For a reference, the energy of the X-rays produced on the BL08W beamline are ∼ 220
keV. This means the potential the electron finds itself in before and after the interaction
is the same, or more succinctly, the electron does not experience an excitation. With
this impulse approximation, only the kinematics of the interaction need to be considered,
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and the change in energy can be written as
E′ − E = ∆E = 1
2me
[
p+ ~(k− k′)]2 = ~2q2
2me
+
~q · p
me
(4.3)
where p is the initial momentum of the electron and q = k−k′, the difference between the
incident and scattered wavevectors of the scattered photon. This equation is essentially
the energy lost as a result of the photo-electron interaction. The first term is the
Compton shift as mentioned previously, only this time, there is an additional Doppler
broadening term which scales linearly with the electron momentum p.
It is now important to study the scattering cross-section for a Compton Scattering
event. The scattering cross-section describes the strength of the interaction between
the particles. To be more succinct, the scattering cross-section describes the likelihood
of a scattering event occuring - it can be normalised to be a probability. For classical
scattering (Thomson scattering), the cross-section is given by
(
dσ
dΩ
)
Tom
=
r2e
2
(1 + cosφ) (4.4)
where re is the classical (or Lorentz) radius of the electron. However, this does not take
into account relativistic effects associated with the incident photon nor the scattering
electron. As the incident energy increases towards a substantial fraction of mc2, the
Thomson scattering cross section becomes less valid. Klein and Nishina proposed a gen-
eral form of the photon-electron scattering cross section, taking into account relativistic
effects which the Thomson cross-section fails to incorporate.49 The Klein-Nishina (KN)
cross section is defined as
(
dσ
dΩ
)
KN
=
1/2r2e
[
1 + cos2 φ
][
1 + 2 sin2 φ/2
]2
{
1 +
42 sin4 φ/2[
1 + cos2 φ/2
] [
1 + 2 sin2 φ/2
]} (4.5)
where  = E/mec
2. Plotting the KN cross-section for different incident energies is
shown in figure 4.3. Here we can see that for very low energies, the cross-section tends
towards that of a cosine function (as the cross-section is proportional to cosφ in the
Thomson scattering regime). For higher energies, the cross-section becomes more and
48
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Figure 4.3: Klein-Nishina cross-section as a function of angle. As the incident energy
E increases, the amount of back scattering drops drastically. For very low energies, the
curve becomes more symmetric, reminiscent of the classical Thomson cross-section.
more asymmetric as relativistic effects play a more crucial role. As a result, the amount
of back-scattered radiation diminishes greatly.
The KN cross-section however does not depend upon any parameters relating to the
target electron (it is still considered stationary). The Compton scattering cross-section
needs to be defined in order to give a more adequate description of the interactions at
play during a Compton scattering event.
In 1954, Lipps and Tolhoek examined the work by Klein and Nishina but to take into
account the type of scattering depicted in a Compton scattering event.50,51 They pre-
sented the Compton scattering cross-section as
dσ
dΩ
=
r2e
4
(
k′2
k2
)[
(1 + cos2 φ) + (k − k′)(1− cosφ) + ξ1 sin2 φ− ξ3(1− cosφ)ςˆ · (k+ k′ cosφ)
]
(4.6)
which can then be separated into the charge and magnetic Compton scattering cross-
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sections as
(
dσ
dΩ
)
charge
=
r2e
4
(
k′2
k2
)[
(1 + cos2 φ) + (k− k′)(1− cosφ) + ξ1 sin2 φ
]
(4.7)
(
dσ
dΩ
)
mag
= −r
2
e
4
(
k′2
k2
)[
ξ3(1− cosφ)ςˆ · (k+ k′ cosφ)
]
. (4.8)
Here, ξ1 and ξ3 are Stokes parameters for the linearly and circularly polarised incident
photons respectively, and ςˆ is a unit vector for the direction of the electrons’ spin po-
larisation. This can be manipulated with the application of an external magnetic field.
The magnetic cross-section’s dependence on ξ3 is the reason circularly polarised X-rays
are required. Linearly polarised X-rays would give a weaker magnetic signal compared
to circularly polarised X-rays. This is because since the MCP is the result of a difference
measurement, keeping the helicity of the incident radiation fixed allows the magnetic
cross-sections to change sign with the reversal of the applied magnetic field. If linearly
polarised X-rays were used, this difference measurement would not be possible.
Investigating the ratio of the charge and magnetic cross-sections (equations 4.7 and 4.8
respectively) give valuable insight into the scattering angle dependence of the cross-
sections. The ratio of the magnetic signal to the charge signal is called the magnetic
effect, R, written as
R =
(cosφ− 1)ξ3 ~E
mec2
[
cosφ cosα+
E′
E
cos(φ+ α)
]
1 + cos2 φ+ ξ1 sin
2 φ+
~(E − E′)
mec2
(1− cosφ)
(4.9)
where α is the angle between the incident photon direction and the magnetic field.52
Figure 4.4 plots the magnetic effect against the scattering angle for a range of incident
energies. As can be seen, a large magnetic signal requires the scattering angle to be
as large as possible. It can also be seen that increasing the energy of the incident
photons greatly enhances the magnetic signal. The consequences of the magnetic effect’s
dependence on energy and scattering angle influences the design of a MCS experiment
in order to enhance the magnetic effect as much as possible.
These cross-sections are not able to provide anything which the experimentalist can
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Figure 4.4: The magnetic effect, R plotted against the scattering angle, φ. For the fixed
parameters, ξ1 = ξ3 = 1, α = (180 − φ)/2 where φ = 180, mec2 = 511 keV and ~ = 1.
The greatest magnetic signal is achieved when the angle and incident energy is large.
The line representing E = 220 keV is solid because this is the energy of the incoming
x-ray radiation on BL08w.
observe experimentally. While they provide insight into how the incident beam must be
chosen (the coupling of the linearly and circularly polarised components, the scattering
angle, the incident energy, etc.), they do not provide actual quantities which can be mea-
sured. For this, the Doubly Differential Compton Scattering Cross-Section (DDCSCS)
needs to be introduced.
4.3 The DDCSCS and Compton Profiles
4.3.1 The Doubly Differential Compton Scattering Cross-Section
The DDCSCS can be written as a linear combination of the two Compton cross-sections
as
d2σ
dE′dΩ
=
(
dσ
dΩ
)
charge
J(pz) +
(
dσ
dΩ
)
mag
Jmag(pz) (4.10)
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where J(pz) and Jmag(pz) are the charge and Magnetic Compton Profiles (MCP) respec-
tively.53 They are one dimensional projections of the electronic and spin momentum
densities, along the scattering vector z, defined as
J(pz) =
1
n
∫∫ ∞
−∞
ρ(p)dpxdpy (4.11)
Jmag(pz) =
1
µ
∫∫ ∞
−∞
(
ρ↑(p)− ρ↓(p)
)
dpxdpy (4.12)
where ρ(p) is the momentum density of the electrons, ρ↑(p) is the momentum density
of the electrons polarised to be spin up, and ρ↓(p) is the momentum density of the
electrons polarised to be spin down. If the area under J(pz) is normalised to the number
of electrons per formula unit (the atomic number), the area under Jmag(pz) will be the
spin moment per formula unit, µspin, i.e,
∫
J(pz)dpz = Z (4.13)∫
Jmag(pz)dpz = µspin. (4.14)
The reason magnetic Compton scattering is a probe of solely the total spin moment and
insensitive to the magnetic orbital moment of a system is another consequence of the
impulse approximation. Due to the very high energies involved, the interaction time is
too short for the orbital motion of the electrons to be sensed .54 This makes MCS an
excellent probe of not only the spin moment of a system, but of a system’s ground-state
phenomena too. No excitations are observed using this technique.
Jmag(pz) can be separated from J(pz) due to its dependence on ξ3. Coupling to ξ3 with
the use of incident circularly polarised radiation means that the experimenter has two
terms which can be reversed (have their sign changed) in order to isolate the MCP. The
first way is by changing the helicity of the incident radiation. The second way is by
reversing the magnetisation across the sample, changing the sign of ςˆ. Since the MCP
is the difference between the spin-up and spin-down momentum densities, computation
of the MCP causes a complete cancellation of any charge affects as well as background
contributions to the profile.
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4.3.2 Profile Shape
The Doppler broadening term in equation 4.3 means that the shape of the Compton
profiles is heavily dictated by the momenta of the electrons. Tightly bound, core elec-
trons have greater momenta compared to more delocalised electrons which are reflected
in the larger contributions to the MCP at lower momentum. Figure 4.5 compares the
theoretical Relativistic Hartree-Fock (RHF) profiles of the Co 3d orbital and the Ce
4f orbital. The Co 3d profile is more narrow than the Ce profile due the magnetic,
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Figure 4.5: Theoretical Relativistic Hartree-Fock MCPs calculated for the Co 3d and
Ce 4f bands. Both profiles have been normalised to the same area. The Ce 4f electrons
are more localised than the Co 3d electrons and so, the Ce profile is broader than the
Co profile.
unpaired electrons of Co occupying the 3d band. These d electrons are very delocalised
and therefore, have a lower momenta, giving greater contributions to the MCP at low
momentum values. Conversely, the Ce 4f profile is broader, indicating that instead, the
magnetic electrons contributing to the profile are more localised. The real-space wave-
function ψ(r) is related to the momentum-space wavefunction ψ˜(p) by a 3D Fourier
transform. A very broad, delocalised wavefunction in r will have narrow features in p.
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The momentum density ρ(p) is then explicitly defined as
ρ(p) = |ψ˜(p)|2 = 1
(2pi~)3
∣∣∣∣∣
∫ ∞
−∞
ψ(r)e−ip·rdr
∣∣∣∣∣ (4.15)
Studying the broadness of a MCP is important in identifying the contributing electrons,
especially when studying heavier elements and compounds comprised of these elements.
An example of this can be seen in the work of McCarthy et al. where the superposition
of a Sm and Mn RHF profile is required to describe the experimental MCP.55
4.4 Experimental Magnetic Compton Scattering and Data
Analysis
Following the detailing of the theory of MCS, it is now important important to discuss
how an experiment is carried out at the synchrotron. The general experimental proce-
dure is described here. Samples are loaded into a Variable Temperature Insert (VTI)
which is placed inside the magnet upside-down. This geometry needs to be accounted
for when aligning samples as the rotations about certain axes will need to be reversed.
Once the sample is loaded and rotated into the correct alignment, the beam hutch can
be closed and the sample can be aligned. After the alignment has been achieved and
the required input parameters have been specified (magnetic field, temperature, scan
number, etc), the experiment can be initiated. Typically, the number of scans is set to
15. This means there will be 15 scans before the field is flipped. The first field (positive)
is denoted A whilst the negative field direction is denoted as B. For efficiency, scans 16
to 45 are all B fields to save time on flipping. Scans 46 to 60 are A fields. Having an
equal number of A scans to B scans simplifies the normalisation of the MCPs.
Correctly calibrating MCS data is crucial to obtaining accurate results. The first level
of data processing comes from normalising the count rates obtained for the measured
Compton profiles. Figure 4.6 plots the raw Compton profiles of a Ni measurement.
The only post-processing performed has been this initial normalisation. The peaks
of the Compton profile and the Pb Kα1,2 and Kβ1,2 fluorescence are shifted for the
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Figure 4.6: Unprocessed Ni [100] data collected at 1.7 K using an applied magnetic
field of 1 T. Only 5 of the 10 detectors are shown for clarity. The different Compton
profile peaks are in different positions due to needing calibration. This is accented by
the shifting of the Pb Kα1,2 and Kβ1,2 peaks which are very well defined in energy. It is
these fluorescence peaks which are used for calibration.
different detectors. In order to correct this, the energy spectra are calibrated based on
the energies of the Pb absorption edges.56 Since the absorption edges are well known,
Gaussian profiles are fit to the energy peaks for the Pb. From this, the channel number
of the peak can be determined and an energy calibration can be generated.
4.4.1 Relation between electron momentum and scattered photon en-
ergy
To move from an energy scale to a momentum scale along the scattering vector pz, the
relation derived by Holm57 can be used,
pz =
 |q|
2
+
(E′ − E)
2
√
1 +
2mc2
E′E(1− cosφ)
 · 1
αmc2
. (4.16)
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A factor of 1/αmc2 = 0.26817 is necessary to give pz in terms of atomic units (a.u.) and
the energy in kilo-electron volts (keV). The scattering vector length, |q| is defined as
|q| = |k1 − k2| =
√
E′2 + E2 − 2E′E cosφ. (4.17)
Assuming the peak of the Compton profile has momentum pz = 0, the scattering angle
φ can be determined using the Compton equation (equation 4.2).
Using Holm’s relation, the experimental data can now be accurately converted from an
energy scale to a momentum scale. The next step is to sum the individual detector
datasets (with the purpose being, to sum the individual detector’s Compton profiles).
4.4.2 Detector quality using the Fisher-Pearson function
Out of the 10 detectors used, it is often the case that one or more will exhibit sub-optimal
performance and create anomalous results. This is detrimental to the data quality of
the MCP as non-physical artefacts can appear in the MCP’s shape. As a result of this,
it is very important to analysis the shapes of the detectors’ Compton profiles and decide
which detectors should not be included when summing the datasets.
A more quantitative way to perform this is to study the skewness of the Compton
profiles. Since all the count rates are normalised, the low count rate of certain detectors is
not necessarily indicative of poor performance. Skewness however is a strong indication
that a detector is under-performing as the Compton profile must be symmetric (it must
not be skewed). This is because there should be an equal number of electrons moving
in one direction to another. It is unreasonable to assume the electrons will have a bias
for a certain direction.
The Fisher-Pearson function58 is a quantitative way to gauge the skewness of a distri-
bution. The Fisher-Pearson coefficient of skewness γ1 is defined in terms of the second
56
and third moments around the mean (m2 and m3 respectively), as
γ1 =
m3
m
3/2
2
=
1
n
n∑
i=1
(xi − x¯)3[
1
n
n∑
i=1
(xi − x¯)2
]3/2 (4.18)
where n is the sample size and x¯ is the mean.
For a perfectly symmetric distribution, γ1 will have a value of 0. Any deviations from
0 indicate either positive or negative skewness to the distribution. Therefore, detectors
which have a skewness close to 0 have a better performance than those which have
a skewness deviating significantly from 0. Detectors with a large deviance should be
neglected from the summation. Secondary to the analysis of the skewness is a comparison
of the detectors’ count rates. Significant variations in the count rates for each detector
could suggest an issue with the scattering geometry of the experimental setup (or instead,
an under-performing detector).
Finally, it is important to the compare the individual spectra for each detector. Any
missing features or glitches in the spectra (such as discontinuities) could be symptomatic
of data collection or detector issues. Identifying these issues is important to ensure a
high quality set of data.
4.4.3 Magnetic Compton Profile Calculation
As seen in equation 4.12, to compute the MCP, the difference between the spin up and
spin down polarised Compton profiles must be computed. After taking the difference, a
symmetric MCP is generated as pictured in figure 4.7(a). The statistics of the MCP can
be improved by exploiting the fact that the profile is always symmetric. By folding the
profile and binning the data points (since this will double the number of data points),
the statistics can be improved. In figure 4.7(b), the MCP has been folded and binned
to produce the folded MCP.
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Figure 4.7: Comparison of unfolded and folded MCPs for a measurement of Ni [100] at
1.7 K in a field of 1 T. The symmetric nature of the MCP can be exploited in order
to enhance the statistics of the MCP. Plot (a) is the unfolded Ni MCP and (b) is the
folded Ni profile. The data points have also been binned in order to enhance the statistics
further.
4.4.4 Error Propagation
The errors for a Compton profile are calculated using Poisson Counting statistics.59 If
an experiment yields a mean count of N , the best estimate of the error in this quantity
is
√
N . This error is propagated conventionally when the detectors are summed and the
profile folded, and binned.
4.4.5 Spin Moment Calculation
One of the key features of MCS is its ability to isolate the spin moment µspin of a
magnetic system. The spin moment calculation is dependent on the flipping ratio F . F
is defined as
F =
I↑ − I↓
I↑ + I↓
(4.19)
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where I↑ and I↓ are the integrated intensities for the spin up and spin down Compton
profiles respectively. To obtain the µspin from the flipping ratio, a calibration must
obtained since the various experimental parameters which dictate the values of the
measured quantities will be subtly different each experiment. Using a sample with a well
known and well studied spin moment as a calibration tool is imperative for extracting
an accurate flipping ratio and subsequently, an accurate spin moment. Historically (and
presently), this calibration sample is Ni, which has a spin moment of 0.56 µB
60.61 The
equation to calculate the spin moment of a sample µS is
µS =
FS
FNi
× ZS
ZNi
× 0.56. (4.20)
where FS is the flipping ratio of the sample, FNi is the flipping ratio of the Ni calibration
sample, ZS is the atomic number of the sample and ZNi is the atomic number of Ni.
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4.4.6 Experimental Resolution
The resolution of the projected momentum density along z is calculated using
∆pz =
√(
∂pz
∂E1
∆E1
)2
+
(
∂pz
∂E2
∆E2
)2
+
(
∂pz
∂φ
∆φ
)2
. (4.21)
The experimental resolution is dependent on three terms: the energy broadening of the
source, the energy broadening of the detector and an energy broadening term due to the
geometry of the set up, respectively. It is this detector term which plays a dominate role
in the experimental resolution. Charge-coupled devices (CCD) perform more optimally
in this regard and so are often used in Charge Compton Scattering experiments to
give a superior resolution. Unfortunately, their count rates are very low and so, solid-
state based detectors are used for MCS experiments. While they offer worse resolution,
they boast higher count rates which improve the statistics on the collected data. The
apparatus on the BL08W allows an experimental resolution of 0.44 a.u. This value is
useful when convoluting theoretically calculated MCPs.
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4.5 Complementary Techniques
4.5.1 Laue Diffraction
MCS is very useful when used to study the various anisotropic magnetic phenomena
inherent to the target sample. For example, Co2MnSi (studied in Chapter 6) was mea-
sured along three different directions, giving very different MCP shapes along each. In
order to measure these different crystallographic directions, the sample must first be
aligned accurately. This is achieved using Laue diffraction.
Using Laue Diffraction, X-rays are scattered off the target sample (placed on a goniome-
ter) into a camera. The captured image is indicative of the crystallographic orientation
of the sample. By adjusting the goniometer appropriately, the sample can be rotated
into the correct orientation and mounted. This section will focus on the Back-reflection
Laue method (the camera is between the X-ray gun and the sample).
Bragg’s law relates the X-ray wavelength λ, the interplanar distance d and the scattering
angle θ by
nλ = 2d sin θ (4.22)
where n ∈ N>0 is the planar index. The scattering angle for constructive interference is
there 2θ. Laue diffraction only depends on the fact that the X-rays are back-scattered off
the sample. Since d and θ are fixed, all crystallographic planes will contribute to a Laue
spot. These spots are characteristic of the crystal’s symmetry and aid in the alignment
of the sample. Figure 4.8 gives the Laue diffraction pattern of a Sr3Ru2O7 sample in
the [100] direction. The camera has been centered on a high symmetry direction. This
is indicated by the numerous white spots which are converging on the center of the
image. Examining the image closer reveals that the spots converge on other points too.
Aligning the crystal so that rotations of the sample around its z axis find other high
symmetry directions is very important when attempting to measure anisotropy in the
sample using MCS.
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Figure 4.8: Back reflected Laue diffraction pattern of a Sr3Ru2O7 along the [100] direc-
tion. The exposure time was a period of 10 minutes.
4.5.2 SQuID Magnetometry
While MCS is a direct probe of the spin moment of a magnetic system, the Supercon-
ducting Quantum Interference Device (SQuID) can be used to measure the total moment
of a magnetic system. A measurement is performed by moving the sample through a
set of superconducting coils, located inside a magnet. As the sample moves through
the coils, an electric current is induced onto the coils. The coils and the SQuID itself
form a closed superconducting loop. Any change in current caused by the induction is
proportional to a change in magnetic flux.
The SQuID magnetometer can perform MvH (magnetic field vs applied magnetic field)
measurements as well as MvT (magnetic field vs temperature) measurements as a means
to characterise the sample’s magnetic properties.
4.5.3 VSM
A Vibrating Sample Magnetometer (VSM) is another type of magnetometer which has
been used for CeB6’s magnetometry (chapter 7). The VSM was used instead of the
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SQuID because it can be cooled down to lower temperatures compared to the available
SQuID magnetometers. Inside a uniform magnetic field, the sample is vibrated sinu-
soidally perpendicular to the applied magnetic field. The oscillating magnetic field of
the sample induces a voltage in the detection coils. The voltage generated in these coils
is proportional to the sample’s total magnetic moment and as a result, MvH and MvT
measurements can be made much like a SQuID magnetometer.63,64
4.5.4 Energy Dispersive X-Ray Spectroscopy
Energy Dispersive X-ray Spectroscopy (EDX) is a technique for determining the com-
position of a material. The principle behind EDX characterisation stems from the fact
each element has a unique atomic structure. The different binding energies associated
with the electrons of each element can be measured and weighted in order to form a
qualitative characterisation of the material.
A high energy beam of charged electrons or an X-ray beam is focused incident to the
sample. The bombardment of particles is essentially the photoelectric effect, removing
electrons from the sample and creating electron holes in their place. When a higher state
electron loses energy to fall down into this hole, an X-ray - characteristic of the element,
is emitted. From the various counts obtained from different atoms in the sample, the
EDX software will be able to calculate the compositional properties of the material.
While EDX is a very good gauge for the basic composition of a material, it in general
is not an accurate tool for gauging the stoichiometry of the material as it can measure
atomic weightings to an accuracy of approximately ±10%. While atomic structure is
unique for each material, the measured binding energies of atoms can often be very
similar, causing their EDX spectral peaks to overlap, creating a large error when inte-
grating.65
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Chapter 5
The SPring-8 Synchrotron and
the BL08W Upgrade
The majority of the work performed in this thesis has been collected and studied at the
SPring-8 synchrotron’s BL08W beamline in the Hyo¯go prefecture, Japan. An important
objective of this project was to upgrade the original cryostat on the BL08W beamline
of SPring-8 to the 9 T Oxford Instruments magnet which was shipped from the ESRF
synchrotron in Grenoble, France. The result of this upgrade enabled a much larger range
of physical phenomenon to be studied due to increased experimental capacity.
This chapter discusses the SPring-8 facility and the BL08W beamline. Subsequently,
some background behind synchrotron radiation is discussed in addition to some of the
most important components of the beamline, followed by some documentation of the
magnet upgrade and revisions to the software which were required. Finally, the last
section documents many of the software elements which are integral to the running and
operation of an MCS synchrotron experiment.
5.1 SPring-8 Overview
The Super Photon Ring 8 GeV (SPring-8) is one of the most powerful synchrotron
facilities in the world. The SPring-8 synchrotron requires a Linear Accelerator (linac)
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to be used as an injector for the synchrotron, accelerating electrons to about 1 GeV
before being injected into the booster synchrotron. Inside the synchrotron, the electrons
are then accelerated further to 8 GeV before being injected into the storage ring for
experimental usage. The storage ring is 1436 m in circumference and is comprised of
cells. Each cell is about 30 m long and contains two bending magnets, 10 quadrupole
magnets and 7 sextupole magnets. These cells are divided by straight sections and
it is here where insertion devices are installed for each beamline. The linac, booster
synchrotron and storage ring have been labelled on the map provided in figure 5.1.
Inside the storage ring is where the various beamlines are located. The beamline which
Figure 5.1: Map of the SPring-8 campus (image courtesy of To¯hoku University).
has been used for all MCS experiments described in this thesis is BL08W.
From studying equations 4.8 and 4.9, it can be seen that in order to improve the resolu-
tion of the experimental MCP, not only is a high energy incident beam required, but also
a large scattering angle and circularly polarised radiation incident to the sample. Due
to the high energy demands of magnetic Compton scattering (see figure 4.4), it is very
important that the synchrotron provide very high energy circularly polarised photons.
This is the reason why the BL08W beamline of SPring-8 is used for MCS experiments,
no other source provides high enough energy, circularly polarised X-rays.
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5.2 Synchrotron Radiation
The reason why high energy X-ray radiation is so important and demanded is due to
its probing capacity. X-rays can probe deep into a sample (the degree of penetration is
related to the energy of the photon and the electron density of the sample) and are also
non-destructive (they do not make permanent changes to the material). X-rays can also
however, be made to probe only the surface of a sample when made incident through
shallow angles. As such, X-rays are excellent at both, bulk measurements, and surface
sensitive measurements. High energy X-rays can also be diffracted by the periodic lattice
of crystals due their very short wavelengths (E = hc/λ) and so, many different kinds
of diffraction phenomena can be studied. Lower energy X-rays and UV photons can
be used to study the binding energies and electronic properties of materials.66 Finally,
as seen in chapter 4, high energy X-rays are an absolute necessity when it comes to
collecting high quality magnetic Compton scattering data.
Synchrotron radiation (SR) is generated tangentially to the velocity vector v of an
electron. An electron accelerating around the storage ring generates SR in a very broad
range of photon energies (from microwaves, to hard x-rays and γ-rays). Such a wide
spectrum of different electromagnetic phenomena simply cannot be produced in other
sources, especially photons in the ultraviolet (UV) / hard x-ray range. Hard x-rays
production in particular has no rival.67 The SR used for the experiments described
in this thesis is generated entirely using bending magnets. These magnets are located
around the storage ring, causing the electrons to travel radially at relativistic speeds
(γ  1). SR created by such means is excellent because of its spectral range, intensity,
polarisation and collimation. The highly collimated light is a result of the relativistic
aberration.
In the laboratory’s frame of reference (denoted S′), the SR is relativistically aberrated
(|v| ∼ c), resulting in a higher spectral flux1 radiated parallel to v. The relativistic
1Spectral flux is not the only term used to quantify the quality of the emitted SR. A more common
term is brilliance which is a slightly different quantity defined as the number of photons produced per
second, within a solid angle of 1 (mrad2), per cross-sectional area (mm2), falling within an energy
bandiwdth of 0.1 %.68
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aberration formula is
tan θ =
sin θ′
γ(cos θ′ + β)
(5.1)
where β = v/c.69 This function has been plotted in figure 5.2. For larger values of
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Figure 5.2: The relativistic aberration of photons emitted from an electron accelerated
through a synchrotron. For simplicity, β has been set equal to 1. For large γ, almost all
emitted radiation is forwardly projected.
γ, the radiated photons start to point more forwards (along v). Schematically, the
effect of this relativistic aberration is as shown in figure 5.3. For an electron orbiting
the synchrotron ring at non-relativistic speeds (|v|  c), the emitted SR travels in all
directions. At relativistic speeds however, the headlights effect arises where the SR is
generated almost directly parallel to v. It is due to this mechanism that synchrotron
sources create radiation with brilliance several orders of magnitude larger than other
radiation generation methods.
The spectral range of pure SR is very wide (a large range of frequencies are available).
To correct this, a second stage of tuning is required before the SR can be utilised in
experiments on the beamlines. The radiation needs to pass through an insertion device
66
e−
v
a
γ
B
Figure 5.3: Schematic of an electron inside the storage ring of the synchrotron, emitting
SR forwards due to the effects of relativistic aberration.
which in addition to focusing the beam, generates more flux.
5.2.1 Insertion Devices
Third-generation synchrotrons are notable for their inclusion of multiple so-called In-
sertion Devices (IDs), located at straight sections between the bending magnet sections
of the synchrotron. The purpose of an ID is to generate even more flux and brilliance
from the electron beam than from just solely the bending-magnets of the storage ring
alone. This is done by oscillating the electrons along a path using an array of alternately
polarised magnets.
IDs are characterised by how drastically the electrons are forced to deviate from their
initial, straight path. An undulator creates very small oscillations in the initial path
whereas a wiggler creates large oscillations (the path becomes wiggly). Quantitatively,
IDs are distinguished by their Strength parameter, K, defined as
K =
eB0λID
2pimec
(5.2)
where B is the strength of the insertion device’s magnetic field and λID is the period
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of the magnets along the insertion device.70 For K  1, the oscillation in the motion
of the radiation is small and hence, the insertion device is an undulator. For K  1,
the oscillation in large and the insertion device is a wiggler. The limit of 1 is actually
arbitrary and at K ∼ 1, the ID presents characteristics of both an undulator and a
wiggler. Figure 5.4 schematically compares the two different types of ID.
(a) Undulator
(b) Wiggler
Figure 5.4: Schematic representations of an undulator and wiggler ID. The extent of the
oscillations of the electrons’ path have been greatly exaggerated but the principle re-
mains. As a result, undulators produce a highly concentrated (large flux and brightness)
beam of SR with a narrow spectrum, whereas the wiggler produces a less concentrated,
broader SR beam.
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Undulator
The undulator produces a beam of radiation across a narrow spectrum due to the very
small oscillation produced in the electron path. This causes the radiation cones to over-
lap and interfere with each other. Only certain wavelengths will interfere constructively
and so the undulator will produce one fundamental frequency of radiation together with
less intense, higher harmonic frequencies. The undulator’s spectrum consists of a set of
narrow lines, equally spaced by ∆E, defined as
∆E =
2hcγ2
λID
(
1 + K
2
2
) . (5.3)
Varying K enables the experimentalist to tune the insertion device to a specific set
of energy bands. K’s dependence on λID means the gap between magnetic poles can
be varied to choose the required energies for the experiment. For low values of K, the
energy spectrum will be dominated by the root harmonic. As K is increased, the angular
spread increases and so, more harmonics begin to appear.
Not only does the spacing of magnetic poles λID have an effect on the spectral properties
of the undulator produced radiation, but so to does the number of periods N produced
by the 2N magnets of the undulator. The on-axis peak intensity In of the n
th harmonic
of the undulator radiation is defined as
In = αN
2γ2
∆ν
ν
I
e
Fn(K) (5.4)
where α is the fine structure constant, ∆ν/ν is the relative spectral bandwidth of the
harmonic peak, I is the current and Fn(K) is the tuning function. As a result of I ∝ N2,
the intensity scales greatly with the number of magnetic pairs in the undulator.
Wiggler
While the undulator produces a narrow spectrum of different specific wavelengths, the
wiggler produces a smooth continuum. Wiggler-produced radiation does not overlap like
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the radiation produced with an undulator as the angle of the electron path is too large.
Wigglers therefore provide very high-power X-ray beams with a broad spectral range
and so, the heat load applied to apparatus such as the monochromator can be very high.
Carbon, due to its very high vaporisation temperature, is often used to absorb much of
this unwanted radiation in order to protect the hardware down the ID line.71
Both types of insertion device produce linearly polarised radiation due to the symmetric
design - the right-handed and left-handed circularly polarised radiation cancel out. In
order to generate circularly polarised radiation, two methods can be employed:
1. Come off-axis, where the incident beam is not measured directly but instead, a
component of the beam is measured at a certain angle.
2. Make the ID asymmetric.
Method two is preferred since coming off-axis affects the countrate significantly.
Intense circularly polarized X-rays are created using either an elliptical multipole wiggler
(EMPW)72 or an asymmetric multipole wiggler (AMPW).73 Both types of wiggler incor-
porate an asymmetric array of magnets in order to generate circularly polarised X-rays.
The EMPW design is the type of wiggler used on the BL08W beamline at SPring-8.
5.3 The BL08W Beamline
All of the MCPs collected and presented in this thesis were collected on the BL08W
beamline at SPring-8. BL08W is the only beamline at SPring-8 which uses a wiggler for
its insertion device. Incidentally, BL08W is also the highest energy beamline at SPring-
8. The wiggler enables the creation of circularly polarised X-ray radiation which aids
in isolating the magnetic cross-section from the charge cross-section (section 4.3). The
X-ray energy range is 100 to 300 keV. Other than MCS and Charge Compton Scattering,
the beamline is also used for high energy Bragg scattering and high energy fluorescent
X-ray analysis.
The optics and experimental hutches are configured as shown in figure 5.5. The Elliptical
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Figure 5.5: Schematic of the BL08W optics hutch and experimental hutch.
Multipole Wiggler (EMPW) can produce either linearly or elliptically polarised X-ray
radiation. The X-rays are focused and monochromated using an assymetric Johann-type
monochromator. The incident X-ray radiation scatters of the target sample situated
inside the magnet where the scattered radiation strikes the detector.
5.3.1 Detector
The X-ray detector used on BL08W is a 10 Ge crystal solid-state detector.74 The 10
crystals are arranged around the beam-opening, forming a perfect circle. The crystal
arrangement allows for a scattering angle of∼ 173 ◦. It is beneficial to keep the scattering
geometry consistent for each detector as the inherent symmetry of this setup simplifies
the data analysis. The detector is cooled with liquid N2 and needs to be refilled daily
during an experiment. When an X-ray is absorbed, an electron-hole pair is generated
resulting in a charge pulse. This charge pulse is normalised using a pre-amp and analysed
using a 8190 channel multi-channel analyser (MCA) where the charge pulse is integrated
and converted into a voltage pulse. This voltage pulse’s value is proportional to the
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energy of the sample-scattered photon which is incident to the detector. The conversion
from the arbitrary channel number to actual photon energy is outlined in §4.4.
While the MCA is processing the charge pulse, any additional counts which contribute
to the energy spectra are ignored. This is due to a phenomenon called Dead-time. Dead-
time consequently prompts an efficiency problem to the experimentalist as one wishes
to reduce dead-time whilst keeping the count-rate as high as possible. This refinement
is generally achieved by reducing the size of the beam incident to the sample. Generally,
a dead-time of more than 10 % is unacceptable. The beam profile is controlled by the
XY slits in figure 5.5.
5.4 BL08W Magnet Upgrade
A primary objective of this project was the upgrade of the BL08W 3 T cryostat to the
Oxford Instruments 9 T Spectromag Magnet which originally resided at the ID15 beam-
line at ESRF in Grenoble, France. The ID15 beamline has been subjected to numerous
technical issues over the years of use and in addition, its ID is being change to one which
does not produce circularly polarised X-rays. Moving the magnet to SPring-8 presents
an opportunity to enhance the experimental capacity available when studying materials
on BL08W. Figure 5.6 graphically conveys this enhancement in experimental capacity.
Here, experimental capacity is defined as the area encompassed by the respective instru-
ment on the graph. The original cryostat could be cooled to a temperature of 6 K and
magnetised with an applied field of up to ± 3 T. In comparison, the Oxford Instruments
9 T Spectromag magnet can be cooled to ∼ 1.5 K and magnetised with an applied field
of up to ± 9 T2. A comparison of the old and new setups is shown in figure 5.7.
5.4.1 Oxford Instruments 9 T Magnet
The Oxford Instruments 9 T Spectromag system (project number 25167) is the mag-
net used for all the MCS experiments described within this thesis. The magnet has
2In practice, the maximum magnetic fields available are slightly lower because generally, the magnet
will quench before reaching such a high field. The cryostat is frequently quoted as being able to achieve
2.5 T and the Oxford Instruments Magnet will not be magnetised above 6.5 T.
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Figure 5.6: Graphical representation of the experimental capacities available for the 3 T
cryostat situated on BL08W and the Oxford Instruments 9 T Spectromag magnet which
was shipped from France. As can be clearly seen, the 9 T magnet massively increases
the range of phenomena which can be studied at BL08W compared to the 3 T cryostat.
a maximum possible magnetic field of ± 9 T which is positioned to be aligned along
the scattering vector. This means that when aligning samples for MCS experiments,
no additional translations or rotations are necessary to align a sample beyond its ini-
tial alignment. The sample’s temperature is controlled inside the VTI which can be
controlled using a third party temperature controller (a Lakeshore 336 Cryogenic Tem-
perature Controller). Operating the magnet is performed using an Oxford Instruments
IPS 120-10 Superconducting Magnet Power supply Unit (PSU). The PSU is interfaced
over a General Purpose Interface Bus (GPIB) controller with commands sent from the
beamline software. §5.5 discusses how this software works and details the various com-
mands sent to the magnet control system.
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(a) 3 T Cryostat (b) 9 T Oxford Instruments Spectromag
Figure 5.7: The old 3 T cryostat and the new 9 T Oxford Instruments Spectromag
magnet which replaced it.
5.4.2 Stray Field Precautions
A requirement for the usage of the new magnet on the beamline was that it must not
interfere with the current setup established there. This includes no effects to neighbour-
ing beamlines and more importantly, no effects whatsoever to the storage ring. Plotted
in figure 5.8 is the experimental data for the stray field strength of the magnet at 9 T.
The storage ring is located approximately 7 metres away from the magnet installation
point in the beam hutch. In order to calculate the strength of the stray field at this
distance, a slice was taken along the axis perpendicular to the storage ring and fit with
a function f(x) ∝ 1/r3.75 The results of this fitting are plotted in figure 5.9. The model
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Figure 5.8: Experimental data collected for the stray field strengths of the Oxford
Instruments 9 T magnet at different distances away from the magnet. The field strength
drops off as following an inverse cube law.
(a generalised inverse cube law) very adequately describes the experimental data. At a
distance of 7 m from the magnet (close to the storage ring of SPring-8), the field strength
is ∼ 1.4 × 10−5 T. This has no impact on the storage ring and as a result, the magnet
can be used on the beamline without affecting other experiments or storage ring.
5.5 Magnet Operation
The magnet (and the whole experiment) is controlled using software written specifically
for MCS experimental use. Elements of the software had to be rewritten after the magnet
upgrade in order to allow the software to interface with the new hardware. Figure 5.10
displays the main window of the program. The following is a description of the different
components of the software.
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Figure 5.9: Stray field data attenuated perpendicular to the SPring-8 storage beam.
The model calculates a field strength of 1.4×10−5 T when at a distance of 7 m away
from the magnet.
5.5.1 Experiment Control
Figure 5.11 contains the window elements which are directly related to controlling the
experiment. The parameters described here must be specified to run a MCS experiment.
• FILE specifies the name and location of the experimental files. Each cycle (and its
scans) are automatically named by the software. Giving a sensible filename prefix
ensures no confusion or complications arise.
• A [T] and B [T] specify the magnetic field magnitudes for the experiment. Spu-
rious results will occur if these values differ in magnitude. The software will not
allow values greater than 6.5 T due to the risk of the magnet quenching. If greater
fields are required, this limit can be modified in the source code.
• preset (sec) specifies how long each scan is (this is by default set to 60 seconds).
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Figure 5.10: Main window for the MCS experiment control software. This program
allows the experimentalist to control MCS experiments and enables full configuration
of the experimental setup. This means that the entire experiment can be controlled
without accessing the experimental beam hutch.
Figure 5.11: Experimental parameters used to perform a MCS experiment.
• Scans specifies how many scans per cycle the software will collect data for until it
flips the field (for example, 15 scans means there will be 60 scans total per cycle).
• num. cycles specifies the number of cycles the software will collect for until the
program stops. This limit is seldom reached and so can be ignored.
• START starts the data collection process.
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• STOP stops the data collection process.
• Time provides an approximate time for one cycle to be collected.
• Clear and its console window display the current status of the data collection
process. This is useful as it allows the user to halt data collection at an appropriate
time. Clicking Clear wipes the console window.
• Slit specifies the Height and Width of the incident beam with Read reading the
values from the beam controller and Set sending values to the controller.
• Stage allows the sample stage to be positioned so the sample can be centred on the
beam. Read and Set function identically to the Slit window. Sample alignment
will be covered in a further section.
5.5.2 Temperature Control
The temperature can be set using the interface in figure 5.12. This interface will also
plot the temperature for each scan during data collection. This is useful as it can be
clearly seen graphically if there’s spurious temperature control issues occurring.
Figure 5.12: Temperature control interface.
• A displays the current temperature of the LakeShore 336 temperature controller
unit (units: Kelvin) output from terminal A. B displays the output from terminal
B. When data collection is not active, values can be read by pressing the Read
button.
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• SetValue allows temperature values to be sent to the LakeShore. Input a value
into the corresponding textbox and click set to send the value to the LakeShore.
• GPIB must be selected to connect the software to the LakeShore unit.
• The graph below the LakeShore 336 section plots the read temperature against
time as a red line. This plot is automatically updated during data collection.
5.5.3 Magnet Control
This section of the interface allows the user to send commands to the magnet PSU. This
is very useful for benchmarking and testing purposes as well as reseting the software
should any issues occur. The magnet control window is presented in figure 5.13.
Figure 5.13: Magnet control interface.
• Magnet allows the user to set the magnetic field of the magnet to whichever value
is entered into the textbox. Clicking set sends the appropriate commands to the
magnet PSU and the magnet will start ramping.
• RESET will set the magnet’s field to 0 T whilst also resetting the various variables
which the software keeps track of to operate the manual. As a result, it is impera-
tive that when the STOP button is pressed in the experimental control section, the
RESET button is pressed before any further configurations are made.
• write and its respective textbox sends the input command to the magnet PSU.
This is very useful for benchmarking.
• read reads the output from any commands sent to the magnet PSU. Again this is
very useful for benchmarking. An important point is that the read button must
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be clicked twice. The first click reads the value from the PSU. The second click
wipes this value from the PSU’s memory. If this is not done, the PSU will buffer
these commands and spurious results will be produced.
• Clear clears the console window (to the left of the button). The console window
shows every single command sent to the magnet PSU when the Magnet controls
are used as well as during data collection. This is very useful when debugging.
5.5.4 Sample Alignment
This section of the interface helps in aligning the sample into the incident X-ray beam.
This is important as if the beam glances the sample (does not hit purely the sample),
it is difficult to normalise the data and the spin moment will be incorrectly determined.
Figure 5.14 presents the interface elements related to aligning the sample. Before ex-
Figure 5.14: Sample alignment section of the interface.
plaining the various interface elements, the alignment procedure will be explained.
To align a sample in the beam, the Compton scattering is measured for the current
sample position. As discussed in §4.4, various different types of X-ray energies will be
detected. In order to align the sample, typically a piece of Sn foil will be positioned
below the sample. This will fluoresce when exposed to the X-ray synchrotron radiation
and will show up on the energy spectra. By specifying and plotting how these regions of
energy change with sample position, the sample’s shape and position can be determined
and so, the alignment can be fixed on the sample.
• ROI specifies the region of interest in energy which will be plotted on the graph
(for example, the Sn fluorescence energy range can be specified. Another common
ROI is the Compton peak.
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• The Scan section controls the ranges the sample position will be moved so a
position profile can be measured. Z scans up and down the sample, X scans across
the sample.
• BEGIN and END specify the positions to scan to and from respectively. INTERVAL
specifies how many points will be measured between the two end points (and
therefore, is directly related to the resolution of the scan). In X, an interval of
2500 equates to 1 mm. In Z, an interval of 32500 equates to 1 mm.
• SCAN initialises the scan.
• CLEAR wipes all data from the graphs.
The plot generated when scanning across a sample in X is plotted in figure 5.15. As can
Figure 5.15: Sample alignment plot of the alignment of BaCuGeO. (a) and (c) are the
sides of the sample space windows. (b) is the sample and (d) is the Ba fluorescence used
to aid in finding the sample. The x axis represents the position in X of the sample and
the y axis represents the count rate.
be seen, when scanning the sample, the sample shape profile can be identified. Centering
on the profile will center the incident beam on the physical sample. By combining this
procedure with changes to the beam shape and height, the apparatus can be tuned to
give optimal measuring conditions.
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5.6 Concluding Remarks
5.6.1 Summary
Modelling the stray field effects of the 9 T Oxford Instruments magnet proved the mag-
net would make no impact on the electron beam during operation. This concluded that
the usage of the magnet on BL08W would not impact other experiments. The 9 T Ox-
ford Instruments magnet was shipped to the BL08W beamline of SPring-8 successfully.
Interfacing the magnet and the software was achieved by editing certain parts of the
code to send messages to the PSU over the GPIB interface. A significantly improved ex-
perimental capacity is now possible since the magnet can reach lower temperatures and
larger applied magnetic fields compared to the old cryostat. Examples of the improved
statistical quality of the data can be seen in chapters 7 and 8. Additional functionality
has been implemented into the control software such as the ability to benchmark the
experimental setup by sending commands to the system and counting time approxima-
tions, so experimentalists can be informed of the cycle duration.
5.6.2 Future Work
A downside to the larger experimental capacity is the effect large magnetic fields have
on the position of the sample inside the magnet. When flipping the magnetic fields, the
increased helium flow in the magnet caused the sample environment to shrink, moving
the sample’s position relative to the incident beam. This can be observed as variations in
the count rate as the beam hits less (or more) of the sample. This can produce difficulties
when normalising the collected data and can make determination of the spin moment
inaccurate if the incident beam moves off the sample due to this sample movement. This
issue could be resolved by upgrading the magnet to isolate the sample environment from
the helium flow when the field is flipped.
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Chapter 6
Spin Polarisation Investigation of
Co-based Full-Heusler Compound
Co2MnSi
High TC half metallic ferromagnets are of significant interest due to their application
in Spin Transport Electronics (Spintronics). This promising, emergent technology is
sensitive not only to the charge of the electron (as is the case in electronics) but also
the spin of the electron. It has been suggested that the introduction of a spin degree
of freedom will provide higher performance compared to regular semiconductor based
electronics as well as the potential for higher order transistor based technologies, de-
creased power consumption and non-volatility.76 The combination of MCS experiments
and theoretical work can be used to characterise a compound’s electronic structure. By
configuring the calculation (if necessary) to give an electronic structure which agrees
with the experimental data, insight into the compound’s degree of spin polarisation can
be obtained. The EMD of Co2MnSi was measured along three different directions on
the BL08W beamline at SPring-8. The system was modelled using the ELK FP-LAPW
and SPR-KKR DFT codes and compared to the experimental data. Along all three di-
rections and their anisotropies, the theoretical results exhibit very good agreement with
the experimental data, contributing to the evidence that Co2MnSi is a half metal. Most
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studies of these proposed half-metallic alloys have studied thin films of the material.
This work marks the first attempt to investigate the degree of spin polarisation in a bulk
material.
6.1 Introduction
Cobalt Manganese Silicon (Co2MnSi) is a Full-Heusler compound
77 (chemical formula
X2Y Z) predicted of having a half metallic character. This is characterised by a band
structure which possesses a metallic majority channel whilst simultaneously possessing
an insulating minority channel.78–82 It is also notable for having the highest Curie
temperature of the Heusler alloys with a TC of ∼985 K,83–85 suggesting that its magnetic
properties will be more robust at room temperature than the predicted half metals with
lower TC (such as NiMnSb
86). Co2MnSi crystallises into the L21 crystal structure with
lattice parameter 5.645 A˚.85,87–89 The L21 structure is distinct in that it consists of four
interpenetrating FCC lattices. In Half-Heusler compounds (chemical formula XY Z)
have the C1b crystal structure. The crystal structure of both these types of materials
have been plotted in figure 6.1.
6.1.1 Half-metallic Ferromagnets
It was in the early 1980s that the unusual magneto-optical properties of various Heusler
alloys were investigated via study of their band structure through the means of DFT.90
It was discovered that the intermetallic compound NiMnSb91 had an unexpected band
structure. Whilst the metallic and semiconducting (and insulating) band structures had
been familiar for much of the 20th century, this was the first time both states had been
observed in the same material. It was found that the electron majority states occupy
EF whereas there is the existence of a band gap in the minority channel. De Groot et
al. described these materials as being half metallic.90
Figure 6.2 presents the DOS for NiMnSb as calculated using DFT. The calculation
predicts the compound to have a 100% spin polarisation as indicated by the presence of
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cba
Figure 6.1: The full Heusler L2b structure. The X1 sites are labelled as , the X2 sites
are labelled as (absent in Half-Heuslers), the Y sites are labelled as and the Z sites
are labelled as .
a band gap in the minority channel. Due to this unique band structure, by definition,
a half metal must be a ferromagnet with an integer total moment M .1 The Slater-
Pauling rule92 is a useful tool in the prediction of half metals as it suggests that the
total spin moments are related to the number of valence electrons in the compound.
This relationship is described more succinctly in equations 6.1 and 6.2 where Mhalf and
Mfull are the total spin moments of the half and full-Heusler compounds (discussed in
the proceeding section) respectively, and Ze− is the total number of valence electrons in
the compound.
Mhalf = Ze− − 18 (6.1)
Mfull = Ze− − 24 (6.2)
For example, in the case of NiMnSb (which has 22 valence electrons), the predicted
total spin moment is 4 µB. In the case of Co2MnSi (which has 29 valence electrons),
1This statement is not a rigid definition. This is the case for materials which exhibit little to no
spin-orbit coupling (SOC). For the materials studied in this chapter, no spin-orbit interaction is expected.
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Figure 6.2: NiMnSb Total DOS calculated with the ELK FP-LAPW DFT code36 using
the Generalized Gradient Approximation exchange correlation functional. The black
arrows mark the Majority (↑) and Minority (↓) spin channels. At 0 eV there is no DOS
at EF in the minority channel (indicative of a semiconducting or insulating material)
whereas there is a non-zero DOS at EF in the Majority channel. This character of DOS
is archetypical of a Half-Metallic state.
this means the estimated total spin moment will be 5 µB.
6.1.2 Electronic Structure
The half metallic band structure observed in Co2MnSi arises from the interaction be-
tween the p electrons of the Si sp hybridised band and the d electrons of the hybridised
Co-Co bands and the Mn d band. The four sp bands can only be partially filled by the 4
valence electrons of the Si (valence 3s23p2) and as a result, 4 unoccupied states remain,
able to accommodate the available d electrons of the Co and Mn. Turning attention to
the transition metals of the system, neglecting the Mn atoms for now, the Co atoms sit
on a cubic lattice observing an octahedral symmetry (Oh) compared to the tetrahedral
symmetry (Td) of the whole crystal. The result of this is that some Co states will be
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localised exclusively on the Co sites. It is therefore sensible to initially focus on the
effects of the Co-Co hybridisation which can occur as a result of this symmetry and
then look at how these hybridised bands interact with the Mn d and Si sp bands.
Figure 6.3 shows the possible hybridisations between the two Co atoms following the
octahedral symmetry of the lattice. The eg orbitals (3dx2−y2 and 3dz2−r2) will only
Co Co
3dxy, xz, yz
3dx -y , z -r 2 2 2 2
2  eg
3dx -y , z -r 2 2 2 2
3dxy, xz, yz
3  t2g
3  t2g
u
2  eg
u
Figure 6.3: The possible ways in which the Co d orbitals can hybridise with each other.
couple to other eg orbitals because of the symmetry. This means these orbitals can only
interact with the eg bands of other 3d atoms such as the Co and Mn. This argument
also applies to the t2g orbitals (3dxy, 3dxz and 3dyz). As a result of this, the Co eg and
t2g orbitals form sets of doubly and triply degenerate bonding and anti-bonding orbitals
respectively when interacting with another Co atom.
In figure 6.4, the doubly degenerate Co-Co eg orbitals hybridise with the Mn eg orbitals,
creating a doubly degenerate eg orbital which sits very low in energy, together with an eg
anti-bonding orbital. The Co-Co t2g orbital hybridises with the Mn t2g orbital, creating
6 new orbitals: the triple degenerate t2g bonding orbital and the triply degenerate t2g
antibonding orbital. What now remains are the unoccupied Co-Co antibonding bands
t1u and eu. Since there are no longer any Mn d orbitals to couple with, these orbitals do
not hybridise with the Mn, instead sitting just below and above EF. This band picture
results in the opening of a small gap in the minority channel. The minority states close
to EF are localised at the Co and do not couple to the Mn.
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Figure 6.4: The result of the interaction between the Co-Co hybridised 3d orbitals and
the Mn 3d orbitals.
6.1.3 Probing the Half-Metallic state
The primary issue within the study of half-metallicity is experimentally observing the
state. Whilst various ab initio methods are very useful for predicting novel physics, the
vast majority of these calculations study the ground state properties of the system, in a
realm devoid of thermal excitations, or (as is often the case with transition metal based
materials), spin-orbit interactions. Spin polarisation whilst being a relatively simple
concept, is a challenging quantity to measure. One means of attempting to rigorously
define the spin polarisation of a system is the degree of spin polarisation (DSP), defined
as
Pn =
N↑vnF,↑ −N↓vnF,↓
N↑vnF,↑ +N↓v
n
F,↓
(6.3)
where N↑ (N↓) is the DOS at EF for the majority (minority) channel and vF,↑↓ is the
Fermi velocity. The index n dictates the different electrical transport regimes which
may contribute to the DSP. For n = 0, no transport regime is considered and the DSP
is defined purely in terms of the DOS. For n = 1, a ballistic electrical transport93 regime
is considered and for n = 2, a diffusive electrical transport regime is considered.94 As a
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result of these different regimes, the DSP value can change significantly depending on the
experimental technique employed and this is one such factor as to why experimentally
studying the spin polarisation is so difficult.
The techniques typically employed to measure the DSP are point-contact Andreev re-
flection (PCAR)95–98 and spin-resolved photoemission spectroscopy.99–101 Both of these
techniques are very surface sensitive and do not take into consideration the bulk stoi-
chiometry of the sample. This has historically caused widely varying experimental values
for the DSP in predicted half metals, finding the DSP to be as much as ∼90% less than
the theoretical value.102–107 Factors which may lead to a reduction in the experimental
DSP are atomic site disorder, poor stoichiometry and impurities in the sample.
6.1.4 Measurements of the DSP in Co2MnSi
While theoretically, Co2MnSi has been repeatedly calculated to be half-metallic, experi-
mentally, observation of the half-metallic state in the Heusler alloys has been unsuccess-
ful. Schmalhorst et al.108 studied the transport properties of Co2MnSi / AlOx / Co-Fe
magnetic tunnel junctions and measured an effective spin polarisation of 66 %. Herbort
et al.109 reported the spin polarisation of a Co2Cr0.6Fe0.4Al/AlOx/Co0.7Fe0.3 junction
to be only 67 %. The study of the Giant Tunneling Magnetoresistance in a Co2MnSi
/ AlO / Co2MnSi interface by Sakuraba et al.
110 reported a markedly higher 83-89 %
spin polarisation at 2 K. This value however collapsed upon heating the interface to ∼
50 K.
As of recent, interest has been renewed in Co2MnSi. Jourdan et al.
111 through the use of
in situ ultraviolet spin-resolved photoemission spectroscopy measured a spin polarisation
of ∼93% in Co2MnSi. Not only was the determination of a large DSP encouraging, but
additionally, comparison between their ab initio calculations and the experimental data
gave exceptional agreement.
Many studies have been performed on the conductive and potential half-metallic prop-
erties on thin films of Co2MnSi and other Heusler materials. As a result, they may not
be representative of the bulk of the crystal. Little work has been performed on bulk
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samples of the Heusler materials. This work details how MCS can be used to determine
the degree of spin polarisation in the sample. We present the first bulk determination
of the DSP by employing MCS on a bulk sample of Co2MnSi.
6.1.5 Determination of the Spin Polarisation using Magnetic Compton
Scattering
MCS can be used in determining the DSP of a material through the combination of
experimental work and theoretical calculations. By fitting a theoretical MCP to the
experimental data, the agreement between theory and experiment infers faith in the
model. By tuning the model to the experimental data, insight into the electronic struc-
ture can be gained. This means that while MCS is not a direct probe of the DSP
experimentally, the interplay between theoretical calculations and experimental work,
and the agreement (or disagreement) between these two different paradigms gives valu-
able insight into the DSP and underlying electronic structure. To be more succinct, by
making subtle changes to the band structure of the model, the model can be greatly
enhanced to improve the agreement between the experimental and theoretical MCPs.
The DSP can then be extracted from the most successful model. Unlike other methods
of determining the DSP (as outlined in §6.1.3), using MCS to determine the DSP is per-
formed exclusively on bulk samples, as opposed to the thin film work which dominates
much of the literature.
To improve the confidence in the fitting, several directions need to be measured and
compared to theoretical profiles simultaneously. This also enables the agreement be-
tween the theoretical and experimental anisotropies in the EMD to be studied. Unlike
the measured MCPs, the 1D anisotropies will be comprised of only the itinerant elec-
tronic EMD contributions. These contributions are well described using DFT and can
be used as an additional layer to critique the theoretical-experimental agreement.
In the following work, we have measured three directions. The anisotropies for both
the experimental data and the theoretical calculations have been calculated totalling six
data sets which seek agreement with the theoretical calculations.
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6.2 Crystal Growth and Characterisation
6.2.1 Composition
Stoichiometry of the Heusler compounds plays a significant role in the various observable
properties in the materials due to changes in the band structure. The Heuslers have been
theoretically observed to undergo shifts in their band structure as the stoichiometry is
altered.112–114 This work has used two different methods to probe the disorder of the
sample. EDX and powder XRD. The latter technique is a significantly more involved
process which has been discussed in §6.5.
The EDX results find that compositionally, the sample used has a potential excess of
Si which populates the Co sites. This measurement was performed using an area scan,
in which a region of the sample is specified and measured by the equipment as opposed
to one very specific point on the sample. The ratio of Co to Mn to Si was found to
be 48/25/27 suggesting the possibility of a small disorder introduced to the Co sites
with Si. However, EDX as suggested in the §4.5.4 is unreliable for high precision atomic
weightings.
Along with the general inaccuracy of the EDX technique, EDX is quite surface sensitive.
Figure 6.5 presents the surface of the sample, measured using an electron microscope.
Several regions of the sample’s surface can be identified as having poor homogeneity in
comparison to the rest of the sample. These regions are assumed to be points where the
material has not been completely melted, creating discontinuities on the surface. MCS is
a bulk measurement of the sample and will ignore a lot of these surface defects but they
may still be indicative of why the stoichiometry of the sample should be scrutinised.
6.2.2 SQuID Magnetometry
Another technique used to characterise the sample was a SQuID magnetometer. While
the DSP is a very important quantity in regards to determining the half-metallic char-
acter of proposed half-metals, another quantity which can be used is the spin moment.
As discussed previously, the Slater-Pauling rule requires a half-metallic material to have
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Figure 6.5: The surface of the measured Co2MnSi using secondary electrons in the EDX
apparatus.
an integer total moment. Both MCS and SQuID magnetometry can provide valuable
insight into magnetic properties of these materials in order to find evidence for their
half-metallicity (provided no orbital moment is found). The SQuID magnetometer was
used to measure the characteristic MvH and MvT profiles of Co2MnSi for a number of
reasons. Co2MnSi has a very large TC of 985 K. This characteristic should be observable
in its MvT profile as the change in moment from 2 K to 300 K will be small. The MvH
was measured to compare to Co2MnSi’s calculated 5 µB total moment.
Figure 6.6 shows the results for the Co2MnSi MvH. The sample was kept at a constant
temperature of 2 K and the applied magnetic field was ramped up to a maximum value
of ± 1.5 T. The very small hysteresis suggests Co2MnSi to be a soft ferromagnet. The
sample saturates at a total moment of 5.00 ± 0.01µB/f.u., in excellent agreement with
the predicted Slater-Pauling behaviour, literature and DFT calculations. The data was
processed using the correct Co2MnSi stoichiometry. As a result, the agreement between
the measured moment and the calculated moment is evidence of a pure, stoichiometric
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Figure 6.6: SQuID magnetometry for Co2MnSi [100] direction at 2 K. The sample
saturates at a total spin moment of 5.00 µB/f.u. The inset shows the very small amount
of hysteresis about the origin.
sample. Since no orbital moment is expected in the case of Co2MnSi, the SQuID results
can be treated as a measurement of purely the spin moment of the system. The integer
moment measured is indicative of the potential half-metallic character of the sample.
6.3 Theoretical Calculations
Self consistent field (SCF) calculations were carried out using the full potential linearised
augmented planewave method as described by the ELK FP LAPW code. The aim of
these calculations is to describe the measured MCPs and their anisotropies in order
to determine the electronic structure of the system. Small modifications to the band
structure may be necessary to improve agreement with the experimental data. These
changes in the band structure have been observed through varying the lattice parameter
and the inclusion of U to simulate correlation effects. Macroscopic quantities of inter-
est are the total and site specific spin moments and how they compare to the SQuID
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magnetometry and literature. Following this, studies into the structural properties and
possible correlation effects of the system were performed to observe effects in the band
structure (and therefore the magnetic properties) of the system.
6.3.1 Lattice Optimisation
A lattice optimisation was performed in order to determine the lattice parameter which
would minimise the ground state energy of the calculation. A range of calculations were
performed where the lattice parameter was varied by up to ±10%. The resulting ground
state energies were then fit with the 3rd order Birch-Murnaghan equation of state,115
defined as
E(V ) = E0 +
9V0B0
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where P is the pressure, V0 is the original volume, V is the new deformed volume, B0 is
the bulk modulus, and B′0 is the derivative of the bulk modulus with respect to pressure
i.e.,
B0 = −V
(
∂P
∂V
)
P=0
(6.5)
and
B′0 =
(
∂B
∂P
)
P=0
. (6.6)
The results for the lattice optimisation are plotted in figure 6.7. The calculated energy
values have very strong agreement with the predicted BM curve. The energy is min-
imised for a lattice parameter value of a = 5.659 A˚, in exceptional agreement with the
reported experimental values of the literature.87,103,116
Varying the lattice parameter also indicates a robustness to Co2MnSi’s theoretical half
metallic properties. A change in the lattice parameter from a range of ∼ ±6% makes no
impact to the total moment, retaining the integer value. However, there is a significant
change to the band structure of the compound as the Mn and Co moments vary as
the lattice parameter is varied. This can be seen in figure 6.8 where the total, Co and
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Figure 6.7: The lattice optimisation of Co2MnSi as performed in the ELK code. The
lattice parameter was varied by up to ±10% and fit with the BM 3rd order equation of
state. The minimum lattice parameter was found to be 5.659A˚.
Mn moments have been plotted as a function of the lattice parameter. As the lattice
parameter is increased, the Mn contribution to the total moment increases alongside a
decrease in Co moment. These changes may be reflected in the individual contributions
to the total EMD from the Co and Mn sites. Since both elements are 3d transition
metals, this changes to the EMD will only occur at very low momentum. The broadness
of their contributions to the EMD will be identical for larger momenta.
To conclude, a moderate change to the lattice parameter does not make any discernible
difference to the total magnetic moment of Co2MnSi. However, the moments of the Co
and Mn which contribute to this total moment do change. The varying of these Co and
Mn contributions to the EMD may be able to account for discrepancies between theory
and experiment at low momentum but they will not affect the broadness of the MCPs.
For all proceeding DFT work, the lattice parameter used will be 5.659 A˚.
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Figure 6.8: Relationship between the lattice parameter of Co2MnSi and the calculated
spin magnetic moments. Only very large changes (> ± 6 %) destroy the half metallic
properties of the compound.
6.3.2 Calculation Details
The GGA XC functional32 was used and the change in Energy convergence criteria was
to the order of 1 × 10−4eV. The calculation was converged with 35 × 35 × 35 k points
which was then limited to 1140 k points inside the irreducible BZ. Ecutoff was set to
137.74 eV. Spin orbit coupling was not used.
6.3.3 GGA Results
The SCF converged to a total magnetic moment of 5.00 µB, expected of the compound
when taking into consideration the Slater-Pauling rule described in equation 6.2. The
site specific total moments were calculated to be 1.06 µB for Co, 2.96 µB for Mn and
−0.05 µB for Si. This is in very good agreement with the available literature.117–121
This is in stark contrast however, with the X-ray Magnetic Circular Dichroism (XMCD)
results of Wang et. al.103 who found the Co moment to be 1.20 µB and the Mn moment
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to be 2.6 µB. This could be due to underestimation of the moment due to issues with
the sum rules used in XMCD. Also, as with many surface sensitive techniques, atomic
disorder near the surface can significantly impact macroscopic quantities such as the total
moment. This could also mean that the theoretical calculation has calculated the site
specific moments incorrectly. Comparing the theoretical calculation to the experimental
MCS results gives an additional experimental technique to compare the theory to.
The site specific DOS has been plotted in figure 6.9. Much like the calculated moments
from the SCF, the DOS is in very good agreement with the literature. At EF, a band
gap of ∼ 0.6eV is observed in the minority spin channel. This result, combined with the
integer total spin moment of 5.00 µB, satisfies the half metallic criteria motivating this
work. Studying the partial DOS shows the minority states around EF which form the
band gap are comprised mostly of the Co 3d band. Neither of these peaks couple to the
Mn 3d band suggesting them to be of t1u and eu character. As a result, the peak just
below EF is the 3× t1u state and the peak just above EF is the 2× eu state. This is the
reason why the band gap is small.
6.4 Analysis of Magnetic Compton Profiles
Co2MnSi MCPs were measured in a magnetic field of 1T at 300K on the BL08w beamline
at SPring-8. The [100], [110] and [111] directions were measured so multiple directions
could be compared to the theoretical calculations. Alignments were performed through
the use of back-scattered Laue diffraction, prior to the experiment.
The theoretical [110] profile can be seen in figure 6.10. The unconvoluted and convo-
luted profiles have been plotted against one another to show how dramatic an effect
convolution can have on the shape of a theoretical MCP. The usefulness of convolu-
tion is in its attempt to mimic the resolution of the actual experimental data. Often
(and is quite clearly the case here), the Umklapp features present in metallic MCPs are
very pronounced in theoretical MCPs. Convolution often alludes to why the umklapp
features are not so prominent in the experimental data.
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Figure 6.9: The calculated DOS of Co2MnSi together with the partial DOS of the
compositional atoms.
Figure 6.11 plots the experimental MCPs against the theoretical MCPs calculated. The
areas of all profiles have been normalised to 1 for the purpose of comparison and the
theoretical profiles have been convoluted using a gaussian of FWHM = 0.44 a.u. When
studying multiple directions using MCS, it is beneficial to not only measure the direc-
tion specific MCPs in order to study how the shapes change, but to also calculate the
anisotropy itself. The anisotropy is determined by calculating the difference between
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Figure 6.10: Theoretical [110] convoluted and unconvoluted profiles. The unconvoluted
profile shows the presence of Umklapp features, typical in a material which has a metallic
(or in this case, partially metallic) band structure. The convolution was performed using
a gaussian of FWHM = 0.44a.u.
two directional MCPs. This has the effect of removing the less anisotropic, localised
contributions to the MCP (higher momentum contributions). Since DFT calculations
are quite apt in describing the more localised contributions to the MCP, the anisotropic
MCP gives a much more pure plot of the itinerant components of the MCP. Comparing
the experimental and theoretical anisotropies may therefore be a better indicator of the
calculation’s ability to model the itinerant region of the EMD than comparing the ex-
perimental directional MCPs to the theory. As such, the experimental and theoretical
anisotropies have been included in the figure. The agreement with the experimental data
is very good, with the calculations capturing the broadness and the periodic Umklapp
features. Even at low momentum, where contributions are due to the more itinerant
electrons of the material, the agreement is very reasonable. While there are deviations
present between the data and calculations, compared to the earlier experiments,24,122 the
results of the ab initio calculations are encouraging. Turning attention to the anisotropy,
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Figure 6.11: Experimental Co2MnSi along the [100], [110] and [111] directions plot-
ted against theoretical profiles calculated in ELK. The insets plot the experimental
anisotropy against the theoretical anisotropy.
it can be seen that the agreement is again, excellent, with the oscillatory features and
general shape being very well described by the DFT calculation.
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6.4.1 Directional Analysis
For the [100] direction, the calculation captures the essential features of the experimental
data very well. Unlike the other two directions, there is no low momentum dip in the
experimental profile of the [100] direction, and this is captured in the calculation. The
broadness is also replicated well and the Umklapp features seen in the theoretical profile
can be observed in the experimental data at 1.5, 3 and 4 a.u.
Likewise, the theoretical [110] profile has very good agreement with the experimental
data, matching the broadness of the data and replicating the slight low energy dip seen
in the data. At this level of convolution, the Umklapp features cannot be seen much like
the theoretical profile, the data resembles that of a smooth curve. Unlike the theoretical
calculation however, the experimental data only has one peak at low momentum instead
of two. The absence of this peak may be an anomaly due to the binning used to generate
this data. The data points in this momentum region oscillate slightly indicating that
with higher statistics, a feature may develop.
The [111] calculation captures the broadness of the data and replicates the low energy
dip well, but like the [110] direction, seems to over-estimate the peak in the profile at
about 1.5 a.u. Contrary to the other two directions, the [111] direction has very large
Umklapp features which do not seem to be observed in the experimental data.
6.4.2 Anisotropy Analysis
Turning attention to the anisotropies, the calculations very well reflect how the electron
momentum distribution changes in momentum space. The general shapes of all the
anisotropies are very well reproduced. As was the case with the MCPs, the anisotropies’
experimental periodicity seems to be shrouded possibly due to the experimental resolu-
tion as in the [100]-[110] and [111]-[100] profiles, the subtle peak at 2 a.u is not replicated
well by the data. For the [110]-[111] anisotropy, which has larger, broader periodic fea-
tures, the periodicity and shape of the experimental anisotropy is very well reproduced
by the calculation.
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To summarise, the agreement between the experimental data and the GGA calculation is
very impressive. Except for perhaps the [111] direction (due to its failure to adequately
describe the shape of the experimental data), the calculation captures the momentum
space distribution of Co2MnSi very well. To extend the work further, an investigation
into how electron correlation affects the EMD was performed in order to see how this
will change the shapes and character of the MCPs.
6.4.3 Correlation effects study using GGA+U
For many compounds, the LDA or GGA exchange correlation functionals are sufficient
for generalising the interactions (or lack of interactions) between the itinerant, valence
electrons of the system. Turning off the Coulomb interaction and treating the electrons
as a homogenous electron gas (LDA) and taking into consideration, the change in elec-
tron density permeating that sea (GGA) can produce very accurate results. For systems
which are more correlated, where the Coulomb interactions are not only strong between
different electrons, but also the electrons’ own self interaction, different approaches can
be implemented to account for this correlation effect. Since variations in the lattice pa-
rameter yield no discernible impact on the MCPs, investigating how strongly correlated
the electrons are, and what affect this correlation has on the band structure of Co2MnSi
is very useful to test how rigorous Co2MnSi’s band structure is.
In the same vein as similar work from the past,123 the on-site electron correlation will
be simulated using the GGA+U method.124 The following work investigates how the
band structure and magnetic moments are affected with the application of U . For all
calculations, J = 0.88 eV and the Around Mean Field (AMF) double counting scheme125
was employed. Calculations were performed where U was applied to the Co d electrons,
the Mn d electrons, and both Co and Mn d electrons. No calculations were performed
where U was applied to the Si as the Si 2p electrons are too low in energy to affect the
magnetic properties and band gap of the compound.
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UCo Calculations
Applying U to the Co d electrons results in a very subtle change to the electronic
and magnetic structure of the system. Figure 6.12(a) shows how the spin moments of
Co2MnSi with the application of U to the Co d electrons.
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Figure 6.12: Spin moment quantities and DSPs calculated for applied UCo (a) and UMn
(b).
As U is increased, a change in ratio between the Mn and Co spin moments is observed
which is why the total moment remains at 5.00 µB. Since the band structure is shifted
minimally for smaller U values, the MCPs reflect this with very small deviations from the
base GGA result. At U > 6 eV, the change in Mn:Co ratio continues, increasing the total
moment above 5.00 µB, destroying the half-metallicity. It is concluded that correlation
affects in the Co atoms play no role in changing the Co2MnSi model. However, it is
unlikely the correlation effects present in Co will be of such a magnitude and hence, are
not considered to be of physical significance. To conclude, attempting to model Co’s
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correlation results in minimal changes to the electronic structure of Co2MnSi.
UMn Calculations
For the effects of U on the Mn d electrons, much like the Co results, for U < 6 eV, the
effects on the band structure and magnetic structure are minimal. Figure 6.12(b) plots
the spin moments of Co2MnSi with the application of U to the Mn d electrons. Much
like with the applied Co U , for U < 6 eV, the total moment remains at a constant 5.00
µB as the Mn:Co ratio shifts. Compared to the Co U results, the change in Mn and Co
moments is larger creating a more significant change in the band structure. This peaks
at U = 6 eV where the DSP drops significantly. As for higher values, the magnetic
structure completely changes as the total moment drops to ∼ 1.01 µB. At this value,
the DSP increases again as the total moment has approached an almost integer value.
As evidenced from the magnetometry (§6.2.2) the total moment of Co2MnSi is not this
small and so the results for U > 6 eV can be interpreted as being non-physical. Much
as is the case with Co, Mn’s correlation effects are not thought to be this high in energy.
UCo,Mn Calculations
In these sets of calculations, keeping the UCo : UMn ratio fixed to 1 : 1, U was increased
from 0 eV to 10 eV. Consistent with the previous two sets of calculations, the Mn:Co
total moment ratio falls until at U = 6 eV where the half-metallicity is destroyed and
the spin moment drops to 2.39 µB.
Attention must be drawn to the fact that a 6× 6 matrix of different calculations can be
performed for the case where UCo and UMn are both varied. Future work could attempt
to calculate these different elements of the matrix.
As a result of this correlation investigation, the theoretical work makes quite a substan-
tial case for the lack of correlation effects in Co2MnSi.
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6.4.4 Relationship between Site-Disorder and Magnetic Moment
Studying how the effects of disorder change the band structure (and thus, magnetic
properties) may be important for understanding analysing the Co2MnSi data. Numerous
studies investigating the disorder in the compound have been performed using DFT since
variations in the stoichiometry of the Heusler materials may lead to explanations as to
why they are half-metallic (or equally, why they are not). Picozzi et al. investigated
the four most likely types of disorder to occur in Co2MnSi. The following are ranked in
terms of theoretical formation energy ∆E from smallest to largest:126
1. Mn → Co non-stoichiometric disorder
2. Co → Mn non-stoichiometric disorder
3. Co ↔ Mn stoichiometric disorder
4. Mn ↔ Si stoichiometric disorder
Other types of disorder are energetically unfavourable and hence, were not studied. The
results from FLAPW-GGA calculations suggested that the non-stoichiometric disorder
introduced from Co atoms substituting Mn atoms drastically lowered the spin polarisa-
tion, introducing Co states into the minority band at EF. Conversely, non-stoichiometric
disorder of Co atoms by Mn makes no impact on the minority states of Co2MnSi preserv-
ing the half-metallicity. Whilst the formation energies are reported as being different,
experimentally, these types of disorder are equally prevalent and so, it is predicted that
non-stoichiometric disordering of Co and Mn atoms will play a dominant role in the
destruction of Co2MnSi’s half-metallicity. Galanakis et al. find in contradiction with
Picozzi et al. changes to the spin polarisation of Co2MnSi when stoichiometric Mn↔ Si
disorder is modelled.127 Even small concentrations of ∼ 5% cause changes to the total
moment of the system, destroying the half-metallicity.
Finally, Pandey et al. found (also using the CPA) that for very small disorder (changes
of a fraction of 1 %), quite significant changes can occur to the total moment of the
system.128 As such, being able to compare disorder effects to the experimental MCS
and SQuID data will prove to be very useful in the analysis of this compound.
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6.5 Powder X-ray Diffraction
To experimentally investigate the disorder and quality of the sample, powder X-ray
Diffraction (XRD) was used to study the crystal structure and disorder of the sample.
XRD was performed using Cu Kα radiation (∼ 1.5418 A˚) from an angle 2θ of 25◦ to
125◦ for a duration of 24 hours. Cu Kα was used due to the heavy Co fluorescence
created when using a Mo source.
An initial Rietveld refinement129 was performed using the GSAS130,131 code. The lat-
tice parameter was determined to be 5.652± 0.001 A˚, in very good agreement with the
literature and theoretical calculations. The model found no improvement when disorder
was taken into account contributing to the evidence that the sample was stoichiomet-
ric. The Rietveld refinement has been plotted in figure 6.13. In general, the Rietveld
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Figure 6.13: XRD diffractogram captured for Co2MnSi powder using Cu Kα1 and Cu
Kα2 X-ray radiation.
refinement models the data very adequately. At larger angles however, the peak inten-
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Site X sites Y sites Z sites
Co 2− γ − β γ β
Mn γ 1− α+ γ α
Si β α 1− α− β
Table 6.1: Definition of the number of constituent atoms in Co2MnSi, related to the
disorder parameters α, β and γ.
sities are underestimated for the [440] and [620] reflections. Unfortunately, due to the
energy of Cu Kα radiation, the Co in the compound fluoresces, reducing the XRD signal
significantly. This can cause quite a considerable change to the measured intensities of
the XRD peaks. As a result, while the measured reflections are counted at their ap-
propriate angles, the intensities may not be believable due to issues with the measured
background.
Takamura et al.132 devised a different means of measuring the atomic disorder of full-
Heusler materials as demonstrated by their analysis of the disorder in Co2FeSi thin films.
This new technique involves using Powder XRD with a Cu Kα and Co Kα source. While
the different sources will shift the scattered peaks in 2θ due to their energy differences,
another difference arises due to the X-ray anomalous scattering from the two sources.133
Quantitatively determining the on-site disorder for the full-Heusler is expressed using
three disorder parameters α, β and γ and determined from a physical model proposed by
Niculescu et al.134 Here, α represents the the exchange between the Mn and Si atoms,
β represents the exchange between the Co and Si atoms, and γ represents the exchange
between the Co and Mn atoms. Once the disorder parameters have been determined,
calculating the composition of Co2MnSi can be performed by referring to table 6.1. In
order to determine these disorder parameters, the peak intensities of the (111), (002)
and (220) reflections from the XRD data need to be determined, for these can then be
related to the atomic scattering factors of the Co, Mn and Si. Figure 6.14 plots the
calculated atomic scattering factors for both the Cu Kα and Co Kα sources.
135 Here,
the atomic scattering factors for each element have been plotted as a function of sinθ/λ,
where θ is the scattering angle and λ is the incident X-ray wavelength.
Processing the data from the two XRD data sets requires they be normalised to the
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Figure 6.14: Calculated atomic scattering factors for Co, Mn and Si from Cu Kα and
Co Kα sources.
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intensity of the (220) reflection. The crystal structure factor83 for the (220) direction
F220
2 is related to the atomic scattering factors by
F220 ∝ 2fCo + fMn + fSi (6.7)
where fCo, fMn and fSi are the atomic scattering factors of Co, Mn and Si respectively.
After the datasets have been normalised, the (111) and (002) reflections can be used to
determine α, β and γ using the following two simultaneous equations:
F111 ∝ (1− 2α− β)(fMn − fSi) + (γ − β)(fCo − fFe) (6.8)
F002 ∝ (1− 2β)(fCo − fSi) + (1− 2γ)(fCo − fFe). (6.9)
The collected Co Kα source data is plotted with the Cu Kα source data in figure 6.15.
This style of analysis, where the peak intensities of two different datasets are compared
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Figure 6.15: Measured XRD patterns for Co Kα and Cu Kα X-ray sources.
2The intensity I of a reflected peak is equal to the square of the crystal structure factor i.e. I = F 2.
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is heavily dependent on a high signal to noise ratio. The values for α, β and γ were found
to be 0.081, 0.007 and 0.513, respectively. These values suggest a significant amount
of disorder between the Co and Mn atoms with a small disorder between the Mn and
Si and a negligible disorder between the Co and Si. When considering the success of
the theoretical work combined with the 5 µB total moment measured using the SQuID,
and EDX work which suggested a small disorder between the Co and Si sites, it is not
feasible for the sample to possess this level of disorder between the Co and Mn sites. For
further analysis of the disorder to continue, a higher quality data set for the Co source
needs to be measured.
6.6 Concluding Remarks
6.6.1 Summary
The EMD of Co2MnSi was determined by measuring the directional dependent MCP
along the [100], [110] and [111] directions. The system was modelled using the ELK
FP-LAPW DFT code with the GGA exchange correlation functional which calculated
a 100 % spin polarisation at EF. From the calculation, the three directional MCPs
were calculated and compared to the experimental data. For all three directions, the
general broadness of the profiles find very good agreement with the experimental profiles
while the [110] and [111] profiles overestimate the low momentum peak. Computing
the anisotropy of the system finds very good agreement with the experimental data.
Extensions to this theoretical work through the use of the Hubbard U model do not
improve upon the initial ab-initio calculation.
The quality of the sample has been brought into question regarding its stoichiometry
due to the variations in concentrations measured using the EDX technique. The original
sample was a large chunk comprised of multiple single crystals. Isolating a sample which
could be measured using MCS required the use of a diamond saw. Furthermore, the
surface of the sample studied using a SEM has regions of discontinuity and inhomogene-
ity, suggesting the sample has not been annealed or grown sufficiently. Using SQuID
110
magnetometry, a saturation moment of 5 µB was measured (with the assumption that
the sample is purely Co2MnSi, in agreement with literature), reinforcing the notion that
the bulk of the sample is stoichiometric. A further effort was made to study Co2MnSi’s
stoichiometry through the use of powder XRD. While the modelled Rietveld refinement
was in good agreement with the measured XRD data, the abundance of fluorescence
generated with the Cu Kα source meant a significant background contributed to the
XRD results, hindering an accurate measurement of the stoichiometry.
6.6.2 Future Work
More work is required to study the stoichiometry and composition of the sample. Of
highest priority is to further study the sample using powder XRD. Obtaining two very
high quality data sets from a Cu source and a Co source should allow the determination
of the composition using the analytical technique of Takamura et al. The robustness
of this compositional analysis is crucial for finalising the theoretical models used for
comparison with the experimentally determined EMD. Further insight can be gained by
modelling disorder in the sample using the SPR-KKR DFT code, which will most likely
warrant a large study of the potential disorders available to the system.
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Chapter 7
Characterisation of the
Spin-Density of the Heavy
Fermion Kondo system CeB6
Magnetic Compton Scattering was used to collect high precision spin density data of
the Kondo material CeB6. The nature of the magnetism in CeB6 is controversial. A
multitude of Polarised Neutron Diffraction (PND) experiments have attempted to rectify
this with discrepancies over whether the CeB6 spin density originates from the 4f or
5d bands. In addition, the potential inclusion of a B contribution is also controversial.
This material was initially measured to test the new magnet setup to observe how
accurately the system could measure low spin moment systems. Due to the significantly
improved statistics, an anisotropy was detected between the [100] and [110] directions
which prompted a further study of the material. In addition to the improved statistics,
the theoretical techniques employed are much more sophisticated than the previous
study. The DFT and Hartree-Fock based codes used to study the momentum density
of this system provided far greater insight than what was previously possible.
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7.1 Introduction
The CsCl structured Hexaborides have attracted vast interest over the last few decades
due to their anomalous transport properties and diverse magnetic phenomena. Examples
include the superconductors, YB6,
136,137 GdB6, which have two magnetic structure
changes at successive phase transitions,138,139 SmB6, which exhibits an intermediate
valence state,140,141 and CeB6, a system which exhibits dense Kondo behaviour and a
very complex magnetic phase diagram.142
Cerium Hexaboride (CeB6) is a rare-Earth based f -electron compound which crystallises
into a CsCl structure where the B octahedra occupy the Cl site. Surrounding these B
octahedra are the Ce3+ ions which occupy a cubic lattice (figure 7.1). CeB6 has seen
c
ba
Figure 7.1: The cubic Pm-3m unit cell of CeB6. Encompassed by the Ce ions ( )
which occupy the corners of the cubic unit cell is the B ( ) octahedra. Crystal structure
adapted from the work of Blum et al.143
fervent study due in large to its very complex phase diagram which exhibits three differ-
ent types of magnetic order: a paramagnetic phase (which exhibits the Kondo effect),
an antiferromagnetic (AFM) phase, and an antiferro-quadrupolar (AFQ) phase which is
characterised by a staggered, antiferromagnetic arrangement of magnetic moments.144
The phase diagram can be seen in figure 7.2. These phase transitions were evidenced by
the sharp peaks apparent in the specific heat measurements by Fujita et al.145 At 2.4 K,
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Figure 7.2: The magnetic phase diagram for CeB6 obtained for a magnetic field ap-
plied along the [100] and [111] directions. The phase diagram shows the regions of the
three paramagnetic (PM), antiferro-quadrupolar and antiferromagnetic phases present
in CeB6’s phase diagram. The figure has been adapted from reference.
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a sharp peak develops, observing the transition into CeB6’s AFM phase. Additionally,
a weaker peak is observed at 3.2 K relating to the so-called antiferroquadrupolar (AFQ)
state. As is apparent from Fujita et al. and Effantin et al. this phase can be controlled
with the application of large magnetic fields.
To add further complications to the phase diagram, Uimin et al.146,147 proposed that
within TAFQ, it is possibly to destroy the AFQ state with the onset of a very large
magnetic field (∼ 20 T) however no experimental evidence of this has been observed for
fields up to 18 T.144,148 Takigawa et al. have also proposed that the AFQ phase has no
magnetic moment in the absence of a magnetic field. AFQ, AFM and even ferromagnetic
properties develop as a result of the application of a magnetic field.149
CeB6 also exhibits the Kondo effect.
150,151 Within the paramagnetic phase of CeB6,
the Kondo effect can be observed with an increase in resistivity occuring at T < 100 K.
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This effect can be suppressed with the application of a magnetic field. The observation
of this phenomena implies the existence of localised moments in the compound.152
7.1.1 Crystal Field Effects
It has been a long time since the discovery of this AFQ state in CeB6, and even now, the
ordering mechanism behind its development is poorly understood. Whilst there have
been numerous theories regarding the crystalline-electric field (CEF) excitations,153–155
the first experimentally verified results were the result of Zirngieble et al.’s Raman and
Neutron spectroscopy measurements in 1984.156
The ground state of CeB6 is the Γ8 quartet which is separated in energy by a gap of 46
meV from the more energetic Γ7 doublet. The fourfold degenerate groundstate enforces
two spin and two orbital degrees of freedom. The 4f1 electron of the Ce3+ ion with
angular momentum J = 5/2 has eigenstates
|+, ↑〉 =
√
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〉
+
√
1
6
∣∣∣∣−32
〉
(7.1)
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∣∣∣∣−12
〉
(7.4)
where σ ∈ {↑, ↓} are the spin quantum numbers and τ ∈ {+,−} are the orbital quantum
numbers.157 When in the paramagnetic state, σ and τ align paramagnetically, in the
AFM state, σ and τ align antiferromagnetically, and in the AFQ state, σ aligns para-
magnetically and τ aligns antiferromagnetically. As such, it can be concluded that the
AFQ is the result of an arising orbital AFM state whilst the AFM state is the result of
the coexistence between the spin and orbital AFM states. In 2001, the AFQ ordering
was experimentally observed by Nakao et al. with wave vector QAFQ = (
1
2 ,
1
2 ,
1
2).
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7.1.2 Anomalous and Non-anomalous Spin Density
Whilst many models of CeB6 have been verified with the successful observation and
determination of the AFQ ordering, little evidence has been produced for the nature and
origin of the magnetic order. Predicting the nature of the origin of the magnetic moment
in CeB6 is difficult and studying the spin density of the system would help develop a
better picture of the ordering in the AFQ phase. Early neutron diffraction work by
Boucherle et al.159 identified a primarily 4f contribution in intermetallic Ce compounds.
Saitoh et al. attempted to probe the spin density using PND.160 They noted that the
distribution of the magnetic form factors was not as continuous as the expected spherical
nature in reciprocal space. This hints at the possibility of the magnetic electrons in
Ce being more delocalised in nature, indicative of the more delocalised 5d electrons
as opposed to the more localised 4f electrons. In addition, their results suggest the
presence of a small B spin density, centered on the B6 octahedra. This work was later
refuted by Givord et al.161 who (also using neutron diffraction methods) reaffirmed that
like the Ce based intermetallic compounds, the magnetisation was localised only on the
Ce ions and was 4f in nature. Hanzawa162 argues a transfer of spin density from the
4f states of the Ce to the 2p states of the B occurs in the presence of a magnetic field
across the sample.
An issue with PND is the fact it measures the total moment of the contributing ions.
It is insensitive to the itinerant spin moments. Since CeB6 has a very large orbital
moment relative to its spin moment, most of the spin moment contributions are lost in
noise during measurements. In addition, no anisotropy is observed in the literature.
More recently, the inelastic neutron scattering work of Jang et al.163 suggests more
complicated physics is at work behind the system. They observed a ferromagnetic
instability in the system which gives support to the possible presence of ferromagnetic
correlations in the system. Their results also suggest that a model dependent on the
AFM coupling of the dipolar and multipolar moments of the Ce 4f is not adequate
in describing the essential physics of the system. Meanwhile, the Nuclear Magnetic
Resonance (NMR) work of Friemel et al.164 observed an additional, weak magnetic
116
exciton mode, separate from the previously observed AFM and AFQ orderings.
What is clear is that the origin and localisation of the magnetic electrons in CeB6 is a
controversial and exciting topic. Probing the EMD of the compound may yield valuable
insight into the nature of its magnetism. With the upgrade to BL08W, CeB6 was
measured in order to the test the setup when studying low spin moment systems. Due
to the improved statistical quality, an anisotropy was observed, prompting a further
study with the aim of measuring an even higher quality set of data. In addition to the
experimental improvements, access to more advanced modelling techniques with the use
of GAMESS and ELK FP-LAPW DFT codes allows for greater insight into the material
to be gained.
7.2 Magnetic Compton Profiles
A single crystal of CeB6 was prepared by the Superconductivity and Magnetism group
at the University of Warwick through the use of the floating zone method. The sample
was measured on the BL08w beamline at SPring-8 in January 2013 and May 2014. The
sample was cooled to 1.7 K and a field of ± 1 and ± 6 T was used, enabling the probing
of the AFM and AFQ phases of the system, respectively. Due to the lack of statistical
accuracy in the 1 T data, this work focuses exclusively on the analysis of the 6 T data
(the AFQ phase).
7.2.1 Comparison with RHF Profiles
With a new data set collected, it is of much intellectual value to make comparisons to
the 4f and 5d Ce RHF profiles. In figure 7.3, the RHF profiles have been convoluted
with a Gaussian of FWHM = 0.44 a.u and fit to the experimental data. With this new
and improved data set, both the 5d and the 4f profiles fail to capture the broadness of
these features. The 5d now fails to capture the broadness of the low momentum region
of the experimental data, overestimating the contribution to the MCP at 0 a.u. At
pz = 1 a.u., the 5d profile underestimates the broadness of the profile. Conversely, the
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Figure 7.3: Comparison of the CeB6 data collected at SPring-8 in 2014. Plotted against
the experimental data are the 4f and 5d RHF profiles which have been fit to the data.
The data remains unfolded due to the MCP being partially asymmetric. Due to the
greatly enhanced statistics, it can be seen that neither the 4f nor the 5d profiles are
capable of capturing the essential features of the experimental MCP.
4f profile greatly underestimates the low momentum contribution but improves on the
broadness of the profile at pz = 1 a.u. In conclusion, it is clear from these results that the
RHF free atom model fails to replicate the results measured. This causes disagreement
with the early work of Cooper et al. who suggests that CeB6 is characterised by a 5d
moment.165 Here, neither the 4f nor the 5d profile find agreement with the measured
profiles. In order to proceed further, it is clear a more advanced means of modelling the
CeB6 system is necessary.
7.2.2 Observation of Anisotropy in the EMD
With the significant improvement to the statistics of the MCPs measured at SPring-
8, an anisotropy between the [100] and [110] was found. Figure 7.4 presents the [100]
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and [110] MCPs of CeB6 measured at 1.7 K in a field of 6 T. Both profiles have been
normalised to the same area. The anisotropy measured is subtle but observable at pz < 2
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Figure 7.4: Comparison of CeB6 [100] and [110] measured directions, measured at 1.7 K
in a field of 6 T at SPring-8. The [110] has a smaller magnetic signal and is less narrow
than the [100] direction.
a.u. where the [110] profile starts to broaden compared to the [100]. Additionally, the
[100] profile has a larger contribution at lower momentum, resulting in a larger peak
compared to the [110].
Calculation of the spin moments for the [100] and [110] directions was performed using
a Ni flipping ratio of −(6.40 ± 0.04) × 10−3. The spin moments were found to be
antiparallel to the applied magnetic field. The [100] direction yielded a spin moment
of −0.286 ± 0.007 µB and the [110] yielded a spin moment of −0.252 ± 0.006 µB. The
difference in measured spin moments for the two directions emphasises the small but
observable anisotropy in the system.
The observation of anisotropy in the spin density is one which has yet to be discussed
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in the literature. Its discovery prompted the following investigation into the system. A
consequence of this anisotropy is that the success of theoretical models now depends on
accurately replicating both measured directional MCPs. For the subsequent fitting, the
areas under the MCPs will normalised to 1 in order to make direct comparisons between
the shapes of the MCPs.
7.3 Magnetometry
A Vibrating Sample Magnetometer (VSM) was used to measure the total magnetic
moment of the sample along the [100] and [110] directions at a temperature of 1.7 K
with an applied field of up to 6 T. As shown in the phase diagram (figure 7.2), a transition
from the AFM phase to the AFQ phase is expected. Using a magnetometer to measure
the total moments of the system will enable the orbital moments for the [100] and [110]
directions to be determined when compared to the measured spin moments from the
MCS experiments. The VSM magnetometry results have been plotted in figure 7.5.
The curves deviate significantly from one another indicating a high degree of anisotropy
between the [100] and [110] directions. Evident in both curves is the transition from
the AFM phase to the AFQ phase which occurs at ∼ 2.10 T for the [100] direction and
∼ 1.26 T for the [110]. Interestingly, the [110] actually appears to undergo two phase
transitions as features in the curve are identified below 1.26 T. These are the AFM
transitions which occur because the magnetic structure shifts from a double wave vector
character to a single wave vector.144,166
Comparing the measured total moments of the VSM magnetometry to the measured
spin moments measured using MCS, the directional orbital moments can be isolated.
These values are contained within table 7.1. A very large anti-parallel orbital moment
Direction Spin Moment [µB] Orbital Moment [µB] Total Moment [µB]
[100] -0.286 ± 0.007 1.128 ± 0.006 0.844 ± 0.009
[110] -0.252 ± 0.006 1.172 ± 0.005 0.920 ± 0.008
Table 7.1: Measured total and spin moments and calculated orbital moments of CeB6
along the [100] and [110] directions. Note the the spin moment is anti-parallel to the
orbital moment.
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Figure 7.5: MvH measurements of CeB6 made using a VSM along the [100] and [110]
directions. The total magnetic moments measured at 6 T are 0.84 µB for the [100]
direction and 0.89 µB for the [110] direction.
almost five times larger than the spin moment is measured, originating from the Ce
4f electron. Due to CeB6’s complicated phase diagram, attempting to replicate these
values using DFT will be very difficult. Instead, calculating the correct sign of the spin
and orbital moments (alongside the correct order of magnitude of the moments) will be
imperative to obtaining a reasonable model of the system.
7.4 Electronic Structure Investigation
To extend the theoretical work beyond the RHF free atom approach, electronic structure
calculations have been performed using two methods: the FP-LAPW DFT method
employed using the ELK code and a wavefunction based method using GAMESS.
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7.4.1 Calculation Details
The electronic structure of CeB6 has been modelled using the ELK FP-LAPW code.
For all calculations performed, spin-orbit coupling was turned on. In order to converge
the calculations, rgkmax was set to 6.0.
The electronic structure work of Suvasini et al.167 was used as an initial suggestion
for the placement of the Ce and B core/valence electron states. This initial calculation
placed the Ce 4f1, 5d1 and 6s2 states into the valence. However, these calculations
were found to converge to a non-magnetic groundstate when replicated. Instead, the
valence states of the Ce were described as 4f1, 5s2, 5p6, 5d1 and 6s2 and the valence
states of the B were described as 2s2 and 2p1. All other electron states were treated as
core states. This calculation converged to a spin-polarised ground-state and it is this
calculation which will be analysed in the proceeding sections.
7.4.2 Lattice Optimisation
An immediate difficulty in modelling CeB6 using DFT relates to its very narrow 4f
band which lies close to EF. This means that very subtle changes in the band structure
can have significant effects on the macroscopic properties (in particular, the magnetic
moment). As a result of this, optimising the lattice parameter is essential to calculating
the true groundstate properties of the system. The lattice optimisation was performed
by varying the lattice parameter within a range of ± 10 %. Figure 7.6 presents the BM
plot for CeB6 calculated with the GGA exchange correlation functional using 1000 k
points within the IBZ. The BM 3rd order equation of state fitting to the data found
the minimum lattice parameter to have a value a0 = 4.135 A˚, in excellent agreement
with the literature.143,167,168 All subsequent ELK work used this lattice parameter as a
result.
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Figure 7.6: The lattice optimisation of CeB6 as performed using the ELK code. The
lattice parameter was varied by as much as ±10 % of the lattice parameter quoted by
Suvasini et al. as 4.119 A˚.167 and fit using the BM 3rd order equation of state. The
minimum lattice parameter was found to be 4.135 A˚, in excellent agreement with the
quoted value.
7.4.3 Band Structure Study
Figure 7.7 plots the DOS of CeB6. Immediately apparent is the very narrow 4f band
which sits near EF in both spin channels. The DOS at EF is dominated by the Ce f
contribution. The contributions at E − EF < 2 eV are comprised mainly of B p states
which are hybridised with the B s states. There are also minimal contributions from
Ce s, p and d states. Above EF is where the DOS is comprised predominantly from
unoccupied d states. The magnetic moment seems to originate from the asymmetry in
the DOS generated by the majority and minority Ce 4f peaks. The sharpness of these
peaks makes it crucial that the band structure from the calculation is satisfactory as very
small deviations in this band structure will create significant changes to the magnetic
properties of the material.
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Figure 7.7: Spin polarised DOS of CeB6. The arrows denote their respective spin
channels. EF is dominated by Ce 4f states.
Figure 7.8 plots the calculated non-magnetic band structure of CeB6 where the Ce 4f
electron is treated in the valence. The band structure is in very reasonable agreement
with the calculation of Suvasini et al. Deviations from their calculations are likely due
to differences in calculation method used. The ELK code is a full potential code whereas
the Fully Relativistic Spin-Polarised Linear Muffin Tin Orbital (SPR-LMTO) method169
used by Suvasini et al. is a fully relativistic calculation. In the ELK calculation, an ad-
ditional term is present in Hˆ to account for SOC. This does not allow the ELK code to
qualify as a fully-relativistic calculation however. Both theoretical paradigms for cal-
culating the properties of CeB6 therefore have their inherent strengths and weaknesses.
As a result, small deviations in the calculated band structure are to be expected. In
particular, there is quite a deviation in which bands cross EF and this is reflected in the
shapes of the Fermi surfaces (see §7.4.4).
Calculations were also performed using the LDA exchange correlation functional. Ex-
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Figure 7.8: Non-magnetic band structure plot of CeB6 with the Ce 4f electron treated
as valence.
amining the DOS between the two different schemes showed no discernible difference
between the two schemes. Table 7.2 compares several quantities of interest between the
two functionals. Comparing the LDA and GGA exchange correlation functionals, the
GGA calculates a lower energy groundstate than that of the LDA. Examining the calcu-
lated total, spin and orbital moments finds both functionals give very similar results for
the material’s magnetic properties. The difference between the DOS at EF is also very
EXC
Total Energy
[Hart.]
DOS at EF
Total Moment
[µB]
Spin Moment
[µB]
Orbital Moment
[µB]
LDA -9006.69896 192.60108 0.2197 -0.2684 0.4881
GGA -9014.59817 181.46936 0.2405 -0.2895 0.5300
Table 7.2: Comparison of the LDA and GGA ELK calculations for CeB6. Changing
the exchange correlation functional appears to make minimal changes to the various
properties of the material. Note the magnetic moment values will be slightly lower than
expected since they are calculated only over the muffin-tins.
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small. In conclusion, the GGA makes a very small change over the LDA. Both function-
als give the same character to the material. Examining the differences in the calculated
EMDs will give a better and more quantitative comparison of the two functionals as the
differences will be easily identifiable in the calculated MCPs and 2D-EMD plots.
7.4.4 Fermi Surface Calculations
As with all metallic materials, CeB6 has a Fermi surface. Various investigations have
been performed using either the de Haas-van Alphen effect or positron annihilation radia-
tion (2D-ACAR) to probe the Fermi surface of CeB6 and sister compound LaB6.
167,170,171
Attempting to replicate their work can reinforce confidence in the electronic structure
calculation we have chosen to calculate the EMD from. The resulting Fermi surface
calculated is heavily dependent on the treatment of the Ce 4f electron as being part
of the core or a valence state. As such, both types of calculation were performed. An
80 × 80 × 80 mesh of k points was used in reciprocal space to accurately calculate the
non-magnetic Fermi surface. The Fermi surfaces calculated from treating the single Ce
4f electron in the core and as valence have been plotted in figure 7.9. The core cal-
culation is characterised by the development of a single band crossing EF, generating
4f1 Core 4f1 Valence
Figure 7.9: The calculated Fermi Surfaces for CeB6 where the single Ce 4f
1 electron
has been treated as either a core or valence state. The projection is along the principle
axis.
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a set of periodic oval shapes with small holes along the larger radii. This calculation
is in excellent agreement with the Fermi surface measurements of LaB6 studied in the
available literature.170,171 This is reasonable since La lacks an outer 4f electron. Setting
Ce’s 4f electron to be a core state forces the electron to be described with a purely sym-
metric, localised wavefunction, effectively making it inert. Fermiologically, this creates
a calculation which is not dissimilar to that of a LaB6, and this is reflected in the stellar
agreement between the calculated core-4f Fermi surface and the measured LaB6 Fermi
surface.
The second Fermi surface was calculated with the Ce 4f electron being treated as a
valence state. Now the Ce 4f electron’s wavefunction is described as a planewave.
The Fermi surface from this calculation is characterised by the development of three
bands, crossing the Fermi level. This results in a significantly more complicated Fermi
Surface when compared to the core-4f calculation. The widest band (coloured in blue)
contributes the greatest to the DOS and is characterised by a set of cones which point
along b in the BZ. The second and third bands contribute significantly less to the DOS
and originate in the corners of the unit cell. This calculation disagrees quite significantly
with Suvasini et al.’s work primarily due to the high sensitivity the Fermi surface’s
topology has to changes in the band structure. This makes sense when returning to the
calculated band structure and DOS plots (section) which while giving very reasonable
agreement with the Suvasini calculations, the band structure plot in particular displays
subtle variations in band structure around EF which cause the deviations in Fermi
surface agreement.
7.5 Identifying Anisotropy in the Theoretical EMD
As discussed in the previously in §7.2.2, the anisotropy in CeB6 is small but observable.
It would be interesting to see how well the ELK code (and ultimately, DFT) can model
this anisotropy. As such, calculating and measuring the 2D Electron Momentum Density
(2D-EMD) means the anisotropy can be easily identified. Unlike the RHF approach
which yields spherically symmetric MCPs (a perfect circle on a 2D-EMD), a smaller
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order of symmetry should be identified if the theoretical calculation is to reflect the
observed results. Figure 7.10 plots the 2D-EMD for a CeB6 calculation using the LDA
and GGA exchange correlation functionals using 456 k points inside the IBZ. Unlike the
lattice optimisation, no k point offset was used. The LDA estimates the localisation of
Figure 7.10: Theoretical 2D-EMDs calculated using the ELK code for CeB6. The LDA
(left) and GGA (right) calculations have subtle deviations from each other at low mo-
mentum.
the electrons to be slightly higher than that of the GGA with its increased broadness.
Both 2D-EMDs calculate a very slight anisotropy indicated by the low order, four-
fold symmetry in the 2D-EMD. In both calculations, the Umklapp features have been
preserved with the GGA calculation exhibiting a higher degree of sharpness.
The differences are accented when comparing the 1D-EMD (MCP) plots to the exper-
imental data collected. The theoretical [100] and [110] ELK MCPs have been plotted
against the experimental data in figure 7.11. The profiles have been convoluted using a
Gaussian with a FWHM of 0.44 a.u. Much like the anisotropy in the experimental data,
the theoretical [110] profile replicates a smaller contribution at low momenta compared
to the [100] direction. The [110] profile additionally manages to capture the broadness
of the experimental data, only failing to replicate the very low momentum dip in the
experimental profile. Regarding the [100] direction, the theoretical profile fails at cap-
turing the broadness nor the higher contributions to the MCP at low momenta. The
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Figure 7.11: Experimental profiles of CeB6 [100] and [110] measured at 1.7 K at a
field of 6 T compared to theoretical ELK profiles calculated using the GGA exchange
correlation functional. The anisotropy in the experimental data is replicated reasonably
with the theoretical calculation.
calculation for the [100] does however calculate the Umklapp features which appear in
the experimental profile although the features in the experimental data may be noise due
to the statistical quality. Finally, this calculation finds the EMD to originate entirely
from the Ce ion. No contributions are found to originate from the B6 octahedra.
7.5.1 MCP Orbital Contributions using GAMESS
The GAMESS LCAO method was used to calculate the orbital contributions to the
MCP for the [100] and [110] directions. This work focuses on the 4f contributions to
the profile, continuing from the DFT in which the 4f orbital was treated in the valence.
Due to the discussion in §7.1.2, it is the 4f electron of Ce which will be studied as this is
the model which is supported by recent studies. As such, identifying which of the seven
available 4f orbitals is the main goal of this body of work.
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A CeB6 unit cell was surrounded by 290 point charges with charge +3e for the Ce
and charge −0.5e for the B. This crystallographic environment approximates a 3 ×
3 × 3 unit cell whilst minimising the overhead from such a calculation with negligible
impact on accuracy. The Well-Tempered Gaussian Basis Set (WTBS) was used for
both the Ce and B atoms.172,173 The calculation yielded a cubic set of 4f orbitals.
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Figure 7.12: The seven cubic 4f orbitals of the Ce ion ( ) as calculated using GAMESS
with the WTBS basis set. The B ions have been omitted. Image courtesy of Ian
Maskery.174
These orbitals are identified when the 4f ion is in a crystal environment with cubic
symmetry (as is the case with CeB6). Figure 7.12 plots the seven cubic 4f wavefunctions.
Conversion from a GAMESS wavefunction to a direction MCP was performed using the
prescription described in figure 3.3. The calculated MCPs have been plotted in figure
7.13. A significant anisotropy has been reproduced in the calculation for a majority of
the orbitals as evidenced by the differences between the [100] and [110] MCPs. Since the
Ce3+ ion will at most, possess a single 4f electron, identifying which orbital is occupied
by this electron is possible by fitting the GAMESS MCPs to the experimental data.
The prime candidate for the most applicable 4f orbital is the 4fx(z2−y2) which has a
narrow but sharp characteristic in the [100] direction and a wider, less sharp character
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Figure 7.13: The seven 4f orbital dependent MCPs calculated using the GAMESS code
for CeB6. A significant anisotropy is reproduced for all profiles except the 4fz3 orbital
which is isotropic in the a-b plane (and thus, is reflected in the minor difference between
the [100] and [110] profiles). For the [100] direction, the 4fx3 and 4fy3 profiles are
degenerate.
in the [110] direction. In the [100] direction, the 4fx(z2−y2), 4fz3 and 4fz(x2−y2) are
approximately degenerate however the 4fz3 orbital has no anisotropy (which is expected
due to the isotropic nature of its wavefunction) and the 4fz(x2−y2) is too broad in the
[110]. This means only the 4fx(z2−y2) is suitable for describing the data.
The fitting of the 4fx(z2−y2) orbital to the CeB6 experimental data for the [100] and [110]
directions is plotted in figure 7.14. The results are consistent with those of the ELK
calculation presented in figure 7.11. The [110] profile adequately describes the experi-
mental profile although the theoretical profile is slightly broader than the experimental
data. Unlike the ELK calculation, this profile describes the very low momentum dip
more successfully. As was the case with the ELK calculation, the [100] profile produced
from the GAMESS calculation fails to capture the broadness of the experimental data,
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Figure 7.14: Experimental profiles of CeB6 [100] and [110] measured at 1.7 K at a field
of 6 T plotted against the 4fx(z2−y2) directional MCPs computed from GAMESS. All
profiles have been normalised to an area of 1. The anisotropy observed experimentally is
reproduced in the calculation with the [110] profile having a smaller contribution at low
momentum compared to the [100] direction. As is the case with the ELK calculation,
the [100] calculation has poor agreement with the experimental data.
overestimating the contributions at ∼ 1.5 ≤ pz ≤ 5 a.u. At very low momentum, the
GAMESS profile underestimates the contributions to the experimental data, resulting
in a less narrow peak. Unlike the ELK calculation, no periodic Umklapp features are
apparent in the GAMESS profile.
The fact that both calculation methods underestimate the [100] profile at low momentum
suggests a systematic error in the modelling of this system. One possible reason for this
is that the strongly correlated nature of the Ce 4f electron makes it too difficult to
model using a free electron, RHF-based method (as is GAMESS). Similarly, it suggests
that the GGA XC functional (and the DFT calculation as a whole) is too primitive to
describe the complicated physics which define the magnetism of the system. However,
another possible reason is that there is an additional spin density contributing to the
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total MCP which is not calculated in the DFT, nor has it been included in the Ce
ion GAMESS calculations. The underestimation of the experimental MCP at very low
momentum could be accounted for by the very narrow 2p MCP of B.
7.5.2 Potential B 2p Contribution to the EMD
A possible reason for the theoretical MCPs underestimating the CeB6 [100] profile could
be the calculations’ lack of a B contribution to the EMD. The ELK calculation predicts
no B magnetic moment and the GAMESS calculation finds no hybridisation between
the Ce 4f wavefunctions and the B 2p wavefunctions.
In order to investigate the possible B contribution to the EMD, two different calculations
were performed. The first was a free atom of B and the second was a B6 octahedron
(present in the CeB6 unit cell) surrounded by Ce and B point charges in a 3 × 3 × 3
CeB6 unit cell. Both models were calculated using the GAMESS code. The WTBS
basis set was used for both calculations. Figure 7.15 plots the 2D-EMD of the B and
B6 2pz orbitals. The B calculation results in a spherically symmetric EMD which as
Figure 7.15: Calculated 2D projections of the 2pz EMD for a free B atom (left) and a
B6 octahedra surrounded by Ce ion point charges (right). The projections are different
since the B calculation is spherically symmetric whereas the B6 calculation exhibits a
significant anisotropy.
a result, will show no anisotropy in the [100] and [110] projections. Furthermore, this
133
calculation could be considered simplistic since it does not take into account crystal field
effects or interactions with the Ce ions. This also contradicts Hanzawa’s spin density
results which suggest the B and Ce spin densities are hybridised. The B6 calculation
does reproduce an anisotropy and in comparison, is a more sophisticated calculation as
it considers all six B atoms as well as the Ce ions (which have been treated as point
charges).
The calculated B6 2pz MCP was fitted with the Ce 4fx(z2−y2) profile to both the [100]
and [110] data sets. The fit was constrained to both data sets in order to keep the Ce:B
ratios the same. The resultant fitting has been plotted in figure 7.16. The fitting finds
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Figure 7.16: Experimental profiles of CeB6 [100] and [110] measured at 1.7 K at a field
of 6 T plotted against GAMESS calculated Ce 4fx(z2−y2) and B 2pz profiles (dashed
lines). The fitting was performed within a range of 0 ≤ pz ≤ 5 a.u. The resultant
total fits are comprised of 81 % Ce 4f and 19 % B 2p. The inclusion of a small B 2p
moment significantly improves the fits compared to the purely Ce calculations displayed
in figures 7.11 and 7.14.
a small B moment contributes to the the total MCP, parallel to the Ce moment. The
calculated spin moments have been summarised in table 7.3. These results disagree with
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Direction Ce 4fx(z2−y2) [µB] B6 2p [µB] Total [µB]
[100] -0.232 ± 0.006 -0.046 ± 0.001 -0.278 ± 0.006
[110] -0.204 ± 0.005 -0.040 ± 0.001 -0.244 ± 0.005
Table 7.3: The calculated spin moments of CeB6 as a result of the fitting of the [100]
and [110] profiles of Ce 4fx(z2−y2) and B6 2p profiles.
the ELK DFT calculation which suggests a negligible B moment antiparallel to the Ce.
The calculated profiles agree with the data significantly better compared to the previous
calculations. The very narrow profiles of the B 2p [100] and [110] are responsible for
the significant improvements to the fits for both the [100] and [110] directions. The
inclusion of a small B 2p moment enables the [100] profile to match the broadness of the
experimental data far better than without. In the [110] direction, the inclusion of the
small B 2p moment means the higher momentum agreement (2.5 ≤ pz ≤ 7.5 a.u) is much
better than with an absence of a B contribution. This does however cause the very low
momentum contribution to increase, creating a deviation from the experimental data at
pz < 1.5 a.u. The calculated total spin moments find the [110] to have a slightly higher
moment compared to the [100] direction however this is likely due to the overestimation
of the experimental MCP at low momentum. To conclude, the inclusion of a small B
moment to the calculation creates a significant improvement to the agreement with the
experimental data. This model is more successful in describing the measured MCPs
compared to the purely Ce models generated by ELK and GAMESS.
7.5.3 Forcing a B contribution using FSM-DFT
The novel result suggesting a B contribution to the EMD was as previously discussed,
absent in the ELK DFT calculations on the system. Instead, calculation of the EMD
found it to be purely Ce-like in character. A fixed spin moment (FSM) calculation175,176
can be performed which restricts the total number of electrons in the various bands of
the system. In this case, forcing a small B moment on the six B sites in the crystal.
In the following calculation, the spin moment values determined from the GAMESS
Ce + B6 fitting were used to fix the Ce and B moments in the ELK FSM calculation.
The Ce moment was fixed to be -0.23 µB and the B moments were fixed to 0.008 µB.
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This value was obtained by dividing the B6 spin moment (-0.040 µB) equally amongst
the six B atoms in the unit cell. The calculated MCPs have been compared to the
experimental data in figure 7.17. The calculated profiles’ agreement does not appear
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Figure 7.17: Experimental profiles of CeB6 [100] and [110] measured at 1.7 K at a field
of 6 T plotted against the FSM ELK calculated MCPs. The agreement with pz ≥ 1 a.u
is significantly improved compared to the original ELK calculation.
to have improved over the original ELK calculated MCPs (figure 7.11). Much like the
original ELK calculation, the [100] profile’s agreement at pz ≤ 1 a.u is poor due to
the lack of low momentum contributions in the profile. However, the FSM calculation
creates a slightly more broad profile at low momentum, creating worse agreement at low
momentum compare to the original calculation. The broadness of the [110] direction
is similarly, not described as successfully in the FSM calculation as there is a larger
contribution to the peak at low momentum. Comparing the [100] and [110] profiles, the
anisotropy is less pronounced in the FSM calculation when compared to the original
calculation. Both directions in the FSM calculation develop low momentum dips, which
isn’t the case for the original calculation.
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Compared to the original calculation, the FSM calculation’s agreement with the experi-
mental data is slightly worse. Neither calculation manages to find good agreement with
the experimental data in the [100] direction. A further investigation into producing a B
moment with FSM calculations is necessary to study this change in agreement further.
7.6 Concluding Remarks
7.6.1 Summary
The CeB6 spin density was measured on the BL08W beamline of SPring-8 at 1.7 K in a
field of 6 T. Due to the magnet upgrade, CeB6 was measured to test the system’s capa-
bilities when studying materials with low spin moments. An anisotropy was discovered
between the [100] and [110] directions prompting a further study of the system. The
enhancement in statistics refuted the proposal that CeB6 has a Ce 5d character due to
the poor agreement between the new experimental data and the Ce 4f and 5d RHF
profiles.
Theoretically, the system was modelled with DFT using the ELK code. The GAMESS
code was also used to model the wavefunctions of the Ce3+ and B ions. The ELK code
predicted no B moment, attributing the spin moment entirely to the Ce 4f band. The
ELK calculation agreed well with literature but when compared to the experimental
data, failed to capture the essential features. This is attributed to an overly broad [100]
profile, however the [110] profile agreed better. This issue is similarly present in the
GAMESS calculation where it was proposed that the 4fx(y2−z2) orbital is responsible
for the magnetism in CeB6. Much as was the case in the ELK calculation, the sole 4f
model is too broad to agree with the [100] experimental data. To rectify this issue, an
inclusion of a small B moment was proposed by modelling the B 2p band using GAMESS.
The narrow 2p profile improved the fits for both directions significantly, comprising ∼ 19
% of the total spin moment. In conclusion, this work suggests that the magnetism in
CeB6 does not originate solely from the Ce ion, but is comprised of a Ce 4f moment
and a B 2p moment.
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7.6.2 Future Work
Whilst being constrained to fit two different directions is beneficial for testing the ro-
bustness of the proposed Ce:B6 spin-density model, measuring a third direction (such
as the [111]) will give an additional constraint on the fitting, enabling a more rigorous
study of how successful this model is. Regarding the future use of DFT calculations,
a different electronic structure has been proposed by Gu¨rel et al.177 which puts the
5p6, 5d1, 4f1 and 6s2 states of the Ce and the 2s2 and 2p1 states of the B into the
valence. Studying the system using this electronic structure may provide novel results
for studying the system.
Outside the scope of MCS, perhaps XMCD could be employed to probe the potential
B spin moment. This type of measurement may be non-trivial however due to the very
low energy of the B K-edge and the requirement that the system be studied at T < 2
K. Few facilities are available which can provide this laboratory environment.
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Chapter 8
Orbital Occupation of the 1D
Complex Oxide Ca3Co2O6
Low dimensional quantum spin systems have generated considerable experimental and
theoretical interest due to their complex phase diagrams and novel physics. One such
material is the 1D complex oxide Ca3Co2O6, which at low temperatures, has several steps
in its magnetisation curve, reminiscent of quantum tunnelling effects. The origin of this
step-like behaviour and furthermore, the origin of these magnetic contributions is still
an open area of discussion. MCS presents an ideal method of studying the magnetism in
this system. By combining the experimental MCS data with theoretical and analytical
techniques, the orbital occupations (and thus, the band structure) can be explored. A
sample of Ca3Co2O6 was measured on the BL08W beamline at SPring-8, taking full
advantage of the new experimental capacity and improved statistics available because of
the magnet upgrade. The band structure of the system was calculated using the SPR-
KKR DFT code and an orbital study was performed using the GAMESS code. This
work presents a new orbital model for the system, in disagreement with the literature
and previous experimental work.
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8.1 Introduction
Low dimensional systems, in which there is a restriction to one or more spatial dimen-
sions in the material, exhibit a plethora of exotic phases and physical phenomena. The
one-dimensional (1D) Cobaltate Ca3Co2O6 and in fact, the isostructural compounds
of the form A3MM
′O6 (where A is an alkaline-earth metal and M,M ′ are transition
metals) all have attracted considerable interest due to their unique crystal structure
and unusual properties.178 Among the metal oxides, low dimensionality refers to sys-
tems where the metal-metal separations are short within a plane or along a chain of
atoms. Ca3Co2O6 is characterised by its rhombohedral structure (space group R-3c
where a = 9.061 A˚ and c = 10.367 A˚) which is comprised of 1D chains of CoO6 prisms
alternating between a trigonal structure and an octahedral structure along the c direc-
tion of a hexagonal unit cell.179 These chains are separated by Ca ions and in turn, form
a hexagonal lattice in the a-b plane. The crystal structure has been plotted in figure
8.1.
a
b
c
(a) (b)
Figure 8.1: The R-3c crystal structure of Ca3Co2O6 ( , and respectively). (a) is
a projection in the a-b plane showing the triangular arrangement of the Co-O chains
which gives rise to the geometric frustration in the system. (b) shows the Co-O chains
which align along the c axis.
Over the years, there has been intense controversy over the valency of the trigonal and
octahedral sites with two dominant models being proposed.180 Either both Co are in
the 3+ state, or the octahedral Cooct is in the tetravalent 4+ state and the trigonal
Cotrig is in the divalent 2+ state.
181–187 Within the last decade, it has become widely
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accepted that both Co ions are in the trivalent state (Co3+ with the outer orbital
being 3d6) where the trigonal CoO6 prism is in a high spin (S = 2) state while the
octahedral CoO6 prism is in a low spin (S = 0) state.
188–192 The trigonal crystal field
and SOC generate an Ising-style magnetic anisotropy on the trigonal CoO6 sites with
the easy axis aligned parallel to the chains. Spins are aligned ferromagnetically along
the chains while a weaker antioferromagnetic interaction couples adjacent chains along
helical pathways, leading to magnetic frustration.193,194 To add further complexity to
this already elaborate phase diagram, below TN, a new magnetic order is obtained via a
longitudinal amplitude-modulated spin-density wave which propagates along the c axis
with a periodicity of ∼ 1000 A˚.195,196
An additional topic of controversy relates to Ca3Co2O6’s conductivity. Experimen-
tally, Ca3Co2O6 has been found repeatedly to be an insulator
197–199 whilst theoretically,
Ca3Co2O6 has been predicted to be a half-metal.
182,188,190 Electronic structure calcula-
tions will only predict an insulating phase when a U term is applied to the Hamiltonian
to account for correlation effects.191,200
8.1.1 Proposed Electronic Structure
The work by Wu et al.191 built the framework for the modern theory of Ca3Co2O6’s
band structure. Their initial LDA results find Ca3Co2O6 to be a ferromagnetic half-
metal where for the trigonal CoO6 prism, the crystal field does not cause the Co 3d
orbitals to split into the typical eg and t2g bands. Instead, a degeneracy is found between
the 3dx2−y2 and 3dxy orbitals and the 3dxz and 3dyz orbitals. With SOC turned on, this
degeneracy is lifted. This orbital picture has been plotted in figure 8.2. This significant
change in the energy levels due to the SOC generates a large impact on the magnetic
properties of the system in the form of a large, unquenched orbital moment. Each
of the SOC d energy levels accommodates one spin-up electron except for d2 which
also accommodates a spin-down electron. This results in an orbital contribution to
the magnetic moment greater than what is typically observed in Co or Fe ions in Oh
symmetry. An ionic d2 would give an orbital moment of 2 µB however the calculation
of Wu et al. finds this value suppressed to an orbital moment of 1.57 µB. This is due to
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Figure 8.2: Energy levels of the Co 3d orbitals for the octahedral (left) and trigonal
(right) CoO6 clusters. Highlighted in red is the lifting of the degeneracy of the trigonal
orbitals due to SOC.
the covalency of the Co bonds in addition to the fact that the trigonal prism is slightly
distorted.
The initial LDA+SOC calculation predicted the material to be a ferromagnetic half
metal. In order to converge the calculation to an insulating state, the LDA+SOC+U
method was required. Using U = 5 eV and J = 0.9 eV, the results of the calculation de-
termined Ca3Co2O6 to be a ferromagnetic insulator, in stark contrast to the LDA+SOC
calculation. Converging the calculation to give Ca3Co2O6’s experimentally determined
insulating states suggests the system to be a correlated insulator.201 Finally, Wu et al.
suggests the charge distribution corresponds to that of the trigonal Co2+, octahedral
Co4+ state, in disagreement with the available literature which suggests otherwise.
8.2 Experimental Work
The same set of crystals used at ESRF207 were used for this MCS experiment at SPring-
8. Single crystal samples of Ca3Co2O6 were grown in a KCO3 flux using a Ca3Co2O6
powder synthesised via a solid state reaction.195 The quality of these samples was verified
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using Laue X-ray diffraction which verified the single crystal nature of the sample,
showing very clear Laue patterns free of any twinning or defects. Since the c-axis is
of exclusive interest, multiple single crystals were orientated along the direction and
attached to a sample mount in order to improve the magnetic signal. These samples
have been measured in other experiments.195,196,202–206
MCS data was collected on the BL08W beamline at SPring-8 in December 2013. The
sample was cooled to 10 K and a magnetic field of 5 T was applied along the c-axis of
the sample.
Originally for testing purposes, the new SPring-8 data was compared to the experimental
data and theoretical model of Butchers.207 The model suggests a large contribution
from the 3dxz,yz orbital, with a small contribution from the 3dx2−y2,xy orbital and a
very small contribution from the 3d3z2−r2 orbital. The results of this comparison have
been plotted in figure 8.3. The experimental profile measured at SPring-8 is entirely
consistent with the shape and broadness of the profile measured by Butchers at ESRF,
albeit with significantly improved statistics. Concerning the theoretical model however,
the new data emphasises the model’s unsuccessful description of the MCP. Above 2 a.u,
the model underestimates the broadness of both data sets, invalidating its applicability
to describing the physics of the system.
This testing exercise proved to stress the importance of a a new orbital occupation study
which must be performed in order to describe this new data set. This theoretical study
was performed using the SPR-KKR and GAMESS codes.
8.3 Electronic Structure Calculations
The electronic structure of Ca3Co2O6 was calculated using the SPR-KKR code. The
fully-relativistic simulation was calculated using the GGA exchange-correlation func-
tional with 1000 k points inside the IBZ. An initial estimate of a 5 µB total moment
was allocated to the trigonal Co-site in order to converge the calculation at the physical
ground-state. The calculated DOS has been plotted in figure 8.4. The calculation con-
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Figure 8.3: The old experimental Ca3Co2O6 measured at ESRF plotted against the new
Ca3Co2O6 data measured at SPring-8. The model is from Butchers’ thesis. The shapes
of both experimental MCPs is consistent, with the SPring-8 having higher statistical
quality. Butchers’ model is unsuccessful in describing the measured MCPs.
verges to find Ca3Co2O6 is a ferromagnetic half-metal with a total spin moment of 3.93
µB and a small orbital moment of 0.01 µB. In agreement with the theoretical work of
Wu et al., EF is dominated by trigonal Co 3d minority states comprised of the 3dx2−y2,xy
and 3d3z2−r2 states. The 3dxz,yz states are found above EF. The spin moment is com-
prised mainly of the trigonal Co site with a small contribution originating from the
Ca and O. No moment is attributed to the octahedral Co site. The orbital moment is
found to originate entirely from the trigonal Co site. A table summarising the magnetic
contributions is presented in table 8.1. The calculated MCP projected along the [001]
direction has been plotted in figure 8.5. The agreement with the experimental data is
very poor. Due to the calculation’s predicted half-metallic properties, periodic Umklapp
features have developed in the theoretical profile. These features are not present in the
measured MCP due to the compound’s lack of conductivity. In addition, the peaks at
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Figure 8.4: The calculated DOS of Ca3Co2O6 using the GGA exchange-correlation func-
tional. The calculation finds Ca3Co2O6 to be a ferromagnetic half-metal. In addition to
the total DOS, the partial DOS of the octahedral and trigonal Co 3d states have been
plotted in addition to the partial DOS of the O 2p states.
∼ 2 a.u and ∼ 0.5 a.u are missing in the experimental data, which has a single peak at
∼ 1.5 a.u. It can be argued that the broadness of the theoretical profile matches that
of the experimental profile. The oscillations in the profile make this conclusion difficult
to justify however.
8.4 Orbital Occupation Study using GAMESS
The magnetic properties of Ca3Co2O6 as discussed previously in §8.1 are attributed
entirely to the high spin, trigonal CoO6 cluster. Since the theoretical MCP generated by
the SPR-KKR fails to agree with the experimental data, an alternative approach is the
wavefunction-based GAMESS code. A study using the same methodology was performed
by Koizumi et al.208 on La2−2xSr1+2xMn2O7 where they found the measured MCP to
be dominated by a 3dx2−y2 contribution. Several different approaches to modelling
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Site Spin Moment [µB] Orbital Moment [µB]
Ca 0.2121 -0.0024
Cotrigonal 1.4618 0.05342
Cooctahedral 0.0001 0.0001
O 0.2976 -0.0042
Total 3.9434 0.0936
Table 8.1: Fully-relativistic GGA calculated spin and orbital moment contributions of
Ca3Co2O6.
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Figure 8.5: Experimental [001] profile of Ca3Co2O6 measured at 10 K with an ap-
plied field of 5 T plotted against the SPR-KKR calculation. The broadness is arguably
captured but the essential features of the theoretical profile are all missing in the exper-
imental data.
this system have been considered. Since the SPR-KKR calculation allocates a sizeable
moment to the O of the CoO6 trigonal site, this will be the first cluster modelled in
GAMESS. This cluster was then extended to Co3O12 and Co5O18 to examine how the
periodicity of the cluster may impact the theoretical profile. Finally, the O atoms were
removed from the cluster in order to study how their absence affected the calculated
profiles.
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8.4.1 Modelling the CoO6 Cluster
A CoO6 cluster was surrounded in 1991 point charges which emulated the surrounding
atoms and unit cells. The valencies of the Ca, Co and O atoms were +2e, +3e and
-2e respectively. This crystallographic environment approximates a 3 × 3 × 3 unit cell
whilst only the CoO6 trigonal cluster is treated ab initio
1. The Ahlrich TZV basis set
was used for both the Co and O atoms.209 The outer electron configuration of Co is 3d7
4s2. Consequently, using Hund’s rules,21 the Co in the 3+ state has a spin quantum
number of ms = 2. The O in the 2− state has a fully occupied 2p orbital and so has
ms = 0. As a result, the multiplicity of the cluster was found to be M = 5.
210
The calculation yielded five 3d orbitals from the CoO6 trigonal cluster which are shown
in figure 8.6. It is important to note that these orbitals are not purely of Co 3d character
3dyz3dxz
3dxy3dx2-y2
3d3z2-r2
x
y
z
x
y
z
x
y
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Figure 8.6: The five 3d orbitals of the CoO6 trigonal cluster calculated using GAMESS
with the Ahlrichs TZV basis set.
as there is some hybridisation with the O 2p orbital as well.
From these orbitals, the MCPs have been calculated and projected along the c-axis.
The profiles have been plotted in figure 8.7. As predicted by Wu et al., the 3dx2−y2
and 3dxy and the 3dxz and 3dyz orbitals were found to be degenerate in the GAMESS
1These are the atoms which are specified in the $DATA section of a GAMESS input file. The atoms
specified in this group are represented using explicitly defined basis functions.
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Figure 8.7: The theoretical 3d MCPs of the trigonal CoO6 cluster projected along the
c-axis, computed using the GAMESS code. The 3dx2−y2 and 3dxy are degenerate as are
the 3dxz and 3dyz.
calculation. This is reflected in the shapes of the MCPs where the respective MCPs were
found to have an identical character. The presence of point charges in the calculation
is crucial to the degeneracy of the orbitals. In the absence of these point charges, the
degeneracy of the orbitals is lifted and the shapes of the theoretical MCPs start to differ.
This degeneracy is important because its physical interpretation is that these degenerate
orbital MCPs can exceed 1 µB of spin moment and instead, reach a spin moment of 2
µB.
Two approaches were taken when fitting the theoretical calculations to the experimental
data. The first approach utilised an unconstrained fit, where the parameterisation used
to scale the individual orbital MCPs is unrestricted and allowed to vary freely. The
second approach was a constrained fit. In this case, all orbitals were restricted to be
positive. The sign of the MCP is indicative of the spin moment’s direction. Having all
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the MCPs be positive suggests all the spin moments are parallel to each other. This is
expected to be the case when the sample is saturated in a magnetic field of 5 T. If the
spin moments of specific orbitals are found to be anti-parallel to each other, this result
would be considered non-physical in the presence of a magnetic field. In both cases, the
experimental data has been normalised to the experimentally determined spin moment
of 3.93 µB. The results of this fitting have been plotted in figure 8.8.
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Figure 8.8: Unconstrained (left) and constrained (right) fitting of the trigonal CoO6
GAMESS profiles to the newly collected experimental data. Both fitting paradigms find
very good agreement with the experimental data. However, neither of these results are
deemed physical when following the outline presented by Wu et al.
On initial inspection, both fitting paradigms are found to give good agreement with the
experimental data. It is when the individual orbital contributions are examined that
this agreement fails under scrutiny. Table 8.2 compares the orbital spin moment con-
tributions to the total spin moment for both fitting paradigms. The values highlighted
in red are non-physical. Focusing on the unconstrained regime, the 3dxz,yz degenerate
orbital has a spin moment significantly higher than its maximum allowed spin moment
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Fitting Regime x2 − y2, xy [µB] xz, yz [µB] 3z2 − r2 [µB] Total Spin Moment [µB]
Unconstrained -0.21 2.86 1.22 3.88
Constrained 0 2.85 1.18 4.03
Table 8.2: Orbital specific spin moment contributions to the total spin moment of
the new Ca3Co2O6 experimental data. The values highlighted in red are deemed non-
physical.
(2 µB). While a degree of Co 3d - O 2p hybridisation can be inferred from this value (and
is indeed expected), an excess of almost 1 µB of moment is far too much due (solely)
to hybridisation and is therefore deemed non-physical. Additionally, the 3dx2−y2,xy de-
generate orbital is found to have a spin moment anti-parallel to the total spin moment
of the trigonal CoO6 cluster. This is in complete disagreement with Wu et al.’s work in
which the polarisation of the orbitals is found to be parallel. A result which finds one
of the orbital contributing negative (anti-parallel to the other orbitals) is in complete
disagreement with their result.
Examining the results of the constrained fitting finds similar disagreement. The 3dxz,yz
degenerate orbital also has a spin moment which is significantly higher than what is
allowed. In disagreement with Wu et al.’s work, the 3dx2−y2,xy degenerate orbital con-
tributes 0 to the total MCP. The fact that forcing a constraint on the fitting procedure
is required to make all the contributions positive is telling that this model is unable to
adequately describe the experimental data.
A conclusion from this theoretical model is that this simple model, where only the
trigonal CoO6 cluster is treated in the ab initio cluster, is insufficient in modelling the
magnetic properties of Ca3Co2O6. While the octahedral CoO6 cluster is in the low spin
state (and therefore contributes 0 moment to the EMD), its inclusion in the calculation
may factor-in potential long range order effects which would otherwise not be present
in the calculation.
8.4.2 Modelling of Higher Order Co-O Clusters
With the fitting of the trigonal CoO6 orbitals to the new experimental data, the results
were found to be non-physical. An attempt to rectify this issue is to increase the
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order of the clusters modelled ab initio in GAMESS as their inclusion may improve the
physicality of the fitting to the experimental data. The inclusion of the additional Co-O
clusters in the chain will have an effect on the calculated wavefunctions which will as a
result, change the shape of the calculated MCPs.
The various chains modelled in GAMESS are shown in figure 8.9. In all calculations, the
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Figure 8.9: The Co-O chains calculated using the GAMESS code in an attempt to model
experimental MCS data.
trigonal CoO6 cluster was situated at the origin of the coordinate system as this is the
high spin site. The Co3O12 and Co5O18 calculations were chose due to their inherent
symmetry which is retained when compared to even-numbered Co calculations which
would generate asymmetric wavefunctions. The Co3O12 cluster incorporates an octa-
hedral cluster above and below the trigonal site whilst the Co5O18 calculation contains
both an additional set of octahedral clusters and an additional set of trigonal clusters.
A Co3O12 cluster was surrounded by 1983 point charges in order to simulate the crystal-
lographic environment. A similar calculation was performed on a Co5O18 cluster which
was surrounded by 1975 point charges. This crystallographic environment translates to
a total of 3 × 3 × 3 unit cells. As was the case with the calculation described in §8.4,
the Ahlrich TZV basis set was used to describe both the Co and the O atoms treated in
each cluster. No constraints were applied to the fitting. The results of these two calcu-
lations have been plotted in figure 8.10. Table 8.3 summarises the calculated moments
for the unconstrained Co3O12 and Co5O18 cluster calculations. The Co3O12 calculation
will be discussed first. The resulting calculation is considerably different to that of its
CoO6 counterpart. The inclusion of the two octahedral clusters above and below the
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Figure 8.10: Unconstrained fitting of the trigonal Co3O12 and Co5O12 GAMESS cal-
culations, fit to the experimental data collected at SPring-8. The incorporation of the
additional octahedral clusters sees the development of periodic features in the calcu-
lated MCP for both calculations. These periodic features are not well observed in the
experimental data.
Cluster x2 − y2, xy [µB] xz, yz [µB] 3z2 − r2 [µB] Total Moment [µB]
Co3O12 -0.07 3.09 0.80 3.81
Co5O18 0.97 3.07 -0.24 3.82
Table 8.3: Orbital specific spin moment contributions to the total spin moment for the
unconstrained Co3O12 and Co5O15 cluster calculations.
trigonal cluster have given rise to periodic features which were previously absent in the
calculation. The appearance of periodic features like these are generally attributed to
Fermi surface features in the EMD. This is not the case however. Instead, these periodic
features arise due to the Co-Co interference along the chain in the cluster. This gives
a reason for why periodic features can exist in Ca3Co2O6 even when there’s an absence
of a Fermi surface (due to the system’s insulating phase).
Consistent with the CoO6 cluster calculation, the Co3O12 allocates a non-physical set
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of contributions to the calculated 3d orbitals. The unconstrained fitting finds the total
theoretical spin moment to be 3.81 µB. This is comprised mostly of the 3dxz,yz degener-
ate orbital which contributes 3.1 µB spin moment to the total MCP. This enormous spin
moment cannot possibly be achieved solely from this orbital and is not a realistic result.
The 3dx2−y2,xy doubly degenerate orbital much as was the case in the unconstrained
fitting of the CoO6 model gives a small negative contribution to the total spin moment.
Again, this violates the work of Wu et al. and has no theoretical basis for occurring.
Turning attention to the Co5O18 calculation, similar to the Co3O12 cluster calculation,
periodic features have developed in the 3d orbitals. Much like the CoO6 and Co3O12
cluster calculations, the contributions to the total MCP are found to be non-physical.
However, the results for Co5O18 are found to be inconsistent with the consistently non-
physical results of the CoO6 and Co3O12 calculations. The calculation finds a negative
−0.24 µB contribution originating from the 3d3z2−r2 orbital instead of the 3dx2−y2,xy
doubly degenerate orbitals. Consistent with the previous two calculations, a significant
majority of the moment is attributed to the 3dxz,yz doubly degenerate orbital, which
allocates 3.07 µB to the MCP - a very non-physical result. Finally, the calculation
attributes 0.97 µB to the 3dx2−y2,xy doubly degenerate orbitals, which is not the case
for the previous two calculations.
Regardless of which type of Co-O cluster modelled using GAMESS, the agreement be-
tween the theoretical calculations and experimental data is poor, and the calculated
contributions to the total MCPs are non-physical. The overemphasis of the 3dxz,yz or-
bitals is a significant problem in all three of these calculations. The following section
attempts to rectify this issue by removing the O atoms from the cluster, instead treating
them as point charges.
8.4.3 Absence of O in the Cluster
The calculations performed on the Co-O clusters give rise to, non-physical results which
place too much moment on the 3dxz,yz and give poor agreement with the experimental
data. In addition, the DFT calculations described in §8.3 are also incapable of adequately
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describing the EMD of the system. The failure of these models may be due to the heavy
hybridisation observed in the calculation between the Co 3d and O 2p wavefunctions.
A possible counter-investigation to this observed phenomena is to remove the O atoms
from the trigonal CoO6 cluster. Instead, these O atoms will be treated as point charges
much as the rest of the atoms outside the trigonal and octahedral clusters. This means
the wavefunctions exported by the GAMESS code will be purely Co in character, and
not be comprised of any O wavefunction contributions. This is in stark contrast to the
work of Wu et al. where an O moment is suggested.
In total, four calculations were performed where the O atoms were treated as point
charges. Visual representations of these calculations have been plotted in figure 8.11.
The calculations used a maximum of 1997 point charges representative of a 3 × 3 × 3
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Figure 8.11: The four Co-O calculations where the O atoms are now treated as point
charges ( ). Each cluster is surrounded by up to 1997 point charges which represent a
3× 3× 3 unit cell.
Ca3Co2O6 unit cell. As with the previous calculations, the Co atom is in the 3+ valency.
The Co clusters were all situated at the center of the point charge regions to ensure
a symmetric point charge distribution around the ab initio cluster. The fitting was
performed within a range of 0 ≤ pz ≤ 10.
The fitting for the single Co atom cluster is plotted in figure 8.12. The absence of any
treated O atoms makes a significant difference to the shapes of the orbital dependent
MCPs (and subsequently, the net, total fit). Most significantly is the presence of a
sizeable 3dx2−y2,xy contribution to the total MCP. Unlike any of the calculations which
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Figure 8.12: The O absent Co cluster calculation model plotted against the experimental
data. The fitting is a significantly more physical and realistic result.
Cluster x2 − y2, xy [µB] xz, yz [µB] 3z2 − r2 [µB] Total Moment [µB]
Co 1.01 2.15 0.74 3.90
Table 8.4: Orbital specific spin moment contributions to the total spin moment for the
Co cluster calculation.
contained O in the cluster, the absence results in a much more physically appropri-
ate model for describing the experimental data. The total fit estimates the total spin
moment to be 3.90 µB, in excellent agreement with the observed spin moment of 3.93
µB. The calculated spin moments have been summarised in 8.4. The resultant fitting
marks a significant improvement in physicality of the calculated spin moments. While
the 3dxz,yz contribution is still slightly above 2 µB, this value is within the error due to
the fitting paradigm and furthermore, marks a significant improvement in physicality
in comparison to the previous Co-O models. The contributions are also all positive
(parallel) to each other, in agreement with the theoretical model presented in figure 8.2.
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One deviation from the experimental data is the lack of a bump in the theoretical MCP
at ∼ 3.25 a.u. The Co cluster calculation predicts the MCP to be smooth with no
periodic features which is not the case in the experimental MCP.
The fitting for the higher order chains is presented in figure 8.13. For the purpose of
comparison, all extended chain fits use the contributions calculated from the base Co
calculation. Much as what was seen in §8.4.2, extending the chain in c introduces peri-
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Figure 8.13: The four O free Co chain MCP total fits calculated using GAMESS plotted
with the experimental data. Each profile is offset by 0.25. The total fits are dependent
on the contributions calculated from the base Co calculation. Extended the chain to
higher orders introduces periodic features to the MCP which are not observed in the
experimental data.
odic features into the MCPs. Comparison between the experimental data and the Co7
calculation is presented in figure 8.14. The development of periodic features is imme-
diately noticeable in the 3dz2−r2 orbital which is the primary source of these periodic
features. In addition to this, the 3dx2−y2,xy and 3dxz,yz also start to develop periodic
features. Unlike the calculation which includes O in the cluster, the results from the
O-free calculations again, return physical results for the resultant fitting. Much as is
156
0 1 2 3 4 5 6 7 8 9 10
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
J m
ag
(p
z) 
[a
rb
.]
pz [a.u]
 Ca3Co2O6 Data
 3dx2-y2,xy
 3dxz,yz
 3d3z2-r2
 Total Fit
Figure 8.14: The experimental data fit with 3d orbitals calculated from the Co7 calcu-
lation (the last calculation in figure 8.11). Compared to the base Co calculation (figure
8.12), the agreement is significantly worse due to the development of periodic features
in all three calculated orbitals.
the case for the calculation with only a single Co atom in the cluster, these calculations
find an MCP which is predominantly of 3dxz,yz with a sizeable 3dx2−y2,xy contribution.
The periodic features in the extended Co cluster calculations do not reproduce the ex-
perimental bump at ∼ 3.25 a.u. The failure in the theoretical work to describe this
bump in the MCP suggests that either the theoretical model still is not adequate in
describing the experimental data, or alternatively, the bump in the experimental MCP
is anomalous.
A reason for the introduction of periodic features in the MCPs is due to hybridisation of
the Co-Co wavefunctions. This interaction does not appear to extend to the next nearest
neighbours as no observable2 difference can be seen. Furthermore, the fact these periodic
2Due to the convolution used to mimic the experimental resolution, any difference in the theoretical
MCPs which may be witnessed cannot be observed experimentally, hence the difference is not observable.
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features are not observed in the experimental data could suggest that screening effects
are in play, resulting in no hybridisation (or substantially less) between the neighbouring
Co wavefunctions. This may also explain the drastic improvement in agreement with
experiment when the O atoms are removed from the cluster. The lack of any O spin
density in these calculations combined with the significant improvement in agreement
with the experimental data suggests the O wavefunctions are localised entirely on their
atomic sites and provide no overlap with the Co 3d wavefunctions. Perhaps a source
of this screening could be the localised O 2p wavefunctions which screen the Co-Co
interaction.
While this model presents a significant improvement in the description of the experimen-
tal MCP, the result is controversial. The lack of any O spin-density in the calculation
is a controversial result which disagrees with the theoretical work of Wu et al. and the
breadth of DFT calculations which have been used to study the system. In addition,
since this model sets the trigonal Co atom to be in the 3+ valence, this work also dis-
agrees with the conclusion that the trigonal Co atom is in the 2+ state. However, since
the DFT calculations which have been performed in lieu of their work are inadequate
in describing the MCP of the system adequately, presenting theoretical work which is
successful in describing the measured MCP is of much intellectual value, even if the
results are in disagreement with alternative theoretical methods and studies.
8.5 Concluding Remarks
8.5.1 Summary
The c direction of Ca3Co2O6 was measured on the BL08W beamline of SPring-8 using
the newly installed magnet setup. By measuring the sample at 10 K using an applied
magnetic field of 5 T, a dataset with high quality statistics was acquired for the system.
The theoretical model used to describe the experimental data of Butchers was found to
be inadequate in modelling the essential physics of the newly acquired data. In addition,
the MCP calculated using SPR-KKR failed to describe the experimental data. Using
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GAMESS, the CoO6 trigonal site was modelled and while agreement with the measured
MCP was good, the orbital contributions to the total MCP were non-physical. This lack
of physicality was also apparent when the CoO6 trigonal cluster was extended along the
1D chain. The higher order clusters also developed periodic features which weren’t
observed in the base CoO6 calculation.
A breakthrough in the modelling of this system came from removing the O atoms from
the ab initio cluster, effectively modelling a single Co atom in the Ca3Co2O6 crystal-
lographic environment. The agreement with experiment was far more successful, very
adequately describing the measured MCP and giving physical spin moment contribu-
tions from the individual orbitals. Longer chains of Co atoms were also calculated
however these developed the periodic features characteristic of the Co-Co hybridisa-
tion observed in previous GAMESS calculations. The results of this study suggest that
the spin-density of the system originates entirely from the trigonal Co site and that
no O spin-density is required to describe the EMD. Introducing an O spin-density to
the description destroys the physicality of the results. This is a controversial result as
previous theoretical studies of this system have proposed models which are comprised
of trigonal Co, O and even a small Ca contribution to the magnetism of the system.
Furthermore, all theoretical studies treated the trigonal Co atom as being in the 3+
state. The success of this model refutes the possibility that the trigonal Co atom is in
the 2+ state and consequently, that the octahedral Co atom is in the 4+ state. This
work encompasses much of what makes MCS a valuable tool in the study of electronic
structure, demonstrating how the electronic properties and orbital occupations can be
analytically determined with the combination of theory and experiment.
8.5.2 Future Work
The limits of what can be achieved using wavefunction based codes for determining the
electronic structure of Ca3Co2O6 have been reached in this thesis. Practically, all of the
potential calculations modelling various aspects of the Co-Co and Co-O wavefunctions
have been studied. On a theoretical basis, further pursuits into modelling this system
will have to use DFT-based methods. The work of Butchers (in addition to the work
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of various collaborators) has demonstrated that the LDA, GGA and LDA+U methods
are unsuitable for modelling this system as the theoretical results do not agree with the
measured experimental profiles. One possible avenue to explore would be similar to that
which has been presented in section 7.17, where (in the case of CeB6) the B moments
were fixed to be non-zero. In the case of Ca3Co2O6, the O moments could be set to
zero to simulate the effects of the GAMESS calculations. If the hypothesis, that no O
moment contributes to the spin density of Ca3Co2O6 is true, doing like-wise with the
DFT calculations will provide further insight into this claim. If the agreement between
the experimental data and the FSM-DFT calculations is significantly improved with this
model, this will provide a serious case that O makes no contribution to the spin density
and instead, the spin-density of Ca3Co2O6 is entirely Co 3d in nature.
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Chapter 9
Conclusions
The existing hardware of the SPring-8 BL08W beamline has been upgraded by replacing
the previous magnet with the 9 T Oxford Instruments magnet which originally resided
on ESRF’s ID15 beamline. To complement this upgrade, the control software had to
be updated to accommodate this change in hardware. Due to the vastly improved ex-
perimental capacity achieved through this upgrade, a range of MCS experiments have
been conducted over the last three years which have taken full advantage of the im-
proved hardware capabilities. The spin-densities of Co2MnSi, CeB6 and Ca3Co2O6
were all measured, taking full advantage of the improved hardware. The modelling of
these compounds was performed primarily using either the ELK or GAMESS codes.
New paradigms for developing models were used which have previously been unavail-
able due to hardware restrictions and lack of functionality in the codes used. Finally,
complimenting the experimental MCS work of these compounds has been a breadth of
supplementary experimental techniques ranging from SQuID magnetometry to Powder
XRD. Their contributions have helped provide further insight into the magnetic struc-
ture and stoichiometry of these materials. The success in probing the spin-densities of
these compounds, and the advent of further developed analytical methods to study them,
will pave the way for future studies of the spin-densities of novel, exotic phenomena.
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9.1 Summary of Results
9.1.1 BL08W Magnet Upgrade
The initial goal of this project was to upgrade the experimental capabilities of BL08W
by transferring the 9 T Oxford Instruments magnet from the ESRF ID15 beamline to
the SPring-8 BL08W beamline. To facilitate this upgrade, the software which controlled
the experimental functions of the beamline needed to be modified to accommodate the
new magnet.
Testing (as well as some of the experiments described in this thesis) found the con-
figuration produced data with significantly improved statistics which agreed with the
previously collected data from both the ID15 and BL08W beamlines. A larger range of
phenomena can now be explored due to the improved experimental capacity provided
by the upgrade.
9.1.2 Co2MnSi
Half-metallicity, even after its initial postulation in the mid 1980s, has remained a
fervently studied area of research due to the lack of materials which have been exper-
imentally determined to possess 100 % spin-polarised band structures. The Co-based
full Heusler alloys are currently a promising candidate and recent results on thin films
have been very promising.
The EMD of Co2MnSi was probed along three high symmetry [100], [110] and [111]
directions at a temperature of 300 K with an applied magnetic field of 1 T. These re-
sults were compared to a theoretical model calculated using the ELK FP-LAPW DFT
code. Significant agreement between the experimental data and the theoretical model
was found, with the three directional curves describing the tails of the MCPs very ad-
equately. Only at very low momentum, where contributions from the more correlated,
itinerant electrons are present in the MCPs, do the theoretical curves deviate from the
experimental values. In addition to the experimental MCPs, the experimental and the-
oretical anisotropies were determined and compared to give an extra comparison layer.
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By removing the less anisotropic core electrons (which contribute to the tails of the
MCPs), data which is more itinerant in character can be compared to the theoreti-
cal work. Here, very good agreement is found, with the theoretical anisotropies very
accurately modelling the anisotropies calculated from the experimental data.
Due to the good agreement between the MCS experimental data and the theoretical
model, examining the stoichiometry of the compound, and how deviations in its struc-
ture affect its macroscopic properties was important to test the validity and robustness
of Co2MnSi. Theoretically, variations in the lattice parameter of up to 6 %, while shift-
ing the magnetic contributions of the Co and Mn sites in the sample, did not impact
the total moment of the system, finding Co2MnSi to still be a half-metal (theoretically).
Additionally, introducing correlation to the system using the GGA+U model found the
system to still retain its half-metallicity until large values of U were applied. Experi-
mentally, the system was found to have a slight Silicon excess which sat on the Co sites
of 2 %. A further investigation into the stoichiometry of the system through comparing
the Powder XRD data of two sources (Cu Kα and Co Kα) was attempted. However,
the quality of the data was questionable due to a large background in the Co Kα source
data. This resulted in the determined disorder parameters being dubious, suggesting
further measurements need to be taken.
To summarise, the theoretical work was found to be in very good agreement with the
experimental MCS work. Small changes to the band structure introduced through lattice
variations and correlation made no impact on the total moment, allowing Co2MnSi to
retain its half-metallicity, suggesting that small deviations in stoichiometry may not
break the half-metallicity of the system. These results propose Co2MnSi to be a robust
half-metal and this work is the first bulk measurement of the compound which finds
Co2MnSi to be a potential half-metal.
9.1.3 CeB6
The heavy fermion, complex Kondo material CeB6 has remained controversial due to
the nature of its magnetism and phase diagram. Recent work has suggested this to be
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of 4f while previous MCS studies have suggested it to possess the character of the 5d
electrons. The poor statistics and primitive models used to analyse the measured MCP,
combined with the revised interest in the compound presented a fantastic opportunity
to use the new hardware installed on BL08W.
A much improved measurement of CeB6 was performed, measuring primarily the [100]
and [110] directions at 1.7 K using an applied magnetic field of 6 T - a measurement
which was not possible using the previous hardware. The spin moments were found to
be −0.284 ± 0.006 µB along the [100] direction and −0.27 ± 0.01 µB along the [110]
direction. An anisotropy in the EMD was found from comparing the shapes of [100] and
[110] profiles.
The system was modelled using two different codes, the ELK FP-LAPW DFT code, and
the GAMESS code. The ELK work while agreeing with the literature (in particular, the
Fermi surface modelling of CeB6 and LaB6) found poor agreement with the experimental
MCPs. While a small anisotropy was calculated between the [100] and [110] directions,
the broadness of the [100] profile could not be replicated in the ELK calculation. In
GAMESS, modelling the CeB6 unit cell found the 4fx(z2−y2) orbital to describe the
EMD the most successfully. Like the ELK calculation, the [100]’s broadness fails to be
described with the GAMESS calculation.
Success was found upon the study of a potential B contribution to the EMD. The
possibility of a B spin-density is not a well researched area, and very little literature has
examined this possibility. Introducing a small B 2p contribution dramatically improved
the agreement with experiment. The narrow profile of the 2p MCP in superposition
with the broad 4f profile of the Ce provides a very apt description of the CeB6 EMD,
along both the [100] and [110] directions. Attempting to account for the possible B
contribution through the use of a FSM calculation in ELK found an improvement in the
broadness of the calculated MCP, although this profile still did not determine the low
momentum contributions correctly.
In summary, only with the inclusion of a B contribution, can the experimental MCS work
be adequately described theoretically. The results of this find that a B contribution to
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the EMD, in combination with a 4f contribution from the Ce, very adequately describes
the measured EMD of CeB6. This supports the recent work in the literature which
suggests the magnetism to originate from the 4f band. However, the inclusion of a B
moment is potentially novel and is in need of further study. Additionally, this work finds
that modern DFT codes are unsuccessful in calculating the ground-state properties of
CeB6. The inclusion of a B moment in DFT calculations may aid in the study of this
system.
9.1.4 Ca3Co2O6
The 1D complex oxide Ca3Co2O6 has been the topic of numerous experimental and
theoretical studies. Recent band structure models of the system failed to agree ex-
perimental work. DFT calculations find the system to be a ferromagnetic half-metal
when the system has repeatedly been found to be an insulator. The inclusion of U and
SOC is necessary to converge the system into an insulating state. Furthermore, there
is controversy surrounding the valencies of the trigonal and octahedral Co sites in the
system. Early MCS work found disagreement with a range of DFT calculations and
was ill-described with a proposed model calculated using GAMESS. In order to test the
new, upgraded experimental setup on BL08W, the system was measured again, taking
full advantage of the improved hardware now available on BL08W.
A measurement along the c axis of Ca3Co2O6 was made at a temperature of 10 K using
an applied magnetic field of 5 T. The new data expressed a significant improvement in
statistics compared to the old data and emphasised the previous model’s inability to
describe the data adequately. This prompted a new study into the system, taking full
advantage of the new hardware in addition to new theoretical techniques.
Multiple approaches were taking to studying the CoO6 trigonal site which is found to
contribute to the spin-density of the system. The initial calculations involved modelling
three different chains of these trigonal clusters: CoO6, Co3O12 and Co5O18. The fitting
(both unconstrained and constrained) found that while the curves well very adequate in
describing the MCP, the spin moment contributions from the orbitals were non-physical.
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In addition, as the chains were extended, the development of periodic features were
observed in the theoretical MCPs. In order to improve upon this model, the O atoms
were removed from the cluster and instead, treated as point charges. Co, Co3, Co5 and
Co7 chains were modelled and compared to the experimental data. Regarding the Co
cluster calculation, the fitting found a significant improvement in the physicality of the
results, whilst also giving very good agreement with the experimental data. Much like
with the Co-O cluster calculations, extending the chain was found to develop periodic
features in the theoretical MCPs.
The conclusion from this work suggests solely the trigonal Co site in the 3+ state, con-
tributes to the EMD in Ca3Co2O6. The incorporation of an O moment destroys the
physicality of the results and is not necessary to adequately describe the EMD. Not only
do DFT calculations predict the system to be half-metallic (unless a sufficient U is ap-
plied), but the allocation of moment to the O sites may be what is causing disagreement
between the theoretical calculations and the experimental work. This is a controversial
result as previous theoretical models of the system all incorporate an O moment (and
a small Ca moment) into their descriptions of the magnetism. Furthermore, this work
suggests the periodic features which development in the MCP are not due to Fermi sur-
face features (indicative of a metallic state), but instead are interference effects which
occur due to the hybridisation of the Co-Co wavefunctions along the 1D chain. Their
absence in the experimental data suggests that some form of screening may be occuring
which is why their presence is muted.
9.2 Future Work
Suggestions for future work relating to the three measured samples are presented in
their respective chapters. This section is therefore a discussion relating to the future of
magnetic Compton scattering on BL08W.
While the improvements to the statistics have been demonstrated in this thesis, further
improvements can be made. Shifts in the sample position were observed on many of the
high field experiments due to the shrinking (and subsequent expanding) of the apparatus
166
during field flips. An upgrade to the magnet is possible which will eliminate this sample
movement, which will provide an even greater improvement to the statistics.
The complex, highly correlated systems which have been studied in this thesis have
demonstrated the difficulty DFT has in describing these systems. It has been proposed
for both CeB6 and Ca3Co2O6 that a possible solution to this may be through the use
of FSM calculations as both chapters have argued against the predicted spin-density
allocations calculated by DFT calculations. A primary issue with an over dependence
on this paradigm is how it causes the calculation to no longer be ab initio. The user is
required to input the predicted moments of the constituent atoms instead of the DFT
code. If correlated systems require this level of user input to calculate the observed
physics of a system, it indicates a potential underlying issue in the codes’ predictive
capabilities.
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