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Nella ricerca medica e biologica non sempre è possibile individuare dei nessi
causali semplici ed esaustivi, in grado di spiegare le conseguenze di un evento in ba-
se a leggi fisiche o reazioni chimiche. Infatti, il più delle volte entrano in gioco in
modo determinante la complessità dell’organismo interessato e l’imprevedibilità
del suo comportamento: il grandissimo numero di variabili coinvolte, le loro intera-
zioni, le difficoltà nella loro misurazione e le loro continue oscillazioni conferisco-
no al problema una tale vastità da impedire un qualsiasi approccio deterministico.
Isolare un singolo aspetto del fenomeno e trattarlo in termini strettamente biologici
conduce infatti ad una spiegazione semplicistica e incapace di cogliere le moltepli-
ci dinamiche sottostanti: d’altronde, risulta sovente impossibile inquadrare in ma-
niera globale gli effetti degli innumerevoli comportamenti seguiti da un organismo
nel reagire ad uno stimolo di qualsiasi natura.
In questo frangente entra dunque in gioco l’analisi statistica multivariata, con la
sua capacità di mostrare le interazioni fra fenomeni che seguono un comportamen-
to stocastico e di osservare anche quelle regolarità la cui presenza non era stata in-
tuita da un punto di vista teorico; molto spesso, ancor più dell’analisi “confermati-
va”, è proprio questo aspetto di “scoperta inattesa” ad aprire un nuovo capitolo nel-
l’ambito della ricerca.
Un esempio molto semplice e comune può essere tratto dai protocolli di speri-
mentazione di un farmaco; essendo noto il principio attivo, si conoscono i possibili
effetti del medicinale, senza però poter prevedere con esattezza una serie di aspetti
di primaria importanza: l’entità degli effetti e l’efficacia del prodotto in diverse ti-
8pologie di paziente, la presenza di interazioni con altri farmaci, le eventuali con-
troindicazioni, i tempi di reazione di organismi differenti, la posologia di sommini-
strazione o quant’altro.
In questo caso, l’unica soluzione è proprio quella di verificare le caratteristiche
del medicinale sperimentandolo sui pazienti o su cavie animali: i risultati, variabili
a seconda delle peculiarità del soggetto (età, sesso, metabolismo, peso, patologie
collegate, gravità della malattia, ecc.) dovranno essere trattati col rigore statistico
che si addice all’importanza della ricerca in termini di tutela della salute.
Esiste un’intera branca della scienza denominata “biostatistica”, che si occupa
proprio dell’analisi di informazioni di carattere medico e biologico; rispetto alla sta-
tistica tradizionale, quello che cambia è molto spesso il tipo di dato che deve essere
trattato: una delle peculiarità al riguardo è l’utilizzo dell’analisi di sopravvivenza
(impiegata peraltro anche nell’economia e nelle scienze sociali in genere, nell’in-
gegneria meccanica e aerospaziale e in molti altri campi) nel gestire dati di caratte-
re biografico. Su questo aspetto procedurale si concentra la parte prima di questa
trattazione.
L’obiettivo di questa tesi è quello di fornire un contributo allo studio del cosid-
detto “preconditioning cardiaco” e delle variabili misurate su pazienti affetti da pa-
tologie cardio-circolatorie, a partire dai dati empirici e tramite l’applicazione delle
tecniche statistiche più idonee ad affrontare il problema.
Il materiale su cui lavorare è costituito da un data-base di 5419 pazienti, gentil-
mente messo a disposizione dal CNR (Consiglio Nazionale delle Ricerche) di Pisa.
La parte seconda, dopo una sintetica presentazione degli aspetti più tecnici re-
lativi allo specifico ambito di ricerca, propone un’approfondita analisi statistica sui
dati di cui sopra: lo scopo è quello di verificare le ipotesi alla base dell’indagine e,
dall’altra parte, mettere in luce alcuni elementi utili ad una più ampia comprensio-






1. ANALISI BIOGRAFICA E SUE PECULIARITÀ
Immaginiamo di avere a che fare con delle informazioni di carattere tempo-
rale, riferite non all’evoluzione di una o più grandezze nel tempo, bensì al com-
portamento di un certo numero di unità statistiche in relazione al verificarsi di un
dato evento. Utilizzando un esempio preso dalla letteratura e già ampiamente stu-
diato, si può pensare ad un gruppo di persone che vengono seguite per un certo
lasso di tempo (qualche anno) con l’intento di studiarne la mobilità nel mondo
del lavoro: il tipo di informazione richiesta è una sequenza di date che indicano
l’istante in cui il soggetto in esame ha cambiato occupazione, oltre ad una even-
tuale serie di indicazioni relative (ad esempio) al sesso, alla professione prece-
dente, al livello di istruzione, ecc.
Soltanto sotto restrittive ipotesi la gestione di un tale tipo di dati può essere
affidata alla tradizionale analisi delle tabelle di contingenza (rischi relativi, odds
ratio, test chi-quadro, ecc.) che peraltro è in grado di cogliere solo parzialmente
tutta l’informazione in essi contenuta.
Infatti, l’analisi tradizionale presenta delle forti limitazioni qualora si verifi-
chi anche una sola delle seguenti eventualità:
– il tasso di accadimento dell’evento studiato non è costante nel tempo: il
calcolo di un’odds ratio osserva in modo del tutto statico i dati contenuti in una
tabella di contingenza, studiando l’incidenza di un fenomeno senza distinguere le
unità statistiche in base al tempo in cui il fenomeno stesso ha avuto luogo; pre-
suppone quindi un’incidenza costante, il che permette di non prendere in consi-
derazione la variabile temporale;
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– le informazioni non sono complete: mentre l’analisi standard suddivide le
unità statistiche secondo le categorie “evento verificato” e “evento non verifica-
to”, per evidenti motivi pratici è frequente un tipo di dato meno esaustivo; per
esempio, durante il periodo di osservazione (denominato follow-up) alcuni sog-
getti non subiscono l’evento, ma questo non significa che cessino di essere espo-
sti al rischio: l’informazione è troncata, in quanto si conosce la carriera del sog-
getto solo fino a un certo istante. Si parla in questo caso di “troncatura a destra”.
Analogamente, la troncatura a sinistra si verifica qualora l’osservazione del sog-
getto abbia inizio a partire da un istante di tempo successivo a quello in cui è ini-
ziata l’esposizione al rischio;
– le informazioni sono troppo complesse per essere gestite con la semplice
analisi delle tabelle di contingenza: ad esempio, se l’evento in esame può verifi-
carsi più volte, diventa riduttivo osservare la sua dipendenza dalle variabili di
controllo trascurando il numero di occasioni in cui si è presentato e sprecando
gran parte delle informazioni. Altri ostacoli sono legati alle molteplici modalità
con le quali l’evento può avere luogo: coi metodi tradizionali, questo implica tra-
lasciare l’informazione aggiuntiva oppure scindere l’analisi in sotto-campioni di
dimensione esigua privandosi di una visione unitaria del problema. Analogo ra-
gionamento per i soggetti che, pur non avendo subito l’evento, cessano per qual-
siasi motivo di essere esposti al rischio: le opzioni in questo caso sarebbero quel-
la di aggregare questi individui a coloro che non hanno conosciuto l’evento (il
che rappresenta un’arbitraria approssimazione) o quella di escluderli del tutto dal
campione. Infine, una disomogeneità della popolazione di riferimento può essere
trattata soltanto disaggregando il campione: l’unica alternativa, coi metodi classi-
ci, diventa quella di rinunciare a gran parte dell’informazione e trattare la popola-
zione come se fosse omogenea, con le evidenti distorsioni che questo comporta.
Per rendere più chiaro quanto detto finora, si consideri il seguente esempio:
un’indagine, condotta su un campione di 3000 donne, osserva l’età della madre
alla nascita del primo figlio e dei successivi, registrando la data di nascita di
ognuno.
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La rilevazione si prolunga nel corso di dieci anni, al termine dei quali l’inda-
gine si considera conclusa.
Chiaramente, una prima difficoltà è legata al fatto che gli eventi sono molte-
plici; tuttavia, non è questo il problema più complesso. Si può infatti notare, ad
esempio, che non è possibile eseguire nessun calcolo corretto dell’età media della
madre alla nascita del primo figlio: molte donne, non avendo ancora avuto figli al
termine del follow-up, dovrebbero essere escluse dal computo; questo significhe-
rebbe sottostimare l’età media, considerando solo le madri più precoci. Analoga-
mente, l’esclusione delle donne che già avevano un figlio all’inizio dell’indagine
comporterebbe una distorsione nel senso opposto.
Se indichiamo con t e t' gli estremi del periodo di osservazione e con t0 e t1 il
momento in cui inizia e termina l’esposizione al rischio per i soggetti in esame
(nel nostro caso, t0 = 16 anni, t1 = età della madre alla nascita del primo figlio),
possiamo rappresentare graficamente la casistica nel modo seguente:
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Dall’alto verso il basso, sono rappresentate schematicamente le carriere fa-







to la nascita del primo figlio avvengono nel periodo di osservazione. Nel secondo
caso, alla fine del periodo non si è ancora verificato l’evento, che potrà accadere
in un istante successivo ignoto. L’intervallo è quindi soggetto ad una troncatura a
destra. Viceversa, il terzo soggetto esaminato ha una carriera troncata a sinistra:
non sappiamo cosa è successo prima dell’inizio del follow-up, a meno che non
sia disponibile anche un’indagine retrospettiva. Infine, l’ultimo esempio riporta
una troncatura da entrambi i lati.
Dovrebbe a questo punto essere evidente l’inadeguatezza delle procedure stan-
dard, che in alcuni casi perdono validità anche dal punto di vista strettamente de-
scrittivo. Da aggiungere il fatto che una distinzione a seconda del livello di istruzio-
ne, della situazione economica e della provenienza delle madri tenderebbe ad esse-
re impraticabile e a privarci di una visione organica e unitaria dell’argomento.
In questo contesto nasce dunque l’analisi di sopravvivenza (survival analysis,
o anche event history analysis), che apporta le seguenti innovazioni fondamentali.
• Gestione delle troncature. I dati censurati a destra vengono opportunamente
gestiti sotto l’ipotesi che il processo di accadimento degli eventi sia un processo
di Poisson (tempi di attesa esponenziali) o che i tempi seguano una distribuzione
Gamma (il che rispecchierebbe la maggiore probabilità che la troncatura ricada in
un intertempo più lungo); in realtà, il dibattito è tutt’altro che concluso: attual-
mente, i metodi più accreditati sono quello di Kaplan-Meier e quello di Aalen.
I dati censurati a sinistra rappresentano invece un problema aperto. Il bias da
essi introdotto è dovuto, fra l’altro, all’influenza che la carriera precedente (igno-
ta) può avere su quella successiva. Una delle prime soluzioni proposte è dovuta a
Turnbull (1974): l’obiettivo è quello di stimare il numero di individui che hanno
conosciuto l’evento prima dell’inizio dell’indagine; questo è ottenibile utilizzan-
do il numero di troncature a sinistra e stimando iterativamente i valori della fun-
zione di sopravvivenza, tramite un campione non censurato cui vengono applicate
delle troncature “artificiali”. Il confronto fra i dati reali e quelli teorici fornisce
una misura della bontà della stima.
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• Introduzione di test (ad esempio il Log-Rank o il test di Taron-Ware) volti a
verificare la significatività delle differenze riscontrate nelle funzioni di sopravvi-
venza di più popolazioni.
• Impiego dell’analisi di regressione nell’individuare una relazione funzionale
fra le probabilità di sopravvivenza e una serie di covariate (quantitative o qualita-
tive) che divengono le variabili esplicative di un modello. Questo rappresenta un
grande arricchimento dell’analisi: siamo in grado di osservare le differenze nel
comportamento di soggetti con caratteristiche diverse, senza dover scindere l’a-
nalisi in sottogruppi non confrontabili.
Su ognuno di questi aspetti si discuterà ampiamente nei capitoli successivi.
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2. FORMALIZZAZIONE DEL MODELLO
Dal punto di vista formale, questo tipo di analisi richiede innanzitutto l’intro-
duzione di alcune funzioni di riferimento, sulla cui forma e significato avremo
modo di tornare più volte.
Come premessa, occorre specificare l’interpretazione del tempo come varia-
bile casuale, sulla quale costruire le consuete funzioni di densità e di ripartizione.
Indicando con T la variabile temporale e con t una sua determinazione, si
identificano nel continuo le seguenti funzioni:
1) la funzione di sopravvivenza S(t) = P(T ≥ t), che indica la probabilità che
il tempo di sopravvivenza (ovvero il periodo che intercorre fra l’inizio dell’osser-
vazione e l’istante in cui l’evento si verifica) sia superiore a un dato valore t.
Chiaramente, S(0) = 1: nell’istante iniziale nessuno dei soggetti esaminati ha an-
cora conosciuto l’evento. Analogamente, la funzione tende a zero per t → ∞, a
rappresentare il fatto che tutti gli individui, per quanto sia piccola la probabilità
istantanea, dovranno prima o poi subire l’evento (o cessare di essere esposti al ri-
schio, uscendo in questo caso dalla popolazione in esame);
2) la funzione di densità di probabilità:
che ha lo stesso significato delle consuete funzioni di densità. 
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Chiaramente, la sua integrazione restituisce una funzione di ripartizione; possia-
mo ottenere la funzione di sopravvivenza come:
3) la funzione di rischio (hazard function):
Si può interpretare questa funzione come il tasso istantaneo di accadimento
dell’evento per un individuo che fino a quel momento non lo ha subito: da notare
che la h(t) non ha un limite superiore, essendovi al denominatore una quantità in-
finitesimale. Per fare un esempio, h(t) = 1.5 indica di fatto il numero atteso di
eventi nell’unità di tempo, con un’attesa media pari a 1/h(t) = 0.66.  Possiamo de-
finire questa funzione come potenziale istantaneo di rischio, osservando il fatto
che questa grandezza viene fatta esplicitamente dipendere dalla variabile tempo-
rale: questo, come osservato in precedenza, rimuove automaticamente una delle
più restrittive ipotesi dell’analisi classica;
4) la funzione di rischio cumulato:
che rappresenta semplicemente il potenziale di rischio cui un individuo è stato
complessivamente sottoposto dal tempo 0 al tempo t. Da notare che, a partire dal-
la precedente formulazione di h(t), integrando e applicando l’antilogaritmo si può
ottenere la relazione:
ovvero – come intuitivo – la sopravvivenza decresce all’inesorabile aumento del
rischio cui i soggetti dell’analisi sono stati via via sottoposti.
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Da osservare che analoghe formulazioni possono essere fatte volendo conside-
rare il tempo come variabile discreta: questo assume la sua importanza in conside-
razione dell’inevitabile carattere discreto del dato empirico, per il quale ogni inte-
grale diviene una sommatoria e ogni derivata è approssimata dalla differenza prima.
Si ha quindi, per t1 < t2 < ...:
dove fi = P(T = ti) rappresenta non più una densità ma una massa di probabilità. 
In completa analogia col caso continuo, si ha poi:
Da notare che in questo caso la hi rappresenta una vera e propria probabilità
condizionale.
Per quanto concerne la relazione fra la sopravvivenza e il tasso istantaneo di
rischio, è quindi possibile un’interpretazione in termini di probabilità congiunta,
che si discosta dalla formulazione fornita in precedenza: la S(t) è espressa come
probabilità di non avere subito l’evento in ognuno degli istanti discreti precedenti
(nell’ipotesi di indipendenza intertemporale). Si utilizza quindi il complemento a
1 della probabilità di accadimento dell’evento:
Infine, per preservare la relazione S(t) = exp(–H(t)) si ipotizza per conven-
zione:
Chiaramente, dal punto di vista teorico (e anche per questioni di aderenza al-
la realtà, che in generale non è fatta di variabili discrete) è più conveniente il ra-
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Una volta specificate le funzioni di riferimento, il problema diventa quello
di darne una rappresentazione empirica e fornire una loro eventuale forma fun-
zionale. 
Ad esempio, una curva di sopravvivenza può avere un andamento di questo tipo:
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Ovvero una funzione (mai crescente) che indica in ogni istante la probabilità
di non subire l’evento fino a quel momento. Come già osservato, S(0) = 1; inol-




D’altro canto, potrebbe risultare interessante rappresentare la stessa situazio-
ne ricorrendo a un modello funzionale noto, ottenendo qualcosa di simile a quan-
to riportato nella figura seguente:
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In entrambi i casi, come anche per altri tipi di modellizzazione e per tutte le
altre funzioni precedentemente esposte, è necessario stimare (partendo dai dati a
disposizione) i valori via via assunti dalla funzione oppure i parametri del model-
lo prescelto. Il metodo utilizzato in questo frangente è quello (largamente impie-
gato anche in altri campi della statistica) della massima verosimiglianza; la fun-
zione da massimizzare è in questo caso pari al prodotto di due verosimiglianze
parziali:
La spiegazione è piuttosto semplice: nel caso in cui l’evento accada durante
il follow-up (al tempo t e per l’osservazione j), il suo contributo alla verosimi-
glianza è la tradizionale densità di probabilità, come da definizione della funzio-
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ne L. Se invece si ha una troncatura in τ, il contributo dell’osservazione j è pari
alla probabilità di sopravvivenza residua, ovvero P(t > τ) = S(τ). Questo significa
sfruttare al massimo l’informazione disponibile: per coloro che hanno subito l’e-
vento al tempo t, ci si chiede qual è il valore della S(t) tale da massimizzare la
probabilità che ciò accadesse; per i dati censurati, si pone l’analogo problema in
termini di probabilità di sopravvivere per un tempo maggiore rispetto alla data
dell’ultima osservazione.
Nell’analisi discreta, l’espressione della funzione di verosimiglianza è ancora
più intuitiva, in quanto può essere scritta come prodotto di probabilità bernoullia-
ne congiunte in sequenza obbligata (ovvero una somma di variabili casuali di
Bernoulli, ma senza coefficiente binomiale: la h(t) va stimata punto per punto
impiegando l’esatta successione di eventi riscontrata nei dati empirici). In altre
parole, la verosimiglianza è pari alla probabilità che, istante per istante (ti), su una
popolazione a rischio di ampiezza Ni, si verificasse un numero di eventi di.
Di conseguenza, si ha:
In questo caso, l’automatico effetto di una troncatura a destra è quello di
mantenere permanentemente il soggetto all’interno della popolazione a rischio:
questo fa sì che la S(t) non arrivi ad annullarsi, il che incorpora la probabilità di
sopravvivenza residua oltre il tempo t. Da notare il fatto che questa forma di ve-
rosimiglianza lavora sulla funzione di rischio, mentre quella scritta per il caso
continuo si basa sulla S(t): chiaramente, a partire da una funzione è possibile sti-
mare anche l’altra e viceversa.
Per ogni approccio presentato in seguito, la massimizzazione della verosimi-
glianza fornirà i corrispondenti stimatori (per i valori puntuali della funzione o
per i suoi parametri nel caso di modellizzazione parametrica): una volta indivi-
duata la curva di sopravvivenza o la funzione di rischio, l’applicazione delle rela-
zioni esposte in precedenza porterà alla stima delle curve e all’eventuale interpre-









4. TIPI DI ANALISI
Come già accennato nel capitolo precedente, l’approccio all’analisi di so-
pravvivenza non è univoco; in particolare, si distinguono tre metodologie distinte
e diversamente giustificate:
• analisi non parametrica: come spiegato sinteticamente in precedenza, non
prevede nessun modello teorico sottostante. La funzione di sopravvivenza o l’ha-
zard function vengono calcolate in modo puntuale istante per istante. Il metodo
più utilizzato, efficace nella gestione delle troncature a destra, è a tutt’oggi quello
proposto da Kaplan e Meier nel 1958 (metodo del prodotto-limite ovvero di Ka-
plan-Meier);
• analisi parametrica: assegna una forma funzionale alla h(t) e permette l’intro-
duzione dell’analisi di regressione. In particolare, dato un vettore z di variabili in-
dipendenti (covariate) e una base-line h0(t) (che rappresenta la funzione di rischio
per i soggetti per i quali tutte le covariate hanno valore nullo), il modello imple-
mentato ha la forma seguente:
dove k è il numero di covariate e β è il vettore di coefficienti di regressione ad
esse associato. Il risultato è una sequenza di curve, proporzionali fra loro in ra-
gione del fattore moltiplicativo exp(zβ): ognuna di esse riporta i valori della fun-
zione di rischio istantaneo per una diversa combinazione dei valori assegnati alle
covariate;
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• analisi semiparametrica: introdotta per la prima volta da D.R. Cox nel 1972,
rappresenta il miglior compromesso fra la flessibilità dell’analisi non parametrica
(non vincolata ad alcun modello teorico) e il potere esplicativo del metodo para-
metrico. Infatti, a fronte della stessa relazione illustrata nel punto precedente
[ ], si ha una stima non parametrica della base-line.
Fatta questa sintetica quanto doverosa panoramica, si può procedere nell’e-
sposizione dettagliata di ognuno degli approcci proposti, specificandone la fun-
zionalità, le finalità e le caratteristiche che rendono ciascuno di essi più o meno
opportuno a seconda della tipologia di problema.
h t z h t z( ; ) ( ) exp( )= 0 β
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5. ANALISI NON PARAMETRICA
Questo tipo di approccio è forse il più intuitivo, in quanto ricalca i metodi
impiegati per calcolare le tavole di mortalità; rappresenta tuttavia il punto di par-
tenza della survival analysis, rivestendo un’importanza essenziale come analisi
preliminare ed esplorativa. Ha inoltre il pregio di gestire efficacemente il proble-
ma delle troncature a destra, nonostante le soluzioni proposte siano molteplici e
tuttora dibattute.
Come già accennato in precedenza, un’ipotesi plausibile è che il processo di
accadimento degli eventi sia di Poisson: in questo caso, disponendo di un aggior-
namento al tempo t' e conoscendo la data dell’ultimo evento (ta), la distribuzione











f(t;λ) = λ exp(–λt)
con
t = tb – t'    e    λ = numero medio di eventi per unità di tempo
Da ricordare l’assenza di memoria di questa distribuzione: i tempi di attesa per il
prossimo evento a partire dall’istante ta hanno la stessa densità che si riscontra
una volta arrivati in t'.
La validità dell’interpretazione di un qualsiasi processo di arrivo secondo la teo-
ria delle code è giustificata dal fatto che la legge di Poisson (che descrive la probabi-
lità di k arrivi in un tempo t secondo la distribuzione )
discende direttamente dalle regole di base del calcolo delle probabilità. Tuttavia,
può essere altrettanto utile supporre altre distribuzioni per i tempi di attesa: ad
esempio la legge Gamma, che rispecchia la maggiore probabilità che un qualsiasi
evento ricada in un intertempo più lungo.
Proprio sulla validità o meno di queste e di altre ipotesi (e sui metodi miglio-
ri da applicare in base all’ipotesi più verosimile) è tuttora acceso il dibattito
scientifico. In generale, i metodi più diffusi e accettati (nonché presenti nei prin-
cipali pacchetti statistici) sono quello di Kaplan-Meier e quello di Aalen.
5.1 METODO DI KAPLAN-MEIER (o del prodotto-limite)
Questo procedimento è stato proposto per la prima volta nel 1958 per studia-
re le curve di sopravvivenza nel caso di eventi singoli (analisi single-episode, in
contrapposizione alla multi-episode, che prevede invece la possibilità di eventi
multipli – ad esempio le nascite).
Come già accennato più volte, trattandosi di un metodo non parametrico, re-
stituisce una stima puntuale di massima verosimiglianza della S(t) per ogni valore
di t.
 p k t t t k
k( ; ) exp( )( ) / != −λ λ
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In particolare, ricordiamo che la funzione di verosimiglianza (per ogni tempo
ti) è la seguente:
dove:
di = numero di eventi al tempo ti
Ni = numero di esposti al rischio prima di ti
hi = tasso istantaneo di accadimento in ti
Per comodità, si lavora sul logaritmo della verosimiglianza: il punto di mas-
simo di una funzione e del suo logaritmo sono coincidenti; dal punto di vista del
calcolo (vista la presenza della produttoria) risulta molto più semplice utilizzare
la trasformazione logaritmica.
Imponendo dunque la condizione di massimo dLogL/dh = 0 si ottiene, dopo
alcuni passaggi algebrici, il seguente risultato:
ovvero lo stimatore di Kaplan-Meier; il significato è in realtà molto semplice: il
tasso di rischio al tempo ti è pari al rapporto fra il numero di eventi osservati in ti
e il numero di esposti al rischio osservati fino all’istante precedente.
Conoscendo la relazione fra la funzione di rischio e la S(t), possiamo imme-
diatamente ottenere la funzione di sopravvivenza di Kaplan-Meier:
L’interpretazione è ancora una volta quella di una semplice tavola di soprav-
vivenza: la probabilità di sopravvivere fino al tempo t è pari alla probabilità con-
giunta di non aver conosciuto l’evento in tutti gli istanti precedenti, misurata lo-
calmente come complemento a 1 della probabilità istantanea di accadimento.
 





















Di conseguenza, si ha:
S(0) = 1
…
Come si può notare, la S(t) viene calcolata iterativamente, sulla base delle
probabilità di sopravvivenza riscontrate fino all’istante precedente.
5.2 UN ESEMPIO
Per maggiore chiarezza, un semplice esempio su 10 soggetti soltanto: di que-
sti, 6 hanno subito l’evento, mentre i restanti 4 risultano censurati a destra. I tem-












Osserviamo innanzitutto che, prima ancora che si verificassero eventi, uno
dei soggetti è uscito dalla popolazione a rischio al tempo t = 2: la base diventa di
9 individui soltanto.
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Per questo motivo, applicando le formule proposte precedentemente, si ha:
Questo significa che, su 9 esposti al rischio, soltanto uno subisce l’evento al
tempo t1, e gli altri 8 sopravvivono.
Procedendo allo stesso modo, si ha:
Quando si verifica il secondo evento, gli esposti al rischio sono soltanto 7:
vanno eliminati i due dati censurati e il soggetto che ha già conosciuto l’evento al
tempo t1. 
Le stime successive sono:
Anche in quest’ultimo caso, la popolazione di esposti al rischio si è ridotta (a
una sola unità) a causa delle due troncature finali. 
Il risultato grafico della curva di sopravvivenza in questione è riportato nella
pagina seguente.
 


























































La h(t) è ottenibile in modo altrettanto semplice, come rapporto, istante per
istante, dell’incidenza dell’evento sulla popolazione a rischio. Di seguito si ripor-
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Il rischio cumulato, come ovvio, è una funzione sempre crescente, in quanto
rappresenta la somma dei rischi in cui un soggetto incorre istante per istante. Una
crescita costante di questa funzione sarebbe indicativa di un rischio istantaneo co-
stante nel tempo. 
Viceversa, se la crescita di H(t) è via via più rapida, significa che il tasso h(t)
tende ad aumentare nel tempo; vale ovviamente la considerazione opposta nel ca-
so contrario. Sulla forma di queste funzioni torneremo più avanti per proporre
un’eventuale analisi di tipo parametrico.
5.3 INFERENZA SULLE STIME DI KAPLAN-MEIER
L’obiettivo principale, come sempre avviene nella statistica, è quello di cono-
scere non soltanto l’informazione grezza, ma anche l’affidabilità dei risultati e la
loro originalità nel confronto con un analogo output risultante da una popolazio-
ne diversa.
Come in quasi tutta l’inferenza statistica, lo scopo è quello di individuare una
distribuzione teorica dello stimatore e poter così definire un intervallo di confi-
denza per lo stesso. L’ampiezza dell’intervallo (e quindi la precisione della stima)
è inversamente proporzionale alla variabilità dello stimatore, che a sua volta di-
pende dalla varianza dei dati a disposizione.
Per quanto riguarda le funzioni di rischio e di sopravvivenza – come spesso
avviene – la distribuzione teorica di riferimento è di tipo Gaussiano.



























Gli intervalli di confidenza bilaterali al livello di significatività α sono dun-
que i seguenti:
Occorre specificare che le formule proposte sono in realtà molteplici: ad
esempio, un metodo alternativo è stato suggerito da Kalbfleisch e Prentice per la
stima della varianza asintotica della S(t). La metodologia esposta rimane comun-
que l’attuale punto di riferimento, tanto nella teoria quanto nella sua implementa-
zione all’interno dei pacchetti statistici.
Il secondo problema, ovvero quello di confrontare le funzioni di sopravvi-
venza e di rischio estratte da due popolazioni distinte, può essere affrontato in
modi diversi. Il metodo più semplice è quello di verificare l’assenza di intersezio-
ne fra gli intervalli di confidenza opportunamente calcolati. Tuttavia, sono stati
costruiti dei test statistici più raffinati, presentati di seguito.
1) Log-Rank test
Tipicamente, lo scopo dell’analisi è quello di confrontare la sopravvivenza di
due gruppi di individui: il primo è esposto ad un certo fattore di rischio (che, si
suppone, ne aumenta la mortalità); l’assenza di questo stesso rischio nel secondo
campione suggerisce in esso un significativo aumento dei tempi di sopravviven-
za. Un’applicazione può essere, ad esempio, il confronto fra la sopravvivenza al-
l’evento “laurea” per gli studenti lavoratori e per gli universitari full time: si può
affermare, ad un livello di fiducia 1 – α, che i primi sono più tardivi nel comple-
tare i loro studi? Vista la complessità del problema – che richiede il confronto di
due curve non parametriche, il che implica una diagnosi locale, eseguita punto
per punto – il test risulta piuttosto laborioso.
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Il procedimento, per come è costruito, è in grado di tenere in considerazione
non soltanto l’accadimento (o meno) dell’evento, ma anche l’istante in cui esso si
è verificato nelle diverse popolazioni di riferimento.
L’ipotesi alla base del test (che di fatto ragiona sulle funzioni di rischio) è la
seguente:
ossia un’hazard ratio costante. Nella formula appena proposta (che ragiona nel
confronto fra due popolazioni soltanto) h1(t) e h2(t) sono le funzioni di rischio ot-
tenute per i due campioni col metodo di Kaplan-Meier. 
Al test è affidata la verifica dell’ipotesi nulla
H0 : β = 0 (ovvero H0 : h1(t)/h2(t) = 1 : uguaglianza dei tassi 
di accadimento per le due popolazioni) 
contro l’ipotesi alternativa 
H1 : β ≠ 0 (ovvero H1 : h1(t)/h2(t) ≠ 1 : significativa differenza 
nell’esposizione al rischio per i due campioni)
Ovviamente, non è detto che il rapporto fra i due tassi istantanei di rischio
sia realmente costante nel tempo, come ipotizzato in partenza: il test prevede per
questo motivo la suddivisione in k intervalli temporali all’interno dei quali questa
assunzione sia invece ragionevolmente verificata (nel caso estremo, ogni interval-
lo può contenere un solo istante: ad esempio, a un periodo di osservazione di 30
anni corrisponderanno 30 intervalli). 
Per ognuno dei sottoperiodi (indicizzati con i = 1… k), il primo passo consi-
ste nella costruzione di una tabella di contingenza 2×2 in base alla seguente strut-
tura:
evento accaduto nessun evento totale
gruppo 1 ai bi ni1
gruppo 2 ci di ni2
totale ai + ci bi + di ni
 h t h t1 2( ) / ( ) exp( )= β
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Nel caso tipico del confronto fra soggetti esposti e non esposti a fattori di ri-
schio, i valori inseriti nella matrice hanno il seguente significato:
• ai è il numero di soggetti esposti al rischio per i quali l’evento si è verificato
durante l’intervallo di tempo i;
• bi è il numero di soggetti esposti al rischio per i quali l’evento non si è veri-
ficato durante l’intervallo di tempo i;
• ci è il numero di soggetti non esposti al rischio per i quali l’evento si è veri-
ficato durante l’intervallo di tempo i;
• di è il numero di soggetti non esposti al rischio per i quali l’evento non si è
verificato durante l’intervallo di tempo i.
Dovrebbe a questo punto essere già chiaro l’intento del procedimento: a ogni
intervallo viene fatta corrispondere una tabella 2×2, per la quale valgono le ipote-
si alla base dell’analisi tradizionale; la variabile temporale diviene infatti irrile-
vante, dato che in ciascun sottoperiodo le due funzioni di rischio hanno lo stesso
andamento.
Curioso il fatto che queste ipotesi – che erano state rimosse proprio tramite
l’analisi di sopravvivenza – vengano rese artificiosamente valide in questo fran-
gente: questo sotterfugio permette di realizzare un potente test di significatività
sfruttando la tradizionale analisi di tabelle 2×2 e le sue restrittive assunzioni.
Infatti, visti i presupposti, è possibile applicare agevolmente il test di Mantel-
Haenszel sulle k matrici 2×2. Non potendo analizzare in modo unitario la relazione
fra h1(t) e h2(t), abbiamo operato una suddivisione del test in tanti sottoproblemi: ora
dobbiamo ricombinare le informazioni locali e verificare, con un test di associazione,
l’ipotesi che l’hazard ratio generale sia pari a 1 (il che implicherebbe l’impossibilità
di rifiutare l’ipotesi nulla del Log-Rank). 
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dove:
Sotto l’ipotesi nulla, segue una distribuzione con un grado di libertà.
Confrontando il valore ottenuto con quello teorico per il livello di f iducia 
1 – α, si rifiuta l’ipotesi nulla per .
Le notazioni O ed E ricalcano rispettivamente quelle usate per le frequenze
osservate e attese per un consueto test . Il termine –0.5 al numeratore è noto
come correzione di Yates e tende a rendere il test più robusto; tuttavia, secondo
alcuni studiosi, la correzione darebbe addirittura luogo a un test troppo conserva-
tivo, che indurrebbe a non rifiutare un’ipotesi nulla che è falsa.
Per esigenze di affidabilità, si richiedono tipicamente delle frequenze mini-
me all’interno delle tabelle 2×2. Questo problema si fa sentire relativamente poco
in casi come questo, in cui la successiva aggregazione contribuisce ad assorbire
le eccessive asimmetrie nei dati. Tuttavia, si sconsiglia l’impiego di questo test
nel caso in cui VarLR sia minore di 5.
2) Test di Breslow (1970): è una generalizzazione del test di Wilcoxon e di
Kruskal-Wallis; pondera le stime (eseguite istante per istante) con il numero di
osservazioni.
3) Test di Taron-Ware (1977): anche questo è un test ponderato; in genere,
procede utilizzando la radice quadrata del numero di osservazioni.
4) Test di Prentice (1978).
5) Test di Jones e Crowley (1989): generalizza il test di Taron-Ware.
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Ovviamente, ognuno di questi metodi ha il suo campo di applicazione (più o
meno specifico) e la sua validità. Nel software statistico SPSS, che rappresenta
uno dei pacchetti più diffusi, sono tuttavia presenti soltanto i primi tre.
5.4 ESTENSIONI DELL’ANALISI: MOLTEPLICI STATI 
DI DESTINAZIONE, MOLTEPLICI STATI DI ORIGINE
L’applicazione di alcune semplici generalizzazioni nelle metodologie propo-
ste finora può risultare estremamente utile nel garantire la massima coerenza fra
il problema reale e il modello analitico proposto in sede di analisi di sopravvi-
venza.
In particolare, due situazioni possono presentarsi con una certa frequenza e
richiedono per questo motivo un trattamento specifico:
1) si osservano più stati di destinazione, ovvero molteplici modalità di acca-
dimento dell’evento: ad esempio, negli studi migratori può essere interessante
non soltanto conoscere il momento in cui la migrazione avviene, ma anche le ca-
ratteristiche del nuovo alloggio (villa, condominio o altro), la sua posizione geo-
grafica (mare, campagna, città, ...), il titolo di godimento (affitto, subaffitto, pro-
prietà, ...) o qualsiasi altro tipo di informazione. Di conseguenza, distinguendo 
k possibili caratteristiche del nuovo alloggio, la migrazione potrà avvenire secon-
do k modalità distinte; questo significa appunto che esistono molteplici stati di
destinazione in corrispondenza dell’evento considerato;
2) vi sono più stati di origine, vale a dire che lo stesso evento può avere luo-
go a partire da molteplici condizioni iniziali. Riprendendo l’esempio appena fat-
to, possiamo immaginare che lo studio delle migrazioni dia luogo a risultati diffe-
renziati a seconda della condizione in cui versava il soggetto prima di conoscere
l’evento: lo stato di partenza, come lo stato di arrivo, può essere in questo caso
distinto in base alle caratteristiche dell’alloggio iniziale in termini strutturali,
geografici o quant’altro.
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Concettualmente, l’analisi di questo tipo di dati comporta semplicemente una
riformulazione della funzione di verosimiglianza: l’idea che sta alla base di que-
sto intervento è quella per cui un individuo è esposto simultaneamente a tutte le
tipologie di rischio e contribuisce alla sopravvivenza rispetto a tutti i possibili
eventi; nel momento in cui subisce un evento di un certo tipo, l’episodio si collo-
ca nella categoria di riferimento e la carriera viene troncata nelle altre modalità.
Nel caso di rischio multiplo, il metodo mira ad ottenere una serie di k tassi
specifici per la transizione dallo stato di partenza a ognuna delle possibili desti-
nazioni.
Con riferimento al caso di più condizioni iniziali, l’approccio teorico è inve-
ce quello di calcolare un tasso di accadimento condizionato allo stato origine: in
entrambi i casi, si tratta di scomporre la verosimiglianza nelle componenti relati-
ve ad ogni possibile modalità di rischio e condizione di partenza. 
Questo non significa ottenere tante funzioni di verosimiglianza e effettuare
di fatto stime separate: come osservato sopra, il contributo del singolo è globale e
si differenzia solo nel momento in cui un determinato evento ha luogo; piuttosto,
quello che si ottiene è un’unica funzione come prodotto di più verosimiglianze
parziali.
Formalmente, volendo incorporare molteplici modalità di rischio nell’analisi,
è sufficiente riprendere la formulazione già proposta in precedenza per il caso di
evento singolo:
Indicizzando con h = 1 ... k i possibili stati di destinazione, è sufficiente fat-
torizzare la verosimiglianza nelle sue k componenti:
Questo risultato è molto intuitivo: la funzione viene scomposta introducendo
una densità specifica fh per l’evento di tipo h; in altre parole, il contributo alla ve-
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rosimiglianza totale è fornito localmente in corrispondenza di ogni singolo stato
di destinazione. D’altro canto, le carriere troncate a destra danno un contributo
pari alla probabilità di non subire nessun evento (di nessun tipo) fino al momento
della censura, esattamente come avviene nel caso più semplice (si noti infatti che
la S – come ovvio – è costante rispetto ad h).
Possiamo fare lo stesso ragionamento per introdurre molteplici stati origine;
indicando con i = 1... m le possibili condizioni iniziali, si ha un’ulteriore scompo-
sizione:
In questo caso, la densità fih è specifica per la transizione dallo stato i allo
stato h, mentre la Si(τj) rappresenta la sopravvivenza degli individui che, parten-
do dallo stato origine i, non hanno ancora subito nessun evento al tempo τ.
Dal punto di vista dei risultati, quello che si ottiene è una serie di modelli se-
parati: in ognuno di essi si ha uno specifico stato di partenza i; quella che viene
stimata è la sopravvivenza all’evento di tipo h, dove tutti gli altri episodi sono co-
munque presenti sotto forma di troncature a destra.
Un’osservazione importantissima è relativa all’ipotesi sottostante a questo
approccio (che di fatto non è altro che un’estensione del modello di Kaplan-
Meier): come si può notare, la funzione di verosimiglianza è ottenuta come sem-
plice prodotto di probabilità, ovvero sotto l’assunzione di indipendenza fra i di-
versi tipi di rischio; in altre parole, non viene presa in considerazione l’eventua-
lità che l’esposizione di una certa categoria di soggetti all’evento di tipo x sia pre-
disponente nei confronti dell’evento di tipo y. 
Tuttavia, questa ipotesi non è sempre verificata. Ad esempio, se i possibili
eventi corrispondono a diverse cause di morte, è lecito ritenere che una certa ma-
lattia renda di fatto più probabile la presenza di una patologia ad essa collegata:
la presenza della malattia x comporta quindi una maggiore esposizione alla ma-
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lattia y, ovvero le possibili modalità di accadimento non sono indipendenti fra lo-
ro. Un decesso avvenuto per la causa y è automaticamente indicativo di una mag-
giore probabilità che lo stesso evento accadesse per la causa x, piuttosto che per
un qualsiasi altro fattore di rischio.
Questa limitazione del metodo di Kaplan-Meier non è poi così grave se si
considerano interazioni piuttosto blande; tuttavia, vi sono casi in cui risulta con-
veniente l’impiego di metodi più sofisticati: nel prossimo paragrafo viene presen-
tato dunque lo stimatore di Aalen.
5.5 METODO DI AALEN
Proposto nel 1978, rappresenta una generalizzazione del quadro teorico ipo-
tizzato nel modello di Kaplan-Meier; la principale innovazione apportata è data
dalla possibilità di introdurre molteplici modalità di accadimento dell’evento
considerato anche nel caso in cui queste siano affette da una forma di reciproca
correlazione.
Impiegando lo stimatore di Kaplan-Meier, come già osservato in precedenza,
la stima della sopravvivenza a rischi differenziati richiede necessariamente forti
assunzioni in termini di indipendenza fra le modalità in questione: se queste ipo-
tesi non sono verificate – come spesso accade – le distorsioni nei risultati sono
tali da richiedere un modello alternativo.
Ad esempio, studiando la mortalità, può essere quanto mai opportuno distin-
guere fra le varie cause di decesso, senza per questo dover ipotizzare un’improba-
bile indipendenza fra i diversi tipi di rischio, spesso non giustificata dal punto di
vista teorico né confermata dai dati empirici.
A questo fine, Aalen introduce innanzitutto un processo di conteggio N(t),
che conta gli eventi occorsi fra il tempo 0 e l’istante precedente al tempo t. Di-
stinguendo per k diverse tipologie di rischio, N(t) è costituito da k processi di
conteggio Ni(t) che possono essere tra loro dipendenti.
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A partire da questo, si definisce un processo di intensità Λi(t) che rappresenta
la probabilità condizionale di accadimento dell’evento i (i = 1…k) nell’intervallo
(t, t + ∆t), conoscendo la storia passata del processo, F(t).
Questa formulazione, apparentemente astrusa, è in realtà molto semplice:
Λi(t) indica, per ogni istante di ampiezza infinitesimale, l’incremento nel numero
di accadimenti dell’evento di tipologia i, rapportandolo a tutta la storia passata
del processo (ovvero al numero di eventi osservati fino a quel momento per
ognuna delle k modalità). 
Si tratta di una intensità intesa come avanzamento del conteggio Ni(t) per un
incremento temporale infinitesimo. Il vero e proprio stimatore di Aalen consiste
nella modellizzazione di questo processo, secondo la relazione (peraltro abba-
stanza intuitiva):
dove Yi(t) è la popolazione sottoposta al rischio i fino all’istante precedente a t,
mentre hi(t) è il tradizionale tasso di accadimento al tempo t, calcolato sul rischio
di tipologia i. 
Ovvero:
i
Il conteggio del numero di eventi è dunque ottenuto semplicemente come
prodotto fra il numero di esposti e il tasso istantaneo di rischiosità. Se la caratte-
rizzazione del problema lo richiede, Yi(t) può eventualmente essere definito in
modo più complesso (come spesso accade negli studi epidemiologici).
L’intensità cumulata è ottenuta nel modo tradizionale:
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Questa funzione, che rappresenta la somma dei rischi di tipo i cui un indivi-
duo è stato sottoposto a partire dal tempo 0 fino al tempo t, è calcolata con lo sti-
matore di Nelson:
dove ti1 < ti2 < ... sono le date successive degli eventi in questione.
La varianza dello stimatore è:
Nel caso in cui al tempo j si siano verificati più eventi di tipo i, al numerato-
re di e avremo il corrispondente valore Nij.
Il risultato è che i processi sono approssimativamente indipendenti an-
che se i rischi sono fra loro dipendenti, il che risolve il problema posto all’inizio
del paragrafo. Dal punto di vista matematico, è importante sottolineare dunque la
rimozione dell’ipotesi di random walk (che richiederebbe incrementi indipenden-
ti tanto all’interno dello stesso processo semplice quanto in un processo multiva-
riato) e l’utilizzo della teoria delle martingale: quest’ultima permette infatti di
trattare processi stocastici generici e privi di assunzioni restrittive quali la non-
autocorrelazione degli incrementi.
La funzione (curva di Nelson-Aalen) ha per coefficiente angolare l’in-
tensità istantanea dell’evento di tipo i, essendo ottenuta per integrazione della
hi(t).
I suoi valori in ordinata, invece, indicano il numero di episodi di tipologia i
che si potrebbe osservare se il numero di individui esposti al rischio fosse costante.
Bisogna infine ricordare che lo stimatore di Kaplan-Meier (che altro non è
che un caso particolare di quello di Aalen) è preferibile se si lavora su piccoli cam-
pioni, nei quali una suddivisione dei rischi in base alla causa dell’evento portereb-
be ad un’eccessiva frammentazione del problema e ad aleatorietà delle stime.
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6. ANALISI PARAMETRICA E SEMIPARAMETRICA:
INTRODUZIONE
L’interesse per l’analisi non parametrica è legato alla sua capacità di descri-
vere in modo semplice e dettagliato le caratteristiche di una popolazione in termi-
ni di sopravvivenza ed esposizione al rischio: ai vantaggi di un’indagine non vin-
colata a modelli teorici si aggiunge un potente set di metodologie di carattere in-
ferenziale; tutto questo fa dei metodi non parametrici il punto di partenza di qual-
siasi analisi di sopravvivenza. Tuttavia, vi sono delle limitazioni che hanno richie-
sto la costruzione di strumenti diversi, le cui capacità esplicative compensano le
inevitabili approssimazioni nei risultati.
In particolare, due ostacoli risultano insormontabili tramite l’applicazione
dei metodi di Kaplan-Meier e di Aalen:
1) L’analisi non parametrica impedisce la formulazione di un modello gene-
rale, anche laddove vi siano i presupposti teorici ed empirici per la sua validazio-
ne: ad esempio, i modelli proposti dall’analisi demografica prevedono una cresci-
ta della popolazione nel tempo secondo una funzione logistica o una sigmoide in
generale, considerando come date le risorse disponibili. Analoghe modellizzazio-
ni possono essere proposte per le funzioni di sopravvivenza relative alla morta-
lità, alla nascita dei figli, all’emigrazione, ecc., il che permette un completamento
dei quadri teorici ipotizzati per le dinamiche demografiche. In questo contesto
(come anche in molti altri) si utilizzano dunque delle funzioni predefinite in gra-
do di simulare efficacemente il reale comportamento delle grandezze osservate.
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I parametri di queste funzioni – stimati a partire dai dati – sono spesso sog-
getti ad una precisa interpretazione teorica.
Il problema diventa quello di stabilire quale modello è più aderente alla
realtà: fatto questo, la formulazione ottenuta è eventualmente utilizzabile come
punto di partenza per ulteriori considerazioni.
L’analisi non parametrica trova i suoi limiti (superati dall’approccio parame-
trico) proprio laddove si presentano esigenze di questo tipo, in quanto non dà la
possibilità di costruire un modello generale che spieghi l’andamento delle funzio-
ni di sopravvivenza e di rischio.
2) I metodi presentati fino ad ora sono applicabili correttamente solo a una
coorte omogenea: una eventuale eterogeneità non può essere efficacemente tratta-
ta, se non tramite una suddivisione della popolazione in più sottogruppi analizzati
separatamente. Un esempio tipico è lo studio della sopravvivenza all’infarto per
un campione di soggetti malati di cuore: i tassi di rischio sono estremamente va-
riabili in funzione dell’età, del numero di vasi ostruiti e della percentuale di oc-
clusione; al tempo stesso, occorre tener conto di una serie di fattori di rischio
quali obesità, fumo, diabete, ipertensione, ecc. Le scelte possibili diventano due:
la prima è quella di ignorare le differenze fra le varie tipologie di paziente, per-
dendo così una grandissima quantità di informazioni e soprattutto trascurando
l’aspetto più importante e rilevante dal punto di vista scientifico. L’alternativa è
quella di stimare molteplici funzioni di sopravvivenza, ognuna delle quali sia re-
lativa ad uno specifico tipo di paziente: ad esempio, avremo una curva che rap-
presenta i pazienti fra 60 e 65 anni, con 3 vasi ostruiti al 75%, fumatori, non obe-
si né diabetici; un’altra sarà invece relativa ai pazienti fra 65 e 70 anni, 2 vasi
ostruiti di cui uno al 100% e un altro al 50%, non fumatori, affetti da obesità ma
non diabetici, e così via. Dovrebbe essere evidente, anche con poche variabili, il
numero spropositato di funzioni di sopravvivenza che occorre stimare e confron-
tare. A questo problema, già notevole, si aggiunge l’assenza di una visione unita-
ria e sintetica della popolazione in esame, che si riduce ad essere frammentata in
sottocampioni che rischiano di essere di dimensioni irrisorie.
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La soluzione è dunque affidata all’introduzione dei metodi parametrici e se-
miparametrici, che prevedono l’impiego dell’analisi di regressione nel legare le
probabilità di sopravvivenza ad opportune variabili esplicative (covariate), sia
qualitative che quantitative.
6.1 FORMALIZZAZIONE DEL MODELLO
La formulazione generale dell’analisi parametrica e semiparametrica, inclu-
dendo anche le covariate del modello, può essere così espressa:
Questa scrittura fa riferimento ad una funzione di rischio istantaneo h(t;z),
che viene fatta dipendere non soltanto dal tempo, ma anche dal valore assunto dal
set di k covariate contenute nel vettore z (che include anche eventuali effetti di in-
terazione ottenuti, ad esempio, come prodotto di più variabili). 
La h0(t), che invece dipende solo dal tempo, rappresenta la base-line del mo-
dello, ovvero la hazard function per un soggetto che abbia tutte le covariate pari a
0. La sua forma funzionale è quella corrispondente al modello teorico di riferi-
mento: la trattazione dettagliata di questo aspetto è riportata in seguito. 
L’effetto delle variabili esplicative è di carattere moltiplicativo e viene intro-
dotto dal fattore exp(zβ): β è un vettore k-dimensionale contenente i coefficienti
di regressione con i quali le corrispondenti covariate entrano nel modello. Un
esempio piuttosto semplice può essere relativo al problema (precedentemente in-
trodotto) delle malattie cardiache. 
Per semplicità, immaginiamo di utilizzare soltanto due covariate: il numero
di vasi ostruiti per una percentuale uguale o superiore al 75% (z1) e la presenza
del fattore di rischio legato al fumo (z2). 
Ipotizziamo inoltre che la base-line prescelta sia del tipo h0(t) = c; in altre pa-
role, il rischio è costante nel tempo.
 h t z h t z( ; ) ( ) exp( )= 0 β
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h(t;z) = 0.02exp(0.3z1 + 0.5z2) =
= 0.02exp(0.3z1)exp(0.5z2)
Il risultato è così interpretabile: un soggetto per cui z1 = z2 = 0 (non fumatore
e senza vasi gravemente ostruiti – il che non implica che non sia malato di cuore:
può avere occlusioni fino al 50%, la cui pericolosità è tuttora dibattuta) è sottopo-
sto a un rischio istantaneo costante nel tempo e pari a 0.02. 
Un individuo fumatore e con un solo vaso ostruito è invece esposto a un tas-
so pari a 0.02exp(0.3)exp(0.5) = 0.0445, pari a oltre il doppio di quello di un in-
dividuo esente da fattori di rischio. Per un soggetto non fumatore ma con tre vasi
ostruiti, il risultato è invece h(t;z) = 0.02exp(0.3 × 3 + 0.5 × 0) = 0.049, e così
via: per ogni combinazione del valore delle covariate possiamo ottenere immedia-
tamente il corrispondente tasso istantaneo di rischio al tempo t, semplicemente
per sostituzione all’interno del modello generale.
Le osservazioni più importanti sono le seguenti:
• il termine exp(βj) rappresenta la variazione nel valore della h(t;z) legato a
una variazione unitaria della j-esima covariata. Come già accennato, l’effetto è di
tipo moltiplicativo: per exp(βj) = 2, ad esempio, il tasso istantaneo raddoppia (per
ogni t) all’aumento unitario di zj;
• un coefficiente βj > 0 rappresenta un effetto positivo della j-esima covariata
rispetto al rischio: infatti, si ha exp(βj) >1, ovvero la base-line viene moltiplicata
per un termine superiore all’unità. Si ha quindi un aumento del tasso istantaneo
in corrispondenza di un incremento di zj;
• un coefficiente βj < 0 rappresenta invece un effetto negativo della j-esima
covariata: per exp(βj) < 1 la h0(t) viene moltiplicata per un termine minore dell’u-
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nità. Si ha quindi una riduzione del tasso istantaneo di rischio in corrispondenza
di un incremento di zj;
• il rapporto fra il tasso cui è sottoposto un individuo con caratteristiche 
descritte dal vettore e quello relativo a un soggetto con covariate nulle 
(z = 0) è una costante indipendente dal tempo. 
Infatti si ha (essendo h(t;0) = h0(t)):
Questo significa che tutte le curve ottenute sono proporzionali fra loro, in
quanto il loro rapporto non varia nel tempo. La distanza fra una curva e l’altra di-
penderà soltanto dalla determinazione del vettore di covariate per il quale sono
state calcolate. Lo stesso ragionamento è valido per la funzione di sopravvivenza
S(t), per la sua densità f(t) e per il rischio cumulato H(t). Si parla per questo mo-
tivo di proportional hazard models (modelli a rischio proporzionale: la dicitura è
valida tanto per il metodo parametrico quanto per il semiparametrico, discussi
ampiamente più avanti).
In riferimento all’esempio proposto precedentemente, il grafico a pagina se-
guente riporta le funzioni di sopravvivenza mensili (la cui forma è esponenziale,
essendo h0(t) = c: vedere sottoparagrafo 6.2.1) per i non fumatori con 0, 1, 2, 3 e
4 vasi ostruiti per il 75% o più: come si può osservare, le cinque curve sono pro-
porzionali, essendo costituite da un fascio di funzioni che differiscono l’una dal-
l’altra in ragione di un coefficiente moltiplicativo indipendente dal tempo. La
curva più in alto rappresenta la base-line S0(t), ovvero la sopravvivenza per i sog-
getti che non hanno vasi gravemente ostruiti. All’aumentare del numero delle
ostruzioni, si generano funzioni via via più rapide nel tendere a zero: in altre pa-
role, la sopravvivenza all’evento “infarto” decresce all’aumentare della gravità
della malattia. La curva più in basso, che rappresenta i soggetti con 4 vasi ostrui-
ti, mostra che nessuno di essi (benché non fumatori) supera i 90-95 mesi (circa 8











Lo stesso ragionamento può ovviamente essere fatto con un numero molto
maggiore di variabili esplicative: per ogni possibile combinazione di covariate è
possibile costruire una curva, che segue il modello teorico prescelto per la base-
line.
Sui coefficienti del modello di regressione può naturalmente essere calcolata
la normale statistica inferenziale dove è la stima della devia-
zione standard del parametro di regressione.
Vi è in realtà un gran numero di test e di modelli specifici applicabili a situa-
zioni particolari: ad esempio, è possibile trattare delle covariate dipendenti dal
tempo, che di per sé non danno luogo ad una proporzionalità fra le curve ottenute
per i diversi sottocampioni.
Tuttavia, per non scendere troppo nel dettaglio in questa sede, è opportuno
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concentrarsi piuttosto sugli aspetti più strettamente inerenti all’analisi di soprav-
vivenza e agli approcci che essa può seguire.
Nel paragrafo che segue sono illustrate le principali funzioni di riferimento
dei metodi parametrici e – qualora esista – l’interpretazione dei parametri che le
caratterizzano. In seguito, viene discusso il modello semiparametrico di Cox.
6.2 ANALISI PARAMETRICA
Dal punto di vista teorico, il modello di regressione sottostante al metodo pa-
rametrico non è particolarmente complesso né di difficile comprensione. L’aspet-
to che invece richiede molti chiarimenti è quello che caratterizza in modo pecu-
liare questo tipo di approccio, ovvero l’esistenza di una funzione h0(t) la cui for-
ma deve essere prescelta in base a specifici criteri: l’obiettivo è quello di sostitui-
re, alla stima puntuale della h(t), una curva teorica che la interpreti nel modo più
appropriato e corretto, costituendo al tempo stesso una valida approssimazione
dei dati empirici.
Come già osservato nel paragrafo precedente, la base-line h0(t) costituisce il
substrato teorico del modello, ovvero l’andamento temporale comune a tutti gli
individui del campione. Il fattore moltiplicativo legato all’influenza delle covaria-
te non modifica infatti la forma della dipendenza fra il rischio istantaneo e la va-
riabile tempo: interviene piuttosto nel creare un “cuneo” fra i livelli di rischio
nelle diverse sub-popolazioni.
Il problema più importante nell’approccio parametrico è dunque dato dalla
scelta di un valido modello temporale comune a tutte le osservazioni: la forma
funzionale individuata per la h0(t) determinerà infatti il modo in cui vengono cal-
colate le probabilità di accadimento per i diversi sub-aggregati e la stessa conce-
zione teorica del modello; un elemento non trascurabile di questo secondo aspet-
to è l’eventuale interpretazione dei parametri utilizzati nella stima della base-line.
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6.2.1 ALCUNE FUNZIONI DI LARGO IMPIEGO NELL’ANALISI PARAMETRICA
Di seguito sono riportate alcune delle funzioni teoriche più comuni in questo
tipo di analisi, corredate delle opportune considerazioni e nozioni interpretative.
Come già indicato nei capitoli precedenti, la stima dei parametri è affidata caso
per caso al consueto metodo della massima verosimiglianza.
1) Distribuzione esponenziale
Questo modello ha come presupposto un’intensità istantanea costante h(t) = ρ:
ad essere distribuita esponenzialmente è di conseguenza la probabilità di accadi-
mento dell’evento.
Si ha infatti:
Con la corrispondente funzione di densità:
Il parametro ρ rappresenta dunque il tasso istantaneo di rischio, mentre il suo
inverso 1/ρ può essere interpretato come la durata media del tempo di sopravvi-
venza. Come noto, la distribuzione esponenziale è memoryless: la probabilità di
sopravvivenza osservata al tempo 0 è la stessa che si osserva al tempo t, dato che
l’evento non si sia verificato fino a quell’istante. In altre parole, il fatto che un
soggetto non abbia ancora conosciuto l’evento fino al momento t non lo rende
più esposto al rischio di quanto non lo fosse all’inizio e non aumenta la sua pro-
babilità di subire l’evento a breve termine. Non per niente, il tasso di rischio ri-
sulta costante: il ragionamento è del tutto analogo a quello secondo cui un nume-
ro al lotto ha sempre le stesse probabilità di essere estratto, indipendentemente
dal tempo intercorso dall’ultima volta che ciò è avvenuto.
Graficamente, l’assenza di memoria è rappresentata nell’immagine a pagina
seguente: la curva più a sinistra rappresenta la funzione S(t) per un tasso costante
 f t h t S t t( ) ( ) ( ) exp( )= = −ρ ρ
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48
ρ = 0.5. La funzione a destra rappresenta la probabilità di sopravvivenza per un
generico individuo che sia già sopravvissuto fino al tempo t = 9. Come si può no-
tare, si tratta della stessa funzione, che è stata semplicemente traslata di 9 unità
temporali. Il fatto che un soggetto non abbia subito l’evento per 9 anni non ha la-
sciato traccia nella sua speranza residua. 
La storia passata dell’individuo non ha dunque influenza sul futuro accadi-
mento degli eventi.
Fatte le dovute considerazioni, è facile a questo punto verificare l’adeguatez-
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Si propongono infatti questi semplici criteri:
• tasso di rischio h(t) costante o approssimativamente tale: un andamento





• funzione di rischio cumulato lineare; si ha infatti . 
In questo contesto, ρ è la crescita media del tasso cumulato al passare del
tempo, vale a dire il coefficiente angolare della H(t). Graficamente, si osserva
una situazione di questo tipo:
H t h s ds t
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• linearità del logaritmo della funzione di sopravvivenza: si osserva infatti
che logS(t) = –ρt: la forma di questa relazione è (dal punto di vista teorico) la
stessa osservata per la H(t), con la differenza che stavolta il coefficiente ρ è preso
con segno negativo. Questo significa (come logico) che al crescere del tasso
istantaneo la sopravvivenza tende più rapidamente a 0, mentre il rischio cumulato
aumenta in progressione aritmetica con ragione più elevata.
2) Modello di Gompertz
L’impiego di questo tipo di forma funzionale è opportuno quando il rischio
istantaneo è dipendente dal tempo: ad esempio, nello studio di mortalità, non
possiamo accettare le ipotesi di assenza di memoria del processo e applicare una
distribuzione esponenziale; chiaramente, il tasso di accadimento dell’evento è di-
rettamente proporzionale alla variabile temporale. Sotto questa assunzione, si ha
dunque:
La soluzione di questa equazione differenziale è la seguente:
h(t) = λρexp(ρt)
Questa funzione è crescente per ρ > 0; il tasso sarà invece decrescente per ρ < 0.
Il caso ρ = 0 comporta invece la ricaduta nella distribuzione esponenziale. Questo
parametro caratterizza dunque il verso e la velocità di crescita del quoziente
istantaneo h(t).
Il parametro λ ha sempre lo stesso segno di ρ: in questo modo, è sempre assi-
curata la positività della h(t).
Possiamo innanzitutto ricavare la funzione di sopravvivenza e il rischio cu-
mulato:
H(t) =
S(t) = exp(λ[1 – exp(ρt)])
d t
t









Questo permette di dare un’efficace interpretazione del parametro λ: si nota
infatti che, quando ρ è negativo, la sopravvivenza tende a un valore costante; in al-
tre parole, dato che il rischio istantaneo è via via decrescente, si suppone che alcuni
dei soggetti in esame non conoscano mai l’evento. In effetti, si ha S(∞) = expλ, che
indica la percentuale di “superstiti”. Da ricordare che per ρ < 0 si ha necessaria-
mente anche λ < 0. Nel caso ρ > 0 non è possibile dare un’analoga spiegazione
del modello.
La presenza di individui per i quali l’evento non si verifica è tipica dei model-
li migratori, che prevedono la possibilità che buona parte della popolazione non si
sposti mai e considerano la maggiore mobilità delle fasce più giovani rispetto alle
componenti più anziane. Per questo motivo, per tassi decrescenti (ρ < 0) si usa an-
che la terminologia “modello migrante-sedentario”.
Dal punto di vista del risultato, nel grafico seguente sono riportate quattro
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ottenute per ρ < 0 secondo il modello teorico di Gompertz. Le funzioni in rosso
sono il risultato corrispondente per ρ > 0. Si osserva che nel primo caso la S(t)
tende asintoticamente a un valore costante, mentre nel secondo raggiunge rapida-
mente lo zero, in linea con le riflessioni precedenti. 
Una volta definiti i presupposti teorici del modello, ancora una volta bisogna
porsi il problema di un riscontro empirico di facile verifica, necessario a stabilire
l’adeguatezza del metodo nel rappresentare i dati concreti.
A questo fine, è sufficiente osservare che:
da cui, per , si ottiene il seguente risultato:
con .
In altri termini, se il modello di Gompertz è valido, dobbiamo aspettarci che
log(∆logS(t)) abbia un andamento approssimativamente rettilineo in funzione del
tempo (vedere immagine seguente: la retta è crescente in quanto ρ > 0).
 c = − −λ ρ( exp( ))1
log( log ( )) log∆ S t c t= + ρ
∆ log ( ) log ( ) log ( )S t S t S t= − −1




Tipicamente, si osserva in questo senso una maggiore efficacia del cosiddet-
to modello di Gompertz-Makeham, per il quale valgono le stesse considerazioni
fatte finora e che utilizza un parametro in più (ρ0); questo parametro entra in mo-
do lineare nel logaritmo della sopravvivenza, secondo la relazione:
Purtroppo, l’adattabilità di questo modello ai dati empirici ha come contro-
parte l’aumento della complessità della funzione teorica impiegata e la difficile
interpretazione del termine ρ0.
3) Distribuzione di Weibull
Anche questo modello teorico fa riferimento a un contesto in cui il tasso infi-
nitesimale di rischio varia in funzione del tempo; più precisamente, questa rela-
zione è espressa come potenza di ordine λ – 1, secondo la forma:
con     λ,ρ > 0
Per λ > 1 si ha un tasso di rischio crescente, viceversa per λ < 1. Il caso λ = 1
fa ricadere il modello nella distribuzione esponenziale precedentemente esposta.
Ad esempio, per λ = 2 si ottiene un rischio accelerato in funzione del quadrato
del tempo percorso. Una ulteriore accelerazione è legata al parametro ρ, che però
esegue una trasformazione di carattere lineare (ρt). Nell’immagine a pagina se-
guente sono riportate due funzioni di rischio, una a tasso crescente (λ = 1.7) e
una a tasso decrescente (λ = 0.7).
Per quanto riguarda la funzione di rischio cumulato, si ottiene:
La funzione di sopravvivenza e la sua densità sono invece le seguenti:
 f t t t( ) ( ) exp[ ( ) ]= −
−λρ ρ ρλ λ1
 S t t( ) exp[ ( ) ]= − ρ
λ
H t d t
t
( ) ( ) ( )= =−∫ λρ ρθ θ ρλ λ1
0
h t t( ) ( )= −λρ ρ λ 1
S t t t( ) exp( [ exp( )])= − + −ρ λ ρ0 1
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Rispetto al modello di Gompertz, questo approccio differisce essenzialmente
per il tipo di andamento temporale cui le funzioni fanno riferimento: in particola-
re, questo contesto teorico ben si adatta alle situazioni in cui il tasso di rischio si
muove molto rapidamente nel tempo, per poi tendere a stabilizzarsi.
La verifica empirica della validità del modello avviene generalmente notan-
do che log(–logS(t)) è una funzione teoricamente lineare rispetto al logaritmo nel
tempo. 
Infatti si ha:
In altre parole, dovremmo osservare una situazione del tipo di quella illustra-
ta nella figura a pagina seguente.













Come si può notare, questa retta ha per coefficiente angolare il valore λ, ov-
vero la potenza del tempo secondo la quale si muove il tasso istantaneo di rischio
nel modello di Weibull.
4) Distribuzione Gamma
Dal punto di vista teorico, l’applicazione di questo modello si rivela conve-
niente quando vi sono situazioni con le seguenti caratteristiche:
a. ogni individuo è sottoposto a un certo numero di situazioni rischiose, che
si succedono con tempi esponenziali aventi tutti lo stesso parametro ρ;
b. l’individuo conosce l’evento quando è stato sottoposto a λ situazioni ri-
schiose.
Per quanto riguarda la prima affermazione, la sua ragionevolezza discende
dalla modellistica elementare della teoria delle code, a patto che sia fondato affer-
mare l’uguaglianza dei parametri esponenziali. Il punto b specifica invece l’am-
bito di applicazione della funzione Gamma: si pensi, a titolo di esempio, ad un
componente meccanico in grado di gestire λ situazioni (che si verificano in modo
casuale) all’interno di un macchinario; dopo avere svolto il suo compito per λ vol-





In questo caso, il tempo di sopravvivenza equivale dunque al tempo necessario
affinché l’evento si verifichi λ volte.
Formalmente, la funzione di sopravvivenza e la sua densità corrispondono al-
la distribuzione Gamma:
con
e         λ > 0
La funzione Γ(λ) può essere sostituita dall’espressione (λ – 1)!, qualora λ sia
intero: si ricorda infatti che Γ(λ) viene impiegata – fra l’altro – proprio per esten-
dere il calcolo del fattoriale ai numeri reali positivi.
Inoltre, per λ = 1 si ricade anche in questo caso nel modello esponenziale.
La complessità analitica di questa formulazione rende impossibile una tratta-
zione completa in questa sede. Alcuni autori (come Johnson e Kotz, 1970; John-
son, Kotz e Balakrishnan, 1994; Evans, Hastings e Peacock, 2000) si sono occu-
pati approfonditamente dell’argomento e delle sue applicazioni.
5) Distribuzione log-normale
La principale innovazione introdotta da questo approccio è legata alla non
monotonicità della funzione di rischio istantaneo, che in questo caso ammette un
punto di massimo e si compone di un tratto crescente e di uno decrescente.
In particolare, si suppone che Y = logT sia una variabile distribuita normal-
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ovvero una distribuzione Gaussiana per logT, con media log1/ρ e varianza σ2 (il
prodotto al numeratore dell’esponenziale è ottenuto semplicemente utilizzando le
proprietà algebriche dei logaritmi).
La S(t), essendo una funzione di ripartizione (anche se calcolata da destra
verso sinistra), non è esprimibile in forma chiusa; bisogna ricorrere ai valori ta-
bulati dell’integrale normale incompleto Φ(x):
Per ottenere la funzione di sopravvivenza, dobbiamo ovviamente calcolare la
probabilità complementare: infatti, Φ(x) = P(X ≤ x), mentre S(t) = P(T ≥ t). Inol-
tre, la Φ(x) deve essere opportunamente destandardizzata. Questo porta immedia-
tamente al risultato:
Infine, il tasso istantaneo è:
Dal punto di vista interpretativo, non si riscontrano particolari difficoltà: al-
l’aumentare della media (ovvero al diminuire di ρ) viene traslato verso destra il
momento in cui si verificano i primi eventi e si innalza la sopravvivenza media.
D’altro canto, una maggiore deviazione standard rende più probabili tempi di so-
pravvivenza molto lunghi. Dato un certo valore di ρ, la popolazione si estinguerà
più rapidamente se σ è un numero molto piccolo.
6) Distribuzione log-logistica
Alcune difficoltà nell’applicazione della funzione log-normale (impossibilità




















































oltre a esigenze computazionali ormai superate) hanno dato luogo alla concezio-
ne della distribuzione log-logistica: quest’ultima nasce infatti come un’approssi-
mazione del modello precedente. L’ipotesi alla base di questo approccio è effet-
tuata – come anche per il modello log-normale – sulla variabile logT. 
In particolare si ha:
W segue una funzione logistica con deviazione standard σ:
Per 1/σ = λ, si possono ottenere le seguenti relazioni:
Il parametro ρ si limita a riscalare il tempo introducendo un effetto moltipli-
cativo. 
Il valore di λ è indicativo della variabilità del modello (come nella formaliz-
zazione log-normale) e della forma assunta dalla funzione di rischio. Infatti, per
λ > 1 la h(t) passa per un punto di massimo; per λ < 1 si ha una funzione monoto-
na decrescente.
Nell’immagine a pagina seguente sono riportati due esempi: una curva per 
λ = 2 (rosso) e una per λ = 0.8 (verde).
Si può osservare infine la relazione:
Il rapporto fra la probabilità di conoscere l’evento dopo t e la probabilità di
averlo già subito prima di t è dunque inversamente proporzionale sia al tempo
stesso (come ovvio) che a ρ (che accelera linearmente il flusso temporale).
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dello. Infatti il logaritmo dell’odds è lineare nel logaritmo del tempo; si ottiene di
fatto una regressione logistica:
Il comportamento è dunque del tipo illustrato nella figura a pagina seguente.
7) Altre distribuzioni
I modelli presentati finora sono solo una parte (benché consistente) del va-
stissimo insieme di funzioni utilizzate nei modelli parametrici. Ad esempio, è di


























ziale; in letteratura, non manca la distribuzione Beta e quella di Cauchy. Da ricor-
dare infine la distribuzione di Fisher-Snedecor generalizzata, che include gran
parte dei modelli come casi particolari. 
Ogni tipo di approccio ha ovviamente una propria interpretazione in base al
significato da attribuire ai parametri e al tipo di dinamica temporale che si desi-
dera modellizzare.
6.3 METODO SEMIPARAMETRICO DI COX
Questo ultimo tipo di approccio, introdotto da D.R. Cox nel 1972, rappresen-
ta in un certo senso una sintesi di tutte le tecniche discusse fino a questo momen-
to. Infatti, pur utilizzando il modello di regressione nell’introdurre le eventuali
covariate, questo metodo impiega una stima non parametrica della base-line.
In altre parole, vale la seguente formulazione generale:
con h0(t) stimata punto per punto in modo non parametrico.













L’utilità di questo approccio è legata all’esigenza opposta a quella che carat-
terizza l’analisi parametrica: nel caso in cui si desideri una rappresentazione non
vincolata a forme funzionali predefinite (o qualora queste ultime non siano iden-
tificabili), il metodo di Cox costituisce infatti il punto di arrivo di qualsiasi anali-
si di sopravvivenza.
Il risultato è dunque un modello meno sintetico di quello parametrico, ma
non necessariamente legato a formulazioni teoriche (spesso non confermate dai
dati empirici) e capace – per questo stesso motivo – di sfruttare al massimo
l’informazione disponibile. A partire da una funzione di rischio di base (h0(t))
calcolata istante per istante, si ha una sequenza di curve ad essa proporzionali, ot-
tenute tramite l’introduzione del vettore di covariate (z). Su questo aspetto, valgo-
no le stesse considerazioni fatte in precedenza. 
Dal punto di vista grafico,
un possibile risultato è illustrato
nell’immagine qui a fianco. 
Come si può vedere, le curve
non seguono nessun modello
funzionale ma sono tutte propor-
zionali fra loro, in ragione dei
coefficienti calcolati per le cova-
riate inserite: nel grafico è rap-
presentato l’effetto di una varia-
bile qualitativa con 5 modalità
distinte, ognuna delle quali è correlata a un diverso livello della funzione di so-
pravvivenza.
La grande flessibilità del modello di Cox lo ha reso il metodo più diffuso e ap-
prezzato: molto spesso non c’è (e non ci può essere) un fondamento teorico tale da
giustificare l’applicazione ai dati di un’analisi parametrica; al tempo stesso, i limiti
imposti dalla formalizzazione non parametrica richiedono l’impiego di un valido
metodo alternativo: l’approccio semiparametrico è in grado di fornire una eccellen-









Nei paragrafi che seguono vengono presentate ulteriori metodologie volte ad
affrontare alcune delle difficoltà più comuni che si possono presentare nel tratta-
mento dei dati reali.
In precedenza si è già discusso della possibilità di incontrare molteplici stati
di origine e più modalità di rischio, distinguendo in questo caso fra rischi dipen-
denti e rischi indipendenti; si tratta in questo caso di intervenire sul processo di
accadimento degli eventi, modificando la verosimiglianza e utilizzando – se ne-
cessario – lo stimatore di Aalen.
Sullo stesso processo può essere applicata un’ulteriore estensione, introdu-
cendo l’analisi multi-episode; l’approccio da seguire in questo caso è trattato nel
prossimo paragrafo.
In seguito, vengono invece proposti alcuni importanti accorgimenti nell’uso
delle variabili esplicative del modello di regressione: in particolare, l’utilizzo del-
le covariate dipendenti dal tempo e i problemi interpretativi e teorici ad esse col-
legati.
7.1 ANALISI MULTI-EPISODE
Rispetto alle tipologie di processi discusse finora, è opportuno contemplare
la possibilità che un dato evento si verifichi più volte nel corso della carriera di
un soggetto; questo può accadere ad esempio nello studio della mobilità lavorati-
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va, nell’analisi migratoria e demografica in genere, nelle indagini sulla fecondità
e in molti altri ambiti: com’è ovvio, uno stesso individuo può infatti cambiare più
volte occupazione o residenza, ammalarsi ripetutamente di una stessa malattia,
sposarsi nuovamente dopo un divorzio, avere più di un figlio, ecc.
Rispetto all’analisi standard, i metodi di stima utilizzabili sono gli stessi; tut-
tavia, vi sono due elementi di novità da prendere in considerazione:
1) il tipo di dato richiesto per affrontare l’analisi: la struttura del database de-
ve infatti essere tale da gestire agevolmente la ripetibilità degli eventi. A questo
scopo, è sufficiente utilizzare tre variabili: la prima è identificativa del soggetto
(id) e rimane costante per tutti gli episodi attribuiti allo stesso individuo; la se-
conda è un numero seriale (sn) che “conta” gli eventi successivi a parità di id;
l’ultima indica semplicemente l’istante in cui l’evento si è verificato (t). Ovvia-
mente, si avrà la consueta informazione relativa all’eventuale censura a destra. 
A titolo esemplificativo, la seguente tabella mostra la carriera lavorativa di 4
persone a partire dal loro ingresso nel mondo del lavoro:
id sn t censura
1 1 2 1
1 2 6 1
1 3 19 0
2 1 4 1
2 2 8 0
3 1 1 1
3 2 5 1
3 3 6 1
3 4 9 1
3 5 20 1
3 6 35 1
4 1 11 0
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Nell’esempio, il primo individuo ha lasciato la sua prima occupazione dopo
2 anni, senza cambiare nuovamente impiego per i 4 successivi e raggiungendo
così 6 anni di carriera. 
A questo punto, ha intrapreso una nuova attività, nella quale è tuttora impe-
gnato a 19 anni di distanza dall’inizio del follow-up: l’intervallo è dunque censu-
rato a destra.
Analogo ragionamento può essere applicato al soggetto numero 2, che però
ha cambiato occupazione solo una volta. Il terzo individuo invece ha sperimenta-
to 6 impieghi differenti e attualmente non lavora (si suppone che sia andato in
pensione): infatti, l’ultima occupazione si è conclusa (non essendo censurata) do-
po 35 anni di lavoro.
Infine, l’individuo numero 4 non ha mai conosciuto l’evento, permanendo
nello stesso stato da 11 anni; dato che non si è ancora ritirato, l’episodio è nuova-
mente soggetto alla troncatura a destra;
2) i possibili approcci allo studio della sopravvivenza nel caso di fenomeni ripe-
tibili. I tempi di attesa possono essere infatti analizzati seguendo due possibili criteri:
a) eseguendo un’analisi separata per ogni evento successivo, ovvero suddivi-
dendo i tempi in base al rango rappresentato dalla variabile “serial num-
ber”. Si ottiene in questo caso una curva di sopravvivenza per ogni inter-
tempo: ad esempio, è possibile stimare un modello per il tempo di attesa
fra il matrimonio e la nascita del primo figlio, un altro modello per l’inter-
vallo fra il primo e il secondo figlio, e così via;
b) trattando il problema secondo un approccio single-episode: in questo mo-
do, viene ignorato il rango dell’evento e la sopravvivenza viene calcolata
in base al tempo trascorso fra due eventi successivi qualsiasi; in altre paro-
le, ogni individuo viene trattato come se la sua carriera fosse composta di
k soggetti distinti e indipendenti, ad ognuno dei quali viene attribuito uno
dei k intervalli in cui la biografia originale era suddivisa. Nel caso della
natalità, questo significa studiare il tempo che intercorre fra la nascita di
un figlio e quella del successivo, senza porsi il problema dell’ordine se-
condo il quale le nascite si susseguono.
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Chiaramente, il primo approccio non richiede particolari ipotesi ed è piutto-
sto maneggevole; tuttavia, in molti casi il processo è approssimativamente omo-
geneo, a prescindere dal rango per il quale l’intervallo è definito: questo significa
che la sopravvivenza all’evento di rango j e quella all’evento di rango h (calcolate
a partire dall’episodio immediatamente precedente) non differiscono in maniera
significativa, per qualunque valore di j e h. A questo punto, un’analisi separata ha
poco motivo di esistere, considerata anche la minore consistenza associata a sti-
me compiute su campioni di dimensione troppo esigua.
D’altro canto, il secondo tipo di approccio può essere utilizzato solo nel caso
in cui l’indipendenza fra intervalli successivi sia un’assunzione valida dal punto
di vista teorico ed empirico; tuttavia, in molte situazioni reali, i tempi di attesa di-
ventano via via più lunghi (o più brevi) all’aumentare del numero di episodi pre-
cedenti: questo accade ad esempio nello studio di fenomeni di “devianza sociale”
(criminalità, alcolismo, droga, ecc.), per i quali una sorta di “assuefazione” può
rendere sempre più frequente il verificarsi dell’evento (l’arresto per furto, l’abuso
di alcol, l’assunzione di stupefacenti o quant’altro). L’esempio opposto può esse-
re tratto dalle biografie “sentimentali”, in cui una serie iniziale di relazioni fugaci
e di breve durata viene spesso seguita da una ricerca di stabilità e dal prolungarsi
di permanenza nella stessa situazione di coppia.
Un’ultima importante osservazione sull’analisi multi-episode è relativa allo
starting point del tempo di attesa di un evento: come si è detto, in linea di massi-
ma si considera la sopravvivenza all’evento di ordine j a partire dall’istante in cui
si è verificato quello di ordine j–1; questa scelta non è sempre la più opportuna,
soprattutto per quanto riguarda alcuni specifici ambiti di studio. Nell’analisi della
natalità, ad esempio, può essere piuttosto svantaggioso modellare l’intervallo di
tempo fra un evento e il successivo, tanto più in un’ottica interpretativa volta allo
studio della fecondità. Può essere assai più opportuno studiare il tasso di accadi-
mento a partire da un istante di partenza comune a tutti gli eventi di qualsiasi ran-
go: infatti, dal punto di vista empirico, risulta molto più efficace analizzare la fe-
condità in funzione dell’età al parto piuttosto che metterla in relazione col tempo
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intercorso dalla nascita precedente. Sarà in generale compito dello studioso stabi-
lire quale approccio sia più interessante dal punto di vista teorico e al tempo stes-
so efficace nell’interpretazione empirica del processo.
7.2 UTILIZZO DI COVARIATE TIME-DEPENDENT
Il trattamento delle variabili dipendenti dal tempo ha dato luogo a un’ampia
letteratura e a molteplici approcci, in particolar modo a partire dagli anni ’80 (tra
i pionieri Tuma e Hannan, 1984).
Molto spesso, nell’analisi demografica (ma non solo), lo studio di un feno-
meno è soggetto all’influenza di variabili esterne di carattere principalmente qua-
litativo; ad esempio, sulla sopravvivenza all’evento “matrimonio” influisce l’am-
biente abitativo e culturale di appartenenza (urbano o rurale); sensibili differenze
nella mortalità sono state osservate in relazione allo stato civile (sarebbero più
longeve le persone sposate); molti fenomeni sociali dipendono inoltre dall’in-
fluenza di variabili demografiche o economiche. Gli esempi potrebbero essere
numerosissimi; tuttavia, quanto osservato finora permette già di notare l’impor-
tante peculiarità di molte di queste variabili: la loro mobilità temporale ci impedi-
sce infatti di trattarle come variabili di stato annoverate in modo indelebile fra le
caratteristiche del singolo individuo.
Per chiarire il concetto, immaginiamo di mettere in relazione la mobilità nel
mondo del lavoro con lo stato civile dei soggetti in esame: questa variabile, inse-
rita come covariata in un modello di regressione, presenta infatti la difficoltà di
non essere costante nel tempo; lo stesso individuo può transitare più volte da uno
stato all’altro, tramite una sequenza di matrimoni e divorzi che ne modificano
continuamente lo stato civile.
Si delinea dunque una situazione particolare: anziché analizzare il processo
dipendente alla luce di una variabile esogena di carattere statico, occorre confron-
tarlo con un processo indipendente il cui andamento varia a seconda dell’indivi-
duo e costituisce un aspetto specifico della sua biografia.
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Più in generale, si parla di covariata dipendente dal tempo quando una varia-
bile (anche di carattere quantitativo) assume diversi valori durante la carriera del
soggetto; questa variabile può essere di svariate tipologie, distinguibili a seconda
del livello di appartenenza:
• variabili a livello individuale, connesse a diversi ambiti della carriera del
soggetto e a lui strettamente inerenti; ad esempio l’età, la carriera lavorativa o
scolastica, il reddito, ecc;
• processi legati all’interazione con altri soggetti, come la partecipazione alla
forza lavoro da parte della moglie o la carriera dei genitori;
• processi al livello intermedio, che non costituiscono una caratteristica in-
trinseca del soggetto né di persone ad esso legate: ad esempio, interventi nell’or-
ganizzazione familiare, nella struttura abitativa, ecc;
• variabili nel macrolivello (processi economici, demografici e sociali, che
possono avere ripercussioni più o meno dirette sulla carriera di un individuo).
Prima ancora delle ovvie difficoltà pratiche nella gestione di tali covariate, si
presenta un importante problema di carattere teorico e metodologico. Infatti, co-
me già osservato, l’analisi di sopravvivenza interpreta l’andamento di un proces-
so dipendente (il susseguirsi di eventi nella popolazione e le conseguenti varia-
zioni nelle funzioni di rischio) alla luce di un processo indipendente, rappresenta-
to in questo caso dall’insieme di covariate time-dependent.
La direzione del nesso causale non è sempre individuata in modo netto, né
esente da difficoltà interpretative: in particolare, si parla di reverse causation nel
caso in cui sia ipotizzabile un’influenza (per via diretta o indiretta) da parte del
processo dipendente nel determinare le oscillazioni della covariata. Questo gene-
ra una distorsione nell’interpretazione del modello, in quanto viene meno la pos-
sibilità di depurare il processo covariato dall’effetto di feedback proveniente da
quello dipendente.
Un esempio molto semplice può essere fatto considerando la mobilità profes-
sionale femminile in relazione al numero di figli di una famiglia: tendenzialmen-
te, il fatto di avere un figlio da mantenere ha come effetto l’inserimento della
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donna nel mondo del lavoro, magari tramite un impiego part-time con la possibi-
lità di lasciare la prole presso parenti o all’asilo. L’ampliamento della famiglia sa-
rebbe dunque una causa dell’inizio dell’attività lavorativa da parte della madre; la
covariata time-dependent “numero di figli” può dunque essere impiegata per mo-
dellare la sopravvivenza all’evento “lavoro” per una donna con famiglia.
Al tempo stesso, però, si presenta un effetto di reverse causation: infatti, la
decisione di avere un altro figlio può essere legata proprio all’aumento del reddi-
to globalmente percepito dai genitori e al conseguente aumento di benessere del
nucleo familiare. Se non siamo in grado di scartare quest’ipotesi, i valori della
nostra covariata sono distorti dall’effetto “di ritorno” scaturito dal processo di-
pendente. In altre parole, non siamo in grado di stabilire un esatto rapporto di
causa-effetto, in quanto i due processi sono strettamente connessi e interdipen-
denti.
Nella letteratura sull’argomento vengono spesso proposte delle classificazio-
ni, il cui intento è quello di individuare le tipologie di variabili dipendenti dal
tempo che non presentano il problema della reverse causation.
In particolare, è molto semplice individuare due gruppi di covariate il cui
trattamento non è soggetto a questo tipo di ostacolo:
• covariate dipendenti dal tempo con andamento deterministico, ossia le cui
variazioni sono fissate a priori e seguono la stessa regola per tutti gli individui: ad
esempio, l’età oppure l’esperienza lavorativa in un determinato settore, ovvero
quei processi il cui avanzamento è inesorabilmente prestabilito per tutto il perio-
do di permanenza nello stato di riferimento; per definizione, queste variabili non
possono essere soggette a forme di dipendenza da parte di un qualsiasi altro pro-
cesso;
• covariate dipendenti dal tempo determinate per via esogena, frutto di un
processo stocastico completamente esterno alle unità di studio: possono essere
considerate tali le grandezze al macrolivello (ad esempio le variabili economiche
e demografiche: disoccupazione, inflazione, tassi, composizione della popolazio-
ne in termini di età, sesso, religione, ecc.); la partecipazione del singolo alle
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oscillazioni di queste variabili è chiaramente irrisoria e quindi trascurabile, il che
permette di asserire l’assenza di reverse causation nella relazione fra processo di-
pendente e indipendente.
Dall’altro lato, si parla di internal time dependent covariates con riferimento
a fenomeni di interdipendenza legati alla reverse causation. In questo caso, si ot-
tiene di fatto un sistema dinamico che lega due processi, uno considerato come
effetto (Yt) e l’altro come causa (Xt). 
L’utilizzo di Xt come covariata dipendente dal tempo trova un ostacolo teori-
co proprio nella natura della sua relazione con Yt, in quanto dal punto di vista
strettamente logico Xt influenza Yt e a sua volta Yt influenza Xt. Al tempo stesso,
si ha un effetto di feedback per cui Yt dipende da Yt tramite Xt e d’altro canto Xt
dipende da Xt tramite Yt.
Processi di questo tipo sono molto comuni soprattutto nel microlivello e
nelle interazioni che l’individuo intrattiene con le variabili a lui strettamente ine-
renti.
Più approcci sono stati proposti allo scopo di aggirare il problema: fra questi,
il cosiddetto “approccio sistematico” (Tuma e Hannan, 1984; Courgeau e Lelièvre,
1992) propone l’introduzione di una nuova variabile dipendente che codifichi le
oscillazioni nel sistema dinamico costituito dai processi interdipendenti. 
Riprendendo l’esempio proposto in precedenza, si tratta di costruire una nuo-
va variabile i cui stati rappresentino simultaneamente la situazione familiare e
quella lavorativa; si ha quindi una transizione dalla seguente coppia di processi:
Xt = numero di figli = {0, 1, 2, …}
Yt = attività lavorativa = {impiegata, non impiegata}
all’unico processo dipendente Zt, i cui valori sono costituiti da tutte le possibili
coppie Xt, Yt : Zt = {(impiegata, 1 figlio), (impiegata, 2 figli), …, (non impiegata,
1 figlio), (non impiegata, 2 figli), …}.
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In questo modo, il problema viene dunque risolto incorporando le due varia-
bili in una sola, essendo nell’impossibilità di stabilire quale delle due fosse l’ef-
fetto e quale la causa. 
Questo procedimento comporta tuttavia alcune difficoltà. Innanzitutto, si ri-
chiede la codifica in Zt di un grandissimo numero di possibili stati, qualora i pro-
cessi covariati siano molto numerosi e con svariate modalità: i possibili valori di Zt
sono infatti pari al numero di combinazioni (effettivamente osservate) dei diversi
valori assunti simultaneamente dalle covariate Xt e dal processo Yt. Inoltre, quello
che si ottiene è un nuovo processo dipendente privo di controllo da parte dei pro-
cessi considerati come indipendenti, che in esso sono stati completamente incor-
porati e il cui effetto non può essere stimato. Il risultato è dunque analogo a quello
che si può ottenere da un’analisi senza covariate, con la necessità di calcolare un
gran numero (spesso eccessivo) di tassi di transizione da uno stato all’altro.
Un altro limite di questo approccio è legato alla presenza di processi interdi-
pendenti di carattere quantitativo: in questo caso, l’unica soluzione è rappresenta-
ta da una ricodifica in classi di ampiezza arbitraria che permettano di trattare la
covariata come una variabile qualitativa; questo rappresenta non soltanto un’ap-
prossimazione non sempre soddisfacente, ma anche una notevole perdita di infor-
mazione rispetto alle grandezze originarie.
Per sopperire a queste carenze, il principale metodo alternativo è rappresen-
tato dall’approccio causale (Blossfeld, 1994).
In questo caso, il punto di partenza è l’individuazione del processo Yt che de-
ve essere considerato come dipendente: questo a prescindere dall’eventuale effet-
to di reverse causation e senza incorporare in un’unica variabile le covariate time-
dependent (Xt).
Dal punto di vista interpretativo, si tratta di asserire che un cambiamento in
Xt è un presupposto per una possibile oscillazione nel processo Yt, tenendo conto
anche del possibile ritardo nella trasmissione dell’effetto. Nella realtà, infatti, le
conseguenze di un evento possono produrre i propri effetti in modo immediato o
con un lasso temporale di varia entità.
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In questo secondo caso, dati due processi paralleli e interdipendenti Yt
A e Yt
B,
un cambiamento in Yt
A al tempo t' può dipendere dalla storia di entrambi i pro-
cessi (in base al principio di reverse causation, come enunciato prima), ma sol-
tanto fino all’istante precedente t'.
In altre parole, quel che accade in Yt
A al tempo t' è soggetto all’ipotesi di in-
dipendenza condizionale dall’evoluzione del processo Yt
B in t', data la storia del
processo congiunto (Yt
A,Yt
B) fino al momento che precede t'. Le stesse conside-
razioni possono essere chiaramente fatte a rovescio, a seconda che il processo
considerato come dipendente sia Yt
A oppure Yt
B.
Questo è una diretta conseguenza dell’applicazione di un lag temporale nella
trasmissione degli effetti fra due processi interdipendenti: si parla tecnicamente
di principio di indipendenza condizionale.
A questo punto, volendo studiare il processo (Yt
A,Yt
B) come combinazione di
due processi interdipendenti, assumendo la validità del principio di indipendenza
condizionale, è possibile calcolare la verosimiglianza sulla scia di due modelli di-
stinti: uno segue il processo Yt
A utilizzando come covariata la variabile Yt
B; l’al-
tro interviene in senso opposto, trattando Yt
B come processo dipendente sul quale
interviene l’influenza di Yt
A.
Di fatto, dal punto di vista statistico e procedurale le distinzioni fatte fino ad
ora non hanno motivo di esistere: il metodo utilizzato nel trattamento delle cova-
riate time-dependent è comunque quello dell’episode splitting, presentato nel
prossimo sottoparagrafo.
Infatti, l’utilizzo di un approccio tradizionale implica semplicemente il fatto
di ignorare l’effetto di reverse causation, che d’altronde non può essere quantifi-
cato: non è nel risultato pratico che occorre distinguere fra processi predetermi-
nati o esogeni e processi interdipendenti, per i quali l’analisi utilizzerà lo stesso
metodo di stima. 
La distinzione ha senso sotto un aspetto assai più importante, ovvero nella
definizione del quadro teorico in base al quale il modello viene stimato: il di-
scorso fatto finora serve infatti a prendere coscienza del rischio legato all’utiliz-
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zo di covariate dipendenti dal tempo e agli errori nella loro interpretazione; que-
sto significa seguire alcune importanti tappe logiche prima di intraprendere
un’analisi:
• stabilire se vi può essere una forma di interdipendenza fra il processo di-
pendente e il vettore di covariate;
• se si riscontra un possibile effetto di reverse causation, decidere quale ap-
proccio seguire: nell’impossibilità di distinguere la causa prima dal suo effetto,
può essere conveniente optare per un approccio sistematico e incorporare le cova-
riate nel processo dipendente; in alternativa, stabilire quale variabile deve essere
considerata come causa e procedere nella stima del modello, eventualmente inse-
rendo la covariata con un opportuno lag temporale che corrisponda al tempo di
trasmissione dell’effetto.
Dopo questa doverosa introduzione teorica, il sottoparagrafo 7.2.1 si dedica
al trattamento computazionale (peraltro abbastanza semplice) delle covariate di-
pendenti dal tempo.
7.2.1 METODO DELL’EPISODE SPLITTING
La gestione delle variabili time-dependent richiede inevitabilmente la suddi-
visione del periodo di osservazione in intervalli i cui estremi sono costituiti dagli
istanti in cui il vettore di covariate è soggetto a un cambiamento di stato.
A partire dall’istante iniziale, ogni volta che almeno una variabile modifica il
proprio valore viene definito un sub-episodio all’interno del quale le covariate
sono rimaste costanti, tramite la creazione di un nuovo record contenente:
1) informazioni sullo stato origine del processo dipendente all’interno del
sub-episodio;
2) il valore di tutte le covariate all’inizio del sub-episodio;
3) gli estremi dell’intervallo considerato (da notare come sia sufficiente la du-
rata del sub-episodio, qualora il processo dipendente sia un processo di Poisson);
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4) indicazioni sulla condizione finale: tutti i sub-episodi (tranne l’ultimo) so-
no in genere censurati a destra; tuttavia, questo può non essere vero per i modelli
multi-episode.
Chiaramente, confrontando lo stato iniziale di un sub-episodio con quello os-
servato per il successivo, è possibile verificare quali covariate hanno modificato
il loro stato dando luogo allo split.
Per quanto riguarda la procedura di splitting, questa può essere implementata
in modo piuttosto semplice. Immaginiamo, ad esempio, di utilizzare la covariata
“stato civile” distinguendo soltanto (per ragioni di semplicità) fra “sposato”, “non
sposato” e “divorziato”. Conoscendo il momento in cui ogni soggetto ha deciso di
coniugarsi oppure di divorziare, vogliamo dunque utilizzare questa informazione
nello studio della sopravvivenza a un determinato evento.
A questo fine, è sufficiente disporre delle seguenti variabili:
• stato civile (1 = non sposato, 2 = sposato, 3 = divorziato)
• m = tempo dell’evento “matrimonio”
• d = tempo dell’evento “divorzio”
• t = processo dipendente (tempo trascorso dall’inizio del follow-up) 
Si ipotizza (per non dover riscalare i tempi) che m e d siano calcolati a parti-
re dall’inizio del periodo di osservazione.
La dichiarazione della covariata time-dependent è concettualmente semplice:
se il tempo trascorso (t) è minore di m, lo stato civile del soggetto è “non sposa-
to”; viceversa, se t è compreso fra m e d, il soggetto è necessariamente coniugato;
infine, per t superiore a d, lo stato diventa “divorziato”.
In altri termini, si ha:
• stato civile = non sposato t < m
• stato civile = sposato m ≤ t < d
• stato civile = divorziato t ≥ d
Analogo ragionamento può essere fatto per qualsiasi altro tipo di covariata:
la soluzione è sempre quella di indicare a quale modalità fare riferimento per
74
ogni intervallo di tempo trascorso all’interno del processo dipendente. Ovvia-
mente, le k categorie della covariata x devono essere espresse in altrettante varia-
bili semplici (v1, v2, ..., vk), in modo che la reale istruzione per un programma di
calcolo sia del tipo:
x = v1 per t < t1
x = v2 per t1 ≤ t < t2
x = v3 per t2 ≤ t < t3
...
x = vk per t ≥ tk
Nel nostro caso, si avrebbe:
x = v1 per t < m
x = v2 per m ≤ t < d
x = v3 per t ≥ d 
con v1, v2, v3 costanti e con v1 = 1 = non sposato, v2 = 2 = sposato, v3 = 3 = divor-
ziato.
Nella procedura, dovrà chiaramente essere inserito il meccanismo di split-
ting, che definisca un nuovo intervallo per ogni istante in cui si modifica lo stato
civile di almeno uno dei soggetti in analisi.
Per quanto riguarda l’aspetto della verosimiglianza, è sufficiente impiegare
una sopravvivenza condizionale, che gestisca le troncature all’interno dello split;
questo permette infatti di calcolare la verosimiglianza totale come prodotto delle
verosimiglianze nei singoli sub-episodi.
Formalmente, ipotizziamo un intervallo di tempo con estremi s e t, all’inter-
no del quale un dato soggetto esordisce nello stato j e che si conclude quando
l’individuo in questione transita allo stato k. In questo periodo, il set di covariate
assume P diversi valori: di conseguenza, l’episodio originale viene suddiviso in P
intervalli più brevi; questo implica la transizione dallo spazio (j, k, s, t) allo spa-
zio {jp, kp, sp, tp}, con p = 1 ... P.
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Nella fattispecie, jp e kp rappresentano lo stato di origine e destinazione di
ciascun sottoperiodo di estremi (sp, tp): la riproduzione esatta del processo origi-
nale richiede chiaramente jp = j per p = 1 ... P, in quanto lo stato di partenza è uni-
voco nel periodo (s, t) e deve quindi essere costante nei sub-episodi. D’altro can-
to, kp = j per p = 1 ... P–1, mentre kp = k: lo stato di destinazione si modifica sol-
tanto nell’ultimo sottoperiodo, quando avviene effettivamente la transizione che
segna la fine dell’intervallo (s, t).
Il processo di splitting influisce dunque sulla S(t), che deve essere riscritta
come prodotto delle sopravvivenze calcolate per ogni split.
Si ha quindi:
dove con S(tp | sp) si indica la sopravvivenza residua al tempo tp, condizionata al
fatto di essere sopravvissuti fino all’istante sp. In altri termini, si tratta della per-
centuale di individui che, non avendo ancora conosciuto l’evento fino al sub-epi-
sodio di ordine p, permangono in questo stesso stato durante tutto il sottoperiodo
in questione.
Si può dunque scrivere:
Questa formulazione, come ovvio, esprime esattamente il concetto appena
enunciato a parole: da notare che il valore del tasso di rischio può essere diverso a
seconda dello split, che può contenere un numero variabile di eventi.
L’utilizzo di questa funzione di sopravvivenza in luogo di quella tradizionale
è dunque la soluzione al problema delle covariate dipendenti dal tempo; nel caso
di transizione da un dato stato origine a un singolo stato di destinazione, la fun-
zione di verosimiglianza diventa:
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Da notare come le tecniche proposte si prestino agevolmente al trattamento
di covariate qualitative; l’utilizzo di variabili quantitative può invece risultare in-
gestibile: il numero enorme di split legato a continue oscillazioni di covariate che
possono assumere infiniti valori diversi diventa infatti motivo di notevoli diffi-
coltà di applicazione. In genere, si preferisce ricodificare in classi discrete le va-
riabili di tipo quantitativo, perdendo informazioni ma rendendo più snella l’im-
plementazione degli algoritmi.
77
8. DAL MODELLO TEORICO AL CASO PRATICO:
SUGGERIMENTI PROCEDURALI
La vastità degli approcci proposti e le loro peculiarità (comprensive del con-
testo teorico, nonché di controindicazioni e specificità di ognuno di essi) genera-
no naturalmente una certa confusione al momento di mettere in pratica le cono-
scenze sull’analisi di sopravvivenza. 
Un possibile “piano di lavoro” può essere il seguente.
1) Uno studio preliminare sui dati può essere compiuto con un’analisi non pa-
rametrica a scopo esplorativo: in questo modo, possiamo conoscere l’andamento
delle funzioni di sopravvivenza e di rischio, nonché delle loro trasformazioni.
Questo è infatti funzionale alla scelta di un modello parametrico (qualora si desi-
deri applicarlo) oppure alla conferma empirica di un modello teorico già esistente. 
Se la popolazione di riferimento non è omogenea, è inoltre opportuno suddi-
viderla nei suoi sottogruppi e verificare la proporzionalità fra le curve non para-
metriche ottenute per ognuno di essi: l’importanza di questo aspetto è legata al-
l’interesse da esso rivestito nell’ambito dei proportional hazard models. Infatti, le
analisi successive avranno come risultato quello di introdurre una proporzionalità
forzata tramite l’effetto moltiplicativo associato alle covariate del modello para-
metrico o semiparametrico.
Ad esempio, se due funzioni di rischio (relative a due sub-aggregati distinti) si
intersecano fra loro, non vi è nessun motivo giustificato per stimare l’incidenza della
covariata che discrimina fra le popolazioni in questione (salvo individuare altre va-
riabili esplicative e/o effetti di interazione con le stesse capaci di rendere la relazione
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netta proporzionale). Così facendo, infatti, non si otterrebbero risultati affidabili: il
modello simulerebbe forzatamente una situazione priva di riscontro empirico.
Infine, l’esecuzione di test e la costruzione di intervalli di confidenza posso-
no fornire ulteriori informazioni sull’importanza di alcuni tipi di stratificazione,
escludendo le distinzioni meno significative.
2) Se le curve osservate hanno una forma nota (il che è da verificare) si può
optare per un approccio parametrico. Nel fare questo, è possibile sfruttare un
quadro teorico preesistente, in grado di indirizzare il ricercatore nella scelta fra
molteplici modelli: non è detto, infatti, che soltanto una delle forme funzionali
discusse precedentemente sia adeguata ai dati empirici disponibili. 
In alternativa, se non vi è particolare interesse in questo senso, è poco utile
vincolarsi ad approssimazioni teoriche: si consiglia dunque il metodo di Cox. In
entrambi i casi, si deve arrivare a ottenere una base-line da cui partire per le ana-
lisi successive.
3) Inserire le variabili esplicative nel modello e testare la loro significatività,
interpretando l’influenza che esse hanno sulla funzione di sopravvivenza e sulle
funzioni di rischio. È sconsigliabile complicare eccessivamente il modello con un
numero elevato di covariate, che spesso sono altamente correlate fra loro (ad
esempio, due fattori di rischio quali l’abuso di alcool e il consumo di droghe po-
trebbero spesso essere compresenti, in quanto rappresentano due aspetti di un
analogo problema sociale). Una forte collinearità  fra le variabili esplicative è in
genere sconsigliata: conviene utilizzare soltanto le variabili più originali o “con-
densarle” in un numero minore di covariate, con opportune ricodifiche o tramite
analisi fattoriale. Per quanto riguarda le variabili quantitative, una suddivisione in
classi è spesso opportuna per migliorare la qualità dell’analisi e permettere una
rappresentazione grafica del loro effetto.
Infine, il ricorso a trasformazioni non lineari (ad esempio logaritmiche) può
rendere le covariate più adeguate al modello; al tempo stesso, non è da escludere
la presenza di effetti di interazione e di variabili dipendenti dal tempo, qualora vi








Come già accennato, l’oggetto di quest’analisi è costituito da alcuni specifici
aspetti concernenti la patologia cardiaca nota come cardiopatia ischemica.
Per rendere comprensibile il significato delle elaborazioni statistiche dei
prossimi capitoli, è necessario fornire una panoramica sul funzionamento del
cuore e dell’apparato circolatorio, con particolare attenzione ai malfunzionamenti
che lo possono interessare.
Non è opportuno né utile in questa sede dilungarsi eccessivamente, conside-
rando anche la vastità e la complessità della materia: sarà sufficiente introdurre
gli aspetti essenziali ai fini della comprensione dell’analisi statistica proposta e
degli obiettivi che questa mira a raggiungere.
Il nostro data-base contiene le carriere di 5419 pazienti affetti da tale patolo-
gia; è possibile individuare tre generiche tipologie:
• persone che hanno avuto episodi di angina pectoris (dolore al petto o in
eventuali sedi di irradiazione – spalla, braccio, mandibola, ecc.) seguiti, in un
tempo successivo, da uno o più infarti del miocardio;
• pazienti che hanno presentato un infarto senza che in precedenza si fossero
manifestati sintomi;
• pazienti cha hanno una storia clinica di episodi di angina, senza un succes-
sivo infarto.
In generale, la causa degli episodi anginosi è un restringimento (stenosi) dei
vasi arteriosi (le coronarie) che irrorano il miocardio; l’occlusione completa di un
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vaso, se di durata superiore ai 30-40 minuti, dà luogo a un evento ischemico pro-
lungato: questo provoca la necrosi del tessuto miocardico e la formazione di
un’area di tipo infartuale. In altre parole, la mancanza di afflusso di sangue causa
la morte di parte del muscolo cardiaco. L’angina è invece dovuta ad altre circo-
stanze: in presenza di un restringimento del vaso, il miocardio a valle della steno-
si richiede un crescente afflusso di sangue, in quanto deve svolgere un maggior
lavoro; dato che la portata del vaso non lo consente, si ha ischemia transitoria del
territorio ipoirrorato. L’effetto è quello di provocare un forte dolore che cessa
quando si torna alla condizione di riposo; a differenza dell’infarto, un episodio di
angina non ha conseguenze funzionali.
Tramite una coronarografia (iniezione di mezzo di contrasto in un’arteria du-
rante esposizione ai raggi X della parete toracica) è possibile valutare lo stato di
pervietà o di occlusione delle arterie coronarie (destra e sinistra: quest’ultima ini-
zia come tronco comune e poi si biforca in discendente anteriore e circonflessa);
la valutazione restituisce per ogni arteria il disegno del profilo del vaso, da cui è
possibile calcolare l’eventuale stenosi come percentuale di ostruzione rispetto al
diametro. Le modalità di stato previste sono 5: vaso non ostruito (0%) oppure con
occlusioni del 50, 75, 90 e 100%.
Un altro indicatore di estrema importanza, valutato soprattutto dopo che si è
verificato un infarto, è la frazione di eiezione: si tratta di un parametro idraulico,
indicativo della capacità del muscolo di espletare le sue funzionalità, ovvero di
pompare il sangue in tutto il sistema circolatorio. Più è alta la frazione di eiezione
(indicata in percentuale), migliori sono le prestazioni del cuore; la normalità è
rappresentata da valori che vanno dal 50 al 60% all’ecocardiografia, mentre un
valore al di sotto del 10% viene considerato incompatibile con la vita.
Un importante elemento da tenere in considerazione è lo sviluppo di un cir-
colo collaterale da parte del sistema circolatorio coronarico del paziente: con
questo termine, si indica un insieme di vasi minori in grado di sostituire l’attività
delle coronarie nell’irrorazione del cuore, qualora queste ultime non siano in gra-
do di svolgere efficacemente il loro compito. Lo sviluppo di questo meccanismo
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di difesa può essere favorito dall’allenamento (ad esempio lo svolgimento di
un’attività fisica) e può risultare determinante nella capacità di sopravvivenza a
seguito di un infarto: la presenza del circolo collaterale comporta infatti una deci-
siva riduzione dell’entità della necrosi.
Per quanto riguarda le diverse tipologie di angina e di infarto, esistono classi-
ficazioni piuttosto complesse e articolate: con riferimento al nostro data-base, è
opportuno limitarsi alle distinzioni che seguono.
L’infarto può essere classificato in:
• infarto Q (transmurale): caratterizzato dalla necrosi dell’intero spessore
della parete;
• infarto non Q: caratterizzato dalla necrosi della porzione di cuore imme-
diatamente al di sopra dell’endocardio.
La gravità dell’evento è maggiore nel caso di infarto Q, in quanto la zona
colpita è chiaramente più spessa rispetto al caso non Q. L’infarto può inoltre es-
sere più o meno esteso in termini di superficie: a seconda del punto in cui è av-
venuto l’ammanco di afflusso ematico si ha una diversa localizzazione ed esten-
sione. Si parla per questo motivo di infarto con sede anteriore, laterale o inferio-
re; in genere, se viene colpita la porzione anteriore del cuore, si riscontra una
maggiore importanza della necrosi; questa sede coinvolge infatti la parete ante-
riore del ventricolo sinistro, che costituisce la camera più importante per la fun-
zione di pompa.
D’altro canto, nell’ambito dei fenomeni anginosi, le modalità del sintomo so-
no numerose e estremamente articolate: considerati gli obiettivi di questa indagi-
ne, il database utilizzato riporta soltanto una distinzione in angina da sforzo e a
riposo. In particolare, nel descrivere la patologia cardiaca, può essere rilevante
sapere se il sintomo si è manifestato in condizioni di riposo oppure, in modo più
prevedibile, in occasione di sforzi fisici.
Nella diagnosi, bisogna inoltre comprendere una serie di aspetti estremamen-
te importanti per valutare la situazione del paziente; da un lato, la presenza di al-
tre patologie cardiache che possono aggravare il quadro clinico: aritmie, valvulo-
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patie, pericarditi, miocardiopatie, edema polmonare, ipertensione arteriosa, endo-
carditi, malattie dell’aorta. Queste patologie possono essere state diagnosticate
durante il ricovero oppure risultare all’anamnesi.
Dall’altro lato, va tenuta in considerazione la presenza di fattori di rischio
che aumentano la probabilità di andare incontro alla cardiopatia ischemica e ag-
gravano ulteriormente le prospettive di un soggetto malato. 









Si tratta in generale di fattori di rischio per l’aterosclerosi, che porta alla for-
mazione di placche sulla parete del vaso: l’immediata conseguenza di tale restrin-
gimento è la formazione di stenosi coronariche. In altre parole, l’effetto sulla pro-
babilità di infarto viene trasmesso per via indiretta (anche diretta nel caso dell’i-
pertensione). Fa eccezione la familiarità: con questo termine si intende semplice-
mente la maggiore predisposizione alle patologie cardiovascolari da parte di quei
soggetti che presentano casi analoghi in famiglia (tipicamente i genitori).
Ulteriori precisazioni saranno fornite – dove necessario – al momento dell’a-
nalisi statistica relativa ai singoli fattori di rischio.
Per quanto riguarda le terapie, la nostra analisi deve concentrarsi principal-
mente su un aspetto di carattere preventivo, ovvero la possibilità di rivascolariz-
zare un paziente esposto a rischio di infarto.
È infatti possibile eseguire due tipologie di intervento:
• installazione di un bypass: collegamento di un’arteria preesistente a valle
dell’ostruzione, oppure di un tratto di vena “a ponte” tra il segmento a monte e a
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valle della stessa; viene così migliorata la perfusione della zona irrorata dall’arte-
ria malata;
• interventi di angioplastica (PTCA: angioplastica coronarica transluminare
percutanea): dilatazione artificiale della stenosi mediante introduzione di un cate-
tere su cui è montato un palloncino; quest’ultimo, opportunamente dilatato, indu-
ce una riduzione della placca ad una percentuale molto bassa e non emodinami-
camente significativa. L’intervento può essere associato al posizionamento di uno
stent (struttura metallica cilindrica) che mantiene aperto il vaso soggetto a re-
stringimento.
Dal punto di vista statistico, è importante conoscere il momento in cui l’in-
tervento ha avuto luogo: le carriere dei pazienti rivascolarizzati devono infatti es-
sere troncate al momento dell’operazione; sotto il profilo clinico, le caratteristi-
che del paziente sono diverse da quelle originarie e le sue aspettative di vita sono
state aumentate.
Per questo motivo, la prassi dell’analisi in campo medico propone la tronca-
tura a destra in corrispondenza dell’angioplastica o del bypass.
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2. OBIETTIVI DELL’ANALISI
Lo scopo dei capitoli che seguono è principalmente quello di studiare il feno-
meno noto come preconditioning cardiaco, aggiungendo un contributo alla lette-
ratura (peraltro già piuttosto vasta) su tale argomento.
L’utilità di questo intervento è legata al fatto che, sebbene i pareri siano ten-
denzialmente concordanti sugli aspetti generali del fenomeno, non si può dire
altrettanto in relazione ad alcuni meccanismi biologici specifici e alle relazioni
fra le variabili in gioco. Per questo motivo, il dibattito è ancora aperto ad ogni
contributo in grado di confermare o smentire i risultati ottenuti da altre ricerche
analoghe.
L’idea alla base del preconditioning è di per sé molto semplice: il cuore, abi-
tuandosi ad occlusioni frequenti ma non eccessivamente gravi, sarebbe in grado
di reagire in modo più efficace ad un eventuale infarto. In quest’ottica, l’angina
diventa quindi una sorta di “allenamento”, con il benefico effetto di preparare il
muscolo a situazioni di scarsa irrorazione.
Questa ipotesi è stata verificata con animali da esperimento cronico ai quali
è stata procurata una stenosi artificiale, che dà la possibilità di simulare differenti
livelli di occlusione.
Di fatto, anche sui pazienti è stato spesso osservato un comportamento ana-
logo: episodi di angina precedenti all’infarto, allenando il cuore in quanto musco-
lo e favorendo lo sviluppo di un circolo collaterale, sembrano rendere migliore la
prognosi in termini di sopravvivenza e di gravità delle necrosi.
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Questo effetto, che costituisce l’essenza del preconditioning cardiaco, pre-
senta tuttavia degli aspetti di complessità legati alla maggiore variabilità del pa-
ziente umano rispetto all’animale da laboratorio; in particolare, la presenza di
una serie di variabili di confondimento (sesso, fattori di rischio, aspetti diagnosti-
ci, ecc.) richiede un’analisi statistica approfondita e in grado di fornire risposte
(spesso parziali) ad una lunga serie di problemi collaterali. 
In estrema sintesi, le tappe di un’indagine sufficientemente completa sono le
seguenti:
• studio degli effetti dell’angina, ovvero verifica del preconditioning in ter-
mini di sopravvivenza e con riguardo all’ampiezza e alla tipologia di infarto;
• incidenza di diversi livelli di occlusione sulla sopravvivenza e sulla presen-
za di angina; relazione fra la gravità delle stenosi e le altre variabili di rilievo (fat-
tori di rischio, aspetti diagnostici, tipo e ampiezza di infarto, ecc.);
• analisi delle interazioni dell’angina con altre patologie e con i fattori di ri-
schio più importanti, nonché con la frazione di eiezione osservata e con la pre-
senza di un circolo collaterale.
In generale, l’intento è quello di stabilire non soltanto la validità o meno del-
l’ipotesi del preconditioning, ma anche l’effetto di altre variabili in grado di con-
tribuire ad una interpretazione più globale del problema.(1)
Per svolgere le elaborazioni statistiche è stato utilizzato un data-base di 5419
pazienti, tutti ricoverati presso le strutture del CNR di Pisa e affetti da cardiopatia
ischemica.
Per ognuno di essi sono disponibili le informazioni raccolte durante il ricove-
ro, affiancate dall’intero follow-up e da un’indagine retrospettiva che renda nota
la carriera precedente.
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(1) Non tutti i risultati ottenuti sono stati presentati in questo lavoro di tesi: alcuni di essi sono poco
rilevanti ai fini della comprensione dell'argomento; altri risultano di difficile interpretazione e ri-
chiedono per questo motivo conoscenze mediche approfondite.
Le variabili utilizzate nelle analisi sono le seguenti:
• la data di nascita del paziente e il sesso;
• la data del primo sintomo, dell’infarto e del ricovero;
• le date delle rivascolarizzazioni e il tipo di intervento (angioplastica o bypass);
• la data e la causa della morte;
• il tipo di infarto e la sede;
• la percentuale di occlusione dei vasi, corredata dalla data della coronarografia;
• la frazione di eiezione (se rilevata);
• la presenza di un circolo collaterale (se rilevata);
• la presenza di fattori di rischio;
• la presenza di altre patologie (diagnosi e anamnesi).
Ovviamente, a partire da queste poche informazioni sono state calcolate tutte
le variabili necessarie a svolgere le elaborazioni statistiche presentate nei prossi-
mi capitoli.
Le analisi sono state eseguite tramite il software SPSS, versione 11.5. Nello
studio parametrico della sopravvivenza è stato invece impiegato il pacchetto
STATA, versione 8.
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3. DISTORSIONI DEL CAMPIONE
Per poter intraprendere qualunque analisi, è sempre necessario disporre di un
campione casuale, opportunamente selezionato. Nel nostro caso, è proprio l’auto-
selezione del campione a provocare enormi distorsioni e richiedere per questo
motivo forti interventi di correzione. La raccolta dei dati è avvenuta infatti in mo-
do spontaneo, senza uno specifico intento e in assenza di una qualsiasi forma di
pianificazione: molto semplicemente, sono stati raccolti nel data-base tutti i pa-
zienti ricoverati presso il reparto di cardiologia.
Il più importante fattore di distorsione è legato alla presenza di due tipologie
di base di paziente; in particolare, il primo infarto può aver avuto luogo:
1) durante il follow-up, ossia dopo il ricovero nella struttura;
2) prima del ricovero: in questo secondo caso, le cure sono state inizialmente
fruite presso un altro ospedale; dopo un certo lasso di tempo, è avvenuto il rico-
vero ed è contestualmente iniziato il follow-up, durante il quale sono stati osser-
vati (eventualmente) ulteriori episodi di infarto.
È evidente che un paziente del secondo gruppo è presente nel data-base sol-
tanto se è sopravvissuto fino al momento del ricovero: in caso contrario, non può
essere stato incluso nell’analisi. In altre parole, qualunque soggetto che abbia
avuto un infarto precedente alla data del ricovero è da considerarsi un “sopravvis-
suto”.
Volendo verificare l’ipotesi del preconditioning, occorre studiare la sopravvi-
venza a partire dal primo infarto (e non da uno qualsiasi: un infarto pregresso de-
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ve essere piuttosto considerato come fattore di rischio) e confrontare le curve ot-
tenute per i pazienti con e senza angina. Dalle considerazioni precedenti, emerge
chiaramente il fatto che una curva di sopravvivenza così calcolata risulta inevita-
bilmente sovrastimata, qualora il campione comprenda anche i soggetti che han-
no avuto un infarto prima del ricovero. Da questi ultimi, infatti, viene automatica-
mente esclusa la mortalità immediata: a titolo di aggravante, è proprio nelle 2-3
settimane seguenti l’infarto che si concentra il maggior numero di decessi.
A conferma di queste affermazioni, è sufficiente osservare il seguente grafi-
co, ottenuto col metodo di Kaplan-Meier sui 3672 pazienti che hanno avuto un
infarto (p = 0.0000):(2)
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(2) In tutte le analisi di sopravvivenza riportate, il valore di p è quello relativo al Log Rank test.
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infarto prima del ricovero
La sopravvivenza (misurata a 5 anni, secondo gli standard adottati dalla Co-
munità Scientifica in campo medico) è molto maggiore per i soggetti che hanno
avuto il primo infarto in un momento antecedente al ricovero; tuttavia, si può
notare come le due curve siano di fatto identiche, ad eccezione del tratto inizia-
le: la mortalità a brevissimo termine (di gran lunga la più elevata) è infatti com-
pletamente assente dalla funzione in alto, per i semplici motivi enunciati sopra.





























    1,00
    1,00-troncata
     ,00
     ,00-troncata
 
A questo punto, volendo studiare il preconditioning cardiaco, occorre co-
struire due curve che rappresentino rispettivamente i pazienti con e senza angina:
sapendo che entrambe le curve sono sovrastimate, non potremmo considerarle af-
fidabili di per sé ma saremmo ugualmente in grado di confrontarle. Tuttavia, è
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infarto prima del ricovero
semplice notare come anche questo progetto non sia attuabile: infatti, la presenza
di angina è strettamente correlata con la distinzione fra infarto prima/dopo il ri-
covero. In particolare, fra i soggetti infartuati prima del ricovero c’è una netta
prevalenza di pazienti che non hanno avuto episodi di angina, come si può osser-
vare dalla seguente tabella di contingenza (p = 0.0000):
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L’immediata conseguenza di questa relazione è che la distorsione si riversa in
modo preponderante sui pazienti senza angina: due curve costruite in base alla
presenza o meno di angina sarebbero entrambe sovrastimate, ma una di esse in
maniera più forte, contenendo una maggiore percentuale di carriere eccessiva-
mente lunghe; di conseguenza, non saremmo in grado di confrontare le due fun-
zioni di sopravvivenza così ottenute. 
La correlazione appena esposta può essere spiegata con le modalità del rico-
vero presso la struttura, che accoglie prevalentemente i casi che necessitano cure
particolari; tuttavia, ad ampliare il problema e a dimostrare in modo evidente l’e-
sistenza di forti distorsioni, la maggior parte(3) delle variabili in gioco è stretta-
mente correlata con la classificazione “infarto prima/dopo il ricovero”.
In altre parole, i “superstiti” presentano caratteristiche sostanzialmente diffe-
renti rispetto al paziente medio affetto da patologie cardiovascolari.
Per qualsiasi variabile affetta da tale correlazione non è possibile costruire
curve di sopravvivenza confrontabili, in quanto la sovrastima delle curve si con-
centra in alcune modalità più che in altre.
(3) Quasi i tre quarti.
In queste condizioni, è possibile eseguire analisi corrette in due modi:
• utilizzando soltanto i pazienti che hanno avuto il primo infarto durante il
follow-up;
• utilizzando soltanto i pazienti che hanno avuto il primo infarto in un mo-
mento antecedente all’inizio del follow-up.
Nel secondo caso, i valori di qualsiasi variabile non sono estratti da un cam-
pione casuale e non permettono di fare inferenza sui parametri della popolazione;
inoltre, tutte le sopravvivenze sono sovrastimate. Tuttavia, si può almeno ritenere
che le relazioni fra variabili siano espresse in modo corretto e che le curve di so-
pravvivenza siano quindi confrontabili.
In realtà, un’analisi approfondita esclude anche questa via. Infatti, proprio
nell’utilizzare i 3078 pazienti con infarto prima del ricovero, si osserva quanto
segue:
• i pazienti senza angina sono realmente un campione di “superstiti”, ovvero
hanno superato il primo infarto e vengono nuovamente ricoverati molto tempo
dopo di esso; soltanto il 9% di questi soggetti è stato ricoverato entro due settima-
ne, ossia nel periodo considerato ancora “a rischio” e caratterizzato dalla più alta
mortalità;
• i pazienti con angina sono stati soggetti ad una selezione molto più ridotta: il
18% di essi è stato ricoverato nel periodo critico costituito dalle due settimane se-
guenti al primo infarto; in altre parole, questo gruppo è esposto a una mortalità molto
più elevata, in quanto presenta una minore percentuale di pazienti “fuori pericolo”. 
Il motivo di questa situazione è legato proprio al fatto che l’angina rende evi-
dente la malattia e permette di prendere misure preventive: i pazienti con angina
sono stati ricoverati in modo più tempestivo, essendo da tempo sotto osservazio-
ne e avendo già preso contatto con una clinica specializzata anziché usufruire del
servizio ospedaliero locale. 
Così, mentre i soggetti senza angina vengono ricoverati in media 5 anni do-
po il primo infarto, il tempo scende a 2 anni per i pazienti con episodi anginosi
(p = 0.000).
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Illustrato in termini di sopravvivenza, il problema si presenta in questo modo:
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Ovvero, si commette un errore sistematico nel confrontare due curve di so-
pravvivenza costruite in base al tempo che separa il primo infarto e il decesso;
questo a causa del maggior tempo fra l’infarto e il ricovero che il secondo gruppo
di pazienti si trascina dietro.
Questa distorsione interna rende impossibile uno studio attendibile del pre-
conditioning all’interno di questo campione: non per niente, i risultati di un’ana-
lisi sono in contraddizione sia con quelli presenti in letteratura sia con l’esito ot-
tenuto a partire da dati non distorti estratti dallo stesso data-base.
Per tutti i motivi sopra enunciati, le elaborazioni dei prossimi capitoli sono
eseguite su un campione ridotto di 594 pazienti, ossia sui soggetti che hanno avu-
to il primo infarto durante il follow-up: di questi, 490 (82,5%) hanno una storia
clinica di episodi di angina, mentre gli altri 104 hanno avuto soltanto l’infarto. Le
perdite di dati, purtroppo estremamente drastiche, rappresentano l’unico modo
per raggiungere un risultato affidabile dal punto di vista statistico.
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4. UNA PRIMA VERIFICA DEL PRECONDITIONING
Come già accennato precedentemente, lo studio del preconditioning cardiaco
è stato oggetto di un’ampia letteratura, i cui risultati sono stati spesso contrastan-
ti. In generale, i pareri sono concordi per quanto riguarda la capacità “protettiva”
dell’angina in termini di prognosi post-infarto; tuttavia, si presentano molte
difformità nel descrivere alcuni specifici aspetti del problema:
• il tempo che deve trascorrere fra il manifestarsi dell’angina e il verificarsi
dell’infarto: alcune ricerche considerano rilevante un’angina entro le 48 ore pre-
cedenti, o viceversa risalente ad almeno un mese prima; altre indagini non identi-
ficano limiti temporali, e così via;
• le differenze negli effetti dell’angina legate alle caratteristiche del paziente:
ad esempio, alcune ricerche suggeriscono una maggiore evidenza del precondi-
tioning nei pazienti più anziani;
• la relazione fra l’angina e la presenza di fattori di rischio o di patologie col-
legate, che definirebbero l’ipotetico profilo del paziente-tipo affetto da cardiopa-
tia ischemica;
• altri aspetti, quali le differenze in termini di mortalità a breve e a lungo ter-
mine, il rischio di un secondo infarto, l’efficacia delle terapie, l’estensione e il ti-
po di infarto, ecc.
Le analisi che seguono sono realizzate sul campione risultato non distorto al-
l’analisi preliminare, composto di 594 pazienti. Nello studio della sopravvivenza,
questo campione si riduce a 494 osservazioni soltanto, in quanto 100 pazienti
hanno effettuato rivascolarizzazioni nel periodo che va dai primi sintomi all’in-
farto (la data di quest’ultimo costituisce infatti lo starting point).
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Rimangono così 103 pazienti senza angina (uno è stato rivascolarizzato il
giorno stesso dell’infarto) e 391 con angina.
In questo campione, si riscontra un’alta percentuale di carriere troncate a de-
stra (quasi l’86% a 5 anni; circa l’88% a 2 mesi): questo non deve stupire, in
quanto è normale che moltissimi pazienti non siano ancora deceduti al momento
dello studio. Né, d’altro canto, si tratta di un problema particolarmente grave: il
tratto più importante della curva, in questo tipo di analisi, è infatti quello imme-
diatamente seguente all’infarto; disponendo di un numero di dati soddisfacente, il
risultato dell’elaborazione è da considerarsi attendibile nonostante le numerose
censure.
Da sottolineare infine la totale assenza di troncature a sinistra, che rendereb-
bero problematica e inaffidabile qualsiasi analisi: per ogni paziente, è infatti di-
sponibile una esauriente indagine retrospettiva.
4.1 EFFETTI DELL’ANGINA  SULLA SOPRAVVIVENZA
Volendo verificare gli effetti del preconditioning cardiaco, occorre innanzi-
tutto calcolare il tempo di sopravvivenza a partire dal momento dell’infarto. Nel-
la fattispecie, è stata calcolata una sopravvivenza a breve (2 mesi) e una a lungo
termine (5 anni). 
L’evento considerato è la morte cardiaca, intesa nell’accezione più ampia
possibile (ovvero escludendo soltanto le cause non cardiache o completamente
estranee – incidenti, suicidi, ecc.). 
Si profila in questo contesto un rischio multiplo: tuttavia, l’unico evento
utile nell’analisi è quello di natura cardiaca. Per quest’ultimo è lecito postulare
l’indipendenza da qualsiasi altro tipo di rischio, avendo incluso nella definizio-
ne di “morte cardiaca” tutte le modalità collegate alle patologie dell’apparato
circolatorio. 
Per questo motivo, è possibile utilizzare il metodo di Kaplan-Meier, senza
dover ricorrere allo stimatore di Aalen.
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Una prima analisi può essere ottenuta suddividendo semplicemente in base
alla presenza o meno di angina e stimando la sopravvivenza a 5 anni:
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Si nota per entrambi i gruppi una fortissima mortalità a breve termine: per i
pazienti senza angina, tuttavia, si registra nel lungo periodo una sopravvivenza più
elevata. Le differenze fra le due curve sono significative (p = 0.0199 al Log Rank;
esito analogo per il test di Breslow e di Tarone-Ware).
Considerando un orizzonte temporale di 2 mesi, il risultato è simile (p = 0.0298;
figura a pagina seguente).
Da questi grafici, si ricava la considerazione opposta rispetto al presunto ef-
fetto del preconditioning cardiaco: il mero fatto di aver avuto episodi di angina dà
luogo infatti ad un significativo incremento della mortalità. In altre parole, viene
smentita l’ipotesi per cui l’angina avrebbe effetti protettivi in senso assoluto e a
prescindere da altre condizioni e valutazioni. 
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Questo primo risultato, per niente incoraggiante, presenta il difetto di essere
eccessivamente generico: infatti, non prende in considerazione le disomogeneità
interne al campione e gli effetti di confondimento cui queste possono dare luogo;
in un’analisi completa ed esaustiva, come ovvio, non è possibile ignorare la storia
clinica del paziente, le modalità di manifestazione della patologia e le altre varia-
bili che descrivono le sue condizioni al momento del ricovero.
Ponendoci in quest’ottica di ragionamento, possiamo innanzitutto avanzare
l’ipotesi che l’angina abbia le caratteristiche di un “allenamento” nei confronti
del muscolo cardiaco: è lecito pensare che i suoi effetti siano limitati nel tempo e
che dipendano dalla durata del precondizionamento, ovvero dal periodo che inter-
corre fra l’inizio dei sintomi e il momento dell’infarto. Indagando in questa dire-
zione, è possibile verificare che l’intuizione è sostanzialmente corretta: a seconda
della “tempistica” che caratterizza gli episodi di angina, si ottengono risultati
100
Funzioni di sopravvivenza

































completamente differenti. Il periodo che va dal momento dei primi sintomi a
quello dell’infarto è stato inizialmente suddiviso in 5 fasce:
• infarto senza angina (103 osservazioni);
• angina nei 10 giorni precedenti l’infarto (56 osservazioni);
• angina compresa nel periodo da 10 giorni a 3 mesi prima dell’infarto (57
osservazioni);
• angina compresa nel periodo da 3 a 6 mesi prima dell’infarto (30 osserva-
zioni);
• angina oltre 6 mesi precedente all’infarto (248 osservazioni).
Col metodo di Kaplan-Meier, il risultato per la sopravvivenza a 5 anni è il se-
guente (p = 0.0003):
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Dal punto di vista interpretativo, si osservano alcune peculiarità:
• in termini di mortalità, l’angina ha un effetto benefico soltanto se osservata
nei tre mesi precedenti l’infarto; questo è vero in particolar modo nella sopravvi-
venza a brevissimo termine;
• un’angina troppo ravvicinata all’infarto (entro 10 giorni) è meno protettiva
rispetto all’angina nel periodo “ottimale” (tra 10 giorni e 3 mesi prima dell’infar-
to): si può immaginare che il cuore abbia bisogno di un certo periodo di tempo
per abituarsi a resistere alle occlusioni temporanee; in termini di mortalità a bre-
ve, infatti, non vi sono sostanziali differenze rispetto ai pazienti senza angina.
D’altro canto, nel lungo periodo, questi ultimi presentano una sopravvivenza più
elevata;(4)
• per un periodo superiore a 3 mesi, è come se il cuore avesse ormai “perso
l’allenamento” quando l’infarto sopraggiunge realmente: la mortalità in questo
caso è molto maggiore rispetto a quella dei pazienti che non hanno avuto angina.
Si potrebbe ipotizzare che questo accada proprio perché si tratta di pazienti mala-
ti da più tempo, come l’angina stessa testimonierebbe: tuttavia, questo non giusti-
ficherebbe l’incredibile divario fra gli effetti del periodo 10 giorni-3 mesi e quelli
del periodo 3-6 mesi. Peraltro, utilizzando un sottocampione con identica distri-
buzione di età al primo infarto per tutte le fasce considerate, il risultato è del tutto
analogo.
Utilizzando la sopravvivenza a 2 mesi e limitando dunque l’analisi alla morta-
lità a breve termine, otteniamo un esito grafico simile al precedente (p = 0.0000;
figura nella pagina a fronte).
Per quanto riguarda i casi di angina nel periodo compreso fra 10 giorni e 3
mesi prima dell’infarto, si osserva una mortalità nulla. Lievemente peggiore la si-
tuazione dei pazienti infartuati entro 10 giorni dai primi sintomi, la cui sopravvi-
venza a breve è del tutto paragonabile a quella riscontrata per i soggetti senza an-
gina; i pazienti con episodi anginosi nel periodo 3-6 mesi hanno una prognosi no-
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(4) Non si riscontrano tuttavia differenze significative nel confronto diretto fra i pazienti senza an-
gina e i soggetti con episodi nei 10 giorni precedenti l’infarto. 
tevolmente peggiore, ma presentano una sopravvivenza più elevata rispetto a quel-
la dei pazienti per i quali l’infarto è arrivato oltre 6 mesi dopo i primi sintomi.
Quest’analisi lascia il beneficio del dubbio per i pazienti con angina nel pe-
riodo 3-6 mesi, confermando invece la scarsa sopravvivenza dei soggetti con epi-
sodi troppo lontani nel tempo.
Chiaramente, l’impressione grafica e la valutazione complessiva del modello
non sono sufficienti ad avere una visione soddisfacente del problema; infatti,
confrontando a coppie le curve appena ottenute, si osserva quanto segue:
1) non può in nessun modo essere considerata significativa la differenza fra
le curve ottenute per i periodi 3-6 mesi e oltre 6 mesi: sebbene fosse a priori do-
veroso utilizzare questa distinzione (i pazienti con angina troppo remota potreb-
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bero fornire, fra l’altro, informazioni poco affidabili al momento dell’infarto), a
posteriori è possibile aggregare le due categorie di soggetti; questo è tanto più ve-
ro nello studio della sopravvivenza a 5 anni;
2) la sopravvivenza più alta è associata senza dubbio ai pazienti con angina
nel periodo 10 giorni-3 mesi;
3) i pazienti che hanno avuto episodi di angina nei 10 giorni precedenti l’in-
farto non sono distinguibili dai soggetti senza angina.
Alla luce di queste considerazioni, possiamo dunque effettuare alcune aggre-
gazioni: da un lato, consideriamo come appartenenti ad un’unica categoria tutti i
pazienti con angina a 3 mesi o più dall’infarto; dall’altro, consideriamo i soggetti
con angina nei 10 giorni precedenti l’infarto alla stregua dei pazienti che non
hanno avuto sintomi di tale tipo.
Distinguendo in base al periodo che va dal momento dell’angina al verificar-
si dell’infarto, i pazienti vengono dunque classificati come segue:
• soggetti che non hanno avuto sintomi o per i quali sono stati riscontrati epi-
sodi di angina nei 10 giorni precedenti l’infarto (159 osservazioni);
• pazienti che hanno avuto angina nel periodo 10 giorni-3 mesi, ai quali è as-
sociata la sopravvivenza più elevata (57 osservazioni);
• pazienti per i quali l’angina ha preceduto l’infarto di oltre 3 mesi, per i
quali si osserva una sopravvivenza ridottissima (278 osservazioni).
Questa nuova codifica può essere considerata definitiva; la scelta di illustrare
il percorso che ha portato a tale classificazione è legata all’esigenza di mostrare
la validità di aggregazioni che a priori non sembravano attendibili. Dal punto di
vista teorico, può infatti sembrare strano considerare allo stesso modo i pazienti
senza angina e un sottoinsieme di quelli con angina; dall’altro lato, non si poteva
ipotizzare in partenza la straordinaria omogeneità presentata dai pazienti con an-
gina oltre 3 mesi prima dell’infarto.(5)
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(5) Altre analisi (non riportate in questa sede ma svolte sullo stesso campione) confermano l’assen-
za di differenze significative nei pazienti con angina in qualsiasi tempo purché superiore ai 3 mesi.
Quello che si ottiene in termini di sopravvivenza a 5 anni è la stima riportata
di seguito (p = 0.0001):
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Risultati del tutto analoghi per la sopravvivenza a 2 mesi (p = 0.0000): le
curve mettono in risalto il fatto che i pazienti con angina differiscono essenzial-
mente nella mortalità a brevissimo termine. 
Si può notare l’assenza di decessi entro 2 mesi per i pazienti con angina nel
periodo 10 giorni – 3 mesi prima dell’infarto; la mortalità si concentra invece
nel giorno stesso dell’infarto per i pazienti con sintomi lontani nel tempo (oltre
3 mesi), che presentano anche nel lungo periodo un più rapido degrado della so-
pravvivenza; infine, i soggetti senza angina (o con sintomi molto ravvicinati)
presentano una mortalità più “scaglionata” nei 15 giorni immediatamente se-
guenti l’infarto (figura a pagina seguente).
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Le tre curve così ottenute presentano differenze significative, anche se con-
frontate a coppie.
Incuriosisce – senza peraltro essere di facile interpretazione – la forte diffe-
renziazione nelle carriere dei pazienti; infatti, distinguendo in base al tempo in-
tercorso fra l’angina e l’infarto, è possibile calcolare la sopravvivenza dalla na-
scita al primo sintomo, dal primo sintomo alla morte e così via: le differenze ri-
sultano significative, ma non forniscono (almeno a prima vista) nessuna regola
coerente nello scandire le carriere delle varie tipologie di paziente. Indicando una
maggiore sopravvivenza con un segmento più lungo, possiamo visualizzare le
biografie nel modo proposto nello schema della pagina a fianco.(6)
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(6) A causa delle troncature, non tutti i segmenti possono realmente essere quantificati: la rappre-
sentazione fornita è dunque di carattere qualitativo; le carriere possono essere confrontate ma le
differenze non sono misurabili.
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Chiaramente, per i pazienti senza angina, l’età al primo sintomo e quella al
primo infarto coincidono; la stessa affermazione può essere considerata approssi-
mativamente valida per i pazienti con angina nei 10 giorni precedenti l’infarto,
che sono inclusi nella stessa categoria.
La parte colorata in giallo è quella ottenuta dallo studio sul preconditioning
appena proposto. I pazienti con angina oltre 3 mesi prima dell’infarto sono i più
giovani al momento dei primi sintomi e i più vecchi al tempo dell’infarto; la loro
carriera è complessivamente la più breve. 
Viceversa, i soggetti con minore mortalità (angina a 10 giorni-3 mesi) sono
anche i più giovani al momento dell’infarto, nonché i più longevi. Infine, i pa-
zienti senza angina o con sintomi a breve si trovano in una posizione intermedia,
sia per quanto riguarda l’inizio dei sintomi sia in relazione alla sopravvivenza po-







⎫ ⎬⎪ ⎪ ⎪ ⎪ ⎭⎪ ⎪ ⎪ ⎪
⎧ ⎨⎪ ⎪ ⎪ ⎪ ⎩⎪ ⎪ ⎪ ⎪
età al primo sintomo
tempo tra primo sintomo e morte
età al primo infarto
tempo tra primo infarto e morte
Nel tentativo di individuare un quadro generale, è possibile fare alcun sem-
plici osservazioni:
• ad un inizio precoce della malattia è associata la presenza di angina per un
periodo molto lungo prima che sopraggiunga l’infarto: nel caso di infarto senza
angina la malattia si manifesta invece in età più avanzata;
• maggiore è il tempo trascorso fra i primi sintomi e l’infarto, minore è la so-
pravvivenza post-infarto nei pazienti con angina; rispetto alla teoria del precondi-
tioning, si individua un periodo ottimale compreso fra 10 giorni e 3 mesi circa;
• all’aumentare dell’età al primo infarto si riduce la sopravvivenza residua e
con essa l’età al decesso.
Un’ipotesi plausibile per giustificare questo quadro vede l’angina come un
“infarto mancato” o, in alternativa, come una malattia in grado di ritardare l’in-
farto. Al tempo stesso, nel momento in cui questo fattore di protezione non è più
sufficiente, si avrebbe un infarto di tale portata da provocare una mortalità eleva-
tissima: questo può essere dovuto al fatto che l’angina è in grado di “allenare” il
cuore e che quest’ultimo, in quanto muscolo, perde l’allenamento se non viene
sottoposto a ischemia per un periodo eccessivamente lungo. Dall’altro lato, un in-
farto in grado di colpire un cuore allenato potrebbe essere associato a occlusioni
di gravità estrema: purtroppo, non sempre è possibile stabilire quale fra le ipotesi
avanzate si avvicini di più alla realtà.(7)
Nel fare queste considerazioni bisogna fra l’altro prendere atto del fattore di
confondimento legato alle tappe della biografia nello studio del preconditioning:
ad esempio, potremmo chiederci fino a che punto una maggiore sopravvivenza è
legata all’angina e quanto dipende invece dall’età al primo infarto. Occorre co-
munque sottolineare il fatto che le differenze nelle carriere – benché significative
– sono spesso molto esigue: non per niente, utilizzando un sottocampione con di-
stribuzione costante per età al primo infarto, i risultati ottenuti con la classifica-
zione per angina sono sostanzialmente identici. In altre parole, un eventuale effet-
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(7) Queste argomentazioni saranno riproposte in modo più approfondito nel capitolo 5, alla luce dei
risultati ottenuti sulla gravità delle stenosi.
to di confondimento da parte dell’età può essere considerato trascurabile. Può es-
sere importante, piuttosto, stabilire se queste differenze siano da attribuirsi al ca-
so, oppure ad una distorsione o alle modalità di manifestazione dell’angina stes-
sa. Tale obiettivo, che trascende dallo scopo di questa tesi, può essere l’oggetto e
lo spunto di ulteriori ricerche volte ad identificare il nesso di causalità fra la tem-
pistica di una patologia cardiaca (in particolare l’età al primo sintomo) e il tempo
che intercorre fra l’angina e il primo infarto.
4.2 ESTENSIONI DEL MODELLO: METODO DI COX
Avendo verificato in modo non parametrico i meccanismi che regolano la so-
pravvivenza all’infarto, potremmo a questo punto essere interessati a dare un’in-
terpretazione numerica del fenomeno del preconditioning: in altre parole, si desi-
dera stabilire quanto differisce il tasso di rischio a seconda del tipo di paziente. A
questo fine, è sufficiente utilizzare un modello di Cox e introdurre come covaria-
ta la variabile che nella stima di Kaplan-Meier era stata utilizzata come stratifica-
zione. Si ricorda, a questo fine, che il coefficiente di proporzionalità fra due cur-
ve è dato dall’effetto moltiplicativo exp(βj), essendo βj il coefficiente associato
alla covariata zj. 
L’assunzione di proporzionalità dei rischi ha chiaramente l’effetto di “co-
stringere” il modello all’interno di uno schema non aderente alla realtà. Tuttavia,
l’esito del Log Rank test garantisce l’esistenza di un rapporto non unitario fra i
tassi di rischio: l’utilizzo della regressione di Cox non è quindi soggetto a distor-
sioni di portata eccessiva e permette al tempo stesso di stimare in modo quantita-
tivo gli effetti della variabile di classificazione precedentemente adottata.
Usando SPSS, la nostra covariata (che presenta 3 modalità) viene automati-
camente splittata in 2 variabili dicotomiche. L’ultima modalità (tempo fra angina
e infarto superiore ai 3 mesi) viene utilizzata come base-line del modello.
Il risultato è di grande interesse: tutti i coefficienti sono ampiamente signifi-
cativi, in linea col confronto effettuato in precedenza col metodo di Kaplan-Meier. 
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Da quest’analisi, possiamo desumere che:
• i pazienti più a rischio sono quelli con angina oltre 3 mesi prima dell’infarto;
• per i soggetti senza angina o con sintomi a 10 giorni, il tasso istantaneo di
rischio deve essere ridotto a 1/3, ovvero moltiplicato per 0.344;
• i pazienti con angina nel periodo 10 giorni-3 mesi sono sottoposti al rischio
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Va comunque osservato che l’intervallo di confidenza al 95% per il rapporto
fra i rischi è piuttosto ampio: questo è dovuto al fatto che il numero di osserva-
zioni in ogni strato è relativamente basso e la maggior parte delle carriere è tron-
cata a destra.
Introducendo la covariata in modo quantitativo, si ottiene una conferma del-
l’aumento del tasso di rischio in funzione del tempo intercorso fra l’angina e l’in-
farto (p = 0.000) e del suo quadrato (p = 0.012): si delinea dunque un effetto di tipo
parabolico, che però non coglie le differenze rilevate per i tempi brevi; il modello
restituisce infatti un rischio sempre crescente, mentre dovrebbe mostrare un punto
di minimo nell’intervallo compreso fra 10 e 90 giorni circa.
Un ulteriore passo avanti nell’analisi può essere compiuto decidendo di porre
una soluzione meno drastica al problema delle rivascolarizzazioni: come precisa-
to all’inizio, un intervento di bypass o angioplastica modifica in modo radicale le
condizioni e la sopravvivenza del paziente; per questo motivo, si è scelto di tron-
care la carriera al momento dell’eventuale intervento, non trasferendo al paziente
rivascolarizzato le caratteristiche che gli erano state attribuite fino ad allora.
Tale approccio, peraltro coerente con la prassi seguita in questo tipo di anali-
si, presenta in realtà due difetti:
• la perdita di una grande quantità di informazione, legata all’introduzione di
un gran numero di troncature: si rischia fra l’altro di accorciare in prevalenza le
carriere di alcune specifiche tipologie di paziente, ovvero di quei soggetti che ri-
chiedono un intervento di angioplastica o di bypass;
• l’assenza di un’esatta valutazione del reale impatto di una rivascolarizza-
zione sulle prospettive di vita dei pazienti.
Per ovviare a queste lacune, è necessario introdurre una covariata dipendente
dal tempo, che rimane nulla fino al momento dell’intervento e assume valore 1 a
seguito dello stesso.
Sapendo che tutte le variabili del database (coronarografia, frazione di eie-
zione, circolo collaterale, ecc.) sono state rilevate dopo il ricovero, si è scelto di
ignorare le rivascolarizzazioni precedenti all’inizio del periodo di osservazione: il
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cambiamento di stato della covariata time-dependent avviene dunque nell’istante
in cui viene effettuato un intervento di angioplastica o di bypass durante il fol-
low-up.
La covariata, che in SPSS assume automaticamente il nome T_COV e viene
affiancata alla variabile già precedentemente introdotta, è dichiarata in questo
modo:
T_COV = 0   t < t_riv
T_COV = 1   t ≥ t_riv
essendo t_riv la data della rivascolarizzazione.
Il risultato è significativo sia per la covariata time-dependent (p = 0.000) che
per la variabile SIN_INF3 (tempo fra primo sintomo e infarto), già messa alla
prova in precedenza. La base-line del modello è costituita dai pazienti con angina
oltre 3 mesi prima dell’infarto e rivascolarizzati almeno una volta nel follow-up.
Il coefficiente di rischio per i pazienti non rivascolarizzati è 2.232 volte quel-
lo calcolato per i soggetti con almeno un intervento: in altri termini, l’esecuzione
dell’angioplastica o del bypass riduce il tasso istantaneo di rischio al 45% 
(1/2.232 = 0.448) del tasso di partenza.
L’effetto della covariata dipendente dal tempo è da interpretarsi in senso dina-
mico: non è lo stato in sé a incidere sulla sopravvivenza; è piuttosto la transizione
da uno stato all’altro a migliorare le prospettive di sopravvivenza del paziente.
Si noti come i coefficienti dell’altra covariata siano leggermente diversi ri-
spetto a quelli del modello di Cox semplice: questo è dovuto alle pur lievi intera-
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4.3 INTRODUZIONE DI UN MODELLO PARAMETRICO 
PER LA SOPRAVVIVENZA POST-INFARTO
Quest’ulteriore passo nell’analisi del preconditioning cardiaco ha lo scopo di
individuare una regola (se questa esiste) in grado di spiegare l’andamento funzio-
nale del coefficiente di rischio. In questo modo, è possibile costruire un modello
capace di prevedere l’evoluzione della sopravvivenza nel tempo e eventualmente
di fornire ulteriori informazioni utili all’interpretazione del problema. Chiara-
mente, la controparte è legata alla perdita di informazioni che si ha ogni qualvolta
si tenta di “costringere” la realtà in un modello semplificativo.
Nella scelta di una forma funzionale appropriata, occorre seguire i criteri
proposti nella parte metodologica di questa trattazione: in questo caso, l’elemento
più evidente è costituito dalla presenza di un tasso di rischio elevatissimo nei
giorni immediatamente successivi all’infarto; superata questa fase critica, la mor-
talità tende invece a ridursi rapidamente.
Graficamente, si ha la seguente funzione di sopravvivenza:
113
Funzione di sopravvivenza alla media 

















In questo contesto, è necessario dunque utilizzare un modello a rischio decre-
scente; osservando il grafico sopra, si intuisce una variazione molto brusca del tasso
istantaneo: nel lungo periodo, quest’ultimo tende apparentemente a stabilizzarsi,
senza mai arrivare ad annullarsi. Senza dubbio, una funzione di Gompertz non è in
Funzione di sopravvivenza
grado di riproporre tale andamento in modo efficace: il modello più idoneo è in que-
sto caso costituito da una distribuzione di Weibull o log-logistica. Questa seconda, ol-
tre a essere pensata principalmente per simulare tassi non monotoni, risulta più com-
plessa sotto il profilo computazionale e interpretativo; nell'imbarazzo della scelta,
conviene dunque optare per una funzione di Weibull. D’altro canto, è agevole verifi-










Come si può notare, la dipendenza non è esattamente rettilinea: si osserva in-
fatti un tratto di concavità che mette in dubbio la validità della distribuzione di
Weibull; tuttavia, modelli alternativi non sono in grado di fornire approssimazio-
ni migliori. Essendo più numerosi i tempi brevi oppure molto lunghi, l'interpola-
zione sarà particolarmente “attratta” dai valori estremi: nel grafico sopra, si deve
immaginare una retta che intercetta al meglio i punti lontani dalla media e rimane
lievemente al di sopra delle osservazioni centrali; di conseguenza, nel lungo pe-
riodo, la curva di sopravvivenza tenderà a essere leggermente sottostimata.
Avendo preso atto delle inevitabili approssimazioni, può dunque essere con-
siderata idonea la seguente funzione:
che corrisponde al consueto tasso di rischio:
con      λ, ρ > 0 h(t) t=
−λρ ρ λ( ) 1
 









In questo caso, ci aspettiamo λ < 1, ovvero un rischio decelerato in funzione
della trasformazione del tempo espressa da ρt. Al crescere del valore di ρ, au-
menta il tasso istantaneo nel tratto iniziale della curva e diminuisce la percentuale
di pazienti che superano la fase critica: in altre parole, un incremento di ρ produ-
ce una traslazione verso il basso della funzione di sopravvivenza. A parità di ρ,
invece, un aumento di λ dà luogo a un più rapido degrado della S(t), in quanto ri-
duce il tasso di decrescita dell’hazard function.
La stima di un modello senza covariate restituisce i seguenti parametri:
• λ = 0.1404989
• ρ = 1.2065852 E-07






















0 200 400 600 800 1000 1200 1400 1600 1800 2000
tempo
Sfruttando questo risultato, possiamo calcolare la probabilità che un paziente
sopravviva per un qualsiasi tempo superiore a t; ad esempio, per t = 30 si ha
S(30) = 0.841, ovvero l’84.1% dei malati è ancora in vita 1 mese dopo l’infarto.
Allo stesso modo, è possibile ottenere una sopravvivenza condizionata; dato
che il periodo più a rischio è costituito dai primi 15 giorni, possiamo chiederci
qual è la probabilità che un paziente sopravviva per almeno 1 mese a partire dal-
l’infarto, sapendo che ha già superato la fase critica.
In questo caso, possiamo scrivere:
S(t2 | t1) con       t1 = 15 e t2 = 30
Essendo S(15) = 0.855 si ottiene S(30)/S(15) = 0.983, ovvero il 98.3% dei
sopravvissuti a 15 giorni sarà ancora in vita dopo 1 mese. Rapportando questo
valore all’84.1% osservato in precedenza, è semplice ottenere conferma dell’al-
tissima concentrazione dei decessi nel periodo critico di cui sopra.
Analogamente, è possibile confrontare il tasso di rischio cui è esposto un pa-
ziente in tempi diversi; ad esempio, un soggetto infartuato da 15 giorni è caratte-
rizzato da un quoziente istantaneo quasi 2 volte più elevato rispetto a quello di un
paziente colpito da infarto 1 mese prima (essendo h(15)/h(30) = 1.814).
Ancora più informativo può essere il confronto fra il rischio cumulato rileva-
to nei primi 15 giorni e quello cui i pazienti sono sottoposti nei 15 successivi; sa-
pendo che H(t) = (ρt)λ, si ha in questo caso:
= = 9,75
In altre parole, il rischio complessivo del periodo critico è 9.75 volte maggio-
re rispetto a quello dei 15 giorni seguenti e costituisce da solo il 90.7% del ri-
schio incombente sul mese considerato (dato che H(15)/H(30) = 0.9069).
Volendo invece stimare la probabilità che il decesso avvenga nel periodo 15-30
giorni, è sufficiente calcolare S(t1) – S(t2) = S(15) – S(30) = 0.0135; la probabilità
che l’evento si verifichi nella fase critica è 1 – S(15) = 0.144 e risulta oltre 10 volte
maggiore (0.144/0.0135 = 10.67).
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Gli stessi ragionamenti possono essere effettuati per qualsiasi intervallo di
tempo, ricordando che la funzione, essendo stimata a 5 anni, ha come dominio i
valori di t compresi fra 0 e 1825. 
Rispetto a tutti gli altri approcci proposti finora, la grande innovazione del
metodo parametrico è data dalla capacità di quantificare il fenomeno in un’ottica
strettamente temporale; questo è reso possibile dall’interpretazione delle curve
empiriche sulla base di una forma funzionale nota.
Introducendo le covariate nel modello, dunque, possiamo confrontare i coef-
ficienti di rischio di diverse categorie di pazienti (come già proposto nel modello
di Cox) specificando non solo le caratteristiche distintive di tali gruppi, ma anche
l’intervallo di tempo che si desidera prendere in considerazione.
Utilizzando la variabile SIN_INF3 otteniamo le seguenti stime:
• λ =  0.1379989;
• ρ = 9.7302858 E-08;
• sin_inf3(1) (angina a 10 giorni o assente): exp (β) = 0.3950216 (p = 0.007);
• sin_inf3(2) (angina nel periodo 10 giorni-3 mesi): exp(β) = 0.1578115 (p = 0.01).
Ovviamente, i parametri della funzione sono diversi dai precedenti, in quanto
devono caratterizzare la base-line del modello. I coefficienti delle covariate inse-
rite sono molto simili a quelli individuati col metodo di Cox, segno del buon ac-
costamento della curva ai dati reali. Graficamente, si ottengono le funzioni di so-
pravvivenza e di rischio illustrate nella pagina successiva.
A partire da questi risultati, è possibile conoscere – ad esempio – il rapporto
fra il rischio cumulato di due categorie differenti all’interno di intervalli di tempo
diversi; analoghe considerazioni sono valide in riferimento alla sopravvivenza o
al quoziente istantaneo di rischio. 
Per esempio, i soggetti con angina nel periodo 10 giorni-3 mesi sono esposti nei
5 anni a un rischio complessivo pari a H(1825;[0;1]) = 0.0479 (essendo H(t; z) =
= (ρt)λ exp(zβ)); i pazienti con angina oltre 3 mesi prima dell’infarto sono invece
sottoposti, nella sola fase critica, a un tasso H(15;0) = 0.1565, ovvero 3.27 volte
maggiore.
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Chiaramente, a parità di tempo, il confronto fra due curve avviene soltanto in
base ai coefficienti delle covariate; di conseguenza, non volendo interpretare il
fenomeno alla luce di particolari specifiche temporali, conviene rifarsi al modello






























5. GRAVITÀ DELLA PATOLOGIA CARDIOVASCOLARE
Come già accennato in precedenza, tutti i pazienti del database utilizzato so-
no stati sottoposti ad una coronarografia, allo scopo di evidenziare lo stato di sa-
lute delle coronarie. 
Per ognuna delle arterie esaminate (destra, circonflessa, discendente anterio-
re e tronco comune)(8) si ha dunque una valutazione qualitativa dello stato di oc-
clusione (0, 50, 75, 90, 100%).
Per quanto riguarda questo studio, si desidera intervenire su due aspetti prin-
cipali:
• la definizione di “gravità della malattia” in termini di occlusione dei vasi:
in particolare, si tratta di stabilire se a rendere grave una patologia circolatoria
contribuisce maggiormente il numero di vasi coinvolti o la loro percentuale di
stenosi, con particolare attenzione al tronco comune (si ricorda che un’occlusione
di quest’ultimo riduce simultaneamente l’afflusso di sangue alla discendente an-
teriore e alla circonflessa);
• la relazione fra la situazione dei vasi e la presenza di angina, nell’ottica di
una più completa interpretazione del preconditioning cardiaco.
Il primo passo è stato quello di individuare i possibili esiti della coronarogra-
fia, cercando una classificazione completa e non eccessivamente sofisticata; di-
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(8) Per la conformazione delle coronarie, si veda a pag. 84.
stinguendo soltanto in base al numero di vasi colpiti e all’incidenza delle occlu-
sioni complete (100%), sono state individuate le seguenti categorie:
• 1 vaso, ma non al 100%;
• 1 vaso, ostruito al 100%;
• 2 vasi, nessuno dei 2 al 100%;
• 2 vasi, di cui almeno 1 ostruito al 100%;
• 3 vasi, nessuno dei 3 al 100%;
• 3 vasi di cui 1 al 100%;
• 3 vasi di cui più di 1 al 100%;
• 4 vasi, nessuno dei 4 al 100%;
• 4 vasi di cui almeno 1 al 100%.
Nel caso specifico, solo le ultime due modalità includono una stenosi del
tronco comune: in tutti gli altri casi, ad essere coinvolti sono soltanto gli altri tre
vasi.
Come prevedibile, la distribuzione è tutt’altro che uniforme: via via che au-
menta la gravità della patologia, il numero di osservazioni diminuisce rapidamen-
te. In ogni gruppo è comunque presente un numero ragionevole di pazienti; si ri-
porta di seguito la distribuzione di frequenza.
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Gravità malattia
171 28,8 28,8 28,8
101 17,0 17,0 45,8
95 16,0 16,0 61,8
87 14,6 14,6 76,4
23 3,9 3,9 80,3
49 8,2 8,2 88,6
23 3,9 3,9 92,4
22 3,7 3,7 96,1
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Nei paragrafi che seguono, saranno esposti i risultati ottenuti nel tentativo di
far luce sui due aspetti specifici di cui sopra.
5.1 DEFINIZIONE DI GRAVITÀ
Per affrontare il primo problema proposto, è sufficiente stimare la sopravvi-
venza in ognuno dei gruppi individuati; col metodo di Kaplan-Meier otteniamo
un modello significativo (p = 0.005) ma di scomoda lettura: per questo motivo,
viene presentata nella pagina che segue l’analisi effettuata con una regressione di
Cox (p = 0.016).
Quello che colpisce immediatamente è il fatto che l’andamento delle curve
rispecchia in gran parte l’ordine gerarchico della suddivisione proposta nel para-
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4 vasi, ≤ 100
4 vasi, < 100
3 vasi, 2 o 3 a100
3 vasi, 1 a 100
3 vasi, < 100
2 vasi, 1 o 2 a 100
2 vasi, < 100
1 vaso, 100
1 vaso, < 100
sopravvivenza più alta di un soggetto con 2 stenosi, nessuna delle quali al 100%;
lo stesso vale nel confronto fra 2 vasi con stenosi al 100% e 3 vasi occlusi solo
parzialmente, e così via. In altre parole, nel determinare la gravità delle occlusio-
ni bisogna tener conto innanzitutto del numero di vasi ostruiti; solo in seconda
istanza (e a parità di numero) può diventare rilevante la percentuale di stenosi os-
servata.(9)
Questo risultato, di grande interesse nella valutazione della gravità di un pa-
ziente, presenta in molti punti delle notevole incoerenze: in particolare, non è
possibile individuare differenze nella sopravvivenza dei pazienti con interessa-
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(9) A parità di numero di vasi coinvolti, la presenza di ostruzioni complete provoca spesso un ulte-
riore aumento del tasso di rischio; tuttavia, in molti casi avviene esattamente l’opposto: questa ir-
regolarità rende impossibile valutare in modo univoco gli effetti di tale variabile.
Funzioni di sopravvivenza
mento di 3 o 4 vasi, in quanto le curve che si ottengono sono praticamente indi-
stinguibili.(10)
Per ovviare a queste difficoltà interpretative e verificare la validità generale
delle ipotesi appena avanzate, è possibile eseguire due analisi separate: una di es-
se prende in considerazione il numero di vasi interessati; l’altra classifica i pa-
zienti in base alla presenza o meno di ostruzioni complete (100%). In questo mo-
do, lo stato delle coronarie viene disaggregato in due componenti autonome,
ognuna delle quali presenta una differente forma di interazione con la sopravvi-
venza.
I risultati confermano che le intuizioni precedenti erano sostanzialmente cor-
rette; classificando in base al numero di vasi coinvolti, si ottengono infatti le se-
guenti curve di sopravvivenza a 5 anni (p = 0.0001):
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(10) Questo significa che l’occlusione del tronco comune (verificata quando si hanno 4 vasi coin-
volti) non provoca forti aumenti della mortalità rispetto alla stenosi di 3 vasi soltanto.
Funzioni di sopravvivenza

































































Dall’altro lato, stratificando in base alla presenza o meno di ostruzioni al
100% (e prescindendo dal numero di vasi interessati), non si osservano differenze
significative in termini di sopravvivenza (p = 0.344 a 5 anni; p = 0.7338 a 2 me-
si), in linea con quanto osservato precedentemente.
Da questi risultati, è possibile trarre essenzialmente due conclusioni:
1) una maggiore mortalità è associata ad una patologia diffusa, che interessa
gran parte delle arterie coronarie; la presenza di stenosi al 100% è invece ininfluen-
te: nel valutare la gravità di un paziente, occorre innanzitutto prendere in considera-
zione il numero di vasi colpiti. Viene dunque confermata l’ipotesi di cui sopra;
2) le differenze più rilevanti si osservano nella contrapposizione fra pazienti
con stenosi di 1 o 2 vasi, da un lato, e pazienti con patologia estesa a 3-4 arterie,
dall’altro. Questa osservazione, già ricavabile dall’analisi dettagliata proposta al-
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l’inizio del paragrafo, è particolarmente opportuna nello studio della sopravvi-
venza a 5 anni: le curve, sovrapposte a coppie, mettono in evidenza la sostanziale
omogeneità interna di questi due gruppi. Al tempo stesso, i pazienti con restringi-
mento di 3 o 4 vasi presentano una mortalità elevatissima: si noti che le perdite
immediate osservate in tali categorie sono già di per sé superiori a quelle riscon-
trate negli altri due strati durante l’intero periodo di 5 anni.
Alla luce di queste considerazioni, è opportuno proporre una classificazione
più sintetica, che suddivida i pazienti in categorie il più possibile disomogenee le
une rispetto alle altre.
Una nuova variabile può essere ottenuta con la seguente codifica:
• stenosi di 1 o 2 vasi (378 pazienti)
• stenosi di 3 o 4 vasi (116 pazienti)
Volendo stimare nuovamente la sopravvivenza col metodo di Kaplan-Meier,
otteniamo risultati soddisfacenti tanto per la mortalità a 5 anni (p = 0.0000) quan-
to per quella a 2 mesi (p = 0.0002):
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Funzioni di sopravvivenza




























Ancora una volta, la differenza più importante è osservata nella sopravviven-
za immediata: la selezione maggiore avviene infatti nei 10 giorni immediatamen-
te successivi all’infarto, nei quali si concentra gran parte della mortalità.
Queste doverose premesse sono funzionali ad affrontare l’aspetto più impor-
tante del problema, ovvero la correlazione fra lo stato delle coronarie e la pre-
senza di angina; tale relazione deve essere valutata alla luce degli effetti che
quest’ultima ha sulla sopravvivenza e dei quali si è discusso ampiamente nel ca-
pitolo 4.
A tale scopo, saranno utilizzate le tre variabili appena ricavate:
• la gravità della patologia, intesa come codifica dettagliata dell’esito della






























• il grado di estensione della malattia, ovvero il numero di arterie coinvolte;
• la presenza di ostruzioni complete, a prescindere da altre condizioni.
Le prime due variabili, come osservato, hanno di fatto lo stesso significato e
restituiscono un risultato analogo: infatti, in termini di sopravvivenza, l’effetto
complessivo della patologia è determinato prevalentemente a partire dal numero
di vasi interessati. Le condizioni specifiche delle coronarie – ovvero la presenza
o meno di stenosi al 100% – costituisce invece una variabile autonoma e priva di
effetti sulla mortalità: ciononostante, come sarà evidenziato in seguito, tale infor-
mazione può condurre a considerazioni di grande interesse ai fini della compren-
sione dell’argomento.
5.2 RELAZIONE FRA EPISODI DI ANGINA E STATO DELLE CORONARIE
Un’analisi statistica di tale aspetto è estremamente importante per svariati
motivi: in primo luogo, fornisce una visione più completa dei meccanismi alla
base della cardiopatia ischemica; inoltre, un quadro unitario del problema deve
prendere in considerazione gli eventuali effetti di interazione e di confondimento
fra le variabili in esame. Ad esempio, se risultasse che l’angina è associata ad una
patologia più lieve, si potrebbero attribuire a questa circostanza le differenze nel-
la sopravvivenza osservate fino ad ora.
Una prima analisi, molto generica, tende immediatamente a smentire que-
sta ipotesi; mettendo in relazione la presenza di angina con la gravità delle ste-
nosi, otteniamo infatti la tabella di contingenza riportata nella pagina che segue
(p = 0.011).
In generale, l’angina è associata a una patologia più diffusa. Per le gravità
medio-basse (fino a 2 vasi), si ha angina in corrispondenza dei casi in cui non si
osservano ostruzioni al 100%. 
Per le gravità più elevate, l’angina è sempre più probabile rispetto all’assenza
di sintomi. 
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La struttura delle differenze fra frequenze osservate e attese può essere così
schematizzata:(11)
no angina angina
1 vaso, <100 ___ +
1 vaso, 100 +++ __
2 vasi, <100 __ =
2 vasi, <= 100 +++ –
3 vasi, <100 ___ +++
3 vasi, 1 a 100 ___ +
3 vasi, 2-3 a 100 ___ +
4 vasi, <100 ___ +
4 vasi, <=100 = =
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2 vasi, 1 o 2 a 100
3 vasi, <100
3 vasi, 1 a 100













1 vaso, 100 Conteggio
Conteggio atteso
100
(11) La differenza fra frequenza osservata e attesa è codificata come segue:
+ fra il 3 e il 10%;
++ fra il 10 e il 20%;
+++ oltre il 20%.
Impiegando una codifica più sintetica e facendo riferimento al numero di va-
si interessati, otteniamo risultati del tutto analoghi (p = 0.030; odds ratio = 1.863,


























1-2 vasi ++ –
3-4 vasi ___ +
Gli episodi di angina sono dunque associati al coinvolgimento di un maggior
numero di vasi: più correttamente, al momento della coronarografia i pazienti
con angina presentano una malattia più estesa.(12)
Rispetto alle percentuali di occlusione, si ha una maggiore probabilità di angina
nel caso in cui non vi siano vasi con stenosi al 100%: nella tabella che segue si ha in-
fatti una relazione significativa (p = 0.004) con un’odds ratio pari a 0.530 (CI al
95%: 0.344, 0.817); ovvero, la probabilità relativa di avere almeno un vaso comple-
tamente ostruito è quasi doppia per i pazienti che non hanno avuto episodi di angina.

























no ostruz al 100% ___ +
ostruz al 100% +++ –
Queste informazioni, peraltro utilissime, devono essere corredate da un’ulte-
riore analisi, che prenda in considerazione la classificazione proposta nello studio
del preconditioning cardiaco: in questo modo, è possibile stabilire se la situazio-
ne coronarica interferisca con i risultati ottenuti in questo ambito e in che modo
debba essere interpretata questa forma di interazione.
Le analisi appena proposte devono dunque essere ripetute con la consueta va-
riabile SIN_INF3.
I risultati, come prevedibile, sono fortemente significativi; la seguente tabella
riporta le frequenze in base alla classificazione dettagliata dello stato delle coro-
narie (p = 0.000):
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Tavola di contingenza gravità malattia * 1° sintomo-infarto
37 16 118 171
46,1 18,1 106,8 171,0
50 15 36 101
27,2 10,7 63,1 101,0
24 12 59 95
25,6 10,1 59,3 95,0
25 9 53 87
23,4 9,2 54,3 87,0
1 3 19 23
6,2 2,4 14,4 23,0
12 6 31 49
13,2 5,2 30,6 49,0
4 0 19 23
6,2 2,4 14,4 23,0
3 0 19 22
5,9 2,3 13,7 22,0
4 2 17 23
6,2 2,4 14,4 23,0
160 63 371 594
























2 vasi, 1 o 2 a 100
3 vasi, <100
3 vasi, 1 a 100








a 3 mesi oltre 3 mesi
1° sintomo-infarto
Totale
0-10 gg 10 gg-3 mesi Oltre 3 mesi
1 vaso, <100 ___ __ ++
1 vaso, 100 +++ +++ ___
2 vasi, <100 – ++ =
2 vasi, ≤ 100 + = =
3 vasi, <100 ___ +++ +++
3 vasi, 1 a 100 __ ++ =
3 vasi, 2-3 a 100 ___ ___ +++
4 vasi, <100 ___ ___ +++
4 vasi, ≤100 ___ __ ++
A parte alcune oscillazioni poco decifrabili per le gravità meno elevate, si nota
chiaramente che i pazienti senza angina o con angina a 10 giorni dall’infarto sono i
malati meno gravi, almeno dal punto di vista dell’esito della coronarografia. Una
gravità intermedia è associata invece ai soggetti con angina nel periodo 10 giorni-3
mesi, mentre i pazienti con le stenosi più pericolose sono tipicamente quelli per i
quali l’angina è stata di molto tempo precedente all’infarto (oltre 3 mesi).
Possiamo ottenere lo stesso risultato con la classificazione sintetica già usata
in precedenza: a titolo di conferma, si osserva un numero di vasi crescente all’au-






a 3 mesi oltre 3 mesi Totale
136 52 266 454





24 11 105 140




160 63 371 594




0-10 gg 10 gg-3 mesi oltre 3 mesi
1-2 vasi + = –
3-4 vasi ___ – +++
Volendo ancora una volta verificare la relazione con la presenza di stenosi al
100%, troviamo anche in questo caso un risultato significativo (p = 0.001): la
probabilità di osservare ostruzioni complete è massima in corrispondenza dei pa-
zienti senza angina o con sintomi nei 10 giorni precedenti l’infarto, e decresce al-
l’aumentare della durata dell’angina.
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Tavola di contingenza
65 31 215 311
83,8 33,0 194,2 311,0
95 32 156 283
76,2 30,0 176,8 283,0
160 63 371 594













0-10 giorni a 3 mesi oltre 3 mesi Totale
da 10 gg
0-10 gg 10 gg-3 mesi oltre 3 mesi
no ostruz al 100% ___ – ++
ostruz al 100% +++ + __
In sintesi, si osservano due fenomeni che agiscono in direzione opposta:
• il grado di estensione della patologia e, più in generale, la sua gravità com-
plessiva: queste grandezze crescono all’aumentare del tempo intercorso fra l’an-
gina e il primo infarto e sono minime per i pazienti senza angina;(13)
(13) Tale regolarità è valida anche
ad un maggiore livello di dettaglio
della variabile “tempo fra primo
sintomo e infarto” e va oltre la co-
difica utilizzata in SIN_INF3. 
Il plot qui a fianco è particolar-
mente efficace nel descrivere il





















• la probabilità di rilevare vasi con stenosi del 100%, che decresce all’au-
mentare del tempo di cui sopra.
In particolare, la gravità della malattia risulta essere una variabile di confon-
dimento, in quanto legata sia alla presenza di angina sia alla sopravvivenza. Ana-
logo ragionamento può essere fatto per il numero di vasi coinvolti, che costituisce
il principale fattore di caratterizzazione dell’esito della coronarografia. 
Non si può dire altrettanto della presenza o meno di vasi completamente
ostruiti, che è correlata con l’angina ma di per sé non incide significativamente
sull’esposizione al rischio: nell’affrontare il problema del preconditioning e i suoi
effetti sulla sopravvivenza, questa variabile riveste dunque un ruolo marginale.
Sintetizzando le informazioni raccolte fino a questo momento, si identifica-
no 3 grandi tipologie di pazienti:
1) soggetti che non hanno avuto angina o con episodi nei 10 giorni preceden-
ti l’infarto, ai quali è associata una sopravvivenza intermedia; la coronarografia
rivela che tali pazienti sono affetti da una patologia di gravità molto ridotta e pre-
sentano un limitato numero di occlusioni;
2) soggetti con angina nel periodo 10 giorni-3 mesi, caratterizzati dalla so-
pravvivenza più alta; tipicamente, si tratta di pazienti con stenosi di media portata
e che interessano un numero di vasi abbastanza elevato;
3) soggetti con angina oltre 3 mesi prima dell’infarto, la cui sopravvivenza è
estremamente bassa; lo stato delle loro coronarie è decisamente il più grave.
Nel confrontare le prime due categorie, l’ipotesi del preconditioning viene
fortemente avvalorata: infatti, i pazienti con angina sono esposti ad una mortalità
minore nonostante siano caratterizzati da una patologia coronarica nettamente più
diffusa e pericolosa. In altre parole, l’effetto protettivo dell’angina nel periodo 10
giorni-3 mesi deve essere ulteriormente rivalutato, considerando il maggior nu-
mero di stenosi in tale gruppo di pazienti.
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D’altro canto, nell’analizzare i soggetti con sintomi molto remoti rispetto al-
l’infarto (oltre 3 mesi), non è possibile separare l’effetto dell’angina e quello del-
la gravità della patologia; è sensato in questo caso avanzare due ipotesi:
a) tanto la numerosità delle stenosi quanto l’angina (se troppo lontana dal-
l’infarto) hanno un effetto negativo sulla sopravvivenza: l’alta mortalità è dovuta
alla presenza simultanea di questi due fattori;
b) l’angina preserva i suoi effetti protettivi, ma la gravità della patologia cir-
colatoria è tale da non renderli osservabili; ovvero, l’aumento della sopravvivenza
legato all’angina non è sufficiente a compensare la fortissima mortalità dovuta al-
lo stato delle coronarie. 
Una possibile interpretazione è quella che vede l’angina come fattore ritar-
dante, capace di “rimandare” l’infarto per tempi anche molto lunghi.
La situazione fotografata al momento della coronarografia risale di consueto
al momento dell’infarto (per i pazienti con angina, può essere di poco preceden-
te); possiamo quindi ricavare questo quadro sintetico:
• quando sopraggiunge l’infarto, i pazienti senza angina (o con angina a 10
giorni) sono caratterizzati da una gravità piuttosto ridotta e da un basso numero
di occlusioni: con buona approssimazione, questo può essere legato al fatto che la
patologia è insorta in tempi relativamente recenti.(14) La malattia è dunque osser-
vata in uno stadio di avanzamento piuttosto precoce: dal momento in cui i vasi
hanno cominciato ad occludersi, è bastato infatti un tempo molto breve affinché
sopraggiungesse l’infarto;
• man mano che aumenta la durata dell’angina, la situazione all’infarto di-
venta via via più grave: questo significa che la malattia è insorta da un tempo
molto lungo, il che spiega il suo stadio di avanzamento. In altre parole, nei sog-
getti con angina occorre molto più tempo affinché la situazione cardiovascolare
degeneri in un infarto: questo dato sembra confermare l’esistenza di un effetto
non solo protettivo, ma anche ritardante da parte dell’angina.
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(14) Per ovvi motivi, al momento dei primi sintomi non è possibile stabilire da quanto tempo le co-
ronarie abbiano cominciato a occludersi: non è infatti nota la velocità alla quale la patologia pro-
gredisce nel singolo paziente.
Le persone colpite da angina hanno dunque il primo infarto in una fase molto
più avanzata della patologia, quando i vasi sono ormai seriamente compromessi.
Al momento dell’infarto, l’angina si rivela più o meno “efficace” nel deter-
minare la sopravvivenza in base a due elementi: da un lato, la durata del precon-
dizionamento, che non deve essere eccessiva; dall’altra, la situazione cardiova-
scolare che l’organismo si è trovato a dover fronteggiare. 
I pazienti con angina nel periodo 10 giorni-3 mesi presentano una sopravvi-
venza molto elevata, in quanto hanno sviluppato la patologia da un tempo relati-
vamente breve (come confermato dalla coronarografia) e sono quindi caratteriz-
zati da occlusioni di media gravità; al tempo stesso, l’angina ha un reale effetto
protettivo nella misura in cui “allena” l’apparato circolatorio sottoponendolo a
stress ischemici frequenti e di piccola entità. 
I pazienti con angina in un tempo superiore a 3 mesi presentano invece una
patologia molto più avanzata, come riscontrato tramite l’analisi delle coronarie:
quando sopraggiunge l’infarto, la numerosità delle stenosi è tale da dare luogo
ai livelli di mortalità osservati in precedenza; al tempo stesso, si può supporre
che nel tempo l’effetto protettivo dell’angina si sia ridotto, sia venuto meno o
sia addirittura negativo,(15) come espresso dalle ipotesi a) e b) precedentemente
esposte. 
Questo mix di effetti opposti e non costanti nel tempo permette dunque di
spiegare le differenze osservate nelle diverse categorie di pazienti, delineando fra
l’altro un possibile trade-off fra la capacità protettiva dell’angina e il suo presun-
to effetto ritardante: infatti, quando l’angina preserva per molto tempo dall’infar-
to, si perdono gli effetti benefici sulla sopravvivenza nel momento in cui que-
st’ultimo ha luogo. 
Viceversa, l’angina ha un effetto positivo in termini di mortalità solo nel caso
in cui si presenti in un tempo non troppo lontano dall’infarto: ovvero, l’efficacia
protettiva è presumibilmente maggiore se l’infarto è relativamente precoce rispet-
to al momento di insorgenza della patologia cardiocircolatoria.
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(15) Su questo aspetto si tornerà nel capitolo 6.
In effetti, un semplice scatter sembra confermare questa teoria:(16)
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(16) Come ovvio, questa rappresentazione del dato è piuttosto approssimativa: a causa delle tronca-
ture a destra, non sempre è possibile calcolare la variabile “tempo fra primo infarto e morte”. Tut-
tavia, l’intuizione che ha condotto a tale risultato deriva dalla precedente analisi di sopravvivenza,
per la quale questo problema non sussiste: di conseguenza, nonostante le indubbie distorsioni, si è
deciso di considerare concettualmente affidabile la regressione appena proposta. Il grafico è stato
ottenuto – come logico – utilizzando soltanto i pazienti con episodi di angina; inoltre, sono stati
esclusi i casi in cui tali sintomi si sono manifestati nei 10 giorni precedenti l’infarto: infatti, su que-
sti pazienti non è stato riscontrato nessun effetto protettivo evidente. Rimangono in totale 434 os-
servazioni, di cui 362 (83.4%) troncate a destra.






























Si può notare la relazione negativa fra i due effetti di cui sopra: una dipen-
denza di forma lineare restituisce risultati significativi (p = 0.037) ma un adatta-
mento abbastanza mediocre (R2 = 0.013); un modello alternativo (esponenziale,
iperbolico, logaritmico o altro) non  porta tuttavia ad un esito soddisfacente.



















trata nei dati; fra l’altro, le osservazioni non sono equidistribuite nello spazio: si
nota un addensamento di punti in corrispondenza dell’origine degli assi, dove en-
trambe le variabili assumono valori medio-bassi (in evidente contraddizione con
la nostra ipotesi).(17)
Risulta comunque plausibile l’esistenza di un trade-off fra la sopravvivenza
post-infartuale (effetto protettivo).(18) e il tempo che separa i primi episodi angi-
nosi dall’infarto stesso (effetto ritardante).
Volendo utilizzare soltanto le informazioni certe, è possibile ripetere le anali-
si sulle carriere non censurate; graficamente, si osserva la seguente dispersione:
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(17) L’inadeguatezza del modello è confermata dall'indice di Durbin-Watson, che si attesta su un va-
lore di 0.832; l'autocorrelazione si riduce con una regressione non lineare, che però non risulta si-
gnificativa.
(18) Come sarà illustrato nei prossimi capitoli, l’angina ha comunque un’efficacia protettiva di lun-
go periodo nel determinare la frazione di eiezione, la tipologia di infarto e lo sviluppo di un circo-
lo collaterale. Tuttavia, tale effetto non si traduce in un aumento della sopravvivenza.














































In questo modo, il campione si riduce a 71 elementi soltanto, ma i risultati
sono molto più evidenti(19) (p = 0.007, R2 = 0.1, DW = 2.372 in una regressione
lineare); molto più efficace una funzione iperbolica f(x)=k/xα o un’esponenziale
negativa f(x)=k/exp(ax): con una stima non lineare, la percentuale di varianza
spiegata sale infatti al 24.9% nel primo modello (DW = 2.285), per raggiungere il
26.9% nel secondo (DW = 2.286).
Queste considerazioni permettono dunque di rivedere (almeno in parte) i ri-
sultati ottenuti nel capitolo 4, aggiungendo preziose informazioni e interpretando
il fenomeno in modo più ampio. Non è possibile fare un ragionamento analogo
con riferimento alla generica presenza di vasi ostruiti al 100%, in quanto questa
grandezza non è correlata con la sopravvivenza e non può dunque dare luogo a
significativi effetti di interazione e confondimento.
138
(19) Ovviamente, la validità del modello è sottoposta all’ipotesi di indipendenza fra la durata del pre-
conditioning e la sottostima del tempo di sopravvivenza dovuta all’esclusione delle carriere tron-
cate.
6. TIPO E ESTENSIONE DELL’INFARTO
FRAZIONE DI EIEZIONE E CIRCOLO COLLATERALE
Poniamo ora l’attenzione su un gruppo di quattro variabili:
• circolo collaterale: il database contiene un’informazione qualitativa sulla
presenza o meno di una circolazione ausiliaria sviluppata attraverso i vasi minori;
questo “percorso alternativo” permetterebbe al cuore di preservarsi da fenomeni
ischemici legati all’occlusione delle coronarie. Purtroppo, l’informazione è di-
sponibile soltanto per 121 pazienti;
• estensione dell’infarto: misurata in modo qualitativo come numero delle
zone soggette a necrosi. Non per tutti i pazienti è possibile misurare l’estensione
del primo infarto: alcuni di essi hanno avuto più infarti e non è presente un’indi-
cazione su quale di essi sia precedente. Il campione si riduce dunque a 368 pa-
zienti soltanto;
• tipologia di infarto: l’infarto di tipo Q (transmurale) è tendenzialmente più
grave di quello non Q; in termini di sopravvivenza, i risultati in letteratura sono
piuttosto discordanti e non indicano differenze certe nella mortalità. Per gli stessi
motivi esposti sopra, disponiamo di 368 osservazioni (274 di tipo Q, 94 di tipo
non Q);
• frazione di eiezione: parametro idraulico indicativo della funzionalità del
cuore; espresso in percentuale, è stato misurato su 150 pazienti soltanto.
Queste quattro variabili hanno in comune il fatto di essere considerate non
come un fattore di confondimento (come accade invece per la gravità delle steno-
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si), ma piuttosto come un mezzo di trasmissione degli effetti protettivi generati
dalla presenza di angina. In altri termini, in queste variabili è possibile ricercare
le cause degli effetti discussi nel capitolo 4.
In particolare, si desidera verificare queste ipotesi:
• l’angina, funzionando come un “allenamento” per il cuore, solleciterebbe
lo sviluppo di un circolo collaterale, con l’effetto di garantire una buona irrora-
zione dei tessuti anche in caso di occlusioni delle coronarie;
• al tempo stesso (e anche in conseguenza della considerazione precedente),
l’angina accrescerebbe la capacità di sopportare un infarto da parte del cuore: si
può dunque ipotizzare che la presenza di angina sia correlata con un infarto di ti-
po non Q e di estensione non eccessiva;
• a seguito dell’infarto, un cuore allenato dovrebbe avere prestazioni miglio-
ri: ci aspettiamo dunque che la frazione di eiezione sia più alta nei pazienti che
hanno avuto episodi di angina.
Nell’analizzare questi aspetti, non bisogna perdere di vista le conclusioni
raggiunte nei capitoli precedenti: approfondire l’analisi significa infatti cogliere
tutti gli aspetti utili a livello interpretativo, integrandoli con i risultati già raggiun-
ti e contribuendo ad una visione globale dell’argomento.
6.1 CIRCOLO COLLATERALE
Come già osservato, questa grandezza è stata misurata su 121 pazienti sol-
tanto, il che rende scarsamente affidabile qualsiasi analisi. In effetti, i risultati so-
no molto deludenti: non si registra nessuna correlazione fra la presenza di un cir-
colo collaterale e la tipologia ed estensione del primo infarto. 
Inoltre, a partire dai dati a nostra disposizione, non si osservano differenze
significative nella sopravvivenza a 5 anni; più evidente ma piuttosto debole 
(p =0.1025) la relazione fra la presenza di un circolo collaterale e la sopravviven-
za a 2 mesi.
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La generica presenza di episodi di angina non influisce in modo significativo
sullo sviluppo di una circolazione ausiliaria; utilizzando le consuete classificazio-
ni, è invece possibile osservare una forma di dipendenza, anche se non molto
marcata (p = 0.10):(20)
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Funzioni di sopravvivenza
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Tavola di contingenza circolo collaterale * 1° sintomo-infarto
17 10 41 68






a 3 mesi oltre 3 mesi Totale
1° sintomo-infarto
17 14 22 53




34 24 63 121




(20) Non è usuale, in analisi di questo tipo, accettare un rischio di errore così elevato; tuttavia, si è
scelto di non ignorare questo risultato, in quanto potenzialmente valido e utile alla comprensione
dell’argomento; analoghe considerazioni per le curve di Kaplan-Meier appena proposte.
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0-10 gg 10 gg-3 mesi oltre 3 mesi
circolo coll assente ++ +++ –––
circolo coll presente –– ––– ++
Come si può desumere dalla tabella, episodi di angina oltre 3 mesi prima del-
l’infarto contribuirebbero realmente allo sviluppo di un circolo collaterale; d’al-
tro canto, l’angina oltre 3 mesi è associata ad una maggiore mortalità, come am-
piamente discusso nei capitoli precedenti.
A partire da queste considerazioni, si può ipotizzare quanto segue:
• l’angina ha un reale effetto protettivo, in quanto favorisce l’instaurarsi di
una circolazione ausiliaria;
• questo effetto non è immediato, ma richiede un tempo sufficientemente
lungo: per questo motivo, è più frequente la formazione di un circolo collaterale
nei soggetti con angina oltre 3 mesi precedente l’infarto;
• nel nostro campione, tale effetto non si traduce in un aumento della soprav-
vivenza, considerato lo stato delle coronarie precedentemente evidenziato: que-
st’ultimo fattore è infatti prevalente nel determinare la mortalità.(21)
Queste affermazioni sono confermate dal fatto che l’esistenza di un circolo
collaterale è associata ad una maggiore gravità alla coronarografia (p = 0.001),
con particolare riferimento al numero di vasi coinvolti; si veda al proposito la ta-
bella riportata sotto (p = 0.003, odds ratio = 3.704): 
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(21) Il fatto stesso che i pazienti che hanno sviluppato un circolo collaterale siano caratterizzati da
una patologia più diffusa (e per questo più grave) agisce come un fattore di confondimento: tale fe-





















circolo coll assente circolo coll presente
1-2 vasi +++ ––
3-4 vasi ––– +++
Questo risultato avvalora l’ipotesi per cui gli effetti positivi di una circolazio-
ne ausiliaria sono vanificati dai fattori antagonisti ad essa concomitanti.
Sugli effetti protettivi dell’angina e sulle difficoltà nel renderli osservabili si
discuterà ulteriormente nel prossimo paragrafo.
Occorre infine sottolineare che lo sviluppo di un circolo collaterale è asso-
ciato alla presenza di almeno un vaso completamente ostruito (p = 0.000; odds
ratio = 4.239): questo sarebbe indicativo della necessità di un forte “incentivo”
alla formazione di una circolazione ausiliaria. 
Quest’ultima sembra infatti subordinata ad esigenze di carattere assoluto; in
assenza di stenosi al 100%, verrebbe dunque a mancare lo stimolo fisiopatologi-
co necessario affinché essa si instauri.
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no ostruz al 100% ostruz al 100%
circolo coll assente +++ –––
circolo coll presente ––– +++
In alcuni casi, un’occlusione parziale non è dunque abbastanza grave da in-
durre i meccanismi difensivi in grado di migliorare la perfusione del territorio
ipoirrorato.
6.2 TIPOLOGIA DI INFARTO
Per i motivi esposti in precedenza, siamo in grado di stabilire la tipologia di
infarto per un campione ridotto di 368 pazienti; le perdite di informazione non
sono gravi quanto quelle osservate per il circolo collaterale: il dato può essere
considerato sostanzialmente affidabile.
I risultati ottenuti confermano in linea di massima le ipotesi avanzate prece-
dentemente: in generale, la presenza di episodi di angina è correlata con un infar-
to di tipo non Q (p = 0.000; odds ratio = 4.316):
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infarto Q +++ –
infarto non Q ––– +++
A questa condizione, come mostra la figura a pagina seguente, sono associa-
te fortissime differenze nella sopravvivenza a 2 mesi(22) (p = 0.0562).
In questa relazione è possibile rilevare l’effetto protettivo dell’angina nel ren-
dere improbabile un infarto transmurale, aumentando indirettamente le prospetti-
ve di sopravvivenza.
Per inquadrare al meglio questo aspetto, occorre tuttavia osservare tali corre-
(22) Sono scarsamente significative le differenze a 5 anni.
lazioni al livello di dettaglio definito dalla consueta variabile SIN_INF3; il risul-
tato è significativo (p = 0.000):(23)
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a 3 mesi oltre 3 mesi Totale
141 42 91 274





18 16 60 94




159 58 151 368




(23) A titolo di precisazione, la variabile “tempo fra primi sintomi e infarto” è correlata positiva-
mente con la probabilità di infarto non Q (p = 0.021 in un modello logistico), a prescindere dalla ri-
codifica SIN_INF3.
0-10 gg 10 gg-3 mesi oltre 3 mesi
infarto Q ++ = –––
infarto non Q ––– + +++
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Da queste analisi è possibile trarre due conclusioni principali:
• i pazienti con angina sono in genere soggetti ad infarto non Q: questo è
tanto più probabile quanto più lungo è il tempo intercorso fra i primi sintomi e
l’infarto;
• nei soggetti con angina oltre 3 mesi precedente l’infarto, questa prevalenza
è estremamente marcata: rispetto ai pazienti con angina ravvicinata o assente, la
probabilità di infarto non Q è circa 3.5 volte maggiore.
Tali informazioni risultano particolarmente rilevanti se confrontate con le os-
servazioni fatte nei capitoli precedenti. Come si ricorderà, i pazienti con episodi
di angina molto lontani nel tempo sono caratterizzati da una mortalità molto ele-
vata e da una patologia estremamente estesa e avanzata in termini di gravità delle
stenosi. In precedenza, non era stato possibile stabilire se per questa categoria di
soggetti l’angina avesse ancora un effetto protettivo (peraltro inadeguato rispetto
alle condizioni delle coronarie) o se questo fosse venuto meno in quanto assimi-
labile ad un “allenamento” efficace solo nel breve periodo.
Una risposta (almeno parziale) è stata dedotta nel paragrafo precedente, in
cui è stata rilevata un’associazione fra gli episodi di angina e lo sviluppo di un
circolo collaterale (che diventa via via più probabile al crescere della durata del
precondizionamento). Un’ulteriore conferma può essere ricavata proprio dai ri-
sultati appena ottenuti; infatti è possibile osservare quanto segue:
• in termini di tipologia di infarto, l’angina ha un reale effetto protettivo:
questo è tanto più vero per i pazienti con episodi anginosi osservati oltre 3 mesi
prima dell’infarto; l’elevatissima mortalità immediata di questi soggetti non è
dunque da attribuirsi ad un effetto negativo o nullo dell’angina: la bassa sopravvi-
venza è piuttosto dovuta al gran numero di occlusioni coronariche. Questo fattore
agisce nella direzione opposta rispetto all’angina e risulta essere prevalente nel
determinare la sopravvivenza di questo sottoinsieme di pazienti;
• nei soggetti senza angina o con episodi nei 10 giorni precedenti l’infarto,
l’effetto protettivo risulta assente: in questa fascia, si ha infarto non Q soltanto
nell’11% dei casi (contro il 40% circa nel gruppo con angina oltre 3 mesi); questo
giustifica la minore sopravvivenza di tali pazienti (caratterizzati fra l’altro da un
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basso numero di stenosi) rispetto ai soggetti con angina nel periodo 10 giorni-3 me-
si (la cui coronarografia rivela una gravità intermedia e un maggior numero di oc-
clusioni); questi ultimi presentano infatti un’incidenza di infarti non Q pari al 28%:
l’effetto protettivo dell’angina, in questo caso, è più ridotto rispetto a quello riscon-
trato per i pazienti con sintomi a 3 mesi o più, ma si rivela prevalente nel determi-
nare la sopravvivenza (si ricorda che la mortalità a 2 mesi risulta essere nulla).
Da questo quadro si può desumere anche una correlazione fra la gravità delle
ostruzioni e l’incidenza dell’infarto non Q: entrambe queste grandezze si muovono
infatti nella stessa direzione, in quanto aumentano al crescere del tempo intercorso fra
l’angina e l’infarto e sono minime per i pazienti senza episodi di angina.(24) Per quan-
to riguarda la presenza di ostruzioni al 100% (a prescindere dal numero di vasi coin-
volti), si ricorda che questa è più frequente nei pazienti senza angina e diventa via via
meno probabile all’aumentare del tempo fra i primi episodi anginosi e l’infarto; dato
che la probabilità di infarto non Q segue la regola opposta, si instaura in modo indi-
retto una correlazione inversa fra queste variabili (p = 0.001, odds ratio = 0.4347):
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(24) Un’associazione fra queste due variabili è effettivamente osservabile (p = 0.000) ma il segno
della relazione è soggetto a continue oscillazioni che non permettono di stabilirne la direzione.
Questo è dovuto probabilmente ad effetti di ricombinamento difficilmente osservabili; vi possono
inoltre essere alcune distorsioni, dovute ai numerosi dati mancanti per la variabile “tipologia di in-
farto”. Non vi è invece nessuna correlazione con il numero di vasi coinvolti.
Tavola di contingenza
tipologia di infarto














no ostruz al 100%ostruzioni
100%
infarto Q infarto non Q
no ostruz al 100% –– +++
ostruz al 100% + –––
Come prevedibile, la frequenza dell’infarto non Q è maggiore nei pazienti che
non presentano ostruzioni complete: sembra ragionevole ipotizzare che le due cir-
costanze siano legate da un rapporto di causa e effetto; in particolare, una maggio-
re percentuale di stenosi avrebbe l’effetto di aumentare il rischio di infarto Q, per
il quale si osserva un’odds ratio pari a 1/0.4347 = 2.3.
6.3 ESTENSIONE DELL’INFARTO
Questa variabile rappresenta di fatto il numero di porzioni di cuore colpite da
infarto: con riferimento all’area soggetta a necrosi, si distinguono infatti l’infarto
laterale, inferiore e anteriore. A quest’ultima area è stato attribuito un peso pari a
2, in considerazione della sua maggiore estensione: un infarto anteriore interessa
infatti il ventricolo sinistro, coinvolgendo la porzione di cuore più ampia e più
importante ai fini della funzionalità del muscolo. La variabile assume dunque va-
lori compresi fra 1 e 4: nel nostro data-base, si osservano soltanto le modalità 1, 2
e 3, contenenti rispettivamente 157, 158 e 53 pazienti.
Per i motivi già esposti, il campione di 594 pazienti si riduce a 368 osserva-
zioni soltanto: per le rimanenti, non è possibile risalire all’estensione del primo
infarto e la variabile risulta omessa.(25)
Per quanto riguarda gli effetti dell’angina nell’ottica del preconditioning,
l’estensione dell’infarto è significativamente correlata con il tempo trascorso a
partire dai primi sintomi (p = 0.002), come evidenziato dal grafico a pagina se-
guente.(26)
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(25) Da notare che questa variabile risulta non distorta rispetto alla suddivisione fra infarto
prima/dopo il ricovero; tuttavia, non è possibile utilizzare l’intero campione a causa delle distor-
sioni interne riscontrate nel gruppo di pazienti con infarto precedente all’inizio del follow-up: in
particolare, viene sovrastimata la sopravvivenza dei soggetti con le necrosi più estese. Inoltre, an-
che se in misura più lieve, si ha una analoga sottostima per i pazienti con infarto di ampiezza me-
dio-bassa. La distorsione è stata sottoposta a verifica e risulta significativa (p = 0.000).
(26) Non si ha nessuna correlazione con la variabile SIN_INF3, che costituisce una ricodifica (in
questo caso inefficace) della variabile “tempo fra primo sintomo e infarto”.
Al tempo stesso, sembra che ad un infarto non Q corrisponda mediamente un
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1,00 2,00 3,00 Totale
157 158 53 368




26 49 19 94




estensione = 1 estensione = 2 estensione = 3
infarto Q ++ – ––





















Queste due osservazioni, alla luce di quanto ottenuto nei capitoli precedenti,
possono essere giustificate in modo piuttosto semplice:
• al crescere del tempo fra l’inizio degli episodi anginosi e il momento del-
l’infarto, aumenta il grado di estensione della patologia: in altri termini, il numero
di vasi coinvolti (in base al quale viene misurato lo stadio di avanzamento della
malattia circolatoria) diventa via via maggiore, come osservato nel paragrafo 5.2;
• la conseguenza immediata è un analogo aumento dell’estensione dell’infar-
to, dovuto alla presenza di stenosi in quasi tutte le coronarie: in corrispondenza di
ognuna, si avrà una diversa porzione di cuore esposta al rischio di ischemia e ne-
crosi;
• al tempo stesso, come già affermato in altra sede, la probabilità di infarto
non Q aumenta al crescere del tempo intercorso fra angina e infarto: i pazienti con
episodi molto distanziati, caratterizzati da una patologia in fase più avanzata e
quindi da un infarto più esteso, presentano dunque una forte incidenza della tipo-
logia non Q. Indirettamente, si instaura dunque una corrispondenza fra l’infarto
non Q e l’interessamento di un maggior numero di aree al momento dell’evento.
Peraltro, non sembra che la gravità delle stenosi (misurata innanzitutto a par-
tire dal numero di vasi interessati) abbia una qualche influenza sull’estensione
dell’infarto: questo significa che le intuizioni appena esposte – sostanzialmente
corrette – non sono sufficienti a motivare le correlazioni di cui sopra. Nell’inter-
pretazione del fenomeno vi è dunque spazio per altre considerazioni di carattere
strettamente medico e fisiologico (non opportune in questa sede) che possano
spiegare quanto osservato in base a nessi di causalità diretta.
I risultati sono per il resto molto deludenti: la variabile non risulta infatti cor-
relata con la sopravvivenza, né a breve né a lungo termine; inoltre, non si riscon-
trano relazioni significative con la presenza di vasi ostruiti al 100%. Infine, non
sembra esservi nessuna forma di dipendenza fra la presenza di un circolo collate-
rale e l’estensione dell’infarto; anche la correlazione con la frazione di eiezione
risulta irrilevante e priva di qualsiasi interesse.
150
In conclusione, non è possibile inquadrare completamente questa variabile
nel complesso contesto delineato dai capitoli precedenti: non è da escludere l’i-
potesi che questo sia dovuto alla definizione eccessivamente semplicistica della
variabile stessa o ad un’errata valutazione nell’attribuire un peso arbitrario all’in-
farto anteriore.
6.4 FRAZIONE DI EIEZIONE
Questa grandezza, da considerarsi come un parametro idraulico indicativo
delle prestazioni del muscolo cardiaco, può essere interpretata come il risultato di
tutto il complesso di fattori introdotti fino a questo momento. 
La frazione di eiezione costituisce infatti un indicatore della funzionalità del
cuore a seguito di un infarto; su tale prestazione intervengono dunque svariate
condizioni: la presenza o meno di episodi di angina, l’esistenza di un circolo col-
laterale, lo stato delle stenosi coronariche, il tipo di infarto, ecc. 
L’obiettivo dell’analisi è quello di stabilire quali variabili siano più importan-
ti nel determinare la frazione di eiezione e le capacità dell’apparato circolatorio a
seguito di un infarto.
Purtroppo, anche questa informazione è estremamente carente: il dato è in-
fatti disponibile su 150 pazienti soltanto.
Nonostante questo problema, i risultati dell’analisi mettono in luce alcuni
aspetti molto interessanti per quanto riguarda gli effetti dell’angina sulla funzio-
nalità del cuore e, indirettamente, sulla sopravvivenza del paziente.
Innanzitutto, sembra opportuno stabilire in che termini la frazione di eiezio-
ne influisca sulla sopravvivenza: una regressione di Cox in cui tale variabile ven-
ga inserita come covariata quantitativa non restituisce risultati significativi; inve-
ce, un modello semplificato mette in luce le notevolissime differenze nella mor-
talità a breve e a lungo termine. 
Per quanto riguarda la sopravvivenza a 2 mesi, si osserva un rischio imme-
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(27) 46 pazienti con fe<50%; 80 con fe>50%. Dei 150 totali, 24 sono mancanti in quanto rivascola-
rizzati prima dello starting point. La scarsa significatività è da attribuirsi più che altro al basso nu-
mero di osservazioni disponibili.
Anche nel lungo periodo, tuttavia, la velocità di decrescita delle due popola-
zioni non è omogenea; il tasso di rischio, come evidenzia la figura a pagina se-
guente, è permanentemente maggiore nei soggetti con frazione di eiezione al di
sotto del 50% (p = 0.0278).
Per quanto riguarda gli effetti del preconditioning, questa variabile si inseri-
sce perfettamente nel quadro generale delineato fino a questo momento.
Infatti, all’aumentare del tempo intercorso fra l’angina e l’infarto, la frazione
di eiezione tende ad essere via via maggiore; si ha quindi una conferma dell’ef-
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fetto protettivo dell’angina e del fatto che questo permanga anche dopo che è
passato molto tempo dai primi episodi. 
L’accostamento del modello è scarso (R2 = 3%), ma la relazione è significati-
va (p = 0.03, DW = 2.028) (si veda la figura a pagina seguente).
Al tempo stesso, in corrispondenza di un infarto non Q, la frazione di eiezio-
ne media sfiora il 56%, contro il 44% dell’infarto Q (p = 0.000). Questa osserva-
zione mette in evidenza il possibile mezzo di trasmissione del rapporto causa-ef-
fetto fra l’angina e la frazione di eiezione: infatti, per tempi di precondiziona-
mento molto lunghi aumenta la probabilità di infarto non Q,(28) in corrispondenza
del quale (visti i minori danni subiti dai tessuti) la funzionalità del muscolo car-
diaco risulta essere più elevata.
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(28) Si confronti, al proposito, il paragrafo 6.2.
Funzioni di sopravvivenza
Per quanto riguarda la gravità delle patologia, non si osservano differenze si-
gnificative rispetto alla frazione di eiezione; prescindendo dal numero di vasi in-
teressati, tuttavia, questa variabile assume valori molto più bassi nei pazienti con
almeno un’ostruzione completa (con una media del 48%, contro il 55% nei sog-
getti privi di stenosi di tale portata; p = 0.005).
In presenza di stenosi al 100%, si hanno infatti delle aree non perfuse (se non
tramite un circolo collaterale); in caso contrario, pur essendovi alcuni territori
ipoirrorati, non si riscontrano perdite di funzionalità altrettanto gravi.
Infine, forse a causa dei molti dati mancanti, non si ha nessuna correlazione
significativa con l’estensione dell’infarto, né con la presenza di un circolo colla-
terale.
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7 INCIDENZA DEI FATTORI DI RISCHIO
Lo studio dei fattori di rischio e dei loro effetti costituisce una parte impor-
tantissima della ricerca medica, in quanto permette di individuare le categorie di
soggetti che con maggiore probabilità svilupperanno un certo tipo di patologia.
Questo contribuisce alla comprensione dei meccanismi fisiologici alla base della
malattia, permettendo fra l’altro l’adozione di appropriate misure preventive.
Nel nostro caso, siamo interessati a due questioni fondamentali:
• l’incidenza del fattore di rischio sulla sopravvivenza post-infarto;
• la correlazione fra il fattore di rischio e la presenza di angina.
Per quanto riguarda il primo aspetto, soltanto due sono le variabili rilevanti:
il diabete e l’ipercolesterolemia.(29)
Infatti, l’effetto del diabete è quello di aumentare in modo significativo il tas-
so di rischio istantaneo; questo è verificato tanto nella sopravvivenza a 2 mesi 
(p = 0.0707) quanto in quella a 5 anni (p = 0.0010), riportata a pagina seguente.
Per i pazienti diabetici, si nota una maggiore mortalità immediata e al tempo
stesso un più rapido tasso di decrescita della curva.
L’eccesso di colesterolo nel sangue (che induce la formazione di depositi sul-
la parete interna dei vasi, con conseguente restringimento) ha invece un effetto
del tutto inaspettato: risulta infatti maggiore la sopravvivenza dei soggetti caratte-
rizzati da ipercolesterolemia. Col metodo di Kaplan-Meier, otteniamo l’output il-
lustrato nella figura in fondo alla pagina seguente (p = 0.0013):
155
(29) 100 pazienti diabetici, 187 con ipercolesterolemia, sul totale di 494 utilizzati per la costruzione
delle curve di sopravvivenza.
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Sulla sopravvivenza a breve i risultati sono altrettanto paradossali: una possi-
bile spiegazione è legata alla somministrazione di statine (un farmaco che contra-
sta l’eccesso di colesterolo); se tale cura fosse particolarmente efficace nel mi-
gliorare la condizioni dell’apparato circolatorio, potrebbe ridurre sensibilmente la
mortalità dei soggetti che ne hanno usufruito. Viceversa, i pazienti che non pre-
sentano questo fattore di rischio sarebbero stati privati di una potente cura pre-
ventiva, in quanto non hanno seguito la corrispondente terapia.
Sapendo che tale farmaco non è stato utilizzato prima del 1990 ed è sicura-
mente in uso dopo il 1995, possiamo verificare se le ipotesi appena proposte sono
valide. Purtroppo, le elaborazioni statistiche non restituiscono nessuna conferma af-
fidabile di questa teoria: i risultati, piuttosto incoerenti e scarsamente significativi,
tendono più che altro a smentire gli effetti dell’ipercolesterolemia; nei due sotto-
gruppi identificati dall’anno di ricovero, infatti, le differenze diventano irrilevanti.
In questa sede e con i dati a disposizione, non è opportuno cercare di ap-
profondire ulteriormente questo apparente paradosso; prendiamo semplicemente
atto dell’incidenza di questi fattori di rischio:
• il diabete, che dà luogo ad un aumento della tasso istantaneo di rischio;
• l’ipercolesterolemia, che produce un effetto benefico in termini di soprav-
vivenza.
Per completare il profilo del paziente-tipo, è necessario conoscere la relazio-
ne fra il fattore di rischio e la presenza di angina. Per quanto riguarda il diabete,
si osserva una correlazione positiva con la presenza di angina in qualsiasi tempo;
volendo distinguere in base al tempo intercorso fra i primi episodi e l’infarto, si
ottiene la tabella seguente (p = 0.07):
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Tavola di contingenza
137 50 285 472
127,1 50,1 294,8 472,0
23 13 86 122











a 3 mesi oltre 3 mesi Totale
160 63 371 594




0-10 gg 10 gg-3 mesi oltre 3 mesi
diabete no + = -
diabete sì —- = ++
Nel dettaglio, la percentuale di pazienti diabetici è il 14% nei soggetti senza
angina o con episodi a 10 giorni, per passare al 21% nella fascia 10 giorni-3 mesi
e al 23% per l’ultima categoria. Sapendo che questo fattore di rischio incide in
modo significativo sulla sopravvivenza, possiamo desumere quanto segue:
• i pazienti del primo gruppo, pur presentando una minore incidenza del dia-
bete, hanno una sopravvivenza più bassa rispetto a quella osservata per il secondo
gruppo (come rilevato nel capitolo 4);(30)
• i soggetti con angina oltre 3 mesi prima dell’infarto, cui è associata la mortalità
più elevata, sono caratterizzati da una maggiore percentuale di diabetici: tale fattore si
aggiunge dunque alla lista delle aggravanti attribuite a questo gruppo di pazienti, nei
quali l’effetto protettivo dell’angina, pur presente, risulta nel complesso vanificato.(31)
In riferimento all’ipercolesterolemia, non si osservano interazioni con l’angi-
na né con le sue modalità di manifestazione. Infine, per quanto riguarda gli altri
fattori di rischio, ha poco senso interrogarsi sulla loro relazione con la presenza
di angina o con le altre grandezze in gioco: infatti, queste variabili non incidono
sulla sopravvivenza e non sono strettamente correlate alle caratteristiche dell’in-
farto;(32) nell’ottica del preconditioning cardiaco, non possono quindi essere utili
a livello interpretativo, in quanto non vengono considerate alla stregua di variabi-
li di confondimento e non danno luogo a rilevanti effetti di interazione.
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(30) Da notare inoltre che i pazienti diabetici sviluppano con maggiore probabilità il circolo collate-
rale (p = 0.057).
(31) Come ovvio, questa predisposizione dei pazienti diabetici ad avere episodi di angina remoti nel
tempo potrebbe essere la causa della loro minor sopravvivenza post-infartuale, legata non tanto al
diabete quanto alle altre condizioni concomitanti. Separare la reale incidenza da tale effetto di feed-
back è piuttosto difficile e non opportuno in questa sede.
(32) Le relazioni con il tipo di infarto, la sua estensione, la frazione di eiezione e il circolo collatera-
le sono pressoché assenti. Familiarità, ipertensione e trigliceridi sono correlati positivamente con
la presenza di angina. Queste ultime due variabili sono inoltre associate a peggiori condizioni del-
le coronarie. Non vi sono altri risultati degni di nota.
8. UN MODELLO RIASSUNTIVO
Si propone di seguito una regressione di Cox nella quale sono state inserite
come covariate le grandezze più interessanti utilizzate nel corso di questa tratta-
zione. 
Oltre a queste, sono state aggiunte anche le variabili “sesso” è “età al primo
infarto”: in letteratura, molti studi indicano una minore sopravvivenza del sesso
femminile, peraltro meno propenso a incorrere in patologie cardiache; inoltre, è
lecito ritenere che un paziente più anziano sia esposto ad un rischio di maggiore
entità.
Si hanno quindi le seguenti covariate:
• sesso: 101 femmine, 393 maschi;
• ETAPRIM (età al primo infarto): da un minimo di 19 a un massimo di 87
anni;
• diabete: 100 pazienti diabetici, 394 non diabetici;
• colesterolo: 187 soggetti con ipercolesterolemia, 307 esenti;
• SIN_INF3 (tempo fra primo sintomo e infarto): 159 pazienti senza angina
o con episodi a 10 giorni; 57 nel periodo 10 giorni-3 mesi; 278 con angina oltre 3
mesi prima dell’infarto;
• GRAV_5 (numero di vasi coinvolti): per evitare sottocampioni troppo esi-
gui, si è scelto di raggruppare i pazienti in due gruppi soltanto; si hanno dunque
378 soggetti con occlusione di 1 o 2 vasi e 116 con interessamento di 3 o 4.
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La tipologia di infarto e la frazione di eiezione, che pure incidono fortemente
sulla sopravvivenza, non sono state inserite in quanto devono essere considerate
come conseguenze delle covariate già presenti nel modello.
Il risultato è coerente con le informazioni acquisite fino a questo momento:
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Variabili nell’equazione
,386 ,331 1,357 1 ,244 1,471 ,769 2,814
,728 ,253 8,269 1 ,004 2,071 1,261 3,403
-,942 ,310 9,264 1 ,002 ,390 ,212 ,715
11,234 2 ,004
-,883 ,344 6,581 1 ,010 ,414 ,211 ,812
-1,671 ,721 5,364 1 ,021 ,188 ,046 ,773
,789 ,239 10,872 1 ,001 2,202 1,377 3,519









B SE Wald df Sig. Exp(B) Inferiore Superiore
IC 95,0% per exp(B)
La linea base è costituita da pazienti di sesso femminile, non diabetici, non
interessati da ipercolesterolemia, con al massimo 2 vasi soggetti a stenosi e nei
quali l’angina ha preceduto l’infarto di oltre 3 mesi.
Si osserva quanto segue:
• l’eccesso di colesterolo nel sangue riduce il tasso di rischio a poco più di
1/3 di quello originario (che deve essere moltiplicato per 0.390): sul paradossale
effetto di questa variabile si è già discusso nel capitolo 7;
• i pazienti diabetici sono esposti a un rischio più che doppio rispetto ai non
diabetici (exp(β) = 2.071);
• i maschi hanno una mortalità lievemente maggiore delle femmine, ma le
differenze non sono significative;
• qualora la patologia interessi 3 o 4 vasi, il rischio aumenta del 120.2% ri-
spetto a quello registrato per i pazienti con stenosi di 2 vasi al massimo;
• per ogni anno di età aggiuntivo al momento dell'infarto, il tasso di rischio
si incrementa del 2.5% (exp(β) = 1.025);
• i soggetti senza angina o con episodi a 10 giorni dall’infarto sono esposti a un
tasso istantaneo di rischio più che dimezzato rispetto alla base-line (exp(β) = 0.414);
• nei pazienti con angina nel periodo 10 giorni-3 mesi, questo coefficiente si
riduce a meno di 1/5 (exp(β) = 0.188): a un effetto di tale portata sono legate le
grandissime differenze nella sopravvivenza di queste categorie di soggetti.
Da questa analisi, comprensiva della principali variabili utili nel determinare
la sopravvivenza, possiamo ottenere una sorta di “identikit” del paziente-tipo: es-
sendo note le caratteristiche di un soggetto, possiamo infatti combinare le infor-
mazioni per ottenere una stima del tasso di rischiosità cui è esposto. 
Ad esempio, consideriamo un paziente di 50 anni, maschio, diabetico, con oc-
clusioni su 2 vasi e che ha avuto episodi di angina 2 mesi prima dell’infarto; come
termine di paragone, utilizziamo invece un paziente di 45 anni, di sesso femmini-
le, con stenosi di 3 vasi e senza angina. Rispetto a quest’ultimo soggetto, il pazien-
te in esame presenta un tasso di rischio del 30% inferiore, essendo:
1.471 × 1.12749 × 2.071 × 0.45413 × 0.45410 = 0.708(33)
(con 1.12749 = exp(5 × 0.024); 0.45413 = 1/2.202; 0.45410 = 0.188/0.414).
Analogo ragionamento può essere fatto per qualsiasi altra combinazione: si
osserva che le variabili con effetto di maggiore portata sono l’angina, il diabete e
lo stato delle coronarie.
Per completare il quadro, è possibile riproporre il modello di Weibull adotta-
to nel paragrafo 4.3 con l’inclusione di tutte le covariate impiegate nelle analisi
precedenti. L’elaborazione restituisce i seguenti parametri:
• λ = 0.1408355;
• ρ = 1.24123 E-07.
I coefficienti di regressione sono molto vicini a quelli ottenuti in modo semi-
parametrico: questo significa che il modello teorico proposto non presenta forza-
ture rispetto all’andamento dei dati reali e non travisa il significato delle variabili
esplicative in esso inserite. 
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(33) La variabile sesso non è significativa: tuttavia, ometterla non è in questo caso corretto, in quan-
to una sua esclusione dal modello provoca lievi variazioni anche nei coefficienti delle altre cova-
riate; volendo escludere l'incidenza del sesso dal calcolo del tasso di rischio, occorre prima ripete-
re la stima del modello utilizzando soltanto le variabili significative.
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Si ha infatti:
• SIN_INF3(1) (angina a 10 giorni o assente): exp (β) = 0.454 (p = 0.022);
• SIN_INF3(2) (angina nel periodo 10 giorni-3 mesi): exp (β) = 0.181 (p = 0.018);
• ipercolesterolemia: exp (β) = 0.391 (p = 0.003);
• diabete: exp (β) = 2.159 (p = 0.003);
• sesso: exp (β) = 1.722 (p = 0.103);
• ETAPRIM (età al primo infarto): exp (β) = 1.027 (p = 0.023);
• GRAV_5 (numero vasi): exp (β) = 2.260 (p = 0.001).
Ancora una volta, la variabile sesso risulta non significativa nel determinare
la mortalità.
Tramite questo modello, è possibile effettuare previsioni sulla sopravvivenza
di una qualsiasi tipologia di paziente; infatti, disponendo delle poche informazio-
ni rilevanti ai fini della determinazione del tasso di rischio, è noto sia l’effetto di
ciascuna covariata che l’andamento temporale delle funzioni di riferimento.
In questo modo è possibile confrontare le diverse categorie di pazienti e si-
mularne efficacemente il comportamento in termini di mortalità; si noti che tale
procedimento può essere applicato anche ad un profilo ipotetico per il quale non
si abbia nessuna informazione disponibile o che contenga un numero ridotto di
osservazioni: infatti, il modello riproduce separatamente il comportamento di
ogni variabile; di conseguenza, si ritiene valido anche per le combinazioni di mo-
dalità non realmente presenti nel data-base.
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9. CONCLUSIONI
Le analisi statistiche proposte (peraltro non sempre esaustive e di utile inter-
pretazione) hanno messo in luce due effetti principali di un’angina precedente
l’infarto: da un lato, si ha l’efficacia protettiva nota in letteratura; dall’altro, a
partire da semplici considerazioni, emerge una sorta di effetto ritardante; le dina-
miche fisiologiche sottostanti non sono tuttavia facilmente individuabili.
Le altre variabili in gioco (stato delle coronarie, tipo di infarto e sua estensio-
ne, frazione di eiezione e circolo collaterale) tendono a dare una conferma di que-
sto duplice effetto e ad inserirsi in modo coerente nel quadro teorico così delinea-
to. In particolare, l’esistenza di un effetto protettivo è supportata dal fatto che i pa-
zienti con episodi di angina sono più frequentemente colpiti da un infarto non Q e
presentano una frazione di eiezione maggiore; si può inoltre affermare che tali
soggetti sviluppano con maggiore probabilità un circolo collaterale. A questo si
aggiungono le evidenti differenze in termini di sopravvivenza osservate nel capi-
tolo 4.
L’esito della coronarografia è invece legato all’ipotesi per cui l’angina avreb-
be un effetto “ritardante”: nei pazienti con angina, infatti, la patologia degenera in
infarto soltanto nel momento in cui si estende ad un gran numero di vasi.
I risultati ottenuti possono essere considerati un buon punto di partenza; non
sono certo sufficienti ad esaurire lo studio dell’argomento e a rispondere ad ogni
quesito di carattere medico o statistico: in particolare, le forti correlazioni fra va-
riabili possono essere lo spunto per riflettere sui meccanismi fisiologici che rego-
lano il comportamento del sistema circolatorio; inoltre, risultati più affidabili po-
trebbero essere ottenuti rimuovendo – dove possibile – gli effetti di confondimen-
to che si instaurano in sede di analisi statistica. L’utilizzo di sottogruppi omogenei
– disponendo eventualmente di un campione creato ad hoc – potrebbe essere il
primo passo verso il conseguimento di tale obiettivo.
Infine, visti gli interessi prevalentemente statistici di questa trattazione, ulte-
riori considerazioni di natura clinica (non opportune in questa sede) potrebbero
rendere più completo il profilo teorico del preconditioning cardiaco; l’auspicio è
che un riscontro empirico del fenomeno possa essere un utile strumento a dispo-
sizione della ricerca medica e biologica.
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