To solve the problem that the parameters in grey neural network (GNN) 
Introduction
Grey system theory [1] can provide a new way to solve some system problems in the case of poor information. The theory studies the grey amount with the method of data generating which can organize raw data of weak distribution regularity into columns, but not with statistical laws from the perspective of a large sample of data. We call the model built in the grey system as grey model (GM) [2] [3] [4] [5] [6] , which can predict the development trend of poor information, small samples and uncertain system eigenvalues. Neural network has the advantages of processing parallelism, nonlinear mapping, and strong fault-tolerant and adaptive ability. Therefore, we can combine the advantages of grey model and neural network model to build a grey neural network [7] [8] [9] [10] [11] [12] model.
The Grey Neural Network (GNN) model can make up the inadequate of solving problems using grey model or neural network technology, but it makes the network easy to fall into local optimums which may lead to weak approximation and low prediction accuracy because of the randomness of its parameters. In this paper, the initial parameters of the grey neural network are optimized by the Improved Particle Optimization swarm algorithm (IPSO-GNN) to improve the prediction accuracy, so the predicted values are closer to the real values. 
Where y 2 , y 3 ,…,y n are input data, y 1 is output data, a, b 1 , b 2 ,…,b n-1 are the equation parameters. The time response is expressed as: 
So the GNN model can be obtained when the formula (4) is mapped to an extended BPNN model, and its topology is showed in Figure 1 . 
Figure 1. The Topology of GNN
As is shown in Figure 1 , the GNN is divided into four layers that are recorded as LA, LB, LC and LD. Where t is the number of input parameters, y 2 (t), y 3 (t), y 4 (t),…,y n (t) are the input variables, y 1 is the output variable, w 11 is the value of connection weight from LA layer to LB layer. w 21 ,w 22 ,…,w 2n are the values of connection weight from LB layer to LC layer, w 31 , w 32 ,…,w 3n are the values of connection weight from LC layer to LD layer. Setting the initial parameters of the network are that w 11 =a, w 21 =-y 1 
-at The learning steps of GNN are as follows： Step one: According to the characteristics of the training data, build neural network and initialize values of parameters: a, b i .
Step two: Calculate the parameters of w 11 , w 21 , w 22 ... w 2n w 31 , w 32 , ..., w 3n .
Step three: For each input sequence y(t) (t =1,2,3,..., n), the output values of the neurons in each layer can be calculated by the following formulas. Step four: During the training processing, the weights and threshold of GNN are adjusted by the error between the expected and the predicted values. And the iterative formulas are as follows:
Where σ is the error of LD layer.
Where σ k is the error of LC layer. 
Where σ n+1 is the error of LB layer. And the values of weights and threshold are updated by the formula (12) and (13). 
IPSO-GNN Algorithm

PSO Algorithm
In PSO algorithm [13] [14] [15] [16] [17] [18] [19] [20] , all particles have fitness values which are evaluated and optimized by the fitness function, and have velocities which direct the flying of the particles. PSO is initialized with a group of random solutions and the optimized result is studied by updating generations. In iterations, each particle is updated by following two "best" values, best particle (represent with p best ) and the best from particles in the whole population by the PSO algorithm (represent with g best ). Particle velocity, position and fitness function of each generation are calculated by the following formulas:
( 1 (16) Where i is the number of particles, X i =(x i1 ,x i2 ,…,x id ) (1≤d≤D) denotes the i-th particle,
denotes the optimal position of the i-th particle and
denotes velocity of the i-th particle, c 1 and c 2 is accelerating constants, rand ( ) produces random numbers, uniformly distributed in [0, 1] , N is the number of particles in the population, y i is the actual output of the i-th particles, y′ is the expected output of the i-th particles, w denotes inertia weight and iterative updated by the following formula:
Where k is the evolutionary time, w min and w max is the maximum and minimum of inertia weight, T max is the maximum number of iterations.
IPSO Algorithm
PSO algorithm is a random search algorithm based on swarm cooperative and prone to premature convergence in the latter part. Giving a threshold named as h which is close to 0. When the particle velocity is less than this threshold, we can add an accelerated momentum to re-initialize the speed which is between -v max and v max , and then let the particle re-search to find the global optimum position. Above process can be expressed as:
Where v′ id denotes the improved speed of the particle, λ denotes optimized coefficient, m denotes a random variable parameter, x′ id denotes the partical position and p id denotes the best partical position after velocity changed.
The optimized coefficient λ plays an important role in the algorithm and affects optimized results. If λ is too small, it may lead the particle velocity changed little and the optimized results are not obvious. If λ is too large, it may lead the particle velocity reinitialized too large and affects the convergence of particles, and it also may make the particles skip the global optimum. The value of optimized coefficient is determined by the following formula: 
IPSO-GNN Algorithm
Realizing IPSO-GNN can be divided into three stages: determining GNN model structure, improving PSO algorithm and simulating network .The specific steps are as follows:
1. Based on the given training samples, GNN model is built with the initialize particle parameters of a, b i , connection weights and threshold. 2. Normalize and pretreat the training sample. 3. Set the parameters a, b i of GNN model as particles in particle swarm optimization algorithm. Initialize particle accelerating constant, maximum, minimum of inertia weight and maximum number of iterations; Initialize the particle velocity and position to determine the optimal value and the global optimum of the initial particle. 4. Compute the fitness value using formula (16) . If the current position value is better, assign the current position to p best . If the current best fitness value is better than the g best , then assign the current best fitness value to g best .
5
. Compare the threshold with the current speed of the particle. If the particle velocity is less than h, then calculate a new speed with an accelerating momentum using formula (18) and return to step 2 to re-optimization. 6. Repeat steps 2 -6 until a stop criterion is satisfied or the predefined number of iterations is completed. Then set the global optimum results as GNN model parameters' values of a, b i . 7. Input training sample, then compute the error using formula (9), (10) and (11), and update the values of weights and threshold using formula (12) and (13). 8. Predict the telephone traffic using the trained network, and compare predicted values with actual values.
Simulation
Data Sources and Processing
As telephone traffic is influenced by many factors, we collect the traffic data and the main factors of A, B regions at 19:00 in January and February 2014, and analysis the correlation of the main factors using non-parameter statistical analysis such as Spearman correlation matrix. As it can effectively overcome the shortcoming of only suitable for describing linear correlation by the product moment correlation coefficient of Pearson, and provide the covariant trend extent of two random variables in a linear or non-linear correlation, the Spearman correlation matrix is often used to determine whether two random variables have covariant trend, and its applicability is better compared with other methods with the same parameters. Based on the literature [21], the correlation coefficient of Spearman is calculated with the software of Spss22 and the results are shown in Table  1 and 2.
The original hypothesis in correlation analyzing is that the correlation coefficient is zero, which means that there is no significant correlation between two random variables. If the concomitant probability of p is less than the significant level of a (here is a=0.01) which is previously given for hypothesis testing, we can consider that the possibility of the correlation coefficient is zero very low, meaning that there is obvious correlation between the two random variables. If the absolute value of the correlation coefficient is larger, the correlation between the two variables will be stronger. Generally, when the correlation coefficient of | r | is less than 0.3, it means that there is no correlation; when 0.3 ≤ | r | <0.5, it means that there is low correlation; when 0.5 ≤| r |<0.8, it means that there is significant correlation; when | r | ≥ 0.8, it means that there is high correlation.
As seen in Table 1 and 2, the correlation coefficient of selected factors is greater than 0.5 and the concomitant probability of p is less than a. The total number of busy VLR users and power VLR users are significant correlation with the telephone traffic and others are high correlation with the telephone traffic. As the correlation coefficient of the number of system collect, the total number of system response, the total number of called call, the total number of called response and the total number of 2G originating response is greater, we can select the original data of them as the input data and the telephone traffic as the output data of network to train and forecast network.
Predict and Analysis Results
From the collecting data, we select the first 49 data as training sample and the others as test sample, and use the IPSO-GNN model for optimizing, training and prediction.
The structure of GNN is 1-1-6-1, and the initial parameter settings of IPSO algorithm include that accelerating constants of c 1 and c 2 are 2, inertia weights of w min and w max are 0.2 and 0.9, particle velocities of v min and v max are -1 and 1, the maximum number of iterations of T max is 100. The predicted results of telephone traffic data of A, B regions using the IPSO-GNN, PSO-GNN，GNN and BPNN are shown in Figure 2 and 3, and the prediction error evaluated by formula (21) are shown in Table 3 .
Where G is the predicted value, G′ is actual value, k is training time. As can be seen from Figure 2 , Figure 3 and Table 3 , In terms of the predicting errors of two region in Xinjiang which are named as A and B, the errors of BPNN model are 8.38% and 8.02% respectively while those of GNN are 6.67% and 5.84%. It means that GNN outperforms BPNN when there are few observations. The errors of PSO-GNN model are 4.41% and 3.65% while the errors of IPSO-GNN are 3.14% and 2.90%. It demonstrates that the modified PSO has better global search ability to find the global optima. We can draw the conclusion that IPSO-GNN model has the most precise predicting results which fits the observations accurately compared to PSO-GNN, GNN and BPNN approaches. The proposed approach which combines the superiorities of PSO, GM and BPNN can describes the complex linear feature and nonlinear feature in the series of telephone traffic data. Hence, it significantly improves the predicting precision.
Conclusion
To make full use of the advantages of small sample, simple method in grey model and strong nonlinear mapping in neural network, the GNN model is built. The new model absorbs the advantages of single models and overcomes the shortcomings, so the model makes a better predict performance. As a mathematical optimization method, the PSO algorithm is emerging in recent years. To solve the problem that the PSO model may fall into a local optimum and cannot obtain the global optimums when the particle's velocity below a certain threshold, an accelerated momentum applied on the particle to reinitialize the particle and position, so that the IPSO model is built to get the global optimum. Then the IPSO-GNN model is proposed and successfully applied to predict telephone traffic data. The results show that, compared to the PSO-GNN, GNN and BPNN model, IPSO-GNN model，it has higher prediction accuracy and generalization ability, and is a reliable method for telephone traffic prediction.
Due to time constraints, the IPSO-GNN model is only used to predict telephone traffic data in this paper. As well as, it can be used in other aspects。
