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Chapter 1
Moving Cast Shadows Detection Methods for
Video Surveillance Applications
Ariel Amato, Ivan Huerta, Mikhail G. Mozerov, F. Xavier Roca and Jordi Gonza`lez
Abstract Moving cast shadows are a major concern in today’s performance from
broad range of many vision-based surveillance applications because they highly
difficult the object classification task. Several shadow detection methods have been
reported in the literature during the last years. They are mainly divided into two
domains. One usually works with static images, whereas the second one uses image
sequences, namely video content. In spite of the fact that both cases can be analo-
gously analyzed, there is a difference in the application field. The first case, shadow
detection methods can be exploited in order to obtain additional geometric and se-
mantic cues about shape and position of its casting object (’shape from shadows’)
as well as the localization of the light source. While in the second one, the main
purpose is usually change detection, scene matching or surveillance (usually in a
background subtraction context). Shadows can in fact modify in a negative way the
shape and color of the target object and therefore affect the performance of scene
analysis and interpretation in many applications. This chapter wills mainly reviews
shadow detection methods as well as their taxonomies related with the second case,
thus aiming at those shadows which are associated with moving objects (moving
shadows).
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Fig. 1.1 Motion Segmentation: (a) background Image; (b) current image; and (c) Segmented Im-
age.
1.1 Introduction
Video Surveillance has been in our society for a long time [6, 13]. It began in the
twentieth century to assist prison officials in the discovery of escape methods. How-
ever, it was not until the late-twentieth century that surveillance expanded to include
the security of property and people. Video surveillance is more prevalent in Europe
than anywhere in the world. For instance, in the past decade, successive UK govern-
ments have installed over 2.4 million surveillance cameras (about one for every 14
people). 1 The average Londoners are estimated to have their picture recorded more
than three hundred times a day 2. Traditionally video surveillance was used to dis-
play images on monitors inspected by guards or operators. This fact has allowed the
observation of an increase number of places using less people and also to perform
patrolling duties from the safety of a control room. However, a single operator can
only monitor a limited amount of scenes simultaneously and for a limited amount
of time, because the process of manual surveillance is very time-consuming and is
a really tedious task.
The new breakthroughs in technology have led to a new generation of video
surveillance. The current generation of video surveillance systems uses digital com-
puting and communication technologies to improve the design of the original archi-
tecture, with the ultimate goal to create an automatic video surveillance system.
Recent trends in computer vision has delved into the study of cognitive vision
systems, which uses visual information to facilitate a series of tasks on sensing,
understanding, reaction and communication. In other words, video surveillance sys-
tems aim to automatically identify people, objects or events of interest in different
kinds of environments. Although video surveillance is probably one of the most
popular areas for research in the field of computer vision, and much effort has been
made to achieve an automatic system, this goal has yet to be reached.
Nowadays, the task of a video surveillance system aims to provide support to the
human operator. The system warns an operator when an event, e.g., possible risks or
potential dangerous situations, is detected. Despite the fact that the long-term goal
1 http://news.bbc.co.uk/2/hi/uk_news/6108496.stm
2 http://epic.org/privacy/surveillance/
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Fig. 1.2 Shadows Types: Self and Cast (Umbra and Penumbra).
is to build a completely automated systems, the short-term one is to increase the
robustness of the current systems in order to reduce false alarms. This goal can only
be achieved if the systems are able to interpret the interaction of events in the scene.
To reach this goal low and high level tasks must be performed. A method that is able
to perform the low level tasks, namely detection, localization and tracking with high
accuracy, can highly benefit the process of scene understanding.
In video surveillance moving object detection plays an important role [15, 43].
Along decades, different methods have been developed to extract moving region in
the scene. However, the most common, simple and effective approach to moving
object segmentation is Background Subtraction, where a stationary camera is used
to observe dynamic events in a scene.
In moving object detection algorithms, moving cast shadows have a high proba-
bility to be misclassified as moving objects (foregrounds). Such an error is due to the
fact that a moving object and its moving shadow share similar motional character-
istics. An example of motion segmentation image based on background subtraction
process is shown in Fig. 1.1(c). The segmented image shows that the shadow was
also segmented as a part of the object (foreground).
A shadow is a photometric phenomenon that occurs when an object partially or
totally blocks the direct light source. Shadows can take any size and shape. In gen-
eral, shadows can be divided into two major classes: self and cast shadows. A self
shadow occurs in the portion of an object that is not illuminated by direct light. Cast
shadows are the areas projected on a surface in the direction of direct light. Cast
shadows can be further classified into umbra and penumbra. The region where the
direct light source is totally blocked is called the umbra, while the region where it
is partially blocked is known as the penumbra. These definitions are visually repre-
sented in Fig. 1.2.
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Fig. 1.3 Shadows from static and moving objects. (a) Shadows casted by static objects. (b) Shadow
casted by a moving object.
Shadows in images are generally divided into static and dynamic shadows (see
Fig. 1.3). Static shadows are shadows due to statics objects such as building, parked
cars, trees, etc. Moving object detection methods do not suffer from static shad-
ows since static shadows are modeled as a part of background. In contrary, dynamic
(moving) shadows, the subject of interest in this chapter, are harmful for moving
object detection methods. Shadows can be either in contact with the moving object,
or disconnected from it (see Fig. 1.4). In the first case, shadows distort the object
shape, making the use of subsequent shape recognition methods less reliable. In
the second case, the shadows may be wrongly classified as an object in the scene.
Typical problems caused by moving shadows in surveillance scenarios are shown in
Fig. 1.5. In Fig. 1.5-(I), a traffic surveillance scene, shadows cause merging of mul-
tiple objects; in Fig. 1.5(II), an indoor scenario, shadows are projected on the floor
and on the wall. In this case a false positive foreground (shadow casted on the wall)
occurs; and in Fig. 1.5(III), a long shadow causes a severe object shape distortion in
an outdoor scenario. Clearly, in many image analysis applications, the existence of
moving cast shadows may lead to an inaccurate object segmentation. Consequently,
tasks such as object description and tracking are severely affected, thus inducing an
erroneous scene analysis.
This chapter is organized in the following Sections. Section 1.2 some relevant
background subtraction techniques are revised. Reported taxonomies on moving
cast shadow methods are described in Section 1.3. Section 1.4 gives a literature re-
view on moving cast shadow detection methods. A discussion of open issues and
main difficulties in the area of moving cast shadow detection is presented in Sec-
tion 1.5. Section 1.6 gives an analysis of the tools for the performance evaluation
on moving cast shadow detection algorithms. Finally, section 1.7 briefly reviews
the topics discussed in the different sections of this chapter and establishes the final
concluding remarks of this work.
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(a) (b)
Fig. 1.4 Shadows location: (a) shadow is spatially connected to the object; (b) shadow is spatially
unconnected to the object.
1.2 Methods for Moving Region Extraction
Detecting regions that correspond to moving objects such as vehicles and people in
natural scenes is a significant and difficult problem for many vision-based applica-
tions. The extraction of the moving region is the first step to locate where a moving
shadow can be detected.
The most used techniques for motion segmentation are: (i) background subtrac-
tion, (ii) frame differencing, (a combination of both), or (iii) optical flow. Even
though many algorithms have been proposed in the literature [17, 65, 41], the prob-
lem of identifying moving objects in complex environment is still far from being
completely solved.
Motion segmentation based on optical flow [40, 5] uses characteristics of flow
vectors of moving objects over time to detect change regions in an image sequence.
These methods can segment moving objects in video sequences even from a moving
camera. However, most of these methods are computationally highly expensive and
very sensitive to noise.
Temporal differencing technique attempts to extract moving regions by mak-
ing use of a pixel-by-pixel difference between consecutive frames in a video se-
quence [55, 57]. It is very adaptive to dynamic scene changes. Nevertheless, it gen-
erally fails to extract the entire relevant pixels of moving objects.
Background subtraction is the most commonly used technique for motion seg-
mentation in static scenes [38, 45, 28, 4, 53].
Basically, the methodology behind any background subtraction technique con-
sists in subtracting a model of the static scene ’background’ from each frame of a
video sequence. (see Fig. 1.6). In general, a background subtraction technique can
be divided into three phases: first, the generation of a suitable reference model, nor-
mally called background (training phase); second, the measurement procedure or
classification (running phase) and finally; the model maintenance (updating phase).
For each of these phases, particular challenging exist [25].
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Fig. 1.5 Negative effect of shadow in surveillance scenarios.
There are a large number of different algorithms using this background subtrac-
tion scheme. Nonetheless, they differ in: (i) the type of cues or structures employed
to build the background representation; (ii) the procedure used for detecting the
foreground region; and (iii) the updating criteria of the background model.
A naive version of the background subtraction scheme is employed by Heikkila
and Silven [20], which classifies an input pixel as foreground if its value is over a
predefined threshold when subtracted from the background model. This approach
updates the background model in order to guarantee reliable motion detection using
a first order recursive filter. However, this method is extremely sensitive to changes
of dynamic scenes such as gradual illumination variation or physical changes such
as ghosts (i.e., when an object already represented in the background model begins
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Fig. 1.6 Background Subtraction representation.
to move). In order to overcome these difficulties, statistical approaches have been
applied [64]. These approaches make use of statistical properties of each pixel (or
regions), which are updated dynamically during all the process in order to construct
the background model.
Haritaoglu et al. inW 4 [19] apply background subtraction by computing for each
pixel in the background model, during a training period, three values: its minimum
and maximum intensity values, and the maximum intensity difference between con-
secutive frames. Background model pixels are updated using pixel-based and object-
based updating conditions to be adaptive to illumination and physical changes in the
scene. However, this approach is rather sensitive to shadows and lighting changes,
since the only cue used is intensity.
Alternatively, Wren et al. in Pfinder [67] proposed a framework in which each
pixel’s value (in YUV space) is represented with a single Gaussian. Then, model
parameters are recursively updated. However, a single Gaussian model cannot han-
dle multiple backgrounds, such as waving trees.
Stauffer and Grimson [60, 59] addressed this issue by using a Mixture of Gaus-
sians (MoG) to build a background color model for every pixel.
An improvement of the MoG can be found in Zivkovic et al. [73, 74], where the
parameters of a MoG model are constantly updated, while selecting simultaneously
the appropriate number of components for each pixel.
Elgammal et al. [14] use a non-parametric Kernel Density Estimation (KDE) to
model the background. Their representation samples an intensity values for each
pixel to estimate the probability of newly observed intensity values. The back-
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ground model is also continuously updated to be adaptive to background changes.
In addition to color-based information, their system incorporates region-based scene
knowledge for matching nearby pixel locations. This approach can successfully han-
dle the problem of small background motion such as tree branches.
Mittal et al. [40] use adaptive KDE for modeling background in motion, and
implement optical flow to detect moving regions. In this way, their approach is able
to manage complex background; however, the computational cost of this approach
is quite high. Chen et al. [9] combine pixel- and block-based approaches to model
complex background. Nevertheless, the method is very sensitive to camouflages and
shadows.
Cheng et al. in [10] propose an on-line learning method which is able to work
in real-time and can be implemented in GPU, which also gives similar results man-
aging complex background. In [3] Barnich and Droogenbroeck also present a really
fast method that can cope with background in motion and bootstrapping problems.
The method adopts the idea of sampling the spatial neighborhood for refining the
per-pixel estimation. The model updating relies on a random process that substitutes
old pixel values with new ones. However, it cannot cope with camouflages and shad-
ows. Another solution to bootstrapping problem is presented by Colombari et al. in
[11], where a patch-based technique exploits both spatial and temporal consistency
of the static background.
Li et al. [31] and Sheikh et al. [54] use Bayesian networks to cope with dynamic
backgrounds. Li et al. uses a Bayesian framework that incorporates spectral, spatial,
and temporal features to characterize background appearance. Sheik et al. apply
non-parametric density estimation to model the background as a single distribution,
thus handling multi-modal spatial uncertainties. Furthermore, they also use temporal
information.
The use of layers for image decomposition based on the neighboring pixels is
presented in [44]. They state that such approach is robust and efficient to handle
dynamic backgrounds. Maddalena et al. [34] use neural networks to overcome the
same problem. An improvement of it, using self organizing maps, can be found by
Lopez-Rubio et al. [33], which can adapt its color similarity measure to the charac-
teristics of the input video.
Mahadevan et al. in [35] uses a combination of the discriminant center-surround
saliency framework with the modeling power of dynamic textures to solve problems
with highly dynamic backgrounds and a moving camera. However, this method is
not designed for high accurate segmentation.
Toyama et al. [62] in Wallflower use a three-component system to handle many
canonical anomalies for background updating. Their work processes input images
at various spatial scales, namely pixel, region, and frame levels. Reasonably good
foreground detection can be achieved when moving objects or strong illumination
changes (for example when turning on/off the light in an indoor scene) are present.
However, it fails when modeling small motion in the background or local illumina-
tion variations.
Edge cues are also used for motion segmentation. Weiss [66] also extract intrin-
sic images using edge cues instead of color to obtain the reflectance image. This
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process requires several frames to determine the reflectance edges of the scene.
A reflectance edge is an edge that persists throughout the sequence. Given re-
flectance edges, the approach re-integrates the information to derive a reflectance
image. However, the reflectance image also contains scene illuminations because
this approach requires prominent changes in the scene, specifically for the position
of shadows.
Jabri et al. [26] use a statistical background modeling which combines color (in
RGB space) with edges. The background model is computed in two distinct parts:
the color model and the edge model. On the one hand, a color model is represented
by two images, the mean and the standard deviation images. On the other hand,
an edge model is built by applying the Sobel edge operator to each color chan-
nel, thereby yielding horizontal and vertical difference images. Subsequently, back-
ground subtraction is performed by subtracting the color and edge channels sepa-
rately using confidence maps, and then combining the results to get the foreground
pixels.
Javed et al. [27] present a method that uses multiple cues, based on color and gra-
dient information. The approach tries to handle different difficulties, such as boot-
strapping (initialization with moving objects), repositioning of static background
objects, ghost and quick illumination changes using three distinct levels: pixel, re-
gion and frame level, inspired from [62].
At the pixel level, two statistical models of gradients and color based on mixture
of Gaussians are separately used to classify each pixel as background or foreground.
At the region level, foreground pixels obtained from the color model are grouped
into regions, and the gradient model is then used to eliminate regions corresponding
to highlights or ghosts.
Pixel-based models are updated based on decisions made at the region level.
Lastly, the frame level ignores the color based subtraction results if more than 50
percent of the results are considered foreground, thereby using only gradient sub-
traction results to handle global illumination changes. Nevertheless, ghosts cannot
be eliminated if the background contains a high number of edges.
Some of the aforementioned motion detection approaches generally obtain good
segmentation in indoor and outdoor scenarios, thus some of them have been used in
real-time surveillance applications for years. However, their performance is highly
affected by the moving shadows.
1.3 Taxonomies of Moving Cast Shadow Detection Methods
Moving cast shadow detection algorithms are mainly based on the use of shadow
descriptors. They basically model shadows by using properties such as: chromaticity
invariant, textural patterns, photometric physical models, or even by analyzing the
projected areas in term of size, shape and direction.
The methodology of moving cast shadow detection can further includes geometrical-
shadow-information or spatial-shadow-cues as well as a training-shadow-stage, or
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a sort of combination of them. In turn, the methods can perform at different levels,
considering only the information of a single pixel, using a set of pixels, or even
performing with the information of the whole frame.
Diverse information that characterizes moving shadows is exploited and in many
cases such information is combined or used in a different way. This fact makes very
difficult to classify in a unique manner the moving cast shadow methods.
The main reported taxonomies in the literature were proposed by:
Prati et al. [47], present two layers taxonomy (algorithm-based taxonomy). The
first layer classification considers whether the decision process introduces and ex-
ploits uncertainty. Deterministic approaches use an on/off decision process, whereas
statistical approaches use probabilistic functions to describe the class membership.
In turn, both layers are further divided. For statistical approaches the authors in-
clude parametric and non-parametric separation. In the case of deterministic meth-
ods, algorithms are classified by whether the decision is supported by model-based
knowledge or not. Additionally, spectral, spatial and temporal information are also
considered.
Salvador et al.[50] propose to divide shadow detection methods in (i) model-
based methods and (ii) property-based methods. Model-based approaches work with
models that represent a priori knowledge of the geometry of the scene, the object and
the illumination. While property-based methods identify shadows by using proper-
ties such as the geometry, brightness and/or color of shadows.
Zhang et al.[72] describe moving cast shadow detection methods into: (i) color=spectrum-
based methods; (ii) texture-based methods, and (iii) geometry-based methods. The
color=spectrum-based methods attempt to describe the color change of a shadowed
pixel and find the color feature that is illumination invariant. Texture-based methods
consider that the texture of foreground object is different to the texture of back-
ground; while the texture of a shadowed area must be the same to the texture of
background. Finally the geometric-based methods are focused on the characteristic
of the casted shadow area. Usually the characteristics to be analyzed are direction,
size and shape of the shadow. Often these methods can hardly be able to avoid the
use of some prior knowledge of the scene. In turn, the authors also describe methods
that make use of statistical inference of shadow models.
Ullab et al.[63] state that moving shadow removal methods can be partitioned
into three categories: (i) intensity information, (ii) photometric invariant informa-
tion and (iii) color and statistical information. The first classification concentrates
in the brightness of the shadowed pixels. Typically a shadowed pixel decreases its
brightness compared to the same pixel without shadow. The second classification
includes those algorithms that exploit photometric-invariant-shadow property. Nor-
mally such photometric invariability can be obtained in normalized color spaces
that can separately operate with the brightens and the chroma of the pixels. The last
classification stands for methods which usually classify shadow by using statistical
model of the pixel’s information.
Sanin et al.[52] separate moving cast shadow removal methods into: (i) chromaticity-
based methods; (ii) physical methods; (iii) geometrical-based methods and (iv)
texture-based methods. Additionally, a secondary classification within each cat-
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egory is proposed.Chromacity-based methods are divided according their color
space, level of granularity and additional spatial or temporal verification. Physical
methods are divided according to their physical shadow model, learning algorithm
and additional spatial or temporal cues. Geometry-based methods are divided ac-
cording to their supported object type, whether they support multiple objects per
blob, their main geometrical cue and additional cues. Texture-based methods are di-
vided according to their weak shadow detector, texture correlation method and the
size of the regions used in the correlation.
1.4 Methods for Moving Cast Shadow Detection
In this section the most classical and well known moving cast shadow detection
approaches are presented.
Although, different taxonomies were revised in the previous section, we have
organized this methods’ review in pixel-level (those methods that perform with the
information of a single pixel), region level ( those methods that make use of a set of
pixels) and frame-level3 in order to unify as much as possible the different methods’
characteristics.
Pixel-Level
Many shadow detection methods assume that a shadowed pixel becomes darker but
with a similar chromaticity that the same pixel without shadow. Chromaticity is a
measurement of color that is independent of intensity component. The invariability
in chroma, between a (non-shadowed) pixel belonging to the background and the
same (shadowed) pixel belonging to the current image, together with a brightness
decrement, represent a distinctive shadow feature. Often methods that are using this
shadow descriptor perform in color spaces where the distinction between brightness
and chroma is supported. These common spaces are: HSV, HSI, YUV, C1C2C3,
normalized RGB, etc (see Fig.1.7).
For example, Cucchiara et al. [12] use shadow properties in the HSV color space
to distinguish shadows from moving objects. These properties show that cast shad-
ows darken the background in the luminance component, while the hue and satura-
tion components change within certain limits.
Horprasert et al. [21] propose a color model that compares intensity to the chro-
maticity component at each pixel. Each pixel is classified as background, shaded,
highlighted or moving foreground through a combination of three threshold values,
which are defined over a single Gaussian distribution. An extension of this work
based on multiple background pixels organized in a codebook is done by Kim et al.
[29].
3 Frame-level methods are included, despite the fact that they are not widely used, in order to
obtain a thorough review of the methods.
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Fig. 1.7 Chromaticity invariant shadow descriptors in different color spaces. (a) Amato et al.[1],
(b) Cucchiara et al. [12] and (c) Horprasert et al. [21].
McKenna et al. [39] assume that cast shadows result in significant change in in-
tensity without much change in chromaticity. Pixel’s chromaticity is modeled using
its mean and variance. In turn, the first-order gradient of each background pixel is
also exploited. Moving shadows are then classified as background if the chromatic-
ity or gradient information supports their classification as such.
The advantage of all the mentioned above methods reside in that they are fast
(suitable for real-time applications), and easy to implement. However, they are spe-
cially restricted to achromatic shadows. Moreover, some of them often require ex-
plicit tuning of parameters for each scene.
There are some methods that aim to obtain an inference of the pixel values in
the shadowed areas by using some photometric physical model. For such a purpose,
a formulation can be achieved by exploiting: a reflectance model, an illumination
model or an adaptation of classical color models. In order to obtain the appearance
of the shadowed pixels some methods may need a training phase (it could be super-
vised or unsupervised), or/and some prior knowledge of the scene of interest.
Photometric physical model methods that implement statistical learning-based
methodology have been developed to learn and remove cast shadows [36, 46, 37,
23]. For example, in the work of [37] a nonparametric framework to model surface
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Fig. 1.8 Texture-oriented methodology.
behavior when shadows are cast on them is introduced. Physical properties of light
sources and surfaces are employed in order to identify a direction in RGB space
at which background surface values under cast shadows are found. However, these
approaches are particularly affected by the training phase. These methods require a
long training period.
In the work of Siala et al. [56] a statistical non-parametric shadow detection
method is presented. First, in the learning phase, an image containing foreground,
background and moving shadow is selected. The moving shadow regions are manu-
ally annotated. The information obtained from this annotation is then used to create
a diagonal model that describes the shadow appearance in the RGB ratio color space.
The shadow detection is obtained by performing a one class classification based on
a support vector domain description (SVDD).
Region-Level
Although most of the methods that perform with a set of pixels typically make use
of texture information, there are few methods that exploit other shadow descriptor
such as: chormaticity invariant or photometric physical models.
Methods that use texture as shadow descriptor basically are based on the idea
that a shadow is a semi-transparent region in the image. Thus, they assume that a
strong correlation between two regions, one affected by shadow and the same region
without the shadows effect, must exist. These methods try to obtain such a corre-
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lation using for example: local binary patterns (LBP), normalized cross-correlation
(NCC), color cross covariant (CCC), Markov random field, etc. (see Fig. 1.8). For
instance, Grest et al.[18] propose to tackle the detection of moving cast shadows us-
ing two similarity measurements, one is based on the normalized cross correlation
(NCC) and the other is the color cross covariant (CCC). Basically the authors are
interested in comparing pixel values at the same position in two images, (the current
image and a reference image) and then inferring if there is a correlation between the
information of these pixels. The computation of these measurements are done over
a given window size. The NCC is calculated using the brightness of the pixel, while
the CCC is obtained in the biconic HSL (Hue, Saturation and Lightness) color space.
The authors assume that: (i) a shadowed pixel is darker than the corresponding pixel
in the background image; (ii) the texture of the shadowed region is correlated with
the corresponding texture of the background image. Despite the fact that CCC is
used to solve the limitation of the method to distinguish shadow from object over
homogeneous areas, still the success of the approach under shadows-camouflage
areas is far to be achieved.
Other approach based on NCC is proposed by Yuan et al. [71]. The authors pro-
posed to include a multi-frame differencing strategy to improve the segmentation
in those cases where the shadows cannot successfully be removed. This strategy is
based on that shadowed regions differ a little in two consecutive frames. Therefore
the biggest part of the shadows can be eliminated by frame difference, but only re-
main some shadow edges. These shadow edges are removed by using a new frame
differencing step.
Jacques et al.[7] propose to detect shadows regions by using intensity mea-
surement of a set of pixels. This measurement are computed by ratio-pixels (im-
age/background) in a fixed 33 windows and the decision is based on a statistical
non-parametric inference.
In the work of Yao et al. [70], textures are computed using the LBP combined
with a RGB color model. The authors state that LBP can work robustly to detect
moving shadows on rich texture regions. However, it fails when both the background
image and the foreground objects share the same texture information. Therefore, to
handle these situations, in this work the authors make use of a shadow invariant
color distance in the RGB color space. They claims that pixel values changed due to
shadows are mostly distributed along in the axis going toward the RGB origin point.
Thus, they propose to compare the color difference between an observed color pixel
and a background color pixel using their relative angle in RGB color space with
respect to the origin and the changing range of the background color pixel up to last
time instant.
Leone et al. [30] use a textural shadow descriptor by projecting the neighborhood
of pixels onto a set of Gabor functions, extracted by applying a generalized scheme
of the Matching Pursuit strategy. The methodology for shadow detection is based
on the observation that shadows are half-transparent regions which retain the rep-
resentation of the underlying background surface pattern. This approach assumes
that shadow-regions contain same textural information, both in the current and in
the background images.
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In the work of Amato et al.[1] a method that introduces two discriminative fea-
tures to detect moving cast shadow is presented. These features are computed based
on angular and modular patterns, which are formed by similarity measurement be-
tween two sets of RGB color vectors. Unlike the most texture-based methods that
often exploit spatial information, the patterns used in this approach are only pho-
tometric. This method could also be categorized as chormaticity invariant since it
make uses of chroma and intensity information of a set of pixels to form a textural
pattern.
Salvador et al. [50, 49] introduce a two stage method for segmenting moving
shadows. The first stage segments the moving shadows in each frame of the se-
quence. In this stage the property that shadows casted on a surface reduce the sur-
face intensities is exploited by using the photometric invariant C1C2C3 color space.
In addition, to obtain a more robust result, the authors propose two schemes: (i)
analyze a set of pixels (neighborhood) instead of a single pixel, and (ii) include ge-
ometrical verification based on boundary analysis of the shadow-candidate regions
and testing the position of shadows with respect to objects. The second stage is used
to obtain a coherent description of the segmented shadows over time. Therefore,
the authors introduce a tracking shadow algorithm. An extension of this work was
presented in [51] where the algorithm can segment cast shadow for both still and
moving images.
Yang et al [69] propose a moving cast shadow detection algorithm that combines
shading, color, texture, neighborhoods and temporal consistency in the scene.
In comparison with methods that perform at the pixel-level, the aforementioned
methods normally exploit texture information or use information from a set of pix-
els, making the detection more robust against noise and more efficient in those cases
where ambiguity in the pixel’s information occurs. However, the main drawback of
these methods reside in the choice of the region’s size that will be used. In other
words, a strong dependency between the size of the region and the success of the
method exists.
Many factors are involved in the choice of the region’s size, for example: size of
the object, textural composition of the background as well as of the object, etc. Con-
sequently, an optimal region’s size highly depends on the scene; moreover, the opti-
mal size can change for different frames, even the optimal region size can changes
within the frame. Furthermore, in many cases the computational time will vary with
the size of such a region.
On the other hands, there are other region-based methods that perform with lo-
cal adaptive regions. Basically they attempt to segment the moving area and then
analyze and classify each segment based on shadow properties. These methods take
advantage from pixel-level methods since they can make use of the information of
a set of pixels. Additionally, they have also an advantage with respect to the fixed
region-level methods since they can automatically adapt the area of analysis. A sum-
mary of this kind of methods is given below.
Toth et al. [61] propose a shadow detection algorithm based on color and shading
information. They segment an image into several regions based on color information
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and the mean shift algorithm. They consider that the intensity values of a shadow
pixel divided by the same pixel in the background image should be constant over a
small segment.
In [16] an algorithm for outdoor scenarios is presented. Luminance, chrominance
and gradient density information are exploited to create a shadow confidence score.
Such a shadow score is based on three rules. The first rule claims that the lumi-
nance of the cast shadow is lower than the background. The second rule claims that
the chrominance of the cast shadow is identical or slightly shifted when compared
with background. And the last rule claims that the difference in gradient density be-
tween the cast shadow and background is lower than the difference in the distance of
gradient between the object and background. The final classification combines the
shadow score with a geometrical supporter. The geometrical cue used is based on
the fact that the cast shadow is at the boundary region of moving foreground mask.
That is, the cast shadow can be formed in any direction of the object, but not inside
the object. However, the method is restricted to: (i) the areas where the shadows are
casted on are not textured and (ii) the object shape is a convex hull which makes
inappropriate to detect non-rigid object.
Rosin et al.[48] present a method based on the notion of a shadow as a semi-
transparent region in the image which retains a (reduced contrast) representation
of the underlying surface pattern, texture or gray value. The method uses a region
growing algorithm which apply a growing criterion based on a fixed attenuation of
the photometric gain over the shadow region, in comparison to the reference image.
The problem with this approach is that region growing algorithm cannot perform
accurately in the penumbra part of the shadow due to the intensity’s variations inside
of the shadow region.
Xu et al. [68] detect shadow region in indoor environment. The proposed method
assumes that the shadow often appears around the foreground object. A number of
techniques are used including initial change detection masks, Canny edge maps,
multi-frame integration, edge matching, and conditional dilation. The method tries
to detect shadow regions by extracting moving edges.
Chang et al. [8] propose a parametric Gaussian shadow model to detect and sup-
press pedestrian’s shadow. The model makes uses of several features including the
orientation, mean intensity, and center position being estimated from the properties
of object movements.
In the work of Hsieh et al. [22] a line-based shadow modeling process is pro-
posed to detect moving shadows in traffic surveillance. When a vehicle moves along
a lane, it will have several boundary lines parallel or vertical to this lane. Then, the
lane can provide useful information for shadow elimination and do not destroy ve-
hicle shapes. In the method first all lanes dividing lines are detected. These lanes
dividing lines from video sequences are detected by vehicle’s histogram. This his-
togram is obtained by accumulating different vehicles’ positions in a training period.
According to these lines and their directions, two kinds of lines are used to elimi-
nate shadows. The first one is the lines that are parallel to the dividing lines and the
second one is the lines vertical to the dividing lines.
1 Moving Cast Shadows Detection Methods for Video Surveillance Applications 17
In [42] the authors propose an outdoor shadows removal method. It is based
on a spatio-temporal-reflection test and a dichromatic reflection model. The ap-
proach is divided in several sequential steps. The step one starts with the motion
mask, which is computed based on mixture of Gaussians. The intensity test takes
the second step. This is in charge to discard all the foreground pixels that are more
brightness than their corresponding background pixels. The third step so-called blue
ratio test exploits the observation that shadows pixels falling on neutral surfaces,
tend to be more blueish (this step can only be performed in neutral surfaces the au-
thors propose to define a neutral surface based on the saturation level). The fourth
step so-called albedo ratio segmentation performs a segmentation based on a spatio-
temporal albedo ratio. Basically, this step attempts to obtain segmented regions with
uniform reflectance. Step five removes the effect of the sky illumination. The authors
claim that the reflection due to sky illumination (ambient reflection) is considered as
an additive component; therefore they subtract the foreground pixels from the back-
ground. The regions that belong to the foreground will result with a very different
color vectors that it is the contrary of the pixels belonging to the shadow regions.
The last step aim to classify those regions that could not be labeled in previous
stages. This stage computes the dominant color of the unclassified-regions (body
color estimation) and compare with the body colors of material surfaces pre-stored
as a background model (using a supervised-learning phase).
Similar to [42] Huerta et al. [24] use a multi-stage approach, however they use
multiple cues: color and gradient information, together with known shadow proper-
ties. In this way, regions corresponding to potential shadows are grouped by consid-
ering the ”bluish effect” and an edge partitioning. Additionally, temporal similarities
between textures and spatial similarities between chrominance angle and brightness
distortions are analyses for all potential shadows regions. Furthermore, geometrical
shadow position is taken to account to avoid a misclassification of moving shadows.
In the method of Amato et al. [2], first an initial change detection mask contain-
ing moving objects and moving shadows is obtained using a background subtraction
technique. Then, objects masks are computed by using connected component anal-
ysis. Based on the shadow luminance model, the authors state that in the luminance
ratio space, a low gradient constancy exists in all shadowed regions, as opposed to
foreground regions which, in most cases, exhibit higher gradients. To exploit these
foreground-shadow characteristics, the authors designed a novel gradient-based seg-
mentation algorithm to partition each object area into a set of low gradient segments
(objects sub-segments). Then, objects sub-segments are classified as shadow or fore-
ground, following three criteria: (i) luminance difference criterion; (ii) segment size
criterion; and (iii) extrinsic terminal point weight criterion.
The challenge in these methods is not only in being able to properly analyze the
segments, but also in the segmentation process. Nevertheless, this adaptive method-
ology is a promising way to detect moving cast shadows since the analysis is done
with the context of the shadowed area having all the shadow information.
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Frame-Level
There are a very few moving cast shadow detection methods that perform at the
frame-level. Normally, these methods are not used in a background subtraction con-
text. Hence, some of the closest methods related to the research line proposed in this
work are briefly describe.
Liu et al. [32] detect shadows using pixel-level information, region-level in-
formation, and global-level information. Pixel-level information is extracted using
GMM in the HSV color space. Local-level information is used in two ways. First,
if a pixel gets a sample that is likely to be a shadow, then not only the GMM of that
pixel is updated but the GMM of neighbor pixels is also updated. Second, Markov
random fields are employed to represent the dependencies among neighboring pix-
els. For global-level information, statistical feature is exploited for whole scene over
several consecutive frames.
Stauder et al. [58] use a physics-based luminance model to describe illumination
changes. They assume a plain textured background and a cast shadow is determined
by combining the results of change detection, static edge detection, shading change
detection and penumbra detection.
1.5 Open Issues and Difficulties to Overcome
Shadows are normally considered as a local illumination problem. Obviously, areas
affected by cast shadow experience a change of illumination. Often this illumination
change is considered only as a decrease in brightness, without significant variation
in chromaticity. However, the assumption that pixel’s chromaticity is invariant to
cast shadows is not always correct. It is correct, in fact, only when the chromatic
components of the light sources are similar between them and there is no color
blending among objects. This type of shadow is often called an achromatic shadow,
while those that are not achromatic are referred to as chromatic shadows [2]. Re-
moving chromatic shadows is a particularly challenging task due to the fact that
they are extremely difficult to distinguish from the foreground because they have
not a clearly defined photometric pattern. The interplay between color and texture
in the background and shadows is highly variable and difficult to characterize. An-
other non trivial problem occurs when there is no difference in chromaticity between
foreground object and background (e.g. black car is moving in highway), hence in-
ducing a strong similarity between shadow-foreground pixels. Such effect is called
as shadow camouflage. Despite of the fact that many articles of moving cast shadow
detection have been published during the las years, only few works in the literature
address these two major problems: chromatic shadow identification, and shadow de-
tection in camouflaged areas. Although, methods that aim to extract certain patterns
(region-based) make the detection more robust against noise and more efficient in
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METHODS Chromatic
Shadows
Shadow
Camouflage
Surface
Topology
Cucchiara et al. [12] High High Low
Horprasert et al. [ 21] High High Low
McKena et al. [39] High High High
Kim et al. [29] High High Low
Siala et al. [56] Low High Low
M.-Brisson et al. [37] High High Medium
Huang et al. [23] High High Medium
Fung et al. [16] High High High
Huerta et al. [24] Low High High
Toth et al. [61] Low Medium High
Nadimi et al. [42] Low High Medium
Amato et al. [1] High Medium High
Yuan et al. [71] Low Medium High
Grest et al. [18] High Medium High
Yao et al. [70] High Medium High
Leone et al. [30] Low High High
Jacques et al. [7] Low High High
Yang et al. [69] Low High Medium
Amato et al. [2] Low Low Medium
Table 1.1 Qualitative evaluation for different methods. The table valuates the negative effect de-
gree with: Low, Medium and High.
those cases where ambiguity in the pixel’s information occurs; these methods may
also suffer from the chromatic shadow effect. Furthermore, an intrinsic limitation
of some of these methods resides in the textural composition of the background as
well as of the object. The surfaces’ topology in terms of texture or texture-less plays
a significant role in the patters extraction task.
Table 1.1 presents a qualitative comparison among several moving cast shadow
detection algorithms. It reports the negative impact that chromatic shadow and
shadow camouflage might cause over the performance of the methods. The table
valuates the negative effect degree with: Low, Medium and High. In turn, the table
also shows the dependency of algorithms’ performance respect to surface topology
(namely texture or texture-less). The degree of this dependency is similarly classi-
fied.
1.6 Evaluation of Moving Cast Shadow Detection Methods
This section explains the essential tools to evaluate the performance of moving cast
shadow detection approaches. Commonly, moving cast shadow detection methods
are evaluated using the metrics and the sequences described below.
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Metrics
The quantitative comparison normally is based on two standard metrics for eval-
uating the performance of cast shadow detection algorithm introduced by Prati et.
al [47]: shadow detection rate (h) and shadow discrimination rate (x ). These two
metrics are as follow:
h =
TPS
TPS+FNS
; x =
TPF
TPF +FNF
: (1.1)
where TP and FN stand for true positive and false negative pixels detected re-
spect to both shadows S and foreground F . TPF is the number of true positive fore-
ground pixels detected minus the number of points detected as shadows but belong-
ing to the foreground.
The shadow detection rate h is related to the percentage of shadow pixels cor-
rectly classified, while the shadow discrimination rate x is concerned with fore-
ground pixels correctly classified.
Sequences
The typical sequences normally used for evaluating moving cast shadow detection
methods are4:
1. (Highway II, Campus, Laboratory and Intelligent Room)5
2. (Hallway, HWI, HWIII)6
3. (CVC-Outdoor, Football Match, Pets-2009 View 7)7
The characteristics of the sequences are summarized in Table 1.2. The characteris-
tics’ description is organized in terms of: (i) Frames, (ii) Scene, (iii) Object and (iv)
Shadows. Where (i) includes number of frames, hand-labeled (ground truth) frames
and image size. The second category (ii) specifies the type, background and noise of
the scene. The third category (iii) reports the classes and the sizes of the foreground
objects. Finally, the last category (iv) describes the casted shadows on the scene
in terms of size, visibility (referred to the perception of the human eye), direction,
camouflage and chromatic effect.
4 Note that for a quantitative evaluation a ground truth is necessary, the sequences as well as their
ground truth are publicly accessible in the listed links.
5 http://cvrr.ucsd.edu/aton/shadow/
6 http://vision.gel.ulaval.ca/˜CastShadows/
7 http://www.cvc.uab.es/˜aamato/ShadowsDetection/ ;
http://www.cvg.rdg.ac.uk/PETS2009/a.html
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Sequences
HighwayII Campus Laboratory Intelligent Room
Number 500 1179 887 300
Hand-labeled 5 6 7 113
F
ra
m
es
Size 320x240 352x288 320x240 320x240
Type Outdoor Outdoor Indoor Indoor
Background Textured-less Variable Variable Variable
S
ce
n
e
Noise High High High High
Class Vehicles Vehicle and People People People
O
b
je
ct
Size Variable Large Large Large
Size Small Large Variable Large
Visibility High Low Low Low
Direction Single horizontal Single horizontal Multiple Multiple
Camouflage High Low Low Low
S
h
ad
o
w
s
Chromatic
effect
High Low Low Low
Sequences
Hallway HWI HWIII
Number 1800 440 2227
Hand-labeled 13 8 7
F
ra
m
es
Size 320x240 320x240 320x240
Type Indoor Outdoor Outdoor
Background Textured Textured-less Texture-less
S
c
en
e
Noise Medium Medium Medium
Class People Vehicles Vehicles
O
b
je
c
t
Size Variable Large Variable (small)
Size Variable Large Variable
Visibility Low High High
Direction Multiple Single horizontal Single horizontal
Camouflage Low High High
S
h
a
d
o
w
s
Chromatic effect Low Low High
Sequences
CVC Outdoor Football Match Pets 2009 V7
Number 800 2699 795
Hand-labeled 12 13 16
F
ra
m
es
Size 320x240 320x240 720x576
Type Outdoor Outdoor Outdoor
Background Textured Textured-less Variable
S
c
en
e
Noise Low Medium Low
Class People People People
O
b
je
c
t
Size Large Small Variable
Size Large Small Variable
Visibility High Low Low
Direction Single horizontal Multiple horizontal Single horizontal
Camouflage Low Low LowS
h
a
d
o
w
s
Chromatic effect Medium Low Low
Table 1.2 Description of typical sequences normally used for evaluating moving cast shadow de-
tection methods.
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1.7 Conclusion
Firstly, the problematic of moving cast shadows in video surveillance applications
has been introduced in this chapter. Additionally, classical and well-known back-
ground subtraction methods were also described. Later on, a comprehensive survey
of the most significant moving cast shadow approaches as well as their taxonomies
has been presented. We have observed that moving cast shadow detection methods
that only exploit chromaticity invariant property are not intrinsically prepared to
cope with ’chromatic shadows’. In turn, methods that perform at the ’pixel level’
highly decrease their performance in those cases where ’shadow camouflage’ and
’chromatic shadows’ occur, since the information of a single pixel is not enough
to discriminate between shadow and foreground due to the ambiguity in their pixels
values. In comparison with methods that perform at the pixel-level, the region-based
method make the detection more robust against noise and more efficient in those
cases where ambiguity in the pixel’s information occurs. However, these methods
may also suffer from the chromatic shadow effect. Furthermore, an intrinsic diffi-
culty of some of these methods (fixed region-based) resides in the criterion of the
region’s size that is used. Thus a strong dependency between the size of the region
and the success of the method exists. Several factors are involved in the choice of
the region’s size, for example: size of the object, textural composition of the back-
ground as well as of the object, etc. Consequently, an optimal region’s size is highly
depending on the scene; moreover, an optimal size can change in different frames
of the same scene or even the optimal region’s size can change within the frame.
Finally, the metric and the most employed surveillance data sets to evaluate the per-
formance of moving cast shadow algorithms were reported.
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