Abstract. 
Introduction

Wireless Sensor Networks
Wireless sensor networks (WSNs) are systems intended to perform a real-time detection of a stochastic event or to monitor physical quantities [1] [2] . They are formed by battery-constrained nodes deployed in a geographical area where a phenomenon of interest is observed.
These nodes are equipped with hardware components such as a wireless transceiver, a sensor to sense physical quantities, a central processor unit, a source of energy etc. [3] [4] Thus, the nodes are able to obtain necessary information about the observed phenomenon, process it, mutually exchange data and make a meaningful decision on the examined physical quantity [4] . Due to their character, the WSNs find the application in various areas such as military surveillance, a natural disaster detection and its elimination, habitat monitoring, inventory tracking, an acoustic detection, pollution monitoring, medical systems, target tracking, a robotic exploration, a health care (especially, they find the usage in the scenarios considering monitoring elderly patients in a remote area), environment monitoring, a micro surgery, agriculture etc. [5] [6] . In many applications, WSNs may be formed by hundreds of nodes potentially situated in inaccessible locations and therefore, a battery recharge or replacement may be complicated [7] . An exhausted battery results in a node death, which can decrease the quality of the final decisions or even prevent a whole system from fulfilling its functionality. As the results, the attention of many scientists has been focused on an optimization of the energy consumption aspect in the last years [8] [9] [10] [11] . It is because an effective optimization can significantly increase the network lifetime of a WSN application [12] .
In [13] , the authors divide the architectures of a global event detection into three categories. The second and the third architecture require a complementary consensus algorithm to estimate aggregate functions in order to ensure a higher credibility of the measured outputs. These architectures do not assume the presence of a fusion center in a network. The implementation of this supplementary algorithm ensures a higher precision of the final decision on the observed phenomenon in many applications [14] . A decision made according to data obtained by independently-measuring nodes secures a more credible output than a decision made in terms of a single measurement and minimizes a change of an incorrect classification [14] . The importance of the consensus algorithm implementation for high-quality monitoring in WSNs is discussed in [15] .
Average Consensus Algorithm
Due to the character of the WSNs, the modern applications are often based on the implementation of distributed mechanisms. The algorithms of distributed computing substitute the older frequently-implemented centralized manner of the computation [14] . Despite its reliability and high precision, the centralized algorithms do not pose the optimal solution for the implementation into the systems formed by battery-constrained devices.
One of the most appropriate distributed algorithms for WSN applications is average consensus, which is a fully distributed iterative algorithm primarily for estimation the average from the values of all the nodes present in a network [16] . This algorithm does not require the presence of any fusion center. The nodes are able to estimate the average by a mutual exchange of their inner states with the nodes situated in the adjacent area. The average consensus algorithm is characterized by a high flexibility because its execution is modifiable by the chosen weight model [17] . The weight models differ from each other in several aspects, for example, we can list the convergence rate of the algorithm, the process of the initial configuration, the information that is necessary for its proper functionality, the robustness etc. [17] , [18] . In this paper, we focus on the Metropolis-Hasting model, which requires only the locallyavailable information for the initial configuration and therefore, it is one of the most preferred solutions for a real implementation into battery-constrained systems [19] .
As mentioned earlier, the average consensus algorithm is primarily proposed for the estimation of the average value. However, tiny modifications can ensure that the algorithm is able to estimate other aggregate functions. One of the other frequently-used applications is the estimation of the network size. The information about the number of the nodes in a network is crucial for a proper functionality of many distributed systems [20] . In this case, the execution of the average consensus algorithm is modified in such a way that one of the nodes has the initial value set to the value equaling 1 (it is called the leader) [21] . The other nodes are set to 0. Subsequently, the nodes converge to the value equaling the reciprocal of the size of a network [21] . However, this modification causes several problems. One of the most significant ones is how to appoint the most suitable node as the leader. It often requires the implementation of other complementary mechanisms to determine this, which is not the optimal solution for battery-constrained devices [21] . As shown later in this paper, a bad choice of the leader can significantly decrease the convergence rate of the algorithm. Thus, an improvement of the leader selection can significantly optimize WSN applications by removing the necessity for other complementary algorithms.
Motivation
All the previously-discussed problems motive us to propose an optimization mechanism of the MetropolisHasting weight model that improves the convergence rates, the number of the necessary messages and minimize the negative effect caused by an inappropriate choice of the leader. An optimization of these mentioned aspects can significantly accelerate and simplify the computation process and therefore optimizes the real-life applications of WSNs.
The choice of this weight model is affected by an effort to improve a weight model of the average consensus algorithm that finds the wide usage thanks to its specific character. The Metropolis-Hasting weight model fulfills these criteria because it does not require any global information about the network for its proper initial configuration and so it works in a fully distributed manner. Thus, it is an appropriate solution for an implementation into the WSNs. Thus, this was the main reason that motivated us to focus our research on this weight model.
In this paper, we introduce an optimized weight model derived from the Metropolis-Hasting weight model that improves the discussed aspects of this model. The optimized model modifies the weight matrix of the Metropolis-Hasting weight model by an additional step during the initial configuration. Thus, the weight matrix is initially configured twice. The first configuration is the default one defined within the Metropolis-Hasting weight model and the other one poses the novelty proposed by us. The other phase is based on recalculating the weights allocated to the adjacent nodes' incoming states at cost of decreasing the value of the weight of the inner states in a distributed way.
Paper Organization
In Sec. 2, we turn our attention to the latest papers related to the average consensus optimization. In the next section, we provide the mathematical tool used to model the average consensus algorithm executed in the WSNs, present the main features of this algorithm and adduce important theorems defined within the spectral graph theory. We also introduce concurrent weight models which the optimized weight model is compared with. In Sec. 4, we introduce our optimized weight model, provide mathematical tools to model it and derive the convergence proof. In Sec. 5, we examine the optimization of chosen aspects ensured by the optimized weight model. We focus on an optimization of the average estimation, the network size estimation and the range of the convergence rates caused by the choice of the leader. We compare this optimization in three types of the networks -weakly, averagely and strongly connected. All of them consist of ten randomly generated networks. In Appendix section, we adduce the complete results obtained within our numerical experiments.
Related Work
This section is devoted to an insight into an optimization mechanism proposed for the average consensus algo-rithm. We introduce the latest papers dealing with optimization mechanisms.
In [19] , [22] [23] [24] [25] , the authors' attention focuses on the Metropolis-Hasting weight model (also in various applications as a complementary mechanism), which our optimized weight model is derived from. It was developed by Metropolis, Rosenbluth and Teller in 1953 and generalized by Hastings in 1970. It was originally defined within Markov chain Monte Carlo methods and proposed to simulate complex, non-standard multivariate distributions [26] . Its modification for the consensus achievement problem finds the usage in many applications due to its character. For its proper initial configuration, only locally-available information is required, i.e. the number of the neighbors of a particular node and the number of neighbors of the node from its adjacent area. This significantly simplifies the initial configuration phase. Thus, this weight model finds the usage in many applications. Additionally, it also poses a robust solution against a quantization noise [18] .
In [27] , an average consensus optimization based on the usage of the opportunistic inter-agent communication to achieve the consensus is presented. Each node is endowed by a local criterion determining when to broadcast the inner state to the nodes situated in the adjacent area. In paper [28] , a novel consensus protocol is presented that achieves the average state consensus for multi-agent systems in finite time. The protocol contains a linear and a non-linear term. The state consensus is achieved by the non-linear term, while the performance optimization is ensured by the linear term to some degree. The authors of paper [29] present an optimization mechanism based on a division of the computation process into two phases. The first one is the phase of reaching the local consensuses and the second one is the phase of reaching the global consensus. Within the first phase, a network is reorganized into geographically close areas so-called packs. Here, each node converges to the value equaling the average of all the nodes present in a pack. Subsequently, each pack appoints one of the nodes as the head, which communicates with the other heads and converges to the average value. The authors of [30] present a novel continuous-time dynamic average consensus algorithm for networks with the interaction that can be described by weight-balanced directed graphs of a strong connectivity. The nodes are able to track the average of the dynamic inputs with some non-zero steady-error. Its size is controlled by exploiting a design parameter. In [31] , a distributed algorithm for average consensus that solves the discrete-time average consensus problem on strongly connected weighted digraphs is presented. Its principle lays in the computation of the average value using the estimation of the left eigenvector associated with the zero eigenvalue of the Laplacian matrix. The authors of [32] built their optimization mechanism on the exploiting of the second-order neighbors. They focus their attention on both the continuous-time case, where the edges are chosen by solving a convex optimization problem formed by utilizing the convex relaxation method, and the discrete-time case, when the edges are chosen using the brute force method. In [33] , an optimization mechanism is presented that exploits the prediction of the future value of the inner states. This technique is based on the estimation of the states for the next iterations in terms of the values of the inner states from the previous iterations. The authors of [34] introduce IACA, which is a two-layer improved consensus algorithm of a multi-agent system. The authors propose a new distributed cost optimization method for loading shedding of an islanded microgrid considering cost. The technique solves distributed cost optimization of load shedding by exploiting the synchronization processing of IACA in the layer 2. The authors of [35] present an optimization mechanism minimizing the negative effects caused by a random packet loss. It is based on keeping track of the changes in the state variable, which the neighbors influence causes.
The papers [36] [37] [38] focus on the Maximum Degree weight model, which is a modification of the Constant weight model, and its applications. The Constant weight model is characterized by the parameter ε, which affects the convergence rate as well as the interval of the convergence. The higher value it takes, the faster the algorithm is. However, a too high value can cause the divergence of the algorithm. The divergence is a type of a failure when the convergence is not reached. Instead of it, the nodes diverge to infinite large values [39] . This error poses a serious problem that stunts a whole network [39] . The Maximum Degree weight model is based on the setting of the parameter ε to the value equaled to the reciprocal of the number of the neighbors of the best-connected node in a network. The initial configuration requires the knowledge about this value and therefore, it is necessary to implement a supplementary mechanism to determine it [19] .
In [18] , [40] , the Best Constant weight model is discussed. Its optimized version is based on the utilization of the knowledge about the second smallest and the largest eigenvalue of the Laplacian matrix [18] . To compose it, it is necessary to know the information about the complete network topology. Thus, this weight model requires a particular centralization for its optimization.
Modeling of Average Consensus Algorithm in WSNs
In Sec. 3.1, we introduce the used mathematical model of the WSNs executing the average consensus algorithm and the main features of this algorithm. In Sec. 3.2, we discuss and mathematically describe the concurrent weight models of average consensus with which our optimized weight model is compared.
Used Mathematical Model
In order to model the WSNs, a mathematical tool defined within the spectral graph theory is used [41] , [42] . A WSN is considered to be an indirect finite graph defined as G = (V,E). The set V is formed by all the vertexes, which are representatives of the particular nodes. Each node is labeled by the unique identity number v i . We assume that the nodes are labeled with the numbers 1, 2,...,N, where N is the size of a network and therefore |V| = N. The mutual connectivity between the nodes is indicated by the existence of an edge. The set E⊂VxV consists of all the edges present in a graph. The edge is labeled as (v i ,v j ) or e ij . We assume the range homogeneity of the nodes and therefore the following statement holds:
There are several tools to describe a network topology within the spectral graph theory. One of them is the Laplacian matrix for a description of the mutual connectivity among the nodes. It is a square symmetric matrix defined for all the indirect graphs as follows [43] :
Here, d i is the degree of a vertex v i and so, the number of the corresponding node's neighbors. Except for the mutual connectivity, the Laplacian matrix provides other useful information about the topology. Let us focus on the following sentence [44] : According to Lemma 1, only the networks with the Laplacian matrix whose second smallest eigenvalue is not equaled to 0 are connected. In the case when µ 2 (L) equals 0, the average consensus algorithm does not estimate the average from the values of all the nodes but estimates the set of the local averages in each connected subpart of a graph. Therefore, we assume only topologies whose second smallest eigenvalue of the Laplacian matrix is not equaled to 0. The knowledge about the exact value of µ 2 (L) and µ N (L) is necessary for the optimized initial configuration of the Best Constant weight model [26] . A configuration of this model with a smaller positive value ensures the convergence but the execution of the algorithm is slower [18] .
As mentioned above, the average consensus algorithm is an iterative distributed algorithm based on a mutual exchange of the current states among the nodes. The algorithm is modeled by the difference equation defined as follows [45] :
Here, W ⊂ L is a weight matrix of the algorithm and the time-variant vector x(k) ∈ R N  1 gathers all the inner states at kth iteration. We assume that the initial states are labeled as k = 1. The elements of W depend on the used weight model. This matrix also provides useful information about the network topology. The following lemma says about the connectivity of the topology [44] :
Within the spectral theory, it is defined that the value max{λ 2 (W) , -λ N (W)} equals the spectral radius ρ of the matrix determined as the difference between the matrix W and matrix defined as 1/N·1×1
T [46] . Thus, in terms of the previous statement, we can write as follows:
Let us focus on the features of the weight matrix W. According to [47] , the weight matrix W is required to hold the following conditions:
Here, the vector 1 is a column vector whose all elements are equaled to 1 (its size is implicitly assessable from the previous context). Fulfilling the formula (7) ensures the convergence of the average consensus algorithm, meanwhile, the formulae (5) and (6) imply that the weight matrix is doubly stochastic (sometimes, labeled as bistochastic) and determines the convergence point [47] . These two formulas also implicate the following statement:
Within our analysis, we use also another descriptive tool defined within the spectral graph theory. It is called the adjacency matrix A ∈ {0, 1} N  N and contains the information about the mutual connectivity between the pairs of the nodes. It is a diagonally symmetric matrix of a square shape for all the indirect graphs. The direct connection (i.e. the existence of an edge) is indicated by the presence of 1 in the corresponding position. Thus, the presence of 0 is an indicator that two nodes are not directly connected to one another. Mathematically, the adjacency matrix is defined as follows [48] :
Another useful tool is the identity matrix I ∈ {0,1} N  N defined as (10) [49] . In literature, also the other notation I = diag(1,1,….1) can be found.
Usually, a lower index is allocated to indicate its size (the label I N indicates that the underlying matrix has the size equaled to the number of the size a network).
As mentioned earlier, the average consensus algorithm is an iterative algorithm (regardless of the used weight model) executed in such a way that the nodes converge to the value determined as the average calculated from all the initial values [50] . Therefore, this behavior can be described as follows [45] :
Only the existence of this limit ensures the convergence of the average consensus algorithm. As mentioned, it is achieved by using such a weight matrix that holds the conditions (5-7) [46] .
As the algorithm convergences to the value in the infinite [51] , it is necessary to implement a mechanism indicating the consensus. We use the mechanism defined as follows:
Here, the parameter δ determines the precision. Its higher values ensure a higher precision at the cost of a slower convergence rate. In our experiments, we assume that its value is equaled to 0.0001.
Concurrent Weight Models
As mentioned, we compare our optimized weight model with other three concurrent ones. In order to distinguish these models from each other, the weight matrix of a particular model has an upper index with the abbreviated name of the model. We use the following abbreviations:
 The first examined model is the Metropolis-Hasting weight model whose weight matrix is defined as follows [19] , [22] [23] [24] [25] :
As mentioned, our contribution optimizes this model.
The second model is the Maximum Degree weight model. It is derived from the Constant weight model in such a way that the weighting parameter ε is set to the value equaling the reciprocal of the degree of the best-connected node. Therefore, it is defined as follows [36] [37] [38] :
Within the initial configuration phase, this model requires each node in a network to be aware of the number of the neighbors of the best-connected node. In order to get this information in a distributed manner, it is necessary to implement a complementary algorithm [19] .
The last examined model is called the Best Constant weight model. We assume its optimized variant even though it requires the information about the second smallest and the largest eigenvalue of the Laplacian matrix. It is defined as follows [40] :
Biphasically Configured MetropolisHasting Weight Model
In this section, we introduce our Biphasically configured Metropolis-Hasting weight model. In Sec. 4.1, we explain the model mechanics and provide the mathematical description. In Sec. 4.2, the convergence conditions are presented.
Principle of Biphasically Configured Metropolis-Hasting Weight Model
This subsection focuses on an introduction of the main features of our optimized weight model. As mentioned above, it is called the Biphasically configured Metropolis-Hasting weight model and is derived from (as its name implies) the Metropolis-Hasting weight model. As already discussed, the Metropolis-Hasting model is appropriate for the implementation into real-life applications thanks to its simplified demands for the initial configuration. In order to correctly fulfill its functionality, each node has to be aware of the number of its neighbors as well as the number of the neighbors of the adjacent nodes. Thus, only locally available information is necessary for the correct initial configuration. There are several approaches to obtain this information (centralized one, distributed one assuming a phase when this information is distributed in the adjacent area, a manual configuration etc.). The most appropriate solution depends on a particular application.
Our optimized weight model is based on rephrasing the initial configuration process of the Metropolis-Hasting weight model into two phases. The first phase is identical to the default configuration of the Metropolis-Hasting weight model. The other phase consists of a recalculation of the weights allocated to the incoming values from the adjacent nodes. Within this phase, each node determines when to do this recalculation according to its unique identity. Thus, each node has to be additionally aware of the diagonal value of the weight matrix W BMH corresponding to all its neighbors -this value is locally available. The recalculation of W BMH has to be executed sequentially, i.e. the node with the identity number equaled to 1 initiates the whole process, updates the matrix W BMH (the active node updates its inner updating rules as well as informs its neighbors about new weights) and only then the node 2 can start the recalculation. Thus, we assume the variability of the weight matrix W BMH (a) during the second phase of the configuration process. The parameter a takes the values from 1, 2,…,N and labels the active node (i.e. the one that is allowed to make the recalculation) as well as the round of the recalculation process (we assume that W BMH (0) = W MH and each label of the round corresponds to the unique number of a node). Thus, we label the node currently allowed to make the update as v a . The length of the recalculation process is determined by the size of a network (i.e. the process lasts N rounds).
Let us define the set Ν a gathering all the nodes from the adjacent area of v a . So, we can write as follows:
At the round when a node v a is allowed to update W BMH , it has to be aware of the current value in the diagonal corresponding to it and all its neighbors. These values represent the weights of the current inner state. Subsequently, v a calculates the growth coefficient defined as follows:
The choice of the minimal value from the weight of the inner state of the active node and the sum of weights of the inner states of its neighbors ensures that the growth coefficient is never greater than 1. Thus, the convergence of the weight model regardless of the underlying topology (see Sec. 4.2) is guaranteed.
Subsequently, the node currently making the recalculation decreases the weight of its inner state to the minimal possible value (the ideal scenario is when this weight is equaled to 0 after finishing this procedure) and distributes this value among the neighbors in terms of the weights of the inner states of these nodes. From the central view, this procedure is described according to the following rules:
for .
This formula describes an increase of the weights of the incoming values of the adjacent nodes. Their values are increased with the value equaled to the diagonal value of the adjacent nodes (i.e. the weight of their inner states) weighted by the growth coefficient. The Metropolis-Hasting weight model assumes a doubly stochastic matrix (i.e. an edge e ij is allocated only one weight -the incoming state of v a and v i is weighted with the same value) and therefore, it is necessary to preserve this condition:
After all the neighbors are allocated a new weight, the nodes with an increased weight have to decrease their diagonal value by the increase of their incoming value weight. Otherwise, the convergence conditions may not be preserved. From the central view, it is possible to describe the previous procedure using tools defined within the spectral graph theory as follows:
After all the nodes execute the recalculation described above (this procedure is repeated for all N nodes), the weight matrix for Biphasically configured MetropolisHasting weight model is completed and the average consensus algorithm can be executed according to (3).
Convergence Proof
In the following subsection, we provide the sufficient conditions for the convergence of average consensus algorithm. The average consensus algorithm whose weights are symmetric can be described using a weighted graph [52] . The non-zero elements of its adjacency matrix A WG are allocated a strictly positive weight [A WG ] ij = w ij . Subsequently, it is possible to derive the weighted Laplacian matrix as [52] :
Here, the d WG is a weighted degree vector formed by the value of the degrees of the nodes. The weighted degree vector is defined as follows [52] :
Firstly, we show that the weights of the MetropolisHasting weight model (13) ensure the convergence of the algorithm regardless of the underlying topology. Within the spectral graph theory, it is defined [52] that W = I -L WG and therefore, W is doubly stochastic with an eigenvalue with the magnitude equaled to 1 and associated to the eigenvector with the values N -1/2 . Furthermore, the matrix L WG is semidefinite and fulfills the following statement [52] :
Thus, the convergence condition (7) can be reformulated as follows [52] :
 Multiplicity of the zero eigenvalue of L WG has multiplicity one. The second statement is satisfied for all the connected graphs. It can be confirmed using the quadratic form defined as follows [52] :
The vector v is an eigenvector associated to the weighted Laplacian matrix L WG . As seen, the quadratic form is equaled to the zero value if and only if v i = v j. This statement is valid for the weights of the positive values. This requirement is met by the unique normalized vector
. Let us focus on the first constraint. As (21) and (22) hold, the eigenvalues λ WG satisfy the following condition according to Gershgorin circle theorem, which is defined as follows [53] :
The parameter d i WG is the weighted degree of the node i defined as:
The value also presents the ith row of the vector d i WG . In particular, the following statement is valid [52] :
Thus, d i WG ≤ 1 is a sufficient condition for the average consensus algorithm to convergence for all i [52] (when a graph is neither bipartite nor regular). Since it is improbable that the graph describing a WSN is bipartite regular [52] , we do not deal with these critical graph topologies. From (13) , it is clear that this condition holds for each topology. Thanks to the expression in the numerator in (17), our recalculation always ensures d i WG ≤ 1. It secures that the sum in both the rows and the columns does not change despite the recalculation. This guarantees the convergence conditions for our mechanism.
Let us analyze the functionality of our optimized weight model. The minimal value from two parameters in the numerator of (17) There can be a scenario when v a can increase the weights of the incoming values of its adjacent nodes with a value that causes some of its neighbors to achieve a negative value in the diagonal after (20) . In this scenario, the growth coefficient χ is greater than 1, which results in d i WG > 1. Therefore, parameter
aj ensures that the growth coefficient never exceed the value 1 and so, the convergence conditions are always preserved. The procedure in (20) must be executed in order to keep the weight matrix W doubly-stochastic. This step secures that (5) and (6) always hold.
Numerical Experiments and Discussion
In this section, we present the results of the numerical experiments executed in Matlab R2015a. All the used software was designed by the authors of this paper. In our experiments, three sets of networks are assumed with randomly generated topologies. We assume weakly, averagely and strongly connected networks. Each set consists of 10 unique topologies with the size of 200 nodes. Due to the limited range of the paper, only one representative of these sets is shown in Fig. 1, Fig. 2 and Fig. 3 respectively. The networks were generated as follows: each free position within the working area of a square shape was allocated the probability equaled to the reciprocal of the number of free positions. Thus, the choice of the position where a node was placed had a uniform distribution. Subsequently, the nodes situated in the transmission range of each node were labeled as its neighbors (i.e. there is an edge between them). In order to ensure a various average connectivity, the transmission range was changed. In order to evaluate the achieved optimization, we compare our mechanism with other discussed weight models. We compare it with the Metropolis-Hasting weight model, the Maximum-degree weight model, and the Best Constant weight model. These models were chosen because all of them are classified as constant weight models [25] , frequently-used and discussed in other papers and optimize average consensus with a similar principle as our mechanism.
Estimation of Average Value
Within the first experiment, we examine the convergence rates and the number of the required messages. In this section, we draw our attention to the average estimation, compare our mechanism with the concurrent weight models and show the difference in the number of the messages that are necessary for the average consensus algorithm to achieve the consensus for each model.
As the initial configuration of our optimized weight model depends on the placement of the identity numbers, we use randperm, which is a built-in function in Matlab to generate a vector with a random position of the numbers. Therefore, in order to ensure a higher credibility of our conclusions, our mechanism was executed 100 times (each execution is characterized by a shuffled set of the identity numbers) in each topology.
In Tab. 1, our optimized weight model is compared with three other examined weight models. A positive value means an improvement ensured by our mechanism, meanwhile, a negative value indicates that a concurrent model achieves a faster convergence rate. We label these scenarios as positive, respectively, negative optimization. In Tab. 1, we have shown the average (calculated as the average value of the optimization of all ten networks within one set of the networks), the maximal (the optimization achieved in the network where the algorithm is optimized most significantly) and the minimal optimization (the optimization achieved in the network where the algorithm is optimized worse or even negatively) as well as the range of the optimization (all are expressed in %). Within this comparison, the average calculated from 100 convergence rates obtained within these executions is chosen as a representative of 100 executions of the Biphasically configured Metropolis-Hasting weight model. The complete results are shown in Appendix A. The column labeled as CR contains the convergence rates expressed as the number of the iterations. The column OPT [%] is formed by the relative optimizations [%] of our mechanism compared with the concurrent weight models.
We can see from the results that our optimized weight model achieves a faster average convergence rate compared with all the concurrent models in all the sets of the networks. However, the Best Constant weight model achieves a faster rate in one of ten strongly connected topologies. The optimization is the most significant compared with the Maximum Degree weight model. Its average value ranges from 40.08% to 54.60%. The optimization of the Metropolis-Hasting model is from the range 8.19% to 15.45%. In this case, the most important fact is that our optimized weight model achieves a faster convergence rate in all the networks. The Best Constant weight model is optimized in the range 14.24% to 23.25%. Furthermore, we can see that (for all the weight models) the less connected the networks are, the higher average optimization our mechanism ensures. Let us focus on the range of the optimization (calculated as the difference between the maximal and the minimal optimization within one set). We can observe that this parameter achieves the highest value for the Best Constant weight model in all the sets. In Appendix A, we have also shown the number of the messages necessary for the average consensus algorithm to be completed. Since this parameter is closely related to the convergence rate, we do not provide a separate analysis.
Consequently, we analyze the effect of a random shuffle of the identity numbers on the convergence rates. The position of the identity numbers can affect only our optimized weight model -the other ones do not assume this value during the configuration process. In Fig. 4 , we have depicted the range of the convergence rates calculated from the convergence rates obtained within 100 reparations (we depict the value of the ratio: the range/the average convergence rate expressed in % because the convergence rates differ from each other in different topologies).
We can see that the range does not exceed 9 % of the average value in any case. This primarily affects the convergence rate in the weakly connected topologies. In the averagely and the strongly connected networks, its impact is negligible except for one topology of a strong connectivity.
In the following part, we examine whether this shuffle can cause that there is an execution whose convergence rate is slower than the convergence rate of one of the concurrent models. Thus, we depict the slowest scenario within the Biphasically configured Metropolis-Hasting weight model with the fastest concurrent model in order to show that a shuffle does not cause a negative optimization when the average optimization is positive. The mentioned comparison for each set of the networks is depicted in Fig. 5 (weakly connected networks) , Fig. 6 (averagely connected networks) and Fig. 7 (strongly connected networks).
The white column represents the slowest convergence rate within the Biphasically configured Metropolis-Hasting weight model, while, the black one represents the fastest concurrent weight model.
We can see that a positive optimization is preserved in all the cases when a positive average optimization is. Thus, a random allocation of the identity numbers has only a minimal impact on the convergence rate. 
Estimation of the Network Size: Convergence Rate Optimization
The second experiment is focused on the network size estimation. We examine the optimization ensured by our optimized weight model in the same topologies used in the previous experiment. In the first part of this section, an examination of the convergence rate optimization achieved by our optimized weight model is presented. As discussed in Sec. 1, one of the aspects by which the network size estimation differs from the average estimation is the necessity of the choice of the leader. Thus, in order to ensure a generality of the simulation results, the average consensus was repeated 200 times (i.e. executions use different leaders -200 times = 200 leaders). Consequently, the convergence rates of the Maximum Degree, the MetropolisHasting and the Best Constant were examined. Within our first analysis, we choose the average of these values as a representative of the convergence rates. When the Biphasically configured Metropolis-Hasting was examined, the experiment was repeated 200 times for each shuffle. Therefore, within one topology, we made 200·100 = 20 000 executions. Here, the average was again chosen as a representative. In Tab. 2, we have shown the optimization of our optimized weight model compared with the concurrent ones. In Appendix B, the complete results are depicted. As in the previous experiment, also the number of the messages is depicted in Appendix B. We can see from the results that our mechanism again achieves a positive average optimization in all the cases. However, the Best Constant achieves a faster convergence rate in two strongly connected networks. The Maximum Degree (the averages are in the range 41.80% -55.05%) and the MetropolisHasting (within the range 7.87% -16.62%) are optimized similarly as in the previous experiment (in the strongly connected networks, the MD achieves a small positive deviation) and with the same character compared with the average estimation. Like in the first experiment, the Metropolis-Hasting weight model is positively optimized for each network. Regarding the Best Constant weight model, the optimization is not as significant for the averagely and strongly connected networks as in the previous experiment (8.19% -23.50%). The worst average results are obtained for the averagely connected networks in contrast to the first experiment, where a higher connectivity results in a higher optimization. Like in the first experiment, the optimization range is the widest for this model.
In the next part, we examine the impact of a random shuffle on the range of the convergence rates like in the first experiment. The character of this phenomenon is similar to the one from the previous experiment but the values for some networks are higher (see Fig. 8 ).
Furthermore, in order to show that there is no slower rate (when the average positive optimization is achieved) than the fastest concurrent model, Fig. 9 (weak connectivity), Fig. 10 (average connectivity) and Fig. 11 
Estimation of the Network Size: Impact of the Leader Choice
In the last experiment, it is examined how the choice of the leader affects the convergence rates of the algorithm. We choose the range of the obtained convergence rates as a quality indicator of this aspect. The ideal scenario would be the range equaled to 0. However, this state is unreachable for complicated structures and therefore, we compare the value of the range of our optimized weight model with the concurrent weight models. Its smaller value means that the choice of the leader has a smaller impact on the convergence rate -which is the desired outcome. The experiment is again executed on our optimized weight model, the Maximum Degree weight model, the Metropolis-Hasting weight model, and the Best Constant weight model. In Tab. 3 and Appendix C, we show the optimization of our mechanism for all the topologies. We can see that our optimized weight model achieves a positive optimization for all 30 networks. Fig. 15 (Best Constant weight model), we have shown the results of one of the examined topologies in order to illustrate this problem. We have depicted the convergence rates for each node and highlighted the range calculated as the difference between the slowest and the fastest convergence rate. We can see from the figures that our optimized weight model achieves the smallest range and therefore, it is the best also in this aspect for the examined topology. Regarding the results from 30 networks, the best optimization is achieved in the weakly connected networks, meanwhile, the worst one is observed in the network of the average connectivity regardless of the examined model. The Maximum Degree weight model is optimized in the range (45.61% -53.08%), the Metropolis-Hasting weight model in the range (8.51% -15.41%), and the Best Constant weight model in (46.80% -52.02%). Thus, as seen from the results of all the executed experiments, the best optimization within all three optimized aspects is achieved for the optimization of the impact of the choice of the leader.
Conclusion
In this paper, we present an optimized version of the Metropolis-Hasting weight model called the Biphasically configured Metropolis-Hasting weight model. We examined the achieved optimization compared with other constant concurrent weight models (Maximum degree weight model, Metropolis-Hasting weight model, Best Constant weight model). In our analysis, we focused on the estimation of the average value, the estimation of the network size and the impact of the choice of the leader. The improvement ensured by our optimized weight model was demonstrated in randomly generated networks with a weak, an average, and a strong connectivity. According to the depicted results, the optimization achieved by our optimized weight model poses a significant improvement of the computation process of the average consensus algorithm. 
