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Quantum tomography is a process of quantum state reconstruction using data from multiple
measurements. An essential goal for a quantum tomography algorithm is to find measurements
that will maximize the useful information about an unknown quantum state obtained through
measurements. One of the recently proposed methods of quantum tomography is the algorithm
based on rank-preserving transformations. The main idea is to transform a basic measurement set
in a way to provide a situation that is equivalent to measuring the maximally mixed state. As long
as tomography of a fully mixed state has the fastest convergence comparing to other states, this
method is expected to be highly accurate. We present numerical and experimental comparisons
of rank-preserving tomography with another adaptive method, which includes measurements in
the estimator eigenbasis and with random-basis tomography. We also study ways to improve the
efficiency of the rank-preserving transformations method using transformation unitary freedom and
measurement set complementation.
PACS numbers: 03.65.Wj, 03.67.-a, 02.50.Ng, 42.50.Dv
I. INTRODUCTION
Quantum state tomography is now ubiquitous in the
practice of any quantum experimentalist. The goal of this
procedure is to provide an estimate ρˆ of a density matrix
for an unknown quantum state ρ, given the measurement
data [1]. The measurements have to be performed in sev-
eral bases and need to form a tomographically complete
set to allow for unambiguous determination of all the ma-
trix elements of the density matrix. Since the measure-
ment outcomes are probabilistic, one needs to perform
them on many identically prepared copies of the quan-
tum system and register many outcomes to reduce the
statistical uncertainty of the estimation. The ultimate
goal of quantum state tomography protocol design is to
maximize the precision of estimation and minimize the
required experimental resources.
A traditional and still most common practice is to use
tomographic protocols with a fixed set of measurements
which is independent of the estimated state, we will call
such protocols static. A static family also includes proto-
cols, where measurements are chosen at random. Static
protocols are a good choice in experimental scenarios
where only a limited set of measurement operators may
be realized, or where changing the measurement basis is
a challenging procedure.
An important figure of merit for protocol optimiza-
tion is the total number of measurement outcomes N
one has to register to reach the desired level of estima-
tion accuracy. It is relevant in the experimental scenario
where the low event generation rate is the limiting fac-
tor. For static protocols, one may try to optimize the
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choice of measurement operators to improve the accu-
racy for a given N providing statistically efficient proto-
cols [2]. The ultimate limits on statistical efficiency are
known [3, 4] and correspond to the infidelity 1− F (ρˆ, ρ)
between the estimate and the true state scaling as α/N ,
where the prefactor α depends on the dimensionality and
rank of the system. These limits are only achievable with
adaptive tomographic protocols, where the choice of mea-
surements depends on the information obtained from the
previous outcomes.
There are numerous variants of adaptive strategies
for quantum tomography (see [5] for a review), and
most of them provide quadratic improvement in the infi-
delity scaling approaching the theoretical optimum [3, 6–
13]. However the search for simple and computation-
ally inexpensive adaptive procedures for state estimation
continues and new protocols are proposed continuously.
One of such proposals was recently made in [14] with
a quite extravagant analogy to Lorenz transformations
and claims of statistical “super-efficiency”. Here we ex-
perimentally investigate this protocol and compare it to
the known adaptive strategies in terms of the infidelity
scaling with N .
II. THEORY
Quantum measurements are characterized by a
POVM—positive operator-valued measure M. For pro-
jective measurements in some D-dimensional basis, a
POVM is defined as a set of D rank-1 projectors onto
vectors |ϕγ〉 from this basis: M = {|ϕγ〉〈ϕγ |}Dγ=1. By
definition, POVM elements Mγ ∈M are Hermitian non-
negative operators that sum to unity:∑
γ
Mγ = 1D, (1)
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2where 1D is a D-dimensional identity matrix. Note,
that a single-basis POVM is not tomographically com-
plete, i. e., it is insufficient to determine an unknown state
uniquely. Therefore, several bases should be concate-
nated into one complete POVM.
The probability pγ of obtaining an outcome γ with the
system being in a state ρ can be found via the Born rule:
pγ = Tr(Mγρ). (2)
A. Unknown state estimation
One of the methods to estimate an unknown quantum
state ρ is the maximum likelihood estimation (MLE) [15].
The point of the method is to introduce a func-
tion L(D, ρ) that determines the probability of obtain-
ing an outcome sequence D if the system is in a state ρ:
L(D, ρ) ≡ prob(D|ρ). The state ρˆ = argmaxρ L(D, ρ)
that provides the maximum of L for the measured data D
is accepted as an estimator.
For example, in experiments with photon counting,
where each measurement Mj has an exposition time tj ,
and assuming Poissonian counting statistics, the likeli-
hood function can be expressed as a product of Poisso-
nian terms:
L(D, ρ) =
∏
j
(Ipj(ρ)tj)
nj
nj !
exp [−Ipj(ρ)tj ]. (3)
Here I is the source intensity, nj is the number of de-
tected photons for the measurement Mj , and D = {nj}j .
In further numerical simulations and experimental data
analysis we use precisely this definition of the likelihood.
The maximum of the likelihood function can be found by
an iterative algorithm as described in Ref. [16].
The difference between density matrices is usually
quantified by fidelity F (ρ, ρˆ) = Tr2
√
ρ1/2ρˆρ1/2. Given
the fidelity, metrics on the state space can be constructed.
One possible choice is the squared Bures distance [17]:
d2B(ρ, ρˆ) = 2− 2
√
F (ρ, ρˆ) ≈ 1− F (ρ, ρˆ), (4)
where the last approximate equality holds for small dis-
tances, d2B  1.
B. Rank-preserving transformations
In this section, we review the adaptive quantum state
estimation protocol proposed in Ref. [14]. The authors
of the original paper rely on an isomorphism between a
qubit Bloch vector and an energy-momentum 4-vector of
a material point. They use a Lorentz-boost transforma-
tion to find measurement operators for a qubit case and
then generalize the protocol to higher dimensions. How-
ever, we do not resort to Lorentz maps and reformulate
the protocol in terms of rank-preserving transformations.
Let us start with the fact that for any given static
protocol, the most precise reconstruction of the true
state is achieved when this state is the maximally mixed
one [14]: ρ∗ ≡ 1D/D, where D is the Hilbert space di-
mension. Hence, the main idea of the rank-preserving-
transformation protocol is to change the measurements
such that the outcome probabilities pγ are equal to the
case of measuring a fully mixed state. To fulfill this con-
dition, we need to transform the measurements from Mγ
to Mnewγ in the following way:
Tr(Mnewγ ρ) = Tr(Mγρ∗). (5)
POVM elements Mγ are positive by definition, so their
transformation can be written as a completely positive
(CP) map of a general form [18]:
Mnewγ =
∑
i
LiMγL
†
i , (6)
where Li are called operator elements or Krauss opera-
tors. The choice of Li for a given map is not unique.
Therefore, a Krauss rank of a map is defined as the min-
imal possible number of Li.
Usually, experimenters deal with projective rank-1
measurements, where Mγ = |ϕγ〉〈ϕγ | (our experiment
is neither an exclusion). Hence, we consider only this
class of measurements throughout the paper. Now we
show that if the map (6) always produces rank-1 out-
puts Mnewγ for all rank-1 inputs Mγ , then its Krauss rank
is equal to one, and vice versa. Indeed, if Mγ = |ϕγ〉〈ϕγ |,
then each term of the sum is a projector onto a vec-
tor Li|ϕγ〉. The output Mnewγ will have unity rank, iff
vectors Li|ϕγ〉 span the same one-dimensional subspace,
i. e., ∀ i, j : Li|ϕγ〉 = cijLj |ϕγ〉, where cij are some con-
stants. Provided arbitrary |ϕγ〉, the last equality holds,
iff Li = cijLj—all operators differ from each other only
by a constant factor. Therefore, they can be replaced by
a single operator L, meaning that the map (6) has unity
rank:
Mnewγ = LMγL
†. (7)
Since the trace action allows for cyclic permutations of
arguments, after substitution of (7) into (5) we get:
Tr(Mnewγ ρ) = Tr([LMγL
†]ρ) =
Tr(Mγ [L
†ρL]) = Tr(Mγρ∗), (8)
from which we find
ρ∗ = L†ρL = LρL†, (9)
where L = L† is an adjoint operator. The ob-
tained expression imposes additional constraints on L
because the density matrices ρ and ρ∗ have a full rank:
rank ρ = rank ρ∗ = D. Indeed, the rank of a prod-
uct does not exceed the ranks of factors: rankAB 6
3min(rankA, rankB) for some square matrices A and B.
By applying this inequality to Eq. (9),
rank ρ∗ = D 6 min(rank ρ, rankL) = rankL 6 D, (10)
we conclude with the necessity that rankL = D. There-
fore, the desired transformation (7) or (9) includes a mul-
tiplication by a full-rank matrix L, thus, it preserves the
rank of the argument, and hence its name.
To find an explicit form of L we need a spectral de-
composition of the density matrix ρ:
ρ = UΛU†, (11)
By combining Eqs. (9) and (11) we get:
ρ∗ = 1D/D = LUΛU†L†. (12)
Finally, a general expression for the desired transforma-
tion matrix is:
L = 1√
D
1√
Λ
U†. (13)
Let us summarize the flow of rank-preserving-
transformations protocol:
1. Using the recipe (13), find a transformation (9) that
brings a current maximum likelihood estimator ρˆ to
the fully mixed state ρ∗.
2. Apply the adjoint transformation (7) to the ba-
sic measurement operators Mγ to obtain the new
set Mnewγ .
3. Measure Mnewγ and update MLE ρˆ according to the
detected outcomes.
4. Repeat the procedure (go to step 1) until all state
copies are measured, otherwise stop.
We emphasize that the transformation in step 2 depends
on the current estimator ρˆ. As tomography proceeds, ρˆ
approaches the true state ρ, therefore, the measurements
Mnewγ adapt to the true state.
An interesting analogy between the obtained trans-
formation in the case of qubits and Lorentz transfor-
mations of the special relativity theory was noticed in
Ref. [14]. Let us identify the Bloch vector components
si of the state ρ together with Tr ρ = 1 with an energy-
momentum 4-vector of a corresponding relativistic parti-
cle {Tr ρ, s1, s2, s3}. Then the transformation (9) of the
state is equivalent to a Lorentz boost from a lab reference
frame to the particle rest frame. Accordingly, measure-
ment projectors are transformed as if we looked at them
from the reference frame, associated with a relativistic
particle traveling in the direction indicated by the Bloch
vector representing the estimator ρˆ.
Note that a fully mixed state ρ∗ is invariant under
unitary transformations. So we have the freedom to left-
multiply L by an arbitrary unitary matrix V :
ρ∗ = V ρ∗V † = V LρL†V † = L′ρL′†,
L′ = V L. (14)
This unitary freedom is equivalent to a rotation of the
initial measurement set as a whole: M ′γ = V
†MγV . In
our simulations, we tried to analyze the effect of mul-
tiplication by random unitary matrices on tomography
convergence but observed no significant influence outside
the statistical error range.
C. Complementation to the decomposition of unity
In general, the transformations described in Sec-
tion II B are not unitary, and the modified set of mea-
surements Mnewγ = LMγL
† can violate the POVM nor-
malization requirement:
S ≡
∑
γ
Mnewγ 6= 1D. (15)
This raises a question, how the set Mnewγ can be comple-
mented to recover a decomposition of unity.
We studied two possible approaches. Corresponding
protocol modifications will be designated by RankP-B
and RankP-M (the letter B stands for “basis”, M—for
“minimal”). The first one (RankP-B) is to complement
each measurement operator Mnewγ ≡ |ϕγ,1〉〈ϕγ,1| to a
random basis {|ϕγ,j〉〈ϕγ,j |}Dj=1. This procedure results
in an increasingly overcomplete measurement set with
growing dimensionality. Another way (RankP-M) is to
append a single basis {M cmplj }Dj=1 to the whole measure-
ment set {Mnewγ }γ as follows. Firstly, we normalize the
original measurements by the maximal eigenvalue µmax
of the sum S (15): M ′γ = M
new
γ /µmax. Then we calcu-
late a spectral decomposition of the difference between
the identity matrix and the scaled sum:
1D − S
µmax
=
D∑
j=1
λj |ϕj〉〈ϕj |. (16)
Finally, additional measurements are expressed as fol-
lows:
M cmplj = λj |ϕj〉〈ϕj |. (17)
The obtained measurement set again satisfies the POVM
normalization requirement:
∑
γM
′
γ +
∑
jM
cmpl
j = 1D.
We note that due to the non-unitarity of the trans-
formation to the modified measurements Mnewγ and fol-
lowing (15), it becomes impossible to estimate the total
intensity I of a photon source only from the measured
counts if Mnewγ are not complemented. Therefore, we
have to independently measure the intensity I to be able
to estimate an unknown quantum state via the likelihood
function (3).
D. Normalization and measurement time
Broken POVM normalization is not the only unwanted
effect of the measurement transformation. Even with
4(a) Initial view. (b) View after a single
transformation.
FIG. 1. Bloch sphere with vectors, corresponding to the
measurements (light blue dots), the true state (green arrow),
and the current estimator (blue arrow). The initial measure-
ment set and corresponding vectors are perfectly normalized
(Fig. 1a). After the transformation (7) this normalization is
broken (Fig. 1b). Thus, a consequent manual normalization
is required, and the unnormalized vector length is interpreted
as a measurement exposition time.
complemented Mnewγ , the normalization of each element
may be violated:
Tr(Mnewγ ) 6= 1. (18)
If we put the vectors, corresponding to Mγ , on a Bloch
sphere, then generally after the transformation, these
vectors will no more point to the surface of the sphere,
as shown in Fig. 1 [19].
However, the real experimental setup always performs
measurements corresponding to the normalized projec-
tors, so a manual rescaling of Mnewγ is required. In order
to keep the likelihood value (3) unaltered after the rescal-
ing, we notice that the probabilities pj are always mul-
tiplied by the exposition times tj . Therefore, the value
of TrMnewγ is interpreted as an exposition time tγ of the
corresponding normalized measurement.
An example of the evolution of the normalized mea-
surement vectors, while the estimator ρˆ refines, is shown
in Fig. 2. As one can see, with increasing number of
iterations the vectors move closer and closer to the direc-
tion, which is orthogonal to the true state. At the same
time, the length of the corresponding unnormalized vec-
tors (not shown in the figure) becomes larger, meaning
that the required exposition time increases.
III. SIMULATIONS AND EXPERIMENT
A. Numerical simulations
We performed numerical simulations of single-qubit to-
mography with the rank-preserving-transformations pro-
tocol (RankP), random measurement strategy (Ran-
dom), and measurements in the eigenbasis of the cur-
rent estimator (Eigen) [7, 20]. We emphasize that RankP
protocol requires a selection of some “underlying” set of
measurements, subject to the transformation. We have
chosen these measurements to be projectors correspond-
ing to the vectors of mutually unbiased bases (MUB) [21].
For a physical realization of qubits as polarization states
of single photons the corresponding vectors are
{H,V,D,A,R,L}, (19)
where {H,V } stands for the horizontal and vertical po-
larization, respectively, {D,A} are ±45◦-linearly polar-
ized states, {R,L} are right and left circularly polarized
states. A distinguishing feature of MUB is that the mea-
surement performed in one basis does not provide any in-
formation about the measurement outcomes in any other
basis. Measurement in MUB maximizes the information
extracted about the unknown state on the first iteration
and provides a good starting point for further adaptive
algorithm operation.
Simulation results are presented in Fig. 3, where av-
eraged dependencies of a qubit-tomography error on the
number N of input state copies are demonstrated. As
mentioned in the section II C, the POVM normalization
requirement (15) is violated for the transformed mea-
surements Mnewγ . Hence, the number Ndet of detected
photons differs from the amount Nemit of emitted pho-
tons from the source (not all photons are registered even
in the case of unity detection efficiency). While Ndet
is a directly measurable quantity, Nemit should be used
for protocol assessment and comparison with theoretical
bounds. We estimate Nemit by multiplying the total ex-
position time of the experiment by the source intensity I,
which was measured prior to carrying out tomography.
Here and below, the value of N ≡ Nemit corresponds to
this estimation.
The state estimation error is determined as the squared
Bures distance d2B(ρ, ρˆ) between the true state ρ and the
current estimator ρˆ. Averaging is performed over 50 de-
pendencies. For each tomography run, a new random
pure state is drawn from a distribution that is uniform
with respect to Haar measure (Fig. 3a). The colored
dashed lines show approximations of the dependencies by
a power function d2B(N) = αN
β . Fig. 3b demonstrates
analogous dependencies, but the true states are mixed
and are drawn uniformly w.r.t. the measure, induced by
the Bures distance [22].
An asymptotic behavior of the dependencies d2B(N)
was studied for different cases in the works [3, 4, 23].
For qubit tomography, where measurements form a de-
composition of unity, the asymptotic limit is 9/(4N) for
mixed states and 1/N—for pure. However, static proto-
cols are unable to reach this limit for (nearly) pure states
and demonstrate only ∝ 1/√N convergence. The 1/N
limit becomes achievable only with adaptive tomography
algorithms.
As one can see from the best-fit parameters, the RankP
method demonstrates a fast convergence ∝ 1/N , as ex-
5(a) Initial view. (b) The first iteration. (c) Ten iterations. (d) Fifty iterations.
FIG. 2. View of the Bloch sphere with vectors, corresponding to the normalized measurements (light blue dots), the true state
(green arrow), and the current estimator (blue arrow). The initial measurement set is composed of three mutually unbiased
bases. A priori estimator is the fully mixed state (the center of the Bloch sphere). With increasing iteration number, the
measurements localize near the direction orthogonal to the true state (but not exactly on it, if the true state is not pure).
(a) Random pure states. (b) Random Bures-distributed states.
FIG. 3. Averaged results for numerical simulations of (a) random pure and (b) Bures-distributed state tomography. All
dependencies are averaged over 50 tomography runs. Here and below, gray dot-dashed lines depict dependencies 9/(4N)
(lower) and 1/
√
N (upper). The former corresponds to the asymptotic Gill-Massar bound [3], while the latter is given for
illustrative purposes to show a typical slope of the dependencies for nonadaptive protocols, when recovering nearly pure states.
Colored dashed lines show approximations of obtained dependencies with the power-law function (see legends for the best-fit
parameters). Shaded regions show one standard deviation of the mean.
pected for an adaptive tomography method. Moreover, it
almost achieves the theoretical threshold 9/(4N), certi-
fying that the rank-preserving-transformations algorithm
is a highly efficient tomography method. Nevertheless,
eigenbasis tomography demonstrates a slight but notice-
able superiority.
B. Experiment
We compared the protocols in an experiment with po-
larization qubits, produced by a heralded single-photon
source. The experimental setup scheme is presented
in Fig. 4. A nonlinear crystal (PPKTP) is pumped
by a 405-nm diode laser. Photon pairs are gener-
ated in a type-II collinear spontaneous parametric down-
conversion (SPDC) process. Pump polarization is de-
termined by a Glan prism (GP). The pump propagated
through the PPKTP crystal is blocked by a long-pass
filter with a cut-off wavelength of 450 nm and a narrow-
band interference filter (F) with transmitting band of
810± 5 nm (full width at half maximum). After a polar-
izing beam splitter (PBS), the photons are coupled into
single-mode optical fibers (SMF). One photon from the
pair goes directly to the detector acting as a trigger, and
another one is subjected to the tomographic procedure.
The measurement projection is determined by a thin-film
polarizer (P) with an extinction coefficient of at least 105.
Measurements are performed by a quarter- (QWP) and
a half-waveplate (HWP) followed by a Wollaston prism
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FIG. 4. Experimental setup. A diode laser pumps a non-
linear crystal PPKTP, where spontaneous parametric down-
conversion occurs. One photon from the pair serves as a trig-
ger, while another one is subject to the tomographic proce-
dure. Polarizer P prepares the true state, while waveplates
QWP and HWP together with a Wollaston prism (WP) per-
form the desired measurement.
FIG. 5. Experimentally obtained dependencies of the squared
Bures distance d2B(N) between the current estimator ρˆ(N)
and the final assessment ρˆ(N0) for N0 = 5× 105 on the num-
ber of input state copies N . Curves are averaged over 14–19
tomography runs (depending on the protocol).
(WP). Orientations of the plates axes are set by motors,
controlled from a computer (PC), with an accuracy of
at least 0.1◦. The two output channels of the Wollas-
ton prism are coupled to two separate multimode optical
fibers (MMF), connected to single-photon detectors. Co-
incidences between the signal and idler (trigger) arms are
processed by the start-stop module, which sends data to
a PC.
Fig. 5 demonstrates the experimentally observed pre-
cision of the tomographic estimate averaged over 14–19
experimental dependencies for different protocols. Note
that we cannot know the true measured state in the real
experiment, so we use the distance from the current es-
timator to the final estimate obtained for the number of
counts N0 ≈ 5 × 105 as a measure of precision. There-
fore, the dependencies d2B(N) will always end up with a
sharp decline towards zero, and Fig. 5 is clipped before
this decline occurs.
The behavior is almost similar to the simulated
results—Eigen and RankP protocols are both very close
to the theoretical bound 9/(4N). But now, according to
the fit results, RankP gets a slight convergence advan-
tage out of a statistical error range. Despite that, we
do not conclude that RankP or Eigen achieve any no-
ticeable superiority in this experiment. Both algorithms
demonstrate nearly equal efficiency in absolute values of
the Bures distance d2B .
An important note about all the presented results
is that our experimental setup allows us to carry out
two orthogonal measurements constituting some basis at
once [24]. Consequently, eigen- and random-basis strate-
gies proceed twice faster than the RankP method, where
the projectors are not orthogonal, thus they are forced
to be measured one-by-one (the registered counts from
the third detector in Fig. 4 are neglected). However, this
drawback can be circumvented if an experimental setup
can simultaneously measure the whole set of nonorthogo-
nal projectors, making the RankP protocol advantageous
for such setups. As an example of the nonorthogonal
POVM implementation, we mention Ref. [25], where a
tetrahedron qubit POVM was realized. We believe the
ideas from this work can be adopted for constructing
more complex POVMs suitable for the realization of the
RankP protocol.
C. Complemented measurements
An important question is whether it is possible to im-
prove convergence speed and accuracy of quantum state
tomography with the rank-preserving-transformations al-
gorithm by complementing the measurement set as de-
scribed in the section II C or by using unitary free-
dom (14). Simulations with different unitary rotations V
applied to the transformation L revealed no significant
influence out of the statistical error range. However, sim-
ulations of measurement complementation lead to more
exciting results that are presented in Fig. 6. In the case
of pure state tomography (Fig. 6a), complementation to
a basis (RankP-B) gives no difference. As long as the
setup is assumed to perform a pair of orthogonal projec-
tors at once, the absence of difference between original,
no-complemented RankP (RankP-NC) and RankP-B can
only mean that no useful information about the unknown
state is extracted from additional measurements.
At the same time, tomography with RankP-M mod-
ification is slower than RankP-NC by a constant fac-
tor. The reason is that according to the formulae (16)
and (17), actually, only one additional measurement is
sufficient to complement the set (the second measure-
ment has a vanishing exposition time: λ2 = 0). During
adaptive tomography iterations, the measurements are
localized close to the direction pointed orthogonally to
the current estimator (see Fig. 2). Consequently, in the
limit of large N , all six non-complemented measurements
7(a) Random pure states. (b) Random Bures-distributed states.
FIG. 6. Simulated results for different measurement complementation schemes. Different complementation strategies have
identical convergence rate, but different constant prefactors (see text for details).
are almost co-directional, and the exposition time of the
only additional measurement will be about the total ex-
position of all non-complemented measurements. As a
result, after the complementation, the total time approx-
imately doubles.
To estimate the averaged ratio R¯ of accuracies for two
tomography methods on some interval [N1, N2], we can
calculate a geometric mean of these ratios at the edges
of this interval from the best fit parameters α1, α2, β1,
β2 (recall that the fit formula is d
2
B(N) = αN
β):
R¯ =
α2
α1
(N1N2)
β2−β1
2 . (20)
According to Eq. (20), the average ratio between
RankP-M and RankP-NC tomography is R¯ = 1.83 for
N ∈ [102, 106]. This value is less than the anticipated
one, R = 2. This behavior can be connected with the fact
that the measurement vectors never become precisely or-
thogonal to the current estimator. The ratio between
RankP-B and RankP-NC is R¯ = 0.986 ≈ 1 as expected.
For Bures-random mixed states, complementation to
a basis becomes the most effective strategy (Fig. 6b). It
means that orthogonal measurements can give more use-
ful information about the unknown quantum state if it
is mixed. Considering that the experimental setup mea-
sures an orthogonal basis as a whole, complementation
to a basis is expected to be the most effective for general
use. Compared to Eigen protocol, both methods demon-
strate fast convergence that is close to the Gill-Massar
bound. Averaged accuracy ratio between RankP-M and
RankP-NC is R¯ = 1.43. The most important ratio be-
tween RankP-B and Eigen is R¯ = 1.07. It indicates that
none of these methods prevail, i. e., they both are highly
efficient in general.
IV. CONCLUSION
We have experimentally tested a novel approach to
adaptive quantum tomography based on rank-preserving
transformations and compared it to the known close-to-
optimal protocols based on measurements in the estima-
tor eigenbasis. Our results, both in numerical simulations
and with real experimental data, suggest that there is al-
most no significant difference between the two protocols.
The reason why we do not observe any super-efficiency
for the RankP protocol as compared to Ref. [14] lies in
the way we treat N . In our approach N = Nemit is
the number of copies of the quantum state consumed
in the protocol, in full accordance with the setting for
which the information-theoretical bounds are derived [3].
At the same time, in Ref. [14] N = Ndet is the num-
ber of detected events, and may be significantly lower
(especially for near-pure states) because the result of
the rank-preserving transformation is not a decompo-
sition of unity. Physically, this scenario corresponds
to an incomplete measurement, where some of the out-
comes are not registered. If we complement the set of
measurements with those corresponding to the unregis-
tered outcomes, we arrive at a complete (although non-
orthogonal) POVM, and all the analysis presented here
becomes valid. As we have shown, various complementa-
tion strategies have only slightly different effects on the
statistical efficiency of the protocol.
Finally, let us note that due to technical restrictions of
our experimental setup we were only able to implement
orthogonal projective measurements, introducing addi-
tional overhead. However, even the ability to implement
arbitrary POVM in a single-shot manner will not provide
efficiency beyond known limits if the protocol is treated
as described above.
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