An incomplete bibliography (or, more generally, an incomplete Information Production Process (IPP)) can be considered as a sample from a complete one. Sampling can be done in the sources or in the items. The simplest sampling technique is the systematic one where every k th source or k th item is taken (alternatively: deleted) (k ). In this paper we give a definition of systematic sampling in items and sources in the framework of an IPP in which we have continuous variables. We prove the theorem that in such IPPs we have a Lotkaian size-frequency function (i.e. a decreasing power function) if and only if systematic sampling in sources is the same as systematic sampling in items. In this proof we use the well-known characterization of power functions as scale-free functions.
I. Introduction
In this paper we will use the terminology "Information Production Process" (IPP) for a generalized bibliography, where one has a set of sources (e.g. journals), a set of items (e.g. articles) and a function that determines which source produces which items (or which items belong to which source) (e.g. which articles are published by which journal). A size-frequency function f then measures, for every n , the number f(n) being the number of sources with n items. In this paper we will adopt the continuous setting where, for j>0, f(j) denotes the density of sources with item density j (cf. EGGHE (1990) , EGGHE & ROUSSEAU (1990) ). The most classical example of a size-frequency function f is a decreasing power law:
where C, >0 are parameters. In informetrics, this regularity is called the law of Lotka, based on its introduction in LOTKA (1926) . Of course, a size-frequency function does not have to be of type (1). Any convexly decreasing function (such as an exponentially Scientometrics 62 (2005) decreasing function) is a potential model for the size-frequency function f. A power function, however, is characterized as a scale-free function as follows (see ROBERTS (1979) , EGGHE (2004 EGGHE ( , 2005 
The name scale-free is rightly choosen since a change of scale of the variable x (i.e. from x to Cx), yields the same function f, up to a scale factor D. The following important result is well-known -see ROBERTS (1979) , EGGHE (2005) -where also a complete proof is given.
Theorem I.2:
The following assertions are equivalent for a continuous function
there exist constants + ,c such that
for all x + .
It is clear that, when f is decreasing, we hence have a characterization of functions of the type (1). Since it is a characterization we also have that no other function (other than a power function) is scale-free. This is easily verified for an exponential function f(x) = a x . Here ( ) ( )
which is, for C 1, a function different from f (since b=a c a and no constant D can be found such that b x =Da x for all x>0). This unique property of Lotka's function (1) makes Lotkaian informetrics superior above other informetrics models. Indeed, as described in EGGHE (2004 EGGHE ( , 2005 , Lotkaian informetric systems can be considered as self-similar fractals (for more on fractals we refer the reader e.g. to FEDER (1988)) with fractal dimension D= 1, where is Lotka's exponent appearing in (1). So is a direct measure of the fractal complexity of such IPPs.
Another important feature of Lotka's law is the fact that it is equivalent with other well-known laws as e.g. the law of Zipf (in linguistics), Pareto (in econometrics) and other ones (see EGGHE & ROUSSEAU (1990); EGGHE (2005) ). As a consequence of this,
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Lotka's law is found to be valid in many applications in these fields but also in all sorts of networks (e.g. with respect to the number of hyperlinks (in or out) or site sizes) such as intranets, the internet and WWW, citation networks and collaboration networks (see EGGHE (2005) The scale-free property (characterizing power laws as described above) has also the following application e.g. in WWW concerning website sizes (i.e. the number of pages in a site): if we look at the distribution of site sizes for one arbitrary range, say sites that have between 1,000 and 2,000 pages, it would look the same as that for a different size range, say from 10 to 100 pages. In other words, "zooming" in or out in the scale at which one studies the web, one keeps obtaining the same result, just as in the case of zooming in or out on a self-similar fractal (cf. HUBERMAN (2001)).
In the next section we will state and prove another charaterization of the scale-free property of size-frequency functions in terms of systematic sampling in sources and items of an IPP. Hence, in view of Theorem I.2, this will then also be a characterization of Lotka's law in terms of these sampling methods.
II. Systematic sampling in items and sources and their relation with scale-free information systems, i.e. Lotkaian informetrics.
Although we will define, in a mathematically correct way, systematic sampling in items and sources for continuous IPPs (and in terms of the function (1) for continuous variables j>0), we will explain first the systematic sampling procedure "in practise", i.e. where we have a concrete IPP (e.g. a bibliography) with a finite (hence discrete) set of sources and items. Here we will reveal characteristic properties, in terms of the discrete size-frequency function n f(n), of structural sampling in sources and items, valid except for discrete side-effects (rounding-off errors or failure because of small discrete values). In fact, these observations will show the necessity of the formulation of systematic sampling in sources and items in the continuous setting, where such drawbacks are not existing.
Systematic sampling in items and sources in practise
Systematic sampling (also called perfectly stratified sampling) in a finite set A of objects means the "taking" or "deletion" of every k th object in the set (k . In case of the "taking" we hence have a sample size which is a fraction 1/k of the size of the set A. In case of the "deletion" (hence taking the complement) we have a sample size which is a fraction (k-1)/k of the size of the set A. Both values 1/k and (k-1)/k are approximate but are exact if #A is a k-multiple (#A = the cardinality of A) and hence these values are exact, up to a rounding-off error which becomes neglectable for large values of #A.
Scientometrics 62 (2005) Note that, although the value k=1 is allowed this does not yield a real sample since the "taking" yields the original set A and the "deletion" yields the empty set . If we talk about "every k th object" this presupposes that the set A is ordered; if not, objects can be taken or deleted in a random way.
IPPs are more complex than a simple finite set: they consist of sources which have (or produce) items and hence we have to indicate, in case of sampling, where the sample is executed: in the items or in the sources. We will consider both. In the case of systematic sampling "taking or deleting every k th object, i.e. item or source" we should also indicate the order in the set of items or sources. There are, for sampling in sources as well as for sampling in items, two clear options. For sources, we can use the order from most productive source to least productive source, i.e. start sampling from the sources which have the most items, i.e. following the order that is also used in the definition of the rank-frequency function, e.g. Zipf's law, see EGGHE & ROUSSEAU (1990 ) or EGGHE (2005 . Alternatively one can use the opposite rank, i.e. starting with the least productive source. For systematic sampling in the items one can consider the same options, by using the order on the items, induced by the sources, or vice-versa.
In the sequel it will be clear that, apart from side-effects, both possibilities yield the same sample IPP in the sense of size-frequency function. In addition, these side-effects disappear when using continuous IPPs as we will do in the next subsection.
Discussion on systematic sampling in items. When we make a systematic sample in the items, say with a sample fraction ]0,1] (in the discrete setting, only rational values as indicated above are possible) it is clear that sources with a high number n of items will have a number of items, after the sample, close to n (the higher n the correcter the value n will be). Denoting by f the size-frequency function of the IPP before the sample and by f* the size-frequency function after the sample, we hence have that, for large n, f*( n) f(n).
This relation (and the value n) will become more exact the higher the value of n. Depending on (e.g. =1/2) relation (4) is also valid for n=2,4... and there are rounding-off errors for the other (smaller) n-values.
This discussion makes it clear that relation (4) (with equality sign) is the fundamental relation for defining systematic sampling in the items in the continuous case.
Discussion on systematic sampling in sources. When we make a systematic sample in the sources, say with a sample fraction ]0,1] (again, in the discrete setting, only rational values are possible) it is clear that sources (if used in the sample) keep their number n of items but that their number (i.e. f(n)) is reduced with a factor (again apart from rounding-off errors which now might occur for high n since f(n) is then low).
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So here we have that for large values of f(n) (i.e. low n) we have (and is closer to = the higher f(n)) f*(n) f(n) .
As above, this relation is also correct for low values of f(n) (i.e. high n), for special values of . Note that the heuristic conclusions in this and the preceding subsection are independent on whether we use the "classical" source and item ranking (i.e. from most productive source on) or the reverse ranking. In EGGHE (2002) we calculated concentration values of these sampled IPPs (e.g. systematic or truncated) and there the results were completely dependent on the used ranking: there only sampling in items or sources, in each case starting with the lower productive sources (or items in these sources) yields a higher concentration (inequality) structure than before the sampling while no results could be proved if the opposite ranking was used.
All the rounding-off effects discussed above in the discrete case do not play a role in the continuous case so that we now have an exact mathematical methodology to define systematic sampling in items and sources.
Systematic sampling in items and sources in continuous IPPs
Suppose we have given a continuous IPP, i.e. an IPP in which we have a sizefrequency function f(j), dependent on the continuous variable j + . Let us denote by f* the size-frequency function of a sampled IPP. Definition II.1: A sample is a systematic sample in the items (or an item systematic sample), with sample fraction (i.e. the sample size is A, a fraction of all the items) if, for every j + : f*( j)=f(j).
(6) Definition II.2: A sample is a systematic sample in the sources (or a source systematic sample), with sample faction (i.e. the sample size is T, a fraction of all the sources) if, for every j + : f*(j)= f(j).
With these exact definitions we are able to state and prove the following result, characterizing Lotkaian informetrics. The above result shows that Lotkaian informetrics (and only Lotkaian informetrics) allows for a sample size-frequency function f* which is (up to constants) the same as the population size-frequency function f, a remarkable conclusion. Scientometrics 62 (2005) 
