ABSTRACT
INTRODUCTION
he implications of European Economic and Monetary Union act pressures and enhance forces for new functions of the banking industry within cross-border and worldwide movements of scare resources. Focused on sources of income as a main issue of restructuring terms in the banking industry, we stress changes in competitive conditions to put banks profile in a contextual model structure. OECD countries provide data that are not consistent with traditional sources of income by banks. Data show that noninterest income has accounted for in recent years for 20-40% of total net income in the countries studied. Statistics in financial statements of banks previously edited as Profitability of Banks -an issue of OECD series may provide empirical findings tabulated in numbers that can be comparable between countries and useful in a globalized business environment.
The purpose of this paper is to illustrate probable similarities or proximities of banks' operations in a selected number of countries. Ratios used in other studies are the guidelines in the organization of this study. Endogeneous variables, factor unit prices, capacity indicators, and exogeneous variables are also employed.
The remainder of the paper is organized as follows: Section 2 discusses the relevant literature. Section 3 describes the data sources employed, and Section 4 discusses the main results. Section 5 concludes the paper with suggestions for further future research.
REVIEW OF THE LITERATURE
A large number of studies have examined the efficiency of financial institutions, mainly in an operational research paradigm. There are about 130 studies of financial institution efficiency covering 21 countries that apply five different frontier approaches. Studies of frontier efficiency rely on accounting measures of costs, outputs, inputs, revenues, profits, etc. to impute efficiency relative to the best practices within the available sample. The five different types of approaches employed in evaluating the efficiency of financial institutions are classified into two main groups: nonparametric and parametric frontiers.
Nonparametric Frontiers include Data Envelopment Analysis and the Free Disposal Hull Approach.
Data Envelopment Analysis is a linear programming technique where the set of best practices or frontier observations are those for which no other decision making unit or linear combination of units has as much or more of every output (given inputs) or as little or less of every input (given outputs). The Full Disposal Hull Approach is a special case of DEA model where the points on lines connecting the DEA vertices are not included in the frontier.
Parametric approaches include the Stochastic Frontier Approach, Distribution Free Approach, and Thick Frontier Approach. The Stochastic Frontier Approach, also referred as the Econometric Frontier Approach, specifies a functional form for the cost, profit or production relationship among inputs, outputs, and environmental factors, and allows for random error. The Distribution Free Approach also specifies a functional form of the frontier, but separates the inefficiencies from random error in a different way. The Thick Frontier Approach specifies a functional form and assumes that deviations from predicted performance values within the highest and lowest performance quartiles of observations (stratified by size class) represent random error, while deviations in predicted performance between the highest and lowest quartiles represent inefficiencies.
The existing literature on Spanish Banking System efficiency has traditionally centered on the analysis of scale and scope economies under the implicit assumption that all firms are efficient. In such a vein, countries have been classified as follows: France, Spain and Belgium appear as the countries with the most efficient banking systems whereas the UK, Austria and Germany show the lowest efficiency levels. Banking systems have also been classified by productivity into two groups: Austria, Italy, Germany and Belgium belong to the more productive one, and the USA, the UK, France and Spain to the less productive one.
In a context of ongoing developments of the banking industry worldwide, a further consideration of banks' efficiency in a greater number of countries than in prior studies will shed more light to issues of international competition that globalization inevitably implies.
METHODOLOGY
An international assessment of the banking industry is set in a context of the New Industrial Organization literature as it has been employed by De Bandt and Davis (2000) .The inputs are in each case, i) financial capital proxied by some indicator of bank's liabilities, ii) labor, which may be measured by total staff number, and iii) other inputs as described below. For each of these inputs, we have bank specific input prices, which indicates that banks are not necessarily price takers in factor markets, or may face local factor markets.
Several different specifications of the tests are presented in the banking literature. Molyneux et. al. (1994) as well as Bikker and Groeneveld (1998), both of which examine EU banks, use the ratio of interest revenue to total balance sheet assets as an endogeneous variable, while Nathan and Neave (1989) on Canada,and Vesala (1995) on Finnish banks, use the logarithms of interest revenues. The latter choice appears to us as the most appropriate for economic reasons. As noted by Vesala (1995) , a ratio of interest revenues to assets provides a price equation. The log specification may also reduce the possible simultaneity bias. The following equation is thus estimated to run on a panel data set (time series and cross section) of banks: for t=1......T where T is the number of periods observed and i=1....i where I is the total number of banks. Subscripts i and t refer therefore to a proportion of assets in order to measure the impact of other types of inputs).
where: R = gross interest revenues or total gross revenues. Wit = a three dimensional vector of factor prices with j=3 inputs: unit wage cost per employee, interest rate paid on liabilities, and other costs.
S it
= scale variables measuring the capacity level at which the bank operates (assumed to be fixed in the shortrun) including equity and fixed assets.
X it = a vector of exogeneous and bank-specific variables that may shift the cost and revenue schedule (business mix). Loans are employed as a proportion of assets and deposits as a proportion of deposits plus money market liabilities. Obviously, all groups of variables are important and fully justified. For example, factor prices as reflected in revenues indicate the market power of the banking industry in each country considered. Factor unit prices, capacity indicators and exogeneous variables are employed as independent variables coded as follows: V1, V2, V3, V4, V5 and V6. Endogeneous variables are used alternatively as dependent variables.
In Table 2 the dependent variable is the gross income, in Table 3 the dependent variable is the interest income while in models presented in Table 4 the dependent variable is the rate of return. Stepwise regression includes regression models in which the choice of predictive variables is carried out by an automatic procedure. In our case the procedure takes the form of a sequence of F-tests.
For each country, using a stepwise algorithm, the variable that explains the most gross income is selected. The equation of the fitted model is given in Table 2 (as we can see for each country, an intercept as well as a slope for the selected variable are given). Also, in Table 2 the R-Squared statistic, for each country, is given, which indicates the percentage of the variability of gross income that the fitted model explains (the closer to 1 the better the model). For each model the standard error of the estimate is given as well, which shows the standard deviation of the residuals. The standard error of the estimate can be used to construct prediction limits for new observations. Furthermore, the Durbin-Watson statistic is given. Durbin-Watson statistic tests the residuals to determine if there is any significant correlation based on the order in which they occur in the data file. As far as the Durbin-Watson statistic is close to the value 2 there is no indication of serial autocorrelation in the residuals otherwise (values smaller than 1) we have evidences that there is indication of serial autocorrelation in the residuals. Finally, for each country's model, we applied normality tests and the results are also reported in Table 1 . In cases, where the p-value (Shapiro-Wilk sig) is greater than 0.05 we can not reject the hypothesis that the residuals come from a Normal distribution. Finally, we checked the validity of constant variance using graphical techniques.
Application of stepwise regression for each country independently has been employed.Each Table in next section reports the results for different dependent variable. In Table 2 the dependent variable is the gross income, in Table 3 the dependent variable is interest income while in models presented in Table 4 the dependent variable is rate of return. In each Table the results of a stepwise regression for each country separately are given. Stepwise regression includes regression models in which the choice of predictive variables is carried out by an automatic procedure. In our case the procedure takes the form of a sequence of F-tests.First the results of fitting a linear model to describe the relationship between gross income and one independent variable is employed. For each country, using a stepwise algorithm, the variable that explains the most, the dependent variable is selected. The equation of the fitted model is given in Table 2 to 4 (as shown for each country an intercept as well as a slope for the selected variable are given).
Additionally, for each model the standard error of the estimate is given which shows the standard deviation of the residuals. The standard error of the estimate can be used to construct prediction limits for new observations. Furthermore, the Durbin-Watson statistic is given. Durbin-Watson statistic tests the residuals to determine if there is any significant correlation based on the order in which they occur in the data file. Finally, for each country's model, we applied normality tests and the results are also reported in Table 2 to 4 In cases, where the p-value (Shapiro-Wilk sig) is greater than 0.05 we can not reject the hypothesis that the residuals come from a Normal distribution. Finally, for models we check the validity of constant variance using graphical techniques. Country  1994  1995  1996  1997  1998  1999  2000  2001  2002  2003  Australia  1250  1240  1210  1165  1104  1063  1053  1041  1019  995  Austria  32  32  115  29  28  29  147  31  28  29  Belgium  122  120  10  119  121  150  147  143  140  131  Canada  --10  10  10  10  11  11  11  9  9  Chech Republic  ----------53  56  58  54  51  Denmark  206  199  523  119  113  112  113  114  117  92  Finland  589  553  1981  438  370  358  357  351  350  348  France  2050  2021  3716  1823  1701  1635  1618  1453  1401  1288  Germany  4089  3913  19  3517  3769  3613  3500  3392  3284  3111  Greece  --15  15  19  19  20  19  18  20  19  Hungary  ------------44  43  42  43  Iceland  41  41  35  36  36  34  33  33  33  31  Ireland  --------------44  48  52  Italy  403  391  379  368  351  25  284  271  264  255  Japan  145  145  144  143  141  222  140  139  136  136  Korea  ----21  23  24  24  24  25  25  26  Luxemburg  166  177  187  513  218  173  220  221  215  209  Mexico  13  13  13  13  14  15  42  41  39  39  Netherlands  170  180  173  177  175  152  174  174  172  169  New Zealand  ------21  20  20  18  15  17  18  Norway  179  164  156  155  153  35  153  153  154  154  Poland  --------1740  1694  1591  1475  1378  1272  Portugal  27  29  33  35  27  35  37  37  39  44  Spain  334  333  12  323  319  419  316  318  313  307  Sweden  14  14  457  9  8  59  10  13  15  15  Switzerland  454  455  56  444  434  37  393  382  370  360  Turkey  53  53  47  56  58  10488  55  55  55  59  UK  52  49  47  41  39  37  37  40  44  44  USA  12728  12370  11950  11495  11001  10488  9983  9575  9187  8817  This table indicates the number of banks analyzed in this study for each country.
DATA
Data for this study were obtained from the Organisation for Economic Co-Operation and Development (OECD) publication "Financial Statements of Banks." Data on twenty nine countries were obtained and included in the data set. All banks were represented the sample for each country except in case of Denmark, Greece, Hungary, Japan, Korea, Luxemburg, Mexico, Portugal, Sweden, Turkey, UK, and US where only commercial banks are considered. The analysis is restricted to a sample in the period 1988-1997. The sample is unbalanced in few countries where the time series of available data is shorter than ten years. On average and for the time period considered, the lowest number of banks is 12 for Sweden and 10579 in US. A listing of countries analyzed in this study are presented in Table 1 .
EMPIRICAL FINDINGS AND DISCUSSION
The model was tested using multiple regression. Time-series analysis was conducted for each one of the countries considered to study the effect of selected variables such as personnel expenses/(deposits+loans), interest paid/(deposits+other liabilities), equity, fixed assets+cash and due from banks, loans/total assets, deposits/(deposits and money market funding on returns accruing to banks during a year. The basic objective is to explain the impact of each variable considered and cross-sectional differences between variables and between countries. To conduct these tests independent regressions were run for each country. First, gross income was regressed on six variables reflecting factor unit prices, capacity indicators and exogeneous factors. The above analysis was repeated for interest income, and rate of return (net income/total assets).
As far as the residuals resulted from linear regression fitting (Table 2) , it is noted that except for the case of Turkey, in all other cases the assumption of normality is valid. Additionally, there is no indication of significant serial autocorrelation in all cases except for Germany, Mexico, the Netherlands, and Portugal. The best fitting model (in terms of R-squared) is observed in the cases of Hungary, Canada, Ireland, USA (the results for Turkey, Germany, Mexico, the Netherlands, and Portugal can not be reliable since we have violations of either the assumption of autocorrelation or the assumption of normality).
In Table 3 the results of fitting a linear model to describe the relationship between Interest Income and one independent variable are reported. For each country, using a stepwise algorithm, the variable that explains the most interest income is selected. As far as the residuals resulted from linear regression fitting, it is noted that except for the cases of Portugal, Switzerland and Turkey, in all other cases the assumption of normality is valid. Additionally, there is no indication of significant serial autocorrelation in all cases apart from Austria, Portugal, and USA. The best fitting in terms of R-squared is observed in the cases of Korea and Poland (the results for Portugal, Switzerland, Turkey, Austria, and USA cannot be validate since we have violations of either or both the assumptions of autocorrelation and normality). Table 4 reports the results of fitting a linear model to describe the relationship between Rate of Return and one independent variable. For each country, using a stepwise algorithm, the variable that explains the most rate of return is selected. As far as the residuals resulted from linear regression fitting, it is noted that for the cases of Austria, Belgium, Canada, Germany, Hungary, Iceland, Ireland, Italy, Korea, Luxemburg, New Zealand, the Netherlands, Norway, Sweden, USA, Finland, and Switzerland, the assumption of normality is not valid. So the results for the above mentioned cases cannot be reliable. No indication of significant serial autocorrelation was observed in all cases. The best fitting in terms of R-squared is observed in the case of Mexico. Table 1 : Stepwise Regression with dependent the Gross Income (Criteria: Probability-of-F-to-enter <= .010, Probability-of-F-to-remove >= .050). Table 2 : Stepwise Regression with dependent the Interest Income (Criteria: Probability-of-F-to-enter <= .010, Probability-of-F-to-remove >= .050). Table 3 : Stepwise Regression with dependent the Rate of Return (Criteria: Probability-of-F-to-enter <= .010, Probability-of-F-to-remove >= .050).
CONCLUSIONS AND SUGGESTIONS FOR FURTHER FUTURE RESEARCH
Financial institutions efficiency measured in a financial accounting point of view is an issue of timeliness in an era of considerable changes in the banking industry worldwide. In the eve of EMU, the case of banks in Greece is of high importance since interest rates are not capable of accumulating deposits as in the old past and speculation in foreign currency is severely limited. Since income structure changes internationally, variables that define the business mix in the banking industry may differentiate in various countries. From factor unit prices, capacity indicators and other exogeneous variables, the most significant ones differentiate according to the endogeneous variables used as the dependent variables. Gross income is explained more by variable V3 (equity).Net income is explained more by the constant term. Rate of return cannot be explained at all.
In other words, gross income is the most appropriate dependent variable. A longer span of time divided in specific time periods may approximate the research model to furnish evidence related to various macro events in each country considered in this study and thus separate past from recent evolution of the banking industry in the context of a prospect of a globalized business environment or a still nationalistic one. In such a setting a probable globalization of magnitudes is also investigated in an indirect way.
