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Abstract 
The goal of this dissertation is to gain a deeper understanding of the factors 
governing electrical double layer transistor (EDLT) performance.  Specifically, the 
effects of ion structure on EDLT performance are examined in detail towards the end of 
this work (Chapters 7, 8, and 9).  A deep understanding of structure property 
relationships is fundamental to both being able to design novel high-performance ionic 
liquids for EDLT applications as well as being able to choose an ideal ionic liquid for a 
targeted application.  Ion structure is a crucial factor determining a wide variety of ionic 
liquid and EDLT properties with simple structural modifications leading to changes in 
many ionic liquid and device properties simultaneously.   
Chapters 1-4 provide background knowledge helpful for understanding the 
research presented in Chapters 5-8.  Chapter 5 explores dynamics of electric double layer 
formation in ionic liquid-based devices and provides insight about the relevant time 
scales involved.  Chapter 6 focuses on work done to study free charge in EDLTs through 
spectroscopic means.  Chapter 7 explores the effects of ion volume on various EDLT 
performance metrics.  Chapter 8 digs deeper into an interesting observation made in the 
work of Chapter 7 involving ion volume and EDLT threshold voltage ultimately leading 
to an examination of the effects of ion adsorption on threshold voltage.  This work is but 
a drop in the bucket required to gain a thorough understanding of these exceedingly 
complex systems, and Chapter 9 covers the many avenues of continued research that 
exist. 
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Chapter 1: Introduction 
 
1.1 Motivation 
 Inorganic semiconductors form the basis of nearly all currently used electronic 
devices.  Specifically, silicon, due to both its abundance and its ability to form a useful 
native-oxide, is particularly ubiquitous.  Compared with single crystalline silicon (a not 
particularly high-performing inorganic semiconductor), even the best current organic 
semiconductors cannot hope to compete in terms of carrier-mobility and switching 
frequency.  For many applications, however, the ideal semiconductor is not necessarily the 
one with the highest electrical performance but the one that performs adequately at the 
lowest cost.   
 Low cost electronics is one of the largest driving forces behind organic 
semiconductor research.  Some of the applications that stand to benefit most from 
advancements in cheaper electronic device fabrication are disposable sensors for use in 
patient health and food safety monitoring; radio frequency identification tags (RFID) for 
use in logistics and inventory management; organic light-emitting diodes (OLED) for use 
in television, cell phone, and other displays; and organic photovoltaics (OPV) for use in 
cheap, flexible solar panels to meet growing energy needs worldwide.1-2 The structure of 
inorganic semiconducting materials is comprised primarily of covalent or ionic bonds.  
These strong bonds give these materials robust mechanical properties; however, breaking 
these strong bonds requires significant energy input.  To form single crystalline silicon 
wafers, the materials must be heated to 1500 degrees Celsius for many hours.  The high 
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usage of energy and long periods of time are reflected in the price of silicon wafers.  
Organic semiconductors; however, are held together predominantly by very weak 
intermolecular Van der Waals interactions.  The weak intermolecular bonding allows 
organic semiconductors to be readily dissolved in a wide variety of solvents.  This allows 
for organic thin-film transistors (TFTs) to be formed via more cost-effective methods such 
as casting, spin-coating, low temperature vapor deposition, and printing.3-6  Printing, in 
particular, could prove to be a very cost-effective manufacturing technique for large area 
electronics.  Traditional electronic fabrication relies on photolithography and lift-off 
processes which are subtractive in nature.  This means that material is coated over the entire 
substrate surface and then removed where it is not needed leading to high amounts of 
material waste.  It is also a process that requires a large number of steps.  Printing, on the 
other hand, is an additive process that is essentially a single step.  Material is only added 
where it is needed, so very little material is wasted; therefore, printing has the potential to 
save money on materials and steward the Earth’s resources better than photolithographic 
manufacturing. 
 Like printing, roll-to-roll manufacturing is another highly-desirable, cost-effective 
manufacturing technique that would greatly benefit large-area device manufacturing.  The 
nature of roll-to-roll manufacturing allows all processing steps to be conducted 
continuously instead of relying on batch processes as is necessary with silicon wafer 
fabrication.  This results in a significant increase in throughput, which translates to lower 
cost products.  Flexible substrates are a requirement for roll-to-roll manufacturing.  The 
cheapest and most widely available flexible substrate material is plastic. Flexible plastics 
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inherently have low melting temperatures and large coefficients of thermal expansion due 
to the weaker bonding and coiled polymer chains that give them their flexibility.  This 
increased sensitivity to temperature makes flexible plastic substrates largely incompatible 
with inorganic semiconductor deposition techniques.  The lower processing temperatures 
required to evaporate and anneal organic thin films make organic semiconductors a much 
more suitable material for use in roll-to-roll manufacturing.  Additionally, as mentioned 
before, the ability to print or coat films of organic semiconductors from solution without 
the need for a high-temperature sintering step provides alternative low-temperature 
deposition techniques also compatible with a roll-to-roll process. 
 While organic semiconductors show great promise with regard to cheap and flexible 
electronics, many things remain unknown about charge transport within these materials.  
Charge transport in organic semiconductors is fundamentally different than charge 
transport in inorganic semiconductors.  In inorganic semiconductors charge predominantly 
flows through the network of covalent bonds comprising the structure of the material.  By 
contrast, in organic semiconductors charge predominantly flows through a π-bond system.  
The charge flow can either be along a conjugated system within a single molecule or 
between overlapping p-orbitals of adjacent molecules.   
 To further differentiate inorganic and organic semiconductors, inorganic 
semiconductors tend to have structures comprised of atoms while organic semiconductors 
have structures comprised of molecules.  One consequence of this is that inorganic charge 
transport is relatively isotropic (the same in all directions) while organic charge transport 
can be highly anisotropic (different depending on direction).   
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 Another significant difference arises from the difference in dielectric constants 
between inorganic and organic semiconductors.  Inorganic materials tend to have higher 
dielectric constants than organic materials.  This means that electric fields are better 
screened over a shorter distance in inorganic semiconductors than in organic 
semiconductors.  Another way to state this is that the Coulomb force between two charges 
is smaller in inorganic semiconductors compared to organic semiconductors.  This property 
becomes very important when considering organic semiconductors for use photovoltaics 
(PV).  In a photovoltaic, light is absorbed by a semiconductor to generate positive and 
negative charge which are then separated by an applied voltage creating a current.  When 
an inorganic PV absorbs light, an electron is excited into the conduction band becoming 
free of its host atom which now is host to a positively charged electron hole.  Due to the 
higher dielectric constant, the electron and hole are not strongly attracted to each other.  
This allows the electron and hole to be easily separated with an applied voltage.  Because 
of the lower dielectric constant of organic semiconductors, the electron and hole are much 
more strongly attracted together.  When light is absorbed in an OPV, the electron never 
effectively breaks free from the resulting hole.  They remain loosely bonded together and 
are in this state called an exciton. Excitons have a finite lifetime (on the order of 
nanoseconds) before the electron and hole recombine.  If the electron and hole recombine, 
no useful energy is obtained by the OPV; therefore, a good OPV must separate as many 
excitons as possible to minimize the amount of energy lost to recombination.  In order to 
separate an electron from a hole, current technology focuses on using an interface between 
two materials with different electron affinities and ionization energies called a 
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heterojunction.  The heterojunction essentially creates a strong local electric field capable 
of separating the electron and hole.  While the heterojunction effectively separates charge, 
the main issue is ensuring the exciton reaches the interface before it recombines.  The short 
lifetime of excitons means that excitons are only capable of diffusing on the order of tens 
of nanometers before they recombine.  Engineering heterojunctions that minimize losses 
due to recombination is one of the most active areas of research within the OPV 
community. 
 One final difference between charge transport in inorganic and organic 
semiconductors can be attributed to the relative strength of bonding within the materials.  
When an electron or hole is injected into a semiconductor, atoms near this charge are 
attracted to this charge due to dispersion/polarization.  This induces structural deformation 
as local atoms are pulled towards the charge.  This structural deformity is called a polaron.  
Because inorganic semiconductors are generally composed of strong, rigid covalent bonds 
(as well as a higher dielectric constant) the deformation induced by a charge carrier is 
relatively small.  By contrast, the Van der Waals bonding in organic semiconductors is 
weak and readily deformable.  When a charge is injected into an organic semiconductor, 
the structure of material will deform around the charge much more significantly leading to 
a much larger polaron.  The presence of large polarons is very important with regards to 
how charge moves through the material.  Deforming the structure to such a degree takes a 
large amount of energy.  As the charge moves through the semiconductor, the charge will 
also be followed by the large structural distortions of the polaron meaning that it is 
relatively more difficult and energy intensive for charges to move through an organic 
  6 
semiconductor than an inorganic semiconductor. 
 Considering all of the factors above, it is easy to see that charge transport in organic 
semiconductors is both very different from that in inorganic semiconductors as well as 
significantly more complicated.  Understanding charge transport, however, is paramount 
to being able to develop novel high-performing organic semiconductors.  One active and 
important push to understand charge transport is through work being done to understand 
structure-property relationships.  Structure-property relationships explain how certain 
aspects of the physical structure of the semiconductor (chemical composition, bond angles, 
layer spacing, etc.) affect the charge transport properties of the semiconductor 
(conductivity, charge carrier mobility, resistance-temperature behavior, etc.).  Material 
defects (grain boundaries, vacancies, dopants, etc.) can drastically affect charge transport 
behavior making it difficult to study structure-property relationships using amorphous or 
polycrystalline organic thin-film transistors (OTFT), though these devices have significant 
appeal for real world applications.  In order to more clearly elucidate structure-property 
relationships in lieu of defects, an important research tool, single crystal organic field effect 
transistors, are used.7 More information is provided on these devices in Chapter 2. 
 Besides structure, free charge carrier density is another factor that can significantly 
affect charge transport behavior.  Free charge carrier density is one of the main parameters 
affecting electronic phase transitions in semiconductors, insulators, and superconductors.8-
9 Electronic phase transitions refer to things like insulator-to-metal transitions where, at 
low charge density, the resistance of the material increases towards infinity as it is cooled 
towards absolute zero (insulating transport), but at high charge density the resistance of the 
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material decreases towards a finite value as it is cooled towards absolute zero (metallic 
transport).  By increasing free charge density it is even possible to induce a 
superconducting state in materials that are not natively superconducting.  Examples of this 
include alkali doped picene and C60 crystals as well as field-induced superconductivity in 
SrTiO3.
10-14 Figure 1.1 provides examples of the types of electronic phase transitions 
observed in organic materials as well as the charge density required to observe the 
transitions. 
 
Figure 1.1 Required charge densities to observe different electronic phases in various organic 
materials.  Minimum charge density to observe novel charge transport behavior is on the order of 
1013 cm-2.15 
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 As described above, the injection of high densities of free charge carriers can expand 
the behaviors and capabilities of a given material; therefore, it is of fundamental interest to 
study how organic semiconductors behave when injected with a high density of charge 
carriers.  Injecting large amounts of charge into a material usually requires the use of a high 
capacitance dielectric material.  In order to reach the 1013-1015 cm-2 charge density required 
for many of the unique, observed electronic phase transitions, a dielectric layer with a 
specific capacitance on the order of µF/cm2 is required.  To reach this value of specific 
capacitance in a traditional silicon transistor using a solid dielectric, a very thin, pinhole-
free, high-k dielectric with a high breakdown voltage needs to be used.  While this is 
possible to make, it requires a high-degree of engineering to obtain, and this engineering 
process would likely need to be unique for each different semiconductor material you 
wanted to test.  Electrolyte gating is a much simpler alternative approach capable of 
achieving the required charge densities.16  This concept involves using an ionic liquid as 
the dielectric material in a transistor.  The resulting device is called an electrical double 
layer transistor (EDLT).  EDLTs prove to be a useful research tool to explore charge 
transport behavior at high-charge density.  EDLTs, however, also show potential in a more 
practical role with regards to manufacturing devices via printing or roll-to-roll processes.  
More information regarding electrical double layer transistors is found in Chapter 3.   
 The ultimate goal of this thesis is to further fundamental understanding of electrical 
double layer transistors in order to improve their performance both in research and practical 
applications.  To achieve this goal three main routes of research were pursued: 1) 
characterization of the different dynamics and time scales involved in the operation of 
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electrolyte gated devices through electrical measurements and modeling; 2) spectroscopic 
study of electrolyte gated devices, used in conjunction with electrical measurements, to 
better characterize free charge carrier injection; and 3) systematic study of ion structure-
EDLT device property relationships. 
 
1.2 Thesis Overview 
 Chapter 2 focuses on basic concepts about organic field effect transistors (OFETs).  
This includes their origin, structure, principles of operation, and electrical characterization.  
In particular, single crystal OFETs receive attention due to their use as a test-bed to study 
intrinsic transport properties though OTFTs receive some attention as well due to their 
importance in practical applications. 
 Chapter 3 focuses on concepts about electrolyte gating and EDLTs.  This includes 
discussion about geometries and structures of various electrolyte gated devices, useful 
applications, ionic liquid structure and properties, electrical double layer structure, 
electrical characterization, recent studies, and more. 
 Chapter 4 comprises the experimental methods used throughout this thesis.  Included 
is discussion about growth of organic single crystals, fabrication of device substrates, 
structural characterization of crystals and substrates, and electrical characterization 
methods. 
 Chapter 5 summarizes work done to better understand the different dynamics and 
time scales involved in electrolyte gated devices.  Specifically, a gold-ionic liquid-gold 
capacitor was electrically characterized across many orders of magnitudes of time scales 
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using impedance analysis and displacement current measurements.  Sha Shi, under 
supervision of P. Paul Ruden, developed an equivalent circuit model to well describe the 
experimental data.  The key result from this work is that while most of the double layer 
formation happens on the order of microseconds, a significant portion of charge relaxation 
is occurring long beyond this timescale with some measurable charge relaxation still 
occurring on the order of seconds.  This work has been previously published as Elliot 
Schmidt, Sha Shi, P. Paul Ruden, and C. Daniel Frisbie, “Characterization of the Electric 
Double Layer Formation Dynamics of a Metal/Ionic Liquid/Metal Structure”,  Appl. 
Mater. Interfaces 2016, 8 (23), 14879-14884. 
 Chapter 6 summarizes work done to understand free charge carrier injection in 
EDLTs. Rubrene EDLTs were analyzed both with DC electrical measurements and IR 
spectroscopy.  Electrical characterization, while useful, measures all charge injection into 
a system and does not distinguish between free and trapped charge.  Because free charge 
has a distinct IR absorbance compared to trapped charge, the free charge contribution to 
charge injection could be identified using IR spectroscopy.  The key observation in this 
work focuses on the presence of a large density of free charge in the system in absence of 
an applied gate bias.  Further elucidation for this phenomenon is provided in Chapter 8.  
Crystal growth, device fabrication, and electrical measurements were performed by Elliot 
Schmidt in conjunction with Timothy Atallah.  IR spectroscopy measurements were 
performed by Timothy Atallah and Martin Gustafsson.  This work has been previously 
published as Timothy L. Atallah, Martin V. Gustafsson, Elliot Schmidt, C. Daniel Frisbie, 
and X.-Y. Zhu, “Charge Saturation and Intrinsic Doping in Electrolyte-Gated Organic 
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Semiconductors”, J. Phys. Chem. Lett. 2015, 6 (23), 4840-4844. 
 Chapter 7 summarizes work done to understand the effect of ion volume on the 
performance of EDLTs.  Ionic liquids were systematically chosen to identify two sets of 
ionic liquids that varied in ion pair volume while minimizing variations in any confounding 
structural variables like chemical functionality, shape, and bonding.  Of the two sets, one 
set has a fixed anion with cations that varied in volume while the other set has a fixed 
cation with anions that varied in volume.  This was done to explore the impacts of anion 
and cation volume independently.  Key results show an increase in EDLT conductivity as 
ion volume decreased in both the case of cations and anions, though the dependence is 
stronger for anions.  The resultant conductivity increase is a result both of an increase in 
capacitance and charge carrier mobility as ion size decreases.  Interestingly a correlation 
in threshold voltage and ion volume was also observed; however, the trend was not 
monotonic indicating other confounding factors played a significant role.  This observation 
is further explored in Chapter 8. 
 Chapter 8 summarizes work done to understand the significant shift in threshold 
voltage observed in EDLTs made with ionic liquids with different ion pair volumes.  The 
non-monotonic nature of the threshold voltage-ion volume relationship discussed in 
Chapter 7 indicated that ion volume may not be the driving force behind threshold voltage 
shifts but rather a correlating/confounding factor.  Ion adsorption at device interfaces was 
identified as a possible explanation for the observed threshold voltage shifts.  To quantify 
ion adsorption interactions, potential of zero charge measurements were conducted on gold 
(representing the gate electrode of an EDLT) via the immersion method.  A strong 
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monotonic, nearly 1-to-1, relationship was found between shifts in the potential of zero 
charge on gold and the threshold voltage shifts in rubrene EDLTs using the same ionic 
liquids.  This indicates that ion adsorption not only seems to play a role in threshold voltage 
determination, it also appears to be one of the most important factors in its determination 
with the ability to shift threshold voltages by nearly 1 volt in devices with operating 
windows of only a few volts. 
 Chapter 9 presents promising directions for future work that will continue to grow 
our understanding of the dynamics and relationships governing EDLT performance.  In 
particular, further routes for continued study of ionic liquid structure-EDLT property 
relationships are presented. 
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Chapter 2: Organic Field Effect Transistors 
 
2.1 Charge Transport in Organic Semiconductors 
 Charge transport in organic semiconductors is inherently different than charge 
transport in inorganic semiconductors.  Three of the main reasons for this difference are 
the molecular nature of organic semiconductors (small molecules and polymers), lower 
dielectric constants, and the Van der Waals bonding holding these materials together.  
Together, these differences lead to organic semiconductors having many unique 
characteristics such as reduced delocalization of charge carriers, stronger exciton 
formation, and larger polaron formation.  Further detail regarding charge transport in 
organic semiconductors is explored within this section. 
 
2.1.1 Molecular Orbitals 
 Organic materials, be they single crystalline, polycrystalline, or amorphous, are all 
(with few exceptions) made up of molecular sub-units.  Because molecules are the basis of 
organic materials, it is important to first understand the electronic structure of individual 
molecules. 
 The theory of linear combination of atomic orbitals states that when two half-filled 
atomic orbitals, each with its own discrete energy states, combine to form a molecular 
orbital, two new energy states are created called the bonding and anti-bonding states 
(Figure 2.1). The bonding state is lower in energy than either of the two initial atomic 
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orbitals providing the energetic impetus to form and maintain the bond.  The anti-bonding 
state is so named as it is higher in energy than either of the two initial atomic orbitals.  
Electrons in the anti-bonding state would energetically prefer to go back into the isolated 
atomic orbitals and therefore provide an impetus to break the molecular bond.  In the 
ground state, the two electrons (one from each of the original half-filled atomic orbitals) 
will occupy the lowest energy state, which is the molecular bonding orbital.   
 
Figure 2.1 Energy level diagram showing the resulting bonding (σ) and anti-bonding (σ*) states 
created by combining two half-filled 1s atomic orbitals.  The electrons from the atomic orbitals 
move into the lower energy bonding state creating a bond between the two atoms.17 
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 The system portrayed in Figure 2.1 is a simple case representative of bonding in H2.  
When bonds involve larger atoms with more filled orbitals, capable of forming multiple 
bonds, as is the case for carbon atoms in organic small molecules and polymers, then orbital 
hybridization becomes a factor.  When considering carbon bonds, the s- and p-orbitals 
hybridize to form sp3, sp2, and sp orbitals which are involved in single, double, and triple 
bonds respectively.  A schematic of sp2 hybridization is shown in Figure 2.2.  A sp2 
hybridized atom has two of its three p-orbitals and one of its s-orbitals hybridized. When 
carbon forms a double bond with another carbon atom, a sp2 hybridized orbital on one 
carbon atom overlaps linearly with a sp2 hybridized orbital on the neighboring carbon atom 
forming a σ-bond.  The remaining un-hybridized p-orbitals on the neighboring carbon 
atoms overlap in a parallel fashion forming a π-bond.  The energy levels of the molecular 
orbitals resulting for a double bond are shown in Figure 2.2. 
 
Figure 2.2 (Left) Structure of ethylene.  (Center) Schematic of the carbon-carbon double bond of 
ethylene. The double bond is formed of two components: a σ-bond between the sp2 hybridized 
orbitals of each carbon atom and a π-bond between the 2pz orbitals. (Right) Schematic showing 
energy of the molecular orbitals resulting from the carbon-carbon double bond.18 
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The π-bonding state is the highest energy level state filled with electrons and so is called 
the highest occupied molecular orbital (HOMO) which can be thought of similar to the 
valence band of inorganic semiconductors.  Conversely, the π*-anti-bonding state is the 
lowest energy state without any electrons in it and is called the lowest unoccupied 
molecular orbital (LUMO), which is similar to a conduction band in inorganic 
semiconductors. 
 Sp2 hybridization is of particular importance due to the ubiquity of conjugated double 
bonding in organic semiconductors.  As shown in Figure 2.3, in a system with conjugated 
double bonds the p-orbitals of carbon atoms overlap with both of the p-orbitals of the 
neighboring carbon atoms forming a continuously connected network.  Any electrons 
within this network are free to delocalize across carbon atoms, which allows charge to 
move easily through the system.  This is the key structural property that allows organic 
semiconductors to conduct charge. 
 
Figure 2.3 Conjugated structure of butadiene and electron density of butadiene π system.  The π 
bonds on neighboring carbon atoms overlap forming a continuous network over which π electrons 
may delocalize and move freely.19 
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2.1.2 Electronic Structure of Organic Semiconductors 
 As discussed in the previous section, when two atoms or molecules form a bond, new 
orbitals with distinct energies are created including the HOMO and LUMO.  The origin of 
these two states has its roots in the Paul exclusion principle, which states that two or more 
identical fermions (in this case electrons) cannot occupy the same quantum state.  
Practically this means that when two atomic orbitals combine, they split energetically such 
that each quantum state has a discrete energy.  The difference in energy between the 
HOMO and LUMO states will be referred to as the band gap.  The band gap for an isolated 
molecule, however, is different than the band gap for a molecular solid with a large number 
of molecules bonded together.  When a large number of molecules are bonded together, a 
huge number of energy states are created, each with discrete energy, to accommodate the 
increased number of electrons as seen in Figure 2.4. 
 
Figure 2.4 Energy band formation due to splitting of molecular orbital energy levels as a result of 
the Pauli exclusion principle.20 
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Due to the large number of molecules in the solid, the spacing between one energy level 
and the next is extremely small.  The result is a near-continuity of energy states referred to 
as an energy band.  The continuity of states below the HOMO in energy are referred to as 
the valence band, and the continuity of states above the LUMO in energy are referred to as 
the conduction band. 
 
Figure 2.5 Energy of molecular states as a function of interatomic spacing, a.  When a is large, 
atoms are isolated from one another and can maintain states of equal energy.  As a shrinks the 
orbitals of the atoms begin to overlap and the Paul exclusion principle comes into effect splitting 
energy levels more and more as orbital overlap increases and leading to the formation of energy 
bands.21 
 
The bandwidth is the difference in energy between the highest energy state within 
a band and the lowest energy state within a band.  As shown in Figure 2.5, bandwidth 
increases as neighboring atoms get closer together.  This is because the overlap of 
neighboring orbitals increases, which increases the magnitude of energy splitting that 
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occurs.  Increased overlap of neighboring orbitals also serves to increase the delocalized 
nature of electrons in the system by facilitating transfer of electrons between host 
atoms/molecules.  Covalently bonded inorganic semiconductors have band widths on the 
order of 1+ eV while Van der Waals bonded organic semiconductors have band widths on 
the order of 500 meV.  The large difference in band widths is indicative of the difference 
in inter-atomic/molecular orbital overlap in these systems (as well as the strength of the 
interactions).  Single crystalline silicon has a Si-Si bond length of 2.3 Å while the inter-
layer spacing of rubrene (the highest mobility organic semiconductor known) is 3.63 Å.  
The difference in overlap of orbitals with neighboring atoms/molecules is one of the factors 
that contributes to the difference in mobility between an inorganic semiconductor like 
silicon (µe > 1000 cm
2/Vs) and an organic semiconductor like rubrene (µh ~ 20 cm
2/Vs). 
 
2.1.3 Polarons 
 Though the degree of orbital overlap plays a significant role in charge transport, 
polaron formation is another significant factor.  Polaron formation intrinsically occurs in 
electrical materials simply by having excess charge (electrons or holes) in the system.  As 
shown in Figure 2.6, excess charge polarizes the electron clouds on nearby atoms creating 
an attraction between the charge and the surrounding atoms.  This attraction distorts the 
crystal lattice around the charge carrier.  This lattice distortion follows the charge as it 
travels through the semiconductor.  A polaron refers to the combination of the charge 
carrier and the lattice distortion of the charge carrier. 
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Figure 2.6 Polaron formation caused by a positive charge polarizing neighboring atoms and 
distorting the crystal structure nearby.22 
 Polarons come in two varieties, large and small.  Large polarons have dimensions 
that are larger than the lattice constant of the material while small polarons have 
dimensions on the order of or smaller than the lattice constant of the material.  Small 
polarons are typically found in inorganic materials.  This is due to both a combination of 
bonding and dielectric constant.  Because of the large dielectric constant in inorganic 
materials, electric fields are generally screened over a short distance and only the closest 
neighboring atoms will be polarized significantly.  Additionally, the stronger covalent or 
ionic bonds in these materials do not distort significantly.  Large polarons typically form 
in organic semiconductors both due to the small dielectric constant (less electric field 
screening) and the presence of weak Van der Waals bonds.  Large polarons and small 
polarons are referred to as Fröhlich and Holstein polarons respectively.  They are named 
after Herbert Frölich (who developed a Hamiltonian for large polarons) and Theodore 
Holstein (who developed a Hamiltonian for small polarons).23-29 
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2.1.4 Band Transport 
 Charge transport in semiconductors generally comes in two types, band transport 
and hopping transport.  This section covers the fundamentals of band transport.  Band 
transport generally refers to the condition when charge carriers are delocalized over a large 
range (across many atoms/molecules/lattice constants).  The simplest model of band 
transport is the Drude model.  The Drude model describes the motion of an electron moving 
through a solid in terms of how often it scatters and how quickly it is travelling.  Scattering 
is caused by defects like vacancies in the crystal lattice, impurities in the crystal lattice and 
phonons.  The Drude model essentially models electrons as hard spheres and scattering 
sites as hard spheres and then explains how the electron moves through such a system while 
being pulled along by an electric field.  This setup is illustrated in Figure 2.7.  
 
Figure 2.7 Representation of the Drude model with electrons (blue) scattering off localized 
impurities (red).  The speed of the electron is a function of electric field, the number of scattering 
sites, and the effective mass of the electron in the material. 
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The speed of an electron travelling through such a system scales linearly with the 
electric field strength (up until the point of saturation).  How strongly the speed of a charge 
carrier scales with electric field is quantified as the mobility of the charge carrier, µ.  
Mobility is a function of the time between scattering events in the material (which is 
indicative of the density of scattering sites within the material) and the effective mass of 
the charge carrier in the material (which determines how quickly the charge accelerates 
after a scattering event).  The charge carrier mobility in the Drude model can be written as: 
*m
e
   
(2.1) 
 
where e is the elementary charge constant, τ is the mean time since the last scattering event, 
and m* is the effective mass of a charge carrier in the material. 
 The temperature dependence of µ is a bit obfuscated at first glance; however, it lies 
within the τ term, which itself quantifies scattering events.  Furthermore, the temperature 
dependence of µ also is dependent upon which type of scattering is dominant in the system.   
Scattering due to ionized impurities is one common scattering mechanism.  The strength 
of a scattering event is based off the duration of the coulombic interaction between the 
charge carrier and the charged impurity.  A charge carrier that is moving faster interacts 
for a shorter amount of time with an ionized impurity and experiences a weaker scattering 
event.  Increasing temperature increases the thermal velocity of the charge carriers; 
therefore, mobility is directly proportional to temperature, specifically µ ∝ T3/2.  Phonon 
scattering is another common type of scattering event.  Because the number of phonons 
(and hence scattering sites) increases with increasing temperature, the phonon-dependent 
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component of µ is inversely proportional to temperature.  The exact correlation is a bit 
complex due to the existence of both acoustical and optical phonons each with its own 
temperature dependence.  Both phonons play a role in transport; however, the size of the 
role each plays is dependent on the crystal lattice and hence the material.  The exact 
temperature scaling of µ with temperature is therefore material dependent.   Typical 
dependencies are T-2.4 for electrons in Silicon, T-1.7 for electrons in Germanium, and T-1.0 
for electrons in Gallium Arsenide. 
 The band model is usually applied to highly ordered systems with low defect and 
impurity densities.  As such, mobility in systems exhibiting band transport is dominated by 
phonon interactions and is inversely proportional to temperature (mobility increases as the 
device is cooled).  Such a temperature dependence is said to be indicative of band transport.  
Though this temperature behavior is common in inorganic semiconductors, a few organic 
semiconductors also exhibit a mobility that is inversely proportional to temperature.30-31  
Whether an organic semiconductor can truly be referred to as having band transport is still 
unclear though.  A very high mobility organic semiconductor (µ ~ 20 cm2/Vs) has a mean 
free path on the order of a nanometer.  Given that the lattice constant of many of these 
molecular materials is also on the order of the nanometer, the charge carriers do not appear 
to be delocalized much past one unit cell compared to inorganic semiconductors where a 
charge can be delocalized across many unit cells.  Given this distinction, transport in 
organic semiconductors that exhibit a mobility that is inversely proportional to temperature 
is often referred to as “band-like” transport rather than true band transport. 
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2.1.5 Hopping Transport 
 Hopping transport arises from the localization of a charge on a given atom or 
molecule.  Localization of charge can occur either due to poor orbital overlap of 
neighboring sites or a high degree of disorder in the system from impurities and defects.32 
Because the electrons are localized to a given atom or molecule, in order to conduct the 
electron must hop between individual sites.  Due to the high disorder in the system and 
resultant breakdown of a continuous energy bands, there exists large energy differences 
between nearest neighbor states.  In order to hop to a neighboring state of higher energy, 
the charge carrier must become thermally activated.  Materials conducting via hopping 
transport therefore have a mobility that increases with increasing temperature.  The 
simplest representation of thermally activated transport is an Arrhenius relationship: 
σ ∝ exp(-E/kbT) (2.2) 
Nevill Mott expanded upon this simple nearest neighbor hopping model by also including 
conduction contributions from distance-related tunneling phenomena.33  This model is 
called the variable range hopping model and exhibits the following dependency: 
σ ∝ exp(-T-1/4) (2.3) 
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2.2 Organic Field Effect Transistors (OFETs) 
 Field effect transistors form the basis of nearly all modern electronics.  They 
function as on-off switches that are used to construct logic gates that are the foundation of 
modern computation.  This chapter focuses on the basics of transistor structure, operation, 
and characterization. 
 
2.2.1 Transistor Structure 
 A transistor is a device that modulates the conductivity between two electrodes 
(called the source and drain) by controlling the amount of charge in the semiconducting 
channel with application of voltage at a third electrode called the gate.   
 
Figure 2.8 Side-view schematic of a typical thin film transistor (TFT).  Key components include a 
semiconducting channel, three electrodes (Source, Drain, and Gate), and a dielectric layer used to 
inject charge into the semiconductor.34 
  26 
A schematic of a transistor is shown in Figure 2.8.  In particular, the transistor in Figure 
2.8 is a thin film transistor (TFT), which means it uses thin layers of materials deposited 
upon an insulating substrate.  Thin films can be deposited by a wide variety of methods 
including vapor deposition, sputtering, spin coating, and printing.  TFTs are of interest here 
as organic semiconductors, in practical applications, will almost always come in the format 
of a thin film rather than a freestanding single crystal like a silicon wafer.  There are many 
reasons why this is; however, cost is a significant factor.  As mentioned in chapter 1, one 
of the biggest drivers of organic semiconductor research is the production of cheap 
electronics utilizing novel manufacturing methods such as aerosol and inkjet printing and 
roll-to-roll manufacturing.  All of these manufacturing methods involve the deposition of 
a thin layer of organic semiconductor onto a cheap insulating substrate (flexible plastic or 
otherwise). 
 
2.2.2 Charge Injection 
 As stated in the previous section, the primary mechanism governing the 
conductivity of the semiconducting channel is the accumulation or depletion of charge via 
application of a voltage at the gate electrode.  A schematic of this process can be seen in 
Figure 2.9 for a simple metal-insulator-semiconducting capacitor (which is an integral 
subcomponent of a transistor).  When materials are brought together in absence of an 
external electric field, electrons or holes flow between the materials until the Fermi 
energies are brought into alignment.  In other words, in equilibrium, the Fermi energies of 
any two materials in contact are equal assuming no potential is applied to the system.  If a 
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potential is applied to the metal relative to the semiconductor, however, the Fermi energy 
of the metal shifts according to the magnitude of the potential.  The Fermi energy in the 
semiconductor remains fixed; however, the position of the energy bands near the oxide 
interface bend in the presence of the potential.  If the potential applied at the metal electrode 
causes the bands to bend upwards near the oxide-semiconductor interface, then it becomes 
energetically favorable for holes to accumulate in the upward bend of the valence band.  If 
instead the potential applied at the metal causes a downward bending of the energy bands 
at the oxide-semiconductor interface then electrons will preferentially accumulate in the 
conduction band as it is energetically favorable for them to do so.  It is this process of 
energy band bending (or HOMO/LUMO shifts in the case of organic semiconductors) that 
allows application of a gate bias to modulate the number of charges in the semiconductor. 
 
Figure 2.9 Charge accumulation and band bending in a semiconductor-insulator-metal capacitive 
structure.  When a voltage, VG, is applied to the metal electrode, the Fermi energy in the metal 
shifts relative to the Fermi energy in the semiconductor causing band bending and charge 
accumulation in the semiconductor near the oxide interface. 
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 The relationship dictating how much charge is injected into the semiconductor via 
a gate bias is simply determined by the relationship Q = CVG where Q is the number of 
coulombs of charge in the semiconductor, C is the capacitance of the dielectric layer, and 
VG is the bias applied at the gate relative to the semiconductor.  This can be expressed in a 
more useful intrinsic (per unit area) form as p = CiVG/e where p is charge density in the 
semiconductor, Ci is the specific capacitance of the dielectric, and e is the elementary 
charge constant.  In a solid dielectric, like silicon dioxide, Ci is a function of the thickness 
of the layer as well as the dielectric constant of the material. 
 
2.2.3 Electrical Characterization 
 The primary electrical characterization performed on a transistor is called a transfer 
curve measurement (Figure 2.10).  A transfer curve measurement involves measuring the 
drain current, ID, while linearly sweeping the gate voltage, VG.  This measurement 
characterizes how the conductivity of the channel varies as a function of the gate voltage.  
If the drain voltage (VD) is much less than the gate voltage (VD << VG) the device is said 
to be in the linear regime.  In the linear regime, the gradual channel approximation is valid, 
which states that the charge density along the semiconducting channel is essentially 
constant as shown in Figure 2.11.  In the linear regime, drain current has the following 
relationship: 
𝐼𝐷,𝐿𝑖𝑛𝑒𝑎𝑟 = 𝐶𝑖𝜇𝐿𝑖𝑛𝑒𝑎𝑟𝑉𝐷[(𝑉𝐺 − 𝑉𝑇) −
𝑉𝐷
2
]
𝑊
𝐿
 
(2.4) 
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Figure 2.10 (Left) Transfer curve (ID – VG relationship) of a rubrene single crystal air gap transistor 
at low drain voltage. (Right) Output curves (ID – VD relationship) of the same device at different 
gate voltages.  The red curve shows the onset of saturation. 
where ID,Linear is the drain current measured in the linear regime, Ci is the specific 
capacitance of the dielectric layer, µLinear is the charge carrier mobility in the linear regime, 
VD is the drain voltage (relative to a grounded source electrode), W and L are the width 
and length of the semiconducting channel respectively, and VT is the threshold voltage of 
the device.  Threshold voltage is the voltage at which conductivity begins to increase 
rapidly.  In other words, it is the voltage at which the device truly begins to “turn on”.  In 
practice, threshold voltage is usually estimated by a linear extrapolation of the drain current 
to the gate voltage axis.  The point of intersection with the axis is the estimation of VT.  
Quantitatively, threshold voltage is the point when there exists some finite amount of free 
charge, Q0, in the semiconducting channel.  The number of free charges is affected by a 
wide number of factors.  Most obviously, the number of free charges is affected by the 
voltage on the gate and capacitance of the dielectric as discussed previously.  There are 
other relevant factors though including the difference between the Fermi energy in the 
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semiconductor and work function of the gate electrode, charge traps (like ionized 
impurities), atmosphere, temperature, and even the presence of light during measurement.  
For simplicity of example, let Q0 = 10 q where q is a single charge carrier.  Then threshold 
is reached when 10 free holes are accumulated in a p-type semiconductor.  Then let us 
assume the following scenario, the work function-Fermi energy difference contributes 3 q 
into the system and charge traps consume 2 q of any injected charge.  In this scenario, to 
reach threshold we need 10 q – 3 q + 2 q = 9 q of additional charge.  If we assume all the 
remaining charge comes from gate voltage and assume each -1 V of gate voltage gives 1 q 
of charge then VT = -9 V for this device.  If we now assume for a different device our 
growth conditions were slightly different and so have more traps that now consume 4 q of 
charge then we need 10 q – 3q + 4 q = 11 q of charge to reach threshold meaning that VT = 
-11 V for this device.  Because there are so many factors that can affect the amount of free 
charge in a device, threshold voltage can shift significantly between two seemingly similar 
semiconductor devices if fabrication and testing conditions are not rigorously controlled. 
 Differentiating equation (2.4) with respect to gate voltage yields the 
transconductance, gm: 
𝑔𝑚 =
𝜕𝐼𝐷
𝜕𝑉𝐺
= 𝜇𝐿𝑖𝑛𝑒𝑎𝑟𝐶𝑖𝑉𝐷
𝑊
𝐿
 
(2.5) 
  
Rearranging equation (2.5) we can solve for the mobility in terms of the slope of the 
transfer curve (∂ ID/ ∂ VG): 
𝜇𝐿𝑖𝑛𝑒𝑎𝑟 =
𝜕𝐼𝐷
𝜕𝑉𝐺
𝐿
𝐶𝑖𝑉𝐷𝑊
 
(2.6) 
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 In the case where VD >> VG, the device is said to be operating in the saturation 
regime.  In the saturation regime, the gradual channel approximation breaks down and 
charge density varies significantly between the source and drain electrodes.  This is because 
the potential drop between the source and drain electrodes is now as large as or larger than 
the potential drop between the gate and drain electrode. 
 
Figure 2.11 Charge density, p, as a function of the distance between the source and drain electrodes, 
x.  (Top) Linear regime, VD << VG, with a near constant charge density across the semiconductor 
channel.  (Bottom) Saturation regime, VG >> VD, where charge density decreases linearly across 
the semiconductor channel to a point of zero charge called the punch-off point. 
The most unique phenomenon of saturation is the formation of a pinch-off point 
near the drain electrode.  Beyond the pinch-off point, the charge carrier density induced by 
the gate voltage is zero.  In the saturation regime, increasing the drain voltage leads to little 
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or no increase in drain current.  In the saturation regime drain current has the following 
relationship: 
𝐼𝐷,𝑆𝑎𝑡 =
𝜇𝑆𝑎𝑡𝐶𝑖
2
𝑊
𝐿
(𝑉𝐺 − 𝑉𝑇)
2
 
(2.7) 
 
Rearranging equation (2.7) yields the following relationship for µSat: 
𝜇𝑆𝑎𝑡 =
2𝐿
𝑊𝐶𝑖
[
𝑑 √𝐼𝐷,𝑆𝑎𝑡
𝑑𝑉𝐺
]
2
 
(2.8) 
 
 
2.3 Organic Single-Crystal Field Effect Transistors (SC-OFETs) 
 As discussed in section 2.1, impurities and structural disorder can significantly 
affect charge transport by disrupting charge carrier delocalization and creating trap states 
that impede charge carrier movement.  Thin films of organic semiconductors usually 
contain a large amount of impurities and structural defects in the form of entrapped solvent 
(if solution processed), grain boundaries, and vacancies.  As such, thin-films of organics 
remain functionally useful; however, they pose a challenging system in which to study 
intrinsic charge carrier transport behavior due to the convoluting influences of impurity 
and structural disorder.  Organic single crystals, on the other hand, provide a highly-
ordered and high purity in which intrinsic transport can be studied with much more clarity.  
As such, much of the current research into organic semiconductor properties has been 
focused on organic single crystals.7, 35-59 This section will cover the growth of single 
crystals, fabrication of devices using single crystals, and general characteristics of common 
single crystal organic semiconductors. 
  33 
2.3.1 Single Crystal Growth 
 In general, single crystals of organic semiconductors can be grown using many of 
the same methods developed to grow single crystals of inorganic semiconductors.  Namely 
these methods include solution growing, physical vapor transport, and melt growth 
processes like the Bridgeman and Czochralski methods.  Which method is used for a give 
semiconductor depends upon a number of factors, and some methods aren’t compatible 
with certain semiconductors.  
 Solution growing of single crystals is perhaps the most straight forward crystal 
growth method.  The only particular requirement is that the organic material is fairly 
soluble in some solvent (typically organic and with a reasonable vapor pressure).  A super-
saturated solution of the organic material in the solvent is prepared and placed into a beaker 
or dish.  The container is usually lightly covered such as to allow a slow and moderated 
rate of solvent evaporation.  A small amount of heat can be applied depending on the 
solvent and desired evaporation rate.   As the solvent evaporates, small crystals nucleate.  
Once crystal nucleation happens, much of the growth in the system tends to go towards 
growing the existing crystals rather than nucleating additional crystals.  One permutation 
of this method is to force nucleation of the crystals not with solvent evaporation but with 
temperature changes.  Solubility generally decreases with temperature.  This can be 
exploited to grow crystals by preparing a saturated solution of the semiconductor at room 
temperature or slightly above and then slowly cooling the solution.  As the temperature 
decreases, the solubility of the semiconductor in solution also decreases and crystals begin 
to nucleate.60-62  Solution growth has the benefits of being relatively simple, easy to control, 
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and able to grow reasonably large crystals.  Many crystal samples for X-ray crystallography 
are grown via solution.  The downside of solution growth is that inevitably some amount 
of solvent is trapped within the crystal structure.  As stated previously, electronic transport 
is extremely sensitive to disorder.  Trapped solvent distorts the crystal structure and can 
significantly impact charge transport.  Therefore, better electronic performance is usually 
obtained through other crystal growth methods. 
 Melt growth and/or zone refining methods are capable of producing ultra-pure 
single crystals of very large size making semiconductors grown via these methods 
particularly high performing and desirable.  These types of processes are the same ones 
used to grow the extremely high purity, high quality wafers of silicon and other inorganics 
used throughout the semiconductor industry.  In a melt growth process, like the Czochralski 
method, the whole of the semiconductor material (and any desired dopants) is melted in a 
crucible or ampoule.  A seed crystal is then used as the starting point of crystal growth that 
proceeds due to a very gradual temperature gradient in the system.  One variant of this 
process, the Bridgeman method63, has been used to grow a number of organic 
semiconductor materials including naphthalene,64 tetracene,65 anthracene,66 and pyrene.60  
Zone refining is a bit different of a process.  During zone refinement, only a small portion 
of the semiconductor material is molten at any given time.  This is typically done by 
moving the material (sealed in an ampoule) through a temperature gradient that increases 
slowly, reaches a peak temperature just above the melting point of the material in a very 
narrow region, and then slowly cools beyond this zone.  The molten zone therefore 
proceeds slowly along the ampoule length.  At any given moment there is a small molten 
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bit of crystal interfaced with a solid portion of the crystal.  Generally, impurities tend to be 
more soluble in the liquid phase of the material than the solid phase of the material.  
Therefore as the molten region moves along the length of the ampoule, it tends to extract 
and drag away impurities with it.  The impurities then all get concentrated toward one end 
of the crystal.  The zone refinement process can be repeated multiple times to produce 
crystals of unparalleled purity.67  Both the Bridgeman and zone refinement processes can 
be seen in Figure 2.12. 
 
Figure 2.12 (a) Bridgeman growth and (b) zone refinement processes.  Bridgeman growth focuses 
on a total melt and slow nucleation at one end via temperature gradient while the zone process 
melts only a small portion of the crystal at any given time.60 
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 Though melt growth and zone refinement can produce extremely high quality 
crystals, it remains difficult to apply this growth method to many organic materials.  Unlike 
inorganic semiconductors, organic semiconductors are inherently molecular in nature.  
While a semiconductor like silicon can be safely melted without any damage to the building 
blocks of the material (namely the silicon atoms), excessive temperature can readily break 
the bonds which hold the molecular building blocks of organic semiconductors together.  
This process is called thermal degradation.  Therefore, for an organic semiconductor to be 
a suitable candidate for either melt growth or zone refinement, the molecules composing 
the material must be able to withstand temperatures in excess of the melting point of the 
crystal without changing or breaking in any way.  This is a relatively difficult condition for 
many organic semiconductors to meet and so only a fraction of organic semiconductors 
can be grown using these processes. 
 Physical vapor transport (PVT) is a third method used to grow organic single 
crystals.  PVT involves placing a source boat of organic material in a closed tube (often 
quartz or metal) and then heating the area around the source boat to create a significant 
amount of organic material in the vapor phase.  The organic vapor is then pushed down a 
temperature gradient within the tube by a gentle flow of ultra-pure gas, usually H2, N2, or 
Argon.  The cooling of the vapor causes the molecules entrained in the vapor phase to 
nucleate crystals that deposit on the walls of the substrate tube and continue to grow.  PVT 
not only serves to grow crystals but also to purify material.  Compounds are separated at 
different distances based upon their weights.  With a properly set temperature gradient, 
heavier compounds than the target crystal will remain in the source boat (as they tend to 
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be less volatile) while less massive impurities will be pushed further down the tube before 
solidifying on the tube walls.  Figure 2.13 shows a schematics of the PVT process. 
 
Figure 2.13 Schematic of the physical vapor transport growth method.  Organic powder is heated 
to produce a large amount of vapor that is pushed down a temperature gradient causing the 
molecules entrained in the vapor to nucleate.  The process also purifies the material as compounds 
deposit at different distances from the source boast based upon weight. 
 PVT produces high quality, purified crystals without the solvent entrapment of 
solution growth and at lower temperatures than melt growth as the melting point of the 
compound does not need to be reached.  Because of this PVT is a growth method often 
used to make SC-OFETs.  PVT, however, is not without drawbacks.  The organic molecule 
must have a significant vapor pressure below its degradation temperature, which is not 
always a given.  Furthermore crystal size can often be both small and highly variable 
compared to other methods.  For the current benchmark organic semiconductor Rubrene, 
however, PVT growth works very well. 
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2.3.2 Fabrication of SC-OFETs 
 Though organic single crystals have intrinsically high order and purity, putting the 
crystal in a device that is able to measure the crystals properties is not without challenges.  
Namely, by placing the single crystal in a device architecture, significant disorder and 
impurities cannot be added into the system else the reason for using a highly ordered single 
crystal is defeated, because the transport properties will be dominated by the disorder from 
the other components of the device.  Particularly troublesome areas are any location the 
single crystal interfaces with another material, as trap states can often form at interfaces.  
In the case of a SC-OFET, interfaces between the semiconductor and source/drain 
electrodes and the semiconductor and the dielectric need to be considered. 
 
Figure 2.14 Schematic of a vacuum gap dielectric, single crystal organic field effect transistor.  
The substrate is polydimethylsiloxane (a rubbery material) coated with a thin layer of gold.  Organic 
single crystals will readily laminate on the substrate due to Van der Waals interactions.68 
 One particularly high-performing SC-OFET geometry is the vacuum gap transistor 
shown in Figure 2.14.  The most problematic interface (concerning the addition of charge 
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traps to the system) is the semiconductor-dielectric interface.  In part this is because the 
semiconductor-metal interface is involved in a significantly smaller part of charge transport 
than the semiconductor-dielectric interface because the vast majority of the charge 
injection occurs right at the edge of the electrode but occurs over the full length of the 
semiconductor-dielectric interface.  The vacuum gap transistor prevents the formation of 
trap states between two materials by simply not placing a dielectric material in contact with 
the single crystal.  Vacuum is the dielectric in this device.  Due to the low dielectric 
constant of vacuum, the capacitance of the device is lower than when using a different 
dielectric and larger voltages (tens of volts) must be applied to obtain the same charge 
densities.  Given that these devices are primarily research tools, this is of little concern. 
 
2.3.3 Charge Transport in SC-OFETs 
 As discussed in Section 2.1, one of the ways that the structure of organic 
semiconductors is unique compared to that of inorganic semiconductors is their molecular, 
rather than atomic, building blocks.  As a result, organic semiconductors tend to have 
highly anisotropic (depends on direction) conductivity and charge carrier mobility when 
compared to inorganic semiconductors.  As an example, consider the organic 
semiconductor rubrene (Figure 2.15). 
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Figure 2.15 (a) Hole mobility in rubrene as a function of crystal orientation along transistor 
channel. (b) Molecular structure and crystallographic packing of rubrene.69 
 Rubrene consists of an aromatic, flat tetracene backbone with four side phenyl 
groups rotated perpendicular to the tetracene backbone.  Rubrene packs in a herringbone 
pattern with and interlayer spacing of 3.6 Å.  Each layer is also shifted about half the length 
of the molecule along the tetracene backbone.  Conduction occurs primarily through 
overlapping pi-orbitals between adjacent rubrene layers along the b-axis as shown in Figure 
2.15.  In the b-direction, rubrene has a hole mobility up to 20 cm2/Vs.  Along the a-axis, 
orbital overlap is significantly minimized compared to the b-axis and hole mobility is about 
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five times lower along the a-axis.  The c-axis (into the plane of the packing structure in 
Figure 2.15 (b)) has essentially no orbital overlap between neighboring layers of rubrene 
molecules.  As a result, the hole mobility along the c-axis is 2-3 orders of magnitude lower 
than the hole mobility along the b-axis.  Interestingly, there is often a correlation between 
crystal shape and mobility as the same structural features that promote charge transport 
tend to also promote crystal growth.  This is evident in the shape of the often lathe-like 
rubrene crystals with a long b-axis, skinny a-axis, and very thin c-axis.  Conversely, the 
more isotropic transport in dinaphtho-thieno-thiophene (DNTT) often yields a platelet type 
structure. 
 Though conductivity and charge carrier mobilities in organic semiconductors tend 
to be significantly lower than those of inorganic semiconductors, certain high performing 
organics are capable of achieving band-like transport.  This has been confirmed in a number 
of ways including mobility temperature dependence measurements,30 Hall effect,40 
ultraviolet photoelectron spectroscopy,54 and infrared spectroscopy.70-71  Example 
materials that exhibit band-like transport include rubrene (p-ytpe),30 
tetramethyltetraselenafulvalene (TMTSF) (p-type), and dicyanoperylene-3,4:9,10-
bis(dicarboximide) (p-type),72 (PDIF-CN2) (n-type).
73 
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Figure 2.16 Temperature dependence of hole mobility for a rubrene SC-OFET.  Mobility initially 
increases with decreasing temperature, indicating band-like transport.  Eventually mobility begins 
to decrease with decreasing temperature indicating hopping transport due to increased effects from 
shallow traps. 
 In organic materials that do exhibit band-like transport, the behavior only holds 
over a finite temperature range as shown in Figure 2.16.  In other words, below some 
critical temperature, carrier mobility begins to decrease with decreasing temperature 
indicating thermally activated transport.  The explanation for this behavior can be found in 
the multiple trap and release (MTR) model, which states that shallow traps within a few 
tens of millivolts of the band edges become significant as thermal energy is removed from 
the system.74  At room temperature, thermal energy is sufficiently high to release any 
charge carriers that fall into the shallow energy traps nearly instantaneously; therefore, 
charges effectively do not get stuck in the traps for any appreciable amount of time and 
mobility is unaffected.  As temperature is decreased, there is less thermal energy in the 
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system and charges that fall into the shallow traps take significantly longer to thermally 
excite out of the trap.  The effective mobility of the charge carrier is therefore lower, 
because its average speed is slower.  Effective mobility can be expressed as the following: 
𝜇𝑒𝑓𝑓 = 𝜇0
𝜏
𝜏 + 𝜏𝑡𝑟
 (2.9) 
 
where µeff is the effective hole mobility, µ0 is the band-like mobility, τ is the time the charge 
is freely moving, and τtr is the time the charge spends in shallow traps.  At high 
temperatures, µeff and µ0 become effectively equal as τtr approaches 0.  Conversely, at low 
temperatures, τtr >> τ and we have µeff = µ0(τ/τtr) which states that the effective mobility is 
directly proportional to the ratio of time the charge is moving compared to the time it is 
trapped. 
 Charge carrier mobility in SC-OFETs also exhibits a strong dependence on the 
dielectric constant of the dielectric material used in the device.  Specifically, in rubrene 
SC-OFETs an inverse relationship between mobility and dielectric constant has been 
observed (Figure 2.17).75  The mobility changes from 20 cm2V-1s-1 in a vacuum gap device 
(εr = 1) to 1 cm2V-1s-1 in a Ta2O5 device (εr = 25).  Furthermore, vacuum gap devices exhibit 
band-like transport while higher dielectric constant gate insulators exhibit only thermally 
activated transport.  The origins of this phenomenon are not well understood.  One possible 
explanation is that the interface of a highly polarizable dielectric with a low polarizability 
organic can create Frölich polarons, which serve as a localizing force for the charge 
carriers. 
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Figure 2.17 Effect of dielectric constant of the gate dielectric on the hole mobility in rubrene single 
crystal field effect transistors.75 
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Chapter 3: Electrical Double Layer Transistors 
3.1 Principles of Electrolyte Gating 
 As discussed in Chapter 1, unique electronic phenomena like insulator-to-metal 
transistors and superconductivity are accessible in some materials simply by injecting 
extremely high densities of charge, on the order of 1013-1015 charges per cm2.  Solid 
dielectrics typically are limited to charge densities of 1012 cm-2.  The use of very high-k 
ferroelectric dielectrics are capable of reaching charge densities on the order of 1014 cm-2; 
however, the fabrication is complex, dependent upon substrate and/or semiconductor 
material, and fails completely in the presence of pin-hole defects.76  To easily reach the 
required charge densities to see novel electronic phase behavior, the use of electrolytes (in 
particular ionic liquids) as gate dielectrics in OFETs has been employed in recent years.  
The resulting device is called an electrical double layer transistor (EDLT).  This section 
explores the principles of electrolyte gating that allow EDLTs to reach extremely high 
charge densities. 
 
3.1.1 Ionic Liquids 
 Room temperature ionic liquids (RTILs) are molten salts at room temperature.  
They are a liquid soup of positive and negative ions. If table salt (NaCl) were a molten at 
room temperature, it would be a RTIL.  For simplicity, any further mention of ionic liquids 
refer specifically to RTILs.  Unlike traditional electrolyte solutions (e.g. NaCl dissolved in 
water), which are also liquid soups of positive and negative ions, ionic liquids contain no 
solvent molecules.  When completely pure, ionic liquids contain only positive cation 
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species and negative anion species.  Common ionic liquid cations and anions can be seen 
in Figure 3.1. 
 
Figure 3.1 Common cations (left half) and anions (right half) comprising the most commonly used 
ionic liquids.16 
 Ionic bonding is generally a strong type of bonding with ionic solids often having 
high melting temperatures (Tm = 801°C for NaCl and Tm = 2852°C for MgO).  To make an 
ionic compound liquid at room temperature, the coulomb interaction between the cations 
and anions needs to be significantly weakened.  This is done effectively in two ways.  The 
first way is to increase the distance between the cations and anions in solution as electric 
field strength decays with distance.  To accomplish this, anions and cations in ionic liquids 
are usually quite large when compared to something like a sodium or chloride ion.  Often 
the ions are organic and use long alkyl chains and tails as steric spacing units preventing 
the charge centers of the ions from drawing to near to one another as can be seen in many 
ions in Figure 3.1.  The second way that bonding is frustrated is through symmetry.  Highly 
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symmetric molecules have an easier time coordinating with multiple neighbors.  
Conversely, molecules of low symmetry cannot coordinated well with multiple neighbors.  
Melting temperatures can be suppressed by several hundred degrees Celsius by a simple 
symmetry lowering modification. 
 Ionic liquids have many desirable characteristics.  Perhaps the most unique property 
ionic liquids possess is an extremely low vapor pressure.  A microliter-sized droplet of 
ionic liquid may be placed inside a vacuum chamber for a month with seemingly no change 
in size.  The low vapor pressure is the result of the strong ionic interactions that remain 
between cations and anions even though the material remains a liquid.  The low volatility 
makes ionic liquids extremely appealing as green solvents to replace volatile organic 
compounds (VOCs) that cause health or environmental damage.77  Ionic liquids also have 
a wide electrochemical window compared to many electrolytes, which also makes them 
desirable in many electrochemical applications.  Specific capacitance in ionic liquids is 
similar to that of electrolytes, on the order of µFcm-2, which is large compared to the nFcm-
2 specific capacitance of many thin solid dielectric layers.  The combination of all three of 
these properties make ionic liquids particularly well suited for use in EDLTs. 
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3.1.2 Electrical Double Layer Formation and Structure 
 As mentioned in the previous section, ionic liquids have extremely high specific 
capacitances.  The origin of the high capacitance is in the mobility of the ions.  First, 
however, consider the case of a solid dielectric like silicon dioxide (Figure 3.2). 
 
Figure 3.2 (a) Polarization of electron clouds in a solid dielectric under bias. (b) Electrical double 
layer formation in an ionic liquid under bias.  (c) Potential as a function of distance from interface 
in a solid dielectric.  (d) Potential as a function of distance from interface in an ionic liquid. 
 When a voltage bias is applied across a solid dielectric, the electrons move in 
response to the electric field leading to a polarization of the dielectric.  The field of the 
resulting dipole minimizes the effective electric field in the device.  The higher the 
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dielectric constant of the material, the lower the electric field strength, and the greater the 
amount of charge able to be stored on the capacitor.  Assuming a simple parallel plate 
capacitor model, the electric field is constant at any point in the solid dielectric between 
the two metal plates.  This means that the potential being applied across the two plates is 
being dropped linearly across the whole dielectric thickness as shown in Figure 3.2 (c).  
The gradient of the potential drop (i.e. electric field) is therefore proportional to the 
dielectric thickness; hence, capacitance is a function of dielectric thickness for traditional 
solid dielectrics. 
 Consider now the case of an ionic liquid dielectric.  Unlike the electrons in silicon 
dioxide that are tightly bound to their host atom and only able to slightly polarize under 
influence of an electric field, ions in ionic liquids are fully mobile and able to move freely 
in response to an electric field.  What occurs is the formation of what are called electrical 
double layers at each of the two interfaces as shown in Figure 3.2 (b).  Electrical double 
layers are two layers of opposite charge spaced a short distance (~1 nm) apart.  One layer 
of charge is comprised of charges in the electrode and the other layer is comprised of 
oppositely charged ions in the ionic liquid.  As shown in Figure 3.2 (d), the potential across 
an ionic liquid dielectric is dropped only at the two interfaces (the amount of which is 
proportional to the relative areas of the two interfaces).  This occurs because the mobile 
ions fully screen the charge in the bulk of the ionic liquid leading to there being no net 
electric field in the bulk of the ionic liquid and therefore no potential drop.  An electrical 
double layer can crudely, for the point of illustration, be modeled as a parallel plate 
capacitor.  The specific capacitance of a parallel plate capacitor is C’=ε/d where ε is the 
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dielectric constant of the insulator and d is the spacing between the two plates of opposite 
charge.  Because specific capacitance is inversely proportional to the spacing of the charge 
layers and the charge layers are only about 1 nm apart, the specific capacitance of 
electrolyte and ionic liquid systems is huge, on the order of μFcm-2 as mentioned 
previously. 
 
Figure 3.3 Ionic liquid double layer structure and associated net charge density as a function of 
distance from the electrode surface. 
 While the idea of a single layer of counter ions adhered to an electrode surface 
serves as a simple model, electrical double layers in ionic liquids are inherently more 
complex due to the extreme charge concentrations involved.  A lot of recent work has gone 
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into trying to better understand ionic liquid double layer structure through methods such as 
X-ray diffraction, in-situ STM and AFM, and computational modeling.78-85 The structural 
picture that has emerged from this work is represented in Figure 3.3.  An ionic liquid 
electrical double layer actually consists of many layers ordered in a lamellar structure of 
alternating charge density that decreases in magnitude away from the electrode surface.  
The lamellar structure is on the order of a few nanometers thick (possibly more depending 
on the ionic liquid and the time scales involved). 
3.1.3 Electrical Double Layer Device Structures 
 Ionic liquids can be used in several different device architectures as shown in Figure 
3.4.  Each architecture has advantages and disadvantages. 
 
Figure 3.4 Different electrical double layer transistor device architectures. (a) Bottom gate using 
ionic liquid; (b) Top gate using ion gel; (c) Side gate using cut-and-stick ion gel; (d) Top (and 
bottom) gated using ionic liquid or electrolyte for use in an electrochemical cell.44, 86-88 
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 Figure 3.4 (a) shows a bottom gated device using an ionic liquid dielectric layer.  
This type of device is commonly used when studying single crystal OFETs.  A vacuum 
gap device, as shown in Figure 2.14, can easily be converted into this type of device simply 
by filling the vacuum gap with an ionic liquid.  Fabrication of such devices is important to 
the work in this thesis and will be discussed in detail in chapter 4.  One advantage of this 
architecture is being able to directly compare performance of an air/vacuum dielectric to 
that of an ionic liquid dielectric using the same crystal.  This is possible as the gap between 
the semiconductor and gate is relatively small (~few μm) and therefore has enough 
capacitance to turn on the device even when using a vacuum dielectric.  The other 
architectures in Figure 3.4 are incapable of turning on without the ionic liquid, and so the 
impact of the ionic liquid cannot be as accurately assessed.  Another advantage of this 
architecture is that it greatly minimizes parasitic capacitance.  Due to the high capacitance 
of the ionic liquid, any overlap of the ionic liquid with the source and drain electrodes 
creates a large parasitic capacitance.  This architecture largely eliminates any possible 
contact of ionic liquid with source or drain electrodes and leads to lower parasitic 
capacitance than found in other architectures. 
 Figure 3.4 (b) shows a top gated device using an ion gel dielectric.  Ion gels are a 
blend of polymer (~20 wt%) and ionic liquid (~80 wt%).  Typically triblock copolymers 
(Figure 3.5) are used with the middle block being soluble in ionic liquid and the end blocks 
being relatively less soluble in ionic liquid.  Ion gels give structure and rigidity to the 
formerly liquid material.  One advantage to the architecture in Figure 3.4 (b) is that, unlike 
the device it 3.4 (a), it can be printed using ink jet or aerosol jet methods.89  Use of ion gel 
  53 
instead of ionic liquid is key as it allows a stable, solid surface on which to print the gate 
electrode that would otherwise penetrate an ionic liquid and short to the semiconductor.  
Another advantage is that the ion gel has a definite form and is not prone to move or run 
across the surface as opposed to a liquid dielectric.  One disadvantage of this architecture 
is that ionic conductivity is reduced slightly in ion gels compared to the liquids due to the 
presence of polymer impeding ion movement.  This translates to slower operating speeds.  
A second disadvantage is that parasitic capacitance is larger due to inevitable overlap of 
the ion gel and source/drain electrodes.  The ion gel must be printed with a slight overlap 
of the electrodes to ensure the semiconductor is gated across its entire length.  The parasitic 
capacitance is further compounded due to overspray of the printing nozzles. 
 
Figure 3.5 Commonly used triblock copolymers used to create gels of ionic liquids. 
 Figure 3.4 (c) shows a side-gated transistor using a cut-and-stick ion gel.87  The 
main advantage to this architecture is its ease of fabrication.  No special equipment is 
required to create an EDLT using this setup beyond a pair of tweezers and a razor blade.  
Electrodes can be placed on a semiconducting crystal or material using silver or graphite 
paint, a piece of ion gel (prepared simply by mixing ingredients in a petri dish) is then cut 
and placed carefully such that it overlaps the semiconductor and gate while minimizing 
overlap of the source/drain electrodes.  Disadvantages of this architecture include lack of 
resolution when placing the gate dielectric and increased distance between the gate 
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electrode and semiconducting channel when using a side gate (as is common).  In a top or 
bottom gate device, it is easy to place your gate and channel on the order of 1 μm apart; 
however, distances in side gate device are usually on the order of mm.  As discussed in the 
last section, this increased distance will not affect the capacitance of the interfaces (as the 
potential is dropped only across the two interfaces); however, the increased distance greatly 
increases the ionic resistance of the dielectric leading to slower device performance. 
 The final device architecture, Figure 3.4 (d), shows a novel use-case of EDLTs as 
a charge-transfer modulator during electrochemical reactions.88  In this setup, the 
semiconducting channel is gated both from the bottom (through a thin oxide dielectric) and 
from the top through the electrolyte via the potential difference between the working 
electrode (which is the semiconductor) and the counter electrode.  This particular EDLT 
geometry shows promise in the field of catalysis as it allows for the reversible modulation 
of the energy bands allowing the energy bands to be aligned precisely with the targeted 
oxidation or reduction reaction.  Charge transfer rates can be modified by over two orders 
of magnitude using this type of device. 
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3.2 Device Characterization 
3.2.1 Figures of Merit 
 One of the most important figures of merit for an electrolyte, in regards to device 
performance, is the RC time constant.  The RC time constant of an ionic liquid dielectric 
is the product of the resistance to ionic conduction and the capacitance.  It represents the 
time required to charge the capacitive circuit to ~63%.  If we rewrite the RC time constant 
in terms of intrinsic properties of the ionic liquid we have RC = tC’/σ, where t is the 
thickness of the dielectric, C’ is the specific capacitance of the ionic liquid, and σ is the 
ionic conductivity of the ionic liquid.  While the specific capacitance and ionic conductivity 
of the ionic liquid are very important, these components do not wholly determine the RC 
time constant in a capacitor as the resistance and capacitance are extrinsic properties that 
depend on device geometry and dimension.  As the above equation indicates, the thickness 
of the ionic liquid layer is very important as the resistance increases linearly with increasing 
thickness; therefore, a very thin ionic liquid layer leads to a faster charging capacitor with 
no change in capacitance.  Given typical values for ionic conductivity (σ ~ 10-3 S/cm) and 
specific capacitance (C’ ~ 10 μFcm-2), sub-microsecond RC time constants (and therefore 
> 1 MHz operating frequencies) are theoretically possible in a well-constructed EDLT.  
Often actual performance is limited by other factors including parasitic capacitance caused 
by various non-idealities such as ionic liquid/ion gel overlap of the source drain electrodes.  
Parasitic capacitance increases capacitance and proportionally the RC time constant as 
well.  Other non-idealities in the system that lower device operating frequency include slow 
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adsorption and desorption of ions on electrode surfaces, ion penetration into porous 
surfaces, and charge carrier mobility in the semiconductor. 
 A second figure of merit for electrolytes is the loss tangent, otherwise called 
dielectric loss or the dissipation factor.  This quantity is defined as: 
𝑡𝑎𝑛𝛿 =
𝜀′′
𝜀′
 
(3.1) 
where ε’ and ε’’ are the real and imaginary parts of  the electrical permittivity and δ is the 
loss angle which characterizes, in an AC system, how far the phase angle between the 
current and voltage waveforms deviates from the ideal 90 degrees for a capacitor.  
Dielectric loss is typically only relevant in AC systems and specifically quantifies the 
energy dissipated through resistive means versus the energy stored electrically in the 
capacitor.  The causes of this resistive loss can be many but are related to energy lost as 
heat generation from charges being displaced through a dielectric medium in response to a 
constantly changing electric field.  Loss tangents are inherently higher in ionic liquid 
dielectrics (tanδ ~ 0.1) than conventional solid dielectrics (tanδ ~ 0.001) due primarily to 
the slow/resistive movement of ions through a charge medium compared to the 
comparatively less resistive electron cloud polarization. 
A common way of analyzing dielectric loss in a circuit involves modeling a real 
capacitor as a series combination of an ideal lossless capacitor and a resistor called the 
equivalent series resistance.  When taking this approach, loss tangent can be defined as: 
𝑡𝑎𝑛𝛿 = 𝜔𝑅𝐶 (3.2) 
where ω is the angular operating frequency of the device, R is the equivalent series 
resistance, and C is the capacitance of a lossless capacitor.  It is important to note here that 
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the values of R and C do not necessarily directly translate to exact resistances or 
capacitance values within the circuit but serve as part of a model. Nevertheless increasing 
resistance or capacitance of the dielectric increase R and C in the model as well, and 
therefore it is possible to see that the RC time constant is also relevant in determining the 
dielectric loss in a device. 
 Realistically, an ionic liquid device cannot be characterized by a single RC time 
constant; a wide distribution of relaxation events are involved in the operation of an ionic 
liquid device with time scales spanning from microseconds well into seconds.90  Rough 
electrode surfaces and slow ion adsorption and desorption events are likely contributors to 
this phenomenon.91 A model providing insight into the time scales involved in ionic liquid 
devices is contained in chapter 5.  
 
3.2.2 Charge Density Measurements 
 Charge density determination in inorganic FETs is relatively simplistic.  It can often 
be well estimated simply by assuming the capacitive stack in the transistor behaves like a 
parallel plate capacitor (therefore C = εA/d) and then using Q = CV, which in terms of 
charge density, p, is simply p = CV/A.  The only real caution required is that ε is frequency 
dependent, and therefore the value used must be appropriate for the frequency domain of 
interest.  Charge density in EDLTs is much more complicated to determine and cannot be 
easily estimated with a formula.  The reason for this is that capacitance is not only highly 
frequency dependent in EDLTs but is also highly voltage dependent as well.  Often 
capacitance in EDLTs is discussed in terms of differential capacitance: 
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𝐶𝑑𝑖𝑓𝑓 =
𝜕𝑝
𝜕𝑉
 
(3.3) 
where Cdiff is differential capacitance, p is charge density on the capacitor, and V is voltage 
across the capacitor. The capacitance’s dependence upon voltage relates to how double 
layer structure changes as voltage increases.  Differential capacitance actually reaches a 
minimum value at the point of zero charge (PZC)92-93 as shown in Figure 3.6. 
 
Figure 3.6 Differential capacitance as a function of potential versus a Ag-AgCl reference electrode 
for a 0.7M solution of NaF on a carbon aerogel electrode.94 
To understand this phenomenon, potential of zero charge must first be understood.  The 
potential of zero charge is fundamental to the concept of ion adsorption and depends upon 
both the electrolyte used as well as the composition of the electrode surface.  When an 
electrode is immersed in an electrolyte, adsorption of ions occurs inherently.  It is likely 
that either cations or anion preferentially adsorb to the surface more than their counter ion 
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and so a net charge density exists on the surface.  It is important to note that both species 
are adsorbed but the quantity of anions versus cations adsorbed is different.  The potential 
of zero charge is then the potential that needs to be applied to the electrode surface in order 
to bring the surface to charge neutrality.  This is not to say that there are no more charges 
adsorbed but rather that the amount of positive and negative adsorbed charge is now equal.  
At the potential of zero charge, charges are not pulled strongly towards the surface and the 
average distance of a charge from the surface is therefore at a maximum.  Assuming a 
simple parallel plate model, capacitance is inversely proportional to the separation distance 
of the charges; therefore, if separation distance is maximized at the PZC due to the weak 
potential felt near the surface, then the differential capacitance is minimized at this point. 
Charge density can be measured in EDLTs using four different methods: step 
potential charging, impedance analysis, linear voltage ramp displacement current 
measurements, and Hall effect measurements. 
Step potential charging, as seen in Figure 3.7, involves applying a sudden change 
in potential (a potential step) to the capacitor while measuring the current flowing to charge 
or discharge the capacitor.  Step potentials are useful for determining the equilibrium 
charge density in a device in a static, DC state.  Charge density is determined in this method 
by integrating charging current as a function of time (area under curve in Figure 3.7): 
𝑝 =
𝑄
𝐴
=
∫ 𝐼𝑑𝑡
𝑒𝐴
 
(3.4) 
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Figure 3.7 Charging current as a function of time for an Au/[P14]+[teFAP]-/Au capacitive structure 
in response to a step voltage. 
Using an ideal dielectric, charging current exponentially decays with time according to: 
𝐼 = 𝐼0𝑒
(−
𝑡
𝑅𝐶) 
(3.5) 
In a relatively ideal solid dielectric charge density can be calculated accurately and quickly 
by measuring charging current in response to a step potential for a few seconds, fitting the 
resulting data to equation 3.5 and integrating the fit with respect to time out to infinity.  In 
the case of ionic liquids, charge determination by step potential is a much more time-
intensive process as ionic liquids do not behave like ideal capacitors with exponentially 
decaying current.  Charging current typically displays a very long, slowly decaying tail.  
As a result, to determine charge density, measurements need to be carried out over extended 
periods of time (tens of minutes or more) until current has decayed to a relatively flat 
plateau.  This plateau value represents leakage current (current not contributing to charging 
the capacitor, such as leakage through a resistor in parallel with the capacitor) and is often 
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attributed to slow electrochemical phenomena.  This leakage current value serves as an 
integration baseline that is subtracted from all measured currents before integrating using 
equation 3.4. 
 
Figure 3.8 (a) Impedance as a function of frequency for an Au/[P14]+[teFAP]-/Au capacitive 
structure as determined by impedance analysis. (b) Capacitance as a function of frequency. 
Impedance analysis serves as a second useful tool for analyzing charge density in 
EDLTs.  Impedance analysis characterizes the AC performance of a device.  In impedance 
analysis, a sinusoidal alternating voltage (superimposed on a DC voltage offset) is sourced 
to the device and the current is measured in response.  In an AC system instead of V=IR 
we have V=IZ where Z is the impedance (AC analogue of resistance).  The phase angle, φ, 
(phase shift in the voltage and current waveforms) is also tracked.  The phase angle allows 
the total impedance, Z, to be broken down into its real and imaginary parts, Z’ and Z’’ 
respectively, according to the equations Z’=cos(φ)|Z| and Z’’=sin(φ)|Z|.  Figure 3.8 (a) 
shows total impedance as a function of frequency for an ionic liquid capacitor.   
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Using impedance analysis, charge density is determined by characterizing the 
differential capacitance of the device over a range of frequencies and voltages rather than 
by integrating current.  To determine capacitance from impedance and phase angle data, 
an equivalent circuit model must be assumed for the device.  Typically a simple series R-
C circuit is used to characterize EDLTs at low frequencies (< ~10 kHz).  In a series RC 
circuit the following relationships hold: 
𝑍′ = 𝑅 (3.6) 
𝑍′′ =
−𝑖
2𝜋𝑓𝐶
 
(3.7) 
It is important to note here that R and C are effective device values only valid at a particular 
frequency; therefore, each frequency has a unique R and C associated with it. 
Using equations 3.6 and 3.7, it is possible to take the impedance data from Figure 
3.8 (a) and plot it in terms of effective capacitance as seen in Figure 3.8 (b).  Of particular 
interest is the roll off in capacitance at high frequency.  Capacitance decreases at high 
frequency as the field is switching so quickly that the ions can barely begin to move in one 
direction before the field changes direction and the ions are being pulled the opposite 
direction.  Effectively ions stand still at high frequency and are no longer able to move to 
form a double layer.  Ionic conductivity has a significant effect on the frequency at which 
the capacitance begins to roll off with low conductivity ionic liquids beginning to roll off 
near 1 kHz and high conductivity ionic liquids rolling off near 100 kHz. 
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Figure 3.9 Capacitance (black) and charge density (red) for a rubrene EDLT as determined via 
impedance analysis.95 
Of particular interest with regard to charge density is the dependence of capacitance 
on voltage as shown in black in Figure 3.9 for a rubrene EDLT.  Using impedance analysis, 
impedance and phase angle can be measured at a fixed AC oscillation frequency (typically 
the standard operating frequency of the device being tested) and amplitude while the DC 
voltage offset is swept linearly.  Using equation 3.7, the capacitance can be determined at 
each voltage.  The resulting capacitance curve can then be integrated with respect to gate 
voltage to give charge density: 
𝑝 = ∫
𝐶
𝑒𝐴
𝑑𝑉𝐺 
(3.8) 
 The third method commonly used to determine charge density in EDLTs is called 
the displacement current measurement (DCM).  To perform a DCM, the source and drain 
contacts of the EDLT are typically shorted to ground and a linearly ramping voltage is 
applied to the gate electrode while current is measured. 
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Figure 3.10 Gate current (black) and charge density (red) from a displacement current 
measurement (DCM) performed on a rubrene EDLT.44 
 Charge density can be obtained from a DCM by integrating current with respect to 
gate voltage: 
𝑝 =
𝑄
𝑒𝐴
=
∫ 𝐼𝑑𝑖𝑠𝑝𝑑𝑉𝐺
𝑟𝑉𝑒𝐴
 
(3.9) 
where Idisp is the displacement current, rV is the gate voltage sweeprate, e is the elementary 
charge, and A is the area of the channel.  When performing DCMs on an EDLT, there is a 
distinct off-to-on transition (Figure 3.10) as the conducting channel forms.  An integration 
baseline is usually taken as the current measured in the off regime and is subtracted before 
the current is integrated.  The baseline is used to account for parasitic capacitance in the 
device that is not due to the gate-ionic liquid-semiconductor capacitive stack.  DCM is 
particularly useful when determining charge carrier mobility (covered in detail in the next 
section) because the gate voltage sweep conditions (linear ramp) are identical to the 
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conditions when performing a transfer curve measurement.  This is important due to the 
sweep rate dependency of capacitance and better ensures that charge density measured by 
DCM at a given gate voltage is a reasonable estimation of charge density during a transfer 
curve measurement performed using the same sweep rate. 
 DCM can also be used to accurately measure capacitance.  Capacitive current (the 
current going into charging the capacitor) can be defined as: 
𝐼𝐶 =
𝜕𝑄𝐶
𝜕𝑡
=
𝜕(𝐶𝑉𝐺)
𝜕𝑡
= 𝐶
𝜕𝑉𝐺
𝜕𝑡
 
(3.10) 
where IC is the capacitive component of the current, C is capacitance, and dVG/dt is the 
gate voltage sweep rate.  Realistically the whole of the displacement current is not all 
capacitive current, so we have: 
𝐼𝑑𝑖𝑠𝑝 = 𝐼𝐶 + 𝐼𝑅𝑒𝑠 (3.11) 
where IRes is the residual component of the displacement current that does not go into 
charging the capacitor.  IRes is typically leakage current due to electrochemistry or other 
phenomena and does not scale with gate voltage sweep rate.  We can write the total 
displacement current as a linear function of gate voltage sweep rate: 
𝐼𝑑𝑖𝑠𝑝 = 𝐶
𝜕𝑉𝐺
𝜕𝑡
+ 𝐼𝑅𝑒𝑠 
(3.12) 
Plotting total displacement current as a function of sweep rate (at a specific gate voltage 
value) yields a line with a slope equal to the capacitance and a y-intercept equal to the 
leakage current as shown in Figure 3.11. 
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Figure 3.11 (a) Forward sweep of a displacement current measurement (DCM) of a rubrene EDLT. 
(b) Plot of displacement current vs gate voltage sweep rate.  
Capacitance values calculated via DCM and impedance analysis (at ~0.5 Hz) tend to align 
well as shown in Figure 3.12 for many different ionic liquids tested in an Au/IL/Au 
capacitor. 
  67 
 
Figure 3.12 Comparison of specific capacitance values obtained in an Au/IL/Au capacitor for 
different ionic liquids using the DCM and impedance analysis techniques. 
 The final method employed to determine charge density in EDLTs is the Hall effect 
measurement.  Hall effect measurement is predicated on use of the Lorentz force, which is 
a force exerted on a charged particle moving through a magnetic field.  If a charge carrier 
moving down the length of the semiconductor channel is subjected to a magnetic field 
perpendicular to the motion of the charge, the charge will deflect in a direction 
perpendicular to both its motion and the magnetic field.  This causes a net density of charge 
to build up on one side of the semiconductor channel that creates a potential difference 
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between the two sides of the semiconductor channel.  This potential difference is called the 
Hall voltage and is defined as: 
𝑉𝐻 =
𝐼𝑥𝐵𝑧
𝑝𝑒
 
(3.13) 
where VH is the Hall voltage, Ix is the current in the x-directoin, Bz is the magnetic field in 
the perpendicular z-direction, p is charge carrier density, and e is the elementary charge 
constant.  By measuring VH, I, and B, charge density can be determined.  Additionally, the 
sign of the Hall Voltage indicates whether conduction occurs primarily by hole or electron 
transport. 
Hall effect measurements are the most accurate way to determine charge density; 
however, they are challenging to perform in organic EDLTs both due to the extreme charge 
density (because the Hall voltage is inversely proportional to charge density) and low 
charge carrier mobility (because the charges generally need to be relatively delocalized for 
Lorentz deflection to occur reproducibly).  Nevertheless, Hall effect measurements have 
been successfully carried out in a number of organic semiconductors using both 
conventional40, 73 and ionic liquid96-97 dielectrics. 
 
3.2.3 Mobility Measurements 
 Due to the voltage dependent capacitance, the mobility equations (Eq. 2.6 and 2.8) 
for solid dielectric-based FETs no longer hold for EDLTs.  Instead, going back to the 
definition of conductivity as σ=epμ, mobility can be written as μ=σ/ep.  This can then be 
written in terms of currents, voltages, and device dimensions: 
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𝜇 =
𝐼𝐷
𝑒𝑝𝑉𝐷
𝐿
𝑊
 
(3.14) 
where ID is drain current, VD is drain voltage, e is the elementary charge constant, p is the 
charge density, L is the length of the semiconducting channel, and W is the width of the 
semiconducting channel.  Charge density can be determined as a function of gate voltage 
simply by integrating a DCM (performed at the same sweep rate as the transfer curve) to a 
range of desired gate voltages.  The mobility can then be plotted as a function of gate 
voltage as shown in Figure 3.13. 
 
Figure 3.13 Hole mobility as a function of gate voltage for a rubrene EDLT using [P14]+[teFAP]- 
as the gate dielectric. 
Figure 3.13 illustrates a unique phenomenon that occurs in organic EDLTs: the existence 
of a peak in the mobility – gate voltage relationship.  The subsequent decrease in the 
mobility at gate voltages past the peak becomes so extreme that conductivity in organic 
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OFETs also exhibits a peak even though charge density continues to increase.  Put another 
way, the decrease in mobility with gate voltage becomes proportionally larger than the 
increase in charge density with gate voltage leading to an overall decrease in conductivity 
with gate voltage.  Such conductivity peaks have been observed for both organic thin-film 
EDLTs98-99as well as organic single crystal EDLTs44, 97.  Interestingly, in inorganic EDLTs, 
such as ZnO, a conductivity peak is not usually observed.100  The origins of this peak are 
not well understood.  It is possible that the local electric fields of ions near the 
semiconductor interface serve as charge localizing traps.  Increasing gate voltage increases 
the number and proximity of ions to the surface and therefore increase the number and 
depth of traps.  This effect could be more significant for organic semiconductors due to 
lower dielectric constants and hence reduced field screening.  Other possibilities include 
sudden rearrangements in charge ordering at the semiconductor interface that occurs at 
elevated gate voltages and changes the potential landscape of the charge carriers in such a 
way that makes the charges less mobile. 
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Chapter 4: Experimental Methods 
4.1 Single Crystal Growth Procedures 
 Single crystals used throughout work in this thesis were grown by the PVT method 
described in section 2.3.1.  In particular Rubrene, Figure 4.1, was used extensively due to 
its benchmark hole mobility among organic semiconductors and the ability to easily grow 
high quality single crystals using PVT.  Crystals were grown in the PVT setup shown in 
Figure 4.2. 
 
Figure 4.1 (a) Structure of rubrene molecule. (b) Photograph of rubrene crystals grown by PVT. 
 Heating was produced through a combination of heating tape wrapped around an 
outer glass tube focused near the source material and nichrome wire wrapped unevenly 
down the length of the inner glass tube in order or produce a temperature gradient.  
Temperatures were controlled by adjusting the voltage across the heating tape and 
nichrome wire using Variac variable transformers.  Temperatures were monitored with 
digital thermometers using k-type glass braid thermocouples.  A quartz growth tube, on 
which the crystallization occurs, is placed within the inner heating glass tube.  A source 
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boat of rubrene powder is placed towards one end of the quartz growth tube and is centered 
underneath the heating rope coil, which is the zone of highest temperature. 
 
Figure 4.2 (a) Schematic of PVT process. (b) Photograph of PVT growth setup including 
thermometer and Variacs. (c) Photograph of glassware used in PVT setup 
 The temperature of the setup involves adjusting the two heating zones (heating rope 
and nichrome wire) such that the hottest point, Tsource, (underneath the heating rope) is 
~300°C.  This temperature is slightly variable depending on if you want a very slow crystal 
growth for thicker crystals (Tsource=280-290°C) or very thin crystals (Tsource=305-310°C).  
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Thicker crystals are more mechanically robust and easier to handle; however, thin crystals 
have the ability to flex and conform to substrate surfaces better and are therefore much 
better for use on hard substrates like silicon wafer.  Crystallization of rubrene from the 
vapor phase occurs around 250 °C, so the temperature gradient is adjusted so that the 
distance from the source boat to the crystallization zone is on the order of several inches.  
A gradual temperature gradient better separates the impurities from the pure rubrene 
crystals.  Ultra-pure argon is used as the carrier gas as it yield high quality crystals and 
does not have the same safety concerns as use of H2 gas, even though H2 gas yields slightly 
higher quality crystals.22 Gas flow rates are typically set between 10-100 mL/min 
depending on whether thick (slow gas flow) or thin (high gas flow) are desired.  Thin 
crystals are on the order of hundreds of nanometers thick and thick crystals can be on the 
order of 100 microns thick. 
4.2 Characterization of Crystals 
 To verify the quality and single-crystalline state of PVT grown crystals, two 
methods were employed.  Polarized light microscopy is the first and is the quickest and 
simplest quality check.  Crystals polarize light, and the angle of polarization is determined 
by the orientation of the crystal grain.  In a polycrystalline material (with a wide array of 
grain orientations) only a selection of the total number of grains will be visible through a 
polarized filter at a given time.  As the polarized filter is rotated, grains come in and out of 
view depending on if the grains polarize light in a way that aligns with the polarized filter 
or not.  A single crystalline material lacks grain structure, and so the entirety of the crystal 
will be visible or not visible for a given position of polarized filter. 
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 X-ray Diffraction (XRD) is the second method used to analyze crystallinity and 
crystal quality.  XRD experiments were conducted using a (PANalytical X’pert Pro using 
0.154 nm Cu Kα radiation).  Figure 4.3 shows a wide angle 2θ scan of a rubrene single 
crystal.  High quality crystals are indicated by the following factors: obtaining the predicted 
Bragg peaks, having narrow peak widths, and having many higher order peaks.  Rocking 
curve analysis (ω-scan) is performed by setting the angle between the crystal and detector 
to the 2θ value of the desired peak and then rocking the sample (ω-angle) relative to the 
fixed detector.  The full-width-at-half-maximum (FWHM) is characterized as a function of 
ω.  The wider the peak, the higher the mosaicity.  Mosaiscity is the deviation of 
crystallographic planes from being parallel/flat to one another. 
 
Figure 4.3 XRD pattern of a rubrene single crystal grown by PVT. 
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4.3 Fabrication of Vacuum Gap SC-OFETs 
The following recipe was used to fabricate the substrates for SC-OFET devices with 
a 5 μm vacuum gap.  Vacuum gap depth can be adjusted by using different SU-8 
photoresists.  Exposure parameters and possible bake times will need to be increased as 
photo resist thickness increases. 
 
1. A cleanroom environment is highly recommended as dust can both cause device 
shorting and prevent good crystal adhesion to the substrate. 
2. Make a bright-field mask in an autoCAD software.  The chromed regions of the 
mask will become the raised regions of the final substrate (i.e. source and drain 
electrodes and any voltage sensing probes). 
3. Fabricate a master wafer mold using a 4 inch wafer with at least one polished side.  
All other parameters are unimportant to fabrication of the stamp. 
 Clean the wafer in piranha solution (H2SO4:H2O2) for 10 mins. Rinse 
thoroughly with DI water and then place the wafer cassette into the cassette 
dryer and run a rinse-dry cycle of approximately 2 min. rinse, 5 min. dry. 
 Pre-bake: 65 ˚C for 1 min. 
 Spin coat SU8-2005 for 30 sec, 2500 rpm, resulting in ~5 μm in thickness. 
 Soft bake: 95 ˚C for 2 mins. 
 Exposure (total dose needed is 105 mJ/cm2, soft contact, gap 25 μm, expose for 
9 secs if using the MA-BA-6 Karl Suss contact aligner with 12 mW/cm2 lamp). 
 Post-exposure bake: 95 ˚C for 3 mins. 
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 Develop with SU8 developer for 50 ~ 55 secs. 
 Rinse with IPA thoroughly for 2 ~ 3 mins and nitrogen dry. 
 Hard bake: 150 ˚C for > 5 mins. 
4. Check the height of the vacuum gap (raised pad heights) using surface profilometry.  
5. Place silicon wafer in vacuum chamber with a small petri dish containing 1 mL of 
Trichloro(1H,1H,2H,2H-perfluorooctyl)silane.  Pump for 2 minutes to vaporize the 
silane then turn off the pump and leave the vacuum chamber sealed for at least two 
hours (overnight preferable).  This should be done in a well-ventilated area or fume 
hood as the silane can irritate the nose and eyes due to formation of hydrochloric 
acid upon contact with water.  The silane layer makes the stamps significantly 
easier to remove from the wafer surface and is highly recommended. 
6. Make PDMS stamps from wafer master mold: 
 Put the master wafer in clean petri-dish (preferably glass) with the patterned 
side facing up. 
 Tape or epoxy the wafer flat onto the bottom of the dish to ensure the wafer 
remains level 
 Mix (stir > 5 mins) PDMS prepolymer (Sylgard 184, Dow Corning) and curing 
agent (10:1 wt%) and pour it into the petri dish. A ~0.3 centimeter thick stamp 
is obtainable by pouring ~45 grams of mixed Sylgard 184 into a fresh 6 inch 
petri dish.  Subsequent stamps using the same mold will require only 20-25 
grams of Sylgard 184 if the PDMS around the outer edge of the wafer was not 
removed from the previous pour. 
  77 
 Degas the PDMS in a vacuum chamber for 2-3 hours (until no bubbles are 
visible). 
 Bake in oven at 100 ˚C for 2 hours.  A high temperature cure increases the 
elastic modulus of the PDMS significantly creating a more robust stamp. 
 Carefully cut out the PDMS stamp and peel it from the surface of the wafer.  
Cutting just inside the edge of the silicon wafer makes it much easier to peel 
off. 
7. Emboss the pattern on the PDMS surface by covering the patterned side with Scotch 
tape.  This greatly enhances the ability to see the pattern, which facilitates cutting 
of the stamps. 
8. Cut individual device patterns from the PDMS stamp and place each pattern on a 
piece of dust-free (cleaned via scotch tape) glass slides.  The cleanliness of the slide 
is extremely important to ensure good adhesion of the stamp to the glass substrate 
during the subsequent evaporation process. 
9. Remove embossing scotch tape from the surface of the individual patterns prior to 
evaporation.  This tape is usually left on until this point to minimize the amount of 
dust on the surface prior to evaporation. 
10. Using an e-beam evaporator deposit a 30 Å adhesion layer of chromium onto the 
surface followed by a 200 Å conduction layer of gold.  Deposition rate is 1.0 Å /sec 
for chromium and 2.0 Å/sec for gold. 
11. Let stamps sit in atmosphere for 1 month+ before use.  High contact resistance and 
device degradation is observed if this step is not followed.  This likely results from 
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a combination residual pre-polymer residue in the stamp that dissolves the contact 
regions of the crystal as well as the need for the gold to “dirty” in the air, which 
seems to reduce contact resistance.101 
12. Carefully laminate a single crystal across the source and drain electrodes.  To 
ensure good lamination the substrate must be dust free and the crystal must be very 
flat as evidenced by a uniform surface reflection when examining the crystal. 
4.4 Fabrication of Au-IL-Au Capacitors 
 The Au-IL-Au capacitors used in Chapter 5 are fabricated in a very similar fashion 
to the vacuum gap SC-OFET devices.  The main deviation comes from laminating a piece 
of gold coated silicon wafer on the raised electrodes of a PDMS vacuum gap substrate in 
place of a single crystal.  The pieces of gold coated wafer are prepared in the following 
fashion: 
1. Clean a silicon wafer using piranha etch and rinse using the same procedures in 
section 4.3 (only constraint is that at least one side of the wafer needs to be polished) 
2. On the polished side of the wafer, using an e-beam evaporator, deposit 25 Å of 
chromium and 170 Å of gold at 1 Å/s and 2 Å/s respectively. 
3. Coat the gold coated surface of the wafer in Shipley 1805 photoresist by spin 
coating for 30 sec at 3000 rpm. 
4. Resist can be baked but no exposure is required as this is merely a temporary 
surface protection layer. 
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5. Place the wafer on a square of UV-releasing temporary bonding tape. Using a wafer 
saw, dice the gold coated wafer into ~750 μm wide by 2000 μm rectangles.  Cut 
completely through the wafer but not completely through the tape layer.   
6. Expose the tape to UV until wafer can be peeled off with a slight amount of effort. 
7. As needed, remove pieces of wafer from the tape and rinse them thoroughly in 
acetone, followed by methanol, followed by IPA in order to remove the photoresist 
layer.  Dry in nitrogen. 
8. Place gold coated side of the wafer face down across raised electrodes.  The 
substrate must be superbly clean (even more than in the rubrene crystal case) else 
the wafer piece will not form a good seal. 
4.5 Electrical Characterization 
 All electrical measurements were made in a Lakeshore TTP4 cryogenic probe 
station that is inside of a nitrogen-filled glovebox with O2 levels of less than 0.1 ppm.  
Temperature was controlled using a Lakeshore 330 temperature controller.  DC 
measurements were carried out using a variety of Keithley SMUs (236, 237, 2612b, and 
6517a).  AC measurements were carried out using a Newton’s 4th PSM 3750 frequency 
response analyzer in conjunction with the IAI2 impedance attachment. 
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Chapter 5: Dynamics of Metal/Ionic Liquid/Metal 
Capacitors  
 This chapter focuses on gaining a deeper understanding of the dynamics of ionic 
liquid gating.  Due to the inherent complexity of ionic liquids, a very simple capacitive 
system is analyzed consisting of two gold electrodes with ionic liquid between them.  The 
system is analyzed on a wide variety of time scales using three different methods: step 
potential measurements, displacement current measurements (DCMs), and impedance 
analysis.  An equivalent circuit model is then proposed that well describes the dynamics 
of the device.  The parameters of the model are determined by a fit to the impedance vs 
frequency data and subsequently verified by calculating the current vs. voltage 
characteristics for the applied potential profiles.  The data analysis indicates that the 
dynamics of the structure are characterized by a wide distribution of relaxation times 
spanning the range of less than microseconds to longer than seconds.  Possible causes for 
these time scales are discussed.  This worked was published as Schmidt, E.; Shi, S.; 
Ruden, P. P.; Frisbie, C. D. Characterization of the Electric Double Layer Formation 
Dynamics of a Metal-Ionic Liquid-Metal Structure. ACS Appl. Mater. Interfaces 2016, 8, 
14879-14884. 
5.1 Introduction 
 Ionic liquids (ILs) have found use as excellent high capacitance ‘dielectrics’ for 
electronic devices in the last several years.15-16, 102-103 The high capacitance of an IL can be 
attributed to the formation of electrical double layers (EDLs).  When a bias is applied across 
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an IL, the cations migrate towards the negative electrode and the anions migrate toward the 
positive electrode resulting in an EDL at each electrode as well as the structuring of an 
oscillating multilayer of ions near the electrode surface.104 The capacitance of an EDL is 
large because, in a steady state, the total applied bias is dropped only across the double 
layer thickness (~1 nm in thickness) with the bulk of the ionic liquid remaining charge 
neutral.  The resulting specific capacitance is on the order of μF/cm2, which allows field 
effect transistors using ionic liquids as gate ‘dielectrics’ to reach very high charge carrier 
densities on the order of 1013-1014 cm-2.44, 105-107 At these high charge densities unique 
phenomena, such as insulator-to-metal transitions and field effect induced 
superconductivity, can occur.13-14, 108 
Despite impressive accomplishments achieved with the use of ionic liquids in 
various devices in the last several years, a comprehensive understanding of ionic liquid 
dynamics in electronic systems still appears to be elusive.  One-dimensional models for 
EDL formation in dilute electrolyte solutions, such as the Helmholtz and Gouy-Chapman, 
or more advanced models that include steric and electric correlation effects,109-117 are often 
used to give some insight into the behavior of an ionic liquid in an electronic device; 
however, their success in explaining experimental data is limited as the one-dimensional 
models cannot predict three-dimensional structuring.118-119 The lack of solvent molecules 
and the much higher concentration of ions make ILs a more difficult system to model than 
dilute electrolytes. 
One poorly understood phenomenon of particular interest to the electric double 
layer transistor (EDLT) community is a sweep rate-dependent linear change in 
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displacement current while linearly ramping voltage.15, 107 Displacement current 
measurements (DCMs) are a method used to determine charge density in capacitive 
structures and EDLTs.120  DCMs are particularly useful as a secondary check on charge 
density values obtained by impedance analysis or as an alternative to Hall effect charge 
density measurements in systems exhibiting hopping transport.  A near-ideal capacitor, like 
one using a SiO2 dielectric, has a perfectly flat displacement current-voltage relationship.  
The sweep-rate dependent slope in the displacement current-voltage relationship for 
capacitors and EDLTs using an ionic liquid “dielectric” is attributable to slow, complex 
relaxation processes at the electrode surfaces.  A good understanding of the dynamics of 
double layer formation could facilitate the minimization of the effective relaxation time 
and could therefore improve the switching speeds of EDLTs. 
 In this work, we present a comprehensive study of IL dynamics over a wide range 
of time scales through the use of frequency dependent impedance analysis as well as 
current voltage measurements for different voltage profiles in order to better understand 
the timescales of relaxation in these systems.  An equivalent circuit model is constructed 
that well replicates the dynamics of a metal/IL/metal structure, including the sweep-rate 
and voltage dependence of the displacement current, and gives some insight into the 
distribution of relaxation times that characterizes the dynamics of this system.    
5.2 Device Structure 
 Rubber stamps with two raised pads separated by a channel were prepared by 
pouring polydimethylsiloxane prepolymer (purchased from Ellsworth Adhesives) onto a 
patterned silicon wafer according to procedures in Sections 4.3 and 4.4.  A 2.5 nm adhesion 
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layer of chromium followed by a 17 nm thick layer of gold were evaporated onto the rubber 
stamps (using a CHA electron beam system) to form a pair of raised electrodes with another 
electrode below.  RMS surface roughness of the gold film was measured to be ~ 3 nm 
(averaged over three linear scans of 100 µm) using a Tencor P-17 profilometer.  A piece 
of a silicon wafer was also coated with 2.5 nm Cr/17 nm Au by the same evaporation 
process with a measured RMS roughness of ~1 nm.  This piece of silicon was then 
physically adhered to the raised electrodes of the stamp to form the MIM structure shown 
in Figure 5.1 (a).  The area of the device was 1.7×10-3 cm2 and the distance between the 
top and bottom electrodes was 5 μm.  A conductivity test was then performed between the 
two raised pads to verify good adhesion of the gold-coated silicon top layer to the stamp.  
A subsequent test was performed between the raised pads and the bottom electrode to 
verify that no measurable leakage current existed (<1pA at 100 mV applied bias).  After 
testing, a tiny droplet of ionic liquid was dragged and touched to the gap between the top 
and bottom electrodes using a metal probe.  The ionic liquid was easily wicked into the 
small gap via capillary action and filled it completely.  The ionic liquid used (Figure 5.1 
(b)) was 1-butyl-1-methyl pyrrolidinium ([P14]+) tris-(pentafluoroethyl)trifluorophosphate 
([FAP]-) and was purchased from EMD Millipore. [P14]+[FAP]- was chosen as it is a 
proven IL that is particularly hydrophobic, and it is an IL with which we have experience 
in the context of organic EDLTs.44  The IL was baked in a vacuum oven to minimize any 
possible water content. 
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Figure 5.1 (a) Cross section of metal-insulator-metal (MIM) structure using gold electrodes and 
ionic liquid (IL) as the insulator. (b) Chemical structure of the ionic liquid 1-butyl-1-methyl 
pyrrolidinium tris-(pentafluoroethyl)trifluorophosphate ([P14]+[FAP]-). 
 
5.3 Electrical Measurements 
 All measurements were made in a Lakeshore TTPX probe station inside of a 
nitrogen glovebox in order to prevent contamination of the ionic liquid with water. 
Measurements were made at 300K controlled by a Lakeshore 331 temperature controller 
in conjunction with a low liquid nitrogen flow and a heating element. 
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Figure 5.2 Open circles are experimental data while solid lines are the results of the proposed 
model.  (a) Phase angle-frequency (red and black) and admittance-frequency (pink and blue) 
relations for [P14]+[FAP]- in an Au/IL/Au structure.  (b) Effective capacitance-frequency 
characteristic of [P14]+[FAP]- in an Au/IL/Au structure. 
 Impedance measurements were made using a N4L PSM 3750 frequency response 
analyzer with the IAI2 impedance analysis attachment.  Impedance and phase angle were 
measured as a function of frequency in the range of 0.5 Hz to 1.0 MHz.  Figure 5.2 (a) is a 
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Bode plot of a typical Au/IL/Au device.  The red and black circles show the admittance 
phase angle vs. frequency relationship for the same device under two different DC biases, 
and the red and black solid lines are the result of the model discussed in the following 
section.  Similarly, the pink and blue circles show the admittance magnitude vs. frequency 
relationship for an actual device and the solid pink and blue lines show the result of the 
model.  Capacitance due to instrumentation and cabling causes the phase angle to begin to 
increase at frequencies above ω = 106 sec-1 and also accounts for the admittance reaching 
a maximum of 3 S/cm2. 
 To give an impression of the potential switching speed of such a capacitor structure, 
Figure 5.2 (b) shows the effective capacitance vs. frequency relationship for a typical 
device with experimental data represented by circles and a solid line representing the 
results of the model.  The effective capacitance of the device as a whole is taken to be Ceff 
= Im(Y)/ω.  Ceff initially decreases gradually as the frequency increases (about one order 
of magnitude decrease when ω increases by six orders of magnitude) before dropping more 
rapidly above ω = 106 sec-1. 
 Time dependent current vs. voltage measurements (both linear ramp and step) were 
made using a Keithley 2612b source measure unit.  During the linear ramp, V = 0 at t = 0 
and is swept to V = -0.5 V at various fixed rates and then swept back to V = 0 at the same 
rate.  For an ideal capacitor with a small series resistance, this measurement would result 
in a constant positive current when sweeping in one direction and constant negative current 
of equal magnitude when sweeping in the opposite direction.  In Figure 3 we can see a 
linearly ramped displacement current measurement for a typical Au/IL/Au device.  There 
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is an initial turn on transient, related to the RC time constant of the device, where the 
current steeply increases.  This is followed by a linear current vs. voltage relationship with 
a modest slope.  The slope increases with increasing voltage ramp rate.  Different voltage 
ramp rates sample different parts of the frequency response characteristics of the device, 
and device characteristics vary dramatically with frequency as shown by admittance data.  
Results of the equivalent circuit model are able to replicate the measurements satisfactorily 
(solid lines in Fig 5.3). 
 
Figure 5.3 Displacement current measured while linearly varying the voltage from 0 V to -0.5 V 
back to 0 V at varying rates.  Open circles are experimental data and solid lines are the results of 
the proposed model. 
 Figure 5.4 shows the device’s current response to the application of voltage steps.  
The Au/IL/Au capacitor is initially charged by applying a -0.5 V bias at t = 0 s while 
simultaneously measuring the current.  This bias is held for 15 s at which point the capacitor 
is discharged by applying 0 V at t = 15 s and measuring the current for another 15 s.  After 
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long times (tens of seconds) current decayed to levels below the resolution of our 
instrumentation (~1pA). 
 
Figure 5.4 Displacement current measured when applying a -0.5 V step potential at t = 0 sec and 
holding the bias for 15 s before stepping to 0 V at t = 15 sec and holding 0 V for 15 s.  Circles are 
experimental data while solid lines are the result of the proposed model. 
 
5.4 Equivalent Circuit Model and Discussion 
 It is evident from the admittance data displayed in Figure 5.2 that the dynamical 
response of the metal/IL/metal device structure is rather complex.  At very high 
frequencies, ω > 107 s-1, ion motion is not expected to follow the time varying applied 
electric field and the device response is dominated by the probe and cable capacitance of 
what under those conditions is essentially a low capacitance metal/dielectric/metal 
structure.  Effective formation of EDLs is expected for lower frequencies, ω < 105 s-1.  
Under these conditions, simple first-order models would indicate that the device should act 
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as a very large capacitor.  However, it is noted that the phase angle of the admittance is 
significantly less than π/2.  This is a rather well studied phenomenon for EDLs in solid or 
liquid electrolytes.  It frequently is attributed to roughness of the electrodes that leads to a 
distribution of essentially parallel capacitances that are accessible to the ions of the 
electrolyte.121  The effect can be represented by so-called constant phase elements (CPE) 
in an equivalent circuit.122  Here this approach is adopted for the metal/IL/metal structure 
under study.  As there are two distinct gold surfaces with different roughnesses, different 
edges, different substrate materials, and different surface topographies, and for a given 
polarity they are exposed to different ions of the IL, we incorporate two CPEs into our 
model each representing a metal/IL interface.  A CPE is a linear circuit element with an 
admittance of  YCPE = 𝑄
−1(𝑖𝜔)1−𝛼, with 0 ≤ α ≤ 1. 
 The proposed equivalent circuit model for an Au/IL/Au device is shown in Figure 
5.5.  RΩ is the resistance of the ionic liquid, and Cg is the geometric capacitance (including 
contributions from cabling and instrumentation).  Each CPE is representative of the 
relaxation processes of ions occurring at an electrode where an EDL is formed.  By fitting 
the admittance and phase angle data in Figure 5.2 (a) for applied DC voltages of 0 V and -
0.5 V we extracted the parameters seen in Table I. The fits were conducted by first fitting 
α, and subsequently Q, for the CPEs. Then Rp and Cp were adjusted to fit low frequency 
behavior. RΩ and Cg were fixed and were calculated from IL conductivity values and 
measurements of instrumentation capacitance respectively. 
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Figure 5.5 Equivalent circuit model for a Au/IL/Au device.  The constant phase elements (CPEs) 
represent the distribution of relaxation times for ions to equilibrate on the electrode surfaces.  RΩ 
is the ionic liquid resistance, and Cg is the geometric capacitance, which includes contributions 
from equipment and cabling. 
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TABLE I. Fit parameters for the equivalent circuit model. 
Device 𝛼1        
𝛼2 
𝑄1            𝑄2 𝑅P1          𝑅P2 𝑅Ω 𝐶𝑔 𝐶𝑃1 𝐶𝑃2 
𝑉0 = 0 𝑉 0.09      
0.09 
1.16 × 105 Ωcm2s-(1-α)  
5.78 × 104 Ωcm2s-(1-α) 
4.1 × 103 Ω ∙ cm2 
6.6 × 104 Ω ∙ cm2 
0.4455 Ω ∙ cm2 2.7 × 10−7 𝐹/cm2 
6.06 × 10−6 𝐹/cm2 
1.21 × 10−5 𝐹/cm2 
𝑉0 = 0.5 𝑉 0.09          
0.09 
1.35 × 105 Ωcm2s-(1-α)  
6.93 × 104 Ωcm2s-(1-α) 
4.1 × 103 Ω ∙ cm2 
4.1 × 104 Ω ∙ cm2 
0.4455 Ω ∙ cm2 2.7 × 10−7 𝐹/cm2 
6.06 × 10−6 𝐹/cm2 
1.21 × 10−5 𝐹/cm2 
 
 The distribution of relaxation times G(τ) for both of the CPEs is plotted in Figure 
5.6 (a) and (b).122  Here, 𝜏𝐺(𝜏) =
1
2𝜋
2sin (𝛼𝜋)
exp[(1−𝛼)𝑠]+exp[−(1−𝛼)𝑠]−2cos (𝛼𝜋)
, and 𝑠 = ln (𝜏 𝜏0⁄ ).  The 
parameters 𝜏0 for CPE1 and CPE2 are equal to (𝑄1
−1 𝑅Ω 2⁄ )
1
1−𝛼 and (𝑄2
−1 𝑅Ω 2⁄ )
1
1−𝛼, 
respectively.123  In the limit of 0 , the CPEs reduce to the EDL capacitances for the 
two interfaces and )(G  becomes extremely sharply peaked at 0 .  However, 0
implies that )(G extends far into the range of long relaxation times, as is seen in the 
plots on logarithmic scale, Figure 5.6 (b). 
 We note that even the presence of two CPEs (and 𝑅Ω) cannot account for all of the 
complex structure of the phase angle in the range ω < 104 s-1.  Specifically, the minimum 
of the phase angle near 102 s-1 and the low phase angle near 3 s-1 require the introduction 
of parallel current paths.  Evidently, the distribution of relaxation times to be associated 
with the CPEs does not contain sufficient weight on long relaxation times, on the order of 
10-2 s or even 1 s.  We therefore add suitable RC paths in parallel to the CPEs.  With these 
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additional elements the low frequency admittance spectrum can be represented by the 
model. 
 
Figure 5.6 (a) Distributions of relaxation times for CPE1 and CPE2 when the applied voltage is 0 
V on linear scale.  (b) The same distributions on logarithmic scale also indicating the relaxation 
times associated with the current paths parallel to the CPEs. 
In order to create the fits for the current vs. voltage experiments with a linear 
voltage ramp (Figure 5.3), the periodic zigzag voltage is Fourier transformed, 𝑉(𝜔) =
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ℱ{𝑉(𝑡)}, and the current is subsequently calculated using the admittance 𝑌(𝜔) obtained 
from the fits shown in Figure 5.2: 
𝐼(𝑡) = ℱ−1{𝑉(𝜔) ∗ 𝑌(𝜔)] (5.1) 
A slight improvement in the accuracy is obtained by interpolating linearly between the 
𝑌(𝜔) fits obtained at DC bias voltage of 0 V and -0.5 V. In order to create the fits for 
the displacement current with a step voltage (Figure 5.4), an analogous procedure is used.  
Overall, the results obtained from the equivalent circuit model are in satisfactory agreement 
with the measured data. 
 As indicated above, the CPEs with the parameters obtained here can be viewed as 
representing certain distributions of relaxation times.  These distributions are plotted in 
Figure 5.6.  Both distributions have peaks in the vicinity of 1 s, which may be thought of 
as the ideal EDL RC time.  However, both distributions also have significant magnitude at 
much longer times.  These longer relaxation times may be associated with the penetration 
of ions into intergranular grooves in the electrodes, or it may simply be an effect associated 
with ion-ion correlation, which is clearly important due to the very high ion density.85, 119, 
124 Finally, we remarked that additional longer relaxation times are apparently needed to 
account for the low frequency response.  These times are indicated as 𝜏1 and 𝜏2 in Figure 
5.6.  We may speculate that they arise either at device edges where the establishment of an 
optimized ion distribution is particularly difficult, or perhaps they are associated with ion 
adsorption effects. 
 Although we do not expect significant charge transfer between the ions of the liquid 
and the gold contacts, such a faradaic process may exist.  Because of the very slow 
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relaxation a true DC current is difficult to measure.  Based on the step voltage response 
data obtained here we estimate that a faradaic current component would be less than 10-7 
A/cm2 at 0.5 V, corresponding to a parallel resistance of 107 cm2.  This additional current 
path would primarily impact the dynamics at very low frequencies.  However, as is seen in 
the current response to the linear voltage ramp, the present model appears to hold up well 
down to  ~ 0.3 s-1. 
5.5 Conclusion 
 We characterize the dynamics of a pyrrolidinium fluoroalkylphosphate ionic liquid 
in a M/IL/M structure based on experimental data and an equivalent circuit model.  The 
admittance spectrum shows a rich frequency dependence indicative of rather complex 
relaxation processes that can describe the formation and removal of EDLs at the two 
electrode/IL interfaces.  The range of frequencies for which the admittance was measured 
was 3 sec-1 < ω < 107 sec-1, and these data were used to determine the parameters of an 
equivalent circuit model.  Subsequent comparison of the results of that model with current 
vs. voltage measurements for different V(t) profiles yielded satisfactory agreement, even 
though the latter relies on extrapolated admittance values for frequencies lower than those 
of the experimental data range.  It is clear that the dynamical response of devices that 
contain ILs as an effective ‘dielectric’ is quite complex.  The structure examined here was 
particularly simple inasmuch as the effect of the gold electrodes on the dynamics could be 
taken to be instantaneous.  This is not the case for organic field effect transistors gated with 
the help of an IL.  In that case, charge carrier transit times in the organic material may be 
comparable to the response times of the IL and disentangling these effects will present 
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challenges.35 Further work is underway to determine how electrode roughness, surface 
topography, ion sizes, and temperature affect the distribution of relaxation times found in 
these complex systems. 
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Chapter 6: Charge Accumulation in Electrical Double 
Layer Transistors 
 This chapter covers a study of the ionic liquid/semiconductor interface of organic 
EDLTs through the use of charge-modulation Fourier transform infrared spectroscopy in 
conjunction with electrical measurements.  Specifically the system characterized was a 
rubrene single crystal/ion-gel interface.  A spectroscopic signature for free charge carriers 
in the organic semiconductor was observed.  Additionally it is unambiguously shown that 
a high density of free charge carriers exist on the rubrene/ion-gel interface even in absence 
of gate bias (Vg = 0V).  Spectroscopy also reveals the saturation of free charge carrier 
density at the rubrene/ion-gel interface at Vg < −0.5 V, which is commensurate with the 
negative transconductance seen in transistor measurements.  This work was published as 
Atallah, T. L.; Gustafsson, M. V.; Schmidt, E.; Frisbie, C. D.; Zhu, X. Y. Charge Saturation 
and Intrinsic Doping in Electrolyte-Gated Organic Semiconductors. J. Phys. Chem. Lett. 
2015, 6, 4840-4844. 
6.1 Introduction 
 Organic thin film transistors (OTFTs) are central to low-cost, flexible, and/or 
disposable electronic and optoelectronic devices. A limitation to the large-scale application 
of OTFTs is the high gate voltages required to make the devices conduct. One successful 
strategy to overcome this constraint is to use electrolyte gating.16, 125-127 The gate 
electrolytes, including ionic liquids and ion gels (in the presence of polymer matrices), 
achieve large capacitance (𝐶 = 1 − 10 μF ⋅ cm−2) through the formation of a nanometer-
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thick electric double layer at its interface with the organic semiconductor. This results in a 
high surface charge density (𝜎 = 1013 − 1014 cm−2) accumulating in the semiconductor 
channel. Indeed, electrolyte-gated OTFTs have shown turn-on voltages < 1 V and represent 
promising routes to printed electronics.89 The high capacitance of ionic liquid has also 
enabled the demonstration of gate-induced superconductivity14, 128 and insulator-metal 
transitions100, 129 in inorganic solids.  
Despite the extensive use of electrolyte gating in OTFTs, little is known about the 
nature of the electrolyte/organic semiconductor interface. In the case of polymeric 
semiconductor thin films, such as poly(3-hexylthiophene) (P3HT), it has been shown that 
electrolyte gating can result in electrochemical mixing at the interface.130-132 For single 
crystalline organic semiconductors, extensive mixing is unlikely, but Frisbie and 
coworkers demonstrated negative transconductance in electrolyte gated rubrene at a doping 
level of 1013 holes per cm2.36, 97, 133 These authors attributed the anomalous transport 
behavior to carrier localization at high doping densities, but the physical nature of the 
interface remains unclear.  
Here we use charge-modulation Fourier transform infrared (CM-FTIR) spectroscopy70-
71, 134 to uncover the nature of electrolyte-gated doping of organic semiconductors at the 
model interface between single crystal rubrene and ion gel (IG). FTIR spectroscopy has 
been used before to great success in unveiling the band-like transport and low effective 
mass of holes injected into single crystal rubrene at lower charge densities (~1012 holes 
per cm2) with SiO2, parylene, or poly(para-xylylene) as dielectrics.70-71, 134 Here, we apply 
the technique to the higher doping density enabled by electrolyte-gating. The ability to 
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optically monitor charge (hole) density in the organic semiconductor, in conjunction with 
electrical measurements, allows us to make two discoveries. Firstly, we show that a high 
surface hole density (~ 2 × 1013 cm−2), as measured from the free-carrier like hole 
absorbance in CM-FTIR spectroscopy, is formed in the organic semiconductor upon 
formation of the ion-gel/rubrene interface, in the absence of gate bias. Applying a positive 
gate voltage, 𝑉𝑎𝑝𝑝𝑙 > 0 V, we extract the free-carrier like holes introduced by this intrinsic 
doping. Secondly, we find that with an increasingly negative applied voltage, the change 
in surface free-carrier like hole density measured by optical absorption, Δ𝜎𝐼𝑅, reaches a 
plateau at ~ 3 × 1013 holes cm−2, while the injected total charge density determined 
electrically, 𝛥𝜎𝐸 , continues to rise linearly. This saturation in the free-hole density on the 
rubrene crystal correlates well with the drop in conductance observed in transport 
measurements.36, 97 
6.2 Device Structure and Electrical Measurements 
 The samples used in this study are fabricated from single crystals of rubrene. To 
enable the spectroscopic experiments, each rubrene crystal (roughly 3 mm ×  1 mm ×
 50 μm) is glued at one end to (and not in electrical contact with) a thin film of Au deposited 
on a glass slide. The Au film serves both as a reflector for IR radiation and as a contact to 
the ion gel. Half of the top surface of the rubrene crystal is in contact with the ion gel, and 
the other half is coated with a thin film of Au which serves as a ground electrode. 
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Figure 6.1 (a) Sample setup for the CM-FTIR experiment: A 40 nm Au thin film is deposited onto 
part of a rubrene crystal via a shadow-mask. The sample is glued and spaced from a gold 
electrode/mirror substrate (100 nm Au on glass). A piece of ion-gel is placed on top of the exposed 
rubrene (001) surface and part of the ion-gel is electrically contacted to the Au mirror with or 
without graphite paste. The device is connected with gold wires to a Keithley 6517a voltage source 
and electrometer. IR light is focused onto the device and, after reflection from the Au mirror, re-
passes through the device and directed to the detector. (b) The equivalent circuit of the device. The 
applied gate voltage, 𝑉𝑎𝑝𝑝𝑙, is from the Keithley 6517a, which also gives total current. A known 
resistor, 𝑅 =  11 MΩ, is used in series with the ion-gel/rubrene capacitor. Quantitative modeling 
of the device gives a leakage resistance through the capacitor of 𝑅𝐿  =  1.0 − 0.2 GΩ (for 
𝑉𝑎𝑝𝑝𝑙  =  −0.1 to −0.8 V) and a negligible contact resistance of 𝑅𝐶   ~ 2 MΩ (SM1). (c) 
Molecular structures of the ion gel and of rubrene. The ionic liquid consists of 1-ethyl-3-
methylimidazolium (EMIM) cations and bis(trifluoromethylsulfonyl)amide (TFSI) anions. The 
polymer matrix is poly(vinylidene fluoride-co-hexafluoropropylene) (PVF-HFP). (d) The upper, 
blue graph shows the current, (
𝑉𝑎𝑝𝑝𝑙−𝑉𝑔
𝑅
), flowing through 𝑅 for two charging (𝑉𝑎𝑝𝑝𝑙  =  −0.2 V) 
and discharging (𝑉𝑎𝑝𝑝𝑙  = 0 V) cycles. The lower, red graph shows the applied voltage, 𝑉𝑎𝑝𝑝𝑙, of 
the corresponding cycles. The light red shade corresponds to when an CM-FTIR spectrum, 
𝑇(−0.2 V), is acquired after charging, while the grey shade corresponds to when an CM-FTIR 
spectrum, 𝑇0, is acquired after discharging. 
 
In the spectroscopic experiments, we apply a voltage between the two metallic 
contacts and measure the charging and discharging characteristics of the capacitor by 
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electrical methods, while simultaneously measuring the IR absorbance spectra of the ion-
gel/rubrene structure. Figure 6.1 (a) shows the sample design and the experimental setup, 
and Figure 6.1 (b) shows the equivalent electrical circuit. Because the leakage resistance 
(𝑅𝐿) through the device is one to two orders of magnitude higher than other resistances in 
the circuit, we have 𝑉𝑔  ≈  𝑉𝑎𝑝𝑝𝑙 in the steady-state. Figure 6.1 (c) illustrates the molecular 
structure of the ion-gel and rubrene. 
 Figure 6.1 (d) shows a typical I/V profile over several cycles of charging and 
discharging the capacitor with sharp steps in the gate voltage. We obtain the total injected 
charge density, 𝛥𝜎𝐸, from the charging and discharging parts of the I/V curve as 𝛥𝜎𝐸 =
1
𝐴
∫ 𝐼(𝑡)d𝑡, where 𝐴 is the interface area between rubrene and ion-gel and 𝐼(𝑡) is the current. 
As we show below in Figure 6.3, a plot of 𝛥𝜎𝐸 versus 𝑉𝑔 shows a linear relationship, which 
gives a specific capacitance of 𝐶 =  8 ±  3 μF ⋅ cm−2, in agreement with reported 
values.87 
 
6.3 Spectroscopic Measurements 
 At the end of each charging/discharging cycle, we measure the optical transmission 
of the rubrene in a wide band of mid-IR wavelengths. The change in optical density due to 
the applied voltage is calculated as 
Δ𝑂𝐷 = 1 −
𝑇(𝑉𝑔)
𝑇0
       (6.1) 
where 𝑇(𝑉𝑔) and 𝑇0 are the transmission spectra with the capacitor charged and discharged, 
respectively. Figure 6.2 shows how Δ𝑂𝐷 changes over a range of applied voltages. 
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Figure 6.2 IR absorption spectrum at difference applied voltage across the rubrene capacitor, Vg: 
from bottom to top, Vg = 0.9 V to Vg = -0.8 V. All spectra are referenced to that at Vg = 0 V. The 
broad spectral feature, which increases with decreasing wavenumber, is assigned to free-hole 
absorption in crystalline rubrene. The sharp peaks on top of the broad feature are vibrational peaks 
of the ion-gel and rubrene. We note the presence of extraneous features at 3600 cm-1 (broad) and 
below 1600 cm-1 and then at 2500 cm-1 that correspond to atmospheric fluctuations in water and 
CO2 respectively. The very low signal-to-noise ratio at just above 3000 cm-1 corresponds to C-H 
stretches in the rubrene and ion gel absorbing all of the photons of that energy range. 
For negative applied bias (𝑉𝑔  <  0 V), we see an induced absorption (Δ𝑂𝐷 > 0) over 
a wide spectral range, with a magnitude that increases with decreasing wavenumber. This 
is a clear optical signature of free-carrier-like holes in rubrene, as shown by Li et. al.134 
With increasingly negative bias, the IR absorption increases, in proportion to the amount 
of injected holes.38 
For positive bias, we expect the rubrene to be depleted of holes and hence the IR 
spectrum to remain unchanged with respect to 𝑉𝑔 =  0. On the contrary, we find that this 
bias regime exhibits bleaching, which precisely mirrors the induced-absorption features 
seen for 𝑉𝑔  <  0 V. This bleaching shows that free-carrier like holes are already present in 
the rubrene at 𝑉𝑔 =  0, and gradually get expelled as we increase the bias voltage.  
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Figure 6.3 Fig. 3. Surface charge density in rubrene, 𝛥𝜎, as a function of gate bias, 𝑉𝑔 for a device 
with (a) graphite and (b) gold contact to the ion gel. The solid black circles are derived from the 
spectroscopic signature of free-holes in rubrene, 𝛥𝜎𝐼𝑅, and the solid grey curves are sigmoidal fits 
as guides for the eye. The red dots are obtained from electrical charging/discharging measurements, 
𝛥𝜎𝐸 and are used to calibrate the spectroscopy data (SM 3). Error bars are the standard error of the 
mean determined by the averaging of charge modulation measurements. Inset in (b) shows 
spectroscopic Δ𝜎 obtained for a device fabricated from a rough rubrene crystal and the blue curve 
is a sigmoidal fit as guides for the eye. (c) Conductance, 𝐺, defined as the drain current, 𝐼𝑑(𝑉𝑔), 
divided by the source-drain voltage, 𝑉𝑠𝑑 = −0.1 V, of a rubrene [EMIM][TFSI] gated transistor 
as fabricated in reference [13]. The device turns on when 𝑉𝑔  >  0 V due to the intrinsic doping of 
free charge carriers seen spectroscopically. The drop in conductance when 𝑉𝑔  <  −0.5 𝑉 
corresponds to the saturation of free charge carriers observed in the CM spectra. 
To trace the density of mobile holes at the rubrene surface as a function of bias voltage, 
we integrate Δ𝑂𝐷 over the spectral range of the broad peak. For each spectrum (i.e. each 
value of 𝑉𝑔), this integral gives a scalar which is proportional to the density of optically 
accessible holes, 𝛥𝜎𝐼𝑅 ∝ ∫ Δ𝑂𝐷(𝜔)d𝜔. Since we know the total amount of charge injected 
into the device from the concurrent electrical measurement, we can calibrate 𝛥𝜎𝐼𝑅 to 𝛥𝜎𝐸 
in the low-bias regime (−0.2 V <  𝑉𝑔  <  0.2 V) where both data sets are linear in 𝑉𝑔. The 
resulting 𝛥𝜎𝐼𝑅  vs. 𝑉𝑔 is plotted in Figure 6. 3 (a) and (b), along with the corresponding 𝛥𝜎𝐸 
-8
-6
-4
-2
0
2
4


 /
 x
1
0
1
3
 c
m
-2
-1.0 -0.5 0.0 0.5 1.0
Vg / V
 IR
 E
-4
-2
0
2
4
 

 /
 x
1
0
1
3
 c
m
-2
-1.0 -0.5 0.0 0.5 1.0
Vg / V
4
2
0
 

 /
 x
1
0
1
3
 c
m
-2
-1 0 1
Vg / V
 IR
 E
 IR
Rough
 
(a) (b)
3
2
1
0
G
 /
 
S
-1.0 -0.5 0.0 0.5 1.0
Vg / V
(c)
  103 
vs. 𝑉𝑔, for two different samples. These devices were made with different materials for the 
electrical contact to the IG, but nonetheless show similar results. 
In both samples, we see 𝛥𝜎𝐼𝑅  < 0 for 𝑉𝑔  >  0 V, that is, holes getting removed from 
the rubrene as the bias voltage increases from zero. The depletion only saturates for 𝑉𝑔 >
 0.9 V, which marks the point where (nearly) all delocalized holes have been expelled from 
the rubrene. This corresponds to a density of ∼ 2 × 1013  mobile holes per cm2 present at 
the rubrene surface at 𝑉𝑔 =  0 V. 
We note that 𝛥𝜎𝐼𝑅 saturates also for strongly negative bias, 𝑉𝑔  <  −0.5 V, whereas the 
total amount of injected charge 𝛥𝜎𝐸 (determined from the electrical data) remains linear in 
𝑉𝑔 over a wider range. The broad IR absorbance feature (Figure 6.2) through the 
semiconductor selectively probes the density of mobile and delocalized carriers. Thus, the 
excess injection/extraction of charge beyond the saturation points in 𝛥𝜎𝐼𝑅 is attributed to 
population and depletion of more localized sites, such as deep traps or small polarons, as 
discussed further below. 
The intrinsic (zero-bias) doping at the rubrene interface is orders of magnitude higher 
than any residual doping in the bare crystal, and appears upon the formation of the 
semiconductor/ion-gel interface. This phenomenon is also observed in transport 
measurement, which shows conductivity through electrolyte-gated single-crystal rubrene 
transistors also in the absence of applied gate voltage.36, 97 An example of such a 
measurement is shown in Figure 6.3 (c). This kind of intrinsic doping has not been observed 
in rubrene devices gated with conventional dielectrics (without mobile ions).38, 68, 135 We 
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conclude that there is a thermodynamic driving force for capacitive charging of the organic 
semiconductor/ion-gel interface.  
Upon forming the rubrene/ion-gel interface, the holes can latch to the surface of rubrene 
to stabilize the anions on the ion-gel side. This is followed by additional hole injection 
from the metal electrode (contacting rubrene) to reach a thermodynamic equilibrium. The 
opposite situation, i.e., the accumulation of electrons at the rubrene surface to stabilize 
cations in the electrolyte, does not occur because rubrene is predominantly a hole 
conductor. Holes move through rubrene with little trapping and a high mobility (μh > 1 
cm2 V−1 s−1), while electron mobility is low (μe < 1 cm2 V−1 s−1) and is easily trapped. 
As such, there is a thermodynamic penalty for the electrons to detrap and reach the 
interface. Furthermore, injecting electrons into rubrene from the Au electrode is also 
unlikely due to a large energetic offset between the rubrene conduction band and the Au 
Fermi level.136-137 
Support for this interpretation can be found in the work of Podzorov and co-workers 
who demonstrated the spontaneous accumulation of mobile holes and the healing of hole 
traps at the crystalline interfaces between organic semiconductors, including rubrene, and 
an inert polymer containing polar groups with large local dipole moment.138 In their case, 
the intrinsically doped holes are stabilized by the local dipoles on the polymer chain, and 
the time profile of this doping process reflects the relaxation dynamics of the polymer 
chain. 
Further support for this intrinsic doping mechanism emerges from a comparison 
between devices made from optimized rubrene single crystals with smooth surfaces 
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(Figures 6.3 (a) and (b), main panels) and crystals with rough surfaces (Figure 6.3 (b), 
inset). We obtain the latter by growing rubrene single crystals at temperatures and flow 
rates higher than those at optimal conditions.139 Under these conditions, layer-by-layer 
growth in the rubrene a-b plane is less favorable, resulting in a rough crystalline surface 
topology with steps in the c-crystalline direction. The device with rough rubrene shows no 
intrinsic doping: the 𝛥𝜎𝐼𝑅
𝑅𝑜𝑢𝑔ℎ
versus 𝑉𝑔 curve shows an onset of injected hole density at 
𝑉𝑔 =  0 V. Since the hole mobility along the c-direction is much lower than that along the 
a-b plane and is nearly the same as electron mobility,140  the transport of holes along the 
rough rubrene crystalline surface must overcome a large number of energy barriers due to 
steps along the c-direction. As a result, hole transport does not kinetically out-compete 
electron transport. Thus, an electric double layer cannot form without gate bias.  
Having discussed the origin of the intrinsic doping, we now address the differences 
between 𝛥𝜎𝐸 and 𝛥𝜎𝐼𝑅 for |𝑉𝑔|  >  0.5 V, as seen in Figure 6.3 (a) and (b). While 
spectroscopic measurements reveal saturation in 𝛥𝜎𝐼𝑅 at both the positive and negative 
extremes of 𝑉𝑔, the electrical data indicate a linear dependence of 𝛥𝜎𝐸 on 𝑉𝑔 in the gate bias 
range investigated. To explain this, it is important to note that the broad IR absorbance 
measures mobile carriers, while the electrical measurement counts the total charge. Hence, 
we conclude that holes injected at 𝑉𝑔 <  −0.5 V occupy states that are too localized to be 
detected in the IR absorption. A related phenomenon is seen in measurements of electrical 
transport through transistor devices (Figure 6. 3 (c)), where the drain-source conductance 
shows a decrease under moderately to strongly negative gating. Previous publications have 
attributed this conductance drop to trapping by anion clusters forming at larger applied 
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biases, a model which is consistent with our data.36, 97 In the positive saturation regime, 
𝑉𝑔  >  0.5 V, where the IR spectroscopy tells us that the rubrene is depleted of mobile holes, 
the linear relation between 𝑉𝑔 and 𝛥𝜎𝐸 still persists. This indicates further extraction of 
localized holes, e.g. from deep traps, which are IR-invisible and do not contribute to 
transport (Fig. 3c). Although transport measurements have generally shown the rubrene-
electrolyte interface to be robust,97 we cannot rule out electrochemical contributions to the 
capacitor charging current.141 
 
6.4 Conclusion 
 In summary, we carry out combined spectroscopy and electrical measurements on 
a model electrolyte gated organic semiconductor interface: single crystal rubrene/ion-gel. 
We show unambiguously the presence of a high density of intrinsic doping at the organic 
semiconductor/ion-gel interface. We explain this intrinsic doping as resulting from a 
thermodynamic driving force. Spectroscopic measurements also reveal the saturation of 
free-hole like carrier density at the rubrene/ion-gel interface at 𝑉𝑔  <  −0.5 V, which is 
commensurate with the negative transconductance seen in transistor measurements. 
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Chapter 7: Ion Volume Effects in Electrical Double Layer 
Transistors 
 The work in this chapter explores the effects of ion volume (of the ions in the ionic 
liquid (IL) dielectric) on the performance of electrical double layer transistors (EDLTs).  
The complex environment of ILs at a charged interface is poorly understood due to 
complexities of ion mobility and extreme charge concentration. Currently, fundamental IL 
structure-device property relationships remain unclear.  Here we explore the relationship 
between ion volume and several EDLT performance metrics.  A set of ILs was carefully 
selected with differing ion pair volumes while keeping constant other structural elements.  
By changing ion pair volume, peak conductivity, capacitance, and mobility were tunable 
by a factor of 2-3.  Surprisingly, by changing ion pair volume, a full volt shift in threshold 
voltage was possible, which is large compared to the few volt operating window of IL 
devices.  This effect is explored in further detail in Chapter 8.  Ion volume proves to be an 
important structural aspect in determining EDLT performance; however, other, as yet 
unexamined, factors appear to be significant as well.   All work in this chapter was 
conducted by Elliot Schmidt in conjunction with C. Daniel Frisbie. 
 
7.1 Introduction 
 Within the past decade, electrolyte gating, using ionic liquid dielectrics, has 
emerged as a simple way to inject a large amount of charge into semiconductors.  Electrical 
double layer transistors (EDLTs) use an ionic liquid as the gate dielectric and have been 
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useful in fundamental transport studies.100, 102, 106, 142-143 Charge densities as high as 1014-
1015 cm-2 have been observed in EDLTs.14, 44, 144-145 Despite the benefits of ionic liquid 
dielectrics being known, our understanding of the structure-property relationships at work 
at charged electrode-ionic liquid interfaces is stark compared to our understanding of solid 
dielectrics.  The mobility of the ions, coupled with the extremely high concentration of 
charge, poses a challenge for the development of double layer models.  When it comes to 
choosing ionic liquids optimized for EDLT performance (low sheet resistance, high 
mobility, etc.), studies have often simply adopted a “shotgun” approach, testing a number 
of ionic liquids of various compositions before identifying the best one.44, 105, 146-148  While 
this is currently the most practical method given the lack of understanding of these systems, 
learning more about how size/volume, functional groups, shape/bonding, and other 
structural properties affect EDLT performance will lead to the ability to both design novel 
high-performance ionic liquids as well as aid in choosing an ideal ionic liquid for a targeted 
application. 
In this work, we seek to better understand how the structure of the ions comprising 
an ionic liquid (in particular here, their size) affects EDLT properties.  To accomplish this, 
a set of volume-varying cations (with a common anion) and a set of volume-varying anions 
(with a common cation) were selected with the goal of minimizing the contribution of other 
confounding structural variables (Table 7.1).  Here volume will refer specifically to the ion 
pair volume of a cation-anion pair.  Ion pair volume is simple to measure and is defined as 
VIonPair =  
𝑀𝑤
𝜌∙𝐴𝑣
  where 𝑀𝑤 is the molecular weight of the ionic liquid, 𝜌 is the density of 
the ionic liquid, and 𝐴𝑣 is Avogadro’s number.   
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TABLE 7.1. Ionic liquid structures and associated ion pair volumes. 
Set 1 Anion Cations 
Name [TFSI]- [N1114]+ [N2224]+ [N4441]+ [N8881]+ 
Structure 
     
VIonPair 
(nm3) 
-- 0.47 0.56 0.63 0.94 
Set 2 Cation Anions 
Name [P14]+ [eFAP]- [teFAP]- [tbFAP]- 
Structure 
    
VIonPair 
(nm3) 
-- 0.38 
 
0.61 
 
1.09 
 
Within either set of ionic liquids in Table 1, the volume-varying ions are chemically 
similar (e.g. all cations in Set 1 are ammonium-based) and structurally similar with regards 
to shape/bonding.  
 
Figure 7.1 Cross section of rubrene single crystal electrical double layer transistor (EDLT).  
Dimensions are L = 50 µm, H = 5 µm, and W = width of rubrene crystal (variable). 
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The devices tested were single crystal rubrene EDLTs (Figure 7.1). These devices 
used the ionic liquids listed in table 1 as the dielectric material and were fabricated 
according to procedures found in Chapter 4.3. 
 
7.2 Electrical Measurements 
Charge transport behavior was characterized by drain current-gate voltage (ID-VG) 
measurements (Figure 7.2) and channel formation was characterized by the displacement 
current measurement (DCM) method.44, 120, 149  
 
Figure 7.2. ID-VG curves for EDLTs using the smallest and largest anions of the Set 2 ionic liquids 
plotted in linear (a) and semi-log (b) scales.  
Figure 7.2 well illustrates the strong effect that ion volume can have on 
performance, affecting multiple properties of the EDLT.  The smaller [eFAP]- anion EDLT 
has both a distinctly higher maximum conductivity as well as less hysteresis than the larger 
[tbFAP]- anion EDLT.  Interestingly, it is much more difficult to turn off the [tbFAP]- 
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device.  Typical ID-VG measurements can be found for all ionic liquids in Set 1 and Set 2 
in Figures 7.3 and 7.4 respectively. 
 
Figure 7.3 Typical ID – VG curves for EDLTs made with ionic liquids from Set 1. 
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Figure 7.4 Typical ID – VG curves for EDLTs made with ionic liquids from Set 2. 
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 Threshold voltage in metal-oxide-semiconductor field effect transistors 
(MOSFETs) is typically determined by linear extrapolation of the drain current (in the on-
regime) to the voltage axis.  This works well as MOSFETs exhibit a very linear ID-VG 
relationship in the linear regime (VD << VG).  As can be seen in Figures 7.2, 7.3, and 7.4, 
however, the ID-VG relationship for EDLTs can have significant curvature even in the linear 
regime.  This makes linear extrapolation of the drain current an extremely poor way to 
define threshold voltage as the value obtained from the extrapolation will depend upon at 
what point on the curve the extrapolation originated.   
 
Figure 7.5 Determination of threshold voltage from an ID-VG curve of an EDLT.  Threshold voltage 
(VT) is taken to be the value of the gate voltage (VT) when the sheet conductance = 10-9 S. 
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In order to have a more consistent, less subjective foundation on which to compare 
threshold voltage shifts between different ionic liquids, this work defines threshold voltage 
as the gate voltage at which the sheet conductance first exceeds 10-9 S when sweeping from 
positive gate voltage to negative gate voltage.  This process is depicted in Figure 7.5. 
The process of determining charge density through displacement current 
measurements is depicted in Figure 7.6.  Displacement current measurements involve 
sweeping the gate voltage of the device linearly while simultaneously measuring current 
through the shorted and grounded source and drain electrodes.  The displacement current 
is essentially the current going toward charging the capacitive gate electrode/ionic 
liquid/semiconductor stack.  More information on this measurement can be found in 
Section 3.2.2. 
Charge density is determined at a specific gate voltage by integrating a 
displacement current sweep in accordance with Equation 3.9.  Prior to integration, the 
displacement current is corrected to account for parasitic charging effects.  In order to do 
this in a consistent manner, the value of the displacement current when the gate voltage is 
equal to the threshold voltage (VG = VT) while sweeping from positive to negative is taken 
as the integration baseline (Figure 7.6 (b)).  This current value is then subtracted from all 
displacement currents and integration of these correct currents occurs starting at the 
threshold voltage and ending at the voltage for which the charge density is desired.  Charge 
density values as a function of ion size is shown in Figure 7.6 (c). 
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Figure 7.6 (a) Displacement currents of a [N4441]+[TFSI]- EDLT at different sweep rates. (b) 
Baseline of displacement current integration taken to be current value at threshold voltage (VT). (c) 
Charge density as a function of ion pair volume. 
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Figure 7.7 (a) Forward sweeps of a displacement current measurement of a [N4441]+[TFSI]- EDLT 
at different sweep rates. (b) Capacitance determined from the slope of the displacement current 
versus sweep rate plot. 
 Capacitance is also determined from displacement current data and more in-depth 
information can be found in Section 3.2.2.  The displacement current can be broken down 
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into two components, a capacitive component that goes into double layer formation and a 
residual component that goes into leakage of various kinds (resistive, faradaic reactions, 
etc.).  As derived in Section 3.2.2 (Equation 3.12), we can write the total displacement 
current as: 
𝐼𝑑𝑖𝑠𝑝 = 𝐶
𝜕𝑉𝐺
𝜕𝑡
+ 𝐼𝑅𝑒𝑠 
(7.1) 
where Idisp is the total displacement current, C is the capacitance of the device, dVG/dt is 
the sweep rate, and IRes is the residual component of the current due to leakage mechanisms.  
The capacitive portion of the current is C(dVG/dt).  Equation 7.1 is linear, and by plotting 
the Idisp (taken at specific value of VG, shown in Figure 7.7 (a)) as a function of sweep rate, 
the capacitance (at specific value of VG) is the slope of the resulting line as shown in Figure 
7.7 (b). 
 
7.3 Results and Discussion 
 Due to the non-ideal behavior of EDLTs compared to traditional metal oxide 
transistors (e.g. EDLT ID-VG curves in the “linear regime” have some curvature), there can 
be some ambiguity when determining carrier mobility from I-V data.  In order to analyze 
volume effects first in the absence of this ambiguity, minimum sheet resistance was 
examined as a function of ion pair volume (Figure 7.8 (a)).  
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Figure 7.8 Minimum sheet resistance (a), capacitance (b), and hole mobility (c) as a function of 
ion pair volume in rubrene EDLTs using ionic liquids from Set 1 (blue) and Set 2 (red).   
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 Sheet resistance was simply determined from the drain current, drain voltage, and 
device dimensions. As Figure 7.8 (a) shows, when either cation or anion volume increased, 
an increase in the minimum sheet resistance was observed, or, more simply put, increasing 
the volume of an ion in the ionic liquid made devices less conductive when fully on.  The 
effect was stronger for anion variation as opposed to cation variation. In order to understand 
the effect of ion volume on conductivity, we must look separately at both the effects of ion 
volume on capacitance as well as charge carrier mobility. 
 The effect of ion volume on specific capacitance of the EDLTs is shown in Figure 
7.8 (b).  Increasing the volume of cations or anions led to lower capacitance EDLTs. This 
effect is likely due to being able to accommodate fewer ions in the double layer as ion 
volume increases.147  Once again, this effect is more pronounced in the case of anions.  This 
is not surprising as anions are the predominant ion nearest the semiconductor when the 
device is under negative gate bias.  Because the anions are at a higher concentration than 
cations at the ionic liquid-semiconductor interface, anion volume changes will affect 
double layer structure more significantly than cation volume changes. 
 The effect of ion volume on charge carrier mobility is shown in Figure 7.8 (c).  
Carrier mobility in organic EDLTs is not constant with gate voltage and exhibits a distinct 
peak.44 The value plotted in Figure 7.8 (c) is the maximum mobility measured in the voltage 
range of VG = -0.3 V to -0.5 V. Mobility is determined through a rearrangement of Ohm’s 
Law: 
𝜇 =  
𝐿
𝑊
𝐼𝐷
𝑒𝑝𝑉𝐷
 
(7.2) 
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where 𝐿 is the length of the semiconducting channel, 𝑊 is the width of the rubrene crystal, 
𝐼𝐷 is the drain current, 𝑒 is the elementary charge constant, 𝑝 is charge density, and 𝑉𝐷 is 
the drain voltage.  All parameters were directly measured, except for charge density which 
was determined by DCM as described in section 7.2. While increases in cation and anion 
volume both lead to decreases in carrier mobility, changes in anion volume affect the 
mobility to a greater degree than changes in the cation volume. Changes in ion size likely 
affect the corrugation in local potential seen by charge carriers at the semiconductor/ionic 
liquid interface.  This potential corrugation arises due to the fact that the ions at the 
interface are not infinitely small.  For a sheet of dense, infinitesimal charge, the potential 
will be perfectly smooth.  The potential of a sheet of discrete charge with finite spacing 
(e.g. ions at a surface) will exhibit a potential corrugation that depends upon the distance 
between charges.  As the distance between charges increases (e.g. ion volume increase) the 
magnitude of the potential corrugation does as well.  Potential corrugation can serve as 
charge trapping or scattering sites, negatively affecting charge carrier mobility.  Because 
anion density is higher than cation density near the semiconductor (under negative gate 
bias), changes in anion volume likely have a greater effect on the potential corrugation than 
changes in cation volume. 
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Figure 7.9 (a) Threshold voltage  in a rubrene EDLT vs ion pair volume for the ionic liquids in 
Table 1 in addition to [EMI]+[DCA]- (VIonPair = 0.28 nm3) and [EMI]+[BF4]- (VIonPair = 0.25 nm3). 
(b) Structures of [EMI]+, [DCA]-, and [BF4]-. 
 The effect of ion volume on threshold voltage is shown in Figure 7.9 (a).  VT was 
determined according to procedures found in Section 7.2.  Interestingly, the threshold 
voltages of nearly all ionic liquids in Set 1 and 2 were relatively similar (~VT = +0.1 V); 
however, the threshold voltage differed significantly for the largest cation and largest 
anion, which had a VT of +0.3 V and +0.7 V respectively.  To better ascertain if VT depends 
on ion volume, two additional ionic liquids (Figure 7.9 (b)) with very small ion pair 
volumes were tested: [EMI]+[BF4]
- (VIonPair = 0.25 nm
3) and [EMI]+[DCA]- (VIonPair = 0.28 
nm3).  Both of these small ionic liquids had negative threshold voltages. Looking at the 
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data as a whole, it appears that there exists some correlation of VT with ion volume. By 
changing ion volume, threshold voltage was shifted by an entire volt, which is extremely 
significant given the operating range of EDLTs is often just a few volts. The relationship, 
however, is not completely monotonic indicating that there are other important 
confounding factors. Interfacial adsorption likely plays a non-negligible role in these 
systems, and variations in ion size are known to affect ion adsorption.150-151  Differences in 
the specific adsorption of ions would lead to differing amounts of charge in the system in 
the absence of an external bias, and indeed, mobile charge has been observed 
spectroscopically in such devices without bias applied.152  Ascertaining the origin of the 
significant differences in threshold voltage remains an active area of work. 
 
7.4 Conclusion 
 It is apparent that ion volume changes have a significant effect on transistor 
performance with the ability to tune parameters like mobility and capacitance in EDLTs 
by a factor of 2 or more with currently available ionic liquids.  Additionally, by comparing 
properties of EDLTs made with [Ammonium]+[TFSI]- ionic liquids with those made with 
[P14]+[PerfluoroalkylPhosphate]- ionic liquids it is also apparent that, for the same ion pair 
volume, there are significant differences in sheet resistance and capacitance (Figure 7.8).  
In other words, there are other equally important physical attributes of these ions that affect 
device performance besides their volume.  This both reinforces the importance of keeping 
attributes like shape and chemical functionality fixed during this study in order to better 
isolate the specific effects of volume, and points to continued avenues of research required 
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to fully understand all structure-property relationships at work in ionic liquid-based 
devices.  The apparent correlation of threshold voltage and ion pair volume is another 
continued area of work and is of significant interest given that a threshold voltage shift of 
1 V was obtainable in devices with narrow operating windows of a few volts.  This 
phenomenon is explored further in Chapter 8.  While the role of ion size appears to be 
significant, much work is yet required to gain a full understanding of all structure-property 
relationships in ionic liquid-based devices. 
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Chapter 8: Effect of Ion Adsorption on Threshold Voltage 
in Electrical Double Layer Transistors 
 This chapter presents work done to explore the effects of ion adsorption and 
threshold voltage in rubrene single crystal electrical double layer transistors (EDLTs).  The 
potential of zero charge (PZC) on a gold electrode is measured for nine ionic liquids of 
varying composition and size.  Plotting the PZC of these ionic liquids on gold as a function 
of threshold voltage (VT) for the same liquids in a rubrene EDLT using a gold gate 
electrode shows a close to 1:1 linear correspondence.  Furthermore it is shown that it is the 
choice of the anion in the ionic liquid that largely determines both the PZC of the ionic 
liquid on gold as well as the threshold voltage of the rubrene EDLT.  Computational 
modeling is ongoing; however, early results using a simple density functional theory hard 
sphere model with image charge effects indicate that while changes in ion volumes can 
change PZC significantly (100s of mVs), image charge effects alone cannot recreate the 
asymmetry of the PZC shift in the case of cation volume variation compared to anion 
volume variation.  Ongoing work is focused on determining the origins of the cation/anion 
asymmetry.   Experimental data was collected by Elliot Schmidt in conjunction with C. 
Daniel Frisbie, conceptual insight was contributed by Sha Shi and P. Paul Ruden, and 
computational modeling was performed by Kyeong-jun Jeong in conjunction with JR 
Schmidt and Arun Yethiraj. 
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8.1 Introduction 
Electrical double layer transistors (EDLTs) show promise both for enabling 
discovery of novel electronic phase transitions as well as use in cheap and flexible printed 
or roll-to-roll manufactured electronics as described in Chapter 3.  EDLTs have very 
beneficial properties such as being able to operate at low voltages and reach high 
conductivity levels.  EDLTs also display some negative attributes compared to transistors 
made with more traditional solid dielectrics or vacuum dielectrics such as lower charge 
carrier mobility and lower operating frequencies due to large RC time constants. 
Gaining a better understanding of the structure-property relationships at work in 
these devices can provide a route to minimizing the negative attributes of EDLTs and 
maximizing the positive attributes.  Specifically, here structure-property relationship refers 
to how the structure of the ion (size, shape, composition, etc.) affects the performance 
properties of the EDLT (conductivity, mobility, threshold voltage, etc.). 
As discussed in the previous chapter, ion pair volume appears to correlate roughly 
with observed changes in threshold voltage in rubrene single crystal EDLTs (Figure 7.9).  
The trend between ion pair volume and threshold voltage, however, does not appear to be 
monotonic.  This indicates that there are likely other attributes of the ionic liquids that are 
a more direct cause of the threshold voltage shift but with which ion volume is also 
correlated. 
Ion adhesion at the ionic liquid/gate electrode interface was identified as a possibly 
significant factor.  In order to explore the effects of this interaction, the potential of zero 
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charge (PZC) on a gold electrode was measured for nine different ionic liquids using the 
immersion method.153-155  The PZC of these ionic liquids on gold was then compared to the 
threshold voltage of rubrene single crystal field effect transistors using the corresponding 
ionic liquid and a gold gate electrode. 
Computational modeling, to better understand the experimental results, is ongoing.  
Initial simple classical density functional theory models were created that approximate the 
ions in the ionic liquid as hard, charged spheres of varying diameters.  The results of these 
models can successfully represent the magnitude of the PZC shift observed based upon ion 
volume changes; however, they cannot yet recreate the asymmetric nature of the PZC shift 
between cation and anion volume changes.  More complex models are being developed as 
continued work is being done to understand the origins of this asymmetry. 
 
8.2 Experimental Methods 
 EDLT device structure used for this work is identical to that in Chapter 7 and is 
shown below in Figure 8.1.  Rubrene single crystals were grown by physical vapor 
transport according to procedures in Section 4.1.  The gold-coated polydimethylsiloxane 
(PDMS) substrates were fabricated according to procedures found in Section 4.3.  The 
structures of the nine ionic liquids used in this study and their associated ion pair volumes 
are shown in Figure 8.2.  Ion pair volume is simple to measure and is defined as VIonPair =
 
𝑀𝑤
𝜌∙𝐴𝑣
  where 𝑀𝑤 is the molecular weight of the ionic liquid, 𝜌 is the density of the ionic 
liquid, and 𝐴𝑣 is Avogadro’s number. 
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Figure 8.1 Cross section of rubrene single crystal electrical double layer transistor (EDLT).  
Dimensions are L = 50 µm, H = 5 µm, and W = width of rubrene crystal (variable). 
 
Table 8.1 Structures and ion pair volumes of all ionic liquids studied in this work 
Set 1 Anion Cations 
Name [TFSI]- [N1114]+ [N2224]+ [N4441]+ [N8881]+ 
Structure 
     
VIonPair 
(nm3) 
-- 0.47 0.56 0.63 0.94 
Set 2 Cation Anions 
Name [P14]+ [teFAP]- [tbFAP]- 
Structure 
   
VIonPair 
(nm3) 
-- 0.61 
 
1.09 
Set 3 Cation Anions 
Name [EMI]+ [BF4]- [DCA]- [TFSI]- 
Structure 
 
 
 
   
 
VIonPair 
(nm3) 
-- 0.25 0.28 0.43 
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 Potential of zero charge measurements were conducted by the immersion method.  
The immersion method is closely related to the dropping mercury electrode method of 
determining the PZC; however, it works for any solid electrode material.  The definition of 
the PZC is the potential of the electrode at which the concentration of the cations and anions 
adsorbed to the electrode surface are equal.  Another way of phrasing this is that at the 
PZC, the net charge density of adsorbed species is zero.   
When an electrode is immersed in ionic liquid, charge flows to the electrode surface 
as a result of ion adsorption at the surface.  Due to the different specificities of adsorption 
for the cations and anions, one species will adhere more than the other leading to a net 
charge on the electrode surface.  The effective specificity of adsorption of the cation and 
anion species can be tuned by the potential of the electrode surface.  The potential of the 
electrode surface can thus be set such that the cations and anions bind in equal number.  At 
this potential (the PZC), the image charge densities of the adsorbed species cancel leading 
to no charge density on the electrode surface.  
Now consider the case of an electrode immersed in ionic liquid that suddenly 
increases in area exposing clean electrode surface.  Immediately ionic species will adsorb 
to the electrode surface inducing compensating image charges on the electrode surface.  If 
the electrode is not at the PZC then current must flow to create the net compensating image 
charge.  If, however, the electrode is at the PZC, then the sum of positive and negative 
image charges is 0 meaning no compensating current flows to the electrode surface. 
  129 
 
Figure 8.2 Schematic of the electrochemical cell used to make PZC measurements of 
different ionic liquids on a gold surface using the immersion method.  The reference electrode was 
Ag/AgNO3 (10 mM in acetonitrile) and the counter and working electrodes were gold. 
The immersion method (Figure 8.2) involves measuring current flowing to the 
counter electrode as a working electrode (W2) is immersed into the ionic liquid while being 
held at a specific potential relative to the reference electrode.  The working electrode in 
this setup is actually split into two parts, W1 and W2, which are shorted together.  W1 
starts in the ionic liquid solution and creates the electrical pathway to the reference and 
counter electrodes that allows for varying the potential of the working electrodes relative 
to the reference.  The experiment begins by applying a voltage to W1 relative to the 
reference electrode.  Because W1 and W2 are shorted together by a wire, W2 is at the same 
potential relative to the reference as W1.  As this potential is applied, current is monitored 
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as a function of time.  As the initial potential is applied, current spikes slightly as a result 
of changes in the charge density of the double layer at W1 (t = 0, Figure 8.3).  This current 
decays rapidly, and after the initial current spike has decayed sufficiently the immersion of 
W2 in the ionic liquid begins.  When the immersion is conducted at a constant rate, the 
current quickly increases and then roughly plateaus until the electrode is fully immersed at 
which point the current decays.  The sign of the current during immersion indicates whether 
the electrode is positive or negative of the PZC and the total area under the current curve 
during immersion is indicative of how far the electrode potential is from the PZC.  When 
no current is measured while the working electrode is immersed into the ionic liquid, then 
the working electrode is at the PZC. 
 
Figure 8.3 PZC determination via immersion method.  The PZC is identified as the voltage at 
which there is no current flow when the electrode is immersed in the ionic liquid. 
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 Threshold voltages were determined from ID-VG measurements (Figure 8.4).  Drain 
current (ID) was measured as a function of gate voltage (VG) as the gate voltage was linearly 
swept from positive to negative and back to positive at a sweep rate of 50 mV/s and a drain 
voltage (VD) of -0.1 V.  Due to the non-linear behavior of EDLTs in the “linear regime” 
(VG >> VD), the threshold voltage cannot be reliably determined from linear extrapolation 
of the drain current.  Instead, threshold voltage here is defined as the value of VG at which 
the device first reaches a sheet conductance of 10-9 while sweeping VG from positive to 
negative. 
 
Figure 8.4 Determination of threshold voltage from an ID-VG curve of an EDLT.  Threshold 
voltage (VT) is taken to be the value of the gate voltage (VT) when the sheet conductance = 10-9 S. 
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8.3 Discussion of Results 
 A plot of the PZC on gold as a function of threshold voltage in a single crystal 
rubrene EDLT is shown in Figure 8.5 for the nine ionic liquids listed in Table 8.1. 
 
Figure 8.5 Potential of zero charge on a gold electrode (versus a 10 mM Ag/AgNO3 reference 
electrode) as a function of threshold voltage shift in a single crystal rubrene EDLT for the nine 
ionic liquids listed in Table 8.1.  The red and blue dashed lines are linear regressions of ionic liquid 
subsets that have all different or all the same (TFSI) anions respectively.  Changing anions appears 
to significantly affect both PZC and threshold voltage while changing cations essentially has no 
effect on PZC and a small effect on threshold voltage. 
  133 
 
Several interesting features can be noted in this plot.  Foremost, there appears to be a strong, 
nearly 1:1 relationship between the potential of zero charge and threshold voltage for the 
various ionic liquids.  To phrase this another way, ion adsorption is likely one of the most 
significant factors determining threshold voltage in rubrene EDLTs.   
Interestingly, changing the anion in the ionic liquid has both a substantial effect on 
the PZC as well as the threshold voltage; however, changing the cation in the ionic liquid 
while holding the anion constant has essentially no effect on the PZC as well as only a 
small effect on the threshold voltage.  The strong dependence of the PZC on anion structure 
and weak dependence of the PZC on cation structure has been shown previously for 
electrolyte solutions on gold and mercury electrodes by Bodé et al.156-157 The strong 
relationship between PZC and threshold voltage for changes in anion structure specifically 
indicates that adsorption of anions is a very significant factor in these EDLTs.  The small, 
but not insignificant, threshold voltage shift measured for cation variation coupled with the 
negligible change in PZC for cation variation indicates, however, that there is still a non-
negligible contribution to threshold voltage from sources other than ion adsorption. 
In order to better understand the effect of ion structure on ion adsorption, classical 
density functional theory models are being developed in work that is still on-going.  Figure 
8.6 shows the results of a preliminary model where ions near a gold electrode surface were 
modeled as simple hard spheres of differing diameters.  Differential capacitance was 
calculated as a function of potential.  The potential of zero charge is located at the local 
minimum in the differential capacitance versus potential plot.  The reason that there is a 
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local minimum in differential capacitance at the potential of zero charge is because the 
magnitude of the charge density on the electrode is minimized (zero) at the potential of 
zero charge.  As a result, the Coulombic attraction of the ions to the surface is also 
minimized, and therefore the average distance between the ions and the surface is at a 
maximum.  If you simplistically model the surface and the closest layer of ions as the two 
plates of a parallel plate capacitor, then it logically follows that as the distance between the 
plates reaches a maximum, the capacitance reaches a minimum. 
 
Figure 8.6 Differential capacitance as a function of potential for various diameter ratios of cations 
and anions.  The potential of zero charge is the value of Ψ0 at the local minimum in the differential 
capacitance of each curve. 
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Specifically, Figure 8.6 shows differential capacitance curves as a function of potential for 
a variety of cation diameter to anion diameter ratios (d+:d-).  Comparing the d+:d- = 4:6 
and the d+:d- = 6:4 curves, the PZC shifts by ~220 mV, which is on the same order of 
magnitude as the ~600 mV shift in PZC measured experimentally for the smallest and 
largest anions.  These preliminary hard sphere model results allude to size being a major 
factor determining ion adsorption.  What the hard sphere models currently fail to replicate, 
however, is the asymmetry of the PZC shift as cations and anions change size.  The 
experimental results presented in Figure 8.5, and those of Bodé et al.156, show almost no 
influence of the cation size on the PZC; however, the model shows an equally large shift 
in PZC for cation size changes and anion size changes. Next steps include trying to replicate 
the asymmetry of the cation and anion PZC shifts, possibly with the incorporation of a 
Leonard-Jones potential in the model, and if successful, further explore what specific 
structural elements contribute to the asymmetry. 
 
8.4 Conclusion 
 A strong correlation between ion adsorption and threshold voltage for single crystal 
rubrene EDLTs was shown providing evidence that ion adsorption is one of the main 
factors determining threshold voltage in these devices.  Specifically, potential of zero 
charge measurements on gold electrodes, conducted via the immersion method, were 
correlated with threshold voltage measurements for rubrene EDLTs using gold gate 
electrodes for nine different ionic liquids.  Anion adsorption was found to play a more 
prominent role in threshold voltage shifts than cation adsorption, though small changes in 
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threshold voltage with cation variation and no corresponding change in the potential of 
zero charge with cation variation indicates that there are other contributions (if not quite as 
significant) to threshold voltage from factors other than ion adsorption.  To better 
understand the experimental results, computational models are being constructed in work 
that is on-going. Preliminary results indicate that ion size differences are capable of PZC 
shifts on the same order of magnitude as measured experimentally (100s of mV).  
Continued work focuses on recreating the asymmetry in the cation/anion variation behavior 
and gaining a better understanding on the origin of this asymmetry. 
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Chapter 9: Directions for Continued Work 
9.1 Structure-Property Relationships in EDLTs 
 Electrical double layer transistors show immense promise as both research tools 
and components of cheap, printable or roll-to-roll manufactured electronics due to the high 
capacitance, printability, and low-temperature processability of ionic liquid dielectrics.  
The benefits of EDLTS; however, do not come without drawbacks.  In order to improve 
viability in commercial applications, several performance aspects of these devices must be 
addressed.   
 First and foremost, stability is a concern that must be addressed in EDLTs.  Here 
specifically, stability refers to the ability for the ionic liquids to slowly (or sometimes 
quickly) dissolve or etch organic semiconductors over time158 (inorganic semiconductors 
generally show a reduced solubility in ionic liquids, and so device degradation is a lesser 
concern).  Ionic liquids can act as powerful solvents and indeed are being explored 
extensively as non-volatile, green solvents in the field of organic chemistry.77, 159  
Understanding how the structure of ions in the ionic liquid affects its ability to dissolve 
different classes of semiconducting material will be of utmost importance to being able to 
pair compatible ionic liquids and semiconductors for long device lifetimes. 
Besides dissolution of the semiconductor surface, electrochemical reactions 
between the ionic liquid and the semiconductor surface is also a concern.  As can be seen 
in Figure 9.1, reactions between ionic liquids and crystal surfaces can significantly affect 
the surface potential at the surface of the semiconductor leading to significant changes in 
charge transport behavior.  Ion structure appears to be very closely tied to the 
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electrochemical window and reactivity of ions.147  For instance, saturated ions appear to 
have significantly larger electrochemical windows than those containing aromatic groups.  
Additionally, larger ions may also show an increase in stability.  Much of this work is very 
preliminary, however, and a significant amount of work remains to optimize ion structure 
to minimize electrochemical reactions with the semiconductor surface. 
 
Figure 9.1 Surface height (a) and surface potential (b) mapping of a C60 crystal before contact 
with ionic liquid and surface height (c) and surface potential (d) of a C60 crystal after gating for 1 
hour in DEME-TFSI.  Note the increased surface roughness and positive shift in surface potential 
after gating. 
 As discussed in Chapter 3, the RC time constant of EDLTs is currently large 
compared to metal oxide-based transistors and, as such, limits the operating frequency of 
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EDLTs.  Both the ionic conductivity and the double layer capacitance of the ionic liquid 
contribute to the total RC time constant of an EDLT.  Both of these properties are deeply 
tied to ion structure.  Generally speaking, larger ions have a larger cross-sectional area and 
stronger intermolecular dispersion forces leading to a higher viscosity and lower 
conductivity ionic liquid.  As shown and discussed in Chapter 7, capacitance is generally 
larger for smaller ions simply because the charge center of the ion is capable of getting 
closer to the electrode surfaces. 
 Ion size is not the only significant factor affecting device capacitance.  The ability 
of an ionic liquid to wet can play a significant role in the total capacitance of the ionic 
liquid on all but the most perfectly planar electrodes.  On rougher, more porous electrodes 
it is possible to have an ionic liquid with large ions to have a higher total capacitance than 
an ionic liquid with smaller ions even if the larger ion liquid has a lower specific 
capacitance than one with smaller ions.  Such differences can be due to difference in the 
ability of a large ion ionic liquid to wet small pores and pits in an electrode more 
effectively, due to its lower surface energy, which translates to a larger accessible electrode 
area than in the case of the ionic liquid with smaller ions. 
Large capacitance is generally viewed as a positive attribute of ionic liquids as it 
allows for low operating voltage; however, having the largest possible capacitance is not 
necessarily the ideal scenario.  In applications where frequency is important and operating 
voltage requirements are less stringent, a lower capacitance ionic liquid may be the ideal 
candidate as the RC time constant will be reduced allowing for faster switching.  The design 
specification for operating frequency and permissible operating voltage will differ on a per-
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application basis and therefore ideal capacitance values will vary on a per-application basis 
as well; thus, it is important to have a more well-developed sense how structure affects 
capacitance rather than simply the simple notion that smaller ions lead to a higher 
capacitance. 
 EDLTs also face the unique situation that, unlike metal oxide transistors, cooler 
temperatures can be as detrimental to performance as higher temperatures.  In something 
like a computer processor, lower temperatures will almost always ensure the ability to run 
the processor at even higher frequencies due to increases in carrier mobility.  While carrier 
mobility in some EDLTs increases with decreasing temperatures, a decrease in temperature 
will significantly decrease the conductivity of ions in the ionic liquid leading to a larger 
RC time constant for the device.  Such a phenomenon is not observed in solid dielectrics.  
Additionally, the capacitance of ionic liquids is dependent on temperature as well.  
Furthermore, ionic liquids are capable of freezing if temperatures are decreased sufficiently 
leading to a completely non-functional transistor.  Many ionic liquids have melting 
temperatures between -50 °C and 0°C; however, many also have melting points very near 
to room temperature.  A low melting point is desirable in near-room temperature 
applications.  Melting points in ionic liquids are a complicated combination of molecular 
symmetry, coulombic interactions, and dispersion interactions.  Generally speaking, the 
less symmetric the ions of an ionic liquid are, the lower the melting point is, and 
consequently many of the common ionic liquids have a long alkyl chain tail and a short 
alkyl chain tail that produces asymmetry.  Simple symmetry reducing changes can change 
the melting temperature of ionic liquids hundreds of degrees.   
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The primary intermolecular interaction between the ions in ionic liquids is the 
Coulombic interaction between the charge centers of the ions.  Ionic liquids are only able 
to remain liquids at room temperature due to structural elements that disrupt the normally 
strong Coulomb interaction that exists in ionic materials.  Specifically, the ion structures 
serve to keep the charge centers of opposite charges further apart than they would be in an 
ionic solid like NaCl, and this increase in distance weakens the ionic attraction enough for 
the ionic material to remain in a liquid state at room temperature.  The primary means for 
increasing the distance between charges is simply to do so sterically by increasing the size 
of the ions.  Consequently, there are exceedingly few known room temperature ionic 
liquids where one of the constituent ions is a single atom and none where both constituent 
ions are single atoms. 
 Melting point, however, does not simply continue to decrease with increasing ion 
size.  While Coulombic interactions between ions continue to decrease with increasing size, 
dispersion interactions increase in strength as ions grow in size.  This interaction is strong 
enough to raise the melting point of the ionic liquid well above room temperature.  There, 
therefore, exists a “sweet spot” for ion size where the ionic liquid reaches its minimum 
melting temperature, all other structural elements being equal.  Obviously size and 
symmetry are not the only factors affecting melting temperatures of ionic liquids.  The 
chemical composition of the ions likely plays a significant role in melting temperature as 
would structural elements like aromatic rings. 
 Charge carrier mobility in the semiconductor is another property that seems to also 
be linked to the ion structure of ionic liquids as evidenced by the work in Chapter 7.  
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Specifically, it seems that smaller ions could lead to smaller potential corrugations at the 
semiconductor surface and a correspondingly larger mobility due to shallower charge traps.  
It is not clear if this phenomenon carries to other semiconductors and ionic liquids, which 
presents an interesting path for future work.  At a minimum, ion structure effects on charge 
carrier mobility should not be discounted when seeking to optimize EDLT performance. 
Hopefully it has been made exceedingly clear all of the structure-property 
relationships that exist in ionic liquids, how important they are, how complex they are, and 
how little is known about them.  Now consider this: almost every single structural change 
made to an ion in an ionic liquid affects not just a single property, such as capacitance, but 
also every other property discussed as well…often in an inverse or undesirable way.  
Invariably then, choosing an ideal ionic liquid for an application will be a game of 
compromises…to figure out how to gain as much as possible while losing as little as 
possible.  In order to be able to choose an ideal ionic liquid in such a complex system, the 
“rules of the game” must be known exceedingly well.  Additionally, the development of 
novel high-performing ionic liquids would benefit greatly from a vastly increased 
understanding of structure-property relationships.  Promising structural archetypes would 
be able to be identified and a range of promising candidates synthesized around it.  Our 
current understanding of current ionic liquid structure-device property relationships 
remains wholly insufficient to accomplish this.  Vast avenues of promising research have 
yet to be explored in regards to ion structure-device property relationships in EDLTs. 
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