The situation in regard to the radiation constants is reviewed primarily for the purpose of selecting the value of C2 to use in Planck's equation for securing, above 1063° C, a temperature scale which most nearly conforms with the thermodynamic scale. The values in the literature are discussed, and some data are presented for deriving C2 from gas thermometry data. The constants arrived at are the following: u = (5.70 ± 0.02) X 10-5 erg sec -I cm-2 deg -, Cl= (3.732± 0.006) X 10-6 erg cm2 sec- 
by the equation T2/Tl = 1-E, where E is the efficiency of a completely reversible heat engine operating between a source at temperature Tl and a sink at temperature T2, and if further the temperature interval between the steam point and the ice point be defined as 100°, the resultant scale is the thermodynamic scale advocated by Lord Kelvin. Temperatures on this scale, known as the Kelvin Scale, are designated as (l°K"and denoted by the symbol T. The lower limit of temperature is OOK, and the normal freezing point of water, called the ice point and designated by the symbol To, is fourd by experiment to be approximately 273 ° K.
I Numbers in brackets indicate tbe literature references at tbe end of tbis paper.
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The Kelvin Scale and other scales on which numerical values of temperature are a linear function of T are the only thermodynamic scdes which have been used to any considerable extent. If we write t= T-To, t is the temperature on a scale which is called the Thermodynamic Centigrade Scale. Any t emperature interval has the same numerical value when expressed on this scale as when expressed on the Kelvin Scale. The International Temperature Scale "conforms with the thermodynamic [centigrade} scale as closely as is possible with present knowledge" and "is to be regarded as susceptible of revision and amendment as improved and more accurate methods of measurement are evolved."
The possibility of revising the scale to secure some improvement appeared soon after the scale was adopted. Below 660° C the scale is defined by the standard resistance thermometer and from 660° C to the gold point, defined as 1063.0° C, the scale is defined by the standard thermocouple. The standard thermocouple and the standard resistance thermometer are made to agree at the freezing point of antimony, 630.5° C, but agreement at 660° C was left to chance. In] 929 Roeser [2} found that the agreement was within 0.01 ° C at the melting point of the sample of aluminum, 659.23° C, at which he compared thermocouples and resistance thermometers. Roeser used two thermocouples and obtained agreement to 0.01 ° C with one and 0.00° C with the other. It subsequently developed [31, however, that the silver used in this work had a freezing point 0.48° ° lower than that of pure silver, corresponding to a difference of 5.5 microvolts in the electromotive force yielded by Roeser's thermocouples at the silver point. Making this correction, it is found that these thermocouples indicate the freezing point of the aluminum used to be 659.05° 0, whereas the standard resistance thermometer indicated the temperature to be 659 .23° C. Inasmuch as the standard thermocouple defines the scale only from 660° to 1063° 0, the temperature in question is 659.23° ° (Int. 1927), because it is in the range of the scale defined by the standard thermometer. Subsequently, the freezing point of a lot of aluminum to be used for standard samples was measured 2 with a standard resistance thermometer as 660.01 ° ° and with a standard thermocouple as 695.87° 0. The temperature in question is above the range defined in terms of the resistance thermometer and below the range defined in terms of the thermocouple and therefore cannot be expressed on the International Temperature Scale of 1927. This situation can be remedied by limiting the range of the scale defined by the resistance thermometer to temperatures below the freezing point of antimony and extending the range of the thermocouple down to that point.
Above the melting point of gold, the scale might well be based on the Planck formula instead of the Wien formula, which was used in defining the 1927 scale [1] up to about 5000° C, where A (t+273) is less than 0.3 em deg. The use of the Planck formula would make no significant change in the scale below 5000° C and would result in a scale which conforms closely to the thermodynamic scale at all temperatures above the gold point.
A study of the question of whether other revisions might secure still closer conformity has led, among other things, to a re-evaluation of the , The resistance thermometer measurements were made by R. S. Jessup and the thermocouple measure ments by A. I. Dahl.
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Radiation Constants 377 radiation constant which is used in defining the scale at high temperatures. A true perspective of the data on the radiation constants cannot be obtained without consideration of a number of other physical constants more or less directly related to the radiation constants. The numerical values of some of these related constants have been established so accurately that, in combining them with other constants which are much less accurately established, they may be treated as exact. Nevertheless, it seemed worth while to discuss all the constants involved in some detail, either to indicate how little the value selected contributes to the uncertainty of the derived radiation constants or to make the incidental results of this study available to readers who may find them of interest. (1-e-B ) In the above formulas A is the wavelength P is the frequency C (= AP) is the velocity of light T is temperature in degrees K e is the Naperian base, 2.7182818 .
II. THE RADIATION CONSTANTS
J.,., is the radiant energy (of wavelength A) per unit wavelength interval emitted per unit time by unit area of a black body throughout the solid angle 211", i. e., "hemispherical radiation." J, is the radiant energy (of frequency p) per unit frequency interval emitted per unit time by unit area of a black body throughout the solid angle 211".
Am and Pm are the values of A and P at which J.,., and J., respectively, are a maximum for any given value of T.
It should be pointed out that, for a given value of T, Am and Pm do not correspond to the same region of the spectrum. In other words, their product is not c but c(B/A) 
There are a number of reviews available on the best values of the physical constants deriva.ble from experimental data, but the radiation constants have not received much attention in recent years. The experimental values of (J and C2 have usually been used to calculate values of h, but not much weight has been given to the results. Better values of the radiation constants can be derived from atomic constants than from the published experimental values, and it seems worth while to make a critical study of these related constants for the primary purpose of deducing the most probable value of the constants which appeal' in the formulas for black-body radiation.
For Our interest in the constant C2 lies in the fact that it is one of the constants used in defining the International Temperature Scale above the melting point of gold. This definition is "by means of the formula
The constant C2 In giving the numerical value of a quantity it is usually advisable to add a numerical statement of the uncertainty associated with the value given. The ± terms in this paper represent the limits within which it is estimated that the true value is included with a probability of about 0.9. They represent merely the author's opinion and may bear little relation to the mean deviation.
VELOCITY OF LIGHT
The velocity of light is so accurately known that, for the calculations made in this paper, it may be treated as exact. Karolus and Mittlestaedt [4] 
KELVIN TEMPERATURE OF THE ICE POINT AND THE VALUE OF R
The temperature of the ice point on the Kelvin Scale, To, has been derived in a number of laboratories. The most recent and reliable of the values are listed in table 1. 
The most recent NBS value [12] for the ampere, however, is 0.99986, which is in remarkably good agreement with the NPL value. From these data the following values have been derived: coul. per mole on the physical scale (atomic weight of oxygen = 1.00027 X16) is simply 1.00027 times his 1929 value. This value is based entirely on the determinations of F with the silver voltameter. It is the proper value to use in equations connecting atomic constants (as Birge himself points out) only if the measured amount of silver deposited in a silver voltameter by the passage of a given charge of electricity truly represents the mass associated with that amount of charge. There is reason to believe that this is not the case. While it is true that the difference is of no consequence in deriving values of the radiation constants, it cannot. be ignored if one wishf's to express the fiLraday to 0.1 coul.
In the first place, on account of inclusions and similar causes, the mass deposited by one coulomb is not the mass of silver ions with which one coulomb of charge is associated. Correction is usually made for inclusions, but there may be other effects which are not known. In the second place, the amount of silver deposited is not necessarily the amount of silver weighed. It may be worth while to quote a few sentences from a discussion of this question by Rosa and Vinal [14] . "The precaution taken by some observers to soak the silver deposits over night in distilled water to remove the last traces "' Wenael) Radiation Oonstants 381 of electrolyte was shown to be harmful because it was discovered that silver in contact with platinum is appreciably soluble in distilled water. This was shown by repeated tests. The silver and the platinum differ slightly in potential so that a current passes from the silver to the platinum through the water." If acid is present in the electrolyte there will, of course, be a re-solution of the deposit. Although there is no difficulty in avoiding loss of deposit due to acidity of the electrolyte, the question of re-solution in a neutral electrolyte still remains, inasmuch as in the usual form of silver voltameter, the silver is deposited on platinum.
All of these effects, as long as they are constant, have no bearing on the use of the silver voltameter as a device for reproducing the international ampere defined as the current which will deposit 0.001118 g of silver per second in a silver voltameter. The technique of the silver voltameter has been so well worked out that it is a precision device capable of being used to check the voltage of the Weston normal cell. Rosa and Vinal [14] list six determinations of this voltage in five different countries with an average deviation of 1 part in 10 6 from the mean and a maximum deviation of less than 2 parts in 10 5 • The international ampere, so defined, is thus transferred to standard cells and material resistance standards (wire coils) which are then used to reproduce the international ampere in the various national laboratories. There are small differences in these material standards but they amount to only a few parts in 10 6 and can be neglected. We have then, from the silver experiments, that While the statement "in a silver voltameter a weighed deposit of 1 mole will result from the passage of 96494 into coul." is true to about 1 part in 10 5 , the uncertainty in the above figure as a value of Fis determined by the magnitude of the effects described earlier. We will not question the fact, which must be true if values of the specific electronic charge, elm, are to be deduced from F, that each univalent ion carries the charge e. It is evident, then, that the definition of the international ampere in terms of the silver voltameter does not confer any special virtue on silver in the determination of the faraday. In fact, if we used a different element which was free from all effects of the kind described, it would yield a more reliable value of F. Unfortunately, there are very few elements that are suitable. There must be no question of the valence. If we have, for example, both univalent and divalent ions, the result will be entirely useless. Iodine is one of the few that can be used. It is free from the effect of inclusions, but the mass determined by titration may differ from the mass deposited due to oxidation by the arsenious acid solution used in the titration. The value of the faraday obtained with the iodine voltameter is 96,514 into coul. per g equiv. [15] . There seems no logic, whatever, in ignoring the iodine value. The effects in the two cases are not known, but it seems fairly certain that the faraday lies somewhere between the two values whose mean is 96,504 into coul. There is no point in weighting the silver value higher than the other simply because more work has been done with the silver voltameter. This difference of 20 parts per 10 G is inherent in the two methods and would probably not be greatly changed by more determinations.
To get F in units which can be used by atomic physicists we must know the relation between the absolute and international ampere. For this we now have a reliable conversion factor q. The various determinations yield the ratio of the size of the absolute ampere to the international ampere as represented in each case by the material standards, standard cells and standard resist ance coils, at the national laboratory making the determination. The differences in these material standards can be neglected and well within the accuracy with which we can at present evaluate the faraday, the conversion factors apply to the international ampere as defined in terms of the silver voltameter, that is, to the value of F=96,504.
In 1906-07 an extended investigation was carried out at the National Physical Laboratory [16J in which the silver deposited by one absolute coulomb in the "New Form" of silver voltameter was 0.001118151• The absolute ampere was realized with the Ayrton-Jones current balance. This is not a determination of F, but a determination of 0.0011180 q 0.00111815 1 0.99986. This value, while not comparable in accuracy with recent determinations, agrees surprisingly well with the best of these.
The value of the faraday is then 96,504 into coul. mole-I, or 96,490 abs. coul. mole-I. This value does not differ much from the one Birge is now using but is based on different data. His use of only the silver data was to a large extent balanced by his use of an obsolete value of q.
Expressing the result in electrostatic units F= (2.8926 ± 0.0002) X 10 14 (esu) mole-I
VALUES OF e AND h
For the purposes of this paper an accurate value of the ratio hie is of far more concern than accurate values of either h or e. There is some divergence in the fourth significant figure of the value advocated for e. It appears that the value derived by Von Friesen [17] r---------------------__ --------________ ~~.----~~.r_------- It is evident that a mean of all the published values would have little or no sif;?;uificance. The best value derivable from these data would be a weIghted mean of the selected values, but it is very difficult to assign weights to such observations. These selected values are the final values arrived at by the various groups of experimenters. I n cases where reported values of C2 were based on the equation c2=5Am T obtained by using Wien's formula instead of eq 4, the values have been recalculated.
V. VALUES OF C2 FROM a
The second method for obtaining C2 is from measurements of a as defined by eq 3 and the relation given in eo 8 ..
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VI. VALUES OF C2 BASED ON OPTICAL-PYROMETER MEASUREMENTS
Another method which was used by Mendenhall [23] and by Day and Sosman [50] has not been given much attention because of the scarcity of the required experimental data. Equation 11, defining the International Temperature Scale of 1927, may be written Aln JJ 1 jet) AU (13) The product AlnJdJAD may be measured with an optical pyrometer and C2 calculated for any case where the corresponding temperatures are known on the thermodynamic scale.
Day and Sosman and Holborn and Day [51] have measured the temperature of a large number of fixed points on the constant-volume nitrogen gas scale with a pressure at 0° C. of approximately 300 mm of mercury. The corrections to convert [52] these temperatures to the Centigrade Thermodynamic Scale are only a fraction of a degree even at the palladium point. Some of these temperatures, so corrected, are given in table 4. Day and Sosman did not make measurements at the copper-silver eutectic point, but their scale' was so well described in terms of other fixed points, that temperatures in this region can be determined on their scale with considerable precision. Mendenhall and Forsythe [53] have determined the ratio of the temperatures of the gold and palladium points on the Kelvin Scale by means of eq 3. They found that the energy radiated by a black body at the palladium point was 3.4626 times that radiated by a black body at the gold point. From this The value of AlnJdJ Au for palladium listed in table 4 is that of Fairchild, Hoover, and Peters [54] . These authors compared their palladium with samples used by Day and Sosman and found the melting point to be the same within 0.1 ° C. The value for the nickel point is that of Wensel and Roeser [55] and the remaining values represent unpublished work by these same experimenters.
In the case of copper, the size of the interval, about 20° C, precludes the determination of C2 to better than about 1 percent. Although Day and Sosman ascribe an uncertainty of about W to each of the gold and silver points, the nature of their measurements was such that the systematic or constant errors in their work would have the same sign and be of about the same magnitude at these two points. The difference between them is probably good to ±0.2° C, in the same way that the interval between gold and copper is certainly not in error by more than 0.2°. At the copper-silver eutectic point the uncertainty in C2 is caused largely by the inability to make highly accurate optical-pyrometer measurements at the comparatively low brightness level corresponding to that temperature. 1<0 ( ).I n J. ) X 10' c, 
VII. VALUES OF C2 FROM ATOMIC CONSTANTS
In view of the material presented in the preceding sections, the adoption in 1927 of C2= 1.432 em deg in the definition of the International Temperature Scale seems to call for some explanation.
The values of C2 derivable from experimental values of }..mT and from the gas-thermometer determination of the palladium point were essentIally the same in 1927 as those given in this paper, namely, 1.436 and 1.438, respectively. The value of C2 derivable from u, however, was about X percent lower than that derived today from the same value of u, because the accepted value of h was then about 6.55, or 1 percent, lower than that accepted today. A value of h=6.55 and u=5.7 corresponds to a value of c2=1.432g• Moreover, the values of hie advocated in 1927 yielded values of 1.432 to 1.433. As the confidence placed in the available values of h and hie at that time was such that they were generally expressed to four or five significant figures, the discrepancies in C2 were not considered serious. The data on }..mT are not such as, in themselves, to inspire much confidence, and the value of C2 deduced from the temperature of the palladium point was considered to indicate that Day and Sosman were overly optimistic in claiming an accuracy of 2° for their determination of this temperature. The history of the values of hand of hie, as outlined in table 5 and figure 1, explains the choice of the value of C2 (shown by the star at 1927 in fig. 1 Since the values of c, F, and R are all very accurately known, the quantity cF/R= 1.0430 X 10 17 may be taken as exact and eq 9 written as (14) The confidence which may be placed in this value of cF/R is indicated bv the fact that the constants in the oldest reference available in which all three are given, the 1897 edition of the Smithsonian Tables, yield 1 .0429, those in the first (1910) volume of "Tables Annuelles de Constantes" yield 1.0428, while those recommended by Birge [11] in 1929 yield 1.0431 . Using the constants in the lCT, the result is 1.0435. The value of C2 calculated from formula 14 therefore, will be as accurate as the value used for hie.
The reason for the sharp upturn in the accepted values of h and hie about 1932 is to be found in a change in the views held in regard to the electronic charge, e. Up to 1928 no determination had been made since Millikan [68] obtained the value 4.774X10-10 (esu) (later [60] •
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Vo l. BS recalculated as 4.770) and the numerical value of e was based entirely upon his result by the oil drop method. In 1928 Backlin [69] measured e as 4.793 by an X-ray method, but his work made very little impression until confirmed by other workers both by X-ray and electron-diffraction methods. This led to a reexamination of Millikan's work, and a redetermination of the viscosity of air by Kellstrom [70] showed that this is about 1 part in 150 greater than the value used by Millikan in his original calculations. With this modification, Millikan's value is in agreement with values obtained by other methods as well as with a more recent [71] and accurate determination of 4.800 by the oil drop method. In the last 10 years there have appeared seven determinations [65] of e, ranging from 4.793 to 4.806, by three different methods, the average of which is 4.800 X lO-10 (esu). This value is believed to be accurate to ±0.1 percent.
The constant h is never determined except in combination with e, the quantity actually determined being Q=hlen+l, where n has the value 0, 1/3, or 2/3, depending on the type of experiment. Lukirsky and PriHlzaev obtained h=6.543 based on e= 4.774. This result requires adjustment for e and for reduction to the absolute volt, but not for e. Olpin obtained h=6.541, using sodium treated with sulfur vapor, and states in his prefatory abstract "An almost identical value is obtained for untreated sodium." However, in the body of the paper his result for untreated sodium is given as h=6.6, with the observation that it is not as reliable as the value 6 .541. Von Friesen [65] in his Duane's result as too high and Wagner's as too low. They apply corrections to make the former 2034.6 but do not correct the latter. It seems advisable to take each result as reported, as it makes very little difference in the result sought here.
To get hie from the Rydberg number, R"" we use the equation 
The value of R", is 109737. 4 [11] , and, on the basis of the selected values of e and c, hie is simply a question of the numerical value of elm. However, Birge [82] has recently published a review of 10 determinations of elm and concludes that the best derivable value is 1.7591X10 7 (emu)g-I, or 5.273X1017 (esu)g-l, on a basis substantially equivalent to the one used in this paper. Dunnington [67] arrives at the value 1.7590 X 10 7 (emu)g-I. Inasmuch as the highest and the lowest of the 10 values listed by Birge yield values of hie differing by less 0.1 percent, it is evident that the value of hie from equation 17 is largely dependent on and not much more accurate than the value used for e. For this reason it should not be given as much weight as would be the case if a more accurate value of e were available.
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Gnan reported hie as 1.374, but points out that his result depends on the value of e. He then states that his explicit result is h/e 4 / 3 = 1.758 X 10-1 \ which is independent of his crystal constant. From this, h/e= 3..j.4800X 1.758X 10-17 = 1.3765 X 10-17 • Unfor tunately, Von Friesen's Uppsala dissertation is not available to the writer, but Von Friesen [57] himself gives his result for h as 6612/6610 of that of Gnan. From this we obtain h/e=1.3769 for Von Friesen's work.
Eddington's theoretical value of 1/ 137 for the fine structure constant is listed as a matter of interest. The mean obtained from the data listed in table 7, however, does not include this value, although, as a matter of fact, the mean is not appreciably changed if this value is included. 
