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Generalized para-Ka¨hler manifolds
by
Izu Vaisman
ABSTRACT. We define a generalized almost para-Hermitian structure to be a commuting
pair (F ,J ) of a generalized almost para-complex structure and a generalized almost complex
structure with an adequate non-degeneracy condition. If the two structures are integrable
the pair is called a generalized para-Ka¨hler structure. This class of structures contains
both the classical para-Ka¨hler structure and the classical Ka¨hler structure. We show that a
generalized almost para-Hermitian structure is equivalent to a triple (γ, ψ, F ), where γ is a
(pseudo) Riemannian metric, ψ is a 2-form and F is a complex (1, 1)-tensor field such that
F 2 = Id, γ(FX, Y ) + γ(X, FY ) = 0. We deduce integrability conditions similar to those
of the generalized Ka¨hler structures and give several examples of generalized para-Ka¨hler
manifolds. We discuss submanifolds that bear induced para-Ka¨hler structures and, on the
other hand, we define a reduction process of para-Ka¨hler structures.
1 Introduction
The framework of this paper is the C∞-category and the notation follows [9],
with the exception of the wedge product evaluation, where we follow Cartan
(i.e., α ∧ β(X,Y ) = α(X)β(Y )− α(Y )β(X) for 1-forms, etc.).
Generalized geometry on a manifold M , as defined by Hitchin, is the geom-
etry of structures of the big tangent bundle TM = TM ⊕ T ∗M endowed with
the pairing metric
g(X ,Y) =
1
2
(α(Y ) + β(X)), X = (X,α),Y = (Y, β) ∈ TM ⊕ T ∗M
(e.g., see [5], which we also follow for terminology and notation).
The interpretation of the notion of a classical almost para-Hermitian struc-
ture in terms of generalized geometry leads us to define a generalized almost
para-Hermitian structure to be a commuting pair (F ,J ), where J is a gen-
eralized almost complex structure and F is a generalized almost para-complex
structure [5, 12], with an adequate non-degeneracy condition. Furthermore, if
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the two structures (F ,J ) are integrable, the structure will be called a gener-
alized para-Ka¨hler structure. The integrability of F and J means that the
eigenbundles of each of these endomorphisms are closed under the Courant
bracket
[(X,α), (Y, β)] = ([X,Y ], LXβ − LY α+
1
2
d(α(Y )− β(X)).
The Courant bracket [6] replaces the Lie bracket in integrability conditions of
generalized geometry.
In this paper, we apply the techniques of generalized Ka¨hler geometry [5]
and obtain corresponding results for generalized para-Ka¨hler structures.
We show that a generalized almost para-Hermitian structure is equivalent to
a triple (γ, ψ, F ), where γ is a (pseudo) Riemannian metric on M , ψ is a 2-form
and F ∈ EndT cM (the index c denotes complexification) is a complex (1, 1)-
tensor field such that F 2 = Id, γ(FX, Y )+γ(X,FY ) = 0. As a consequence, we
show that the classical almost para-Hermitian and almost (pseudo) Hermitian
manifolds have a generalized almost para-Hermitian structure. We also show
that a generalized almost para-Hermitian structure is equivalent to a decompo-
sition TcM = H+⊕H−⊕ H¯+⊕ H¯−, where H+⊕H+,H−⊕H−,H+⊕H− are
maximal g-isotropic subbundles (the bar denotes complex conjugation).
We show that the integrability of the structure is equivalent to the clo-
sure of the subbundles H± under the Courant bracket. Then, we prove that
a generalized para-Ka¨hler structure is characterized by the involutivity of the
eigenbundles of the endomorphism F together with either a certain expression
of the covariant derivative ∇γF in terms of dψ or the equality dψ(X,Y, Z) =
idω(FX,FY, FZ) (∇γ is the Levi-Civita connection of γ and i is the complex
unit). In particular, if dψ = 0, we remain with the single condition ∇γF = 0.
Among others, we construct a generalized para-Ka¨hler structure on C2 that
projects to a structure of the complex 2-torus and a generalized para-Ka¨hler
structure on a circle bundle over the classical paracomplex projective model [7].
Furthermore, we show that the complete lift of a generalized para-Ka¨hler struc-
ture of a manifold M to the tangent manifold TM is a generalized para-Ka¨hler
structure of TM . Then, we briefly discuss a cohomology of the Dolbeault type.
In the last section, we discuss submanifolds that get an induced structure.
These are the submanifolds N of M such that the tensor induced by γ is non
degenerate and T cN is invariant by F . Another characterization of these sub-
manifolds is that the pullbacks of the subbundles H± decompose T
cN in the
way required by a generalized almost para-Hermitian structure. If the structure
of M is integrable, the induced structure of N is integrable too.
Finally, we show that, if a structure (F ,J ) is invariant by a Lie group G, a
reduction process may exist and we define a momentum map for the complete
lift of the G-invariant structure of M to TM .
2
2 Generalized almost para-Hermitian structures
In classical differential geometry an almost paracomplex structure on a 2n-
dimensional manifold M2n is F ∈ EndTM with F 2 = Id and with ±1-
eigenbundles S± of dimension n. A pseudo-Riemannian metric γ of M is
F -compatible if γ(FX, Y ) + γ(X,FY ) = 0; then S± are isotropic and γ has
signature zero. The pair (γ, F ) is called an almost para-Hermitian structure.
Furthermore, if the 2-form ω(X,Y ) = γ(X,FY ) is closed, the structure is almost
para-Ka¨hler and if, in addition, S± are involutive, the structure is para-Ka¨hler.
With the musical isomorphisms ♭γ , ♭ω, ♯γ = ♭
−1
γ , ♯ω = −♭
−1
ω , we have
♭γ ◦ F = −F
∗ ◦ ♭γ , F ◦ ♯γ = −♯γ ◦ F
∗,
♭ω = F
∗ ◦ ♭γ = −♭γ ◦ F, ♯ω = −♯γ ◦ F
∗ = F ◦ ♯γ .
(2.1)
These objects may be encoded in the endomorphisms F ,J ,H ∈ EndTM
given by the action of the matrices
F =
(
F 0
0 −F ∗
)
,J =
(
0 ♯ω
♭ω 0
)
,H = F ◦ J =
(
0 ♯γ
−♭γ 0
)
(2.2)
on columns
(
X
α
)
, X ∈ TM,α ∈ T ∗M . Then, F ,J are skew-symmetric with
respect to the pairing metric g and J 2 = −Id,F2 = Id, which means that
J is a generalized almost complex structure [5] and F is a generalized almost
paracomplex structure [12]. Notice also the relations
F ◦ J = J ◦ F = H, F ◦ H = H ◦ F = J , J ◦ H = H ◦ J = −F . (2.3)
The endomorphism H satisfies the properties
H2 = −Id, g(HX ,Y) = g(X ,HY), (2.4)
hence, it is not a generalized almost complex structure. We will say that H is a
g-symmetric big almost complex structure. The ±i-eigenbundles H, H¯ of H are
not g-isotropic, therefore, they cannot be closed under the Courant bracket and
integrability of H is a non-sense condition. Using H = im(Id − iH), it follows
that the non-degeneracy of γ is equivalent to H ∩ T cM = 0.
This situation suggests the following definition.
Definition 2.1. A generalized almost para-Hermitian structure is a commuting
pair (F ,J ), where F is a generalized almost paracomplex structure and J is a
generalized almost complex structure, such that the symmetric bivector
γ(α, β) = −2g(F(0, α),J (0, β)) (2.5)
is non-degenerate. If J is integrable, the structure is generalized para-Hermitian.
If F is integrable, the structure is generalized almost para-Ka¨hler. If both F
and J are integrable, the structure is generalized para-Ka¨hler.
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For any generalized almost para-Hermitian structure, the operatorH = J ◦F
is a g-symmetric big almost complex structure that satisfies the relations (2.3),
(2.4) and we denote by H the i-eigenbundle of H.
Proposition 2.1. The tensor γ defined by (2.5) is non-degenerate iff H ∩
T cM = 0.
Proof. We write down the following matrix representation of F ,J ,H:
F =
(
P ♯φ
♭θ −P
∗
)
, J =
(
A ♯pi
♭σ −A
∗
)
, H =
(
Q ♯γ
♭ν Q
∗
)
, (2.6)
where φ, θ, π, σ are skew-symmetric, γ is the tensor (2.5), ν ∈ ⊙2T ∗M is a
second symmetric tensor and
P 2 = Id− ♯φ ◦ ♭θ, ♯φ ◦ P
∗ = P ◦ ♯φ, ♭θ ◦ P = P
∗ ◦ ♭θ,
A2 = −Id− ♯pi ◦ ♭σ, ♯pi ◦A
∗ = A ◦ ♯pi , ♭σ ◦A = A
∗ ◦ ♭σ,
Q2 = −Id− ♯γ ◦ ♭ν , ♯γ ◦Q
∗ = −Q ◦ ♯γ , ♭ν ◦Q = −Q
∗ ◦ ♭ν ,
Q = P ◦A+ ♯φ ◦ ♭σ = A ◦ P + ♯pi ◦ ♭θ,
♯γ = A ◦ ♯pi − ♯φ ◦A
∗ = A ◦ ♯φ + ♯pi ◦ P
∗,
♭ν = ♭θ ◦A− P
∗ ◦ ♭σ = ♭σ ◦ P −A
∗ ◦ ♭θ;
(2.7)
these relations ensure that F ,J ,H are structures of the required type and
H = F ◦ J .
The condition H∩ T cM = 0 is equivalent to TcM = T cM ⊕H, so that the
corresponding projection onto T cM has an inverse τ : T cM → H. The latter
must be of the form
X ′ + iX ′′ 7→ (X ′ + iX ′′, α′ + iα′′),
where the right hand side is an i-eigenvector of H, equivalently:
(a) QX ′ + ♯γα
′ = −X ′′, QX ′′ + ♯γα
′′ = X ′,
(b) ♭νX
′ +Q∗α′ = −α′′, ♭νX
′′ +Q∗α′′ = α′.
If the isomorphism τ exists, equations (a) must define α′, α′′ uniquely, for any
X ′, X ′′ and this happens iff γ is non-degenerate.
If γ is non-degenerate and if we solve (a), we get
α′ = −♭γ(QX
′ +X ′′), α′′ = ♭γ(X
′ −QX ′′)
and we can check that the solutions also satisfy (b) by using properties (2.7).
This shows that the obtained α′, α′′ yield an isomorphism τ as required.
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Furthermore, put ♭ψ = −♭γ ◦Q. Then, ψ is a 2-form and the values of α
′, α′′
obtained above give the expression
τ(X) = (X, ♭ψ+iγX), ∀X = X
′ + iX ′′ ∈ T cM. (2.8)
The image of τ isH, the image of the conjugate operator τ¯ is the −i-eigenbundle
H¯ of H and (2.8) is, in fact, one more way to express the operator H. Another
interesting consequence of formula (2.8) is
γ(X,Y ) = −
i
2
g(τX, τY ), (2.9)
where X,Y ∈ T cM and γ is extended by complex linearity (we should have
written γ−1, but, we follow the custom of Riemannian geometry).
Proposition 2.2. The generalized almost para-Hermitian structures (F ,J )
are in a one-to-one correspondence with triples (γ, ψ, F ), where γ is a pseudo-
Riemannian metric of M , ψ is a 2-form and F ∈ EndT cM is a complex (1, 1)-
tensor field such that
F 2 = Id, γ(FX, Y ) = −γ(X,FY ). (2.10)
The same structures (F ,J ) are in a one-to-one correspondence with triples
(γ, ψ, J ∈ EndT cM), where
J2 = −Id, γ(JX, Y ) = −γ(X, JY ). (2.11)
The tensors F, J of a given structure (F ,J ) are related by the equality J = iF .
Proof. Since F ,H commute, F preservesH and leads to a tensor F ∈ End(T cM)
given by
FX = prT cMF(τX). (2.12)
Formulas (2.12), (2.9) imply (2.10). Similarly, J preserves H and produces the
complex operator JX = prT cMJ (τX) with the properties (2.11).
Generally, F and J are not real and, if we put
F = F1 + iF2, J = J1 + iJ2
and use (2.6), (2.8), we get
F1 = P − ♯φ ◦ ♭γ ◦Q, F2 = ♯φ ◦ ♭γ ,
J1 = A− ♯pi ◦ ♭γ ◦Q, J2 = ♯pi ◦ ♭γ .
(2.13)
Thus, F is real iff φ = 0 and J is real iff π = 0. The classical structure (γ, F )
is the case ψ = 0, φ = 0, θ = 0 and, then, the operators on T cM are F and
J = i♯ω ◦ ♭γ = iF .
In real terms conditions (2.10) become
F 21 − F
2
2 = Id, F1 ◦ F2 + F2 ◦ F1 = 0,
γ(F1X,Y ) = −γ(X,F1Y ), γ(F2X,Y ) = −γ(X,F2Y )
(2.14)
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and the same for the pair (J2, J1) instead of (F1, F2).
Conversely, the pair (γ ∈ ⊙2T ∗M,ψ ∈ ∧2T ∗M), where γ is non degenerate,
allows us to reconstruct the big almost complex structure H by taking its eigen-
bundle H to be the image of τ given by (2.8). If we add the endomorphism F of
T cM that satisfies (2.10), we are also able to reconstruct F on H, H¯ by lifting
F and its complex conjugation. The resulting F commutes with H (check on
H, H¯). Finally, we will take J = H ◦F and J may be reconstructed from J as
F was from F . Therefore, we have(
JX
♭ψ+iγJX
)
=
(
Q ♯γ
♭ν Q
∗
)(
FX
♭ψ+iγFX
)
(X ∈ T cM),
whence we deduce the required relation J = iF . This relation is equivalent to
J1 = −F2, J2 = F1.
The entries of the respective matrices (2.6) are determined by the real and
imaginary part of the equalities(
P ♯φ
♭θ −P
∗
)(
X
♭ψ+iγX
)
=
(
F1X + iF2X
♭ψ+iγ(F1X + iF2)X
)
,
(
A ♯pi
♭σ −A
∗
)(
X
♭ψ+iγX
)
=
(
J1X + iJ2X
♭ψ+iγ(J1X + iJ2)X
)
,
where we assume that X ∈ TM is a real vector. We shall also use Q = −♯γ ◦
♭ψ, ♭ν = −♭γ ◦ (Id+Q
2), which follows from the definition of ψ and (2.7). The
results are
P = F1 + F2 ◦Q, ♯φ = F2 ◦ ♯γ ,
♭θ = ♭ψ ◦ F1 − ♭γ ◦ F2 + (F
∗
1 +Q
∗ ◦ F ∗2 ) ◦ ♭ψ,
A = J1 + J2 ◦Q, ♯pi = J2 ◦ ♯γ ,
♭σ = ♭ψ ◦ J1 − ♭γ ◦ J2 + (J
∗
1 +Q
∗ ◦ J∗2 ) ◦ ♭ψ.
(2.15)
Manifolds M endowed with a pair (γ ∈ ⊙2T ∗M,F ∈ End(T cM)), where γ
is non-degenerate and (2.10) holds, belong to a class of manifolds discussed in [8]
under the name of almost-Hermitian manifolds in the enlarged sense. In [8], γ
too was allowed to be a complex tensor. In our case (γ real) we call them almost
complexly-para-Hermitian manifolds. They have two complementary fields of
complex planes defined by the ±1-eigenbundles of F , S± = im(Id±F ), that are
γ-isotropic, hence, both must have the same complex dimension n = dimM/2
and the non-degeneracy of γ implies that X 7→ ♭γX defines isomorphisms S+ ≈
S∗−, S− ≈ S
∗
+. It follows that, if we fix the metric γ, there exists a one-to-one
correspondence between the complex tensor fields F that satisfy (2.10) and the
decompositions T cM = S+ ⊕ S−, where the terms are maximally γ-isotropic
subbundles.
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For another remark, consider a B-field transformation (B ∈ ∧2TM) of the
generalized almost para-Hermitian structure (F ,J ), i.e., the transformation
F 7→ FB = B−1FB,J 7→ JB = B−1JB, where B =
(
Id 0
♭B Id
)
[5, 12]. The
result is again a generalized almost para-Hermitian structure. If the original
structure is integrable and B is closed, the transformed structure is integrable
too. It follows easily that the B-field transformation preserves the tensors φ, π, γ,
while,
P 7→ P ′ = P + ♯φ ◦ ♭B , A 7→ A
′ = A+ ♯pi ◦ ♭B, Q 7→ Q
′ = Q+ ♯γ ◦ ♭B.
Then, formula (2.13) shows that the tensors F, J are preserved, while, the defi-
nition of ψ shows that ψ 7→ ψ′ = ψ −B.
Example 2.1. Let (γ, J) be a classical almost (pseudo) Hermitian structure
and take ψ = 0. Since (2.11) holds, we get a corresponding generalized almost
para-Hermitian structure given by
F =
(
0 −J ◦ ♯γ
♭γ ◦ J 0
)
, J =
(
J 0
0 −J∗
)
, H =
(
0 ♯γ
−♭γ 0
)
. (2.16)
Hence, we may see the generalized almost para-Hermitian structures as a bridge
between the almost Hermitian and almost para-Hermitian structures.
Example 2.2. Assume that M has two (pseudo) Hermitian structures (γ, J±)
with the same metric γ, such that the complex structures J+, J− anti-commute
and take any ψ ∈ ∧2TM . Then, the addition of a tensor field F = αJ+ +
iβJ−, where α, β ∈ R, β
2 − α2 = 1, produces a generalized almost para-
Hermitian structure on M . Similarly, if (γ,K), (γ, L) are classical, almost
pseudo-Hermitian and para-Hermitian, respectively, and if K ◦ L + L ◦K = 0,
then, γ together with a 2-form ψ and with F = αK + iβL where α2 + β2 = 1,
α, β ∈ R, define a generalized, almost para-Hermitian structure with F1 =
αK,F2 = βL.
Example 2.3. The direct product M˜ =M ×M ′, where M,M ′ are generalized
almost para-Hermitian manifolds with the structures (F ,J ), (F ′,J ′), equiva-
lently (γ, ψ, F ), (γ′, ψ′, F ′), has the generalized almost para-Hermitian structure
(F⊕F ′,J ⊕J ′). This structure corresponds to the triple (γ⊕γ′, ψ⊕ψ′, F⊕F ′).
The direct sum is just a notation to indicate that the terms act on corresponding
components of the tangent bundle of M˜ . For instance, if γ is a pseudo-Euclidean
metric of R2n, of positive-negative inertia indices (p, q), p + q = 2n, p ≥ q, we
may write R2n = R2q ×R2(n−q), where the first factor has the standard para-
Hermitian structure and the second factor has the standard Hermitian structure.
The product structure is a generalized almost para-Hermitian structure on R2n
(2-forms ψ as needed may be added).
Consider a product M ×M ′, where (M,γ, F ) is almost para-Hermitian and
(M ′, γ′, iF ′) is generalized almost para-Hermitian with a real tensor F ′ (i.e.,
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(M ′, γ′, F ′) is classical almost Hermitian). In this case the real and imaginary
part of the product structure are F1 = F ⊕{0}, F2 = {0}⊕F
′, which commute
and we get F1◦F2 = 0. Generally, a generalized almost para-Hermitian structure
of a manifold M such that F1 ◦F2 = 0 will be called a split structure. The name
is taken from [1] and it is motivated as follows. If F1 ◦ F2 = 0, then, (2.14)
implies F2 ◦ F1 = 0, F
3
1 = F1, F
3
2 = −F2. Furthermore, if Φ = F
2
1 + F
2
2 ,
Φ2 = Id and we get a decomposition TM = P ⊕ Q, where P,Q are the ±1-
eigenbundles of Φ and F 21 |P = Id, F
2
2 |Q = −Id, P = imF
2
1 = imF1 = ker F2,
Q = imF 22 = imF2 = ker F1.
Example 2.4. LetM = G/H , where G is a connected Lie group that acts tran-
sitively and effectively on M and H is a closed subgroup, be a homogeneous,
(pseudo) Riemannian space with the invariant metric γ. Let x0 be the point
defined by the unit e of G. Using the construction indicated at the end of Ex-
ample 2.3, we get a generalized almost para-Hermitian structure on Tx0M with
a corresponding triple (γx0 , ψ0, F0). Then, acting by G on F0, ψ0 via the derived
transformations we get invariant tensor fields F, ψ of M such that F satisfies
(2.10) everywhere. The triple (γ, ψ, F ) produces an invariant, generalized almost
para-Hermitian structure on M . It is known that the invariant tensors γ, ψ, F
may be identified with ad h-invariant tensors γ˜, ψ˜, F˜ (F˜ is complex) on the vec-
tor space g/h, where g, h are the Lie algebras of G,H , respectively. Accordingly,
the invariant, generalized almost para-Hermitian structures of M = G/H may
be identified with generalized almost para-Hermitian structures of the vector
space g/h (the structures live on (g/h)⊕ (g/h)∗).
We end this section by proving the following result.
Proposition 2.3. A generalized almost para-Hermitian structure onM is equiv-
alent with a decomposition
TcM = H+ ⊕H− ⊕ H¯+ ⊕ H¯−, (2.17)
where H+ ⊕H+,H− ⊕H−,H+ ⊕H− are maximal g-isotropic subbundles.
Proof. Start with a structure (F ,J ) and denote by F± the±1-eigenbundles of F
and by J, J¯ the ±i-eigenbundles of J . The commutation properties (2.3) ensure
that the projections of a vector of F±,J on H, H¯ belong to F±,J, respectively,
and the projections of a vector of H on F±,J belong to H. This leads to the
existence of the following decompositions
F± = (F± ∩H)⊕ (F± ∩ H¯), J = (J ∩H)⊕ (J ∩ H¯),
H = (F+ ∩H)⊕ (F− ∩H), H = (H ∩ J)⊕ (H ∩ J¯).
(2.18)
Moreover, by looking at the properties of a vector in the corresponding inter-
section, we get
F+ ∩H = F+ ∩ J = H ∩ J, F− ∩H = F− ∩ J¯ = H ∩ J¯. (2.19)
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Then, if we define H± = F± ∩ H, equalities (2.18) give us (2.17) and the
subbundles of the conclusion are exactly F±,J, hence, the conclusion holds.
Conversely, a decomposition (2.17) produces endomorphisms F ,J such that
FH+ = FH+ = Id,FH− = FH− = −Id,
JH+ = JH− = iId,JH− = JH+ = −iId.
These endomorphisms F ,J are real, commute and satisfy the conditions F2 =
Id,J 2 = −Id. Since the subbundles F+ = H+ ⊕ H+,F− = H− ⊕ H−,J =
H+⊕H− were required to be maximal g-isotropic (which also implies dimH+ =
dimH−), the pair (F ,J ) is a generalized almost para-Hermitian structure of
M .
3 Generalized para-Ka¨hler manifolds
In this section we investigate the integrability conditions of a generalized almost
para-Hermitian structure (F ,J ). These conditions can be obtained in the same
way as for generalized Ka¨hler manifolds [5, 13].
Theorem 3.1. A generalized almost para-Hermitian structure (F ,J ) is inte-
grable iff the corresponding subbundles H± are closed under Courant brackets.
Furthermore, if (γ, ψ, F ) is the equivalent triple of tensors of the structure,
(F ,J ) is a generalized para-Ka¨hler structure iff the (complex) eigenbundles of
F are involutive and
(∇γXF )(Y ) =
i
2
♯γ [i(X)i(FY )dψ + (i(X)i(Y )dψ) ◦ F ], (3.1)
where ∇γ is the Levi-Civita connection of the metric γ.
Proof. We will use decomposition (2.17). Equalities (2.19) show that, if F ,J
are both integrable, the subbundles H± are closed under the Courant bracket.
Conversely, assume that H± are closed under the Courant bracket. Consider
the following general property [6]
(prTMZ)(g(X ,Y)) = g([Z,X ],Y) + g(X , [Z,Y])
+ 12 (prTMX )(g(Z,Y)) +
1
2 (prTMY)(g(Z,X )).
For (X ,Y,Z) 7→ (Z, Y¯ ,X ), where X ,Y,Z ∈ H±, this property and the g-
isotropy of F± = H± ⊕ H¯± yield [X , Y¯] ⊥g H±. By conjugation, and changing
the role of X ,Y, we also get [X , Y¯ ] ⊥g H¯±, therefore [X , Y¯] ⊥g F± and, since
F± is maximally isotropic, [X , Y¯] ∈ F±. This proves the closure of F± under
Courant brackets, i.e., the integrability of F . The closure of J under Courant
brackets follows by the same computations for arguments X ,Z ∈ H+,Y ∈ H−
and X ∈ H+,Z,Y ∈ H− using the maximal isotropy of J and the already
proven result for F±. Therefore J is integrable too.
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For the second part of the theorem, straightforward computations (as in[5,
13]) yield the Courant bracket
[τX, τY ] = τ [X,Y ] + (0, i(Y )i(X)dψ + i(LX i(Y )− i(X)LY )(γ)), (3.2)
where X,Y ∈ T cM .
Therefore, prT cM [τX, τY ] = [X,Y ] and, since H± = τ(S±), where S± are
the (complex) ±1-eigenbundles of F , involutivity of S± ⊆ T
cM is a necessary
condition for the integrability of the structure (F ,J ). Moreover, (3.2) shows
that the necessary and sufficient conditions are involutivity of S± plus the two
equalities
(LX i(Y )− i(X)LY )(γ)) = ii(X)i(Y )dψ, X, Y ∈ S±. (3.3)
We shall express these conditions in terms of the Levi-Civita connection ∇γ
of γ. Involutivity of S± is equivalent to the vanishing of the (complex) Nijenhuis
tensor
NF (X,Y ) = [FX,FY ]− F [FX, Y ]− F [X,FY ] + F
2[X,Y ] = 0, X, Y ∈ T cM,
where the brackets are Lie brackets. Thus, we can express them by the (tor-
sionless) Levi-Civita connection ∇γ of the metric γ. The result is
(∇γFXF )(Y )− (∇
γ
FY F )(X) = F [(∇
γ
XF )(Y )− (∇
γ
Y F )(X)]. (3.4)
Then, if we evaluate (3.3) on Z ∈ T cM and express the Lie derivatives using
∇γ , (3.3) becomes
γ(X,∇γZY )− γ(Y,∇
γ
ZX) = idψ(X,Y, Z), X, Y ∈ S±. (3.5)
Furthermore, let ∇ be a connection on T cM such that ∇γ = 0,∇F = 0.
Such connections exist. For instance, we may take
∇XY = prS+∇
γ
X(prS+Y ) + prS−∇
γ
X(prS−Y ).
∇ preserves S±, which is equivalent to ∇F = 0, and ∇γ = 0 follows by taking
into account γ|S± = 0,∇
γγ = 0. If Θ = ∇−∇γ , Θ satisfies the conditions
γ(Θ(X,Y ), Z) + γ(Y,Θ(X,Z)) = 0,
(∇γXF )(Y ) = FΘ(X,Y )−Θ(X,FY ).
(3.6)
Using (3.6) and the γ-isotropy of S±, condition (3.5) becomes
γ(Y,Θ(Z,X)) =
i
2
dψ(X,Y, Z), X, Y ∈ S±. (3.7)
In (3.7) we may replace X,Y by X±FX, Y ±FY , where the new arguments
X,Y ∈ T cM are arbitrary vector fields. Then, using (3.6) again, we get
γ(X, (∇γZF )(FY )) + γ(X, (∇
γ
ZF )(Y ))
= i2 [dψ(X,Y, Z) + dψ(FX,FY, Z) + dψ(X,FY, Z) + dψ(FX, Y, Z)],
γ(X, (∇γZF )(FY ))− γ(X, (∇
γ
ZF )(Y ))
= i2 [dψ(X,Y, Z) + dψ(FX,FY, Z)− dψ(X,FY, Z)− dψ(FX, Y, Z)].
10
These conditions may be replaced by their sum and difference, which turn out to
be the same condition applied to Y and FY , respectively. The single remaining
condition is
γ(X, (∇γZF )(Y )) =
i
2
[dψ(X,FY, Z) + dψ(FX, Y, Z)], (3.8)
which is equivalent to (3.1).
Notice that (2.10) implies
γ(X, (∇γZF )(Y )) = (∇
γ
Zω)(X,Y ), (3.9)
where ω(X,Y ) = γ(X,FY ). This yields one more expression of the integrability
condition (3.8).
Corollary 3.1. A generalized almost para-Hermitian structure associated to a
triple (γ, ψ, F ) where dψ = 0 is generalized para-Ka¨hler iff ∇γF = 0.
Proof. For dψ = 0, (3.1) becomes ∇γF = 0. Furthermore, ∇γF = 0 and (3.4)
imply the involutivity of S±.
Remark 3.1. In the general case, formula ∇XY = ∇
γ
XY −
i
2 ♯γ [i(X)i(Y )dψ]
defines a new metric connection and (3.1) is equivalent to ∇F = 0.
Another form of the integrability conditions is given by the following theo-
rem.
Theorem 3.2. The generalized almost para-Hermitian structure associated to
a triple (γ, ψ, F ) is integrable iff the eigenspaces S± of F are involutive and ψ
satisfies the condition
dψ(X,Y, Z) = idω(FX,FY, FZ). (3.10)
Proof. If we evaluate the 1-form ♭γZ on the left hand side of (3.4) and take into
account (3.9), the involutivity condition of the subbundles S± becomes
(∇γFXω)(Z, Y )− (∇
γ
FY ω)(Z,X) = (∇
γ
Y ω)(FZ,X)− (∇
γ
Xω)(FZ, Y ). (3.11)
Changing Z to FZ in (3.11) and using the formula
dω(X,Y, Z) =
∑
Cycl(X,Y,Z)
(∇γXω)(Y, Z), (3.12)
we see that the involutivity of S± is equivalent to
dω(X,Y, Z) = (∇γZω)(X,Y )− (∇
γ
FXω)(Z, FY ) + (∇
γ
FY ω)(Z, FX). (3.13)
Notice that (2.10) and ∇γ(F 2) = 0 imply
(∇γZω)(FX, Y ) = γ(FX, (∇
γ
ZF )Y ) = −γ(X,F (∇
γ
ZF )Y )
= γ(X, (∇γZF )FY ) = (∇
γ
Zω)(X,FY ),
(3.14)
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whence, also, (∇γZω)(FX,FY ) = (∇
γ
Zω)(X,Y ).
Furthermore, changing the arguments to FX,FY, Z in (3.13), the result
becomes
2(∇γZω)(X,Y ) = dω(X,Y, Z) + dω(FX,FY, Z), (3.15)
which, therefore, is another expression of the involutivity of S±. This condition
has the following consequences. Take X,Y, Z either all in S+ or all in S−.
Then (3.15) yields dω(X,Y, Z) = (∇γZω)(X,Y ) and, if we add the two cyclic
permutation, the result is dω(X,Y, Z) = 0. This allows us to check the following
equality for general arguments X,Y, Z ∈ T cM :
dω(FX, Y, Z) + dω(X,FY, Z) + dω(X,Y, FZ) = −dω(FX,FY, FZ) (3.16)
(check for each possible combination of arguments that are eigenvectors of F ).
Now, modulo (3.9) and (3.15), the integrability condition (3.8) becomes
dω(X,Y, Z) + dω(FX,FY, Z) = i[dψ(X,FY, Z) + dψ(FX, Y, Z)]. (3.17)
Furthermore, notice the following direct consequence of (3.8), (3.12):
dω(X,Y, Z) = i[dψ(FX, Y, Z) + dψ(X,FY, Z) + dψ(X,Y, FZ)]. (3.18)
If (3.18) is inserted into (3.17) and Z is replaced by FZ, we get the equality
(3.10), which, therefore, is a necessary condition of integrability. We will show
that condition (3.10) is also sufficient for integrability. Firstly, we notice that
(3.10) implies dψ(X,Y, Z) = 0, ∀X,Y, Z ∈ S± and, checking on arguments that
are eigenvectors of F , we get
dψ(FX, Y, Z) + dψ(X,FY, Z) + dψ(X,Y, FZ) = −dψ(FX,FY, FZ). (3.19)
If we calculate the left hand side of (3.17) modulo (3.10) and take into account
(3.19), the result is exactly the right hand side of (3.17) and we are done.
Corollary 3.2. A generalized almost para-Hermitian structure associated to a
triple (γ, ψ, F ) where dψ = 0 is generalized para-Ka¨hler iff the eigenbundles S±
of F are involutive and the 2-form ω is closed.
Proof. This is a straightforward consequence of Theorem 3.2.
Example 3.1. If (γ, F ), (γ, J) are a classical para-Ka¨hler and classical Ka¨hler
structure of a manifoldM , the corresponding generalized structures (2.2), (2.16)
are integrable. Similarly, if the quadruple (γ, ψ, J±), with an anti-commuting
pair J± and a closed form ψ, defines a generalized Ka¨hler structure, the triple
(γ, ψ, F ), where F = αJ+ + iβJ− (α, β ∈ R, β
2 − α2 = 1) (see Example 2.2)
defines a generalized para-Ka¨hler structure. Indeed, in the considered case, the
generalized Ka¨hler condition is ∇γJ± = 0 [5, 12], which implies ∇
γF = 0.
The previous conclusion also holds for the second case of Example 2.2, i.e.,
F = αK + iβL.
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We shall give the following concrete example. Take M = C2 with the coor-
dinates
z1 = x1 + iy1, z2 = x2 + iy2, x1, x2, y1, y2 ∈ R.
Put
γ = i(dz1 ⊙ dz¯2 − dz2 ⊙ dz¯1) = 2(dx1 ⊙ dy2 − dx2 ⊙ dy1),
where ⊙ is the symmetrized tensor product, and consider the real (1, 1)-tensor
fields
K
∂
∂za
= i
∂
∂za
, L
∂
∂xa
=
∂
∂xa
, L
∂
∂ya
= −
∂
∂ya
, a = 1, 2.
It is easy to check that K,L anti-commute, (γ,K) is a Ka¨hler structure and
(γ, L) is a para-Ka¨hler structure. The Ka¨hler form of (γ,K) and the para-
Ka¨hler (fundamental) form of (γ,K) are
ωK = dx
1 ∧ dx2 + dy1 ∧ dy2, ωL = dx
2 ∧ dy1 + dy2 ∧ dx1.
Hence, (γ, ψ, F = αK + iβL), with dψ = 0 and real coefficients α, β such that
α2 + β2 = 1, defines a generalized para-Ka¨hler structure. Furthermore, if we
quotientize by a lattice, the structure descends to the 4-dimensional torus. On
the other hand, we can obtain a generalized almost para-Hermitian structure
on the Hopf manifold (C2 \ {0})/∆λ, where ∆λ is the group generated by the
transformation (z1, z2) 7→ (λz1, λz2) with a real constant λ 6= 0, 1. Namely,
consider the same F as above and the metric γ/(z1z¯1+ z2z¯2) on (C2 \ {0}) and
go down to the quotient manifold. This structure is not integrable even though
the ±1-eigenbundles of F are involutive.
Example 3.2. The product M × M ′ of a classical para-Ka¨hler manifold M
and a classical Ka¨hler manifold M ′ with the structure defined in Example 2.3,
where we assume that ψ, ψ′ are closed, is a generalized para-Ka¨hler manifold.
Indeed, it satisfies the condition ∇γF = 0.
More generally, assume that p : M → N is a locally trivial fiber bundle
with fiber S and structural group G. Assume that N has a classical para-
Ka¨hler structure (γN , FN ) and S has a G-invariant Ka¨hler structure (γS , FS).
Then, M has a generalized para-Ka¨hler structure obtained by gluing-up the
product structures of the domains Uα × S, where {Uα} is a covering of N by
local trivializing neighborhoods. The same holds if N is Ka¨hler and S has a
G-invariant para-Ka¨hler structure.
A concrete example is that of the manifold M = (E× (Cm \ {0}))/R, where
E = {(xk, yk) /
∑n
k=1 x
kyk = 1} ⊂ R2n and the additive group R acts by
(xk, yk, zu) 7→ (etxk, e−tyk, eitzu), t ∈ R, (3.20)
where (zu) are the natural coordinates of Cm. Then, (xk, yk, zu) 7→ (xk, yk)
defines a submersion p : M → BPn−1, where BPn−1 is the paracomplex pro-
jective model, a known example of a para-Ka¨hler manifold [7, 15]. Hence, M
is a locally trivial bundle over BPn−1 with fiber Cm \ {0} and structural group
S1. Since the latter preserves the classical Ka¨hler structure of Cm \ {0}, M has
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a generalized para-Ka¨hler structure. Formula (3.20) shows that the pair (γ, F )
of this structure is induced by the tensor fields
γ =
∑n
k=1 dx
k ⊗ dyk +
∑m
u=1 dz
u ⊗ dz¯u,
dxk ◦ F = dxk, dyk ◦ F = −dyk, dzu ◦ F = dzu, dz¯u ◦ F = −dz¯u
(3.21)
and any closed 2-form ψ may be added.
Notice that dimM = 2n + 2m − 2 and the differentiable structure of M is
given by the following, local, non-homogeneous coordinates. Cover M by the
domains U(k)|
n
k=1 = prM{(x
k, yk, zu) ∈ E× (C2m \{0}) / xk 6= 0} (obviously, xk
cannot all vanish at the same point) and define the coordinates on U(k) by
(Xh(k) = x
h/|xk|, Y h(k) = y
h|xk|, Zu(k) = e
−iln|xk|zu) (h 6= k)
(yk is determined by the equation
∑n
h=1 x
hyh = 1 where the term xkyk becomes
sgn(xk)yk). M also has a second foliation, which is defined by the quotient of
the 2n-plans span{∂/∂xk} under the action of R and it is γ-orthogonal to the
fibers. Thus, M is a locally product manifold.
Remark 3.2. The previous example belongs to the class of split generalized
para-Ka¨hler manifolds. Indeed, in the representation F = F1 + iF2, F1 = 0 on
the tangent spaces of the fibers and F2 = 0 on the orthogonal spaces, therefore,
F1 ◦ F2 = F2 ◦ F1 = 0. It would be interesting to get more information about
this class of manifolds. Here, we just notice the following simple fact. Recall
the decomposition TM = P ⊕Q (Section 2). Since F 31 = F1, F
3
2 = −F2, we get
P = P+ ⊕P−, where the terms are the ±-eigenbundles of F1, and Q
c = E ⊕ E¯,
where E is the E-eigenbundle of F2. In the generalized para-Ka¨hler case, the
evaluation of NF = 0 on arguments in P± shows that the real subbundles P±
are foliations. Similarly, the evaluation on E shows that the complex bundles
E, E¯ are involutive, hence, if Q is a foliation, the leaves are complex manifolds.
Example 3.3. The invariant structure of a homogeneous space G/H defined
in Example 2.4 is integrable iff, with the notation of the latter, for any ad h-
invariant vectors X1, X2, X3 ∈ g/h, the following two relations hold:
[F˜X1, F˜X2]g − F˜ [F˜X1, X2]g − F˜ [X1, F˜X2]g + [X1, X2]g = 0,∑
Cycl(1,2,3)
ψ˜(X˜1, [X˜2, X˜3]) = i
∑
Cycl(1,2,3)
ω˜(X˜1, [X˜2, X˜3]).
In these relations the bracket [ , ]g is naturally induced by the bracket of g and,
using the expression of the Nijenhuis tensor and of the exterior differential, the
result follows from Theorem 3.2 since [ , ]g corresponds to the Lie bracket of
ad h-invariant vector fields on M .
Example 3.4. Let p : TM → M be a tangent bundle with local coordinates
(xi, yi) on the total space, where (xi) are coordinates on M and (yi) are corre-
sponding vector coordinates. We will denote the vertical and complete lifts of
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tensors fromM to TM by upper indices v, c and recall the following definitions
[16]
fv = p∗f, f c =W (fv) (W = [yi(∂/∂xi)]V ∈ T (TM)/V),
Xvfv = 0, Xvf c = Xcfv = (Xf)v, Xcf c = (Xf)c,
αv(Xv) = 0, αv(Xc) = αc(Xv) = (α(X))v, αc(Xc) = (α(X))c,
(P ⊗Q)v = P v ⊗Qv, (P ⊗Q)c = P c ⊗Qv + P v ⊗Qc,
(3.22)
whereV is the vertical bundle, tangent to the fibers, f ∈ C∞(M), X ∈ χ(M), α ∈
Ω1(M) and P,Q are arbitrary tensor fields on M . On the other hand, any sub-
bundle S ⊆ TM produces a subbundle St ⊆ TTM , which we call the tangent
lift of S and has rank St = 2rank S. Namely, if we denote by underlining the
sheaf of germs of sections of a bundle, then, St = spanM×R{X
c, Xv /X ∈ S}.
Now, assume that M has a generalized almost para-Hermitian structure
defined by a triple (γ, ψ, F ) and consider the triple (γc, ψc, F c). Using (3.22) we
get
γc(Xv, Y v) = 0, γc(Xc, Y v) = (γ(X,Y ))v,
γc(Xc, Y c) = (γ(X,Y ))c,
F cXv = (FX)v, F cXc = (FX)c,
ωc(Xv, Y v) = 0, ωc(Xc, Y v) = (ω(X,Y ))v,
ωc(Xc, Y c) = (ω(X,Y ))c,
(3.23)
where ω is the 2-form associated to (γ, F ).
Using (3.23), it follows easily that (F c)2 = Id, F c is γc-skew-symmetric
and the ±1-eigenbundles of F c are the tangent lift St± of the ±1-eigenbundles
S± of F . Therefore, the triple (γ
c, ψc, F c) defines a generalized almost para-
Hermitian structure on the tangent manifold TM . Moreover, since one has
[Xc, Y c] = [X,Y ]c, [Xc, Y v] = [X,Y ]v, [Xv, Y v] = 0, if the subbundles S± are
involutive the subbundles St± are involutive too. Finally, (3.23) also implies that
the 2-form ω of the lifted structure is just the complete lift ωc. Furthermore,
for any form λ ∈ Ωk(M), if we evaluate λc on vertical and complete lifts, we
get zero, except for
λc(Xc1 , ..., X
c
k−1, X
v
k ) = (λ(X1, ..., Xk))
v, λc(Xc1 , ..., X
c
k−1, X
c
k) = (λ(X1, ..., Xk))
c
and dλc = (dλ)c. This allows us to check that, if integrability condition (3.10)
holds for the structure of M , it also holds for the lifted structure of TM .
Therefore, if M is a para-Ka¨hler manifold the tangent manifold TM is also
para-Ka¨hler.
We end this section by a few remarks on manifolds (M,F ), where F is a com-
plex (1, 1)-tensor field with involutive eigenbundles S± and F
2 = Id (including
the generalized para-Ka¨hler manifolds), in the footsteps of complex geometry.
The functions and forms below are complex valued even though this is not ap-
parent in notation. The decomposition T cM = S+ ⊕ S− yields a bi-grading
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Ω• = ⊕p,q≥0Ωp,q, where the terms are the spaces of forms of type (p, q), defined
by the condition that they take the value 0 unless evaluated on p arguments
in S+ and q arguments in S−. Furthermore, one has d = d+ + d−, where
d+ : Ωp,q → Ωp+1,q, d− : Ωp,q → Ωp,q+1 and d
2
± = 0, d+d− + d−d+ = 0.
The bi-grading defines a double complex structure on the complex-valued de
Rham complex of M and spectral sequence theory may give information about
de cohomology H•(M,C). In particular, we have corresponding d±-cohomology
spaces +H•q (M,F ),
−H•p (M,F ) defined by the complexes
Ω0,q(M)
d+
→ Ω1,q(M)
d+
→ Ω2,q(M)
d+
→ ....,
Ωp,0(M)
d−
→ Ωp,1(M)
d−
→ Ωp,2(M)
d−
→ .....
(3.24)
For functions, we have < d±f,X± >= X±f,< d±f,X∓ >= 0 and we will
denote C∞± (M) = {f ∈ C
∞(M,C) / d∓f = 0} the algebras of F -positive and
F -negative functions, respectively. Furthermore, we may define an F -positive
(F -negative) vector bundle as a vector bundle V endowed with an atlas of lo-
cal trivializations that has F -positive (F -negative) transition functions. Then,
acting on components, the operators d∓ extend to V -valued forms and we may
define F -positive, respectively F -negative cross sections s ∈ ΓV by the condition
d∓s = 0. The bundles S± may not be F -positive (F -negative). We can define
F -positive (F -negative) vector fields X on M by the condition [X ′∓, X ] ∈ S∓,
∀X ′∓ ∈ S∓. Then, the field fX is also F -positive (F -negative) iff f ∈ C
∞
± (M).
Therefore, if S± has local bases of F -positive (F -negative) sections, it will be
an F -positive (F -negative) bundle.
We shall indicate an interesting case where the complexes of sheaves as-
sociated to (3.24) are exact resolutions of the sheafs of germs of F -negative
(F -positive) functions, i.e., where d± satisfies a local Poincare´ lemma. Recall
that a complex subbundle S ⊆ T cM of rank r is Nirenberg integrable if: (1) S is
involutive, (2) k = dimS ∩ S¯ = const. and S + S¯ is involutive. Nirenberg inte-
grability is characterized by the local existence of real, differentiable functions
ya, tu, a = 1, ..., k, u = 1, ..., dimM − 2r + k and complex, differentiable func-
tions zα, α = 1, ..., r − k such that (ya, tu, zα, z¯α) are functionally independent
and S has the local equations dtu = 0, dzα = 0 [10].
Proposition 3.1. (Poincare´ lemma) Assume that the complex tensor field F
(F 2 = Id) has the following properties: (i) the two eigenbundles S± are Niren-
berg integrable, (ii) S− ∩ S¯+ = 0. If λp,q, where q ≥ 1 satisfies the condition
d−λ = 0, then, there exists a local form µp,q−1 such that λ = d−µ. A similar
result holds if we change the role of the indices +,−.
Proof. As recalled above, we have the local functions y
a±
± , t
u±
± , z
α±
± such that
annS± is generated by (dt
u±
± , dz
α±
± ) (the signs distinguish between the two
bundles and must be used concordantly). We have r = rank S± = n and, since
S+ ∩ S− = 0, the 1-forms (dt
u−
− , dz
α−
− , dt
u+
+ , dz
α+
+ ) are a local basis of T
c∗M ,
where (dt
u−
− , dz
α−
− ) is a basis of the (1, 0)-forms and dt
u+
+ , dz
α+
+ is a basis of the
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(0, 1)-forms. We will denote the elements of these bases by ǫi, κj, respectively,
therefore, dǫi = 0, dκj = 0. Accordingly, we have the local expression
λ =
1
p!q!
λi1...ipj1...jqǫ
i1 ∧ ... ∧ ǫip ∧ κj1 ∧ ... ∧ κjq . (3.25)
We will continue by using the same induction as in the case of foliations [11],
induction on the index h defined as the largest among the indices of ǫ1, ..., ǫn that
is actually contained in (3.25). We shall refer to the induction start h = 0 at the
end and, first, we show that, if the result holds for largest indices l < h, it also
holds for h. If h is the indicated largest index of λ, we have λ = ǫh∧λ′p−1,q+λ
′′
p,q,
where the largest index of λ′, λ′′ is < h. Since dǫh = 0, d−λ = 0 is equivalent
to d−λ
′ = 0, d−λ
′′ = 0, which is assumed to imply d−λ
′ = d−µ
′, d−λ
′′ = d−µ
′′,
whence λ = −d−(ǫ
h ∧ µ′ + µ′′).
For the case h = 0, λ is of type (0, q) and we shall need hypothesis (ii). The
latter implies that there is no relation between the functions z
α−
− , z¯
α+
+ . In this
situation, if d−λ0,q = 0, the consequence λ0,q = d−µ0,q−1 follows from the usual
Poincare´ lemma in the space of the coordinates (t
u+
+ , z
α+
+ ), with (t
u−
− , z
α−
− ) seen
as parameters. Note that, if F = F1 + iF2, then, (ii) holds if either F1 is non
degenerate or F2 does not have eigenvalue i. The result for d+ will be obtained
similarly.
The type decomposition of ξ ∈ T ∗cM is ξ = ξ+ + ξ−, where ξ+ = (1/2)(ξ ◦
(Id+ F )), ξ− = (1/2)(ξ ◦ (Id− F )) and the symbols of d± are
(σ(d+)(ξ))λ = ξ+ ∧ λ, (σ(d−)(ξ))λ = ξ− ∧ λ, ξ ∈ T
∗M, ∀λ ∈ Ω•(M).
For ξ± 6= 0, we have (σ(d±)(ξ))λ = 0 iff ∃λ
′ ∈ Ω•(M) such that λ = ξ± ∧λ
′.
Therefore, the first, respectively the second, complex (3.24) is elliptic iff for
any real covector ξ, ξ+ = 0 implies ξ = 0, respectively, ξ− = 0 implies ξ = 0.
We can write this condition as (annS±) ∩ (T
∗M) = 0, where the terms of
the intersection are real subspaces of the real dual of the 4n-dimensional space
T crM = TM ⊕ (iTM) defined by the real structure of the complexification
(iTM is also seen as a real vector space). In terms of the annihilated spaces,
this condition becomes S±+ iTM = T
crM , which, because the terms have real
dimension 2n, is the same as S± ∩ (iTM) = 0. In a different way, for a real ξ,
ξ± = (1/2)[ξ±(ξ ◦F1+iξ ◦F2)] and the result is zero iff ξ±ξ ◦F1 = 0, ξ ◦F2 = 0.
These conditions imply ξ = 0 for ξ ∈ (ker F ∗2 )∩ (ann (Id±F1)
∗). In particular,
if F2 is an isomorphism both complexes are elliptic.
If there exists a real tangent vector Z 6= 0 such that iZ ∈ S±, then iZ =
−iZ ∈ S± and iZ ∈ S± ∩ S¯±. Therefore, if we ask S± ∩ S¯± = 0, we get an
elliptic complex. S±∩S¯± = 0 means that S± is the i-eigenbundle of some almost
complex structure Φ (Φ2 = −Id) on M , i.e.,
F (X − iΦX) = ±(X − iΦX), Φ(X ± FX) = i(X ± FX).
With F = F1 + iF2, these conditions reduce to
F2 = (F1 ∓ Id) ◦ Φ ⇔ F1 + F2Φ = ±Id,
F2 = ∓Φ ◦ (Id± F1) ⇔ F1 = Φ ◦ F2 ± Id,
(3.26)
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which implies F1 ◦ Φ + Φ ◦ F1 = 0. Using that, (3.26) implies
0 = F1 ◦ Φ+ Φ ◦ F1 = ±F
2
1 ◦ (Id+Φ),
whence, composing by (Id−Φ), we get F 21 = 0. Furthermore, since F
2
1−F
2
2 = Id,
F 22 = −Id. Finally, if γ is a compatible metric, i.e., γ(F1X,Y )+γ(X,F1Y ) = 0,
then, F2 is γ-skew-symmetric iff Φ is γ-skew-symmetric (with F
2
2 = −Id, (3.26)
implies Φ = −F1F2 ± F2, which has to be used to go from F2 to Φ).
For the structure (γ, F ) and if the complexes (3.24) are elliptic, one may
continue to a corresponding Hodge theory.
4 Submanifolds and reduction
Let (M,F ,J ) be a generalized almost para-Hermitian manifold with the cor-
responding triple (γ, ψ, F ) and let ι : N ⊆ M be a submanifold of M . We will
say that N is a regular invariant submanifold if ι∗γ is non degenerate and T cN
is invariant by F . Then, N has a naturally induced generalized almost para-
Hermitian structure (FN ,JN ) defined by the triple (γN = ι
∗γ, ψN = ι
∗ψ, FN =
F |T cN ). All the objects related to the induced structure will be denoted by the
index N .
We recall the general pullback operation (e.g., [4])
←−
f ∗U = {(X, f∗η) / (f∗X, η) ∈ U} ⊆ V ⊕ V
∗, (4.1)
where f∗ : V → W is a linear mapping of vector spaces, f
∗ is the transposed
mapping and U is a subspace of W ⊕W ∗.
For any submanifold, taking f∗ = ι∗ : TxN ⊆ TxM (x ∈ N), formula (2.8)
gives
HN = {(X, ♭ι∗ψ+iι∗γX) /X ∈ TN} = {(X, ι
∗(♭ψ+iγX)) /X ∈ TN} =
←−ι ∗H.
In the same way, since we know that H± = τ(S±), we get HN± =
←−ι ∗H±,
which leads to the equalities FN± =
←−ι ∗F±, JN =
←−ι ∗J. Hence, F induces a
generalized almost para-complex structure and J induces a generalized almost
complex structure of N in the sense of [3, 12].
Proposition 4.1. ι : N ⊆M is a regular invariant submanifold iff
TcN =←−ι ∗H+ ⊕
←−ι ∗H− ⊕
←−ι ∗H¯+ ⊕
←−ι ∗H¯− (4.2)
defines a generalized almost para-Hermitian structure on N . In this case, the
structure defined by (4.2) is the induced structure (FN ,JN ) defined above.
Proof. Since, if the induced structure exists, HN± =
←−ι ∗H±, (4.2) is the de-
composition (2.17) defined by the induced structure. For the converse, let us
denote by a tilde the elements of the generalized almost para-Hermitian struc-
ture defined by decomposition (4.2). Definition (4.1) of the pullback operation
gives
H˜ =←−ι ∗H+ ⊕
←−ι ∗H− = τ(TN
c ∩ S+)⊕ τ(TN
c ∩ S−),
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where τ is defined on N by τ(X) = (X, ♭ι∗ψ+iι∗γ). This equality and the defi-
nition of τ˜ yield ψ˜ = ι∗ψ, γ˜ = ι∗γ. In particular, ι∗γ is non degenerate because
γ˜ is non degenerate.
Furthermore, we have
F˜± =
←−ι ∗H± ⊕
←−ι ∗H¯± = τ(T
cN ∩ S±)⊕ τ(T
cN ∩ S¯±).
Then, since dim F˜± = dimN , we must have T
cN = (TN c ∩S±)⊕ (T
cN ∩ S¯±),
whence T cN is invariant by F and F˜ = F |T cN .
Corollary 4.1. If M,F ,J ) is a generalized para-Ka¨hler manifold and N is a
regular invariant submanifold, N with the induced structure is again a general-
ized para-Ka¨hler manifold.
Proof. The integrability of the structure of M is equivalent with the fact that
H± are closed under the Courant bracket. The corresponding bundles of the
induced structure are ←−ι ∗H± and a result of [6] tells that the pullback bundles
are also closed under the Courant bracket.
In order to give another result, we recall a way to see the pullback ←−ι ∗ used
in [2]. Consider the bundle BN = TN ⊕ T
∗M |N ⊆ TM and the projection
s : BN → BN/(annTN) ≈ TN.
Then, for any subbundle U ⊆ TcM , we get ←−ι ∗U = s(U ∩Bc) at each point of
N (the field of subspaces ←−ι ∗U may not be a smooth subbundle). Now, as in
the generalized almost Hermitian case [2] we prove
Proposition 4.2. The submanifold N is a regular invariant submanifold iff,
∀x ∈ N , the structures Fx,Jx induce a generalized paracomplex, respectively
complex, structure on TxN and B = B ∩ (FB) ∩ (JB) ∩ (HB) + annTN .
Proof. For any submanifoldN ofM , let us denote C = B∩(FB)∩(JB)∩(HB),
equivalently, X ∈ TM belongs to C iff X ,FX ,JX ,HX ∈ B. Since H± =
F± ∩H, X ∈ T
cM has the projections
prH±X =
1
4
(Id±F)(Id− iH)X
and we see that X ∈ C (X is real) iff prH±X ∈ B
c. This result implies the
equality
Cc = (Bc ∩H+)⊕ (B
c ∩H−)⊕ (B
c ∩ H¯+)⊕ (B
c ∩ H¯−),
hence,
s(Cc) =←−ι ∗H+ ⊕
←−ι ∗H− ⊕
←−ι ∗H¯+ ⊕
←−ι ∗H¯−. (4.3)
If N is a regular invariant submanifold, Proposition 4.1 tells us that the right
hand side of (4.3) is TcN and B = C+annTN . On the other hand, we already
know that a regular invariant submanifold has structures induced by F ,J .
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Conversely, if B = C + annTN , s(Cc) = TcN and (4.3) is a decomposition
of the form (4.2). Moreover, if structures induced by F ,J exist, ←−ι ∗H± ⊕
←−ι ∗H¯±,
←−ι ∗H+ ⊕
←−ι ∗H¯− are the maximal isotropic subbundles that define the
induced structures. Accordingly, (4.3) defines an induced, generalized almost
para-Hermitian structure on N .
Corollary 4.2. Any submanifold ι : N ⊆ (M,F ,J ) such that FB = B is a
regular invariant submanifold.
Proof. A submanifold with the indicated property will be called strongly F-
invariant and we will see that F induces a generalized almost para-complex
structure on N . Indeed, the necessary and sufficient condition for that are [12]
TN ∩ ♯φ(annTN) = 0, P (TN) ⊆ TN + im ♯φ, (4.4)
where P, φ are entries of the matrix (2.6) of F . Since strong invariance is
equivalent to P (TN) ⊆ TN, im ♯φ ⊆ TN the second condition (4.4) obviously
holds. On the other hand, we have
< ν, ♯φλ >= − < λ, ♯φν >= 0, ∀ν ∈ annTN, λ ∈ T
∗M |N ,
whence ♯φ(annTN) = 0 and the first condition (4.4) holds too.
Furthermore, we prove that every submanifold satisfies the property B =
B ∩ (HB) + annTN . Indeed, by looking at the projections prHX = (1/2)(X −
iHX ), prH¯X = (1/2)(X + iHX ), X ∈ B ∩ (HB), we see that
s(B ∩ (HB))c = s(H ∩Bc)⊕ s(H¯ ∩Bc) =←−ι ∗H⊕←−ι ∗H¯ = TcN = s(Bc).
Then, from FB = B, we deduce
B = B ∩ (HB) + annTN = B ∩ (J (FB)) + annTN
= B ∩ (JB) + annTN,
(4.5)
which characterizes the fact that the tangent spaces TxN , x ∈ N have a gener-
alized almost complex structure induced by J (this was proven in [2]). On the
other hand, we also have B ∩ (FB)∩ (JB)∩ (HB) = B ∩ (JB). Together with
(4.5), this shows that the hypotheses of Proposition 4.2 hold.
The second subject of this section is reduction. Let (M,F ,J ) be a gener-
alized almost para-Hermitian manifold with the corresponding triple (γ, ψ, F ).
Assume that a Lie group G acts onM such that the structure is preserved. The
last assertion has the following meaning: if we see g ∈ G as a diffeomorphism
of M and define its action on TM by
g⋆(X,α) = (g∗X, g
−1∗α),
then, F and J commute with g⋆. This is easily seen to be equivalent with the
fact that g⋆ preserves the subbundles H±, which, further, is equivalent with
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the preservation of the triple (γ, ψ, F ) (preservation of F means commutation
with the differentials g∗).
Reduction is a process originating in symplectic geometry and, in the present
case, we shall define it with reference to the complex 2-form ω(X,Y ) = γ(X,FY )
as in the similar, para-Hermitian case [15]. A submanifold ι : N ⊆ M that is
invariant by a subgroup G′ ⊆ G is said to be a reducing submanifold if (i) the
action of G′ on N is free and proper, (ii) ∀x ∈ N , the orbit G(x) cleanly inter-
sects N and T cG(x) = (T cN)⊥ω , (iii) the submanifold G(x)∩N is equal to the
orbit G′(x).
Proposition 4.3. Let N be a reducing submanifold of the generalized almost
para-Hermitian manifold (M,γ, ψ, F ). Assume that the metric γ is non de-
generate on N and on the orbits G′(x) and that annψx ⊇ TxG
′(x) (x ∈ N).
Then, the quotient manifold Q = N/G′ has a generalized almost para-Hermitian
structure defined by the structure of M .
Proof. Since the intersection G(x) ∩ N is clean, if we denote K = ann(ι∗ωx),
we get
T c(G′(x)) = T cG(x) ∩ T cN = (T cN)⊥ω ∩ T cN = K (∀x ∈ N) (4.6)
and rank(ι∗ω) = const. We will denote by K the manifold given by the sum of
the orbits of G′. Condition (i) ensures the existence of the quotient manifold Q
and of the natural submersion p : N → Q that sends x to the orbit G′(x). By
(4.6), we have i(X)(ι∗ωx) = 0, ∀X ∈ T
c(G′(x)). Furthermore, any local vector
field X ∈ TK is a finite linear combination of infinitesimal transformations given
by elements ξ of the Lie algebra g′ ofG′ and, sinceG′ preserves ω andN , we must
have LX(ι
∗ω) = 0. The three facts: p submersion, i(X)(ι∗ω) = 0, LX(ι
∗ω) = 0
ensure the existence of a non degenerate complex 2-form ω′ on Q such that
p∗ω′ = ι∗ω and ω′ is called the reduction of ω.
Then, the hypotheses on γ imply the existence of the subbundle V =
(TK)⊥ι∗γ with the non degenerate metric ι∗γ|V , which is invariant by the in-
finitesimal transformations of g′. Accordingly, we must have ι∗γ|V = p
∗γ′ where
γ′ is a non degenerate metric of Q. Furthermore, by (ii), for x ∈ N , we have
T cN = (T cG(x))⊥ω and, since F is compatible with ω and commutes with the
infinitesimal transformation of G, we see that F |N preserves T
cN . Moreover,
along N , F preserves the bundle TK, therefore, it induces the endomorphism
F ′ = −♯ι∗γ|N ◦♭ι∗ω|N of V
c. We may see F ′ as an endomorphism of T cQ that sat-
isfies (2.10). Finally, the hypotheses on ψ ensure that i(X)ι∗ψ = 0, LXι
∗ψ = 0,
∀X ∈ TN (same explanation as for ω), whence, the existence of a 2-form ψ′ of
Q such that ι∗ψ|V = p
∗ψ′. The triple (γ′, ψ′, F ′) defines the required structure
of Q, also called the reduction of the original structure of M via the reducing
submanifold N .
Proposition 4.4. If M is a generalized para-Ka¨hler manifold and N is a re-
ducing submanifold that satisfies the hypotheses of Proposition 4.3, the corre-
sponding reduced manifold Q is also a generalized para-Ka¨hler manifold.
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Proof. By Theorem 3.2, the integrability conditions of the structure of M are
given by NF = 0 together with the equality (3.10). The Lie bracket onQ is given
by [p∗X1, p∗X2] = p∗[X1, X2], where X1, X2 are vector field on N that admit a
projection on Q. Thus,for the same X1, X2, the definition of the reduction F
′
gives
NF ′(p∗X1, p∗X2) = p∗NF (X1, X2) = 0.
Similarly, equality (3.10) on Q may be identified with its pullback by p∗ to N ,
hence it is implied by (3.10) on M .
Proposition 4.5. Under the hypotheses of Proposition 4.3, the subbundles H′±
of the reduced manifold Q are given by H′± =
−→p ∗
←−ι ∗H±, where H± define the
generalized almost para-Hermitian structure of M .
Proof. In the proposition, −→p ∗ denotes the push-forward operation defined by
(e.g., [4])
−→p ∗U = {(p∗X,λ) ∈ T
cQ/ (X, p∗λ) ∈ U} (U ⊆ TcN). (4.7)
Since F (T cN) ⊆ T cN (see the proof of Proposition 4.3), the eigenbundles of
F |T cN are S± ∩ T
cN , where S± are the eigenbundles of F . Consequently, the
eigenbundles of F ′ on Q are p∗(S± ∩T
cN). From H± = τS± and the definition
(4.1), we get
←−ι ∗H± = {(Y, ♭ι∗ψ+iι∗γ) / Y ∈ S± ∩ T
cN}.
Then, (4.7) and the definition of the mapping τ on Q lead to the required
result.
In particular, we can define a version of the Marsden-Weinstein reduction.
The real vector field X of M will be called a Hamiltonian vector field if LXω =
0 and there exists a complex valued function f such that df = i(X)ω. (If
dω = 0, the first condition follows from the second. Otherwise, it may be
very restrictive [14].) The structure-preserving action of G on (M,F ,J ) is
a Hamiltonian action if the infinitesimal transformations ξM are Hamiltonian
for all ξ ∈ g. Furthermore, an equivariant momentum map is an equivariant
mapping µ : M → g∗c (i.e., ∀g ∈ G, µ(g(x)) = (coad g)(µ(x))) such that,
∀ξ ∈ g,
LξMω = 0, i(ξM )ω = dµ
ξ, µξ(x) =< µ(x), ξ >, x ∈M.
If µ is an equivariant momentum map, a level set N = µ−1(θ), where θ ∈ g∗c
is a non-critical value of µ may be a reducing submanifold of M . Indeed, take
the subgroup G′ = Gθ, where Gθ is the isotropy subgroup of θ for the coadjoint
action of G. By the equivariance of µ, N is G′-invariant and, for all x ∈ N ,
the orbits satisfy condition (iii) of a reducing submanifold, Gθ(x) = G(x) ∩N .
Furthermore, at x ∈ N , take the tangent vector ξM (x) of G(x) (ξ ∈ g) and the
complex tangent vector X of N . Then,
ω(ξM (x), X) =< i(ξM (x))ω,X >=< dxµ
ξ, X >=< dxµ(X), ξ >= 0,
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whence we see that X ⊥ω TxG(x) is equivalent to dxµ(X) = 0. Accordingly,
T cG(x) = (T cN)⊥ω and condition (ii) of a reducing submanifold holds. If we
ask the action of Gθ on N to be proper and free (condition (i)), then, N is
a reducing submanifold. Furthermore, if the other hypotheses of Proposition
4.3 are added, we get a reduction that may be seen as a Marsden-Weinstein
reduction.
Example 4.1. Let us come back to Example 3.4 and assume that the connected
Lie group G acts on M and preserves (γ, ψ, F ). The differential of this action
defines an action of G on the manifold TM . Since for any tensor field P the
Lie derivative has the property LXcP
c = (LXP )
c [16], we have Lξc
TM
γc =
0, Lξc
TM
ψ = 0, Lξc
TM
F = 0 and the action on TM preserves the complete lift of
the structure. We define a momentum map µ : TM → g∗c in the following way
< µ(x, y), ξ >= µξ(x, y) = ωc(ξcM , E) ((x, y) ∈ TM, ξ ∈ g
c), (4.8)
where E = yi(∂/∂yi) is the so-called Euler vector field. Putting α = i(ξM )ω =
αidx
i and taking into account the equality i(ξcM )ω
c = (i(ξM )ω)
c (which may
be checked on vertical and complete lifts), we get
µξ = αc(E) = ykαk, dµ
ξ = ykdαk + αkdy
k = αc = i(ξcM )ω
c
as required for a momentum map. The coad g-equivariance of µ is a straight-
forward consequence of the fact that the action of G on TM preserves ωc and,
also, preserves E (for any vector field Xc one has [Xc, E] = 0, hence LξcE = 0,
∀ξ ∈ g).
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