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Abstract. Time-decaying harmonic oscillators yield dispersive estimates with weak
decay, and change the threshold power of the nonlinearity between the short and the
long range. In the non-critical case for the time-decaying harmonic oscillator, this
threshold can be characterized by polynomial nonlinearities. However, in the critical
case, it is difficult to characterize the threshold using only polynomial terms, and
thus we use logarithmic nonlinear terms.
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1 Introduction
In this study, we consider nonlinear Schro¨dinger (NLS) equations with time-dependent
harmonic potentials:{
i∂tu(t, x)− (−∆/2 + σ(t)|x|2/2)u(t, x) = F (u(t, x))u(t, x),
u(0, x) = u0(x),
(1)
where (t, x) ∈ R × Rn, n ∈ {1, 2, 3}, and F : C→ R is a nonlinear term to be defined
later. Let
H0(t) := −∆/2 + σ(t)|x|2/2.
σ(t)|x|2/2 is called time-dependent harmonic potential with coefficient σ(t). We make the
following assumption on σ(t) ∈ L∞(Rt).
Assumption 1.1. Let ζ1(t) and ζ2(t) be the fundamental solutions to the following
equations:
ζ ′′j (t) + σ(t)ζj(t) = 0,
{
ζ1(0) = 1,
ζ ′1(0) = 0,
{
ζ2(0) = 0,
ζ ′2(0) = 1.
(2)
Then, there exist c > 0, r0 ≫ 1, and c1,±, c2,± /∈ {0,∞,−∞} such that for all |t| > r0, we
have
|ζ2(t)| ≥ c
and
lim
t→±∞
ζ1(t)
|t|1/2 = c1,±, limt→±∞
ζ2(t)
|t|1/2 log |t| = c2,±. (3)
Moreover, ζ1(t), ζ2(t), ζ
′
1(t), and ζ
′
2(t) are continuous functions in t.
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Remark 1.2. For simplicity, let us redefine σ as
σ(t) =
{
σs(t), |t| ≤ r0,
1/(4t2), |t| > r0
(4)
where σs(t) is a bounded smooth function. Then, for |t| ≥ r0, the functions y1(t) = |t|1/2
and y2(t) = |t|1/2 log |t| are the linearly independent solutions to y′′(t) + σ(t)y(t) = 0.
Hence, in (4), by writing ζ1(t) = c1,1,±y1(t)+c1,2,±y2(t) and ζ2(t) = c2,1,±y1(t)+c2,2,±y2(t),
Assumption 1.1 implies c1,1,± = c1,±, c1,2,± = 0, c2,1,± ∈ R, and c2,2,± = c2,±. We provide
examples of σ(t) satisfying Assumption 1.1 in §4.
We now let U0(t, s) be a propagator for H0(t), that is, a family of unitary operators
{U0(t, s)}(t,s)∈R2 on L2(Rn) such that for all t, s, τ ∈ R, we have
i∂tU0(t, s) = H0(t)U0(t, s), i∂sU0(t, s) = −U0(t, s)H0(s),
U0(t, τ)U0(τ, s) = U0(t, s), U0(s, s) = IdL2(Rn), U0(t, s)D(H0(s)) ⊂ D(H0(s))
on D(H0(s)). By using ζ1(t) and ζ2(t), the following MDFM decomposition can be
obtained, see Korotyaev [14] (also Carles [2], Kawamoto [11], and Kawamoto-Muramatsu
[13]).
Lemma 1.3. For φ ∈ S (Rn), let
(M(τ)φ) (x) = eix2/(2τ)φ(x), (D(τ)φ) (x) = 1
(iτ)n/2
φ(x/τ).
Then, the following MDFM decomposition holds:
U0(t, 0) =M
(
ζ2(t)
ζ ′2(t)
)
D(ζ2(t))FM
(
ζ2(t)
ζ1(t)
)
By the decomposition formula in [14], we have the following dispersive estimates:
For φ ∈ L1(Rn),
‖U0(t, 0)φ‖∞ ≤ C|ζ2(t)|−n/2 ‖φ‖1
and
‖U0(t, s)φ‖∞ ≤ C|ζ1(s)ζ2(t)− ζ1(t)ζ2(s)|−n/2 ‖φ‖1 ,
where ‖ · ‖q, 1 ≤ q ≤ ∞, denotes the norm on Lq(Rn). Hence, we immediately obtain the
following proposition.
Proposition 1.4. Under Assumption 1.1, for all |t| > r0, there exists C > 0 such that
‖U0(t, 0)φ‖∞ ≤ C|t|−n/4(log |t|)−n/2 ‖φ‖1 . (5)
Roughly, if the decay rate of the L∞–L1 dispersive estimate is of order O(t−θ1), θ1 > 0,
then the power-type nonlinearity |f |θ2f is included in the short-range class for θ1θ2 > 1,
whereas it is included in the long-range class for θ1θ2 ≤ 1 (see [13]). Hence, under
Assumption 1.1, it appears that the nonlinearity θ2 = 4/n is a threshold. However, owing
to the log-decay term in (5), a more rigorous characterization is required, and thus the
following characterization of nonlinearities is more suitable for this model.
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Assumption 1.5. Let F (u) = FL(u) + FS(u), where
FS(u) = µS|u|4/n
(
log
(
R +
1
|u|
))θ
, FL(u) = µL|u|4/n
(
log
(
R +
1
|u|
))
for some 0 ≤ θ < 1, µS ∈ R, and µL ∈ R. FL and FS are called the long- and short-range
term, respectively. Here, R > 0 is a given constant so that for all 0 ≤ θ˜ ≤ 1, and for some
sufficiently small constant 0 < δ0 ≪ 1, we have
inf
t≥0
(
δ0
(
log
(
R +
1
t
))θ˜
− θ˜
Rt+ 1
(
log
(
R +
1
t
))θ˜−1)
≥ 0.
Remark 1.6. Under this assumption on R, tδ0 log(R + 1/t))θ is a monotone increasing
functions with respect to t ≥ 0. This term appears several times, and δ0 > 0 should be
sufficiently small.
To state the main theorem, we define the following function spaces for γ ∈ R:
Hγ,0 :=
{
φ ∈ S ′(Rn)
∣∣∣∣∣ ‖φ‖γ,0 :=
(∫
Rn
(
1 + |ξ|2)γ |F [φ](ξ)|2 dξ)1/2 <∞
}
and
H0,γ :=
{
φ ∈ S ′(Rn)
∣∣∣∣∣ ‖φ‖0,γ :=
(∫
Rn
(
1 + |x|2)γ |φ(x)|2 dx)1/2 <∞
}
,
where F denotes the Fourier transform. To handle log-like nonlinear terms and consider
their asymptotics, the following fractional Leibniz rule is quite important: For some γ > 0,
we have
‖FL(u)u‖γ,0 ≤ C‖FL(u)‖∞‖u‖γ,0. (6)
If γ ∈ N, this inequality can be easily proved. However, to obtain sharp asymptotic
estimates, γ should be near 1+4/n, and therefore the fractional derivative should be cal-
culated. Tristan [21, 22] considered loglog nonlinear terms and established the fractional
Leibniz rule for such nonlinearities. However, in [21, 22], various technical assumptions
(e.g., smoothness for the nonlinearity) are made, and hence this result is difficult to apply
to the present model. To overcome this difficulty, we employ the commutator estimate by
Li [15, Proposition 3.10] in the following proposition, the proof of which is given in §2:
Proposition 1.7. Let 0 < γ < 1 + 4/n. Then, (6) holds for smooth u ∈ Hγ,0 ∩L∞(Rn),
and the same estimate is true if FL is replaced by FS.
By using this proposition and the approach by Hayashi-Naumkin [7], we prove the
following theorems.
Theorem 1.8. Let u0 ∈ Hγ,0 ∩ H0,γ with n/2 < γ < 1 + 4/n, and ‖u0‖γ,0 + ‖u0‖0,γ ≤
ε′ < ε, where ε > 0 is sufficiently small. Then, under Assumptions 1.1 and 1.5, there
exists a unique global solution to (1) so that u(t, x) ∈ C(R ; Hγ,0 ∩H0,γ) and
‖u(t, ·)‖∞ ≤ Cε′(1 + |ζ2(t)|)−n/2 ≤ Cε′(1 + |t|1/2 log(1 + |t|))−n/2.
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Theorem 1.9. Let C˜1(ε
′, µL) > 0 be a sufficiently small constant so that C˜1(ε′, 0) = 0
and C˜1(ε
′, µL)→ 0 as ε′ → 0. Then, under the same assumptions as in Theorem 1.8, and
for u(t, x) as in Theorem 1.8, there exist W ∈ L∞(Rn) ∩ L2(Rn) and C˜1(ε′, µL) < α <
min(γ/2− n/4, 1) such that∥∥∥∥F (U0(0, t)u(t, ·)) (t)exp
{
iµL
∫ t
r0
FL(|ζ2(τ)|−n/2F (U0(0, τ)u(τ, ·)))dτ
}
−W
∥∥∥∥
k
≤ C|µL|ε′(log t)−α+C˜1(ε′,µL) + C|µS|ε′(log t)θ−1+C˜1(ε′,µL)
if ε′ is sufficiently small so that θ + C˜1(ε′, µL) < 1, where k is 2 or ∞.
The asymptotic behavior of long-range NLS was investigated in several studies (e.g.,
Strauss [20], Barab [1], Tsutsumi-Yajima [23], Hayashi-Ozawa [9], Ozawa [19], Ginibre-
Ozawa-Velo [5], Ginibre-Velo [6], and Hayashi-Naumkin [7]), and more rigorous analy-
sis has been carried out in, for example, Hayashi-Naumkin-Wang [8], Masaki-Miyazaki-
Uriya [17], and Okawamoto-Uriya [18]. Regarding NLS with time-dependent harmonic
potentials, [2] and Carles-Silva [3] considered general time-dependent harmonic oscillators,
which include the present model, and proved various results, such as the unique existence
of global-in-time solutions. Subsequently, in [13], which focused on the case ζ2(t) → ∞,
it was proved that the asymptotic behavior of a solution v(t, x) is
‖v(t, ·)‖∞ ≤ C(1 + |ζ2(t)|)−n/2 (7)
under suitable assumptions on σ(t) (Assumption 1.4 in [13]). In particular, if σ(t)t2 →
σ0 ∈ [0, 1/4), (7) becomes
‖v(t, ·)‖∞ ≤ Cε′|t|−n(1+
√
1−4σ0)/4
(see, for instance, Kawamoto-Yoneyama [12] and Geluk-Maric´-Tomic´ [4]). We notice
that the threshold power of the nonlinearity is 4/(n(1 +
√
1− 4σ0)). However, the case
σ0 = 1/4, which corresponds to Assumption 1.1, was not considered in [13] because of
technical reasons. Accordingly, we consider this case in the present study. This result is
new, and the appearance of a log nonlinearity is quite interesting (in the linear case, a
similar characterization has been obtained by Ishida-Kawamoto [10]).
2 Preliminaries
Before proving the main theorem, we prove Proposition 1.7, which is important in [7].
We set [1 + 4/n] < γ < 1 + 4/n, and let τ = γ − 2 for n = 2, 3 and τ = γ − 4 for n = 1.
We define F˜ (|u|) = |u|4/n(log(R + 1/|u|))θ˜, 0 ≤ θ˜ ≤ 1. We only consider the cases n = 2
and n = 3, as the case n = 1 is quite similar.
Proposition 2.1. Let u ∈ S (Rn) with F [u] ∈ C∞0 (Rn). Then, for 0 < δ2 = 1+4/n−γ,
we have
∥∥∥F˜ (|u|)u∥∥∥
γ,0
≤ C
∥∥∥∥∥|u|δ2
(
log
(
R +
1
|u|
))θ˜∥∥∥∥∥
∞
‖u‖1+τ∞ ‖u‖γ,0 . (8)
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Proof. We calculate 〈∇〉γ F˜ (|u|)u, where 〈·〉 = (1 + | · |)1/2. We decompose this as∑ 〈Dj〉τ (1+D2j )F˜ (|u|)u, and we first calculate D2j F˜ (|u|)u, where Dj := (−∂2j )1/2. In this
process, the terms
〈Dj〉τ
((
log
(
R +
1
|u|
))θ˜−1
+
(
log
(
R +
1
|u|
))θ˜−2)(
(uj)
2 + ujju
)O(|u|4/n−1) (9)
+ (similar terms )
and
〈Dj〉τ
(
log
(
R +
1
|u|
))θ˜
(ujju+ (uj)
2)O(|u|4/n−1) + ( similar terms ) (10)
appear. In the followings, we only estimate the terms in (10), because the terms in (9)
can be handled by the same approach for to handle (10), and find their L2 norm can be
estimated as C‖u‖4/n∞ ‖u‖γ,0 because (log(R+1/t))θ˜−1 and (log(R+1/t))θ˜−2 are uniformly
bounded for all t ≥ 0.
The term associated with ujju is easy to estimate compared with the term u
2
j , and
hence we only consider the latter. By using the identity
u¯
|u|(uj)
2|u|−β + |u|1−βujj + β
1− β |u|
1−βujj =
u¯
|u|∂j
(
u
|u|βuj
)
+
β
1− β∂j(|u|
1−βuj)
with β = 1− τ , we obtain
u2j ∼ |u|ujj + |u|1−τ∂j(O(|u|τ)uj),
where F [u] ∈ C∞0 (Rn) ensures the boundedness of ∂j(O(|u|τ)uj). Therefore, we estimate
Dτj
(
log
(
R +
1
|u|
))θ˜
O(|u|4/n−τ )∂j(O(|u|τ)uj).
Let f = (log(R+1/|u|))θ˜O(|u|4/n−τ ) and g = Dτj (O(|u|τ)uj), i.e, ∂j(O(|u|τ)uj) = ∂jD−1j ·
D1−τj g. Then, by the sharp commutator estimate by Li [15, Proposition 3.10], we obtain∥∥Dτj (fD1−τj (∂jD−1j g))− f∂jg∥∥2 ≤ C ‖∂jf‖∞ ∥∥∂jD−1j g∥∥2 .
Hence, we have∥∥Dτj (f∂j(O(|u|τ)uj))∥∥2 ≤ ‖f∂jg‖2 + C ‖∂jf‖∞ ‖g‖2
≤ ‖f∂jg‖2 + C ‖∂jf‖∞
∥∥DτjO(|u|τ)uj∥∥2 .
Regarding ‖f∂jg‖2, we first estimate it as
‖f∂jg‖2 ≤
∥∥∥O(|u|4/n−τ−1)(log(R + 1/|u|))θ˜∥∥∥
∞
‖u∂jg‖2 .
Subsequently, we use Proposition 3.10 in [15] and obtain
‖u∂jg‖2 ≤
∥∥Dτj uD1−τj (∂jD−1j g)∥∥2 + C ‖∂ju‖∞ ∥∥DτjO(|u|τ)uj∥∥2 .
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As
Dτj uD
1−τ
j (∂jD
−1
j g) = −DτjO(|u|τ)u2j +Dτj ∂j (O(|u|τ)uuj) ,
for δ2 = 4/n− τ − 1, the Gagliardo–Nirenberg interpolation inequality implies
‖f∂jg‖2 ≤ C
∥∥∥∥∥|u|δ2
(
log
(
R +
1
|u|
))θ˜∥∥∥∥∥
∞
‖u‖1+τ∞ ‖u‖γ,0 (11)
Moreover, as
‖∂jf‖∞ ≤ C
∥∥∥∥∥
(
log
(
R +
1
|u|
))θ˜
O(|u|δ2)∂ju
∥∥∥∥∥
∞
+ ( similar terms )
≤ C
∥∥∥∥∥|u|δ2
(
log
(
R +
1
|u|
))θ˜∥∥∥∥∥
∞
‖∂ju‖∞ ,
we have
‖∂jf‖∞ ‖g‖2 ≤ C
∥∥∥∥∥|u|δ2
(
log
(
R +
1
|u|
))θ˜∥∥∥∥∥
∞
‖u‖1+τ∞ ‖u‖γ,0 . (12)
By combining (11) and (12), Proposition 2.2 is proved.
As tδ2(log(R + 1/t))θ˜ is a monotone increasing function, the assumption ‖u‖∞ ≤ C
implies ∥∥∥∥∥|u|δ2
(
log
(
R +
1
|u|
))θ˜∥∥∥∥∥
∞
≤ ‖u‖δ2∞
(
log
(
R +
1
‖u‖∞
))θ˜
.
Therefore, by Proposition 2.2, we obtain
∥∥∥F˜ (|u|)u∥∥∥
γ,0
≤ C ‖u‖4/n∞
(
log
(
R +
1
‖u‖∞
))θ˜
‖u‖γ,0 = CF˜ (‖u‖∞)‖u‖γ,0. (13)
As F˜ is also monotone increasing, we have∥∥∥F˜ (|u|)∥∥∥
∞
= F˜ (‖u‖∞). (14)
Combining (13) and (14), one can prove Proposition 1.7.
Thanks to the proposition 1.7 and interpolation theorem, we find the following Propo-
sition;
Proposition 2.2. Let u, v ∈ S (Rn) with F [u],F [v] ∈ C∞0 (Rn). Then, for 0 ≤ γ <
1 + 4/n, ∥∥∥F˜ (|u|)u− F˜ (|v|)v∥∥∥
γ,0
≤ C
(∥∥∥F˜ (|u|)∥∥∥
∞
+
∥∥∥F˜ (|v|)∥∥∥
∞
)
‖u− v‖γ,0 . (15)
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By Proposition 1.7 and 2.2, one can prove the existence of a unique local-in-time solution
to (1);
Theorem 2.3. Let T ≫ r0 be fixed and u0 ∈ Hγ,0 ∩ H0,γ with n/2 < γ < 1 + 4/n.
We assume that ‖u0‖γ,0 + ‖u0‖0,γ ≤ ε′ ≤ ε = ε(T ), where ε(T ) > 0 is sufficiently small
compared with T . Then, under Assumptions 1.1 and 1.5, there exist a unique local-in-time
solution to (1) and CT > 0 so that u(t, x) ∈ C([−T, T ] ; Hγ,0 ∩H0,γ), CT ε(T ) < 1→ 0 as
ε(T )→ 0,
sup
t∈[−T,T ]
‖u(t, ·)‖∞ ≤ CT ε′(1 + |ζ2(t)|)−n/2,
and
sup
t∈[−T,T ]
‖U0(0, t)u(t, ·)‖γ,0 ≤ CT ε′.
The proof of this theorem is similar to that of Theorem 3.1 in [13], and thus we omit
it.
By this theorem, we have ‖u(s, ·)‖∞ ≤ Cr0ε′ and ‖U0(0, t)u(t, ·)‖γ,0 ≤ Cr0ε′ for all
t ∈ [−r0, r0] and for some Cr0 > 0. As T is sufficiently large compared with r0, one can
assume that 0 < Cr0 ≪ CT , and hence without loss of generality, Cr0 can be denoted by
C.
3 Proof of Theorems 1.8 and 1.9
Herein, we prove Theorems 1.8 and 1.9. Theorem 1.9 can be proved by the arguments
in the proof of Theorem 1.8 and the approach in [7]. Hence, we only prove Theorem 1.8.
We first show that CT in Theorem 2.3 can be selected independently of T ; subsequently,
we show 1.8 by a continuation argument. The second part immediately follows from the
first; hence, it suffices to show the first part.
To simplify the proof, we introduce the following lemma, which can be proved by using
Lemma 2.11 in [13] and the arguments in the proof of Theorem 4.2 in [13].
Lemma 3.1. For some smooth u(t), we have the estimates
‖u(t)‖∞ ≤ C|ζ2(t)|−n/2‖FU0(0, t)u(t)‖∞ + C|ζ2(t)|−n/2
∣∣∣∣ζ1(t)ζ2(t)
∣∣∣∣
α
‖U0(0, t)u(t)‖0,γ
and
‖FU0(0, t)u(t)‖∞ ≤ Cε′ + C
∫ t
r0
(|µL|I1(τ) + |µS|I2(τ)) dτ (16)
with
I1(t) =
∣∣∣∣ζ1(t)ζ2(t)
∣∣∣∣
α
FL
(
|ζ2(t)|−n/2 ‖U0(0, t)u(t)‖0,γ′
)
‖U0(0, t)u(t)‖0,γ
and
I2(t) = FS
(
|ζ2(t)|−n/2 ‖U0(0, t)u(t)‖0,γ′
)
‖U0(0, t)u(t)‖0,γ′ ,
where t > r0, γ
′ > n/2, γ > n/2 + 2α, and 0 < α ≤ 1.
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We now prove Theorem 1.8. We first estimate the term ‖U0(0, t)u(t)‖0,γ. As
‖u(t)‖∞ ≤ CT ε′ (1 + |ζ2(t)|)−n/2
for t ∈ [−T, T ], and FL(t) and FS(t) are monotone increasing functions on t ≥ 0, we have
‖U0(0, t)u(t)‖0,γ
≤ ‖u0‖0,γ + C
∫ t
0
(|µL|FL(‖u(s)‖∞) + |µS|FS(‖u(s)‖∞)) ‖U0(0, s)u(s)‖0,γ ds.
Then, by the inequality
C
∫ r0
0
(|µL|FL(‖u(s)‖∞) + |µS|FS(‖u(s)‖∞)) ‖U0(0, s)u(s)‖0,γ ds ≤ Cε′
we have
‖U0(0, t)u(t)‖0,γ
≤ Cε′ + CC4/nT
∫ t
r0
(ε′)4/n(1 + |ζ2(s)|)−2
(
|µL| log
(
R +
(1 + |ζ2(s)|)n/2
ε′CT
)
+ |µS|
(
log
(
R +
(1 + |ζ2(s)|)n/2
ε′CT
))θ)
‖U0(0, s)u(s)‖0,γ ds
≤ Cε′ + CC4/nT (ε′)4/n−1
∫ t
r0
(1 + |ζ2(s)|)−2
(
|µL|ε′
(
log(Rε′CT + 1 + |ζ2(s)|n/2) + log(ε′CT )
)
+ |µS|ε′
((
log(Rε′CT + 1 + |ζ2(s)|n/2)
)θ
+ (log(ε′CT ))
θ
))
‖U0(0, s)u(s)‖0,γ ds.
Clearly, for 0 < θ˜ ≤ 1, we have
ε′
((
log(Rε′CT + 1 + |ζ2(s)|n/2)
)θ˜
+ (log(ε′CT ))
θ˜
)
≤ C
(
C−1T ε
′CT (log(ε′CT ))
θ˜
+ ε′ (log |ζ2(s)|)θ˜
)
≤ C
(
C−1T + ε
′(log s)θ˜
)
,
where we use | log(s1/2 log s)| ≤ C(log s + log log s) ≤ C log s for s > r0 ≫ 1. Then, the
inequalities (1 + |ζ2(s)|)−2 ≤ Cs−1(log s)−2 and
∫ t
r0
(· · · )ds ≤ Cε′ +
∫ t
0
(· · · )ds imply
‖U0(0, t)u(t)‖0,γ
≤ Cε′ + CC4/n−1T (ε′)4/n−1(|µS|+ |µL|)
∫ t
0
(1 + s)−1(log(2 + s))−2 ‖U0(0, s)u(s)‖0,γ ds
+ CC
4/n
T (ε
′)4/n
∫ t
0
(1 + s)−1
(|µL|(log(2 + s))−1 + |µS|(log(2 + s))−2+θ) ‖U0(0, s)u(s)‖0,γ ds.
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Hence,
‖U0(0, t)u(t)‖0,γ ≤ Cε′exp
{
C
4/n−1
T (ε
′)4/n−1(|µS|+ |µL|) + C4/nT (ε′)4/n(|µS|+ |µL| log(log t)
}
≤ Cε′exp {C0,ε′ (|µS|+ |µL| log(log t))} , (17)
where 0 < C0,ε′ ≪ 1 and C0,ε′ → 0 as ε′ → 0.
Estimation of ‖u(t)‖∞.
By Lemma 3.1, we have
‖u(t)‖∞ ≤ Cε′|ζ2(t)|−n/2(log t)−αexp {C0,ε′(|µS|+ |µL| log(log t))}
+ C|ζ2(t)|−n/2 ‖FU0(0, t)u(t)‖∞ .
Let now
v(t) := U0(0, t)u(t)
and γ > γ′. Then, ‖ · ‖γ′ ≤ ‖ · ‖γ and (16) imply
‖FU0(0, t)u(t)‖∞ ≤ Cε′ +
∫ t
r0
{
|µL|(log s)−αFL(ζ2(s)−n/2‖v(s)‖0,γ)‖v(s)‖0,γ
+ |µS|FS(ζ2(s)−n/2‖v(s)‖0,γ)‖v(s)‖0,γ
}
ds.
If f(t) = t4/n(log(R + 1/t))θ˜ with 0 ≤ θ˜ ≤ 1 (a monotone increasing function for t ≥ 0)
and C1(ε
′, µL) := 4(C0,ε′)|µL|/n, then (17) implies
f(|ζ2(s)|−n/2‖v(s)‖0,γ)
≤ Cs−1(log s)−2(ε′)4/n(log s)C1(ε′,µL)
{(
log
(
R +
sn/4(log s)n/2
Cε′(log s)C0,ε′ |µL|
))θ˜}
≤ Cs−1(log s)−2+C1(ε′,µL) ×
{
(ε′)4/n−1, (s(log s)2−C1(ε
′,µL))n/4 ≤ 1/(2Cε′),
(ε′)4/n(log s)θ˜, (s(log s)2−C1(ε
′,µL))n/4 ≥ 1/(2Cε′),
≤ Cs−1(log s)−2+C1(ε′,µL)+θ˜ε4/n−1.
Therefore,
‖FU0(0, t)u(t)‖∞ ≤ Cε′ + C|µL|(ε′)4/n
∫ t
r0
s−1(log s)−1−α+C1(ε
′,µL)+C0,ε′ |µL|
+ C|µS|(ε′)4/n
∫ t
r0
s−1(log s)−2+θ+C1(ε
′,µL)+C0,ε′ |µL|
≤ Cε′,
where C˜1(ε
′, µL) := C1(ε′, µL) + C0,ε′|µL|, and we assume that −α + C˜1(ε, µL) < 0 and
θ + C˜1(ε, µL) < 1, which holds if ε
′ is sufficiently small because C˜1(ε′, µL)→ 0 as ε′ → 0.
9
4 Models of σ(t) satisfying Assumption 1.1
Herein, we provide simple examples of σ(t) satisfying Assumption 1.1. For α 6= 0, let
σ(t) =
{
α2, |t| ≤ r0,
t−2/4, |t| > r0.
Then, ζj(t) in (2) can be written as
ζ1(t) = cos(αt), ζ2(t) = α
−1 sin(αt)
for |t| ≤ r0 and
ζ1(t) = c11,±y1(t) + c12,±y2(t), ζ2(t) = c21,±y1(t) + c22,±y2(t),
where cij,± ∈ R are some constants, y1(t) = |t|1/2, and y2(t) = |t|1/2 log |t|. By the
continuation condition for ζj(t) and ζ
′
j(t), we notice
c11,±r
1/2
0 + c12,±r
1/2
0 log r0 = cos(α(±r0)),
c21,±r
1/2
0 + c22,±r
1/2
0 log r0 = α
−1 sin(α(±r0)) (18)
and
c11,± + c12,± log r0 + 2c12,± = ∓2αr1/20 sin(α(±r0)),
c21,± + c22,± log r0 + 2c22,± = ±2r1/20 cos(α(±r0)). (19)
Condition (3) implies c12,± = 0 and c22,± 6= 0; therefore,
c11,± = r
−1/2
0 cos(αr0) = −2αr1/20 sin(αr0),
which implies
αr0 tan(αr0) = −2. (20)
Moreover, by (18) and (19), we obtain
2c22,± = ±2r1/20 cos(αr0)∓ α−1r−1/20 sin(αr0) =
±2 cos(αr0)
αr
1/2
0
(αr0 − tan(αr0)) 6= 0. (21)
Hence, if αr0 satisfies (20) and (21), then σ(t) in (2) satisfies Assumption 1.1.
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