basins, and that additional predictability can be achieved by incorporating those oceans into the model schemes. Much less is known about the additional predictability that other ocean areas can provide, and even less is known about how other oceans interact with the strong ENSO signal in the tropical Pacific.
Many empirical studies have already demonstrated the relationship of various regional climates to SST variability in the Atlantic [e.g., Moura and Shukla, 1981; Folland et al., 1986] . These studies have shown that the climates of northeast (NE) Brazil and northwest (NW) Africa are especially sensitive to a meridional seesaw behavior between the SST anomalies (SSTA) north and south of the equator. Some multivariate analyses of SST [e.g., Weare, 1977; Hastenrath, 1978] suggest that a natural tendency exists for the tropical Atlantic SST to fluctuate antisymmetrically like a dipole. Others [e.g., Houghton and Tourre, 1992] show that the two regions separate (under rotation) into modes where the explained variability is heavily weighted on one side of the equator or the other. This suggests that a true dipole does not really exist. Hence, while the climate sensitivity approach has bolstered a widely held impression that the tropical Atlantic is dipolar, studies that consider SST alone have yielded mixed results.
Understanding the interbasin effects of ENSO is also important if the true (as opposed to apparent) predictability of other
The data used in this study are extracted or derived from the Comprehensive Ocean-Atmosphere Data Set (COADS) [Woodruff et al., 1987] compiled from ship reports. The sea surface temperatures are a reconstructed version of the COADS SST data prepared by Smith et al. [1996] . Both the COADS data and the Smith et al. [1996] SSTs are averaged by month and 2 ¸ squares for the Pacific and Atlantic. We have selected 30øS-30øN and from 1950 through 1992 (43 years) as the space-time domain for our analysis. The choice of time period is based on the coverage of the Smith et al. [1996] SST reconstruction and is also influenced by the deterioration of COADS data coverage prior to the 1950s. Although data density is not uniform over the selected period, it seems to be adequate, especially north of about 10øS in the Atlantic.
For the most critical variable, SST, the Smith et al.
[ 1996] data appear to have significant advantages over the original COADS. For COADS the signal-to-noise ratio is lower in the more poorly sampled regions, e.g., those having fewer than about five observations per month per 2 ¸ square. This is undoubtedly due to aliasing by fine spatial scale structures (e.g., eddies) and unresolved temporal variability (e.g., diurnal cycle). The lower signal-to-noise ratio can be readily seen by examining the distributions of local variance explained by loworder empirical orthogonal function (EOF) modes that filter out small-scale variability and noise. In poorly sampled regions such as the tropical Pacific (Figure l a) these distributions show considerable "trackiness", that is, the variance explained is high in the vicinity of well-sampled ship routes and low in poorly sampled regions. Spatial interpolation by objective mapping does not improve this very much because individual maps have gaps much larger than the decorrelation scale over which signal variability can be interpolated effectively. In the Smith et al. [1996] Prior to time averaging, temporal gaps of 1 to 6 months (in the non-SST data)are bridged with an autoregressive algorithm. The data are then averaged into 3MRM maps, where any bin having less than two nonmissing months is assigned a missing-data flag. Finally, the missing bins in each map are filled by an objective method that minimizes a cost function based on the data surrounding a gap [Donoso et al., 1994] . This is done mainly for convenience in the subsequent calculation of derivative fields such as wind stress curl, surface wind divergence, etc.
To assess the impact of the gapfilling, we make the worstcase assumption that such filling deteriorates the large-scale structures in the data to no greater extent than leaving the gaps in the data. Numerical experiments were then run on two kinds ofgapless data: the Smith et al. [1996] SST anomalies in the tropical Pacific and complete time series of rain gauge data over the continental United States . Rainfall is used here only as an expedient because complete series are available and its natural variability is notoriously noisy (as AND ENSO compared with SST) and may be more representative than SST of the atmospheric variables in COADS. Gaps were repetitively introduced into the data (10 random trials each) at 5% in- Following the above steps, the SST data are resummarized from the original 2 ø grid into 4 ø latitude by 6 ø longitude bins. These coarse resolution data are used in most descriptive and statistical analyses, for convenience but also for consistency because the Smith et al. [1996] reconstruction of SST is essentially a method that filters out small-scale time-space variability in the data. The fine resolution grid is retained for the computation and analysis of derivative fields such as evaporative heat flux, wind stress curl, and wind divergence (section 5).
Subsequent analyses include computation of the annual cycles (averaged by calendar month over 43 years) and the departures from them (anomalies). EOFs are computed by calculating the singular value decomposition (SVD)of the unnormalized data array, which gives identical results to calculation of the eigenvectors of the covariance matrix but is numerically more stable. We have made extensive use of scalar and vector correlations of Atlantic data fields against temporal indices such as EOF expansion coefficients. The vector correlation involves computation of the time-domain covariance between two complex-valued sequences [Kundu, 1976] . Wherever appropriate, the means are removed from the data. Linear trends were subtracted only from the COADS wind-related data because the winds have a large increasing trend related to the transition from Beaufort estimates to anemometers [Cardone et al.,
1990].
We estimate the significance values for correlations by the method of Sciremammano [ 1979] , which accounts for serial correlation in the time series. The correlations corresponding to a particular significance level will vary according to the integral timescale as determined by the autocorrelation functions, even though the nominal degrees of freedom (length of time series) may not vary. Thus variables dependent on wind speed (e.g., evaporation rate) have shorter timescales, more effective degrees of freedom, and lower significance levels than those based on temperature (e.g., SST indices). On the other hand, correlations for variables averaged over large areas (e.g., SST indices) will have longer timescales, fewer effective degrees of freedom, and higher significance levels than for time series in the individual, component grid-box averages. 
Forcing Mechanisms

NE Trades (,42) Region
We can plausibly hypothesize that the ENSO signal from the Pacific initially influences the Atlantic SSTA variability through a tropospheric connection along 10ø-20øN. Interest in the ENSO effects on hurricane frequency has already led to the discovery that tropospheric vertical wind shear in the tropical North Atlantic increases in conjunction with ENSO warm phases [e.g., Gray, 1994] . That relationship, however, mainly involves a strengthening of the westerly wind flow in the upper troposphere during the boreal summer, while the easterly low-level flow at a height of 2 km remains normal. In the case of the strongest SSTA correlations under the NE trades, the most likely connection is through some aspect of the surface wind field during the boreal winter, as suggested by Figure 7 . Radiational heat flux terms seem less likely because most of this region involves neither low-level stratus decks nor convective convergence bands where cloudiness changes could be a major factor in the surface heat balance. This would not be true, however, of the ITCZ region farther south where convective activity is ubiquitous.
Most of the heat flux divergence terms that can increase the mixed layer heat content in response to surface winds can be wholly or partially estimated from the COADS data base. One that cannot, for example, is the large-scale SST advection by geostrophic flows that are altered on the basin scale. This would require data capable of estimating large-scale subsurface pressure gradients, such as expendable bathythermograph (XBT) profiles. Unfortunately, the available XBT data are insufficient for resolving the nonseasonal variability over our period of analysis. However, most studies tend to confirm the Bjerknes [1964] hypothesis that such a mechanism operates preferentially at longer timescales and that variability on the interannual timescales seen here is forced mainly by local surface fluxes [e.g., Halliwell and Mayer, 1996] . We therefore use the COADS data to estimate the following heat flux divergence terms (right side) that locally affect the mixed layer temperature tendency (left side) and can be wholly or partially esti- Angle brackets denote time averages (climatological annual cycles unless otherwise noted) and primed quantities are the departures from those averages. It is assumed that VE can be represented by the Ekman transport (rff); this is only an assumption of proportionality for the correlation analyses done in this paper. Note that the evaporative and sensible heat flux terms are decomposed into the contributions from anomalous wind speed (W) and anomalous lapse rate (AT a' or Aq'), respectively. It has been shown by Frankignoul [ 1985] that SST is forced at short timescales by the former while the latter acts on long timescales as a feedback or restoring mechanism. Because we are specifically interested in the ocean-forcing aspects of the fluxes, the estimates of latent and sensible heat transfer ((1) and (2)) are done without the feedback term.
Except for known or estimated bulk aerodynamic coefficients, the first three relationships summarize the COADS derivable information that completely specifies the effect of the appropriate term on the tendency of mixed layer temperature anomaly. The fourth relationship is essentially the nearsurface vertical velocity in the vertical advection term and does not account for changes due to variability in the depth or intensity of the thermocline. The fifth relationship characterizes the cooling due to entrainment across the mixed layer base, which is greatly (but not completely) influenced by the rate of dissipation of mechnical energy from the wind (wind power oc wS). There too, the effects of changes in stratification on entrainment cooling cannot be accounted for using the COADS Figures 9 and 10 , the patterns during the rest of the year show no relationships that persist over any extensive region and are also present in both plots.
As with the evaporative and sensible heat loss, the associations with wind power (not shown) are very similar to those of wind speed (Figures 9 and 10) The three areas that stand out are the ones already discussed in relation to Figure 10 , with a prevalence of 3 months or more: the large zonal region of negative correlation centered near 20øN and the the regions of positive correlation immediately to the north (25ø-30øN) and south (10øS to 5øN). These regions are also persistent; that is, the months of prevalence are also consecutive months in the late winter and early spring (two northern zones) or spring and early summer (equatorial zone). There is a smaller region of contiguous negative prevalence in the South Atlantic, but values in excess of three occur only over several small patches of ocean. The forcing terms due to Ekman pumping and ageostrophic (Ekman) advection ((3) and (4)) show no compelling patterns for any of the seasons, and we conclude that they are of no importance to ,4 2. Finally, the same analyses, applied to the A l tendency, yield no significant and mutually consistent correlations for the forcing terms over all months. Hence we cannot conclude that the A l pattern responds to local surface fluxes in the way that ,4 2 does.
Convergence Region
There may be a basis for discriminating between the processes (discussed above) that affect the broad east-west region north of 10øN and the region of secondary SSTA correlation with Pl ( Figure 5 ) that extends in a WSW-ENE direction between 40øW and the African coast and lies closer to the northem limit of seasonal ITCZ activity than to the southern limit (Figure 2) . Unlike the core region of the trades in either hemisphere, the ocean-atmosphere interactions in convergence zones characteristically involve a convective-radiative equilibrium in the planetary boundary layer that is associated with warmer water under the surface wind convergence. This can be clearly seen in Figure 2 To independently test for this relationship, the latitude of maximum convergence (negative divergence) was calculated from the COADS wind data along the 29øW meridian. There is a 90% significant positive correlation (+0.15) between the ITCZ latitude anomaly at 29øW and the Pi variability. The correlation is quite low, explaining very little of the ITCZ variance. This is not particularly surprising in view of the generally noisy character of the COADS winds (compared with the reconstructed SST) and the fact that they are differentiated in order t o produce the divergence field. Even so, the weakness of the correlation suggests that the Pacific teleconnection does not explain much of the total nonseasonal ITCZ variability. The relationship appears significant, however, such that together with other indications it is consistent with a northward bias in the convergence location and supports an ITCZ mechanism for explaining the colocated SSTA correlations with Pl. The northward shift is in turn probably induced by the primary ENSO-related warmings in the A 2 region farther north.
We have been unable to explore comparable relationships in the SACZ region off southern Brazil because the latter region is one of relatively poor COADS coverage and the wind divergence there is too diffuse and noisy for making reliable estimates.
Western Equatorial Atlantic
One Although our first-order results contrast with studies that show dipole behavior, the discrepancies can be explained. In the case of the SST analyses done previously [Weare, 1977; Hastenrath, 1978] , the unrotated EOFs are sensitive to choices for the data domain and may decompose into poorly separated, unstable modes that do not explain local variability as strongly as do the rotated modes. In climate-oriented analyses [e.g., Moura and Shukla, 1981; Folland et al., 1986 ], dipole behavior typically appears when the SSTA variability is correlated or composited with respect to response variables that are sensitive to north-south SST gradients and anomalous ITCZ movements, such as NE Brazil or NW Africa rainfall. Analyses of this type are done to gain insights into the terrestrial climate response; they cannot be compared to analyses of SST alone, and they cannot be used to infer that the internal ocean dynamics or even the ocean-atmosphere interactions are inherently dipolar in nature.
Although the dominant tropical SST variability is primarily nondipolar, the reader will recall that a weak tendency toward meridional antisymmetry is seen in the small loadings of opposite sign in the A 2 distribution south of the equator (Figure 3b) . Only a small region along the coast of Angola (15ø-20øS) has up to 20% of the explained local variance with the opposite sign. There is also a seasonal character to this tendency, whereby the SSTA in the region west of Angola tends to be weakly (but significantly) anticorrelated with the tropical North Atlantic in the boreal late winter and early spring (Figure 6 ), while the Pacific ENSO signal tends to induce a similar weak dipole structure in the summer months (June through August in Figure 7 ). This implies a tendency for The fact that we see only a very weak SSTA connection in the western equatorial Atlantic, in spite of ENSO-related zonal wind anomalies there, may be due to the opposing effects of buoyancy flux and advection over most of this area. However, one remaining conundrum is the lack of any dynamically produced, remote SST response in the Gulf of Guinea, associated with P• (Figure 5 ). This is confirmed by both our calculations ( Figure 5 ) and by Zebiak [1993] . Regardless of the local thermodynamic effects, sustained zonal wind changes along the equator are expected to induce changes in the slope of the equatorial thermocline and consequent cooling or warming in the east (i.e., through changes in thermocline depth and turbulent entrainment). Zebiak [1993] found correlations (without regard to the Pacific ENSO) between his ATL3 index of central equatorial Atlantic SSTA (3øS-3øN; 0ø-20øW) and western Atlantic zonal wind anomalies that confirm this relationship. Those correlations are consistent with his corresponding modeling results for near-equatorial interactions (i.e., without regard to the Pacific). To quantify this, we calculate a correlation of +0.28 between the ATL3 index and the zonal wind anomalies averaged over 4øS-2øN, 20øW-40øW, significant at the 95% level. Hence the amount of SSTA variance normally explained through this relationship is typically •small, and when ATL3 is compared with the Pacific ENSO variability, the explained variance disappears entirely. These conclusions are not changed by using an Atlantic SSTA index positioned farther
