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Abstract
We present a new and simple algorithm for completion of unimodular vectors with entries in a multivariate
Laurent polynomial ring R = K[X±1 , . . . , X±k ] over an infinite field K. More precisely, given n  3 and a
unimodular vectorV = t(v1, . . . , vn) ∈ Rn (that is, such that 〈v1, . . . , vn〉 = R), the algorithm computes
a matrix M in Mn(R) whose determinant is a monomial such that MV = t(1, 0, . . . , 0), and thus M−1 is a
completion ofV to an invertible matrix.
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0. Introduction
In 1955, Serre remarked [15] that it was not known whether there exist finitely generated
projective modules over A = K[X1, . . . , Xk], K a field, which are not free. This remark turned
into the “Serre conjecture”, stating that indeed there were no such modules. Proven independently
by Quillen [14] and Suslin [16], it became subsequently known as the Quillen–Suslin theorem. The
book of Lam [5] is a nice exposition about Serre’s conjecture which has been updated recently in
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[6]. It has been known since 1958 that projective modules over A are stably free, i.e, every finitely
generated projective A-module is isomorphic to the kernel of an A-epimorphism T : An → A. In
that situation the matrix T is unimodular, that is the maximal minors of T generate the unit ideal
in A. By induction on , in order to obtain an algorithm for the Quillen–Suslin theorem, one has
to find an algorithm for the following statement about completion of unimodular vectors. Here
by unimodular vectors we mean vectors whose entries generate the whole ring.
Theorem (Unimodular completion). Let V = t(v1, . . . , vn) ∈ K[X1, . . . , Xk]n,K a field and
n  3,be a unimodular vector.Then there exists an invertiblen × nmatrixM over K[X1, . . . , Xk]
such that MV = t(1, 0, . . . , 0).
In this paper, we will present a new and simple algorithm for the extension of the theorem above
to the multivariate Laurent polynomial ring R = K[X±11 , . . . , X±1k ] in case K is an infinite field.
As a matter of fact, given n  3 and a unimodular vectorV = t(v1, . . . , vn) ∈ Rn, the algorithm
computes a matrixM inMn(R)whose determinant is a monomial such thatMV = t(1, 0, . . . , 0),
and thus M−1 is a completion ofV to an invertible matrix.
The obtained algorithm has many applications in circuits, systems controls [2,18], signal pro-
cessing [11,12], and other areas [3,7,8]. Park’s paper [11] is a nice exposition about the systematic
connection between many problems in digital signal processing and algebraic problems over poly-
nomial and Laurent polynomial rings. In his paper Park explains how the problem of unimodular
completion of Laurent polynomial matrices over C is related to the synthesis of perfect recon-
struction finite impulse response systems. The only algorithm that we found in the literature about
unimodular completion over Laurent polynomial rings is Park’s Causal Conversion Algorithm
[11, p. 218] which transforms any unimodular Laurent polynomial vector into a unimodular
polynomial vector and then completes it to an invertible matrix. One disadvantage of this indirect
approach is that it increases the degrees of the entries exponentially. Moreover, contrary to our
algorithm, Park’s algorithm eliminates variables one after the other.
Let us fix some notations. For any ring B and n  1, Umn(B) denotes the set of unimodular
vectors in B, that is Umn(B) = {t(x1, . . . , xn) ∈ Bnsuch that〈x1, . . . , xn〉 = B}. En(B) denotes
the subgroup of SLn(B) generated by elementary matrices. For i /= j , Ei,j (a) is the matrix
corresponding to the elementary operation Li → Li + aLj . From now on, we suppose that n is
an integer  3. All the considered matrices are square of size n.
Some classical facts are reminded in order to give a self-contained paper. The undefined
terminology is standard as in [4,5].
1. Producing doubly monic Laurent polynomials
Definition 1. (1) If f ∈ A[X,X−1], a minimal shifted version of f is f˜ = Xnf ∈ A[X] where
n ∈ Z is the minimal possible. For example a minimal shifted version of X−2 + X + X3 is
1 + X3 + X5, a minimal shifted version of X2 + X3 is 1 + X. Similarly, if f ∈ A[X±1 . . . , X±k ],
a minimal shifted version of f is f˜ = Xn11 · · ·Xnkk f ∈ A[X1, . . . , Xk] where n1, . . . , nk ∈ Z
are the minimal possible. For example a minimal shifted version of X−21 X
−1
2 + X1X−12 + X21 is
1 + X31 + X41X2.
(2) If f ∈ A[X,X−1] is a nonzero Laurent polynomial in a single variable X, we denote
deg(f ) = hdeg(f ) − ldeg(f ), where hdeg(f ) and ldeg(f ) denote respectively the highest and
lowest degrees of f . For example, deg(X−2 + X + X3) = 3 − (−2) = 5. Note that the degree of
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f can be defined as the (classical) degree of a minimal shifted version of f . We can also define the
total degree of a multivariate Laurent polynomials f as the (classical) total degree of a minimal
shifted version of f .
Definition 2. An element f ∈ A[X,X−1] is called a doubly monic Laurent polynomial if the
coefficients of the highest degree and the lowest degree terms are units (∈ A×).
It is well known that if K is a field and f ∈ K[X±11 , X±12 , . . . , X±1k ], then after a bijective
change of variables X1 = Y1, X2 = Y2Ym1 , . . . , Xk = YkYm
k−1
1 (à la Nagata), for sufficiently
large m, f becomes doubly monic in Y1. The problem with such a change of variables is that
it explodes the degree of f at Y1 as it is exponential. Our purpose is to change f into a doubly
monic polynomial without considerably increasing its degree.
We begin by discussing the case of two variables: denote f =∑ti=1 XniYmi where t is the
number of monomials appearing in f . Set
E =
{
mj − mi
ni − nj , 1  i, j  t, ni /= nj
}
.
Then for each α ∈ Z \ E, denoting ϕα the change of variables (X, Y ) → (XYα, Y ), the corre-
spondence XniYmi → degY (ϕα(Xni Ymi )) is a one-to-one. In particular, ϕα(f ) is doubly monic at
Y . Moreover, if the total degree of f is d , and if α0 ∈ Z is such that |α0| = min{||,  ∈ Z \ E},
then clearly |α0|  d.
Example 3. f = Y + Y 2 + Y 3 + X + XY + X2Y + X2Y 2.
E =
{
0 − 1
0 − 1 ,
0 − 2
0 − 1 ,
0 − 3
0 − 1 ,
1 − 1
0 − 1 ,
1 − 2
0 − 1 ,
1 − 3
0 − 1 ,
1 − 1
0 − 2 ,
1 − 2
0 − 2 ,
1 − 3
0 − 2 ,
2 − 1
0 − 2 ,
2 − 2
0 − 2 ,
2 − 3
0 − 2 ,
1 − 0
1 − 2 ,
2 − 0
1 − 2 ,
1 − 1
1 − 2 ,
2 − 1
1 − 2
}
=
{
1, 2, 3, 0,
1
2
,−1
2
,−1,−2
}
.
Thus, α0 = −3, ϕα0(X, Y ) =
(
X
Y 3
, Y
)
, and
ϕ−3(f ) = X
2
Y 5
+ X
2
Y 4
+ X
Y 3
+ X
Y 2
+ Y + Y 2 + Y 3,
which is not only doubly monic but also has the same number of monomials (7) as f and each
monomial of ϕα0(f ) has a different degree at Y . If we just want to transform f into a doubly
monic polynomial at Y then one can take α = 2 and then obtain
ϕ2(f ) = Y + Y 2 + XY 2 + Y 3 + XY 3 + X2Y 5 + X2Y 6.
Remark 4. The general case (k  2) can easily be deduced from the case of two variables. Let
f =∑j Xn1,j1 Xn2,j2 · · ·Xnk,jk ∈ K[X±11 , X±12 , . . . , X±1k ], K a field. For each 1  i  k, we set
L(i) := maxj,j ′ {|ni,j − ni,j ′ |}. We will call it the length of the variable Xi in f . Suppose X1
has the greatest length and X2 has the lowest one. Then fixing the variables X3, . . . , Xk and
doing as in case of two variables, we can transform f into a doubly monic Laurent polynomial
at X2.
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Example 5. f = X + Y + XYZ + X2Y + X2YZ + X3YZ2 + XY 4Z3 + X2YZ5.
The lengths of the variables X, Y,Z in f are respectively 3, 4, 5. Fixing the variable Y , we
obtain like in the previous example:
E =
{
0 − 0
0 − 1 ,
1 − 0
0 − 1 ,
3 − 0
0 − 1 ,
0 − 0
0 − 2 ,
1 − 0
0 − 2 ,
5 − 0
0 − 2 ,
2 − 0
0 − 3 ,
0 − 0
1 − 2 ,
0 − 1
1 − 2 ,
0 − 3
1 − 2 ,
5 − 0
1 − 2 ,
5 − 1
1 − 2 ,
5 − 3
1 − 2 ,
1 − 0
1 − 2 ,
1 − 1
1 − 2 ,
1 − 3
1 − 2 ,
2 − 0
1 − 3 ,
2 − 1
1 − 3 ,
2 − 3
1 − 3 ,
2 − 0
2 − 3 ,
2 − 1
2 − 3 ,
2 − 5
2 − 3
}
=
{
0,−1,−3,−1
2
,−5
2
,−2
3
, 1, 3,−5,−4,−2, 1
2
, 2
}
.
Thus, we can take α0 = 4, ϕ4(X, Y, Z) = (X, Y,X4Z), and
ϕ4(f ) = Y + X + X2Y + X5YZ + X6YZ + X11YZ2 + X13Y 4Z3 + X22YZ5.
If we just want to transform f into a doubly monic Laurent polynomial at X, we can just take
α = 2 and obtain ϕ2(f ) = Y + X + X2Y + X3YZ + X4YZ + X7YZ2 + X7Y 4Z3 + X12YZ5.
2. A key mathematical result
The following theorem is a generalization of Theorem 1 of [10] to Laurent polynomial rings.
Moreover, we suppose that the number of the entries of the considered unimodular vector is n  3
while in [10] it is 3.
Theorem 6 (A generalization of Suslin’s Lemma to Laurent polynomials). Let A be a commuta-
tive ring, v1, . . . , vn, u1, . . . , vn ∈ A[X,X−1] such that∑ni=1 uivi = 1, v1 is doubly monic, and
n  3. Denote  = deg v1, s = (n − 2) + 1, and suppose that A contains a set E = {y1, . . . , ys}
such that yi − yj is invertible for each i /= j. For each 1  r  n and 1  i  s, letting v˜r
be a minimal shifted version of vr and denoting ri = ResX(˜v1, v˜2 + yi v˜3 + · · · + yn−2i v˜n), we
have 〈r1, . . . , rs〉 = A, that is, there exist α1, . . . , αs ∈ A such that α1r1 + · · · + αsrs = 1. In
particular 1 ∈ 〈˜v1, . . . , v˜n〉 in A[X].
Proof. To prove that 〈r1, . . . , rs〉 = A it suffices to prove that for each maximal ideal M of A
there exists 1  i  s such that ri /∈M. For this, letM be a maximal ideal of A and by way of
contradiction suppose that r1, . . . , rs = 0 in the residue field K :=A/M. It is worth pointing out
that, denoting wi = v˜2 + yi v˜3 + · · · + yn−2i v˜n, ResX(˜v1, wi) = ResX(˜v1, wi) since v˜1 is monic.
This means that for each i there exists ξi ∈ K such that v˜1(ξi) = wi(ξi) = 0. But since
degX v˜1 = l, v˜1 has at most l distinct roots and hence there exists at least one root among the ξi
repeated n − 1 times. We can suppose that ξ1 = ξ2 = · · · = ξn−1 :=ξ . Thus, we have⎛
⎜⎜⎜⎝
1 y1 . . . yn−21
1 y2 . . . yn−22
...
...
...
...
1 yn−1 . . . yn−2n−1
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
v˜2(ξ)
v˜3(ξ)
...
v˜n(ξ)
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
0
0
...
0
⎞
⎟⎟⎟⎠ .
Since the matrix above is a Vandermonde matrix, its determinant is equal to
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∏
1i<jn−1
(yj − yi),
which is invertible in A. Thus, v˜1(ξ) = v˜2(ξ) = · · · = v˜n(ξ) = 0. Now, using the fact that 1 ∈
〈v1, . . . , vn〉 in A[X,X−1], we infer that, in A[X], 〈˜v1, . . . , v˜1〉 contains a monomial Xt for
some t ∈ N. This forces ξ into being zero, in contradiction with the fact that v˜1(0) /= 0. The
last claim that 1 ∈ 〈˜v1, . . . , v˜n〉 in A[X], follows easily for the fact that ri ∈ 〈˜v1, . . . , v˜n〉, for all
1  i  s. 
Note that in Theorem 6, we have supposed that n  3. One may rightfully wonder about the
case n = 2 (the case n = 1 being trivial). In fact, if n = 2, we have the following simple result.
Theorem 7. Let u, v ∈ B[X] with u doubly monic. Then
〈u, v〉 = 〈1〉 in B[X,X−1] ⇐⇒ 〈ResX(u, v)〉 = 〈1〉 in B.
Proof. 〈u, v〉 = 〈1〉inB[X,X−1] ⇐⇒ ∃n ∈ N, a, b ∈ B[X]/au + bv = Xn.
Since u is monic, we have
Res(u, bv) = Res(u, b)Res(u, v)
and
Res(u, bv) = Res(u, au + bv) = Res(u,Xn)
= Res(u,X)n = ((−1)deg uu(0))n ∈ B×. 
3. Algorithms for unimodular completion
For any ring B, when we say that a matrix N ∈ Mn(B) (n  3) is in SL2(B) we mean that it
is of the form⎛
⎜⎜⎜⎝
N ′ 0 · · · 0
0 1
...
.
.
.
0 1
⎞
⎟⎟⎟⎠
with N ′ ∈ SL2(B).
Lemma 8 (Translation by the resultant [13, Lemma 4.2] or [17, Lemma 2.1]). Let R be a
ring, f1, f2, b, d ∈ R[X] and let r = Res(f1, f2) ∈ R. Then there exists B ∈ SL2(R[X]) such
that
B
(
f1(b)
f2(b)
)
=
(
f1(b + rd)
f2(b + rd)
)
.
More precisely, if g1, g2 ∈ R[X] are such that f1g1 + f2g2 = r, denoting by s1, s2, t1, t2 the
polynomials in R[X, Y,Z] such that
f1(X + YZ) = f1(X) + Ys1(X, Y, Z),
f2(X + YZ) = f2(X) + Ys2(X, Y, Z),
g1(X + YZ) = g1(X) + Y t1(X, Y, Z),
g2(X + YZ) = g2(X) + Y t2(X, Y, Z)
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and setting
B1,1 = 1 + s1(b, r, d)g1(b) + t2(b, r, d)f2(b),
B1,2 = s1(b, r, d)g2(b) − t2(b, r, d)f1(b),
B2,1 = s2(b, r, d)g1(b) − t1(b, r, d)f2(b),
B2,2 = 1 + s2(b, r, d)g2(b) + t1(b, r, d)f1(b),
one can take B =
(
B1,1 B1,2
B2,1 B2,2
)
.
An algorithm for unimodular completion: general case
Input: A columnV =V(X) = t(v1(X), . . . , vn(X)) ∈ A[X±1]n such that v1 is doubly monic
and 1 ∈ 〈v1, . . . , vn〉. We assume the “size” of an element a ∈ A is measured by deg(a) ∈ N,
the function deg sharing the usual properties of a total degree function in a polynomial ring:
deg(a + b)  max(deg(a), deg(b)), deg(ab)  deg(a) + deg(b), max1in{deg vi}  d (where
d  2). We assume that the ring A contains infinitely many yi of degree 0 such that yi − yj is
invertible for i /= j .
Output: A matrix G = BD ∈ Mn(A[X±1]) such thatBV˜ = V˜(0), andD is a diagonal matrix
with suitable powers of X on the diagonal, such that DV = V˜ = t(v˜1, . . . , v˜n).
Step 1: ShiftV into V˜ so that V˜ ∈ A[X]n. This operation can be performed via multiplyingV
by a diagonal matrix D with suitable powers of X on the diagonal.
Step 2: For 1  i  s = (n − 2)d + 1, where d = degX v1, set wi = v˜2 + yi v˜3 + · · · + yn−2i v˜n,
compute ri :=ResX(˜v1, wi) and find α1, . . . , αs ∈ A such that α1r1 + · · · + αsrs = 1 (here we
use Theorem 6 and Gröbner bases techniques [1]).
For 1  i  s, compute fi, gi ∈ A[X] such that fi v˜1 + giwi = ri (use Cramer’s rule).
Step 3: Set
bs :=0,
bs−1 :=αsrsX,
bs−2 :=bs−1 + αs−1rs−1X,
...
b0 :=b1 + α1r1X = X (this follows from the fact that X =∑si=1 αiriX).
Step 4: For 1  i  s, find Bi ∈ SLn(A[X]) such that BiV˜(bi−1) = V˜(bi).
In more details, let γi be the matrix corresponding to the elementary operation L2 → L2 +∑n
j=3 y
j−2
i Lj , that is
γi :=E2,n(yn−2i ) · · ·E2,3(yi).
For 3  j  n, set Fi,j := v˜j (bi−1)−v˜j (bi )bi−1−bi =
v˜j (bi−1)−v˜j (bi )
αi riX
∈ A[X], so that one obtains
v˜j (bi−1) − v˜j (bi) = αiriXFi,j
= αiXFi,j fi(bi−1)˜v1(bi−1) + αiXFi,j gi(bi−1)wi(bi−1)
= σi,j v˜1(bi−1) + τi,jwi(bi−1)
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with
σi,j :=αiXFi,j fi(bi−1), τi,j :=αiXFi,j gi(bi−1) ∈ A[X].
Let i ∈ En(A[X]) be the matrix corresponding to the elementary operations:
Lj → Lj − σi,jL1 − τi,jL2, 3  j  n, that is
i :=
n∏
j=3
Ej,1(−σi,j )Ej,2(−τi,j ).
Set
Bi,2 :=iγi ∈ En(A[X]),
so that we have
Bi,2V˜(bi−1) =
⎛
⎜⎜⎜⎜⎜⎝
v˜1(bi−1)
wi(bi−1)
v˜3(bi)
...
v˜n(bi)
⎞
⎟⎟⎟⎟⎟⎠ .
Following Lemma 8, set
si,1(X, Y, Z) := v˜1(X + YZ) − v˜1(X)
Y
∈ A[X, Y,Z],
si,2(X, Y, Z) := wi(X + YZ) − wi(X)
Y
∈ A[X, Y,Z],
ti,1(X, Y, Z) := fi(X + YZ) − fi(X)
Y
∈ A[X, Y,Z],
ti,2(X, Y, Z) := gi(X + YZ) − gi(X)
Y
∈ A[X, Y,Z],
Ci,1,1 :=1 + si,1(bi−1, ri ,−αiX)fi(bi−1) + ti,2(bi−1, ri ,−αiX)wi(bi−1) ∈ A[X],
Ci,1,2 = si,1(bi−1, ri ,−αiX)gi(bi−1) − ti,2(bi−1, ri ,−αiX)˜v1(bi−1) ∈ A[X],
Ci,2,1 = si,2(bi−1, ri ,−αiX)fi(bi−1) − ti,1(bi−1, ri ,−αiX)wi(bi−1) ∈ A[X],
Ci,2,2 = 1 + si,2(bi−1, ri ,−αiX)gi(bi−1) + ti,1(bi−1, ri ,−αiX)˜v1(bi−1) ∈ A[X],
Ci :=
(
Ci,1,1 Ci,1,2
Ci,2,1 Ci,2,2
)
∈ SL2(A[X]).
Note that
Ci
(
v˜1(bi−1)
wi(bi−1)
)
=
(
v˜1(bi)
wi(bi)
)
.
Set
Bi,1 :=γ−1i
(
Ci 0
0 In−2
)
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with
γ−1i = E2,3(−yi) · · ·E2,n(−yn−2i ).
Set
Bi :=Bi,1Bi,2 ∈ SLn(A[X]),
so that BiV˜(bi−1) = V˜(bi).
Step 5: B :=Bs · · ·B1 and G :=BD.
Proposition 9 (Complexity bounds, 1). The matrixB is the product of at most (n − 2)d + 1 matri-
ces in SL2(A[X]) and 4[(n − 2)d + 1](n − 2) = O(n2d) elementary matrices in Mn(A[X]).
Moreover, degB is bounded by ndO(k) and the sequential complexity of this algorithm amounts
to O(n4d) arithmetic operations in A on elements of degree bounded by ndO(k).
Proof
In Step 1: deg v˜i  d .
In Step 2: degwi  d , deg ri  d2, deg(αiri)  dO(k), deg fi  dO(k) and deg gi  d.
In Step 3: deg bi  dO(k).
In Step 4: degBi  dO(k).
In Step 5: degG  ndO(k).
It is immediate that Bi,2 ∈ En(A[X]) is the product of 3(n − 2) elementary matrices in
Mn(A[X]), while Bi,1 is the product of one matrix in SL2(A[X]) by (n − 2) elementary matrices.
Thus, B is the product of [(n − 2)d + 1](4(n − 2) + 1) matrices, among them, 4[(n − 2)d +
1](n − 2) are elementary and (n − 2)d + 1 in SL2(A[X]). 
An algorithm for unimodular completion: case of K[X±1 , . . . , X±k ] where K is an infinite
field
Now we give our main algorithm for unimodular completion. It is based on papers [9,10,13,17]
and Theorem 6. In this algorithm, K will denote an infinite field (e.g. Char K = 0), with an infinite
sequence of pairwise distinct elements (yi).
We also use X = (X±11 , . . . , X±1k ) and v˜i (0) = v˜i (Xk = 0).
Input: One column V =V(X) = t(v1(X), . . . , vn(X)) ∈ K[Xn] such that 1 ∈ 〈v1, . . . , vn〉,
with max1in{deg vi} = d (where d  2).
Output: A matrix M in Mn(K[X]), whose determinant is a monomial, such that MV =
t(1, 0, . . . , 0).
Step 1: Make a change of variables so that v1 becomes doubly monic at Xk .
Step 2: Perform the general algorithm with A = K[X±11 , . . . , X±1k−1] and X = Xk . Output the
matrix B such that BV˜ = V˜(0).
Step 3: Output the final matrix
M :=E2,1(−1)E1,2(1 − v˜1(0))E2,1((1 − v˜2(0))(˜v1(0))−1)E3,1(−v˜3(0)(˜v1(0))−1)
· · ·En,1(−v˜n(0)(˜v1(0))−1)BD.
Here D is a diagonal matrix corresponding to the shift step of the general algorithm.
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Note that, contrary to the paper [13], our algorithm for unimodular completion eliminate all
the variables at once and does not use the fact that the base ring is Noetherian.
Proposition 10 (Complexity bounds, 2). The final matrix M is the product of at most (n −
2)d + 1 matrices in SL2(A[X]), 4[(n − 2)d + 1](n − 2) + n + 1 = O(n2d) elementary matrices
in Mn(A[X]), and one diagonal matrix. The sequential complexity of this algorithm amounts to
n4dO(k
2) field operations in K.
Example 11. LetV =
⎛
⎝v1v2
v3
⎞
⎠ =
⎛
⎝yx−2 + 1 + yx−11 + yx−1
−yx + x
⎞
⎠ ∈ Um3(Q[x±1, y±1]).
The first step consists in eliminating x. With the notations of our algorithm, we get
V˜ =
⎛
⎝v˜1v˜2
v˜3
⎞
⎠ =
⎛
⎝x2 + yx + yx + y
−y + 1
⎞
⎠ , d = 2, n = 3, s = 3, y1 = 0, y2 = 1,
y3 = 2, r1 = y, r2 = 1, r3 = 2y2 − 5y + 4, α1 = 0,
α2 = 1, α3 = 0, f1 = 1, g1 = −x, f2 = 1, g2 = 1 − x − y,
f3 = 1, g3 = 2 − x − 2y, w1 = x + y, w2 = x + 1, w3 = x − y + 2,
b3 = 0, b2 = 0, b1 = x, b0 = x, F2,3 = 0, σ2,3 = 0, τ2,3 = 0, 2 = I3,
γ2 =
⎛
⎝1 0 00 1 1
0 0 1
⎞
⎠ , B2,2 = γ2,
B2,1 =
⎛
⎝1 − yx + x −x2 + x2y − 2yx + xy2 0−x 1 − x + x2 + yx −1
0 0 1
⎞
⎠ ,
B= B2 = B2,1B2,2
=
⎛
⎝1 − yx + x −x2 + x2y − 2yx + xy2 −x2 + x2y − 2yx + xy2−x 1 − x + x2 + yx −x + x2 + yx
0 0 1
⎞
⎠ .
Note that BV˜(x, y) = V˜(0, y) =
⎛
⎝ yy
−y + 1
⎞
⎠
.
LettingD =
⎛
⎝x2 0 00 x 0
0 0 x−1
⎞
⎠ be the diagonal matrix corresponding to the shift step, the final
matrix M such that MV = t(1, 0, 0), is
M = E2,1(−1)E1,2(1 − v˜1(0))E2,1((1 − v˜2(0))(˜v1(0))−1)E3,1(−v˜3(0)(˜v1(0))−1)
· · ·En,1(−v˜n(0)(˜v1(0))−1)BD,
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that is
M = E2,1(−1)E1,2(1 − y)E2,1
(
1 − y
y
)
E3,1
(
y − 1
y
)
BD
=
⎛
⎜⎜⎜⎜⎝
−x
2(y − 3y2x + 3yx − y2 + y3x − 1 − x)
y
yx2(−1 + yx − 2x)(
1
y
− 1
)
(−x2 + x3y − x3)
x(5y2x − 3y2x2 − 4y3x + 3yx2 + y3x2 + xy4 − 3yx − x2 − y2 + y)
y
−yx(−3yx + yx2 + y2x − 2x2 − 1 + x)(
1 − 1
y
)
(−x3 + x3y − 2x2y + x2y2)
5y2 − 3y2x − 4y3 + 3yx + y3x + y4 − 3y − x
y
−y(−3y + yx + y2 − 2x + 1)
−2x + xy − 3y + y2 + x
y
+ 2 + 1
x
⎞
⎟⎟⎟⎟⎠
with determinant x2. Thus
M−1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
y + xy + x2
x2
−1 + x + y
x2
−−2y + xy + y
2 − x
x
x + y
x
−y + y2 + 1
xy
1 − y
(y − 1)x −x(y − 1)
2
y
x
⎞
⎟⎟⎟⎟⎟⎟⎠
is a completion of our vectorV to an invertible matrix.
Example 12. Now, letV =
⎛
⎜⎜⎝
yx2 + x
1 + y
−yx + x
xy + 1
⎞
⎟⎟⎠ ∈ Um4(Q[x±1, y±1]).
All the computations have been done with the Computer Algebra System Maple 8. The code of
our algorithm (unimodlaurent) gives the matrix B corresponding to the first step. These results
allow us to find the matrix M such that MV = t(1, 0, 0, 0):
> v :=[y ∗ x∧2 + x, 1 + y, x − x ∗ y, y ∗ x + 1]; B :=unimodlaurent(v, x, y);
2
v = [yx + x, 1 + y, x − xy, xy + 1];
B =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 − 1
2
y2x −xy + 1
2
y2x
1
2
y2x
1
2
y2x
0 1 0 0
0 0 1 0
−1
2
y2x −xy + 1
2
y2x
1
2
y2x 1 + 1
2
y2x
⎞
⎟⎟⎟⎟⎟⎟⎠
;
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M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1
2
−2 + y2x
x
−xy + 1
2
y2x
1
2
y2
1
2
y2x
1
2
(1 + y)(−2 + y2x)
x
1
2
y2x − 1
2
y3x + xy + 1 −1
2
(1 + y)y2 −1
2
(1 + y)y2x
−1
2
(y − 1)(−2 + y2x)
x
1
2
(y − 1)xy(−2 + y) 1
2
y3x − y2x + 2
x
1
2
(y − 1)y2x
−x−1 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
;
det(M) = x−2.
Thus
M−1 =
⎛
⎜⎜⎜⎜⎜⎝
x(xy + 1) −1
2
y(−2 + y)x2 −1
2
x2y2 −1
2
x2y2
1 + y 1 0 0
−(y − 1)x 0 x 0
xy + 1 −1
2
xy(−2 + y) −1
2
y2x 1 − 1
2
y2x
⎞
⎟⎟⎟⎟⎟⎠
is a completion of our vectorV to an invertible matrix.
4. Conclusion
In this paper, a new algorithm for unimodular completion over multivariate Laurent polynomial
rings is presented. The main features of this algorithm is that it does not use the noetherianity,
it works directly over Laurent polynomials without passing to regular polynomial rings, and
it eliminates all the variables at once. Moreover, the simplicity of the algorithm enabled its
implementation together with the computation of complexity bounds.
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