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Abstract
We answer a question of Blair [Discrete Appl. Math. 81 (1998) 133{139] on the computational
complexity of a problem related to the so-called adjacent knapsack problems. We prove that this
problem is DP-hard; hence, the problem is at least as dicult as all problems in NP and at
least as dicult as all problems in coNP. ? 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
An instance of the knapsack problem is specied by a vector a=(a1; : : : ; an), a vector
c=(c1; : : : ; cn), and a number b. All the numbers ai; ci, and b are positive integers.









xi 2f0; 1g for i=1; : : : ; n:
We will shortly write (a; c; b) to denote such an instance. In a recent paper, Blair
[1] introduced the concept of adjacent knapsack instances: Two instances (a; c; b) and
(a0; c0; b0) of the knapsack problem are adjacent if and only if a= a0; c= c0, and jb−
b0j=1.
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Blair [1] derived negative results on the computational complexity of several ques-
tions related to adjacent knapsack instances. He also conjectured that the following
problem is NP-hard:
Blair’s problem
Instance. Positive integer vectors a=(a1; : : : ; an) and c=(c1; : : : ; cn); a positive integer b.
Question. Does there exist an optimal solution xi (i=1; : : : ; n) for the knapsack in-
stance (a; c; b), and does there exist an optimal solution x0i (i=1; : : : ; n) for the knap-
sack instance (a; c; b+ 1), such that fi : xi > 0g \ fi : x0i > 0g 6= ; holds?
The contribution of this short note is a proof for the conjecture of Blair. In fact we
will even prove DP-hardness of Blair’s problem, which is a much stronger statement.
If a problem is DP-hard, then it is at least as dicult as all the problems in NP
and at least as dicult as all the problems in coNP, and unless several complexity
classes collapse, the problem is even more dicult than all problems in NP and coNP
(cf. e.g. the book [2] of Papadimitriou).
2. The complexity result
We will prove DP-hardness of Blair’s problem by reducing the following DP-hard
version of the subset sum problem to it.
Subset-sum=Unsubset-sum
Instance. Positive integers p1; : : : ; pk and q1; : : : ; ql; two positive integers P and Q.
Question. Does there exist a submultiset of the numbers p1; : : : ; pk that sums up to
P, and does every submultiset of the numbers in q1; : : : ; ql sum up to a value distinct
from Q?
The problem Subset-sum=Unsubset-sum is DP-hard (cf. Section 17 in Papadimitriou’s
book [2]). The rst part of the problem which is centered around the pi’s captures
the whole diculty of the complexity class NP, and the second part which is centered
around the qj’s captures the diculty of the complexity class coNP.
We start from an arbitrary instance of Subset-sum=Unsubset-sum, and we will con-
struct from it a corresponding instance of Blair’s problem. To simplify the presentation,
we introduce the two statements (P0) and (Q0):
(P0) There exists a submultiset of the numbers p1; p2; : : : ; pk that sums up to P.
(Q0) There exists a submultiset of the numbers q1; q2; : : : ; ql that sums up to Q.
Without loss of generality we assume that P<
Pk










qj and T =4S + 4P + 1: (1)
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Now consider the following multiset X of k + l+ 5 numbers:
X = f2(T + 1); 4S(T + 1); 4(T + 1)p1; 4(T + 1)p2; : : : ; 4(T + 1)pk;
(T + 2)(T − 3Q); 3(T + 2)q1; 3(T + 2)q2; : : : ; 3(T + 2)ql;
2T; (T + 1)2g: (2)
Note that the numbers in the rst line are all divisible by T + 1, but not by T + 2,
and that the numbers in the second line are divisible by T + 2, but not by T + 1. As
a consequence, no number in X appears in two dierent lines in Eq. (2).
For a submultiset Y of X , we dene non-negative integers Y and Y , such that
Y (T + 1) is the sum of all multiples of T + 1 in Y , and Y (T + 2) is the sum of all
multiples of T + 2 in Y . Lemmas 2.1{2.4 collect some simple observations on certain
submultisets of X .
Lemma 2.1. Let Y be a submultiset of X whose elements sum up to T 2 + 2T + 1.
Then either Y = fT 2+2T +1g or Y = f2(T +1); 4S(T +1)g[f4(T +1)pi: i2 Ig holds
for an appropriate set I of indices. In the latter case; statement (P0) holds.
Proof. Let Y be a submultiset of X whose elements sum up to T 2 + 2T + 1. If
T 2 + 2T + 12Y , then Y = fT 2 + 2T + 1g and the claim holds true. Hence, from now
on we assume that T 2+2T +1 62Y . First suppose that 2T 2Y . This yields the equation
Y (T + 1) + Y (T + 2)=T 2 + 1 with 06 Y ; Y <T and Y + Y <T . By working
modulo T , one gets that T divides Y + 2Y − 1 and consequently (a) Y + 2Y =1
or (b) Y +2Y =T +1. Case (a) clearly is infeasible. In case (b), we get Y =T − 3
and Y =2; since all multiples of T +2 in X are greater or equal to 3(T +2) (cf. the
second line in the denition of X in Eq. (2)), also this case is infeasible. Summarizing,
Y cannot contain the element 2T .
Since 2T 62Y , we have Y (T + 1) + Y (T + 2)=T 2 + 2T + 1= (T + 1)2 and
06 Y ; Y 6T +1. By working modulo T +1, it can be shown that the only feasible
solution of this equation is Y =T + 1 and Y =0. Hence, all elements in Y are mul-
tiples of T + 1. It is routine to verify that then Y must contain the elements 2(T + 1)
and 4S(T +1). Thus, Y indeed is of the desired form. Finally, if Y = f2(T +1); 4S(T
+1)g[f4(T +1)pi: i2 Ig holds, then
P
i2 I pi=P. Hence, statement (P0) holds.
Lemma 2.2. Let Y be a submultiset of X whose elements sum up to T 2 + 2T . Then
for an appropriate set J of indices; Y = f(T + 2)(T − 3Q)g [ f3(T + 2)qj: j2 Jg.
Moreover; in this case statement (Q0) holds.
Proof. Suppose that 2T 2Y . Then Y (T + 1) + Y (T + 2)=T 2 and 06 Y ; Y <T .
By working modulo T , one concludes that T divides Y + 2Y and consequently Y
+2Y =T . From this one computes Y =T − 2 and Y =1. However, all multiples of
T +2 in X are greater or equal to 3(T +2). Hence, Y =1 cannot hold and Y cannot
contain 2T .
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Since 2T 62Y , we have Y (T + 1) + Y (T + 2)=T 2 + 2T and 06 Y ; Y 6T . By
working modulo T + 2, we get Y =0 and Y =T . It can be argued that then Y must
be of the desired form. Finally, we observe that
P
j2 J qj =Q and that statement (Q0)
holds.
Lemma 2.3. If (P0) holds; there exists a set I of indices such that
P
i2 I pi=P.
(i) Then the elements of f2(T + 1); 4S(T + 1)g [ f4(T + 1)pi: i2 Ig sum up to
T 2 + 2T + 1; and
(ii) the elements of f2T; 4S(T + 1)g [ f4(T + 1)pi: i2 Ig sum up to T 2 + 2T − 1.
Lemma 2.4. If (Q0) holds; there exists a set J of indices such that
P
j2 J qj =Q.
Then the elements of f(T + 2)(T − 3Q)g [ f3(T + 2)qj: j2 Jg sum up to T 2 + 2T .
We dene two adjacent instances (a; c; b) and (a; c; b+1) of the knapsack problem:
Vector a consists of the k + l + 5 numbers in the multiset X , and vector c is equal
to vector a. Moreover, b=T 2 + 2T . With this, the goal in instance (a; c; b) is to nd
a submultiset of the numbers in X with the largest possible sum 6T 2 + 2T , and the
goal in instance (a; c; b + 1) is to nd a submultiset of the numbers in X with the
largest possible sum 6T 2 + 2T + 1. We will now discuss three cases that depend on
whether statements (P0) and (Q0) do hold or do not hold.
Case I: Assume that statement (P0) does not hold. Then by Lemma 2.1, instance
(a; c; b + 1) has a unique optimal solution where the variable xi that corresponds to
the entry T 2 + 2T + 1 in X is set to 1, and all other variables are set to 0. Since in
any feasible solution for instance (a; c; b) this variable xi cannot be set to 1, Blair’s
problem has the answer NO.
Case II: Assume that the statements (P0) and (Q0) both are true. Then by Lemmas
2.3(i) and 2.4, the optimal objective value of instance (a; c; b + 1) is b + 1, and
the optimal objective value of instance (a; c; b) is b. By Lemma 2.1, in any optimal
solution of instance (a; c; b+1) only those variables xi can be set to 1 that correspond
to elements of X that are listed in the rst or in third line of (2). By Lemma 2.2, in
any optimal solution of instance (a; c; b) only those variables xi can be set to 1 that
correspond to elements of X that are listed in the second line of (2). Hence, also in
this case Blair’s problem has the answer NO.
Case III: Assume that statement (P0) holds and that statement (Q0) does not hold.
Then by Lemma 2.3(i), the optimal objective value of instance (a; c; b + 1) is b + 1.
By Lemma 2.2 the optimal objective value of instance (a; c; b) is strictly less than
b, and by Lemma 2.3(ii) it is at least b − 1. Hence, the optimal objective value of
instance (a; c; b) equals b−1. With this, we conclude from Lemma 2.3 that the answer
to Blair’s problem is YES.
Summarizing, the constructed instance of Blair’s problem has answer YES if and
only if (P0) is true and (Q0) is false, and the latter statements hold if and only if the
instance of Subset-sum=Unsubset-sum has answer YES.
Theorem 2.5. Blair’s problem is DP-hard.
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