The Operator Splitting method is applied to differential equations occurring as mathematical models in financial models. This paper provides various operator splitting methods to obtain an effective and accurate solution to the Black-Scholes equation with appropriate boundary conditions for a European option pricing problem. Finally brief comparisons of option prices are given by different models.
Introduction
Finance is one of the most rapidly changing and fastest growing areas in the corporate business world. Because of this rapid change, modern financial instruments have become extremely complex. New mathematical models are essential to implement and price these new financial instruments. The world of corporate finance once managed by business students is now controlled by mathematicians and computer scientists. In the early 1970's, Merton [1, 2] and Black and Merton [3] , made an important breakthrough in the pricing of complex financial instruments by developing what has become known as the Black-Scholes model. Originally, their models are formulated in terms of stochastic differential equations. Under certain restrictive assumptions, these models are written as linear evolutionary partial differential equations with variable coefficients. The Black-Scholes model displayed the importance that mathematics plays in the field of finance. It also led to the growth and success of the new field of mathematical finance or financial engineering [4] [5] [6] [7] [8] [9] [10] .
In this paper, first, we will give the derivation of the Black-Scholes partial differential equation [4] once more to refresh the minds and ultimately solve the equation for a European call option with the variants of Operator Splitting method.
Derivation of the Black-Scholes Equation and Its Similarity Solution
In this section, the price of a derivative security   ; V S t is re-derived [4] . We let the option   ; V S t whose value depends only on and t , and the option S   ; V S t be, at least, twice differentiable in and differentiable in . It is not necessary at this stage to specify whether S t   ; V S t is a call or a put option. In fact, can be the value of a whole portfolio of different options although for simplicity the reader can think of a simple call or put. 
This gives the random walk followed by   ; V S t . Now suppose that at time the asset price is which obeys to stochastic differential equation
where  is a number called volatility and  is a measure of the average rate of growth of the asset price, also known as the drift. Plugging (2) into (1) for , we have dS
and this simplifies to
Now set up a portfolio long one option, V, and short an
Note from above that this portfolio is hedged. The value of this portfolio, , is π
The change, , in the value of this portfolio over a small time interval is given by
Now plugging (3) and stochastic differential equation into (5) for and we get dV dS
This simplifies to
It is important to note that this portfolio is completely riskless because it does not contain the random Brownian motion term. Since this portfolio contains no risk it must earn the same as other short-term risk-free securities. If it earned more than this, arbitrageurs could make a profit by shorting the riskfree securities and using the proceeds to buy this portfolio. If the portfolio earned less arbitrageurs could make a riskless profit by shorting the portfolio and buying the risk-free securities. It follows for a riskless portfolio that dπ πd r t 
where is the risk free interest rate. Substituting for and from (6) and (3) yields
This is the Black-Sholes partial differential equation and is parabolic type equation as in many financial problems. Furthermore, (10) is called backward parabolic equation since the signs of particular derivatives are the same, namely, they appear on the same side of the equation.
With its extensions and variants, it plays the major role in the option pricing theory. By deriving the partial differential equation for a quantity, such as option price, we hope to be able to find an expression for this value by solving this equation. However a partial equation on its own generally has many solutions. The value of an option should be unique (otherwise, arbitrage possibilities would arise) and so, to pin down the solution, we must also impose boundary conditions. A boundary condition specifies the behavior of the required solution at some part of the solution domain. For the moment we restrict our attention to a European call with value denoted by   ; C S t with exercise price and expiry date . E T
Boundary and Final Conditions
Having derived the 
S E
 the option will not be exercised and it will expire worthless. At t T  , the value of the option is known for certain to be the payoff
This is the final condition for our differential equation. In order to find boundary conditions we consider the value of C when 0 S  and as : If S   0 S  then it is easy to see from stochastic differential equation that dS 0  , and therefore, will never change. If at expiry S 0 S  then from (10) the payoff must be 0. Consequently, when 0 S  we have
Now when it becomes more and more likely the option will be exercised and the payoff will be S  
 . The exercise price becomes less and less important as , so the value of the option is equivalent to
Similarity Solution
It may occasionally occur that the solution   ; C S t of a partial differential equation, together with its initial and boundary conditions, depends only on one special combination of the two independent variables. In such cases, the problem can be reduced to an ordinary differential equation in which this combination is the independent variable. The solution to this ordinary differential equation is called a similarity solution to the original equation. In [7] ; Wilmot et al. have given the similarity solution of the Black-Scholes equation for a European call option (see pages 97-100). The mathematical reasons for the existence of this reduction are subtle and outside of the scope of this paper, although the numerical calculations of the solution given on the Table 1 which, we think, necessary for comparison of our numerical results.
The Mathematical Foundation of Operator Splitting
In numerous applications in the past revealed that a mixing of the various terms in the equations for the discretization and solver methods made it difficult to solve them together. To overcome this drawback, in 60's or early 70's so called the decomposition methods or splitting methods have been introduced [11] . The main idea of these methods is to decouple a complex equation in various simpler equations and to solve the simpler equations with adapted discretization and solver methods. In general, the simpler parts are collected via the initial conditions the results are coupled together. This decoupling procedure allows us to solve a few simpler systems instead of the whole one [11] [12] [13] [14] .
In this study, we apply operator splitting and the point in operator splitting is the replacement of the original model with one in which appropriately chosen groups of the sub processes, described by the model, take place successively in time. To illustrate the idea, let S denote some normed space and consider the initial value problem
where
is the unknown function, and A is an operator of type . Assume that the operator A can be decomposed into a sum of two simpler operators, for example, as A 1 and A 2 . Then defining the splitting step by S  , where T n n     , is given, we consider the sequence of initial value problems of the form
for k = 1, 2, ···, n, where 0 . This procedure is called sequential splitting and can directly be extended to more than two sub operators in a natural way.
Obviously, the alteration of the original problems with the subproblems generally results in some error so called local splitting error. The local splitting error, n , of the sequential operator-splitting method can be given as follows:
where splitting time step, n  , is defined by   
The Operator Splitting of the Black-Scholes Equation and Its Numerical Solution
Splitting methods are important for partial differential equations, because of reducing computational time to solve the equations and accelerating the solver process, see [11] . Based on the splitting launched in Section 3, we have split the Black-Scholes equation given in (10) as follow:
Next, we discuss our underlying time-and space-discretization approach for our coupled system of BlackSholes equation given in 17(a-b). Often decoupling methods are applied after discretizing time and space variables. Here, the balance between the time and space discretization methods is important. So, the spatiotemporal schemes can be balanced in implicit-explicit discretization methods. The decoupling in time and space has the advantage of more efficiency and acceleration [11] .
Finite-Difference Approximation
Finite-difference methods are one of the resources of obtaining numerical solutions to partial differential equations and linear complimentary problems. They constitute a very powerful and flexible technique, and, if they applied appropriately, competent of producing accurate numerical solutions to all of the model problems arising in both the physical and financial sciences.
The underlying idea behind finite-difference methods is to replace the partial derivatives occurring in partial differential equations by approximations based on Taylor's series expansions of functions near the point or points of interest. For example, a partial derivative u t   may be defined to be the limiting difference
If instead of taking the limit , we regard as small but nonzero, hence, we obtain the approximation
This is called a finite-difference approximation or a finite difference of u t   because; it involves small but not infinitesimal, differences of the dependent variable . Furthermore, higher order derivatives can be derived in a similar manner. To continue with the finite difference approximation, we divide the x-axis into equally spaced nodes a distance u δx h  apart, and t-axis into equally spaced nodes a distance apart. This di-
plane into a mesh, where the mesh points have the form . In our case, the grid is made up of the points at asset values and times for the convenience.
Balancing of time and spatial discretization here additional balancing is taken into account, and we proposed the Theta methods.
The following theorem, addresses the delicate situation of time and spatial steps and the fact of reducing the theoretical promised order of the scheme:
Theta Method
Detaining our attention to values of at mesh points, and using appropriate finite-difference for the derivatives in (17a) Theta method reads: 
Detaining our attention to values of U at mesh points, and using appropriate finite-difference for the derivatives in (17b) Theta method reads:
For readers familiar with Theta method or so called weighted average approximation reduces to:
1) The Explicit Finite Difference Method when we take 1
2) The Implicit Finite Difference Method when we take 0   .
3) The Crank-Nicolson method when we take 1 2
 
. Now we will make numerical calculations for each method for the cases 1), 2) and 3) to show the applicability and efficiency of each case for Black-Sholes call option model. 
1) Explicit Finite Difference Method
Equation (24) 
To solve, (27), we take the solution of the first split equation as an initial condition for second split equation, i.e.,
and calculate easily, which is the option value of one time step before expiry. Using these values we can work step by step back down the grid as far as we required. Table 1 ) shows that obtained results are well-matched with exact ones except for lower strike prices, 110 and 120 as in the case 1).
3) Crank-Nicolson Method
The Crank-Nicolson method for Black-Sholes equation is attained when we take 1 2   in (18). Table 3 shows the calculated call option values of Black-Sholes equation with the Crank-Nicolson method. The comparison with exact solutions (see Table 1 ) shows that obtained results are well-matched with exact ones except for lower strike prices, 110 and 120 as in the cases 1) and 2). The calculation may be done in similar manner as in cases 1) and 2) by using the Crank-Nicolson solver frequently used for solving the linear systems.
Weighted Operator Splitting Method (WOSM)
A more general finite-difference approximation to split 
This approximation may be called as Weighted Operator Splitting Method (WOSM) and we think it is useful for practical consideration for unstable equations. Next we will consider this approximation for the Crank-Nicholson case in the following. Letting 1 2
 
in Equations (28) and (29) where
is the weighting factor which is determined by trial and error, gives the results shows in Table 4 .
To arbitrate the accuracy of our results given in Tables 
Conclusions
In this paper, Black-Scholes equation is solved as a call option problem by variants of splitting method numerically. The comparison of the results obtained by various splitting methods (see Tables 2-5) shows that obtained results are well-matched and the diversity among the numerical values are negligible. This may be considered as the splitting method applied to call option problem is consistent. Our calculations, to some extent, for certain values differ from the values obtained by the similarity solution given in Table 1 . We think that the dissimilarity is practically expected and is due to the fundamental nature of the similarity solution. Because, notice that, the similarity solution contains only one parameter, instead of the four parameters and r in the original statement of the problem. The only vital factor control- r  , which is the only dimensionless parameter in the problem. The effect of all other factors is simply brought in by a straightforward arithmetical calculation. On the other hand, the similarity solution technique is rarely successful in solving a com- plete boundary value problems, because it requires such special symmetries in the equation and initial and boundary conditions. Therefore, we can not be confident that the effects we have neglected in making the approximation in both, i.e. splitting method and similarity solution are genuinely unimportant.
