This paper presents a fast adaptive time-frequency analysis method for dealing with the signals consisting of stationary components and transients, which are encountered very often in practice. It is developed based on the short-time Fourier transform but the window bandwidth varies along frequency adaptively. The method therefore behaves more like an adaptive continuous wavelet transform. We use B-splines as the window functions, which have near optimal time-frequency localization, and derive a fast algorithm for adaptive time-frequency representation. The method is applied to the analysis of vibration signals collected from rotating machines with incipient localized defects. The results show that it performs obviously better than the short-time Fourier transform, continuous wavelet transform, and several other most studied time-frequency analysis techniques for the given task. †
INTRODUCTION
Signals consisting of stationary components plus transients are encountered very often in practice. A typical example is the vibration signals generated in rotating machinery with localized defects. Spectral analysis is excellent for dealing with the stationary components but ineffective for the transients. In the effort to overcome this problem, the application of time-frequency analysis (TFA) especially the short-time Fourier transform (STFT), continuous wavelet transform (CWT), Wigner-Ville distribution and several of its extensions (Cohen's class) has received significant success, e.g. [1] [2] [3] [4] [5] [6] . This has made TFA an indispensable tool in vibration analysis.
However, the traditional TFA techniques have their own limitations. The STFT suffers from the tradeoff between the time and frequency resolution and cannot properly represent the stationary and transient components simultaneously. This is improved in the CWT. However, the constant-Q nature of the CWT makes it ineffective to deal with simultaneously the two types of components if the frequency extent of the transients is not always higher than that of the stationary components. Such a situation happens very often, for example, in gearbox vibration. The Wigner-Ville distribution has high time-frequency resolution but the cross-term interference often obscures the pattern of the representation. By using smoothing kernels, its extensions such as Choi-Williams distribution can suppress the cross terms effectively. Unfortunately, the time-frequency resolution is reduced at the same time. In general, the methods that use fixed windows, fixed kernels, and wavelets with a fixed way of scale variation such as the way of constant-Q, cannot always perform well for all the cases of the above mentioned type of signals.
Owing to the restriction of Heisenberg's uncertainty principle [7] , it is theoretically impossible for a time-frequency representation to have arbitrarily high time and frequency resolution simultaneously. A promising way to improve the performance of TFA is to balance the time resolution and the frequency resolution adaptively according to the local time-frequency composition of the analyzed signal. For the signal type mentioned above, this means to adaptively allot a high frequency resolution to the stationary components while a high time resolution to the transients. This is the basic approach of the present research.
In recent years, several fundamental approaches of adaptive TFA have been developed (see [8] [9] [10] [11] for example). The present research is based on the work by Jones and Park [8] and its extension by Jones and Baraniuk [11] with the aim of developing a more effective and efficient method for processing the above-mentioned type of signals. The method developed by Jones and Park [8] resembles the STFT but optimizes the window length and chirp rate at every time-frequency location to maximize the concentration of the locally dominant components. This method performs much better than the traditional TFA techniques mentioned previously but is computationally very expensive. Jones and Baraniuk's work [11] improves the computation efficiency considerably by optimizing only one parameter. In the case of adaptive STFT, their method varies the window length along time to maximize the concentration within a local time duration. This is very suitable to analysis of signals that have significant changes along time. However, for the signals mentioned earlier, if the transients are small, e.g., the vibration generated by incipient localized failures, the obtained time-frequency representation will be dominated by the relatively large stationary components and therefore cannot properly characterize the transients. Using the same scheme, Jones and Baraniuk [11] also proposed an adaptive CWT by adaptively varying either the modulation or the variance parameters of the Morlet wavelet. It can perform better than the constant-Q CWT but the obtained wavelet does not always satisfy the wavelet admissibility condition. This makes it troublesome if signal reconstruction is needed.
The method presented in this paper is derived from the STFT. It also uses the idea of maximizing the local concentration introduced in [8, 11] but varies the bandwidth of the window along frequency. The method therefore behaves essentially more like an 'adaptive CWT' and is more suitable for processing the above-mentioned signals. Particularly, we use the B-spline functions [12] [13] [14] as the windows, which possess near optimal time-frequency localization and nice computational properties. This enables us to develop a fast recursive algorithm almost without loss of the excellent time-frequency resolution provided by Gaussian windows. The multiplication operation cost of this method is only slightly more than that of the standard STFT with a fixed window. We apply the proposed method to analyze a simulated signal and vibration data generated from a gearbox and a ball bearing and compare the performance with that of Jones and Baraniuk's adaptive STFT [11] and several TFA techniques that are most studied in vibration analysis. The results show that the proposed method works obviously better than all these methods for the given problems.
The paper is organized as follows: The next section formulates the problem of the window bandwidth optimization. Then, in Section 3, the fast adaptive TFA algorithm is described. Section 4 applies the proposed method to process the simulated and machinery vibration signals, followed by conclusion in Section 5.
FORMULATION OF WINDOW BANDWIDTH OPTIMIZATION
We start with the definition of the STFT. For a discrete-time signal x(k), its STFT is defined by [15] 
where w(k) denotes the discretized window function, ω j = 2πj/N , j = 0, 1, ..., N − 1, and N is the number of frequency bins. Equation (1) can be rewritten as the following convolution form
It indicates that the STFT at a specific frequency ω j can be viewed as the output of a filtering operation with the window w(k) being the filter impulse response. The input is the product x(k)e −iω j k , which is the modulation of x(k) up to frequency ω j . The basis of our method rests on Equation (2) . We optimize the window bandwidth, which is equivalent to optimization of the window length, at each frequency ω j to maximize the local concentration in a narrow strip centered at ω j and parallel to the time axis of the time-frequency plane. Maximizing the concentration minimizes the overlap among different signal components in the time-frequency plane. This will then facilitate the interpretation of the signal.
The reason that our method is suitable for dealing with the signals composed of stationary components and transients is as follows. In the local concentration maximization approach, the optimization of the parameters, e.g., the window length, is governed by the locally dominant components. If the local region where the local concentration is maximized contains both the stationary components and transients and if the latter are small, the algorithm will not assign a short window for the transients. In many vibration signals of the mentioned type, the transient and stationary components can appear in the same time duration but different frequency bands. This means that although the transients are small, they could be dominant in their own frequency bands. The proposed method performs the maximization in different bands and therefore could assign a proper window for both the stationary and the transient components.
Equation (2) has the following equivalent form
Note that the term w(k)e iω j k is a modulated localized function. If we do not consider the phase factor e −iω j k , which does not affect the magnitude of X(k, ω j ), the proposed method can be viewed as an adaptive representation that behaves like an 'adaptive CWT' with the 'wavelet' bandwidth varying adaptively and the 'wavelet' modulation frequency varying linearly along the frequency axis. Because of the adaptivity, it can better represent signals that have different composition in different frequency bands than the constant-Q CWT. The latter, in fact, works well only for signals whose composition also has a constant-Q nature.
To evaluate the local concentration, we use the measure introduced in [8, 11] but modify it for the present requirement. Let X l (k, ω i ) be the STFT obtained using a specific fixed window of length l. We define the local concentration measure as
where v(ω i − ω j ) is a localization weighting function centered at ω j . The support of v(ω i − ω j ) determines the frequency band, i.e., the size of the above-mentioned narrow strip in the frequency direction of the time-frequency plane. The length of the strip, which is in the time direction, is equal to the signal length. The local concentration C(ω j , l) for ω j is evaluated over this strip, including not only the STFT values at ω j but also the STFT values at other frequencies in the strip. The localization weighting function can be chosen as a discretized truncated Gaussian, which will give more weights to the STFT values at the central frequencies of the strip in the evaluation of C(ω j , l). However, while a Gaussian weighting function is theoretically more reasonable, many of our application examples showed that a discretized rectangle is good enough. Therefore, for simplicity, in all the application examples in Section 4, we use discretized rectangles as the weighting functions. In such a case, the STFT values at all the frequencies in the strip have an identical weight in the computation of
To analyze the composition of a signal, it is generally desirable that the time-frequency representations of different signal components should have as little overlap as possible. In other words, the energy of each signal component should be represented most concentratively in the time-frequency plane. The measure defined in Equation (4) provides a way to evaluate the degree of the concentration. It is similar to the kurtosis for sharpness or peakedness evaluation in statistical data analysis except that the mean of the data (here the STFT values) is not subtracted. Note that the denominator in Equation (4) is the squared energy of the weighted STFT values in the strip determined by the support of v(ω i − ω j ). When computing the local concentration, the denominator thus plays a role to normalize the data in the strip into unit energy. With this normalization factor, Equation (4) will represent the energy concentration of the data in the strip. For more details about such types of measures, the reader is referred to [8] and the references therein.
In numerical implementation, Equation (4) can be computed efficiently. Suppose that the
Then, Equation (4) can be simplified as
Note that |v(ω i − ω j )| 4 and |v(ω i − ω j )| 2 are applied to the one-dimensional functions of ω i produced from the summation
is obtained thus is not significant. In the application examples in Section 4, we choose v to be discretized rectangles, for which the computation cost is even lower. In summary, we define the optimal window length at frequency ω j as
We will present the method for solving this optimization problem in the next section.
THE FAST ALGORITHM 3.1. THE BASIC APPROACH
Finding the optimal solution to the problem of Equation (6) requires computation of the local concentration C(ω j , l) at densely sampled values of l. This could be computationally very expensive but may not have significant practical value. In fact, in some applications such as signal recognition for machinery fault diagnosis, selection from sparsely sampled values of l could produce an adaptive representation that is good enough for the requirement of the applications. In the proposed method, we select the window length from a sequence of values that increase dyadically, i.e.,
Such a sequence has relatively dense samples of window length for short windows while relatively dense samples of window bandwidth for long windows. It is therefore very suitable for representing signals composed of transients and stationary components.
We start with computation of the STFT of the initial window (with length l 0 ) using the standard FFT-based method [15] . Then, at each frequency ω j , we compute the STFT values within the support of the weighting function v(ω i − ω j ) for each window length
the STFT values at ω j that correspond to the maximum local concentration are picked up as the values of our adaptive time-frequency representation at ω j . After this is done for all the frequencies, we will obtain a time-frequency representation whose window bandwidth varies adaptively along frequency.
The above procedure involves computation of a number of fixed-window STFTs with different window lengths. How to reduce the computation cost is of particular concern. By using B-splines as the windows, we develop a fast recursive algorithm whose multiplication cost is only slightly more than once that of a fixed-window STFT. In the following, we first give a brief description of B-splines and then present the algorithm in detail.
B-SPLINES
A B-spline [12] [13] [14] is a piecewise polynomial. Denote by β n (t) the continuous B-spline of order n. It can be generated by repeated n + 1 convolution of a B-spline of order zero, that is,
where β 0 (t) is the pulse function with support [0, 1]. As an example, for the cubic B-spline (n = 3), after centralization, we have the following closed-form expression
The discrete sampled B-spline of order n and integer scale m ≥ 1 is obtained by enlarging β n (t) by the factor m and sampling at integers, i.e.,
A property of B-splines is that they converge to Gaussian as the order of the B-spline approaches infinity [14] . More specifically, for the centralized B-splines, we have the following approximation relation
B-splines therefore can be used as a window function, which has near optimal time-frequency localization. In fact, the product of the time duration and frequency bandwidth of the cubic B-spline is already within 2 percent of the limit specified by Heisenburg's uncertainty principle. A graphical comparison between the Gaussian function and the centralized cubic B-spline is shown in Fig. 1 . Another property of interest is that B-splines are m-refinable. For the discrete sampled Bsplines, this property states that
where
, the sampled pulse of width m. Equation (11) indicates that the B-spline of a larger scale m can be represented as the linear combination of the B-splines of scale 1.
THE ALGORITHM
Our algorithm is based on the m-refinable property of B-splines. We compute the STFT of a short initial window (small scale) using the FFT-based method [15] . The STFTs of longer windows (larger scales) are then computed recursively as follows.
Using the z-transform, it can be easily shown from Equation (11) that the discrete sampled B-spline of scale 2m has the following relationship with the discrete sampled B-spline of scale m
Let w 2m (k) and w m (k) be the window functions obtained by normalizing b n 2m (k) and b n m (k) respectively. Then, corresponding to Equation (12) , w 2m (k) is related to w m (k) by
If we insert Equation (13) into the z-transform expression of Equation (2) with the window w(k) replaced by w 2m (k) and w m (k) respectively, we can obtain immediately the following recursive formula
where {ZX 2m,ω j }(z) and {ZX m,ω j }(z) are the z-transforms of the STFT value sequences at ω j with the normalized B-spline windows w 2m (k) and w m (k) respectively. The corresponding formula in the discrete time domain is
In Equation (15), for each fixed
with A is essentially the addition of X m (k, ω j ) and X m (k+m, ω j ). This generates a new sequence in k. Its convolution with the next A in Equation (15) is addition operations in the same way. For the cubic B-spline window, this process is repeated 4 times. To obtain the sequence X 2m (k, ω j ), the major computation cost for each point k therefore is only 4 times complex number additions. This is much faster than the standard FFT-based and filter bank method [15] . From Equation (4), the factor 1/(2 n √ 2) in Equation (15) does not affect the local concentration and therefore can be processed after the best window is selected. This is only a small computation cost.
Using the above recursive computation, we can obtain the STFT values at a specific frequency. This is beneficial for saving memory space which is of concern due to the involvement of multiple STFTs with different fixed windows. Suppose that the extent of the weighting function in Equation (5) is ±D. Then, to compute the local concentration of the strip centered at ω j , we need only to store the full STFT of the initial window and the STFT values within the frequency interval [ω j−D , ω j+D ] for the longer windows. For the next central frequency ω j+1 , the interval is updated to [ω j−D+1 , ω j+D+1 ] and we need only to compute and add in the STFT values of the longer windows at ω j+D+1 and to delete the values at ω j−D . Since the extent of the weighting function is much less than the number of the frequency bins of the STFT, the memory space required in this process is much smaller than that required for computation of the full STFTs with different fixed windows.
The window length sequence selected in the above way can be viewed as a function of frequency. It is discontinuous at the frequencies where the window length changes. While a smoothed window length sequence may better approach the optimal solution of Equation (6), the discontinuity, as can be seen from the next section, actually has little influence for the analysis of signals composed of stationary components and transients. The adaptive time-frequency representation obtained in the above way therefore is directly used in our applications. However, if interested, a new adaptive time-frequency representation with smooth window length changes can still be generated based on the discontinuous window length sequence. To do this, one can first smooth the discontinuous window length sequence by applying a low-pass filter, e.g., a
Gaussian. The new adaptive representation can then be generated using the smoothed window length sequence.
Note that the window length in the smoothed sequence can be an arbitrary value. To obtain the adaptive time-frequency representation corresponding to this window length sequence, one can no longer use the above recursive algorithm but can use the filter bank STFT computation approach [15] , which is based on Equation (2) . Differing from the FFT-based approach as defined in Equation (1), the filter bank approach allows computation of the STFT values at a specific frequency. We can therefore obtain the adaptive time-frequency representation by computing the STFT values at each frequency using the corresponding window in the smoothed sequence. More specifically, let w j be the window of the smoothed length at frequency ω j . Using the filter bank approach, we first compute the modulation of the signal up to ω j and then the convolution with w j . This will produce the values of the adaptive time-frequency representation at ω j . Repeating this for all the frequencies will generate the desired adaptive time-frequency representation with smooth window length changes. Note that w j can have an arbitrary length. When the cubic B-spline is chosen as the window, the window with an arbitrary length l (l > 0) can be obtained by scaling and normalizing the B-spline function β 3 (t) of Equation (8) with factor l.
In summary, we have two choices in using the proposed method. For most signals composed of stationary components and transients, it may be sufficient to use only the recursive procedure described previously to obtain an adaptive time-frequency representation with discontinuous window length changes along the frequency axis. The second choice is to further smooth the window length sequence obtained with the recursive algorithm and then to generate an adaptive time-frequency representation with smooth window length changes using the filter bank STFT computation method. The major multiplication computation in the first case is that in computing the STFT of the initial window using the FFT-based approach. The additional computation in the second case is mainly the computation of the STFT values at different frequencies with different window lengths using the filter bank approach. The cost of this computation is at the same order of computing the STFT for a fixed window using the filter bank approach. For both cases, the computation is sufficiently fast for most applications.
The proposed adaptive time-frequency decomposition allows fast signal reconstruction if the window length sequence is not smoothed. Suppose that after certain post-processing, e.g., thresholding, the time-frequency representation X(k, ω j ) is changed to Y (k, ω j ). Our basic approach to reconstruct the signal from Y (k, ω j ) is first to convert Y (k, ω j ) to another representation Z(k, ω j ) so that at every frequency ω j , Z(k, ω j ) corresponds to the window with the largest length selected during the decomposition. Again, we use Equation (15) and the recursive procedure to perform the conversion. Then, we employ the standard reconstruction method used for fixed-window STFT [15] to estimate the signal. The reconstruction could be useful in time-varying filtering for applications such as signal denoising and feature detection. We will elaborate this topic elsewhere.
APPLICATION EXAMPLES
This section presents several application examples of the proposed method. We will compare its performance with that of the standard STFT, continuous wavelet transform with Morlet wavelet, Wigner-Ville distribution, Choi-Williams distribution [7] and cone-shaped kernel distribution [7] . These methods are among the most studied time-frequency analysis techniques in vibration analysis. We will also compare with the performance of Jones and Baraniuk's adaptive STFT [11] , which, as mentioned in Section 1, varies the window length adaptively along time. In all the analyses with the proposed method, the cubic B-spline will be used as the window function.
A SIMULATED EXAMPLE
In the first example, we analyze a simulated signal that is composed of two harmonics and two modulated Gaussians spaced closely in frequency and time respectively. Our purpose is to investigate the capability of the proposed method in resolving different signal components. The signal is defined as
where N =512 is the length of the signal. Fig. 2 shows its waveform and Fourier transform, where A and B represent the two types of components in time, and A and B , the corresponding spectrum in frequency. For understanding the signal composition, the harmonics should be represented as either an amplitude-modulated sinusoid or two separated harmonics. Both of them require a high representation resolution in frequency.
The time-frequency representations of the above signal obtained using different methods are presented in Fig. 3 . As can be seen from Fig. 3 (a) , the STFT with a short window cannot properly represent the harmonics. While the STFT with a longer window (Fig. 3 (b) ) can roughly represent the harmonics as an amplitude-modulated cosine, it is incapable of resolving the modulated Gaussians. In the continuous wavelet transform representation (Fig. 3 (c) ), the modulated Gaussians are properly separated but the resolution for the harmonics is very low. The Wigner-Ville distribution (Fig. 3 (d) ) can not properly represent the modulated Gaussians. It also contains significant cross-terms of the two types of components. These cross-terms are reduced considerably in the Choi-Williams distribution (Fig. 3 (e) ) and the cone-shaped kernel distribution (Fig. 3 (f) ), where the time and frequency smoothing windows are Hamming windows of length N/10 and N/4 rounded to the nearest odd integers respectively. The smoothing windows for the examples in the next section are determined in the same way. It can be seen that both of these two improved methods cannot effectively resolve the modulated Gaussians.
Figures 3 (g) and (h) show the time-frequency planes obtained using Jones and Baraniuk's adaptive STFT and the proposed method respectively. For better observation, a zoomed-in representation for each of them is presented in Fig. 4 . It can be seen that Jones and Baraniuk's adaptive STFT can excellently resolve the two harmonics but is unable to properly represent the two modulated Gaussians while the proposed method can resolve very well both the two types of components. In Fig. 5 (a) , we present the window length selected with Jones and Baraniuk's adaptive STFT, which is a function of time [11] . It is constant along time for the analyzed signal. This is because for the components at different frequencies within the same time duration, the window selection here is dominated by the harmonics and a long and fixed window is thus selected. The window length selected with the proposed method is a function of frequency, as shown in Fig. 5 (b) . Comparing with the Fourier transform of the signal shown in Fig. 2 (b) , one can see that the proposed method can properly select a long window for the harmonics and short windows for the modulated Gaussians. It should be noted that in the analysis the signal is extended periodically and the longest candidate window length is twice the signal length.
For comparison, we present in Fig. 6 (a) the zoomed-in time-frequency representation of the signal obtained using the window length sequence smoothed with a Gaussian filter (11 data points in length) as described in Subsection 3.3. The representation outside the zoomedin frequency range is similar to that of Fig. 3 (h) . The smoothed window length sequence as a function of frequency is presented in Fig. 6 (b) . One can see that while the window length sequence is smoothed there is no substantial difference between Fig. 6 (a) and Fig. 4  (b) . We found from more examples that the smoothing is not important for signal recognition applications such as vibration analysis for fault diagnosis. In fact, as mentioned in Subsection 3.1, the dyadically increasing window length candidates have relatively dense samples of window length for short windows while relatively dense samples of window bandwidth for long windows. Therefore, in the obtained time-frequency plane, the jump in window length changes along frequency does not result in significant discontinuity in the representation of the transients and the stationary components. For this reason, we will not smooth the window length sequence in the following examples.
VIBRATION ANALYSIS
We first apply the proposed method to analyze a vibration signal generated from a reduction gearbox. During the test, the transmission path of the gearbox was: Z28/Z48 → Z20/Z44 → Z30/Z36 → Z15/Z42, where each fraction represents one gear pair, the number following Z in the numerator is the number of teeth of the driving gear and that in the denominator is the number of teeth of the driven gear. The input shaft was kept running at 1600rpm and a full load was applied to the output shaft. The meshing frequencies of the four gear pairs were 746.67hz for Z28/Z48, 311.11hz for Z20/Z44, 212.12hz for Z30/Z36, and 88.38hz for Z15/Z42, respectively. The rotation frequencies of the eight gears were 26.67hz for Z28, 15.56hz for Z48 and Z20, 7.07hz for Z44 and Z30, 5.89hz for Z36 and Z15, and 2.10hz for Z42, respectively. The driving gear (Z15) of the last meshing pair had a tooth crack which could excite small transients into the stationary background vibration. Detection of tooth crack is a typical topic of vibration monitoring and has been investigated using various methods. Here, rather than studying the details of the problem itself, we focus more on investigation of the capability of the proposed method in the analysis of vibration signals composed of stationary and small transient components. Fig. 7 shows the signal and its Fourier transform respectively, from which it is difficult to recognize the crack.
We first analyze the signal using the standard STFT with a short window. The result is presented in Fig. 8 (a) . It shows that in the frequency band below 300hz, there exist three dark patches. They have short time durations but relatively large frequency extents and thus represent impulsive components. The average time spacing between the neighboring impulsive components is 0.166s, corresponding to 6.02hz in frequency, which is very close to 5.89hz, the rotation frequency of Z36 and Z15. The frequency range of the transients covers the sidebands of the meshing frequency of the last gear pair Z15/Z42 and the sidebands of the second and third harmonics of the meshing frequency, which are 176.76hz and 265.14hz respectively. It therefore appears that most likely gear Z15 carries a localized defect. Unfortunately, at the frequencies above 300hz, the representation is rather vague and could mislead the analysis. For this signal, the STFT with a long window (Fig. 8 (b) ) provides hardly any explicit information about the gear fault. The continuous wavelet transform (Fig. 8 (c) ) produces similar result to Fig. 8 (a) and cannot well represent the components above 300hz.
Among the three methods of Cohen's class (Figs 8 (d) to (f) ), the Choi-Williams distribution (Fig. 8 (e) ) appears most effective. It reveals the existence of transients and more or less the harmonic nature of the dominant components above 300hz. However, Choi-Williams distribution has the cross-term interference that can result in horizontal and vertical ripples in the timefrequency plane [7] . Therefore, not all the horizontal and vertical lines in the figure reflect the actual signal composition. This could make the analysis unreliable. Figure 8 (g) shows the result from Jones and Baraniuk's adaptive STFT. It characterizes the harmonic components very well. Unfortunately, since the selection of the window is dominated by the relatively large harmonic components, the selected long window spreads the energy of the transients over the whole time extent of the signal and makes them unrecognizable.
The result of the proposed method is presented in Fig. 8 (h). Besides indicating clearly the existence of the transients below 300hz, it also represents very well the relatively large harmonics above 300hz. For example, the component represented by the horizontal line at about 622hz is the second harmonic of the meshing frequency of the gear pair Z20/Z44. One can also interpret other major harmonic components in the time-frequency plane based on the knowledge about the gearbox.
The problem concerned in the next example is vibration analysis of a ball bearing that carried a localized defect measuring about 0.1mm in depth and 1mm in diameter on its inner race. Such a defect could generate a sequence of high frequency vibration transients that usually have different amplitudes and frequency extents if the inner race rotates. The bearing used in the test was a model GB308 bearing. Its specifications were as follows: number of rolling elements, 8; diameter of the rolling elements, 15mm; medium diameter, 65mm; and contact angle, 0 o . The vibration signal was picked up at a constant inner race rotation speed of 1900rpm. Under the present conditions, it can be computed using the method described in [16] that the average time spacing between the neighboring transients excited by a defect on the inner race, outer race and one rolling element is 6.4ms, 10.3ms, and 7.7ms respectively. Figure 9 shows the signal and its Fourier transform. One can see that the signal contains some impulses and high frequency components. These features show the possible presence of a localized defect but the information is rather uncertain. The signal was processed using the same methods as in the previous example. To save space, here we present only the results of the four most successful methods as shown in Fig. 10 . One can see from all the time-frequency planes that at the frequencies above 6khz, there exist a sequence of vertical dark patches that represent transients in the signal. The average time spacing between the neighboring transients is about 6ms or its multiples, which is close to the computed value for the inner race defect given above or its multiples. It is thus convincing that the bearing carried a localized inner race defect.
The components under 6khz were also found in the vibration of the bearing in healthy condition and should not be dominated by impulses. The STFT (Fig. 10 (a) ) does not characterize these components properly and could mislead the analysis. This is improved only slightly in the continuous wavelet transform, as shown in Fig. 10 (b) . From Figs 10 (c) and (d), one can see that the Choi-Williams distribution and the proposed method can better characterize the signal variation along time at the frequencies around 4khz, 3khz and 300hz. The shortcoming of the Choi-Williams distribution is again the cross-term interference. Particularly, since the cross-terms in Choi-Williams distribution are always in the horizontal and vertical direction [7] , exactly the same as the stationary and transient components in the time-frequency plane, they could result in uncertain results in the analysis of some signal components. For example, by Fig.  10 (c) itself, it is difficult to determine whether the ripples marked by 'C' represent the actual signal composition or the cross-term between the components marked by 'A' and 'B'.
CONCLUSION
In this paper, we have proposed a fast adaptive time-frequency analysis method based on the short-time Fourier transform. It varies the window bandwidth along the frequency axis adaptively and thus behaves more like an adaptive continuous wavelet transform. By using B-spline functions as the windows, we developed a fast algorithm which has only slightly more than once the multiplication cost of a fixed-window short-time Fourier transform. The method is very suitable for dealing with signals consisting of stationary components and transients such as vibration generated in rotating machines.
The method was tested with analysis of a simulated signal and vibration data collected from a gearbox and a ball bearing for incipient failure detection. We compared this method with several most studied time-frequency analysis techniques in vibration analysis including the standard short-time Fourier transform, continuous wavelet transform, Wigner-Ville distribution, ChoiWilliams distribution and cone-shaped kernel distribution. The results showed that the proposed method exhibited performance far surpassing that of all the other methods. 
