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Asymptotic Estimates of Stirling Numbers 
By N. M. Temme 
New asymptotic estimates are given of the Stirling numbers s~mJ and (S)~ml, 
of first and second kind, respectively, as n tends to infinity. The approxima-
tions are uniformly valid with respect to the second parameter m. 
1. Introduction 
The Stirling numbers of the first and second kind, denoted by s~ml and 
(S~~m>, respectively, are defined through the generating functions 
n 
x(x-l)···(x-n+l) = [. S~m)Xm, ( 1.1) 
m= 0 
n 
L @~mlx(x -1) ··· (x - m + 1), ( 1.2) 
m= 0 
where the left-hand side of (1.1) has the value 1 if n = 0; similarly, for the 
factors in the right-hand side of (1.2) if m = 0. This gives the 'boundary 
values' 
Furthermore, it is convenient to agree on s~ml = @~ml= 0 if m > n. 
The Stirling numbers are integers; apart from the above mentioned zero 
values, the numbers of the second kind are positive; those of the first kind 
have the sign of ( - l)n + m. 
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The Stirling numbers play an important role in difference calculus, combina-
torics, and probability theory. More properties of Stirling numbers can be 
found in, for example, Jordan [8, Chapter 4], Comtet [5], and in the chapter 
on combinatorial analysis in Abramowitz and Stegun [1, Chapter 24]. Recent 
interest in Stirling numbers can be found in Butzer et al. [3], [4]. 
Asymptotic expansions can be found in several papers. Hsu [7] has given 
an expansion for the numbers of the second kind that is useful when n - m 
is small. Moser and Wyman [10], [11] have considered several overlapping 
domains in the n, m-plane with n ~ m. Bleick and Wang [2] have given a 
complete expansion for the numbers of the second kind, which is convergent 
when m < (n + 1)213/[1T + (n + 1)- 113]. When divergent, the expansion is 
still useful when used as an asymptotic series. However, the case m ~ n 
(both large) is not covered. In Dingle [6, p. 199] the numbers of both kinds 
are considered. Again, the approximations are not uniformly valid with 
respect to m; the results for the numbers of the first kind become worse 
when m..,.;: n, whereas for the numbers of the second kind the problems arise 
when m - n. In most cases, the asymptotic results are obtained by using 
saddle point techniques for contour integrals. Recently, K.nessl and Keller 
[9] have treated the asymptotics from a quite different point of view. 
The purpose of the paper is to present new expansions for the Stirling 
numbers that hold uniformly with respect to m. The method is based on a 
modification of the saddle point method, as described in [13]. Short tables 
are given to show the results for n = 10; further computer experiments 
confirm the uniform character of our estimates. 
2. Stirling numbers of the second kind 
An explicit representation of the numbers of the second kind is available as 
a finite sum: 
(S~(m) = _1 ;. (-l)m-k(m)kn 
II m! £_,, k • 
k=O 
(2.1) 
A proof follows by expanding the left-hand side of (1.4) with Newton's 
binomial formula and by comparing the power series of the resulting 
exponential functions with the right-hand side of (1.4). From (2.1) several 
limiting forms can be derived. However, more powerful results can be 
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obtained from integral representations following from the generating func-
tions. From (1.4) we obtain 
' 1 ( x 1) 111 cwm) = !!:..:__ --. f e - dx 
" m! 271'1 x"+ I ' (2.2) 
where the contour of integration is a small circle around the origin. We 
write this in the form 
m(m) = ~ _1_. fe</>(X) dx 
n m! 271'! x ' (2.3) 
where 
</>( x) = - n In x + m In( ex - 1). (2.4) 
This integral will be estimated by using the saddle point method (for a 
general introduction to this topic see, for instance, Olver [12] or Wong [14]). 
The saddle point is defined by the solution of the equation <f>'(x) = 0. There 
is a real positive saddle point x0 that solves the equation 
m 1 x 
-x = - e-. 
n 
(2.5) 
The solution x0 = 0 is not of interest since the contour in (2.3) is not allowed 
to pass through the origin. Moreover, </J'(O) is undefined. When m-< n, the 
solution x0 approaches the origin, however, and when m - n, it approaches 
infinity. The saddle point method is based on replacing cp(x) by a quadratic 
function, for instance by writing <f>(x)- <f>(x0 ) = t 2, a local transformation 
near x = x0 . However, straightforward application of the saddle point method 
gives approximations that are less accurate when n - m. To define a 
different transformation, we observe that when x ~ o+, we have cp(x) - (m 
- n)ln x, when x ~oo, we have cp(x)- mx. This suggests the transformation 
x ~ t(x) defined by 
<f>( x) = mt + ( m - n) In t + A, (2.6) 
where A is not depending on t. The derivative of the right-hand side 
vanishes at t 0 =(n-m)/m. We prescribe for the mapping in (2.5) the 
corresponding points 
x = 0 <=> t = 0, x = x0 = t = t 0 , x = +oo = t = +oo. 
The quantity A follows from substitution of x = x0 , t = t0 in (2.6), which 
gives 
A= <f>(x0 ) - mt0 + (n - m)ln t 0 • 
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Transformation (2.6) brings (2.3) in the form 
n(m) n! eA J mtf( ) dt 1..!!1 = --. e t 
n m! 21Tl tn-m+I' (2.7) 
where 
t dx m(t-t0 ) 
f(t)=xdt= x<jJ'(x). (2.8) 
A transformation like (2.6) is investigated earlier in [13]. From the analysis 
of [13], it follows that the function f is analytic in a neighborohood of the 
origin, and in a wider domain of the complex plane, including the positive 
real axis. Especially, f is analytic at t = 0 and at t = t 0 , also when t 0 (that is, 
x 0 ) tends to zero. 
Initially, the contour in (2. 7) is a small circle around t = 0, but it can be 
deformed into a contour through the new saddle point t0 • A first approxima-
tion to CS>;,"'l is now obtained by replacing f(t) in (2.7) with the value of this 
function at the saddle point t0 • The remaining integral is easily evaluated, 
giving the one-term approximation 
where 




The value of f(t 0 ) follows from applying l'Hopital's rule on the second form 
in (2.8), giving 
Using this in comparison with the first form in (2.8), we obtain an expression 
of dx I dt evaluated at x = x0 , t = t0 . This finally gives f(t 0). In section 4 a 
second term in the asymptotic estimate (2.9) is given. 
We compute the limiting values of f(t 0 ). Let v = m / n, and consider 
v-) 1. It easily follows that x 0 = 2(1- v) + &[(1- v )2]. Hence, 
f(to) = 1 + &(1- v), as v-) 1. 
When v -) 0, we have x 0 - 1 / v, giving 
f(t 0 ) = 1 + &( v), as v-) 0. 
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In Table 1 we give the exact values of @\~l (m=l,2, ... ,10) and the 
approximations based on (2.9) (the value for m = 10 is not computed via 
(2.9)). The maximal relative error is 0.0064, and occurs at m = 3. Similar 
computations with n = 20, n = 30 show the following: the maximal errors are 
0.0031, 0.0021, and occur for m = 7, m = 10, respectively. Observe that the 
maximal errors do not occur at boundary values of m, but at about m = ~n. 
Larger values of n also show the uniform character of the asymptotic 
estimate (2.9). 
3. Stirling numbers of the first kind 
Dingle [6] has used the generating function (1.3) giving the representation 
s<m) = ~-1-.J [ln(z+l)rdz 
n m! 21Tl zn+I ' 
where the contour is a small circle around z = 0. To make the integral 
representation similar to the previous case, he transformed 1 + z =ex. This 
gives 
I 1 m x 
s<m> = .!!...:_ --. f x e dx 
n m! 21Tl (ex - l)n+I . 
Integrating by parts and x ~ - x gives 
( 1) I ( 1) n - m m - I s<m> = n - . - . f x dx 
n (m-1)! 27Tl (1-e-x( · 
Again, the contour is a small circle around x = 0. This representation has 
been used by Dingle to apply the saddle point method. We have used the 
method of the previous section on this integral, but the results were quite 
inaccurate. 
Table 1 
Approximations of the Stirling numbers of the second kind 
m O)(m) 10 (2.9) m @(m) 10 (2.9) 
1 1 0.9993 6 22827 22922 
2 511 512.98 7 5880 5897.7 
3 9330 9390.1 8 750 751.45 
4 34105 34319 9 45 45.04 
5 42525 42750 10 1 1 
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To try an alternative representation, we turn to (1.1). It is easy to verify 
that 
( -l)n-ms<m+l) = _l_.J(x+l)(x+2) .. ·(x+n) dx = _1-.Je<f><x>dx 
n+l 27Tl xm+l 27Tl x ' 
(3.1) 
where 
<f>(x) = ln[(x+l)(x+2) ···(x+n)] - minx. 
The saddle point is the solution of <f>'(x) = 0. When 1 ~ m ~ n -1, there is 
one positive solution x 0 • To prove this, note that </>'(x) is negative when x is 
small and that for positive values of x we have 4> '(x) > n /(x + n)- m / x. 
Hence, </> '(x) > 0 when x > nm /(n - m). This shows that </>' has at least 
one positive zero. Next we observe that </>' has at least one zero in any of 
the n - l intervals ( -2, -1),( -3, -2), ... ,( - n, - n + 1). Now we reduce 
the n + 1 fractions of cf>' to a common denominator. Then the numerator of 
cf>' is a polynomial having degree n and having at most n zeros. From the 
distribution of the zeros of 4>' just mentioned, we infer that </>' indeed has 
one and only one positive zero. 
The present function </J(x) has the following behavior on the positive real 
axis: 
</>(x) ~ -mlnx,asx ~ O,</J(x) ~ (n-m)lnx,asx-oo. 
Combining these two limiting cases, we observe that the function n ln(x + 1) 
- m In x has (globally on (0,oo)) the same graph as <f>(x). This suggests the 
following transformation x ~ t(x) 
cf>(x) = nln(l+t) - mint+ B. (3.2) 
The derivative of the right-hand side vanishes at t0 = m /(n - m). We 
prescribe for the mapping in (3.2) the corresponding points 
x = 0 <=> t = 0, x = x0 <=> t = t0 , x = +oo <=> t = +oo. 
The quantity B follows from substitution of x = x 0 , t = t 0 in (3.2), which 
gives 
B = </>(x0 )-nln(t0 +l)+mlnt0 • 
Transformation (3.2) brings (3.1) in the form 
( -1) n - m 5<m +I) = ~ J ( 1 + t) n ( ) d 
n+l 27Ti 1m+l g t t, (3.3) 
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where, initially, the contour is a small circle around t = o. and 
g( t) = !_ dx _ ( n - m) t - m 
x dt - ( f + 1) X 4> I ( X) • 
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(3.4) 
A_ first approximati?n to ~~~ t I) is now obtained by replacing g(t) in (3.3) 
~1th the value of t_h1s function at the saddle point t0 . The remaining integral 
is evaluated by usmg 
This gives the one-term approximation 
S(m+l) ( )n-m B (n) n + 1 ~ -1 e g( t0 ) m , as n ---? :x:. ( 3.5) 
We finally compute g(t0). It follows from (3.4) that 
where dx / dt is evaluated at t = t0 • This gives a relation for d-i: / dt at t = 111 • 
from which we obtain 
1 
g(to) = x 
() 
m(n - m) 
n4>"(x0 ) 
The function cf>(x) and its derivatives occurring in the above formulas arc 
elementary functions, and can be computed straightforwardly. However, 
when n and x are large, one may use representations in terms of the 
logarithm of the gamma function and the derivatives thereof. That is 
cf>( x) = ln r( x + n + 1) - ln f( x + 1) - m In x, 
<f>'(x) = if!(x+n+l)- if!(x+l)- m/x. 
Asymptotic expansions of these functions are given in [l, chapter 6]. 
The mapping defined in (3.2) is of the same kind as the one in (2.6). The 
analytic properties again follow from the results in [13]. 
Remark: A curious finite expansion follows by substituting 
g( t) = I: cktk 
k=O 
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in (3.3), from which we obtain the exact representation 
( -l)n-ms<m+Il = B ~ ( n ) 
n+ I e 1..-J Ck k . 
k=O m-
For example, when m = 0, we have c0 =g(O)=1, e 8 = n!, giving S~1l 1 = 
( - l)nn!. 
In Table 2 exact values of IS\[i'l)I, (m = 1, .. ., 10) are compared with 
absolute values of the approximations given in (3.5) (the values for m = 1, 
m = n are not computed via (3.5)). The maximal relative error now occurs at 
m = 3, and is 0.0082. For n = 20, n = 30, the maximal errors are: 0.0063 and 
0.0053, respectively; again they occur at m = 3. These experiments confirm 
the uniform character with respect to m of the result in (3.5). 
4. Higher order approximations 
The estimates in (2.9) and (3.5) can be supplied with more terms, and 
eventually written as complete asymptotic expansions. We concentrate on 
the numbers of the second kind; the treatment for the numbers of the first 
kind is more complicated owing to the special form of the function <P in 
(3.2). 
Consider the integral in (2. 7) in the form 
FA(m) = 21 ·Jemtf(t) ~!1, 
rn t 
( 4.1) 
where m and A are positive integers. The contour is a small circle around 
the origin, where f should be analytic (the method also works (with minor 
modifications) when m and A are complex numbers). Writing 
f(t) = f( µ,) + (t- µ,)g(t), µ, = A/m, 
we obtain 
f ( ~ ~ 1) f ( µ,) + 2 ~ i J (t - µ,) em 1 g ( [) ( ~! I ' 
Table 2 
Approximations of the Stirling numbers of the first kind 
m IS\;J'lJ (3.5) m ISl~il (3.5) 
1 362880 362880 6 63273 63007 
2 1026576 1018563 7 9450 9420.8 
3 1172700 1163168 8 870 868.2 
4 723680 718718 9 45 44.95 
5 269325 267855 10 1 1 
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Writing 
1 f dt 1 J -. (t _ µ,)g(t)emt-Alnt_ = --. g(t)demt-Alnt 
2'1T z t 2m'1T z ' 
and integrating by parts, we obtain 
where 
f( t) = t!!-_g(t) = t!!-_f(t)- f( µ). 
I dt dt t - f.L 
Repeating this procedure (observe that the final integral has the same form 
as the starting function (4.1)), we can obtain eventually 
where the functions fk(t) are defined by 
with f 0(t) = f(t). This procedure gives for (2.9) a complete asymptotic 
expansion of the form 
@~m> ~ eAmn-m(::i) E (-l)kfk(t0)m-k, as n ~ c.xJ, (4.2) 
k=O 
where t0 = µ. = (n - m)/m and f is given by (2.8). The first coefficient of 
the series is given by (2.10), the second one, f 1(t0 ), can be obtained as 
follows. The function f is analytic in a domain containing the positive real 
axis. Consider the Maclaurin expansion around t = t0 (the point where we 
expect the main contributions to the integral in (2.7)) 
Then it follows that 
"" f 1(t) = t L (k+l)ak+ 2(t-t0 )k, 
k=O 
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and that f 1(t0) = t0a2. Further coefficients fk(t0) can also be expressed in 
terms of ak, the derivatives off at the point t0• 
To compute ak, we need the coefficients xk in the expansion 
2 
x=x +x(t-t)+x(t-t) +··· 0 1 0 2 0 ' ( 4.3) 
where x 0 is the solution of (2.5) and x 1 =a0x 0 /t0 =f(t0 )x0 /t0 • See the 
first relation in (2.8); f(t0) is given in (2.10). With (2.8) we can express other 
values ak in terms of xk. So we obtain by formal manipulations of power 
series 
Hence, for f 1(t0) = t0a2 we need x 0 , Xp x2 , x3• To obtain x 2 , x3, we substi-
tute (4.3) in the second relation of (2.8). After several manipulations we 
finally obtain the coefficient of the second term in ( 4.2), that is 
-2x6 +2tJ +4tJ +4tri +3x5t0 -6x0 tci-5xJt1; 
+ 2xrit0 + x6t0 -6x6t5 + 8x5t6 f1( to) = --------'-2--"---"--4...;;......:'-----
24a0( 1 + t0 ) ( x 0 - t 0) 
A further analysis shows that fi{t0 ) is a bounded function of t 0 on [0,oo). 
Using the two-term variant of (2.9), that is, 
we obtain the following maximal relative errors: 
n = 10: relative error= 0.00047 occurs at m = 4 
n = 20: relative error = 0.00012 occurs at m = 3 
n = 30: relative error= 0.00006 occurs at m = 4 
n = 40: relative error = 0.00003 occurs at m = 5 
n = 50: relative error = 0.00002 occurs at m = 7 
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