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Abstract. Agents need to be able to adapt to changes in their
environment. One way to achieve this, is to provide agents with the
ability of self-modification. Self-modification requires reflection and
strategies with which new knowledge can be acquired, a necessary
condition for creativity. This paper describes a knowledge-level
model for the design of self-modifying agents and explores the
feasibility of automatically designing self-modifying agents.
1. Introduction
Intelligent agents typically operate in unpredictable domains. The problems to
be solved are non-trivial, and may require non-standard solutions. Whenever
the context of an agent changes to the extent that an agent is unable to cope
with (parts of) the context, an agent needs to adapt.
There are choices in the extent to which an agent may adapt itself. For
example, an agent may switch to a different plan or goal or learn new facts. A
more extreme form of adaptation is for an agent to modify its internal
processes: a self-modifying agent. This enables an agent to change the way it
reasons and solves problems. It reflects on the manner in which it solves a
specific problem, and adjusts its approach; an ability subscribed to reflective
practitioners, as discussed by Schön (1983).
A self-modifying agent, in fact, re-designs its internal data and processes.
This re-design process may be part of a self-modifying agent, or may be a
service provided by another agent which represents an agent factory. A self-
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modifying agent may, for example, employ an agent factory to modify its self-
modification capabilities.
A design agent, capable of modifying other agents and itself, was
presented in (Brazier, Jonker, Treur and Wijngaards, 2001). A self-modifying
agent is a next step in the evolution of design agents. A self-modifying agent
is defined in this paper to be an agent which can adapt to changes in its
environment. This process may include modifying its data, task, and agent
specific processes.
A knowledge-level analysis of a self-modifying agent is described in this
paper. This analysis abstracts from specific tasks of a self-modifying agent,
and whether self-modifying agents co-operate or pursue their goals
individually. It shows that the design process of a self-modifiying agent
entails not only the design of a conceptual specification of a self-modifying
agent, but also a detailed description plus an operational description. The
design process ranges from conceptual plans to realisation of a self-modifying
agent. This makes the design process comparable to the design of many
(dynamic) artefacts. Dynamic artefacts are artefacts that exhibit changes in
their behaviour, based on changes in their environment. Examples of dynamic
artefacts include houses which adjust lighting and temperature on the basis of
occupation of rooms (Mozer, 1999), elevators which try to second-guess the
behaviour of their clientèle, autopilots of aeroplanes, which take, and
relinquish, control to the human pilots, or self-configuration of autonomous
(spacecraft) systems (Williams and Nayak, 1996).
In literature on creativity (e.g., Schön, 1983; Finke, Ward and Smith,
1992; Edmonds and Candy, 1997; Gero, 1996; Lawson, 1997) it is generally
accepted that a designer, or any expert, who is able to relax constraints, and
modify implicit assumptions and requirements may devise creative solutions.
Reflection on their problem-solving capabilities combined with reflection on
the problem at hand, plays an important role in this behaviour. A model for a
self-modifying agent needs to include such types of knowledge, a means for
self-modification plus insight in designing such agents. The model for self-
modification is independent of  the agent's specific task. The design of self-
modifying agents forms a step towards the design of creative agents.
In Section 2, research on self-modifying agents is discussed. A knowledge-
level model of a self-modifying agent is described in Section 3. Issues
involved in constructing self-modifying agents are discussed in Section 4. An
information retrieval agent is used to illustrate concepts identified in sections
3 and 4. The results presented in this paper are discussed in Section 5.
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2. Research on self-modifying agents
Research on self-modifying agents involves understanding agents, reflection,
and design. A number of design methodologies for (intelligent) agents and
multi-agent systems that are being developed are discussed in Section 2.1.
Research on adaptive agents is discussed in Section 2.2 and research on self-
modifying agents is discussed in Section 2.3.
2.1. DESIGN METHODOLOGIES FOR (INTELLIGENT) AGENTS
Agents are manifold in the real world. The (multi-) agent paradigm provides a
means to characterise interactions between autonomous agents and their
environment. Agents (either human or automated) are responsible for these
processes, where each agent has its own environment, consisting of other
agents and a material world. Agents are able to communicate with each other,
can co-operate to jointly perform tasks, interact with the world (observe
and/or act), and perform specific tasks. Some agents interact directly with
humans, other agents interact with automated agents only (Kautz, Selman and
Coen, 1994). In the near future the co-operation among agents and humans is
expected to have impact on social conventions in society (Norman, 1994).
During the past years extensive research has been conducted in the field of
multi-agent systems. Different notions of agency have been proposed (e.g.,
Nwana, 1996; Wooldridge and Jennings, 1995; Shoham, 1993). One notion
of agents in which weak agency is distinguished from strong agency has been
proposed by Wooldridge and Jennings (1995): weak agency is characterised
by autonomy, social ability, reactiveness, and pro-activeness. In contrast the
notion of strong agency is based on the characteristics of mentalistic and
intentional notions (related to the notion of intentional stance by Dennett,
1987).
The characteristics of weak agency defined by Wooldridge and Jennings
(1995) provide a means to reflect on the tasks an agent needs to be able to
perform. Pro-activeness and autonomy are related to an agent’s ability to
reason about its own processes, goals and plans. Reactivity and social ability
are related to the ability to interact with the material world and to
communicate with other agents. The ability to communicate and co-operate
with other agents and to interact with the material world often relies on an
agent’s ability to acquire and maintain its own knowledge of the world and
other agents.
Agents, and multi-agent systems, are currently widely studied. Recent
publications on agents include literature on software agents, e.g., see
(Bradshaw, 1997), and literature on agent technology, e.g., see (Jennings and
Wooldridge, 1998). Information brokering and information gathering agents
(Levy, Sagiv and Srivastava, 1994; Sycara and Zeng, 1996; Knoblock and
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Ambite, 1997; Jonker and Treur, 1998), a special kind of agent, play an
important role in exploiting agent technology in the context of the Internet.
Information gathering agents are sometimes developed ‘ad hoc’, or can be
developed in a structured manner.
Methodologies and tools for the development of multi-agent systems are
currently mainstream, e.g., AgentBuilder (Reticular Systems, 1999),
D'agents/AgentTCL (Gray, Kotz, Cybenko, and Rus, 1997), ZEUS (Nwana,
Ndumu, Lyndon, and Collis, 1999) and Tryllian's Agent Development Kit
(Tryllian, 2001). All of these approaches commit to a specific operational
description of agents, and usually also commit to a specific conceptual
description of their agents.
The agent metaphor offers a means to model situations with distributive
activity on a conceptual level (e.g., Jennings, 2000). Multi-agent systems have
been proposed to model collaborative tasks such as design (Edmonds, Candy,
Jones and Soufi, 1994; Vanwelkenhuysen and Mizoguchi, 1995; Dunskus,
Grecu, Brown and Berker, 1995; Berker and Brown, 1996).
2.2 RESEARCH ON ADAPTIVE AGENTS
Agents that adapt to their environment are one of the areas of research in
multi-agent systems. One application of adaptive agents entails
personification, for example an information gathering agent may maintain a
profile of another agent, and adapt this profile on the basis of interaction with
that agent (e.g., as also encountered in negotiation settings (Bui, Kieronska
and Venkatesh, 1996)). Note that in this example personification may be
aimed at personalising an agent’s representation of a human user (e.g., see
Wells and Wolfers, 2000; Soltysiak and Crabtree, 1998), as well as the
profile of an agent.
Sometimes reactive behaviour of an agent is dubbed 'adaptive behaviour',
e.g. by (Rus, Gray and Kotz, 1996) where an agent is, e.g., capable of
abandoning a previous goal or plan, and adopting a new goal or plan which
better fits the current situation of the agent. In addition, learning techniques
are often used for adaptive agents, e.g. as described by (Reffat and Gero,
2000; Grefenstette, 1992). Yet another perspective on adaptive agents is that
the population of agents may change in time, this is more of an adaptive agent
architecture (Maturana, Shen and Norrie, 1999).
2.3 RESEARCH ON SELF-MODIFYING AGENTS
The agent metaphor can also be used to develop agents that are able to
dynamically design and create new agents, or to dynamically modify existing
agents. For example, Internet agents that are capable of dynamically creating
new agents to assist them in information gathering, or agents that are capable
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of creating interface agents tuned to specific users, are agents of this type.
Also agents (including users) may be given the ability to influence the agent
which re-designs itself or part of the multi-agent system: requirements, partial
design object descriptions and process objectives can be communicated and
negotiated.
Literature which partially addresses the topics ‘re-design of compositional
systems’ and ‘self-modification’ includes approaches based on genetic
programming and parametric design, approaches based on meta-level
architectures, and approaches based on mind-matter interactions. These
approaches are described below.
Approaches based on genetic programming & parametric design. Most of
the research in the area of dynamic agent creation is based on a genetic
programming approach; e.g., (Cetnarowicz, Kisiel-Dorohinicki, and
Nawarecki, 1996; Numaoka, 1996): design descriptions of agents are
combined to evolve to a most suitable design description of an agent,
according to some criteria. Modifying problem solving methods by means of
parametric design is an approach taken by (Teije, Harmelen, Schreiber and
Wielinga, 1998) in which parameters of an otherwise fixed problem solving
method are given appropriate values. In the genetic programming &
parametric design approach a modified system is acquired by changing
parameters of the system according to the modifications in the design
description.
Approaches based on meta-level architectures. A reflective approach, in
which an agent reasons about its own representation and re-designs this
representation, is taken by e.g., (Schubert, 1997; Stroulia and Goal, 1994a;
1994b). A model-based approach  to self-configuration of autonomous
(spacecraft) systems is taken by (Williams and Nayak, 1996). Adapting a
fixed task structure for different situations has been described by (Stroulia
and Goel, 1994a). Reflecting on a problem solving method has been described
by (Harmelen, Wielinga, Bredeweg, Schreiber, Karbach, Reinders, Voß,
Akkermans, Bartsch-Spörl, and Vinkhuyzen, 1992; Teije and Harmelen,
1996). Modification of control knowledge in a problem solving method on the
basis of inspection of the performance of the control knowledge is described
by (Straatman, 1997).
Research on (distributed) design (Grecu and Brown, 1996; Cross,
Christiaan, and Dorst, 1996; Campbell, Cagan and Kotovsky, 1998;
McAlinden, Florida-James, Chao, Norman, Hills and Smith, 1998) does not
include explicit representations for reflective reasoning. Being able to reason
about, or even from, the viewpoint of another agent is a means with which,
e.g., conflicts can be prevented. In the literature on reflection such as
(Weyhrauch, 1980; Davis, 1980; Maes and Nardi, 1998; Attardi and Simi,
1994; Clancey and Bock, 1988) a restricted number of types of reflective
reasoning are modelled. Non-trivial combinations of different types of
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reflective reasoning, however, have not been studied extensively. In literature
(Fisher and Wooldridge, 1993; Wooldridge and Jennings, 1995; Cimattie and
Serafini, 1995; Wagner, 1996) on multi-agent systems, most often the types
of reflective reasoning agents are capable of performing is limited. For
example, in the literature mentioned reflective reasoning about communication
is not explicitly modelled,  but is of importance (Brazier and Treur, 1999;
Brazier, Moshkina and Wijngaards, 2001).
Approaches based on mind-matter interactions. Self-modification entails
the re-design of an agent’s own description on the basis of a relationship
between the actual ‘physical’ description of oneself and the dynamic flow of
information within one’s thought processes (Jonker and Treur, 1997). The
emphasis is that to create new agents, an existing agent must be capable of re-
designing itself on the basis of a model for design and then be capable of
bringing its new description to life by performing actions modifying the
material world. The integration of re-design on a conceptual and logical level
(the mind aspect), and run-time modification of the system at the
implementation level by performing material actions (the matter aspect) is of
importance.
3. A Knowledge-Level model of a Self-modifying Agent
In this section a knowledge-level model of a self-modifying agent is presented
by first making explicit assumptions and requirements in Section 3.1, and
then presenting a generic (process) model of a self-modifying agent in Section
3.2.
3.1 ASSUMPTIONS AND REQUIREMENTS
The feasibility of designing self-modifying agents depends on the assumptions
and requirements imposed on self-modifying agents. The most important
underlying assumptions and requirements for self-modifying agents are
described in this section. The following assumptions underlie a self-modifying
agent:
1. An agent has a compositional structure
2. Any agent may be given ‘self-modification abilities’
3. Re-usable parts of an agent can be identified.
4. Re-usable parts of an agent can be combined.
5. A self-modification process is a re-design process.
6. Knowledge can be found enabling an agent to determine that it is not
doing well in performing a task.
7. Knowledge can be found enabling an agent to re-design itself.
8. A language can be found enabling an agent to express self-modification
requirements.
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9. A language can be found enabling an agent to express self-modification
process objectives.
The first assumption states that a compositional structure is used in
describing all agents, including self-modifying agents. A compositional
structure of an artefact factilitates the re-design of that artefact, as described
in (Brazier, Jonker, Treur and Wijngaards, 2000b). The second assumption is
that each agent may acquire an ability for self-modification, irrespective of its
agent’s specific tasks. This assumption enforces a generalisation of the model
for self-modification. The third and fourth assumption make explicit that
building blocks can be distinguished and used to compose agents. Building
blocks may be general (cf. design patterns by Gamma, Helm, Johnson and
Vlissides (1994)) or detailed / domain specific (cf. problem-solving methods
by  (Gomez Perez and Benjamins, 1999)).
The fifth assumption states that a process of self-modification is the same
as a process of ‘agent re-design’. This enables the re-use of models, theories,
knowledge, and concepts used in (re-)design processes. The generic model of
design, extended for re-design of compositional structures (Brazier, Jonker,
Treur and Wijngaards, 2001) is employed as a model of self-modification.
Assumptions six to nine refer to specific knowledge and languages which
are needed by an agent to re-design itself, and control the re-design process,
which forms the model for a self-modification process.
The following requirements are posed on a self-modifying agent:
1. Self-modification is not limited to an agent’s specific tasks, but also all
other processes within an agent, excluding the self-modification process.
2. A self-modifying agent needs to monitor its own behaviour, and be able to
decide when its behaviour is not appropriate.
3. A self-modifying agent needs to express the nature of a problem and the
nature of required behaviour.
4. A self-modifying agent knows how to effectuate a modification.
The first requirement expresses that, e.g., an agent’s ability to communicate
with other agents using a specific ACL (agent communication language) may
be modified, e.g., to include another ACL. To simplify the self-modification
process, no recursion in self-modification of the self-modification process is
allowed. The second requirement expresses that a self-modifying agent is able
to reflect on its own behaviour, including its progress in solving problems.
The third requirement expresses that a self-modifying agent is able to reflect
on what it has done, what it would like to do, its ability to adapt, its
limitations, and strategies to acquire new knowledge. The second and third
requirements are based on the notion of reflection in action (Schön, 1983).
The fourth requirement states that the agent is able to effectuate a
modification of itself. It doesn't matter whether the agent iself is capable of
effectuating  modification, or the agent platform and/or middleware provides
facilities for effectuating a modification.
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3.2 MODEL OF A SELF-MODIFYING AGENT
The basis for the model of a self-modifying agent is an existing knowledge-
level DESIRE model of a design agent for single-agent design (Brazier,
Jonker, Treur and Wijngaards, 2001), enhanced with a component which
manages co-operation between agents for project co-ordination (Brazier,
Jonker and Treur, 1996).
DESIRE is a formal knowledge-level modelling and specification
framework for knowledge-intensive (multi-agent) systems (Brazier, Dunin-
Keplicz, Jennings and Treur, 1995, 1997; Brazier, Jonker and Treur, 1998).
Both conceptual models and detailed formal specifications are supported by
the framework. The compositional nature of the models, and the separation
between processes and knowledge makes it possible to build knowledge
intensive systems from reusable components. Automated prototype generation
on the basis of detailed formal specifications facilitates verification and
validation of knowledge intensive systems.
This model distinguishes seven main processes within an agent, as
depicted in Figure 1 below. This architecture models an agent that:
1. reasons about its own processes (component Own Process Control),
2. communicates with other agents (component Agent Interaction
Management),
3. maintains information about other agents (component Maintenance of
Agent Information),
4. interacts with the external world (component World Interaction
Management),
5. maintains information about the external world (component Maintenance
of World Information),
6. participates in project co-ordination (component Co-operation
Management) and
7. designs an artefact (within component Agent Specific Tasks is a
component Design).
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• incoming communication 
• observation results
• outgoing communication 
• observations and actions
own 
process 
control
world 
interaction 
management
agent 
specific 
tasks
Co-operative Agent
maintain 
world 
information
agent 
interaction 
management
maintain 
agent 
information
co-operation 
management
Figure 1. Process abstraction levels for a generic co-operative agent.
The self-modification process is modelled as a re-design process. The model
of a self-modifying agent deviates from the model described in Figure 1 in the
location of its self-modification process. The self-modification process is not
part of the agent's specific tasks and thus not part of the agent's specific task
in this conceptual description. The self-modification process (i.e., the design
process in disguise) is located within the component Own Process Control.
The component Own process Control needs knowledge not only about the
agent’s own characteristics and strategies for performing its agent’s specific
tasks, but also about interacting with a self-modification process, and
providing a model of the agent itself to the self-modification process. In
particular, a language needs to be available to express self-modification
requirements and self-modification process objectives, akin to design
requirements and design process objectives (Brazier, Langen, Ruttkay and
Treur, 1994).
Alternatively, the modification process by which an agent is modified may
be external to the agent as in an agent factory (Brazier and Wijngaards,
2001). In this situation, the agent may initiate a modification and be modified.
The results of an external modification process should be the same as the
results of an internal self-modification process.
The model of a self-modifying agent is generic in both the domain and the
task of the self-modifying agent. The agent's specific tasks are not pre-
defined, and may be any combination of tasks including design tasks, and
diagnosis tasks. If required, some of the components within the model can be
left out, e.g. if the agent never directly interacts with the external world the
component World Interaction Management may be omitted, but the component
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Maintain World information is usually retained as the agent may receive
information about the world via communication.
The self-modification process is shown in Figure 2. In this model an initial
self-modification problem statement is expressed as a set of initial self-
modification requirements and requirement qualifications. Requirements
impose conditions and restrictions on the structure, functionality and
behaviour of the agent itself for which a structural description is to be
modified during self-modification. Qualifications of requirements are
qualitative expressions of the extent to which (individual or groups of) self-
modification requirements are considered to be hard or preferred, either in
isolation or in relation to other (individual or groups of) self-modification
requirements. At any one point in time during design, the self-modification
process focuses on a specific subset of the set of self-modification
requirements. This subset of requirements plays a central role; the design
process is (temporarily) committed to the current self-modification
requirement qualification set: the aim of generating a design object description
is to satisfy these requirements.
• initial process objectives 
• initial set of qualified 
   self-modification 
   requirements 
• initial self description
• self-modification process 
  evaluation 
• set of qualified self-modification 
  requirements and assessments 
• self description and 
  assessments
self-
modification 
process 
coordination
self-
modification 
requirement 
qualification set  
manipulation self 
description 
manipulation
Self-modification
Figure 2. Process abstraction levels for the process of self-modification.
Figure 2 describes one level of process abstraction for the process of self-
modification. The left hand side describes the input information to the self-
modification process; the right hand side describes the output information.
The self-modification process is shown to be composed of three sub-
processes: self-modification process co-ordination, self-modification
requirement qualification set manipulation, and self description manipulation.
The process Self-Modification Process Co-ordination co-ordinates the design
process by issuing information related to overall self-modification strategies
on the basis of progress reports of the manipulation components and given
self-modification process objectives. The process Self-Modification Requirement
Qualification Set Manipulation manipulates sets of requirements, on the basis of
an overall self-modification strategy, information from Self Description
Manipulation, and given sets of qualified requirements. The process Self
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Description Manipulation manipulates descriptions of an agent, on the basis of
an overall self-modification strategy, information from Self-Modification
Requirement Qualification Set Manipulation, and given self descriptions.
3.3 EXAMPLE
To illustrate the use of the model of a self-modifying agent described in the
previous sections, an example is given of an information retrieval agent. In
this example self-modification entails adding additional functionality to the
agent.
The information retrieval agent's task is to find information about a
specific topic. Its knowledge for finding information on the web and relating
information to queries is located in the component Agent Specific Task.
For a specific query, the information retrieval agent has arrived at a very
informative website. One of the most promising links on that webpage is in a
format that is unknown to the information retrieval agent: it doesn't know how
to handle ftp-sites, only html-sites.
The information retrieval agent starts a self-modification process with the
intent of obtaining the ability to interact with ftp-sites. Its self-modification
process consults, e.g., an external library containing code and knowledge
fragments, and re-designs the information retrieval agent to the extent that it
can interact with an ftp-site, and resolve references to ftp-sites.
Alternatively, the information retrieval agent may have used an external
service for its modification.
3.4 SELF-MODIFYING AGENTS AND CREATIVITY
A self-modifying agent may be creative in two ways: theself-modification
process itself may be creative (self modification is namely a re-design task),
or self-modification may result in a more creative agent with respect to an
agent’s specific task. Creativity within the process of self-modification is
directly related to creativity in design processes (e.g., Schön, 1983; Finke,
Ward and Smith, 1992; Edmonds and Candy, 1997; Gero, 1996; Lawson,
1997). The application of the self-modification process to influence creativity
within other processes within an agent, e.g. an agent's specific task, may
result in more creative results.
 The self-modification process described in this paper includes four of the
five stages distinguished in the five-stage model introduced by Kneller and
described by Lawson (1997), shown in Figure 3: stage 4 is the exception.
Unconscious effort is not easily defined for an automated agent.
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first insight
preparation
incubation
illumination
verification
formulation of problem
conscious attempt at solution
no conscious effort
sudden emergence of idea
conscious development
Figure 3. Five-stage model of the creative process (taken from Lawson, 1997).
Gero’s model for creative design  (1996) is based on the view that
creativity results from a discrepancy between expectations and unexpected
results. If the unexpected results can be understood, then they are considered
to be a creative solution. When, however, the unexpected results cannot be
understood, these results are rejected as faulty.  A self-modification process
may have side effects that had not been anticipated. Influences on the
creativity of an agent with respect to its own specific task may be
purposefully sought by re-design, without knowing the results. In both cases,
how well the results are understood will depend on the situation, e.g. who is
responsible for monitoring an agent’s behaviour – a human being or another
automated agent.
4. Designing a self-modifying agent
The process of designing a dynamic entity is described in this section. A
number of issues related to the feasibility of designing self-modiying agents
are described in Section 4.1. The design of the information retrieval agent,
introduced in Section 3.3, is described in Section 4.2. The current status of a
prototype agent factory is described in Section 4.3.
4.1     FEASIBILITY
The feasibility of designing self-modifying agents hinges on a number of
issues. These issues can be categorised into (1) issues related to design
processes, (2) issues related to the design of agents, (3) issues related to self-
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modification of agents, and (4) issues related to the design of self-modifying
agents.
First of all, issues related to a design process in general play a role. As
described in Section 3.2, a generic model of a design process (Brazier,
Langen, Ruttkay and Treur, 1994) forms the basis for the process of self-
modification. This generic model of design has associated a logical theory of
design (Brazier, Langen and Treur, 1996). Within this model and theory of
design, design strategies (Brazier, Langen and Treur, 1998) and design
rationale can be modelled (Brazier, Langen and Treur, 1997), and conflict
management can be explicitly described (Brazier, Langen and Treur, 1995).
Second, a number of issues are related to the design of agents. The
characteristics that play a role are described in (Brazier, Jonker and Treur,
1998). A generic model of an agent (Brazier, Jonker and Treur, 2000), based
on a notion of weak agency proposed by Wooldridge and Jenings (1995):
weak agency is characterised by autonomy, social ability, reactiveness, and
pro-activeness. In contrast the notion of strong agency is based on the
characteristics of mentalistic and intentional notions (related to the notion of
intentional stance by Dennet (1987)). Models of co-operation and co-
ordination between agents have been proposed (Brazier, Jonker and Treur,
1996).
Third, issues related to self-modification of agents are discussed in Section
3.1.
Fourth, a number of issues are related to the design of a self-modifying
agent. Although agents have a compositional structure, it is not trivial to
define larger building blocks, from which agents can be configured. Building
blocks do not only need to be identified, but also described (in terms of
structure, function, and behaviour) such that a design process can use
building blocks in the design of an agent.
Related to these issues is the feasibility of the agent factory. The agent
factory is basically a modification process external to agents, capable of
achieving similar modifications as an agent's self-modification process. The
feasibility of the agent factory hinges on the following five issues (Brazier and
Wijngaards, 2001): (1) agents have a compositional structure, (2) re-usable
parts of agents can be identified, (3) two levels of descriptions are used:
conceptual and operational, (4) properties and knowledge of properties are
available, and (5) no commitments are made to specific languages and/or
ontologies.
In short, when designing self-modifying agents,
ontologies are needed to express
* properties of agents (structural, functional, and behavioural)
* properties of tasks (structural, functional, and behavioural)
* descriptions of agents
* design strategies
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knowledge is needed to
* relate description of agent to properties of agent
* relate required properties to required properties
* relate required properties to structure modifications of an agent
* understand tasks, the ontologies, knowledge, and control involved
* make strategic decisions within the agent's own  process control
* determine which strategies to deploy within an agent
* resolve conflicts within an agent
and strategies are needed to
* guide the overall design process
* alternate between viewpoints on design requirements and agent
descriptions
* prioritize possible strategies for self-modification.
4.2     EXAMPLE
The process of designing a self-modifying information retrieval agent,
introduced in Section 3.3, is used as an illustration. The self-modifying
information retrieval agent was designed on the basis of the following
requirements:
1. The agent is able to find information on web-pages.
2. The agent is able to adapt itself.
3. The agent is able to communicate with other agents on queries and query
results.
These requirements state that the information retrieval agent is able to find
information on the web. To design such an agent, the design process needs
specific knowledge of
* designing an information retrieval agent
* self-modification capabilities
* reflective capabilities
* modification of information retrieval agents.
4.3 AGENT FACTORY: CURRENT STATUS
Current research of the IIDS group focusses on the design of an agent
operating system, its services, and applications. One of the intended services
is the automated creation and modification of agents via an agent factory. The
agent factory is used to illustrate the modification process that take place
inside a self-modifying agent. As stated earlier in this paper, the location of
the self-modification process may be internal, or external, to an agent which
wishes to be modified.
The agent factory is a continuation of almost a decade of research in AI
and Design, applied to multi-agent systems. The generic model of design
(Brazier, Langen, Ruttkay and Treur, 1994) has been specialised for the re-
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design of compositional systems: agents (Brazier, Jonker, Treur and
Wijngaards, 2000b). This work included the specification and implementation
of a design agent, capable of re-designing agents (Brazier, Jonker, Treur and
Wijngaards, 2001). The aforementioned approached used a start-from-first-
principles design process, while the agent factory is based on building-blocks
and aims at simplifying the re-design process by moving towards a
configuration-based design process.
A number of prototypes of an agent factory for information retrieval
agents, with limited functionality, have been designed and implemented. One
of the current problems is in finding the right heuristics to be used by a self-
modifying agent. This problem is clearly related to enhancing creativity.
5.  Discussion
The main purpose of this study was to understand the process of designing
self-modifying agents and the role of creativity. The knowledge-level model of
a self-modifying agent presented in this paper is based on an existing model of
re-design. The self modification process is a re-design process.  The task of
the agent may be anything: diagnosis, information retrieval, scheduler. An
interesting application would be automated re-design of design agents
(Brazier, Jonker, Treur and Wijngaards, 2001): self-modifying design agents.
This would entail creativity both at the level of agent configuration and at the
level of an agent's specific task, namely design.
One of the key problems is identifying strategies. Strategies for a self-
modifying agent regarding decisions concerning when to adapt itself, for what
reason, etc. And strategies for designing a self-modifying agent: what
knowledge is needed inside such an agent to be able to function well? These
strategies determine how successful or creative a self-modifying agent can be.
Note that the location of the modification process may be internal to the
agent (i.e., a self-modification process) or external to the agent (e.g., via an
agent factory). In both cases the agent itself may initiate a modification to
itself, and requires some reflective capabilities.
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