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Relations Between Roots and Coefficients,
Interpolation and Application to System Solving
BERNARD MOURRAIN† AND OLIVIER RUATTA†
INRIA, GALAAD, BP 93, 06902 Sophia-Antipolis, France
We propose an algebraic framework to represent zero-dimensional algebraic systems. In
this framework, we give new interpolation formulæ. We use this good representation of
the algebraic systems to develop a generalization of Weierstrass’s method to the multi-
variate systems. This method allows us to approximate simultaneously all the roots of
an algebraic system. We obtain an effective iteration function with a quadratic conver-
gence in a neighbourhood of the solutions. We use this Weierstrass iteration function in
a continuation method to obtain a global method. Experiments are exposed to underline
the efficiency of the approach.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction
The relations between roots and coefficients of a univariate polynomial, involving the
elementary symmetric functions, are well known. Exploiting their properties yields effi-
cient methods to approximate the roots of the polynomial, which consist in applying
Newton’s method to those relations. These methods are known under the names of Weier-
strass’s method (Weierstrass, 1903), Durand–Kerner’s method (Durand, 1960; Kerner,
1966) and, in a similar way, Aberth’s method (Bellido, 1992; Bini, 1996; Aberth, 1973;
Yakoubsohn, 2000).
In this paper we generalize Weierstrass’s method in the zero-dimensional multivariate
setting. Our approach completes and improves the early work of Bellido (1992, 1994).
We use the coordinate algebra of the iteration points as interpolation space and we give
explicit interpolation formulæ in this space. As a result we obtain a new iteration func-
tion. We directly extend the univariate method by using a general algebraic framework
based on the representation of quotient algebra, duality and interpolation formulæ. We
give new formulæ for Lagrange and Hermite’s interpolation problems following the ter-
minology of Lascoux (2001), Lorentz and Lorentz (1990) and de Boor and Ron (1990).
Furthermore we describe some relations between the roots and the coefficients of an
algebraic system. We use this work on representation and interpolation to generalize
Weierstrass’s method. We propose a symbolic-numeric approach which needs a mono-
mial basis of the quotient. This computation can be performed efficiently by several
ways, see Fauge`re (1999) and Mourrain and Tre´buchet (2000). The numerical part is
an iterative method to approximate simultaneously all roots of an algebraic system. We
obtain a local method with a quadratic convergence. We use the iteration function in
a continuation method following the works in Dedieu and Smale (1998), Smale (1997),
†E-mail: mourrain,oruatta@sophia.inria.fr
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Huber and Sturmfels (1995), Li (1997) and Verschelde et al. (1994) in order to obtain a
more global method. Our approach presents several advantages. The iteration function
is the same for algebraic system sharing the same basis for the quotient algebra. So the
computation of a basis can be a preprocessing step for such a class of problems and so
the actual solving part is reduced to a numerical continuation method. The inversion of
a multivariate Vandermonde’s system still remains a numerical limitation in our method
and several alternatives are mentioned, but the problem is not analysed in detail in this
paper.
Part of this work has already been presented in Ruatta (2001). In this paper we com-
plete the description of quotient algebras, we give new interpolation formulæ for Hermite’s
problem and for the relations between roots and coefficients. We present more complete
experimentations in the C++ environment SYNAPS† for symbolic and numeric compu-
tations. These experimentations also illustrate the potential power of this approach.
Hereafter δi,j denotes the Kronecker symbol (it equals 1 if i = j and 0 otherwise). We
denote by K a field of characteristic 0 and by R = K[x1, . . . , xn] the ring of polynomials
in the variables x1, . . . , xn, with coefficients in K. For α = (α1, . . . , αn) ∈ Nn, xα is the
monomial xα11 · · ·xαnn . The subspace generated by the elements v1, . . . , vk of a K-vector
space is denoted by 〈v1, . . . , vk〉.
2. Univariate Case
Weierstrass’s method is an iterative method which allows to approximate simultane-
ously all the roots of an algebraic equation. Other reformulations of this method are also
known as Durand–Kerner or Dochev’s method. Nowadays, there are several methods
that generalize this approach in the univariate case (see Frommer, 1988; Bellido, 1992;
Sendov et al., 1994, Bini, 1996, Pan, 1997; or Fortune, 2001 for a good survey). There
are several ways to introduce this method. A particularly interesting one is to construct
the iteration function by applying Newton’s method to a suitable multivariate function.
We focus on the case of a polynomial with simple complex roots only.
Let f ∈ K[x] be a polynomial of the form f (x) = xd+a1xd−1+· · ·+ad =
∏d
i=1 (x− ζi).
We denote by ζ = (ζ1, . . . , ζd) ∈ Kd. A multivariate system of equations which admits,
as a set of solutions, vectors formed with the coordinates of ζ (i.e. the roots of f), is
constructed as follows.
For any z ∈ Kd, z = (z1, . . . , zd), we denote by σk (z) = (−1)k
∑
0≤i1<···<ik≤d zi1 · · · zik
the kth elementary symmetric function. By expanding the expression
∏d
i=1 (x− ζi), we
obtain the following multivariate system:
Σ (z) =
 σ1 (z)− a1...
σd (z)− ad
 =
 0...
0
 . (1)
This system defines the well known relations between roots and coefficients. Its solu-
tions are all obtained by permutations of the coordinate of ζ and all such vectors are
solutions of the system. Applying Newton’s method to Σ (z) and using an explicit formula
†http://www-sop.inria.fr/galaad/logiciels/SYNAPS/
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for the inverse of the Jacobian matrix, we obtain the following iteration function:
∀i ∈ {1, . . . , d} , z(k+1)i = IDKi (z) = z(k)i −
f(z(k)i )∏
j 6=i(z
(k)
i − z(k)j )
(2)
where z(k) = (z(k)1 , . . . , z
(k)
n ) denotes the sequence of iteration points after k iterations
of this function. The key ingredients of the underground computation are the Lagrange
interpolation basis and its dual basis. The multivariate case, though more intricate,
follows the same lines as we will see.
3. Algebraic Structure
In this section we recall elementary results on algebraic sets, ideals and their decom-
position. We develop new algorithms and formulæ for interpolation and relation between
roots and coefficients. Let f1, . . . , fm be polynomials of K[x1, . . . , xn]. We denote by
I = (f1, . . . , fm) the ideal that they generate and by Z (I) = {z ∈ Kn | g (z) = 0, ∀g ∈
I} = {z ∈ Kn | fi (z) = 0,∀i ∈ {1, . . . ,m}} the algebraic set they define. We denote by
A the quotient algebra K[x1, . . . , xn]/ (f1, . . . , fm).
Hypothesis 3.1. We assume that Z (f1, . . . , fm) is a finite set {ζ1, . . . , ζd}.
Under the Hypothesis 3.1, the ideal I is 0-dimensional and the minimal primary decom-
position of I is I = Qζ1 ∩ · · · ∩ Qζd where Qζi is mζi-primary and mζi is the maximal
ideal defining ζi (Vasconcelos, 1998).
3.1. decomposition of the quotient algebra
We denote by Aζi = ((0) : Qζi/I) (i.e. Aζi = {a ∈ A | ∀q ∈ Qζi/I, ap = 0}). It is an
ideal of A. Because Qζi is a primary ideal for the maximal ideal mζi we have the follow-
ing proposition (Atiyah and MacDonald, 1969; Vasconcelos, 1998; Elkadi and Mourrain,
2002):
Proposition 3.2. The algebra A is the direct sum of its sub-algebras Aζ1 , . . . ,Aζd , i.e.
A = Aζ1 ⊕ · · · ⊕ Aζd .
Definition 3.3. The multiplicity of the root ζi ∈ Z (I) is the dimension of the subspace
Aζi of A. It is denoted by µi. The root is simple if µi = 1 and multiple if µi > 1.
From this definition and the previous proposition we deduce that the dimension of
A as a K-vector space is the number of roots (i.e. element of Z (I)) counted with their
multiplicities. That is to say that dimK (A) = µζ1 + · · ·+ µζd .
There exists a unique duple (eζ1 , . . . , eζd) ∈ Aζ1×· · ·×Aζd such that 1 = eζ1+· · ·+eζd .
Then we have 1 = eζ1 + · · · + eζd = 12 = e2ζ1 + · · · + e2ζd + 2
∑
1≤i<j≤d eζieζj . Because
eζieζj ∈ Aζi ∩ Aζj = (0) if i 6= j, then we deduce that eζieζj = 0 and e2ζi = eζi . The
polynomials eζi are called the fundamental system of idempotents of A. As we will see,
they generalize the Lagrange interpolation polynomials.
Proposition 3.4. For i ∈ {1, . . . , d}, we have Aζi = Aeζi and so eζi is the neutral
element of the sub-algebra Aζi .
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Proof. If a ∈ Aζi , then a = a 1 = aeζ1 + · · ·+ aeζd = aeζi . The reciprocal is easy. 2
Proposition 3.5. The idempotents eζ1 , . . . , eζd of A are such that eζi (ζj) = δi,j.
Proof. For i, j ∈ {1, . . . , d} and j 6= i, there exists q ∈ Qζi such that q (ζj) 6= 0. Indeed,
if there is no such polynomial then Qζi ⊂ ∪j 6=imζi and Qζi must be included in one of
the mζj with j 6= i. It yields to a contradiction since Qζi is mζi-primary. Now, because
qeζi = 0, we have eζi (ζj) = 0. Now we have 1 = eζ1 (ζi) + · · · + eζd (ζi) = eζi (ζi) and
the proposition is proved. 2
We know that if µi > 1, then Aζi is a K-vector space of dimension µi > 1 and
Aζi = Aeζi is a A-module of rank one. To have a better understanding of the structure
we will first consider the projection map ofA onAζi defined by piζi : a ∈ A 7→ aeζi ∈ Aζi .
Proposition 3.6. Ker (piζi) = ⊕j 6=iAζj = Qζi/I.
Proof. ⊕j 6=iAζj =
(
(0) : ∩j 6=iQζj/I
)
= Qζi/I = Ker (piζi). 2
Henceforth, we identifyAζi withA/Ker (piζi). ButA = K[x1, . . . , xn]/I and Ker (piζi) =
Qζi/I and so Aζi = K[x1, . . . , xn]/Qζi . This expression allows us to have a good repre-
sentation of Aζi thanks to the following proposition:
Proposition 3.7. The map Φζi :
{
K[x1, . . . , xn]/Qζi −→ Aζi
a 7−→ aeζi is an isomorphism
of K-algebras.
It shows in particular thatAζi is a local ring of maximal ideal (mζi/Qζi) eζi . See Atiyah
and MacDonald (1969), Vasconcelos (1998) and Cox et al. (1992) for more details.
To completely describe the structure of Aζi as a K-vector space we introduce hereafter
some tools of duality.
3.2. duality and orthogonality
Definition 3.8. We denote by R̂ = HomK (R,K), the dual space of R. It is the set of
K-linear forms on R.
We recall the interpretation of the K-linear forms as differential operators (we refer
to Mourrain, 1996). We denote by ∂i the operator ddxi and for all α ∈ Nn we denote by
∂α = d
α1
dx1α1
· · · dαndxnαn with the convention ∂0 = 1. We denote by K[[∂1, . . . , ∂n]] the set of
formal power series in the variables ∂1, . . . , ∂n. For any ξ ∈ Kn, we consider the following
bilinear map:
〈. , .〉ξ :
{
K[[∂1, . . . , ∂n]]×R −→ K
(Λ, f) 7−→ 〈Λ, f〉ξ = Λ(f) (ξ)
where if Λ =
∑
α∈Nn λα∂
α, then Λ (f) (ξ) =
∑
α∈Nn λα (∂
αf) (ξ).
The map Θξ :
{
K[[∂1, . . . , ∂n]] −→ R̂
Λ −→ Λ ◦ 1ξ = 〈Λ, .〉ξ is an isomorphism of K-vector
spaces which allows us to identify R̂ with K[[∂1, . . . , ∂n]].
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For any f ∈ R and Λ ∈ R̂, we define f · Λ : g ∈ R 7→ Λ (fg) ∈ K, so that R̂ has a
natural structure of R-module. We can show that the multiplication by xi − ξi acts on
R̂ as ∂∂i = dd∂i .
One can remark that, if K has the characteristic zero, 〈∂β , (x− ξ)α〉ξ = δα,β α! and so(
1
α!∂
α
)
α∈Nn and ((x− ξ)
α)α∈Nn are dual bases for the bilinear form 〈. , .〉ξ.
We denote by e(ξ,∂) =
∑
α∈Nn
ξα∂α
α! . Let Λ ∈ R̂ be a linear form. One can show that
Θ−10 (Λ) = e
(ξ,∂)Θ−1ξ (Λ).
We will now define a notion of orthogonality:
Definition 3.9.
• For any I ⊂ R being an ideal, we define the sub-vector space I⊥ ⊂ R̂ orthogonal
to I (also called the inverse system of I (Macaulay, 1916)) by:
I⊥ = {Λ ∈ R̂ |Λ (f) = 0, ∀f ∈ I}.
• For any D being a subspace of R̂, we define the subspace D⊥ of R orthogonal to
D by:
D⊥ = {f ∈ R |Λ (f) = 0, ∀Λ ∈ D} .
Proposition 3.10. Let I be an ideal of R and A = R/I, then the projection pi : R → A
induces an isomorphism pi∗ : Â → I⊥.
Theorem 3.11. (Emsalem, 1978) There is a one-to-one correspondence between ideals
of R and subspaces of R̂ stable by derivation and closed for the (∂1, . . . , ∂n)-adic topology.
Let I be an ideal of R and D a closed subspace of R̂ stable by derivation, we have
I⊥⊥ = I and D⊥⊥ = D.
We refer to Mourrain (1996) for a more complete description of this formalism. We just
recall that if I and J are two ideals of R then I⊥⊥ = I, I ⊂ J if and only if J⊥ ⊂ I⊥,
(I ∩ J )⊥ = I⊥ + J⊥ and (I + J )⊥ = I⊥ ∩ J⊥. The properties of orthogonality with
respect to ideal division give the following proposition.
Proposition 3.12. Let I be an ideal of R such that Z (I) = {ζ1, . . . , ζd}, then, if we
denote by A = R/I we have Â = Dζ1⊕· · ·⊕Dζd where Dζi = Q⊥ζi , Qζi is themζi-primary
component of I.
We have Aζi = Qζi/I and we can show that Âζi = Q⊥ζi ⊂ I⊥. This basic fact allows
us to compute the inverse system “locally”, i.e. we look at ζi as an isolated point of the
variety and we can compute the inverse system associated to this point (Mourrain, 1996).
Proposition 3.13. Let Qζi be a mζi-primary component of I, then I⊥ ⊂ Θζi (K[∂]).
We recall that µi denotes the multiplicity of ζi, then we have the following theorem:
Theorem 3.14. Let I = (f1, . . . , fn) such that Z (I) = {ζ1, . . . , ζd}, for all i ∈ {1, . . . , d}
there is a family {Λ(i)1 , . . . ,Λ(i)µi } ⊂ Dζi ⊂ K[∂] with Λ(i)1 = 1, such that for all Λ ∈ I⊥
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we have Λ (∂) =
∑d
i=1 e
(ζi,∂)
∑µi
j=1 Λ
(i)
j (∂). Furthermore if f ∈ A, we have Λ (f) =∑d
i=1
∑µi
j=1〈Λ(i)j , f〉ζi .
As a consequence, the family (Λ(i)j e
(ζi,∂))1≤i≤d,1≤j≤µi is a basis of Â = I⊥. We will
hereafter assume that we have the polynomials (Λ(i)j )1≤i≤d,1≤j≤µi as an input of our
method.
The knowledge of these local dual spaces allows us to construct a global duality as
follows:
Definition 3.15. The bilinear form 〈. , .〉Z(I) : Â × A −→ K is defined by associating
to Λ ∈ Â and p ∈ A the scalar ∑di=1〈Λi, p〉ζi where Λ = Λ1 ⊕ · · · ⊕ Λd with Λi ∈ Dζi .
A fundamental property of this bilinear form is given by the following proposition :
Proposition 3.16. The bilinear form 〈. , .〉Z(I) is non-degenerated.
4. Multivariate Interpolation
4.1. introduction
The classical interpolation problem consists in finding polynomials with given values at
fixed points ζ1, . . . , ζd and with a fixed support. The general interpolation problem, also
called the Hermite interpolation problem, consists in computing the set of polynomials p
satisfying tangential conditions 〈Λ(i)j (∂), p〉ζi = vi,j j = 1, . . . , µi at fixed points ζ1, . . . , ζd,
where Λ(i)j (∂) is a polynomial in the derivatives ∂. Hereafter, we will also denote by Λ
(i)
j
the corresponding linear form p 7→ 〈Λ(i)j (∂), p〉ζi . The sequence of all linear forms Λ(i)j
will also be denoted by Λ1, . . . ,ΛD where D = µ1 + · · · + µd. The general interpolation
problem can thus be reformulated as the problem of computing in R the orthogonal
vector space (Λi)⊥i=1,...,D and a complementary space. The basis of interpolation is the
basis of this complementary space, which is dual to (Λi)i=1,...,D.
In order to be in an algebraic setting, we will consider hereafter the case where
(Λi)⊥i=1,...,D is an ideal of R. According to Theorem 3.11, it is equivalent to say that
each set of polynomials 〈Λ(i)j (∂)〉j=1,...,µi is stable by derivation by ∂∂i . Hereafter the
ideal (Λi)⊥ is also denoted by IΛ and AΛ = R/IΛ.
Under this condition we have the following property:
Proposition 4.1. The generalized interpolation problem Λi(p) = vi,j, i = 1, . . . , D,
has a unique solution in 〈xα1 , . . . ,xαD 〉 if and only if the determinant of the matrix
VΛ,E = (Λi(xαj ))i,j=1,...,D does not vanish.
This matrix allows us to solve the interpolation problem, using the following proposition:
Proposition 4.2. Assume that the matrix VΛ,E is invertible and let WΛ,E = V −1Λ,E.
Then the representatives, in the basis {xα1 , . . . ,xαD}, of the dual basis of (Λi)i=1,...,D
are wi =
∑
i Wi,j x
αj .
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Proof. Let wi be these representatives in the basis {xα1 , . . . ,xαD} of AΛ. They satisfy
Λi(wj) = δi,j . Denoting by wi,j their coefficients with respect to the basis xαj (wj =∑D
k=1 wj,k x
αk), we have Λi(wj) =
∑D
k=1 wj,kΛi(x
αk), which means that the matrix
(wj,k) is the inverse of VΛ,E . 2
And it allows us to answer directly to the interpolation problem.
Theorem 4.3. The interpolation problem Λj(p) = vj for j = 1, . . . , D has a unique
solution in the vector space 〈xα1 , . . . ,xαD 〉 if and only if det(VΛ,E) 6= 0. In such a case,
the solution is given by p =
∑D
i=1 viwi, where wi =
∑
i Wi,j x
αj and (Wi,j) is the
inverse matrix of VΛ,E.
Proof. We check directly that Λi(p) = vi and that wi ∈ 〈xα1 , . . . ,xαD 〉. 2
See, for instance, de Boor and Ron (1990) for more details. We are now going to give
an explicit formula for such a solution in terms of the monomials xαi and the linear
forms Λj .
4.2. simple roots
Let us first detail the case of simple roots z = {ζ1, . . . , ζD} for which the linear forms
Λi are the evaluations 1ζi , i = 1, . . . , d at the roots ζi ∈ Kn. We easily check that
〈1ζi〉 is stable by derivation since xi · 1ζj = ζj,i 1ζj so that (Λ)⊥ is an ideal (indeed the
ideal of polynomials vanishing at the points ζ1, . . . , ζd). Let us denote it by Iz and the
corresponding quotient algebra by Az = R/Iz.
By Proposition 3.4, the local ring associated with ζi is Aζi = K eζi and we obtain the
following proposition:
Proposition 4.4. The quotient algebra Az is a d-dimensional K-vector space that admits
the set of idempotents (eζi)i∈{1,...,d} as basis. Its dual basis in Â is (1ζi)i∈{1,...,d}.
This proposition is in fact a consequence of the Cauchy formula: ∀a ∈ A,
a =
d∑
i=1
1ζi (a) eζi =
d∑
i=1
a (ζi) eζi
which also yields an interpolation formula, generalizing the Lagrange interpolation for-
mula. This representation of Az has several advantages. One of them is the simplicity
of the multiplicative structure. Indeed, ∀a and b ∈ A we have ab = ∑di=1 1ζi (ab) eζi =∑d
i=1 a (ζi) b (ζi) eζi .
Definition 4.5. Let z = {ζ1, . . . , ζd}. Let E = {α1, . . . , αd} ⊂ Nn, and let xE =
{xα|α ∈ E}. We call the following matrix Vandermonde’s matrix associated to E and
{ζ1, . . . , ζd}:
Vz,E =
 ζ
α1
1 · · · ζαd1
...
. . .
...
ζα1d · · · ζαdd
 . (3)
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The Vandermonde’s determinant associated to E and z is vz,E = det (Vz,E).
According to Proposition 4.1, we have:
Proposition 4.6. Let z = {ζ1, . . . , ζd} and let E = {α1, . . . , αd} ⊂ Nn. The set xE is a
monomial basis of Az = K[x1, . . . , xn]/Iz if and only if the Vandermonde’s determinant
associated to E and z is not zero.
We denote by K[x1, . . . , xn]E =
{
p ∈ K[x1, . . . , xn] | p =
∑
α∈E pαx
α
}
, i.e. the set of
polynomials with monomial support in xE .
Definition 4.7. Let z = {ζ1, . . . , ζd} and let E = {α1, . . . , αd} ⊂ Nn such that det(Vz,E)
6= 0(xE is a monomial basis of Az). We define the pseudo-Lagrange’s polynomial associ-
ated with ζi by:
ei = − 1
Vz,E
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
xα1 · · · xαd
ζα11 · · · ζαd1
...
...
ζα1i−1 · · · ζαdi−1
ζα1i+1 · · · ζαdi+1
...
...
ζα1d · · · ζαdd
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (4)
Properties 4.8. The class of ei in A is the idempotent associated with the root ζi and
ei ∈ K[x1, . . . , xn]E, for i = 1, . . . , d.
Proof. Let us denote by e′i the determinant polynomial defined in (4). We check that
e′i(ζj) = δi,j , so that according to Proposition 3.5, ei ≡ e′i. 2
This property yields the solution to the interpolation problem as follows:
Theorem 4.9. Let us assume that det(Vz,E) is not zero. Then for any value vi ∈ K,
there exists a unique polynomial p ∈ K[x1, . . . , xn]E such that p(ζi) = vi. It is given by
p(x) =
∑d
i=1 vi ei.
4.3. roots with multiplicities
We now describe explicitly the general case of Hermite interpolation. Let us consider
µi tangential conditions Λi,j(p) = vi at points ζi, for i = 1, . . . , d. They are of the form
〈Λ(i)j (∂), p〉ζi = vi where Λ(i)j (∂) is a polynomial in ∂.
We assume that each (Λ(i)j )j=1,...,µi is stable by derivation so that (Λ)
⊥ = (Λi,j)⊥ := IΛ
is an ideal of R. We denote by AΛ = R/IΛ the associated quotient algebra.
The dual space associated with the local algebra Aζi is (Λ(i)j )j=1,...,µi . Because these
elements are polynomials in ∂i, and the vector space is stable by derivation by ∂∂i , it
contains the element 1. We assume, without loss of generality, that Λ(i)1 = 1 and that the
Λ(i)j (∂) have no constant terms (it can be done by subtraction of a scalar multiple of
Λ(i)1 = 1).
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Definition 4.10. With the above assumptions and notations, we define the following
matrix as Vandermonde’s matrix associated to E and Λ =
(
Λ(i)j
)
i=1,...,d, j=1,...,µi
:
VΛ,E =

〈Λ(1)1 ,xα1〉ζ1 · · · 〈Λ(1)1 ,xαD 〉ζ1
...
...
〈Λ(1)µ1 ,xα1〉ζ1 · · · 〈Λ(1)µ1 ,xαD 〉ζ1
...
...
〈Λ(d)1 ,xα1〉ζd · · · 〈Λ(d)1 ,xαD 〉ζd
...
...
〈Λ(d)µd ,xα1〉ζd · · · 〈Λ(1)µζd ,xαD 〉ζd

.
The Vandermonde’s determinant associated to Z (I) and E is vΛ,E = det (VΛ,E).
According to Proposition 4.1, we have:
Theorem 4.11. Let z = {ζ1, . . . , ζd} ∈ Kn and let E = {α1, . . . , αD} ⊂ Nn. Therefore,
xE is a basis of AΛ = K[x1, . . . , xn]/IΛ if and only if the Vandermonde’s determinant
det(VΛ,E) 6= 0.
Definition 4.12. Let z = {ζ1, . . . , ζd} ⊂ Kn and let E = {α1, . . . , αD} ⊂ Nn such that
xE is a basis of AΛ = K[x1, . . . , xn]/IΛ. We define the pseudo-Lagrange’s polynomials
e(j)i , j = 1, . . . , µi associated to the root ζi in the following way:
e(j)i = −
1
vΛ,E
det

xα1 · · · xαD
〈Λ(1)1 ,xα1〉ζ1 · · · 〈Λ(1)1 ,xαD 〉ζ1
...
...
〈Λ(i)j−1,xαi〉ζi · · · 〈Λ(i)j−1,xαD 〉ζi
〈Λ(i)j+1,xα1〉ζ1 · · · 〈Λ(i)j+1,xαD 〉ζ1
...
...
〈Λ(d)µd ,xα1〉ζd · · · 〈Λ(1)µd ,xαD 〉ζd

.
For all i ∈ {1, . . . , d} and j ∈ {1, . . . , µi}.
Proposition 4.13. The polynomial e(1)ζi is the idempotent associated with ζi and e
(1)
i , . . . ,
e(µi)i is a basis of the local ring Aζi .
Proof. We remark that
〈Λ(i)j , e
(j′)
i′ 〉ζi =
1
vΛ,E
det

〈Λ(i)j ,xα1〉ζi · · · 〈Λ(i)j ,xαD 〉ζi
〈Λ(i)2 ,xα1〉ζi · · · 〈Λ(i)2 ,xαD 〉ζi
...
...
〈Λ(d)µd ,xα1〉ζi · · · 〈Λ(d)µd ,xαD 〉ζi
 = δi,i′δj,j′ .
Therefore the elements e(j)i j = 1, . . . , µi are the dual basis of the basis Λ
(i)
j of Â.
Moreover, as e(1)i is the dual element of Λ
(i)
1 = 1 and because Λ
(i)
j j = 2, . . . , µi have no
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constant term, e(j)i are in the maximal ideal mζi of Aζi , for j = 2, . . . , µi. Therefore e(1)i
is the idempotent associated with ζi. 2
This yields the solution to the generalized Hermite interpolation problem:
Proposition 4.14. With the above assumptions and notations, for all f ∈ A, we have
f =
∑d
i=1
∑µi
j=1 vi,j e
(j)
i where e
(j)
i is the polynomial of Definition 4.12, vi,j = 〈Λ(i)j , f〉ζi ,
for i = 1, . . . , d and j = 1, . . . , µi.
In order to completely answer the interpolation problem, we need to describe the
polynomials for which the tangential condition vanishes, that is the polynomials of IΛ.
Just as for the idempotents, they will be described by determinantal expressions. LetQ be
a polynomial of K[x1, . . . , xn]. We denote by NQ (x) =
∑
α∈E nQ,αx
α the normal form of
the polynomial Q in the basis xE . We consider the polynomial PQ (x) = Q (x)−NQ (x).
Then PQ ∈ I.
Definition 4.15. We define the polynomial RQ (Z (I) ,x) as the following determinant:
RQ (Λ,x) =
∣∣∣∣∣∣∣∣∣
Q (x) xα1 · · · xαD
〈Λ(1)1 , Q (x)〉ζ1 〈Λ(1)1 ,xα1〉ζ1 · · · 〈Λ(1)1 ,xαD 〉ζ1
...
...
...
〈Λ(d)µd , Q (x)〉ζd 〈Λ(d)µd ,xα1〉ζd · · · 〈Λ(d)µd ,xαD 〉ζd
∣∣∣∣∣∣∣∣∣ . (5)
We check that we have the following properties:
Properties 4.16.
• RQ (Λ, ζi) = 0,
• RQ (Λ,x) = vΛ,EPQ (x).
We now define a function associated to this relation:
Definition 4.17. We define the following polynomial:
FQ (Λ,x) =
RQ (Λ,x)
vΛ,E
− PQ (x) . (6)
For all i ∈ {1, . . . , n}, we denote by νi = (δi,j)j∈{0,...,n} ∈ Nn. Let Q 6∈ K[x1, . . . , xn]E .
The partial derivative functions of RQ, relative to the coordinates of ζi, have a strong
property that we will use hereafter.
Proposition 4.18. We have:
∂RQ
∂ζi,j
(Λ,x) =
µζi∑
j=1
〈
Λ(i)j ,
∂RQ
∂xj
(Λ,x)
〉
ζi
ejζi ∈ Aζi . (7)
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Proof. By definition of RQ (Λ,x), we have the following equality :
∂RQ
∂ζi,j
(Λ,x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Q (x) xα1 · · · xαD
〈Λ(1)1 , Q (x)〉ζ1 〈Λ(1)1 ,xα1〉ζ1 · · · 〈Λ(1)1 ,xαD 〉ζ1
...
...
...
〈Λ(i)1 , ∂∂ζi,jQ (x)〉ζi 〈Λ
(i)
1 ,
∂
∂ζi,j
xα1〉ζ1 · · · 〈Λ(i)1 , ∂∂ζi,j xαD 〉ζ1
...
...
...
〈Λ(i)µi , ∂∂ζi,jQ (x)〉ζi 〈Λ
(i)
µi ,
∂
∂ζi,j
xα1〉ζ1 · · · 〈Λ(i)µi , ∂∂ζi,j xαD 〉ζ1
...
...
...
〈Λ(d)µd , Q (x)〉ζd 〈Λ(d)µd ,xα1〉ζd · · · 〈Λ(d)µd ,xαD 〉ζd
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Then we remark that ∂∂ζi,jRQ (Λ, ζk) = 0 if k 6= i. Then ∂∂ζi,jRQ (Λ, ζk) ∈ Aζi . 2
Corollary 4.19. If ζi is a simple root, then:
∂RQ
∂ζi,j
(Λ,x) =
〈
1,
∂RQ
∂xj
(Λ,x)
〉
ζi
eζi =
∂RQ
∂xj
(Λ, ζi) eζi . (8)
4.4. relations between roots and coefficients
In this section, we give some relations between the coefficients of an algebraic sys-
tem that defines a zero-dimensional complete intersection and the roots of the system.
Those relations extend naturally the well known relations between elementary symmetric
functions of the roots and the coefficients of a univariate equation.
Let f1, . . . , fn ∈ K[x1, . . . , xn] such that I = (f1, . . . , fn) is a zero-dimensional com-
plete intersection. We denote by z = {ζ1, . . . , ζd} the associated algebraic set and A =
K[x1, . . . , xn]/I its coordinate algebra. We assume that we know a monomial basis xE
of A and a basis (Λ(i)j )j∈{1,...,µi} of the dual space of each local algebra Aζi . Those bases
are such that Λ(i)1 = 1, ∀i ∈ {1, . . . , d}.
Let Q be a polynomial of K[x1, . . . , xn], we denote by NQ(x) =
∑
α∈E nQ,αx
α the
normal form of Q in A with respect to the basis xE . We recall that a property of 4.16
gives Rfi (Λ,x)vΛ,E = fi(x) for all i ∈ {1, . . . , d}. Let us decompose each fi =
∑
α∈Nn fi,αx
α
in the following way: fi(x) = fi +
∑
α∈E fi,αx
α with fi with monomial support disjoint
of xE . We have
Rfi
(Λ,E)
vΛ,E
= fi (x) − Nfi (x) = fi(x) since Nfi(x) = 0, and therefore∑
α∈E fi,αx
α = Nfi . So we deduce that
Rfi
(Λ,x)
vΛ,E
− fi =
∑
α∈E fi,αx
α.
We denote by |Rfi (Λ,x)|αi the minor of the matrix obtained by removing the first
row and the column corresponding to xαi , ∀i ∈ {1, . . . , D}. The following proposition is,
now, easy to check :
Theorem 4.20. Let i ∈ {1, . . . , D}, we have |Rfi (Λ,x)|αivΛ,E = fi,α.
The equality of this proposition generalizes the well know relation between elementary
symmetric functions and coefficients of a univariate algebraic equation.
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4.5. relation polynomials and interpolation
We are now interested in a variant of Hermite’s interpolation problem. Given a set of
points {ζ1, . . . , ζd} ⊂ Kn and tangential conditions described by Λ = (Λ(i)j ) ∈ K[∂]D, find
a set of generators of IΛ. We assume moreover that a monomial basis xE of AΛ (such
that vΛ,E 6= 0) is given.
Definition 4.21. We denote by Ω = {β ∈ Nn|∃α ∈ E and k ∈ {1, . . . , n} ,
xβ = xk ∗ xα and β 6∈ E
}
. We call this set the frontier of the quotient algebra.
Proposition 4.22. Assume that 1 ∈ xE. Then the polynomials Rxβ (Λ,x), β ∈ Ω,
generate the ideal IΛ = (Rxβ (Λ,x))β∈Ω.
Proof. Let us denote by IΩ the ideal generated by the polynomials (Rxβ (Λ,x))β∈Ω
and by AΩ = K[x1, . . . , xn]/IΩ. Since 〈Λ(i)j , Rxβ (Λ,x)〉ζi = 0, we have IΩ ⊂ IΛ and
dimK(AΛ) ≤ dimK(AΩ).
As for any xα ∈ xE and any variable xi, the product xα xi = xβ is in xΩ, it can
be reduced modulo Rxβ (Λ,x) to an element of 〈xE〉. Inductively, we prove that the
multiplication of any element of 〈xE〉 by any polynomial of K[x1, . . . , xn] can be reduced
modulo IΩ to an element of 〈xE〉. Since 1 ∈ xE , this induces that xE is a generating set
of AΩ. We deduce that dimK(AΩ) ≤ #(E) = dimK(AΛ) and thus that IΩ = IΛ. 2
As a corollary, we deduce that IΛ is generated by all the relations Rp(Λ,x) for p ∈
K[x1, . . . , xn]. In the following, we are especially interested by ideals IΛ, which can be
generated by n polynomials, that is complete intersections, corresponding to square sys-
tems. The forthcoming developments are thus stated with n polynomials in n variables,
but they can be extended to m ≥ n polynomials at the cost of dealing with rectangular
linear systems.
5. Weierstrass’s Method
In this section we give a generalization of Weierstrass’s method for the multivariate
case for a complete intersection that defines only simple roots. We construct an iteration
function by a direct extension of the methodology exposed in Section 2. We do it thanks
to the representation of the quotient algebra given in Sections 3 and 4. The iteration
function gives a local method with a quadratic convergence. To obtain a global method,
we will use this local method in a continuation process.
Hereafter I = (f1, . . . , fn) is a complete intersection zero-dimensional ideal ofK[x1, . . . ,
xn] that defines only simple roots Z (I) = {ζ1, . . . , ζD}.
Hypothesis 5.1. We assume that we know a set E = {α1, . . . , αD} ⊂ Nn such that
xE is a monomial basis of A = K[x1, . . . , xn]/I. (This can be done, for instance, by
the computation of a Gro¨bner basis using modular arithmetic with a high probability of
success.)
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5.1. iteration function
We begin by the construction of an equivalent system to the initial algebraic system.
We define the following application:
F :

(Kn)D −→ (K[x1, . . . , xn]E)n
z 7−→ F (z,x) =
 Ff1...
Ffn
 . (9)
We can associate the equation F (z) = 0 with a system described hereafter. If we
look at the polynomial Ffi (z,x) =
Rfi (z,x)
vZ(I),E
− fi, we remark that its support is in xE ,
∀i ∈ {1, . . . , n}. So we have Ffi (z,x) =
∑
α∈E ψi,α (z)x
α, ∀i ∈ {1, . . . , n}. Then we
obtain the following square nD × nD system:
(Ψ)
{
ψi,α (z) = 0
∀i ∈ {1, . . . , n} and α ∈ E. (10)
By construction we have ψi,α (Z (I)) = 0, ∀i ∈ {1, . . . , n} and α ∈ E. System (10) is
analogous to system (1) for the multivariate case. The idea is again to apply Newton’s
method to system (10). As in the univariate case, we will exploit the structure of the
problem to explicitly inverse the Jacobian of the system and give a simple iteration
function.
computation of the iteration function
We consider the following maps:
Φ : P =
∑
α∈E
pαxα ∈ K[x1, . . . , xn]E 7→ (pα)α∈E ∈ KD
−→F : z ∈ (Kn)D 7→ −→F (z) = (Φ (Ff1) , . . . ,Φ (Ffn)) ∈
(
KD
)n
.
We have that −→F (z) = 0 if and only if {z1, . . . , zd} = {ζ1, . . . , ζd}.
The idea is to apply Newton’s method to −→F and to do that we need to compute the
sequence of Newton’s iteration points:
z(k+1) = z(k) − J−→F (z
(k))
−1−→F (z(k)). (11)
Theorem 5.2. In the above situation, to apply a Newton’s iteration to −→F , for i ∈
{1, . . . , D}, we only need to compute
z(k+1)i =
z(k)i −

∂Rf1
∂x1
(z(k), z
(k)
i )
v
z(k),E
. . .
∂Rf1
∂xn
(z(k), z
(k)
i )
v
z(k),E
...
. . .
...
∂Rfn
∂x1
(z(k), z
(k)
i )
v
z(k),E
. . .
∂Rfn
∂xn
(z(k), z
(k)
i )
v
z(k),E

−1
f1(z
(k)
i )
...
fn(z
(k)
i )
 . (12)
And the sequence (z(k))k∈N converges quadratically in a neighbourhood of the solutions
of the system.
692 B. Mourrain and O. Ruatta
Remark 5.3. Because of the linearity of Φ we have
∂
∂zi,j
Φ (Ffk (z)) = Φ
(
∂
∂zi,j
Ffk (z)
)
for j and k ∈ {1, . . . , n} and i ∈ {1, . . . , D}.
Proof. Let us solve J−→F (z)u =
−→F (z). By Corollary 4.19, for all k ∈ {1, . . . , n} we have
Φ
 D∑
i=1
n∑
j=1
−
∂Rfk
∂xj
(z, zi)
vz,E
ui,jei (z,x)
 = Φ( D∑
i=1
Ffk (z, zi) ei (z,x)
)
.
Or equivalently
D∑
i=1
n∑
j=1
−
∂Rfk
∂zi,j
(z, zi)
vz,E
ui,jwi =
D∑
i=1
Ffk (z, zi)wi.
So for each i ∈ {1, . . . , D}, we have the following system
n∑
j=1
−
∂Rfk
∂xj
(z, zi)
vz,E
ui,j = Ffk (z, zi)
∀k ∈ {1, . . . , n}
. (13)
Then for each i ∈ {1, . . . , D}, we define
∆zi
−→F (z) =

−
∂Rf1
∂x1
(z,zi)
vz,E
. . . −
∂Rf1
∂xn
(z,zi)
vz,E
...
. . .
...
−
∂Rfn
∂x1
(z,zi)
vz,E
. . . −
∂Rfn
∂xn
(z,zi)
vz,E
 .
Following these definitions and since Ffk (z, zi) = −Pfk (zi), system (13) can be written ui,1...
ui,n
 = ∆zi−→F (z)−1
 f1 (z, zi)...
fn (z, zi)
 .
The formula of the theorem is proved. The convergence of the method comes from the
fact that this method is equivalent to Newton’s method and that all roots are assumed
to be simple. 2
Remark 5.4. If there is only one root to the system, then formula (12) is the Newton’s
iteration formula, and if there is only one variable, formula (12) is the formula of the
classical Weierstrass’s method (2).
5.2. algorithm and arithmetic complexity
Recall that we assume to know a monomial basis of the K-vector space A and the
normal forms in this basis of n polynomials that are not in this basis. We use the notations
of the preceding subsections.
algorithm
The starting points are given thanks to a matrix z that has its columns equal to the
vector of the coordinates of the starting points.
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Algorithm 5.5. (Weierstrass’s iteration)
• Input: The matrix z formed with the coordinates of the initial points.
• Step 1. We compute the matrices (specialized at z)
MVE (z) =
 z
α1
1 . . . z
αD
1
...
. . .
...
zα1D . . . z
αD
D
 ,
MRfk (z,x) =
 z
α1
1 . . . z
αD
1 f1 (z1)
...
. . .
...
...
zα1D . . . z
αD
D fn (zD)

for k = 1, . . . , n. After we compute the rows:
dv
(i)
fk
(x) =
(
∂
∂xi
xα1 , . . . ,
∂
∂xi
xαD ,
∂
∂xi
fk (x)
)
for i ∈ {1, . . . , n} and k ∈ {1, . . . , n}.
• Step 2. Make the LU-decomposition of MVE (z). Use it to compute the kernels of
the matrices MRfk . This gives us the vectors rfk ∈ KD+1, for each i ∈ {1, . . . , n}.
If the dimension of the kernel of MVE (z) does not vanish, stop the algorithm with
an error setting.
• Step 3. For each i ∈ {1, . . . , D}, we construct the matrices ∆zi−→F (z) by computing
their coefficients as follows: we specialize dv(i)fk at zi, compute its product with rβk (z)
and normalize it by its last coefficient (that is the value of the pseudo-Vandermonde
determinant), for each k ∈ {1, . . . , n}. Then we obtain: ∆zi−→F (z).
• Step 4. For each i ∈ {1, . . . , D} we solve the system
(f1 (zi) , . . . , fn (zi))
t = ∆zi
−→F (z) z′i,
where z′i is the column indexed by i of the output matrix.
• Output: The matrix z′.
arithmetic complexity for an iteration
Proposition 5.6. The arithmetic complexity of an iteration of Algorithm 5.5 is bounded
by O (D3 + n2D2 +Dn3) arithmetic operations.
Proof. We detail here the cost of the different steps:
• In step 1, we start making n specializations of D×(D + 1), which gives us O (nD2)
arithmetic operations.
• In steps 2 and 3, we compute the LU-decomposition the matrixMVE (z). This yields
the complexity bound of O(D3). Finally we use this decomposition to compute
the kernels of the n matrices MRfk , this costs O(nD2) arithmetic operations. We
specialize nD vectors of length D+1, which gives a O(nD2) complexity. After, we
compute n2D inner products of vectors of length D+1, and we obtain a complexity
term O(n2D2).
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• In step 4, we specialize D vectors of length n. It gives us a complexity O(nD). We
solveD linear systems of size n×n, this costs O(Dn3) arithmetic operations. Finally
we compute n products of n × n matrices by vectors and we have a complexity
O(n2). If we denote by L the maximal cost of the evaluation of a Pfk there is also
a contribution in O(nL) arithmetic operations, but this contribution is marginal.
With all these elements we obtain a O (D3 + n2D2 +Dn3) arithmetic complexity. 2
Remark 5.7. In step 2, we do not use the pseudo-Vandermonde’s structure of the matri-
ces MVE (z). However the use of this structure could give a better complexity. We refer
to Mourrain and Pan (2000) for the use of the matrix structure for solving systems.
5.3. weierstrass’s iteration with continuation
Hereafter we use the Weierstrass’s iteration function as “predictor-corrector” in a path
following method (see Allgower and Georg, 1990). We propose an analogy of a “global
Newton’s method” to approximate all (or a subset of) the roots of an algebraic system.
The method proposed here is derived from the work exposed in Dedieu and Smale (1998)
and Smale (1997). In those paper the complexity of the global Newton’s method is studied
in the BCSS model approach (see Blum et al., 1998, 1989). Supplementary difficulties
occur.
Let g1, . . . , gn ∈ K[x1, . . . , xn], we define a polynomial (resp. rational) homotopy from
g1, . . . , gn to f1, . . . , fn as a function H ∈ K[x1, . . . , xn][t]n (resp. K[x1, . . . , xn](t)n) such
that H(0) = (g1, . . . , gn) and H(1) = (f1, . . . , fn). To each t ∈ [0, 1] we associate an
algebra At = K[x1, . . . , xn]/(H(t)). We say that the homotopy is flat on [0, 1] if At ∼=
At′ for all t and t′ ∈ [0, 1] as K-vector space. Flatness is difficult to show. A major
problem in our setting is that the number of roots can change (i.e. the dimension of At
changes with t). This difficulty can be handled by considering an additional equation
fn+1 but leads to the treatment of a rectangular system. We do not describe these
developments here and will consider hereafter only one-parameter families of polynomials
for which the dimension of At is not changing. Let z(0) ∈ (Kn)D, we choose g1 (x) =
Rf1(z
(0),x), . . . , g1 (x) = Rfn(z
(0),x) andH(t) = t(f1, . . . , fn)+(1− t)(g1, . . . , gn). Then
we propose the following algorithm:
Algorithm 5.8.
• Input: ∆t, z(0).
• For i from 1 to 1∆t do z(i) =Weierstrass
(H(i∆t), z(i−1)) .
• Return z( 1∆t ).
Here the functionWeierstrass is the iteration function of the multivariate Weierstrass
method of the previous algorithm. But flatness is not guaranteed, unless the whole system
reaches the Be´zout bound. So we restrict our study to systems with the maximal number
of roots or to systems with structural properties easy to check.
Remarks 5.9.
• If we have only one root, this algorithm is Newton’s method with continuation, just
as defined in Smale (1997).
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• The singular locus for this method is given by the vanishing locus of the Vander-
monde determinant. This is a complex algebraic variety of codimension 1 in complex
space, i.e. of codimension 2 as a real variety. The continuation method uses a one-
dimensional real path. Then, starting from a random initial system insures that the
path will not meet the singular locus, with a high probability.
• An alternative way to insure the flatness is to use overconstrained systems by
introducing a supplementary algebraic equation to control the structure of all the
systems. Overconstrained systems can be treated using Weierstrass’s method by
modifying the iteration function. This leads to several new problems and develop-
ments which are the objects of current work.
6. Experiments
6.1. implementation
We have implemented those algorithms in C++ using the tools available in the SYNAPS
library. The library SYNAPS is a set of C++ template functions for scientific computation
with polynomial and linear algebra. All our functions only use double-precision floating
point arithmetic (or complex numbers using this arithmetic). But adaptations to several
other arithmetics are possible.
The continuation algorithm begins by a step of interpolation. This is done by inter-
polation using relation polynomials from random points. The interpolation process is
very efficient and does not limit the method. So we focus on the approximation step.
Furthermore, for implementation reasons, we are particularly interested in the use of the
double-precision floating point arithmetic. We just make a few remarks on the use of
extended arithmetic. The symbol ∞ is used when the results are not significant.
6.2. numerical experiences of Weierstrass’s method
The aim is to study the impact of the two following parameters:
• the number of steps made during the continuation (denoted by nbstep hereafter)
• the number of Weierstrass’s iterations made at each step of the continuation (deno-
ted nbiter hereafter).
Experience reveals other basic facts on the behaviour of the proposed methods. The
time is given in seconds and the accuracy (denoted prec) is evaluate by the norm of the
vector form by the evaluations of polynomials of the system evaluated at the approxima-
tions given by the algorithm (backward error).
intersections of quadrics
We compute an approximation of the eight roots of a system consisting of three generic
quadrics in 3 variables.
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nbiter 10 7 5 3
nbstep time prec time prec time prec time prec
55 0.15 10−21 0.1 10−22 0.05 10−18 0.04 10
60 0.18 10−21 0.12 10−22 0.08 10−20 0.05 1
75 0.2 10−22 0.15 10−22 0.12 10−22 0.08 10−1
100 0.2 10−22 0.17 10−22 0.15 10−22 0.09 10−2
We compute an approximations of the 24 roots of a system consisting of four generic
quadrics in four variables. We treat two different problems to illustrate the impact of the
conditioning of the roots.
nbiter 5 3
nbstep time prec time prec
First problem
300 7 10−21 4 10−10
250 6 10−22 3 10−12
Second problem
200 4 10−7 3 10−1
300 6 10−9 5 10−2
400 8 10−9 6 10−2
We remark that we do not lose much accuracy when we reduce the number of steps,
but, for instance, here we need to keep an accuracy of 10−10 at least to converge globally.
So we are not able to make less than 250 steps in the considered problem.
intersection of a cubic with quadrics
We compute approximations of the 12 roots of a system consisting of two generic
quadrics and a cubic in three variables. We treat two different examples with different
conditioning of the roots.
nbiter 10 7 5
nbstep time prec time prec time prec
First problem
10 0.7 10−17 0.4 10−17 ∞ ∞
25 1.2 10−17 0.7 10−17 ∞ ∞
50 1.9 10−17 1 10−17 0.9 10−16
100 5 10−18 1.7 10−18 1.5 10−18
Second problem
20 0.5 10−19 0.4 10−20 0.1 10−18
30 0.6 10−20 0.5 10−20 0.1 10−19
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intersections of three cubics
We compute the approximations of the 27 roots of a system consisting of three generic
cubics in three variables. We treat an algebraic set including a disc centred at the origin
and with a radius of 10 to control the size of the Vandermonde determinant. The method
is sometimes faster than with less roots because, in the previous tests, the roots can have
very large and very small coordinates. Here the problem has good properties.
nbiter 10 7 5 3
nbstep time prec time prec time prec time prec
10 1 10−14 0.2 10−14 0.1 10−1 ∞ ∞
20 2 10−17 0.5 10−15 0.1 10−4 ∞ ∞
30 3 10−17 0.8 10−17 0.2 10−17 0.1 10−8
6.3. other experiments
We also treat systems formed by three cubics and a quadric (54 solutions) and some
particular instance of the problem of the Stewart’s platform. But we reach here the limits
of the method using only double-precision floating point arithmetic. For instance, for the
Stewart’s platform, we compute all roots. The real roots are good conditioned but some of
the complex roots are huge and the Vandermonde determinant overflows the arithmetic.
A first implementation with extended arithmetic was done and allows us to treat bigger
problems but it needs to be improved.
6.4. conclusions of experiments
The experiments show the efficiency of the proposed method. Some great improve-
ments are possible. For instance, we can control the size of the step and the needed
precision dynamically during the execution. Another possible improvement is to change
the representation of the quotient algebra. In the present work, we use a generalization
of Lagrange’s polynomials by using idempotents. We imagine that the use of a general-
ization of Newton’s polynomials will have better numerical properties.
The results exposed here and the possibility of improvements show the interest of the
proposed method.
7. Conclusion
In this paper we describe an algebraic framework for the representation of zero-
dimensional complete intersection algebraic systems. We give some interpolation formulæ
that allow us to develop an iterative method to approximate simultaneously all roots of
an algebraic system. We cite experiments that show the efficiency of the method.
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