In this paper, we establish new iterative methods for the solution of scalar equations by using the decomposition technique mainly due to Daftardar-Gejji and Jafari [V.
Introduction
Solving the nonlinear equations has been one of the scorching topics for scientists during the last few decades. Many iterative methods involving various techniques have been established to find the approximate roots of nonlinear equations, see [1, 3, 4, 5, 7, 10, 11, 13] and references there in. These methods can be classified as one-step, two-step and three-step methods. In [5] , Chun has proposed and studied several onestep and two-step iterative methods with higher-order convergence by using the decomposition technique of Adomian [2] . Several other iterative methods have also been developed for finding the simple zero of nonlinear equations. In many physical problems we have to deal with the nonlinear equation having roots with multiplicity m ≥ 2.
Firstly, Schröder [17] introduced the following modified Newton's method for finding the multiple roots:
During the last two decades, much attention has been devoted by various researchers for solving nonlinear equation with multiple roots. Chun et al. [6, 8] , Homeier [12] , Osada [16] have developed some techniques to find the multiple roots of nonlinear equations. In the recent years, the researchers have made significant and interesting contribution in this field [9, 14, 15] .
Having motivation from the recent research, we establish new iterative methods for finding multiple roots of scalar equations by using decomposition techniques due to Daftardar-Gejji and Jafari [10] .
Consider the nonlinear equation
It is well known that if α is a root with multiplicity m, then it is also a root of f (x) = 0 with multiplicity m − 1 of f (x) = 0 with multiplicity m − 2 and so on. Hence if initial guess x 0 is sufficiently close to α, the expressions
will have the same value.
Remark 1.1. The generalized Newton's formula
gives a quadratic convergence when the equation f (x) = 0 has a pair of double roots in the neighborhood of x 0 . It may be noted that for the double root α near to x 0 , f (α) = 0 = f (α).
New iterative methods
We can rewrite the nonlinear equation (1.1) as a coupled system:
where γ is the initial approximation for a zero of (1.1). Now, we can rewrite (2.1) in the following form:
and
Here N (x) is a nonlinear operator. As in [6] , the solution of (2.2) has the series form
The nonlinear operator N (x) can be decomposed as it has been shown in [7] . Also the series ∞ i=0 x i converges absolutely and uniformly to a unique solution of equation (2.2) if the nonlinear operator
is a contraction. Combining (2.2), (2.4) and (2.6), we have
Thus we have the following iterative scheme:
. .
From (2.3), (2.4) and (2.8), we have
It follows from (2.3), (2.8) and (2.8) that
This enables us to suggest the following method for solving the nonlinear equation (1.1).
Algorithm 2.1. For the given x 0 compute the approximate solution x n+1 by the iterative schemes:
which is known as the generalized Newton's formula and is quadratically convergent.
Again by using (2.3), (2.4), (2.8) and (2.8), we conclude that
Using (2.12), we can suggest the following two-step iterative method for solving nonlinear equation (1.1) as follows:
Algorithm 2.2. For the given x 0 compute the approximate solution x n+1 by the iterative schemes:
Again, using (2.4), (2.9) and (2.10), we can calculate
From (2.8), (2.9), (2.11) and (2.13), we get
(2.14)
Using (2.14)
, we can suggest and analyze the following three-step iterative method for solving nonlinear equation (1.1).
Algorithm 2.3. For a given x 0, compute the approximate solution by the iterative schemes:
Convergence analysis
In this section, the convergence analysis of Algorithms 2.2 and 2.3 is given. Proof. Let α be a root of f (x) of multiplicity 2. Then by expanding f (x n ), (f (x n )) 2 in Taylor's series about
where e n = x n − α and c k =
Expanding f (y n ) by Taylor's series about α, we get Next for Algorithm 2.3, we use (3.1), (3.2) and (3.6) to compute z n as follows Expanding f (y n + z n ) by Taylor's series about α, we obtain The last equation shows that the convergence order of Algorithms 2.3 is 2. This completes the proof.
Numerical examples
In this section we consider some numerical examples to demonstrate the performance of the newly developed iterative method. In the following table, we compare our proposed methods (Algorithms 2.2 and 2.3) (NS1 and NS2) with classical Newton's method (NM), generalized Newton's method (Algorithm 2.1) (GNM), Chun et al. [6, Equations (35) and (36)] (BNM1 and BNM2). All the computations for above mentioned methods, are performed using software Maple 13 and ε = 10 −10 as tolerance and also the following criteria is used for estimating the zero:
Maximum numbers of iterations = 500. 
Conclusions
In the present work, we have proposed two new iterative methods (NS1 and NS2) with convergence order 2 for finding the multiple roots of nonlinear equations. The numerical results presented in the Table given in the previous section reveal that our iterative methods are even comparable with the methods developed by Chun et al. [6] (BNM1 and BNM2) with convergence order 3. The idea and technique employed in this paper can be developed to higher-order multi-step iterative methods for solving nonlinear equations having roots with multiplicity greater than one.
