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Abstract
In this paper we propose local and global existence results for the so-
lution of systems characterized by the coupling of ODEs and PDEs. The
coexistence of distinct mathematical formalisms represents the main fea-
ture of hybrid approaches, in which the dynamics of interacting agents are
driven by second-order ODEs, while reaction-diffusion equations are used
to model the time evolution of a signal influencing them. We first present
an existence result of the solution, locally in time. In particular, we gener-
alize the framework of recent works presented in the literature, concerning
collective motions of cells due to mechanical forces and chemotaxis, taking
into account a uniformly parabolic operator with space-and-time depen-
dent coefficients, and a more general structure for the equations of motion.
Then, the previous result is extended in order to obtain a global solution.
Keywords Hybrid Models, Parabolic Differential Equation, Collective Motions,
Chemotaxis
1 Introduction
In this paper we study a particular type of systems of differential equations,
arising from mathematical models that simultaneously combine discrete and
continuum approaches, known as hybrid models. In recent years, these kinds
of models have been mainly adopted to describe phenomena concerning living
systems, such as cell aggregates or crowds ([1], [5], [18], [8], [9]). These are
regarded as collections of agents presenting two fundamental aspects: a proper
behavior and the ability to sense and actively interact with other individuals
and the surrounding environment. The majority of mathematical models in the
literature treats agents aggregates either as a continuum or as a discrete set of
individuals.
Discrete models operate at the scale of individuals ([4], [10], [12], [17]).
For example, in the biomedical field, each cell is treated as a unit of finite vol-
ume, which is able to move, divide and die individually according to biological
observations. Agents have been modelled with simple points, spheres and ellip-
soids, both with fixed volume and size, or more complex evolving deformable
structures ([11],[13]). A discrete approach allows to easily model mechanical in-
teractions with other cells and with the surrounding matrix, and to incorporate
details concerning individual cells (e.g. size, metabolic state). The possibility
to model agents in fine details leads to the drawback of a large computational
1Universita´ Campus Bio-Medico di Roma, Department of Engineering, Via A´lvaro del
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cost, which rapidly increases with the number of agents considered. Thus, dis-
crete models are suitable for a microscopic description of phenomena when the
number of agents is relatively limited.
Since a same problem can be modelled at different scales depending on
the aspects one is interested in, the choice of approach to adopt is often not
unique. Sometimes the distinction among different approaches is not extremely
defined, other times it is quite obvious. In fact, to model regions in which
mechanical and rheological properties are of primary interest, it is completely
unnecessary to focus of the cell scale. Aiming at a global description of the
agents interactions, continuum models better fulfil the requirements ([6],[7]).
From a macroscopic point of view, the units’ aggregate is described through
its spatial mass density, and continuum equations are used to model cell-cell
and cell-matrix interactions. On the one hand, continuous models are easier to
be computationally analyzed, and do not present limitations in the number of
agents involved. On the other hand, they suffer from the fact that generally the
averaging over space realized in continuum formalisms cannot fully account for
the diversity of cellular and sub-cellular dynamical features.
Advantages and disadvantages of the two categories seem to be complementary.
The emergent hybrid approaches, in which some of the variables of the model
are continuous and other are discrete, gain the advantages offered by both,
providing a link between macro and microscale descriptions. In the literature,
there is no a commonly agreed definition for the class of hybrid models. In
[1], authors investigate the effects of individual-based cell interactions in the
different stages of tumor growth, presenting a model defined by a system of
coupled non-linear partial differential equations.
As already mentioned, modelling certain cell processes with a pure con-
tinuum approach would be challenging. The authors classify their model as
hybrid, since they discretize the reaction-diffusion model using finite-difference
methods in order to focus on the individual cell level. In particular, they con-
sider a random-walk model, assuming that the coefficients arising from the dis-
cretization process correspond to the probabilities for cells to move or remain-
ing at their current location. Authors refer to this kind of procedure as hybrid
discrete-continuum. This technique has been used in other works related to can-
cer growth [2], and also in the context of angiogenesis [3] and retinal vasculature
development [16].
In our work we consider a hybrid differential system inspired by the math-
ematical models presented in [5] and [18]. In those papers, cells are treated as
a set of localized agents whereas chemical concentrations are described through
the spatial distribution of their concentrations. The main difference is that
in [5], to describe proliferation and differentiation occurring in the examined
phenomenon, stochasticity is introduced in the model. In the above mentioned
works, authors focus on the construction of the models and provide some nu-
merical simulations able to reproduce the related biological phenomena. To this
end, only a numerical approximation of the solution of the system occurring
in the mathematical model has been proposed. However, while applications of
hybrid models are increasingly frequent, the literature concerning wellposedness
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(existence and uniqueness) of the solution of the resulting differential systems
is still lacking.
This is why our results can be considered as a first attempt to formalize,
validate and justify the emergent class of hybrid models, in particular the ones
in the form considered in [5] and [18], from a theoretical point of view.
From a mathematical point of view, these models share some common
features. The dynamic of the cells is driven by second-order ODEs, whereas the
evolution in time of the chemical signals is described by reaction-diffusion equa-
tions. Moreover, the dynamics of agents are not only influenced by mechanical
interactions, but also by chemotaxis, which leads the agents from regions with
low concentration to the ones at an higher level. In our model we consider a
group of n interacting agents. The dynamic of each agent i = 1, ..., n is expressed
by the following second-order differential equation:
x¨i(t) = Fi
(
t,X(t), X˙(t),∇f (xi(t), t;X)
)
, (1)
where X(t) = [x1(t), ...,xn(t)] , X˙(t) = [x˙1(t), ..., x˙n(t)] are the collections of
position and velocity of each agents, at each time t, and f models a signal
influencing the dynamics (e.g. the concentration of a chemoattractant as in
[18], [5]). The notation f = f(x, t;X) aims to emphasize the dependence on the
whole trajectory of all agents till time t, that will be clear in the next section
(see equation (12)) .
In the proposed model, f is the solution of the Cauchy problem{
Lf(x, t;X) = g(x,X(t)), (x, t) ∈ RN × (0, T )
f(x, 0) = ϕ(x) x ∈ RN , (2)
where L is the following differential operator:
L =
N∑
i,j=1
ai,j(x, t)∂
2
xi,xj +
N∑
i=1
bi(x, t)∂xi + c(x, t) − ∂t. (3)
Moreover we investigate a different variation of (1), in which∇f(xi(t), t;X)
is replaced by the average over a ball centered in xi(t) and having radius δ > 0.
The introduction of an average gradient in [5] and [18] aims at modeling the
fact that, in biological system, a cell feels the presence of chemical signals not
only in its center, but also in the region surrounding it.
Although the operator L is linear, we remark that, to the best of our knowl-
edge, in the literature the mathematical foundations of such a problem have not
been investigated. Therefore we follow a step-by-step approach to the problem,
leaving the non linear case for a future work.
The paper is organized as follow: in Section 2 we present the system of
differential equations (1)-(3) that will be considered throughout the whole paper.
In particular, we will state the main assumptions under which the results will
be given. In Section 3 we prove a local existence and uniqueness theorem, using
a fixed point argumentation, even considering a slight modification of (2). In
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Section 4, using a principle of continuation of the solution, the previous results
are extended to global ones. Conclusive remarks and future works directions
are collected in Section 6. A short appendix completes the paper, followed by a
glossary section, in which we describe the notation used throughout the paper.
2 Problem statement
We consider the following system of differential equations{
x˙i(t) = vi(t), 0 < t < T ,
v˙i(t) = Fi (t,X(t),V(t),∇f (xi(t), t;X)) , i = 1, ..., n, (4)
with initial data xi(0) = x0i, vi(0) = v0i ∈ RN , ∀i = 1, ..., n. Here
Fi : [0, T ]× RN×n × RN×n × RN → RN ,
and f = f(x, t;X) is the solution to the Cauchy Problem in Ω = RN × [0, T ]{
Lf(x, t;X) = g(x,X(t)), (x, t) ∈ RN × (0, T ),
f(x, 0) = ϕ(x), x ∈ RN , (5)
with
ϕ : RN −→ R, g : RN × RN×n −→ R
continuous functions, and L the following differential parabolic-type operator:
L =
N∑
i,j=1
ai,j(x, t)∂
2
xi,xj +
N∑
i=1
bi(x, t)∂xi + c(x, t) − ∂t. (6)
Through out all the paper, we will denote X(t) := [x1(t), ...,xn(t)], V(t) :=
[v1(t), ...,vn(t)] ∈ RN×n, and F := [F1, ...,Fn]. In particular, we will denote
X(0) = X0 and V(0) = V0.
We shall consider the following standing assumptions:
H1) For every i = 1, ..., n, Fi is a continuous function, satisfying the following
condition: ∃LF ≥ 0 such that ∀K ⊂ RN×n compact, ∃LKF ≥ 0 such that∣∣∣Fi(t,X,V,w) − Fi(t, X̂, V̂, ŵ)∣∣∣ ≤ LKF (∣∣∣X− X̂∣∣∣+ ∣∣∣V − V̂∣∣∣)+ LF |w − ŵ| ,
(7)
for any X, X̂,V, V̂ ∈ K, w, ŵ ∈ RN , t ∈ [0, T ].
H2) The coefficients ai,j , bi, c, are bounded Ho¨lder continuous function in Ω,
with coefficient α ∈ (0, 1) with respect to x and α/2 with respect to t.
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H3) L is uniformly parabolic in Ω, meaning that there exist µ0, µ1 > 0 such
that, for every ξ ∈ RN it holds
µ0 |ξ|2 ≤
N∑
i,j=1
aij(x, t)ξiξj ≤ µ1 |ξ|2 ∀(x, t) ∈ Ω. (8)
Moreover, there exists a constant 0 ≤ C < λ0/4T , with λ0 ≤ µ0/µ21 (See
[21] and also Appendix for more details) such that:
H4)
|ϕ(x) − ϕ(x̂)| ≤ H exp [Cmax (|x|2, |x̂|2)] |x− x̂|α, (9)
for any x, x̂ ∈ RN , for some constant H ≥ 0.
H5) For every R > 0, there exists a constant HR ≥ 0 such that∣∣∣g(x,X)− g(x̂, X̂)∣∣∣ ≤ HR exp [Cmax (|x|2, |x̂|2)]{|x− x̂|α + ∣∣∣X− X̂∣∣∣}
for any x, x̂ ∈ RN , X, X̂ ∈ BR.
In the following we shall make use of the following amount ℓ(θ, ν) := e−θ(θ/ν)θ
for every θ > 0, ν > 0 that is easy to check that corresponds to the global
maximum of the function y ∈ [0,∞) 7→ yθe−νy.
Remark 1. If Assumption H5) holds true, for every X = X(t) RN×n-valued
continuous function on [0, T ], we define gX(x, t) := g(x,X(t)), which has the
following properties: let R¯ = supt∈[0,T ] |X(t)|, then, for every M > 0,
|gX(x, t)− gX(x̂, t)| ≤ HR¯,M |x− x̂|α, (10)
for any x, x̂ ∈ RN such that |x|, |x̂| ≤M , t ∈ [0, T ], whereHR¯,M = HR¯ exp[CM2],
that is gX is locally Ho¨lder continuous in x with exponent α, uniformly with
respect to t.
Moreover, let C < C′ < λ0/4T , then, from H5), we obtain
|gX(x, t)| ≤ |g(0, 0)|+HR¯eC|x|
2 (|x|α + R¯)
≤ |g(0, 0)|eC′|x|2 +HR¯eC
′|x|2
(
|x|αe−(C′−C)|x|2 + R¯eC′|x|2
)
≤ [|g(0, 0)|+HR¯(ℓ(α/2, C′ − C) + R¯)] eC′|x|2. (11)
Similarly, such an upper bound is satisfied by the function ϕ, thanks to the
Assumption H4) . These properties, satisfied by ϕ and gX, in light of Theorem
12 (page 25) in [21], allow to establish that f (·, ·;X) : RN × [0, T ]→ R defined
by
f (x, t;X) =
ˆ
RN
Γ (x, t; ξ, 0)ϕ(ξ)dξ −
ˆ t
0
ˆ
RN
Γ (x, t; ξ, τ) gX(ξ, τ)dξdτ (12)
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is the unique solution to the Cauchy problem (5) associated to X, meaning in
particular that f is continuous on RN × [0, T ], ∂tf ,∂xif ,∂xi,xjf are continuous
on RN × (0, T ). Here the function Γ is a fundamental solution of Lu = 0 (See
[21] and Appendix for the details).
Later on, we will use estimates concerning Γ and its derivatives:
∀λ∗0 < λ0 there exists a constant CΓ such that
|Γ (x, t; ξ, τ)| ≤ CΓ 1
(t− τ)N2
e−
λ∗0 |x−ξ|2
4(t−τ) i = 1, ..., N, (13)
∣∣∣∣∂Γ (x, t; ξ, τ)∂xi
∣∣∣∣ ≤ CΓ 1
(t− τ)N+12
e−
λ∗0 |x−ξ|2
4(t−τ) i = 1, ..., N, (14)
∣∣∣∣∂Γ (x, t; ξ, τ)∂xixj
∣∣∣∣ ≤ CΓ 1
(t− τ)N+22
e−
λ∗0 |x−ξ|2
4(t−τ) i, j = 1, ..., N. (15)
for any x, ξ ∈ RN , 0 ≤ τ < t ≤ T .
For (13)-(14) the reader is referred to [22], Theorem 4.5, whereas for (15) to [15].
We observe that in [15], inequality (15) is proved for a hypoelliptic differential
operator. However, such estimate is clearly satisfied by the uniformly parabolic
operator L defined in (6). An essential ingredient for subsequent results is the
estimation of the first and second-order derivatives of f(x, t;X) with respect to
x, in terms of the supremum of X over [0, T ]. The inequalities in Proposition
1 improve the usual estimates available for the solution of the Cauchy problem
(5), thanks to the local Ho¨lder continuity of the data. Here we get a precise
estimate of the constants for such bounds.
Proposition 1 Let the assumptions H2)-H5) be satisfied. Then, for every 0 <
ν0 < λ0/4−CT , x ∈ RN , 0 < t ≤ T , X ∈ C([0, T ];RN×n), i, j = 1, . . . , N , the
following inequalities hold true:
|∂xif(x, t;X)| ≤ Keκ|x|
2
(
H
t
1−α
2
+
2
α+ 1
t
α+1
2 HX
)
, (16)
|∂2xixjf(x, t;X)| ≤ Keκ|x|
2
(
H
t1−
α
2
+
2
α
t
α
2 HX
)
, (17)
where CΓ is obtained from inequalities (13)-(15) for λ
∗
0 = λ0 − 4ν0, HX stands
for the constant in H5), for R = ‖X‖∞,T , H the one in H4), and
K :=
πN/2CΓℓ(α/2, ν0)
[λ0/2− 2CT ]N/2
, κ :=
C2T
λ0/4− CT + 2C. (18)
Proof. We focus on (16). First we recall that the Fundamental solution Γ
satisfies ˆ
RN
Γ(x, t, ξ, τ)dξ = 1, (19)
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for any x ∈ RN , 0 ≤ τ < t ≤ T . Therefore, we have
0 = ∂xi
ˆ
RN
Γ(x, t, ξ, τ)dξ =
ˆ
RN
∂xiΓ(x, t, ξ, τ)dξ, (20)
0 = ∂2xixj
ˆ
RN
Γ(x, t, ξ, τ)dξ =
ˆ
RN
∂2xixjΓ(x, t, ξ, τ)dξ. (21)
Let X ∈ C([0, T ];RN×n) and set R = ‖X‖∞,T . Then, the representation for-
mula (12) implies, for every x ∈ RN , t ∈ (0, T ], the inequality |∂xif(x, t;X)| ≤
G1 +G2, where
G1 :=
∣∣∣ ˆ
RN
∂xiΓ(x, t, ξ, 0)ϕ(ξ)dξ − ϕ(x)
ˆ
RN
∂xiΓ(x, t, ξ, 0)dξ
∣∣∣, (22)
G2 :=
∣∣∣ ˆ t
0
ˆ
RN
∂xiΓ(x, t, ξ, τ)gX(ξ, τ)dξ −
ˆ t
0
gX(x, τ)
ˆ
RN
∂xiΓ(x, t, ξ, τ)dξdτ
∣∣∣.
(23)
By the inequalities in H4)-H5), since C < λ0/4T , we choose λ
∗
0 ∈ (4TC, λ0)
and we set ν0 = (λ0 − λ∗0)/4. Therefore from (14), for 0 < t ≤ T , we get
G1 ≤ CΓH
t
N+1
2
ˆ
RN
e−
λ∗0
4
|x−ξ|2
t +C|x|2+C|ξ|2 |x− ξ|αdξ
≤ CΓH t
α−1
2
ˆ
RN
e−(λ
∗
0/4−Ct)|u|2+2C
√
t〈x,u〉+2C|x|2|u|αdu
≤ CΓHℓ(α/2, ν0) t
α−1
2
ˆ
RN
e−(λ
∗
0/4−Ct+ν0)|u|2+2C
√
t〈x,u〉+2C|x|2du
≤ CΓHℓ(α/2, ν0)t
α−1
2 e
C2t|x|2
λ0/4−Ct
ˆ
RN
e
−
∣∣∣u√λ0/4−Ct− C√tx√
λ0/4−Ct
∣∣∣2+2C|x|2
du
=
CΓHℓ(α/2, ν0)
t
1−α
2 [λ0/4− Ct]N/2
e
(
C2t
λ0/4−Ct+2C
)
|x|2 (π
2
)N/2
. (24)
Here we have applied the changes of variable ξ = x+
√
tu and v/2 = u
√
λ0/4− Ct
− C
√
tx√
λ0/4−Ct
and we have used the well known relation
´
RN
e−
1
2 |v2|dv = [2π]N/2.
Since t ∈7→ [λ0/4−Ct]−1 is an increasing function, we finally obtain the estimate
G1 ≤ CΓHℓ(α/2, ν0)
t
1−α
2 [λ0/4− CT ]N/2
e
(
C2T
λ0/4−CT +2C
)
|x|2 (π
2
)N/2
. (25)
By similar arguments applied to G2, using H5) (with X ≡ X̂) and replacing t
with t− τ in the integral over RN , we can write
G2 ≤ CΓHRℓ(α/2, ν0)
[λ0/4− CT ]N/2
e
(
C2T
λ0/4−CT +2C
)
|x|2 (π
2
)N/2 ˆ t
0
1
(t− τ) 1−α2
dτ
=
2CΓHRℓ(α/2, ν0)
(α+ 1) [λ0/4− CT ]N/2
e
(
C2T
λ0/4−CT +2C
)
|x|2 (π
2
)N/2
t
α+1
2 , (26)
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Inequalities (25) and (26) yield (16). We observe that the proof of inequality
(17) follows through similar passages using the estimate for the second-order
derivatives of the fundamental solution in (15) together with (21), hence we
omit the details.
3 Existence and Uniqueness of a local solution.
Using a fixed point argument, we prove the local existence and uniqueness of the
solution of (4)-(5). We state more clearly that, by solution of (4)-(5), we refer
to the couple Y = (X,V), where X,V ∈ C ([0, T ];RN×n) ∩ C1 ((0, T );RN×n),
and f ∈ C2,1 (RN × (0, T )), satisfying (5), is expressed as in (12).
Theorem 2 Under hypotheses H1)-H5), system (4)-(5) has a unique solution
on [0, T ], where T ∈ (0, T ] depends on X0, V0, α, n, N , R.
Proof. Let R > 0 and 0 < T ≤ T .
In the following we denote C0 := max
τ∈[0,T ]
|F(τ,X0,V0, 0)|. We consider the map-
ping Ψ defined as follows
Ψ (X,V) (t) =

x01 +
ˆ t
0
v1(τ) dτ
...
x0n +
ˆ t
0
vn(τ) dτ
v01 +
ˆ t
0
F1 (τ,X(τ),V(τ),∇f (x1(τ), τ ;X)) dτ
...
v0n +
ˆ t
0
Fn (τ,X(τ),V(τ),∇f (xn(τ), τ ;X)) dτ

(27)
for any (X,V) ∈ ER, t ∈ [0, T ], where ER := C
(
[0, T ];BR(X0)×BR(V0)
)
,
and f is the function in (12).
Due to (7) and (16), we have that Ψ (X,V) is continuous at t = 0, thus
Ψ (X,V) ∈ C ([0, T ];RN×n × RN×n) .
We observe that a fixed point of Ψ,
(
X,V
) ∈ ER, is a solution to (4)-(5).
We shall define suitable conditions on T , in order to guarantee Ψ : ER −→ ER,
and the fact that Ψ is a contraction operator. Since ER, endowed with the
uniform norm, is clearly a Banach space, the result follows from fixed-point
theorem ([20], Theorem 1, p.534).
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Let (X,V) ∈ ER. We consider the first n components of the operator Ψ.
Since we assume V ∈ BR(V0), it follows that∣∣Ψj (X,V) (t)− x0j∣∣ ≤ T (R+ |V0|) ∀t ∈ [0, T ], j = 1, ..., n.
Thus ∣∣∣∣∣∣∣
 Ψ1 (X,V) (t)− x01...
Ψn (X,V) (t)− x0n

∣∣∣∣∣∣∣ ≤ nT (R+ |V0|) . (28)
Hence [Ψ1 (X,V) (t), ...,Ψn (X,V) (t)] ∈ BR (X0) for any t ∈ [0, T ] if we impose
the condition:
T ≤ R
n(R+ |V0|) . (29)
Let us consider the component l ∈ {n+ 1, ..., 2n}. Recalling (7) and (16) , we
obtain in particular that∣∣Ψj+n (X,V) (t)− v0j∣∣ ≤ ˆ t
0
|Fj(τ,X(τ),V(τ),∇f(xj (τ), τ ;X))| dτ ≤
≤
ˆ t
0
|Fj(τ,X(τ),V(τ),∇f(xj (τ), τ ;X)) − Fj(τ,X0,V0, 0)|+ |Fj(τ,X0,V0, 0)|dτ ≤
≤ 2LRFRT +
ˆ t
0
LF |∇f(xj(τ), τ ;X)| + |Fj(τ,X0,V0, 0)|dτ ≤
≤ 2LRFRT +
ˆ t
0
LF
√
NKeκ(|X0|
2+R2)
(
H
τ
1−α
2
+
2
α+ 1
τ
α+1
2 HX
)
+ |Fj(τ,X0,V0, 0)|dτ ≤
≤ T (2LRFR+ C0)+ LF√NKeκ(|X0|2+R2)( 2Hα+ 1T α+12 + 2HXα+ 1 2α+ 3T α+32
)
.
(30)
Thus ∣∣∣∣∣∣∣
 Ψn+1 (X,V) − v01...
Ψ2n (X,V) − v0n

∣∣∣∣∣∣∣ ≤
≤ nT (2LRFR + C0)+nLF√NKeκ(|X0|2+R2)( 2Hα+ 1T α+12 + 2HXα+ 1 2α+ 3TT α+12
)
.
(31)
From (29) follows, in particular, that T < 1, thus T < T
α+1
2 since α ∈ (0, 1).
Hence it sufficies to impose T ≤ T1, where T1 = T1 (X0,V0, α, n,N,R) is defined
as
T1 := min
 R
n(R+ |V0|) ,
 R
2n
√
NLFKe
κ(|X0|2+R2)
α+1
(
1 + 2HXα+3
)

2
α+1
 , (32)
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to ensure that the range of Ψ is a subset of E.
We now show that it is possible to determine a condition on T such that Ψ is a
contraction operator. Let (X,V) and
(
X̂, V̂
)
∈ E.
Clearly it holds∣∣∣Ψj (X,V) (t)−Ψj (X̂, V̂) (t)∣∣∣ ≤ ˆ t
0
|vj(τ) − vˆj(τ)| dτ
≤ T ||V − V̂||∞,T ≤ T
∣∣∣∣∣∣(X,V) − (X̂, V̂)∣∣∣∣∣∣
∞,T
.
(33)
We now focus on the remaining components. From the Lipschitz condition (7),
it follows that, for j = 1, ..., n:∣∣∣Ψn+j (X,V) (t)−Ψn+j (X̂, V̂) (t)∣∣∣ ≤
≤ LRF
ˆ t
0
∣∣∣X(τ) − X̂(τ)∣∣∣+ ∣∣∣V(τ) − V̂(τ)∣∣∣ dτ
+LF
ˆ t
0
∣∣∣∇f(xj(τ), τ ;X)) −∇f(x̂j(τ), τ ; X̂))∣∣∣ dτ ≤
≤ LRFT
(
||X− X̂||∞,T + ||V − V̂||∞,T
)
+ LF (I1 + I2) ,
(34)
where I1, I2 are the integrals
I1 :=
ˆ t
0
|∇f(xj(τ), τ ;X)) −∇f(x̂j(τ), τ ;X))| dτ, (35)
I2 :=
ˆ t
0
∣∣∣∇f(x̂j(τ), τ ;X)) −∇f(x̂j(τ), τ ; X̂))∣∣∣ dτ. (36)
We observe that, by the mean value theorem and (17) , it holds
|∇f(xj(τ), τ ;X)) −∇f(x̂j(τ), τ ;X))| ≤
≤
N∑
i=1
|∂xif(xj(τ), τ ;X)) − ∂xif(x̂j(τ), τ ;X))| ≤
≤
N∑
i=1
N∑
m=1
∣∣∂2ximf(x∗ij , τ ;X)∣∣ (|xj(τ) − x̂j(τ)|) ≤
≤ N2Keκ|x∗ij|
2
(
H
τ1−α/2
+
2HX
α
τα/2
)
(|xj(τ)− x̂j(τ)|) ,
(37)
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where x∗ij belongs to the segment connecting xj(τ) to x̂j(τ) thus, in partic-
ular, x∗ij ∈ BR (X0). From the parallelogram inequality we get |x∗ij |2 ≤
2
(|X0|2 +R2) . We finally achieve the following estimate for I1:
I1 ≤ N2Keκ(|X0|
2+R2)
(
2H
α
T
α/2
+
2HX
α
T
α/2+1
) ∣∣∣∣∣∣X− X̂∣∣∣∣∣∣
∞,T
. (38)
We now focus on I2. Since f is a solution of (5), we observe that η(ξ, τ) :=
f(ξ, τ ;X)− f(ξ, τ ; X̂) satisfies the following Cauchy problem:{
Lη(ξ, τ) = g(ξ,X(τ)) − g(ξ, X̂(τ)) (ξ, τ) ∈ RN × (0, T ),
η(ξ, 0) = 0 ξ ∈ RN . (39)
I2 can thus be rewritten as I2 =
ˆ t
0
|∇η(x̂j(τ), τ)| dτ .
From (14) and H5) we have
|∇η(ξ, τ)| =
∣∣∣∣ˆ τ
0
ˆ
RN
∇Γ(ξ, τ ; ξ, τ ){g(ξ,X(τ)) − g(ξ, X̂(τ))}dξdτ
∣∣∣∣ ≤
≤ CΓ
ˆ τ
0
ˆ
RN
e−
λ∗0
4
|ξ−ξ|2
τ−τ
(τ − τ )N+12
∣∣∣g(ξ,X(τ)) − g(ξ, X̂(τ))∣∣∣ dξdτ ≤
≤ CΓHR
ˆ τ
0
ˆ
RN
e−
λ∗0
4
|ξ−ξ|2
τ−τ
(τ − τ)N+12
eC|ξ|
2
dξdτ
∣∣∣∣∣∣X− X̂∣∣∣∣∣∣
∞,T
=
= CΓHR
ˆ τ
0
ˆ
RN
e−
λ∗0
4 |y|2+C|ξ+√τ−τy|2
(τ − τ )N+12
(τ − τ )N2 dydτ
∣∣∣∣∣∣X− X̂∣∣∣∣∣∣
∞,T
(40)
where, in the last equality, we have performed the change of variable
y =
−ξ + ξ√
τ − τ . (41)
Since
∣∣ξ +√τ − τy∣∣2 ≤ 2 |ξ|2 + 2 |y|2, we rewrite the exponential term in (40).
We require T <
λ∗0
8C
, implying that γ :=
(
λ∗0
4 − 2CT
)
> 0. Recalling the
expression of I0 (γ), and its exact value (see Appendix for details), we get:
|∇η(ξ, τ)| ≤ CΓHRe2C|ξ|2
ˆ τ
0
ˆ
RN
1
(τ − τ ) 12
e−γ|y|
2
dydτ
∣∣∣∣∣∣X− X̂∣∣∣∣∣∣
∞,T
=
= CΓHRe
2C|ξ|2√τ
(
π
γ
)N/2 ∣∣∣∣∣∣X− X̂∣∣∣∣∣∣
∞,T
,
(42)
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By (42), with |ξ|2 = |xj(τ)|2 ≤ 2 |X0|2 + 2R2, the estimate of I2 immediately
follows:
I2 ≤ CΓHRe2C(|X0|
2+R2)
(
π
γ
)N/2
T
3
2
∣∣∣∣∣∣X− X̂∣∣∣∣∣∣
∞,T
. (43)
From (34), (38) and (43) we get the following inequality∣∣∣Ψn+j (X,V) (t)−Ψn+j (X̂, V̂) (t)∣∣∣ ≤
≤
(
2LRFT + LFN
2Keκ(|X0|
2+R2)
(
2H
α T
α/2
+ 2HXα T
α/2+1
)
+
+ LFCΓHRe
2C(|X0|2+R2)
(
π
γ
)N/2
T
3
2
) ∣∣∣∣∣∣(X,V)− (X̂, V̂)∣∣∣∣∣∣
∞,T
,
(44)
for any (X,V) ,
(
X̂, V̂
)
∈ E, j = 1, ..., n, t ∈ [0, T ].
From (33) and (44) we conclude that∣∣∣∣∣∣Ψ(X,V)−Ψ(X̂, V̂)∣∣∣∣∣∣
∞,T
≤
≤ √2n [max (2LRF , 1)T + S (X0,V0, α, n,N,R, T )] ∣∣∣∣∣∣(X,V)− (X̂, V̂)∣∣∣∣∣∣∞,T ,
(45)
where
S
(
X0,V0, α, n,N,R, T
)
:=
(
2LRFT + LFN
2Keκ(|X0|
2+R2)T
α/2 2
α
(
H +HXT
)
+ LFCΓHRe
2C(|X0|2+R2)
(
π
γ
)N/2
T
3
2
)
.
(46)
Finally, a sufficient condition on T such that Ψ is a contraction operator is given
by
T < min{T1, T2}, (47)
where T1 = T1 (X0,V0, α, n,N,R) is defined in (32), and T2 = T2 (X0,V0, α, n,
N,R) is such that T2 <
λ∗0
8C
and S (X0,V0, α, n,N,R, T2) < 1. We observe that
such a choice of T2 can be obtained since S is an increasing continuous function
of T , and S (X0,V0, α, n,N,R, 0) = 0.
Hence, thesis follows from fixed-point theorem ([20], Theorem 1, p. 534), which
ensures the existence and uniqueness of a fixed point for Ψ over the interval[
0, T
]
.
Remark 2. Let us consider the case of ϕ ≡ 0. From Proposition 1 we deduce
that
|∇f (x, t;X)| ≤ 2
√
N
α+ 1
Keκ|x|
2
T
α+1
2 HX. (48)
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Therefore Assumption H1) can be weakened, requiring only the local Lipschitz
continuity of Fi with respect to all the arguments. Actually |∇f (x, t;X)| is
bounded on BR ×
[
0, T
]× ER, for any R > 0.
4 The case of a non-local concentration.
In the previous sections we established an existence result for a local solution to
systems in the form (4)-(5). Under the same assumptions, we consider a variant
of system (4), given by
x˙i(t) = vi(t), 0 < t < T
v˙i(t) = Fi
(
t,X(t),V(t),
 
Bδ(xi(t))
∇f (ξ, t;X) dξ
)
, ∀i = 1, ..., n
(49)
where f satisfies (5). The main difference between (4) and (49) lies in the fact
that ∇f (xi(t), t;X) is replaced by the average over a ball centered in xi(t) and
having radius δ > 0. A local existence result is stated in the following theorem.
Theorem 3 Under hypotheses H1)-H5), the system (49) has a unique solution
on [0, T˜ ], where T˜ ∈ (0, T ) depends on X0, V0, α, n, N , R.
Proof. We consider the operator defined in (27), replacing∇f (xi (τ) , τ ;X) with 
Bδ(xi(τ))
∇f (ξ, τ ;X) dξ.
We shall sketch the proof of the result looking back to the proof of Theorem 1,
analyzing only the main points affected by such a change.
The mapping defined in (27) for (4) can be rewritten likewise for (49),
Ψ (X,V) (t) =

x01 +
ˆ t
0
v1(τ) dτ
...
x0n +
ˆ t
0
vn(τ) dτ
v01 +
ˆ t
0
F1
(
τ,X(τ),V(τ),
 
Bδ(x1(τ))
∇f (ξ, τ ;X) dξ
)
dτ
...
v0n +
ˆ t
0
Fn
(
τ,X(τ),V(τ),
 
Bδ(xn(τ))
∇f (ξ, τ ;X) dξ
)
dτ

(50)
for any (X,V) ∈ ER˜, t ∈ [0, T˜ ], where ER˜ := C
(
[0, T˜ ];BR˜(X0)×BR˜(V0)
)
,
for a fixed R˜ > 0, 0 < T˜ ≤ T .
Let (X,V) and
(
X̂, V̂
)
∈ ER˜. Clearly (33) still remains true. We now focus on
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the component l ∈ {n + 1, ..., 2n}. From the Lipschitz condition (7), it follows
that ∣∣∣Ψn+j (X,V) (t)−Ψn+j (X̂, V̂) (t)∣∣∣ ≤
≤ LRF
ˆ t
0
∣∣∣X(τ) − X̂(τ)∣∣∣+ ∣∣∣V(τ) − V̂(τ)∣∣∣ dτ+
+LF
ˆ t
0
∣∣∣∣∣
 
Bδ(xj(τ))
∇f (ξ, τ ;X) dξ −
 
Bδ(xˆj(τ))
∇f
(
ξ, τ ; X̂
)
dξ
∣∣∣∣∣ dτ ≤
≤ LRFT
(
||X− X̂||∞,T˜ + ||V − V̂||∞,T˜
)
+ LF (J1 + J2) ,
(51)
where J1, J2 are the integrals
J1 :=
ˆ t
0
∣∣∣∣∣
 
Bδ(xj(τ))
∇f (ξ, τ ;X) dξ −
 
Bδ(xˆj(τ))
∇f (ξ, τ ;X) dξ
∣∣∣∣∣ dτ, (52)
J2 :=
ˆ t
0
∣∣∣∣∣
 
Bδ(xˆj(τ))
∇f (ξ, τ ;X) dξ −
 
Bδ(xˆj(τ))
∇f
(
ξ, τ ; X̂
)
dξ
∣∣∣∣∣ dτ. (53)
Since |Bδ(xj(τ))| = |Bδ(xˆj(τ))|, we obtain:∣∣∣∣∣
 
Bδ(xj(t))
∇f (ξ, τ ;X) dξ −
 
Bδ(xˆj(t))
∇f (ξ, τ ;X) dξ
∣∣∣∣∣ =
≤ 1|Bδ(xj(τ))|
∣∣∣∣∣
ˆ
Bδ(xj(τ))
∇f (ξ, τ ;X) dξ −
ˆ
Bδ(xˆj(τ))
∇f (ξ, τ ;X) dξ
∣∣∣∣∣ ≤
≤ 1
δNCN
ˆ
Bδ
|∇f (ξ − xj(τ), τ ;X) −∇f (ξ − xˆj(τ), τ ;X)| dξ,
(54)
where CN denotes the volume of Bδ ⊂ RN .
The estimate follows as in (38), since from (37) we get:
J1 ≤ N2Ke(δ
2+|X0|2+R˜2)
ˆ t
0
(
H
τ1−α/2
+
2HX
α
τα/2
)
|xj(τ)− x̂j(τ)| dτ ≤
≤ N2Ke(δ2+|X0|2+R˜2)
(
2H
α
T˜α/2 +
2HX
α+ 2
T˜α/2+1
)
||X− X̂||∞,T˜ .
(55)
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Recalling the estimates of I2 in the previous section, we observe that
J2 =
ˆ t
0
∣∣∣∣∣
 
Bδ(xˆj(τ))
∇f (ξ, τ ;X)−∇f
(
ξ, τ ; X̂
)
dξ
∣∣∣∣∣ dτ ≤
≤
ˆ t
0
1
|Bδ(xˆj(τ))|
ˆ
Bδ(xˆj(τ))
∣∣∣∇f (ξ, τ ;X) −∇f (ξ, τ ; X̂)∣∣∣ dξdτ ≤
≤
ˆ t
0
1
|Bδ(xˆj(τ))|
(ˆ
Bδ(xˆj(τ))
|∇η (ξ, τ)| dξ
)
dτ,
(56)
where η has been introduced in (39). From (43) we get
J2 ≤ CΓHR˜+δe2C(|X0|
2+R˜2+δ2)
(
π
γ
)N/2 ˆ t
0
√
τdτ
∣∣∣∣∣∣X− X̂∣∣∣∣∣∣
∞,T˜
≤
≤ CΓHR˜+δe2C(|X0|
2+R˜2+δ2)
(
π
γ
)N/2
T˜
3
2
∣∣∣∣∣∣X− X̂∣∣∣∣∣∣
∞,T˜
.
(57)
From (55) and (57) we deduce a sufficient condition, of the same form as (47),
that T˜ has to satisfy in order to ensure that Ψ is a contraction operator. As done
in (31), we can easily show an analogous relation for T˜ in order to guarantee
that the range of Ψ is a subset of ER˜. In fact, we observe that the replacement
of the gradient term with the average results in a slight modification of the
exponential factor of (30), that is eκ(|X0|
2+R2) is replaced by eκ(|X0|
2+R˜2+δ2).
5 Existence of global solution result.
In this section we present a global existence and uniqueness result for (4)-(5)
using a principle of continuation of solutions. Strengthening the growth con-
ditions on functions g and ϕ, we shall prove that bounded solutions can be
continued. For the sake of completeness, an analogous result will be also shown
for (49)-(5).
In light of the previous section, let assume that there exists a local solution
Y = Y(t) to (4)-(5) in [0, T ], with T ≤ T . We replace the previous hypotheses
H1) and H4) with the following assumptions:
H6) For every i = 1, ..., n
Fi : [0, T ]× RN×n × RN×n × RN → RN (58)
is globally Lipschitz continuous, with Lipschitz constant LF .
H7) g : RN × RN×n −→ R, ϕ : RN −→ R are assumed to be a continuous
functions, satisfying:
|g(x,X)| ≤M(1 + |x|+ |X|), |ϕ(x)| ≤M(1 + |x|) (59)
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for any x ∈ RN , ∀X ∈ C ([0, T ] ;RN×n), with T ≤ T .
Theorem 4 Global existence and uniqueness of the solution
Under assumptions H6)-H7), the local solution Y is a global solution.
In order to state Theorem 4, we shall use the following result:
Lemma 5 Let X ∈ C ([0, T ] ;RN×n), with T ≤ T .
Under assumption H7), the following estimate holds true:
|∇f (x, t;X)| ≤ K1
(
1 + |x|√
t
+K2 +
ˆ t
0
(
1 + |x|+ |X(τ)|√
t− τ
)
dτ
)
, (60)
for any x ∈ RN , t ∈ (0, T ], where K1 = K1(CΓ, N,M, λ∗0), K2 = K2(N, λ∗0, T ),
λ∗0 < λ0, CΓ as in (14).
Moreover we adopt the following Gronwall-type inequality:
Lemma 6 Let h ∈ C ([0, T ]), w ∈ L1 ([0, T ]), v ∈ L1 ([0, T ]× [0, T ]) be non-
negative functions, such that
h(t) ≤ α+
ˆ t
0
w(τ)h(τ)dτ +
ˆ t
0
ˆ τ
0
v(s, τ)h(s)dsdτ ∀t ∈ [0, T ], (61)
Then the following inequality holds true:
h(t) ≤ α exp
[ˆ t
0
(
w(τ) +
ˆ τ
0
v(s, τ)ds
)
dτ
]
∀t ∈ [0, T ]. (62)
Proof of Theorem 4. To establish the result, we structure the proof in two
steps. In the first we shall prove that a solution Y(t) of (4)-(5) on an interval
[0, T ) remains bounded. In the second, we will prove that Y(t) can be extended
to [0, T ], showing that there exists the lim
t→T− Y(t). Thesis follows applying
Theorem 2 starting at t = T . Step 1: Recalling (4)2 we get ∀i = 1, ..., n
vi(t) = v0i +
ˆ t
0
Fi (τ,X(τ),V(τ),∇f (xi(τ), τ ;X)) dτ, (63)
thus
|vi(t)− v0i| ≤
ˆ t
0
|Fi (τ,X(τ),V(τ),∇f (xi(τ), τ ;X))| dτ ≤
≤ tC0 + LF
ˆ t
0
|X(τ) −X0| dτ+
+LF
ˆ t
0
|V(τ) −V0| dτ + LF
ˆ t
0
|∇f (xi(τ), τ ;X)| dτ
(64)
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From (60), we get
|V(t) −V0| ≤ nTC0 + nLF
ˆ t
0
|X(τ) −X0| dτ+
+nLF
ˆ t
0
|V(τ) −V0| dτ + nLFK1
(ˆ t
0
1 + |X(τ)|√
τ
dτ +K2T
)
+
+nLFK1
(ˆ t
0
ˆ τ
0
1 + |X(τ)| + |X(s)|√
τ − s dsdτ
)
.
(65)
Integrating (4)1, we get
X(t) = X0 +
ˆ t
0
V(τ) dτ = X0 +V0t+
ˆ t
0
|V(τ) −V0| dτ. (66)
By equations (66) and (65) we obtain that
|Y(t) −Y0| ≤ |X(t)−X0|+ |V(t) −V0| ≤ |V0|T +
ˆ t
0
|Y(τ) −Y0| dτ+
+nTC0 + nLF
√
2
ˆ t
0
|Y(τ) −Y0| dτ+
+nLFK1
(
(1 + |X0|) 2
√
T +
ˆ t
0
|Y(τ) −Y0|√
τ
dτ +K2T
)
+
+nLFK1
(
(1 + 2 |X0|) 43
√
T 3 +
ˆ t
0
ˆ τ
0
|X(τ) −X0|√
τ − s dsdτ+
+
ˆ t
0
ˆ τ
0
|X(s)−X0|√
τ − s dsdτ
)
≤
≤ |V0|T + nTC0 + nLFK1 (1 + |X0|) 2
√
T + nLFK1 (1 + 2 |X0|) 43
√
T 3+
+nLFK1K2T +
(
1 + nLF
√
2
) ˆ t
0
|Y(τ) −Y0| dτ+
+nLFK1
ˆ t
0
|Y(τ) −Y0|√
τ
dτ + nLFK1
ˆ t
0
ˆ τ
0
|Y(τ) −Y0|√
τ − s dsdτ+
+nLFK1
ˆ t
0
ˆ τ
0
|Y(s) −Y0|√
τ − s dsdτ.
(67)
Denoting with α = α (X0,V0, LF ,K1,K2, N, n, T ) the quantity |V0|T+nTC0+
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nLFK1 (1 + |X0|) 2
√
T + nLFK1 (1 + 2 |X0|) 43
√
T 3 + nLFK1K2T , we rewrite
|Y(t) −Y0| ≤ α+
(
1 + nLF
√
2
) ˆ t
0
|Y(τ) −Y0| dτ+
+nLFK1
ˆ t
0
|Y(τ) −Y0|√
τ
dτ + nLFK1
ˆ t
0
|Y(τ) −Y0| 2
√
τdτ+
+nLFK1
ˆ t
0
ˆ τ
0
|Y(s) −Y0|√
τ − s dsdτ =
= α+
(
1 + nLF
√
2
) ˆ t
0
|Y(τ) −Y0| dτ + nLFK1
ˆ t
0
|Y(τ) −Y0|√
τ
dτ+
+2nLFK1
ˆ t
0
√
τ |Y(τ) −Y0| dτ + nLFK1
ˆ t
0
ˆ τ
0
|Y(s)−Y0|√
τ − s dsdτ.
(68)
Finally, we observe that (68) can be rewritten as
h(t) ≤ α+
ˆ t
0
w(τ)h(τ)dτ +
ˆ t
0
ˆ τ
0
v(s, τ)h(s)dsdτ, (69)
with h(t) := |Y(t)−Y0| ∈ C (0, T ), and w, v ∈ L1 ([0, T ]) defined by w(t) :=
1 + nLF
√
2 +
nLFK1√
t
+ 2nLFK1
√
t,
v(t, τ) :=

nLFK1√
t− τ τ < t
0 τ ≥ t.
(70)
Thus, by Lemma 6, we reach the conclusion
|Y(t) −Y0| ≤ α exp
[ˆ t
0
(
w(τ) +
ˆ τ
0
v(s, τ)ds
)
dτ
]
:= B (71)
where we denote with B the following constant:
B = B (n, α, LF ,M,CΓ, λ
∗
0, N, T ) :=
= α exp
[(
1 + nLF
√
2
)
T + 2
√
TnLFK1 +
2
3
nLFK1T
3/2
]
=
= α exp
[(
1 + nLF
√
2
)
T + 2
√
TnLFCΓM
2Nπ
N
2
(λ∗0)
N
2
(
1 +
T
3
)]
.
(72)
Step 2: In order to prove the existence of a limit for |Y(t)|, as t goes to T−,
we consider {tn} a monotonic increasing sequence, with limt→T {tn}, and show
that Y(tn) is a Cauchy sequence.
Let 0 < tm < t < tn < T . From (71) follows, in particular, that |X(t)| ≤
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B + |X0|, |V(t)| ≤ B + |V0|, for any t ∈ [0, T ]. This allow us to retrace the
computation of Step 1, estimating |X0|, |V0| with 2B, and obtaining that
|Y(t)−Y(tm)| ≤ A(t− tm) +
ˆ t
tm
w(τ) |Y(τ) −Y(tm)| dτ+
ˆ t
tm
ˆ τ
tm
v(s, τ) |Y(s) −Y(tm)| dsdτ,
(73)
whereA(t) = A (B,LF , N, n, t) := 2Bt+n (C0 + LFK1K2) t+nLFK1 (1 + 2B) 2
√
t+
nLFK1 (1 + 4B)
4
3
√
t3.
By Lemma 6 and (71) we get that
|Y(tn)−Y(tm)| ≤ A(tn−tm)exp
[ˆ tn
tm
(
w(τ) +
ˆ τ
tm
v(s, τ)ds
)
dτ
]
= A(tn−tm) B
α
.
(74)
From the expression of A we observe that A(tn − tm)→ 0 as n,m→∞.
Thus {Y(tn)} is a Cauchy sequence, and admits a limit valute as t→ T−.
Proof of Lemma 5. From (12) we get the following expression
∇f (x, t;X) =
ˆ
RN
∇Γ (x, t; ξ, 0)ϕ(ξ)dξ −
ˆ t
0
ˆ
RN
∇Γ (x, t; ξ, τ) gX(ξ, τ)dξdτ =
= G˜1 − G˜2,
(75)
where
G˜1 =
ˆ
RN
∇Γ (x, t; ξ, 0)ϕ(ξ)dξ, G˜2 =
ˆ t
0
ˆ
RN
∇Γ (x, t; ξ, τ) gX(ξ, τ)dξdτ.
(76)
We now focus on G˜1. In particular, from (14) and (59) we obtain∣∣∣G˜1∣∣∣ ≤ ˆ
RN
CΓ
1
t
N+1
2
e−
λ∗0
4
|ξ−x|2
t M(1 + |ξ|)dξ ≤
≤ CΓM 1√
t
ˆ
RN
e−
λ∗0
4 |u|2du (1 + |x|) + CΓM
ˆ
RN
e−
λ∗0
4 |u|2 |u| du =
= CΓM
1√
t
I0
(
λ∗0
4
)
(1 + |x|) + CΓMI1
(
λ∗0
4
)
,
(77)
where, in the last inequality, I0(.), I1(.) are defined in (98), (99).
Replacing I0
(
λ∗0
4
)
and I1
(
λ∗0
4
)
with their exact value (see Appendix for com-
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putation), we obtain the following estimate for G˜1 :∣∣∣G˜1∣∣∣ ≤ CΓM
(
2Nπ
N
2
(λ∗0)
N
2
(1 + |x|)√
t
+
(
4
λ∗0
)N+1
2 ωN
2
2π
N+1
2
ωN+1
)
=
= CΓM
(
2Nπ
N
2
(λ∗0)
N
2
(1 + |x|)√
t
+
2N2
(λ∗0)
N
2
√
λ∗0
ωNπ
N
2 π
ωN+1
)
=
= CΓM
2Nπ
N
2
(λ∗0)
N
2
(
(1 + |x|)√
t
+
2√
λ∗0
ωNπ
ωN+1
)
= K1
(
(1 + |x|)√
t
+ K˜2
)
,
(78)
where K1 := CΓM
2Nπ
N
2
(λ∗0)
N
2
, and K˜2 :=
2√
λ∗0
ωNπ
ωN+1
. As already noted in the
proof of Proposition 1, the estimate of G˜2 follows by similar computation. For
the sake of simplicity, we omit details and state that∣∣∣G˜2∣∣∣ ≤ K1(ˆ t
0
1 + |x|+ |X(τ)|√
t− τ dτ + K˜2T
)
. (79)
Thesis follows from (78) and (79), denoting with K2 the constant K˜2 + K˜2T .
Proof of Lemma 6. Let us define h˜(t) := sup
0≤s≤t
h(s). Clearly, h˜(t) ≥ h(t), for
any t ∈ [0, T ]. For any fixed t̂ ≤ T , inequality (69) implies that
h(t) ≤ α+
ˆ t̂
0
w(τ)h˜(τ)dτ +
ˆ t
0
h˜(τ)
ˆ τ
0
v(s, τ)dsdτ (80)
for any t ≤ t̂. Hence, in particular,
h˜
(
t̂
) ≤ α+ ˆ t̂
0
w(τ)h˜(τ)dτ +
ˆ t̂
0
h˜(τ)
ˆ τ
0
v(s, τ)dsdτ. (81)
We conclude that
h˜ (t) ≤ α+
ˆ t
0
(
w(τ) +
ˆ τ
0
v(s, τ)ds
)
h˜(τ)dτ ∀t ≤ T. (82)
Applying Gronwall inequality to (82), we obtain
h(t) ≤ h˜(t) ≤ α exp
[ˆ t
0
(
w(τ) +
ˆ τ
0
v(s, τ)ds
)
dτ
]
∀t ≤ T. (83)
This concludes the proof.
Remark 3. Under the same assumptions for the global existence of solutions
to system (4)-(5), we state an analogous result for system (49)-(5), previously
introduced as a modification of (4) and already investigated for a local result in
Theorem 3.
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Theorem 7 Let Y = Y(t) local solution to (49)-(5) in [0, T˜ ], with T˜ ≤ T .
Under assumptions H6)-H7), Y is a global solution.
Proof. We present only a sketch of the proof, which follows the same line of
reasoning of proof of Theorem 4. In particular, we point out the steps in which
the replacement of the gradient term in (4) with the average over a ball involves
modifications. Integrating (49)2, we obtain that
|vi(t)− v0i| ≤
ˆ t
0
∣∣∣∣∣Fi
(
τ,X(τ),V(τ),
 
Bδ(xi(t))
∇f (ξ, t;X) dξ
)∣∣∣∣∣ dτ ≤
≤ tC0 + LF
ˆ t
0
|X(τ) −X0| dτ+
+LF
ˆ t
0
|V(τ) −V0| dτ + LF
ˆ t
0
∣∣∣∣∣
 
Bδ(xi(t))
∇f (ξ, t;X) dξ
∣∣∣∣∣ dτ,
(84)
The above Lemma 5, recalling that ξ ∈ Bδ(xi(t)), leads to
|∇f (ξ, τ ;X)| ≤ K1
(
1 + δ + |X(τ)|√
τ
+K2 +
ˆ τ
0
(
1 + δ + |X(s)|+ |X(τ)|√
τ − s
)
ds
)
.
(85)
Hence we get
|V(t) −V0| ≤ nTC0 + nLF
ˆ t
0
|X(τ)−X0| dτ+
+nLF
ˆ t
0
|V(τ) −V0| dτ + nLFK1
(ˆ t
0
1 + δ + |X(τ)|√
τ
dτ +K2T
)
+
+nLFK1
(ˆ t
0
ˆ τ
0
1 + δ + |X(τ)| + |X(s)|√
τ − s dsdτ
)
.
(86)
We note that the previous upper-bound for |V(t)−V0| can be obtained from
(65), simply replacing |X(τ)| with |X(τ)| + δ. Hence the proof of Theorem 4
can be repeated for system (49), observing that 1 + |X0| will be replaced by
1+ δ+ |X0|, and 1+ 2 |X0| by 1+ δ+ 2 |X0|, in (67) and thus in the definition
of constant α. We observe that modifications occur only in Step 1 of the proof,
whereas Step 2 follows as for Theorem 4.
6 Conclusions and future works
In this paper we present existence and uniqueness results of solutions for cou-
pled hybrid systems of differential equations. From a modeling point of view,
those kind of systems combine the advantages of individual-based models with
continuous ones. The literature concerning analytical foundations is still lack-
ing. Hence we stress the importance of our work, which has to be considered as
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a first step towards a more detailed analytical characterization of systems which
are increasingly used to model phenomena.
One of the future work directions we are going to concerns another critical is-
sue, that is the shortcoming of a detailed technique to estimate the parameters
occurring in the models. Suppose to introduce a set of real parameters in a
suitable domain D ∈ Rp, denoted with θ = (θ1, ..., θp), in the reaction-diffusion
equation. It means to assume aij = aij(.; θ), bi = bi(.; θ), c = c(.; θ) in equation
(3), and f = f(.; θ) as the solution to (3), once assigned initial conditions. Re-
calling that f influences the dynamics expressed in (1), the introduction of the
parameters affects the solution X = X(·; θ). The introduction of parameters
leads to the following modifications of equations (1)-(3):
x¨i(t; θ) = Fi
(
t,X(t; θ), X˙(t; θ),∇f (xi(t; θ), t;X(t; θ), θ) , θ
)
, (87){
Lθf(x, t;X(t; θ)) = g(x,X(t; θ)) (x, t) ∈ RN × (0, T ),
f(x, 0) = ϕ(x) x ∈ RN , (88)
where
Lθ =
N∑
i,j=1
ai,j(x, t; θ)∂
2
xi,xj +
N∑
i=1
bi(x, t; θ)∂xi + c(x, t; θ) − ∂t. (89)
Given a set of observable data, {x∗i (t): i = 1, ..., n, t ∈ I } where I is a discrete
set of times, I ⊂ (0, T ), (e.g. the set of positions of n cells recorded at different
time steps of an experiment), the issue to address is to find the optimal values
of the parameters for which a considered model fits reality, meaning that the
model is able to reproduce the observed behavior.
Mathematically, this can be regarded as a least squares problem, aiming at
finding θopt ∈ D arising from inf
θ∈D
n∑
i=1
∑
t∈I
|xi(., θ)− x∗i (t)|2 + ǫ(θ), where ǫ(θ)
is a suitable penalization term, and xi(·; θ) is the solution to model (87)-(88).
Standard numerical procedures used to solve the above optimization problem
require the computation of the derivative uik := ∂θkxi (·; θ) for k = 1, ..., p. By
differentiating (87) and (88) with respect to θk, k = 1, ..., p, we obtain that uik
is solution, at least formally, to a problem of the same form of (87)-(88).
For that reason, we argue that analytical results presented in our paper
can be extended to investigate the dependence of the solution on the param-
eters. In a second ongoing work we investigate the case in which the spatial
domain for (4)-(5) is a bounded subset of RN . That will imply the introduction
of suitable boundary conditions for (5). Finally, we also extend our results to
the case in which the source term of the parabolic equation is a less regular
function, e.g. discontinuous.
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7 Appendix
7.1 Fundamental solution and Cauchy problem
Let consider the Cauchy problem{
Lu(x, t) = f(x, t) (x, t) ∈ Ω := RN × (0, T ],
u(x, 0) = ϕ(x), x ∈ RN , (90)
where L is the operator
L =
N∑
i,j=1
ai,j(x, t)∂
2
xi,xj +
N∑
i=1
bi(x, t)∂xi + c(x, t) − ∂t. (91)
Let L uniformly parabolic in Ω, i.e. the matrix (aij(x, t)) is positive definite
and there exist positive constants λ0, λ1 such that for any ξ ∈ Rn
λ0 |ξ|2 ≤
n∑
i,j=1
ai,j(x, t)ξiξj ≤ λ1 |ξ|2 ∀(x, t) ∈ Ω.
Moreover let ai,j , bi, c bounded Ho¨lder continuous function in Ω, with coefficient
α ∈ (0, 1) with respect to x and α/2 with respect to t.
Let f(x, t), ϕ(x) be continuous functions respectively in Ω and RN , satisfying
|f(x, t)| ≤ Ceh|x|2 , |ϕ(x)| ≤ Ceh|x|2 , (92)
with h positive constant satisfying h <
λ0
4T
.
Finally, let assume f locally Ho¨lder continuous with exponent α in x ∈ RN ,
uniformly with respect to t. Then the function
u(x, t) =
ˆ
RN
Γ (x, t; ξ, 0)ϕ (ξ) dξ −
ˆ t
0
ˆ
RN
Γ (x, t; ξ, τ) f (ξ, τ) dξdτ (93)
is a solution of (90)-(91).
Γ (x, t; ξ, τ) is a fundamental solution of Lu = 0,and it is a continuous function
of (x, t), uniformly with respect to (ξ, τ) if t − τ ≥ constant > 0, and it is a
continuous function of (ξ, τ), uniformly with respect to (x, t) if t−τ ≥ constant.
Hence Γ (x, t; ξ, τ) is a continuous function of (x, t; ξ, τ). Moreover also the first
and second derivative with respect to space, and the derivative with respect to
time of Γ are continuous functions of (x, t; ξ, τ), where x, ξ ∈ RN and 0 ≤ τ <
t ≤ T .
7.2 Computation of a possible upper bound for λ0 in As-
sumption H3).
Let A be a symmetric matrix satisfying
µ0 |ξ|2 ≤ 〈Aξ, ξ〉 ≤ µ1 |ξ|2 ∀ξ ∈ RN (94)
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where µ0, µ1 are positive constants.
Defining η = Aξ ∈ RN , (8) can be rewritten as
µ0
∣∣A−1η∣∣2 ≤ 〈η,A−1η〉 ≤ µ1 ∣∣A−1η∣∣2 . (95)
We choose W = {w1, ..., wN} an orthonormal basis of eigenvectors of A, and
rewrite η as a linear combination, with coefficients c1, ..., cN ∈ R,namely η =
N∑
i=1
ciwi. Denoting with θi, i = 1, ..., N , the eigenvalues of A, we thus obtain:
A−1η =
N∑
i=1
ci
θi
wi.
Since |η|2 =
N∑
i=1
c2i , we have
∣∣A−1η∣∣2 = 〈A−1η,A−1η〉 = N∑
i=1
c2i
θ2i
>
1
max
i=1,...,N
(θ2i )
N∑
i=1
c2i >
1
µ21
|η|2 . (96)
By (95), we get the following lower bound:〈
η,A−1η
〉 ≥ µ0 ∣∣A−1η∣∣2 ≥ µ0
µ21
|η|2 . (97)
We performed the algebraic computation above in order to show the relation
between λ0 and µ0, µ1 in H3), following the approach in [21]. Let A be the
matrix having entries Aij = aij(x, t), where aij are the coefficients introduced
in (6): we note that, since L is of parabolic-type, A is symmetric, and (8)
corresponds to condition (94). Hence, from equation (97), we get an upper
bound for the parameter λ0.
7.3 Computation of I0(γ), I1(γ).
Let γ be a positive constant. In the following we give details of the computation
of two integrals which appear in various points of the paper.
Let define I0 (γ), I1 (γ) the integrals
I0 (γ) :=
ˆ
RN
e−γ|y|
2
dy, (98)
I1 (γ) :=
ˆ
RN
e−γ|y|
2 |y| dy. (99)
With the changes of variable given by v :=
√
2γy and then u := v√
2
, we
rewrite:
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I0 (γ) :=
ˆ
RN
e−γ|y|
2
dy =
ˆ
RN
e−
v2
2
1
(2γ)N/2
dv =
1
γN/2
ˆ
RN
e−u
2
du =
(
π
γ
)N/2
.
(100)
For the second, we convert it in polar coordinates and perform the change
of variable given by t = γh2, obtaining
I1 (γ) :=
ˆ
RN
e−γ|y|
2 |y| dy =
ˆ ∞
0
e−γh
2
hNωNdh
=
ˆ ∞
0
e−t
(
1
γ
)N−1
2
t
N−1
2
ωN
2
1
γ
dt = Γe
(
N + 1
2
)(
1
γ
)N+1
2 ωN
2
=
=
(
1
γ
)N+1
2 ωN
2
2pi
N+1
2
ωN+1
,
(101)
recalling that Γe(N/2)ωN = 2π
N
2 .
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8 Glossary
Throughout the paper, we will identify each element of RN×n with the column
vector of RNn obtained putting in column the n columns one after another.
BR(P) Closed ball of R
p, with center P ∈ Rp and radius R
BR Closed ball of R
p, with center O ∈ Rp and radius R
||.||∞,T sup[0,T ] |.|
ωN Surface area of the (N − 1)-dimensional sphere, in RN
|V| Euclidean norm of V ∈ Rp
Γe Euler gamma function
R
N×n Space of matrices with N rows and n columns
A = [a1...ad] A ∈ Rn×d, with ai ∈ Rn i = 1, ..., n column vector
∇f (x0, t) Gradient of f = f(x, t), with respect to x variable,
for any f such that f(., t) is differentiable at x0
X˙ Derivative with respect to t of function X,
for any X : [0, T ]→ Rp
∂i Partial derivative operator with respect to xi variable
∂t Partial derivative operator with respect to t variable
〈, 〉 Dot product
Ck (Ω;Rp) Class of Ck functions f : Ω→ Rp, Ω ⊂ RN open
k = 0 is the class of continuos functions. We denote C0 = C
Ck,1 (Ω× [0, T ];Rp) Class of functions f : Ω× [0, T ]→ Rp, Ω ⊂ RN open,
Ck in Ω and C1 in [0,T]
(f ∨ g)(x) Maximum value between f(x) and g(x)
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