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DISCRETE POLYNUCLEAR GROWTH AND DETERMINANTAL
PROCESSES
KURT JOHANSSON
Abstract. We consider a discrete polynuclear growth (PNG) process and
prove a functional limit theorem for its convergence to the Airy process. This
generalizes previous results by Pra¨hofer and Spohn. The result enables us
to express the F1 GOE Tracy-Widom distribution in terms of the Airy pro-
cess. We also show some results, and give a conjecture, about the transversal
fluctuations in a point to line last passage percolation problem.
1. Introduction and results
1.1. Discrete polynuclear growth. Recently there has been interesting devel-
opments concerning certain special 1+ 1 dimensional local random growth models.
This development has its starting point in the new results on the longest increasing
subsequence in a random permutation, [2]. We will not review all these devel-
opments here. In this paper we consider a certain discrete growth model called
the discrete polynuclear growth (PNG) model, [22], a special version of which is
closely related to the last-passage percolation problem studied in [15]. It is a dis-
crete version of the PNG model studied by Pra¨hofer and Spohn, [29], which can
be obtained as a special limiting case. In the paper we will extend the results in
[29] to the present model and prove a stronger convergence result. We also obtain
some preliminary results on the transversal fluctuations in the point to line version
of the last-passage percolation problem, which should have many similarities with
the corresponding problems for first-passage percolation and directed polmers.
The discrete polynuclear growth (PNG) model is a local random growth model
defined by
(1.1) h(x, t+ 1) = max(h(x− 1, t), h(x, t), h(x+ 1, t)) + ω(x, t+ 1),
x ∈ Z, t ∈ N, h(x, 0) = 0, x ∈ Z. Here ω(x, t), (x, t) ∈ Z × N, are independent
random variables, see [22]. Typically they could be Bernoulli random variables.
We should think of h(x, t) as the height above x at time t, so x → h(x, t) gives an
interface developing in time. We will treat a special case where ω(x, t) = 0 if t− x
is even or if |x| > t, and
(1.2) w(i, j) = ω(i− j, i+ j − 1),
(i, j) ∈ Z2+, are independent geometric random variables with parameter aibj,
(1.3) P[w(i, j) = m] = (1− aibj)(aibj)m,
m ≥ 0. We will mainly consider the case when ai = bi = √q, 0 < q < 1, i ≥ 1, and
we we do this in the rest of this section. If we define
(1.4) G(i, j) = h(i− j, i + j − 1),
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(i, j) ∈ Z2+, it follows from (1.1) that
(1.5) G(i, j) = max(G(i − 1, j), G(i, j − 1)) + w(i, j),
see proposition 3.10. This leads immediately to a different formula for G(M,N),
[15],
G(M,N) = max
π
∑
(i,j)∈π
w(i, j),
where the maximum is taken over all up/right paths from (1, 1) to (M,N). We
can think of G(M,N) as a point to point last-passage time. It is also natural, from
the point of view of directed polymers for example, to consider the point to line
last-passage time,
(1.6) Gpl(N) = max
|K|<N
G(N +K,N −K).
This makes it reasonable to study the process K → G(N +K,N −K), −N < K <
N , which, by (1.4), is the same as K → h(2K, 2N − 1), i.e. the height curve at
even sites at time 2N − 1.
Let F1 and F2 denote the GOE respectively GUE Tracy-Widom largest eigen-
value distributions, [33]. It is known, [15], that there are constants a = 2
√
q(1 −√
q)−1 and d given by (1.8) below, such that P[G(N,N) ≤ aN + dN1/3ξ] → F2(ξ)
as N → ∞, and, [4], P[Gpl(N) ≤ aN + dN1/3ξ] → F1(ξ) as N → ∞. Also, if
the maximum in (1.6) is assumed at some point KN , which need not be unique,
we expect KN to be of order N
2/3, i.e. the transversal fluctuations are of order
N2/3. This can be seen heuristically, [22], and there are some rigorous results for a
related question, [16], [3], [36]. These scales motivates the introduction of a rescaled
process t→ HN (t), t ∈ R, defined by
(1.7) G(N + u,N − u) = 2
√
q
1−√qN + dN
1/3HN (
1−√q
1 +
√
q
duN−2/3),
and linear interpolation, |u| < N , compare with [29]. This is our rescaled discrete
PNG process. The constant d is given by
(1.8) d =
(
√
q)1/3(1 +
√
q)1/3
1− q .
In the limit when q is small and N is large, we can obtain the continuous PNG
process studied by Pra¨hofer and Spohn, [29]. We want to extend their results to
the present discrete setting and also prove a stronger form of convergence to the
limiting process, a functional limit theorem. Before we can state the theorem we
must define the limiting process which is the Airy process introduced by Pra¨hofer
and Spohn, [29].
We will approach HN by considering it as the top curve in a multilayer PNG
process, compare [20] and [29]. This will lead to measures of the form introduced in
sect. 1.2 and we will be able to use the formulas for the correlation functions derived
there. The same methods can also be applied to Dyson’s Brownian motion, compare
with [13], which can be obtained from N non-intersecting Brownian motions. The
appropriately rescaled limit as N →∞ of the top path in Dyson’s Brownian motion
converges to the Airy process, see below. This gives some intuition about what it
looks like. Its precise definition is more technical.
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The extended Airy kernel, [13], [24], [29], is defined by
(1.9) A(τ, ξ; τ ′, ξ′) =
{∫∞
0 e
−λ(τ−τ ′)Ai (ξ + λ)Ai (ξ′ + λ)dλ, if τ ≥ τ ′∫ 0
−∞ e
−λ(τ−τ ′)Ai (ξ + λ)Ai (ξ′ + λ)dλ, if τ < τ ′.
where Ai (·) is the Airy function. When τ = τ ′ the extended Airy kernel reduces
to the ordinary Airy kernel, [33].
We define the Airy process t → A(t) by giving its finite-dimensional distribu-
tion functions. Given ξ1, . . . , ξm ∈ R and τ1 < · · · < τm in R we define f on
{τ1, . . . , τm} × R by
f(τj , x) = −χ(ξj ,∞)(x).
Then,
(1.10) P[A(τ1) ≤ ξ1, . . . , A(τm) ≤ ξm] = det(I + f1/2Af1/2)L2({τ1,...,τm}×R),
where we have counting measure on {τ1, . . . , τm} and Lebesgue measure on R.
The Fredholm determinant can be defined via its Fredholm expansion, see sect.
2.1 below. We will prove in section 2.2 that f1/2Af1/2 is a trace class operator
on L2({τ1, . . . , τm} × R), so this is also a Fredholm determinant in the sense of
determinants for trace class operators. Note that in particular
(1.11) P[A(τ) ≤ ξ] = F2(ξ).
This defines the Airy process. It is proved in [29] that it has a version with contin-
uous paths, which also follows from the results below. As mentioned above, another
way of understanding the Airy process is as follows. Let λ(t) = (λ1(t), . . . , λN (t))
with λ1(t) < · · · < λN (t), be the eigenvalues in Dyson’s Brownian motion model,
[9], for GUE with stationary distribution Z−1N ∆N (λ)
2
∏N
j=1 exp(−λ2j). Then,
lim
N→∞
√
2N1/6(λN (N
−1/3t)−
√
2N) = A(t)
say in the sense of convergense of finite-dimensional distributions. This can be
proved using the methods of the present paper, and using techniques from [19], it
is possible to get an integral formula for the (extended) correlation kernel. The
details will not be given here. This scaling limit has been studied before, see [13]
and references therein.
In analogy with the results of [29], we can show that the rescaled height process
HN converges in finite dimensional distributions to the Airy process.
Theorem 1.1. Let HN be the process defined by (1.7). Then for any fixed t1, . . . , tm
and ξ1, . . . , ξm,
lim
N→∞
P[HN (t1) ≤ ξ1, . . . , HN (tm) ≤ ξm](1.12)
P[A(t1) ≤ ξ1 + t21, . . . , A(tm) ≤ ξm + t2m],
where A is the Airy process.
This result can be sharpened to a functional limit theorem.
Theorem 1.2. Let A(t) be the Airy process defined by its finite-dimensional dis-
tributions, (1.10). Also, let HN (t) be defined by (1.7) and linear interpolation. Fix
T > 0 arbitrary. There is a continuous version of A(t) and
(1.13) HN (t)→ A(t)− t2,
as N →∞ in the weak∗-topology of probability measures on C(−T, T ).
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The theorem will be proved in section 5.2. As a corollary to this theorem and
the results of Baik and Rains, [4], we obtain the following result which expresses
the GOE largest eigenvalue distribution F1 in terms of the Airy process.
Corollary 1.3. For all ξ ∈ R,
(1.14) F1(ξ) = P[sup
t
(A(t)− t2) ≤ ξ].
The proof of (1.14) is very indirect. It would be interesting to see a more straight-
forward approach.
As discussed above we are also interested in the transversal fluctuations of the
endpoint of a maximal path in the point to line case. In our discrete model this
is not well-defined, there could be several maximal paths. Consider the random
variable
(1.15) KN = inf{u ; sup
t≤u
HN (t) = sup
t∈R
HN (t)},
the first point that gives the maximum. The corresponding quantity for the limiting
process H(t) = A(t)− t2 is
(1.16) K = inf{u ; sup
t≤u
H(t) = sup
t∈R
H(t)}.
We would like to show that KN converges to K so that we could call the law of
K the asymptotic law of transversal fluctuations. Unfortunately we can only prove
this under a very plausible assumption on the Airy process. We can show,
Proposition 1.4. The sequence of random variables {KN}N≥1 is tight, i.e. given
ǫ > 0 there is a T > 0 and an N0 such that
P[|KN | > T ] < ǫ
for all N ≥ N0.
The assumption we need to make on the Airy process can be formulated as
follows.
Conjecture 1.5. Let H(t) = A(t)− t2. Then, for each T > 0, H(t) has a unique
point of maximum in [−T, T ] almost surely.
If we accept this we can prove
Theorem 1.6. Assume that conjecture 1.5 is true. Then KN → K in distribution
as N →∞
The law of K is thus a natural candidate for the law of the transversal fluctua-
tions. It would be interesting to find a different, more explicit, formula for this law.
Assuming the truth of the same conjecture it may also be possible to prove that
the endpoints of all maximal paths, or asymptotically maximal paths, converge to
the same limit K.
By using the limit results of [5], proposition 3.12 and theorem 3.14 we can ob-
tain the correlation functions of the eigenvalues of the succesive minors H(k) =
(hij)1≤i,j≤k, 1 ≤ k ≤ N , of an N ×N GUE matrix H = (hij)1≤i,j≤N . In this way
it is possible to get the Airy process as an appropriate limit of the succesive largest
eigenvalues of H(k). More details will be given in future work.
We could also get the Airy process by looking at the largest eigenvalues of coupled
GUE-matrices, which is similar to looking at Dyson’s Brownian motion model for
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GUE. In [29] Pra¨hofer and Spohn raised the problem of finding differential equations
for probabilities of the form (1.10) generalizing the Painleve´ II formulas for (1.11).
In [1] the spectrum of coupled randommatrices is studied and it would be interesting
to see if the results of this paper shed some light on this problem.
1.2. Measures defined by products of determinants. Probability measures
given by products of determinants has been studied in several papers, e.g. by
Eynard and Mehta, [10], in connection with eigenvalue correlations in chains of
matrices, by Forrester, Nagao and Honner, [13], in connection with Dyson’s Brow-
nian motion model and by Okounkov and Reshetikhin, [28], when introducing the
so called Schur process. The problem is to compute the correlation functions and to
show that these are given by determinants so that we obtain a determinantal point
process, [31]. The same type of correlation functions are also obtained by Pra¨hofer
and Spohn, [29], in a cascade of continuous polynuclear growth (PNG) models. We
will study a class of measures which include all the above as special cases and show
that we obtain determinantal correlation functions. As an example of the result
we will in sect. 2.3 investigate random walks on the discrete circle using the same
strategy. This will lead to an extended discrete sine kernel, compare with [28]. We
will see in sect. 3 that our main topic the discrete PNG problem fits nicely into
this framework. This particular application is very close to the Schur process in
[28], and their results could also have been used. In fact, we rederive their main
formulas.
For r ∈ Z let xr = (xr1, . . . , xrn) ∈ Rn and x¯ = (x−M+1, . . . , xM−1), M ≥ 1. We
think of x¯ as a point configuration in {−M +1, . . . ,M − 1}×R, and we also specify
fixed initial x−M and final xM positions. Let φr,r+1 : R
2 → C, r ∈ Z, be given
transition weights. The weight of the configuration x¯ is then
(1.17) wn,M (x¯) =
M−1∏
r=−M
det(φr,r+1(x
r
i , x
r+1
j ))
n
i,j=1.
Let dµ be a given reference measure on R, typically Lebesgue measure or counting
measure. We assume that |φr,r+1(x, y)| ≤ cr(x)dr(y), where cr ∈ L1(R, µ) and
dr ∈ L∞(R, µ), −M ≤ r < M . This assumption is not necessary but is convenient
and suffices for the convergence of all the objects we will encounter. The partition
function is
(1.18) Zn,M =
1
(n!)2M−1
∫
(Rn)2M−1
wn,M (x¯)dµ(x¯),
where dµ(x¯) =
∏M−1
r=−M+1
∏n
j=1 dµ(x
r
j ). We will assume that Zn,M 6= 0 so that we
can define the normalized weight
(1.19) pn,M (x¯) =
1
(n!)2M−1Zn,M
wn,M (x¯).
If wn,M (x¯) ≥ 0, this is a probability density on (Rn)2M−1 with respect to the
reference measure dµ(x¯). The (k−M+1, . . . , kM−1)-correlation function can now be
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defined in a standard way by
Rk−M+1,...,kM−1(x
−M+1
1 , . . . , x
−M+1
k−M+1
, . . . , xM−11 , . . . , x
M−1
kM−1
)(1.20)
=
∫
Rn(2M−1)−k
pn,M (x¯)
M−1∏
r=−M+1
n!
(n− kr)!
n∏
j=kr+1
dµ(xrj ),
where k = k−M+1 + · · ·+ kM−1, 0 ≤ kj ≤ n.
Given two transition functions we define their convolution by
φ ∗ ψ(x, y) =
∫
R
φ(x, z)ψ(z, y)dµ(z).
Set
φr,s(x, y) = (φr,r+1 ∗ · · · ∗ φs−1,s)(x, y)
if r < s and φr,s ≡ 0 if r ≥ s. Let A = (Aij) be the n × n matrix with elements
Aij = φ−M,M (x
−M
i , x
M
j ), 1 ≤ i, j ≤ n. By repeated use of the Heine identity:
(1.21)
1
n!
∫
Rn
det(φi(xj))
n
i,j=1 det(ψi(xj))
n
i,j=1dµ(x) = det
(∫
R
φi(t)ψj(t)dµ(t)
)n
i,j=1
,
we see that Zn,M = detA. Hence detA 6= 0 by our assumption. Define a kernel
Kn,M : ({−M + 1, . . . ,M − 1})× R)2 → C by
(1.22) Kn,M (r, x; s, y) = K˜n,M (r, x; s, y)− φr,s(x, y),
where
(1.23) K˜n,M (r, x; s, y) =
n∑
i,j=1
φr,M (x, x
M
i )(A
−1)ijφ−M,s(x
−M
j , y).
In the case M = 1 the kernel K˜ has appeared before, see [34], [7] and also [18].
Theorem 1.7. The correlation functions defined by (1.20) are given by
Rk−M+1,...,kM−1(x
−M+1
1 , . . . , x
−M+1
k−M+1
, . . . , xM−11 , . . . , x
M−1
kM−1
)(1.24)
= det(Kn,M (r, xrir ; s, x
s
js))−M<r,s<M,0≤ir≤kr,0≤js≤ks
The determinant in the right hand side of (1.24) has a block structure with the
blocks given by r, s and having size kr × ks. The theorem will be proved in section
2.1.
A case of particular interest is when the transition weights are given by Fourier
coefficients. We are then in a situation similar to that in [28]. Let fr(e
iθ) be a
function in L1(T) with Fourier coefficients fˆr. Assume that the transition weights
are given by
(1.25) φr,r+1(x, y) = fˆr(y − x),
−M ≤ r < M , x, y ∈ Z and that the initial and final configurations are given by
x−MJ = x
M
j = 1− j, j = 1, . . . , n. If we set
fr,s(z) =
s−1∏
ℓ=r
fℓ(z),
z = eiθ, then
(1.26) φr,s(x, y) = fˆr,s(y − x)
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for r < s. The matrix A defined above is then a Toeplitz matrix with symbol
(1.27) a(z) = f−M,M (z) =
M−1∏
ℓ=−M
fℓ(z).
Define
(1.28) K˜n,Mr,s (z, w) =
∑
x,y∈Z
K˜n,M (r, x; s, y)zxw−y ,
where K˜n,M is given by (1.23). When the transition functions and the initial and
final configurations are given in this way we are able to give a formula for the limit
of this generating function as n→∞.
Proposition 1.8. Assume that fr(z) has winding number zero, a Wiener-Hopf
factorization fr(z) = f
+
r (z)f
−
r (z) and is analytic in 1− ǫr < |z| < 1 + ǫr for some
ǫr > 0. Furthermore, suppose that∑
n∈Z
|n|α|aˆn| <∞,
for some α > 0, where aˆn are the Fourier coefficients of the symbol a(z) given by
(1.27). Set ǫ = min ǫr and
(1.29) K˜Mr,s(z, w) =
z
z − wG(z, w),
where
(1.30) G(z, w) =
∏M−1
t=r f
−
t (
1
z )
∏s−1
t=−M f
+
t (
1
w )∏r−1
t=−M f
+
t (
1
z )
∏M−1
t=s f
−
t (
1
w )
.
Then, for 1− ǫ < |w| < 1 < |z| < 1 + ǫ,
(1.31)∣∣∣K˜n,Mr,s (z, w)− K˜Mr,s(z, w)∣∣∣ ≤ |fr,M (1z )||f−M,s( 1w )|(|z| − 1)(1− |w|)
(
1
nα
+ |w|n/2 + 1|z|n/2
)
.
Furthermore,
(1.32) φr,s(x, y) =
1
2π
∫ π
−π
ei(y−x)θG(eiθ , eiθ)dθ,
for r < s.
The same type of formula for the limiting kernel was obtained in [28]. The
formula will be proved in section 2.1. This proposition makes it possible to compute
the asymptotics of the kernel given by (1.22) in certain cases, since it gives an
integral formula for the n→∞ limit of Kn,M .
The outline of the paper is as follows. In sect. 2 we will give some general results
for measures of the form (1.17) and then as an example discuss nonintersecting
random walks on the discrete circle. The next section applies the general theory to
the discrete PNG model and gives more explicit formulas. In sext. 4 asymptotic
results for the correlation kernel appearing in the PNG model are stated and proved,
and these are then applied in sect. 5 to prove the necessary estimates needed for
the functional limit theorem and the transversal fluctuations.
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2. Determinantal measures
2.1. General theory. In this section we will prove the results of section 1.2. We
will prove theorem 1.7 using a generalization of the method of [34], [7] for β = 2
randommatrix ensembles, see also [18]. It is also possible to generalize the approach
of [10], which is closer to the original Dyson approach.
Let ΛM = {−M + 1, . . . ,M − 1} × R, λ be the counting measure on {−M +
1, . . . ,M − 1} and ν = λ ⊗ µ. Furthermore, we let g : ΛM → C be a bounded
function and define
Zn,M [g] =
1
(n!)2M−1
∫
(Rn)2M−1
∏
|r|<M
n∏
j=1
(1 + g(r, xrj))wn,M (x¯)dµ(x¯).
We want to compute Zn,M [g]/Zn,M [0]. Using the Heine identity (1.21) repeatedly
we see that
Zn,M [g] =
1
(n!)2M−1
∫
(Rn)2M−1
det(φ−M,−M+1(x
−M
i , x
−M+1
j ))1≤i,j≤n
×
M−1∏
r=−M+1
det((1− g(r, xri ))φr,r+1(xri , xr+1j ))1≤i,j≤ndµ(x¯)
= det

∫
R2M−1
φ−M,−M+1(x
−M
i , t−M+1)
∏
|r|<M
(1 + g(r, tr))
×
(
M−2∏
r=−M+1
φr,r+1(tr, tr+1)
)
φM−1,M (tM−1, x
M
j )d
2M−1µ(t)
)
1≤i,j≤n
.
Now,
∏
|r|<M
(1 + g(r, tr)) = 1 +
2M−1∑
ℓ=1
∑
−M<r1<···<rℓ<M
g(r1, tr1) . . . g(rℓ, trℓ),
and hence
Zn,M [g] = det
(
Aij +
2M−1∑
ℓ=1
∑
−M<r1<···<rℓ<M
∫
Rℓ
φ−M,r1(x
−M
i , t1)(2.1)
(
ℓ−1∏
s=1
g(rs, ts)φrs,rs+1(ts, ts+1)
)
g(rℓ, tℓ)φrℓ,M (tℓ, x
M
j )d
ℓµ(t)
)
1≤i,j≤n
,
where we have used the notation of sect. 1.2. If we set g = 0 we obtain Zn,M [0] =
Zn,M = detA as before. By definition φr,s = 0 if r ≥ s, and hence we can remove
the ordering of the ri’s in (2.1). We find,
Zn,M [g]
Zn,M [0]
= det
(
δij +
n∑
k=1
(A−1)ik
2M−1∑
ℓ=1
∑
−M<rm<M
∫
Rℓ
φ−M,r1(x
−M
k , t1)(2.2)
(
ℓ−1∏
s=1
g(rs, ts)φrs,rs+1(ts, ts+1)
)
g(rℓ, tℓ)φrℓ,M (tℓ, x
M
j )d
ℓµ(t)
)
1≤i,j≤n
.
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Write ψ(u, t; v, s) = g(u, t)φu,v(t, s), and define ψ
∗0(u, t; v, s) = δuvδ(t−s), ψ∗1 = ψ
and
ψ∗(r+1)(u, t; v, s) =
∫
ΛrM
ψ(u, t;m1, ξ1)ψ(m1, ξ1;m2, ξ2) . . . ψ(mr, ξr; v, s)d
rν(m, ξ)
for r ≥ 1. Note that, since φr,s = 0 if r ≥ s, we have ψ∗ℓ = 0 if ℓ ≥ 2M − 1. This
follows immediately from the definition. The formula (2.2) can now be written
Zn,M [g]
Zn,M [0]
= det
(
δij +
n∑
k=1
(A−1)ik
∫
Λm
dν(u, ξ)
∫
Λm
dν(v, η)
(2.3)
φ−M,u(x
−M
k , ξ)
(
2M−1∑
ℓ=1
ψ∗(ℓ−1)(u, ξ; v, η)
)
g(v, η)φv,M (η, x
M
j )
)
i,j=1,...,n
.
If K(x, y) is an integral kernel on L2(Ω, µ) we define the determinant det(I +
K)L2(Ω,µ) via a Fredholm expansion,
(2.4) det(I +K)L2(Ω,µ) =
∞∑
m=0
1
m!
∫
Ωm
det(K(xi, xj))i,j=1,...,md
mµ(x).
We assume that K is such that all the integrals are well-defined and the se-
ries converges. For example, by Hadamard’s inequality, it is sufficient to require
that |K(x, y)| ≤ a(x)b(y), where a ∈ L1(Ω, µ), b ∈ L∞(Ω, µ). Note that if
Ω = {1, . . . , n} and µ is counting measure this is the ordinary determinant det(δij+
K(i, j))i,j=1,...,n. Let K(x, y) be an integral kernel from L
2(Ω1, µ1) to L
2(Ω2, µ2)
and L(x, y) an integral kernel from L2(Ω2, µ2) to L
2(Ω1, µ1). Then
L ∗K(x, y) =
∫
Ω2
L(x, z)K(z, y)dµ2(z)
is an integral kernel on L2(Ω1, µ1). Furthermore,
(2.5) det(I + L ∗K)L2(Ω1,µ1) = det(I +K ∗ L)L2(Ω2,µ2).
This is easy to see using the Heine identity in the definition (2.4).
Set
b(i;u, ξ) =
n∑
k=1
(A−1)ikφ−M,u(x
−M
k , ξ)
c(u, ξ; j) =
∫
Λm
2M−1∑
ℓ=1
ψ∗(ℓ−1)(u, ξ; v, η)g(v, η)φv,M (η, x
M
j )dν(v, η),
so that, by (2.3) and (2.5),
Zn,M [g]
Zn,M [0]
= det(δij + (b ∗ c)(i, j))1≤i,j≤n
= det(I + c ∗ b)L2(ΛM ,ν).
Now, a computation shows that
(c ∗ b)(u, ξ; v, η) = (
2M−1∑
ℓ=1
ψ∗(ℓ−1)) ∗ (gK˜)(u, ξ; v, η),
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where K˜ is defined by (1.23). Thus,
(2.6)
Zn,M [g]
Zn,M [0]
= det(I + (
2M−1∑
ℓ=1
ψ∗(ℓ−1)) ∗ (gK˜))L2(ΛM ,ν).
The kernel in (2.6) has finite-rank so the sum (2.4) in the definition of the deter-
minant actually has finitely many terms. We now claim that the right hand side of
(2.6) equals
det(I − ψ + gK˜)L2(ΛM ,ν),
which is what we want. Formally the computation goes as follows. The expression
in (2.6) is det(I − (I − ψ)−1gK˜) and we multiply this by det(I − ψ) = 1. Since we
are only working with determinants defined by a Fredholm expansion the product
rule is not obvious, so we will give a proof in this special case.
Write a = gK˜. We will prove that for any z, w ∈ C,
(2.7) det(I + w
m∑
j=1
zjψ∗(j−1) ∗ a)L2(ΛM ) = det(I − zψ + zwa)L2(ΛM ),
where m = 2M − 1. The left hand side is a polynomial in z, w so it suffices
to prove (2.7) for |z|, |w| sufficiently small. In that case, under our assumption
on the φr,r+1, all the expressions beloware well-defined and convergent. Write
b =
∑m
j=1 z
jψ∗(j−1) ∗ a. Then, see e.g. [25],
det(I + wb)L2(ΛM ) = exp(
∞∑
k=1
(−1)k+1wk
k
∫
ΛM
b∗k(t, t)dν(t))
and
det(I + z(−ψ + wa))L2(ΛM ) = exp(
∞∑
k=1
(−1)k+1zk
k
∫
ΛM
(−ψ + wa)∗k(t, t)dν(t)).
Set c = za, d = zψ. It suffices to show that
∞∑
k=1
(−1)k+1wk
k
∫
ΛM

m−1∑
j=0
dj ∗ c


∗k
(t, t)dν(t)
=
∞∑
k=1
(−1)k+1
k
∫
ΛM
(−d+ wc)∗k(t, t)dν(t).(2.8)
The equality (2.8) holds for w = 0 since∫
ΛM
(−d)∗k(t, t)dν(t) = (−z)k
∫
ΛM
ψ∗k(t, t)dν(t) = 0
if k ≥ 1. This follows from φr,s = 0 for r ≥ s. Hence it is enough to show that the
derivatives of the two sides of (2.8) coincide,
∞∑
k=0
(−1)kwk
∫
ΛM

m−1∑
j=0
dj ∗ c


∗(k+1)
(t, t)dν(t)
=
∞∑
n=0
(−1)n
∫
ΛM
((−d+ wc)∗n ∗ c)(t, t)dν(t).
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To prove this last equality is a straightforward but somewhat tedious computation,
which is based on expanding both sides and showing that the coefficient of wk is
the same on both sides. We omit the details.
We have proved
Proposition 2.1. Let pn,M (x¯) be defined by (1.19) and assume that φr,r+1(x, y)
satisfies |φr,r+1(x, y)| ≤ c(x)d(y) with c ∈ L1(R, µ), d ∈ L∞(R, µ), −M ≤ r < M .
Furthermore, let ΛM = {−M + 1, . . . ,M − 1} ×R, ν = λ⊗ µ, where λ is counting
measure on {−M +1, . . . ,M − 1} and let g : ΛM → C be a bounded function. Then
(2.9)
∫
(Rn)2M−1
∏
|µ|<M
n∏
j=1
(1 + g(xµj ))pn,M (x¯)dµ(x¯) = det(I + gK)L2(ΛM ,ν),
where K is given by (1.22), and the determinant is defined by using the Fredholm
expansion (2.4).
Theorem 1.7 is a direct consequence of (2.9), compare with the discussion in [34].
IfXm = {1, . . . ,m} and λ is counting measure onXm, then L2(Xm, λ) ∼= Rm and
we have a chain of isomorphisms L2(Xm×Ω, λ⊗µ) ∼= L2(Xm, λ)⊗L2(Ω, µ) ∼= R⋗⊗
L2(Ω, µ) ∼= L2(Ω, µ)⊕· · ·⊕L2(Ω, µ), where we have m terms in the last direct sum.
We can think of an element in R⋗⊗L2(Ω, µ) as a column vector (f1(x) . . . fm(x))t,
where fi ∈ L2(Ω, µ), 1 ≤ i ≤ m. Hence, an operator on L2(Xm ×Ω, λ⊗ µ) defined
by an intgral kernel K(r, ξ; r′, ξ′) can be thought of as a block operator on these
column vectors with block kernel (K(r, ξ; r′, ξ′))1≤r,r′≤m.
We also want to prove Proposition 1.8. Let us write Tn(a) for the n×n Toeplitz
matrix with symbol a and T (a) for the one-sided infinite Toeplitz matrix with
symbol a. Consider the function K˜n,M (z, w) defined by (1.28) and let the symbol
a be given by (1.27). Then,
K˜n,M (z, w) =
∑
x,y∈Z

 n∑
i,j=1
φr,M (x, 1 − i)[T−1n (a)]ijφ−M,s(1 − j, y)

 zxw−y
=
n∑
i,j=1
(∑
x∈Z
fˆr,M (1− i− x)zx+i−1
)
z1−i[T−1n (a)]ijw
j−1
×

∑
y∈Z
fˆ−M,s(y + j − 1)w−y+1−j


=
z
w
fr,M (
1
z
)f−M,s(
1
w
)
n∑
i,j=1
z−i[T−1n (a)]ijw
j .(2.10)
To proceed we need a formula for the inverse of a Toeplitz matrix. We will use the
following result which follows from theorem 1.15 and theorem 2.15, together with
its proof, in [8].
Proposition 2.2. Assume that a(z) = a+(z)a−(z), z ∈ T, where
(2.11) a+(z) =
∞∑
n=0
a+n z
n, a−(z) =
∞∑
n=0
a−−nz
−n,
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∑∞
n=0(|a+n | + |a−−n|) < ∞, and that (a(z) has winding number zero. Furthermore,
suppose that
(2.12)
∑
n∈Z
|n|α|aˆn| <∞
for some α > 0, where aˆn is the Fourier coefficient of a(z). Using (2.11) we can
extend a+(z) to |z| ≤ 1 and a−(z) to {|z| ≥ 1} ∪ {∞} and we assume that they
have no zeros in these regions. Then, Tn(a) is invertible for n sufficiently large and
there is a constant C (which depends on a) such that
(2.13)
∣∣[T−1n (a)]jk − [T (a−1+ )T (a−1− )]jk∣∣ ≤ Cmin( 1(n+ 1− k)α , 1(n+ 1− j)α )
for 1 ≤ j, k ≤ n.
We can now give the proof of proposition 1.8.
Proof. (of Proposition 1.8). The function a defined by (1.27) has a Wiener-Hopf
factorization a = a+a− where
a±(z) =
M−1∏
t=−M
f±t (z),
and all the assumptions of the previous theorem are satisfied. By (2.13)∣∣∣∣∣∣
n∑
i,j=1
z−i[T−1n (a)]ijw
j −
n∑
i,j=1
z−i[T (a+)T (a
−1
− )]ijw
j
∣∣∣∣∣∣
≤ C
n∑
i,j=1
|z|−i|w|j min( 1
(n+ 1− i)α ,
1
(n+ 1− j)α )
≤ C
(|z| − 1)(1− |w|) (
1
nα
+ |w|n/2 + 1|z|n/2 ).
Also, ∣∣∣∣∣∣
∑
i > n or j > n
z−i[T (a−1+ )T (a
−1
− )]ijw
j
∣∣∣∣∣∣ ≤ C
|w|n + |1/z|n
(|z| − 1)(1 − |w|) .
Set b± = 1/a± and note that (bˆ+)k = 0 if k < 0 and (bˆ−)k = 0 if k > 0. We can
now compute
∞∑
i,j=1
z−i[T (a−1+ )T (a
−1
− )]ijw
j
=
∞∑
k=1
(∑
i∈Z
z−i+k(bˆ+)i−k
)∑
j∈Z
wj−k(bˆ−)k−j

(w
z
)k
=
1
a+(1/z)a−(1/w)
w/z
1− w/z .
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It follows that
z
w
fr,M (
1
z
)f−M,s(
1
w
)
n∑
i,j=1
z−i[T (a−1+ )T (a
−1
− )]ijw
j
=
z
z − w
∏M−1
t=r f
+
t (
1
z )f
−
t (
1
z )
∏s−1
t=−M f
+
t (
1
w )f
−
t (
1
w )∏M−1
t=−M f
+
t (
1
z )f
−
t (
1
w )
= KMr,s(z, w),
and the proposition is proved. 
We have
(2.14) K(r, x; s, y) = K˜(r, x; s, y) =
1
(2πi)2
∫
γr2
dz
zx+1
∫
γr1
wy−1dw
z
z − wG(z, w).
if r ≥ s, where 1 − ǫ < r1 < r2 < 1 + ǫ. Using the residue theorem it follows that
for r < s,
(2.15) K(r, x; s, y) =
1
(2πi)2
∫
γr1
dz
zx+1
∫
γr2
wy−1dw
z
z − wG(z, w).
1− ǫ < r1 < r2 < 1 + ǫ, compare [28].
2.2. The extended Airy kernel. The extended Airy kernel is defined by (1.9).
We can also define a modification by
(2.16) A˜(τ, ξ; τ ′, ξ′) =
∫ ∞
0
e−λ(τ−τ
′)Ai (ξ + λ)Ai (ξ′ + λ)dλ,
which is well-defined both for τ ≥ τ ′ and for τ < τ ′ by the following standard
estimate for the Airy function,
(2.17) |Ai (ξ)| ≤ CMe−2|ξ|
3/2/3
for ξ ≥ −M . Both A and A˜ have a useful double integral formula.
Proposition 2.3. The extended Airy kernel (1.9) is given by
(2.18) A(τ, ξ; τ ′, ξ′) = − 1
4π2
∫
Im z=η
dz
∫
Imw=η′
dw
eiξz+iξ
′w+i(z3+w3)/3
τ ′ − τ + i(z + w) ,
where η, η′ > 0 and η+ η′ + τ − τ ′ < 0 in case τ ′ > τ . Also, the modified kernel A˜,
(2.16), is given by the same formula but where we now require that η+η′+τ−τ ′ > 0.
Proof. This is straightforward using the identities∫ ∞
0
e−λ(τ−τ
′−iz−iw)dλ = − 1
τ ′ − τ + i(z + w)
if τ − τ ′ + η + η′ > 0 and∫ ∞
0
e−λ(τ
′−τ+iz+iw)dλ =
1
τ ′ − τ + i(z + w)
if τ − τ ′ + η + η′ < 0. 
If we move the contour of integration between the two cases in proposition 2.3
we pick up a contribution from the singularity and we obtain
(2.19) A(τ, ξ; τ ′, ξ′) = A˜(τ, ξ; τ ′, ξ′)− φτ,τ ′(ξ, ξ′),
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where φτ,τ ′ ≡ 0 if τ ≥ τ ′ and
(2.20) φτ,τ ′(ξ, ξ
′) =
1√
4π(τ ′ − τ)e
−(ξ−ξ′)2/4(τ ′−τ)−(τ ′−τ)(ξ+ξ′)/2+(τ ′−τ)3/12
if τ < τ ′. Combining (1.9), (2.16) and (2.19) we see that
(2.21) φτ,τ ′(ξ, ξ
′) =
∫ ∞
−∞
e−λ(τ−τ
′)Ai (ξ + λ)Ai (ξ′ + λ)dλ
if τ < τ ′. We would also like to show that the operator in (1.10) is actually a trace
class operator.
Proposition 2.4. Let f(τ, x) bew a non-negative function in L∞(R) for each τ ∈
{τ1, . . . , τm}, where τ1 < · · · < τm. Assume also that f(τk, x) = 0 if x < Mk for
some number Mk, k = 1, . . . ,m. Then, the kernel
f(τ, x)1/2A(τ, x; τ ′, x′)f(τ ′, x′)1/2
defines a trace class operator on L2({τ1, . . . , τm} × R), where we have counting
measure λ on {τ1, . . . , τm} and Lebesgue measure µ on R.
Proof. We will prove the result by factoring into two Hilbert-Schmidt operators.
Let H(t) = 1 if t < 0 and H(t) = 0 if t ≥ 0. Set
B˜(τ, x; τ ′, x′) = H(τ − τ ′)
∫ ∞
−∞
e−y(τ−τ
′)Ai (x+ y)Ai (x′ + y)dy.
For i < j we define
B˜ij(τ, x; τ
′, x′) = B˜(τ, x; τ ′, x′)δτ,τiδτ ′,τj
so that
B˜(τ, x; τ ′, x′) =
∑
1≤i<j≤m
B˜ij(τ, x; τ
′, x′).
Since, by (2.19) and (2.21), A = A˜ − B˜, it suffices to show that f1/2A˜f1/2 and
f1/2B˜ijf
1/2, 1 ≤ i < j ≤ m, are trace class operators.
Set
a(τ, x;σ, y) =
1√
m
f(τ, x)1/2Ai (x+ y)e−y(τ−σ)χ[0,∞)(y)
b(σ, y; τ ′, x′) =
1√
m
χ[0,∞)(y)Ai (x
′ + y)e−y(σ−τ
′)f(τ ′, x′)1/2
Then a and b are Hilbert-Schmidt kernels on L2(Λm, λ⊗µ), λm = {τ1, . . . , τm}×R.
We have∫
Λm
∫
Λm
|a(τ, x;σ, y)|2d(λ⊗ µ)(τ, x)d(λ ⊗ µ)(σ, y)
=
1
m
∫
Λm
∫
Λm
f(τ, x)Ai (x+ y)2χ[0,∞)(y)e
−2y(τ−σ)dxdydλ(τ)dλ(σ)
≤ ||f ||∞
m
m∑
i,j=1
∫ ∞
M
dx
∫ ∞
0
dyAi (x+ y)2e2y(τm−τ1),
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where M = min(M1, . . . ,Mm). Using (2.17) we see that the integral in the last
expression is <∞. The proof that b is a Hilbert-Schmidt kernel is analogous. Now,∫
Λm
a(τ, x;σ, y)b(σ, y; τ ′, x′)d(λ⊗ µ)(τ, y)
1
m
∑
σ∈{τ1,...,τm}
f(τ, x)1/2f(τ ′, x′)1/2
∫ ∞
0
e−y(τ−τ
′)Ai (x+ y)Ai (x′ + y)dy
= f(τ, x)1/2A˜(τ, x; τ ′, x′)f(τ ′, x′)1/2.
Hence, the operator f1/2A˜f1/2 is trace class.
Next, set
cij(τ, x; τ
′, x′) =
1√
m
f(τ, x)1/2Ai (x + y)e−y(τ−τj)/2δτ,τi
(it is independent of σ) and
dij(τ, x; τ
′, x′) =
1√
m
f(τ ′, x′)1/2Ai (x′ + y)e−y(τi−τ
′)/2δτ ′,τj .
Then,∫
Λm
cij(τ, x; τ
′, x′)dij(τ, x; τ
′, x′)d(λ ⊗ µ)(σ, y)
=
1
m
∑
σ∈{τ1,...,τm}
f(τ, x)1/2f(τ ′, x′)1/2
∫ ∞
−∞
e−y(τ−τ
′)Ai (x+ y)Ai (x′ + y)dyδτ,τiδτ ′,τj
= B˜ij(τ, x; τ
′, x′).
It remains to prove that cij and dij are Hilbert-Schmidt kernels. Consider cij ; the
proof for dij is similar. We get
1
m
∑
σ,τ∈{τ1,...,τm}
∫ ∞
−∞
∫ ∞
−∞
f(τ, x)Ai (x+ y)2e−y(τ−τj)dxdyδτ,τi
=
∫ ∞
−∞
∫ ∞
−∞
f(τi, x)Ai (x + y)
2e−y(τi−τj)dxdy
≤ ||f ||∞
∫
Mi
dx
∫ ∞
−∞
dyAi (x+ y)2ey(τj−τi)
≤ ||f ||∞
∫
Mi
dx
∫ ∞
0
dyAi (x+ y)2ey(τj−τi)
+ ||f ||∞
∫
Mi
dx
∫ 0
−∞
dyAi (x+ y)2ey(τj−τi).
The first integral in the last expresion is <∞ by (2.17). Now, by (2.17)∫ ∞
Mi
Ai (x+ y)2dx =
∫ ∞
Mi+y
Ai (x)2dx ≤ C(1 + |y|)
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since the Airy function is bounded. Hence,
||f ||∞
∫
Mi
dx
∫ 0
−∞
dyAi (x + y)2ey(τj−τi)
≤ C||f ||∞
∫ 0
−∞
(1 + |y|)ey(τj−τi)dy <∞,
since τj − τi > 0. This completes the proof. 
2.3. An example: random walks on the discrete circle. We will consider non-
intersecting walks on the set ZN of integers modulo N , the discrete circle. This
type of model has been analyzed in [12] and we will show how it fits into the present
formalism. We have 2M −1 copies of ZN , where the first and the last are identified
so that we have periodic boundary conditions in the time direction. We will have
are non-=intersecting paths on the discrete torus. Let xr ∈ ZnN be the particle
configuration (n particles) on the r:th discrete circle, |r| < M ,x−M+1 ≡ xM−1.
Assume that n is odd, n = 2ν+1 and that the transition probabilities for the walks
are given by
φr,r+1(x, y) =


p, if y − x = 1
q, if y − x = 0.
0. otherwise
for x, y ∈ ZN , where p, q ≥ 0 and p + q = 1. The transition probability for non-
intersecting paths from a configuration xr to a configuration xr+1 is
det(φr,r+1(x
r
i , x
r+1
j )1≤i,j≤n).
Write x¯ = (x−M+1, . . . , xM−1) ∈ (ZN )2M−1 for the total configuration. The prob-
ability of x¯ is
(2.22) qn,N,M (x¯) =
M−2∏
r=−M+1
det(φr,r+1(x
r
i , x
r+1
j )1≤i,j≤n.
We will use discrete Fourier series on ZN ,
fˆ(n) =
1
N
∑
ℓ∈ZN
f(ℓ)z−ℓn, f(ℓ) =
∑
n∈ZN
fˆ(n)zℓn,
where z = e2πi/N . Also, we can represent Kronecker’s delta on ZN as
(2.23) δxy =
1
N
∑
k∈ZN
zk(x−y).
Let Z˜nN = {x ∈ ZnN ; 0 ≤ x1 < · · · < xn < N} be all ordered configurations of n
particles on ZN . If x
−M+1, xM−1 ∈ Z˜nN , then
det(δx−M+1i ,x
M−1
j
)1≤i,j≤n = δx−M+1,xM−1
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by the definition of the determinant. This determinant can be rewritten using
(2.23) and Heine’s identity,
δx−M+1,xM−1 = det(
1
N
∑
k∈ZN
zk(x
−M+1
i −x
M−1
j ))1≤i,j≤n(2.24)
=
1
n!Nn
∑
k1,...,kn∈Zn
det(zkix
−M+1
j )1≤i,j≤n det(z
−kix
M−1
j )1≤i,j≤n,
if x−M+1, xM−1 ∈ Z˜nN . This leads us to the measure
pn,N,M(x¯) =
1
(n!)2M−1Zn,N,M
qn,N,M(x¯)δx−M+1,xM−1
where Zn,N,M is the normalization constant.
Let g(r, x), |r| < M , x ∈ ZN , be given functions and set
G(x¯) =
∏
|r|<M
n∏
j=1
(1 + g(r, xrj)).
We want to compute the expectation∑
x¯∈(ZnN )
2M−1
G(x¯)pn,N,M (x¯)(2.25)
=
n!
NnZn,N,M
∑
x¯∈(Z˜nN )
2M−1
∑
k∈Z˜nN
G(x¯)wn,N,M (k; x¯),
where
wn,N,M (k; x¯) = det(z
kix
−M+1
j )qn,N,M (x¯) det(z
−kix
M−1
j )(2.26)
=
M−1∏
r=−M
det(φr,r+1(x
r
i , x
r+1
j )).
Here we have set φ−M,−M+1(ki, x
−M+1
j ) = z
kix
−M+1
j , φM−1,M (x
M−1
i , kj) = z
−kjx
M−1
i
and x−Mi = x
M
i = ki ∈ ZN . We have a measure of the form (1.17). Set
(2.27) Zn,N,M(k) =
∑
x¯∈(Z˜nN)
2M−1
wn,N,M(k; x¯)
and note that G ≡ 1 in (2.25) gives
(2.28) Zn,N,M =
n!
Nn
∑
k∈Z˜nN
Zn,N,M(k).
Let us also write
pn,N,M(k, x¯) =
1
(n!)2M−1Zn,N,M(k)
wn,N,M (k; x¯).
The expectation (2.25) can then be written, using (2.28),
(2.29)
∑
k∈Z˜nN
Zn,N,M(k)∑
k∈Z˜nN
Zn,N,M(k)
En,N,M (k;G)
whereEn,N,M (k;G) is the “expectation” ofGwith repect to the measure pn,N,M(k, x¯).
This “expectation” can be computed using the standard framework. Let fˆ(n) be
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equal to q if n = 0, p if n = 1 and 0 otherwise, n ∈ ZN , so that φr,r+1(x, y) =
fˆ(y − x), for −M < r < M − 1. Then f(ℓ) = q + pzℓ, ℓ ∈ ZN , and by standard
properties of convolution
(2.30) φr,s(x, y) = fˆ
s−r(y − x),
−M < r < s < M − 1. From this we see that
Aij = φ−M,M (ki, kj) =
∑
x,y∈ZN
zkixfˆ2M−2(y − x)z−kjy
= Nf(N − ki)2M−2δki,kj = Nf(N − ki)2M−2δij
if k ∈ Z˜nN . Thus,
(2.31) A = (Nf(N − ki)2M−2δij)i,j=1,...,n.
Now,
(2.32) Zn,N,M(k) = detA = N
n
n∏
i=1
(q + pe−2πiki/N )2M−2.
This is always non-zero if p 6= q. If p = q = 1/2, then we assume that N is odd,
which also implies that detA 6= 0. We obtain
K˜n(k; r, x; s, y) =
n∑
i,j=1
(∑
ℓ∈ZN
fˆM−r−1(ℓ− x)z−kiℓ
)
1
N
f(N − ki)2−2Mδij(2.33)
( ∑
m∈ZN
fˆ s+M−1(y −m)zkjm
)
=
1
N
n∑
i=1
f(N − ki)s−rzki(y−x),
where we have indicated the dependence of the kernel on k. Note that this kernel
is independent of M . We have
(2.34) Kn(k; r, x; s, y) =
1
N
n∑
i=1
f(N − ki)s−rzki(y−x) − φr,s(x, y),
where
(2.35) φr,s(x, y) =
1
N
∑
ℓ∈ZN
f(ℓ)s−rzℓ(y−x)
if s > r and φr,s(x, y) = 0 if s ≤ r. Computations similar to those leading up
to formula (3.27) below show that if we assume that g(r, ·) ≡ 0 if |r| > M0, then
En,N,M(k,G) = En,N,M0(k,G) for M ≥ M0. Hence, the expectation (2.29) can be
written
(2.36)
∑
k∈Z˜nN
(
lim
M→∞
Zn,N,M(k)∑
k∈Z˜nN
Zn,N,M(k)
)
En,N,M0(k,G).
Lemma 2.5. Let αi = i − 1, i = 1, . . . , ν + 1, α2ν+2−i = N − i, i = 1, . . . , ν,
n = 2ν + 1. If k ∈ Z˜nN , then
(2.37) lim
M→∞
Zn,N,M (k)∑
k∈Z˜nN
Zn,N,M(k)
= δα,k.
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Proof. We use the explicit formula (2.32) for Zn,N,M(k),
Zn,N,M(k) = N
n
n∏
j=1
(q + pe−2πikj/N )2M−2.
Now,
|q + pe−2πiki/N |2 = p2 + q2 + 2pq cos 2πiki
N
.
This is maximal (= 1) if ki = 0(= N) and it is easy to see that
n∏
j=1
(p2 + q2 + 2pq cos
2πikj
N
) ≤
n∏
j=1
(p2 + q2 + 2pq cos
2πiαj
N
)
with strict inequality unless k = α. This completes the proof. 
Hence, if g(r, ·) ≡ 0 for |r| ≥M0, then
lim
M→∞
∑
x¯∈(ZnN )
2M−1
G(x¯)pn,N,M (x¯) = En,N,M0(α;G).
From this it follows that the correlation kernel K(r, x; s, y) on the cylinder Z×ZN
is given by K(α; r, x; s, y). We obtain the following proposition.
Proposition 2.6. The correlation function for n = 2ν + 1 non-intersecting walks
on the infinite cylinder Z× ZN as defined above is given by
K(r, x; s, y) =
1
N
ν∑
j=−ν
(q + pe2πij/N )s−re2πij(x−y)/N(2.38)
− ωr,s 1
N
N−ν−1∑
j=−ν
(q + pe2πij/N )s−re2πij(x−y)/N
where ωr,s = 1 if r < s, ωr,s = 0 if r ≥ s.
The induced measure on ZN is given by
1
n!
det(K(0, xµ; 0, xν))1≤µ,ν≤n =
1
n!
det(
1
N
ν∑
j=−ν
e2πij(xµ−xν)/N )1≤µ,ν≤n
=
1
n!Nn
∏
1≤µ<ν≤n
|e2πixµ/N − e2πixν/N |2,
the equilibrium measure on ZN (discrete CUE), see [23].
We can take the limit n,N → ∞, n/N → ρ, 0 < ρ < 1, and obtain a limiting
determinantal process on Z2.
Proposition 2.7. The correlation function for the determinantal process on Z2
induced by non-intersecting random walks as defined above is given by
(2.39) K(r, x; s, y) =
∫ ρ/2
−ρ/2
(q + pe2πiθ)s−re2πiθ(x−y)dθ
if r ≥ s, and
(2.40) K(r, x; s, y) = −
∫ 1−ρ/2
ρ/2
(q + pe2πiθ)s−re2πiθ(x−y)dθ
if r < s for 0 < ρ < 1.
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This kernel is related to the B±-kernels in [28]. Compare also with [37].
3. Multi-layer discrete PNG
We will discuss how the PNG model defined by (1.1), in the case when ω(x, t),
(x, t) ∈ Z×N, satisfies ω(x, t) = 0 if t− x is even or if |x| > t, can be embedded as
the top curve in a multi-layer process given by a family of non-intersecting paths.
We think of the ω(x, t):s as given numbers. The initial condition is h(x, 0) = 0,
x ∈ Z. We extend h(x, t) to all x ∈ R by letting h(x, t) = h([x], t), which makes it
right continuous at the jumps. Note that it follows immediately that h(x, t) = 0 if
x < −t+ 1 or x > t.
For t− x odd we define the jumps,
η+(x, t) = h(x, t) − h(x− 1, t)(3.1)
η−(x, t) = h(x, t) − h(x+ 1, t).
We will see below that η+, η− ≥ 0 and we should think of η+(x, t) as a positive
jump at x at time t, and η−(x, t) as a the size of a negative jump at x+ 1 at time
t. Define
(3.2) Tω(x, t) = min(η+(x+ 1, t− 1), η−(x− 1, t− 1))
if t− x is odd and Tω(x, t) = 0 if t− x is even.
Claim 3.1. The jumps η+ and η− satisfy the following evolution equation
η+(x+ 1, t+ 1) = max(η+(x+ 2, t)− η−(x, t), 0) + ω(x+ 1, t− 1)(3.3)
η+(x+ 1, t+ 1) = max(η−(x, t)− η+(x + 2, t), 0) + ω(x+ 1, t− 1)
for t− x odd. Furthermore η+(x, t) and η−(x, t) are ≥ 0.
Proof. We proceed by induction on t. Assume that η+(x, t), η−(x, t) ≥ 0 for all
x such that t − x is odd. We will prove that then (3.3) holds, and hence η+(x +
1, t + 1), η−(x + 1, t + 1) ≥ 0 for all x such that t − x is odd. Obviously our
induction assumption is true for t = 0. Note that h(x + 1, t) = h(x, t) − η−(x, t),
h(x+ 2, t) = h(x, t) + η+(x+ 2, t)− η−(x, t) and h(x− 1, t) = h(x, t)− η+(x, t). It
follows from (1.1), our induction aasumption and ω(x, t+ 1) = 0, that
h(x+ 1, t+ 1) = h(x, t) + max(0, η+(x+ 2, t)− η−(x, t)) + ω(x+ 1, t+ 1)
h(x, t+ 1) = h(x, t)
and the first half of (3.3) follows. The proof of the second half is analogous. 
There is also an inverse recursion formula.
Claim 3.2. If t− x is odd, then
ω(x+ 1, t+ 1) = min(η−(x+1, t+ 1), η
+(x+1, t+ 1))
η+(x, t) = η+(x − 1, t+ 1)− ω(x− 1, t+ 1) + Tω(x− 1, t+ 1)(3.4)
η−(x, t) = η+(x + 1, t+ 1)− ω(x+ 1, t+ 1) + Tω(x+ 1, t+ 1)
Proof. The first equation folows immediately from (3.3). From (3.2) and (3.3) we
see that the right hand side of the second equation in (3.4) equals
max(η+(x, t)− η−(x− 2, t), 0) + min(η+(x, t), η−(x− 2, t)),
which equals η+(x, t). The proof of the last equation is similar. 
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From this claim we immediately deduce the following
Claim 3.3. If we know η+(x + 1, t+ 1), η−(x + 1, t+ 1) for all x such that t− x
is odd, and Tω(x, s) for s ≤ t+ 1 and all x, we can reconstruct ω(x, s), s ≤ t+ 1,
x ∈ Z, uniquely.
Let a coordinate system (i, j) be related to the (x, t) coordinate system via the
transformation
(3.5) (x, t) = (i − j, i+ j − 1),
and define w(i, j) by (1.2). Then w(i, j) = 0 if (i, j) /∈ Z2+, and this condition
corresponds exactly to our assumptions on ω(x, t). Similarly to (1.2) we define
(3.6) Tw(i, j) = Tω(i− j, i+ j − 1).
Claim 3.4. Assume that w(i, j) = 0 if i or j is ≤ s. Then, Tw(i, j) = 0 if i or j
is ≤ s+ 1.
Proof. It follows from the condition on w(i, j) that ω(x, t) = 0 if (t+ x+ 1)/2 ≤ s
or (t − x + 1)/2 ≤ s, which implies, using (1.1), that h(x, t) = 0 under the same
conditions. It follows from (3.1), (3.2) and (3.6) that Tw(i, j) = 0 if h(i− j+1, i+
j − 2) = 0 or h(i− j − 1, i+ j − 2) = 0. Now, h(i− j + 1, i+ j − 2) = 0 if i ≤ s or
j ≤ s+1, and h(i− j − 1, i+ j − 2) = 0 if i ≤ s+1 or j ≤ s. Hence Tw(i, j) = 0 if
i ≤ s+ 1 or j ≤ s+ 1. 
It follows from claim 3.4 that T nw(i, j) = 0 if i or j is ≤ n, since w(i, j) = 0 if
i or j is ≤ 0. Hence T n(ω(x, t) − 0 if t ≤ 2n− 1, since i + j − 1 ≤ 2n − 1 implies
that i or j is ≤ n. We formulate this as our next claim.
Claim 3.5. If t ≤ 2n− 1, then T nω(x, t) = 0.
Let hi(x, t), i ≥ 0, be the PNG process defined by (1.1) with ω(x, t+1) replaced
by T iω(x, t + 1), and with initial condition hi(x, o) = −i. We let T 0ω(x, t + 1) =
ω(x, t+1), so h0(x, t) = h(x, t) is our original growth process. It follows from claim
3.5 that at time t = 2n− 1 only h0, . . . , hn−1 can be non-trivial, i.e. hi(x, 2n− 1) =
−i for all x if i ≥ n. Combining claim 3.3 and claim 3.5 we get
Claim 3.6. Given hi(x, 2n−1), x ∈ Z, i = 0, . . . , n−1, we can uniquely reconstruct
{ω(x, t) ; t ≤ 2n− 1, x ∈ Z}.
We can think of hi at time 2n − 1 as a directed path from (−2n + 1,−i) to
(2n − 1,−i) which has up-steps η+(2m, 2n − 1) at even x-coordinates, x = 2m
and down-steps η−(2m, 2n − 1) at odd x-coordinates, x = 2m + 1, |m| < n, and
horizontal steps in between. According to 3.6 there is a bijection between these
paths h0, . . . , hn−1 and the set {ω(x, t) ; t ≤ 2n − 1 , x ∈ Z}. We set hi(x, t) =
hi([x], t) for x ∈ R. The paths obtained are nonintersecting:
Claim 3.7. If t− x is odd, then
(3.7) hi+1(x, t) < hi(x − 0, t)
and if t− x is even
(3.8) hi+1(x− 0, t) < hi(x, t),
so that corners will not meet.
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Proof. This is proved by induction on t. It is clearly true for t − 0. If it is true
at time t it is still true after forming the maximum in (1.1) (deterministic step).
(Note that hi and hi+1 have up-steps/down-steps at the same positions.) From the
definition (3.2) it is still true after adding T i+1ω(x, t) to the lower curve. 
In order to understand how a geometric distribution (1.3) on the w(i, j) is trans-
ported to a measure on the non-imtersecting paths, we will assign weights to the
jumps. Let ai and bj be given variables. The jumps are assigned weights as fol-
lows: η+(x, t) has weight a
η+(x,t)
i , i = (t+x+1)/2 and η
−(x, t) has weight b
η−(x,t)
j ,
j = (t− x + 1)/2. Also, to T kω(x, t) we assign the weight (ai, bj)Tkω(x,t) with the
same correspondence between (i, j) and (x, t), k ≥ 0. The proof of the next claim
is a straightforward computation using the defintions of the quantities involved.
Claim 3.8. The product of the weights of η+(x − 1, t + 1), η−(x − 1, t + 1) and
Tω(x − 1, t + 1) equals the product of the weights of η−(x − 2, t), η+(x, t) and
ω(x− 1, t+ 1).
Using this claim we can show that the measure is transported in the way we
want.
Claim 3.9. The product of all the weights of all the jumps in the multi-layer PNG,
h0, . . . , hn−1, at time t = 2n− 1 equals,∏
i+j≤2n
(aibj)
w(i,j).
Proof. Using claim 3.8 repeatedly we see that∏
i+j≤2n
(aibj)
w(i,j) =
∏
x∈Z,t≤2n−1
(a(t+x+1)/2b(t− x+ 1)/2)ω(x,t)
=
∏
|m|<n
a
η+(2m,2n−1)
n+m b
η−(2m,2n−1)
n−m
∏
x∈Z,t≤2n−1
(a(t+x+1)/2b(t− x+ 1)/2)Tω(x,t)
Repeated use of this identity toghether with claim 3.5 proves the claim. 
It is now easy to see that (1.5) holds.
Proposition 3.10. Set G(i, j) = h(i− j, i+ j − 1). Then
(3.9) G(i, j) = max((g(i− 1, j), G(i, j − 1)) + w(i, j)
for i, j ≥ 1.
Proof. We have that
h(i− j, i + j − 1)
= max(h(i − j − 1, i+ j − 2), h(i− j, i+ j − 2), h(i− j + 1, i+ j − 2) + w(i, j)
= max(G(i − 1, j), h(i− j, i+ j − 2), G(i, j − 1) + w(i, j).
Since h(i− j − 1, i+ j − 2)− h(i− j, i + j − 2) = η−(i − j − 1, i+ j − 2) ≥ 0, this
last expression equals the right hand side of (3.9) and we are done. 
If η+r , η
−
r are the jumps for hr it follows from the assignments of weights that
η+r (2m, 2n − 1) = u has weight aum+n and η−r (2m, 2n − 1) = u has weight bun−m,
|m| < n, 0 ≤ r < n. If we think of the weights as labels transported from the
w(i, j):s we see that if w(i, j) = 0 for i > n or j > n, we have no labels ai with i > n
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or bj with j > n and hence η
−
r (2m, 2n− 1) = 0 if m < 0 and η+r (2m, 2n− 1) = 0 if
m > 0. Hence all plus-steps thake place to the left of the origin and all minus-steps
to the right of the origin. This is the case discussed in [20]. From this consideration
and (1.4) we obtain.
Proposition 3.11. If |K| < N , then
(3.10) G(N +K,N −K) = h(2K, 2N − 1).
Also, if w(i, j) = 0 for |i| > N or j > N , then for 0 ≤ K < N ,
(3.11) G(N −K,N) = h(−2K, 2N − 1)
and
(3.12) G(N,N −K) = h(2K, 2N − 1).
The discussion of the multi-layer extension of the PNG-growth model discussed
above is closely related to the Viennot/matrix-ball construction, [30], [14],[35], of
the Robinson-Schensted-Knuth (RSK) correspondence. Let us briefly discuss the
relation. We can think of (3.2) and (3.3) geometrically as follows. From (x, t) to
(x−1, t+1) we draw a line with multiplicity η+(x, t) and from (x, t) to (x+1, t+1)
we draw a line with multiplicity η−(x, t). A line with multiplicity zero means no
line. At (x, t) a line with multiplicity η+(x + 1, t− 1) and a line with multiplicity
η−(x−1, t−1) meet and we have a collision/annihilation of size Tω(x, t) as given by
(3.2). If η+(x+1, t−1) ≥ η−(x−1, t−1), then η+(x+1, t−1)−η−(x−1, t−1) plus-
lines survive and we add ω(x, t) new lines. Similarly in the other case. This explains
(3.3). Assume that w(i, j) = 0 if i or j is > N . If (w(i, j))1≤i,j≤N is a permutation
matrix this gives exactly the “shadow lines” of the Viennot construction. We obtain
a mapping to a pair of semi-standard Young tableaux P and Q of shape λ. The
number of m:s in the first row of P equals η−(−(N −m), N+m−1), m = 1, . . . , N
and the number of m:s in the first column of Q equals η+(−(N −m), N +m− 1),
m = 1, . . . , N . Similarly, the same procedure starting with Tω instead gives the
second rows and so on. Using this line of argument we obtain
Proposition 3.12. Let (w(i, j))1≤i,j≤N be given and set w(i, j) = 0 if i or j is >
N . The RSK-correspondence maps a submatrix (w(i, j))1≤i≤M,1≤j≤N , M ≤ N to a
pair of semi-standard Young tableaux of shape λ(M,N) = (λ1(M,N), λ2(M,N), . . . ).
(Similarly, we can consider (w(i, j))1≤i≤N,1≤j≤M .) Consider the family of height
curves hi, 0 ≤ i < N , obtained from the multi-layer PNG process using (w(i, j)).
Then, for 0 ≤ K < N , 1 ≤ j ≤ N ,
(3.13) λj(N −K,N) = hj−1(−2K, 2N − 1) + j − 1
and
(3.14) λj(N,N −K) = hj−1(2K, 2N − 1) + j − 1.
If we add vertical line segments to the graphs, x→ hi(x, 2N − 1), 0 ≤ i < N , we
obtain N non-intersecting paths with hi(−(2N−1), 2N−1) = hi(2N−1, 2N−1) =
−i. Recall that hi(x, 2N−1) ≡ 1−i for i ≥ N so that at most N paths are “active”.
The paths are described by particle configurations. Let
C2N−1(x) = (h0(x, 2N − 1), . . . , hN−1(x, 2N − 1))
and
C2N−1 = (C2N−1(−M + 1), . . . , C2N−1(M − 1)),
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where M = 2N − 1. Note that C2N−1(−M) = C2N−1(M) = (0,−1, . . . ,−N + 1).
Set
(3.15) φ2j−1,2j(x, y) =
{
(1− aj+N )ay−xj+N if y ≥ x
0 if y < x,
(3.16) φ2j,2j+1(x, y) =
{
0 if y > x,
(1− bN−j)bx−yN−j if y ≤ x
for |j| < N with the convention that 00 = 1. It follows from the Lindstro¨m-
Gessel-Viennot method or from the Karlin-McGregor theorem that the weight of
the non-intersecting path configuration corresponding to C2N−1 = x¯, with weights
assigned to jumps as above, equals(
M−1∏
r=−M
det(φr,r+1(x
r
i , x
r+1
j ))
N
i,j=1
)
1∏M
j=1(1− aj)N (1− bj)N
.
The way the weights are related to the “weights” of the geometric random variables
as described above shows that
P[C2N−1 = x¯] =
1
Zn,M
M−1∏
r=−M
det(φr,r+1(x
r
i , x
r+1
j ))
n
i,j=1
with Zn,M given by (1.18) and n = N , M = 2N − 1. Hence we obtain a measure
of the form (1.17). We note that
(3.17) Zn,M =
∏M
j=1(1− aj)n(1− bj)n∏
i+j≤M (1− aibj)
.
We summarize what we have found in the next proposition.
Proposition 3.13. Let hi, i ≥ 0, be the multi-layer PNG process obtained from
geometric random variables with parameters aibj as defined above and let φr,r+1 be
defined by (3.15) and (3.16). Then,
P[hk−1(r, 2N − 1) = xrk, 1 ≤ i ≤ n, |r| < M ](3.18)
=
1
Zn,M
M−1∏
r=−M
det(φr,r+1(x
r
i , x
r+1
j ))
n
i,j=1,
where Zn,M is given by (3.17), x
−M
i = x
M
i = 1− i, xr1 > xr2 > · · · > xrN for each r,
n = N and M = 2N − 1.
The fact that the probability measure has this form makes it possible to compute
the correlation functions. Set
(3.19) f2j−1(z) = (1− aj+N )
∞∑
m=0
amj+Nz
m =
1− aj+N
1− aj+Nz
and
(3.20) f2j(z) = (1− bN−j)
∞∑
m=0
bmN−jz
m =
1− bN−j
1− bN−j/z
so that (1.25) holds. The interpretation of the correlation functions given by (1.23)
in this case is that they give the probability of finding particles at the specified
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positions. We can take n ≥ N in (3.18), where n is the number of PNG height
curves. All height curves hi with i ≥ N have to be trivial, i.e. hi ≡ −i if i ≥ N . It
follows that the probability of a certain configuration is independent of n for n ≥ N .
Thus, we can take the kernel Kn,M , (1.22), with an arbitrary n, n ≥ N arbitrary
and obtain the same value. In particular we can let n → ∞ and use proposition
1.8. It is clear that all the conditions of this theorem are satisfied when fr(z) is
given by (3.19) and (3.20). Let r = 2u, s = 2v both be even, |u|, |v| < N . The
expression (1.30) becomes
(3.21) G(z, w) =
∏N−1
j=u
(
1−bN−j
1−bN−jz
)∏v
j=−N+1
(
1−aN+j
1−aN+j/w
)
∏u
j=−N+1
(
1−aN+j
1−aN+j/z
)∏N−1
j=v
(
1−bN−j
1−bN−jw
) .
We summarize our results for the correlation functions in a theorem.
Theorem 3.14. Let the multi-layer PNG process be defined using geometric ran-
dom variables w(i, j) with parameter aibj, 0 < ai, bj < 1, and let G(z, w) be given
by (3.21). Set
(3.22) K˜N (2u, x; 2v, y) =
1
(2πi)2
∫
γr2
dz
z
∫
γr1
dw
w
wy
zx
z
z − wG(z, w),
where γr is the circle with radius r and center at the origin, 1− ǫ < r1 < r2 < 1+ ǫ
with 1 + ǫ < min(1/bj), 1 − ǫ > max(aj) and |u|, |v| < N , x, y ∈ Z. Furthermore,
let
(3.23) φ2u,2v(x, y) =
1
2π
∫ π
−π
ei(y−x)θG(eiθ, eiθ)dθ,
for u < v and φ2u,2v(x, y) = 0 for u ≥ v. Set
(3.24) KN (2u, x; 2v, y) = K˜N(2u, x; 2v, y)− φ2u,2v(x, y).
Then,
P[(2u, x2uj ) ∈ {(2t, hi(2t, 2N − 1)) ; |t| < N , 0 ≤ i < N}, |u| < N, 1 ≤ j ≤ ku]
(3.25)
= det(KN (2u, x
2u
i ; 2v, x
2v
j ))|u|,|v|<N,1≤i≤ku,1≤j≤kv
for any x2uj ∈ Z and any ku ∈ {0, . . . , N}.
Consider the finite-dimensional distribution of h0(x, t) = h(x, t), the top curve,
(3.26) Pn,M [h0(2si, 2N − 1) ≤ ℓi, 1 ≤ i ≤ m],
where n is the number of paths, M = 2N − 1, n ≥ N , |si| < N and ℓi > −N . This
can also be written
Pn,M [no particles in {2si} × (ℓi,∞), 1 ≤ i ≤ m].
This probability is independent of n ≥ N and hence we can let n → ∞. Let
g(2si, x) = −χℓi,∞)(x), 1 ≤ i ≤ m, and g(r, x) ≡ 0 if r is not equal to one of the
2si. Hence, by proposition 2.1,
(3.27) PN,M [h0(2si, 2N − 1) ≤ ℓi, 1 ≤ i ≤ m] = det(I + gKN)L2(ΛM ).
This formula can be used to study the convergence in distribution of the rescaled
height curve.
26 K. JOHANSSON
4. Asymptotics
We will consider the asymptotics of the kernel (3.24) in the case ai = bi = α for
all i ≥ 1, so that w(i, j) are geometric random variables with parameter q = α2.
The function G(z, w) in (3.21) then becomes
(4.1) G(z, w) = (1 − α)2(v−u) (1− α/z)
N+u
(1− αz)N−u
(1− αw)N−v
(1− α/w)N+v .
Write
Fu,x(z) =
1
zx+N+u
(z − α)N+u
(1− αz)N−u ,
so that, by (3.22),
(4.2) K˜N(2u, x; 2v, y) =
(1− α)2(v−u)
(2πi)2
∫
γr2
dz
z
∫
γr1
dw
w
z
z − wFu,x(z)F−v,y(
1
w
),
where α < r1 < r2 < 1/α.
Set µ = m/N , µ′ = m′/N , β = u/N , β′ = −v/N and
fµ,β(z) =
1
N
logFu,m−N (z)
= (1 + β) log(z − α)− (1− β) log(1− αz)− (µ+ β) log z.
Then, f ′(z) = P (z)/Q(z), where Q(z) = z(z − α)(1 − αz) and
P (z) = α(µ− β)[z2 + 1− α
2 − µ(1 + α2)
α(µ− β) z +
µ+ β
µ− β ].
We will write
(4.3) p = p(µ, β) =
µ(1 + α2)− (1− α2)
2α(µ− β) ; q = a(µ, β) =
µ+ β
µ− β .
The critical points of f are z±c = p±
√
p2 − q and we obtain a double critical point
if p2 = q which gives
(4.4) µ = µc(β) =
1 + α2
1− α2 +
√(
1 + α2
1− α2
)2
− 1− 4α
2β2
(1− α2)2
and
(4.5) pc = p(µc, β) =
2α+ (1 + α2)
√
1− β2
1 + α2 + 2α
√
1− β2 − β(1 − α2)
.
Set
(4.6) d =
α1/3(1 + α)1/3
1− α , d
′ =
1− α
1 + α
d.
It will be convenient to write
(4.7) u =
1
d′
τN2/3 , v =
1
d′
τ ′N2/3,
since N2/3 is the right scale for u and v if we want a non-trivial limit. The correct
way of writing x and y will turn out to be
(4.8) x = N(µc(β) − 1) + ξdN1/3 , y = N(µc(β′)− 1) + ξ′dN1/3.
We will assume that |τ |, |τ ′|, |ξ|, |ξ′| are ≤ logN .
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The paths of integration can be deformed into
Γ : R ∋ t′ → z(t′) = pc(β) + η
dN1/3
− it
′
dN1/3
.
= p− it,(4.9)
Γ′ : R ∋ s′ → w(s′) = pc(β′) + η
′
dN1/3
− is
′
dN1/3
.
= (p′ − it)−1,(4.10)
where η, η′ > 0 will be appropriately chosen; we will require that
(4.11) (pc(β) +
η
dN1/3
)(pc(β
′) +
η′
dN1/3
) > 1.
In that case we have, by Cauchy’s theorem,
(4.12) K˜N (2u, x; 2v, y) = − (1− α)
2(v−u)
(2πi)2
∫
Γ
dz
z
∫
Γ′
dw
w
z
z − wFu,x(z)F−v,y(
1
w
).
We first estimate this integral and then we will compute its asymptotics using a
saddle-point argument. Choose µ so that p(µ, β) = p
.
= pc(β)+η/dN
1/3 as in (4.9),
and let q = q(µ, β) be the value we get with this µ. This is possible by formula
(4.3) with µ > µc. We can write
Fu,x(z) =
1
zx+N−µN
1
z(µ+β)N
(z − α)N+u
(1− αz)N−u ,
and then let z = p− it, t ∈ R, and take the absolute value to get
(4.13) |Fu,x(p− it)|2 = 1
(p2 + t2)x+N−µN
e2Nh(t),
where
2h(t) = (1 + β) logA− (1− β) logB − (µ+ β) logC,
with
A = (p− α)2 + t2 = 1− 2αp+ α2 + 2β
µ− β + p
2 − q + t2
B = (1− αp)2 + α2t2 = 1− 2αp+ α2 + 2α
2β
µ− β + α
2(p2 − q + t2)
C = p2 + t2 = 1 +
2β
µ− β + p
2 − q + t2.
Note that
(µ− β)A = (1− α2)β + 1− α2 + (µ− β)(p2 − q + t2)
(µ− β)B = 1− α2 − (1− α2)β + α2(µ− β)(p2 − q + t2)
(µ− β)C = (µ− β)(p2 − q + t2) + µ+ β.
A computation now gives
h′(t) =
t(p2 − q + t2)
(µ− β)ABC {(1− α
2)2 − (1 − α4)(µ+ β) + (1 + α4)µβ + 2α2β2(4.14)
− α2(µ− β)2(p2 − q + t2)}.
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Another computation shows that p2 − q ≥ 0. To leading order we have p2 − q ≈
2η/dN1/3. Recall that t = t′/dN1/3. When t is large we have h′(t) ≈ −(µ− β)/t,
and we also have the estimate
(4.15) h′(t) ≤ t
(µ− β)ABC (p
2−q){(1−α2)2−(1−α4)(µ+β)+(1+α4)µβ+2α2β2}.
for t ≥ 0. Consider the case 0 ≤ t′ ≤ Nγ ; the case −Nγ ≤ t′ ≤ 0 is analogous by
symmetry. Here 0 < γ < 1/3. Using (4.15) we see that h(t) − h(0) ≈ −2ηt′2/N
and we can show that
(4.16) Nh′(t) ≤ −3
2
ηt′
2
+Nh(0)
for |t′| ≤ Nγ , 0 < γ < 1/3, and N sufficiently large. Define h∗(t, p) by
e2Nh∗(t,p) =
1
(p2 + t2)(µc+β)N
[(p− α)2 + t2](1+β)N
[(1− pα)2 + α2t2](1−β)N .
A computation, compare (4.23) below, gives
eh∗(0,pc) ∼ (1 − α)2ue 13 τ3
and h∗(0, p) = h∗(0, pc)+d
3(p−pc)3/3+· · · = h∗(0, pc)+η3/3N+. . . . Consequently,
eNh(0) =
1
pN(µ−µc)
eNh∗(t,p) ∼ (1− α)
2u
pN(µ−µc)
e(τ
3+η3)/3.
Combining this with (4.16) gives
|Fu,x(p− it)| ≤ C
(p2 + t2)(x+N(1−µ))/2
(1− α)2u
pN(µ−µc)
e(τ
3+η3)/3−3ηt′2/2.
Write
1
(p2 + t2)(x+N(1−µ))/2
=
∣∣∣∣ 1(p− it)x+N(1−µc)
∣∣∣∣
(
p2 + t2
p2
)N(µ−µc)/2
.
Further computation shows that∣∣∣∣ 1(p− it)x+N(1−µc)
∣∣∣∣ ∼ e−ξτ−ξη
(1 + t2/p2)N(µ−µc)/2 ∼ eηt′2 .
Collecting the estimates we find
(4.17) |Fu,x(pc(β) + η
dN1/3
− it
′
dN1/3
)| ≤ C(1− α)2ue 13 (τ3+η3)−ξτ−ξη−η2 t′2
for |t′| ≤ Nγ , 0 < η < Nγ , 0 < γ < 1/3.
Using (4.14), (4.15) and the other estimates above we see that the contribution to
the integral from |t′| ≥ Nγ and/or |s′| ≥ Nγ is ≤ C exp(−cN2γ) for some constant
c > 0. Hence, using the parametrization (4.9) in (4.12) we can restrict to |t′| ≤ Nγ ,
|s′| ≤ Nγ . We can use (4.17) if we want an estimate of the integral. To get the
asymptotics we make a local saddle-point argument.
To leading order we have pc(β) = 1+ τ/dN
1/3, pc(β
′) = 1− τ ′/dN1/3 and hence
the condition (4.11) requires
(4.18) τ − τ ′ + η + η′ > 0.
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We will use the parametrizations (4.9) and consider the integral
− (1− α)
2(v−u)
(2πi)2
∫
|t|≤Nγ
dt
∫
|s|≤Nγ
ds
z′(t)
z(t)
w′(t)
w(t)
z(t)
z(t)− w(s)
w(s)y+N(1−µc(β
′))
z(t)x+N(1−µc(β))
(4.19)
× eNfµc(β),β(z(t))+Nfµc(β′),β′ (1/w(s)).
Now,
Nfµc(β),β(pc(β) +
1
dN1/3
(η − it))(4.20)
= Nfµc(β),β(pc(β)) +
i
3
(
1
2d3
f
(3)
µc(β),β
(pc(β))
)
(t+ iη)3 + rN (t)
= Nfµc(β),β(pc(β)) +
i
3
(t+ iη)3 + rN (t)
where the remainder term rN (t) can be neglected for |t| ≤ Nγ . Also, z′(t) =
−i/dN1/3, w′(s) = iw(s)2/dN1/3 and
(4.21)
w(s)
z(t)− w(s) ∼ −
dN1/3
τ ′ − τ + i(t+ iη + s+ iη′) .
Furthermore
(4.22)
w(s)y+N(1−µc(β
′))
z(t)x+N(1−µc(β))
∼ eξ′τ ′−ξτ+iξ(t+iη)iξ′(s+iη′).
We also need to compute
eNfµc(β),β(pc(β)) =
(pc(β)− α)N+u
(1− αpc(β))N−u
1
p
Nµc(β)−u
c
.
Using the formulas (4.4) and (4.5) above a rather long computation, which we omit,
shows that
(4.23) eNfµc(β),β(pc(β)) ∼ (1 − α)2ueτ3/3.
Inserting (4.20) - (4.23) into (4.19) we see that, provided (4.18) holds,
lim
N→∞
dN1/3K˜N(2
1 + α
1− α
1
d
N2/3τ,
2α
1− αN + (ξ − τ
2)dN1/3;
(4.24)
2
1 + α
1− α
1
d
N2/3τ ′,
2α
1− αN + (ξ
′ − τ ′2)dN1/3)
= − 1
4π2
e
1
3 (τ
3−τ ′3)+ξ′τ ′−ξτ
∫
Im z=η
∫
Imw=η′
eiξz+iξ
′w+ i3 (z
3+w3)
τ ′ − τ + i(z + w) dzdw.
Here we have used µ(βc) =
1+α
1−α − α1−α2β2 + . . . . We also want to compute the
corresponding limit of (3.23) with G(w,w) given by (4.1), i.e. we consider, u < v,
(4.25) φ2u,2v(x, y) =
(1 − α)2(v−u)
2π
∫ π
−π
ei(y−x)θ+(v−u) log(1+α
2−2α cos θ)dθ.
If we set g(θ) = log(1 + α2 − 2α cos θ), then
g′(θ) =
2α sin θ
1 + α2 − 2α cos θ ,
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and we see that g(θ) has a quadratic minimum at θ = 0. Hence, we can immediately
both compute the asympotics of and estimate the integral in (4.25) when x = 2α(1−
α)−1N + (ξ − τ2)dN1/3, y = 2α(1 − α)−1N + (ξ′ − τ ′2)dN1/3, u = 1+α1−αd−1N2/3τ
and v = 1+α1−αd
−1N2/3τ ′. We obtain
lim
N→∞
dN1/3φ2u,2v(x, y) =
1
2π
∫
R
ei(ξ
′−ξ+τ2−τ ′2)t−(τ ′−τ)t2dt(4.26)
=
1√
4π(τ ′ − τ)e
−(ξ′−ξ+τ2−τ ′2)2/(τ ′−τ).
We want to identify the right hand side of (4.24) combined with (4.26) with the
extended Airy kernel. This can be done using the proposition 2.3. Combining
this double integral formula for the extended Airy kernel with (4.24) and (4.26) we
obtain the following result.
Proposition 4.1. Let d = (1−α)−1α1/3(1 +α)1/3 and let KN be given by (3.24).
Then
lim
N→∞
dN1/3KN(2
1 + α
1− αd
−1N2/3τ,
2α
1− αN + (ξ − τ
2)dN2/3;
2
1 + α
1− αd
−1N2/3τ ′,
2α
1− αN + (ξ
′ − τ ′2)dN2/3)
= e(τ
3−τ ′3)/3+ξ′τ ′−ξτA(τ, ξ; τ ′ξ′)(4.27)
uniformly for ξ, ξ′, τ, τ ′ in a compact set.
We can now combine the formula 3.27, theorem 3.14, proposition 4.1 and some
estimates of KN , which can be obtained from the asymptotic analysis above, to
prove the following theorem on convergence in distribution to the Airy process. A
complete proof requires a control of the convergence of the Fredholm expansions
but we will not present the details. The individual determinants in the Fredholm
expansion can be estimated using the Hadamard inequality. Compare with theorem
1.2 and lemma 3.1 in [15].
5. A functional limit theorem
5.1. A moment estimate. Consider the PNG height functions hk(x, 2N − 1)
defined in sect. 3. Set
tj =
j
cN2/3
where c = (1 + α)(1 − α)−1d−1, j ∈ Z. The normalized height functions are
HN,k(tj) =
1
dN1/3
(hk(2j, 2N − 1)− 2α
1− αN),
with d as in (4.6), k ∈ N. For a given function f : R→ C we write
fN(x) = f(
1
dN1/3
(x− 2α
1− αN)).
Assume that there is a K such that f(x) = 0 for x ≤ K. Define
(5.1) HN (f, tj) =
∞∑
k=0
fN(hk(2j, 2N − 1)) =
∞∑
k=0
f(HN,k(tj)).
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Lemma 5.1. Assume that f is a C∞ function and that there are constants K1 and
K2 such that f(x) = 0 if x ≤ K1, and f(x) equals a constant if x ≥ K2. There is
a constant C(f, α) so that
(5.2) E[(HN (f, tu)−HN (f, tv))4] ≤ C(f, α)e−|tu|
3 |tu − tv|2,
for |tu − tv| ≤ 1 and |tu|, |tv| ≤ logN .
Proof. The proof is rather long and complicated. We will outline the main ideas
and steps in the argument without giving full details. The left hand side of (5.2)
can be written
(5.3)
∞∑
k1,k2,k3,k4=1
E[
4∏
r=1
(fN (hkr (2u, 2N − 1))− fN(hkr (2v, 2N − 1)))].
We can rewrite this using formula (3.25) in theorem 3.14. Let us write the kernel
KN(2u, x; 2v, y) in (3.24) as Kuv(x, y). We will use the following notation:
(5.4) Kr1 r2...rms1 s2...sm
(
x1 x2 . . . xm
y1 y2 . . . ym
)
= det(K(ri, xi; sj , yj))
m
i,j=1,
and we will also write
(5.5) K(r1, x1 r2, x2 . . . rm, xm) = det(K(ri, xi; rj , xj))
m
i,j=1.
Furthermore, we will write
(5.6) Du1,...,um(x1, . . . , xm) = K(2u1, x1 2u2, x2 . . . 2um, xm).
Set hN (x1, x2, x3) = −6[fN(x1)2fN (x2)fN(x3) + fN(x1)fN (x2)2fN(x3)
−fN(x1)fN (x2)fN (x3)], which is synmmetric under permutation of x1 and x2.
Then, the sum in (5.3) can be written
∑
x∈Z4
fN(x1)fN (x2)fN (x3)fN (x4)[Duuuu(x1, x2, x3, x4)− 4Duuuv(x1, x2, x3, x4)
(5.7)
+ 6Duuvv(x1, x2, x3, x4)− 4Duvvv(x1, x2, x3, x4) +Dvvvv(x1, x2, x3, x4)]
+
∑
x∈Z3
{6fN(x1)2fN(x2)fN (x3)[Duuu(x1, x2, x3) +Dvvv(x1, x2, x3)]
+ hN (x1, x2, x3)Duuv(x1, x2, x3) + hN (x3, x2, x1)Duvv(x1, x2, x3)}
+
∑
x∈Z2
2(fN (x1)
3fN (x2) + fN(x1)fN (x3)
3)[Duu(x1, x2)− 2Duv(x1, x2) +Dvv(x1, x2)]
+
∑
x∈Z2
3fN (x1)
2fN (x2)
2[Duu(x1, x2) + 2Duv(x1, x2) +Dvv(x1, x2)]
+
∑
x1∈Z
2fN (x1)
4[Kuu(x1, x1) +Kvv(x1, x1)]
.
= Σ1 +Σ2 +Σ3 +Σ4 +Σ5.
We have Kuv = K˜uv − φ if u < v and Kuv = K˜uv if u ≥ v. Here we have written
φ = φu,v. Set ∆Kuv = K˜uv − K˜uu, ∆Kvu = K˜vu − K˜uu ∆Kvv = K˜uv − K˜uu.
We see from (4.26) that φ acts like a kind of approximate δ-function. This will
be important for the cancellation between different terms in (5.7). The argument
goes as follows. We will take out all terms in (5.7) containing φ and combine them
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with other terms so that we get cancellation. We will then expand in ∆Kuv, ∆Kvu
and ∆Kvv. The terms linear in ∆K will cancel and what will remain will be terms
containg (∆K)2 or higher powers. They will give a contribution proportional to
|tu − tv|2 which is what we want.
In the computations below we use symmetries and also relabelling of variables.
Expand in φ and in the terms linear in φ we expand in ∆K. Let D˜ denote the
same object as in (5.6) but with K replaced by K˜. We find
Σ1 =
∑
x
fN (x1)fN (x2)fN (x3)fN (x4)[D˜uuuu(x1, x2, x3, x4)− 4D˜uuuv(x1, x2, x3, x4)
(5.8)
+ 6D˜uuvv(x1, x2, x3, x4)− 4D˜uvvv(x1, x2, x3, x4) + D˜vvvv(x1, x2, x3, x4)]
+
∑
x
24φ(x1, x4)K
uu
uu
(
x3 x4
x1 x2
)
[∆Kvu(x2, x3) + ∆Kuv(x2, x3)−
∆Kvv(x2, x3)]fN (x1)fN (x2)fN (x3)fN(x4)
−
∑
x
12φ(x1, x4)φ(x2, x3)K˜
vv
uu
(
x3 x4
x1 x2
)
fN (x1)fN (x2)fN (x3)fN (x4)
∑
x
(terms with ∆K2).
We will give a brief discussion of the ∆K2 terms below. Also we will see then that
terms containing
(5.9) ∆Kvu(x, y) + ∆Kuv(x, y)−∆Kvv(x, y)
will give a contribution proportional to |tu − tv|2. If we expand the D˜-part of (5.8)
in ∆K we will see that the terms linear in ∆K cancel out. Since obviously the
0:th order term equals zero we are left with ∆K2-terms. The term containg two
φ-factors will be combined with other terms below.
We expand Σ2 similarly. The part linear in ∆K is
−
∑
x
24fN(x1)
2fN (x2)fN (x3)K˜
uu
uu
(
x3 x1
x1 x2
)
[∆Kvu(x2, x3)(5.10)
+ ∆Kuv(x2, x3)−∆Kvv(x2, x3)].
Actually this sum can be combined with the corresponding term in (5.8) to get
some cancellation, see the φ-calculations below, but we can also use the fact that
(5.9) has the right order. We also get ∆K2-terms and a term linear in φ,
∑
x
12φ(x1, x3)[fN (x1)
2fN (x2)fN (x3)− fN(x1)fN (x2)fN (x3)2]
(5.11)
×
{
K˜uvuu
(
x2 x3
x1 x2
)
− K˜vvuv
(
x2 x3
x1 x2
)}
+
∑
x
12φ(x1, x3)fN (x1)fN (x2)
2fN(x3)
{
K˜uvuu
(
x2 x3
x1 x2
)
+ K˜vvuv
(
x2 x3
x1 x2
)}
.
= Σa +Σb.
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Consider next Σ3. We get a term linear in φ,
(5.12) −
∑
x
4φ(x1, x2)Kvu(x2, x1)[fN (x1)fN (x2)
3 + fN(x1)
3fN (x2)]
a term linear in ∆K,∑
x
4(fN(x1)fN (x2)
3 + fN (x1)
3fN (x2)])[∆Kvu(x1, x2)+(5.13)
∆Kuv(x1, x2)−∆Kvv(x1, x2)]Kuu(x2, x1),
and ∆K2-terms. In (5.13) we again have the expression (5.9).
The leading term in Σ4 is
(5.14)∑
x
3fN(x1)
2fN (x2)
2
[
K˜uuuu
(
x1 x2
x1 x2
)
+ 2K˜uvuv
(
x1 x2
x1 x2
)
+ K˜vvvv
(
x1 x2
x1 x2
)]
and we also have a term linear in φ,
(5.15)
∑
x
6fN(x1)
2fN (x2)
2φ(x1, x2)K˜vu(x2, x1).
Finally we have Σ5 which is
(5.16)
∑
x1
2fN(x1)
4[K˜uu(x1, x1) + K˜(x1, x1)].
When calculating the cancellations involving the φ-terms we will combine the double
φ-term in (5.8) with Σb in (5.11) and (5.14). Also we will combine (5.12), (5.15) and
(5.16). We will discuss this second case first in some detail and then the first case
more briefly. The term Σa is similar and finally we will indicate what is involved
in estimating (5.9) and the ∆K2-terms.
We want to estimate∑
x,y∈Z
φ(x, y)K¯vu(y, x)[6fN (x1)
2fN (x2)
2 − 4fN(x1)fN (x2)3(5.17)
− 4fN(x1)3fN(x2)] +
∑
y∈Z
(K˜uu(y, y) + K˜vv(y, y))fN (y)
4.
Here we have made a symmetrization in x and y by setting
K¯vu(x, y) =
1
2
[K˜vu(x, y) + K˜vu(y, x)];
note that φ(x, y) is symmetric in x and y. Next, we will introduce some notation
and some formulas that will be used. Set
(5.18) g(z) = − α
(1− α)2 (z +
1
z
− 2)
and
(5.19) G∗ab(z, w) =
(
1− α/z
1− αz
)N (
1− αw
1− α/w
)N
(1 + g(z))a(1 + g(w))b
1
w(z − w)
so that
(5.20) K˜ab(x, y) =
1
(2πi)2
∫
γr2
dz
∫
γr2
dwG∗ab(z, w)
wy
zx
,
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and
(5.21) φ(x, y) =
1
2π
∫ π
−π
ei(y−x)θ(1 + g(eiθ))u−vdθ.
Note that
(5.22) G∗ab(z, w)(1 + g(z))
c(1 + g(w))−d = G∗a+c,b+d(z, w).
Fix ǫ > 0 and let f ǫ(x) = f(x)e−ǫx. Then f ǫ is in L1(R) and we have
(5.23) fN (x)
m =
1
(2π)m
∫
Rm
F ǫm(λ)e
iξm(λ)(x−cN)dmλ,
where F ǫm(λ) = fˆ
ǫ(λ1) . . . fˆ
ǫ(λm), c = 2α(1 + α)
−1 and ξm(λ) = (λ1 + · · ·+ λm −
imǫ)/dN1/3 with d given by (4.8). Integration by parts gives
(5.24) (1 + g(z))u−v − 1 = (u − v)g(z) + u− v
d4N4/3
R1(z) +
(u− v)2
d4N4/3
R2(z),
where
R1(z) = d
4N4/3g(z)2
∫ 1
0
1− t
(1 + tg(z))2
dt
and
R2(z) = d
4N4/3(log(1 + g(z)))2
∫ 1
0
(1− t)(1 + g(z))t(u−v)dt.
Let ∆f(x) = f(x + 1)− f(x) be the usual finite difference operator. We have the
following formula
∑
x∈Z
φ(x, y)
(
wy
zx
+
wx
zy
)
fN(x)
m = fN (y)
mw
y
zy
[(1 + g(z))u−v + (1 + g(w))u−v]
(5.25)
− α(u − v)
(1− α)2
[
wy
zy+1
∆fmN (y)−
wy−1
zy
∆fmN (y − 1) +
wy+1
zy
∆fmN (y)
+
wy
zy−1
∆fmN (y − 1)
]
+
1
(2π)m
∫
Rm
dmλF ǫm(λ)e
iξm(λ)(y−cN)
{
u− v
d4N4/3
[
R1(ze
−iξm(λ))−R1(z)R1(weiξm(λ))−R1(w)
]
+
(u− v)2
d4N4/3
[
R2(ze
−iξm(λ))−R2(z) +R2(weiξm(λ))−R2(w)
]}
for |w| = exp(−mǫ/dN1/3) = r1, |z| = r2 = 1/r1. To prove this, introduce the
formula (5.21) for φ and the formula (5.23) for fmN into the left hand side of (5.25)
and use ∑
x∈Z
(e−iθr1e
iφeiξm)x = δ0(θ − 1
dN1/3
(λ1 + · · ·+ λm)− φ),
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where δ0 is the Dirac δ-function, to carry out the x-summation. This gives
∑
x∈Z
φ(x, y)
(
wy
zx
+
wx
zy
)
fN(x)
m =
1
(2π)m
∫
Rm
dmλF ǫm(λ)e
iξm(λ)(y−cN)
wy
zy
(5.26)
× [(1 + g(ze−iξm(λ)))u−v + (1 + g(weiξm(λ)))u−v]
= fN (y)
mw
y
zy
[(1 + g(z))u−v + (1 + g(w))u−v ]
+
1
(2π)m
∫
Rm
dmλF ǫm(λ)e
iξm(λ)(y−cN)
wy
zy
[(1 + g(ze−iξm(λ)))u−v − (1 + g(z))u−v
+ (1 + g(weiξm(λ)))u−v − (1 + g(w))u−v].
In the last expression we use (5.24) and the explicit form (5.18) of g to obtain the
right hand side of (5.25). We will call the first part of the right hand side of (5.25),
fN(y)
mwy
zy [(1 + g(z))
u−v + (1 + g(w))u−v ], the contraction term, which is the main
contribution. The second part is called the finite difference term.
We can now insert the integral formula (5.20) into (5.17) and use (5.25). The
contraction term from the first sum in (5.17) will then exactly cancel the second
sum. Here we use (5.22). What remains is
(5.27)
u− v
d4N4/3
S0 +
u− v
d4N4/3
S1 +
(u − v)2
d4N4/3
S2,
where S0 is the part coming from the finite differences, S1 is the part coming from
terms involving R1 and S2 from the terms involving R2. After some computation
we find
S0 = − α
(1− α)2
1
(2πi)2
∫
γr2
dz
∫
γr1
dwG∗vu(z, w)(
1
z
+ w)(5.28)
×
∑
y∈Z
wy
zy
(dN1/3(fN(y + 1)− fN (y)))4.
Also,
Si =
1
(2π)3
∫
R3
d3λF ǫ3 (λ)

∑
y∈Z
fN (y)e
iξ3(λ)(y−cN)
wy
zy


(5.29)
× 1
(2πi)2
∫
γr2
dz
∫
γr1
dwG∗vu(z, w)
wy
zy
{6[h(z, w; ξ2(λ))
−h(z, w; 0)]− 4[h(z, w; ξ1(λ)) − h(z, w; 0)]− 4[h(z, w; ξ3(λ)) − h(z, w; 0)]} ,
i = 1, 2. In order to restrict the y-summation so that (y − cN)/dN1/3 ranges
over a compact interval we make a summation by parts in (5.29). Recall that we
assume that f(y) is a constant for large y. If we let a = exp(iξ3(λ))w/z and use
ay = (1− a)−1(ay − ay+1) in the y-sum in (5.29) a summation by parts gives
1
1− exp(iξ3(λ))w/z
∑
y∈Z
(fN (y)− fN (y − 1))eiξ3(λ)yw
y
zy
.
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Hence, for i = 1, 2,
Si =
∑
y∈Z
(fN (y)− fN(y − 1)) 1
(2π)3
∫
R3
d3λF ǫ3 (λ)e
iξ3(λ)(y−cN)(5.30)
1
(2πi)2
∫
γr2
dz
∫
γr1
dwG∗vu(z, w)
wy
zy
{6[h(z, w; ξ2(λ))
− h(z, w; 0)]− 4[h(z, w; ξ1(λ)) − h(z, w; 0)]−
4[h(z, w; ξ3(λ)) − h(z, w; 0)]} 1
1− exp(iξ3(λ))w/z
The expressions Si will be estimated using the types of estimates derived in sect.
4.
Write u = (1 + α)(1 − α)−1d−1N2/3τ , v = (1 + α)(1 − α)−1d−1N2/3τ ′ and
y = 2α(1 − α)−1N(ξ − τ2)dN2/3. To estimate (5.28) we can now use our results
from section 4. We use
z(t) = pc(β) +
η
dN1/3
− it
dN1/3
= 1 +
τ + η − it
dN1/3
+ . . .(5.31)
w(t)−1 = pc(β
′) +
η′
dN1/3
− is
dN1/3
= 1 +
−τ ′ + η′ − is
dN1/3
+ . . .
as parametrizations of the integrals as before. Using the same estimates as in section
4 we can restrict the integration to |t|, |s| ≤ Nγ with an error ≤ C exp(−cN2γ)
with some c > 0. Since v − u ≥ 1, and hence tv − tu ≥ c/N2/3, and furthermore
|tu| ≤ logN , we can incorporate the error term into the right hand side of (5.2). The
integral in (5.28) can then be estimated using (4.17). Note that, by our assumptions
on f , the number of y-terms 6= 0 is ≤ CN2/3 and we get a compensating factor
1/N2/3 from the parametrizations; see also (4.21). The numbers η, η′ are chosen
so that η + η′ ≥ 2. Note that, since we assume τ ′ − τ ≤ 1, the condition (4.18) is
satisfied. We find
(5.32) |S0| ≤ C(f, α) 1
N2/3
∑
y
e(τ
3−τ ′3)/3+ξ(τ ′−τ)+(η3+η′3)/3−ξ(η+η′),
where the y-summation is over all y ∈ Z such that (y−cN)/dN1/3 ∈ [K1−1,K2+1].
Consider now Si. Write z˜ = z exp(−mǫ/dN1/3), λ˜ = (λ1 + · · · + λm)/dN1/3.
Then,
g(ze−iξm(λ)) = − α
(1− α)2 [(z˜ − 1)
2 1
z˜
eiλ˜ − 2i(z˜ − 1) sin λ˜+ 2(cos λ˜− 1)].
Thus,
1+ g(ze−iξm(λ)) = 1+
2αt
(1− α)2 (1− cos λ˜)−
αt
(1 − α)2 [
(z˜ − 1)2
z˜
eiλ˜− 2i(z˜− 1) sin λ˜].
The last term is small for large N and the second is ≥ 1. Hence,
(5.33)
1
|1 + tg(z(t)e−iξm(λ))| ≤ 2
for |t| ≤ Nγ and N sufficiently large. Consequently, there is a constant c1(α)
depending only on α such that
(5.34) |g(ze−iξm(λ))| ≤ c1(α)(λ˜2 + |z˜ − 1|2)
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and
(5.35) | log(1 + tg(ze−iξm(λ)))| ≤ c1(α)(λ˜2 + |z˜ − 1|2).
We can also write
1 + tg(ze−iξm(λ)) = (1 +
2α
(1− α)2 (1− cos λ˜))(5.36)
×
[
1− α
(1− α)2
(z˜ − 1)2eiλ˜/z˜ − 2i(z˜ − 1) sin λ˜
2α(1− α)−2(1− cos λ˜)
]
.
By periodicity it is enough to consider |λ˜| ≤ π. Estimating the cosine and sine
functions we see that there are constants c2(α) and c3(α) such that
|1 + tg(ze−iξm(λ))| ≥ exp(c2(α)λ˜2 − c3(α)(|z˜ − 1|2 + |z˜ − 1||λ˜|))
and hence,
|1 + tg(ze−iξm(λ))|t(u−v) ≤ exp(−c2(α)λ˜2 + c3(α)(|z˜ − 1|2 + |z˜ − 1||λ˜|)).
Estimating the quadratic polynomial in λ˜ we obtain
|1 + tg(ze−iξm(λ))|t(u−v) ≤ exp(t(τ ′ − τ)c4(α)N2/3|z˜ − 1|2).
Now, z(t) exp(−mǫ/dN1/3) = 1+ (τ + η−mǫ− it)/dN1/3+ . . . , and we obtain an
estimate
(5.37) |1 + tg(z(t)e−iξm(λ))|t(u−v) ≤ exp(c5(α)[(τ + η −mǫ)2 + t2]).
A computation shows that
(5.38)
1
|1− eiξ3(λ)w/z | ≤ c6
if τ − τ ′ + η + η′ > ǫ > 0. Since τ ′τ ≤ 1 and we take η+ η′ ≥ 2 we see that we can
take ǫ = 1/2 for example. Furthermore, since (y − cN)/dN1/3 is bounded for the
y:s that contribute to the sum,
(5.39) |eiξ3(λ)(y−cN)| ≤ c7.
We can now again estimate as in sect. 4 and use (4.17). This results in an estimate
|Si| ≤ c8(t, α)
(∫
R
(1 + λ2)|fˆ ǫ(λ)|dλ
)3
ec5(α)(τ+η−mǫ)
2
(5.40)
× 1
N1/3
∑
y
e(τ
3−τ ′3)/3+ξ(τ ′−τ)+(η3+η′3)/3−ξ(η+η′)
×
∫
R
e(c5(α)−η/2)t
2
dt
∫
R
e(c5(α)−η
′/2)s2ds.
We pick η, η′ ≥ 3c5(α). Recall that ξ = (y−cN)/dN1/3+τ2. Let η = max(|τ |, 3c5(α), 1)
and η′ = max(|τ ′|, 3c5(α), 1). It follows from (5.32) and (5.40) that
(5.41) |Si| ≤ c9(f, α),
i = 1, 2 if |τ |, |τ ′| are small. If |τ | and |τ ′| are large, say τ, τ ′ ≫ 1, then η = τ and
η′ = τ ′, 0 ≤ τ ′ − τ ≤ 1, and we get from (5.32) and (5.40) that
(5.42) |Si| ≤ c10(f, α)e−τ
3
.
Inserting these estimates into (5.27) and using v− u ≥ 1, we obtain an estimate of
(5.17) of the type we have in the right hand side of (5.2).
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Consider the expression
(5.43)
∑
x2,x4∈Z
φ(x2, x4)fN (x2)fN (x4)K˜
ab
cd
(
x4 x3
x2 x1
)
.
In our computations with the kernel K˜ given by (5.20) we will leave out the complex
integrations. Thus
K˜abcd
(
x4 x3
x2 x1
)
=
∣∣∣∣∣∣
G∗ac(z1, w1)
w
x2
1
z
x4
1
G∗ad(z1, w1)
w
x1
1
z
x4
1
G∗bc(z2, w2)
w
x2
2
z
x3
2
G∗bd(z2, w2)
w
x1
2
z
x3
2
∣∣∣∣∣∣
= G∗ac(z1, w1)G
∗
bd(z2, w2)
wx21
zx41
wx12
zx32
−G∗ad(z1, w1)G∗bc(z2, w2)
wx11
zx41
wx22
zx32
.
We are led to the symmetrized expression
(5.44)
1
2
∑
x2,x4∈Z
φ(x2, x4)fN (x2)fN (x4)
[
wx21
zx41
+
wx41
zx21
]
.
Perform the x4-summation first and use the formula (5.25). The parts containing
R1 and R2 can be estimated in the same way as above. We will only discuss the
contraction and finite-difference parts. The contraction part of (5.44) is
(5.45)
1
2
∑
x2∈Z
fN (x2)
2w
x2
1
zx21
[(1 + g(z1))
u−v + (1 + g(w1))
u−v ]
and hence the contraction part of (5.43) is
1
2
∑
x2∈Z
fN (x2)
2{G∗a+u−v,c(z1, w1)G∗bd(z2, w2)
wx21
zx21
wx12
zx32
+G∗a,c+v−u(z1, w1)G
∗
bd(z2, w2)
wx21
zx21
wx12
zx32
−G∗a+u−v,d(z1, w1)G∗bc(z2, w2)
wx11
zx21
wx22
zx32
−G∗ad(z1, w1)G∗b,c+v−u(z2, w2)
wx11
zx21
wx22
zx32
}.
Here we have also used (5.22). Performing the complex integrations we obtain
1
2
∑
x2∈Z
fN (x2)
2{K˜a+u−v,c(x2, x2)K˜bd(x3, x1) + K˜a,c+v−u(x2, x2)K˜bd(x3, x1)
(5.46)
− K˜a+u−v,c(x2, x1)K˜bc(x3, x2)− K˜a,d(x2, x1)K˜b,c+v−u(x3, x2).
The finite difference part of (5.43) is
α
2(1− α)2
∑
x2∈Z
∆fN (x2)
2{G∗ac(z1, w1)G∗bd(z2, w2)
wx21
zx21
wx12
zx32
(
1
z1
+ w1)(5.47)
−G∗ad(z1, w1)G∗bc(z2, w2)
wx22
zx21
wx11
zx32
(
1
z1
+ w2)}.
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The double φ-term in (5.8), Σb in (5.11) and (5.14) combined give
12
∑
x
φ(x2, x4)φ(x1, x3)K˜
vv
uu
(
x4 x3
x2 x1
)
fN (x1)fN(x2)fN (x3)fN (x4)
(5.48)
− 12
∑
x
φ(x1, x3)
[
K˜uvuu
(
x2 x3
x2 x1
)
+ K˜vvvu
(
x2 x3
x2 x1
)]
fN(x1)fN (x2)
2fN(x3)
+ 3
∑
x
[
K˜uuuu
(
x1 x2
x1 x2
)
+ 2K˜uvuv
(
x1 x2
x1 x2
)
+ K˜vvvv
(
x1 x2
x1 x2
)]
fN(x1)
2fN(x2)
2
.
= A1 +A2 +A3.
Consider the x4-summation in A1. The contraction part is, by (5.46),
6
∑
x
fN(x1)fN (x2)
2fN (x3)φ(x1, x2)
[
K˜uvuu
(
x2 x3
x2 x1
)
+ K˜vvvu
(
x2 x3
x2 x1
)]
,
which is exactly − 12A2. Hence what remains of A2 is
(5.49)
−6
∑
x
φ(x1, x3)
[
K˜uvuu
(
x2 x3
x2 x1
)
+ K˜vvvu +
(
x2 x3
x2 x1
)]
fN (x1)fN (x2)
2fN (x3).
We have
∑
x1,x3∈Z
fN(x1)fN (x3)K˜
uv
uu
(
x2 x3
x2 x1
)
=
∑
x2,x4∈Z
fN (x2)fN (x4)K˜
vu
uu
(
x4 x1
x2 x1
)
.
We can now apply (5.46) to compute the contraction part of the first half of (5.49)
and get
(5.50) −6
∑
x1,x2∈Z
[
K˜uuuu
(
x1 x2
x1 x2
)
+ K˜uvuv +
(
x1 x2
x1 x2
)]
fN(x1)
2fN (x2)
2.
Similarly the second half of (5.49) has the contraction part
(5.51) −6
∑
x1,x2∈Z
[
K˜uvuv
(
x1 x2
x1 x2
)
+ K˜vvvv +
(
x1 x2
x1 x2
)]
fN (x1)
2fN (x2)
2.
Since the contraction part of (5.49) equals (5.50) plus (5.51) we see that this exactly
cancels A3. It remains to consider the finite difference parts.
From A1 we get a finite difference part
6α
(1− α)2
∑
x
[
G∗vu(z1, w1)G
∗
vu(z2, w2)
wx21
zx21
wx12
zx32
(
1
z1
+ w1)
(5.52)
−G∗vu(z1, w1)G∗vu(z2, w2)
wx22
zx21
wx11
zx32
(
1
z1
+ w2)
]
∆fN (x2)
2φ(x1, x3)fN (x1)fN (x3).
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We also need the finite difference part of (5.49). These finite difference parts should
be cancelled by the contraction part of (5.52). The contraction part of (5.49) is
− 3α
(1− α)2
∑
x
[
G∗vu(z1, w1)G
∗
uu(z2, w2)
wx21
zx21
wx12
zx12
(
1
z1
+ w1)(5.53)
−G∗vu(z1, w1)G∗uu(z2, w2)
wx22
zx21
wx11
zx12
(
1
z1
+ w2)
]
∆fN(x2)
2φ(x1, x3)fN (x1)
2
− 3α
(1− α)2
∑
x
[
G∗vu(z1, w1)G
∗
vv(z2, w2)
wx21
zx21
wx12
zx12
(
1
z1
+ w1)
−G∗vv(z1, w1)G∗vu(z2, w2)
wx22
zx21
wx11
zx12
(
1
z1
+ w2)
]
∆fN (x2)
2φ(x1, x3)fN (x1)
2.
In (5.52) we have first∑
x
wx21
zx21
wx12
zx32
φ(x1, x3)fN (x1)fN (x3)∆fN (x2)
2
=
1
2
∑
x1
∆fN (x1)
2w
x1
1
zx11
(∑
x2,x4
(
wx22
zx42
+
wx42
zx22
)
φ(x2, x4)fN (x2)fN (x4)
)
.
This gives the contraction part
(5.54)
1
2
∑
x1,x2
wx11
zx11
wx22
zx22
fN(x2)
2∆fN (x1)
2[(1 + g(z2))
u−v + (1 + g(w2))
u−v].
From the other half of (5.52) we get similarly the contraction part
(5.55)
1
2
∑
x1,x2
wx12
zx11
wx21
zx22
fN(x2)
2∆fN (x1)
2[(1 + g(z2))
u−v + (1 + g(w1))
u−v].
By (5.54) and (5.55) the contraction part of (5.52) is
3α
(1− α)2
∑
x
wx11
zx11
wx22
zx22
∆fN(x1)
2fN (x2)
2(
1
z1
+ w1)
× [G∗vu(z1, w1)G∗uu(z2, w2) +G∗vu(z1, w1)G∗vv(z2, w2)]
− 3α
(1− α)2
∑
x
wx12
zx11
wx21
zx22
∆fN(x1)
2fN (x2)
2(
1
z1
+ w2)
× [G∗vu(z1, w1)G∗uu(z2, w2) +G∗vv(z1, w1)G∗vu(z2, w2)],
which exactly cancels (5.53). The finite difference part of (5.52) is handled in the
same way as (5.28).
We will end with some brief comments about remaining estimates. By (5.20) we
have for example
∆Kuv(x, y) =
1
(2πi)2
∫
γr2
dz
∫
γr1
dw
(
1− α/z
1− αz
)N (
1− αw
1− α/w
)N
wy
zx
(5.56)
× 1
w(z − w) [(1 + g(w))
v−u − 1](1 + g(z))u(1 + g(w))u.
Here we can expand (1 + g(w))v−u − 1 as in (5.24) and then estimate in the same
way as we did for the R1− and R2− terms above. In this way we will see that the
DISCRETE POLYNUCLEAR GROWTH AND DETERMINANTAL PROCESSES 41
∆K2-terms give contributions of the right type. We get a similar integral expression
for ∆Kuv +∆Kvu −∆Kvv involving
(1 + g(z))v(1 + g(w))−u[(1 + g(z))u−v − 1][(1 + g(w))v−u − 1]
and we proceed similarly.

5.2. Weak convergence. ConsiderHN (f, tj) as defined by (5.1). The next lemma
is a standard consequence of lemma 5.1.
Lemma 5.2. Under the same assumptions as in lemma 5.1,
(5.57) P[ max
j=u,...,v
|HN (f, tj)−HN (f, tu)| ≥ λ] ≤ C(f, α)λ−4e−|tu|
3 |tu − tv|2.
Proof. Let
ηi = HN (f, tu+i)−HN (f, tu+i−1),
Tm =
∑m
i=1 ηi and T0 = 0, so that Tj − Ti = HN (f, tj)−HN (f, ti). It follows from
(5.2) and Chebyshev’s inequality that
P[|Ti − Tj| ≥ λ] ≤ C(f, α)λ−4e−|tu|
3

 ∑
i<ℓ≤j
uℓ


2
for u ≤ i < j ≤ v, where uℓ = tℓ+u − tℓ−1+u. This implies (5.57) according to
theorem 12.2 in [6]. 
Fix l > 0 and consider rescaled top height curve HN,0(t) for |t| ≤ L and its
modulus of continuity, 0 < δ ≤ 1,
wN (δ) = sup
|t|,|s|≤T,|s−t|≤δ
|HN,0(t)−HN,0(s)|,
Lemma 5.3. Let wN be defined as above. Given ǫ, λ > 0 there is a δ > 0 and an
integer N0 such that
P[wN (δ) ≥ λ] ≤ ǫ
if N ≥ N0.
Together with the convergence of the finite dimensional distributions, theorem
1.1, this proves theorem 1.2, [6]. We turn now to the proof of lemma 5.3.
Proof. Assume that δ−1, T ∈ Z and divide the interval [−T, T ] into 2m parts of
length T/m = δ. Write rj = [jδ[cN
2/3]], c = 2α/(1− α), so that trj ≈ jδ.
Claim 5.4. Let L = T [cN2/3] and BM is the subset of our probability space where
max|j|≤L |HN,0(tj)| ≤M . Then, given ǫ > 0, we can choose M so that
(5.58) P[BcM ] ≤ ǫ.
We will prove this claim below. We will also need
Claim 5.5. For any λ > 0 there is a constant C(M) that depends on M but not
on λ such that
(5.59) P[ max
rj≤i≤rj+1
|HN,0(ti)−HN,0(trj )| ≥ λ,BM ] ≤
C(M)
λ
.
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We will return to the proofs. The proof of both claims are based on choosing
appropriate functions f in lemma 5.2 and results about convergence in distribution.
Assuming the validity of the two claims we can prove lemma 5.3. Set
(5.60) Aj = { max
trj≤i≤trj+1
|HN,0(s)−HN,0(trj )| ≥ λ/3},
so that {wN (δ) ≥ λ} ⊆ ∪|j|≤Aj . Choose M so large that P[BcM ] ≤ ǫ, which is
possible by claim 5.4. Hence
(5.61) P[wN (δ) ≥ λ] ≤ ǫ+
∑
|j|≤m
P[Aj ∪BM ].
Now, if the inequality in (5.60) holds then
max
rj≤i≤rj+1
|HN,0(ti)−HN,0(trj )| ≥ λ/9.
Consequently, using (5.59) and (5.61),
P[wN (δ) ≥ λ] ≤ ǫ+ (2m+ 1)C(M)λ−1δ2 ≤ ǫ+ 2TC(M)λ−1δ.
Choose δ so that δ ≤ ǫλ/2TC(M). Lemma 5.3 is proved
Consider now claim 5.4. Pick a C∞ function q such that 0 ≤ g ≤ 1 and
(5.62) g(x) =
{
1 if x ≥ 0
0 if x ≤ −1
and let gM (x) = g(x −M). It is not hard to see that if we take f = gM in (5.2)
the C(f, α) can be taken to be independent of M (only sup-norms of f and its
derivatives enter). If HN (gM , trj ) > 1/4, then HN,0(trj ) ≥ M − 1 and using the
convergence in distribution to F2 we see that we can choose M so large that
P[HN (gM , trj ) > 1/4] ≤ ǫ2
for |j| ≤ m and all sufficiently large N . Let ω denote a point in our probability
space. Now,
P[max
|j|≤L
HN (gM , tj) > 1/2] = P[HN (gM , tj(ω)) > 1/2]
=
m∑
j=−m+1
P[HN (gM , tj(ω)) > 1/2, trj−1 ≤ tj(ω) ≤ trj ]
≤
m∑
j=−m+1
P[HN (gM , trjj) > 1/4]
+
m∑
j=−m+1
P[ max
rj−1≤i≤trj
|HN (gM , ti)−HN (gM , trj−1)| ≥ 1/4]
≤ 2mǫ2 +
m∑
j=−m+1
C
(1/4)4
δ2 ≤ 2T ǫ
2
δ
+ Cδ
by lemma 5.2. We can now choose δ = ǫ.
If HN,0(tj) ≥M , then HN (gm, tj) ≥ 1 and hence max|j|≤LHN,0(tj) ≥M, which
implies max|j|≤LHN (gM tj) ≥ 1/2. It follows that
P[max
|j|≤L
HN,0(tj) ≥M ] ≤ ǫ.
The case max|j|≤LHN,0(tj) ≤ −M, is analogous. This proves claim 5.4.
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To prove claim 5.5 we let i(ω) be defined by
max
rj≤i≤rj+1
|HN,0(ti)−HN,0(trj )| = |HN,0(ti(ω))−HN,0(trj )|.
Let Ij = [jλ, (j + 1)λ), j = −K, . . . ,K − 1, where M = Kλ, K ∈ Z+. Take a C∞
function f , 0 ≤ f ≤ 1, soch that f(x) = 0 if x ≤ −λ, f(x) = 1 if 0 ≤ x ≤ λ and
F (x) = 0 if x ≥ λ. Set
(5.63) fj(x) = f(x− λj).
Suppose first that HN,0(ti(ω)) ≤ HN,0(trj )− 2λ and that ω ∈ BM . Then there is a
k(ω) such that HN,0(trj ) ∈ Ik(ω), and
HN,0(ti(ω)) ≤ (k + 1)λ− 2λ = (k − 1)λ,
and consequently HN (fk(ω), ti(ω)) = 0. Since HN (fk(ω), trj ) ≥ 1, we see that
|HN (fk(ω), ti(ω))−HN (fk(ω), trj )| ≥ 1.
Hence,
(5.64) max
|k|≤m
max
rj≤i≤rj+1
|HN (fk, ti)−HN (fk, trj )| ≥ 1.
Call this event F . If we instead suppose that HN,0(ti(ω)) ≥ HN,0(trj ) + 2λ we can
proceed similarly and see that (5.64) still holds. Now,
P[F ] ≤ P[∪rj≤i≤rj+1{|HN (fk, ti)−HN (fk, trj)| ≥ 1}]
≤
K∑
k=−K+1
C|trj+1 − trj |2 ≤
2MC
λ
δ2,
by lemma 5.2.

5.3. Transversal fluctuations. In this section we will prove corollary 1.3, propo-
sition 1.4 and theorem 1.6. Let T > 0 be fixed and set
STN (u) = sup
−T≤t≤u
HN,0(t)
ST (u) = sup
−T≤t≤u
(A(t)− t2).
We will write STN for S
T
N (T ) and S
T for ST (T ).
Lemma 5.6. Given ǫ > 0 we can choose T = T (ǫ) so that
(5.65) P[S∞N 6= STN ] ≤ ǫ
for all sufficiently large N .
Note that together with theorem 1.2 this proves corollary 1.3.
Proof. Let gM be defined as above and set Rj = T + (j − 1)δ, j ≥ 1, where δ will
be specified below. It follows from lemma 5.2 that for Rj ≤ logN ,
(5.66) P[ sup
Rj≤t≤Rj+1
|HN (gM , t)−HN (gM , Rj)| ≥ 1/2] ≤ Ce−R
3
j δ2.
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where C is independent of M . Now,
P[ sup
T≤t≤RL
HN,0(t) ≥M ] ≤ P[ sup
T≤t≤RL
HN (gM , t) ≥ 1]
(5.67)
= P[ max
1≤j<L
sup
Rj≤t≤Rj+1
HN (gM , t) ≥ 1]
≤
L−1∑
j=1
P[ sup
Rj≤t≤Rj+1
(HN (gM , t)−HN (gM , Rj)) +HN (gM , Rj) ≥ 1]
≤
L−1∑
j=1
P[ sup
Rj≤t≤Rj+1
(HN (gM , t)−HN (gM , Rj)) ≥ 1/2] +
L−1∑
j=1
P[HN (gM , Rj) ≥ 1/2].
Claim 5.7. There is a positive constant c1 such that
(5.68) P[HN,0(R) ≥ s] ≤ e−c1(s+R
2)3/2 .
Proof. Let c = (1 + α)(1 − α)−1d−1, d3 = α(1 + α)(1 − α)−3 and tj = j/cN2/3 as
before. We have
P[HN,0(R) ≥ s] = P[ 1
dN1/3
(h0(2j, 2N − 1)− 2α
1− αN) ≥ s]
= P[G(N + cN2/3R,N − cN2/3R) ≥ 2α
1− αNsdN
1/3]
by (1.4) and the definition of HN,0. Recall that the parameter q in the geometric
distribution = α2. By Corollary 2.4 in [15] we have, for all K ≥ 1 and γ ≥ 1,
(5.69) P[G([γK],K) > Kt] ≤ e−2KJ(t+1),
where the function J satisfies
(5.70) J((1 +
√
qγ)2(1− q)−1 + δ) ≥ c′1δ3/2
for 0 ≤ δ ≤ 1; c′1 is a positive constant. We take K = N − cN2/3R, γ = (N +
cN2/3R)/K and t = (2α(1 − α)−1N + sdN1/3)/K. Pick δ so that
(1 +
√
qγ)2(1 − q)−1 + δ = 1 + t.
This gives δ = dN−2/3(s + R2) + O(N−1) and if we insert this into (5.70), the
estimate (5.69) gives us exactly what we want. 
If HN (gM , Rj) ≥ 1/2, then HN,0(Rj) ≥M − 1 and hence
L−1∑
j=1
P[HN (gM , Rj) ≥ 1/2] ≤ 1
δ
L−1∑
j=1
e−c(M−1+(T+(j−1)δ)
2)3/2δ(5.71)
≤ 1
δ
∫ ∞
T−1
e−c(M−1+x
2)3/2dx.
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Using (5.66) we find
L−1∑
j=1
P[ sup
Rj≤t≤Rj+1
(HN (gM , t)−HN (gM , Rj)) ≥ 1/2](5.72)
≤
L−1∑
j=1
Ce−R
3
j δ2 ≤ Cδ
∫ ∞
T−1
e−x
3
dx.
Inserting (5.71) and (5.72) into (5.67) gives
(5.73) P[ sup
T≤t≤RL
HN,0(t) ≥M ] ≤ 1
δ
∫ ∞
T−1
e−c(M−1+x
2)3/2dx+ Cδ
∫ ∞
T−1
e−x
3
dx
if RL ≤ logN . We can take δ = 1.
It follows from (5.71) that
P[ sup
RL≤t
HN,0(t) ≥M ] ≤
∑
tu≥RL
P[HN,0(tu) ≥M ](5.74)
≤
∑
u≥cN2/3RL
e−c(M+t
2
u)
3/2 ≤ CNe−c(logN)3 < ǫ/4
if N is sufficiently large. We know that P[HN,0(0) ≤M ]→ F2(M) as N →∞ and
we can chooseM so large that the right hand side of (5.73) is ≤ ǫ/4. Together with
(5.74) this gives (using symmetry),
(5.75) P[ sup
|t|≥T
HN,0(t) ≥M ] ≤ ǫ.
If HN,0(0) > M and sup|t|≥T HN,0(t) ≥M , then S∞N = STN and consequently
P[S∞N 6= STN ] ≤ P[HN,0(0) ≤M ] + P[ sup
|t|≥T
HN,0(t) > M ] ≤ 2ǫ
for all sufficiently large N . 
We turn now to the transversal fluctuations and the proof of theorem 1.6. Define
KTN = inf{u ≥ −T ; STN (u) = STN}
KT = inf{u ≥ −T ; ST (u) = ST },
which give the leftmost point of maximum in [−T, T ] before and after the limit.
We first prove proposition 1.4.
Proof. (Proposition 1.4). Note that
{KN < −T } ⊆ { sup
t≤−T
HN,0(t) ≥ HN,0(0)}.
It follows that
P[KN < −T ] ≤ P[HN,0(t) ≥M ] + P[HN,0(0) < M} ≤ 2ǫ,
by (5.75) and the discussion proceeding it. Also, {KN > T } ⊆ {S∞N 6= STN} and we
can use lemma 5.6. 
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Proof. (Theorem 1.6). It follows from lemma 5.6 that given ǫ > 0 we can choose T
and N0 so that
(5.76) P[KN = K
T
N ] ≥ 1− ǫ
if N ≥ N0. Let hT : C(R)→ R be defined by
hT (x) = inf{u ≥ −T ; sup
−T≤t≤u
x(t) = sup
−T≤t≤T
x(t)},
and let
DhT = {x ∈ C(R) ; hT is discontinuous at x}
It follows from our assumption that P[DhT ] = 0, since hT is continuous at x unless
x has two distinct maximum points. Since HN,0 converges in distribution to X in
C[−T, T ] it follows that
(5.77) KTN = hT (HN,0)→ hT (X) = KT
as N →∞.
Let DT be all points of disconituity for x → P[KT ≤ x], T ∈ Z, and D =
∪T≥1DT . We will prove that
(5.78) P[KN ≤ x]→ P[K ≤ x]
as N →∞ for all x ∈ R \D, which implies what we want since D is countable. All
the results and assumptions that are behind the estimate (5.76) can also be proved
for the limiting Airy process and we can assume that N0 and T ∈ Z+ are chosen
so that also
(5.79) P[K = KT ] ≥ 1− ǫ
if N ≥ N0. Let x ∈ R \ D. Then,
P[KN ≤ x] = P[KTN ≤ x,KTN = KN ] + P[KN ≤ x,KTN 6= KN ],
and similarly for KTN . Hence,
|P[KN ≤ x]− P[KTN ≤ x]| ≤ 2ǫ
if N ≥ N0. Since x ∈ R \ D it follows from (5.77) that we can choose N1 so
that |P[KTN ≤ x] − P[KT ≤ x]| ≤ ǫ if N ≥ N1. It follows from (5.79) that
|P[K ≤ x]− P[KT ≤ x]| ≤ ǫ. Combining the estimates we see that
|P[KN ≤ x]− P[K ≤ x]| ≤ 4ǫ
if N ≥ max(N0, N1), which proves (5.78). 
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