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Introduction
Edge detection is a fundamental operation in computer vision and image processing. It concerns detecting significant variations in gray level images. The outputs of edge detectors, namely edge maps, are the foundation of high-level image processing, such as object tracking [1] , image segmentation [2] and corner detection [3] . Various methods have been developed, including the differentiation-based methods [4] [5] [6] [7] , statistical methods [8, 9] , machine learning methods [10, 11] , active contour method [12] , multiscale methods [13] [14] [15] [16] [17] [18] [19] , and the anisotropic diffusion or selective smoothing methods [20] [21] [22] [23] [24] .
In gray level images, edges may be defined as sharp changes in intensity and most common types include steps, lines, and junctions. Differentiation of intensity is a direct characterization of sharp changes. Early Robert, Sobel, and Prewitt operators used different derivative filters for edge detection [4] . Differentiation of an image is an ill-posed problem that noise and texture probably incur spurious edge. To regularize the differentiation, images are smoothed by a low-pass kernel before differentiation.
In the pioneering work of Canny [5] , the optimal kernels are derived to be isotropic Gaussian kernels with a scale parameter (the standard deviation of Gaussian function), in terms of the Canny's theory: insensibility to noise, good edge localization, and unique response to one edge. The Canny detector widely used up to now cascades Gaussian smoothing, gradient calculation, non-maxima suppression, and bi-threshold decision. By contrast, the Marr-Hildreth detector [14] cascades Gaussian smoothing, Laplacian operator, and zero-crossing detection. In these two notable detectors and their modified version [9] , an isotropic Gaussian kernel with a predefined scale incurs the duality between edge detection and localization precision. An isotropic Gaussian kernel with a large scale achieves good detection capability but the blurred edges degrade localization precision and resolution [6] . It is just reverse for a Gaussian kernel with a small scale. To amend the duality "detection versus localization", ones developed the multiscale edge detection and the edge enhancement via anisotropic diffusion or selective smoothing.
Edges in images exhibit multiscale characteristics. The contours of small structures are suitable to be detected in fine scales while the boundaries of larger objects are suitable to be detected in coarse scales.
In [15] , it was proved that a multiscale Canny edge detection is equivalent to finding the local maxima of a wavelet transform. The edge map is extracted from the wavelet modulus maxima of an image.
Moreover, the image itself can be also approximately restored from these wavelet modulus maxima. In a similar vien, various multiscale transforms are applied to analyze images and to capture edge information. The typical examples include contourlets [16] , ridgelets [18] , and shearlets [16] . In [16] [17] , two efficient multiscale and multi-directional detectors via the shearlet transform were developed.
Alternatively, the Gaussian smoothing of images may equivalently be viewed as the solution of the heat conduction or diffusion equation [21] . Various anisotropic diffusion or selective smoothing methods based upon PDE were developed for image denoising, edge detection, and segmentation [22] [23] [24] . The anisotropic diffusion based upon partial differential equation (PDE) provides an iterative and adaptive Gaussian smoothing of images, where the kernels are matched to the micro-local structures around each pixel in scales and directions. The anisotropic diffusion based upon PDE realizes edge region focusing before detection and the followed Canny-type operator performs edge extraction from smoothed images [24] . It is noticed that iterative and adaptive smoothing algorithms are computationally expensive and the corresponding edge detectors are not fast in implementation. [25] analyzed the reason that isotropic Gaussian are so popular is that isotropic Gaussian filter has only one parameter, which makes it easy to handle analytically, and simple to implement. However, from the image processing perspective, ANGKs are more interesting, because a set of ANGKs [3] [6] [26] can characterize anisotropic local structures (such as edges and corners) accurately. In [27] , a fast anisotropic Gaussian filtering algorithm based upon the convolution filters or recursive filters was developed, where an anisotropic 2D Gaussian filter is decomposed into a 1D Gaussian filter in the x -direction followed by a 1D filter in a non-orthogonal direction. However, it still has no prior work explicitly concerns itself with the design of anisotropic and scale factor of ANGKs for edge detection.
Lampert and Wirjadi
In this paper, the automatic anisotropic factor of ANGKs is designed under the principles of high signal-to-noise ratio (SNR), fine localization, and high edge resolution. Subsequently, the reasons why some edge points are missing from the Canny edge detectors are analyzed. A revised edge tracking method is presented, which overcome some limitations of the Canny edge detector based upon the isotropic Gaussian kernel. Finally, a novel noise robust edge detection algorithm is proposed.
Compared with four state-of-the-art edge detectors [5] show that the proposed detector can obtain better performance for noise-free and noisy images. This paper is organized as follows. In section 2, characteristics of the AGNKS and ANDDs are introduced, and the automatic scales selection of ANGKs for edge detection is presented. A revised edge tracking method and a novel edge detection algorithm are presented in section 3. The new edge detector is compared with the four state-of-the-art detectors, and performance analysis is described in section 4. Finally, we conclude our paper in section 5.
Anisotropic Gaussian Kernels and Directional Derivative Vector
It is indicated [14] that the conflict between the edge localization precision and noise-sensitivity is reconcilable for a single isotropic Gaussian kernel. In this section, we first introduce the properties of the ANGKs and ANDDS; and then, a set of automatic anisotropic Gaussian kernels are designed to conciliate this conflict.
Anisotropic Gaussian kernels and directional derivatives filters
In the spatial domain, the ANGKs can be represented [3] 
,, (2) where 2 w  denote the variance of the smoothed noise. Equation (2) shows that the noise suppression capability of an ANGK depends on only its scale but it is independent of its anisotropic factor and direction.
For an anisotropic Gaussian kernel ,, () g    x , an anisotropic directional derivative (ANDD) filter is derived as follows:
[cos ,sin ] ( )
The anisotropic directional derivative of an input image () I x along the direction  is computed by the convolution operator , , ,
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where T is the intensity of the gray region, () Hx is the Heaviside function. The ANDD representation of the SEF is
Equation (6) shows two important facts. Firstly, when   , the ANDDs achieve the maximal magnitude ( 2 ) T   , which corresponds to the edge gradient. Second, the maximal value of the ANDDs at the edge is inversely proportional to the scale , implying smoothing images in edge detection exhibits a duality of weakening edge response whilst suppressing noise; edge gradient is directly proportional to the anisotropic factor  .
When  =1, the ANGKs degenerate into a single isotropic Gaussian kernel. The previous analysis in equation (2) shows that the noise suppression capability of the ANGKs only depend on the scale. Thus, in the same scale, using ANGKs instead of isotropic Gaussian kernel increase the signal-to-noise ratio (SNR) of the edge responses and improve edge detection performance. In   (anisotropic). Obviously, with increasing of scale, the edges are blurred heavier and the 6 maximal magnitude of the directional derivatives at the edge is reduced. When anisotropic kernels are used, the smoothing along the edge direction blurs less edges and the maximal magnitude of the directional derivatives at the edge preserves a larger value, which is helpful to detect weak step edges in noisy images. In [26] , we also have proved that the directional derivative response of the ANGKs have the ability to characterize the properties of the local structure accurately. A step edge, simple L edge, a Y-type edge, an X-type edge, and a star-like edge are shown in the first row of Fig. 3 , where i T is the intensity of each wedge-shape region. The corresponding ANDDs are demonstrated in the second row of Fig. 3 . As comparison, the last row of Fig.3 illustrates the directional derivative response of the isotropic Gaussian with = =1 for five type edge points. It can be seen that the isotropic Gaussian is unable to discriminate the structure information of edge pixels, which may affect the accuracy of edge detection, especially in the cross-edges. This is one of the reasons why Canny edge detector miss some cross-edges, which will be illustrated in Section 3.1 in detail. 
Automatic anisotropic factor for edge detection
The input image is the discrete signal in the integer lattice 2 . Under this way, the continuous ANGKs and ANDD filters must be discretized. For given scale, anisotropic factor and oriented (7) Below consider the automatic anisotropic factor for edge detection. Canny [5] suggested that the optimal edge detector should maximize both signal-to-noise ratio (SNR) and localization. In terms of (2) and (6), for a step edge with the direction +2  and a direction derivative filter ,, k   , the SNR of the edge response is
It can be seen that the SNR of the edge response depend upon noise level, the difference between the edge direction and smoothed direction, and the anisotropic factor while is independent of the scale. Moreover, it also reveals an important fact: when a fixed Gaussian kernel is used to detect isolate step edge, the detection probability is independent of the scale of the kernel at a given false alarm probability, because the reduction of the edge response and noise level resulted from the smoothing are direct proportional. We use
to evaluate the insensibility to noise of the set of anisotropic Gaussian kernels. Meanwhile, we have proved [6] that the edge resolution and localization precision of the ANGKs are proportional to the resolution constant ( , , ) K
The smaller it is, the higher the edge resolution and localization precision of the ANGK is. In terms of Canny criteria in edge detection [5] , for a given the scale  and the number K of the kernels, the optimal anisotropic factor is required to maximize . To obtain enough information of gray variation, the default of the orientation number is set to 8. Meanwhile, the capability of ANDD filters to suppress noise [6] is inversely proportional to the square of the scale and the square of the ratio to 9 the scale to the anisotropic factor. Under this way, we always take   in applications to assure that the sampled kernels and derivative filters inherit more features of their continuous versions.
An example of the isotropic Gaussian-based edge strength map (ESM) and the automatic ANDD-based ESM is shown in Fig. 4 . The test image with Gaussian standard deviation 15 w   is shown in Fig. 4 (a) . The isotropic Gaussian based ESM is shown in Fig. 4(b) , which suffers from edge blurring effect and 'dirty' background resulted from the noise. The reason is that isotropic Gaussian kernel does not have the ability to suppress noise and obtain high edge resolution. The ANDD-based ESM is shown in Fig. 4 (c) , which has high edge resolution and clear background. The reason is that the designed automatic ANGKs have considered the edge localization, resolution and noise-robustness. 
Edge Detection using Automatic ANGKs
In this section, we first introduce the Canny detector deficiencies. It follows that a new revised edge extraction is given, which depend upon gradient vector in an image and non-maxima suppression method. Finally, a novel edge detection algorithm using automatic ANGKs is presented.
The problem of Canny algorithm
In Canny algorithm, an edge pixel is defined as if the gradient magnitude at either side of it is less than the gradient at the pixel. Based upon the definition, the operation of non-maxima suppression is used to extract edges, which may cause crossing edge points missing detection. For step edge pixel, the gradient direction is always normal to step edge, which is easily extracted under the edge definition of Canny; however, the gradient direction of other type edge points (such as Y-type edge, X-type edge, and star-like edge) are influenced by the gray value of each wedge-shape component, as the second row of the Fig.3 shown. Under the Canny definition, the crossing edge points may be missing detection. This phenomenon also occurs around the crossing edge points. Fig. 5(b) shows that the gradient magnitudes of the image center of Fig. 5(a) are larger than those of pixels adjacent to them. However, the gradient direction of the contour may not be normal to the contour. Fig. 5(f) shows that the gradient magnitude of the image center pixel of the Fig. 5 (e) is zero (proof is very simple, omitted here), and its surrounding pixels gradients are small. After non-maximum suppression, some true edges of the two image center regions are suppressed, as shown in Fig. 5 (c) and (g), respectively. The results of the Canny detector are shown in Fig. 5 (e) and (h), respectively. We see that edges near the image center are missed.
A revised edge detection algorithm using ANGKs
To overcome the edge missing problem of Canny edge detector, a revised edge tracking method using automatic ANGKs is proposed in this subsection.
For an input image () x n , the anisotropic directional derivatives are calculated by , , , ,
The obtained K images contain edge information along K directions, and then the edge strength map (ESM) of the image in terms of the discrete forms is derived by PP  , the gap between the initial and final points will be filled by the shortest distance between them. 6 shows a full procedure from edge detection to edge contour extraction and extension. Fig.   6(a) is the test image. The magnified image of part (a) (marked by ' ') is shown in Fig. 6(b) , which is used to demonstrate the edge extraction and extension. Fig. 6(c) shows the edge detection result by the proposed method. Fig. 6(d) plots the edge contour extracted from the edge map. 
If

Edge Detection Algorithm via Automatic ANGKs
The proposed method first smooth the input image by ANGKs and obtain the ANDDs of each pixel. It follows that the ESM and EGDM are derived as the edge measure. The outline of the proposed algorithm is:
1. The input image is smoothed by the automatic ANGKs.
2. Calculate the ANDDs of the input image in terms of equation (12) .
Calculate the edge strength map ESM ( )
x n and the edge gradient direction map EGDM ( ) x n from the ANDDs in terms of equations (13) and (14).
4. For each pixel, gradient magnitude and direction are used to the non-maximum suppression.
If gradient magnitude at either side of it is less than the gradient at the pixel in the gradient direction, retain the pixel; otherwise, it would be set to zero.
5. Hysteresis thresholds are used to select the candidate edge pixels, and the revised edge tracking method is used to edge extraction.
Experimental Results and Performance Evaluation
14
In this section, we focus on experiments and performance evaluation. The proposed detector is compared with four detectors, Canny [5] , the statistical [9] , the IAGKs [6] and the multi-scale Sobel [19] in terms of the empirical receiver operating characteristic (ROC) curves [ and testing, coming from the image datasets [28] , contains a set of fifty object images and another set of ten aerial images with the specified GT.
The Canny [5] detector has three adjustable parameters, the Gaussian-smoothing scale , the percent of not-edge pixels  , and the factor of threshold ratio  . In the ROC curve computation, the parameter settings are taken in the set 
The statistical [9] method has three adjustable parameters, the Gaussian-smoothing scale , the percent of not-edge pixels  , and the factor of threshold ratio  . In the ROC curve computation, the parameter settings are taken in the set 15 1,1.2,...,5 0.6, 0.61,..., 0.95 0.2, 0.21,..., 0.6
The IAGKs [6] method has four adjustable parameters, the anisotropic factor  and scale factor , the percent of not-edge pixels  , and the factor of threshold ratio  . The parameter settings are taken in the set 
The multi-scale Sobel [19] has three adjustable parameters, the difference between two consecutive scales   , the setting of multi-scale Gaussian smoothing S , the maximal displacement of an edge in two consecutive scales dist T . The parameter settings are taken in the set
The proposed method has five adjustable parameters, the number of orientations K, the anisotropic factor   The results shown in Fig. 7 are the ROC curves at the noise-free case. The proposed detector offers the best performance among the five detectors. The IAGKs [6] attains the second best. The major reason is that statistical, Canny and Multi-scale Sobel detectors use the isotropic Gaussian to smooth the input image and the derivatives of x-and y-axis are used to extract the image gray-variation and structure information; however, the edge is the anisotropic feature, isotropic Gaussian kernel cannot represent the image's gray-variation information well. On the contrary, the automatic ANGKs can extract the fine image gray-variation information, which is helpful to detect weak edges. This is the major reason that the proposed method and IAGKs detector achieve the greater performance improvement on the aerial images than three other detectors. Furthermore, a revised edge extraction is presented to overcome the limitations of the existing differential-based methods, which cause some obvious edge pixels missing. Gaussian noise of standard deviation 10 and 15 are added to test images to verify the noise-robustness, respectively. Fig .8 demonstrates the ROC curves of the five detectors for the noise cases. As the noise standard variation increases, the performance of the five detectors decreases in different degrees. Meanwhile, the results represent that the proposed method achieves the best noise-robustness than the other four detectors. This is owing to the fact that the automatic ANGKs have the ability to extract the fine gray-variation and noise suppression. The revised edge extraction can greatly reduce the occurrence probability of cross-edges missing. Meanwhile, we have noticed that the difference in the performance of the proposed method and IAGKs method [6] is not obvious. The reason is that the test samples are limited，the phenomenon is more prominent on the 10 aerial test images.
Meanwhile, the parameter settings of the ANGKs in IAGKS method [6] play the biggest advantage in the rule of ROC evaluation. Furthermore, the BSDS500 image datasets [2] are used to further evaluate the five detectors.
Compared with the image datasets [28] , the manually specified GTs of the BSDS500 image datasets also include edge pixels and non-edge pixels, while do not have don't care edge region.
We used 50 images for training and algorithm development. The 200 test images were used to generate the final results for this paper. The results shown in Fig. 9 are the ROC curves at the noise-free and noisy cases. In the noise-free case, the proposed achieves the highest performance.
The IAGKs [6] attains the second best. The other three edge detectors performed substantially poorer.
The main reason is that the isotropic Gaussian kernel has not the ability to extract gray intensity variation information well. In the noisy case, the performance of the proposed detector provides more significant improvements, owing to its noise-robustness and good edge connectivity. The IAGKs [6] obtains the second best for the ANGKs are robust to the noise. The other three detectors substantially lack noise robustness, because noise suppression of the isotropic Gaussian kernel is at the cost of edge localization loss. 
where i N is the number of the edge points on the ideal edge, d N is the number of detected edge points, () dk is the distance between the k-th detected edge pixel and the ideal edge,  is scaling constant (here 1/ 4
 
). In all cases, FOM ranges from 0 to 1, where 1 corresponds to a perfect match between the detected edge map and the ideal edge map. In this experiment, ten test images with different scenes, as shown in Fig.10   ), Canny [5] and IAGKs [6] use the default parameter values except for the percent of not-edge pixels and factor of threshold ratio. For each test image, its corresponding ideal edge map is attained by the Canny [5] , the IAGKs [6] detectors and the proposed method in two steps. Firstly, three edge maps are obtained by the three detectors; the three edge maps have almost same number of edge pixels by tuning the percent of non-edge pixels and fixing the factor of threshold ratio at 0.5. Then, the ideal edge map is formed by the edge pixels, which exists at least two out of three edge maps. Secondly, the noise-robustness of the Take 'Lena' image as an example, the three edge maps are shown in Fig. 11 (b)-(d); they are highly similar except for a very few details, which has 17838, 17885 and 17874 edge pixels, respectively. The ideal edge map has 17758 edge pixels, as shown in Fig. 12 (a) . It is worth to note that the edge map by the proposed detector has better edge connectivity in noise free case. The main reason is that the revised edge connection method reduces the probability of the cross-edge missing. Table 1 . It is easily conclude that the proposed detector achieve the best noise robustness than the two other detectors in this evaluation. The IAGKs [7] is moderate, the Canny is the poorest. The reason is that the proposed detector uses the automatic ANGKs to detect edges, which conciliates the conflict between the edge localization and noise-sensitivity. While the IAGKs detector [7] uses the experience to select the scale and anisotropic factor. The Canny detector using a single isotropic Gaussian kernel cannot conciliate this conflict [14] . As shown in Fig. 12 (b)-(d) , the proposed detector attains the best edge map at 15 w   , incurs the least spurious edges. The IAGKs [7] detects a few spurious edges in smooth region and many false edges near the real edges. The Canny detector incurs quite a few 20 false edges near the real edges and smooth region. Table 2 . According to Table 2 , the 'Block' and 'House' image required the similar time; the 'Lena', 'Radio' and 'Parking meter' image required the more time. Note that the time slightly vary depending upon the number of detected edge pixels in the image. In the three subcomponents of the proposed detector, select candidate edge pixels consumes much more time than image smooth and revised edge tracking. Since the image fine gray variation information are derived from the eight direction ANGKs, which burden the computation complexity of the subsequent processing. Seeing that computation complexity, the proposed method should be ported to an embedded processor or FPGA controller to improve the real time performance. 
Conclusions
The main contribution of the paper is the consideration of the extraction of fine gray-variation information and the edge missing problem in the edge detection. The automatic ANGKs are designed to smooth the input image and suppress the noise; the revised edge extraction method is used to obtain the closed edge contours, which can enhance the detection accuracy and alleviate the false or missing detection. The experiment 22 results show that the proposed detector outperforms the four state-of-the-art edge detectors in terms of the aggregate ROC curves and Pratt's FOM evaluations.
