A pseudospectral Legendre method for discretizing continuous-time optimal control problems is extended to non-sequential multiple-phase optimal control problems. In the method developed in this paper, each phase of the problem is treated independently. The phases are then linked together via continuity conditions on the independent variable, the state, and the control. In this manner, it is possible to decouple the problem into distinct segments and to specify a different mathematical form and dimension for the state, control, and constraints in each phase. Moreover, because the phases need not be sequential, it is possible to optimize trajectories for problems involving multiple systems that may share information. The multiple-phase optimal control problem is discretized in each phase using a previously developed single phase pseudospectral Legendre method. This discretization leads to a nonlinear programming problem (NLP) that has a well-defined structure. The structure of the NLP is described in detail and a particular software implementation is discussed. The software is demonstrated on an example that exhibits the key features of the multiple-phase pseudospectral discretization. The method developed here is an efficient approach for solving general non-sequential multiple-phase optimal control problems numerically.
INTRODUCTION
Numerical methods for solving optimal control problems fall into two general categories: indirect methods and direct methods. An excellent survey of various numerical methods can be found in Ref. 5 . In an indirect method, the first-order optimality conditions are derived using the minimum principle of Pontryagin.
1 These necessary conditions lead to a Hamiltonian boundary-value problem (HBVP) which is then solved to determine candidate optimal trajectories called extremal trajectories. In a direct method, the optimal control problem is discretized at specified time points called nodes. Common discretization methods include trapezoidal, Hermite-Simpson, and Runge-Kutta. 6 Any of these discretization methods leads to a nonlinear programming problem (NLP) which is then solved using an appropriate optimization method such as those described in Ref. 3 and Ref. 12. A key benefit of indirect methods is that, by solving the HBVP, the co-state of the optimally controlled system is obtained. The co-state offers the opportunity to gain a great deal of insight about the underlying structure of the optimal solution. However, a significant drawback to indirect methods is that many HBVPs are hyper-sensitive 15, 16 and thus suffer from ill-conditioning due to extreme sensitivity of the dynamics of the Hamiltonian system in a neighborhood of the optimal solution. 15, 16 Because of this sensitivity, obtaining an extremal trajectory often requires an unreasonably good initial guess. Unfortunately, it is often not possible to find such a high-quality initial guess. Consequently, it is often difficult to obtain numerical solutions to optimal control problems using indirect methods.
In recent years, direct methods have risen to prominence. Direct methods have an advantage over indirect methods in that it is possible to solve extremely complex problems with relatively poor initial guesses. The reason that direct methods are superior to indirect methods is that finding a solution to the NLP is often significantly easier than finding a solution to the corresponding HBVP. Wellknown software packages employing direct methods include Optimal Trajectories by Implicit Simulation (OTIS), 23 Sparse Optimal Control Software (SOCS), 4 Graphical Environment for Simulation and Optimization (GESOP), 24 and Direct and Indirect Dynamic Optimization (DIDO).
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A recently developed class of direct methods for solving optimal control problems is the class of socalled pseudospectral methods. 9, 10, 14, 18, 21 In a pseudospectral method, the state and control are approximated using a basis of global orthogonal polynomials. Using this approximation and a proper choice for the nodes, an efficient discretization is obtained from which an accurate approximation to the optimal trajectory and optimal control of the continuous-time optimal control problem is obtained. It is also important to note that, due to its structure, a pseudospectral discretization is significantly easier to implement than many other direct methods.
A particular pseudospectral method that has shown promise in computational optimal control is the so-called Pseudospectral Legendre Method. 10, 19 In the pseudospectral Legendre method, the state and control are approximated by globally interpolating Lagrange polynomials and the nodes are the LegendreGauss-Lobatto points. The pseudospectral Legendre method has been shown to produce accurate solutions on relatively simple problems. 10, 18, 19 Furthermore, the co-state estimation procedure developed in 19 has shown to produce accurate co-states on simple problems.
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While the pseudospectral Legendre method of Ref. 10 and Ref. 19 has been shown to be extremely viable on simple problems, the method presented in Ref. 10 Second, from a computational standpoint it may be desirable to divide an optimal control problem into distinct phases (i.e. distinct non-overlapping segments of the complete trajectory) where a unique mathematical description is used within each phase. Finally, in addition to the need to decompose the problem into phases, it may be necessary to specify a different dimension for the variables and constraints in each phase of the problem (e.g. one phase of a problem may have mass as a state while another phase may have a constant mass). An excellent example of the need to decompose a problem into phases is an aeroassisted orbital transfer where a vehicle has atmospheric and exo-atmospheric segments that need to be modeled differently; the reader is referred to Ref. 17 for details about such a problem. Because of its form, the method described in Ref. 10 and Ref. 19 cannot be implemented on such problems. Consequently, in order to increase the range of applicability of the pseudospectral Legendre method, it is useful to develop an extension of the method of Ref. 10 and Ref. 19 to the class of multiple-phase optimal control problems.
Two approaches have been previously developed for solving multiple-segment optimal control problems using pseudospectral methods. The first approach is called spectral patching. 18 In spectral patching, the optimal control problem is split into two or more segments and the pseudospectral Legendre discretization is applied on each segment. The segments are then patched together using continuity conditions on the state and control. While this approach has proven useful, the spectral patching procedure developed in Ref. 18 is restricted to problems where the dynamic model is the exactly same on each segment and thus is not applicable to problems with different mathematical descriptions in each segment. Furthermore, the procedure of Ref. 18 does not allow for discontinuities in the state at the boundary between two segments and thus is not applicable to problems with different mathematical descriptions in each segment.
The second approach for solving multiple-segment problems via pseudospectral methods is applied to socalled nonsmooth optimal control problems and has been developed in Ref. 20 . As with spectral patching, in the nonsmooth method of Ref. 20 the original optimal control problem is again split into two or more segments and the pseudospectral discretization is applied to each segment. However, unlike spectral patching, this second approach allows for discontinu-ities in the state and control at the interface between two segments (i.e. the method allows for nonsmoothness). While the method of Ref. 20 is more general than the method described in Ref. 18 , it still has the following limitations. First, the mathematical form of the interface conditions does not allow for transformations in either the state or the control. Second, the method presented in Ref. 20 does not allow for changes in the dimension of the state between segments. Third, because the formulation developed in Ref. 20 does not decouple the problem into distinct phases, it makes it difficult to conceptualize the problem in terms of parts that are each distinct from one another. Fourth, the formulation in Ref. 20 does not address the issue of solving non-sequential multiplephase optimal control problems.
In this paper, the pseudospectral Legendre method of Ref. 10 is extended to general non-sequential multiple-phase optimal control problems. In the extension developed here, the models chosen for the problem may be different in different phases. In particular, the modeling differences in different phases include different descriptions and dimensions for the state and control and, correspondingly, the models used to describe the differential equations, path constraints, and endpoint constraints. Within every phase, the state and control are discretized using the method of Ref. 10 . The phases are then linked by enforcing continuity on the independent variable, the state, and the control at the phase boundaries. In general, the conditions that link two phases consist of a set of nonlinear functions and may be used to link nonsequential phases. Moreover, because the phases need not be sequential, the approach developed enables optimization of trajectories for problems involving multiple systems that may share information. Because of its generality, the approach used for phase linking is an adaptation of the approach described in Ref. 6 . A key feature of the multiple-phase method developed in this paper is that the resulting optimal control problem is decoupled into distinct segments, each potentially with its own physical and/or mathematical characteristics. The NLP that results from the multiple-phase discretization is then described detail and a particular software implementation of the method is discussed. Finally, the key features of the method are demonstrated on a representative problem. The approach developed here offers a viable approach for efficiently solving general non-sequential multiple-phase optimal control problems.
ONE-PHASE PSEUDOSPECTRAL LEGENDRE METHOD
Consider the following optimal control problem. Minimize the cost functional (1) subject to the dynamic constraints
the path constraints
and the initial and terminal constraints
In Equations (1)- (4) x(t) ∈ R n is the state, u(t) ∈ R m is the control, t ∈ R is the independent variable (generally speaking, time), f :
Consider now the following transformation of the independent variable t:
where τ ∈ [−1, 1]. In terms of the variable τ , optimal control problem of Equations (1)- (4) has the following form. Minimize the cost functional
subject to the dynamic constraints
The transformed optimal control problem of Equations (6)- (9) is discretized using the pseudospectral Legendre method of Ref. 10 . In the method of Ref. 10, the state and control are approximated using globally interpolating Lagrange polynomials obtained from orthogonal Legendre polynomials.
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Furthermore, the time derivative of the state is approximated using a differentiation matrix derived in a manner consistent with the approximation of the state. Finally, the cost function is computed by approximating the cost functional using the Legendre-Gauss-Lobatto (LGL) quadrature integration rule. In the pseudospectral Legendre method, the discretization points (i.e. nodes) are the LGL points on the transformed time interval τ ∈ [−1, 1]. For a given choice of N , the LGL points, τ k , k = 0, . . . , N, have the property that τ 0 = −1 and τ N = 1. Then the following approximations are obtained for the state, control, and cost functional. First, the state and control are approximated as
where 
Furthermore, from the property of Equation (12) it follows that
Differentiating the approximation for x N (τ ) from Equation (10) and evaluating the result at the LGL points, it can then be shown that 9, 10, 14 
where
is the differentiation matrix. The differentiation matrix of Equation 15 has the following property:
Substituting the result from Equation (14) into Equation (7) and evaluating the function f at the LGL points, the dynamic constraints at the LGL points must satisfy
From this point forth for convenience we make the following substitutions:
Then, using the Legendre-Gauss-Lobatto quadrature rule, the cost functional is approximated as
where w k , k = 0, 1, . . . , N are the weights and are given as
Furthermore, the discretized path constraints are given as
Finally, the discretized initial and terminal constraints are given as
A discrete nonlinear programming problem (NLP) is obtained directly from the approximation to the optimal control problem of Equations (6)- (9) and is stated as follows. Minimize the cost function of Equation (19) over the variables
subject to the nonlinear constraints of Equation (17), Equation (21), and Equation (22) . It can be seen that the aforementioned NLP has (n + m)(N + 1) + 2 variables and (n + p)(N + 1) + q 0 + q f constraints.
NON-SEQUENTIAL MULTIPLE-PHASE OPTIMAL CONTROL PROBLEMS Description of a multiple-phase optimal control problem
A multiple-phase optimal control problem is one where the trajectory consists of a collection of phases. 6 Simply speaking, a phase is any segment of the complete trajectory. In general, any particular phase of an optimal control problem has a cost functional, a dynamic model, path constraints, and boundary conditions. However, the models used to quantitatively describe the trajectory may be different in different phases of the trajectory. The complete trajectory is then obtained by properly linking adjacent phases via linkage conditions. 6 Similarly, the total cost functional is the sum of the cost functionals within each phase. The optimal trajectory is then found by minimizing the total cost functional subject to the constraints within each phase and the linkage constraints connecting adjacent phases. In this section we describe the details of a non-sequential multiple-phase optimal control problem.
Structure of a single phase
Consider an optimal control problem that consists of R distinct phases. For each phase r ∈ [1, . . . , R] let
denote the state and control, respectively. Furthermore, let the independent variable in phase r ∈ [1, . . . , R] lie on the interval t ∈ t
is given in the form of Equation (1) as
Similarly, the dynamic constraints in phase r ∈ [1, . . . , R] are given as
Furthermore, the path constraints in phase r ∈ [1, . . . , R] are given as
Finally, the initial and terminal constraints in phase
where h
In Equations (25)- (31), the dimensions of the state, control, and all functions change from phase to phase, i.e. the quantities
0 , and q
f are in general different in each phase.
Linkage conditions between phases
Now consider two phases, a ∈ [1, . . . , R] and b ∈ [1, . . . , R], of an R-phase optimal control problem (where a = b). Furthermore, for simplicity in the discussion, assume that a < b (although, strictly speaking, this assumption is not necessary). In general, a and b may not be sequential phases In order for the trajectory in phase a to be connected to the trajectory in phase b, a set of conditions must exist that link together phases a and b in meaningful way. Quantitatively, the linkage conditions are a set of equations that describe the way the independent variable, the state, and the control at the terminus of phase a depend upon the independent variable, the state, and the control at the start of phase b. From the description of the previous subsection, the time, state, and control at the terminus of phase a are given, respectively, as t
f ). Similarly, the time, state, and control at the start of phase b are given, respectively, as t
0 ). Then, in order for the independent variable to be continuous between phases a and b, the following linkage condition must be satisfied:
Second, the state and the control at the terminus of phase a must depend (in some meaningful way) upon the state and control at the start of phase b. Denoting the number of linkage constraints on the state and control between phases a and b by l 
the following linkage constraints are enforced on the state and control at the end of phase a and the state and control at the start of phase b:
It is noted that the approach developed in this subsection for linking phases was inspired by the description of linkage conditions given in the monograph by Betts, 6 a detailed understanding of the approach used in the SOCS software, 4 and numerous personal conversations with Betts.
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Theoretical and practical issues regarding linkage conditions
It is important to understand both the mathematical and practical nature of Equation (32) An optimal policy has the property that whatever the initial state and decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision It is seen that the linkage conditions of Equation (32) and Equation (34) do not violate the Principle of Optimality because the time, state, and control that link two phases a and b are not specified a priori. Instead, the optimal time, optimal state, and optimal control at a phase boundary are determined by finding a solution to the optimal control problem. From a practical standpoint, Equation (32) and Equation (34) allow for flexibility in the formulation of the optimal control problem because the models for the state, control, dynamics, and path constraints in phase a can be different from the corresponding models in phase b. Consequently, the linkage constraints between phases a and b may involve a (generally nonlinear) transformation of the state and/or the control. Furthermore, Equation (34) does not imply continuity in either the state or the control at a phase boundary nor does Equation (34) imply that all of the components of the state and control are linked between adjacent phases. In fact, for some problems the state may necessarily be discontinuous (e.g. jettison of a mass between stages of a launch vehicle ascent) or it may not be sensible sense to link the controls (e.g. transition from atmospheric flight with aerodynamic control to exoatmospheric flight with no control).
Mathematical Description of a nonsequential Multiple-phase optimal control problem
The R-phase optimal control problem is now described using the results of the previous two subsections. Minimize the cost functional
the initial and terminal constraints
and the linkage constraints
where S is the number of phases that are to be linked. It is noted that, for the case where only adjacent phases are linked (i.e. a sequential multiple-phase optimal control problem), we have that
EXTENSION OF PSEUDOSPECTRAL LEGENDRE METHOD TO NON-SEQUENTIAL MULTIPLE-PHASE OPTIMAL CONTROL PROBLEMS
The non-sequential multiple-phase optimal control problem described int the previous section is now transcribed to a discrete NLP via an extension of the single-phase pseudospectral Legendre method of Ref. 
. , R] is given as
Furthermore, the discretized form of the dynamics and path constraints are given, respectively, as
Furthermore, the initial and terminal constraints are given as
Finally, the discretized form of the linkage constraints is given as
The NLP that arises from Equations (41)- (45) is given as follows. Minimize the cost function
where J (r) is from Equation (41), subject to the constraints of Equations (42) (
-(45). It is noted that the aforementioned NLP has
constraints.
PRACTICAL IMPLEMENTATION ISSUES
Several practical implementation issues arise in order to implement the multiple-phase pseudospectral Legendre method in a computationally efficient and robust manner. For completeness, some of these issues are now discussed.
First, because the constraint Jacobian is sparse, use of a dense NLP solver (e.g. NPSOL 11 ) will in general be significantly less computationally efficient than the use of a sparse NLP solver (e.g. SPRNLP 3 or SNOPT 12, 13 ). Furthermore, from the detailed description of the dependencies it is relatively straightforward to implement a reusable procedure to determine the sparsity structure of the Jacobian. This procedure requires that the user provide as an input a Kronecker delta function matrix that specifies the dependencies of the continuous-time differential equations and continuous-time path constraints on the components of the continuous-time state and continuoustime control. If a particular component of either f (r) or g (r) depends on a particular component of x (r) or u (r) , then that element in the Kronecker delta function matrix is unity, otherwise it is zero. Then the corresponding off-diagonal block in phase r is either the (N (r) + 1) × (N (r) + 1) identity matrix or the (N (r) + 1) × (N (r) + 1) zero matrix. A second issue pertains to the structure of the diagonal blocks of the NLP Jacobian that correspond to the differentiation matrix. Examining the structure of the NLP constraints that arise from the pseudospectral discretization of the differential equations, it can be seen that any element in the constraint Jacobian that corresponds to an off-diagonal element of a differentiation matrix is constant, i.e. the differential equation constraints can be separated into non-overlapping linear and nonlinear parts. Many NLP solvers, including SNOPT, 12, 13 have the ability to exploit such nonoverlapping structure in order to reduce the amount of computation required to compute the Jacobian. In such cases, the constant derivatives are stored in the same matrix where the derivatives of the linear constraints are stored. Consequently, these derivatives are never computed, but are used whenever the constraint Jacobian is required by the optimizer.
A third important, but possibly subtle, issue pertains to how to properly constrain the independent variable. In particular, constraints on the independent variables arise for three main reasons: (1) monotonicity requirements, (2) bounds on the length of each phase, and (3) the linkage constraints connecting adjacent phases. First, in most problems of practical interest, the independent variable will be monotonic. Monotonicity is ensured by placing linear inequality constraints on the start and terminal values of the independent variable within each phase, i.e. by placing linear constraints of the form
for an increasing independent variable t 
Second, the length of each phase can be bounded by placing linear inequality constraints of the form
where T ∈ [1, . . . , R] . Third, the linkage conditions on the independent variable are implemented as linear equality constraints. In the case where it is desired to use different scales for the independent variable in different phases, the linkage conditions of Equation (32) can be easily modified as follows:
where c
is a constant defining the ratio of the scales of the independent variable between phase a s and phase b s . Finally, it is noted that, from experience, it has been found that if a linear constraint is assumed to be nonlinear, the amount of computational effort required by the NLP solver increases significantly. In some instances not taking advantage of linear constraints has led to the optimizer not converging to a solution.
SOFTWARE
IMPLEMENTATION OF METHOD
The aforementioned multiple-phase pseudospectral Legendre method has been coded in a general purpose software program using the MATLAB 1 MEX interface version of the NLP Solver SNOPT 13 and developed by Gill.
13 The software interface is devised so that the user must specify the phase structure of the continuous-time optimal control problem and provide functions in each phase for relevant quantities (i.e. cost functional, differential equations, path constraints, interior point constraints, and linkage constraints). The program then transcribes this information internally into an NLP. The NLP has the structure as described in the previous section. In order to take maximum advantage of the sparsity of the constraint Jacobian of the NLP, the user is required to provide a Kronecker delta function matrix that specifies the dependencies of the continuous-time differential equations and continuous-time path constraints on the continuous-time state and control in each phase. This Kronecker delta function matrix is then used to determine those blocks in the constraint Jacobian (see previous section) that are zero and those blocks that are the identity matrix. Also, the software allows the user to either have all derivatives computed numerically or to provide analytic derivatives. If analytic derivatives are chosen, the user must provide the nonzero derivatives associated with the first-order information from the continuous-time optimal control problem along with the nonzero derivatives of the linkage constraints.
The procedure used to assign the analytic derivatives to the NLP Jacobian is as follows. First, before the NLP is solved, a subroutine is called that determines the coordinates in the NLP constraint Jacobian of the derivatives of the various functions in each phase of the NLP. At the interface level, the user must provide a set of matrices that correspond to the Jacobians of each of the functions in each phase of the problem. Taking advantage of the ability to write vectorized code in MATLAB, these matrices are coded in a manner that maintains a great deal of similarity to the mathematical from of the derivatives. Then, using the pre-determined coordinates for the various derivatives, the code is structured to assign (in a vectorized manner to maximize the efficiency of the MATLAB assignments) the derivatives obtained from the usersupplied matrices into the proper elements of the NLP Jacobian. It is noted that this implementation of analytic derivatives has proven to significantly reduce computation time.
APPLICATION OF MULTIPLE-PHASE PSEUDOSPECTRAL LEGENDRE METHOD
The multiple-phase pseudospectral Legendre method is now demonstrated on an example. In particular, the following example illustrates the ability to change the number of controls and the number of path constraints between phases. It is noted that analytic derivatives were used to solve the example problem.
Reusable launch vehicle de-orbit, coast, and entry
As an example, consider the de-orbit, coast, and reentry of a reusable launch vehicle. During de-orbit it is assumed that the vehicle is in powered exoatmospheric flight. During coast it is assumed that the vehicle is in unpowered exo-atmospheric flight. During entry it is assumed that the vehicle is in unpowered atmospheric flight. The terminal times of the de-orbit, coast, and entry are unspecified, but the vehicle is constrained to terminate the coast at a specified radius and speed and is constrained to terminate the entry at a specified radius, speed, and flight path angle. Furthermore, the amount of mass that the vehicle can burn during de-orbit is constrained. The objective is to maximize the crossrange at the terminus of the entry phase while meeting the interior and terminal constraints.
The problem described above can be modeled as a three-phase optimal control problem as follows. During de-orbit the equations of motion are given in Earth-centered inertial (ECI) Cartesian coordinates aṡ
is the ECI velocity, m is the vehicle mass, T is the magnitude of the thrust force, u eci is the ECI thrust direction, µ is the Earth gravitational parameter, g 0 is the magnitude of the gravitational acceleration at sea level, and I sp is the specific impulse of the engine during de-orbit. It is assumed during de-orbit that T is constant. Furthermore, the ECI thrust direction, u eci is computed as follows. First, the vector u = (u 1 , u 2 , u 3 ) is defined in a velocity coordinate system (see Appendix). The vector u is then transformed from the velocity coordinate system to the ECI coordinate system via the transformation E v2e (see Appendix) as follows:
Finally, because u must be a unit vector, the following equality path constraint is imposed on u during de-orbit:
The equations of motion during the coast are given in ECI coordinates aṡ
Finally, the equations of motion during entry are mod-eled in spherical coordinates as
54) where r is the geocentric radius, θ is the longitude, φ is the geocentric latitude, v is the speed, γ is the flight path angle, ψ is the heading angle, g = µ/r 2 is the magnitude of the gravitational acceleration, q = ρv 2 /2 is the dynamic pressure, ρ is the atmospheric density, C D is the coefficient of drag, C L is the coefficient of lift, and S is the vehicle reference area. The density and aerodynamic models used in this example are taken from. 25 The controls in the entry phase are the angle of attack, α, and the two components of the lift direction, w = (w 1 , w 2 ). Similar to the de-orbit phase, the vector w must be a unit vector. Consequently, the following equality path constraint is imposed on w during entry:
The initial and terminal constraints, interior point constraints, linkage constraints, and bounds are defined as follows. The initial conditions (at time t = t (1) 0 = 0) correspond to an equatorial circular orbit at an altitude h(t (1) 0 ) = h 0 = 378000 m and are given as
where r 0 = h 0 +R e , v 0 = µ/r 0 , and R e = 6378145 m is the radius of the Earth. Furthermore, the following inequality constraint is placed on the amount of mass that can be burned during the de-orbit phase:
where m 1,min is the maximum amount of mass that can be burned during the de-orbit. Denoting t as the (unspecified) start time of the coast, the de-orbit and coast phases are linked via the following linkage conditions:
Denoting t (2) f > t (2) 0 as the (unspecified) terminal time of the coast phase, the coast phase terminates when the following two conditions are met:
(59) The coast phase and entry phase are linked as follows. The state at the end of the coast phase, denoted x(t (2) f ), is given as
Denoting t
as the start time for the entry phase, the state in spherical coordinates at the start of entry, denoted y(t (3) 0 ), is given as
The Cartesian quantities r(t (2) f ) and v(t (2) f ) are transformed to spherical coordinates via the transformation T c2s (see Appendix) as
The transformed state at the end of the coast, denoted y(t (2) f ), is then given as
The linkage conditions between the coast phase and the entry phase are then given as
Finally, denoting the (unspecified) terminal time of the entry phase as t (3) f > t (3) 0 , the entry phase terminates when the following three conditions are met:
Note that, because the controls are different in each phase, they are not linked. Furthermore, the following bounds are placed on the variables in each phase as follows. In the de-orbit phase the bounds are
In the coast phase the bounds are
In the entry phase the bounds are
Because the initial condition for this problem is at the equator, the objective of maximizing the crossrange at the end of entry is equivalent to maximizing the latitude at the end of entry, i.e. the objective is to maximize J = φ(t
Furthermore, using R e as the reference length, the downrange and crossrange distances are computed as
where θ and φ are given in radians. It is noted that for the de-orbit and coast phases, the angles θ and φ are computed from r and v using the transformation T c2s given in the Appendix. Lastly, the three-phase optimal control problem was solved in a scaled set of units such that the length scale was R e , the speed scale was µ/R e , and the mass scale was m 0 . All other scale factors were derived so as to maintain a canonical transformation. The maximum crossrange problem described above was solved as follows. First, 20 nodes were chosen for the de-orbit and coast phases while 40 nodes was chosen for the entry phase. In addition, default tolerances were used for SNOPT and the following initial guess was provided. In the de-orbit phase the initial guess was
In the coast phase the initial guess was
In the entry phase the initial guess was
Using the above initialization, the optimized objective function value was found to be φ * (t 
Similarly, the bank angle, σ, shown in Fig. 5 is computed using the components of the lift direction, w, as
In Equation (74) and Equation (75) it is noted that the functions sin −1 (·) and tan −1 (·, ·) are the inverse sine and four-quadrant inverse tangent, respectively. Finally, the feasibility of the obtained solution was assessed by numerically integrating the trajectory from the initial condition using the optimized controls.
COMMENTS ON RESULTS
The previous example demonstrates three key features of the multiple-phase pseudospectral Legendre method. First, the example demonstrates the ability to use different coordinate systems in different phases. Furthermore, the example demonstrates the ability to change path constraints between phases and shows the generality of the linkage constraints.
CONCLUSIONS
A pseudospectral Legendre method for discretizing continuous-time optimal control problems has been extended to the case of non-sequential multiple-phase optimal control problems. In the extension developed here, the dimension of the state, control, and constraints can be different in each phase, thus allowing for a general formulation of the optimal control problem. The phases are linked via linkage conditions on the state, control, and independent variable. The structure of the resulting nonlinear programming (NLP) problem has been described in detail and several key implementation issues have been discussed. A particular software implementation of the method that takes advantage of the particular sparsity structure of the NLP has also been described. Finally, the method has been demonstrated on a representative example that illustrates its key features. The approach developed here offers a viable method for solving general non-sequential multiple-phase optimal control problems.
Velocity coordinates to Cartesian coordinates
Let r and v be the position and velocity, respectively, of a vehicle in Cartesian coordinates. Then the velocity coordinate system is defined by the unit vectors e 1 , e 2 , and e 3 as follows: The transformation from velocity coordinates to Cartesian coordinates is then given as E v2e = e 1 e 2 e 3 (77)
Cartesian coordinates to spherical coordinates
Let r = (x, y, z) and v = (v x , v y , v z ) denote the position and velocity, respectively, of a vehicle in Cartesian coordinates. Let (r, θ, φ) denote the position in spherical coordinates where r is the radius, θ is the longitude, and φ is the latitude. Similarly, let (v, γ, ψ) denote the velocity in spherical coordinates where v is the speed, γ is the flight path angle, and ψ is the heading angle. Then the transformation from Cartesian coordinates to spherical coordinates is given as follows. The position is transformed as r = r 2 = x 2 + y 2 + z 2 θ = tan −1 (y, x) φ = sin −1 (z/r)
The velocity is transformed as follows. Let
be defined so that e r = r/r e θ = (u z × r)/ u z × r 2 e φ = e r × e θ
where u z is the unit vector in the z direction. Then, denoting the velocity in the coordinate system {e r , e θ , e φ } as v s , we obtain
We then obtain
Thus, the transformation from Cartesian coordinates to spherical coordinates, denoted T c2s is given by Equations (78) 
