In this paper, we propose a two-stage hybrid method in order to solve approximately the multi-scenarios max-min knapsack problem. The proposed method is based upon three complementary stages: 1) the building stage; 2) the combination stage; 3) the two-stage rebuild stage. First, the building stage serves to provide a starting feasible solution by using a greedy procedure; each item is randomly chosen for reaching a starting population of solutions. Second, the combination stage tries to provide each new solution by combining subsets of (starting) solutions. Third, the rebuild stage tries to make intensification in order to improve the solutions at hand. The proposed method is evaluated on a set of benchmark instances taken from the literature. The obtained results are compared to those reached by the best algorithms available in the literature. The results show that the proposed method provides better solutions than those already published.
Introduction
In this paper, we investigate the use of a two-stage hybrid method (abbreviated TSHM) for solving approximately a problem belonging to the knapsack family, known as the multi-scenario max-min knapsack problem (abbreviated to MSKP). The MSKP is an NP-hard combinatorial optimisation problem (cf., Hifi et al., 2010) . Previously, this problem has considered under a multi criteria decision making framework (cf., Gass and Harris, 2001; Steuer, 1986) and it was first discussed by Yu (1996) for application of robust optimisation as a max-min knapsack problem. For such a problem, several practical applications can be found in Yu (1996) , where the well-known problem is the capital budgeting problem. In this case, the possible returns of an investment decision i depend on which out of s different scenarios is realised in the future, while the available budget c is known in advance. Such an investment should be made that maximises the lowest return under all scenarios within the given budget.
An instance of the MSKP is characterised by a knapsack of fixed capacity c and a set I of n items. Each item i I is represented by a non-negative weight w i and set of profits , s i p where the profits vary for each possible scenario s (cf., Yu, 1996) . In other words, a scenario is defined through the set of profits that applies to each item (cf., Iida, 1999) . The classical knapsack problem is a special case of the MSKP in which s is equal to one, i.e., there is only one scenario (cf., Kellerer et al., 2004; Martello and Toth, 1990) . The aim of the MSKP is to select a subset of items whose total weight fills the knapsack, and whose total profit is maximised in the worst scenario of all the possible scenarios (cf., Pinto et al., 2015) . The problem can be stated as the follows: 
where x i , i I, is the binary decision variable that takes the value one if the i th item is included in the knapsack (considered in the solution) and zero otherwise. From the above formulation, the objective function is represented by the first equation (1), where the goal is to maximise the value of the total profit of the items placed in the knapsack in the worst scenario among all the possible scenarios. The second equation (2) represents the knapsack constraint of capacity c, which imposes the condition that the sum of the weights of the selected items does not exceed the fixed knapsack capacity c. Finally, the last equation (3) represents the integrality constraint imposed on each decision variable x i , i I. Note that, in order to avoid trivial cases, it is assumed that:
a All input data , , , , The remainder of the paper is organised as follows. Section 2 reviews some of the previous work on the MSKP. Section 3 introduces a two-stage hybrid approach for solving the MSKP. Section 4 evaluates the performance of the proposed method on a set of benchmark instances taken from the literature. Section 5 concludes the work presented.
Related work
The MSKP is an NP-hard combinatorial optimisation problem (cf., Hifi et al., 2010) . Previously, this problem has considered under a multi criteria decision making framework (cf., Gass and Harris, 2001; Steuer, 1986) and it was first discussed by Yu (1996) for application of robust optimisation as a max-min knapsack problem. The MSKP is a natural extension of the well-known knapsack problem, where very few papers tackling the MSKP are available in the literature.
Among existing paper discussed the MSKP, we cite Yu (1996) and Iida (1999) who considered an exact algorithm to tackle it: they used methods based upon a branch-andbound procedure, computing the solution of the problem through surrogate relaxation and solving instances with up to 60 items and 30 scenarios. Taniguchi et al. (2008) proposed a two phase-method that contains heuristic and exact algorithm. The first phase used a pegging test to reduce the size of the (original) instance by setting the variables at their optimal values, and the second phase again applied a branch-and-bound procedure to optimally solve the reduced instance. The authors indicated that their algorithm could solve cases with up to 1000 items and 30 scenarios. Taniguchi et al. (2009) developed their work by taking a special case of the MSKP where two scenarios are considered. They developed both approximate and exact algorithms, where the approximate algorithm solved instances with up to 16,000 variables, achieving bounds of high quality in only a few seconds. They also showed that their exact algorithm yielded the optimal solutions in only a few minutes for weakly correlated instances but it remains less efficient for strongly correlated ones. Hanafi et al. (2012) tackled the two scenario max-min knapsack problem using a hybrid exact algorithm. Their approach combined heuristics and mathematical programming techniques to provide strong upper and lower bounds. The lower bounds were obtained by solving some sub-problems in which the variables were temporarily fixed. The algorithm converged to an optimal solution by iteratively adding cuts to the problem to strengthen the upper bound and by reducing the gap between the bounds. Moreover, an initial solution was derived from a surrogate-based heuristic, and the authors integrated a fixation technique to reduce the size of the initial problem by setting definitive variables at their optimal values. They used an exact or a heuristic approach for solving large instances. Their results showed that this method is efficient when the number of constraints is small, but very difficult to solve for strongly correlated instances. Song et al. (2012) proposed a collection of incomplete m-exchange algorithms as an approximate algorithm in order to obtain a solution to the MSKP. In their algorithms they proposed swapping the values of some of the binary variables of a problem. Pinto et al. (2015) tackled the MSKP with an exact method. Their approach was based on combining column generation and branch-and-bound algorithms. The resulting branch-and-price algorithm proved able, in different ways, to outperform the other state of the art methods described in the literature. They compared their results with other approaches, and showed that the branch-and-price algorithm performs better globally than the best-known methods in the literature.
In Al-Douri et al. (2016) an adaptive large neighbourhood search has been proposed for approximately solving the special case related to two scenarios max-min knapsack problem. Such a method is based upon three complementary steps. The first step yields a feasible solution by following the standard greedy procedure related to knapsack problems. The second step tries to explore applies the neighbourhood of a current solution. The last step diversifies the search process by degrading the quality of the solution with the aim of escaping from a local optimum. These steps are repeated until reaching the stopping criterion.
In Hifi (2016b, 2016c) , the method developed in Al-Douri et al.'s (2016) has been extended for solving the multi-scenarios version of the MSKP. The adapted method uses the principle of the destroying strategy which serves to diversify the search process. Such a strategy yields both partial solution and a reduced sub-problem, where the resulting sub-problem is subject to optimisation by using a black-box solver (using the Cplex solver). The aforementioned strategy was embedded into an iterative process until satisfying the stopping condition.
Finally, in Al-Douri and Hifi (2017 Hifi ( , 2016a , a diversified method has been proposed for solving the MSKP. First, the method uses a deterministic polynomial greedy procedure to generate a starting solution. Next, the provided solution is modified in order to reach its neighbour solution. The process is repeated till building a set of solutions that forms a starting population. Second, a series of solutions are obtained by combining a pair of solutions belonging to the current population. At each step a partial feasible solution is obtained and completed with another solution obtained by calling a black-box solver. Third, an intensification phase was used for enhancing the solution at hand. Finally, these steps are repeated until achieving a maximum number of iterations or the fixed runtime limit.
In this paper, we propose a TSHM for solving both 2SKP and MSKP. Such an approach can be viewed as a straightforward of the method proposed in Al-Douri and Hifi (2017 Hifi ( , 2016a . Indeed, we first modify the population of solutions by making a random generation of the solutions. Second, we replace the combination process by the fusion process that is able to provide either feasible or unfeasible solutions. Whenever the new solution is feasible, the intensification phase is applied (after using the black-box solver for completing the partial solution) whereas the unfeasible solution is corrected, completed with the black-box solver and improved by the intensification phase. The last process is repeated for enriching the population of solutions and stops when a satisfactory solution is achieved.
A two-stage hybrid approach for the MSKP
In this section, we discuss the suggested two-stage hybrid approach (TSHM) for solving the MSKP. In fact, the proposed algorithm is composed of three main steps. The first step yields a feasible solution by following a greedy algorithm. The second step tries to combine an initial population that enhances the quality of the solution at hand. The third and last step tries to improve the produced solutions by two-stage:
1 Stage one applies a series of moves for constructing a series of feasible solutions by critical elements.
2 Stage two allows the search to explore the left and right neighbourhood of critical elements by using a depth parameter.
A starting population
The TSHM needs a set of solutions that represent the initial population. In our study, we propose a greedy random algorithm where the order of each selected item is randomly generated. Indeed, we assume that all items are sorted in a random order. Then, the used procedure can be summarised as follows:
Algorithm 1: A greedy random building procedure for MSKP.
Require: An instance of MSKP represented by the set I of items, the weight vector w and the capacity c of the knapsack. Note that the above procedure (Algorithm 1) is applied in order to build a single solution. So, in order to generate an initial population, we just run the procedure several times according to the size of the population. Algorithm 2 summarises how the starting population may generated according to the procedure described by Algorithm 1.
Algorithm 2 is a standard description used for generating a set of diversified solutions. Each solution S is built by applying Algorithm 1 and introduced in the set P representing the population. One can observe that introducing S into P implies that solution does not belong to the current population. Otherwise, a random removing / adding of some items from the solution S makes it possible to construct a feasible and different solution (as described at Step 2).
A fusion stage
The fusion stage tries to build a set of diversified solutions which depend on the solutions belonging to the current population. In this case, it tries to provide a new trial solution by building a series of new solutions according to a series of pairs of solutions belonging to the population at hand.
Algorithm 2: A starting population.
Require: A size N of the population.
Ensure: A population P of feasible solutions. Else perturbe S till obtaining a different configuration before introducing it in P.
Until (nb = N).
3 Exit with the population P.
Then, we propose a new greedy random procedure, called a Fusion Procedure (FP). More precisely, let S (1) and S (2) be the solutions (belonging to the population) being combined and S new be the new resulting solution. Such a solution S new is provided by applying Algorithm 3.
Algorithm 3: A fusion strategy: building a diversified solution.
Required: Two configurations S
(1) and S (2) of the current population P.
Ensure:
A new configuration S new (to be introduced in P replacing its worst configuration).
, where only items fixed to one in both solutions are saved.
2 For each item fixed to one either in S (1) and not in S (2) or in S (2) and not in S
, let x = random {0, 1} and for each x, add to S new the index representing x whenever x = 1.
3 If S new is unfeasible, then for each scenario set temporary order all items as follows: 
A two-stage procedure: an intensification procedure
The two-stage procedure can be viewed as a local search that is based on a series of exchanges between items belonging or not to the current solution. The local solution is used to improve the quality of the current solution or a series of building solutions. It also includes to finding a good strategy for generating a final solution x p , p 1, localised in the neighbourhood of the current local solution.
The first stage
It s a process applied to a series of moves for constructing a series of feasible solutions x 1 , x 2 , …, x p by using a critical element. 
The second stage
This stage depends on non-negative integer parameter, namely ∆, representing a depth parameter. The depth parameter allows us to jump backward from is to 1 s s c c i i and so on until the total depth ∆ has been explored. It also allows the search to explore the entire left neighbourhood and attend to explore the entire right neighbourhood. Such a method tries to make solutions combinations of different solutions never visited before and it tries to modify choice rules to encourage move combinations.
Of course, one can also consider a series of critical elements that can be associated to the current solution; it means that an extended definition of the critical element can be used for more diversifying the search process (our limited computational results showed that the simple exploring method was sufficient in providing good behaviour for the proposed algorithm, especially on benchmark instances available in the literature for the MSKP).
Hence, for each scenario s, s S, and with reference to a feasible solution, several manners can be explored for making a move regarding the critical item. In our study, we followed the standard strategy already used in Hifi et al. [10] 3 Complete the partial configuration by applying the greedy procedure.
Hence, both left and right neighbourhood realise the current neighbourhood of the solution at hand, namely S MSKP . In fact, its mimics a truncated branch-and-bound where only a first level is considered; in this case, each successor of the current critical element has the following form: the current critical element is fixed either to zero or one and some of its successor, limited to the ∆ th element, is fixed to one or zero, respectively. Of course, such a manner can be viewed as an extension of the 'core problem' used for the single knapsack problem applied herein for the MSKP. 
Computational results
This section evaluates the effectiveness of the proposed TSHM on benchmark instances taken from the literature. These instances were extracted from Pinto et al. (2015) and generated following the standard scheme used by Taniguchi et al. (2008) . This section is divided into two parts. The first part is focused on the performance of the proposed TSHM on instances related to the max-min knapsack problem with two scenarios and runtime limit fixed to five seconds [as used in the literature, (cf., Pinto et al., 2015) ]. The second part evaluates the effectiveness of TSHM on more hardness instances containing at least three scenarios, and in this case, the runtime limit is varied. Note also that TSHM was coded in C++ and run on an Intel Pentium Core i7 with 2.1 GHz.
We recall that TSHM involves several decisions. The decisions associated directly to TSHM correspond to: 1 the size of the initial population 2 the maximum number of local generations plus the times that restarting the populations set (generated).
The presented results have been conducted using the following tunings. First, the size of the initial populations is generally recommended between 25 and 45; herein, we used the value of 35 which find as a good compromise between the computing time and the quality of the obtained solutions (this value was also used in Al-Douri and Hifi (2016a) for studying the behaviour of the diversified method). As in Al-Douri and Hifi (2016a), we also set the number of the local generations to 30 and, the number of the initial population's refreshment to 15.
Behaviour of TSHM on instances with two scenarios
In order to evaluate the effectiveness of TSHM, we considered a first set of instances [taken from Pinto et al. (2015) ], where each instance contains two scenarios. For this set, two types of instances are considered: weakly and strongly correlated ones. For each type of instances (weakly and strongly correlated), there are three groups represented according to the size of the capacity of the knapsack. The knapsack capacity c is setting
w where δ is equal to 0.25, 0.5, or 0.75. For each pair of (I, δ), there are 15 instances, where for the weakly (resp. strongly) correlated type, the cardinality of the set of items I varies in the discrete interval {5,000, 7,000, 10,000, 13,000, 15,000, 18,000, 20,000} (resp. {500, 1,000, 4,000, 5,000, 7,000, 10,000}). The results provided by TSHM are compared to the best results available in the literature (cf., Al-Douri and Hifi, 2016a; Pinto et al., 2015) . Indeed, Table 1 reports the results reached by applying TSHM on both groups of instances: weakly correlated instances (the first three columns of Table 1 ) and strongly correlated instances (the last three columns of Table 1 ). In fact, columns 1 and 2 (resp. columns 4 and 5) represent the instance information: I, the number of items, and δ, the value of the parameter used for calculating the capacity c of the instance's knapsack. Column 3 (resp. column 6) tallies the average solutions obtained by TSHM when it is applied for all scenarios on the weakly (resp. strongly) correlated instances. Finally, the last line of the table summarises the average values of all solutions reached by TSHM. Note also that TSHM provide the solutions within negligible runtime.
Generally, when using approximate methods to solve optimisation problems, it is well-known that different parameter settings for the method lead to results of variable quality. Of course, a different adjustment of the parameters' method would lead to a high percentage of good solutions. But this better adjustment would sometimes lead to heavier runtime requirements. Because the runtime limit was fixed to five seconds by some recent available methods in the literature, we then decided to choose the set of values representing a satisfactory trade-off between solution quality and this running time. The proposed TSHM involves two decision variables:
1 the runtime limit, used as the stopping criterion, 2 the depth parameter ∆ representing the size of the solution's neighbourhood.
First, the runtime limit was fixed to five seconds for the first set of instances, as discussed above. Second, because neighbouring search can be viewed as a simple exploring procedure, which tries a series of perturbations of the critical items from the current position to either the left position or the right position, we then fixed ∆ to the greatest value such that 0 ∆ n regarding the position of the current critical item. Table 2 illustrates the objective value obtained with TSHM on both sets of instances (the weakly and strongly correlated instances). The solutions obtained are compared to those published in Al-Douri and Hifi (2016a) and Pinto et al. (2015) (noted DM and CG respectively). Columns 1 and 2 (respectively, columns 6 and 7) show the instance information: I is the number of items, and δ the value of the parameter used for calculating the capacity c of that instances knapsack. Column 3 (respectively, column 8) represents the average solution available from the literature CG, and column 4 (respectively, column 9) shows the average solution achieved by DM. Finally, the average solutions obtained by TSHM for all scenarios for the weakly (strongly) correlated instances are shown in column 5 (respectively, column 10).
From Table 2 , we observe what follows:
1 For the weakly correlated instances, TSHM outperforms both CG and DM solutions. Indeed, on the one hand, for the first group of instances with δ = 0:25, the variation of the improvement varies from 0 to 0.65 (when considering the best values achieved by both CG and DM). Globally, for the aforementioned value of δ, the average improvement, when compared to the best average solutions of both CG and DM, is equal to 0.65. On the other hand, for the group with δ = 0:5, the variation of the improvement varies from 0 to 0.3, and, its global average value is equal to 0.3. Finally, with δ = 0:75, the variation of the improvement varies from 0 to 0.1, and, its global average value is equal to 0.1.
2 For the strongly correlated instances, the proposed approach matches all the best results realised by both CG and DM. In this case, the strongly correlated instances available in the literature seem easier to optimally solve by all methods.
Behaviour of TSHM on instances with more than two scenarios
This section discusses a comparative study between TSHMs results and those published in the literature. The study is made on three groups of instances divided according to the number of scenarios m, which is generated in the discrete interval {100, 500, 1,000} (these sets are taken from Pinto et al. (2015) . Each group is composed of four subgroups of instances, where each subgroup depends on the number of items n in the interval {1,000, 5,000, 10,000, 20,000} and, for each number of items, there are ten instances. In order to evaluate the performance of the proposed TSHM, there are three different runtime limits (60, 300 and 600) seconds as considered in the literature using equivalent computers. Table 3 illustrates the objective value obtained by TSHM on sets containing more than two scenarios. These results are compared to the best solutions available in the literature. Column 1 shows the variation of the runtime used, columns 2 and 3 contain the instance information; column 4 displays the best average solution values taken from the literature CG, and column 5 tallies the average solution values reached by DM. Finally, column 6 reports the average solution values given by TSHM.
From Table 3 one can observe what follows:
1 For the first fixed runtime (60 seconds), TSHM outperforms both CG and DM. On the other hand, increasing the fixed runtime to 300 (respectively, to 600) seconds increases TSHM's average solution quality.
2 Solutions realised by TSHM outperform those reached by CG. It happens when fixing the runtime to 60 seconds (respectively, 300 or 600 seconds). In this case, the average solution values obtained by TSHM is equal to 2,696,593.59 (respectively, 2,696,731.20 and 2,696,802.76 ) depending on the three fixed runtimes whereas CG realises an average value of 2,694,290.65 (respectively, 2,695,123.42 and 2,695,230.41 ).
3 TSHM is also able to achieve better average solution values when compared to those realised by DM, one of the best method available in the literature. Indeed, as observed from the last value of each row corresponding to average, TSHM's average solution values increase to 2,696,593.59 when fixing the runtime to 60 seconds (respectively, to 2,696,731.20 and 2,696,802 .76 when fixing the runtime to 300 and 600 seconds.
We can conclude that the used strategies seem, among the different strategies explored, to be a good compromise in terms of solution quality and runtime.
Conclusions
In this paper, we proposed a two-stage hybrid approach for solving the multi-scenarios max-min knapsack problem. The method uses a greedy algorithm by choosing the order of items randomly in order to generate a starting population solution. The proposed method combines initial population solutions in order to provide solutions of high qualities. It tries to improve the current solutions by exploring and combining a series of solutions. Computational results showed that the two-stage hybrid approach yields a high-quality solutions and is was able to improve most solutions available in the literature.
