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Kapitel 1
Einleitung
Die Energieversorgung stellt aktuell ein großes Thema in Politik und Gesellschaft
dar. Es ist davon auszugehen, dass dies sich in Zukunft nicht ändern wird, da zum
einen der weltweite Verbrauch weiter wächst und zum anderen der Vorrat an fos-
silen Brennstoffen begrenzt ist. Wie von der Arbeitsgemeinschaft Energiebilanzen
e.V. in [6] beschrieben, decken die fossilen Brennstoffe den größten Teil der Energie-
versorgung in Deutschland ab. Daher werden Alternativen zu fossilen Brennstoffen
gesucht, um die Abhängigkeit gegenüber diesen Energieformen zu verringern. Aus
diesem Grund will die Politik in Deutschland die Energiewende vorantreiben, die die
Umstellung auf erneuerbaren Energien darstellt. Jedoch ist der Wechsel noch nicht
bewältigt, weswegen neue Forschungsresultate in diesem Bereich wichtig sind. Jedoch
stehen Verfahren, die eine maximale Energieausbeute aus den fossilen Brennstoffen
liefern, ebenfalls im Fokus der Wissenschaft und Politik, damit sie ihren Beitrag auf
dem Weg zur Unabhängigkeit beitragen können. In dieser Arbeit wird es um die-
se Verfahren gehen, insbesondere um die Optimierung von Kraft-Wärme-Kopplung
(KWK)-Anlagen. Derartige Anlagen erreichen einen Wirkungsgrad bis zu 95%. Um
das Maximum zu erzielen, ist eine optimale Fahrweise solcher Anlagen notwendig.
Hierdurch wird die Umwelt geschont, da weniger CO2 erzeugt wird und keine Res-
sourcen verschwendet werden. Außerdem resultiert aus einem niedrigeren Brennstoff-
bedarf mit einer gleichzeitigen Einhaltung des Produktionsplans eine Kostenreduk-
tion für den Betrieb einer KWK-Anlage.
Analysen zeigen, dass die Kosten für die Produktion mit Hilfe von KWK-Anlagen
reduziert werden. Einige Beispiele aus dem Lebensmittelbereich lassen sich bei der
Nudel- und Olivenölherstellung finden. Bei der Nudelherstellung wird die Wärme-
energie für das Trocknen der Nudeln verwendet, während der Strom für die Reini-
gung und das Mahlen des Weizens genutzt wird (vgl. Panno et al. [60]). Bei der
Olivenölherstellung wird die Hitze für das Erwärmen und Trocknen der Olivenmai-
sche benötigt, aus der Olivenöl und Brennmaterial gewonnen werden, während der
erzeugte Strom für den Betrieb der Zentrifuge genutzt wird, die die festen und flüssi-
gen Bestandteile der Olivenmaische voneinander trennt (vgl. Ruiz Celma und López-
Rodríguez [63]). Jedoch wird in Panno et al. [60] deutlich, dass die Ausgaben und der
CO2-Ausstoß wesentlich stärker reduziert werden könnten, wenn es einen technischen
Support für KWK-Anlagen geben würde.
Bisher werden diese Anlagen anhand von Erfahrungswerten betrieben, wodurch nicht
gesichert ist, dass sie optimal gefahren werden. Durch den straffen Produktionsplan
vieler Anlagen sind kaum Spielräume für das Ausprobieren anderer Szenarien vor-
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handen und dadurch ist es nicht möglich, weitere Erfahrungen mit der Anlage zu
sammeln. Aus diesem Grund ist es schwierig, Verbesserungen gezielt zu erreichen.
Um diese Missstände zu beheben, müssten die Produktionspläne von KWK-Anlagen
drastisch gekürzt werden, damit an der Fahrweise experimentiert werden kann. Da
dieses Vorgehen ein sehr hohes Risiko bezüglich eines Schadens seitens der Anlage
birgt und zusätzlich eine Gewinnreduktion durch die Einschränkung der Produkti-
onszeit verursacht, haben viele Anlagenbetreiber Vorbehalte. Daher werden andere
Methoden entwickelt.
Eine erste Möglichkeit, um Experimente durchzuführen, ist die Simulation unter-
schiedlicher Szenarien am Computer anstelle des Testens in der Realität. Hierfür
werden Modelle entwickelt, die das Verhalten der Anlage hochgenau wiedergeben.
Es gibt unterschiedliche Möglichkeiten, um dies umzusetzen. Sie lassen sich in zwei
Gruppen unterteilen. Die erste Gruppe bezieht sich auf die direkte Abbildung von
physikalischen Zusammenhängen durch Formeln. Mit dieser Methode werden die
anlagenspezifischen Parameter unter anderem durch einen Vergleich mit Messda-
ten identifiziert. Als Alternative dazu werden datengetriebene Modelle erzeugt, die
die physikalischen Zusammenhänge nur indirekt betrachten. Die Entwicklung des
Modells hängt allein von den Messdaten ab, da ein Standardansatz gewählt wird.
Die Vorteile dieser Herangehensweise sind, dass die Physik dahinter nicht vollstän-
dig verstanden sein muss und dass die Modelle meist weniger komplex sind als die
physikalischen Formeln. In Ahmadi und Dincer [1] werden solche Formeln oder die
Sachverhalte vereinfacht, um noch handhabbar zu sein.
Datenbasierte Modelle haben jedoch einen Nachteil gegenüber ihren Konkurrenten.
Sie sagen nur in dem Datenbereich gut vorher, in dem sie angelernt worden sind.
Daher ist es im Allgemeinen schwierig, Vorhersagen zu treffen, wenn die Datenlage
beschränkt ist. Dieses Problem stellt sich jedoch nicht bei den KWK-Anlagen, da
es zum einen sehr viele Sensoren gibt, deren Messdaten bereits über einen langen
Zeitraum gespeichert werden, wodurch eine große Datenlage vorhanden ist. Zum an-
deren sind die Anlagen nur in einem kleinen Bereich effektiv, und daher werden sie
nur dort betrieben oder ausgeschaltet. Falls jedoch die Datenlage zu speziell oder
beschränkt ist, wird dieses Problem durch eine Anpassung der Modelle während der
Laufzeit einer Anlage umgangen. Die neuen Daten, die eventuell einen anderen Da-
tenbereich beziehungsweise ein anderes Szenario abdecken, werden dadurch mit in
den Lernbereich aufgenommen. Ein Beispiel für die Notwendigkeit einer Anpassung
befindet sich in Serrano Delgado et al. [66] bei einer Papierfabrik.
Ein Beispiel für den Einsatz einer datenbasierten Methode wird in Cimdina et al. [23]
gezeigt. Dabei wird eine polynomiale Ansatzfunktion zur Beschreibung einer Biogas-
anlage gewählt. Bei dieser Methode beschreiben die Koeffizienten der Monome den
Einfluss der einzelnen Eingänge auf den Ausgang. Dieses Wissen kann ausgenutzt
werden, um Modelle von irrelevanten Eingängen zu bereinigen.
Der nächste Schritt nach der Modellierung ist eine Optimierung. Wie bei der Model-
lierung gibt es hier verschiedene Ansätze, die sich nicht nur in der Fragestellung nach
Design- oder Fahrweisenoptimierung unterscheiden. In Ahmadi und Dincer [1] und
in Das und Ashok [25] werden zum Beispiel evolutionäre genetische Algorithmen ver-
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wendet, um Betriebskosten zu minimieren. Im zweiten Paper wird eine Einsparung
von 7,16% allein durch die Optimierung des Lastmanagements genannt. Der Nachteil
an evolutionären genetischen Algorithmen ist, dass sie von der zufälligen Auswahl
von Auswertungspunkten und der am Anfang festgelegten Anzahl an durchgeführ-
ten Iterationsschritten abhängig sind. Von daher sind sie nicht deterministisch. Im
Gegensatz dazu wird in Piacentino et al. [61] ein deterministisches Verfahren für
ein Mixed-Integer Problem verwendet, in dem es um die Optimierung des Desi-
gns und der Betriebsweise einer KWK-Anlage geht. Berücksichtigt werden dabei die
Betriebs-, Instandhaltungs- und Anschaffungskosten. Aufgrund von Speicherproble-
men sind die Autoren nur in der Lage die Optimierung mit einer groben Auflösung
der Zeit vorzunehmen. Dadurch wird die Optimierung unzuverlässig und instabil. In
[5] zeigen Andreassi et al., dass eine feine Auflösung äußerst wichtig ist. Hierdurch lie-
fert die Optimierung ein besseres Ergebnis und sie ist wesentlich stabiler. An diesem
Punkt will die vorliegende Arbeit ansetzen und ein Optimierungsverfahren in Kom-
bination mit effizient berechenbaren Modellen verwenden, um die Berücksichtigung
einer hohen Anzahl an Diskretisierungspunkten zu ermöglichen.
1.1 Ziele der Arbeit
Die Ziele dieser Arbeit bestehen darin, KWK-Anlagen mathematisch zu modellieren
und zu optimieren. Für das erste Ziel wird eine datenbasierte Methode verwendet,
die bereits von Blume [9] auf einem Blockheizkraftwerk (BHKW) angewendet wurde.
Durch die Übertragung der Methode auf KWK-Anlagen wird überprüft, ob sie für
diese Anlagen ebenfalls hervorragende Resultate erzielt. Ein Vorteil einer datenba-
sierten Methode ist die geringere Komplexität in der Ansatzfunktion als bei phy-
sikalisch motivierten Verfahren. Dadurch werden die so erzeugten Modelle schnell
ausgewertet mit hochgenauen Ergebnissen in ihrem Anlernbereich, was für die Op-
timierung wichtig sein wird.
Da die zuverlässige Vorhersage eines datenbasierten Modells auf die Trainingsmen-
ge beschränkt ist, wird der vertrauenswürdige Vorhersagebereich über diese Menge
hinaus erweitert. Dafür wird eine Modelladaption verwendet, die die Modelle, sobald
neue Daten vorhanden sind, an diese anpasst, um den zuverlässigen Vorhersage-
bereich um diese Daten zu erweitern. Da Blume dieses Verfahren ebenfalls schon für
BHKWs verwendetet hat, wird es mit leichten Modifizierungen an KWK-Anlagen
ausprobiert, um deren Machbarkeit bei diesen Anlagen zu zeigen.
Außerdem wird ein Verfahren geschaffen, das die Modelle in ihrer Dimension verklei-
nert, ohne eine wesentliche Verschlechterung der Modellgüte zu verursachen. Dadurch
wird die Auswertungszeit der Modelle gesenkt. Es wird hierfür eine Modellreduktion
entwickelt, die die Anzahl der Einflussgrößen der abzubildenden Größe verkleinert.
Sie basiert auf der in dieser Arbeit verwendeten datenbasierten Modellierung. Ne-
ben der Senkung der Berechnungszeit hat die Reduktion der Dimension der Modelle
einen weiteren positiven Effekt. Sie verringert das Risiko einer Überanpassung an
die Trainingsdaten, da die Anzahl der Freiheitsgrade ebenfalls gesenkt wird und nur
noch die relevanten Größen erhalten bleiben.
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Ergänzend wird eine Möglichkeit verwirklicht, die es erlaubt, mit wenig Aufwand
einzelne Komponenten in einem Gesamtmodell, welches eine KWK-Anlage darstellt,
auszutauschen oder zu ergänzen. Diese Eigenschaft wird unter anderem benötigt,
wenn ein Bauteil in einer Anlage umgebaut oder hinzugefügt wird. Daher werden in
dieser Arbeit die Modelle modular dargestellt und durch eine Verkettung mit anderen
Modellen verbunden, um die Gesamtanlage abzubilden.
Für das zweite Ziel, die Optimierung der Fahrweise von KWK-Anlagen, wird zu-
sätzlich verlangt, dass eine hohe Auflösung des Vorhersagebereichs gewählt wird,
um eine hohe Stabilität der Lösung zu gewährleisten. Dafür wird ein vorhandener,
SQP-basierter Optimierungsalgorithmus verwendet, der für hochdimensionale Pro-
bleme ausgelegt ist. Durch die Verknüpfung mit der datenbasierten Modellierung
wird einerseits die Machbarkeit der Kombination der beiden Methoden überprüft
und andererseits die Anwendbarkeit eines SQP-basierten Optimierungsalgorithmus
sowie deren Nutzen bei KWK-Anlagen getestet.
In dieser Arbeit bezieht sich das „optimal“ auf die Minimierung der Betriebskosten.
Jedoch müssen der Produktionsplan und die physikalischen sowie technischen Gren-
zen der Anlage eingehalten werden. Zu diesem Zweck werden Nebenbedingungen
eingeführt.
Neben der Einführung und der Implementierung der Verfahren zur Erreichung der
Ziele dieser Arbeit, werden die Methoden anhand von Realdaten getestet, um den
möglichen Nutzen besser zu beurteilen. Hierfür stehen Daten von einer realen Test-
anlage und einer Testkomponente zur Verfügung.
1.2 Aufbau der Arbeit
Zum Erreichen der Ziele wird ein Überblick über KWK-Anlagen geschaffen, um her-
auszufinden, weswegen solche Anlagen untersucht werden. Dazu wird in Kapitel 2
das Prinzip der Kraft-Wärme-Kopplung beschrieben, um ihre Vorteile gegenüber der
konventionellen Energiegewinnung darzustellen. Diese Vorteile dienen nicht nur in-
dustriellen Zwecken, sondern helfen auch, politische Ziele zu erreichen. Dies zeigt auf,
dass die Erforschung von KWK-Anlagen sinnvoll und zukunftsträchtig ist.
Als nächstes werden in Kapitel 3 die mathematischen Grundlagen für die Model-
lierung und Optimierung vorgestellt. Der Schwerpunkt liegt bei der nichtlinearen
Optimierung und dem linearen Ausgleichsproblem. Bei beiden Themen geht es um
die Definition von bestimmten Problemtypen und deren Lösung mittels numerischer
Verfahren. Zusätzlich wird gezeigt, dass eine datenbasierte Modellierung mathema-
tisch sinnvoll ist.
Aufbauend auf der Mathematik wird die datenbasierte Modellierung mit der Anpas-
sung, der Reduktion und der Verkettung in Kapitel 4 eingeführt. Dort wird erläutert,
wie die datenbasierte Modellierung als Ausgangspunkt für die Modellanpassung dient
und welche Bedeutung sie in der Modellreduktion besitzt. Anschließend werden die
Methode der Kreuzvalidierung und die verwendeten Daten für die Verifikation der
erzeugten Modelle vorgestellt.
Für die Optimierung der Fahrweise einer KWK-Anlage wird in Kapitel 5 das darun-
4
1. Einleitung
terliegende Optimierungsproblem definiert. Dazu gehören die Zielfunktion, die Ne-
benbedingungen und die Boxschranken der Optimierungsvariablen. Für die Anwen-
dung mit einem SQP-basierten Optimierungsalgorithmus werden einige Anpassungen
in der Problemformulierung benötigt, die darauf folgend aufgeführt werden.
In den folgenden drei Kapiteln werden die numerischen Ergebnisse der aufgeführten
Methoden mit den gegeben Datensätzen zusammengefasst. In Kapitel 6 wird die
Modellidentifikation und -verkettung an den Komponenten der Testanlage erprobt
und geprüft. Mit Hilfe der Testkomponente einer anderen Anlage wird sie in Kom-
bination mit der Kreuzvalidierung angewendet, um Schlüsse auf die Anwendbarkeit
der Identifikation auf gewisse Datenverteilungen zu ziehen.
In Kapitel 7 wird zuerst der Fokus auf die Modellanpassung gelegt. Verschmutzung,
Verschleiß und Alterung verändern das Verhalten einer Anlage langsam. Daher wird
aufgezeigt, welche Probleme durch die Modellidentifikation ohne eine Modelladapti-
on entstehen und wie diese durch ein Modellupdate verhindert werden. Bei größeren
Änderungen einer Anlage könnte eine Anpassung jedoch nicht ausreichend sein. Um
diese Frage zu klären, wird ein Vergleich zwischen der Adaption mit verschieden
Einstellungen und dem Neuerstellen eines Modells gemacht, um eine Empfehlung zu
geben, wie bei so einem Fall gehandelt werden sollte. Im Anschluss wechselt der Fokus
auf die Modellreduktion. Es werden die unterschiedlichen Parameter der Modellre-
duktion auf ihren Einfluss auf das Ergebnis untersucht und ein Vergleich zwischen
reduzierter Berechnungszeit und erhöhtem Fehler gemacht, um den Nutzen der Mo-
dellreduktion abzuwägen.
Der Gewinn durch eine Optimierung der Fahrweise wird in Kapitel 8 aufgeführt. Es
wird ein Vergleich zwischen der optimierten Lösung und der tatsächlich gefahrenen
Anlage aufgestellt, um eine mögliche Ersparnis nicht nur in den Kosten sondern auch
in den Treibhausgasemissionen festzustellen. Zum Abschluss wird die Optimierung
auf Echtzeitfähigkeit getestet.
Um die Arbeit abzurunden und zusammenzufassen, werden in Kapitel 9 die zentralen
Ergebnisse bewertet. Dies stellt den Ausgangspunkt für Vorschläge dar, an denen in
Zukunft angesetzt werden kann.
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Kapitel 2
Kraft-Wärme-Kopplungsanlagen
Die Deckung des Energiebedarf ist ein wichtiges Thema in der heutigen Gesellschaft.
Dabei stellt die elektrische Energie die vielseitigste Energieform dar, da sie mit ge-
ringen Verlusten transportiert und in andere Energieformen umgewandelt werden
kann. Zur kommerziellen Energieerzeugung werden nach der Arbeitsgemeinschaft
Energiebilanzen e.V. [6] in Deutschland sieben verschiedene Primärenergielieferan-
ten genannt:
• Mineralöl (34%)
• Erdgas (20,9%)
• Steinkohle (12,9%)
• Braunkohle (11,8%)
• Kernenergie (7,6%)
• Erneuerbare Energie (12,4%)
• Sonstige (1,8%)
Mit einem Stromaustauschsaldo von -1,4% ergibt die Summe aller Werte 100%.
Die ersten vier Energielieferanten lassen sich zu den fossilen Brennstoffen zählen und
bilden mit Abstand den größten Energielieferanten. Ebenfalls im Bericht von der
Arbeitsgemeinschaft Energiebilanzen e.V. wird erwähnt, dass der Bedarf an Ener-
gie um 1,6% gestiegen ist. Einen Anstieg lässt sich ebenfalls auf den Weltbedarf an
Energie feststellen. Nach Boyce [10] soll von 2004 bis 2030 dieser um mehr als die
Hälfte ansteigen, weswegen Alternativen oder Verbesserungsmöglichkeiten der bishe-
rigen Verfahren für die Energieerzeugung gesucht werden. Da die fossilen Brennstoffe
bisher den größten Anteil in der Energieproduktion haben und ihr Vorkommen be-
schränkt ist, rückt Kraft-Wärme-Kopplung seit einigen Jahren immer weiter in den
Fokus.
Eine KWK-Anlage zeichnet sich, wie in Schaumann und Schmitz [64] beschrieben,
durch die gekoppelte Gewinnung von mechanischer beziehungsweise elektrischer und
thermischer Nutzenergie aus. Dadurch erzielt sie einen wesentlich höheren Wirkungs-
grad als bei einer getrennten Erzeugung von elektrischer Energie und Wärme. Ihr
Wirkungsgrad liegt zwischen 80% und 95%, während er im Vergleich zur getrennten
Erzeugung maximal bei 70% ausfällt.
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Anhand eines Beispiels wird in Abschnitt 2.1 das Prinzip von KWK beschrieben,
um zu verdeutlichen, weswegen der Wirkungsgrad höher ist. Da es sehr viele unter-
schiedliche KWK-Systeme gibt, folgt nach der Beschreibung in Abschnitt 2.2 eine
Übersicht von verschiedenen Anlagentypen. Dabei werden die Vor- und Nachteile
der einzelnen Typen sowie ihre Performanzcharakteristiken aufgelistet. Daran an-
schließend werden Vorteile beziehungsweise Chancen von KWK-Anlagen bezüglich
der konventionellen Energiegewinnung in Abschnitt 2.3 vorgestellt. Die Möglichkei-
ten wurden ebenfalls von der Bundesregierung erkannt und spiegeln sich im Kraft-
Wärme-Kopplungsgesetz (KWKG) wider, auf das am Ende des Kapitels in Abschnitt
2.4 kurz eingegangen wird.
2.1 Ablauf in einer
Beispiel-Kraft-Wärme-Kopplungsanlage
Der Aufbau von KWK-Anlagen variiert stark, da es unterschiedliche Technologien
gibt, wie später in Abschnitt 2.2 aufgeführt wird. Daher wird hier nur ein sche-
matischer Aufbau gezeigt, um daran das Prinzip von KWK zu beschreiben und zu
erläutern.
In Abbildung 2.1 ist eine Anlage dargestellt, die aus einer Gasturbine, einer Dampf-
turbine, einem Kondensator und einem Abhitzekessel besteht. Der Abhitzekessel ist
Abbildung 2.1: Beispiel eines KWK-Prozesses. Von Peter Lehmacher aus der
deutschsprachigen Wikipedia [55], verändert und lizenziert un-
ter CC BY-SA 3.0 (https://creativecommons.org/licenses/
by-sa/3.0/deed.de).
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direkt an die Gasturbine angeschlossen, während die Dampfturbine und der Konden-
sator über ein Röhrensystem miteinander und mit dem Abhitzekessel verbunden sind.
In die Gasturbine fließt ein Gasgemisch hinein, das zusammen mit Luft verbrannt
wird. Dadurch wird der Generator angetrieben, der Strom produziert. Gleichzeitig
entstehen heiße Abgase, die in den Abhitzekessel gelangen. Durch die Wärme der
Abgase wird das Wasser im Röhrensystem aufgeheizt und Dampf entsteht.
Der entstandene Dampf aus dem Abhitzekessel gelangt weiter zur Dampfturbine und
treibt diese an, wodurch elektrische Leistung im Generator erzeugt wird. Durch die
Dampfturbine verliert der Dampf an Wärme und gelangt in diesem Zustand zu ei-
nem Verbraucher. In diesem Beispiel handelt es sich dabei um eine Industrieanlage,
in dem Prozesse durchgeführt werden, bei denen Wärme benötigt wird. Der Dampf
verliert dadurch Wärme und gelangt abgekühlt wieder in den Abhitzekessel. Damit
beginnt der Prozess von Neuem. Anstelle einer Industrieanlage kann die Wärme aus
dem Dampf auch für Heizprozesse wie für die Warmwasseraufbereitung oder Fern-
wärme verwendet werden.
Dieses Beispiel zeigt, wie aus Gas gleichzeitig Strom und Nutzwärme erzeugt wird.
Der Strom kann unter anderem direkt in der Anlage verwendet werden, wie für die
Beleuchtung, oder ins Netz eingespeist werden, wo er von jemand anderem benö-
tigt wird. Die Wärme wird hier einerseits verwendet, um noch weiteren Strom zu
erzeugen. Andererseits kann die Restwärme im Dampf für weitere Heiz- oder Indus-
trieprozesse genutzt werden.
Es handelt sich hierbei nur um ein Beispiel von vielen möglichen Varianten einer
KWK-Anlage. Je nach der gewünschten Art der Nutzung, Leistung und dem Platz,
der zur Verfügung steht, gibt es eine Vielzahl an Ausführungen, auf die im Folgenden
näher eingegangen wird.
2.2 Übersicht von Anlagentypen
KWK-Anlagen finden sich in den Bereichen der öffentlichen Stromversorgung, in der
Industrie und im privaten Haushalt wieder. Der Bedarf ist dabei sehr unterschiedlich.
Für den Privathaushalt gibt es kleine Kraftwerke, deren Leistung nur wenige Kilowatt
beträgt. Sie sind für den industriellen Gebrauch zu klein, da dort teilweise mehrere
Megawatt Energie benötigt werden. Daher lassen sich produzierende Unternehmen
ihre individuellen KWK-Anlagen planen. Diese werden in Abhängigkeit des Bedarfs
an Strom und Wärmeenergie sowie des vorhandenen Platzes zusammengestellt. Nach
Schaumann und Schmitz [64] gibt es drei Betriebsarten von KWK-Anlagen:
• stromorientiert
• wärmeorientiert
• Wechsel zwischen strom- und wärmeorientiert
Dabei tritt der letzte Fall selten auf. Die meisten Anlagen werden nach Boyce [10]
wärmeorientiert geplant und betrieben, da der Strombedarf auch durch das Strom-
netz abgedeckt werden kann. So wird der Bedarf mit der Anlage gedeckt und bei
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Technologie
Dampf-
turbine,
alleinste-
hend
Otto- und
Dieselmo-
tor
Gasturbine,
alleinste-
hend
Mikrogas-
turbine
Brenn-
stoffzelle
Gesamt-
effizienz 80% 70 - 80% 70 - 75% 65 - 75% 55 - 80%
Kapazitäten
in MW 0,5 - 250 0,01 - 5 0,5 - 250 0,03 - 0,25 0,005 - 2
Verhältnis el.
Energie zu
Wärme
0,1 - 0,3 0,5 - 1 0,5 - 2 0,4 - 0,7 1 - 2
Verfügbarkeit ∼ 100% 92 - 97% 90 - 98% 90 - 98% > 95%
Hochfahrzeit 1 h - 1 d 10 s 10min - 1 h 60 s 3 h - 2 d
Tabelle 2.2: Übersicht der Performanzcharakteristiken von verschiedenen KWK-
Systemen (aus [24]).
einem Überschuss wird Strom in das Netz eingespeist. Außerdem ist der Verlust der
Energie durch den Transport geringer als bei Wärme. Bei stromorientierten Anla-
gen wird die fehlende Wärme durch Kesselsysteme erzeugt. Der Wechsel von beiden
Betriebsarten basiert meistens auf einer Wärme orientierten Ausrichtung der Anla-
ge mit einem Alternativbetrieb für den anderen Fall (vgl. Schaumann und Schmitz
[64]).
Es gibt unterschiedliche Typen von KWK-Anlagen. Sie werden unterteilt nach den
Erzeugern von mechanischer Energie, die in elektrische umgewandelt wird. Im weite-
ren Verlauf dieser Arbeit wird nicht mehr explizit erwähnt, dass elektrische Energie
durch einen Generator aus mechanischer umgewandelt wird. Die verschiedenen Er-
zeuger haben unterschiedliche Vor- und Nachteile. Diese sind aus Schaumann und
Schmitz [64] sowie aus Darrow et al. [24] übernommen worden und in Tabelle 2.1
aufgelistet.
In Tabelle 2.2 werden unterschiedliche Performanzcharakteristiken wie die Gesamt-
effizienz und Verfügbarkeit der unterschiedlichen KWK-Technologien dargestellt. Da-
bei werden die Komponenten nur einzeln betrachtet. Sie werden jedoch auch mitein-
ander oder mit anderen Systemen kombiniert, um die unterschiedlichen Bedürfnisse
von Betrieben zu decken. Dadurch verändert sich das Verhältnis zwischen Strom und
Wärme oder die Kapazitäten werden erhöht. Die Gesamteffizienz liegt bei den Tech-
nologien bei maximal 80% und wird durch die Kopplung mit anderen Systemen auf
95% gesteigert. Sie ist ein großer Vorteil von KWK, aber nicht der einzige, wie im
nächsten Abschnitt gezeigt wird.
12
2. Kraft-Wärme-Kopplungsanlagen
2.3 Vorteile von Kraft-Wärme-Kopplung
Durch den steigenden Bedarf von Energie und durch die Begrenztheit der traditio-
nellen Energielieferanten sind KWK-Anlagen äußerst lukrativ. Nach Shipley et al.
[68] treiben darüber hinaus die immer strengeren Gesetze zum Umweltschutz den
Anschaffungspreis eines Kraftwerks weiter in die Höhe. Der Preis ist in den USA
von 2000 bis 2008 um 78% gestiegen. Daher müssen sie effizienter genutzt oder nach
Alternativen gesucht werden. Flin führt in [35] noch weitere ökonomische Gründe
für eine KWK-Anlage auf. Durch den Einsatz von KWK-Anlagen, die direkt vor Ort
ihre Verbraucher haben, entfällt der Energieverlust, um die Wärme zu transportie-
ren. Die Effizienz des Wärmetransports liegt bei 80% bis 95%. Im Vergleich liegt
der Verlust von elektrischer Energie durch den Netztransport in Deutschland bei
3,94% (vgl. [14]). Außerdem liegt die Effizienz bei getrennter Erzeugung für elektri-
sche Energie bei 30% bis 50% und für Wärme bei 40% bis 70%. Im Vergleich liegt
die Effizienz einer KWK-Anlage bei 80% bis 95%. Dadurch werden Kosten durch
die Reduktion des Kraftstoffverbrauchs eingespart. Das Brennmaterial kann Kohle,
Erdgas oder Biogas sein. In einigen Anlagen wird sogar Müll verbrannt, um gegen
das Abfallproblem vorzugehen. Ein weiterer Effekt der Reduktion des Kraftstoffs ist
die geringere Emission von CO2. Laut Flin betrug die Produktion von elektrischer
Energie durch KWK-Anlagen in Europa 10% im Jahre 2008. Durch eine Verdopp-
lung dieses Anteils kann eine Einsparung von 100 Millionen Tonnen CO2 im Jahr
geschaffen werden.
Durch die Einsparung der Energiekosten behält die westliche Welt nach Shipley [68]
ihre Wettbewerbsfähigkeit gegenüber Ländern mit Niedriglöhnen. Die Kosten der
Herstellung von Produkten werden dadurch gesenkt und ein vergleichbarer Preis
wird erreicht. Es ist ein Anreiz, die Herstellung im eigenen Land zu belassen, anstatt
sie ins Ausland auszulagern.
Insgesamt lässt sich zusammenfassen, dass KWK eine große Möglichkeit bietet, Ener-
gie effizient mit der bestmöglichen Ausbeute einzusetzen, besonders an Standorten,
an denen beide Energieformen Strom und Wärme benötigt werden. Durch den di-
rekten Verbrauch entstehen kaum Verluste der Energie durch den Transport. Dies
spiegelt sich ebenfalls darin wider, dass KWK inzwischen zum Stand der heutigen
Technik gehört und in vielen Kraftwerken und industriellen Prozessen verwendet
wird.
2.4 Kraft-Wärme-Kopplungsgesetz
Die Vorteile der KWK sind nicht nur für die Industrie interessant, sondern auch für
politische Ziele. Die Bundesregierung will die Verbreitung von elektrischer Energie
aus KWK in Deutschland vorantreiben, da KWK helfe, die nationalen Klimaschutz-
ziele zu erreichen. Dafür hat der Bundestag im Jahre 2002 das „Gesetz für die Erhal-
tung, die Modernisierung und den Ausbau der KWK“ (unter anderem auch bekannt
als Kraft-Wärme-Kopplungsgesetz) verabschiedet. Das Ziel dieses Gesetzes ist, dass
25% der Produktion von elektrischer Energie in Deutschland bis 2020 aus KWK-
Anlagen stammen soll. Durch dieses Gesetz erhofft sich die Bundesregierung einen
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Beitrag der KWK-Anlagen zur Treibhausgasemissionsminderung. Das deutsche Kli-
maschutzziel sieht bis 2020 eine Senkung von CO2-Emissionen von 40% im Vergleich
zu 1990 vor (vgl. [26]). Zum Erreichen des Ziels werden Anreize für die Anschaffung
oder Modernisierung von KWK-Anlagen, insbesondere für die Industrie, geschaffen.
Dazu gehören unter anderem die Förderung bei der Anschaffung oder die Festsetzung
eines Abnahmepreises für elektrische Energie.
Zur Kontrolle des KWKGs werden regelmäßig Analysen bezüglich des Potentials
von KWK-Anlagen in Auftrag gegeben und eine Evaluierung durchgeführt. Die letzte
Analyse [72] hat im Jahr 2014 stattgefunden. Sie ist von Prognos, IREES, Fraunhofer
IFAM und BHKW-Consult erstellt worden. Der Bericht stellt fest, dass KWK lang-
fristig CO2-Emissionen einsparen kann und es wird ein großes Potential bescheinigt.
Außerdem schildern sie, dass der derzeitige Nettostrom, der von KWK-Anlagen pro-
duziert wird, etwa 96 TWh beträgt. Ferner stehe das Vorantreiben von KWK nicht
im Widerspruch zum Ausbau von erneuerbaren Energien, da sie helfe, die Fluktuatio-
nen der erneuerbaren Energien zu kontrollieren. Daher ist es wichtig, die Flexibilität
der Anlagen zu steigern. Zusammengefasst wird von den Gutachtern empfohlen, das
KWKG beizubehalten, jedoch müssten Änderungen durchgeführt werden, wenn das
Ziel von 25% der Erzeugung von elektrischer Energie aus KWK bis 2020 erreicht
werden soll. Zusätzlich sei zu befürchten, falls keine Anpassungen erfolgen, dass es
einen Rückgang von KWK-Anlagen geben werde.
Auf Grundlage des Berichts hat die Bundesregierung sich entschlossen, eine Neufas-
sung des KWKG [27] zu erstellen. In dieser Neufassung wird das bisherige Ziel von
„25% der Erzeugung von elektrischer Energie aus KWK“ umformuliert zu „110 TWh
Nettostrom aus KWK bis 2020 und 120 TWh bis 2025“. Es werden unter anderem
Maßnahmen getroffen, die die Flexibilisierung von KWK-Anlagen vorantreiben und
den Umstieg von Kohle auf Gas fördern, da Erdgas als die umweltfreundlichere Vari-
ante gilt. Außerdem ist der Förderrahmen auf 2022 verlängert und die Fördersumme
von 750 Millionen Euro pro Jahr auf 1,5 Milliarden Euro pro Jahr verdoppelt wor-
den. Die bisherige Umlage wird neu gestaffelt und für die selbst genutzte elektrische
Energie gibt es für Anlagen ab 100 kW keine Förderung mehr.
In der Neufassung des KWKG wird das bisherige Ziel nach unten korrigiert. Nach
dem Bundesverband der Energie- und Wasserwirtschaft e.V. beträgt der Nettostrom
in Deutschland im Jahr 2014 590,8 TWh (vgl. [16]). Bei einem gleichbleibenden
Verbrauch bis 2020, wovon nach [15] auszugehen ist, wird nur noch 18,6% der Net-
tostromerzeugung angestrebt. Bei einem Anstieg des Verbrauchs wäre es sogar we-
niger. Jedoch wird im ursprünglichen KWKG aus dem Jahre 2002 nicht erwähnt, ob
es sich beim Ziel um den Brutto- oder Nettoverbrauch handelt. Mit anderen Worten
bedeutet es, ob der Eigenbedarf der Anlagen für die Produktion von elektrischer
Energie berücksichtigt wird. Dies verdeutlicht trotzdem, dass die bisherigen wirt-
schaftlichen und gesetzlichen Anreize nicht ausreichend sind, um das ursprünglich
im Jahr 2002 formulierte Ziel zu erreichen. Durch eine Modellierung einer Anlage
mit einer anschließenden Optimierung der Fahrweise wird jedoch ein weiterer Schritt
in Richtung dieses Ziels gemacht. Es werden durch eine effiziente Fahrweise CO2 und
Kosten eingespart und durch die Kostenreduktion entsteht gleichzeitig eine weitere
Anregung für den Erhalt von KWK-Anlagen. Daher werden im Folgenden Grundla-
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gen für eine Modellierung und Optimierung einer KWK-Anlage eingeführt, um eine
mögliche Kostenersparnis zu berechnen.
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Kapitel 3
Mathematische Grundlagen
Die Mathematik bildet die Basis für die Modellierung und die Optimierung in dieser
Arbeit. Sie stellt die Grundlagen zur Verfügung, wie aus Messdaten mathematische
Beschreibungen von Systemprozessen entstehen und wie nach einem Minimum in ei-
ner Funktion systematisch gesucht wird. Daher werden in Abschnitt 3.1 beschränkte
nichtlineare Optimierungsprobleme definiert und eine numerische Lösungsmethode
vorgestellt. Die Beschränkungen beziehungsweise Nebenbedingungen stellen physi-
kalische sowie technische Einschränkungen der KWK-Anlagen dar. Eine Unterklasse
dieser Probleme bilden die linearen Ausgleichsprobleme. Sie werden mit entspre-
chenden Lösungsansätzen in Abschnitt 3.2 eingeführt. Sie liefern die Methodik für
die Modellierung von KWK-Anlagen. Dabei wird auf das Gauß-Markov-Theorem
eingegangen, da es eine theoretische Grundlage für die Wahl der euklidischen Norm
für das lineare Ausgleichsproblem liefert. Die Basis für den Ansatz der datenbasier-
ten Modellierung stellt wiederum die Reihenentwicklung dar, welches am Ende des
Kapitels in Abschnitt 3.3 vorgestellt wird.
3.1 Nichtlineare Optimierung
Die Theorie der nichtlinearen Optimierung wird im Folgenden soweit verkürzt dar-
gestellt, wie sie für diese Arbeit notwendig ist. Diese Einführung orientiert sich an
Büskens [17], wo weiterführende Informationen zu diesem Thema gefunden werden.
Den Anfang des Abschnitts macht die Definition eines allgemeinen nichtlinearen Op-
timierungsproblems, welches auch unter dem Begriff Nichtlineare Programmierung
(NLP) wiederzufinden ist.
Definition 3.1 (Allgemeines nichtlineares Optimierungsproblem)
Gegeben seien die Funktionen F : Rn → R und g: Rn → RmNB sowie die Zahl
mG ∈ N mit mG ≤ mNB. Das Problem
min
x∈Rn
F (x)
unter gi(x) = 0, i = 1, ...,mG,
gi(x) ≤ 0, i = mG + 1, ...,mNB.
(3.1)
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heißt allgemeines nichtlineares Optimierungsproblem mit Zielfunktion F und Op-
timierungsvariablen x ∈ Rn. Die Funktionen gi : Rn → R, i = 1, ...,mNB, heißen
Nebenbedingungen oder Restriktionen.
Aus der Definition 3.1 wird deutlich, dass es sich bei einem Optimierungsproblem
um ein Minimierungsproblem handelt. Falls ein Maximum gesucht wird, wird durch
die Multiplikation der Zielfunktion mit −1 das Problem in ein Minimierungsproblem
überführt. Ebenfalls aus Definition 3.1 ersichtlich ist, dass der Raum, in dem sich die
Lösung befindet, durch die Nebenbedingungen verkleinert wird. Er wird als zulässige
Menge bezeichnet und ist folgendermaßen definiert.
Definition 3.2 (Zulässige Menge)
Die Menge
S := {x ∈ Rn | g(x)i = 0, i = 1, ...,mG, g(x)j ≤ 0, j = mG + 1, ...,mNB}
heißt die Menge der zulässigen Punkte zum Problem (3.1). Ein Punkt aus S heißt
zulässiger Punkt.
Da es sich um ein Minimierungsproblem handelt, ist die gesuchte Lösung eine Mi-
nimalstelle. Es wird dabei zwischen globaler und lokaler Stelle unterschieden, wobei
ein globales Minimum gleichzeitig auch ein lokales ist.
Definition 3.3 (Minimalstelle)
Ein Punkt x∗ ∈ S heißt
• lokale Minimalstelle des Problems (3.1), falls es eine Umgebung U ⊂ Rn von
x∗ gibt mit
F (x∗) ≤ F (x), ∀x ∈ S ∩ U .
• globale Minimalstelle des Problems (3.1), falls
F (x∗) ≤ F (x), ∀x ∈ S
gilt.
Falls die strikte kleiner-gleich-Beziehung gilt, d. h. wenn sich „≤“ durch „<“ er-
setzten lässt, handelt es sich um eine streng lokale beziehungsweise globale Mini-
malstelle.
Da sich die Lösung in der zulässigen Menge befindet, ist es interessant zu wissen,
ob sie sich am Rand oder im Inneren der Menge befindet. Wenn sie auf dem Rand
liegt, gilt mindestens bei einer Nebenbedingung die Gleichheit, d. h. sie ist aktiv. Bei
Ungleichheit ist sie inaktiv.
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Definition 3.4 (Aktive Indexmenge)
Sei x∗ ∈ S eine Lösung von (3.1). Dann heißen
I(x∗) := {i ∈ {mG + 1, ...,mNB} | g(x∗)i = 0} ,
J(x∗) := I(x∗) ∪ {1, ...,mG}
die aktiven Indexmengen.
Diese Mengen werden benötigt, um die nachfolgenden Begriffe zu definieren.
Definition 3.5 (Regularität, Normalität)
Sei x∗ ein zulässiger Punkt. Dann heißt x∗ regulär, falls
• die Gradienten der Nebenbedingungen ∇xg(x∗)1, ...,∇xg(x∗)mG linear unab-
hängig sind und
• es ein v ∈ Rn gibt mit
∇xg(x∗)iv < 0, i ∈ I(x∗),
∇xg(x∗)iv = 0, i = 1, ...,mG.
x∗ ∈ S heißt normal, falls ∇xg(x∗)i, i ∈ J(x∗), linear unabhängig sind.
Diese beiden Begriffe werden für die weiteren Untersuchung von NLPs bezüglich der
Existenz von Lösungen benötigt, die im nächsten Abschnitt betrachtet werden.
3.1.1 Optimalitätsbedingungen
Es ist allgemein nicht gewährleistet, ob es eine Lösung von einem NLP gibt, da die
Nebenbedingungen die zulässige Menge soweit einschränken können, dass sie leer
ist. Daher werden sie bei der Suche eines Minimums genauso berücksichtigt wie die
Zielfunktion. Die Lagrange-Funktion stellt vor diesem Hintergrund ein Hilfsmittel
dar.
Definition 3.6 (Lagrange-Funktion)
Sei λ ∈ RmNB . Die Funktion
L(x, λ) := F (x) + λTg(x), L : Rn × RmNB → R
heißt Lagrange-Funktion zum Problem (3.1). Die Komponenten λi, i = 1, ...,mNB,
von λ heißen Lagrange-Multiplikatoren.
Damit sind alle Werkzeuge für eine Formulierung der notwendigen Optimalitäts-
bedingungen erster Ordnung bekannt. Sie werden unter anderem auch als Karush-
Kuhn-Tucker (KKT)-Bedingungen nach ihren Entdeckern Karush, Kuhn und Tucker
genannt. Sie stellt eine Verallgemeinerung der notwendigen Bedingung (∇F (x) = 0)
im eindimensionalen Fall ohne Nebenbedingungen dar.
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Satz 3.7 (Notwendige Optimalitätsbedingungen erster Ordnung)
Sei x∗ eine lokale Minimalstelle des Problems (3.1) und regulär. Seien F differen-
zierbar und gi, i = 1, ...,mNB, stetig differenzierbar in einer Umgebung von x∗.
Dann existiert ein λ ∈ RmNB , so dass
∇xL(x∗, λ) = ∇xF (x∗) +
mNB∑
i=1
λi∇xg(x∗) = 0,
λi ≥ 0, i ∈ I(x∗), λi = 0, i /∈ J(x∗)
gilt. Ist die Minimalstelle normal, ist λ eindeutig bestimmt.
Beweis Siehe Fletcher [34].
Aus Satz 3.7 wird deutlich, dass sich in einer Minimalstelle der Gradient der Zielfunk-
tion als Linearkombination der Nebenbedingungen darstellen lässt. Die Lagrange-
Multiplikatoren geben dabei den Einfluss der Nebenbedingungen an, wie stark sie
die Zielfunktion durch ihre Einhaltung erhöhen. Dieser Zusammenhang ist auch bei
den hinreichenden Bedingungen gegeben.
Satz 3.8 (Optimalitätsbedingungen zweiter Ordnung)
Seien die Funktion F zweimal differenzierbar und die Funktionen gi,
i = 1, . . . ,mNB, zweimal stetig differenzierbar in einer Umgebung der normalen
lokalen Minimalstelle x∗ des Problems (3.1). Die Menge K sei definiert durch
K := {v ∈ Rn|∇x(g(x∗))iv ≤ 0, i ∈ I(x∗), λi = 0,
∇x(g(x∗))iv = 0, i ∈ I(x∗), λi > 0,
∇x(g(x∗))iv ≤ 0, i ∈ {1, . . . ,mG}}.
Dann wird K als kritischer Kegel bezeichnet und es gilt:
• Notwendige Bedingungen zweiter Ordnung
Ist x∗ lokale Minimalstelle des Problems (3.1) und normal, dann gilt
∀v ∈ K : vT∇2xL(x, λ)v ≥ 0.
• Hinreichende Bedingungen zweiter Ordnung
Gilt
∀v ∈ K \ {0} : vT∇2xL(x, λ)v > 0, (3.2)
existieren ε > 0 und c > 0 derart, dass
F (x) ≥ F (x∗) + c∥x− x∗∥2 für x ∈ S, ∥x− x∗∥2 > ε.
x∗ ist strenge lokale Minimalstelle des Problems (3.1).
Beweis Siehe Fletcher [34].
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Aus Satz 3.8 ergibt sich für die Ermittelung einer Lösung eines Optimierungspro-
blems, dass nach einem KKT-Punkt gesucht wird, für die die Ungleichung (3.2)
gleichzeitig gilt. Wie numerisch dabei vorgegangen wird, wird im nachfolgenden Se-
quential Quadratic Programming-Verfahren (SQP-Verfahren) dargelegt. Dabei fällt
auf, dass nur nach einem KKT-Punkt gesucht wird, da die Überprüfung von (3.2)
zu aufwendig ist.
3.1.2 Sequential Quadratic Programming
Das SQP-Verfahren dient dem Auffinden eines lokalen Minimums eines Optimie-
rungsproblems. Dabei wird nach einem KKT-Punkt gesucht, wie in der Herleitung
deutlich wird. Sie ist angelehnt an der Beschreibung von Geiger und Kanzow [38].
Dafür wird ein gleichungsrestringiertes Problem
min
x
F (x)
unter gi(x) = 0, i = 1, ...,mNB
(3.3)
betrachtet, was zur Motivation für die Lösung eines Problems mit Ungleichungsne-
benbedingungen dient. Ein Beweis, wie die Lösung von Problem (3.3) zur Lösung
von (3.1) übergeht, wird von Geiger und Kanzow in [38] beschrieben.
Da für die Lösung von (3.3) die KKT-Bedingungen erfüllt sind, gilt
∇xL(x, λ) = 0
gi(x) = 0, i = 1, ...,mNB,
wobei die Lagrange-Funktion in diesem Fall definiert ist durch
L(x, λ) = F (x) +
m∑
i=1
λigi(x).
Wie in Knorrenschild [53] beschrieben, ist das Newton-Verfahren eine Methode, um
eine Nullstelle numerisch zu berechnen. Danach lässt sich die Nullstelle mit der Ite-
rationsvorschrift
(xk+1, λk+1) = (xk, λk)−
(
∇φ(xk, λk)
)−1
φ(xk, λk)
finden, wobei
φ(x, λ) =
(∇xL(x, λ)
g(x)
)
(3.4)
gilt. (3.4) wird unter anderem auch als Lagrange-Newton-Iteration bezeichnet. Sie
lässt sich mit ∆x := xk+1 − xk und ∆λ := λk+1 − λk umformulieren zu
∇φ(xk, λk)
(
∆x
∆λ
)
= −φ(xk, λk)
⇒
(∇2xxL(xk, λk) ∇2xλL(xk, λk)
∇xg(xk) 0
)(
∆x
∆λ
)
= −
(∇xL(xk, λk)
g(xk)
)
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⇒
(∇2xxL(xk, λk) ∇xg(xk)
∇xg(xk) 0
)(
∆x
∆λ
)
= −
(∇xF (xk) +∇xg(xk) · λk
g(xk)
)
Für ∇2xxL(xk, λk) wird eine symmetrische Matrix Hk ∈ Rn×n als Approximation
gewählt, so dass sich die obige Gleichung zu(
Hk ∇xg(xk)
∇xg(xk) 0
)(
∆x
∆λ
)
= −
(∇xF (xk) +∇xg(xk) · λk
g(xk)
)
.
ergibt. Mit λk+1 = λk +∆λ folgt(
Hk ∇xg(xk)
∇xg(xk) 0
)(
∆x
λk+1
)
= −
(∇xF (xk)
g(xk)
)
.
Diese Gleichung entspricht der KKT-Bedingung des folgenden quadratischen Hilfs-
problems
min
∆x
∇xF (xk)T∆x+ 12∆x
THk∆x
unter gi(xk) +∇xgi(xk)T∆x = 0, i = 1, ...,mNB.
(3.5)
Die obige Betrachtung zeigt, dass die Lösung des Problems (3.5) in Näherung äquiva-
lent zur Lösung für das Problem (3.3) ist. Dieses Ergebnis motiviert die Vorgehens-
weise für den ungleichheitsrestringierten Fall zu übertragen, was zum SQP-Verfahren
führt. Hierfür wird das Hilfsproblem leicht verändert zu
min
∆x
∇xF (xk)T∆x+ 12∆x
THk∆x
unter gi(xk) +∇xgi(xk)T∆x = 0, i = 1, ...,mG
gi(xk) +∇xgi(xk)T∆x ≤ 0, i = mG + 1, ...,mNB.
(3.6)
Definition 3.9 (SQP-Verfahren)
Das SQP-Verfahren lautet wie folgt:
0. Wähle (x0, λ0), H0 ∈ Rn×n symmetrisch und setze k = 0.
1. Ist (xk, λk) ein KKT-Punkt vom Problem (3.1), dann STOPP
2. Berechne eine Lösung ∆x vom Problem (3.6) mit den dazugehörigen Lagrange-
Multiplikatoren λk+1.
3. Setze xk+1 = xk +∆x, wähle Hk+1 symmetrisch und erhöhe k um 1.
Die Wohldefiniertheit sowie die Konvergenzeigenschaften des Algorithmus werden
von Geiger und Kanzow in [38] gezeigt. Sie zeigen auch wie das lokale SQP-Verfahren
in Definition 3.9 mittels der Armijo-Regel globalisiert wird.
Wie in der Motivation zur Herleitung des SQP-Verfahrens erwähnt, wird häufig statt
der Hessematrix der Lagrange-Funktion eine schneller berechenbare Approximation
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davon verwendet. In [34] beschreibt und testet Fletcher verschiedene Verfahren, wo-
von das Broyden-Fletcher-Goldfarb-Shanno (BFGS)-Verfahren am besten abschnei-
det und daher zu präferieren ist. Es wurde 1970 gleichzeitig und unabhängig von
einander von Broyden [13], Fletcher [33], Goldfarb [40] und Shanno [67] entdeckt.
Dabei wird ein iteratives Verfahren zur Annäherung der Hessematrix angewendet,
wobei die positive Definitheit der Matrix in jedem Schritt gesichert ist. Die Appro-
ximation wird mit
ν(k) := x(k+1) − x(k) und η(k) := ∇L(x(k+1))−∇L(x(k))
berechnet durch
H(k+1) = H(k) +
(
1 + η
(k)TH(k)η(k)
ν(k)T η(k)
)
ν(k)
T
ν(k)
ν(k)T η(k)
− ν
(k)η(k)
T
H(k) +H(k)η(k)ν(k)T
ν(k)T η(k)
.
Als Anfangswert wird die Einheitsmatrix verwendet, aber es können auch andere Ma-
trizen gewählt werden. Inzwischen gibt es diverse Erweiterungen zum ursprünglichen
BFGS-Verfahren. In [51] gibt Kalmbach eine Übersicht der verschiedenen Variatio-
nen des Verfahrens an. Darunter fallen zum Beispiel die Block-BFGS-Verfahren, die
anwendbar sind, wenn nur die dünnbesetzte Struktur der ersten und zweiten Ab-
leitungen bekannt sind und nicht ihre Werte. Sie finden unter anderem Anwendung
in dieser Arbeit (vgl. Abschnitt 5.3). Um eine Optimierung einer KWK-Anlage mit
BFGS-Verfahren zu beginnen, werden jedoch Modelle benötigt. Die Grundlagen da-
für werden im nächsten Abschnitt vorgestellt.
3.2 Lineare Ausgleichsprobleme
Da ein lineares Ausgleichsproblem einen Spezialfall eines Optimierungsproblems dar-
stellt, werden die Methoden der Modellierung nach denen der Optimierung einge-
führt, auch wenn die Durchführung meist in umgekehrter Reihenfolge geschieht. Hier
werden Probleme der Form
min
x
∥(Ax− b)∥22 (3.7)
mit A ∈ Rm×n, x ∈ Rn und b ∈ Rm gelöst. Nach Björck [7] kann das Problem um Ne-
benbedingungen erweitert werden, die in dieser Arbeit jedoch nicht weiter betrachtet
werden.
Die Euklidische Norm wird häufig gewählt, ist aber nicht notwendig. Andere Normen
wie die 1- und die Maximumsnorm können ebenfalls verwendet werden. Dabei wer-
den entweder die Summe der absoluten Fehler beziehungsweise der maximale Fehler
minimiert. Zu beachten bei diesen beiden Normen ist die Nicht-Differenzierbarkeit in
einigen Punkten im Raum, die zu Problemen bei der iterativen numerischen Berech-
nung eines Minimums führen. Laut Boyd und Vandenberghe [11] und [12] können
diese mit Hilfe von Schlupfvariablen umgangen werden. In dieser Arbeit wird die Eu-
klidische Norm gewählt, da sie nach dem Gauß-Markov-Theorem (siehe Abschnitt
3.2.3) die Norm mit der kleinsten Varianz darstellt.
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Bild von AAx
∗
b
Ax∗ − b
Abbildung 3.1: Darstellung der Lösung eines linearen Ausgleichsproblems (aus
[7]).
Für die Euklidische Norm gibt es eine Reihe von unterschiedlichen Methoden zum
Lösen eines linearen Ausgleichsproblems. Im Folgenden werden nur einige Verfahren
kurz beschrieben, wobei sich an Björck [7] und Plato [62] orientiert wird. Weiter-
führende Informationen über die aufgeführten sowie nicht aufgeführten Methoden
werden dort gefunden.
Allen Methoden ist gemein, dass eine eindeutige Lösung x∗ nur dann existiert, wenn
die Matrix A einen Rang von n besitzt, da Ax∗ die orthogonale Projektion von b im
Bild von A darstellt, womit Ax∗− b orthogonal zum Bild von A ist (siehe Abbildung
3.1).
Also gilt für ein beliebiges y ∈ Rn
⟨Ax∗ − b, Ay⟩Rn = 0 ⇔ ⟨ATAx∗ − AT b, y⟩Rn = 0
⇔ (ATA)x∗ = AT b
⇔ x∗ = (ATA)−1AT b.
(3.8)
Das erste Äquivalenzzeichen folgt aus der Definition von Orthogonalen Matrizen (vgl.
Fischer [31]), während das letzte Äquivalenzzeichen nur gilt, wenn ATA invertierbar
ist. Mit anderen Worten muss rang(A) = n gelten, weil genau dann die Matrix po-
sitiv definit ist. Die umgewandelte Form (3.8) wird ebenfalls als Normalengleichung
bezeichnet. Sie wird unter anderem mit Hilfe der Cholesky-Zerlegung, dem Konju-
gierten Gradienten (CG)-Verfahren oder der Singulärwertzerlegung gelöst.
Bei der Cholesky-Zerlegung wird eine untere Dreiecksmatrix LC ∈ Rn×n gesucht, so
dass ATA = LCLTC gilt. Mittels Vor- und Rückwärtseinsetzen lässt sich das Glei-
chungssystem lösen. Beim CG-Verfahren wird eine andere Strategie verfolgt. Es wird
in Krylovräumen nach einer Lösung gesucht. Dadurch sind die Suchrichtungen un-
tereinander bezüglich des von ATA induzierten Skalarprodukts orthogonal. Die Kon-
vergenzrate hängt dabei von der Kondition des Problems ab und wird mit Hilfe einer
Vorkonditionierung verbessert. Die Singulärwertzerlegung führt stattdessen zu den
Matrizen U,Σ, V ∈ Rn×n, wobei U und V orthogonale Matrizen sind und Σ eine
Diagonalmatrix, deren Einträge die Eigenwerte der Matrix ATA darstellen. Damit
lässt sie sich als
ATA = UTΣV
darstellen. Durch diese Zerlegung ist es möglich, die Inverse von ATA zu berechnen.
Wegen der positiven Definitheit sind alle Eigenwerte größer Null, insbesondere heißt
das, dass die Inverse von Σ diejenige Diagonalmatrix ist, deren Einträge die Kehr-
werte der Eigenwerte sind. Durch die Orthogonalität ergeben sich die Inversen von
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U und V durch Transponieren dieser beiden Matrizen. Damit gilt
(ATA)−1 = V TΣ−1U ⇒ x = (ATA)−1AT b = V TΣ−1UAT b.
Insgesamt haben alle Verfahren, die auf der Normalengleichung basieren, Probleme
bei einer schlechten Kondition der Matrix. Zusätzlich entstehen durch die Berechnung
von ATA n3 + mn2−n2−mn−n2 weitere Fließkommaoperationen, wenn davon ausgegan-
gen wird, dass ATA symmetrisch ist. Daher wird ein weiteres Verfahren vorgestellt,
das vom Ausgangsproblem (3.7) eine Lösung berechnet: die QR-Zerlegung.
Definition 3.10 (QR-Zerlegung)
Seien A ∈ Rm×n, Q ∈ Rm×m eine orthogonale Matrix und R ∈ Rm×n eine obere
Dreiecksmatrix. Dann heißt das Produkt
A = QR
die QR-Zerlegung von A.
Diese Zerlegung existiert unter den gleichen Voraussetzung wie die Existenz der
Inversen von ATA und wird im folgenden Satz zusammengefasst.
Satz 3.11 (Existenz der QR-Zerlegung)
Sei A ∈ Rm×n mit rang(A) = n und n ≤ m. Dann existiert eine QR-Zerlegung von
A.
Beweis Siehe Hanke-Bourgeois [44].
Die Eindeutigkeit der Zerlegung bis auf konstante Faktoren und Vorzeichen gilt in
diesem Fall auch, da bereits gezeigt wurde, dass Problem (3.7) äquivalent ist zu (3.8)
und dass (3.8) unter Voraussetzungen von Satz 3.11 eindeutig ist.
Für die Berechnung einer QR-Zerlegung werden in dieser Arbeit zwei Verfahren
vorgestellt: Householder-Transformationen und Givensrotationen. Die Householder-
Transformationen werden bei der Anfangsmodellierung verwendet, da sie nach Kan-
zow [52] weniger Fließkommaoperationen benötigen als die Givensrotationen. Dafür
haben diese Rotationen Vorteile bei der Modelladaption, da sie die spezielle Matrix-
struktur bei der Adaption ausnutzen. Beide Verfahren werden kurz in den beiden
nächsten Abschnitten 3.2.1 und 3.2.2 vorgestellt.
3.2.1 Spaltenpivotisierung bei Householder-Transformationen
Das Vorgehen der Householder-Transformationen basiert auf Spiegelung der umzu-
formenden Matrix. Dadurch gelangt die Matrix spaltenweise zur Dreiecksform, wäh-
rend die Spiegelungen die orthogonale Matrix bilden. Eine detaillierte Beschreibung
des Verfahrens lässt sich in Golub und Loan [41] oder in Kanzow [52] finden. Hier
wird nur ein Ausschnitt aus den beiden Büchern vorgestellt.
Bei den Householder-Transformationen ist zu beachten, wenn sie bei einer Matrix A
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mit keinem vollen Rang durchgeführt werden, entsteht keine Orthonormalbasis für
den Bildraum von A und numerische Instabilitäten treten auf. Daher wird eine Spal-
tenpivotisierung eingeführt, d. h. es existiert eine Permutationsmatrix Π ∈ Rn×n, so
dass
AΠ = QR
gilt. Durch die Pivotisierung werden die Spalten der Matrix so vertauscht, dass
die linear unabhängigen Spalten vorne in der Matrix auftauchen und die hinteren
nicht mehr betrachtet werden. Dafür werden die Normen der Spalten nach jedem
Householder-Schritt verglichen und diejenige Spalte, deren Norm am größten ist,
wird als nächstes betrachtet.
Seien k ∈ N, HH1 , . . . , HHk−1 Householder-Matrizen und Π1, . . . ,Πk−1 Permutations-
matrizen zur Matrix A, dann gilt
HHk−1 . . . H
H
1 AΠ1 . . .Πk−1 =
⎛⎜⎜⎜⎜⎝
r11 ∗
. . . ∗
rk−1,k−1
0 Rk−1
⎞⎟⎟⎟⎟⎠ ,
wobei ri,i ∈ R für i = 1, . . . , k−1 und Rk−1 ∈ R(m−k+1)×(n−k+1) sind. Die Spalten von
Rk−1 seien mit rk, . . . , rn bezeichnet. Als nächstes wird diejenige Spalte gesucht, die
die größte euklidische Norm besitzt. Sei l ≥ k der dazugehörige Index dieser Spalte:
∥rl∥2 = max
{
∥rk∥2, . . . , ∥rn∥2
}
Falls ∥rl∥2 = 0, ist Rk−1 eine Nullmatrix und es sind keine weiteren Betrachtungen
notwendig. Die Orthonormalbasis vom Bildraum von A besteht aus den ersten k-
Spalten von
Q = HHk−1 . . . HH1 .
Falls ∥rl∥2 ̸= 0, ist Πk diejenige Permutationsmatrix, die die k-te mit der l-ten Spalte
tauscht, und Hk diejenige Householder-Matrix, die die Matrix
Rk = HHk Rk−1Πk mit Rki,k = 0 für i = k + 1, . . . ,m
erzeugt. Dieser Prozess wird solange durchgeführt, bis nur noch eine Nullmatrix übrig
bleibt oder es keine weiteren Spalten mehr gibt. Die Spaltennormen werden nicht in
jedem Schritt neu berechnet, sondern werden folgendermaßen aktualisiert werden:
Sei Q ∈ Rm×m eine orthogonale Matrix, v1 ∈ Rm, v2 ∈ Rm−1 und η ∈ R, für die gilt
QTv1 =
(
η
v2
)
.
Dann ist
∥v2∥22 = ∥v1∥22 − η2.
Durch eine Spaltenpivotisierung ergibt sich eine höhere numerische Stabilität, da
diejenigen Spalten, die eine Linearkombination der anderen darstellen, nach hinten
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geschoben und nicht mehr betrachtet werden. Würden diese Spalten weiter unter-
sucht werden, trete durch numerische Ungenauigkeiten der Fall auf, dass entweder
durch Null oder durch sehr kleine Werte geteilt wird.
Numerische Probleme treten jedoch nicht nur bei den Householder-Transformationen
auf sondern auch bei den Givensrotationen. Wie dort damit umgegangen wird, zeigt
der nächste Abschnitt.
3.2.2 Givensrotationen
Eine Alternative zu den Householder-Transformationen bilden die Givensrotatio-
nen, die elementweise eine Matrix auf Dreiecksstruktur bringen, während bei den
Householder-Transformationen dies spaltenweise geschieht. Daher sind die Givensro-
tationen bevorzugt anzuwenden, wenn nur wenige Zeilen geändert werden, wie zum
Beispiel bei der Modellanpassung. Dabei wird eine Zeile zu einer oberen Dreieckma-
trix hinzugefügt. Die Matrix hat dann folgende Gestalt
A =
⎛⎜⎜⎜⎜⎝
∗ . . . ∗
. . . ...
∗
∗ . . . ∗
⎞⎟⎟⎟⎟⎠ . (3.9)
Die Erklärung, wie aus dieser Matrix eine Dreiecksmatrix wird und was schnelle Gi-
vensrotationen damit zu tun haben, beginnt bei der Definition von Givensrotationen
und orientiert sich an Golub und Loan [41] sowie an Kanzow [52]. Diese Rotationen
sind definiert durch
Gi,k =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
. . .
1
c s
1
. . .
1
−s c
1
. . .
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ Rm×m,
wobei die Skalare c und s in jeweils der i-ten und k-ten Zeile beziehungsweise Spalte
stehen. Wenn diese Matrix mit einer Matrix A = (ajl) ∈ Rm×n multipliziert wird
und für c und s folgende Werte gewählt werden
c = aki√
a2ki + a2ii
und s = aii√
a2ki + a2ii
,
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verschwindet der Eintrag in der k-ten Zeile und in der i-ten Spalte von Gi,kA. Durch
weitere Multiplikationen von Givensrotationen werden die restlichen Einträge auf
Null gesetzt, um eine Dreiecksform zu erhalten.
Um eine Matrix der Form (3.9) auf Dreiecksform zu bringen, liegt der Aufwand in
der Größenordnung O(3n2). Für die Erzeugung eines Nulleintrags werden pro Spalte
vier Multiplikationen und zwei Additionen durchgeführt. Dieser Aufwand lässt sich
um ein Drittel mit Hilfe der schnellen Givensrotationen reduzieren. Die Idee dahinter
ist, die Givensrotationen auf zwei Matrizen M ∈ Rm×m und D ∈ Rm×m aufzuteilen.
Für die Anschaulichkeit wird das Verfahren anhand von 2× 2-Matrizen erläutert.
Bei der schnellen Givensrotation wird eine Diagonalmatrix D = diag(d1, d2) und eine
Matrix M mit der Form
M1 =
(
η1 1
1 ν1
)
oder M2 =
(
1 ν2
η2 1
)
gesucht. Um die Matrix A = (ai,j)i,j=1,2 auf Dreiecksform zu überführen, sind
ν1 = −a1,1
a2,1
und η1 =
a1,1d2
a2,1d1
oder ν2 = −a2,1
a1,1
und η2 =
a2,1d1
a1,1d2
.
Welche Form M besitzt, hängt vom Produkt der Werte ν1 und η1 ab. Falls −ν1η1
kleiner oder gleich 1 ist, wird M1 gewählt, ansonsten M2. Für die QR-Zerlegung von
A mittels Givensrotationen ergibt sich
R = G(n) . . . G(1)A
= D(n+1)−1M (n)D(n) . . . D(2)−1M (1)D(1)A
= D(n+1)−1M (n) . . .M (1)D(1)A,
wobei R ∈ Rm×n eine Dreiecksform besitzt und G(i) durch G(i) = D(i+1)−1M (i)D(i)
für alle i = 1, . . . , n definiert ist. Für die Diagonalmatrizen gilt
D(1) = Im,
D(i+1) = (1− ν1η1)
(
d
(i)
2 0
0 d(i)1
)
oder D(i+1) = (1− ν2η2)
(
d
(i)
1 0
0 d(i)2
)
für alle i = 1, . . . , n. Dabei ist D(i) = diag(d(i)1 , d
(i)
2 ) für alle i = 1, . . . , n.
Durch die schnelle Givensrotation werden die Multiplikationen pro Spalte und Null-
eintrag auf Zwei reduziert. Also ist der Aufwand in der Größenordnung von O(2n2).
Das Problem bei diesen Rotationen ist jedoch, dass ein Überlauf in den Diagonalma-
trizen erzeugt wird. Wie in Golub und Loan [41] beschrieben, befindet sich der Faktor,
mit dem die Diagonalmatrix multipliziert wird, zwischen 1 und 2. Also vergrößern
sich im schlimmsten Fall die Diagonaleinträge um Faktor 2. Durch eine Modifikation
von Anda und Park [4] wird dieser Überlauf verhindert. Sie vergrößern nur den klei-
neren der Diagonaleinträge, während der größere Eintrag verkleinert wird. Dadurch
wird erreicht, dass die Einträge der Diagonalmatrizen zwischen 1√2 und
√
2 liegen.
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Weitere Informationen sind in Anda und Park [4] zu finden.
Damit ist die Methodik zur Lösung von linearen Ausgleichsproblemen geschildert und
gleichzeitig auch die darauf beruhenden Modellierungsverfahren. Als nächstes wird
theoretisch ergänzt, warum es sinnvoll ist, die euklidische Norm bei der Modellierung
zu verwenden.
3.2.3 Gauß-Markov-Theorem
Das Gauß-Markov-Theorem stellt einen Zusammenhang zwischen der Wahrschein-
lichkeitsrechnung und den linearen Ausgleichsproblemen dar. Es fasst die Begrün-
dung für die Wahl der euklidischen Norm bei dieser Problemklasse zusammen. Für
die Formulierung werden jedoch noch Begriffe aus der Stochastik eingeführt. Dabei
wird nur der Spezialfall für reelle Zufallsvariablen betrachtet.
Definition 3.12 (Erwartungswert, Varianz)
Sei X˜ eine reelle Zufallsvariable und F˜ (X˜) eine Verteilungsfunktion zu X˜. Dann
heißt
µ := E(X˜) :=
∫ ∞
−∞
X˜ dF˜(X˜)
der Erwartungswert und
σ2 := E((X˜ − µ)2) :=
∫ ∞
−∞
(X˜ − µ)2 dF˜(X˜)
die Varianz von X˜.
Die Varianz bezieht sich nur auf eine Zufallsvariable. Da der Einfluss zweier Variablen
aufeinander ebenfalls vom großen Interesse ist, um einen Zusammenhang der beiden
aufzudecken, wird die Kovarianz betrachtet.
Definition 3.13 (Kovarianz)
Sei X = (X1, . . . , XnX )T ein Vektor aus reellen Zufallsvariablen mit dem Erwar-
tungswert µ = (µ1, . . . , µnX ) und FX die multivariate Verteilungsfunktion zu X.
Dann heißt
cov(Xi, Xj) := E((Xi − µi)(Xj − µj)T )
die Kovarianz von Xi und Xj für i, j = 1, . . . , nX . Die Kovarianzmatrix
V (X) ∈ RnX×nX von X ist dann definiert durch
V (X) = E((X − µ)(X − µ))T .
Der Gedanke der hier durchgeführten Modellierung ist, dass sich ein System genau
beschreiben lässt, aber die Formel dafür nicht bekannt ist. Daher stellen erwartungs-
treue Schätzmethoden eine wichtige Gruppe dar, da sie keinen systematischen Fehler
verursachen.
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Definition 3.14 (Erwartungstreue)
Sei fX(X) eine Funktion der Zufallsvariable X nach R. Dann heißt sie erwartungs-
treu für eine Parameterfunktion θ: Θ→ R mit Θ als Parametermenge, wenn gilt:
E(fX(X)) = θ(ϑ), ∀ϑ ∈ Θ
Mit diesen Definitionen lässt sich der zentrale Satz formulieren.
Satz 3.15 (Gauß-Markov-Theorem)
Sei AX ∈ RmX×nX und der Vektor aus nX Zufallsvariablen ε mit mX , nX ∈ N,
nX < mX gegeben. Die Matrix AX habe den Rang nX und für den Vektor ε gelte
E(ε) = 0 und V (ε) = σ2InX×nX .
Dann ist der Kleinste-Quadrate-Schätzer, der durch die Minimierung von
∥AXX − bX∥22
bezüglich X entsteht, der beste minimalvariante lineare erwartungstreue Schätzer
für das Problem
AXX = bX + ε.
Beweis: Siehe Grabe [43] oder Seber et al. [65].
Damit gilt der Kleinste-Quadrate-Schätzer als derjenige Schätzer, der bei unabhän-
gigen Variablen mit gleicher Varianz die kleinste Varianz unter den erwartungstreuen
Schätzern hat. D. h. sie bestimmt das wahrscheinlichste Ergebnis einer Parameter-
identifikation. Eine andere Herangehensweise wird von Flach in [32] gezeigt. Er be-
schreibt, wie durch Umformulierungen die Lösung der kleinsten Quadrate gleichzeitig
der Maximum-Likelihood-Schätzer mit einer Normalverteilung ist, der nach Geor-
gii [39] die Parameter so bestimmt, dass die Wahrscheinlichkeitsfunktion maximiert
wird. Dass sie tatsächlich ihr Maximum dadurch erhält, zeigen Seber et al. ebenfalls
in [65].
Aus diesen Betrachtungen ist zu schließen, dass die Verwendung der euklidischen
Norm für die Modellierung sinnvoll ist und daher gewählt wird. Jedoch ist damit noch
die Frage beantwortet, warum die in diesem Abschnitt beschriebene datenbasierte
Modellierung angewendet werden darf.
3.3 Reihenentwicklung
In den bisherigen Abschnitten sind Methoden für das Lösen von Minimierungspro-
blemen vorgestellt worden. Sie werden in dieser Arbeit unter anderem für die Mo-
dellierung von KWK-Anlagen verwendet. Beim datenbasierten Ansatz wird nicht
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eine physikalisch sondern mathematisch motivierte Ansatzfunktion als Ausgangs-
lage gewählt. Aus der mathematischen Theorie der Reihenentwicklung ergibt sich
die Möglichkeit hinreichend glatte Funktionen unter anderem durch eine Summe
von Monomen darstellen zu lassen. Für den eindimensionalen Fall gilt:
Satz 3.16 (Satz von Taylor im Eindimensionalen)
Die Funktion f besitze auf dem kompakten Intervall I := [y0, y] eine stetige Ab-
leitung nˆ-ter Ordnung und sei im Inneren von I (nˆ + 1)-mal differenzierbar mit
nˆ ∈ N0. Dann gibt es eine Zahl ψ ∈ I, so dass das Folgende gilt:
f(y) =
nˆ∑
i=0
f (i)(y0)
i! (y − y0)
i + f
(nˆ+1)(ψ)
(nˆ+ 1)! (y − y0)
Beweis Siehe Heuser [46].
Für den mehrdimensionalen Fall wird der Begriff des Multiindex benötigt, um die
Reihendarstellung zu beschreiben.
Definition 3.17 (Multiindex)
Sei nˆ ∈ N und βˆ ∈ Nnˆ0 . Dann ist βˆ ein Multiindex mit den folgenden Notationen:
• |βˆ| = ∑nˆi=1 βˆi
• βˆ! = ∏nˆi=1 βˆi
• vβˆ = ∏nˆi=1 vβˆii für v ∈ Rnˆ
• Dβˆf(y) = ∂|βˆ|
∂y1βˆ1 ···∂ynˆβˆnˆ
f(y)
Damit lässt sich der Satz von Taylor im mehrdimensionalen darstellen:
Satz 3.18 (Qualitative Taylorsche Formel im mehrdimensionalen)
Sei nˆ und mˆ aus N und Y eine offene Menge in Rmˆ. Dann gilt für jede Funktion
f ∈ Cnˆ+1(Y ,R) und jedes y0 ∈ Y mit (1 − t)y + ty0 ∈ Y für alle t ∈ [0, 1] die
Approximation
f(y) =
∑
|βˆ|≤nˆ
1
βˆ!
Dβˆf(y)(y − y0)βˆ + o(∥y − y0∥βˆ) für (y → y0),
wobei βˆ ein Multiindex ist. Der Ausdruck o(∥y−y0∥βˆ) für (y → y0) bedeutet, dass
zu jedem ε > 0 eine Umgebung U von y0 existiert, so dass
∥f(y)∥ ≤ ε∥y − y0∥βˆ
für alle y ∈ U gilt.
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Beweis Siehe Amann und Escher [3] oder Forster [37].
Beide Sätze besagen, dass sich eine hinreichend glatte Funktion um einen Punkt
im Inneren des Definitionsbereichs durch eine Linearkombination der Monome der
Variablen darstellen lässt und sich das Residuum durch den Abstand zum Entwick-
lungspunkt abschätzen lässt.
Eine andere Möglichkeit für die Darstellung von Funktionen geben die trigonometri-
schen Funktionen Kosinus und Sinus sowie die Exponentialfunktion.
Definition 3.19 (Fourierreihe)
Sei f : R → C eine periodische, über dem Intervall [0, 2π] integrierbare Funktion.
Dann heißen
ck :=
1
2π
2π∫
0
f(y)e−iky dy, k ∈ Z
die Fourierkoeffizienten von f und
FF(f)(y) :=
∑
k∈Z
cke
iky
die Fourierreihe von f .
Falls es sich bei f um eine reellwertige Funktion handelt, lässt sich die Fourierreihe
von f umformulieren zu
FF(f)(y) :=
a0
2 +
∞∑
k=1
(ak cos(ky) + bk sin(ky))
mit den Fourierkoeffizienten
ak :=
1
π
2π∫
0
f(y) cos(ky) dy und bk :=
1
π
2π∫
0
f(y) sin(ky) dy.
Nach Forster [36] kann die Periodizität von 2π auf einen beliebigen Wert η > 0
vergrößert beziehungsweise verkleinert werden. Zu klären bleibt, unter welchen Vor-
aussetzungen die unendliche Reihe konvergiert. Die Antwort darauf wird im nach-
stehenden Satz zusammengefasst.
Satz 3.20 (Konvergenz der Fourierreihe)
Sei f eine 2π-periodische Funktion auf [0, 2π] von beschränkter Variation, d. h. es
existiert eine Variable M > 0, so dass für jede Zerlegung Z := {y0, . . . , ynˆ}, nˆ ∈ N
von [0, 2π]
nˆ∑
k=1
|f(yk)− f(yk−1)| ≤M
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gilt. Dann konvergiert ihre Fourierreihe für jedes y ∈ R gegen den Wert
f(y+) + f(y−)
2 ,
wobei f(y+) und f(y−) den rechtsseitigen beziehungsweise linksseitigen Grenzwert
von f in y bezeichnen.
Beweis: Siehe Heuser [47]
Die Taylor- sowie die Fourierreihenentwicklung zeigen, dass es naheliegend ist ein Sys-
tem zu approximieren, wenn der physikalische Zusammenhang eines Systems nicht
bekannt oder zu komplex ist. Jedoch kann auch ein einfaches System damit wieder-
gegeben werden, wenn unter anderem übertragbare Methoden für unterschiedliche
Systeme entwickelt werden, ohne jedes Mal die Physik dahinter zu erforschen und
die entsprechenden Gleichungen herauszufinden, wodurch sich der Aufwand zur Er-
stellung eines Modells wesentlich verringert.
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Kapitel 4
Konzepte der datenbasierten
Modellierung
Das Ziel der Modellierung besteht darin, ein genaues Abbild des zu untersuchenden
Systems zu erhalten. Darauf aufbauend findet eine Optimierung der Betriebsweise
statt. Sie verlangt jedoch vom erzeugten Abbild, dass diese sich in wenigen Fließ-
kommaoperationen berechnen lassen, da zur Optimierung mehrfache Auswertungen
notwendig sind. Daher wird in dieser Arbeit ein datenbasierter Ansatz gewählt. Ein
weiterer Grund ist die Vielfältigkeit des Aufbaus einer Anlage, wie in Kapitel 2
beschrieben. Im Gegensatz zu physikalisch motivierten Ansätzen wird bei einer da-
tenbasierten Methode keine komplexe Formel gesucht, die das Verhalten einer Anlage
beschreibt. Dadurch muss nicht für jede Anlage ein individueller physikalischer Zu-
sammenhang gesucht werden.
Der datenbasierte Ansatz wurde bereits in Blume [9] für die Modellierung von Biogas-
anlagen und BHKWs verwendet. Blume konnte zeigen, dass sich das Fahrverhalten
eines BHKWs mit einer mittleren Abweichung von 1,22 kW bei einem Leistungs-
spektrum von 0 bis 160 kW berechnen lässt. In [9] werden sowohl statische als auch
dynamische Ansätze verwendet. In dieser Arbeit werden nur statische Modelle be-
trachtet, da der Fokus der Modellierung auf dem laufenden Betrieb der Anlagen liegt
und nicht auf den Phasen des Hoch- und Herunterfahrens. Dadurch verhalten sich
die Anlagen größtenteils statisch.
In diesem Kapitel werden häufiger Begriffe verwendet, die nach Kontext unterschied-
liche Bedeutungen haben. Daher werden sie in Abschnitt 4.1 erläutert. Danach wird
die statische Modellierung in Abschnitt 4.2 vorgestellt. Dabei wird ebenfalls eine
Modellanpassung, die bereits in Blume [9] verwendet wird, erörtert. Sie nutzt die
Struktur der Modelle aus, so dass Anpassungen ohne Neuberechnung möglich sind.
Auch die Modellreduktion aus Abschnitt 4.3 macht Gebrauch von der Struktur der
Modelle. Darauf folgend wird die Modellverkettung in Abschnitt 4.4 beschrieben,
die das gekoppelte System einer KWK-Anlage widerspiegelt. Auf das Erstellen von
Modellen folgt die Verifikation. Eine mögliche Methode stellt die Kreuzvalidierung
dar, die in Abschnitt 4.5 erläutert wird. Zum Abschluss werden die Datensätze, die
verwendet werden, in Abschnitt 4.6 beschrieben.
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4.1 Begriffserklärung
Die Bedeutung von Modell und Daten ist je nach Kontext und Autor sehr unter-
schiedlich. Daher werden zunächst die Begrifflichkeiten dieser Arbeit geklärt.
• Daten, Messdaten: Aufgezeichnete Werte von Anlagen, die durch Sensoren ge-
messen werden
• Modell: Mathematische Abbildung eines Systems oder eines Vorgangs
• Ausgang, Ausgangsgröße: Größe, die mit einem Modell beschrieben wird
• Eingang, Eingangsgröße: Größe, die in ein Modell einfließt und den Ausgang
beeinflusst
4.2 Datenbasierte Modellierung
Da Blume in [9] bereits die Methode für die Modellierung und Modelladaption aus-
führlich beschrieben hat, wird in dieser Arbeit nur ein Überblick dieser Verfahren
gegeben, der sich an seiner Dissertation orientiert. Weiterführende Informationen
insbesondere über das Update-Verfahren lassen sich dort finden.
Ziel der Modellierung ist es, aus Messungen und Beobachtungen ein Modell zu entwi-
ckeln, welches die Realität möglichst genau abbildet. Mit anderen Worten bedeutet
es, dass eine Funktion fA: Rne×Rn → R gesucht wird, die durch den Parametervek-
tor x ∈ Rn so angepasst wird, dass für die Messdaten e ∈ Rm×ne der Fehler zwischen
dem Modell und den Daten b ∈ Rm des Ausgangs minimal wird, d. h.
min
x∈Rn
m∑
i=1
(fA(ei, x)− bi)2 ,
wobei ei ∈ Rne die i-te Zeile von e bezeichne und m,n, ne ∈ N.
In der klassischen physikalischen Modellierung werden physikalische Gesetzmäßigkei-
ten zur Hilfe genommen, um diese Modelle zu erstellen. Sie bilden die Struktur der
Modelle und die Anpassung geschieht durch die Optimierung der physikalischen Ko-
effizienten beziehungsweise der situationsspezifischen Parameter. Im Gegensatz dazu
wird in der datenbasierten Modellierung eine Linearkombination von Basisfunktio-
nen gesucht, wobei die Koeffizienten noch zu bestimmen sind. Dadurch entsteht ein
linearer Zusammenhang zu den Parametern, wodurch sich die gesuchte Funktion fA
als Produkt einer Matrix A(e) ∈ Rm×n und dem Parametervektor x darstellen lässt.
Das Minimierungsproblem ändert sich zu
min ||A(e)x− b||22.
Damit ergibt sich ein lineares Ausgleichsproblem, welches durch eine QR-Zerlegung
effizient gelöst wird (vgl. Abschnitt 3.1.2).
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In dieser Arbeit wird ein polynomialer Ansatz mit Monomen als Basisfunktionen
verfolgt, da sich nach dem Satz von Taylor (Satz 3.16) und der Taylorschen Formel
(Satz 3.18) jede hinreichend differenzierbare Funktion durch ein Polynom approxi-
mieren lässt. Mit diesen Ansatz wird die Spaltenanzahl n der Modellmatrix A(e)
durch die Anzahl der Eingänge ne und den maximalen Polynomgrad d der Monome
bestimmt. Mit Hilfe der Kombinatorik für das ungeordnete Ziehen mit Zurücklegen
lässt sie sich berechnen durch
n =
d∑
i=0
(
ne + i− 1
i
)
=
(
ne + d
d
)
(4.1)
(vgl. Steger [69]). Mit der Notation für einen Multiindex aus Definition 3.17 ergibt
sich somit die Modellmatrix A(e) zu
A(e) =
⎛⎜⎜⎝
eβ11 · · · eβn1
... ...
eβ1m · · · eβnm
⎞⎟⎟⎠ ,
wobei βi ∈ Nne0 mit |βi| = d für alle i = 1, . . . , n gilt.
Es handelt sich hierbei um einen statischen Ansatz, d. h. es gibt keine ausgezeichnete
Zeitkomponente. Die Zeit kann als ein Datenwert mit aufgenommen werden, aber sie
spielt keine besondere Rolle. Dadurch besitzen die Modelle keinen inneren Zustand
und werten Daten entsprechend des Wertes und unabhängig von der Reihenfolge aus.
Daher erzeugt die Häufigkeit, mit der eine Datenzeile in den Messdaten auftaucht,
eine Gewichtung. Je häufiger sie vorkommt, desto stärker wird sie bei der Erzeugung
des Modells berücksichtigt.
Bevor jedoch eine Identifikation der Modellparameter durchgeführt wird, werden die
Daten auf das Intervall I0 = [−1, 1] affin-linear transformiert, um eine bessere nume-
rische Stabilität zu erreichen und eine Vergleichbarkeit der Eingänge untereinander
zu gewährleisten. Die Transformation ist unter anderem auch wichtig für die Mo-
dellreduktion, welche in Abschnitt 4.3 erläutert wird. Zuvor werden mögliche weitere
Basisfunktionen aufgeführt.
4.2.1 Orthogonale Polynome als Basisfunktionen
Die Idee, Monome als Basisfunktionen zu verwenden, basiert auf dem Satz von Taylor
(Satz 3.18), der die theoretische Grundlage für die Approximation von Funktionen
durch Polynome bildet. Ein großer Vorteil der Monome liegt in ihrer einfachen Imple-
mentierung. Außerdem liefern sie bereits sehr gute Ergebnisse (vgl. Abschnitt 6.1).
Der Vollständigkeit halber werden hier einige andere Möglichkeiten vorgestellt. Dazu
gehören unter anderem orthogonale oder -normale Systeme. Ihre Vorteile liegen in
der direkten Berechnung der Koeffizienten. Klassische Funktionalanalysis zeigt, dass
sich für die Suche nach einer Linearkombination für eine Funktion f die Koeffizienten
c1, . . . , cnP bezüglich der orthogonalen Funktionen ϕ1, . . . , ϕnP , nP ∈ N, durch die
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Formel
cj =
⟨f, ϕj⟩L2
⟨ϕj, ϕj⟩L2 , j = 1, . . . , nP
berechnet werden (vgl. Björck [7]). Dabei steht
⟨f1, f2⟩L2 :=
mP∑
i=1
f1(yi)f2(yi)ωˆi
für das Skalarprodukt von zwei reellwertigen Funktionen f1 und f2, die auf den
Punkten yi, . . . , ymP definiert sind, mit den positiven Gewichten ωˆ1, . . . , ωˆmP . Eine
QR-Zerlegung wie im Falle der Monome ist somit nicht mehr notwendig und die
Berechnung der Koeffizienten liegt in der Größenordnung von O(nPmP). Die Be-
rechnungsdauer der Funktionsauswertung an den Punkten yi hängt vom gewählten
orthogonalen System ab. Es werden hier nur einige Beispiele genannt. In Chihara [22],
Golub und Meurant [42] und Nevai [57] lassen sich folgende und weitere Beispiele
von orthogonalen Polynomen finden.
• Die trigonometrischen Funktionen cos(ky) und sin(ky) für k ∈ N mit der kon-
stanten Funktion 1 stellen ein orthonormales System in L2(0, 2π) dar und ih-
re Koeffizienten lassen sich durch die Fourierkoeffizienten darstellen (vgl. Ab-
schnitt 3.3). Die Entwicklung einer Funktion mit dem oben genannten System
wird auch als Fourierreihenentwicklung bezeichnet. Sie ist nach Satz 3.20 nur
auf 2π-periodischen Funktionen anwendbar, was im Allgemeinen nicht für alle
Ausgänge angenommen werden kann.
• Polynome Gk, die aus dem Gram-Schmidtschen Orthogonalisierungsverfahren
entstehen, benötigen für ihre Berechnung ein äquidistantes Gitter, welches im
Allgemeinen in einem Datensatz mit handschriftlich vermerkten Werten nicht
gegeben ist. Zur Lösung könnte ein Interpolationsverfahren verwendet werden.
• Legendre Polynome Pk sind orthogonal auf [−1, 1] und durch -1 und 1 nach
unten beziehungsweise nach oben beschränkt. Sie stellen einen Spezialfall der
Polynome aus dem Gram-Schmidtschen Orthogonalisierungsverfahren dar und
werden ebenfalls durch folgende Drei-Term-Rekursion beschrieben:
P0(y) = 1, P1(y) = y, (k + 1)Pk+1(y) = (2k + 1)yPk(y)− kPk−1(y)
• Tschebyschew Polynome erster Art Tk sind ebenfalls orthogonal auf [−1, 1] und
durch −1 und 1 beschränkt. Sie werden beschrieben durch
Tk(y) = cos(k arccos(y))
oder äquivalent durch die Drei-Term-Rekursion
T0(y) = 1, T1(y) = y, Tk+1(y) = 2yTk(y)− Tk−1(y).
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Die oben genannten Polynome sind bezüglich der Gewichtung ωˆ = 1 orthogonal.
Zu anderen Gewichten gibt es auch orthogonale Polynome wie die Hermiteschen
Polynome. Sie sind orthogonal bezüglich ωˆ(y) = e−y2 und können bei Problemen
angewendet werden, bei denen die Menge um die Null stärker gewichtet wird, damit
Ausreißer das Ergebnis weniger verzerren. Sie werden hier aber nicht weiter erläutert,
womit der Exkurs über orthogonale Polynome endet.
4.2.2 Update
Bisher wurde beschrieben, wie Modelle aus einer gegebenen Datenmenge erzeugt
werden. Als nächstes wird betrachtet, wie ein vorhandenes Modell auf wachsenden
Datenmengen angepasst wird. Dafür wurden in Abschnitt 3.1.2 die Givensrotatio-
nen eingeführt. Die Matrizen der Gestalt (3.9) entsprechen dem jetzigen Szenario.
Ein Modell ist bereits berechnet worden und die Dreiecksmatrix R sowie die trans-
formierte rechte Seite b liegen vor. Zu dieser Matrix und dem Vektor wird jeweils
eine neue Zeile rneu und bneu hinzufügt, welche die neuen Daten beinhalten. Mittels
Givensrotationen beziehungsweise schnellen Givensrotationen wird ein auf die neuen
Daten angepasstes Modell zur Laufzeit berechnet.
Diese Anpassung wird auch fortlaufend durchgeführt. Dabei ist es unter Umständen
sinnvoll, die neuen Daten stärker zu gewichten als die alten Daten, da sich die Anlage
mit der Zeit verändert, sei es durch Alterung oder Verschmutzung und Reinigung.
Daher wird eine Vergessensrate ω ∈ [0, 1] eingeführt. Die Dreiecksmatrix und die
rechte Seite werden damit multipliziert, d. h. anstelle von
min
x

(
R
rneu
)
x−
(
b
bneu
)
wird
min
x

(
ωR
rneu
)
x−
(
ωb
bneu
)
betrachtet. Durch das wiederholte Anpassen des Modells wird der ursprüngliche An-
teil kleiner. Beim k-ten Anpassen, k ∈ N, wird folgendes Problem betrachtet
min
x

⎛⎜⎜⎜⎜⎜⎜⎜⎝
ωkR
ω(k−1)r(1)neu
...
ωr(k−1)neu
r(k)neu
⎞⎟⎟⎟⎟⎟⎟⎟⎠x−
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ωkb
ωk−1b(1)neu
...
ωb(k−1)neu
b(k)neu
⎞⎟⎟⎟⎟⎟⎟⎟⎠

.
Bei der Wahl von ω ist jedoch Vorsicht geboten, da bei einem zu kleinen Wert die
Datenhistorie zu schnell vergessen wird. Das Modell lernt sich auf das momentane
Szenario an, beachtet jedoch alle anderen vorherigen nicht mehr. Bei einer zu hohen
Wahl erfolgen die Adaptionen wiederum zu langsam, so dass eine verhältnismäßig
lange Übergangszeit entsteht, in der die Modelle noch nicht angepasst sind. Allge-
mein gilt, dass die Vergessensrate dem gewünschten Vorhersagehorizont angepasst
wird, d. h. kleines ω bei kurzen und großes ω bei langen Horizonten.
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Wichtig neben der Wahl der Vergessensrate ist die Berechnungsdauer für ein Up-
date, damit die aktuellen Daten zur Vorhersage verwendet werden. Durch die Wahl
von schnellen Givensrotationen ist die Berechnung einer Modellanpassung effizient,
jedoch erhöhen sehr große Modelle sie. Daher ist ein Aussortieren von unnötigen
Eingangsgrößen in einem Modell notwendig. Dies geschieht bei der Modellreduktion.
4.3 Modellreduktion
Ist die Datenlage für eine Anlage gut und umfangreich, ergeben sich neue Probleme:
die Aufbereitung der Daten und die Einschränkung der Eingangsgrößen für die Mo-
delle anhand technischer Betrachtungen sind mit viel Arbeit verbunden. Eine solche
Auswahl muss allerdings stattfinden, da der Umfang der Modelle mit der Anzahl der
berücksichtigten Eingänge entsprechend der Formel (4.1) wächst. Die Auswahl ist
auch physikalisch sinnvoll, da nicht alle gemessenen Größen einen Einfluss auf die
Ausgänge haben.
Daher wird ein Verfahren zur automatischen Auswahl von Eingängen für eine Aus-
gangsgröße vorgestellt, um eine Modellreduktion zu erreichen und die Rechenge-
schwindigkeit zu erhöhen, ohne nennenswerte Verluste in der Simulationsgüte zu er-
leiden. Ausgangspunkt ist eine datenbasierte Analysemethode der Eingangsgrößen. In
Herzberg [45] werden unterschiedliche Methoden beschrieben, die eine Eingangsaus-
wahl durchführen können. Die einfachste Methode ist, Eingänge solange zum Modell
hinzuzufügen, bis keine Verbesserung mehr auftritt. Jedoch sollte sie nicht alleine
angewendet werden, da die Auswahl der Eingänge sehr stark durch die Reihenfolge
des Hinzufügens beeinflusst wird. Daher schlägt Herzberg vor, nur die Eingänge zu
betrachten, die eine große Korrelation mit dem Ausgang besitzen, damit die Eingänge
mit einem kleinen Einfluss nicht mit in das Modell aufgenommen werden. Durch das
zufällige Hinzufügen kommen Eingänge dazu, die nur eine kleine Verbesserung durch
den Freiheitsgrad, den sie mitbringen, bewirken, weil die wichtigen Eingänge noch
nicht hinzugefügt worden sind. Ein weiterer Vorschlag von Herzberg ist eine Linear-
kombination von Eingängen statt einzelne Eingänge zu betrachten, da der Einfluss
erst durch die Kombination mit anderen Größen sichtbar beziehungsweise signifikant
wird, wie später in Abschnitt 7.2.1 deutlich wird.
Die drei erwähnten Methoden von Herzberg werden alle in die Modellreduktion be-
ziehungsweise Datenanalyse kombiniert aufgenommen, um ein möglichst gutes Er-
gebnis zu erhalten. Der Ablauf des Algorithmus wird im Folgenden beschrieben. Die
Ergebnisse werden in Anschnitt 7.2 gezeigt, die für die Kombination der Verfahren
spricht.
Seien E = {e1, . . . , ene} die Menge der Eingänge, W = {w1, . . . , wnw} (nw ∈ N) die
Menge, der als wichtig deklarierten Eingänge, und b der Ausgang. Die Auswahl für
W wird manuell getätigt, um Vorwissen in die Modellreduktion einfließen zu lassen.
In Abbildung 4.1 wird eine schematische Darstellung der Analyse für einen Eingang
ej, j ∈ {1, . . . , ne}, gezeigt. Um eine Vergleichbarkeit der unterschiedlichen Eingänge
herzustellen, deren Größenordnungen sehr unterschiedlich sein können, werden sie
auf das Intervall [−1, 1] affin-linear transformiert. Dadurch ergibt sich gleichzeitig
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eine höhere numerische Stabilität.
Die Analyse startet mit der Zusammenfassung von ähnlichen Eingängen in Klassen.
Einzigartige Größen haben entsprechend keine weiteren Eingänge in ihrer Klasse.
Zur Bestimmung der Ähnlichkeit wird die Bedingung
||ei − ej||2 < εgleich
für ein gegebenes εgleich > 0 und für alle i, j ∈ {1, . . . , ne} mit i ̸= j geprüft. Die
Klassen werden anschließend gleichmäßig, ohne die maximale Blockgröße Bmax zu
überschreiten, in Blöcke unterteilt, wobei in jedem Block maximal nur eine Klasse
mit mehr als einem Eingang vorhanden ist. Dies wird gesichert, indem die Anzahl der
Blöcke entsprechend erhöht wird. In jedem dieser Blöcke wird das Ausgleichsproblem
(A− γIm×n)x = b
gelöst, wobei A die wie in Abschnitt 4.2 beschriebene Modellmatrix der Eingangsgrö-
ßen aus einem Block ist. Ferner ist γ ≥ 0, Im×n die Einheitsmatrix entsprechend der
Größe von A mit gegebenenfalls zusätzlichen Nullzeilen und x die gesuchte Lösung.
Der Term γIm×n wird hinzugenommen, um die einzelnen Einträge der Lösung klein
zu halten und dadurch die Auswahl der Eingänge zu vereinfachen. Es werden dieje-
nigen ausgewählt, deren Einfluss am stärksten ist, was an der Größe des Eintrags im
Lösungsvektor x, zu dem der Eingang gehört, gemessen wird. Beim Lösungsvektor x
handelt es sich um die Koeffizienten der Basisfunktionen. Je größer die Einträge in x
sind, desto stärker beeinflussen die dazugehörigen Basisfunktionen beziehungsweise
die Eingänge den Ausgang. Also werden nur diejenigen Eingangsgrößen weiter be-
trachtet, deren Koeffizienten eine gewisse Toleranz εkoef > 0 überschreiten. In diesem
Schritt ist die Vergleichbarkeit der Koeffizienten von großer Bedeutung.
Im letzten Schritt werden die übrig gebliebenen Eingänge wieder in Blöcke unterteilt,
wobei die als wichtig deklarierten Eingänge in einen Block kommen. Die maxima-
le Blockgröße beträgt in diesem Fall entweder Eins oder entspricht der Anzahl der
als wichtig deklarierten Eingänge. Theoretisch kann sie auch größer gewählt werden,
aber dadurch würden irrelevante Eingänge mit aufgenommen, da sie sich in einem
Block mit vielen relevanten Eingängen befinden. Für jeden dieser Blöcke wird ein
Modell erzeugt und die relativen Fehler untereinander verglichen. Zu demjenigen
Block mit dem kleinsten Fehler werden nacheinander jeweils eine weitere Eingangs-
größe hinzugefügt und ein Modell erzeugt. Falls der relative Fehler um den Faktor
1− δ mit δ ∈ [0, 1] verringert wird, bleibt der Eingang im Block. Ansonsten handelt
es sich nicht um einen relevanten Eingang.
Damit ist das Verfahren der Modellreduktion beschrieben. Als nächstes wird be-
trachtet, wie die Modelle miteinander verknüpft werden, da eine KWK-Anlage aus
mehreren Komponenten besteht. Außerdem beschreibt ein Modell nur einen Aus-
gang, aber eine KWK-Anlage besteht aus mehreren steuerbaren Bauteilen, die für
eine Untersuchung modelliert werden.
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Starte mit ej, j ∈ {1, . . . , ne}.
∃i ∈ {1, . . . , ne} : ‖ei − ej‖ < εgleich?
Ja Nein
ej wird der Klasse von ei
hinzugefügt, die einem leeren
Block hinzugefügt wird.
ej wird einer leeren Klasse
hinzugefügt, die zum Block
mit den wenigsten Mengen
hinzugefügt wird.
Erzeuge für jeden Block ein Modell.
Ist ein Koeffizient von ej größer als εkoef?
Ja Nein
Ist ej ∈ W? ej ist nicht notwendig.
Ja Nein
Der Block mit den rest-
lichen Eingangsgrößen
von W wird um ej ergänzt.
ej wird einem nicht vollen Block
mit Eingangsgrößen nicht aus W
oder einem leeren Block
hinzugefügt.
Erzeuge für jeden Block ein Modell. Hat das
Modell aus dem Block von ej den kleinsten Fehler?
Ja Nein
ej ist notwendig. ej wird dem Block mit dem
kleinsten Fehler hinzugefügt und
ein neues Modell wird erzeugt. Hat
sich der Fehler um 1− δ verringert?
Ja Nein
ej ist notwendig. ej ist nicht notwendig.
Abbildung 4.1: Entscheidungsbaum für den Modellreduktionsalgorithmus anhand
einer Eingangsgröße (übersetzt aus [21]).
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4.4 Modellverkettung
Eine KWK-Anlage besteht nicht nur aus unabhängigen Komponenten, sondern ist
ein gekoppeltes System. Die Abhängigkeiten müssen daher in den Modellen wider-
gespiegelt werden. Dafür werden zwei unterschiedliche Klassen definiert: das Kenn-
größenmodell (KGM) und das Komponentenmodell (KM).
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Abbildung 4.2: Schematische Darstellung eines Kenngrößen- und Komponenten-
modells (übersetzt aus [21]).
In Abbildung 4.2 ist zu erkennen, dass ein KGM einen einzelnen skalaren Ausgangs-
wert modelliert. Somit ist es eine unmittelbare Repräsentation des mathematischen
Ansatzes, der auf skalarwertigen Funktionen beruht. Ein Komponentenmodell kann
dagegen aus mehreren Modellen bestehen, die Komponenten- und Kenngrößenmo-
delle sein können. Es kann daher mehrere Ausgänge besitzen.
Die Modelle in einem Komponentenmodell können unabhängig voneinander sein, je-
doch sind Verbindungen miteinander nicht ausgeschlossen. D. h. der Ausgang eines
Modells darf Eingang eines anderen sein. Die Rückführung des Ausgangs in das erste
Modell ist jedoch nicht möglich, da dadurch Zyklen entstehen und der Anfang der
Abhängigkeitskette nicht mehr identifizierbar ist. Unter allen Komponentenmodellen
gibt es ein Komponentenmodell, in dem alle anderen Komponenten- und Kenngrö-
ßenmodelle enthalten sind. Es stellt die zu modellierende Gesamtanlage dar.
Durch die vorgestellte Verkettung der Modelle wird ein modularer Aufbau erzeugt.
Durch das Austauschen eines KGMs oder KMs mit den gleichen Aus- und Eingängen
werden die anderen Modelle nicht beeinflusst. Dadurch lässt sich einerseits eine Anla-
ge am Computer bauen, um die Planung einer Anlage zu unterstützen. Andererseits
ist bei hardwaretechnischen Änderungen das bisherige Anlagenmodell noch soweit
verwendbar, dass nur die entsprechenden KGMs und KMs ersetzt werden brauchen.
4.4.1 Reihenfolge der Modellauswertungen
Durch die Abhängigkeiten einiger KGMs von anderen ist die Auswertungsreihenfolge
der Modelle in einem KM entscheidend für die Berechnungen. In dieser Arbeit wird
der topologische Sortieralgorithmus für einen gerichteten, zyklenfreien Graphen aus
Kahn [50] verwendet, wodurch diejenigen Modelle, deren Ausgänge Eingänge anderer
Modelle sind, zuerst berechnet werden. Dieser Algorithmus funktioniert folgender-
maßen:
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1. P = ∅, Q = {Wurzel des Graphen}
2. Solange Q nicht leer ist,
a) entferne einen Knoten q aus Q,
b) setze q in P ein,
c) entferne alle Kanten mit dem Knoten q aus dem Graphen,
d) füge diejenigen Knoten zu Q hinzu, die durch das Entfernen der Kanten
Wurzeln geworden sind.
3. Falls der Graph noch Kanten hat, hat er mindestens einen Zyklus. Ansonsten
ist in P die Auswertungsreihenfolge enthalten.
Hiermit sind alle Werkzeuge für das Erstellen von Modellen verfügbar: Identifikation,
Update, Reduktion und Verkettung. Jedoch müssen diese Modelle noch verifiziert
werden. Eine Möglichkeit wird im nächsten Abschnitt vorgestellt.
4.5 Kreuzvalidierung
Wie später in Abschnitt 4.6 erwähnt, gibt es bei der vorliegenden Anwendung zwei
verschiedene Datensätze von unterschiedlichen Anlagen für die Modellierung. Aus
diesen Daten werden die Modelle angelernt und entwickelt. Zusätzlich werden sie
verwendet, um die Modelle zu testen und zu verifizieren. Daher wird die Methode
der Kreuzvalidierung benutzt, die aus einem kleinen Datensatz genug Daten für das
Anlernen und Testen erzeugt. Wie von Alpaydin [2] beschrieben, wird ein Datensatz
in k ∈ N separate Sätze unterteilt, wovon jeweils mit einer der k Mengen das Modell
angelernt wird und mit den restlichen Daten getestet wird. Diese Prozedur wird für
jede Teilmenge durchgeführt, um zu testen, wie gut das Modell mit nicht angelernten
Daten umgeht. Der Vorteil dieses Vorgehens ist, dass die Modelle anhand von kleinen
Datensätzen schon verifiziert werden.
Zur Verdeutlichung des Ablaufs einer k-fachen Kreuzvalidierung wird er kurz in
Formeln dargestellt. Die Darstellung orientiert sich dabei an Alpaydin [2]. Sei X
die Ausgangsmenge und Xi für i = 1, . . . , k die disjunkten Teilmengen von X mit
X = ⋃˙
i=1,...,k
Xi.
Bezeichne XL die Menge, auf der das Modell angelernt wird, und XT die Menge, auf
der getestet wird. Dann verändern sie sich für jeden Durchgang gemäß Tabelle 4.1.
Für die Verwendung der Kreuzvalidierung müssen nach Herzberg [45] bestimmte
Voraussetzungen erfüllt sein. Diese seien die gleichmäßige Verteilung der Daten im
Raum und die Zeitunabhängigkeit der Eingänge. Falls der zweite Fall nicht zutreffe,
wird durch Einführung einer weiteren Variable, die die Zeitabhängigkeit widerspie-
gelt, die Vorhersage verbessert und die Kreuzvalidierung kann trotzdem angewendet
werden. In Abschnitt 6.2.2 wird trotz nicht gleich verteilter Daten eine Kreuzvalidie-
rung ausgeführt, da praktisch keine Hindernisse existieren, die Methode anzuwenden,
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Durchgang XL XT
1 X1 X \ X1
2 X2 X \ X2
... ... ...
k Xk X \ Xk
Tabelle 4.1: Ablauf einer k-fachen Kreuzvalidierung (orientiert an [2]).
jedoch sind Unterschiede zwischen den Vorhersagen von nicht gleich verteilten und
gleich verteilten Daten sichtbar.
Ein weiterer Aspekt den Herzberg für die Kreuzvalidierung aufführt ist, dass viele
Daten und wenige Eingänge gut für die Kreuzvalidierung sind, da dadurch weniger
Freiheitsgrade durch die Eingänge verursacht werden und weil mehr Daten, falls sie
keinen Fehler aufweisen, bei der Identifikation zu einem besseren Ergebnis führen.
Mit anderen Worten bedeutet es, dass bei einer kleineren Anzahl an Eingängen die
angelernten Modelle stabiler sind, da eine Überanpassung vermieden wird, worauf
bei allen datenbasierten Modellierungsansätze zu achten ist. Die große Anzahl an
Daten hängt damit zusammen, dass ein großer Anlernbereich gleichzeitig ein großer
Vorhersagebereich bedeutet. Jedoch muss hier darauf geachtet werden, ob durch viele
Daten von einer Systemeinstellung nicht zu einer ungewünschten Gewichtung führt.
Neben der Kreuzvalidierung bieten die Statistik und das Machine Learning andere
Verfahren zur Überprüfung einer Modellgüte bei kleinen beziehungsweise begrenz-
ten Datensätzen. Häufig werden Bootstrap-Verfahren in diesem Zusammenhang er-
wähnt. Sie werden von Efron in [29] eingeführt und in [30] von Efron und Tibshirani
ausführlich beschrieben. Bei den Bootstrap-Verfahren werden aus einem Datensatz
durch das zufällige Ziehen von Daten mit Zurücklegen mehrere neue Datensätze
erzeugt, auf denen gelernt und getestet wird. Jedoch sind sie im Vergleich zu den
Kreuzvalidierungsmethoden, insbesondere zur 10-fachen stratifizierten Kreuzvalidie-
rung, nach Kohavi [54] unterlegen. Daher wird in dieser Arbeit die Kreuzvalidierung
als weitere Methode zur Überprüfung der Modellgüte neben der relativen Fehlerqua-
dratbetrachtung angewendet.
Die stratifizierte Kreuzvalidierung unterscheidet sich von der „normalen“ Variante
in der Hinsicht, dass bei der Unterteilung der Daten in Teilmengen darauf geach-
tet wird, dass es keine Überlappung dieser Mengen untereinander gibt und dass in
ihnen die Verteilung der Daten dem Originaldatensatz sehr ähnelt beziehungsweise
entspricht. Dadurch ergibt sich eine gleichmäßige Verteilung der Daten im Raum,
die von Herzberg bei der Anwendung von Kreuzvalidierung gefordert wird. Das ist
ein erster Hinweis, wie die Daten für datenbasierte Modellierung aussehen sollten.
Weitere werden nun im Abschnitt über die Datenlage aufgeführt.
4.6 Datenlage
Es gibt viele Kriterien, wie ideale Daten für eine datenbasierte Modellierung geschaf-
fen sein sollten. Daher werden einige dieser Kriterien im Folgenden vorgestellt, bevor
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die realen Daten erläutert werden, die für die Modellierung verwendet werden.
Nach Chatterjee und Simonoff [20] sollte die Eigenschaft der gleichmäßigen Vertei-
lung der Daten im Raum bei einer datenbasierten Modellierung stets gegeben sein,
um sie sinnvoll anzuwenden. Außerdem empfehlen sie, sich die Daten visuell anzei-
gen zu lassen, um Ausreißer zu erkennen oder systematische Fehler aufzudecken, die
die Modellierung beeinflussen. Blasnik weist in [8] zusätzlich auf die Schwierigkeiten
mit Kollinearität im Zusammenhang mit Selektionsverfahren hin. Sie verursacht Pro-
bleme bei der Modellierung. Daher ist es wichtig, sie zu finden und auszusortieren.
Jedoch kann nicht mit Sicherheit beurteilt werden, ob die ausgewählten Größen nur
für den zu betrachtenden Datensatz die beste Auswahl sind oder ob sie allgemein
gültig sind. Ein weiterer Punkt, den Blasnik aufführt, ist die Heteroskedastizität. Sie
bedeutet, dass, wenn es eine ungleiche Streuung innerhalb eines Datensatz gibt, eine
Gewichtung der Größen verursacht wird.
Durch die verschiedenen Kriterien für ideale Daten, die im Allgemeinen nicht auf
Realdaten zutreffen, entstehen Probleme in der Handhabung mit den realen Daten.
In dieser Arbeit werden unterschiedliche Techniken verwendet, um sie zu lösen. Die
Kollinearität führt unter Umständen bei der Lösung von Linearen Ausgleichsproble-
men zu numerischen Instabilitäten, die in dieser Arbeit mit Hilfe der Pivotisierung der
QR-Zerlegung umgangen werden (siehe Abschnitt 3.2.1). Trotzdem werden ähnliche
Größen aus der Menge der Eingänge entfernt, da sie das Modell unnötig vergrößern
und zu längeren Auswertungszeiten führen. Daher ist im Rahmen dieser Arbeit eine
Modellreduktion entwickelt worden (siehe Abschnitt 4.3), die diese Aufgabe über-
nimmt und aus mehreren Schritten besteht, um eine möglichst allgemeine Auswahl
an Eingängen zu gewähren. Ob dadurch immer diejenigen Eingänge gewählt werden,
die allgemein gelten, ist leider nicht gewährleistet. Dafür ist die Datenlage niemals
umfassend groß genug.
Während Blasnik die Heteroskedastizität als ein Problem sieht, ist sie in dieser Ar-
beit gewollt, da sie ein Indiz ist, welcher Zustand besonders häufig in einer Anlage
auftritt, und es dadurch wahrscheinlicher ist, dass dieser Zustand wieder erscheint.
Ferner werden Ausreißer schwächer gewichtet und verfälschen das Modell nur gering-
fügig.
Die realen Daten, die für diese Arbeit verwendet werden, stammen von zwei ver-
schiedenen Anlagen. Der erste Datensatz umfasst eine komplette Anlage mit 326
Sensoren, die zum Teil automatisch aufgezeichnet und zum anderen handschriftlich
notiert sind. Dadurch entstehen unterschiedliche Frequenzen, bei denen die Daten
geloggt sind. Da es für die Modellierung unabdingbar ist, dass die Daten alle zur
gleichen Zeit eintreffen, sind die Daten bereits interpoliert worden. Ferner sind sie auf
Fehler untersucht und gegebenenfalls korrigiert worden. Die Daten haben eine Auf-
lösung von einer Minute und umfassen etwa acht Wochen (14.02.2013 06:16Uhr bis
18.04.2013 17:20Uhr), wodurch eine Datenlage von einem Umfang von 80.000×326
Datenpunkten entstanden ist.
Der zweite Datensatz umfasst nur einen Gasmotor einer anderen Anlage. Sie ist im
Vergleich zum ersten Datensatz wesentlich niederfrequenter mit einer Auflösung von
einer Viertelstunde. Dafür sind die Daten über einen längeren Zeitraum von 17,5
Monaten aufgenommen worden (06.06.2012 20:00Uhr bis 17.11.2013 00:00Uhr), in
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dem ein Umbau des Gasmotors vorgenommen wurde, der 2,5 Monate gedauert hat
(29.04.2013 03:00Uhr bis 15.07.2013 7:30Uhr, Zeitpunkt aus den Daten entnom-
men). Der komplette Datensatz besteht damit aus 51.136×5 Datenpunkten.
Einige Daten werden für die Modellierung geglättet, da sie schubweise einen Messwert
liefern. Daher entstehen Lücken trotz kontinuierlicher Produktion. Für die Glättung
wird ein Gauß-Filter verwendet. Dieser wird durch den Faltungskern
f(y) = 1√
2πσ
e−
(y−µ)2
2σ2
mit σ als Standardabweichung und µ als Mittelwert beschrieben. Die zu glättende
Funktion f1 ergibt sich dann durch
∞∫
−∞
f1(u)f(u) du
(siehe [58]). Für den diskreten Fall hängt die Standardabweichung von der Masken-
größe k der Gaußglocke ab. Eine geeignete Wahl der Maskengröße nach Jiang [49]
ist ein Wert zwischen 2σ und 3σ. Da in dieser Arbeit unterschiedlich viele Nachbarn
des zu glättenden Wertes berücksichtigen werden, wird die Maskengröße k variabel
gewählt und die Standardabweichung abhängig von ihr auf den Wert k2,5 gesetzt.
Die beiden Datensätze sind von ihrer Frequenz und dem aufgenommenen Zeitraum
sehr unterschiedlich, wodurch unterschiedliche Effekte besser beziehungsweise schlech-
ter beobachtet werden. Beim ersten Datensatz stehen wesentlich mehr Eingänge für
einen Ausgang zur Verfügung, wodurch die Datenanalyse ausgetestet und untersucht
werden kann. Außerdem stellt er durch die Vielzahl der Sensoren an den unter-
schiedlichen Bestandteilen einer Anlage die Möglichkeit dar, die Modellverkettung
zu testen und auszuwerten, da mehrere Komponenten betrachtet und verschachtelt
werden können. Der zweite Datensatz bietet stattdessen einen Vergleich des Update-
Verfahrens mit dem Neuaufstellen eines Modells an bezüglich eines Umbaus eines
Bauteils. Dabei wird untersucht, ob es sinnvoll ist, das alte Modell weiter anzuler-
nen oder stattdessen durch ein neues Modell zu ersetzen. Außerdem werden durch
den längeren betrachteten Zeitraum jahreszeitliche Effekte betrachtet, die zum Teil
durch unterschiedliche Außentemperaturen widergespiegelt werden. Hierzu wird un-
tersucht, inwiefern eine Simulation mit einem Modell sinnvoll ist, wenn es in einem
anderen Monat angelernt wurde. Ein weiterer Aspekt ist die Frage, wie die Daten
für das Anlernen verteilt werden sollten, um eine möglichst gute Vorhersage in einem
anderem Zeitraum oder einem anderen Datensatz zu erhalten, um auf den Aspekt
der gleichmäßigen Verteilung zurückzukommen.
Zu den beiden Realdatensätzen wird zusätzlich ein simulierter Datensatz betrach-
tet. Dieser dient der Überprüfung der Modellreduktion, da der Zusammenhang der
einzelnen Größen untereinander bekannt ist. Er besteht aus 50.000 Zeilen und 16
Spalten. Von den Spalten wird eine als Ausgang gewählt, während die restlichen 15
als mögliche Eingänge dienen. In Tabelle 4.2 wird der Datensatz mit der Art, dem
Minimum, dem Maximum, dem Mittelwert und der Varianz aufgeführt. Art bedeutet
hier, welchen Zusammenhang sie mit den anderen Spalten haben oder wie sie gra-
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Spalte
A
rt
M
inim
um
M
axim
um
M
ittelwert
Varianz
s0
konstant
-5
-5
-5
0
s1
linear
0
49,999
24,995
208,333
s2
zufällig
2,3065·10 −
5
0,999931
0,499891
8,35303·10 −
2
s3
sin(s1 )
-1
1
7,03303·10 −
4
0,502531
s4
s1 −
0,01
-0,01
49,989
24,9895
208,33
s5
s 21
0
2,4999·10
3
8,33308·10
2
5,55535·10
5
s6
verschobener
Signum
-1
1
0
1
s7
zufällige
Treppe
-5
4,98943
-2,99127
9,01497
s8
e
s2
1,00002
2,71809
1,71826
0,242562
s9
s145
0
1,11109
0,555544
0,102881
s10
s1 +
s2
1,96266·10 −
2
50,9746
25,4994
2,0838·10
2
s11
s 21 +
6
6
2,5059·10
3
8,39308·10
2
5,55535·10
5
s12
s7 +
zufällig
-4,99988
5,98423
-2,49104
9,10115
s13
zufällig
2,08·10 −
7
0,999985
0,499483
8,33024·10 −
2
s14
cos(s1 )
-1
1
−
5,24715·10 −
3
0,497441
b=
A
usgang
s 31 +
10
3s3 s7
-4,99612·10
3
1,26036·10
5
3,1241·10
4
1,28007·10
9
Tabelle
4.2:Beschreibung
der
sim
ulierten
D
aten
für
die
M
odellreduktion.
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phisch aussehen. Im Datensatz sind ebenfalls zufällige Spalten vorhanden, die mit
Hilfe von MATLAB (Version: R2016a, 64-bit) erzeugt worden sind.
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Kapitel 5
Optimierung einer
Kraft-Wärme-Kopplungsanlage
Es gibt zwei Möglichkeiten eine KWK-Anlage zu optimieren. Einerseits kann das
Design der Anlage optimiert werden. Dies passiert meistens bei der Planung. Nach-
trägliche Änderungen sind aber nicht ausgeschlossen. Ein anderer Ansatz der Opti-
mierung liegt in der Betriebsstrategie beziehungsweise Fahrweise. Sie kann sowohl
bei der Planung als auch beim täglichen Betrieb berücksichtigt werden. Für beide
Ansätze werden sehr genaue Abbildungen der Anlage sowie eine Vorhersage der Pro-
duktionsmenge benötigt, um das Verhalten der Anlage an die Nachfrage anzupassen
und die optimale Konfiguration beziehungsweise den optimalen Fahrplan zu entwi-
ckeln. Hier wird die Optimierung der Fahrweise betrachtet.
In diesem Kapitel wird für diese Aufgabenstellung das dazugehörige Optimierungs-
problem aufgestellt, das es zu lösen gilt. Dafür wird in Abschnitt 5.1 die Zielfunk-
tion mit ihren einzelnen Komponenten eingeführt. Gleichzeitig werden die mögli-
chen Spielräume anhand der Optimierungsvariablen aufgezeigt, die durch die Box-
schranken begrenzt werden. Als weitere Eingrenzung des Optimierungsraums und
zur Einhaltung des physikalischen und technischen Sinnhaftigkeit wird das Optimie-
rungsproblem um Nebenbedingungen, welche in Abschnitt 5.2 vorgestellt werden,
erweitert. Damit ist das Optimierungsproblem gestellt und wird mit Hilfe des NLP-
Solvers WORHP (We Optimize Really Huge Problems) gelöst. Dabei werden nu-
merische Anpassungen des Optimierungsproblems in Abschnitt 5.3 eingeführt sowie
die Wahl der Parameter erklärt, die sich von der Standardvorgabe unterscheiden. Im
darauf folgenden Abschnitt werden auf Einsparungen eingegangen, die trotz nicht
direkter Formulierung in der Zielfunktion ebenfalls entstehen. Zum Abschluss wer-
den in Abschnitt 5.5 die verwendeten Daten vorgestellt und gezeigt, wie die Modelle
der einzelnen Anlagenkomponenten berechnet werden.
5.1 Zielfunktion
Die zu betrachtende Anlage, welche schematisch in der Abbildung 5.1 dargestellt
ist, besteht aus zwei Gasturbinen GT1 und GT2, einem Abhitzekessel AHK und
zwei Dampfkesseln DK1 und DK2. In den Gasturbinen wird aus Erdgas elektrische
Energie und Rauchgas erzeugt. Beide Energieformen werden in der Anlage weiter
verwendet. Bei einer zu hohen Produktion werden sie in das Stromnetz beziehungs-
weise in die Umwelt abgegeben. An der Gasturbine GT1 ist der Abhitzekessel AHK
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GT1
GT2
AHKErdgasElektrische Leistung
Erdgas
Elektrische Leistung Abgas
Dampf
DK1
DK2
Erdgas
Erdgas
Abbildung 5.1: Schematische Darstellung der zu betrachtenden KWK-Anlage
(überarbeitet und übersetzt aus [21]).
angeschlossen. Dort wird Dampf mit Hilfe der Wärme des Rauchgases aus der Ga-
sturbine GT1 und Wasser erzeugt. Der Dampf wird durch den Abhitzekessel AHK
zu den Verbrauchern geleitet. Er wird zusätzlich von den zwei Dampfkesseln erzeugt.
Dafür verbrennen sie Erdgas, um das Wasser im Kessel zu erhitzen. Der Dampfkessel
DK1 benötigt dabei 0,03 kW mehr als der baugleiche Dampfkessel DK2, um einen
Massenstrom von einem Kilogramm Dampf pro Stunde zu produzieren. Also hat der
Dampfkessel DK2 einen besseren Wirkungsgrad als der Dampfkessel DK1.
Insgesamt ergibt sich, dass in der Anlage Erdgas eingekauft wird, um die Gasturbi-
nen und Dampfkessel zu betreiben. Zusätzlich wird elektrische Energie eingekauft,
wenn sie nicht ausreichend in den Gasturbinen erzeugt wird, um den Bedarf in der
Anlage, der zum Beispiel für die Lichtanlage oder andere Verbraucher benötigt wird,
zu decken. Bei einem Überschuss an elektrischer Energie wird dieser verkauft. Damit
entstehen Kosten in der Anschaffung von Erdgas und elektrischer Energie und ein
Gewinn durch den Verkauf des zweiten. Weitere Kosten entstehen durch die Strom-
und Erdgasspitze. Diese Werte sind der maximale Bedarf von elektrischer Leistung
beziehungsweise Erdgas zu einem Zeitpunkt im ganzen Jahr und sie werden mit dem
Preis für die jeweilige Spitze multipliziert. Für sie werden eine gesonderte Gebühr
erhoben, da der Netzbetreiber solche Spitzen in seinem Netz abfängt. Bei Betrach-
tungen, in denen der Zeitraum kürzer als ein Jahr ist, wird der maximale Wert in
jenem Zeitraum als Spitze gewählt.
Die Zielfunktion besteht insgesamt aus vier Komponenten: dem Verbrauch von Erd-
gas, dem Verbrauch an elektrischer Energie im Vergleich zur Produktion sowie der
Erdgas- und Stromspitze:
F (x) =
nO∑
i=0
[
α1
EVerb,i
h
+ α2
(SVerb,i − SProd,i)
h
]
+ α3SSpitze + α4ESpitze, (5.1)
wobei für i = 1, . . . , nO gilt:
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h ∈ R+ Schrittweite in Stunden
nO ∈ N die Anzahl der Zeitschritte
EVerb,i der Erdgasverbrauch zum i-ten Zeitpunkt
SVerb,i der Bedarf an elektrischer Leistung zum i-ten Zeitpunkt
SProd,i die Produktion von elektrischer Leistung zum i-ten Zeitpunkt
SSpitze die Stromspitze
ESpitze die Erdgasspitze
Die Kosten, die durch die Spitzen entstehen, gehen nur einmal in die Zielfunktion
mit ein, da es ein Wert für den kompletten Zeitraum ist, während der Verbrauch für
alle Zeitschritte, die äquidistant zueinander liegen, aufsummiert wird. Die Koeffizi-
enten vor dem Verbrauch beziehungsweise den Spitzen stellen jeweils den Einkaufs-,
Verkaufs- oder Spitzenpreis dar. Dabei ist zu beachten, dass der Koeffizient α2 keine
Konstante ist, sondern sich abhängig von der Differenz z zwischen dem Verbrauch
und der Produktion der elektrischen Leistung verhält. Er lässt sich beschreiben durch
α2 : R→ R, α2(z) =
⎧⎨⎩pEz, z < 0pVz, z ≥ 0 ,
wobei pE der Stromeinkaufs- und pV der Stromverkaufspreis ist, d. h. die Preise
für den Ein- beziehungsweise Verkauf von elektrischer Energie. Da die Strompreise
sich mit der Zeit verändern, wird die Definition von α2 um diese Abhängigkeiten
erweitert:
α2 : R3 → R, α2(pV, pE, z) =
⎧⎨⎩pEz, z < 0pVz, z ≥ 0
Da im Allgemeinen der Einkaufspreis höher ist als der Verkaufspreis, ist die Funktion
an der Stelle 0, wenn der Verbrauch der Produktion entspricht, bezüglich z nicht
stetig-differenzierbar. Dies führt zu Problemen bei der Suche nach einer Lösung des
Optimierungsproblems, da nach Satz 3.8 die Zielfunktion zweimal differenzierbar sein
muss und nach Heuser [46] durch die Unstetigkeitsstelle in der Ableitung dies nicht
erfüllt sein kann. Daher wird eine C1-Approximation
αˆ2 : R3 → R, αˆ2(pV, pE, z) =
⎧⎪⎪⎨⎪⎪⎩
pEz, z < −1
pV−pE
4 z
2 + pV+pE2 z +
pV−pE
4 , −1 ≤ z ≤ 1
pVz, z > 1
gewählt, die die Funktion α2 in der Zielfunktion (5.1) ersetzt. Durch diese Annä-
herung ist gesichert, wie in Abbildung 5.2 zu sehen, dass die Zielfunktion stetig-
differenzierbar ist, da an den Stellen -1 und 1 der links- und rechtsseitige Grenzwert
der Ableitung jeweils −pE beziehungsweise pV ist. Zusätzlich ist αˆ2 zweimal differen-
zierbar.
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-1 0 1
0
0,5
α2
αˆ2
Abbildung 5.2: C1-Approximation von α2 mit pV = 0.5 und pE = 0.2 (überarbei-
tet aus [21])
Damit ist die Zielfunktion (5.1) hinreichend differenzierbar, da die restlichen Koeffizi-
enten konstant sind und der Erdgasverbrauch der Gasturbinen sowie die Produktion
der elektrischen Leistung durch die in Kapitel 4 beschriebene Methode modelliert
werden. Dadurch werden sie als Polynome abgebildet, die glatte Funktionen sind.
Der Erdgasverbrauch der Dampfkesseln wird mit einer Ausgleichsgeraden berech-
net, folglich wird er ebenfalls durch ein Polynom bestimmt. Die dadurch erzeugten
Modelle werden wie folgt bezeichnet:
Erdgasverbrauch von GTj EGTjVerb
Produktion der elektrischen Leistung von GTj SGTjProd
Erdgasverbrauch von DKj EDKjVerb,
wobei j ∈ {1, 2}. Die Modelle der Gasturbinen hängen jeweils von der Last der Tur-
binen und der Außentemperatur ab, während die Modelle der Dampfkessel von der
Produktion des Dampfmassenstroms in den Kessel bestimmt wird.
Übrig bleiben die Spitzen und der Verbrauch beziehungsweise -bedarf der elektri-
schen Leistung, der als fester Wert zu jedem Zeitschritt vorgegeben wird, wodurch
die Differenzierbarkeit nicht gefährdet ist. Die Spitzen stellen den maximalen Ver-
brauch von elektrischer Leistung und Erdgas für den zu betrachtenden Zeitraum
dar, jedoch gefährdet eine Maximumsbeschreibung die Differenzierbarkeit. Aus die-
sem Grund werden die Spitzen jeweils als eine Optimierungsvariable gewählt und
durch eine Nebenbedingung mit dem jeweiligen Verbrauch zu jedem Zeitpunkt ver-
bunden, so dass die Spitzen größer sind als der Verbrauch. Die genaue Definition der
Nebenbedingung wird in Abschnitt 5.2 beschrieben.
Als weitere Optimierungsvariablen werden die Lasten der Gasturbinen, der Dampf-
kesseln und des Abhitzekessels zu jedem Zeitschritt gewählt. Dabei bedeutet Last bei
den Dampfkesseln den zu erzeugenden Dampfmassenstrom und beim Abhitzekessel
den Massenstrom an Rauchgas, der durch ihn geführt wird. Dieser Rauchgasmas-
senstrom hängt vom Rauchgasmassenstrom der Gasturbine GT1 ab, da nicht mehr
durchfließt als produziert wird. Durch Ventile ist es jedoch möglich, den Massen-
strom in einem gewissen Rahmen zu variieren. Insgesamt ist zu erkennen, dass nur
die Produzenten von Rauchgas, elektrischer Leistung und Dampf optimiert werden.
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Von den Verbrauchern werden nur ihre Bedarfswerte übergeben, an die sich die Pro-
duktion orientiert und hält, damit die Produktion eingehalten wird. Damit ergeben
sich folgende Optimierungsvariablen:
Last von GT1 xGT1 = (xGT11 , . . . , xGT1nO )
Last von GT2 xGT2 = (xGT21 , . . . , xGT2nO )
Dampfmassenstrom von DK1 xDK1 = (xDK11 , . . . , xDK1nO )
Dampfmassenstrom von DK2 xDK2 = (xDK21 , . . . , xDK2nO )
Rauchgasmassenstrom durch AHK xAHK = (xAHK1 , . . . , xAHKnO )
Stromspitze xSSp
Erdgasspitze xESp,
womit sich der Erdgasverbrauch sowie die Stromproduktion zum i-ten Zeitschritt
umformulieren lassen zu
EVerb,i = EGT1Verb(xGT1i , TA,i) + EGT2Verb(xGT2i , TA,i) + EDK1Verb(xDK1i ) + EDK2Verb(xDK2i ),
SProd,i = SGT1Prod(xGT1i , TA,i) + SGT2Prod(xGT2i , TA,i)
und damit ergibt sich die Zielfunktion zu
F (x) = 1
h
nO∑
i=1
[α1EVerb,i + αˆ2(pV, pE, SVerb,i − SProd,i)] + α3xSSp + α4xESp, (5.2)
wobei x = (xGT1, xGT2, xDK1, xDK2, xAHK, xSSp, xESp) und TA,i die Außentemperatur
zum Zeitpunkt i ist. Als nächstes werden die Nebenbedingungen betrachtet.
5.2 Nebenbedingungen
Bei der Optimierung der Anlage ist es wichtig, dass physikalische und technische
Grenzen zu jedem Zeitpunkt eingehalten werden. Ansonsten ist die Lösung aus der
Optimierung nicht anwendbar. Im Folgenden sei i ∈ {1, . . . , nO} gesetzt und es
werden folgende Bezeichnungen für die Modelle mit j ∈ {1, 2} gewählt:
EGTji = E
GTj
Verb(x
GTj
i , TA,i)
SGTji = S
GTj
Prod(x
GTj
i , TA,i)
EDKji = E
DKj
V erb(x
GTj
i )
Zu den technischen und physikalischen Nebenbedingungen gehören unter anderem,
dass kein größerer Rauchgasmassenstrom durch AHK fließt als in GT1 erzeugt wird:
g1,i(x) = xAHKi − m˙GT1i ≤ 0 (5.3)
Dabei sei zu beachten, dass der Rauchgasmassenstrom sowie die -temperatur der
Gasturbinen durch Modelle der Art, wie in Kapitel 4 beschrieben, berechnet werden.
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Diese Modelle haben mit j ∈ {1, 2} folgende Bezeichnung:
Rauchgasmassenstrom von GTj m˙GTj
Rauchgastemperatur von GTj TGTj
Sie hängen von der Last der Turbinen und der Außentemperatur ab. Für sie werden
wie für die anderen Modelle Abkürzungen eingeführt. Dabei sei j ∈ {1, 2}.
m˙GTji = m˙GTj(x
GTj
i , TA,i)
TGTji = TGTj(x
GTj
i , TA,i)
Weitere physikalische Nebenbedingungen beschränken die Produktion der elektri-
schen Leistung, den Erdgasbezug, den Rauchgasmassenstrom und die Rauchgastem-
peratur der Gasturbinen. Sie dürfen nicht negativ sein:
g2,i(x) = SGT1i ≥ 0 (5.4)
g3,i(x) = SGT2i ≥ 0 (5.5)
g4,i(x) = EGT1i ≥ 0 (5.6)
g5,i(x) = EGT2i ≥ 0 (5.7)
g6,i(x) = m˙GT1i ≥ 0 (5.8)
g7,i(x) = m˙GT2i ≥ 0 (5.9)
g8,i(x) = TGT1i ≥ 0 (5.10)
g9,i(x) = TGT2i ≥ 0 (5.11)
Zusätzlich gilt für die Rauchgastemperatur von GT2, dass sie aus technischen Grün-
den einen Maximalwert Tmax nicht überschreiten darf. Also gilt für die Nebenbedin-
gungen g9,i zusätzlich zu (5.11) folgende Beschränkung:
g9,i(x) = TGT2i ≤ Tmax (5.12)
Darüber hinaus gibt es weitere technische Einschränkungen, die für den Produkti-
onsablauf essentiell sind. Dazu gehört erstens, dass der im AHK produzierte Dampf-
massenstrom sowohl nach unten als auch nach oben beschränkt ist. Es wird die An-
nahme getroffen, dass die Rauchgastemperatur nach dem Abhitzekessel TAHK einen
konstanten Wert besitzt, die Energie aus dem Rauchgas vollständig in das Wasser
übergeht und es sich jeweils um Sattwasser bzw. -dampf handelt, womit sich für den
Dampfmassenstrom folgendes ergibt:
DAHKmin ≤ g10,i(x) =
cRG(TGT1i − TAHK)
hD − hW x
AHK
i ≤ DAHKmax (5.13)
Dabei ist cRG die spezifische Wärmekapazität des Rauchgases, hD die spezifische
Enthalpie des Dampfs und hW die spezifische Enthalpie des Wassers. Die getrof-
fenen Annahmen sind meistens in der Realität nicht anzutreffen, jedoch wird die
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Formel (5.13) trotzdem verwendet, um eine erste Einschätzung abzugeben, ob eine
Optimierung sinnvoll ist.
Des Weiteren gehört zu den technischen Bedingungen, dass die Rauchgastempera-
tur vor den Verbrauchern eine Mindesttemperatur Tmin für den weiteren Gebrauch
besitzt:
g11,i(x) =
TAHKxAHKi + TGT1i (m˙GT1i − xAHKi ) + TGT2i m˙GT2i
m˙GT1i + m˙GT2i
≥ Tmin (5.14)
Wie die Formeln (5.13) und (5.14) entstehen, wird in Abschnitt 5.5 erläutert. Neben
den technischen Beschränkungen wird der Bedarf am Rauchgas- und am Dampfmas-
senstrom gesichert, damit die Produktion ungehindert läuft:
g12,i(x) = m˙Verb,i − m˙GT1i − m˙GT2i ≤ 0 (5.15)
g13,i(x) = DVerb,i − g10,i(x)− xDK11 − xDK2i ≤ 0, (5.16)
wobei m˙Verb,i der Rauchgasmassenstrombedarf und DVerb,i der Dampfmassenstrom-
bedarf zum i-ten Zeitpunkt ist. Sie werden wie der Bedarf an elektrischer Leistung
und die Außentemperatur vorgegeben, da sie nicht durch die Optimierungsvariablen,
d. h. durch die Produzenten in der Anlage, beeinflusst werden, sondern Vorgaben
darstellen. Der Bedarf an elektrischer Leistung stellt jedoch eine besondere Größe
dar. Er wird ebenfalls durch das Stromnetz gedeckt. Da der maximale Bezug davon
die Stromspitze darstellt und sie als Optimierungsvariable gewählt ist, wird sie, wie
in Abschnitt 5.1 erwähnt, mit Hilfe von Nebenbedingungen nach unten begrenzt:
g14,i(x) = SVerb,i − SGT1i − SGT2i − xSSp ≤ 0 (5.17)
Das Gleiche gilt für die Erdgasspitze. Sie wird ebenfalls durch den Bedarf zu jedem
Zeitpunkt nach unten beschränkt:
g15,i(x) = EGT1i + EGT2i + EDK1i + EDK2i − xESp ≤ 0 (5.18)
Dadurch sind die Spitzen mindestens so groß wie der maximale Verbrauch. Sie sind
zwar nach oben nicht beschränkt, obwohl sie theoretisch dem maximalen Verbrauch
entsprechen. Jedoch erzeugt diese Bedingung in der numerischen Optimierung Pro-
bleme. Durch die Anwesenheit der Spitzen in der Zielfunktion, werden sie aber soweit
wie möglich nach unten gedrückt, um die minimalen Kosten zu erzielen. Dadurch ent-
sprechen die Spitzen dem maximalen Verbrauch.
Als letztes werden Boxschranken für die Optimierungsvariablen eingeführt, um die
Lasten der einzelnen Produzenten in den fahrbaren Bereich zu beschränken und um
den Raum, wo sich das Minimum befindet, zu verkleinern. Für die Gasturbinen ist
sogar vorgegeben, dass sie nur zwischen einem bestimmten Bereich ausgelastet wer-
den, da sie ansonsten nicht effizient betrieben werden. Deshalb muss entschieden
werden, ob es in manchen Fällen ökonomischer ist, sie auszuschalten. Daher ergeben
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sich für die Gasturbinen die Boxschranken
xGT1i , x
GT2
i ∈ {0} ∪ [Lmin, Lmax], (5.19)
wobei Lmin und Lmax die minimale und maximale sinnvolle Last der Turbinen sind.
Die Dampfkesseln und der Abhitzekessel werden stattdessen nur zwischen ihren
Minimal- (DDK1min , DDK2min und m˙AHKmin ) und Maximalwerten (DDK1max , DDK2max und m˙AHKmax )
betrieben, wobei der Minimalwert dem Wert für ausgeschaltet entspricht. Somit gilt:
xDK1i ∈ [DDK1min , DDK1max ] (5.20)
xDK2i ∈ [DDK2min , DDK2max ] (5.21)
xAHKi ∈ [m˙AHKmin , m˙AHKmax ] (5.22)
Für die Spitzen gibt es nur eine untere Schranke, da sie beliebig groß werden können.
Sie werden nach unten durch die Null begrenzt, da durch eine negative Spitze kein
Gewinn erzeugt wird. Folglich gilt:
xSSp, xESp ≥ 0 (5.23)
Damit ist das Optimierungsproblem gestellt. Wie es gelöst wird, zeigt der nächste
Abschnitt.
5.3 Anwendung von WORHP
Die in den Abschnitten 5.1 und 5.2 definierte Optimierungsaufgabe ist so aufgebaut,
dass es keine Interaktionen zwischen den Optimierungsvariablen unterschiedlicher
Zeitschritte bis auf die Spitzen gibt. Es handelt sich somit um ein dünnbesetztes
Problem. Daher wird es mit Hilfe des NLP-Solvers WORHP gelöst. WORHP ist ein
numerischer Löser, der auf einem SQP-Verfahren beruht. Er ist für die Anwendung
auf dünnbesetzte hochdimensionale Probleme entwickelt (vgl. Büskens und Wassel
[19]). Durch die Softwarearchitektur und deren Umsetzung erfüllt er sowohl indus-
trielle als auch akademische Anforderungen (vgl. Wassel [70]). Er ist nach Wassel
et al. [71] der schnellste und robusteste NLP-Solver bezüglich der Testumgebung
Constrained and Unconstrained Testing Environment revisited (CUTEr) für nume-
rische Optimierung. In dieser Arbeit wird die Version 1.9 verwendet. Für das Lösen
des oben definierten Optimierungsproblems mit WORHP werden einige Adaptionen
bezüglich der Zielfunktion und der Boxschranken gemacht, um das Optimierungs-
problem numerisch stabiler zu machen.
Die Zielfunktion (5.2) wird für viele Zeitschritte sehr groß, wobei die meisten ein-
zelnen Summanden verhältnismäßig klein bleiben. Dadurch hat die Änderung einer
Variable nur einen kleinen Effekt auf die Zielfunktion, wodurch die Suche nach ei-
nem Minimum schwierig wird, da kaum Änderungen in der Zielfunktion festgestellt
werden und das Minimum sehr flach ist. Daher wird die Zielfunktion (5.2) noch trans-
formiert. Diese Transformation besteht zum einen darin, die bisherige Zielfunktion
mit sich selbst zu multiplizieren, danach einen konstanten Term ν abzuziehen und
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die Differenz auf die Größenordnung von 1 mit dem Faktor η zu skalieren. Insgesamt
wird (5.2) zu
F (x) =
η
⎧⎨⎩
(
h
nO∑
i=0
[α1EVerb,i + αˆ2(pV, pE, SVerb,i − SProd,i)] + α3xSSp + α4xESp
)2
− ν
⎫⎬⎭ .
(5.24)
Die Zielfunktion wird quadriert, da zum Lösen ein quadratisches Hilfsproblem, wel-
ches eine Annäherung des ursprünglichen Problems darstellt, gelöst wird und dadurch
die Approximation besser wird. Der nächste Schritt, das Abziehen eines konstanten
Wertes, wird durchgeführt, um die Zielfunktion auf eine kleinere Größenordnung zu
transformieren, ohne das Größenverhältnis der Ableitungen zu den Optimierungs-
variablen zu ändern. Dadurch erzeugen Änderungen in den Optimierungsvariablen
größere Veränderungen in der Zielfunktion im Vergleich zu ihrer Größe, wodurch
die Extrema weniger flach sind. Eine Skalierung hat nicht den gewünschten Effekt
erzeugt, da sie die Größenordnung der Optimierungsvariablen im gleichen Maße ver-
kleinert. Trotzdem wird am Ende eine Skalierung durchgeführt, um die genauere
Zahlendarstellung um die Null auszunutzen.
Zusätzlich zu dieser Transformation werden die Summanden auf dieselbe Größenord-
nung mit Hilfe der nicht negativen Zahlen p1, p2 ∈ R+0 skaliert, damit der Verbrauch
und die Spitzen in der gleichen Relation zueinander stehen. Also gilt:
F (x) = η
⎧⎨⎩
(
p1h
nO∑
i=0
[α1EVerb,i+αˆ2(pV, pE, SVerb,i − SProd,i)]
+ p2(α3xSSp + α4xESp)
)2
− ν
⎫⎬⎭
(5.25)
Bezüglich der Boxschranken für die Lasten der Gasturbinen werden diese leicht auf-
geweicht. Sie werden wie folgt gesetzt, damit numerische Ungenauigkeiten in der
Modellbildung nicht zum erfolglosen Abbruch des Optimierungsalgorithmus führt:
xGT1i , x
GT2
i ∈ [0, 5] ∪ [Lmin, Lmax] (5.26)
Falls die Last einer Turbine im Bereich [0, 5] liegt, bedeutet es, dass sie ausgeschaltet
ist.
Zusätzliche Anpassungen bei den Boxschranken sind bei den Spitzen nötig. Für sie
werden Schranken gesetzt, damit der Raum verkleinert wird, in dem nach einem
Optimum gesucht wird. Eine Schranke nach unten besitzen sie bereits. Nach oben
lässt sich die Stromspitze durch den maximalen Bedarf beschränken, während die
Erdgasspitze durch den maximal möglichen Verbrauch limitiert wird, d. h.
xSSp ∈ [0, max
j=1,...,nO
SV erb,i], (5.27)
xESp ∈ [0, Emax] (5.28)
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mit
Emax = EGT1Verb(Lmax,maxj=1,...,nOTA,i)+EGT2Verb(Lmax,maxj=1,...,nOTA,i)
+ EDK1Verb(DDK1max ) + EDK2Verb (DDK2max ).
Die maximale Außentemperatur für den betrachteten Zeitraum wird für den Erdgas-
verbrauch der Gasturbinen gesetzt, da die Gasturbinen bei höheren Außentempera-
turen weniger effizient sind und daher mehr Erdgas benötigen.
Bei der Suche nach einem Minimum werden die ersten und zweiten Ableitungen
benötigt. Unter WORHP gibt es mehrere Möglichkeiten, sie zu erhalten. Die ers-
te Ableitung kann entweder analytisch angegeben oder mit den Finiten Differen-
zen berechnet werden. Für die zweite Ableitung gibt es zusätzlich die Möglichkeit,
sie durch eine Annäherung mit Hilfe verschiedener BFGS-Verfahren zu bestimmen.
Der Vorteil von BFGS gegenüber der exakten Hessematrix ist, dass weniger Funk-
tionsauswertungen benötigt werden. Ein weiterer Grund dafür ist die nicht zweimal
Stetig-Differenzierbarkeit der Zielfunktion. Durch die Approximation αˆ2 ist die ein-
fache Stetig-Differenzierbarkeit gesichert worden, aber die Stetigkeit in den zweiten
Ableitungen an den Stellen -1 und 1 ist dadurch nicht erreicht worden. Daher wird in
dieser Arbeit ein Diagonal-BFGS-Verfahren zur Approximation der zweiten Ablei-
tungen gewählt (WORHP-Parameter: BFGSmethod = 1, BFGSminblockSize = 1,
BFGSmaxblockSize = 1). Die Ableitungen erster Ordnung werden analytisch vorge-
geben.
Es werden neben den Ableitungen ebenfalls die Startwerte für die Optimierungsva-
riablen gewählt. Sie hängen davon ab, ob ein Rauchgasbedarf in der Anlage besteht.
Wenn es keinen gibt, werden die Gasturbinen und der Abhitzekessel ausgeschaltet
beziehungsweise mit der geringsten Last gefahren, während die Dampfkessel entspre-
chend dem Bedarf entweder auf voller oder mit niedrigster Last betrieben werden.
Dabei wird DK2 früher und höher geschaltet, da DK1 einen geringeren Wirkungs-
grad besitzt. Bei einem Rauchgasbedarf wird der Abhitzekessel auf volle Last und
die Gasturbinen auf dem Mittelwert von Lmin und Lmax gesetzt.
Mit diesen Einstellungen sind Einsparungen im Bereich der Betriebskosten erzielt
worden. Genaueres wird in Abschnitt 8.1 aufgeführt. Jedoch werden nicht nur Kos-
ten gespart sondern auch Erdgas und CO2, was für die Erreichung von Klimazielen
relevant ist.
5.4 Andere Einsparungen
Die Zielfunktion, wie in Abschnitt 5.1 beschrieben, umfasst nur die Kosten für den
Verbrauch von Erdgas und elektrischer Energie sowie deren Spitzen im Jahr. Das
heißt jedoch nicht, dass nur die Kosten verändert werden. Daher wird ebenfalls ein
Blick auf den Erdgasverbrauch und den CO2-Ausstoß geworfen. Durch Erdgaseinspa-
rungen werden Kosten gespart, da weniger Geld für das Brennmaterial ausgegeben
wird. Davon ist der CO2-Ausstoß auch betroffen, weil weniger verbranntes Erdgas
auch weniger CO2 produziert, welches in die Umwelt abgegeben wird.
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Die Erdgaseinsparung lässt sich aus der Berechnung der Betriebskosten entnehmen,
da der Verbrauch während des Optimierungsvorgangs berechnet wird und der an-
schließende Vergleich mit dem historischen Verbrauch auf die Einsparung schließt.
Die CO2-Emissionen werden jedoch noch berechnet. Dabei stellt nicht nur der Erd-
gasverbrauch sondern auch der Verbrauch an elektrischer Energie einen Einflussfak-
tor dar, da bei weniger bezogener Energie weniger Kohle oder Gas in einem Kraftwerk
verbrannt wird. Jedoch stellt die anlageneigene Produktion mehr Kohlendioxid her,
da sie einen schlechteren Wirkungsgrad als die Stromkraftwerke bezüglich der reinen
Herstellung von elektrischer Energie hat. Die elektrische Energie aus dem Netz setzt
sich unter anderem aus Ökostrom, der aus Sonnen- oder Windenergie gewonnen wird,
zusammen. Dieser Aspekt wird aber nicht berücksichtigt. Es wird nur der Bezug von
elektrischer Energie und der Erdgasverbrauch der Anlage für die Berechnung der
CO2-Emissionen beachtet.
Eine Kilowattstunde elektrischer Energie verursacht nach der aktuellen Veröffentli-
chung des Umweltbundesamts zum Thema der Kohlendioxid-Emissionen des deut-
schen Strommix [48] 579 g CO2, während eine Kilowattstunde Erdgas 210 g CO2
erzeugt. Der letzte Wert entsteht durch Mittelwertbildung zweier Quellen ([28] und
[59]). Der erste CO2-Rechner wird vom Umweltbundesamt in Deutschland zur Ver-
fügung gestellt, während der zweite vom Umweltbundesamt in Österreich stammt.
Der Grund für die Berücksichtigung des zweiten CO2-Rechners ist, dass er in der
Erklärung angibt, wie hoch die direkte CO2-Emission ist, wie sie unter anderem bei
Kesseln auftritt. Dort wird die Wärme nicht durch Leitungen weitergereicht. Insge-
samt ergibt sich zur Berechnung des CO2-Ausstoßes:
CO2 [kg] = 0,21 Erdgas [kWh] + 0,579 Strom [kWh]
5.5 Datenlage und Modelle
Die Daten für die Optimierung stammen von derselben Anlage wie der erste Da-
tensatz bei der Modellierung (vgl. Abschnitt 4.6). Hier werden im Gegensatz zur
Modellierung keine physikalischen Größen wie Temperatur oder Druck aufgezeich-
net, sondern der Bedarf der Anlage. Es handelt sich dabei um die Nachfrage nach
der elektrischen Leistung, nach dem Rauchgas- und nach dem Dampfmassenstrom.
Zusätzlich wird die Außentemperatur aufgezeichnet, da sie einen Einfluss auf die
Gasturbinen ausübt, aber nicht gesteuert werden kann. Die Daten werden mit einer
Auflösung von 15 Minuten hinterlegt. Da es sich um historische Daten handelt, stehen
ebenfalls die Daten zu den tatsächlichen Verbräuchen zur Verfügung, um anhand von
ihnen den Vergleich zur optimierten Lösung zu ziehen. Der Datensatz umfasst das
komplette Jahr 2013. Dies entspricht einem Datensatz der Größe 35.050×4. Er wird
in unterschiedliche Größen unterteilt, um Vergleiche bezüglich der Berechnungszeit
zu ziehen.
Die Modelle, mit dem der Optimierungsalgorithmus rechnet, sind zum Teil entweder
aus den Herstellerkennlinien oder den Messdaten entwickelt worden oder physika-
lisch motiviert dargestellt, da in den Daten einige Eingänge fehlen, die gesteuert
werden, und diese Modelle als Vorgabe gegeben worden sind. Für die steuerbaren
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Komponenten ergeben sich dadurch folgende Modellansätze:
• Für die Gasturbinen stehen die Herstellerdatenblätter für die Modellierung aus
Kapitel 4 zur Verfügung.
• Für die Dampfkessel wird jeweils eine Ausgleichsgerade verwendet.
• Für den Abhitzekessel und die Berechnung der Mischtemperatur des Rauchga-
ses werden die Modelle aus der Energieerhaltung abgeleitet.
Die Energieerhaltung verlangt bei der Mischtemperatur, dass die Energie Q1, die
dem wärmeren Rauchgas entzogen wird, derjenigen Energie Q2 entspricht, die dem
kälteren Rauchgas hinzugefügt wird. Also gilt:
Q˙1 = Q˙2
⇒ cRGm˙1(T1 − Tm) = cRGm˙2(Tm − T2)
⇒ m˙1T1 + m˙2T2 = m˙1Tm + m˙2Tm
⇒ Tm = m˙1T1 + m˙2T2
m˙1 + m˙2
,
wobei cRG die spezifische Wärmekapazität vom Rauchgas, m1 und m2 die entspre-
chenden Rauchgasmassen, T1 und T2 die Temperaturen der Gase vor dem Mischen
und Tm die Mischtemperatur ist.
Bei Aggregatzustandsänderungen, die im Abhitzekessel geschehen, kann diese For-
mel nicht angewendet werden. Für diesen Fall wird die Verdampfungsenthalpie von
Wasser in Wasserdampf eingeführt. Sie gibt laut Meschede [56] diejenige Energie an,
die für den Wechsel von flüssig in gasförmig benötigt wird. Da davon ausgegangen
wird, dass gleichzeitig keine Arbeit verrichtet wird, folgt
m˙D =
cRG(TGT1 − TAHK)m˙AHK
∆h mit ∆h = hD − hW.
Der Massenstrom des Dampfs m˙D hängt somit vom Verhältnis zwischen der Wär-
meenergie, die dem Rauchgas im Abhitzekessel entzogen wird, und der Energie für
die Umwandlung von Wasser in Dampf ab.
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Kapitel 6
Datenbasierte Modelle einzelner und
verketteter Komponenten
In den bisherigen Kapiteln wurden die Verfahren zur Modellierung und Optimie-
rung von KWK-Anlagen zusammengefasst und erklärt. In den folgenden drei Kapi-
teln werden die numerischen Ergebnisse vorgestellt. Dabei setzt jedes Kapitel den
Schwerpunkt auf eine oder zwei Methoden. Den Anfang macht die Modellidentifika-
tion, welche im Folgenden vorgestellt wird.
Um ein erstes Gütekriterium für die Modelle zu geben, wird der relative mittlere
quadratische Fehler zwischen dem Modell und den Messdaten berechnet. Dieser ist
definiert durch
εr =
√∑m
i=1(bi − fA(ei, x))2
m
, (6.1)
wobei die Bezeichnungen denen aus Kapitel 4 entsprechen. Das bedeutet, dass b ∈ Rm
der Ausgang ist, fA die Ansatzfunktion, ei ∈ Rn Eingangsgrößen und x ∈ Rn der
Parametervektor. Außerdem sind die Eingänge und der Ausgang bereits auf das
Intervall [−1, 1] transformiert worden. Der Fehler (6.1) wird ebenfalls in Kapitel 7
verwendet.
Für alle Abbildungen der Ergebniskapitel gelte folgende Farbkodierung, falls nicht
anders spezifiziert:
+ Messdaten
— aus Modell rekonstruiert
— aus Modell simuliert
— für Update verwendet
Rekonstruktion bedeutet, dass das Modell auf diejenigen Daten angewendet wird,
mit denen es angelernt worden ist. Simulation heißt wiederum, dass das Modell auf
Daten angewendet wird, die nicht zum Trainieren zur Verfügung standen. Mit ande-
ren Worten entspricht die Rekonstruktion dem Trainingszeitraum und die Simulation
dem Testzeitraum. Beim Update handelt es sich wiederum um denjenigen Bereich,
auf den das Ausgangsmodell aus der Rekonstruktion anpasst wird.
Ziel des aktuellen Kapitels ist es, Modelle aus den zwei Realdatensätzen zu erzeugen.
Durch die große Anzahl an Messgrößen von verschiedenen Bauteilen einer KWK-
Anlage ist der erste Datensatz geeignet, die Verkettung von Modellen zu testen,
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da die verschiedenen Bauteile durch Komponentenmodelle direkt abgebildet werden
und ihre Verbindung die Anlage darstellt. Dabei wird nicht nur die Realisierbarkeit
der in Abschnitt 4.4 vorgestellten Methode untersucht, sondern auch ein Vergleich
zwischen gekoppelten und ungekoppelten Modellen von denselben Ausgängen durch-
geführt, um die Vor- und Nachteile einer Verkettung abzuwägen. Zusätzlich werden
auch alleinstehende Modelle erzeugt, um die Modellidentifikation an anderen Bau-
teilen zu testen, da nicht für jede Komponente eine Verkettung möglich und gewollt
ist.
Bedingt durch die geringe Anzahl der Messgrößen und durch den längeren Zeitraum
liegt der Schwerpunkt beim zweiten Datensatz bei der Verifikation der Modellidenti-
fikation mittels der 10-fachen Kreuzvalidierung. Zuvor wird noch untersucht, welchen
Einfluss die Wahl des maximalen Polynomgrads auf die Modellgenerierung hat, um
eine geeignete Wahl für die Kreuzvalidierung zu treffen.
Ein Teil der Ergebnisse aus Abschnitt 6.1 sind bereits in Chen et. al. [21] und dem
Abschlussbericht des Projekts „Hochgenaue Modellierung, Simulation und Optimie-
rung von KWK-Anlagen“ [18] gezeigt worden. Sie werden in dieser Arbeit aufgegriffen
und um eine ausführliche Diskussion sowie um neue Ergebnisse ergänzt.
6.1 Modellierung einer Testanlage
Als erstes wird der Datensatz betrachtet, der aus mehreren Komponenten einer An-
lage besteht und eine zeitliche Auflösung von einer Minute für einen Zeitraum von
etwa acht Wochen besitzt. Der Schwerpunkt bei dieser Untersuchung liegt darin
zu zeigen, dass die Modellierungsmethode für unterschiedliche Komponenten einer
KWK-Anlage anwendbar ist und dass eine Kopplung der Modelle, wie in 4.4 vorge-
stellt, möglich ist.
Aus Abschnitt 5.1 ist bekannt, dass die Anlage aus zwei Gasturbinen, einem Ab-
hitzekessel und zwei Dampfkesseln besteht. Der Abhitzekessel befindet sich hinter
der Gasturbine GT1 und ist durch ein Dampfsystem mit den Dampfkesseln verbun-
den. Da nicht für alle Komponenten ein einzelner Ausgang identifiziert wird und
daher weitere Verbindungen entstehen, die bisher noch nicht aufgezeigt worden sind,
gibt Abbildung 6.1 einen Überblick, wie die nachfolgenden Modelle miteinander ver-
bunden sind. Daraus wird deutlich, dass fünf KM vorliegen sowie ein KM für das
Anlagenmodell, welches alle anderen Modelle beinhaltet. Innerhalb dieser Modelle
kommen sieben weitere KGMs hinzu. Zu diesen KGMs gibt es vier Verbindungen
untereinander. Es werden dabei nicht alle Modelle miteinander verbunden.
Wie die Ergebnisse und Fehler aussehen, wird nachfolgend besprochen. Dabei wer-
den 70.000 Messdaten für die Modellierung verwendet, während 10.000 Zeilen für die
Simulation angesetzt werden. Der maximale Polynomgrad wird auf Drei festgelegt,
außer bei der Berechnung des Erdgasverbrauchs der Dampfkesseln. Dort wird ein
maximaler Polynomgrad von Eins gewählt, da dieser bereits gute Ergebnisse liefert,
wie später zu sehen ist.
Als erstes wird die Abgastemperatur für die Gasturbine GT2 betrachtet. Für das Mo-
dell sind der Erdgasverbrauch, die Außentemperatur, der Luftdruck, der Wirkungs-
64
6. Datenbasierte Modelle einzelner und verketteter Komponenten
G
T
2
A
bg
as
-
te
m
pe
ra
tu
r
Er
dg
as
ve
rb
ra
uc
h
A
uß
en
te
m
pe
ra
tu
r
Lu
ftd
ru
ck
Te
m
p.
de
r
ei
nfl
ie
ß.
Lu
ft
W
irk
un
gs
fa
kt
or
Le
ist
un
g
La
st
so
llw
er
t
Le
ist
un
g
A
uß
en
te
m
pe
ra
tu
r
Lu
ftd
ru
ck
K
om
pr
es
so
rd
ru
ck
G
T
1
D
am
pf
m
as
se
n-
st
ro
m
St
el
lu
ng
R
eg
el
kl
ap
pe
W
as
se
rd
ur
ch
flu
ss
D
ru
ck
Te
m
pe
ra
tu
r
da
hi
nt
er
D
ru
ck
D
K
1
D
ru
ck
D
K
2
A
H
K
M
isc
ht
em
p.
G
T
1,
G
T
2
un
d
A
H
K
Ö
ffn
un
g
N
ot
ka
m
in
Er
dg
as
-
ve
rb
ra
uc
h
D
am
pf
m
as
se
n-
st
ro
m
D
K
1
Er
dg
as
-
ve
rb
ra
uc
h
D
am
pf
m
as
se
n-
st
ro
m
D
K
2
A
nl
ag
e
A
bb
ild
un
g
6.
1:
Ü
be
rs
ich
td
er
M
od
el
lv
er
bi
nd
un
ge
n.
D
ie
K
äs
tc
he
n
m
it
ei
ne
rp
hy
sik
al
isc
he
n
G
rö
ße
st
el
le
n
je
we
ils
ei
n
K
G
M
un
d
di
e
re
st
lic
he
n
ei
n
K
M
da
r.
D
ie
Pf
ei
le
sy
m
bo
lis
ie
re
n,
we
lch
er
Ei
ng
an
g
fü
r
di
e
M
od
el
lie
ru
ng
ei
ne
s
K
G
M
sv
er
we
nd
et
w
ird
.E
in
ig
eE
in
gä
ng
ew
er
de
n
we
ge
n
de
rb
es
se
re
n
Ü
be
rs
ich
tli
ch
ke
it
do
pp
el
td
ar
ge
st
el
lt.
65
6.1. Modellierung einer Testanlage
faktor des Generators und die Temperatur der einfließenden Luft als Eingänge ge-
wählt worden. Diese Wahl ist auf Basis von physikalischem Vorwissen und der Mo-
dellreduktion aus Abschnitt 4.3 getroffen worden. Auf dieser Basis sind die anderen
Eingänge ebenfalls selektiert worden.
Der Abbildung 6.2 wird entnommen, dass die Abgastemperatur der Gasturbine GT2
größtenteils bei etwa 560 ◦C liegt. Es gibt sechs Situationen, in denen die Temperatur
unter 550 ◦C fällt, wobei sie einmal fast auf 0 ◦C sinkt. Dreimal fällt sie auf Werte
zwischen 50 ◦C und 100 ◦C und die restlichen zwei Male auf 400 ◦C und 450 ◦C. Da-
bei spiegelt das Modell im Bereich der Rekonstruktion die Messdaten größtenteils
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Abbildung 6.2: Abgastemperatur der Gasturbine GT2. Rekonstruktionsfehler:
2,62%, Simulationsfehler: 3,79% (überarbeitet und übersetzt aus
[21]).
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Abbildung 6.3: Elektrische Leistung der Gasturbine GT2 mit dem Modell der Ab-
gastemperatur verknüpft. Rekonstruktionsfehler: 0,92%, Simula-
tionsfehler: 0,96% (übersetzt aus [21]).
wider. Der Verlauf wird eingehalten und die Spitzen, die kleiner als 400 ◦C sind,
werden erkannt, auch wenn sie nicht exakt übereinstimmen. Es gibt nur Probleme
bei den beiden Abfällen bis 400 ◦C. In diesen beiden Fällen fehlt eine Eingangsgröße
und zwar der Lastsollwert. Da es sich um nur zwei Zeitpunkte handelt, wird die
fehlende Eingangsgröße nur mit einem sehr kleinem Fehler gewichtet und daher als
nicht unbedingt notwendig für die datenbasierte Modellierung betrachtet. Zu den
restlichen Zeitpunkten der Rekonstruktion ist die Übereinstimmung von Modell und
Messdaten sehr hoch und wird durch den niedrigen Fehler bestätigt. Dieser liegt bei
2,62%. In der Simulation ist das Modell schlechter. Dort deckt es sich nicht mit den
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Messdaten und der Fehler liegt bei 3,79%. Der leicht größere Fehler wird durch eine
Änderung der Außentemperatur verursacht. Für die Rekonstruktion liegt sie zwi-
schen -5 ◦C und 19 ◦C und für die Simulation zwischen 8 ◦C und 26 ◦C. Durch den
Anstieg der Außentemperatur steigt auch die Abgastemperatur, wie in Abbildung
6.2 zu erkennen. Die Abgastemperatur in der Simulation ist im Durchschnitt 10 ◦C
höher ist als in der Rekonstruktion. Jedoch wird der Zusammenhang beider Tempe-
raturen durch das Modell nicht wiedergegeben, da während der Simulation zum Teil
Datenbereiche auftauchen, die in der Rekonstruktion nicht angelernt worden sind.
Wie in 4.5 beschrieben, sagen datenbasierte Modelle nur in ihrem Anlernbereich zu-
verlässig vorher.
Nichtsdestotrotz wird dieses Modell als Eingang für das Modell zur Berechnung der
elektrischen Leistung derselben Turbine verwendet. Es werden neben der Abgas-
temperatur der Wirkungsfaktor des Generators und der Lastsollwert als Eingänge
gewählt.
In Abbildung 6.3 wird das generierte Modell zusammen mit den Messdaten aufge-
führt. Dabei liegt die elektrische Leistung der Gasturbine hauptsächlich im Bereich
zwischen 1600 kW und 2000 kW. Im Gegensatz zu Abbildung 6.2 werden hier die
Messdaten vom Modell sowohl in der Rekonstruktion als in der Simulation widerge-
spiegelt, obwohl bereits ein Fehler im Modell der Abgastemperatur vorliegt, welches
als Eingang mit einfließt. Der Verlauf wird in beiden Fällen verfolgt und die acht
Spitzen, die bis auf die Null fallen, werden ebenfalls abgebildet. Die visuelle Wahr-
nehmung deckt sich mit den numerischen Fehlern. Beide Fehler (in der Rekonstruk-
tion und in der Simulation) liegen unter 1%. Der Rekonstruktionsfehler ist dabei
mit 0,92% etwas kleiner als der Simulationsfehler mit 0,96%. Dieses Ergebnis deu-
tet darauf hin, dass die Abgastemperatur in diesem Modell einen kleinen Einfluss
auf die elektrische Leistung hat, ansonsten wäre der Fehler in der Simulation grö-
ßer. Der kleine Fehler ist dem Lastsollwert zu verdanken, da aus physikalischer Sicht
ein starker Zusammenhang zwischen der Last und der elektrischen Leistung einer
Gasturbine besteht. Ihm ist auch zu verdanken, dass alle Ausreißer vom Modell wie-
dergegeben werden, anders als bei der Abgastemperatur, wo es Probleme mit zwei
Ausreißern gab.
Aus physikalischer Sicht besitzt aber auch die Abgastemperatur einen Zusammen-
hang mit der elektrischen Leistung. Wie dieser Widerspruch zu lösen ist, wird unten
erklärt. Die Tatsache, dass Last und Abgastemperatur mit der elektrischen Leistung
zusammenhängen, erklärt auch, warum das Modell der anderen Gasturbine schlech-
ter ist. Zuvor wird jedoch ein Vergleich gezogen zwischen diesem Modell und einem
Modell, das denselben Ausgang mit denselben Eingangsgrößen aber nicht den glei-
chen Eingangswerten beschreibt. Der Unterschied beider Modelle zueinander liegt
darin, dass beim zweiten Modell die Messdaten anstelle eines Modells für die Abga-
stemperatur gewählt wird.
In Abbildung 6.4 sind keine optischen Unterschiede zu Abbildung 6.3 zu erkennen.
Es gibt jedoch einen Unterschied im numerischen Fehler. Dieser ist mit 0,89% in der
Rekonstruktion etwas kleiner als der Fehler vom gekoppelten Modell, während der
Simulationsfehler mit 0,99% etwas höher liegt. Der erste Fehler ist kleiner, da durch
die Erzeugung eines Modells bereits ein Fehler in der Abgastemperatur entsteht und
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Abbildung 6.4: Elektrische Leistung der Gasturbine GT2 nur aus Messdaten be-
stimmt. Rekonstruktionsfehler: 0,89%, Simulationsfehler: 0,99%
(übersetzt aus [21]).
bei der Kopplung dieser weitergereicht wird. Der Grund, wieso der zweite Fehler
größer ist, hat jedoch eine andere Ursache, weil der Simulationsfehler im Gegensatz
zum Rekonstruktionsfehler größer ist als beim Modell aus Abbildung 6.3, obwohl der
Simulationsfehler von der Abgastemperatur größer ist als ihr Rekonstruktionsfehler.
Dies liegt an den Koeffizienten der Modelle. Der größte Koeffizient der Abgastem-
peratur im ungekoppelten Modell hat einen Betrag von 1,50, während er beim ge-
koppelten Modell bei 0,15 liegt. Der größte Koeffizient der beiden Modelle hat einen
Betrag von 1,50 bzw. 1,22 und gehört jeweils zum Produkt zwischen dem Wirkungs-
faktor und der Abgastemperatur oder dem Lastsollwert. Dadurch wird deutlich, dass
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die Abgastemperatur ebenfalls einen Einfluss auf die elektrische Leistung besitzt und
dass sie mit der Last austauschbar ist. Aus physikalischer Sicht hängt die Abgastem-
peratur auch von der Last ab, da mit höherer Last die Temperatur steigt. Durch
diesen Zusammenhang haben beide Größen qualitativ den gleichen Verlauf während
des Betriebs einer Gasturbine und führen bei kleinen Änderungen in ihren Werten
zu anderen Lösungen bei der Modellidentifikation.
Insgesamt lässt sich zusammenfassen, dass sich durch die Modellverkettung ver-
gleichsweise ähnliche Modelle erzeugen lassen. Es gibt kleine Unterschiede zwischen
den Modellen. In diesem Fall bewirken sie eine Steigerung des Rekonstruktionsfehlers
von 0,03% beziehungsweise eine Reduktion des Simulationsfehlers von 0,03%.
Für die Modellgenerierung der Gasturbine GT1 werden andere Messgrößen gewählt
als für die Gasturbine GT2, da nicht die gleichen Sensoren vorliegen. Unter anderem
fehlen bei der Gasturbine GT1 die Last beziehungsweise der Lastsollwert und die
Abgastemperatur. Dafür stehen die Außentemperatur, der Luftdruck und der Kom-
pressordruck der Turbine zur Verfügung.
In Abbildung 6.5 ist das Modell zu sehen, welches mit diesen Eingangsgrößen ent-
steht. Es ist zu erkennen, dass die Gasturbine GT1 in dem Zeitraum von etwa acht
Wochen bis auf eine Ausnahme kontinuierlich 4800 kW bis 5800 kW Strom erzeugt
hat. Einmal fällt der Wert auf etwa 3500 kW. Der Verlauf wird trotzdem sowohl in der
Rekonstruktion als auch in der Simulation vom Modell wiedergegeben. Visuell sind
keine Unterschiede in der Qualität der Modelle der elektrischen Leistung von beiden
Gasturbinen zu erkennen. Wenn jedoch die numerischen Fehler betrachtet werden,
sind Differenzen sichtbar. Beim Modell der Gasturbine GT1 beträgt der Fehler in
der Rekonstruktion 2,10% und in der Simulation 2,57%. Dies weist darauf hin, dass
eine Eingangsgröße wie die Last oder die Abgastemperatur fehlt. Jedoch liegt der
Fehler unter 3% und ist damit klein.
Da die Abgastemperatur der Gasturbine GT1 als Messwert nicht vorliegt, wird statt-
dessen die elektrische Leistung als Eingang für das Modell der Mischtemperatur des
Rauchgases von GT1, GT2 und AHK gewählt, da die elektrische Leistung qualitativ
die Abgastemperatur wiedergibt. Sobald die Leistung steigt, erhöht sich die Tempe-
ratur und umgekehrt. Bevor die Mischtemperatur betrachtet wird, wird das Modell
für die Dampfproduktion des Abhitzekessels untersucht, da die Mischtemperatur von
der Dampfproduktion des Abhitzekessels abhängt. Durch die Produktion wird dem
Rauchgas von GT1 Wärme entzogen, welches in einer niedrigeren Temperatur resul-
tiert.
Für die Modellierung des Dampfmassenstroms des Abhitzekessels werden die Stel-
lung der Regelklappe für den Durchfluss des Rauchgases im Abhitzekessel, der Druck
im Abhitzekessel, die Temperatur hinter dem Abhitzekessel, der Durchfluss des Was-
sers durch den Abhitzekessel, der Druck in DK1 und der Druck in DK2 als Eingänge
gewählt. Die beiden letzten Größen sind ausgewählt worden, da der Druck im Sys-
tem bestimmt, welcher Dampf zu den Verbrauchern fließt. Dieser Druck wird unter
anderem durch die Kessel beeinflusst.
Im Gegensatz zu den bisherigen Modellen wird mit einem Gauß-Filter der Masken-
breite Fünf für den Ausgang eine Glättung durchgeführt, da der Dampfmassenstrom
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Abbildung 6.5: Elektrische Leistung der Gasturbine GT1. Rekonstruktionsfehler:
2,10%, Simulationsfehler: 2,57% (aus [18])
nur stoßweise gemessen wird, wodurch die kontinuierliche Produktion nur diskret
dargestellt wird. Bei den Eingängen tritt dieser Effekt nicht auf, daher werden sie
nicht geglättet.
In Abbildung 6.6 wird der produzierte Dampfmassenstrom in AHK dargestellt. Er
verläuft zwischen 0 kgh und 6.550
kg
h , wobei er hauptsächlich zwischen 2.000 und 6.000
liegt. Der Verlauf wird sowohl in der Rekonstruktion als auch in der Simulation wie-
dergegeben, jedoch weichen die Peaks im Wert ab.
Ein negativer Dampfmassenstrom ist nach dem Modell ebenfalls möglich, was phy-
sikalisch nicht sinnvoll ist, da kein Dampf in den Abhitzekessel gelangt, der dort
kondensiert. Es handelt sich hierbei um ein mathematisches Ergebnis, welches die
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Abbildung 6.6: Dampfmassenstrom des Abhitzekessels AHK mit dem Modell der
elektrischen Leistung von GT1 verknüpft. Rekonstruktionsfehler:
5,88%, Simulationsfehler: 5,76%.
Summe der Fehlerquadrate minimiert und keine Nebenbedingungen besitzt. Durch
eine Erweiterung der Problemstellung würden physikalisch sinnvolle Beschränkungen
miteinfließen. Das ist aber nicht Teil dieser Arbeit.
Der Fehler der Rekonstruktion beträgt 5,88% und ist somit höher als der Simulati-
onsfehler, der bei 5,76% liegt. Der Unterschied ist jedoch sehr gering und entsteht
durch numerische Ungenauigkeiten oder durch die verschiedenen Zeiträume der bei-
den Szenarien.
Da durch die Dampfproduktion im Abhitzekessel dem Rauchgas der Gasturbine GT1
Wärme entzogen wird, bedeutet eine höhere Dampfproduktion am Ende eine nied-
rigere Mischtemperatur des Rauchgases, welches von den Gasturbinen und dem Ab-
hitzekessel stammt. Aus diesem Grund setzen sich die Eingänge für das Modell der
Mischtemperatur aus der Öffnung der Regelklappe eines Notkamins, dem Modell
des Dampfmassenstroms von AHK, dem Modell der elektrischen Leistung von GT1
und dem Modell der Abgastemperatur von GT2 zusammen. In Abbildung 6.7 ist
das Ergebnis der Modellidentifikation zu sehen. Der Verlauf ähnelt sehr stark dem
Verlauf der Abgastemperatur von GT2. Da die Abgastemperatur von GT1 nicht als
Messwert vorliegt, ist eine Beurteilung der Ähnlichkeit zu dieser Abgastemperatur
nicht möglich. Die Mischtemperatur befindet sich hauptsächlich im Bereich zwischen
550 ◦C und 570 ◦C, den das Modell in der Rekonstruktion gut abbildet. In der Simu-
lation gibt es Abweichungen, wie bei der Abgastemperatur von GT2. Dies hängt mit
der Fehlerfortpflanzung zusammen, da es bereits bei der Gasturbine GT2 Schwie-
rigkeiten gegeben hat. Die Mischtemperatur darf nicht besser abgebildet werden, da
hier die beiden Temperaturen stark miteinander korrelieren und im Gegensatz zur
elektrischen Leistung von GT2 keine austauschbare Größe für die Abgastemperatur
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Abbildung 6.7: Mischtemperatur der Gasturbinen GT1, GT2 und des Abhitzekes-
sel AHK mit den Modellen von GT1, GT2 und AHK verknüpft.
Rekonstruktionsfehler: 4,46%, Simulationsfehler: 5,78%.
von GT2 existiert. Sechs Mal sinkt die Temperatur stark unter 550 ◦C. Diese werden
vom Modell zum Teil gut wiedergegeben, aber nicht in jedem Fall. Der erste Abfall in
der Temperatur verursacht einen Temperaturanstieg im Modell, während der letzte
Abfall gar nicht dargestellt wird. Da es nur um einzelne Zeitpunkte handelt, sind
sie bei der Modellierung nicht stark ins Gewicht gefallen, so dass diese Ausreißer
kaum Einfluss auf die Summe der Fehlerquadrate haben. Die Fehler betragen für die
Rekonstruktion 4,46% und für die Simulation 5,78%. Hier ist zu beachten, dass die
Modellfehler des Dampfmassenstroms des AHKs größer oder etwa gleich groß sind.
Dadurch ist eine Reduktion des Fehlers schon eine Verbesserung, insbesondere wenn
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Abbildung 6.8: Mischtemperatur der Gasturbinen GT1, GT2 und des Abhitze-
kessel AHK nur aus Messdaten bestimmt. Rekonstruktionsfehler:
4,23%, Simulationsfehler: 3,56%.
das Modell mit den gleichen Eingängen und ohne Modellkopplung betrachtet wird.
Die Fehler aus dem Modell in Abbildung 6.8 betragen nur 4,23% beziehungsweise
3,56%, da keine Fehler durch die Modellidentifikation einiger Eingänge existieren.
Außerdem sind dieses Mal optische Unterschiede zwischen dem gekoppelten und dem
ungekoppelten Modell erkennbar. Die Abfälle nach unten werden im ungekoppelten
Fall besser dargestellt und die Simulation gibt den Anstieg in der Temperatur bes-
ser wieder. Jedoch driften auch hier die Simulation und die Messdaten auseinander,
wenn auch geringfügiger. Dies gibt ein weiteren Indiz darauf, dass sich während des
Simulationszeitraums die Fahrweise beziehungsweise das Umfeld verändert hat, wie
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bereits beim Modell für die Abgastemperatur von GT2 erwähnt. Eine weitere Diskre-
panz liegt zwischen dem Modell aus Abbildung 6.8 und den Messdaten beim ersten
starken Abfall der Temperatur vor. Wie im gekoppelten Modell aus Abbildung 6.7
steigt auch hier die Temperatur für einen kurzen Zeitraum nach oben statt nach
unten. Dies wird durch einen Messfehler oder durch eine kurze Öffnung der Regel-
klappe verursacht, die keine Änderung in der Temperatur auslöst, weil der Zeitraum
zu kurz und das Modell statisch ist. Ebenfalls erklärt das, warum der Anstieg im
ungekoppelten Fall (Modell aus Abbildung 6.8) höher ist, da durch die Modelle der
Eingänge dieser geglättet wird.
Im Gegensatz zu den anderen Modellen wird bei der Modellierung des Erdgasver-
brauchs der beiden Dampfkessel ein maximaler Polynomgrad von Eins gewählt, da
von einem proportionalen Zusammenhang ausgegangen wird. Außerdem werden in
diesem Fall die Eingangs- und Ausgangsdaten mit dem Gauß-Filter der Maskenbreite
Zehn geglättet, um die stoßweise beziehungsweise diskrete Messung auszugleichen.
Dabei wird bei beiden Modellen nur der Dampfmassenstrom des jeweils eigenen Kes-
sels als Eingang gewählt.
In Abbildung 6.9 ist das Modell für DK1 zu sehen. Der Erdgasverbrauch befindet
sich zwischen 0 kW und 450 kW, wobei sich die Messwerte bei 0 kW und 100 kW kon-
zentrieren. Diese beiden Werte werden vom Modell wiedergegeben, jedoch werden
die restlichen Messwerte nur zum Teil abgebildet. Der Verlauf stimmt mit den Mess-
daten gut überein außer bei den Werten zwischen 0 kW und 100 kW. Dies liegt an der
Bereithaltung der Dampfkessel, wofür etwas Erdgas benötigt wird, damit das Was-
ser im Kessel nicht zu stark abkühlt. Dadurch wird jedoch kein Dampf erzeugt und
wird daher durch die Dampfproduktion allein nicht wiedergegeben. Zusätzlich wer-
den diese kleinen Erdgasverbräuche durch die Glättung im Betrag verringert, aber
in der Anzahl vermehrt, wodurch mehr Messwerte nicht vom Modell reproduziert
werden. Dies ist ebenfalls der Grund, weswegen der Rekonstruktionsfehler größer ist
als der Simulationsfehler, da während der Simulation der Dampfkessel fast immer im
Betrieb ist und somit der Erdgasverbrauch bei 100 kW oder mehr liegt. Beide Fehler
liegen jedoch mit 4,51% und 3,51% unter 5%, was noch klein ist.
Das Phänomen, dass der Simulationsfehler kleiner ist als Rekonstruktionsfehler, tritt
beim Modell des Erdgasverbrauchs von DK2 ebenfalls auf. Dort liegt der Rekonstruk-
tionsfehler bei 3,70% und der Simulationsfehler bei 2,06%. Der Verlauf ist jedoch
anders, wie in Abbildung 6.10 gezeigt wird. Der Erdgasverbrauch liegt ebenfalls
zwischen 0 kW und 450 kW, es sind aber keine Ebenen zu erkennen. Es gibt Schwan-
kungen im Verlauf zwischen 100 kW und 450 kW, wenn der Dampfkessel im Betrieb
ist. Im Standby-Modus liegt der Erdgasverbrauch zwischen 0 kW und 20 kW. Der
kleine Verbrauch entsteht wieder durch das Aufwärmen des Wassers im Kessel bis
zu einer bestimmten Mindesttemperatur. Dieser Verlauf wird vom Modell sowohl in
der Rekonstruktion als auch in der Simulation qualitativ abgebildet, jedoch gibt es
auch hier Schwierigkeiten bei der Wiedergabe des kleinen Erdgasverbrauchs für den
Bereitschaftsbetrieb. Da der Betrieb beim Dampfkessel DK2 für den betrachtenden
Zeitraum kürzer ist, ist daher der Fehler dieses Modells kleiner als der des Modells
von DK1.
Eine Zusammenfassung der Ergebnisse ergibt, dass eine KWK-Anlage durch Model-
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Abbildung 6.9: Erdgasverbrauch des Dampfkessels DK1. Rekonstruktionsfehler:
4,51%, Simulationsfehler: 3,51%.
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Abbildung 6.10: Erdgasverbrauch des Dampfkessels DK2. Rekonstruktionsfehler:
3,70%, Simulationsfehler: 2,06%.
le mit einem Fehler unter 6% dargestellt wird. In den meisten Fällen ist sogar ein
Fehler unter 5% möglich. Zusätzlich lassen sich die Modelle mit der in Abschnitt
4.4 beschriebenen Methode verbinden. Dadurch steigt zwar der Fehler an, wenn ein
starker Zusammenhang eines Modells mit einem anderem besteht. Jedoch beträgt die
Erhöhung in den betrachteten Beispielen maximal 2 Prozentpunkte und ist in einigen
Fällen vernachlässigbar. Es hängt also vom Anwendungsziel ab, ob eine Kopplung
sinnvoll ist. Wenn eine genaue Simulation gewünscht ist, liefert eine Entkopplung
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unter Umständen ein besseres Ergebnis. Wenn auf die Optimierung einer Betriebs-
weise geachtet wird, stellt die Verkettung eine gute Möglichkeit dar, da bei der Op-
timierung nur bestimmte Größen gesteuert werden, die unter Umständen aber keine
direkte Verbindung mit dem zu optimierenden Ausgang besitzen. Für die Optimie-
rung ist ebenfalls eine schnelle Berechnung der Modelle notwendig, da die Modelle
mehrfach ausgewertet werden. Das ist hier kein Problem, da für die Berechnung des
in diesem Abschnitt vorgestellten Anlagenmodells nur 16,2µs benötigt werden.
6.2 Analyse der Modellidentifikation
Nachdem gezeigt wurde, dass eine KWK-Anlage mit der in Abschnitt 4.2 vorgestell-
ten Modellierungsmethode identifiziert werden kann, wird im Folgenden der Einfluss
des Polynomgrads und die Verteilung der Daten untersucht. Dafür werden Model-
le aus dem zweiten Datensatz, der nur aus einer Komponente einer KWK-Anlage
besteht, erzeugt.
6.2.1 Einfluss des maximalen Polynomgrads
Zuerst wird untersucht, inwiefern der Polynomgrad den Modellfehler beeinflusst. Ein
hoher Grad erzeugt mehr Freiheitsgrade, da mehr Monome entstehen und dadurch
mehr Parameter zur Verfügung stehen. Diese Modelle werden besser an den Trai-
ningsdatensatz angepasst. Jedoch kommt es dadurch zu einer Überanpassung, so
dass das Modell auf anderen Daten einen wesentlich höheren Fehler besitzt. Diese
These wird von Tabelle 6.1 widergespiegelt.
Sie zeigt die Wirkung des Polynomgrads auf den Modellfehler. Dabei bedeutet „voll“,
dass der ganze Datensatz zur Identifikation gewählt wird. Dadurch gibt es in diesem
Szenario keinen Simulationsfehler. Im Gegensatz zu den Szenarien „vor Umbau“ und
„nach Umbau“. Dort werden jeweils nur die Daten vor dem Umbau des Gasmotors
beziehungsweise nur nach dem Umbau betrachtet. Für das erste der beiden Szenarien
werden 20.000 Zeilen für die Identifikation verwendet, wodurch 11.754 Zeilen für die
Simulation zur Verfügung stehen, während im zweiten Szenario 8.000 Zeilen für die
Rekonstruktion des Modells und 3.974 Zeilen zum Simulieren genutzt werden.
In Tabelle 6.1 wird deutlich, dass der Rekonstruktionsfehler des Szenarios „voll“ zwi-
schen 8% und 11% liegt, während bei den beiden anderen Szenarien der Fehler nied-
riger ist. Sie liegen vor dem Umbau zwischen 5% und 10% und nach den Umbau
zwischen 5% und 7%. Der größere Fehler verhindert jedoch nicht den Effekt, dass
bei steigendem Polynomgrad der Rekonstruktionsfehler sinkt. Jedoch steigt der Si-
mulationsfehler mit wachsendem Polynomgrad nicht monoton an. Im Szenario vor
dem Umbau sinkt der Simulationsfehler beim Übergang von Eins auf Zwei und von
Zwei auf Drei des Polynomgrads. Dieses Resultat deutet an, dass zur Beschreibung
der elektrischen Leistung eine Kombination der Eingänge in diesem Fall erforderlich
ist. Der Übergang von Polynomgrad Zwei auf Drei weist sogar darauf hin, dass eine
Kombination der Eingänge mit dem Quadrat eines anderen Eingangs sinnvoll ist.
Dieser Zusammenhang wird durch die Wahl der Daten beeinflusst, da der Simula-
tionsfehler in den Daten nach dem Umbau mit wachsendem Polynomgrad ansteigt,
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voll vor Umbau nach Umbau
d
Rekonstruk-
tionsfehler
Rekonstruk-
tionsfehler
Simulations-
fehler
Rekonstruk-
tionsfehler
Simulations-
fehler
1 10,57% 9,20% 7,80% 6,80% 6,35%
2 10,23% 6,90% 6,36% 6,20% 8,19%
3 9,39% 6,07% 6,16% 5,87% 9,55%
4 8,92% 5,58% 8,18% 5,19% 8,87%
5 8,74% 5,28% 11,78% 4,68% 11,17%
Tabelle 6.1: Vergleich der Modellfehler bezüglich des maximalen Polynomgrads.
Dabei bedeutet „voll“, dass der alle Zeilen aus dem Datensatz betrach-
tet wird, während „vor Umbau“ und “nach Umbau“ nur die Zeilen vor
dem Umbau beziehungsweise nach dem Umbau untersucht wird. „vor
Umbau“ verwendet 20.000 Zeilen für die Rekonstruktion und 11.754
Zeilen für die Simulation, während „nach Umbau“ 8.000 Zeilen für
die Rekonstruktion und 3.974 Zeilen für die Simulation benutzt.
außer beim Übergang von Polynomgrad Drei auf Vier. Dort sinkt er. Außerdem sind
die Simulationsfehler nach dem Umbau für die Polynomgrade Eins bis Drei größer als
die entsprechenden Simulationsfehler vor dem Umbau. Dies liegt zum einen daran,
dass weniger Daten für die Identifikation nach dem Umbau zur Verfügung stehen.
Zum anderen zeigt Abbildung 6.11, dass bei der Rekonstruktion der Motor mehr-
mals ausgeschaltet worden ist, während in der Simulation dies nur einmal für wenige
Messpunkte geschehen ist. Dadurch beinhaltet die Rekonstruktion unterschiedliche
Szenarien, während in der Simulation nur eines auftritt.
Das Resultat, dass der Fehler bei der Aufteilung des Datensatzes kleiner ist als bei
einer Betrachtung des ganzen Datensatzes, lässt sich dadurch erklären, dass der Um-
bau eine Veränderung am Gasmotor erzeugt, die nicht zu vernachlässigen ist. Daher
ist es sinnvoll, diesen Datensatz bei der Analyse der Identifikationsmethode in vor
und nach dem Umbau zu trennen. Wie jedoch damit umgegangen wird, um möglichst
ein gutes Modell für beide Phasen zu bekommen, wird in Abschnitt 7.1.2 erläutert.
Im Vergleich zu den Fehlern der Gasturbinen aus Abschnitt 6.1 sind die Fehler aus
Tabelle 6.1 jedoch größer. Dies liegt daran, dass ein Gasmotor und eine Gasturbine
unterschiedliche Bauteile sind und die Gasturbine sich träger verhält als ein Gas-
motor. Aus diesem Grund lässt sich die Turbine durch eine statische Modellierung
besser darstellen als ein Motor. Außerdem stehen für die Identifikation der elek-
trischen Leistung des Gasmotors nur drei Eingänge (Außendruck, -temperatur und
Volumenstrom des Gas) zur Verfügung. Somit fehlen weitere relevante Eingänge wie
die Last oder der Wirkungsfaktor, um einen vergleichbaren Fehler zu erreichen.
Aus den oberen Betrachtungen ergibt sich für die Modellidentifikation, dass ein Po-
lynomgrad von Zwei oder Drei empfehlenswert ist. In dieser Arbeit wird der Poly-
nomgrad Zwei für die folgende Kreuzvalidierung gewählt.
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Abbildung 6.11: Elektrische Leistung eines Gasmotors nach einem Umbau. Links
von der gestrichelten befinden sich die Daten für die Rekonstruk-
tion und rechts davon die Daten für die Simulation.
6.2.2 10-fache Kreuzvalidierung eines Gasmotors
Bei der Kreuzvalidierung wird gezeigt, welchen Einfluss die Verteilung der Daten auf
den Rekonstruktions- und Simulationsfehler besitzt. Dabei werden zwei Sortierungen
gewählt. Die erste ist eine chronologische Anordnung der Daten, während die zweite
eine zeitlich umsortierte Variante ist. Hier werden die Daten so sortiert, dass jeder
zehnte Wert aus der chronologischen Anordnung für die Trainingsmenge gewählt
wird, d. h. für den i-ten Durchgang befinden sich die 10j + i-ten Datenzeilen mit
j = 1, . . . , 5.113 in XL. Wie beim Vergleich des maximalen Polynomgrads werden hier
ebenfalls die drei Szenarien „voll“, „vor Umbau“ und „nach Umbau“ betrachtet. Sie
werden in Abbildung 6.12 dargestellt. Jedes Szenario hat hierfür jeweils ein eigenes
Diagramm, in dem die Fehler der beiden Sortierungen aufgeführt sind. Die Fehler
werden dabei mit der Formel (6.1) berechnet. Im folgenden bezeichne Sortierung A
die chronologische Anordnung und Sortierung B die umsortierte Variante.
In den drei Säulendiagrammen ist jeweils der Rekonstruktionsfehler der Sortierung A
kleiner als der dazugehörige Simulationsfehler, während bei Sortierung B der umge-
kehrte Fall auch auftaucht. Außerdem lässt sich erkennen, dass die beiden Fehler bei
der Sortierung B sehr viel dichter liegen als mit der Sortierung A. Inwiefern sie sich
numerisch unterscheiden wird in Tabelle 6.2 gezeigt. Hier werden die Erwartungs-
werte und Standardabweichungen der Fehler aufgelistet. Dabei fällt auf, dass der
Mittelwert des Rekonstruktionsfehlers mit der Sortierung A unter dem Mittelwert
mit der Sortierung B liegt. Dabei ist bereits der größte Mittelwert der Sortierung
A mit 6,40% kleiner als der kleinste Mittelwert der Sortierung B mit 6,48%. Beim
Simulationsfehler dreht sich der Effekt um. Dort ist der größte Mittelwert der Sor-
tierung B mit 13,21% um mehr als 10% kleiner als der kleinste Mittelwert der
Sortierung A. Die Differenz zwischen den Mittelwerten bei der Sortierung A liegt
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Abbildung 6.12: Fehlervergleich mittels Kreuzvalidierung. A deutet auf die chro-
nologische Sortierung und B auf die zeitlich umsortierte Sortie-
rung hin.
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zwischen 19,05% und 40,88%, während bei der Sortierung B der Fehlerbereich von
2,00% bis 2,99% reicht, also wesentlich kleiner in der Spanne und auch im Wert ist.
Das bedeutet, dass mit Hilfe einer zeitliche Sortierung Modelle mit einem kleinen
Rekonstruktionsfehler und gleichzeitig einer schlechten Simulation erzeugt werden,
während mit einer zeitlich umsortierten Sortierung der Rekonstruktionsfehler höher
ist, sich aber nicht stark vom Simulationsfehler unterscheidet. Dadurch sind die hier
betrachteten Modelle in dem Sinne zuverlässiger, da abgeschätzt werden kann, wie
groß der Fehler in der Simulation sein wird.
Ähnlich wie der Fehler verhält sich seine Standardabweichung. Sie ist sowohl in der
Rekonstruktion als auch in der Simulation und in der Differenz bei der Sortierung
B deutlich kleiner als bei der Sortierung A. Das bedeutet, dass die Modelle, die
mit der Sortierung B erzeugt worden sind, zuverlässiger sind. Unabhängig von der
Trainingsmenge haben diese Modelle etwa den gleichen Fehler, während bei der Sor-
tierung A diese Unabhängigkeit nicht vorhanden ist. Mit anderen Worten bedeutet
es, dass ein Modell, das für einen Zeitraum angelernt worden ist, nicht auf einen
anderen angewendet werden kann. Daher sind nicht nur viele Daten wichtig, sondern
auch ihre Verteilung. So können zum Beispiel Modelle, die für sechs Monate trainiert
worden sind, trotzdem schlechte Ergebnisse liefern, wenn der Anlernbereich nur im
Sommer liegt und für Wintermonate Vorhersagen getroffen werden. Andererseits sind
Szenario εR εS
Differenz
des Fehlers
in Prozent-
punkten
σR σS Differenz σ
voll 6,40% 25,45% 19,05 4,17% 22,89% 18,78%
vor Umbau 4,15% 45,03% 40,88 2,27% 55,51% 53,24%
nach Um-
bau 3,40% 43,80% 40,40 2,38% 32,03% 29,65%
voll (ge-
mischt) 10,22% 13,21% 2,99 0,26% 1,57% 1,31%
vor Umbau
(gemischt) 6,60% 8,60% 2,00 0,59% 1,02% 0,43%
nach
Umbau
(gemischt)
6,48% 8,54% 2,06 0,70% 0,99% 0,29%
Tabelle 6.2: Vergleich des Mittelwerts und der Standardabweichung der Fehler von
der Kreuzvalidierung. R und S deuten jeweils an, ob es sich um die
Rekonstruktion oder Simulation handelt.
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zu wenige Daten ebenfalls nicht gut, da eine gute Verteilung eventuell gar nicht er-
zielt werden kann. Insgesamt lässt sich zusammenfassen, dass viele Daten mit einer
starken Mischung in ihrer Verteilung für eine möglichst zuverlässige datenbasierten
Modellierung sorgen.
Zum Abschluss dieses Abschnitts wird kurz auf den großen Mittelwert des Rekon-
struktionsfehlers im Szenario mit dem ganzen Datensatz und der Sortierung B einge-
gangen. Dieser liegt mit 10,22% fast 4 Prozentpunkten über den anderen Mittelwer-
ten. Dies liegt daran, dass nur in diesem Szenario alle drei Phasen (vor dem Umbau,
Umbau und nach dem Umbau) des Gasmotors für die Modellidentifikation verwen-
det werden. In den anderen Fällen gibt es entweder durch die strikte Trennung vor
oder nach dem Umbau nur eine Phase, oder durch die zeitliche Trennung werden nur
maximal zwei Phasen („vor dem Umbau und Umbau“ oder „Umbau und nach dem
Umbau“) aufgenommen. Vor allem durch die Betrachtung des Gasmotors vor und
nach dem Umbau, die nur in diesem Test auftaucht, geschehen große Fehler in der
Rekonstruktion, da der Umbau den Motor und seine Eigenschaften verändert, die
nicht mehr vereinbar mit dem Motor vor dem Umbau sind.
Aus den Ergebnissen dieses Kapitels lässt sich insgesamt schließen, dass einzelne und
gekoppelte Komponenten einer KWK-Anlage mit der in Kapitel 4 beschriebenen
Methode mit nur einem geringen Fehler modelliert werden. Die Fehler hängen jedoch
von dem maximalen Polynomgrad der Ansatzfunktionen sowie von der Verteilung
der Daten ab, die zu einer Überanpassung an den Trainingsdaten führt. Mit einer
Modelladaption während der Laufzeit wird jedoch dieses Problem umgangen, wie im
nächsten Kapitel zu sehen sein wird.
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Kapitel 7
Erweiterungen zur
Modellidentifikation
Aus dem vorherigen Kapitel ist bekannt, dass durch eine andere Fahrweise bezie-
hungsweise eine Änderung in der Umgebung die Abgastemperatur der Gasturbine
GT2 nicht richtig vorhergesagt wird. Daher wird in Abschnitt 7.1 gezeigt, wie dieses
Problem mit Hilfe von Updates gelöst wird und inwiefern Updates gegenüber einem
neu erstellten Modell verhält.
Eine weitere Ergänzung zur Modellidentifikation ist die Reduktion. Sie dient dazu
eine Auswahl an wichtigen Eingängen für ein Modell zu treffen, um die Modelle
zu verkleinern und ihre Auswertungszeit zu verringern. Dabei wird jedoch der Feh-
ler des Modells erhöht. Inwiefern sich die Modellreduktion sinnvoll verhält und ob
der Gewinn an Rechenzeit den Anstieg im Fehler ausgleicht, wird in Abschnitt 7.2
gezeigt.
7.1 Adaptive Modelle
In Abschnitt 4.2.2 wurde dargestellt, wie durch einen Wechsel der Lösungsmethode
eine effiziente Modellanpassung theoretisch entsteht. In diesem Abschnitt wird es um
die praktische Umsetzung gehen. Dabei liegt der Fokus auf der Notwendigkeit und
auf dem Nutzen der Modellanpassung, die auch unter den Begriffen der Modelladap-
tion und Modellupdate bekannt ist. Anhand eines Beispiels mit Realdaten wird in
Abschnitt 7.1.1 gezeigt, dass Updates die Genauigkeit der Vorhersage eines Modells
wesentlich verbessert. Darauf folgend wird ein Vergleich in Abschnitt 7.1.2 zwischen
einem Update und einer Neuidentifikation nach einem Umbau einer Komponente
durchgeführt, der eine Leistungssteigerung bewirkt. Zusätzlich wird die Vergessens-
rate beim Update-Verfahren variiert, um eine Empfehlung für die Einstellung des
Update-Verfahrens zu geben. Die Vergessensrate gibt an, wie die Gewichtung zwi-
schen den alten Daten im Vergleich zu den neuen Daten ist. Eine hohe Rate entspricht
einem Wert von etwa Eins und bedeutet, dass die alten und neuen Daten gleich ge-
wichtet werden, während eine niedrige Rate die neuen Daten stärker gewichtet.
7.1.1 Notwendigkeit und Nutzen
In diesem Abschnitt werden einige überarbeitete Ergebnisse aus Chen et al. [21] vor-
gestellt. Es wird auf ein Beispielszenario aus dem ersten Realdatensatz aus Abschnitt
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4.6 eingegangen und gezeigt, wie wichtig ein Anpassen des Modells während der Lauf-
zeit ist. Dafür wird die Abgastemperatur der Gasturbine GT2 betrachtet. Jedoch
beginnt dieses Mal die Modellierung am 14.02.2013 um 11:16 Uhr, also 9.000 Daten-
zeilen nach dem Beginn des Datensatzes, und endet am 26.03.2013 um 00:55 Uhr.
Dies entspricht 40.000 Daten. Dieser Datenbereich ist ausgesucht worden, um das
Problem ohne Update mit wenigen Daten darzustellen, wobei die Rekonstruktions-
und Simulationsphase etwa gleich groß gewählt worden sind. Es werden 19.000 Daten
für die Modellidentifikation verwendet und 21.000 für die Simulation. Die Eingänge
entsprechen denen aus Abschnitt 6.1 und der maximale Polynomgrad ist Drei.
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Abbildung 7.1: Abgastemperatur der Gasturbine GT2 ohne Update. Rekonstruk-
tionsfehler: 2,33%, Simulationsfehler: 4,55% (überarbeitet und
übersetzt aus [21]).
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Das Ergebnis wird in Abbildung 7.1 gezeigt. Die Abgastemperatur liegt bis auf drei
Ausnahmen zwischen 550 ◦C und 580 ◦C. Das erste Mal fällt sie nach 14.817 Minuten
auf 10 ◦C für mehr als einen Tag. Das zweite Mal sinkt sie nach 19.657 Minuten auf
etwa 100 ◦C für etwas weniger als eine halbe Stunde und das dritte Mal fällt sie nach
24.153 Minuten auf 450 ◦C. Das Modell gibt in der Rekonstruktion die Messdaten gut
wieder, was sich im Fehler von 2,33% widerspiegelt. In der Simulation hat das Mo-
dell jedoch Probleme. Dort wird nur der erste Abfall der Temperatur erkannt. Ferner
gibt es zwischen der 23.000ten und der 27.000ten Minute Abweichungen von bis zu
80 ◦C in der Temperatur, falls der Ausreißer in der Temperatur nicht berücksichtigt
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Abbildung 7.2: Abgastemperatur der Gasturbine GT2 mit Update. Rekonstruk-
tionsfehler (mit Update): 2,51%, Simulationsfehler: 1,53% (über-
arbeitet und übersetzt aus [21]).
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wird. Der Fehler liegt bei 4,55% und ist somit doppelt so groß wie der Rekonstruk-
tionsfehler.
In Abbildung 7.2 ist dasselbe Szenario wie in Abbildung 7.1 verwendet worden mit
dem Unterschied, dass dieses Mal zu den 19.000 Punkten für die Identifikation noch
zusätzliche 1.000 Punkte für Updates des Modells mit einer Vergessensrate von 1
benutzt werden. Dadurch bleiben noch 20.000 Punkte für die Simulation übrig. Der
Verlauf der Messdaten und der Rekonstruktion wird dabei nicht verändert. Durch die
Ausführung von 1.000 Updates liegt der zweite Abfall in der Temperatur im Bereich
der Modellanpassung. In diesem Bereich wird der Verlauf qualitativ wiedergegeben,
jedoch wird die Spitze nach unten nicht exakt wiedergegeben. Durch das Update
steigt der Rekonstruktionsfehler, da der Fehler des Updates mit einfließt und dieser
höher ist als der bisherige Rekonstruktionsfehler. Er erhöht sich auf 2,51%. Außer-
dem wird durch das Update der Verlauf des Modells in der Simulation verändert.
Er wird größtenteils widergespiegelt, wobei einige Ausreißer zu erkennen sind. Diese
haben eine maximale Abweichung von 30 ◦C. Der letzte starke Abfall wird ebenfalls
nicht erkannt. Es handelt sich hierbei um wenige Ausreißer, die bereits im Abschnitt
6.1 durch die Identifikation nicht abgebildet werden. Sie haben in der Identifikation
in Abschnitt 6.1 kaum Einfluss und hier tritt das Szenario nicht in der Rekonstruk-
tionsphase auf.
Insgesamt ergibt sich ein Simulationsfehler von 1,53%, wodurch er im Vergleich zur
Simulation aus Abbildung 7.1 um zwei Drittel gesunken ist. Diese Verbesserung lässt
sich dadurch erklären, dass etwas während der Modellanpassung passiert ist, das die
Turbine in ihrem Verhalten beeinflusst und in den Eingängen beziehungsweise in den
Daten nicht abgebildet ist. Ein Indiz dafür gibt der starke Absturz der Temperatur
um die 19.650te Minute.
Der Vergleich der Abbildungen 7.1 und 7.2 zeigt, dass es trotz einer guten Rekon-
struktion der Messdaten durch ein Modell zu Problemen in der Simulation kommen
kann. Das Update-Verfahren ist eine Möglichkeit mit diesen Problemen umzugehen.
Durch die Adaption fließen die Veränderungen im Verhalten einer Komponente oder
Anlage in das Modell mit ein. Jedoch ist zu beachten, dass eine automatische An-
passung auch Nachteile besitzt, wenn zum Beispiel die Daten falsch aufgenommen
werden oder ein Sensor defekt ist. Dadurch werden die Daten korrumpiert und ver-
schlechtern die Vorhersagekraft des Modells. Dieses Problem betrifft jedoch nicht
nur die Adaption, sondern ist bei der Modellierung genauso zu beachten. Der einzi-
ge Unterschied ist, dass während der Modellierung falsche Daten nicht in Echtzeit
festgestellt werden müssen.
In diesem Abschnitt wurde gezeigt, dass bereits kleine Veränderungen in der Um-
gebung oder in der Anlage, die nicht aus den Daten auf den ersten Blick ersichtlich
sind, schon Probleme in der Simulation verursachen. Was passiert jedoch, wenn ein
großer Eingriff wie ein Umbau durchgeführt wird? Ist ein Update sinnvoll? Dies wird
im Folgenden beantwortet.
86
7. Erweiterungen zur Modellidentifikation
7.1.2 Vergleich eines Updates und einer erneuten Modellierung
nach einem Umbau
Beim Gasmotor aus dem zweiten Datensatz ist während der Datenaufzeichnung ein
Umbau durchgeführt worden. In dieser Zeit war der Motor ausgeschaltet und produ-
zierte keine elektrische Leistung. Der Umbau hat eine so starke Veränderung in der
Fahreigenschaft des Motors verursacht, dass die Vorhersage der elektrischen Leis-
tung nach dem Umbau nicht mehr zuverlässig möglich ist, wie in Abbildung 7.3
zu sehen. Sie zeigt ein Modell der elektrischen Leistung, das vor dem Umbau und
mit einem maximalen Polynomgrad von Zwei erzeugt worden ist. Es hat einen Re-
konstruktionsfehler von 6,55% und einen Simulationsfehler von 13,89%, wobei die
Simulation den Zustand nach dem Umbau darstellt. Damit ist der Simulationsfehler
mehr als doppelt so hoch wie der Rekonstruktionsfehler. Außerdem ist in Abbildung
7.3 zu erkennen, dass es sich um einen systematischen Fehler handelt, da die vom
Modell vorhergesagte elektrische Leistung im Mittel 560 kW unter der tatsächlich
gemessenen Leistung liegt, während in der Rekonstruktion der Verlauf und die pro-
duzierte Leistung größtenteils übereinstimmen. Das bedeutet, dass der Umbau eine
Leistungssteigerung bewirkt hat. Dieser Umbau hat jedoch zur Folge, dass das bis-
herige Modell nicht mehr verwendet werden kann. Für die Behebung des Problems
stehen zwei Lösungsvorschläge zur Auswahl, entweder wird ein neues Modell erzeugt
oder das bisherige wird angepasst. Beim Update stellt sich die Frage, wie die Verges-
sensrate gewählt werden muss, damit das Modell möglichst schnell wieder zuverlässig
funktioniert.
In Abbildung 7.4 wird der Rekonstruktionsfehler für die angepassten Modelle mit
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
·104
0
0,2
0,4
0,6
0,8
1
·104
Zeit in Stunden
El
ek
tr
isc
he
Le
ist
un
g
in
kW
Messdaten Rekonstruktion Simulation
Abbildung 7.3: Elektrische Leistung eines Gasmotors, bei dem ein Umbau durch-
geführt wird. Die Umbauzeit ist aus der Graphik entfernt worden.
Rekonstruktionsfehler: 6,55%, Simulationsfehler: 13,89%.
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unterschiedlichen Vergessensraten und für ein neu erzeugtes Modells gezeigt. Dabei
wird jeweils der Fehler nach 500 neuen Datenpunkten berechnet. Für das neu er-
stellte Modell bedeutet dies, dass jedes Mal ein neues Modell mit allen freigegebenen
Datenpunkten erzeugt wird. Beim Update werden stattdessen mittels schnellen Gi-
vensrotationen die obere Dreiecksmatrix aus der QR-Zerlegung und die rechte Seite
für jede neue Datenzeile angepasst. Die Berechnung des Parametervektors und des
Fehlers geschieht jedoch erst, wenn alle neuen Datenpunkte in der oberen Dreiecks-
matrix und der rechten Seite berücksichtigt sind.
Für die Vergessensraten sind Werte zwischen 0,998 und 1 mit einer Schrittweite von
0,0005 gewählt worden, da bei kleineren Schrittweiten keine weiteren Effekte in die-
sem Beispiel entstehen. Außerdem sorgt ein zu kleiner Wert dafür, dass das bisherige
Wissen des Modells zu schnell vergessen wird und der Fehler steigt statt zu sinken.
Bereits für eine Vergessensrate von 0,998 steigt nach 5.000 Updates der Fehler von
6,52% auf 19,63%. Ansonsten verhält sich der Fehler zuerst fast konstant und nach
dem Sprung monoton fallend. Bei den höheren Vergessensraten gibt es keinen solchen
Sprung. Sie bleiben bis auf die Vergessensrate von 1 bezüglich der Anzahl der Upda-
tes ab 1.500 Datenpunkte fast konstant. Davor starten sie alle etwa bei einem Fehler
von 6,85%. Je höher die Vergessensrate ist, desto stärker steigt der Fehler zwischen
den Updates 500 und 1.500. Der Fehler des Updates mit einer Vergessensrate von 1
steigt danach noch weiter bis auf 8,20%.
Der Fehler des neu berechneten Modells verhält sich weniger monoton. Das Modell
hat mit 500 Datenpunkten einen Fehler von 10,65% und sinkt mit den nächsten
2.000 Datenpunkten auf 5,99%. Danach schwankt der Fehler für die nächsten 5.000
Punkte leicht zwischen 5,48 und 6,20%. Anschließend steigt er auf 6,53% und fällt
zum Schluss auf 6,40%. Demnach liegt der Fehler des neuen Modells manchmal über
den Fehlern der angepassten Modelle und manchmal darunter. Für die letzten 1.500
Zeilen entspricht der Fehler des neuen Modells etwa den Fehlern der angepassten
Modelle mit einer Vergessensrate von 0,9985 und 0,999, also den Vergessensraten
mit den niedrigsten Fehlern.
Aus Abbildung 7.4 lässt sich die Empfehlung ableiten, dass für das betrachtete Bei-
spiel eine Vergessensrate zwischen 0,9985 und 0,999 gewählt werden sollte. Eine ande-
re Möglichkeit besteht aus der Kombination von Modellidentifikation und -adaption.
Direkt nach dem Umbau sollte das bisherige Modell angepasst werden, bis genügend
Daten gesammelt worden sind, um ein neues Modell zu erzeugen.
Wenn als weiteres Bewertungskriterium der Simulationsfehler in Betracht gezogen
wird, verändert sich die Empfehlung. In Abbildung 7.5 werden die entsprechenden
Simulationsfehler zu den Rekonstruktionsfehlern aus Abbildung 7.4 dargestellt. Dar-
in ist zu erkennen, dass der Simulationsfehler bei einigen Vergessensraten und beim
neuen Modell hohe Spitzen von über 15% erreicht, also einen höheren Fehler hat als
das Modell, das vor dem Umbau berechnet wurde. Nur die Modelladaptionen mit
einer Vergessensrate von 0,9995 und 1 bleiben unter dem Fehler von 13,89%. Der
Fehler mit der Vergessensrate von 1 sinkt dabei monoton von 13,19% auf 7,91%,
während der Fehler mit der Vergessensrate von 0,999 zwischen 5,91% und 13,09%
schwankt.
Wenn beide Fehler berücksichtigt werden, lautet die Empfehlung nach einem Um-
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Abbildung 7.4: Vergleich der Rekonstruktionsfehler von angepassten Modellen
mit unterschiedlichen Vergessensraten und eines neuen Modells.
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Abbildung 7.5: Vergleich des Simulationsfehler von angepassten Modellen mit un-
terschiedlichen Vergessensraten und eines neuen Modells.
bau für das betrachtete Beispiel, ein Update mit einer Vergessensrate von 0,9995
durchzuführen, da sie die stabilste Vorhersage mit den niedrigsten Fehlern für alle
verglichenen Methoden repräsentiert. Eine mögliche andere Wahl stellt die Modella-
daption mit einer Vergessensrate von 1 dar. Sie hat zwar einen höheren Rekonstruk-
tionsfehler als das Update mit einer Vergessensrate von 0,9995, aber der Trend des
Simulationsfehlers lässt darauf schließen, dass dieser nach weiteren Updates weiter
sinkt.
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Die Vergessensraten 0,9995 und 1 stellen für dieses Beispiel mit einer Datentaktung
von 15 Minuten somit das beste Gleichgewicht zwischen Adaption und Historie dar.
Das Modell wird nicht so stark an das aktuelle Geschehen angepasst, dass es ande-
re Szenarien vergisst. Es wird aber wiederum nicht so schwach angepasst, dass die
Veränderungen nicht wahrgenommen werden. Allgemein kann aus diesem Ergebnis
aber noch keine Empfehlung abgeleitet werden. Dafür sind weitere Untersuchungen
von anderen Datensätzen notwendig.
Im Ganzen stellt das Update eine gute Möglichkeit dar, die Überanpassung an die
Trainingsdaten zu verhindern, da neue Daten mit ins Modell aufgenommen werden.
Dadurch werden Änderungen an der Anlage oder in einer Komponente berücksich-
tigt, die zu einer zuverlässigeren Vorhersage führt. Mit einer Berechnungszeit von
durchschnittlich 28 Mikrosekunden für ein Update ist dieses Verfahren sogar echt-
zeitfähig und kann im laufenden Betrieb verwendet werden.
7.2 Reduzierte Modelle
Als letzter Teil der Modellierung wird an dieser Stelle die Modellreduktion behan-
delt. Sie basiert auf der Identifikationsmethode, die die notwendigen Koeffizienten
erzeugt, die bei der Modellreduktion überprüft werden. Darüber hinaus wird der Feh-
ler zwischen dem erzeugten Modell und den Messdaten betrachtet, um die Relevanz
der Eingänge zu kontrollieren. Da die Ergebnisse der Modellidentifikation in Kapitel
6 besprochen wurden und daher keine weitere Überprüfung der Methode durchge-
führt wird, ist es in diesem Kapitel ausreichend, wenn nur der Rekonstruktionsfehler
betrachtet wird. Hierdurch stehen mehr Daten für die Identifikation zur Verfügung,
die bei der Reduktion gewünscht ist. Ihr Ziel ist es, bereits entwickelte Modelle in
ihrer Komplexität zu reduzieren, um eine Beschleunigung in der Rechenzeit zu ge-
winnen ohne einen großen Fehler zu erzeugen. Dazu wird in Abschnitt 7.2.1 gezeigt,
inwieweit die Parameter einen Einfluss auf das Ergebnis haben und ob die Modell-
reduktion in der Lage ist, das richtige Ergebnis zu finden. Dafür wird ein Datensatz
verwendet, in dem die Zusammenhänge der Eingänge unter einander und mit dem
Ausgang bekannt sind. Im Anschluss wird in Abschnitt 7.2.2 untersucht, wie hoch
eine Beschleunigung in der Rechenzeit ist und wie hoch dafür der Fehler ist. Hierfür
sind wieder die Ergebnisse aus Chen et. al. [21] erweitert worden.
7.2.1 Verifikation der Modellreduktion mittels simulierter Daten
In Abschnitt 4.3 wurde beschrieben, wie der Algorithmus der Modellreduktion ab-
läuft. Dabei sind fünf Parameter definiert worden, die das Ergebnis einer Modell-
reduktion beeinflussen. In diesem Abschnitt wird untersucht, welchen Einfluss jeder
einzelne Parameter auf das Ergebnis besitzt und ob die Modellreduktion sinnvolle Er-
gebnisse liefert. Dafür wird der simulierte Datensatz verwendet, der in Abschnitt 4.6
beschrieben wird, da die Zusammenhänge der einzelnen Größen bekannt sind. Ins-
besondere ist auch der Zusammenhang des Ausgangs b mit den Eingängen bekannt.
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Es gilt:
b = s31 + 103s3s7 (7.1)
Für die Eingänge gelten folgenden Ähnlichkeitszusammenhänge:
• s1, s4 und s9 haben fast die gleichen Werte
• s5 und s11 unterscheiden sich nur durch eine Konstante
Dadurch lässt sich das Ergebnis beurteilen und die Effekte der einzelnen Parameter
analysieren. Bei der Untersuchung wird von einem Standardparameterset ausgegan-
gen. Dieses ist definiert durch
εgleich = 0,01, Bmax = 20, γ = 0,1, εkoef = 0,01 und δ = 1.
Davon wird jeweils nur ein Parameter pro Durchlauf verändert, um den Effekt eines
Parameters separat zu betrachten und zu beurteilen. Es ist anzunehmen, dass die
Parameter einen unterschiedlich starken Einfluss auf ein Ergebnis haben, und durch
eine Mischung der Veränderung der Parametereinstellung würden die Parameter mit
einem kleineren Einfluss nicht wahrgenommen oder fehlinterpretiert. Dies ist eben-
falls der Grund, weswegen das Standardparameterset nicht die beste Wahl darstellt.
Ansonsten würden nicht alle Effekte erkannt werden, da sie von den Parametern
mit größeren Einfluss überdeckt werden. Die Variationen der Parameter werden in
Tabelle 7.1 angegeben.
Parameter Schrittweite Minimum Maximum
εgleich 5 0 30
Bmax 1 1 6
γ 1 0 9
εkoef 0,05 0 0,4
δ 0,05 0,7 1
Tabelle 7.1: Parametervariation bei der Modellreduktionsanalyse ohne dem Stan-
dardparameterset.
Es sind unterschiedliche Schrittweiten ausprobiert worden, um festzustellen, wann
Veränderungen am Ergebnis sichtbar werden. In dieser Arbeit werden jedoch nicht
alle vorgestellt, sondern es wird jeweils nur eine Schrittgröße für jeden Parameter
ausgewählt, der den größten Informationsgehalt besitzt ohne zu wenige Ergebnisse
vorzustellen.
Die Maxima von εgleich, γ und εkoef sowie das Minimum von δ stellen eine Grenze
dar, ab der keine Veränderungen im Ergebnis passieren oder ab der bereits mehr Ein-
gänge aussortiert worden sind als irrelevante Größen vorhanden sind. Die Minima
von εgleich, Bmax, γ und εkoef sowie das Maximum von δ stellen wiederum Gren-
zen dar, bei deren Unter- beziehungsweise Überschreitung keine Modellreduktion
durchgeführt wird beziehungsweise der Effekt, den sie mitbringen, verloren geht.
Das Maximum von Bmax erschließt sich aus der Ähnlichkeit der Spalten s1, s4 und
s9 sowie der Spalten s5 und s11. Dadurch existieren zwei Klassen, die mehr als eine
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Spalte besitzen, d. h. es gibt mindestens zwei Blöcke für den Koeffizientenvergleich.
Bei einer Anzahl von 15 Eingängen, die zwölf Klassen erzeugen, ergibt sich, dass sich
ab einer Blockgröße von Sechs die Anzahl an Blöcken nicht ändern wird. Aus diesem
Grund ist das Maximum von Bmax auf Sechs gesetzt worden.
Für die Untersuchung werden keine Eingänge als wichtig deklariert, da bei großen
Datenmengen beziehungsweise bei komplexen Systemen die Zusammenhänge nicht
bekannt sind und an dieser Stelle der Einfluss der Parameter auf die Reduktion ana-
lysiert wird. Außerdem wird ein maximaler Polynomgrad von Drei gewählt, da der
Ausgang aus jeweils einem Monom zweiten und dritten Grades besteht, siehe (7.1).
Zu beachten ist jedoch, dass das Monom dritten Grades aus einem oder zwei Eingän-
gen zusammengesetzt werden kann, da der eine Eingang das Quadrat des anderen ist.
Diese Konstellation ist gewählt worden, um herauszufinden, ob die Modellreduktion
diesen Zusammenhang herausfindet und für welche Möglichkeit sie sich entscheidet.
Das Ergebnis der unterschiedlichen Parametereinstellungen ist in Tabelle 7.2 darge-
stellt. Zuvor wird jedoch der Ausgang näher betrachtet.
Aus (7.1) lässt sich erkennen, dass sich der Ausgang aus drei Eingängen s1, s3 und
s7 zusammensetzt. Da der Ausgang proportional zu s31 ist und zu den anderen Ein-
gängen nur eine lineare Verbindung besteht, ist der Einfluss von s1 größer, wodurch
der Fehler zwischen dem Modell, das nur mit diesem Eingang generiert wird, und
dem Ausgang bereits unter 5% liegt (vergleiche Abbildung 7.6). Daher liegen die
Fehler aus Tabelle 7.2 immer unter 5%, auch wenn nicht alle relevanten Eingänge
zum Ergebnis gehören, da s1 oder ein ähnlicher Eingang stets als relevant erkannt
wird.
0 0,5 1 1,5 2 2,5 3 3,5 4 4,5 5
·104
0
0,2
0,4
0,6
0,8
1
1,2
·105
b
s31
Abbildung 7.6: Ausgang b der simulierten Daten im Vergleich zu s31.
Aus Tabelle 7.2 lässt sich zusätzlich entnehmen, dass bei einer Erhöhung beziehungs-
weise einer Senkung der Parameter εkoef und δ die Anzahl der für den Ausgang
relevanten Eingänge monoton aber nicht streng monoton fällt, während bei den an-
deren Parametern die Anzahl schwankt. Außerdem wird durch die Änderungen dieser
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beiden Parameter die Anzahl der Eingänge soweit gesenkt, dass das Ergebnis der tat-
sächlichen Lösung einigermaßen entspricht und nicht wesentlich mehr Eingänge als
notwendig betrachtet werden. Die größten Auswirkungen im Fehler haben ebenfalls
diese beiden Parameter. Sie stellen somit die Parameter mit dem größten Einfluss
dar, jedoch sind sie und die anderen Parameter mit Bedacht zu wählen. In Tabelle
7.2 ist ebenfalls zu erkennen, dass bei einer falschen Parameterwahl der Fehler in der
Modellierung erheblich ansteigt. Daher werden im Folgenden alle Parameter einzeln
betrachtet und bewertet.
• εgleich: Hier schwanken die Anzahl der Eingänge zwischen Sechs und Zehn. Für
den Fall Null, wo es keine ähnliche Eingänge gibt, ist zu erkennen, dass es
wichtig ist, eine Vorsortierung bezüglich der Ähnlichkeit von Eingängen vorzu-
nehmen, da ansonsten nicht gesichert ist, dass mehrere ähnliche Eingänge als
relevant betrachtet werden, wie am Beispiel von s5 und s11 zu sehen. Durch
die Pivotisierung bei der QR-Zerlegung ist es möglich, linear abhängige Spal-
ten auszuschließen, jedoch kann durch Rechenungenauigkeiten die Norm einer
Spalte trotzdem über der Toleranz liegen, wodurch ihr Koeffizient ungleich Null
und größer als εkoef ist. Die Rechenungenauigkeit beeinflusst ebenfalls bei der
Überprüfung des Fehlers durch Hinzunahme eines weiteren Eingangs das Er-
gebnis, da der Fehler bereits in der Größenordnung von 10−11% liegt.
Durch eine Vorsortierung bezüglich der Ähnlichkeit der Eingänge wird jeweils
nur ein Eingang ausgewählt, wie in den Fällen für εgleich > 0 zu sehen. Hier ist
zu erkennen, dass der Fehler zwischen 10−1% und 10−11% schwankt, obwohl
für jeden Fall deutlich mehr Eingänge als relevant betrachtet werden als für
den Ausgang notwendig. Dieses Resultat hängt von zwei Faktoren ab. Durch
einen hohen Wert in εgleich steigt die Toleranz, wann zwei Eingänge als ähnlich
betrachtet werden. Dies hat zur Folge, dass diejenigen Eingänge, die für den
Ausgang notwendig sind, als ähnlich betrachtet werden und dadurch nur einer
von ihnen gewählt wird. Der zweite Faktor bezieht sich auf die Gruppierung
von Eingängen für den Koeffizientenvergleich. Sie wird durch die Anzahl an
Klassen mit mehreren ähnlichen Eingängen beeinflusst. Je mehr solche Klas-
sen existieren, desto mehr Blöcke werden erstellt, für die jeweils ein Modell
berechnet wird. Da jeder Eingang nur in einem Block sein darf, reduziert sich
somit die Anzahl der Eingänge pro Block. Dies erhöht die Wahrscheinlichkeit,
dass Eingänge, die nur in Kombination mit anderen Eingängen einen Einfluss
auf den Ausgang besitzen, nicht zusammen betrachtet werden. Hierdurch wird
ihr Effekt auf dem Ausgang nicht erkannt und sie werden als irrelevant de-
klariert. Am Beispiel von s3 und s7 ist eine Kombination beider Faktoren zu
sehen, die dazu führt, dass s7 nur in manchen Fällen als relevant betrachtet
wird.
• Bmax: Für diesen Parameter schwankt die Anzahl der Eingänge zwischen Acht
und Zehn. Dabei verändert sich der Fehler in der Größenordnung von 10−8.
Die unterschiedlichen Ergebnisse lassen sich durch die unterschiedlichen Kom-
binationen der Eingänge in den Blöcken erklären. Wie bereits oben erwähnt,
liegen bei einer hohen Anzahl an Blöcken die Eingänge, die nur in Kombination
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7.2.1. Verifikation der Modellreduktion mittels simulierter Daten
mit anderen Eingängen relevant sind, nicht immer mit den richtigen Eingängen
in einem Block. Hierdurch werden dann relevante Eingänge aussortiert. Außer-
dem werden durch eine sehr niedrige Blockgröße viele Eingänge mit ausreichend
großen Koeffizienten erzeugt, da keine relevanten Eingänge ihre Koeffizienten
senken.
Bei der Variation dieses Parameters sind keine starken Schwankungen im Er-
gebnis und im Fehler zu erkennen. Er darf nicht zu klein gewählt werden, da
Kombinationen von Eingängen übersehen werden. Eine zu große Wahl resultiert
wiederum in einer längeren Berechnungsdauer. Außerdem werden mehr Daten-
punkte benötigt, da in den einzelnen Blöcken zum Teil sehr große Gleichungs-
systeme gelöst werden, die nicht unterbestimmt sein dürfen. Daher handelt es
sich bei Bmax um eine Vorsortierung zur Reduktion der Berechnungszeit.
• γ: Wie bei Bmax verändert sich der Fehler hier auch nur minimal, in der Grö-
ßenordnung von 10−8%. Die Anzahl der Eingänge variiert zwischen Sieben und
Zehn. Auffällig ist dabei, dass entweder s2 oder s10 gewählt wird. Dies liegt dar-
an, dass es einen Zusammenhang zwischen diesen Größen gibt. Dieser lautet:
s10 = s1 + s2, d. h. sie stellen sich mit Hilfe von s1 gegenseitig dar. Da der
Unterschied zwischen den Fehlern, ob s2 oder s10 gewählt wird, in der Größen-
ordnung von 10−11% liegt (siehe Übergang von 6 auf 7), ist das Ergebnis aus
Sicht der Numerik nicht relevant. Um stets das gleiche Ergebnis zu erhalten,
hätte einer der beiden Eingänge als wichtig deklariert werden müssen.
Die Ursache der anderen Schwankungen in den Ergebnissen liegt ebenfalls an
numerischen Ungenauigkeiten. Bei s13 liegt der größte Koeffizient in der Nähe
der Toleranz und schwankt um diesen. Daher reichen bereits kleine Ungenauig-
keiten, um über oder unter der Grenze für eine weitere Betrachtung zu liegen.
Bei s5 und s11 wiederum unterscheiden sich die größten Koeffizienten in der
Größenordnung von 10−15. Daher verursacht die numerische Ungenauigkeit,
dass mal der eine und mal der andere Eingang gewählt wird. Wenn s5 weiter
untersucht wird, dann wird er vom Algorithmus bis zum Ende als relevant be-
trachtet, aber s11 wird im nächsten Schritt immer aussortiert, da er erst nach
s9 zum Modell aus dem Block mit dem kleinsten Fehler hinzugefügt wird und
er ähnlich zum Quadrat von s11 ist. Andersherum tritt der Effekt nicht auf,
da der Ausgang von s31 abhängt und sich daher nicht von s5 oder s11 alleine
darstellen lässt.
Als letztes wird s14 betrachtet. Diese Größe wird nur als relevant gewählt,
wenn bereits genug andere Eingänge als relevant gesetzt worden sind. Dies
liegt daran, dass der Fehler bereits so klein ist, dass die Verbesserung durch die
Hinzunahme eines Eingangs und die damit verbundenen Freiheitsgrade aus-
reichend ist, um in der Toleranz zu liegen. Dieser Effekt ist bei s14 besonders
deutlich, da dieser Eingang stets als letzter im letzten Schritt der Modellre-
duktion hinzugefügt wird.
Damit lässt sich schließen, dass dieser Parameter fast keinen Einfluss auf das
Ergebnis besitzt, da in diesem Fall das Ergebnis sehr stark von der numerischen
Ungenauigkeit dominiert wird.
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• εkoef: Hier sinkt die Anzahl der Eingänge monoton mit steigendem Parameter.
Sie ändert sich von Acht auf Drei. Jedoch werden die Eingänge s3 und s7 ab
einem Wert von 0,1 nicht als relevant erkannt, obwohl ein Zusammenhang zum
Ausgang existiert. Aus diesem Grund steigt der Fehler signifikant beim Über-
gang von 0,005 auf 0,1 von 6,60425 · 10−8% auf 4,43351%. Danach verändert
sich der Fehler weniger stark, da der letzte relevante Eingang im Modell erhal-
ten bleibt.
Dieses Ergebnis verdeutlicht, dass εkoef einen großen Einfluss auf die Auswahl
der relevanten Eingänge hat und führt bei einer falschenWahl zu einem falschen
Ergebnis. Aus diesem Grund muss er mit Bedacht gewählt werden, da bei einer
zu hohen Wahl relevante Eingänge nicht erkannt werden. Dies hängt mit der
bereits oben erwähnten Problematik der relevanten Eingänge in Kombination
mit anderen ab. Bei einer zu kleinen Wahl wiederum werden zu viele Eingänge
weiter betrachtet, die die Berechnungsdauer der Modellreduktion erhöhen, da
mehr Eingänge im nächsten Schritt hinzugefügt werden.
• δ: Durch eine Senkung von δ um 0,05 werden bereits die richtigen relevanten
Eingänge als Ergebnis der Modellreduktion genannt. Bei δ = 0,7 ist diese Gren-
ze so niedrig, dass sogar relevante Eingänge aussortiert werden. Daher steigt
der Fehler um die Größenordnung von 108%. Die Anzahl der Eingänge verän-
dert sich dabei von Vier auf Eins.
δ stellt somit in diesem Datensatz den wichtigsten Parameter dar, da erst
durch seine Variation das richtige Ergebnis erreicht wird. Jedoch darf er nicht
zu niedrig gewählt werden, da zu viele Eingänge aussortiert werden, während
bei einem zu hohen Wert das Gegenteil geschieht.
Insgesamt lässt sich zusammenfassen, dass die Wahl aller Parameter einen Einfluss
auf das Ergebnis hat. Auch wenn nur bei der Variation von δ das richtige Ergeb-
nis erreicht wird, sind die anderen Parameter für eine Vorauswahl wichtig, um die
Berechnungsdauer zu reduzieren, da bereits irrelevante Eingänge aussortiert werden.
Die Vorsortierung beeinflusst jedoch, ob die kombiniert relevanten Eingänge zusam-
men untersucht werden, und kann zu einem falschen Ergebnis führen. Durch eine
niedrige Wahl von εkoef und eine geeignete Wahl von δ wird dieser Effekt aber aus-
geglichen, wobei die ideale Auswahl von den betrachteten Daten abhängt.
Ferner zeigt die Untersuchung, dass die Parameter einen gewissen Spielraum haben,
in dem sie gewählt werden können und in dem sich ein gutes Ergebnis finden lässt.
Bei einer falschen Einstellung der Parameter wird unter Umständen nicht die richtige
Lösung gefunden. Jedoch gibt die Modellreduktion eine gute Übersicht darüber, wie
die einzelnen Größen zueinander stehen. Dieses Wissen ist besonders wertvoll, wenn
viele Daten vorhanden sind und kaum Vorwissen über die Anlage besteht. Damit
bildet die Modellreduktion einen ersten Schritt zur Analyse einer Anlage. Zusätzlich
wird sie auch für eine Modellreduktion in dem Sinne angewendet, um ein bereits
vollständiges Modell im Umfang zu verkleinern. Dadurch werden eine kürzere Aus-
wertungszeit erreicht, ohne den Modellfehler wesentlich zu erhöhen. Inwiefern dies
ermöglicht wird, zeigt der folgende Abschnitt.
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7.2.2 Nutzen einer Modellreduktion
Aus Abschnitt 6.1 sind bereits mehrere Modelle für die Anlage aus dem ersten Real-
datensatz erzeugt worden. Dabei sind nicht alle möglichen Eingänge in die Modelle
geflossen, sondern mit Hilfe von Vorwissen und der Modellreduktion auf eine sinn-
volle Anzahl reduziert worden. Das Ergebnis der Modellreduktion ist dabei nicht
immer exakt übernommen worden, da einige gewünschte Eingänge fehlten. Jedoch
liegt dieses Wissen nicht immer vor und daher wird anhand einer Anlage, bei der
einige Beziehungen bereits bekannt sind, eine Modellreduktion durchgeführt, um ih-
ren Nutzen zu überprüfen.
Im Gegensatz zu Abschnitt 6.1 wird hier das Ergebnis der Modellreduktion exakt
übernommen. Dafür werden alle Größen im Datensatz bis auf den Ausgang selbst
als mögliche Eingänge gewählt. Sie wird mit 80.000 Datenzeilen und einem maxi-
malen Polynomgrad von Drei durchgeführt. Im Gegensatz zur Modellidentifikation
werden keine Glättungsfunktionen angewendet, da bei der ersten Untersuchung des
Datensatzes nicht bekannt ist, bei welchen Größen eine Glättung hilfreich ist. Für die
Modellreduktion wird kein Eingang als wichtig deklariert und die Parameter werden
wie folgt gewählt:
εgleich = 0,01, Bmax = 20, γ = 0,1, εkoef = 0,01 und δ = 0,9
Für die Mischtemperatur der Gasturbinen mit dem Abhitzekessel sowie für die Ab-
gastemperatur der Gasturbine GT2 werden die Parameter εkoef und δ verändert, da
andernfalls zu wenige Eingänge aussortiert werden. In diesen Fällen gilt:
εkoef = 0,1 und δ = 0,7
Die erzeugten Modelle werden im Anschluss mit Modellen verglichen, die aus allen
Messgrößen des Bauteils generiert werden. Sie werden im Folgenden als „physikali-
sche“ Modelle bezeichnet und werden mit dem gleichen maximalen Polynomgrad, der
gleichen Anzahl an Datenzeilen und ohne zusätzliche Glättungsfunktionen berechnet,
um die Vergleichbarkeit zu gewährleisten. Einige „physikalische“ Modelle werden um
ein paar weitere Messgrößen erweitert, da der Einfluss dieser Größen so groß ist, dass
ihr Fehlen in einem Modell mit einem wesentlich höheren Fehler resultiert.
• Für die Modelle der Gasturbinen werden jeweils der Luftdruck und die Au-
ßentemperatur als weitere Eingänge gewählt, da für die Verbrennung in den
Turbinen Frischluft zugeführt wird, die sich durch die Außentemperatur und
Luftdruck charakterisieren lässt.
• Für den Erdgasverbrauch der beiden Dampfkessel werden zusätzlich der Erd-
gasverbrauch des anderen Kessels und der Gesamterdgasverbrauch der Anlage
hinzugenommen, da der Modellfehler ohne diese beiden Größen wesentlich an-
steigt. Dies hängt mit den diskreten Werten zusammen.
• Für die Dampfmassenströme des Abhitzekessels werden zusätzlich die Drücke
in den Dampfkesseln aufgenommen, da das Dampfsystem durch den Druck
gesteuert ist.
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Abbildung 7.7: Auswirkung der Modellreduktion auf die Berechnungszeit und
dem Fehler.
Der Vergleich beider Modelltypen wird in Tabelle 7.3 und in Abbildung 7.7 gezeigt.
In der Abbildung ist ein Trend durch die Modellreduktion sichtbar. Eine reduzierte
Berechnungszeit bewirkt einen größeren Fehler. Aus Tabelle 7.3 ist zu erkennen, dass
die Modellreduktion eine Senkung der Berechnungszeit von mindestens 72% erreicht,
während sich der Fehler nur maximal um 2,5 Prozentpunkte verschlechtert. Dies deu-
tet darauf hin, dass die Erhöhung im Fehler durch die direkte Verbindung zwischen
der Verminderung der Freiheitsgrade mit der Reduktion der Eingänge entsteht und
kaum durch die Korrelation des Ausgangs mit den entfernten Eingängen. Dies liegt
unter anderem an der Kollinearität der Daten. Da die Zustände in einem Bauteil
durch die gleichen Stellgrößen kontrolliert werden und sich durch ihre lokale Nähe
gegenseitig beeinflussen, tritt Kollinearität bei den Messgrößen desselben Bauteils
auf. Die Kollinearität erklärt ebenfalls, warum es keinen linearen Zusammenhang
zwischen der reduzierten Anzahl an Eingängen und dem Anstieg des Fehlers gibt.
Ein weiterer Grund liegt im Auffinden von bisher unbekannten Zusammenhängen
durch die Modellreduktion. Da alle Messgrößen als mögliche Eingänge gewählt wor-
den sind, sind auch diejenigen Messgrößen als ein relevanter Eingang gesetzt worden,
die nicht im Bauteil aufgenommen wurden oder deren Zusammenhang zum Ausgang
nicht bekannt ist. Jedoch müssen solche Ergebnisse mit Vorsicht behandelt werden,
da eventuell nicht zusammenhängende Eingänge durch die Auswahl der Modellre-
duktionsparameter trotzdem eine Relevanz aufweisen. Außerdem können relevante
Eingänge während der Modellreduktion in einem falschen Block landen, wodurch
ihre Relevanz nicht entdeckt wird. Dadurch werden sie nicht ausgewählt und statt-
dessen andere Größen als notwendig erachtet.
Daher ist fachliches Wissen und das Überprüfen unverzichtbar, wieso ein Eingang
nicht als notwendig betrachtet wird. Wie bereits im vorherigen Abschnitt erwähnt,
liefert die Modellreduktion bei einer ungeeigneten Auswahl von Parametern nicht das
richtige Ergebnis. Am Beispiel der Abgastemperatur ist zu erkennen, dass zu viele
Eingänge als irrelevant gesetzt worden ist, da nach der Reduktion nur noch zwei
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Eingänge als notwendig betrachtet werden. Jedoch wurde in Kapitel 6 gezeigt, dass
fünf Eingänge (physikalisch) wichtig sind. Die Modellreduktion wird aber trotzdem
verwendet, um einen ersten Überblick über die Zusammenhänge in den Daten zu ge-
ben, da in allen Beispielen mindestens ein physikalisch wichtiger Eingang ausgewählt
worden ist.
Wenn die Fehler zwischen den Modellen der Dampfkessel aus Tabelle 7.3 mit denen
aus Abschnitt 6.1 verglichen werden, lässt sich feststellen, dass bei diesem Beispiel
die in diesem Abschnitt berechneten Modelle schlechter sind als aus Abschnitt 6.1.
Dort liegen die Fehler der Modelle bei 4,23% beziehungsweise 4,51% in der Re-
konstruktion und bei 3,56% beziehungsweise 3,51% in der Simulation, während der
Rekonstruktionsfehler hier mindestens 6,49% beträgt. Daran lässt sich erkennen,
dass eine Glättung vor der Modellidentifikation in manchen Fällen sinnvoll ist, um
die erzeugten Modelle zu verbessern. Dadurch wird sogar ein kleinerer Fehler mit
wesentlich geringeren Freiheitsgraden erzielt. Hier besitzen die Modelle einen maxi-
malen Polynomgrad von Drei und vier bis neun Eingänge, was 35 bis 220 Freiheits-
graden entspricht. Im Kapitel zur Modellidentifikation ist stattdessen ein maximaler
Polynomgrad von Eins und ein einzelner Eingang gewählt worden, womit zwei Frei-
heitsgrade zur Verfügung stehen.
Zusammenfassend ergibt sich, dass eine Beschleunigung der Modelle von über 70%
möglich ist, wobei der Fehler dafür maximal um 2,5 Prozentpunkte steigt. Wenn die
Fälle, in denen eine Glättung der Daten eine Verbesserung der Modelle erwirkt, au-
ßer Betracht gelassen werden, beträgt die Beschleunigung mindestens 95% mit einer
Fehlererhöhung von maximal 1,15 Prozentpunkten. Die Berechnungszeiten aus Ta-
belle 7.3 liegen aber auch ohne Modellreduktion in Mikrosekundenbereich und sind
mit der Echtzeitfähigkeit für die Modellauswertung vereinbar.
Für die Modellreduktion lässt sich festhalten, dass sie einen guten Überblick über
eine große Datenmenge gibt. Sie erkennt, welche Zusammenhänge von den Daten
dargestellt werden. Sie kann aber auch bei einem großen Modellfehler darauf hinwei-
sen, dass eventuell Messdaten fehlen, um den gewünschten Ausgang zu modellieren.
Dabei sind zwei der fünf Parameter für das Ergebnis der Modellreduktion entschei-
dend. Die anderen verfälschen jedoch bei einer schlechten Wahl das Ergebnis. Eine
weitere Funktion der Modellreduktion ist, dass sie durch einen kleinen Anstieg im
Modellfehler eine große Beschleunigung in der Rechenzeit erzeugt, so dass sie für den
Einsatz im laufenden Betrieb eine wichtige Rolle im Bezug auf die Echtzeitfähigkeit
nimmt. Ob diese Berechnungszeiten jedoch ausreichend sind, die Echtzeitfähigkeit für
das numerische Lösen des Optimierungsproblems aus Kapitel 5 zu erreichen, wird
unter anderem als nächstes diskutiert.
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Kapitel 8
Optimierte Fahrweise einer
Kraft-Wärme-Kopplungsanlage
In den vorherigen Kapiteln wurden die numerischen Ergebnisse für die Modellierung
dargestellt. In diesem Kapitel steht die Optimierung der Betriebsweise der KWK-
Anlage im Fokus, die in Abschnitt 6.1 modelliert wurde. In Abschnitt 8.1 wird auf die
numerischen Ergebnisse der Optimierung eingegangen. Dabei geht es um den Ver-
gleich zwischen den historischen Daten für ein Jahr und der Lösung, die mit Hilfe von
WORHP gefunden wurde. Außerdem werden in Abschnitt 8.2 die Berechnungszeiten
der Optimierung für unterschiedliche Zeithorizonte betrachtet, um daraus Schlüsse
für die Echtzeitfähigkeit des Algorithmus zu ziehen. Wie in den Kapiteln zuvor wer-
den hier ebenfalls Ergebnisse vorgestellt und erweitert, die bereits in Büskens et.
al. [18] und in Chen et. al. [21] gezeigt wurden. Im Gegensatz zu den beiden Ver-
öffentlichungen werden die Ergebnisse aus dieser Arbeit mit WORHP Version 1.9
erzeugt, da sie die aktuellste ist, während in den Veröffentlichungen die Version 1.7.1
verwendet wird, die damals die aktuellste war.
8.1 Vergleich historischer Daten mit einer optimierten
Lösung
In Kapitel 5 wurde das Optimierungsproblem mit einigen Parametern definiert, die
noch für die numerische Lösung des Optimierungsproblems gesetzt werden. Dabei
ist zu beachten, dass die Parameter so definiert worden sind, dass es möglich ist,
für jeden Zeitschritt einen anderen Wert zu wählen. In dieser Arbeit wird jedoch
diese Eigenschaft nicht für alle Parameter genutzt. Weitestgehend sind die meisten
für den kompletten Zeitraum konstant. Die einzigen Parameter, die in jedem Zeit-
schritt einen anderen Wert besitzen, sind der Bedarf am Dampfmassenstrom, am
Rauchgasmassenstrom und an der elektrischer Leistung sowie die Außentemperatur.
Diese Werte sind aus dem Datensatz für die Optimierung entnommen. Ein Sonder-
fall stellt die benötigte Mindestrauchgastemperatur Tmin dar. Sie liegt bei 388 ◦C,
solange Rauchgas benötigt wird. Sobald es keinen Bedarf gibt, wird dieser Wert auf
0 ◦C gesetzt. Die anderen Werte werden gemäß Tabelle 8.1 gewählt.
Die Lösung von WORHP für das Optimierungsproblem aus Kapitel 5 zeigt im Ver-
gleich zu den historischen Daten einen reduzierten Erdgasverbrauch. Dieser Ver-
brauch hängt mit der Erzeugung vom Dampfmassenstrom zusammen. Abbildung
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Parameter Wert Parameter Wert
h 0,25 h TAHK 195 ◦C
α1 0,03 EurokWh Lmin 55%
pE 0,135 EurokWh Lmax 100%
pV 0,032 EurokWh D
DK1
min 0 kgh
α3 65 kW DDK1max 9000 kgh
α4 15 kW DDK2min 0 kgh
Tmax 580 ◦C DDK2max 9000 kgh
DAHKmin 0 kgh m˙
AHK
min 0 kgs
DAHKmax 7400 kgh m˙
AHK
max 9000 kgs
Tabelle 8.1: Parameter im Optimierungsproblem.
8.1 zeigt die Dampfmassenströme aus den historischen Daten und Abbildung 8.2
die Empfehlung der optimierten Lösung. Dabei fällt auf, dass beide Versionen den
Bedarf erfüllen, sie unterscheiden sich jedoch in der Quelle des Dampfmassenstroms.
Während die optimierte Lösung den Abhitzekessel (AHK) für mehr als 90% der
Zeit auf etwa 6.000 kgh hält, wird DK1 fast nicht benutzt und DK2 nur als Ausgleich
des restlichen Bedarfs verwendet. Im Gegensatz dazu sind im historischen Verlauf
Schwankungen in allen Produzenten zu erkennen. Dieses Ergebnis zeigt, dass die
Produktion des Dampfmassenstroms über dem Abhitzekessel kostengünstiger ist.
Ein Grund dafür ist, dass die Energie für die Erzeugung im Abhitzekessel aus dem
Rauchgas entnommen wird, das durch GT1 produziert wird. Durch den Betrieb von
GT1 wird gleichzeitig ein Teil des Bedarfs an elektrischer Leistung gedeckt. Daher
ist der Betrieb von GT1 in zweierlei Hinsicht nützlich. Jedoch wird der Abhitzekes-
sel nicht auf voller Last gefahren, um ein zu starkes Abkühlen des Rauchgases zu
verhindern. Er muss die Mindesttemperatur Tmin einhalten, damit die Verbraucher
ihn nutzen können. Daher wird mindestens ein Dampfkessel zugeschaltet. Ein wei-
terer Grund für den Betrieb eines der beiden Dampfkessel ist, dass die maximale
Produktion des Abhitzekessels in den meisten Fällen unter dem Bedarf liegt. Daher
wählt die Optimierung für die zusätzliche Produktion DK2 aus, da er einen besseren
Wirkungsgrad im Vergleich zu DK1 hat und die Startschätzung DK2 bevorzugt.
Mit der Empfehlung aus der Optimierung wird neben dem Bedarf am Dampfmas-
senstrom auch der Bedarf am Rauchgasmassenstrom erfüllt, wie in Abbildung 8.3 zu
sehen ist. Sie zeigt, dass die optimierte Produktion des Rauchgasmassenstroms die
meiste Zeit über dem Bedarf liegt. Dies liegt an der Abkühlung des Rauchgases durch
den Betrieb des Abhitzekessels. Das Ergebnis verdeutlicht wieder, dass es günstiger
ist, die Anlage mit Gasturbinen auf voller Last und einem Abhitzekessel zu betrei-
ben, der bezüglich der Mindesttemperatur maximal ausgelastet wird. Jedoch ist es
nur bis zu einem Punkt sinnvoll; es sollte nur maximal soviel elektrische Leistung
produziert werden, wie in der Anlage benötigt wird. Eine Überproduktion wird zwar
in das Stromnetz eingespeist, wofür die Anlage Geld bekommt, aber die Einkaufs-
kosten für das Erdgas sind höher als der Ertrag vom Verkauf von der entsprechenden
Menge an elektrischer Energie, die aus dem Erdgas erzeugt wird. Deshalb ist es erst
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Abbildung 8.1: Historische Dampfproduktion (aus [18]).
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Abbildung 8.2: Optimale Dampfproduktion (überarbeitet und übersetzt aus [21]).
durch die duale Nutzung der Energie aus den Turbinen sinnvoll, sie anzuschalten.
Ein weiterer Grund für die eigene Produktion von elektrischer Leistung zur Deckung
des Eigenbedarfs ist der Stromspitzenpreis. Dieser bestraft sehr hohe Stromspitzen.
Die Stromspitzenkosten setzen sich nämlich aus dem höchsten Verbrauch an elek-
trischer Leistung im Jahr und dem Preis für die Spitze zusammen. Daher versucht
der Optimierungsalgorithmus eine optimale Steuerung zu finden, die eine möglichst
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8.1. Vergleich historischer Daten mit einer optimierten Lösung
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Abbildung 8.3: Differenz zwischen der Produktion und dem Bedarf des Rauchgas-
massenstroms. Negative Werten deuten einen Mangel an Rauchgas
und positive Werte einen Überschuss an (überarbeitet und über-
setzt aus [21]).
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Abbildung 8.4: Vergleich zwischen dem historischen und optimierten Bezug der
elektrischen Leistung.
kleine Stromspitze erzeugt. Wie in Abbildung 8.4 zu sehen, erzielt die optimierte
Lösung einen um mehr als 3500 kW niedrigeren Stromspitzenwert als in den his-
torischen Daten dokumentiert ist, wodurch allein in der Stromspitze eine enorme
Einsparung in den Kosten entsteht. Außerdem lässt sich aus Abbildung 8.4 entneh-
men, dass der gesamte Bedarf an elektrischer Leistung aus dem Stromnetz im Jahr
durch eine optimierte Fahrweise gesenkt wird, da die optimierte Lösung einen nied-
rigeren Gesamtbezug besitzt als die historischen Daten angeben.
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Abbildung 8.5: Vergleich der Kosten, des Erdgasverbrauchs sowie der CO2-
Emissionen zwischen den historischen und optimierten Werten
(überarbeitet und übersetzt aus [21]).
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8.2. Berechnungszeit
Entsprechende Spitzenkosten fallen ebenfalls für das Erdgas an. Der Erdgasspitzen-
preis ist niedriger als der Stromspitzenpreis (vgl. Tabelle 8.1) und daher weniger
stark in der Zielfunktion gewichtet. Außerdem ist es hier schwieriger hohe Spitzen
zu vermeiden, da der Rauchgas- und der Dampfmassenstrom für die Verbraucher
in der Anlage nur durch die Verbrennung von Erdgas erzeugt werden. Trotzdem
zeigt Abbildung 8.5 in der zweiten Grafik, dass die optimierte Empfehlung nicht
nur einen niedrigeren Erdgasverbrauch sondern auch eine Senkung der Erdgasspitze
verursacht, welches zu einer Kostenersparnis führt. In Abbildung 8.5 werden die Ver-
läufe der Betriebskosten, des Erdgasverbrauchs und der CO2-Emissionen dargestellt.
Dabei werden die historischen Verläufe mit den optimierten verglichen. Sie gleichen
sich im Verlauf aber nicht in den Werten. Die optimierten Werte liegen meistens un-
ter den historischen, außer in den Phasen, wo die Anlage ausgeschaltet ist. Dies liegt
daran, dass im Fall eines Nichtgebrauchs der Gasturbinen sie in der Optimierung bei
5% betrieben werden dürfen, um negative Produktionen, die durch den Modellie-
rungsfehler entstehen, zu verhindern.
Zusammenfassend zeigt das Optimierungsergebnis, dass die Anlagenbetreiber durch
eine optimale Fahrweise in der Lage sind, den Bedarf am Dampf- und Rauchgasmas-
senstrom zu decken und gleichzeitig eine Kostenersparnis zu erzielen. Dabei belaufen
sich die Einsparungen auf 1,2 Millionen Euro (etwa 15,23%) bei den Betriebskos-
ten. Darunter fällt unter anderem die Reduktion des Erdgasverbrauchs um 34GWh
(14,11%), die zusammen mit der Stromeinsparung einer CO2-Emissionssenkung von
etwa 7200 t (14,21%) entspricht.
Da bei der Optimierung der Druck im ganzen Dampfsystem nicht betrachtet wird, ist
dieses Ergebnis nicht nur anhand von einer Änderung des Lastmanagements erreich-
bar. Durch einen höheren Druck im System erreiche die vermehrte Dampfproduktion
im Abhitzekessel jedoch nicht die Verbraucher, da sich der Dampf nur durch den
Druck im System verteilt. Um dies zu ändern, wäre eine technische Veränderung der
Anlage notwendig. Jedoch zeigt die Optimierung die möglichen Ersparnisse durch
solch einen Umbau und ist damit ein Anreiz, in die Anlage zu investieren.
Die in diesem Abschnitt durchgeführte Optimierung berücksichtigt ein vergangenes
Jahr. Der nächste Schritt ist die Vorhersage. Dafür muss die Optimierung entspre-
chend schnell berechnet werden, damit die benötigte Rechenzeit für eine Vorhersage
nicht den Planungshorizont überschreitet. Näheres zu diesem Thema wird im nächs-
ten Abschnitt behandelt.
8.2 Berechnungszeit
Die Vorhersage einer optimalen Fahrweise einer KWK-Anlage muss wesentlich schnel-
ler berechnet werden als der Zeitraum, der vorausgesagt wird, da ansonsten keine
Lastanpassungen an der Anlage durchgeführt werden. Für die Anwendung werden
unterschiedliche Vorhersagezeiträume benötigt, da nicht nur die Anlage für die nächs-
ten Tage optimal gefahren werden soll, sondern auch gewünscht ist, weiter in die Zu-
kunft zu planen, um eventuelle Pausen für Wartungs- und Reinigungsarbeiten mit
einzukalkulieren. Dies wäre ein Ausgangspunkt einer Modellprädiktiven Regelung
108
8. Optimierte Fahrweise einer Kraft-Wärme-Kopplungsanlage
(MPC), die bei neuen Daten eine neue Steuerung der Anlage für einen kleineren
Zeitraum berechnet, um trotz Veränderungen zum bisher berechneten Plan diesen
bestmöglich einzuhalten.
Aus diesem Grund werden in Tabelle 8.2 die Rechenzeiten für unterschiedliche Pla-
nungshorizonte aufgelistet. Sie zeigt, dass die Berechnungszeit für die Optimierung
etwa 0,1% der Zeit des Vorhersagebereichs in Anspruch nimmt und somit ist die
Echtzeitfähigkeit des Algorithmus in Kombination mit dem Optimierungsproblem
vereinbar und kann in der Praxis angewendet werden. Durch eine parallele Program-
mierung werden sogar geringere Rechenzeiten erreicht. Für diesen Vergleich ist sie
aber nicht benötigt worden, da die Echtzeitfähigkeit ebenfalls für Rechner mit nur
einem Kern überprüft wird. Es ist nämlich nicht gesichert, dass bei allen KWK-
Anlagen ein Rechner mit mehreren Kernen für die Berechnung optimaler Fahrweisen
zur Verfügung steht.
Aus Tabelle 8.2 lässt sich zusätzlich entnehmen, dass kein linearer Zusammenhang
zwischen dem Vorhersagehorizont und der Berechnungsdauer besteht. Dieses Resul-
tat lässt sich dadurch erklären, dass durch einen längeren Zeitraum mit gleicher
Schrittweite nicht nur mehr Zeitschritte erzeugt werden, sondern auch Verbindun-
gen untereinander hinzukommen. Die Strom- und Erdgasspitze sind nur einmalige
Größen im ganzen Zeitraum, sie sind aber mit dem Verbrauch zu jedem Zeitschritt
gekoppelt und beeinflussen sie. Jedoch erzeugen diese Verbindungen nur einen klei-
nen Mehraufwand in der Berechnung.
Durch eine andere Wahl der Startschätzung ändern sich jedoch die Berechnungszei-
ten. In diesem Fall ist eine Startschätzung so gewählt worden, dass sie physikalisch
sinnvoll ist, ohne das Optimum dabei zu kennen. Sie erzeugt eine ausreichend nied-
rige Rechenzeit, um echtzeitfähig zu sein. Bei einer zufälligen Startschätzung ist die
Echtzeitfähigkeit jedoch nicht mehr gegeben.
Die Ergebnisse der Optimierung zeigen, dass mit Hilfe von mathematischen Algo-
rithmen ein enormes Potential in den KWK-Anlagen aufgedeckt wird. Dadurch ist
es erst möglich, dieses Potential nutzbar zu machen. Außerdem trägt die Echtzeit-
fähigkeit des Algorithmus dazu bei, eine Regelung für solche Anlage zu entwerfen,
um das geplante Ziel auch bei kleinen Abweichungen zur Vorhersage zu erreichen.
Planungshorizont 1 Tag 1 Woche 1 Monat 1 Jahr
Berechnungszeit 1 s 9 s 39,5 s 33min 58 s
Tabelle 8.2: Übersicht der Berechnungszeit für das Lösen des Optimierungspro-
blems mit WORHP für unterschiedliche Planungshorizonte, durchge-
führt auf einem Rechner mit acht Intel(R) Core(TM) i7-4790 CPUs
je 3.60 GHz und 32 GiB Arbeitsspeicher.
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Kapitel 9
Zusammenfassung und Ausblick
In dieser Arbeit wurde eine Modellierung von unterschiedlichen Komponenten von
verschiedenen KWK-Anlagen durchgeführt, wobei für eine der Anlagen ebenfalls eine
optimale Fahrweise bezüglich der Betriebskosten berechnet wurde. Für die Modellie-
rung wurde ein datenbasierter Ansatz gewählt, die zu Modellen mit einem maximalen
Fehler von 6% sowohl in der Rekonstruktion als auch in der Simulation führen. Da-
bei erzielen Modellverkettungen oder einzelne Modelle etwa gleich gute Ergebnisse.
Abhängig von den betrachteten Komponenten sind sogar Fehler unter einem Prozent
möglich, womit die datenbasierte Modellierung zusammen mit der Berechnungsdau-
er der Modelle, die im Mikrosekundenbereich liegt, eine für die Aufgabenstellung
geeignete Modellierungsmethode darstellt.
Auf der Modellidentifikation aufbauend wurden Modelladaptionen durchgeführt. Da-
bei hat sich herausgestellt, dass kleine Änderungen im Verhalten der Anlage durch
Updates in das Modell mit einfließen, um große Abweichungen in der Vorhersage
zu vermeiden. Selbst größere Veränderungen in der Anlage werden mit dem Update
erfasst, womit das Update für das betrachtete Szenario eine bessere Alternative als
die Neuidentifikation eines Modells darstellt. Diese Beispiele zeigen, dass es sinnvoll
ist, die Modelle im laufenden Betrieb anzulernen, solange die Daten keine Fehler für
längere Zeiträume aufweisen. In diesem Fall ist ein Vergleich zwischen angepassten
und nicht angepassten Modellen wichtig, um solche Fehler aufzudecken.
Als nächstes wurde die Modellreduktion betrachtet. Sie wird durch fünf verschie-
dene Parameter beeinflusst, wobei zwei Parameter eine größere Auswirkung auf das
Ergebnis haben als die anderen drei. Diese drei Einstellgrößen stellen jeweils eine Vor-
sortierung dar, die unter Umständen ausschlaggebend ist. Durch eine entsprechende
Konfiguration der beiden wichtigen Parameter wird der Effekt der Vorsortierung
jedoch gemindert und das richtige Ergebnis gefunden. Außerdem bietet die Modell-
reduktion eine gute Übersicht über die möglichen Zusammenhänge der Größen in
einem Datensatz, die für weiterführende Untersuchungen nützlich ist.
Ein weiterer Nutzen der Modellreduktion stellt das Verhältnis der Senkung der Re-
chenzeit zum Anstieg des Fehlers dar. Die Berechnungsgeschwindigkeit wird für be-
stimmte Bauteile um mindestens 95% gesteigert, während der Fehler nur um etwa
einen Prozentpunkt wächst. Für Komponenten, bei denen eine Fehlersenkung durch
Glättungsmethoden erzeugt werden, wirken die Effekte geringer, da die Untersu-
chungen mit ungeglätteten Daten durchgeführt worden sind, wodurch der Gewinn
gemindert ist.
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Bezüglich der Optimierung des Lastmanagements der Testanlage hat sich gezeigt,
dass eine optimale Lösung für einen Vorhersagehorizont von einem Jahr mit einer
zeitlichen Auflösung von einer Viertelstunde in etwa eineinhalb Stunden berechnet
wird. Für kürzere Zeithorizonte werden sogar nur verhältnismäßig kleine Rechen-
zeiten benötigt. Damit ist der Optimierungsalgorithmus für diese Aufgabenstellung
echtzeitfähig. Das Ergebnis der Optimierung liefert für ein Jahr eine potentielle Ein-
sparung von 1,2 Millionen Euro (15,25%) in den Betriebskosten, 34GWh (14,11%)
im Erdgasverbrauch und 7200 t (14,21%) an Treibhausgasen.
Da für die Optimierung des Lastmanagements historische Daten verwendet werden,
entsprechen die Wetterwerte der Realität. Wie würde sich jedoch die Optimierung
mit prognostizierten Wetterdaten verhalten? Dies ist ein Ansatzpunkt für weitere
Untersuchungen bezüglich der Optimierung von KWK-Anlagen. Ein weiterer Aspekt
ist, alle Modelle, die in der Optimierung verwendet werden, mit der datenbasierten
Modellierung zu erzeugen. Damit würden bessere Ergebnisse erzielt, jedoch müssen
dafür Sensoren nachgerüstet werden, um die Modelle mit allen Steuergrößen darzu-
stellen. Darüber hinaus ist nicht gesichert, ob die möglichen Einsparungen aus der
Optimierung auf andere Anlagen übertragbar sind. Daher ist eine Untersuchung von
weiteren Anlagen sinnvoll, um einen Überblick zu erhalten, wie nah am Optimum
die Anlagen bisher gefahren werden.
Es gibt nicht nur bezüglich der Optimierung Ansatzpunkte für weitere Untersuchun-
gen. Bei der Modellierung kann unter anderem die Hinzunahme von Nebenbedingun-
gen während der Identifikation betrachtet werden, um physikalisch oder technisch
nicht sinnvolle Zustände der Modelle auszuschließen. Dadurch könnten zuverlässi-
gere Vorhersagen entstehen. Ein weiterer Untersuchungspunkt ist die Änderung des
Minimierungsproblems der Modellidentifikation in Hinsicht auf die Basisfunktionen
oder die Norm. Dadurch werden andere Modelle erzeugt, die ihre Vorteile haben, wie
eine bessere Schwingungsdarstellung bei trigonometrischen Basisfunktionen.
Aus diesem Überblick an möglichen Ansatzpunkten für weitere Untersuchungen wird
deutlich, dass dieses Thema noch weitere interessante Forschungsaufgaben bietet.
Jedoch zeigen die in dieser Arbeit erzielten Ergebnisse bereits, dass in den KWK-
Anlagen zusammen mit der Mathematik ein größeres Potential hinsichtlich der Treib-
hausgaseinsparung und Energieeffizienz steckt, als bisher angenommen.
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