Abstract
Introduction
Vapnik et al. proposed an effective classifier, Support Vector Machine (SVM), on the basis of Structural Risk Minimization (SRM) concept in order to reduce the risk occurrence during training phase [1] [2] [3] [4] . SVM provides a global solution to classify the data patterns of different classes. Earlier, SVM was a well-established and known technique for binary classification; later researchers successfully extended it for multi-class problem domain [5] [6] [7] [8] [9] [10] [11] [12] [13] . SVM is widely accepted as a supervised machine learning approach which is helpful to perform classification and regression tasks [14] [15] [16] [17] [18] [19] [20] . The basic concept of SVM is to generate an optimal separation among two classes with maximum margin. Implementation of SVM is complicated and time consuming which requires solving a complex Quadratic Programming Problem (QPP) with inequality constraints.
Recently, Mangasarian et al. introduced a Generalized Eigen-value Proximal SVM (GEPSVM) which generates two non-parallel hyper-planes for two class classification [21] . In this approach, the patterns of each class lie in the close proximity of one hyper-plane and maintain clear separation with other. On the basis of SVM and GEPSVM, Jayadeva et al. proposed a novel binary classifier, Twin Support Vector Machine (TWSVM), which classifies the patterns of two classes by using two non-parallel hyper-planes [22] . TWSVM solves a pair of QPPs instead of single complex QPP as in SVM which makes the learning of TWSVM four times faster as compared to conventional SVM [22] [23] . In SVM, all patterns together provide constraints to QPP, while in TWSVM patterns of one of the two classes provide constraints to each QPP. TWSVM has been applied to various real life applications, for example, disease diagnosis, software defect prediction, intrusion detection, emotion recognition, image annotation, speaker identification etc. [24] [25] [26] [27] [28] [29] [30] [31] [32] . In various latest
Background
This section provides the brief introduction of traditional SVM, TWSVM and LSTSVM. The format of training set for binary classification is given below:
(1) Where represents the ith data sample or pattern in n-dimensional real space R and {+1,-1} represents class label. 'l' represents number of patterns in training dataset. Suppose positive and negative class contains l 1 and l 2 patterns correspondingly and l=l 1 + l 2 .
Support Vector Machine
SVM uses following decision function to classify the patterns:
SVM divides the patterns of two classes by constructing a hyper-plane that provides clear separation between them. The equation of hyper-plane is given below: =0 (3) The above hyper-plane lies in between following planes: and (4) Where is a normal vector in n-dimensional real space R and is a bias term. SVM solves following QPP in order to obtain the value of normal vector and bias: s.t.
and (5)

Figure 1. Geometric Representation of Binary Support Vector Machine
Twin Support Vector Machine
TWSVM uses following decision function in order to classify the patterns of two classes:
TWSVM performs the classification task by generating two hyper-planes which are not parallel but obtained by optimizing a pair of QPPs as:
s.t.
Where matrices and include the patterns of positive and negative class correspondingly, , >0 are penalty parameters for misclassified samples, are the vectors of 1's and and are slack variables due to negative and positive class correspondingly. TWSVM determines the following two non-parallel hyper-planes in n-dimensional space: + and +
TWSVM solves two smaller size QPPs in which patterns of one of the two classes provide constraints to it. If number of patterns in each class is approximately equal to l/2, then the complexity of TSVM is O(2×(l/2) 3 ) which is four times faster than that of traditional SVM [22] . Figure 2 shows the geometric representation of the binary Twin Support Vector Machine. (10) and (11) LSTSVM solves a pair of linear equations rather than QPPs due to equality constraints as opposed to inequality constraints as in TWSVM. After solving above equations, we can calculate the parameters of hyper-plane as: (12) and (13) Where, H= and G= . Further, hyper-plane parameters (w 1 ,b 1 ) and (w 2 ,b 2 ) are helpful to generate two non-parallel planes by using equation 9. A class is assigned to a new pattern depending upon which of the plane lies nearest to it as: (14) Where | . | denotes the perpendicular distance of the pattern from the plane. LSTSVM also classifies the non-linearly separable patterns by using kernel function and determines two kernel generated surfaces in higher-dimension as:
Where 'K' is any kernel function and D= . The optimization problems of nonlinear LSTSVM are formulated as:
and
Hyper-plane parameters are calculated as:
Where P= , Q= and the class is evaluated as:
Multiclass Least Squares Twin Support Vector Machine
In this classifier, each class is trained with rest of the other classes. 
Where is a non-negative lagrangain multiplier. 
Normal vector and bias, obtained from equation 33, are further used to generate nonparallel hyper-planes for each class. A class is assigned to a test pattern as follows: (34) The perpendicular distance of the test pattern is calculated from each hyper-plane and the pattern is assigned to the class from which its distance is lesser. | . | indicates the perpendicular distance of test pattern 'x' from m th hyper-plane. 
Non-Linear MLSTSVM
Most of the data samples or patterns are not separable by linear class boundaries. For a classifier, it is important that it could be used for the classification of both linear and nonlinear type of data samples. We extend the MLSTSVM for non-linear cases by utilizing the concept of kernel function. For non-linear case, firstly the input patterns are transformed into higher dimensional space by using kernel trick and then MLSTSVM classifies the patterns by generating non-linear or kernel surfaces. Let After solving given equations 40, 41 and 43, the kernel-generated surface parameters can be obtained as follows:
For new pattern, its perpendicular distance is measured from each non-linear surface and pattern is assigned to the class from which its distance is lesser. 
Experimental Results
Here, we discuss the results of experiment of proposed MLSTSVM classifier on twelve benchmark datasets-Iris, Wine, Glass, Ecoli, Balance, Hayes-Roth, Dermatology, Pen Based, Page Block, Contraceptive, Thyroid and Shuttle. The datasets are taken from UCI Repository of machine learning database [37] . Table 1 presents the details of these datasets as follows: In this experiment, 10-fold cross validation approach is used to evaluate the performance of the proposed classifier along with the other existing classifiers such as Multi-SVM, 1-versus-rest Twin Support Vector Machine (1-v-r TWSVM) [32] , Multiple Birth Support Vector Machine (MBSVM) [33] , Twin KSVC [34] . All these approaches are implemented in Matlab R2012a on Windows 7 with Intel core i-7 processor (3.4 GHz) with 12-GB RAM. The performance of proposed classifier is evaluated for both linear and non-linear cases. In the usual several kernel functions, the RBF kernel function can non-linearly transform data samples into higher dimensional space. The poly kernel function has more hyper -parameters than the RBF kernel function and sigmoid kernel function is not valid for some parameters. Therefore, in our research work, we have selected RBF kernel function to handle nonlinear cases.
Parameters Selection
The performance of MLSTSVM also depends upon the selection of parameters. For this purpose, Grid Search approach is used for the suitable parameters selection. These parameters are sigma( ) for RBF kernel function and penalty parameters and . Parameters are selected by using 10-fold cross validation from the following range:
, sigma . For non-linear case, we set in order to reduce the computational complexity of parameters selection. Figures 4-9 show the impact of parameters on the performance of proposed classifier on three datasets (Wine, Ecoli and Glass). Figure 4 shows the influence of penalty parameters (cm,cm*) on the performance of MLSTSVM classifier for Wine dataset. It is observed from the Figure that the impact of cm on the predictive accuracy of the proposed classifier is more as compared to cm*. For high value of cm, the performance of MLSTSVM suddenly degrades. Figure 5 depicts the influence of penalty parameter and sigma on the predictive accuracy of non -linear MLSTSVM for Wine dataset. For non-linear case, penalty parameters are set to equal ( ) to ease the parameters selection process. From Figure 5 , it is clear that the effect of penalty parameters on the classifier's performance is more as compared to sigma. The proposed classifier has shown better accuracy for low value of penalty parameters and high value of sigma. kernel parameters affects the performance of MLSTSVM. Therefore, the appropriate choice of these parameters is one major issue of concern. For non-linear cases, the proposed classifier gives better predictive accuracy for Wine, Glass, Ecoli, Balance, Dermatology, Pen Based, Page Block, Contraceptive, Thyroid and Shuttle datasets. Bold value indicates the better performance of a classifier in terms of accuracy and time. Since the performance of MLSTSVM is better than that of other four classifiers for 9 out of 12 datasets, therefore it has better generalization ability. It is also analyzed that the proposed classifier takes lesser computation time on almost all type of datasets as compared to other methods. Hence, it could be concluded that MLSTSVM has highest computation efficiency. [38] [39] [40] . It is a seven step process as follows:
Result and Discussion
Table 3. Performance Comparison on Benchmark Datasets for Non-Linear Classifiers
Step 1. Set two hypotheses: H0: There is no difference between the classifiers. H1: There is a difference between the classifiers.
Step 2. Select the value of α. In this study, we select α=0.05.
Step 3. Calculate degree of freedom (df) as: df=M-1=5-1=4 where M is number of classifiers.
Step 4. Critical value from chi-square Table for Step 7. Since the value of Friedman Test statistic for both linear and non-linear cases are greater than the critical value. Therefore, we reject the null hypothesis.
Since, the Friedman test rejects the null hypothesis, so there is a difference between classifiers. Nemenyi post hoc test on individual classifiers gives out any significant difference between them [42] . The Critical Difference (CD) in this test is defined as: (49) Where is based on the Studentized range statistic. If the average rank of two or more classifiers differ by at least CD, we conclude that their performance are significantly different. Critical values for the two-tailed Nemenyi post hoc test after the Friedman test are shown by Table 4 [38] . In Figure 10 and 11, the y-axis shows the ascending order of classifiers according to their performance and x-axis represents the average rank of classifiers across all twelve datasets for linear and non-linear cases. The difference between the end of the best performing classifier's tail and the start of the next significantly different classifier is represented by two vertical lines. From these Figures, it is observed that there is no significant difference between MLSTSVM and MBSVM classifier while MLSTSVM perform significantly better than the 1-v-r TWSVM, Twin KSVC and Multi SVM classifiers with values of 3.5, 3.58 and 4.3 respectively for linear cases and 3.67, 3.16 and 4.08 respectively for non-linear cases. In each case, the proposed MLSTSVM is the best performing classifier. Hence, it is evident that the performance of our proposed MLSTSVM classifier is better than the already existing multi-classifiers based on SVM and TWSVM.
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Conclusion
This research work proposes a novel multi-classifier, termed as MLSTSVM which is the extension of binary LSTSVM. Due to equality constraints, MLSTSVM solves only linear equations rather than complex QPPs as compared to typical multiclassifiers based on TWSVM, which make it simple and faster. In this classifier, the patterns of each class are trained with the patterns of rest of the classes and generate non-parallel hyper-plane for each class. A test pattern is classified on the basis of minimum distance criteria. From the experimental results, it is observed that the MLSTSVM classifier yields the highest prediction accuracy for most of cases an d takes lesser computational time as compared to the other classifiers.
The future work is to investigate the performance of MLSTSVM classifier with real world data. Apart from this, parameter selection is a practical problem which should be addressed in the future.
