Abstract: The principle "ambient cohomology of a Kaehler manifold annihilates obstructions" has been known and exploited since pioneering work of Kodaira. This paper extends and unifies many known results in two contexts, abstract deformations of compact Kaehler manifolds and deformations of submanifolds within a given deformation of the ambient manifold.
Introduction
This paper is an attempt to simplify, clarify, and extend some results about the interaction between deformation theory of Kähler manifolds and submanifolds and cohomology of the ambient manifold. It was occasioned by a review of the basics of Kuranishi theory in [C; Appendices A and B] and by the author's desire to reconstruct the results of the recent preprints [R1] - [R4] in the setting of classical theory. (See, for example, [GM; §3] . In particular, our use of the word "formal" in this paper is as in that reference, namely deformations taken over a formal neighborhood of zero in some parameter space.)
The basic idea in this paper is always the same, namely that the ambient cohomology reduces the size of the obstruction space for particular deformation problems. There are two main results, many aspects and cases of which have already been treated by other authors (e.g. [B] , [BF] , [C] , [FM] , [Ka] , [R1] , [R2] , [R3] , [R4] , [Ti] , [To] ).
Case One: The obstructions Obs to deforming a compact Kähler manifold M 0 annihilate the cohomology of M 0 , that is,
lies in the nullspace of the natural pairing
Case Two: Given a deformation M/∆ of a compact Kähler manifold M 0 , and given a compact submanifold Y 0 such that the sub-Hodge-structure
deforms over ∆ for some r, then obstructions Obs to deforming Y 0 over ∆ annihilate the primitive r − th cohomology of M 0 , that is,
A variant of Case Two for non-compact Y 0 gives the analogous conclusion in a relative setting, at least in the case of curvilinear deformations. For example, let ∆ denote the complex unit disk and let 
.
In this last result, the necessity of restricting one's attention to curvilinear deformations is probably significant; that is, it only seems to hold if we are working in the the reduced normal cone rather than in the (larger) the normal sheaf (see, for example, [BF] ). Finally, in the last section of the paper, we combine Cases One and Two into the appropriate more general theorem in the context of obstructions to deforming the pair (Y 0 , M 0 ) .
All these results derive from the very close relationship between a Kuranishi datum associated to a deformation M/∆ and the Gauss-Manin connection associated to the deformation. We begin by identifying (integrable) Kuranishi data
with C ∞ -trivializations of deformations M/∆ for which each transverse fiber of the trivialization is a holomorphic copy of ∆ (with holomorphic multi-parameter t). Letting
we have a (formal) isomorphism of d-differential graded algebras
We then use this isomorphism to transfer the ∂ M -operator, considered as an operator on the quotient complex B * (M/∆) , to the operator
. Under this identification, the Gauss-Manin connection
is given by the restriction of
to the corresponding subquotient. In fact, under the isomorphism
has a "power-series expansion"
where
] is the projection induced by the Hodge structure on M 0 . (See (2.9.4).)
Formal Kuranishi theory and transversely holomorphic trivializations
We interpret the Newlander-Nirenberg-Kuranishi theory of deformations of complex structures (see [Ku] , [Kod; Chap. 5] and [GM] ) in terms of "transversely holomorphic" trivializations of a deformation. Let (2.1)
be a deformation of a compact complex manifold Kähler manifold M 0 of dimension m. We use the standard notation
is an s-tuple of non-negative integers. Also
will be called transversely holomorphic if all its fibers are complex holomorphic disks meeting M 0 transversely. If σ is a transversely holomorphic projection, the diffeomorphism
will be called transversely holomorphic trivialization.
(2.3) Lemma: At least formally, there exist transversely holomorphic trivializations of any deformation (2.1). Given a transversely holomorphic trivialization σ, a point x 0 ∈ M 0 and a local holomorphic coordinate system v W0 on a neighborhood W 0 of x 0 in M 0 , there exists a local holomorphic coordinate system
for some system of m × m matrices C I = c 
Proof: Choose C ∞ -sections of
which, together with P (T M0 ), generates the fiber of the projective bundle P T M | M0 at each point of M 0 . One can choose a covering of M 0 by small open sets W in M , each of which have a coordinate system (u W , t), such that the sets
have tangent space which approximates the subspace of P T M | M0 spanned by the chosen sections. Next choose a C ∞ -partition-of-unity {ρ W } on M 0 subordinate to the covering {M 0 ∩ W }. The graph of the projection (2.2) is then given, for (y, x) ∈ W × M 0 , by (2.4.1)
Next fix a point x 0 ∈ M 0 . Use holomorphic local coordinate (2.4.2)ṽ
for some systems of m × m matrices A I and B I . Suppose inductively that, for |I| < n,
For new holomorphic coordinates
on W we have:
Repeating this construction, we have at least a formal set of holomorphic coordinates v W on W such that at each point y ∈ σ −1 (x 0 ):
That is, in the cotangent space at points y ∈ σ −1 (x 0 ), the subspace of one-forms of type (1, 0) is exactly the subspace annihilated by the linear operators:
(2.4.3)
where each c r i,s is some C ∞ -matrix-valued function of x 0 . Since the projection of the complex tangent space given by (2.4.3) determines, and is determined by, the complex structure of M at points of σ −1 (x 0 ), the uniqueness assertion (2.3.3) is proved.
To prove (2.3.4) writev
) t i and repeat the normalization process as above from (2.4.2) forward withv W replacingṽ W .
(2.5) Lemma: The transversely holomorphic trivialization σ distinguishes a subset of the complex-valued C ∞ -functions on M , namely those functions f which restrict to a holomorphic function on each fiber of σ (i.e. functions with a powerseries representation (2.5.1)
where the f I are C ∞ -functions on M 0 ). Furthermore, for |I| > 0, there exist elements
such that a function (2.5.1) is holomorphic if and only if:
Let σ t denote the restriction of σ to M t . A basis for
is given by (2.5.3)
We have that as operators on functions on M 0 : (2.5.4)
Finally given a (1, 0) vector field
on M which is tangent to the fibers of M/∆, we have, modulo t, that (2.5.5)
Proof: The formulas (2.5.1)-(2.5.3) of the lemma follow directly from the formulas Lemma (2.3) above. For (2.5.4), compute directly in local coordinates. Finally (2.5.5) follows directly from the formulas in (2.3.2).
Also by the uniqueness assertion (2.3.3) of Lemma (2.3) we have: (2.6) Proposition: If two trivializations (2.2) of the same deformation (2.1) are related by a holomorphic automorphism
If, for an ideal A ⊆ m = {t 1 , . . . , t s }, we let
then using the partition-of-unity {ρ W } one easily sees that any holomorphic function on
extends to a function in the class (2.5.1). Also, if
restricts to a holomorphic function on M A , for |I| ≤ n we have
A more canonical presentation of the results of Lemma (2.5) is as follows:
(2.7) Lie derivative, standard identities. We make precise the two actions of an element ξ ∈ A 0,k (T M0 ) on A p,q (M 0 ) and review the elementary identities for these actions that will be used later. We write the action via contraction as ξ | , and "Lie differentiation" as (2.7.1)
(See also [Kod; §5.3] .) The sign is so chosen that, writing any element of A 0,k (T M0 ) locally as a sum of terms
Also we compute
So, using this local presentation for
Notice also that we have the formula
We have the follow additional general formulas for arbitrary degree:
And finally, from the computation
The fundamental differential graded Lie algebra. Now the ring of C ∞ -functions on a formal neighborhood of M 0 in M is simply the set of formal power series
of relative differential becomes (2.8.1)
We next divide the algebra (2.8.1) by the ideal
to obtain a complex (2.8.2)
The natural maps
and so maps:
In fact, by (2.5.3) we have
fitting together to give the isomorphism of d-exterior algebras (2.8.4)
(2.9) Gauss-Manin connection. We can use (2.8.4) to compute the GaussManin connection (2.9.1)
Under the isomorphism (2.8.4) τ k corresponds to ∂ ∂t k and, using (2.5.3), B p,q ( M / ∆ ) is given by forms which are sums of terms of the form
above is given by the restriction of the maps (2.9.2)
given by
] is the projection induced by the Hodge structure on M 0 .
In fact ,since
we have inductively for η ∈ B p−1,q ( M / ∆ ) that:
Thus we have the following "power series expansion" for each η ∈ B p,q ( M / ∆ ) : (2.9.4)
Notice that this power series is actually finite, of length ≤ p + 1.
Of course we have conversely that, if
then inductively as above (2.9.5)
We next ask which systems ξ I ∈ A 0,1 (T M0 ) come from a trivialization of a deformation (2.1).
(2.10) Lemma: The "(0, 1)" tangent distribution
gives, via complex conjugation, an almost complex structures on M 0 × ∆.
(2.10.1) This almost complex structure is integrable, that is, comes from a deformation/trivialization (2.1)-(2.2) of M 0 , if and only if, for
(2.10.2) Two integrable series ξ ′ , ξ ′′ give holomorphically equivalent (formal) deformations of M 0 over ∆ if and only if they can be connected by a path of transversely holomorphic trivializations ξ (u) with a path of "flows"
Proof: Using a slight adaptation of the Einstein summation convention, we have ∂ ∂v
So integrability is checked by pairing the above vector fields with
. We get that integrability is equivalent to the identical vanishing of
which becomes the system of equations
For (2.10.2), suppose we are given a family transversely holomorphic trivializations of the same M near x 0 in M 0 . Then, fixing x 0 and referring to Lemma (2.3), we have a family of holomorphic local coordinates
Referring to (2.5.5), we have, modulo t, that
. and the action of this variation on ξ J is given by
and the isomorphism (2.8.4), the action of the "infinitesimal gauge transformation" α 0 on the family of operatorsD σu on M 0 × ∆ is given by the rule
Notice that, in order for the family
to be induced from a trivialization (2.2) however, there is an additional integrability condition, namely the condition on the bracket of the (0, 1)-vector fields in the above proof withτ , but this is automatic.
(2.11) Lemma: Suppose λ u is a family of trivializations which, for each fixed point of M is holomorphic in u. Suppose that, for each u 0 , ∂ ∂u is given by a vector field α (x, u 0 ) on M × ∆ u . which is of type (1, 0) and whose projection α 0 (u 0 ) (see (2.5.5)) for the trivialization λ u0 is independent of u 0 . If we denote this common value of α 0 (u 0 ) as β, then for each u we have
(The expression on the right-hand side is integrable for all u. See [GM; §3] .) So, since ξ u defined as just above is integrable for all β, all β occur as infinitesimal gauge transformations for some (formal) family of transversely holomorphic trivializations.)
Proof: It suffices to show that
is the same whether ξ u is defined for the family of trivializations λ u as is Lemma (2.5) or under the alternative definition of ξ u given in the lemma. For the former definition, we use Lemma (2.10.2). For the alternative definition given in the statement of this lemma, we compute as follows:
3. Properties of the operatorD σ (3.1) Lemma: For the isomorphisms of d-exterior algebras
in (2.8.4) we have the identity
Proof: We have from (2.7.5) that
We can work locally on a coordinate disk W as in Lemma (2.3) and use the local coordinates defined there. Using (2.4.3) and (2.5.3),
and so we have the formula
so that (3.1.1)
So if u is holomorphic, then for ϕ (u) = u I t I we have (3.1.2)
is of type (p, q) if it can locally be expressed as a sum of terms of the form
So, by (3.1.1)-(3.1.2) and (2.7.3), we have completed the proof.
Notice that we can also use (2.5.3) to keep track of types of forms. The forms α l are not, in general holomorphic however. In fact, using the same summation convention as in Lemma (2.10) and the local coordinates of (2.5.3) we have:
3) The operatorD σ . So define the operator
by the formula: (3.3.1)
We have from (2.7.5) that 
(3.5) Obstruction class. Next, suppose that (3.5.1)
is an infinitesimal deformation of compact Kähler manifolds of (relative) dimension m. From the formula∂
in (2.7.6) and the integrability condition
given by (2.10.1), we compute that, modulo mA, 
the value of the pairing
Proof: We realize the deformation M A /∆ A as Kuranishi data ξ on M 0 × ∆ with local coordinate presentation
such that
suppose inductively that there is an extension of ω 0 to a form ω on M A such that (4.1.1) ω is d-closed and ω is of type (p,
modulo mA. As before by (2.7.7) and the fact that ω is d-closed, we have
we can compute modulo mA:
So, restricting to components of type (p − 1, q + 2) on M 0 , we have
is ∂-closed on M 0 ×∆ A so that it can be extended to a ∂-closed form η on M 0 ×∆ mA and so we have
(4.2) Deformations of submanifolds. Suppose again that we have a deformation M/∆ of the compact Kähler manifold M 0 as in (2.1). Suppose further that we are given a complex submanifold (4.2.1)
If Y 0 is not compact we require that it has regular boundary, that is, there is a system of open submanifolds
where ∂Y 0 is a compact real submanifold of real codimension one lying inside each Y 0 [ε) , and
If we take cohomology on Y 0 to mean the direct limit of cohomology groups on
. Suppose now that we are given a deformation (4.2.2)
. (In the non-compact case, we take this to mean a deformation of Y 0 [ε) over ∆ A for some ε > 0.) We proceed exactly as in Lemma (2.3) to construct a transversely holomorphic trivialization of the deformation (2.1) except that we now additionally require that, in each of our initial choices of holomorphic coordinates u W , Y A is (locally) defined in M A by setting a subset of the coordinates u W equal to zero. One then obtains that (4.2.3)
so that the restriction of the Kuranishi datum on M A is the Kuranishi datum for Y A , that is, (4.2.4)
and so, if N * \ * denotes the normal bundle,
and the integrability condition (10.1) for the deformation of M 0 then implies that
is the obstruction to extending the deformation (4.2.2) to a family
Indeed, suppose the element (4.2.5) vanishes and
Referring to (2.10.2) and writing the formulã
given in [GM, §3] (with ω = −ξ, λ = α), we have, for the integrable Kuranishi datum that i)ξ is associated to some trivialization (σ, π) of the same deformation (2.1), and ii)ξ 
deforms over ∆ for some r. Then, for
and for the representative ξ of obstruction class in (4.2.5),
Proof: We use σ −1 (Y 0 ) as the representative of the prolongation of Y 0 via the Gauss-Manin connection. The hypothesis that the sub-Hodge structure K r 0 extends implies that there is an extension
of ω 0 which lies in the kernel of the composition
induced by the Gauss-Manin connection for all k. Abusing notation slightly, let
denote the cocyle as well as the homology class. Since
Adjusting the choice of ω by ∂ M η we can assume that
as a cocycle. Thus (4.3.1)
So the function
takes values in d-closed elements of A r (Y 0 ), and we have by (2.9.2) that
So, since
Also, by (4.3.1) we have (4.3.3)
On the other hand, by (4.2.4)
But, by (4.3.3)
whereas modulo mA we have
In the case in which Y 0 is not compact, we can refine Theorem (4.3) somewhat, a fact which will be useful in later applications. However to achieve this strengthening, we must restrict our attention to so-called curvilinear deformations: 
induced by the Gauss-Manin connection. Then, for
Proof: We again use σ −1 (Y 0 ) as the representative of the prolongation of Y 0 via the Gauss-Manin connection. As in the previous proof, we construct a representative
Referring to (2.9.2),
and we have:
So for the function
Deformations of a pair
Finally we consider the case of a pair (M 0 , Y 0 ) where M 0 is a complex manifold and Y 0 is a locally closed submanifold as in §4. Suppose we have a deformation
The obstruction class for the extension of the pair to a family over ∆ mA is given by the element
in the Dolbeault resolution of the hypercohomology of the complex (5.1.1) As in the proof of Theorem (4.1), for
there is an extension of ω 0 to a form ω on M 0 such that (5.2.1) ω is d-closed and of type (p, q) on M A , that is,
where L = (l 1 , . . . , l p ) and L ′ = l Notice that, while Theorem (5.2) fully generalizes Theorem (4.1), it does not quite generalize the Semiregularity Theorem (4.3) since, under the hypotheses of Theorem (4.3), Theorem (5.2) only yields the weaker result that
We can however fully generalize the Semiregularity Theorem as well, however. To do this we let 
