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Date of Degree : December 2012 
 
With the advent of commercial wireless devices, we are witnessing a continuous demand 
for larger bandwidths from different multimedia services. So much so, that the current 
situation of commercial spectrum does not allow for new wireless systems. On the other 
hand, the spectrum bands already assigned to certain services are not constantly utilized 
by the primary (licensed) users. It is this situation which attracted the attention of 
researchers from around the world towards Cognitive Radio and Spectrum Sensing. 
Cognitive Radio is seen as an excellent solution to the problem of spectrum scarcity by 
efficient utilization of the radio spectrum. In order to achieve that, the Cognitive Radio 
approach makes nodes aware of their environment, and parameters are modified in real-
time, based on the predicted situation of the targeted frequency bands. In this way, the 
foremost operation of a Cognitive Radio is to sense the targeted spectrum, and then make 
a decision on the availability of spectrum so that secondary users can benefit from it. 
Note that the spectrum sensing operation is a very challenging task and needs to be 
accurate and efficient in order to enable the Cognitive Radio system to work effectively. 
In this thesis, we make two contributions towards efficient Spectrum Sensing using 
Energy Detection.  
xvii 
 
First, a recent Wavelet-based approach effectively introduced for spectrum sensing is 
discussed. In particular, we show that the Wavelet Transform (WT) can effectively be 
used to identify holes in the spectrum. We enhanced previous work based on the WT and 
showed that it works even when spectrum measurements are very noisy. Compared to 
previous work, we show that the proposed approach is robust, computationally efficient, 
and provides accurate bandwidth detection results in spectrum sensing. 
Second, we investigate Energy Detectors that operate on time-domain samples of the 
sensed signal. Single-threshold and Bi-threshold Energy Detectors are discussed with 
their pros and cons. 
Finally, we propose a new hybrid approach to Spectrum Sensing using a Bi-threshold 
energy detector combining decision- and data-fusion techniques. We derive all the 
mathematical models relevant to the detector and validate our model using numerous 
simulation results. 
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 ملخص الرسالة
 
 
 ﻛﺘﻬﻮﺭﻱ يوسف خالد ﻫﻮﻣﺎﻳﻮﻥ :الاسم الكامل
 نطاقي الزمن و التردداستشعار الترددات في  :عنوان الرسالة
 
 معالجة الإشارات و الاتصالات التخصص:
 
 2102ﻴﺴمﺒﺮ د تاريخ الدرجة العلمية:
 
ﻣع الﺘقدم في الأجﻬزة اللاسلكية الﺘجﺎﺭﻳة، نشﻬد طلبﺎ ﻣسﺘمرا على زﻳﺎدة سعة الﺘرددات المﺘﺎحة لخدﻣﺎت الﻮسﺎئط 
ﻳسمح بﺘطﻮﻳر المزﻳد ﻣن الأنظمة اللاسلكية. ﻣن نﺎحية المﺘعددة المخﺘلفة. لدﺭجة أﻥ الﻮضع الحﺎلي للطيف الﺘجﺎﺭﻱ لا 
أخرى، فإﻥ حزم الﺘرددات المحجﻮزة ﻣسبقﺎ لخدﻣﺎت ﻣحددة ليست ﻣسﺘخدﻣة بﺎسﺘمراﺭ ﻣن قبل المسﺘخدﻣين الأسﺎسيين 
 (المرخص لﻬم). ﻫذا الﻮضع جذب انﺘبﺎه البﺎحثين ﻣن جميع أنحﺎء العﺎلم اتجﺎه الرادﻳﻮ الذﻛي و اسﺘشعﺎﺭ الطيف.
بر الرادﻳﻮ الذﻛي حلا ًﻣمﺘﺎزا ًلمشكلة نقص الﺘرددات المﺘﺎحة عن طرﻳق الاسﺘخدام الفعﺎل لﺘرددات الرادﻳﻮ. ﻣن أجل ﻳعﺘ
تحقيق ذلك، طرﻳقة الرادﻳﻮ الذﻛي تجعل نقﺎط الاتصﺎل ﻣدﺭﻛة للبيئة المحيطة بﻬﺎ، و ﻳﺘم تغيير 
قعة لحزم الﺘردد المسﺘﻬدفة. بﻬذه الطرﻳقة، في الزﻣن الحقيقي اعﺘمﺎدا على الحﺎلة المﺘﻮ  )sretemaraP(الخصﺎئص
فإﻥ العملية الرئيسية للرادﻳﻮ الذﻛي ﻫي اسﺘشعﺎﺭ الﺘردد المسﺘﻬدف، و بعد ذلك اتخﺎذ القراﺭ حﻮل ﻣﺎ إذا ﻛﺎﻥ بإﻣكﺎﻥ 
المسﺘخدﻣين الثﺎنﻮﻳين (غير المرخص لﻬم) الاسﺘفﺎدة ﻣن ﻫذا الﺘردد. إنه لمن الجدﻳر بﺎلذﻛر ﻫنﺎ أﻥ عملية اسﺘشعﺎﺭ 
 لﺘردد عملية صعبة للغﺎﻳة و تحﺘﺎج لأﻥ تكﻮﻥ دقيقة و فعﺎلة بحيث تمكن الرادﻳﻮ الذﻛي ﻣن العمل على نحﻮ فعﺎل.ا
 .)noitceteD ygrenE(في ﻫذه الأطروحة، نحن نقدم حلين للاسﺘشعﺎﺭ الفعﺎل للﺘرددات بﺎسﺘخدام ﻛشف الطﺎقة 
شعﺎﺭ الﺘردد بﺎلاعﺘمﺎد على المﻮﻳجﺎت. على وجه في البداﻳة، سﻮف تﺘم ﻣنﺎقشة طرﻳقة حدﻳثة ﻣصممة بفعﺎلية لاسﺘ
ﻳمكن أﻥ ﻳسﺘخدم بفعﺎلية لﺘمييز الﺘرددات  )mrofsnarT televaW(الخصﻮص، سﻮف نثبت أﻥ الﺘحﻮﻳل المﻮﻳجي 
غير المسﺘخدﻣة. لقد قمنﺎ بﺘحسين العمل السﺎبق المعﺘمد على الﺘحﻮﻳل المﻮﻳجي و أثبﺘنﺎ أنه ﻳعمل حﺘى عندﻣﺎ تكﻮﻥ 
د ﻣشﻮشة للغﺎﻳة. و نثبت في ﻫذا البحث أﻥ الطرﻳقة المقﺘرحة ﻣﺘينة، فعﺎلة حسﺎبيﺎ، و تقدم نﺘﺎئج دقيقة قراءات الﺘرد
 . )htdiwdnaB(لاسﺘشعﺎﺭ السعة الﺘرددﻳة 
 xix
 
 .)niamoD emiT(ثﺎنيﺎ،ً ندﺭس ﻣسﺘشعرات الطﺎقة الﺘي تعمل على عينﺎت الإشﺎﺭة المسﺘشعرة في النطﺎق الزﻣني 
ﻫجينة لاسﺘشعﺎﺭ الﺘرددات بﺎسﺘخدام ﻣسﺘشعر للطﺎقة ذا حدﻳن                                             أخيرا،ً نحن نقﺘرح طرﻳقة
ﻳعﺘمد على دﻣج البيﺎنﺎت و القراﺭات ﻣن الأجﻬزة المخﺘلفة، و نشﺘق ﻛل  )rotceteD ygrenE dlohserhT-iB(
 نمﻮذجنﺎ بﺎسﺘخدام نﺘﺎئج ﻣحﺎﻛﺎة ﻣﺘعددة. النمﺎذج الرﻳﺎضية ذات العلاقة بﺎلمسﺘشعر المقﺘرح و نﺘحقق ﻣن صحة
 
 
1 
 
1 CHAPTER 1 
INTRODUCTION 
1.1 Motivation 
 
Traditional wireless systems operate under the policy of static spectrum allocation. Once 
a wireless service provider gets a license for using a certain band from the commercially 
available spectrum for a particular geographic location, he and only himself has the right 
to operate in that frequency band no matter whether he wants to use it 100% of the time 
or only 10% of the time. Any unlicensed user is prohibited to benefit from the licensed 
frequency band. As the trend of wireless services is shifting from voice-only to 
multimedia services, e.g., mobile TV, the service providers are demanding higher and 
higher bandwidths. Realizing the fact that the spectrum band is a limited resource, we are 
at the verge of spectrum unavailability for new wireless systems. In addition to this 
problem, a more disappointing note published in a FCC survey report pointed out that the 
spectrum utilization in the 0-6 GHz band varies from 15% to 85%, meaning that the 
actual licensed spectrum is mostly underutilized in vast temporal and geographical 
dimensions [1]. Hence, this inefficient utilization of licensed spectrum can be thought of 
as the outcome of wasteful static spectrum allocation. In order to solve the problems of 
spectrum scarcity and inefficient utilization, both researchers and policy makers got 
attracted to the recently introduced concept of Cognitive Radio, which was originally 
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presented by Mitola and Maguire in [2]. Recently, the IEEE 802.22 cognitive radio 
wireless regional area network (WRAN) standard was introduced as the first effort 
towards the practical use of cognitive radio [3]. Simon Haykin, in [4], defined the term 
Cognitive Radio as: 
“Cognitive radio is an intelligent wireless communication system that is aware of its 
surrounding environment (i.e., outside world), and uses the methodology of 
understanding-by-building to learn from the environment and adapt its internal states to 
statistical variations in the incoming RF stimuli by making corresponding changes in 
certain operating parameters (e.g., transmit-power, carrier-frequency, and modulation 
strategy) in real-time, with two primary objectives in mind: 
 Highly reliable communications whenever and wherever needed; 
 Efficient utilization of the radio spectrum.” 
  
1.2 Problem Statement 
 
In order to sense the surrounding environment reliably, the spectrum sensing ability of a 
cognitive radio must be accurate and robust. However, spectrum sensing becomes a very 
challenging task when the cognitive user has no prior information about the signal 
characteristics of the primary (licensed) user that might be active in a particular 
frequency band of interest. Besides the inability of the cognitive user to know about the 
primary‎user’s‎signal characteristics beforehand, the situation becomes more complicated 
under the so-called fading effect due to environmental obstacles. 
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1.3 Objectives of the thesis 
 
In this thesis, we make two major contributions to the area of spectrum sensing. More 
specifically, the main objectives of the thesis are: 
 Development of a Frequency-domain spectrum sensing approach using the 
Wavelet transform. 
 Development of a Time-domain spectrum sensing approach using a double-
threshold energy detector and cooperation among multiple single-antenna 
cognitive users. 
 
1.4 Main Contributions of the Thesis 
 
We list in what follows the main contributions achieved in this thesis: 
 Application‎of‎median‎filtering‎to‎the‎received‎signals’‎PSD‎to‎reduce the effects 
of noise in wavelet-based spectrum sensing. 
 Improving the overall wavelet edge detection results by combining wavelet 
coefficients from different scales. The detected edges are used to find the spectral 
holes. 
 Comprehensive analysis of different mother wavelets and their performance in 
spectrum sensing. 
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 Development of a new hybrid two-threshold energy detector based spectrum 
sensing algorithm to reduce the cost over the reporting channels under 
cooperative spectrum sensing scenario. 
 Derivation of the closed form expressions for the probability of detection & false-
alarm, and the total average number of reporting bits for the proposed algorithm. 
 
1.5 Thesis outline 
 
The rest of the thesis is organized as follows. Chapter 2 presents the background of the 
problem and a thorough literature survey of different spectrum sensing techniques. It also 
outlines the fundamentals of the two approaches used in this work. In Chapter 3, the 
wavelet based approach to spectrum sensing is detailed and is accompanied with several 
simulation results. The second approach, energy detector based sensing, is discussed in 
Chapter 4 along with all the mathematical derivations and numerous simulation results. 
Finally, Chapter 5 summarizes the work presented in this thesis and potential future 
research directions. 
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2 CHAPTER 2 
BACKGROUND & LITERATURE REVIEW 
The concept of a cognitive radio (CR) network has been efficiently explained by Haykin 
and Akyildiz in [4] and [5]. This intelligent radio has the cognitive capability to sense its 
surrounding environment, and to determine appropriate operating parameters for it in 
order to adapt to the dynamic radio environment, all in real-time. The fundamental role of 
a CR is to acquire the best available spectrum for its users, based on its cognitive 
capability and re-configurability. As mentioned before, since most of the commercially 
available spectrum is already allocated, the real challenge is to share seamlessly the 
unused spectrum of the primary user. Consider an example model of spectrum usage 
across time and frequency displayed in Figure ‎2.1. 
 
Figure ‎2.1: The concept of spectrum hole 
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The primary users are only active within certain time intervals. The no-activity gaps 
between active intervals are referred to as spectrum holes or white spaces [4]. If such 
spectrum white-spaces can be detected efficiently, then these can be used by secondary 
users resulting in better spectrum utilization. During the opportunistic (dynamic) 
spectrum access, if the primary user becomes active, the cognitive radio system has either 
to move to another spectrum hole or continue using the same band with a change in its 
operating parameters, e.g., modulation scheme, in order to avoid interference with the 
primary transmission [5]. 
In effect, the whole operation of a cognitive radio can be represented graphically as a 
cycle, the so called cognitive cycle, as show in Figure ‎2.2. 
 
Figure ‎2.2: A simple representation of a cognitive radio cycle [5]. 
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The Cognitive Cycle steps shown in Figure ‎2.2 can be interpreted as follows: 
1. Spectrum Sensing: A CR examines the targeted frequency band(s), extracts 
relevant information, and identifies possible spectrum holes. 
2. Spectrum Analysis: The detected spectrum holes are characterized and channel 
conditions are estimated within each hole. 
3. Spectrum Decision: Based on the cognitive user requirements, e.g., data rate and 
required bandwidth, the cognitive radio determines the best available spectrum 
hole for the secondary user transmission. 
However, while the cognitive user is transmitting over a licensed frequency band, it is 
important to keep track of the changes in the radio environment. For example, when the 
current channel conditions become worse or when the licensed user reappears, the 
operation of spectrum mobility comes into play, as shown in Figure ‎2.1. During this 
operation, the cognitive radio switches from the current channel to some other spectrum 
hole, a phenomenon referred to as spectrum handoff [5]. 
From the previous discussion, it is clear that a necessary task prior to dynamic spectrum 
access is Spectrum Sensing. It is the first phase in the cognitive cycle. In this phase, 
efficient spectrum sensing techniques are used to track the radio environment which may 
change in time and space. Several spectrum sensing methods have been discussed in the 
literature with their merits and demerits [6], [7]. Spectrum sensing techniques can be 
classified into two main categories, namely, transmitter detection, and interference-based 
detection [5]. 
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The interference-based detection method calculates the maximum amount of interference 
that the primary receiver could tolerate [5]. As long as the cumulative RF energy from 
multiple sources, including the secondary users, is below under a certain limit, the 
secondary users are allowed to transmit in a specific spectrum band. One model to 
measure the interference at the receiver was introduced by FCC in [8], referred to as 
interference temperature model. Using this model, a radio receiver can be designed to 
operate over a range at which the received interference level is below the interference 
temperature limit. The limitations of this model are that it needs information about the 
unlicensed‎user’s‎signal‎modulation, activity patterns of the primary and secondary users, 
in addition to having control over the power levels of the SU [9]. Also the cognitive user 
may not be aware of the exact location of the primary receivers, which makes it 
impossible to measure the influence of the‎ cognitive‎ user’s‎ transmission on all the 
potential primary receivers. Because of the‎ inherent‎ complexities‎ in‎ the‎ receiver’s‎
interference detection method, the method has gained less attention as compared to the 
transmitter detection methods for cognitive radios. 
Transmitter detection techniques have attracted most attention because of their simplicity. 
When this technique is used, the cognitive radio focuses on the local observation of the 
signal from a primary user (transmitter). Transmitter detection can be performed either 
with one cognitive radio or by a group of cognitive radios cooperatively sensing a 
targeted spectrum band. The latter case is sometimes referred to as collaborative 
(cooperative) detection [10]. These (transmitter detection) techniques can be further 
divided into Blind/Semi-Blind Spectrum Sensing and Non-Blind Spectrum Sensing [6]. 
The key difference among these schemes lies in the amount of a priori knowledge about 
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the Primary User (PU) signal that is required by the cognitive radio to perform spectrum 
sensing. The former approach (Blind/Semi-Blind SS) is usually used when the CR have no 
prior information about the characteristics of the primary user signal, channel, and the 
noise power. The best possible knowledge the CR can have is the estimate of noise 
variance, hence the term Semi-Blind SS. Energy detection [11], [12] and statistical-
analysis-based detection [13], [14], [15], [16] falls under the category of Blind/Semi-
Blind SS. When prior information is not available or cannot be extracted by the CR, 
Energy Detector is the best and simplest option to perform sensing. Energy detection is 
the least demanding approach as it makes the receiver implementation task relatively 
simple.  Under the category of Non-Blind Spectrum Sensing, we have the following 
techniques: 1) Matched Filter detection, and 2) Cyclostationary feature detection [17]. 
Matched filter detection and Cyclostationary feature detection techniques require a priori 
knowledge about the PU signal. 
When‎the‎characteristics‎of‎the‎PU’s signal is known by the secondary user, the optimum 
detection technique was found to be matched filtering, since the matched filtering 
technique maximizes the signal-to-noise ratio of the received signal [18]. The output of 
the matched filter is obtained by correlating the unknown received signal with a known 
signal, or template, in order to find out the presence of the known signal in the unknown 
received signal. Matched filtering is a coherent detection approach, as a consequence of 
which, it requires less time to achieve high detection accuracy as compared to other 
techniques discussed earlier [19]. The downside of the matched filtering technique is the 
amount of a priori information that is needed to demodulate the received signals, such as 
the pulse shape, bandwidth, modulation type, etc. Unless the a priori information is not 
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perfect, the matched filter performs poorly. Furthermore, the implementation of the 
matched filter based sensing unit becomes impractically large since it would require 
dedicated receivers for each type of primary user signals [20]. 
An alternative non-blind spectrum sensing method is the cyclostationay feature detection 
[21], [22]. This detection method exploits the embedded periodicity in the modulated 
signal. The periodic mean and autocorrelation of a modulated signal characterizes the 
signal as a cyclostationary process. The feature detection based sensing unit analyzes a 
spectral correlation function in order to detect the built-in periodicity of a modulated 
signal. Since a noise is a wide-sense stationary process without correlation, while 
modulated signals have spectral correlation due to the periodicity, the feature detection 
based technique has the capability to distinguish between the noise energy and the 
modulated signal energy. Consequently, a cyclostationary feature detector is robust to 
noise power uncertainty [23]. The feature detector can also differentiate between a PU 
signal‎ and‎ other‎ CR‎ users’‎ signal‎ provided‎ that‎ all‎ the‎ signals‎ exhibit‎ different‎ cyclic 
features, which is usually the case. However, the complexity of the cyclic feature detector 
comes‎ from‎ the‎ facts‎ that‎ it‎ requires‎ the‎ knowledge‎ of‎ different‎ signal’s‎ modulation‎
formats, as well as requires long observation times. These complexities make the feature 
detector implementation less favorable as compared to energy detector [5], [24]. 
Wavelet based sensing, which is studied in this work, is shown to fall under the category 
of Energy Detection. A summary of these approaches is displayed in Figure ‎2.3. 
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Figure ‎2.3: Classification of spectrum sensing techniques 
 
2.1 Energy Detection using Frequency Domain Analysis: Wavelet-
based Sensing 
 
When the targeted frequency band is narrowband, the radio system front end can be 
implemented using tunable narrowband Band-Pass Filters (BPF). However, when the 
spectrum utilization is high, one needs to sense a wideband spectrum in order to detect 
efficiently spectrum whitespaces. Under this scenario, it is inefficient to install multiple 
narrowband BPFs at the radio front-end to perform the sensing task. Alternatively, if only 
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one narrowband BPF is used to scan the entire wideband (frequency range) in blocks, this 
becomes time consuming hence reducing the overall performance of the cognitive radio. 
Observing the fact that a wideband spectrum can be thought of as a sequence of 
consecutive subbands, where the Power Spectral Density (PSD) within each subband is 
almost flat and some discontinuities exist at the boundaries of subbands. These 
discontinuities in the wideband PSD carry key information about the location of 
boundaries and the potential spectrum holes. A powerful mathematical tool for analyzing 
signal’s‎ local‎ singularities‎ is‎ the‎ Wavelet Transform, which can be used to extract 
information about edges in the signal spectrum [25]. In our case, edges in the wideband 
PSD refer to the boundaries of two consecutive subbands of different power levels within 
the wideband of interest. After the identification of subbands, energy is estimated for 
each of these, which carries important information on spectrum holes available for 
opportunistic sharing. This idea of using Wavelet Transform on the received wideband 
signal’s‎PSD‎was‎first‎proposed‎by‎Tian‎and‎Giannakis‎[26]. In the following section, we 
briefly introduce the theory of Wavelet Transform and its application to spectrum sensing 
for cognitive radios. We highlight the shortcomings of the original Wavelet approach to 
spectrum sensing [26], and later, in chapter ‎3, this idea is further investigated with several 
enhancements. 
 
 
 
13 
 
2.1.1 Wavelets: A Robust Tool for Processing Non-stationary Signals 
 
Wavelets are simply a set of basis functions. A wavelet is effectively a limited-duration 
waveform that has an average value of zero. The Wavelet Transform (WT) is a 
mathematical tool used for projecting signals, similar to other tools that are used for 
signal analysis, e.g., Fourier Transform (FT). Fourier analysis is perhaps the most well-
known transformation to date, which transforms a time-domain signal into the frequency-
amplitude representation of the signal. The FT provides the global information on 
frequencies presented in the signal regardless of the exact time they appear in the signal. 
When looking at a Fourier transform of a signal, it is impossible to tell when a particular 
event has happened. This property, on one hand, does not negatively affect the suitability 
of FT to stationary signals, but, on the other hand, makes the FT unsuitable when the 
signal being analyzed is non-stationary. For analyzing non-stationary signals, a 
transformation technique that can provide time-frequency information is necessary. 
Instead of the traditional FT transformation, we focus here on the Wavelet Transform. 
While the FT provides information only about the frequency components contained in a 
signal, the Wavelet Transform provides both time and frequency or time and scale 
representation of a signal under analysis. 
The bases of the Fourier Transform are time-unlimited sinusoidal waves; they extend 
from       . Also sine waves are predictable and smooth, as compared to wavelet 
functions which tend to be rough and anti-symmetric. (Figure ‎2.4) 
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Figure ‎2.4: Comparison of Fourier transform and Wavelet transform basis functions 
 
While the FT is a process of decomposing a signal into sine waves of different 
frequencies, the Wavelet Transform decomposes the signal into shifted and scaled 
versions of the original (or mother) wavelet. Since a wavelet is an irregular (or anti-
symmetric) wave, it is better suited for analyzing signals with local singularities (or sharp 
edges) than the more regular sinusoids. 
 
2.1.2 The Continuous Wavelet Transform 
 
The Continuous Wavelet Transform (CWT) of a signal, s(t), is defined as the sum over 
all times of the signal multiplied by scaled and shifted versions of a mother wavelet 
function    . Mathematically, the CWT of a finite energy signal, s(t), is defined as [27]: 
        ∫     
 
√ 
 (
   
 
)                              
 
 (2.1)  
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where        are the continuous wavelet transform coefficients and a is a positive 
scaling parameter, and b denotes the amount of time-shift. The result of this 
transformation is a scale-position or scale-time representation              . The 
inverse CWT can be used to recover the original signal     . 
To recover the original signal from its CWT coefficients, the Inverse Continuous Wavelet 
Transform is used, and is defined by: 
      
 
  
∫ ∫       
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 (
   
 
)
       
     
  (2.2)  
where    is a constant depending on  . 
It is important to understand the difference between the CWT and its discrete counter-
part, the Discrete Wavelet Transform (DWT). 
The CWT can operate at any arbitrary scale. We can control the range of scales at which 
we would like to compute wavelet coefficients. The scales can range from one up to some 
maximum value determined depending on the level of details needed and the application 
of interest. 
 
2.1.3 The Discrete Wavelet Transform 
 
In contrast with the CWT, the Discrete Wavelet Transform (DWT) calculates wavelet 
coefficients at specific set of scales. When the scales and positions are expressed as 
powers of two, we call these dyadic scales and dyadic positions. In this way, DWT is less 
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computationally expensive than the CWT, yet as accurate. Mathematically, it can be 
defined after discretizing Equation ‎(2.1) by limiting a and b to a discrete lattice    
                   : 
        ∫               
 
                           (2.3)  
where        are the discrete wavelet transform coefficients.         are the wavelet 
basis functions or wavelet expansion functions, which are related to the original mother 
wavelet function      as follows: 
          
   ⁄           (2.4)  
where j and k are the dilation and translation parameters, respectively. 
To reconstruct the original signal, the Inverse Discrete Wavelet Transform (IDWT) is 
given by: 
      ∑ ∑              
          
 (2.5)  
 
2.1.4 Implementation of the Wavelet Transform 
 
An efficient scheme for implementing the wavelet transform using filters was introduced 
by Mallat in [28] and is classically known as a two-channel subband coder [29]. This 
method provides a fast implementation of the wavelet transform. 
17 
 
 
2.1.4.1 The Dyadic Wavelet Decomposition 
 
The wavelet decomposition is composed of low-pass and high-pass filters. The signal of 
interest is fed into both of these filters. The output of the filters is followed by dyadic 
decimation. Finally, the resulting coefficients are called approximations and details, 
respectively. The approximation coefficients (that correspond to the low-pass filter) are 
the high-scale, low-frequency components of the input signal, whereas the detail 
coefficients (that correspond to the high-pass filter) are the low-scale high-frequency 
components of the input signal. The wavelet decomposition at the first step is illustrated 
in Figure ‎2.5. 
In Figure ‎2.5, the input signal s is fed into the two complementary filters and the outputs 
are the approximation coefficients, cA1, and the detail coefficients, cA2. The wavelet 
decomposition can be continued iteratively where at each level of decomposition; the 
approximations are decomposed into‎ the‎ next‎ level’s‎ approximation‎ and‎ detail‎
coefficients. This process leads to the analysis of the signal by decomposing it into 
several low resolution components and can be represented as the wavelet decomposition 
tree. (Figure ‎2.6) 
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Figure ‎2.5: First step of wavelet decomposition. 
 
 
Figure ‎2.6: Multiple-Level wavelet decomposition. 
 
As mentioned before, non-stationary signals can be best dealt with the wavelet transform. 
In addition to that, an attractive property of the WT is its ability to perform local analysis 
of a larger signal, and to detect singularities (discontinuities) in the signal. This property 
of WT can be used in edge detection [30] and is the focus of the next section. 
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2.1.5 Edge Detection using Wavelets 
 
In a certain wideband spectrum, wireless signals from the licensed users shall exist 
together in their assigned non-overlapping frequency bands with possibly non-similar 
Powers,‎ which‎ give‎ rise‎ to‎ edges‎ in‎ the‎ received‎ wideband‎ signal’s‎ PSD.‎ It‎ was‎ this‎
observation that motivated Tian and Giannakis [26] to reformulate the problem of 
spectrum sensing as an edge detection problem. Note that this view of spectrum sensing 
deals with the problem in frequency domain. Although, the traditional applications of 
Wavelets are in time domain and spatial domain (image processing), in this problem, the 
Wavelet is applied in the frequency domain (PSD). As a consequence, the noise 
component in this problem has different behavior from that in conventional wavelet 
applications. 
In this section, the original edge detection method [26] is described in brief, then we 
move to our contribution. 
Suppose that the radio signal received at the CR has N frequency bands; the range being 
sensed by the CR is supposed to have a total of B Hz in the interval [f0, fN]. The CR is 
only aware of the wideband boundaries, i.e., f0, and fN. The intermediate frequency 
boundaries and PSD levels are to be identified and detected, which are located at f0< f1 < 
…‎<‎fN. The n
th
 subband is thus defined by Bn = [fn-1, fn]. To simplify the model, the PSD 
in each frequency band is assumed to be flat. (See Figure ‎2.7) 
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Figure ‎2.7: Wideband of interest containing subbands with flat PSDs 
 
At a certain time burst, the wideband received signal r(t) corrupted with white Gaussian 
noise (WGN) at the CR front-end will have a certain PSD, which can be mathematically 
represented as: 
        ∑   
 
 
   
                              (2.6)  
Where   
  represents the PSD of the n
th
 band Bn,       denotes the normalized PSD, and 
            is the two-sided noise PSD. Based on these assumptions, the observed 
wideband signal PSD will exhibit discontinuities, as shown in Figure ‎2.7. These 
discontinuities correspond to the frequency boundaries        
   , which are to be detected. 
It will be shown later in this section that the identification of these boundaries can be 
performed using the wavelet transform. 
After identifying        
   , the PSD level within each subband is averaged using: 
     
 
        
∫        
  
    
 (2.7)  
21 
 
As in [26], we will assume that there will always be an empty band present in our 
targeted wideband spectrum such that we can calculate the noise PSD from it. This noise 
floor is denoted by          . For all other identified subbands, the PSD   
  will be 
given as: 
  ̂ 
          
  
                    (2.8)  
Now‎let’s‎start by discussing the work of Tian and Giannakis [26] in using wavelets to 
identify the different frequency boundaries        
   . 
Define      to be a wavelet smoothing function. The dilation of the wavelet smoothing 
function      by a scale factor s is given by: 
        
 
 
  
 
 
  (2.9)  
The CWT of        is defined as the convolution of the observed signal PSD with the 
wavelet function: 
                     (2.10)  
Assuming that     is a function with compact support, the result of the convolution in 
‎(2.10) depends mainly upon the values of        in association with the specific scale 
used. Hence,        will provide information on the local structure of       . It is well 
understood that irregularities of a function can be well represented by its derivatives, 
therefore, the derivative of        smoothed by the scaled wavelet      will provide the 
required information, and is expressed as: 
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             (2.11)  
So, the local modulus maxima   
       (i.e., canny edge detection) represent the edges 
in the PSD      . More formally, the identification of frequency boundaries        
    can 
be expressed as: 
   ̂            |  
      |                   (2.12)  
For the scale factor s, dyadic scales have been used in [26], i.e.,                  
An improvement of the above method has also been discussed in [26] by observing the 
fact that at different dyadic scales, the information on edges of a signal is distinct. With 
small scales, even the finer edges will appear in result which might represent edges due to 
noise, while with the large scale, only the significant edges remains. Hence, with the goal 
of suppressing the noise-induced spurious local maxima (which are random at each 
scale), multiscale product was proposed. It is defined as: 
          ∏      
      
 
   
 (2.13)  
The method provides the estimation of frequency edges      of interest, by picking the 
maxima of the multiscale product in ‎(2.13). The noise-induced spurious local maxima of 
|  
      | are random at every scale and tend not to propagate though all J scales; hence, 
they do not show up as the local maxima of |       | and peaks are enhanced due to 
edges while noise is suppressed: 
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   ̂           {|       |}                  (2.14)  
 
2.1.6 Simulation Results: Wavelet Detection 
 
In this section, we discuss the performance of the spectrum sensing algorithm developed 
in Section ‎2.1.5. 
Figure ‎2.8 shows‎the‎simulated‎received‎signal’s‎PSD‎      at a certain time burst. Here 
the wideband of interest is in the range of [0, 250] MHz. 
 
Figure ‎2.8: Observed signal’s‎PSD 
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In this experiment, we assumed the PSD of the noise floor to be           The CR is 
only aware of the extreme-end boundaries of the wideband spectrum, i.e., f0 = 0 and fN = 
250. The number of subbands N and their locations within the wideband is unknown to 
the CR. At the observed time burst, it can be seen that there are a total of N = 7 bands 
{Bn}, with frequency boundaries located at        
                               . 
Within these bands B2, B4, and B6 have relatively high signal PSD at levels 24, 30, and 
36, respectively, while B3 has a very low level of 3, all with reference to           
The rest three bands, B1, B5, and B7, are empty bands and can be thought of as spectrum 
holes. 
An important issue not fully discussed in [26] is that of PSD-disturbance due to noise is 
neglected at the receiver. In Figure ‎2.8, there are two types of signal PSDs shown: Clean 
PSD and Noisy PSD. The Clean PSD represents the ideal PSD which, based on our initial 
assumption,‎ should‎have‎ flat‎ behavior‎within‎ each‎band.‎However,‎ it’s‎ a‎well-accepted 
fact‎that‎we‎can’t‎avoid‎certain‎types‎of‎noise‎that‎arises‎due‎to‎electronic‎components‎of‎
the communication system, thermal, or Johnson noise for example. This random noise is 
characterized by a Gaussian distribution [31]. Some famous manufacturers of spectrum 
analyzers have reported in their data sheet that the Absolute Amplitude Accuracy of their 
devices is within                     [32], [33]. To be more conservative, in our 
simulations, we have kept a standard deviation of this Gaussian disturbance at    . 
In order to detect edges in the PSD of Figure ‎2.8, the Gaussian wavelet (Figure ‎2.9) along 
with four dyadic scales                , was used [26]. Figure ‎2.10 illustrates the 
results of wavelet modulus as computed from ‎(2.11). The four graphs in Figure ‎2.10 
correspond to the WT coefficients at four different scales mentioned above. 
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Figure ‎2.9: Gaussian wavelet 
 
The values of the wavelet coefficients are much higher at locations where there was 
frequency edges‎in‎the‎received‎signal’s‎PSD      . The information about the edges in 
PSD       have been captured by the wavelet transform in all curves, except the last one 
where the relatively narrowband B6 was not detected at scale         . This is 
because; the wavelet at higher scales corresponds to the‎most‎“stretched”‎wavelets.‎The‎
more stretched the wavelet, the longer the portion of the signal with which it is being 
compared, and thus the coarser the signal features being measured by the wavelet 
coefficients. This can be clearly observed in Figure ‎2.10, as the scale 2
j
 increases the 
wavelet transform becomes smoother, ignoring the rapid fluctuations due to noise 
disturbance. 
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Figure ‎2.10: Wavelet transforms modulus at scales s = 2j, j = 1, 2, 3, and 4. (Top-bottom) 
 
As mentioned in Section ‎2.1.5, an improvement would be observed when integrating 
multi-scales of wavelet transforms, defined as in Equation ‎(2.13). Let us now consider 
Figure ‎2.11. The first curve shows the wavelet transform at scale      , while the other 
three depict the multi-scale products of wavelet transforms at different scales. P12 
represents a curve that‎ is‎ a‎ result‎ of‎ the‎ wavelet‎ transform‎ coefficients’‎ product‎ at‎
scales       and      . Similarly, P123 and P1234 are the products of the respective 
scales. 
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Figure ‎2.11: Multi-scale products using the wavelet transform coefficients, at scales s = 2j, j = 1, 2, 3, and 4 (Top-
bottom), of Figure ‎2.10. 
 
The figures show that, the multi-scale product method effectively suppresses the spurious 
local extrema caused by noise. Consequently, there will be an improvement in detecting 
the edges in the PSD of Figure ‎2.8. However, the graph P1234 shows that, as a result of 
multi-scale product, the information about the narrow band (B6) has also been 
compromised. 
In order to calculate the PSD within each frequency band Bn,   
 , equation ‎(2.8) was 
discussed in [26]. However, we would need the exact location of frequency boundaries to 
Information about the 
narrow band has been 
compromised 
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be able to use ‎(2.8) and ‎(2.7).‎The‎wavelet‎transform‎coefficients’‎curves‎shown‎above‎do‎
not only contain peaks due to frequency edges     , but also other peaks due to noise 
disturbance‎ in‎ the‎ received‎ signal’s‎ PSD      . Even with the multiscale product 
operation, the noise coefficients do not reduce to zero. The issue of how to distinguish 
between the true peaks, due to frequency edges     , and the noise-induced spurious local 
maxima has not been discussed in [26]. We will introduce a method to deal with this 
issue in chapter ‎3. For the sake of completion, we will also discuss in the next section 
Energy Detection which is of fundamental importance in deriving our own algorithm 
(chapter ‎3 and ‎4) 
 
2.2 Energy Detection using a Time Domain approach  
 
Instead of transform-domain analysis, let us discuss in more details the problem of 
spectrum sensing in time domain. One of the most common techniques used in time 
domain is Energy Detection. As mentioned before, when a cognitive radio receiver does 
not have‎ any‎ prior‎ knowledge‎ on‎ the‎ primary‎ user’s‎ signal‎ and‎ the‎ only‎ thing‎ that‎ is‎
known is the power of the random Gaussian noise, then the optimal solution in terms of 
implementation is an Energy Detector (ED) [11]. The idea of determining the presence of 
unknown deterministic signals using Energy Detector was first reported by Urkowitz in 
his work [12]. Figure ‎2.12 depicts a simple block diagram of an energy detector. 
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Figure ‎2.12: Example of energy detector 
 
The observed signal x(t) is fed to a band-pass filter which limits the bandwidth to W and 
selects some center frequency fc. Following the BPF, squaring device and an integrator of 
a certain observation interval, T, are used. Finally, the measured energy from the 
integrator is compared to a pre-threshold,    and a decision about the presence or the 
absence of the primary user is made. The value of the threshold   depends mainly upon 
the noise variance [34]. 
The input signal x(t) can have several possible forms based on whether the primary user 
is present or absent, which we denote by hypotheses H1, and H0, respectively: 
       {  
                                
                     
 (2.15)  
where s(t) represents‎the‎primary‎user’s‎signal,‎h is the channel gain, and n(t) is modeled 
as AWGN. 
In Figure ‎2.12, the output of the integrator is effectively the decision statistic, which we 
will represent by Y. In order to analyze the performance of the above mentioned energy 
detector, the statistical distribution of Y has to be known under both hypotheses. 
Following the original work of Urkowitz [12], we understand that the decision statistic Y 
will have the following distributions: 
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 (2.16)  
where     
  denotes a central chi-square distribution and     
      denotes a non-central 
chi-square distribution, both with the same degrees of freedom, i.e., 2TW (TW is the time-
bandwidth product). The non-central chi-square distribution has a non-centrality 
parameter of   , where   is the receiver SNR (cognitive radio). For simplicity, we denote 
the time-bandwidth product as u = TW, and assume that T and W are chosen such that u 
has an integer value. 
Figure ‎2.13 depicts the two regions, H0 and H1, separated by a single threshold  . This 
threshold divides the decision as either present if the observed energy is above the 
threshold (hypothesis H1 is true), or otherwise absent (hypothesis H0 is true). 
 
Figure ‎2.13: Energy detection with one threshold 
 
The performance of the energy-detector based spectrum sensing is established mainly on 
two parameters, namely, probability of misdetection Pm and probability of false alarm Pf. 
If the CR decides an absence while the PU is present; this error is represented with the 
probability of misdetection Pm, which would cause a substantial interference at the PU. 
On the other hand, if the CR decides a presence while the PU is absent, the SU would 
miss a spectrum usage opportunity; a phenomenon represented by the probability of false 
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alarm Pf. Jointly, the probability of misdetection Pm and the probability of false alarm Pf 
define what is called Complementary Receiver Operating Characteristics (C-ROC). 
Sometimes instead of Pm, we use the probability of detection Pd which is related to Pm as 
1- Pm. Probability of detection Pd defines the probability with which the CR will detect 
the presence of PU, given the PU is actually active. These parameters can generally be 
evaluated as: 
           |    (2.17)  
           |    (2.18)  
                |    (2.19)  
where, as before,   is the decision threshold. The plot of    vs.    is called Receiver 
Operating Characteristics (ROC). 
There is always a trade-off between Pd (or Pm) and Pf. As illustrated in Figure ‎2.14, we 
can have two distinct PDFs of a received signal, corresponding to two possible 
hypotheses, H0 and H1. By varying the threshold, we can control the two type errors, 
namely, Pm and Pf. If the threshold is kept excessively low, Pm decreases at the expense 
of increased Pf. A high Pf implies spectrum inefficient utilization because of high false 
alarms. Alternatively, if the threshold is set needlessly high, we can reduce Pf at the cost 
of increasing Pm. A high Pm implies a high probability of interfering while PU is active. 
Evidently, we cannot reduce both types of error simultaneously. The optimal approach is 
to use Neyman-Pearson detector [35], where we constrain Pf to a fixed value, and 
minimize Pm. In other words, we fix the value of Pf, and try to maximize Pd. 
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Figure ‎2.14: Trade-off between Pm and Pf 
 
If we consider no fading, then h will be a constant in equation ‎(2.15). For such AWGN 
environment, the closed-form expressions for Pd and Pf has been reported in [36] as: 
            (√   √ ) (2.20)  
where Qu(a, b) is the generalized Marcum Q-function [37], and 
     
       
    
 (2.21)  
where        and      are the incomplete and complete gamma function, respectively. 
For the case where we assume the channel fading h to be Rayleigh distributed, only the 
expression for Pd will change. Under Rayleigh fading, the signal-to-noise-ratio (SNR)   
will follow exponential distribution and for this case Pd Ray is shown to be derived as [36]: 
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where  ̅ is the average received SNR. Since Pf is considered when there is no signal 
present and as such is independent of SNR  , therefore, its expression remains the same 
as in ‎(2.21) for the cases of fading and non-fading channels [36]. 
 
2.2.1 Cooperative Communications for Cognitive Radio Networks 
 
As with any wireless communication system, the performance degrades in multipath 
fading channels. One way to overcome the effects of multipath fading is to use multiple 
antennas to improve performance [38]. Similarly, fading in wireless channels creates 
uncertainty in the SNR at the CR receiver input, making it difficult for the CR to provide 
a reliable decision about the absence or presence of the PU, since when the CR is 
experiencing a deep fading or shadowing due to large obstacles over the primary-to-
secondary channel, the amount of energy observed during a fixed time-bandwidth 
product, TW, may not be enough to decide about the presence of a PU. One way to 
overcome this problem is to increase the amount of local processing which, in the case of 
energy detector, translates into increasing the time-bandwidth product. The bandwidth W 
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is‎ usually‎ limited‎ to‎ that‎ of‎ the‎ PU’s‎ signal, while, the sensing duration T can be 
controlled at the CR, but it should be kept below a certain value, Tp, to meet the 
requirements of sensing period set by the regulator [39]. In such a case, the single CR can 
use a more sophisticated sensing approaches such as feature detection [40], however, 
feature detection approach requires a priori information about the PU signal 
characteristics (cyclic frequencies of‎the‎PU’s‎signal)‎which is assumed to be not known 
in our spectrum sensing model of the problem. From the above discussion, we can see 
that with only one CR (no diversity), it is almost impossible to achieve simultaneously a 
very high value for Pd and a very low value for Pf [36]. The fact that the cognitive radio 
does‎ not‎ have‎ PU’s‎ location‎ information‎ just‎ adds‎ to‎ the‎ performance‎ degradation‎ of‎
local sensing. To make the simple energy detection scheme viable, the neighboring 
secondary users should cooperate [41]. Since the multipath fading statistics fluctuates 
considerably on the scale of a fraction of wavelength and shadowing fluctuates 
considerably on the scale of 20-500 m based on the nature of environment, it is highly 
unlikely that multiple cooperating CRs will experience deep fade and/or large obstacles at 
the same time [42]. Hence, the cooperation between multiple CRs was proposed by 
researchers to improve the sensing performance of CROWN [43], [44]. Having 
neighboring nodes allowed to collaboratively perform the job of spectrum sensing, it was 
found that collaboration can improve sensing performance [45]-[46], mitigate the 
stringent sensing requirements [47], and decrease the overall required detection time 
[48]-[49]. In addition, the use of cooperation can solve hidden primary user problem [50]. 
The cooperation between multiple CRs can be carried in either a centralized or a 
distributed fashion (Figure ‎2.15). 
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Figure ‎2.15: Classification of cooperative sensing: (a) centralized, (b) distributed 
 
When a centralized fusion center (CR0 in Figure ‎2.15 (a)) is used to handle the different 
cognitive decisions, the cooperative spectrum sensing can be performed in the following 
manner: 
1) All the cooperating cognitive users start by sensing a targeted band independently. 
2) Each cooperating node would forward either its local binary decision or it can just 
send its observation value directly to the fusion center (FC) over the reporting 
channel. 
3) Finally, the fusion center fuses all the received data (or decisions) to infer the 
presence or absence of the PU. 
Here, it should be noted that the fusion center [51]-[52] is also recognized in the literature 
as common receiver [53],[49], master node [54], base station [55], [56], combining node 
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[57], [58], designated controller [47], etc. As shown in Figure ‎2.15 (a), CR0 is the FC 
while CR1-CR5 are the cooperating CR users. When using cooperation among multiple 
CRs for spectrum sensing, certain protocols need to be defined for the purpose of sharing 
sensing information over the reporting channel (in contrast to the reporting channel, the 
physical point-to-point connection between the PU and a CR for the purpose of sensing 
the‎ primary‎ transmitter’s‎ signal‎ is‎ called‎ a‎ sensing channel). Different architecture for 
control channels (reporting channels) have been discussed in literature [59]-[60], where 
the use of ISM band and ultra wide band (UWB) have been proposed. A simple protocol 
using time division multiple access (TDMA) to share the sensing information with the 
fusion center is proposed in [61], where the cooperating CRs are divided into clusters 
based on their geographical location and send their sensing data to the particular cluster 
head only during the assigned time slots. It is very important to consider that the 
cooperation mechanism should have as low as possible overhead, and it should be robust 
to network changes and failures. Also, the amount of delay needs to be minimized for a 
particular cooperation algorithm. Usually, such type of protocols are defined at Medium 
Access Layer (MAC) [62]. 
For simplicity, in the literature, most of the authors assume that the reporting channels are 
perfect, i.e., the local decisions from the CR users will be reported to the fusion center 
without any error. Based on whether the CRs are sending their 1-bit binary decision or 
their observation value to the fusion center, the combination is called either decision 
fusion or data fusion, respectively [24]. Instead of using the terms decision fusion or data 
fusion, some authors prefer to use hard combination and soft combination, respectively 
[42]. 
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2.2.1.1 Cooperative Spectrum Sensing (CSS) Framework 
At the physical layer, the framework of the centralized CSS can be represented as shown 
in Figure ‎2.16. The framework [44] consists of the PU, cooperating CRs, FC, the RF 
channels (sensing and reporting channels), and an optional remotely located database. 
 
Figure ‎2.16: Framework of centralized CSS [44]. 
 
As shown in the framework, a group of collaborative CRs, presumably independent of 
each other, perform targeted sensing using their RF frontend. The processing unit of 
cooperating CRs may include a signal processor, data fusion and hypothesis testing 
entities, etc. The RF frontend is capable to be configured for data transmission or local 
sensing. Besides that, analog-to-digital conversion will also be done by the RF frontend. 
The local observations of the cooperating CRs can directly be transmitted to the FC, or it 
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can be locally processed to provide a decision to the FC. Usually, certain amount of 
processing on the local observations is needed to minimize the bandwidth requirement 
over the reporting channels. The processing may include the evaluation of the energy 
statistics and thresholds. When the local decision or the observations are ready, a request 
to a higher layer (e.g., MAC layer) is sent to acquire the access of a control channel. The 
FC in the centralized CSS framework is a powerful cooperating CR which has all the 
capabilities as the other CRs. In addition, the FC has other functionalities, such as user 
selection and knowledge base, to undertake the cooperation tasks successfully. Based on 
the requirement and the ability of the FC, the FC can be connected to an external 
(remotely located) database through an ultra-high speed communication medium (e.g., 
fiber optics). This external database will assist the FC and can provide information 
regarding the PU activity and white spaces. 
 
2.2.2 Decision-Fusion Criterion 
 
When decision-fusion is used, each CR compares its observed energy value with pre-
fixed threshold  , if the observed value is greater than  , the reported decision is 1 (H1), 
while the reported decision is 0 (H0) if the value is less than the threshold.   After 
collecting L local 1-bit decisions, the fusion center makes an occupancy-decision based 
on a certain decision-fusion rule, which can be represented as follows [24]: 
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 (2.23)  
If there exists at least K out of L CRs having their local observation values above the pre-
fixed thresholds, then the fusion center will infer presence of the PU, i.e., H1, otherwise 
the fusion center will declare that there is no PU signal transmitted, i.e, H0. Such decision 
criterion is also called K-out-of-L rule [63]. In [39], it was shown that, under the case of 
distributed individual and independent decisions, the optimum (in terms of detection 
performance) decision-fusion rule is 1-out-of-L rule (i.e., OR rule). Therefore, in the rest 
of the thesis we shall resort to the OR rule as our final decision-fusion rule. Instead of 
calculating individual thresholds for each cooperating user, for simplicity, it is assumed 
that all collaborative cognitive users have the same decision rule (i.e., same threshold  ), 
according to some fixed cooperative probability of false-alarm,    [10].Then, the overall 
cooperative probability of detection, probability of false-alarm, and probability of 
misdetection can be written as [10]: 
            
  (2.24)  
            
  (2.25)  
        
  (2.26)  
 
where   ,    , and    denotes the individual probabilities of detection and false-alarm, 
given as ‎(2.19), ‎(2.18), and ‎(2.17), respectively, and L is the number of cooperating CR 
users. It has been shown in [53] that as the number of cooperating users increases, the 
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cooperative probability of misdetection decreases for a fixed cooperative probability of 
false-alarm. Sometime the number L is referred to as sensing diversity order of 
cooperative spectrum sensing, since it characterizes the error exponent of Qm in ‎(2.26). 
 
2.2.3 Data-Fusion Criterion 
 
Alternatively, the fusion center can also exploit the diversity provided by using a data-
fusion criterion to determine the occupancy state of the targeted band. In data-fusion, 
each CR simply reports their original sensing data to the fusion center. Although, data-
fusion imposes large amount of communication overhead over the control channel, but it 
has excellent detection performance [42]. Haykin proposed a data-fusion based 
cooperative spectrum sensing method in [4], which he called it as multitaper-method 
singular-value-decomposition (MTM-SVD). In the MTM-SVD, the L cooperating CR 
users cooperatively estimate the interference temperature of the radio environment. Each 
cooperating CR applies mutitaper method [64] to analyze the spectrum by first computing 
its k
th
 eigenspectrum for the targeted band as: 
   
       ∑            
    
 
   
              (2.27)  
where yl(n) are the observed samples at the l
th
 CR, and wk(n) represents the k
th
 Slepian 
sequence [65] that is used for the multitaper spectral analysis. The next step is to for each 
CR is to send its eigenspectrum vector 
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      )               (2.28)  
to the fusion center. Based on such vectors from each of the L cooperating CRs, the 
fusion center computes an     eigenspectrum matrix as: 
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 (2.29)  
where wl are the weights of l
th
 CR which is computed after taking into consideration the 
instantaneous environment information into account. Each row in A(f) corresponds to the 
eigenspectrum vector from a particular CR. If the primary user is present, the 
eigenspectrum vector consists of the PU signal plus noise. The noise is independent for 
the distributed CRs, while there will be a correlation in the PU signal part. Observing this 
fact, the MTM-SVD scheme exploits the correlation due to the PU signal by applying 
SVD to the eigenspectrum matrix ‎(2.29): 
      ∑             
    
 
   
 (2.30)  
where       is the k
th
 singular value of     ,       and       are the associated left 
and right singular vectors, respectively. Finally, the fusion center takes the spectrum 
occupancy decision based on the largest singular value of the matrix    . This method 
(MTM-SVD) provides a means for cooperative spectrum sensing to estimate the presence 
or absence of the primary user with high accuracy [4], [42]. 
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For the MTM-SVD scheme described above, the complexity of the whole procedure is 
quite high. Not only sending the K-dimensional vector from each CR to the fusion center 
would increase lots of communication burden over the reporting channel, but the SVD 
operation on the matrix      is also computationally very expensive. 
Eigenvalue based cooperative spectrum sensing has also been proposed in [66]. In [66], 
the authors have used the eigenvalue based approach originally proposed in [13]. 
Observing the fact that the statistical covariance matrix of the observed signal will have 
different characteristics based on whether the PU is present or not, the authors in [13] 
have proposed an eigenvalue decomposition based approach. In this approach, the sample 
covariance‎matrix‎is‎computed‎from‎the‎observed‎signal’s‎samples.‎Then‎the‎maximum‎
eigenvalue (MEV) of the sample covariance matrix is calculated and the value is 
compared with a threshold to decide about the spectrum availability. Authors in [66] used 
the approach of [13] in a cooperative fashion where each cooperating CR user performs 
the eigenvalue decomposition of the sample covariance matrix, and the MEV is 
computed. This MEV is compared with prefixed two-thresholds to decide about the 
reliability of the cooperating CRs. The CRs with reliable decision sends their decision to 
the fusion center, where the non-reliable ones send directly their MEVs to the fusion 
center. Finally, the fusion center fuses all the data to decide about the occupancy state of 
the spectrum. Although, the eigenvalue based spectrum sensing technique provides very 
good results without any prior knowledge about the channel, noise power, or PU signal, 
but the whole decomposition process is quite computationally expensive. Also the use of 
the random matrix theory to set the threshold values makes it difficult to obtain the 
accurate closed form expression for the thresholds. 
43 
 
In [67], the authors have studied various soft-combination scheme with low-complexity. 
In these schemes, each CR reports the value of the received energy to the fusion center, 
and the fusion center takes a decision based on a certain data-fusion (combining) criterion 
(or diversity combining) rule [68]. In [69], it was shown that, under the case of 
independent diversity branches, the optimum combining scheme is Maximal Ratio 
Combining (MRC). However, MRC requires full channel knowledge (amplitude and 
phase) for all branches. In MRC reception, the received signals           
 , where L is the 
number of diversity branches, are first co-phased, weighted proportionately to their 
channel gain and then summed up to yield a new signal         ∑   
      
 
   , where 
   is the channel coefficient of the l
th
 diversity branch. A less complex scheme is the 
traditional Equal Gain Combining (EGC), which doesn’t‎ require channel fading 
amplitudes estimation, and, under the case of identical and independent diversity 
branches, provides a comparable detection performance to that of MRC [70], [71].  In 
EGC reception the received signals           
 , where L is the number of diversity 
branches, are co-phased only in each branch and then summed up to yield a new 
signal         ∑  
         
 
   , where    is the phase of the l
th
 diversity branch. Since 
the difference between MRC and EGC is not very large in terms of performance, but in 
terms of complexity, MRC is more complex than EGC, therefore, in this thesis we shall 
resort to EGC as our data-fusion rule and assume that a base station has the necessary 
information to perform EGC of received energy detector outputs. For EGC, the 
probability of false alarm        and probability of detection        (in AWGN and 
Rayleigh fading) is derived as [36], [43]: 
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where u=TW (time-bandwidth product) and    ∑   
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(2.34)  
where       is the Laguerre polynomial of degree n. 
The expression for the probability of detection for EGC scheme,      , over Nakagami-
m fading channels was also derived in previous work [72] for different number of 
diversity branches. The results presented in [72] can be used to decide about number of 
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diversity branches needed to achieve a specified false alarm rate for EGC-based cognitive 
radio. The work was later extended to derive the       over correlated non-identical 
Nakagami-m fading channels in [73]. It was shown that the performance degrades in the 
presence of higher correlation between diversity branches. Also, in [74] the authors have 
derived the expression of       for the cases of correlated Rayleigh and Rician fading 
channels by making the use of the decorrelation transformation proposed in [75]. By 
applying the decorrelation transformation on the correlated diversity branches, the 
authors in [75] have transformed the system into an alike system of independent diversity 
branches, hence not losing any performance. Furthermore, analytical expressions of 
performance for the case of multi-path channels has been derived in [76]. The 
performance gain due to multipath diversity have been studied, and it was shown that for 
the case equal power taps, multipath and antenna diversity behaves in the same way and 
show similar performance. On the other hand, for the case of exponentially decaying 
power taps, multipath diversity performs worse as compared to an equivalent number of 
antennas. 
For this work, we will confine our analysis to independent and identically distributed 
AWGN and Rayleigh fading diversity cases. The extension to other channel models may 
be studied as a future work. 
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2.2.4 Simulation Results: Energy Detection 
 
In this section, we discuss the performance of the spectrum sensing for the different cases 
discussed above. 
 
2.2.4.1 Spectrum Sensing without Cooperation 
 
Let us start with a simple case with a single-antenna CR node under AWGN scenario. 
Figure ‎2.17 shows the performance of a conventional single-threshold energy detector as 
ROC. The performance of ED is based on the received SNR; the higher the SNR, the 
better the detection performance [77]. SNR,  , and time-bandwidth product, u, are 
assumed to be 5 dB and 5, respectively. In literature [71], [43], [78], the authors use u = 5 
as a benchmark to evaluate the performance of ED. Also,   = 5 is considered to be a low 
SNR when u = 5 [77]. 
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Figure ‎2.17: ROC for Conventional Single-threshold Energy Detector (AWGN case, SNR = 5 dB) 
 
In IEEE 802.22 cognitive WRAN standard [3], the acceptable values for the probability 
of false alarm is specified as 0.1, whereas for the probability of detection, the specified 
value is 0.9 (or 0.1 for probability of misdetection). In Figure ‎2.17, if we fix probability 
of false alarm to 0.1, the probability of detection is less than 50%, which is not 
acceptable. The low performance here can be attributed to the low received SNR. 
As mentioned before, the performance can also be viewed as complementary receiver 
operating characteristics. (See Figure ‎2.18) 
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Figure ‎2.18: C-ROC for Conventional Single-threshold Energy Detector (AWGN case, SNR = 5 dB) 
 
Now, in order to see the effect in terms of detection performance of increased SNR, 
assume that the received SNR at the single-antenna CR node has been doubled, i.e., SNR 
= 10 dB, as opposed to the case in Figure ‎2.17 and Figure ‎2.18, we observe a definite 
performance improvement in terms of the probability of detection as shown in Figure 
‎2.19. 
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Figure ‎2.19: ROC for Conventional Single-threshold Energy Detector (AWGN case, SNR = 10 dB) 
 
Again, if we fix the probability of false alarm to 0.1, the probability of detection is above 
90%. Alternatively, Figure ‎2.20 shows a significant reduction in the probability of miss 
detection at 0.1 probability of false alarm. 
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Figure ‎2.20: C-ROC for Conventional Single-threshold Energy Detector (AWGN case, SNR = 10 dB) 
 
The wireless channels are more realistically modeled as Rayleigh fading channels in 
order to account for the small-scale fading that occurs in urban environments. The 
channel randomness brought by fading environments creates uncertainty in the received 
SNR, and degrades performance of ED. In fading environment, even as high as 10 dB 
SNR, the detection performance remains below the acceptable level of 0.9. let us now 
consider the case where the single-antenna CR node is experiencing Rayleigh fading and 
average SNR = 5 dB, we observed that the spectrum sensing performance of a single CR 
decreases considerably (Figure ‎2.21). 
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Figure ‎2.21: ROC for Conventional Single-threshold Energy Detector (Rayleigh fading case, SNR = 5 dB) 
 
Here, again, if we fix probability of false alarm to 0.1, the probability of detection 
reduces to 40%, which will not be acceptable in practical scenarios. The C-ROC for 
single CR Rayleigh fading case is shown in Figure ‎2.22. 
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Figure ‎2.22: C-ROC for Conventional Single-threshold Energy Detector (Rayleigh case, SNR = 5 dB) 
 
Now, in order to see the effect in terms of detection performance of increased SNR, we 
assume that the received average SNR at the single-antenna CR node has been doubled, 
i.e., SNR = 10 dB, as opposed to the case in Figure ‎2.21 and Figure ‎2.22, we observe a 
definite performance improvement in terms of the probability of detection as shown in 
Figure ‎2.23. 
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Figure ‎2.23: ROC for Conventional Single-threshold Energy Detector (Rayleigh fading case, SNR = 10 dB) 
 
As compared to Figure ‎2.21 (where the average received SNR was assumed to be 5 dB), 
in Figure ‎2.23 shows the detection performance has been increased to 70% when the 
probability of false alarm is 0.1, however, 70% is still below the specified value of 90% 
by the IEEE 802.22 standard. The corresponding C-ROC for single CR Rayleigh fading 
case of Figure ‎2.23 is shown in Figure ‎2.24. 
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Figure ‎2.24: C-ROC for Conventional Single-threshold Energy Detector (Rayleigh case, SNR = 10 dB) 
 
From the simulation results of single-antenna CR cases shown above, it is easy to 
conclude that the spectrum sensing performance of a single CR is not reliable enough 
even at a higher received SNR. The performance degrades very much under fading 
channels. As mentioned before, collaboration among CRs has been proposed to mitigate 
the effects of fading and to improve performance. In the next section, we will 
demonstrate the spectrum sensing performance when a number of CRs are cooperatively 
performing the spectrum sensing task. 
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2.2.4.2 Spectrum Sensing with Cooperation 
 
As mentioned in Section ‎2.2.1, the performance degradation under fading environments 
can be mitigated by the use of multiples cooperating CR nodes. Below we will show the 
simulation results under AWGN and Rayleigh fading environments which shows the 
performance gain in combining 10 cooperating CRs and using either data- or decision-
fusion techniques. In [71], it was shown that 10 cooperating users are sufficient enough 
to: 1) Provide high detection performance while keeping the probability of false-alarm 
extremely low, 2) Lower the required observation time and bandwidth, 3) Lower the 
required received SNR value, 4) Mitigate the fading effects. 
 
Figure ‎2.25: ROC - Data fusion versus Decision fusion under AWGN (SNR = 4 dB) 
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Figure ‎2.26: ROC - Data fusion versus Decision fusion under AWGN (SNR = 6 dB) 
 
 
 
 
 
 
 
10
-4
10
-3
10
-2
10
-1
10
0
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
"AWGN" Diversity branches = 10. (Avg SNR)
dB
 = 6. u = TW = 5
Probability of False Alarm  ---> Q
f
P
ro
b
a
b
ili
ty
 o
f 
D
e
te
c
ti
o
n
  
--
->
 Q
d
 
 
Conventional EGC (Data fusion)
Conventional OR (Decision fusion)
57 
 
 
 
Figure ‎2.27: ROC - Data fusion versus Decision fusion under Rayleigh fading (SNR = 5 dB) 
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Figure ‎2.28: ROC - Data fusion versus Decision fusion under Rayleigh fading (SNR = 7 dB) 
 
Obviously, the decision fusion (OR rule) approach requires fewer bits over the reporting 
channel (1-bit per user). On the other hand, when data fusion EGC is used, more 
feedback bits are required (m-bits per user,      ), which sacrifices the spectral 
efficiency. However, as shown in the simulation results above for cooperative spectrum 
sensing, data fusion outperforms decision fusion. Therefore, as can be seen from the 
above, we have a very clear tradeoff between performance and number of bits. 
In Chapter ‎4, we will show that by dividing the cooperative users into a set of CRs with 
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reporting channel at the expense of a negligible loss in performance compared to EGC. 
The division of CRs will be carried using a bi-threshold energy detector approach 
discussed earlier in [78]. The CRs with reliable local sensing results would send their 
decisions, while others would send their observed energy values to the fusion center.  In 
fact, this is the difference between the work proposed in this thesis and the work in [78] 
in which the authors neglected the CRs with unreliable sensing results, while in this work 
we try to exploit the information of those CRs to improve the performance. We derive the 
closed form expressions for the probability of false alarm   and the probability of 
detection    at the fusion center for the proposed algorithm. Furthermore, we provide a 
closed form expression for the average savings in bits. 
Starting with the next chapter (Chapter 3), we will revisit the wavelet-based spectrum 
sensing approach with the proposed improvements. In Chapter 4, we will revisit the time 
domain approach of spectrum sensing using a bi-threshold energy detector which will 
allow reducing feedback bits over the reporting channel while still harvesting the 
performance benefits from the proposed modified linear combining scheme (Hybrid 
EGC-OR). 
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3 CHAPTER 3 
A NOVEL APPROACH FOR SPECTRUM SENSING 
USING THE WAVELET TRANSFORM 
3.1 Introduction 
 
To mitigate the issue of spectrum scarcity, Cognitive Radio (CR) technology has gained a 
lot of popularity among researchers in recent times. However, the accurate detection of 
holes in the spectrum (white spaces) is still a very challenging task. In this chapter, we 
discuss the power of the Wavelet Transform (WT) in sensing spectrum using an edge-
detection approach. The simulation results show that the WT is robust and 
computationally efficient in wideband spectrum sensing. It allows the CR to quickly and 
accurately identify the number of subbands within the interested wideband. Finally, using 
a simple estimator, the PSDs of each of the subbands is easily calculated. 
The original approach to wavelet-based spectrum sensing [26] has been briefly described 
in‎Chapter‎2.‎The‎wavelet‎ transform‎was‎used‎ to‎detect‎edges‎ in‎ the‎wideband‎signal’s‎
PSD. However, due to the inherent frequency measurement error of the PSD measuring 
devices, such as spectrum analyzer, the resultant wavelet transform coefficients is a 
mixture of true edges and the noise induced edges. In this chapter, we propose various 
techniques to improve the detection of the actual frequency edges. In particular, we 
propose to improve edge detection using median filtering to smooth out the noise 
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disturbance. We also propose the use of multi-scale sum, instead of the previously 
studied multi-scale product. Furthermore, we develop a thresholding method to remove 
the noise induced wavelet coefficients. Finally, we study the effect of using different 
mother wavelets for edge detection. 
 
3.2 Enhancing Edge Detection using Median Filtering 
 
As emphasized in Section ‎2.1.6, there will always be some Gaussian (thermal) noise 
disturbance at the receiver. In order to cope with it, we propose to apply Median Filtering 
to‎the‎received‎signal’s‎PSD       before calculating the wavelet transform coefficients. 
Median filter is a nonlinear digital filtering technique used to remove noise from a signal 
while preserving the edges of the image or signal. Median filtering technique applies 
sliding window to a sequence, where the sliding window runs through the entire signal 
entry by entry, replacing the center value in the window with the median value of all the 
other points in the window [79]. While performing the median filtering operation over a 
noisy sequence, typically, the sliding window is assumed to be of odd length, i.e., having 
a width of 2N+1, where N is some positive integer. At a particular instant, suppose the 
window is centered at sample k in the input sequence, then the time-ordered window of 
2N+1 points can be specified in the vector form as: 
                           (3.1)  
The output of the median filter at the time when the window is centered at sample k in the 
input sequence, denoted as   , can be represented as: 
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                                    (3.2)  
The samples in the window are first reordered based on their rank (magnitude): 
                       (3.3)  
where    denoted the sample of the i
th
 rank. For example, if N=2, and the time-ordered 
samples in the sliding window are: 
                                        (3.4)  
then the rank ordered samples would be: 
                                       . (3.5)  
Thus the median filter output for this example would simple be          . The same 
procedure would be repeated for all the input signal samples. 
 
Figure ‎3.1: Operation of median filter of order 3. 
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Figure ‎3.1 shows the operation of a median filter of order 3. As mentioned before, one of 
the key properties of a median filter is that it does not smear out sharp edges in the input 
signal, as long as the duration of the edge exceeds some critical duration [80]. This 
property makes the median filter a good candidate for a signal smoother. This property 
can be further illustrated using a simple example shown in Figure ‎3.2 [80]. The input 
signal x(n) is fed into a 3
rd
 order median filter, where y(n) represents the output of the 
filter. There exists sharp irregularities in the input signal at n = 6 and n = 11. As shown, 
the output y(n) is found to be exactly the same as input signal. The authors in [80] claim 
that even after increasing the order of median filter to 9, the output y(n) remains the same. 
However, increasing the filter order beyond 9 would smoothen out the discontinuity in 
x(n) and the output becomes flat. Hence, the selected order of the median filter is 
dependent on the required minimum duration of discontinuity that should be preserved 
[81]. 
 
Figure ‎3.2: Edge preserving property of a median filter. 
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In Figure ‎3.3, the observed signal PSD       was the same as the one in Figure ‎2.8. We 
tried several lengths for the sliding window, the order 7 worked best in our case. If we 
increase the order of the median filter beyond 7, the median filter smears out the edges of 
the narrowband, B6, and makes it flat. Consequently, we lose the edge information of 
band B6. Therefore, below we apply a Median filter of order 7 to       in order to get a 
smoothed version of      . We then calculate with the wavelet transform modulus of 
filtered       using the same mother wavelet and corresponding scales as in Section 
‎2.1.6. 
 
Figure ‎3.3: Median Filtering applied to the observed signal PSD 
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Figure ‎3.4: Wavelet transforms modulus, at scales s = 2j, j = 1, 2, 3, and 4, after Median Filtering 
 
Recall from Section ‎2.1.6 (Figure ‎2.8)‎that‎the‎received‎signal’s‎PSD‎contains‎frequency‎
boundaries located at        
                               . Now if we compare 
WT coefficients in Figure ‎2.10 with those in Figure ‎3.4, we find that the coefficients at 
the frequency locations which do not correspond to the actual frequency edges in the PSD 
have been suppressed, and hence, it is clear that the smoothing effect of Median filtering 
does suppress the noise-induced peaks. For example, the first graph in Figure ‎3.4 is WT 
coefficients at scale       , and corresponds to the first graph in Figure ‎2.10. The value 
of the highest noise-wavelet-coefficient in Figure ‎2.10 was 0.2, while the value of the 
highest noise-wavelet-coefficient in Figure ‎3.4 is 0.070. Hence, the WT coefficients (of 
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the median filtered PSD) in Figure ‎3.4 at the frequencies which are not the true frequency 
edges have negligible values as compared to those WT coefficients (without using the 
median filter) found in Figure ‎2.10. 
Although, simulations above showed that performing median filtering results in a smooth 
PSD      , and consequently less spurious local extrema due to noise have been 
observed in the wavelet transform curves, however, we did not get rid entirely of the 
unwanted coefficients. Also, as we discussed earlier in this section, to set the order of the 
median filter, the CR should know beforehand the width of the narrowest band inside the 
wideband of interest. Increasing the order of the median filter unnecessarily may result in 
losing the edge information of a narrowband. Our next effort towards the perfect edge 
detection is the use of multi-scale wavelets as described below. 
 
3.3 Multi-Scale Sum 
 
It was mentioned previously that integration of multi-scale wavelet transform modulus 
could increase the detection performance, as was shown in Figure ‎2.11. However, a close 
examination of Figure ‎2.11 reveals that performance improvement might not be the case 
for all the occupied subbands. To understand this more thoroughly, let us examine Figure 
‎2.8 again. Note that subband B6 is quite narrow as compared to the other occupied 
subbands, B2, B4. As a result, it can be seen clearly in Figure ‎2.10 that in the wavelet 
transform modulus curve at level         , the coefficients at the frequency edges of 
B6 are quite low. Consequently, in the multi-scale product operation of Figure ‎2.11, note 
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that P1234 for B6 is very small. This is because the low coefficients of B6 at level   
       have a dominating effect in the product operation [82]. 
To solve this problem, we can limit ourselves to lower scales. However, we would like to 
use higher scales in the case of non-ideal PSD in Real Channel Environment [82]. At the 
higher scales, the smooth edges in PSD have higher correlation with the scaled wavelets 
and thus are more likely to be detected with the stretched wavelet. Therefore, we propose 
to change slightly the definition in ‎(2.13) to get a formula for the multi-scale sum as: 
          ∑       
      
 
   
 (3.6)  
Observe the comparison of multi-scale product and multi-scale sum in Figure ‎3.5 for 
scales 1, 2, 3, 4. Here, P1234 represents the product operation of ‎(2.13), while H1234 
represent the sum operation of ‎(3.6). From the comparison of multi-scale product and 
multi-scale sum in Figure ‎3.5, it is obvious that multi-scale sum has some performance 
advantage over multi-scale product for edge detection purposes. For example, consider 
the frequency edges shown in Figure ‎3.5. At the boundaries of band B2, the WT 
coefficients for the multi-scale product values are 0.07167 and 0.04911, respectively, 
while for multi-scale sum the values are 2.13 and 1.962, respectively. At the boundaries 
of band B4, the multi-scale product values are 0.113 and 0.1353, respectively, while for 
multi-scale sum the values are 2.4 and 2.529. Finally for the boundaries of the narrow 
band B6, the values of the multi-scale product are 0.004467 and 0.008125, respectively, 
while for the multi-scale sum the values are 1.64 and 1.783, respectively. The 
performance of multi-scale sum is better than multi-scale product simply because, unlike 
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in multi-scale product, in the multi-scale sum, small value of coefficients at higher scales 
do not suppress other coefficients at lower scales when we combine coefficients across 
higher and lower scales. 
   
Figure ‎3.5: Example 1: Performance comparison of Multi-scale product and Multi-scale sum; scales s = 2j, j = 1, 
2, 3, and 4.‎(a)‎Original‎signal’s‎PSD. (b) Multi-scale product. (c) Multi-scale sum 
 
Let’s‎take‎another‎example, in Figure ‎3.6, of a wideband signal snapshot where the range 
of wideband spectrum is the same as before, i.e., [0, 250] MHz. Here the simulated 
received‎ signal’s‎PSD‎ shows‎ that‎ only‎ two‎bands‎ (B3 and B5) out of the 7 bands have 
higher PSD values, which implies that only two bands are being utilized by the 
corresponding primary users. The frequency boundaries of the occupied bands are located 
Problem of noise-wavelet-
coefficients is still there 
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at,                     and                    . For comparison 
between multi-scale product and multi-scale shown in Figure ‎3.6, consider the frequency 
boundaries of band B3, the WT coefficients for the multi-scale product values are 0.1655 
and 0.1741, respectively, while for multi-scale sum the values are 2.652 and 2.682, 
respectively. Also, at the boundaries of band B5, the multi-scale product values are 
0.04584 and 0.04678, respectively, while for multi-scale sum the values are 1.971 and 
1.979, respectively. 
 
Figure ‎3.6: Example 2: Performance comparison of Multi-scale product and Multi-scale sum; scales s = 2j, j = 1, 
2, 3, and 4.‎(a)‎Original‎signal’s‎PSD.‎(b)‎Multi-scale product. (c) Multi-scale sum 
 
Although, using the sum operation across the multi-scale wavelets does improve the 
coefficients’‎values‎corresponding‎to‎the‎true‎frequency‎edges‎in‎the‎PSD,‎however,‎the‎
Problem of noise-wavelet-coefficients 
is still there 
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problem of noise-wavelet-coefficients still exists. Our next effort towards the perfect 
edge detection is to develop a simple yet effective method to threshold the noise-wavelet-
coefficients while restricting the computation of the WT for only one scale. 
 
3.4 Thresholding of Noise-Coefficients 
 
We explained in Section ‎2.1.6 that‎the‎disturbance‎in‎the‎received‎signal’s‎PSD       due 
to thermal noise is a challenge in estimating the exact frequency boundaries of subbands. 
This is because; the wavelet transform coefficients curves contain peaks not only due to 
spectrum edges, but also due the Gaussian (thermal) noise. Consequently, it is not 
straightforward to extract frequency edges from CWT coefficients directly and use these 
in equations ‎(2.7) and ‎(2.8) to estimate the PSD levels    
     
   . To this end, we propose 
the following strategy. 
We checked the data sheets from a couple of famous manufacturers of Spectrum 
Analyzers, e.g., Agilent [33] and Anritsu [32]. Based on the reported Absolute Frequency 
error, our simulations first calculated separately the CWT of Gaussian noise with zero-
mean and    . We stored the maximum value of Gaussian-noise-CWT coefficient. 
After that, in the simulations, the CWT, with scale s = 2
1
, was performed on the received 
signal’s‎ PSD      . We thresholded the CWT coefficients of        such that all the 
coefficients which were below or equal to the maximum value of Gaussian-noise-CWT 
coefficient were set to zero. This way, we were left only with true peaks corresponding to 
the frequency edges. Figure ‎3.7 demonstrates the results. 
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Figure ‎3.7: Thresholding of Noise-coefficients applied to the WT modulus of Figure ‎2.10, at scale s = 21. (a) 
Original‎signal’s‎PSD,      . (b) CWT coefficients of        without the thresholding of noise-induced 
coefficients (c) CWT coefficients of        after the thresholding of noise-induced coefficients. (d) The estimated 
PSD after thresholding noise-induced coefficients and removing the estimated noise PSD,  ̂    . 
 
In Figure ‎3.7, the first curve shows the PSD       of interest. It is the same PSD as was 
used in Section ‎2.1.6; Figure ‎2.8.The second curve shows CWT coefficients at scale   
  , where noise-induced spurious local maxima are also evident. However, the third 
curve shows the peaks where the noise-coefficients have been filtered out, and these 
peaks correspond to the true edges in      ,        
   . Hence, the perfect identification of 
true frequency edges has been performed by our thresholding scheme. 
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After        
    have been detected, equations ‎(2.7) and ‎(2.8) were used as a simple 
spectral density estimator to estimate the noise and signal PSD levels (Figure ‎3.7 (d)). 
The estimated values are: 
  ̂ 
                                                                        corresponding 
to the true signal PSD values [0, 24, 3, 30, 0, 36, 0] respectively, and 
 ̂             
corresponding to the true noise PSD value 10. 
From these estimated values, it is clear that our method provides very satisfactory 
detection results. 
 
3.5 Effect of Using Different Mother Wavelets in Spectrum Sensing 
 
There has been a little discussion found in the literature on the use of the simple Haar 
wavelet system for the purpose of spectrum sensing [83], [84], [85]. Authors argue that 
when the spectrum of interest contains abrupt/sharp changes, as is the case with our 
simulations, the use of Haar mother-wavelet is more appropriate to capture the edges at 
multiple resolutions. On the other hand, Gaussian mother-wavelet was employed when 
the spectrum of interest exhibits smooth edges/singularities. Such smooth type of PSD is 
the result of either the unideality of RF filter in transmitter, or the multipath fading and/or 
Doppler effect in real channel environment [82]. 
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In all the previous examples of wavelet-based sensing that are shown in this chapter, we 
have used Gaussian wavelet for the purpose of spectrum sensing. Now we will discuss 
other mother wavelets. The results shown in Figure ‎3.9 are obtained using the Haar 
wavelet (Figure ‎3.8). It can be seen in Figure ‎3.9 that there are slight differences in the 
curves corresponding to different scales. The wavelet transform is essentially a 
correlation between the wavelets and the signal that is to be analyzed, and the resultant 
coefficients are the measure of that correlation. Since the PSD in Figure ‎2.8 is piecewise 
flat, Haar wavelet shows more correlation when we evaluate the coefficients, even at 
higher scales, as compared to those evaluated by Gaussian wavelet in Figure ‎2.10. 
 
 
Figure ‎3.8: Haar wavelet 
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Figure ‎3.9: Wavelet transform modulus curves using Haar wavelet at scales s = 2j, j = 1, 2, 3, and 4. 
 
Figure ‎3.11 is an example of using biorthogonal wavelet (Figure ‎3.10) for the purpose of 
edge detection. The PSD used here is shown in Figure ‎2.8. As compared to haar wavelet, 
although the wavelet coefficients using the biorthogonal wavelet is smoother, yet the 
information about the frequency edges of the PSD is intact even at higher scales. 
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Figure ‎3.10: Biorthogonal wavelet 
 
  
 
Figure ‎3.11: Wavelet transform modulus curves using biorthogonal wavelet at scales s = 2j, j = 1, 2, 3, and 4. 
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3.6 Summary  
 
In this chapter, we discussed a frequency domain approach to spectrum sensing. Mainly, 
we showed that the WT can be effectively used to identify frequency boundaries of the 
sub bands within a wideband of interest. We proposed several techniques to improve the 
detection of frequency edges, such as the application of median filtering, the use of 
multiscale sum, and the development of a simple method for thresholding of noise-
wavelet-coefficients. The accompanying simulations showed that our methods provide 
excellent performance. Last but not the least; we extended the wavelet analysis to cover 
other types of mother wavelets besides the Gaussian wavelet. We showed that for the 
case of sharp-edged PSD, the Gaussian wavelet is not the best choice to detect 
narrowband edges, rather, Haar and biorthogonal wavelets produce better results. 
In the next chapter (Chapter ‎4), we will investigate the problem of spectrum sensing in 
time domain. Mainly, we will focus on the use of a bi-threshold energy detector and 
develop an algorithm to reduce the communication burden over the reporting channel at 
the cost of a negligible performance loss. We will show that using a combination of hard-
decision and soft-decision CRs, we can achieve a performance close to EGC, yet we can 
save a lot of feedback bits over the feedback/reporting channel as compared to EGC. We 
will derive the close form expressions for the performance analysis of the proposed 
hybrid approach, as well as for the bits saving over the reporting channel.  
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4 CHAPTER 4 
HYBRID COOPERATIVE SPECTRUM SENSING 
ALGORITHM USING ENERGY DETECTOR 
4.1 Introduction 
 
In this chapter, we propose a new hybrid technique for cooperative spectrum sensing 
(CSS) in cognitive radio oriented wireless networks (CROWN) in which we combine 
hard and soft decisions. A two-threshold energy detector is used at each CR to classify it 
as either a hard-decision CR (HDCR) or a soft-decision CR (SDCR). While the HDCRs 
transmit a binary decision to the fusion center, the SDCRs only transmit a quantized 
version of their measured energies. We show that the proposed technique can drastically 
reduce the number of feedback bits at the cost of a negligible loss in performance 
compared to equal gain combining (EGC). We derive the closed form expressions for the 
probability of detection      and the probability of false alarm     . Furthermore, we 
derive a closed form expression for the average savings in the total number of feedback 
bits. We validate our derivations using simulations under AWGN and Rayleigh fading 
environments. 
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4.2 System Model 
 
In our system model, we consider a centralized cooperative SS network with N CRs. 
Each of the cooperating CRs uses a bi-threshold energy detector [78] as shown in Figure 
‎4.1. The two thresholds    and    are used to measure the reliability of the decision on 
the received energy, Yi. The received energy value, Yi, can fall in one of three regions as 
shown in Fig. 1. If Yi is less than   , “Decision‎ H0”‎ is‎ sent,‎ while‎ if‎ Yi exceeds   , 
“Decision H1”‎ is‎sent.‎The‎fuzzy‎region‎models‎ the‎situation‎where‎ the‎energy‎value‎ is‎
not reliable enough for the CR to make a hard decision. The CRs whose received energy 
falls in the fuzzy region would directly report their received energy to the fusion center. 
Finally, the fusion center will combine all the soft- and hard-decisions into a single hard 
decision; the presence or the absence of the primary user. 
 
Figure ‎4.1: Bi-threshold energy detector with three regions. 
 
Based on the above description of the model, we outline below the different steps of the 
proposed cooperative spectrum sensing algorithm: 
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1) Each of the N cooperating CRs performs independent spectrum sensing of the 
targeted frequency band and, based on the observed energy value, Yi, sends either 
its hard-decision (HDi), H0 or H1, or the received energy value Yi to the fusion 
center. The fusion center (FC) thus receives the following types of information 
from each CR: 
      {
                 
                 
                   (4.1)  
where, the hard decision HDi can be either H0 (absent) at which case a binary 0 
will be transmitted or H1 (present) at which case a binary 1 will be transmitted. 
     {
                 
                        
  (4.2)  
2) Suppose now that K out of N cognitive users report HDs, and N-K users report 
energies to the fusion center. The fusion center will first take an initial decision 
(soft decision) by adding all the reported raw energies from N-K users using EGC 
scheme [36]. The soft decision (SD) is represented as follows: 
    
{
 
 
 
             ∑     
   
   
                  ∑     
   
   
  (4.3)  
where   used in soft decision can be calculated using Eq. (10) from [43]. 
3) The fusion center will then make the final decision (FD) as follows: 
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    {
          ∑   
 
   
  
                                 
 (4.4)  
Hence, the fusion center will assume that the targeted frequency band is available 
for secondary usage only if the combination of hard- and soft-decision is equal to 
0. 
 
4.3 Performance Analysis of the Proposed Cooperative Spectrum 
Sensing Algorithm 
 
In this section, we derive the closed form expressions for the probability of misdetection 
(Qm), the probability of detection (Qd), and the probability of false-alarm (Qf). Let us start 
by defining the probability that a given CR receives an energy value in the fuzzy region 
by                |                  and               |    
            , under hypotheses H0 and H1, respectively. The functions GY(.) and FY(.) 
are defined as: 
                  (4.5)  
                   (4.6)  
We also define the probability of misdetection Pm, the probability of detection Pd, and the 
probability of false-alarm Pf, for a single CR as: 
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               |    (4.7)  
               |                (4.8)  
               |     (4.9)  
Now, we define the cooperative probability of misdetection, Qm as: 
           |     (4.10)  
Using the total probability theorem, 
             |               |     
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where               is the probability of detection for EGC with N-K users, and is 
defined as: 
                 (∑     
   
   
|  )  (4.12)  
The cooperative probability of detection Qd is readily expressed as: 
          (4.13)  
On the other hand, we express the cooperative probability of false-alarm (Qf) as: 
           |             |     (4.14)  
Again using the total probability theorem: 
                |               |      
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(4.15)  
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}  (4.16)  
where               is the probability of false alarm for EGC with N-K users  and is 
defined as: 
                 (∑     
   
   
|  )  (4.17)  
In ‎(4.12) above, the exact expression of                depends on the wireless 
environment considered. In the case of Additive White Gaussian Noise (AWGN), ‎(2.32) 
can be used [36]. On the other hand,               , for independent and identically 
distributed (i.i.d) Rayleigh fading diversity branches, is given as ‎(2.33) [36]. 
In ‎(4.17) above,                does not depend on the wireless channel statistics, and is 
simply given by ‎(2.31) [43]. 
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Note that in our proposed spectrum sensing algorithm, if we neglect the energy values 
from the users that fall in the fuzzy region, and base our final decision on hard decisions 
only, we will end up with the following expressions for and   ,   , and   , 
respectively, which are corrected version of the expressions derived in [78]: 
              |              
  (4.18)  
              |              
  (4.19)  
 
             |        
    
         
    
          
  
(4.20)  
 
4.4 Bit Savings in the Reporting Channel 
 
In order to determine the average communication load over the feedback (reporting) 
channel, we need first to note that, in any spectrum sensing cycle, the fusion center 
receives              bits in total (assuming K HDCRs), where m is the number 
of bits used to send the quantized energy values to the fusion center. 
Let us start by defining    as‎the‎event‎of‎having‎“K cognitive users report hard decisions 
to the fusion center”.  The probability of event    is just:                  
    
 . Also define        as the event of‎having‎“(N-K) users report their energies to the 
fusion center”. The probability of the event       can be written as:   (      )  
          
     . For simplicity let us use P0 and P1 for        and        
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respectively which represent the probabilities of the primary user being absent and 
present, respectively. Using the above assumptions, the average number of users 
reporting their energies can be expressed as: 
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              (4.24)  
where Kavg is the average number of CRs with hard decisions [78], which can be also 
expressed as                                             . 
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Once the average number of users with soft decisions,    , is known, the total average 
number of bits      can be expressed as: 
                 (4.25)  
        (      ) (4.26)  
                (4.27)  
                (4.28)  
Finally, the normalized total average number of feedback bits becomes: 
  ̅  
     
 
         ̅  (4.29)  
where  ̅  
    
 
 [78]. 
From expression ‎(4.29), we note that the total normalized average number of feedback 
bits is always less than m. Therefore, in our proposed cooperative spectrum sensing 
algorithm, the average number of sensing bits is always smaller than that of conventional 
single-threshold EGC scheme in which every cooperative cognitive user send m bits to 
the fusion center. Note that, as      (   and    coincides), the normalized average 
number of reporting bits  ̅ converges to 1, while as      (distance between    and    
approaches infinity), the normalized average number of reporting bits  ̅ becomes m, 
which corresponds to the case of single-threshold EGC. 
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4.5 Numerical Examples 
 
In this section, we present a sample of simulation results to demonstrate the performance 
of the cooperative spectrum sensing algorithm proposed in this chapter. In our simulation 
results, we assume that the system has time-bandwidth product, u = 5, N = 10 CRs and 
each CR is subjected to: 1) AWGN, 2) Rayleigh fading, respectively. 
 
Figure ‎4.2: ROCs for the proposed algorithm, conventional EGC, and conventional OR under AWGN (SNR 4 
dB). 
 
Figure ‎4.2 and Figure ‎4.3 examine the AWGN case with SNR = 4 dB and SNR = 6 dB, 
respectively. The ROC performance of three schemes is compared; namely, the 
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conventional EGC (data fusion), the conventional OR-rule (decision fusion), and the 
proposed hybrid EGC-OR scheme. The hybrid EGC-OR scheme is examined for 
different values of   , which is proportional to the width of the fuzzy region. The 
performance of our proposed hybrid EGC-OR scheme lies between the two conventional 
schemes. 
 
Figure ‎4.3: ROCs for the proposed algorithm, conventional EGC, and conventional OR under AWGN (SNR 6 
dB). 
 
Figure ‎4.4 and Figure ‎4.5, repeat the same experiment in the case of Rayleigh channel 
with SNR = 6 dB and SNR = 8 dB, respectively. We note that, under both of the wireless 
environments, the performance of our proposed Hybrid EGC-OR lies in between the two 
conventional single-threshold schemes. For small   , the performance of Hybrid ECG-
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OR is close to decision-fusion scheme (OR rule). However, as    increases, the 
performance of Hybrid EGC-OR approaches that of data-fusion scheme (EGC) but with a 
much smaller number of feedback bits as shown in Figure ‎4.6 - Figure ‎4.9. The two 
thresholds, i.e.,    and   , for the proposed approach was found numerically from ‎(4.16) 
using the grid search method for a given    and a given Qf. 
 
 
Figure ‎4.4: ROCs for the proposed algorithm, conventional EGC, and conventional OR under Rayleigh fading 
(SNR = 6 dB). 
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Figure ‎4.5: ROCs for the proposed algorithm, conventional EGC, and conventional OR under Rayleigh fading 
(SNR = 8 dB). 
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Figure ‎4.6: AWGN case (SNR = 4 dB): Normalized average number of bits per user  ̅ Vs. Qf. 
 
Figure ‎4.6 and Figure ‎4.7 compare the average required feedback bits of the three 
schemes under the same scenarios considered in Figure ‎4.2 and Figure ‎4.3, respectively. 
As can be seen in these figures, for        the average required number of feedback 
bits decreases from 4-bits/CR to 2.36-bits/CR for each sensing cycle in the case of 
AWGN (for most of the Qf  range) while the ROC performance stays well above the OR-
rule and close to that of the conventional EGC. 
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Figure ‎4.7: AWGN case (SNR = 6 dB): Normalized average number of bits per user  ̅ Vs. Qf. 
 
 
 
 
 
 
 
 
10
-4
10
-3
10
-2
10
-1
10
0
0
1
2
3
4
5
6
7
8
AWGN: 7B vs Qf (u = 5, SN RdB = 6, CRs = 10, Bit s/ Energy = 4)
Probability of False Alarm (Q
f
)
7 B
 
 
Conventional EGC
Conventional OR
Hybrid EGC-OR: 
0
 = 0.01
Hybrid EGC-OR: 
0
 = 0.05
Hybrid EGC-OR: 
0
 = 0.1
Hybrid EGC-OR: 
0
 = 0.2
94 
 
 
Figure ‎4.8: Rayleigh fading case (SNR = 6 dB): Normalized average number of bits per user  ̅ Vs. Qf. 
 
Similarly, Figure ‎4.8 and Figure ‎4.9 (Rayleigh fading cases) compare the average 
required feedback bits of the three schemes under the same scenarios considered in 
Figure ‎4.4 and Figure ‎4.5, respectively. It can be seen from these figures that under 
Rayleigh fading, the average required number of feedback bits decreases from 4-bits/CR 
(conventional EGC) to an average of 2-bits/CR (averaged over the Qf range) for each 
sensing cycle when       . At the same time, the ROC performance is very close to 
that of the conventional EGC, especially for high SNR and high values of Qf. For 
example, under Rayleigh fading, SNR = 8 dB, Qf = 10
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bits decreases by almost 50% or more from the EGC (from 4-bits/CR to 2-bits/CR) as 
shown in Figure ‎4.9, while Qd decreases by only 0.003 as shown in Figure ‎4.5. 
 
Figure ‎4.9: Rayleigh fading case (SNR = 8 dB): Normalized average number of bits per user  ̅ Vs. Qf. 
 
This shows that the proposed scheme can substantially reduce the average required 
number of feedback bits while keeping the performance very close to that of the EGC. 
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4.6 Summary 
 
In this chapter, using a bi-threshold energy detector, we developed a hybrid linear 
combing scheme, Hybrid EGC-OR. We derived the corresponding closed form 
expression for the performance of our proposed Hybrid EGC-OR scheme. Through 
simulations it was shown that our proposed algorithm sufficiently reduces the feedback 
bits over the reporting channel while achieving performance close to that of EGC. 
In the next chapter (Chapter ‎5), we present the conclusion for the thesis and future 
directions of our work. 
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5 CHAPTER 5 
CONCLUSION AND FUTURE WORK 
5.1 Summary of Results 
 
Cognitive Radio has gained a lot of popularity among researchers in the last few years. 
However, the accurate detection of holes in the spectrum is still a very challenging task. 
In this thesis we proposed various techniques to perform robust spectrum sensing. In the 
first part, we addressed the spectrum sensing problem in the frequency domain, while in 
the second part we deal with the time domain view of the problem. 
In the frequency domain, we discussed the power of the Wavelet Transform in sensing 
spectrum using an edge-detection approach [26]. Several extensions for improvement in 
wavelet-based spectrum sensing have been addressed and corresponding simulations 
have been shown. The simulations showed that performing median filtering results in a 
smooth PSD      , and consequently less spurious local extrema due to noise have been 
observed in the wavelet transform curves. Furthermore, a simple yet effective method for 
thresholding the noise-wavelet-coefficients was presented. The targeted spectrum was a 
wide band spectrum which would require high sampling rates in order to properly 
characterize the wide band spectrum. However, we could reduce this complexity by 
inserting guard bands during CR transmission or when the primary goal of the wavelet 
approach is a rough estimation of spectrum holes [26]. During off-load hours, there will 
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be spectrum-holes even within a specific band {Bn}. In such a case, the overall operation 
of the wavelet approach will not be affected negatively, since the wavelet technique will 
still be able to identify those holes. 
For the time domain approach, we proposed a hybrid cooperative spectrum sensing 
algorithm which combines decision fusion and data fusion techniques using bi-threshold 
energy detector at the distributed CRs. Closed form expressions for the ROC 
performance and the average number of reporting bits of the proposed algorithm were 
obtained and simulated. It was shown that at the cost of a negligible performance loss 
from the EGC, the average number of reporting bits dramatically decreases from that of 
the EGC. Therefore, the proposed algorithm reduces the communication burden over the 
reporting channels as compared to EGC. 
 
5.2 Future directions: Wavelet Detection 
 
As a continuation of our work for the improvement of Wavelet based sensing, we would 
like to propose some extensions of the work into the following directions: 
 
5.2.1 Extension of the work over the Frequency-Selective Fading 
 
Such a case will be a more realistic in practical applications. This case is more 
challenging since the PSD levels within the occupied frequency sub-bands will no longer 
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be flat and hence it will affect the sensing results. One can investigate the different types 
of wavelet decompositions including wavelet packets which are optimal in the sense of 
entropy. 
 
5.2.2 Performance analysis with non-Gaussian noise 
 
So far, the noise in the received wideband signal (Equation ‎(2.6)) was assumed to be 
white, and hence the frequency components of this noise was flat. An interesting 
direction for future research is to see the effect of other types of noises whose power 
spectral density is no longer flat. 
 
5.3 Future directions: Energy Detection 
 
As a continuation of our work on energy detection based sensing, the bi-threshold energy 
detector can further be explored. Specifically, one can investigate to utilize more 
effectively the observations of the CRs whose‎energies‎ fall‎ in‎ the‎ “Fuzzy region”.‎The‎
proposed approaches are: 
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5.3.1 Apply Particle Swarm Optimization to fuzzy CRs 
 
One direction for future research is to apply particle swarm optimization (PSO) for the 
CRs that‎fall‎into‎the‎“Fuzzy‎region”.‎Instead‎of‎blindly‎combining‎the‎received‎energies‎
from the fuzzy CRs, the fusion center may combine the energies in an optimal fashion 
using the popular particle swarm optimization technique [86]. PSO is a population based, 
stochastic optimization approach designed to mimic the social behavior of flock of birds, 
where each particle in a population is a candidate solution to the optimization problem. 
The fusion center would use the PSO algorithm to obtain the optimal weights for the 
received energies from the fuzzy CRs. The calculation of these weights depends on a 
fitness function which takes into consideration the noise variances of the fuzzy CRs. 
Energy combining using optimal weights is expected to improve performance over the 
EGC technique when each fuzzy CR has a different local SNR. 
 
5.3.2 A New Estimate of the Energy Statistic 
 
The energy detector model described in Section ‎2.2 provides the decision statistic by first 
passing the observed signal through a band-pass filter, followed by the squaring device 
and then the sum operation is performed over the squared samples. The statistical 
distribution of the decision statistic, Y, obtained in this manner is represented as in 
Equation ‎(2.16). As a future work, we can modify the model of the energy detector in 
such a way that the sum operation precedes the squaring device. Doing so, the resultant 
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decision statistic, Y, would be different as compared to that of Equation ‎(2.16), and 
further mathematical analysis would be needed to investigate the performance of the 
modified energy detector.  
 
5.3.3 Effect of different types of noise 
 
As a more challenging task, one would also like to investigate the case where a non-
Gaussian noise in the received signal (see Equation ‎(2.15)) is considered, such as 
impulsive noise. In this case, the decision statistic Y (Equation ‎(2.16)) will no longer be a 
chi-square distributed random variable. With the change in the distribution statistics, Y, 
probably the performance of the energy detector will also be changed. This problem 
would need further mathematical analysis in order to derive new equations for the 
performance of the energy detector. 
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