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Finite determinacy of matrices over local rings.
Tangent modules to the miniversal deformation for R-linear group actions.
Genrich Belitskii and Dmitry Kerner
Abstract. We consider matrices with entries in a local ring, Matm×n(R). Fix a group action, G  Matm×n(R), and a subset of
allowed deformations, Σ ⊆ Matm×n(R). The standard question in Singularity Theory is the finite-(Σ, G)-determinacy of matrices.
Finite determinacy implies algebraizability and is equivalent to a stronger notion: stable algebraizability.
In our previous work this determinacy question was reduced to the study of the tangent spaces T(Σ,A), T(GA,A), and their quotient,
the tangent module to the miniversal deformation, T 1
(Σ,G,A)
= T(Σ,A)upslopeT(GA,A)
. In particular, the order of determinacy is controlled
by the annihilator of this tangent module, ann(T 1
(Σ,G,A)
).
In this work we study this tangent module for the group action GL(m,R)×GL(n,R) Matm×n(R) and various natural subgroups
of it.
We obtain ready-to-use criteria of determinacy for deformations of (embedded) modules, (skew-)symmetric forms, filtered modules,
filtered morphisms of filtered modules, chains of modules and others.
1. Introduction
1.1. Setup. Let R be a (commutative, associative) local ring over some base field k of zero characteristic. (The simplest examples
are k[[x]], C{x}, and C∞(Rp, 0).) Denote by m ⊂ R the maximal ideal and by Matm×n(R) the R-module of m×n matrices with
entries in R. We always assume m ≤ n, otherwise one can transpose the matrix.
Various groups act on Matm×n(R), we consider mostly the following actions.
Example 1.1. Let A ∈Matm×n(R).
i. The left multiplications Gl := GL(m,R), the right and the two-sided multiplications Gr := GL(n,R), Glr := Gl × Gr.
Matrices considered up to Gr-transformations correspond to the embedded modules, Im(A) ⊂ R⊕m. Matrices considered up
to Glr-transformations correspond to the non-embedded modules, coker(A) = R
⊕m
upslopeIm(A) .
ii. The congruence, Gcongr = GL(m,R)  Matm×m(R), acts by A → UAU t. Matrices considered up to the congruence
correspond to the bilinear/symmetric/skew-symmetric forms. The conjugation, Gconj = GL(m,R)  Matm×m(R), acts by
A→ UAU−1. This action is important in representation theory.
iii. Fix some ordered compositions, m =
k∑
i=1
mi, n =
k∑
j=1
nj . Take the corresponding block-structure on the matrix, i.e. A =
{Aij}1≤i,j≤k, Aij ∈Matmi×nj (R). Denote by Matup{mi}×{nj}(R) the set of the upper-block-triangular matrices, i.e. Aij = O
for i > j. Thus Matup{mi}×{nj}(R) is a free direct summand of Matm×n(R). Accordingly we consider the groups
(1) Gupl := Gl ∩Matup{mi}×{mj}(R), Gupr := Gr ∩Mat
up
{ni}×{nj}
(R) and Guplr := G
up
l ×Gupr .
The upper-block-triangular matrices considered up to the Gupr -equivalence correspond to the submodules of R
⊕m filtered by
chains of direct summands of R⊕m. The upper-block-triangular matrices considered up to the Guplr -equivalence correspond to
filtered homomorphisms of filtered free modules. (See §4.3 for more detail.)
We study deformations of matrices. In applications one often deforms a matrix not inside the whole Matm×n(R) but only
inside a “deformation subspace” (a subset of prescribed deformations), A A+B, A+B ∈ Σ ⊆Matm×n(R).
In this paper the subset Σ− {A} ⊆Matm×n(R) is a submodule. Besides the trivial choice Σ =Matm×n(R), we mostly work
with the following submodules.
Example 1.2. i. The congruence of (skew-)symmetric matrices, A
Gcongr∼ UAU t, U ∈ GL(m,R), preserves the (skew-) sym-
metry. Thus it is natural to deform the matrix by the (skew-)symmetric matrices only, i.e. Σ = Matsymm×m(R) or Σ =
Mat
skew−sym
m×m (R).
ii. Similarly, it is natural to deform an upper-block-triangular matrix only inside Matup{mi}×{nj}(R).
iii. Sometimes one deforms only by “higher order terms”, e.g. Σ = {A}+Matm×m(J) or Σ = {A}+Matsymm×m(J), for some ideal
J ⊂ R.
Recall that over a local ring any matrix is Glr-equivalent to a block-diagonal, A
Glr∼ 1I ⊕ A˜, where all the entries of A˜ lie in
the maximal ideal m, i.e. vanish at the origin of Spec(R). Similar statements hold for (skew-)symmetric matrices with respect to
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Gcongr, see Proposition 3.1. This splitting is natural in various senses and is standard in Commutative Algebra, Singularity Theory
and other fields. Often it is A˜ that carries all the essential information. Therefore we often assume A|0 = O, i.e. A ∈Matm×n(m).
1.2. The tangent spaces. Fix an action G  Matm×n(R), a deformation space Σ ⊆ Matm×n(R), and a matrix A ∈ Σ. We
assume that the orbit GA and the deformation space possess well defined tangent spaces at A, which are R-modules. While
the general definitions/conditions are technical (see [B.K.1]), in all the cases relevant to our paper the tangent spaces are “the
expected ones”, see §3.8.
The standard approach of deformation theory is to establish the existence of the miniversal (semi-universal) deformation
and, when the later exists, to understand/to compute its tangent cone. Accordingly one passes from the study of the germs
(GA,A) ⊆ (Σ, A), to the study of the tangent spaces, T(GA,A) ⊆ T(Σ,A).
Much of the information about the deformation problem is encoded in the quotient module
(2) T 1(Σ,G,A) :=
T(Σ,A)upslopeT(GA,A) .
This R-module is the tangent space to the miniversal deformation, when the later exists and is smooth. It often controls the
deformation theory of modules, (skew-)symmetric forms and other objects. In Singularity Theory such a module is known as the
Tjurina algebra for the contact equivalence, and the Milnor algebra for the right equivalence, [AGLV-1].
This module T 1(Σ,G,A) is the main object of our study.
1.3. Finite and infinite determinacy. The (Σ, G)-order of determinacy of A is the minimal number k ≤ ∞ satisfying: if
A,A1 ∈ Σ and jetk(A) = jetk(A1) then A1 ∈ GA. Here jetk is the projection Matm×n(R) jetk→ Matm×n(Rupslopemk+1 ). More precisely:
Definition 1.3. ordΣG(A) := min
{
k| Σ ∩ ({A}+Matm×n(mk+1)) ⊆ GA} ≤ ∞.
(We assume that the minimum is taken here over a non-empty set.)
If ordΣG(A) <∞ then A is called finitely-(Σ, G)-determined. In words: A is determined (up to G-equivalence) by a finite number
of terms of its Taylor expansion at the origin.
Usually R contains a polynomial subring, k[x]upslopeI , with the property m = R · (x), i.e. the elements of R are power series/functions
in x. Then an immediate consequence of finite determinacy is the algebraization: A is G-equivalent to a matrix of polynomials in
x. Moreover, the order of determinacy gives an upper bound on the degrees of polynomials. We show that the finite determinacy
is equivalent to the stable algebraizability (a strengthening of the ordinary algebraizability), see §2.7 and §3.12.
If ordΣG(A) = ∞ the matrix is called infinitely determined. This condition is empty when m∞ := ∩
k>0
m
k = {0}. But for some
rings {0} 6= m∞ ⊂ R, then even the infinite determinacy is a non-trivial property. (The main example is the ring of germs of
smooth functions, R = C∞(Rp, 0), and its sub-quotients.) In this case A is determined (up to G-equivalence) by its image under
the m-adic completion, Â ∈Matm×n(R̂), i.e. its full Taylor expansion at the origin.
The finite and infinite determinacies are fundamental notions of Singularity Theory. For Algebraic Geometry/Commutative
Algebra the finite determinacy means (roughly) “the deformation theory is essentially finite dimensional”. More generally, as the
determinacy expresses the “minimal stability”, it is important in any area dealing with matrices over rings (or matrix families or
matrices depending on parameters).
See §2.9 for further motivation and §2.10 for a brief overview and the relation of our work to the known results.
In [B.K.1] we have reduced the study of determinacy to the understanding of the support/annihilator of the module T 1(G,Σ,A).
The matrix A is (in)finitely determined iff mNT(Σ,A) ⊆ T(GA,A) for some N ≤ ∞, equivalently mNT 1(G,Σ,A) = {0} or mN ⊆
ann(T 1(G,Σ,A)). The order of determinacy is fixed by the annihilator ann(T
1
(G,Σ,A)), see §3.11 for more detail.
For Artinian rings the finite determinacy is not interesting, e.g. if mN+1 = {0} then any matrix over R is trivially N -
determined. Therefore in this paper we often assume that R is not Artinian, i.e. mN 6= {0} for any N < ∞. Geometrically this
means: dim(Spec(R)) > 0.
1.4. Contents of the paper. The results of [B.K.1] reduce the study of (in)finite determinacy to the computation of the support
of T 1(Σ,G,A), i.e. the annihilator ideal ann(T
1
(Σ,G,A)). In the current paper we study the module T
1
(Σ,G,A) and its support for the
R-linear actions G Matm×n(R) of example 1.1.
One could begin from a completely general (set-theoretic) action G  Matm×n(R). However, if an action G  Matm×n(R)
is R-linear (though does not necessarily preserve the row/column structure) and sends the degenerate matrices to degenerate
(quite a reasonable assumption!) then G ⊆ Glr. This property is proved in §3.6, it belongs to the area of “preserver problems on
matrices”, exhaustively studied for matrices over fields, but less known for matrices over rings. Therefore example 1.1 contains
the main “reasonable” cases.
We compute (or at least bound) the annihilator ann(T 1(Σ,G,A)), the main results are stated in §2. This gives the ready-to-use
criteria to determine (or at least to bound) ordΣG(A) for various group-actions. We observe the standard dichotomy: for a given
data (m,n, dim(R), G  Σ ⊆ Matm×n(R)) either there are no finitely determined matrices in Matm×n(m) ∩ Σ, or the generic
finite determinacy holds.
3The proofs of these results, corollaries/examples and further developments are in §4. In many cases we strengthen (generalize
and quantify) both the classical and the relatively recent results.
In §3 we collect the needed background material: determinantal ideals and Pfaffian ideals, annihilator-of-cokernel, the integral
closure of ideals and modules, the matrix preservers, tangent spaces to the group orbits, approximation properties and the main
result of [B.K.1].
1.5. Acknowledgements. Many thanks to A.Fernandez-Boix, R.-O. Buchweitz, V. Grandjean, G.-M. Greuel, V. Kodiyalam and
M. Leyenson for helpful/informative discussions and to L. Molna´r, V.V. Sergeichuk for the much needed references on the “matrix
preservers” problems. Finally, we thank the anonymous referee for careful reading of the paper and valuable suggestions.
2. The main results
Below we state the main theorems and corollaries. Their proofs and examples are in §4.
Unless stated otherwise, R is just a commutative unital ring, not necessarily local or Noetherian.
2.1. Notations and Conventions. We denote by x the multivariable x1, . . . , xp.
Let A ∈ Matm×n(R) and denote by Ij(A) the determinantal ideal of all the j × j minors. Denote by ann.coker(A) the
annihilator-of-cokernel ideal of the homomorphism of free modules R⊕n
A→ R⊕m. The properties/relation/computability of these
ideals are discussed in §3.2.
We often use the ideal quotient, (I : J) = {f ∈ R| fJ ⊆ I} and the integral closure of ideals I ⊆ I, see §3.4. Sometimes we
write I : J instead of (I : J), to avoid multiple-brackets formulas.
Sometimes we take the m-adic completion, R → R̂, this induces the completion map Matm×n(R) → Matm×n(R̂), denote by
Â the image of A.
Suppose R is local and J ⊇ m∞. The Loewy length, llR(J) ≤ ∞, is the minimal number N ≤ ∞ that satisfies: J ⊇ mN . This
number also equals the degree of the socle of the quotient module RupslopeJ . For R = k[[x]] we have yet another expression, via the
Castelnuovo-Mumford regularity, llR(J) = reg(RupslopeJ ) + 1, see [Eisenbud, exercise 20.18].
For the applications to the (in)finite determinacy we assume (in such cases we state this explicitly):
(3)
(R,m) is a local ring over a field k of zero characteristic, and
either R is Noetherian or the m-adic completion map is surjective, R։ R̂, and R̂ is Noetherian.
In this case by dim(R) we mean dim(R̂).
Many rings satisfy this condition, e.g. k[x]upslopeI ,
k〈x〉upslopeI (algebraic power series),
k{x}upslopeI (convergent power series),
k[[x]]upslopeI and
C∞(Rp, 0). (For the later see see §3.10.) But the ring Cr(Rp, 0), of r-times continuously differentiable germs, for 0 < r <∞, does
not satisfy condition (3). Its completion is not Noetherian, e.g. because the ideal mr+0
+
:= {g · mr| g ∈ C0(Rp, 0), g(0) = 0} is
not finitely generated, and neither is its image in ̂Cr(Rp, 0).
In some cases we assume that the ring R is a principal ideal domain (PID) or a discrete valuation ring (DVR) or a unique
factorization domain (UFD), then we state this explicitly.
2.1.1. Generic properties. In this paper the genericity is always used in the following sense of [Tougeron]. Fix some “parameter
space” M , typically a finitely generated R-module, suppose the jetd-projections {R jetd→ Rupslopemd+1 }d∈N induce the projections M
jetd→
jetd(M). We assume that all jetd(M) are algebraic subschemes over k. A property P is said to hold generically inM if it holds for
all points of M lying in the complement to a subset X ⊂M which is “of infinite codimension”. Namely, for any d the projection
of X lies inside some algebraic subschemes, jetd(X) ⊆ Yd ⊂ jetd(M), such that codimjetd(M)(Yd)→∞.
Definition 2.1. We say that the generic finite determinacy holds for a given action G  Σ if for any A ∈ Σ, any number N <∞
and the generic matrix B ∈Matm×n(mN ), such that A+B ∈ Σ, the matrix A+B is finitely determined.
Equivalently: the m-adic closure of the set of finitely-determined matrices is the whole space Σ.
Recall that in singularity theory the dimension of the vector space T 1(Σ,G,z) is called the Tjurina number, for a given deformation
scenario (Σ, G,A). The finite determinacy means the finiteness of the relevant Tjurina number. The genericity of finite determinacy
means: the stratum of matrices whose Tjurina number is infinite, ΣGτ=∞ ⊂ Σ, is itself of infinite codimension.
2.2. The criteria for the Gr, Gl, Glr actions of Example 1.1.
Theorem 2.2. Let A ∈ Σ =Matm×n(R), with m ≤ n.
(1) T 1(Σ,Gr,A) =
(
coker(A)
)⊕n
and therefore ann(T 1(Σ,Gr,A)) = ann.coker(A).
(2) If m < n then ann
(
T 1(Σ,Gl,A)
)
= {0}. If m = n then ann(T 1(Σ,Gl,A)) = ann.coker(A).
(3) ann
(
T 1(Σ,Glr,A)
) ⊇ ann.coker(A). If R is Noetherian and Im−1(A) 6= {0} then
ann
(
T 1(Σ,Glr,A)
) ⊆ Im(A) : Im−1(A).
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The bounds in part 3 are close and in many cases we have ann
(
T 1(Σ,Glr,A)
)
= ann.coker(A), see examples in §4.1.
In fact, in §4.1 we prove a slightly stronger statement:
(4) ann
(
T 1(Σ,Glr,A)
) · Im−1(A) ⊆ Im(A).
Theorem 2.2 bounds ann
(
T 1(Σ,Glr,A)
)
in terms of ann.coker(A) and Im(A) : Im−1(A). These ideals are usually rather small,
thus finite-Glr-determinacy places severe restrictions on the ring R.
Proposition 2.3. Suppose R satisfies condition (3) and let Σ =Matm×n(R).
(1) If ann.coker(A) ⊇ m∞ then llR
(
ann.coker(A)
)
− 1 ≤ ordΣGr (A) ≤ llR
(
ann.coker(A|
mR⊕n)
)
− 1.
In particular:
i. If dim(R) > (n−m+ 1) then no matrix in Matm×n(m) is finitely-Gr-determined.
ii. If dim(R) ≤ (n−m+ 1) then the generic Gr-finite determinacy holds.
(2) If m < n then no matrix A ∈Matm×n(m) is finitely-Gl-determined. If m = n then ordΣGr (A) = ordΣGl(A).
(3) (Glr-equivalence)
i. If dim(R) > (n−m+ 1) then no matrix in Matm×n(m) is finitely-Glr-determined,
ii. Suppose ann.coker(A) ⊇ m∞ then
ll
R̂
(
Im(Â) : Im−1(Â)
)
− 1 ≤ ordΣGlr (A) ≤ llR
(
ann.coker(A|
m·R⊕n)
)
− 1.
Here ann.coker(A|
mR⊕n) denotes the annihilator-of-cokernel of the restricted map m ·R⊕n A→ R⊕m.
Regarding the notations in part 3.ii: Â denotes the image of A under the completion map R→ R̂. If R is Noetherian then
(5) ll
R̂
(
Im(Â) : Im−1(Â)
)
= llR
(
Im(A) : Im−1(A)
)
,
see Corollary 3.17, so this number can be computed in either way.
The bounds in this proposition are rather tight, e.g.:
(6) llR
(
ann.coker(A)
) ≤ llR(ann.coker(A|mR⊕n)) ≤ llR(ann.coker(A)) + 1
and also the ideals Im(A) : Im−1(A), ann.coker(A) are quite close and often coincide. The proofs, examples and other corollaries
are given in §4.1.
We remark that part 1 of the proposition implies also criteria for the infinite-Gr-determinacy, see Corollary 4.8 for the C
∞(Rp, 0)
case.
2.3. The criteria for Gcongr. Through this subsection we assume m > 1.
Recall that for skew-symmetric matrices of even size holds Im(A) = (det(A)) = (Pf(A))
2, the square of the Pfaffian ideal of
A. Moreover, ann.coker(A) ⊇ Pf(A), see Proposition 3.5.
For skew-symmetric matrices of odd size: det(A) = 0 and ann.coker(A) = {0}. As the measure of non-degeneracy of such
matrices we use the (m− 1)’st Pfaffian ideal
(7) (Pfm−1(A)) :=
m∑
i=1
(Pf(Aî)).
Here Aî is the (m− 1)× (m− 1) block of A, obtained by erasing the i’th row and column. (Note that Aî is skew-symmetric and
(Pf(Aî))
2 = Im−1(Aî).) See §3.3 for more detail.
Theorem 2.4. Suppose Im−1(A) 6= {0}.
(1) Let Σ =Matm×m(R), suppose R satisfies the condition (3) and dim(R) > 0. Then ann(T
1
(Σ,Gcongr,A)
) ⊆ m∞.
In particular, if m∞ = {0} then ann(T 1(Σ,Gcongr,A)) = {0}.
(2) Let A ∈ Σ =Matsymm×m(R) then ann.coker(A) ⊆ ann(T 1Σ,Gcongr,A)).
Suppose R is Noetherian then ann(T 1Σ,Gcongr,A)) ⊆ Im(A) : Im−1(A).
(3) i. Let A ∈ Σ =Matskew−symm×m (R) with m even, then ann.coker(A) ⊆ ann(T 1(Σ,Gcongr,A)).
If R is Noetherian then ann(T 1(Σ,Gcongr,A)) ⊆ Im(A) : Im−1(A).
ii. Let A ∈ Σ =Matskew−symm×m (R) with m odd, then (Pfm−1(A)) ⊆ ann(T 1(Σ,Gcongr,A)).
If R is Noetherian then ann(T 1(Σ,Gcongr,A)) ⊆ Im−1(A) : Im−2(A).
The bounds in parts 2,3 are rather close and often coincide, see examples in §4.2.
The bounds on ann(T 1(Σ,Gcongr,A)) give immediate applications to the finite determinacy:
Proposition 2.5. Suppose R satisfies the condition (3).
(1) If dim(R) > 1 then no A ∈Matsymm×m(m) is finitely-(Matsymm×m(R), Gcongr)-determined.
Similarly, no A ∈Matskew−symm×m (m) with m-even is finitely-(Matskew−symm×m (R), Gcongr)-determined.
(1’) If m is odd and dim(R) > 3 then no A ∈Matskew−symm×m (m) is finitely-(Matskew−symm×m (R), Gcongr)-determined.
(1”) If dim(R) > 0 then no A ∈Matm×m(m) is finitely-(Matm×m(R), Gcongr)-determined.
5(2) Suppose R is Henselian.
i. Suppose dim(R) = 1 and either Σ = Matsymm×m(R) or Σ = Mat
skew−sym
m×m (R) for m-even. Let A ∈ Σ and suppose
Im(A) ) m∞. Then
ll
R̂
(
Im(Â) : Im−1(Â)
)
− 1 ≤ ordΣGcongr (A) ≤ llR(ann.coker(A)).
In particular, A is finitely-(Σ, Gcongr)-determined iff det(A) is not a zero divisor in R. In particular, the generic finite determinacy
holds.
ii. Suppose dim(R) ≤ 3 and A ∈ Σ =Matskew−symm×m (R), for m-odd. Suppose moreover Im−1(A) ) m∞. Then
ll
R̂
(
Im−1(Â) : Im−2(Â)
)
− 1 ≤ ordΣGcongr (A) ≤ llR(Pfm−1(A)).
In particular, A is finitely-(Σ, Gcongr)-determined iff either Im−1(A) = R or Im−1(A) ⊂ R is of height= dim(R), as expected. In
particular, the generic finite determinacy holds.
The proofs, examples and further corollaries are in §4.2.
For the criteria of infinite determinacy of C∞(Rp, 0)-valued (skew-)symmetric forms see Corollary 4.12.
2.4. Upper-block-triangular matrices. For an upper-block-triangular matrix A ∈Matup{mi}×{nj}(R) take the block-structure,
{Aij}1≤i,j≤k, as in Example 1.1. The context/motivation for this case, the definitions of T 1(Σ,Gupr ,A), T 1(Σ,Guplr ,A), their roles, the
proofs, examples and corollaries are in §4.3.
Denote by A |q the sub-matrix of A consisting of the first
q∑
i=1
mi rows and the first
q∑
j=1
nj columns. (Thus A |1 is the first
upper-left block, while A |k = A.) We use this notation in part (1) of the theorem:
Theorem 2.6. Let A ∈ Σ =Matup{mi}×{nj}(R).
(1) ann(T 1
(Σ,Gupr ,A)
) =
k∩
q=1
ann.coker(A |q).
(2) In particular,
k∏
q=1
ann.coker(Aqq) ⊆ ann(T 1(Σ,Gupr ,A)) ⊆
k∩
q=1
ann.coker(Aqq).
(3) Suppose R is Noetherian then
k∏
q=1
ann.coker(Aqq) ⊆
k∩
q=1
ann.coker(A |q) ⊆ ann(T 1(Σ,Gup
lr
,A)) ⊆
k∩
q=1
(
Imq (Aqq) : Imq−1(Aqq)
)
.
In part 2 both bounds are sharp, see examples in §4.3.
2.5. The non-finite determinacy for conjugation. The conjugation action is defined in Example 1.1.
Theorem 2.7. Suppose R satisfies condition (3) and let A ∈Matm×m(R).
(1) ann(T 1(Matm×m(R),Gconj,A)) ⊆ m∞.
(2) In particular, if dim(R) > 0 then there are no finitely-Gconj-determined matrices.
2.6. Finite determinacy of chains of free modules. As an immediate application of our methods we consider bounded chains
(or complexes) of free modules. Take such a chain, · · · φi+1→ Fi φi→ Fi−1 φi−1→ · · · , fix some bases of {Fi}, so that the maps are
represented by some matrices. The deformations of such a chain are taken up to isomorphisms, induced by the action of the
product of groups
∏
i
GL(Fi, R). We obtain the bounds on the determinacy in §4.5, quantifying and generalizing theorem 5.8 of
[Cutkosky-Srinivasan].
2.7. Algebraization. Suppose k[x]upslopeI ⊆ R and the completion of R at the ideal (x) is R̂ = k[[x]]upslopeI . For example, this holds when
R is a local ring over a field k, by Cohen Structure Theorem.
A trivial consequence of finite determinacy is the algebraization: the G-orbit of a given object contains algebraic representatives
(with entries in k[x]upslopeI ) and they are obtained by just “cutting the Taylor-tails”. Moreover, the order of determinacy gives an upper
bound on the possible degrees of polynomials. As we show in §3.12, finite determinacy is equivalent to stable algebraizability: any
higher order deformation of a given object is G-equivalent to an algebraic family.
Even if A is not finitely determined, i.e. ann(T 1(Σ,G,A)) does not contain any m
N , one can consider some ideal J such that
J + ann(T 1(Σ,G,A)) contains a power of the maximal ideal. Then one gets the “algebraization modulo J”, or the “algebraization
with respect to some subset of variables”. Therefore our results generalize those of [Elkik], [Kucharz] and many others.
2.8. Relative determinacy/admissible deformations. As we see in Theorems 2.2, 2.4, 2.6, the condition ann(T 1(Σ,G,A)) ⊇ mN
can be quite restrictive. For example:
• for the action Glr  Matm×n(R) it means: ann.coker(A) ⊇ mN , i.e. the module coker(A) is of finite length. Geometri-
cally: the module is supported only at one point, the origin, i.e. is a skyscraper.
• for the action Gcongr Matsymm×m(R) it means: A and its associated quadratic form are non-degenerate on the punctured
neighborhood of the origin.
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However, one often needs to deform A not inside the whole Matm×n(R), or Σ, but only by elements of Matm×n(J) (for some
ideal J ⊂ R), i.e. the deformation space is Σ(J) := Σ ∩
(
{A}+Matm×n(J)
)
. For example, one studies the determinacy for the
action Glr Matm×n(J) or Gcongr Mat
sym
m×m(J).
Similarly, starting from a group action, G  Matm×n(R), one restricts to the transformations preserving the filtration on
Matm×n(R). Often one restricts further, to the subgroup of transformations that are identities modulo some (prescribed) ideal
I ( R. More precisely:
(8) G(I) :=
{
g ∈ G| g ·Matm×n(I) =Matm×n(I) and [g] = [Id]  Matm×n(R)upslopeMatm×n(I)
}
.
For example, for I = mk the group G(m
k) consists of elements that are identities up to the order (k − 1).
Working with Σ(J) and G(I) leads to the notion of relative determinacy/admissible deformations. For complex analytic non-
isolated hypersurface singularities this was studied in [Pellikaan88], [Pellikaan90], [Siersma83], [Siersma00], [de Jong-van Straten],
[Jiang]. For the C∞(Rp, 0)-version see [Grandjean00], [Grandjean04], [Thilliez], [Cutkosky-Srinivasan].
Our criteria directly adapt to this formulation, see Proposition 4.20 in §4.6.
2.9. Remarks.
2.9.1. Theorems 2.2, 2.4, 2.6 and their corollaries are absolutely explicit, ready-to-use criteria. Their role is similar to the classical
Mather theorem (for k = k¯), the transition from:
• “the hypersurface germ is finitely determined iff its miniversal deformation is finite dimensional”
to
• “the hypersurface germ is finitely determined iff it has at most an isolated singularity”.
Moreover, we do not just establish the finite determinacy, but give rather tight bounds for the order of determinacy.
To emphasize, in most cases the module T 1(Σ,G,A) does not admit any explicit/short presentation, e.g. for T
1
(Matm×n(R),Glr,A)
one cannot write anything more explicit than Ext1R(coker(A), coker(A)). But the bounds we get are quite explicit and tight, the
upper and lower bounds often have the same integral closure.
2.9.2. “Restrictiveness” of the results. As our results read, for many actions there are no finitely determined matrices inMatm×n(m).
For example, there are no finitely determined m-valued quadratic forms when dim(R) > 1 (Proposition 2.5). For the action
Gconj Matm×m(R) the situation is even worse, Theorem 2.7.
Sometimes one insists on having enough finitely determined objects, e.g. one wants the generic finite determinacy in the sense
of definition 2.1. The two ways to achieve this are:
• Either to enlarge the group, e.g. to use also the local coordinate changes/automorphisms of the ring, Aut
k
(R). Then one
considers the action of Glr ⋊Autk(R), Gcongr ⋊Autk(R), etc. We do this in [B.K.2].
• Or to restrict the possible deformations, e.g. to deform in a way that preserves the determinantal ideals, {Ij(A)}, or to
preserve the characteristic polynomial for square matrices. We do this in [B.K.3].
2.9.3. A “theoretical” remark. Fix some action G  Σ ⊆ Matm×n(R), we assume that T(Σ,A) is a free R-module. (This holds in
our cases.) Take the generating matrix AG,A of the module T(GA,A) so that Im(AG,A) = T(GA,A) ⊆ T(Σ,A). Suppose AG,A is of
size m1 × n1, here m1 = rank(T(Σ,A)), then
(9) T 1(Σ,G,A) =
T(Σ,A)upslopeT(GA,A) = coker(AG,A), while T
1
(Matm1×n1(R),Gr,AG,A)
= coker(AG,A)⊕n1 .
(Here on the right Gr = GL(n1, R).) In particular, ann(T
1
(Σ,G,A)) = ann(T
1
(Matm1×n1(R),Gr,AG,A)
).
Therefore the study of T 1 for any G action is “embedded” into the study of T 1 for the Gr action, on the space of bigger size
matrices.
2.9.4. Finite determinacy of (non-)embedded modules and (skew-)symmetric forms. The notion of finite determinacy and our
results can be stated more algebraically as follows.
The projection R
jetk→ Rupslope
m
k+1 induces the functor, mod(R)→ mod(Rupslope
m
k+1 ), defined by M → Mupslope
m
k+1M . This functor is trivially
surjective on the objects, by the restriction of scalars. But the functor is not injective on the objects, e.g. if the presentation
matrix of M has all its entries in mk+1 then Mupslope
m
k+1M is a free
Rupslope
m
k+1 module. Our results give the regions of parameters (the size
of presentation matrix, dim(R)) for which the functor is “generically injective on the objects”.
Let M ⊆ R⊕m be a finitely generated R-submodule. Fix some set of generators of M , combine them into the matrix A.
• The finite-Gr-determinacy of A means: “if M,N ⊆ R⊕m and jetkM = jetkN for R jetk→ Rupslopemk+1 , then M = N ⊆ R⊕m”.
• The finite-Glr-determinacy of A means: “if M,N ⊆ R⊕m and jetkM = jetkN for R jetk→ Rupslopemk+1 , then M = φ(N) ⊆ R⊕m
for some φ ∈ GL(m,R)”.
Similarly for (skew-)symmetric forms the finite determinacy means that the form is determined (up to the change of generators)
by its k’th jet for k ≫ 0.
72.10. Relation to Singularity Theory. The (in)finite determinacy is a classical notion of Singularity Theory, well studied for
functions and maps over the “classical” rings, when k = R or C, and R = k[[x]], k{x}, k[x](x), C∞(Rp, 0), [Mather], [Wilson81],
[Wilson82], [Damon84], [Wall81], [AGLV-1], etc.
The generic finite determinacy has been considered in [Wall79], [du Plessis1982], [du Plessis1983].
(For a short discussion of the results on the determinacy of functions/maps see [B.K.1, §2].)
2.10.1. Some known results on “matrix singularities”. Some necessary and sufficient conditions for finite determinacy of modules
over the ring C∞(Rp, 0) were obtained in [Tougeron].
The square matrices over R = k{x1, . . . , xp}, for k ∈ R,C, and G = Glr ⋊ Aut(R), were considered in [Haslinger], [Bruce],
[Bruce-Tari], and further studied in [Bruce-Goryunov-Zakalyukin], [Bruce], [Goryunov-Mond], [Goryunov-Zakalyukin]. In par-
ticular, the generic finite determinacy was established and the simple types were classified. We mention also the recent works,
[Pereira.10], [Pereira.17], [Ahmed-Ruas].
In [Cutkosky-Srinivasan] they study the finite determinacy of matrices for the actions of Gr, Glr, Gr⋊Autk(R), Glr⋊Autk(R)
on matrices over complete local rings. They obtain the qualitative results for the finite determinacy.
In [Damon-Pike.1], [Damon-Pike.2] they study the vanishing topology of matrix singularities, relating these to the free divisors.
In [Fru¨hbis-Kru¨ger.Zach] they study the vanishing topology of determinantal singularities.
The study of matrix determinacy in positive characteristic has been initiated in [Greuel-Pham], [Pham].
We emphasize that most of the previous works addressed only the general criteria for the finite determinacy. In our work we
directly compute (or at least bound) the order(s) of determinacy.
2.10.2. In our results we see the standard dichotomy: either the finite determinacy is the generic property or there are no
finitely determined matrices in Matm×n(m) ∩Σ. This is the analogue of the “nice/bad dimensions” for the determinacy of maps
Maps
(
(kn, 0), (km, 0)
)
, [AGLV-1, III.1], [Mather].
3. Background and Preparations
In this section we collect the standard facts of commutative algebra, thus, unless stated otherwise, R is just a commutative
unital ring. We denote the zero matrix by O, the identity matrix by 1I.
Let (R,m) be a local ring, with residue field k = Rupslope
m
. Given A ∈ Matm×n(R) we sometimes “compute it at the origin”, i.e.
take its image over the residue field, A|0 ∈Matm×n(k). In particular, A|0 = O means A ∈Matm×n(m). As A|0 is a matrix over
a field, we take its classical rank, r = rank(A|0). Recall that the rank of a skew-symmetric matrix is necessarily even.
We denote by E = ⊕
i
(
0 1
−1 0
)
the canonical skew-symmetric matrix, its size (i.e. the number of summands) should be clear
from the context.
3.1. The relevant canonical forms for matrices.
Proposition 3.1. Let (R,m) be a local ring.
(1) Let A ∈Matm×n(R) then A Glr∼ 1Ir×r ⊕ A˜, where r = rank(A|0) and A˜ ∈Mat(m−r)×(n−r)(m).
(2) Let A ∈Matsymm×m(R) then A
Gcongr∼ (⊕
i
λi1Ii)⊕ A˜, where {λi ∈ R \m}i and A˜ ∈Matsym(m−r)×(m−r)(m).
(3) Let A ∈Matskew−symm×m (R) then A
Gcongr∼
(
⊕
i
λiEi
)
⊕ A˜, where {λi ∈ R \m}i and A˜ ∈Matskew−sym(m−r)×(m−r)(m).
Part 1 is known in Commutative Algebra e.g. as “passing to the minimal resolution of the module coker(A)”. Similarly, in parts
2,3 we split a (skew-)symmetric form into its regular part (in the canonical form) and the complement - the ‘purely degenerate’
part.
(Part 2. is proved e.g. in [Birkhoff-MacLane, theorem 3, page 345], for part 3 see [Birkhoff-MacLane, exercise 9, page 347].)
Let R be a discrete valuation ring (DVR) over k. In particular R is local, regular and dim(R) = 1. The simplest examples of
such rings are the formal power series, R = k[[t]], or the analytic series, R = k{t}, when k is a normed field. Note that the ring
of real-valued smooth function-germs, C∞(R1, 0), is not a DVR. Matrices over DVR often have good canonical forms.
Proposition 3.2. Suppose R is a DVR over k.
(1) For any A ∈Matm×n(R) holds: A Glr∼

λ1 0 . . . . . . 0
0 λ2 0 . . . . . .
. . . . . . . . . . . . . . .
0 . . . λm 0
, where R ⊇ (λ1) ⊇ (λ2) ⊇ · · · ⊇ (λm).
(2) For any A ∈Matsymm×m(m) holds: A
Gcongr∼ ⊕
i
λi1Ii, where R ⊇ (λ1) ⊇ (λ2) ⊇ · · · ⊇ (λm).
(3) For any A ∈Matskew−symm×m (m) holds: A
Gcongr∼
(
⊕
i
λiEi
)
⊕O, where R ⊇ (λ1) ⊇ (λ2) ⊇ · · · , while O is the zero matrix of
an appropriate size.
Here part 1 is the Smith normal form. Considering A as a presentation matrix of the R-module coker(A), the statement is:
“every module over a DVR is a direct sum of cyclic modules”. Parts 2,3 read: every (skew-)symmetric form over a DVR splits
into the direct sum of rank-one forms.
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While parts 2,3 are standard facts, we did not find an exact reference, thus we sketch a proof. Let t be a uniformizing parameter
of R. Denote by p the minimal among the vanishing orders of the entries of A. Then t−pA is a (skew-)symmetric matrix over R
and t−pA|0 6= O. Apply Proposition 3.1 to get, in the symmetric case, A Gcongr∼ tp
(
(⊕iλi1Ii)⊕ A˜
)
, (or A
Gcongr∼ tp
(
(⊕iλiEi)⊕ A˜
)
in the skew-symmetric case). Thus we get the reduction in size and one repeats for A˜.
3.2. Determinantal ideals and the annihilator-of-cokernel. [Eisenbud, §20] For 0 < j ≤ m and A ∈Matm×n(R) denote by
Ij(A) ⊂ R the j’th determinantal ideal, generated by all the j × j minors of A. By definition Ij≤0(A) = R and Ij>m(A) = {0}.
When the size of A is not stated explicitly we denote the ideal of maximal minors by Imax(A). The chain of ideals R = I0(A) ⊇
I1(A) ⊇ · · · ⊇ Im(A) is invariant under the Glr-action.
Determinantal ideals behave nicely under ring homomorphisms, for any R
φ→ S and the induced map Matm×n(R) φ→
Matm×n(S) one has: Ij(φ(A)) = φ(Ij(A)).
3.2.1. The expected heights. (These will be used later for the generic finite determinacy/bounds on the annihilator.)
If A|0 = O, i.e. A ∈Matm×n(m), then the height of Ij(A) is at most min
(
(m+ 1− j)(n+ 1− j), dim(R)
)
and this bound is
achieved generically. More precisely, for any A ∈ Matm×n(m), any N > 0 and any generic B ∈ Matm×n(mN ) the height of the
ideal Ij(A+B) equals min
(
(m+ 1− j)(n+ 1− j), dim(R)
)
.
For A ∈ Matsymm×m(m) the expected height of Ij(A) is min
((
m−j+2
2
)
, dim(R)
)
. For A ∈ Matskew−symm×m (m) and j even the
expected height of Ij(A) is min
((
m−j+2
2
)
, dim(R)
)
. For A ∈ Matskew−symm×m (m) and j odd the expected height of Ij(A) is
min
((
m−j+1
2
)
, dim(R)
)
.
3.2.2. ann.coker(A). A matrix A ∈ Matm×n(R) can be considered as a homomorphism of free modules, its cokernel is an R-
module as well:
(10) R⊕n
A→ R⊕m → coker(A)→ 0.
Then one takes the annihilator-of-cokernel ideal:
(11) ann.coker(A) = {f ∈ R| f · R⊕m ⊆ Im(A)} = annR⊕mupslopeIm(A) ⊆ R.
This ideal is Glr-invariant and contains the determinantal ideal Im(A).
The annihilator-of-cokernel is a rather delicate invariant, for example it does not transform nicely under ring homomorphisms,
ann.coker(φ(A)) 6= φ(ann.coker(A)). Yet, this ideal is controlled by the determinantal ideals as follows:
Property 3.3. (1) ann.coker(A)m ⊆ Im(A) ⊆ ann.coker(A) ⊆
√
Im(A),
and for any m ≥ j > 1 holds: ann.coker(A) · Ij−1(A) ⊆ Ij(A), [Eisenbud, proposition 20.7].
(2) If m = n and det(A) is not a zero divisor in R then ann.coker(A) = Im(A) : Im−1(A).
(3) If m < n and height(Im(A)) = (n−m+ 1) then ann.coker(A) = Im(A), [Eisenbud, exercise 20.6].
(4) If Im−1(A) contains a non-zero divisor modulo Im(A) then ann.coker(A) = Im(A), [Buchsbaum-Eisenbud, Corollary 1.4].
In particular, for one-row matrices, m = 1, or when Im(A) is a radical ideal, Im(A) = ann.coker(A).
We use the following properties:
Lemma 3.4. (1) Block-diagonal case, ann.coker(A⊕B) = ann.coker(A) ∩ ann.coker(B).
(2) For a square matrix, m = n, whose determinant is a non-zero divisor, holds: ann.coker(A) = ann.coker(At).
Suppose, moreover, either R is a unique factorization domain (UFD) or height(Im(A)) < height(Im−1(A)), then
ann.coker(A) is a principal ideal.
(3) If m > n then ann.coker(A) = {0}.
The statement 1 is immediate.
The first part of Statement 2 follows directly, e.g. from ann.coker(A) = Im(A) : Im−1(A) of property (3.3). For the second
part of 2 note that for a square matrix Im(A) is a principal ideal and the height of ann.coker(A) ⊂ R is one. If R is UFD then
ann.coker(A) is generated by just one element.
Statement 3: in this case the submodule Im(A) ⊂ R⊕m is of rank≤ n < m. Thus rank(coker(A)) > 0, i.e. this module
has linearly independent elements, hence ann(coker(A)) = {0}. Geometrically, the module coker(A) is supported on the whole
Spec(R).
3.3. Skew-symmetric matrices and their Pfaffian ideals. Suppose A is a square matrix then Im(A) = (det(A)). If moreover
A ∈ Matskew−symm×m (R), with m-even, then the determinant is a full square, det(A) = Pf(A)2. Here the Pfaffian polynomial
is explicitly written in terms of the entries of A, [Heymans], [Eisenbud, exercise A.2.11], [Greub]. In particular, the Pfaffian
polynomial transforms under ring homomorphisms, R
φ→ S as Pf(φ(A)) = φ(Pf(A)).
The transformation of the Pfaffian under the congruence is: Pf(UAU t) = det(U)Pf(A).
If m is odd then det(A) = 0. In this case, as a measure of degeneracy, we need the following refinement of the Pfaffian ideal:
(12) (Pfm−1(A)) :=
m∑
i=1
(
Pf(Aî)
)
.
Here Aî is the (m− 1)× (m− 1) block of A, obtained by erasing the i’th row and column.
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Lemma 3.5. Let R be a ring of zero characteristic.
(1) Let A ∈ Matskew−symm×m (R) for m-even. There exists the “Pfaffian-adjoint” matrix, adjPf (A) ∈ Matskew−symm×m (R), that
satisfies A · adjPf (A) = Pf(A) · 1I = adjPf (A) · A. In particular, ann.coker(A) ⊇ (Pf(A)).
(2) Moreover: SpanR(AU + U
tA)U∈Matm×m(R) ⊇Matskew−symm×m (Pf(A)).
(3) Let A ∈Matskew−symm×m (R) for m > 1, odd. Then SpanR(AU + U tA)U∈Matm×m(R) ⊇Matskew−symm×m (Pfm−1(A)).
Proof. 1. We recall the relevant exterior algebra, [Eisenbud, exercise A.2.11]. Let V be a free R-module of rank m. Its dual, V ∗, is
the module of one-forms, take the dual basis {dxi}. Associate to A the skew-symmetric form wA :=
∑
1≤i<j≤m
aijdxi ∧ dxj ∈
2∧V ∗.
The top exterior power of wA gives the Pfaffian:
(13)
m
2∧wA = m! · Pf(A)dx1 ∧ · · · ∧ dxm ∈
m∧V ∗.
Now, using the pairing
2∧V ∗ ⊗ m−2∧ V ∗ → m∧V ∗, we associate to the form 1
m!
m
2 −1∧ wA an element of
2∧V ∗, which we call adjPf (A).
Then the relation wA ∧ (
m
2 −1∧ wA) = Pf(A)dx1 ∧ · · · ∧ dxm transforms into A · adjPf (A) = Pf(A) · 1I.
2. This is now immediate, one takes U in the form adjPf (A) · U˜ , where U˜ ∈Matskew−symm×m (R).
3. As in part 1 we have:
(14)
m−1
2∧ wA = (m− 1)!
m∑
i=1
Pf(Aî)dx1 ∧ · · · ∧ (dxi)︸ ︷︷ ︸
omitted
∧ · · · ∧ dxm ∈
m−1∧ V ∗.
We get: dxi ∧
( m−3
2∧ wA
)
∧ wA = (m− 1)!Pf(Aî)dx1 ∧ · · · ∧ dxm.
Now, we use the pairing
2∧V ∗ ⊗ m−3∧ V ∗ → m−1∧ V ∗, and the collection of forms {(
m−3
2∧ wA) ∧ dxi}i to get:
(15) SpanR(UiA+AU
t
i )i ⊇ (Pfm−1(A)) ·
2∧V ∗ =Matskew−symm×m (Pfm−1(A)).
(Here the matrix Ui corresponds to
m−1
2∧ wA ∧ dxi.)
3.4. Integral closure of ideals. The integral closure of an ideal I ⊂ R is defined as
(16) I¯ =
{
f ∈ R∣∣ fd + d∑
j=1
ajf
d−j = 0, for some d ∈ N and some {aj ∈ Ij}j=1,...,d
}
.
This subset is an ideal in R and is itself integrally closed, i.e. I¯ = I¯. We mention several useful properties:
Property 3.6. (1) I ⊆ I ⊆ √I. If I ⊂ R is radical then I = I.
If the height of I ⊂ R is defined then height(I) = height(I);
(2) If R is normal (i.e. integrally closed in its total ring of fractions) then every principal ideal is integrally closed,
[Huneke-Swanson, Proposition 1.5.2].
(3) I : J ⊆ I : J , [Huneke-Swanson, page 7].
(4) If R is Noetherian then I · J ⊆ I · J , [Huneke-Swanson, Corollary 6.8.6].
(5) If R is a domain and {0} 6= I is finitely generated then I · J : I = J , [Huneke-Swanson, Corollary 6.8.7].
(6) If R is local, Noetherian and regular then f · J = (f) · J .
(7) Let (R,m) local Noetherian and J ⊂ m an m-primary ideal. Then I · R̂ = I · R̂, [Huneke-Swanson, Lemma 9.3.1].
In general the computation of I¯ is algorithmically involved, it is realized in computer algebra packages as e.g. SINGULAR.
The following criterion is highly useful in many cases, [Huneke-Swanson, Theorem 6.8.3]. For any ring homomorphism R
φ→ S
denote by Sφ(I) the ideal generated by the image of I in S.
(17) If R is Noetherian then I¯ =
⋂
R
φ
→SDV R
φ−1Sφ(I)
(Here the intersection goes over all the homomorphisms to discrete valuation rings.) In words:
(18) f ∈ I iff for any homomorphism to a DVR, R φ→ S, φ(f) ∈ Sφ(I).
This criterion has a simple geometric formulation (initially for R = C{x}, [Teissier, 1.3.4]):
(19) f ∈ I iff for any map of the smooth curve-germ, (C, 0) ν→ Spec(R), the pullbacks satisfy: ν∗(f) ∈ ν∗(I).
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3.5. Integral closure of modules. For the general definition of the integral closure of modules see [Huneke-Swanson, definition
16.1.1]. In our case all the modules are embedded into R⊕m, the ring is Noetherian over a field with char(k) = 0, thus the
definition simplifies. For any ring homomorphism R
φ→ S take the image φ(M) ⊆ S⊕m and denote by Sφ(M) the generated
submodule.
Definition 3.7. [Huneke-Swanson, §16.1] The integral closure of a submodule M ⊂ Rm is M := ⋂
R
φ
→SDVR
φ−1Sφ(M).
In words: z ∈M iff for any homomorphism to a discrete valuation domain, R φ→ SDV R, there holds φ(z) ∈ Sφ(M).
For any ideals J1, J2 ⊂ R holds, [Huneke-Swanson, Remark 1.3.2]:
(20) J1 · J2 ⊆ J1 · J2 ⊆ J1 · J2 ⊆ J1 · J2.
More generally:
Lemma 3.8. Let R be Noetherian, N ⊆M ⊆ R⊕m embedded modules, J ⊂ R an ideal.
(1) J ·M ⊆ J ·M ⊆ J ·M .
(2) annMupslopeN ⊇ annMupslopeN .
Proof. 1. The first inclusion is trivial. For the second it is enough to prove: for any f ∈ J , z ∈ M holds f · z ∈ J ·M . Let
R
φ→ SDVR then φ(f) ∈ S · φ(J) and φ(z) ∈ S · φ(M). Thus φ(fz) = φ(f)φ(z) ∈ S · φ(J) · φ(M) = S · φ(J ·M). As this holds for
any such φ we get f · z ∈ J ·M .
2. Let f ∈ annMupslopeN , i.e. for any R
φ→ SDV R holds φ(f) ∈ φ(annMupslopeN ). Thus f ∈ annMupslopeN +ker(φ), i.e. f ·M ⊆ N+ker(φ). But
then φ(f)φ(M) ⊆ φ(N). As this holds for any φ, we get: f ·M ⊆ N . Finally, by part (1.), f ·M ⊆ f ·M ⊆ N , i.e. f ∈ annMupslopeN .
Example 3.9. The ideals in part (2) of Lemma 3.8 can differ significantly. For example, let R = k[[x1, . . . , xp]], with p ≥ 3, and
let N = (xd1 , . . . , x
d
p) (M = m
d. Then N =M = md, hence annMupslopeN = R. But ann
MupslopeN = m
d.
Proof: obviously N ⊆ annMupslopeN , thus annMupslopeN ⊇ N = md. Furthermore, annMupslopeN is a monomial ideal. Suppose i1+ · · ·+ ip = d− 1
and xi11 · · ·xipp ∈ annMupslopeN \md. Take the monomial xd−1−i1 · · ·xd−1−ipp ∈ mp(d−1)−(d−1) ⊂ md =M . Then
(xd−1−i1 · · ·xd−1−ipp ) · (xi11 · · ·xipp ) = xd−11 · · ·xd−1p 6∈ N.
Hence (xi11 · · ·xipp ) ·M 6⊆ N , contradicting the assumption xi11 · · ·xipp ∈ annMupslopeN .
The following lemma compares the bounds in part three of Theorem 2.2.
Lemma 3.10. If R is a Noetherian ring then ann.coker(A) ⊆ Im(A) : Im−1(A).
Indeed, by Property (3.3) we have ann.coker(A) · Im−1(A) ⊆ Im(A). Thus the statement follows from part 1 of Lemma 3.8.
3.6. The largest “reasonable” group is Glr (matrix preservers over rings). When looking for the possible groups acting
on matrices, G Matm×n(R), the guiding principle is that the action of G should, at least, distinguish between degenerate and
non-degenerate matrices. Groups with such properties are restricted by the following proposition. For the general introduction
to the theory of preservers, i.e. self-maps of Matm×n(k), that preserve some properties/structures see [Molna´r], [Li-Pierce].
Proposition 3.11. Let R be a unique factorization domain with at least four elements. Let T be an invertible map acting
R-linearly on the module Matm×n(R), for m ≤ n, possibly violating the row/column structure. Suppose T preserves the set of
degenerate matrices, i.e. Im(A) = {0} iff Im(T (A)) = {0}. Then either T (A) = UAV , for some U ∈ GL(m,R), V ∈ GL(n,R),
or, when m = n, T (A) = UAtV .
Proof. We pass to the field of fractions Frac(R). As R has no zero-divisors, it is naturally embedded, R ⊂ Frac(R). Thus T
extends to an invertible operator that acts Frac(R)-linearly on the vector space of matrices Matm×n(Frac(R)) and such that
Im(A) = {0} if and only if Im(T (A)) = {0}. In other words, T preserves the degenerate matrices, of rank < m, and also preserves
the non-degenerate matrices of rank = m. Now we use the classical results on the preservers over a field:
i. (the case m = n) [Dieudonne´, Theorem 3]: Let k be an arbitrary field. Any invertible k-linear transformation of Matm×m(k)
that preserves the set of degenerate matrices has either the form T (A) = UAV or the form T (A) = UAtV , for some
U, V ∈ GL(m,k).
ii. (the case m < n) [Beasley-Laffey, Theorem 7] Suppose the field k contains at least four elements. Any invertible k-linear
transformation of Matm×n(k) that preserves the set of rank = r matrices (for some fixed 0 < r ≤ m) is of the form
T (A) = UAV for some U ∈ GL(m,k), V ∈ GL(n,k).
Therefore we get: either T (A) = UAV , for some U ∈ GL(m,Frac(R)), V ∈ GL(m,Frac(R)), or, for m = n, T (A) = UAtV .
It remains to show that we can choose U ∈ GL(m,R), V ∈ GL(n,R). (We check the case m < n, the case m = n is similar.)
Let 0 6= g ∈ R be a(ny) common denominator of the entries of U , i.e. g · U ∈Matm×n(R). Replace (U, V ) by (g · U, Vg ), so we
still have T (A) = UAV .
Substitute for A the elementary matrix Eij , with 1 at the i’th row, j’th column and zeros otherwise. The p, q-entry of the matrix
UEijV equals upivjq and it belongs to R. Suppose some element of V is not in R, we can assume it is v11. Present v11 as a fraction,
v11 =
f
g
, for some f, g ∈ R. As R is UFD we can assume that f, g are co-prime, i.e. (f) ∩ (g) = (fg) and g is not invertible in R.
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As upiv11 ∈ R, for any p, i, we get: U is divisible by g. Thus we pass from (U, V ) to (Ug , gV ) and proceed to the other entries of V .
Therefore, in our work the group G Matm×n(R) is always a subgroup of Glr = GLR(m)×GLR(n).
Remark 3.12. The last statement is very sensitive to the particular form of condition “T preserves degenerate matrices”. For
example, when the ring is local, one could ask for a condition: T (A) ∈ Matm×n(mq) iff A ∈ Matm×n(mq). But this condition is
satisfied just by R-linearity of T Matm×n(R), without any additional restrictions.
3.7. Unipotent subgroups. Fix a group action on an R-module G  M and a decreasing filtration M = M0 ) M1 ) · · · . We
get the induced filtration of G by the (normal) subgroups
(21) G(i) := {g ∈ G| ∀ j ≥ 0 ∀ zj ∈Mj : g(zj)− zj ∈Mj+i}.
In particular, the subgroup G(0) ⊆ G preserves the filtration, while the subgroup G(1) ⊆ G acts unipotently. We call G(1) the
“unipotent” subgroup of G. If G(1) = G then G itself is called “unipotent for the given filtration”. The general properties of the
filtration G ⊇ G(0) ⊇ G(1) ⊇ · · · are studied in [B.K.1, §3].
For the goals of the current paper we usually need the filtration by the powers of a/the maximal ideal,
(22) Matm×n(R) )Matm×n(m) )Matm×n(m
2) · · · .
Therefore we denote the unipotent subgroup by G(m) ⊆ G. In particular, when R is a local ring:
(23) G(m)r = {U = 1I + U˜ | U˜ ∈Matn×n(m)}, G(m)l = {U = 1I + U˜ | U˜ ∈Matm×m(m)}, G(m)lr = G(m)l ×G(m)r .
The last equality is a statement, but the proof is straightforward, the conditions {UEijV −Eij ∈Matm×n(m)}i,j force U ∈ G(m)l ,
V ∈ G(m)r .
More generally, for any subgroup G ⊂ Glr we have: G(m) = G ∩G(m)lr .
3.8. The tangent spaces. The tangent spaces to the groups and group-orbits are defined and studied in great generality in
[B.K.1, §3.7]. Here we recall them for our group actions.
We use the isomorphism of R-modules, T(Matm×n(R),A)
∼−→ Matm×n(R), to identify T(GA,A), T(Σ,A) with their images in
Matm×n(R).
Example 3.13. (See [B.K.1, §3.8].)
i. Σ = Matm×n(R) and Glr : A → UAV −1. Here T(GlrA,A) = SpanR{uA,Av}(u,v)∈Matm×m(R)×Matn×n(R). Similarly for Gl
and Gr.
ii. Σ =Matsymm×m(R) or Mat
skew−sym
m×m (R) and Gcongr : A→ UAU t. Here T(GcongrA,A) = SpanR{uA+Aut}u∈Matm×m(R).
iii. Σ =Matm×m(R) and Gconj : A→ UAU−1. Here T(GconjA,A) = SpanR{uA−Au}u∈Matm×m(R).
iv. Σ =Matup{mi}×{nj}(R) and G
up
lr : A→ UAV , where U, V are upper-block-triangular. Here
T(GlrA,A) = SpanR{uA,Av}(u,v)∈Matup{mi}×{mj}(R)×Matup{ni}×{nj}(R).
Similarly for Gupr .
In all these cases holds: T(G(m)A,A) = m · T(GA,A). In general, for all the “reasonable” group actions there holds
(24) m · T(GA,A) ⊆ T(G(m)A,A) ⊆ T(GA,A),
see [B.K.1, §3.4] for more detail.
3.9. Transition to the completion. Fix some proper ideal {0} 6= a ( R. Here a is not necessarily a maximal ideal, as we need
these results for partial algebraization, §2.7, and relative determinacy, §2.8. We often take the a-adic completion, R ψˆ→ R̂, and
compute over R̂. To translate the results to R we need the following standard facts.
Given two embedded modules, M1 ⊂ M2 ⊂ R⊕p, take their images under the completion map, ψˆ(M1) ⊆ ψˆ(M2) ⊆ ψˆ(R)⊕p.
These are not necessarily R̂-modules (unless the completion map is surjective), but they generate the R̂-modules: R̂ · ψˆ(M1) ⊆
R̂ · ψˆ(M2) ⊆ R̂⊕p.
Note that in general ψˆ(Mi), R̂ · ψˆ(Mi) differ from the “non-embedded” completion, M̂ = lim
←
Mupslope
a
n ·M . (For example, fix a
non-zero divisor f ∈ a∞ and consider J = (f). Then ψˆ(J) = {0} ⊂ R̂, while Ĵ ≈ R̂, as R̂-modules.)
In the statements below we use the Jacobson ideal of the ring, J(R). Recall, for a local ring J(R) = m.
First we address the behaviour of the Loewy length of an ideal, llR(J) = min{n| J ⊇ an}, under completion.
Lemma 3.14. Fix an ideal in a commutative unital ring, {0} 6= a ( R. Fix some other ideal, a∞ ⊆ J ⊂ R. Suppose:
i. either the completion map is surjective, R
ψˆ
։ R̂;
ii. or both a and J are finitely generated (as R-modules) and a ⊆ J(R).
Then J ⊇ an iff R̂ · ψˆ(J) ⊇ R̂ · ψˆ(a)n. Equivalently: llR(J) = llR̂(R̂ · ψˆ(J)).
Proof. The part ⇛ is immediate, as the ideal R̂ · ψˆ(a)n is generated by the images of generators of an.
⇚ Suppose R
ψˆ
։ R̂, then R̂ · ψˆ(J) = ψˆ(J). If ψˆ(J) ⊇ ψˆ(a)n, then J + a∞ ⊇ an. (By taking some preimages of the elements of
ψˆ(a)n in J .) Thus, as J ⊇ a∞, we get J ⊇ an.
Suppose a, J are finitely generated, then the inclusion follows by the standard Nakayama arguments. The completion mor-
phism induces Rupslope
a
N
∼−→ R̂upslopeR · ψˆ(a)N , for any N , and similarly J + a
N
upslope
a
N
∼−→ R̂ · ψˆ(J) + R̂ · ψˆ(a)NupslopeR · ψˆ(a)N . Thus R̂ · ψˆ(J) ⊇ R̂ · ψˆ(a)n
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implies J + a
N
upslope
a
N ⊇ anupslope
a
N , or, equivalently, J + aN ⊇ an, for any N . Therefore, for the embedding of (finitely generated) modules
J ⊆ J + an, we have J + a(J + an) ⊇ J + an. And by Nakayama we have J = J + an, hence J ⊇ an.
Now we check the change of the annihilator of the quotient, annM2upslopeM1 , under the completion.
Lemma 3.15. Fix an ideal in a commutative unital ring, {0} 6= a ( R, and two modules, M1 ⊂ M2 ⊆ R⊕p, with M1 ⊇
M2 ∩ (a∞ · R⊕p). Suppose:
i. either the completion map is surjective, R
ψˆ
։ R̂;
ii. or R is Noetherian and M2 is a finitely generated R-module and a ⊆ J(R).
Then annM2upslopeM1 ⊇ an iff ann
(
R̂ · ψˆ(M2)upslopeR · ψˆ(M1)
) ⊇ R̂ · ψˆ(an). Equivalently: llR(annM2upslopeM1 ) = llR̂(ann R̂ · ψˆ(M2)upslopeR · ψˆ(M1)).
Proof. ⇛ Direct check: R̂ · ψˆ(an) · R̂ · ψˆ(M2) = R̂ · ψˆ(an ·M2) ⊆ R̂ · ψˆ(M1).
⇚ Suppose R̂ · ψˆ(an) · R̂ · ψˆ(M2) ⊆ R̂ · ψˆ(an ·M1).
In the case of surjective completion, R
ψˆ
։ R̂, we get anM2 ⊆ M1 + a∞R⊕p, by choosing some preimages under ψˆ. Then, by
direct check, anM2 ⊆M1 +M2 ∩ a∞R⊕p =M1.
Otherwise, when R is Noetherian, a,M2 are finitely generated, and we use the Nakayama argument. As in the previous lemma,
we have: anM2 ⊆ M1 + (M2 ∩ aNR⊕p), for any N . By Artin-Rees lemma, for N ≫ 1 we have: (M2 ∩ aNR⊕p) ⊆ an+1M2. Thus
we have anM2 ⊆M1 + an+1M2. Now the Nakayama lemma gives anM2 ⊆M1.
Lemma 3.16. As before, fix two modules, M1 ⊂ M2 ⊆ R⊕p, with M1 ⊇ M2 ∩ (a∞ · R⊕p). Suppose the a-adic completion is
surjective, R
ψˆ
։ R̂, then ψˆ(annM2upslopeM1 ) = ann
ψˆ(M2)upslopeψ(M1) .
Proof. The part ⊆ is straightforward: ψˆ(annM2upslopeM1 ) · ψˆ(M2) = ψˆ(ann(M2upslopeM1 ) ·M2) ⊆ ψˆ(M1).
The part ⊇. By the surjectivity R ։ R̂ any element of ann ψˆ(M2)upslopeψ(M1) is of the form ψˆ(f) for some f ∈ R. As ψˆ(f)ψˆ(M2) ⊆
ψˆ(M1) we get: fM2 ⊆M1 + (M2 ∩ a∞R⊕p) =M1. Thus f ∈ annM2upslopeM1 .
Corollary 3.17. Fix two ideals, I, J ⊂ R, with I ⊇
(
(I + J) ∩ a∞
)
.
(1) Suppose the completion is surjective, R։ R̂, then ψˆ(I : J) = ψˆ(I) : ψˆ(J).
(2) Suppose R is Noetherian and a ⊆ J(R), then llR(I : J) = llR̂(R̂ψˆ(I) : R̂ψˆ(j)).
(3) Suppose (R,m) is a local Noetherian ring and A ∈ Matm×n(R) satisfies: Im(A) is an m-primary ideal. Then, for the
m-completion R
ψˆ→ R̂ holds: llR
(
Im(A) : Im−1(A)
)
= ll
R̂
(
Im(Â) : Im−1(Â)
)
.
Proof. Note that I : J = ann I + JupslopeI .
1. Apply part one of Lemma 3.16 to the modules I ⊆ I + J ⊂ R. We get: ψˆ
(
ann I + JupslopeI
)
= ann
(
ψˆ(I + J)upslopeψ(I)
)
, hence the
statement.
2. Follows by Lemma 3.15.
3. By part 1 we have: llR
(
Im(A) : Im−1(A)
)
= ll
R̂
(
(Im(A) · R̂) : (Im−1(A) · R̂)
)
. By the integral closure properties, Property
3.6, we have: Ij(A) · R̂ = Ij(A) · R̂. Finally, Ij(A) · R̂ = Ij(A · R̂) = Ij(Â).
3.10. The “relevant approximation” property. To establish finite determinacy we should resolve the condition gz = z + w,
g ∈ G. In most cases this is a (finite) system of equations. First one looks for an order-by-order solution (modulo the powers of
the maximal ideal). Then one tries to establish an ordinary solution for these equations.
For the criteria in the Subsection 3.11 we need the “relevant approximation property of the ring R”. The particular property
depends on the type of the equations. While the general theory is developed in [B.K.1], for the subgroups of Glr we need only the
following two types of approximation property.
3.10.1. If G ⊆ Glr is defined by R-linear equations and the condition gA = A+B can be written as a system of linear equations
on g = (U, V ) then we say that R has the relevant approximation property if the assumption (3) together with the condition
ann.coker(A) ⊇ m∞ hold.
The equations are linear for the groups Gr, Gl, Glr, Cconj . They are:
(25) UA = A+B, AV = A+B, UA = (A+B)V, UA = (A+B)U.
The class of rings satisfying (3) is rather large. Besides the traditional Noetherian rings of Commutative Algebra this class contains
e.g. the ring C∞(Rp, 0) of infinitely differentiable function-germs in several variables. Its completion is Noetherian, R[[x]], and the
completion map, C∞(Rp, 0)։ R[[x]], is surjective by Borel’s lemma, [Rudin, pg. 284, exercise 12].
For the non-Noetherian rings, with m∞ 6= {0} the condition ann.coker(A) ⊇ m∞ can be checked using the classical  Lojasiewicz
property:
(26) If f ∈ C∞(Rp, 0) satisfies |f | ≥ C|x|δ, for some C > 0, δ > 0,
then f divides any function flat at the origin, and thus (f) ⊇ m∞.
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3.10.2. If G ⊆ Glr is defined by polynomial/analytic equations and the condition gA = A + B can be written as a system of
polynomial/analytic equations on g = (U, V ), we say that R has the relevant approximation property provided R is Henselian
ring. This is the case for Gcongr, the equations being quadratic, UAU
t = A+B.
3.11. The transition from ann(T 1(Σ,G,A)) to the finite determinacy and the main results of [B.K.1]. In this section (R,m)
is a local ring over a field, k, of zero characteristic.
Fix a finitely generated R-module with descending filtration,M =M0 ⊃M1 ⊃ · · · . We assume that the filtration is “essentially
descending”, i.e. for any j there exists kj such that Mkj ⊆ mj ·M . Fix a (filtered) group action, G M , and a deformation space
Σ ⊆ M . (In our case M = Matm×n(R) or Matsymm×m(R) or Matskew−symm×m (R), and Σ ⊆ M is a submodule.) To understand the
“essential” deformations of an element z ∈ Σ, we need to know “how small/large” is the orbit Gz as compared to Σ. In many
cases this question reduces to the linear version:
(27) What is the biggest R-submodule Λ ⊂M satisfying: z + Λ ⊆ Gz?
(The precise statement is [B.K.1, Lemma 2.1].)
The main result of [B.K.1] is the transition of this linear version to the comparison of the tangent spaces, T(Gz,z) ⊆ T(M,z). We
assume that the germ (Gz, z) is “nice”, in particular it possesses a well defined tangent space. The precise condition is:
(28)
the subgroup G ⊂ GL
k
(M) and its completion Ĝ ⊆ GL
k
(Mˆ) are k-polynomially-defined;
their unipotent parts, G(1), Ĝ(1), are of Lie type.
The condition “G is of Lie type” ensures that the tangent space T(Gz,z) “approximates” the germ (Gz, z). These properties hold
for all our groups, Gl, Gr, Glr, Gcongr, Gconj , . . . , see the details in [B.K.1, §3.7].
Furthermore, we use the isomorphism of R-modules T(M,z) ∼−→M to identify T(Gz,z) with its embedding. Accordingly, we have
the embedded module: T(Gz,z) ⊆M , as in §3.8.
Theorem 3.18. [B.K.1, Theorem 2.2] Suppose the (filtered) action G  {Mi} satisfies assumptions (28). Suppose that G is
unipotent for the filtration {Mi}.
(1) If Mi ⊆ T(Gz,z) and R has the relevant approximation property (§3.10) then {z}+Mi ⊆ Gz.
(2) Suppose T(Gz,z) ⊆ T(M,z) is an R-submodule. If {z}+Mi ⊆ Gz then Mi ⊆ T(Gz,z).
While Theorem 3.18 is quite general, to compute/bound the order of determinacy we use a more specific criterion (see §2.1 for
the Loewy length llR(..)):
Proposition 3.19. Suppose Σ ⊆ Matm×n(R) is a free direct summand, i.e. Σ ⊕ Σ⊥ = Matm×n(R) for a free submodule
Σ⊥ ⊂Matm×n(R).
(1) [B.K.1, Corollary 2.6] Suppose ann(T 1(Σ,G,A)) ⊇ m∞ and R has the relevant approximation property. Then
llR
(
ann(T 1(Σ,G,A))
)
− 1 ≤ ordΣG(A) ≤ llR
(
ann(T 1(Σ,G(m),A))
)
− 1.
(2) If ann(T 1(Σ,G,A)) 6⊇ m∞, then A is not infinitely-(Σ, G)-determined.
For all our groups holds
(29) m · T(GA,A) ⊆ T(G(m)A,A) ⊆ T(GA,A),
thus we have the bounds on the annihilator:
(30) m · ann(T 1(Σ,G,A)) ⊆ ann(T 1(Σ,G(m),A)) ⊆ ann(T 1(Σ,G,A)).
So, the bounds in the corollary differ at most by one. Moreover, in many cases ann(T 1(Σ,G,A)) = ann(T
1
(Σ,G(m),A)
), see §3.8.
This proposition reduces the determinacy question to the study of T 1(Σ,G,A) and its annihilator.
Remark 3.20. We mention the relation to the Castelnuovo-Mumford regularity of a module. Recall, [Eisenbud, exercise 20.18]:
if M = ⊕
i
Mi is a graded R-module of finite length then its regularity equals reg(M) = max{i| Mi 6= {0}}. Therefore, when
T 1(Σ,G,A) is graded and of finite length, we can rewrite:
(31) reg(T 1(Σ,G,A)) ≤ ordΣG(A) ≤ reg(T 1(Σ,G(m),A)).
3.12. Finite determinacy vs stable algebraizability. Let k[x]upslopeI ⊆ R ( R̂ = k[[x]]upslopek[[x]] · I be a ring over the field k of zero
characteristic. The typical examples of R are: k[x]upslopeI ,
k〈x〉upslopeI (algebraic power series),
k{x}upslopeI (convergent power series). In this
section we do not use any matrix structure, thus instead of the modules Matm×n(R), Matm×n(R̂) we work with just free modules
F ⊂ Fˆ := R̂ · F . By the assumption on R the completion is injective, thus F ⊂ Fˆ .
Fix a group action G  Fˆ , k-linear but not necessarily R̂-linear. We assume G to be complete with respect to the filtration
{G(i)} and moreover of Lie-type (see §3.11). Then the unipotent part G(1) admits the surjective exponential map, T(G(1),1I) exp→ G(1),
ξ → exp(ξ) =
∞∑
j=0
ξj
j! , see [B.K.1, §3.5]. This map sends an infinitesimal family of tangent vectors, ξ(t) =
∑
ξjt
j ∈ T(G(1),1I)[[t]], to
infinitesimal family of group elements, exp(ξ(t)). Denote the collection of the later families by G[[t]].
Definition 3.21. i. An element vˆ ∈ Fˆ is called R-algebraizable if vˆ ∈ Gv for some v ∈ F .
ii. An element v ∈ Fˆ is called stably-R-algebraizable if there exists N ∈ N such that for any deformation vˆ + uˆ(t), with uˆ(t) ∈
(t) · mN · Fˆ [[t]], there exists a family g(t) ∈ G[[t]] satisfying g(t)(vˆ + uˆ(t)) ∈ F [[t]], and, moreover, if vˆ ∈ F then one can
assume g(0) = 1I.
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These algebraizability notions depend on the choice of R, the strongest notion is for R = k[x]upslopeI .
Finite determinacy is stronger than k[x]upslopeI -algebraizability and is equivalent to the stable
k[x]upslopeI -algebraizability.
Proposition 3.22. Let G  Fˆ be an action of a Lie-type group, suppose G is complete with respect to the filtration {G(i)} and
for any vˆ ∈ Fˆ the tangent space T(Gvˆ,vˆ) is an R̂-module. Then vˆ ∈ Fˆ is G-finitely determined iff vˆ is stably-R-algebraizable.
Proof. ⇛ As vˆ is finitely determined, we can cut off its Tailor tail, thus we assume vˆ ∈ F , and denote it by v. Choose any N
bigger than the G-order of determinacy of v and take any deformation uˆ(t) =
∑
i≥1
uˆit
i, with uˆi ∈ mN · Fˆ . Thus uˆi ∈ T(G(1)v,v) and
we fix some ξ˜i ∈ T(G(1)v,v) satisfying ξ˜i(v) = ui. Thus
(32) v +
∑
i≥1
uit
i = (1I +
∑
i≥1
ξ˜it
i)v = exp
(
ln(1I +
∑
i≥1
ξ˜it
i)
)
v = exp
(∑
i≥1
ξit
i
)
v.
Here {ξi}i are the elements of T(G(1),1I) determined by {ξ˜i}i. Then exp
( ∑
i≥1
ξit
i
)
∈ G[[t]] is the needed element.
⇚ We prove T(G(1)v,v) ⊇ mN · Fˆ , by Theorem 3.18 this implies the finite determinacy.
We can assume vˆ ∈ F , thus denote it by v. By the assumption, the family (v + uˆ · t) ∈ Fˆ [[t]], with uˆ ∈ mN · Fˆ , is presentable
as exp
( ∑
i≥1
ξit
i
)
v for some {ξi ∈ T(G(1),1I)}. Therefore ξ1v = uˆ, i.e. uˆ ∈ T(Gv,v). Now invoke the finite determinacy statement,
Theorem 3.18.
Note that in this proof we could not just substitute t = 1 as the element exp(
∑
ξi) is not well defined.
4. Proofs, examples and corollaries
4.1. The case of Gl, Gr, Glr Matm×n(R).
4.1.1. Approximation of ann(T 1(Σ,G,A)).
Proof of Theorem 2.2
1. Note that T(GrA,A) = SpanR(AU)U∈Matn×n(R) =
n⊕
i=1
Im(A) = Im(A)⊕n, where Im(A) ⊂ R⊕m. In addition, T(Σ,A) =
n⊕
i=1
R⊕m. Finally, the two decompositions are compatible, i.e. T(Σ,A)upslopeT(GrA,A)
=
n⊕
i=1
R⊕mupslopeIm(A) =
n⊕
i=1
coker(A).
2. The (Gl, A) case is identical to the (Gr , A
t) case. If m < n then ann.coker(At) = {0}, by Lemma 3.4.
Similarly for m = n: ann(T 1(Σ,Gl,A)) = ann(T
1
(Σ,Gr,At)
) = ann.coker(At) = ann.coker(A), again, Lemma 3.4.
3. As Glr ⊃ Gr, we have T(GlrA,A) ⊇ T(GrA,A), thus part 1 gives the bound
(33) ann
(
T 1(Σ,Glr,A)
) ⊇ ann(T 1(Σ,Gr,A)) = ann.coker(A).
Suppose f ∈ ann(T 1(Σ,Glr,A)), i.e.
(34) f ·Matm×n(R) ⊆ SpanR
(
UA+AV | (U, V ) ∈Matm×m(R)×Matn×n(R)
)
.
For any projection onto a discrete valuation domain, R
φ→ S, we get:
(35) φ(f) ·Matm×n(S) ⊆ SpanS
(
Uφ(A) + φ(A)V | (U, V ) ∈Matm×m(S)×Matn×n(S)
)
.
Now we use the canonical form, Proposition 3.2, φ(A) = PDφ(A)Q, where Dφ(A) has zeros off the main diagonal. We get:
(36) P−1φ(f) ·Matm×n(S)Q−1 ⊆ SpanS
(
UDφ(A) +Dφ(A)V | (U, V ) ∈Matm×m(S)×Matn×n(S)
)
.
On the right hand side one has the space of matrices whose (m,m)’th component lies in the ideal (λm). On the left hand side one
has Matm×n(φ(f)). Therefore, for Im−1(φ(A)) 6= {0}:
(37) φ(f) ∈ (λm) =
(
Im(φ(A)) : Im−1(φ(A))
)
=
(
φ
(
Im(A)
)
: φ
(
Im−1(A)
))
.
Equivalently one has: φ(f · Im−1(A)) ⊆ φ(Im(A)). Note that this embedding holds also when Im−1(φ(A)) = {0}. As this holds
for any φ, we get: f · Im−1(A) ⊆ Im(A). As this holds for any f ∈ ann
(
T 1(Σ,Glr,A)
)
, we have:
(38) Im−1(A) · ann
(
T 1(Σ,Glr,A)
) ⊆ Im(A).
Finally, by Lemma 3.8, for Im−1(A) 6= {0}, we have: ann
(
T 1(Σ,Glr,A)
) ⊆ Im(A) : Im−1(A).
For Im−1(A) = {0} similar arguments show: φ(ann
(
T 1(Σ,Glr,A)
)
) = {0} for any R φ→ SDV R.
Remark 4.1. As one sees from the end of this proof, we have a stronger property: ann
(
T 1(Σ,Glr,A)
) · Im−1(A) ⊆ Im(A).
One would like to strengthen it further, to achieve from φ(f) ∈ φ(Im(A)) : φ(Im−1(A)) that φ(f) ∈ φ(Im(A) : Im−1(A)). Then
the final conclusion would be: ann
(
T 1(Matm×n(R),Glr,A)
) ⊆ Im(A) : Im−1(A). But in general: φ(I : J) 6= φ(I) : φ(J).
Example 4.2. Let R be a Noetherian ring and A ∈Matm×n(R). Suppose that the ideal Im(A) is radical and height(Im−1(A)) >
height(Im(A)). Then ann.coker(A) = (det(A)), see Property (3.3). In addition Im(A) = Im(A). Finally, as height(Im−1(A)) >
height(Im(A)), we have Im(A) = Im(A) : Im−1(A). Altogether we get: ann(T
1
(Σ,Glr,A)
) = (det(A)).
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Example 4.3. Suppose R is a PID. Then all ideals are principal, hence integrally closed. Thus, for any A ∈Matm×n(R) we have
(39) ann.coker(A) = Im(A) : Im−1(A) = Im(A) : Im−1(A).
(For example, bring A to the Smith normal form.) Therefore ann(T 1(Σ,Glr,A)) = Im(A) : Im−1(A) = ann.coker(A).
4.1.2. Applications to finite determinacy.
Proof of Proposition 2.3.
We use Proposition 3.19. First we remark that the assumption (3) ensures the needed approximation property of R, see §3.10.
Indeed, in all the cases the equations UA = A + B, AV −1 = A + B, UAV −1 = A + B are linear in the entries of U, V . (In the
later case present the equation in the form UA = (A+B)V .)
1. Note that ann(T 1
(Σ,G
(m)
r ,A)
) = annR
⊕m
upslope
m · Im(A) = ann
R⊕mupslopeIm(A|
m·R⊕n )
. Thus Proposition 3.19 gives the stated bound on
ordΣGr (A).
i. If dim(R) > (n − m + 1) then for any A ∈ Matm×n(m) the ideal ann.coker(A), having height at most (n −m + 1), see
Property (3.3), cannot contain any power of the maximal ideal m. This implies the statement.
ii. Vice versa, the height of the ideal ann.coker(A) is generically the expected one, see §3.2. Thus for any A and the generic
B ∈ Matm×n(mN ), the ideal ann.coker(A + B) is of height min
(
(n − m + 1), dim(R)
)
. Thus if dim(R) ≤ (n −m + 1) then
ann.coker(A+B) contains a (finite) power of the maximal ideal.
2. Follows immediately from part 2 of Theorem 2.2.
3. i. Note that height
(
Im(A) : Im−1(A)
)
= height(Im(A)) = height(Im(A)) = height(ann.coker(A)). Thus the statement
follows immediately from the first part and part 3 of Theorem 2.2.
3.ii. Note that Glr ⊃ Gr, thus, by part 1:
(40) ordΣGlr (A) ≤ ordΣGr (A) ≤ llR(ann.coker(A|mRp))− 1.
If R is Noetherian then the lower bound on ordΣGlr (A) is immediate.
To prove the lower bound in the non-Noetherian case we use the surjectivity of the completion, R
ψˆ
։ R̂. Then by Lemma 3.15
we have the equality of Loewy lengths:
(41) llR(ann(T
1
(Σ,Glr,A)
)) = ll
R̂
(
ψˆ(ann(T 1(Σ,Glr,A)))
)
= ll
R̂
(
ann ψˆ(T(Σ,A))upslopeψ(T(GlrA,A))
)
= ll
R̂
(
Im(Â) : Im−1(Â)
)
.
Example 4.4. Consider the trivial case: A is a “numerical” matrix (with entries in k), m ≤ n. Then ann.coker(A) is either R
or {0}. Hence A is finitely Glr-determined iff at least one of its maximal minors is a non-zero constant, i.e. A is of the full rank.
(In other words, A is invertible from the left, i.e. it has no left-kernel.) In this case, for m ≤ n, A is 0-determined with respect to
Gr.
Example 4.5. Let R = k[[x, y]] and A =
(
x5 0 y3
0 y4 x3
)
. Then I1(A) = (x
3, y3), I2(A) = (y
7, x5y4, x8) and ann.coker(A) =
(y7, x5y4, x8). (To compute ann.coker one can notice that height(I2(A)) = 2, as expected, thus ann.coker(A) = I2(A), by
Property (3.3).) Therefore I1(A) = m
3 and I2(A) = m
8 + (y7). Thus
(42) (y7, x5y4, x8) ⊆ annT 1(Σ,Glr,A) ⊆ I2(A) : I1(A) = m5.
Note that ann.coker(A|
m·R⊕3) = (y
7, x5y4, x8). Finally, llR(m
5) = 5 and llR(y
7, x5y4, x8) = 11. We get: 4 ≤ ordΣGlr (A) ≤ 10.
Example 4.6. Suppose R satisfies the assumption (3) and dim(R) > 0. Let Σ =Matm×n(R).
1. For m = n, A ∈ Matm×m(m) is finitely-Glr-determined iff dim(R) = 1, det(A) ∈ R is not a zero divisor and det(A) 6∈ m∞.
This generalizes Part 1 of [Bruce-Tari, Theorem 1.1].
Proof: for square matrices height
(
ann.coker(A)
)
= height(det(A)) ≤ 1. Thus it can contain a power of the maximal ideal
only when dim(R) ≤ 1. Now invoke Proposition 2.3.
2. Suppose dim(R) = 2 and m < n. Suppose A has at least two m×m blocks whose determinants, ∆1,∆2, are neither zero
divisors, nor belong to m∞ and moreover are relatively prime, i.e. if ∆i = aih ∈ R then h ∈ R is invertible. Then A is finitely
Gr-determined.
Proof: Let ∆1,∆2 be two such determinants then the height of the ideal (∆1) + (∆2) is two. Thus height(ann.coker(A)) = 2
and ann.coker(A) contains a power of m.
Example 4.7. Suppose R satisfies the assumption (3) and A ∈ Matm×n(R). Then part 3 of Theorem 2.2 and Theorem 3.18
imply:
(43) if A˜ ≡ A mod(m · ann.coker(A)) then A˜ Glr∼ A.
This both strengthens (quantifies) and generalizes [Cutkosky-Srinivasan, Theorem 5.2].
4.1.3. Applications to the infinite determinacy. Part 1 of Proposition 2.3 implies the following criterion.
Corollary 4.8. Let A ∈ Matm×n(C∞(Rp, 0)). If there exists an element f ∈ Im(A) satisfying  Lojasiewicz inequality, Equation
(26), then A is infinitely-Gr-determined.
Indeed, by Proposition 2.3 it is enough to check that the ideal Im(A) contains m
∞, in other words: any function flat at the
origin is divisible by some element of Im(A). And this is ensured by  Lojasiewicz inequality.
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4.2. (Anti-)symmetric matrices and the congruence.
4.2.1. Computation of ann(T 1(Σ,Gcongr,A)). Proof of Theorem 2.4.
1. First we assume that R is Noetherian. To prove that ann(T 1(Σ,Gcongr,A)) = {0} it is enough to show that this module is not
a torsion module and is supported at the generic point of any component of Spec(R). Thus we assume that Spec(R) is irreducible
and localize at the generic point of Spec(R). (Note that dim(R) > 0.) At this point we compare the modules, or rather vector
spaces, (T(GA,A))(0) and (T(Σ,A))(0).
Note that R(0) is a field, thus we can bring the symmetric part of A to the canonical form of Proposition 3.2, i.e. A
Gcongr∼
Diag + A−, where Diag is diagonal while A− ∈ Matskew−symm×m (R). We can assume that A + At is generically non-degenerate
on Spec(R), therefore Diag is invertible over R(0). To understand (T(GA,A))(0), which is spanned by UA+ AU
t, we re-scale the
matrices, U˜ := U · Diag, and expand them into the symmetric and skew-symmetric parts, U˜ = U˜+ + U˜−. Then (T(GA,A))(0) =
SpanR(2U˜+, U˜A− +A−U˜
t). To prove that
(44) (T(GA,A))(0) ( (T(Σ,A))(0) =Mat
sym
m×m(R(0))⊕Matskew−symm×m (R(0))
we consider the map
(45) Matm×m(R(0))
φ→Matsymm×m(R(0))⊕Matskew−symm×m (R(0)), U˜ → (2U˜+, U˜A− +A−U˜ t)
Note that the domain and the target are R(0)-vector spaces of the same (finite) dimension. Thus it is enough to demonstrate a
non-trivial kernel of φ. Indeed, the space ker(φ) = {U˜+ = O, U˜−A− = A−U˜−} is non-zero. It contains all the matrices U˜− that
commute with A−, e.g. ker(φ) ⊇ SpanR(A−, A3−, A5−, . . . ).
Now, if R is non-Noetherian, but satisfies condition (3), we use Lemma 3.15 to get: ψˆ(ann(T 1)) = {0}. Therefore ann(T 1) ⊆
m
∞.
2. To prove that ann(T 1(Σ,Gcongr,A)) ⊇ ann.coker(A), take any B ∈ Mat
sym
m×m(ann.coker(A)). By the definition of the
annihilator-of-cokernel there exists U satisfying: AU = B2 . As A, B are symmetric: U
tA = B2 . Therefore UA + AU
t = B. But
UA+AU t ∈ T(GcongrA,A), see Example 3.13. Thus ann.coker(A) · T(Σ,A) =Matsymm×m(ann.coker(A)) ⊆ T(GcongrA,A).
To prove that ann(T 1(Σ,Gcongr,A)) ⊆ Im(A) : Im−1(A), let f ∈ ann(T 1(Σ,Gcongr,A)), i.e. f ·Mat
sym
m×m(R) ⊆ SpanR(UA+AU t| U ∈
Matm×m(R). Then, for any R
φ→ SDVR:
(46) φ(f) ·Matsymm×m(S) ⊆ SpanR(Uφ(A) + φ(A)U t| U ∈Matm×m(S)).
Now, bring φ(A) to the canonical form (using Proposition 3.2), φ(A) = V · Dφ(A)V t, where Dφ(A) = ⊕λi1I, with (λ1) ⊇ (λ2) ⊇
· · · ⊇ (λm). Therefore:
(47) φ(f) ·Matsymm×m(S) ⊆ SpanR(UDφ(A) +Dφ(A)U t| U ∈Matm×m(S)).
But the (m,m)-entry of any matrix of the form (UDφ(A) +Dφ(A)U
t) lies in the ideal
(48) (λm) = ann.coker(φ(A)) = Im(φ(A)) : Im−1(φ(A)) = φ(Im(A)) : φ(Im−1(A)).
Therefore φ(f · Im−1(A)) ∈ φ(Im(A)). As this holds for any R φ→ SDVR we get: f · Im−1(A) ⊆ Im(A). Finally, Equation (20)
implies f ∈ Im(A) : Im−1(A).
3. First we prove the part (· · · ) ⊆ ann(T 1(Σ,Gcongr,A)).
3.i. For m-even the proof of ann(T 1
(Matskew−symm×m (R),Gcongr,A)
) ⊇ ann.coker(A) goes as in part 2.
3.ii. Suppose m is odd, then by Proposition 3.5: T(GcongrA,A) ⊇ Matskew−symm×m (Pfm−1(A)). Thus ann(T 1(Σ,Gcongr,A)) ⊇
(Pfm−1(A)).
To establish the bound ann(T 1(Σ,Gcongr,A)) ⊆ (· · · ), let f ∈ ann(T 1Σ,Gcongr,A), i.e. f ·Mat
skew−sym
m×m (R) ⊆ SpanR(UA+AU t| U ∈
Matm×m(R). Then, for any R
φ→ SDVR:
(49) φ(f) ·Matskew−symm×m (S) ⊆ SpanR(Uφ(A) + φ(A)U t| U ∈Matm×m(S)).
Bring φ(A) to the canonical form (using Proposition 3.2), φ(A) = V ·Eφ(A)V t, where Eφ(A) = ⊕iλiEi and (λ1) ⊇ (λ2) · · · ⊇ (λ⌊m2 ⌋).
Therefore:
(50) φ(f) ·Matskew−symm×m (S) ⊆ SpanR(UEφ(A) + Eφ(A)U t| U ∈Matm×m(S)).
The (m− 1,m) and (m,m− 1) entries of (UEφ(A) + Eφ(A)U t) belong to the ideal (λ⌊m2 ⌋). Therefore,
(51) φ(f) ∈ (λ⌊m2 ⌋) = Im−1(φ(A)) : Im−2(φ(A)) = φ(Im−1(A)) : φ(Im−2(A)),
i.e. φ(f · Im−2(A)) ⊆ φ(Im−1(A)).
As this holds for any R
φ→ SDVR we get: f · Im−2(A) ⊆ Im−1(A). Finally, we get f ∈ Im−1(A) : Im−2(A), see Equation (20).
Therefore ann(T 1(Σ,Gcongr,A)) ⊆ Im−1(A) : Im−2(A).
Finally, if m is even, then φ(Im(A)) : φ(Im−1(A)) = φ(Im−1(A)) : φ(Im−2(A)). Thus in Equation (51) we have: φ(f) ∈
φ(Im(A)) : φ(Im−1(A)) and therefore ann(T
1
(Matskew−symm×m (R),Gcongr ,A)
) ⊆ Im(A) : Im−1(A).
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Example 4.9. (Continuing examples 4.2 and 4.3.) In some cases the bounds on ann(T 1(Σ,Glr,A)) turn into equality. Let R be
Noetherian ring and A either symmetric or skew-symmetric of even size. Suppose
i. either R is PID
ii. or Im(A) is radical and height(Im−1(A)) > height(Im(A)) > 0.
Then ann(T 1(Σ,Glr,A)) = ann.coker(A). Indeed, Im(A) = Im(A) (Property 3.6) and ann.coker(A) = Im(A) : Im−1(A) (Property
3.4).
Example 4.10. In the low dimensional cases T 1(Σ,Gcongr,A) is easily written down explicitly.
1. In the trivial case A =
(
0 a
−a 0
)
we get ann.coker(A) = (a) ⊂ R and thus T 1(Σ,Gcongr,A) ≈ (Rupslope(a) )⊕2.
2. For 3× 3 matrices take A =
 0 a b−a 0 c
−b −c 0
, matrix of indeterminates, we get
(Pf2(A)) = (a) + (b) + (c) = I2(A) : I1(A) ⊂ R.
Therefore T 1(Σ,Gcongr,A) ≈
(
Rupslope(a) + (b) + (c)
)⊕3
.
4.2.2. Finite determinacy for congruence.
Proof of Proposition 2.5. The statements 1, 1’, 1” follow from Theorem 2.4 because height(ann.coker(A)) ≤ 1 for a square
matrix, while for a skew-symmetric matrix of odd-size height(Pfm−1(A)) ≤ 3, see §3.2.
The statements 2.i. 2.ii. follow from Theorem 2.4 and Proposition 3.19.
Example 4.11. The natural question is the order of determinacy for a generic (skew-)symmetric matrix. By Proposition 2.5 we
must assume dim(R) = 1. For simplicity we assume that R is a Henselian DVR.
i. Take the generic matrix A ∈ Matsymm×m(mk). Use Proposition 3.2 to bring A to the canonical form. (Note that the order of
determinacy and ann(T 1(Σ,Gcongr,A)) are invariant under the Gcongr-action.) Thus A = ⊕j λj1I and by genericity the orders
of all λj are k. Thus the order of determinacy is k. We get the rigidity in the following sense. Denote Σ
(k+1) = {A} +
Mat
sym
m×m(m
k+1), then T 1
(Σ(k+1),Gcongr,A)
= {0}.
ii. Similarly for skew-symmetric matrices of even size. Let A ∈ Matskew−symm×m (mk) be generic, then A
Gcongr∼ ⊕
j
λjEj , where
ord(λj) = k. Thus the order of determinacy is k. If one takes Σ
(k+1) = {A}+Matskew−symm×m (mk+1) then T 1(Σ(k+1),Gcongr,A) =
{0}.
Proposition 2.5 implies the following criterion for the infinite determinacy of (skew-)symmetric forms valued in the germs of
smooth functions.
Corollary 4.12. 1. Let either A ∈ Matsymm×m(C∞(Rp, 0)) or A ∈ Matskew−symm×m (C∞(Rp, 0)), for m-even. If det(A) satisfies the
 Lojasiewicz inequality, Equation (26), then A is infinitely-Gcongr-determined.
2. Let A ∈Matskew−symm×m (C∞(Rp, 0)), for m-odd. If there exists an element f ∈ Im−1(A) that satisfies the  Lojasiewicz inequality,
then A is infinitely-Gcongr-determined.
The argument is the same as for Corollary 4.8.
4.3. The upper-block-triangular matrices and the action of Gupr , G
up
lr . First we give two examples showing that the
block-triangular matrices appear naturally, then we prove Theorem 2.6.
4.3.1. Morphisms of filtered free modules and their deformations. Let M be a free module and denote by M• a filtration by free
submodules which are direct summands, {0} = M0 ( M1 ( · · · ( Mk = M . Given two such filtered modules, M•, N•, consider
their filtered homomorphisms, HomR(M•, N•) = {φ ∈ HomR(M,N)| φ(Mi) ⊆ Ni}. Fix a filtered basis of M , i.e. a minimal set
of generators of M compatible with the filtration:
(52) (e1, . . . , ei1 , ei1+1, . . . , ei2 , . . . , eik−1+1, . . . , eik),
{
Mj = SpanR(e1, . . . , eij )
}
j=1,...,k
.
Similarly fix anN•-basis. For these chosen bases any homomorphism φ ∈ HomR(M•, N•) is presented by an upper-block-triangular
matrix,
(53) [φ] = A =

A11 A12 . . . . . . . . . A1k
O A22 . . . . . . A2k
. . . . . . . . . . . . . . .
O O . . . O Akk
 .
The change of bases in M•, N• act on A by elements of G
up
lr = G
up
l ×Gupr = GL(M•, R)×GL(N•, R). Thus for the deformations
of φ inside Σ = HomR(M•, N•) we have:
(54) T 1(Σ,Gup
lr
,A) = T
1
φ∈HomR(M•,N•)
=
T(Matup,A)upslopeT(Gup
lr
A,A)
.
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4.3.2. Deformations of filtered submodules. Fix a filtered module {0} =M0 (M1 ( · · · (Mk =M ⊆ R⊕m, not necessarily free.
Suppose a sequence of “containers” is prescribed, i.e. Mi ⊆ Vi, where Vi ⊆ R⊕m is a free direct summand. We assume Vi ( Vi+1.
Choose a set of generators of R⊕m compatibly with the filtration Vi ( Vi+1 ( . . . R⊕m. Then the generating matrix AM of M is
upper-block-triangular:
(55) AM =

A11 A12 . . . . . . . . . A1k
O A22 . . . . . . A2k
. . . . . . . . . . . . . . .
O O . . . O Akk
 .
A change of basis of M• corresponds to the G
up
r -action. Therefore for the deformations of M•, inside the ambient filtration V•,
we have
(56) T 1(Σ,Gr,A) = T
1
M•,V•
=
T(Matup,A)upslopeT(Gupr A,A) .
4.3.3. Proof of Theorem 2.6.
1. Denote Σ =Matup{mi}×{nj}(R), thus T(Σ,A) ≈Mat
up
{mi}×{nj}
(R). We write down the tangent space to the group orbit:
(57) T(Gupr A,A) = SpanR
(

A11U11 A11U12 +A12U22 . . . . . .
k∑
i=1
A1iUik
O A22U22 . . .
k∑
i=2
A2iUik
. . . . . . . . . . . .
O . . . O AkkUkk
 ,
{
Uij ∈Matmi×nj (R)
}
i≤j
)
Note that both modules T(Σ,A) and T(Gupr A,A) decompose into the direct sums, according to the blocks of columns. Explicitly,
T(Σ,A) =
k⊕
l=1
Λl, where Λl consists of all matrices B with the block-structure B = {Bij} satisfying: Bij = O if j 6= l or if i > j.
Therefore, for a fixed A we have: T 1(Σ,Gupr ,A) =
k⊕
q=1
(T 1(Σ,Gupr ,A))q, where
(58) (T 1(Σ,Gupr ,A))q =
Mat
(
q∑
j=1
mj)×nq
(R)
SpanR
(A11 . . . . . . A1qO . . . . . .
O . . . O Aqq
U1q. . .
Uqq
 , Ujq ∈Matmj×nq (R)
) = coker
A11 . . . . . . A1qO . . . . . .
O . . . O Aqq
 = ann.coker(A |q).
Accordingly: ann(T 1(Σ,Gupr ,A)) =
k∩
q=1
ann(T 1(Σ,Gupr ,A))q =
k∩
q=1
ann.coker(A |q). This proves the first statement.
2. The bounds
k∏
q=1
ann.coker(Aqq) ⊆
k∩
q=1
ann.coker(A |q) ⊆
k∩
q=1
ann.coker(Aqq) are proved by induction as follows. The case
k = 1 is trivial. Suppose the bounds hold for (k − 1). To establish them for k it is enough to prove:
i. ann.coker(A) ⊆ ann.coker(Akk)
ii. ann.coker(A) ⊇
k∏
q=1
ann.coker(Aqq).
In the proof we decompose R
∑
mq = ⊕
q
Rmq . To keep track of the block structure we denote the image of Rmq inside this sum by
Rmq ⊕ {0}.
Proof of i. If f ∈ ann.coker(A) then f · ({0} ⊕Rmk) ⊆ Im(A) and thus f ·Rmk ⊆ Im(Akk), i.e. f ∈ ann.coker(Akk).
Proof of ii. It is enough to check: for any collection {fq ∈ ann.coker(Aqq)}q=1...k holds:
k∏
q=1
fq ∈ ann.coker(A).
By the inductive assumption we have: (
k−1∏
q=1
fq) · (
k−1⊕
q=1
Rmq ⊕{0}) ⊆ Im(A). It remains to check: (
k∏
q=1
fq) · ({0}⊕Rmk) ⊆ Im(A).
Indeed, any 0 ⊕ v ∈ (
k∏
q=1
fq) · ({0} ⊕ Rmk) is presentable as v = Akku for some u ∈ (
k−1∏
q=1
fq)R
nk . Thus v − A(0 ⊕ u) ∈
(
k−1∏
q=1
fq) · (
k−1⊕
q
Rmq ⊕ {0}) ⊆ Im(A).
3. The lower bound on ann(T 1(Σ,Gup
lr
,A)) follows by parts 1,2 because G
up
lr ⊃ Gupr . For the upper bound we write down the
tangent space
(59) T(Gup
lr
A,A) = SpanR
(
A11U11 . . .
k∑
i=1
A1iUik
O . . .
k∑
i=2
A2iUik
. . . . . . . . .
O O AkkUkk


,


V11A11 . . .
k∑
i=1
V1iAik
O . . .
k∑
i=2
V2iAik
. . . . . . . . .
O O VkkAkk


)
19
Thus f · T(Σ,A) ⊆ T(Gup
lr
A,A) implies Matmi×ni((f)) ⊆ SpanR(ViiAii +AiiUii) for any i. But the later means:
(60) f ∈ ∩
i
ann(T 1(Σi,Glr,Aii)) ⊆ ∩i
(
Imi(Aii) : Imi−1(Aii)
)
.
Example 4.13. i. Suppose the blocks {Aqq} are mutually generic so that the ideals ann.coker(Aqq) are relatively prime in the
sense:
k∏
q=1
ann.coker(Aqq) =
k∩
q=1
ann.coker(Aqq). Then we get the equality, ann(T
1
(Σ,Gupr ,A)
) =
k∏
q=1
ann.coker(Aqq).
ii. Suppose Aij = O for 1 ≤ i < j ≤ k. Then we have the obvious ann(T 1(Σ,Gupr ,A)) =
k∩
i=1
ann.coker(Aii).
iii. Consider the case of one Jordan cell,
A =

a 1 0 . . . . . .
0 a 1 0 . . .
. . . . . . . . . . . . . . .
0 . . . . . . 0 a
 .
Then, by direct check, ann.coker(A) = (an). This realizes the lower bound.
iv. Suppose A is a square matrix, hence {mq = nq}, and det(A) is not a zero divisor in R. Suppose, moreover, height(Imq−1(Aqq)) >
1 for all the blocks. Then we get (det(A)) ⊆ ann(T 1(Σ,Gupr ,A)) ⊆ ∩q (det(Aqq)).
4.3.4. Applications to finite determinacy. Theorem 2.6 implies the immediate
Corollary 4.14. (1) If dim(R) > (ni−mi+1) for some i, then no matrix A ∈Matup{mi}×{nj}(m) is finitely-G
up
lr -determined.
(2) Suppose R satisfies condition (3) and moreover dim(R) ≥ (ni−mi+1) for all i. Then the generic finite-Gupr -determinacy
holds and
(61) llR
(
∩
i
ann.coker(Aii)
)
− 1 ≤ llR
(
∩
q
ann.coker(A |q)
)
≤ ordΣGupr ≤
≤ llR
(
∩
q
ann.coker(A |q|
m·R
q∑
j=1
nj
)
)
≤ llR
(∏
i
ann.coker(Aii|m·R⊕m)
)
− 1.
4.4. The case of conjugation. Proof of Theorem 2.7. Denote Σ =Matm×m(R).
1. First we assume that R is Noetherian. As in the case of congruence, to prove that ann(T 1(Σ,Gconj,A)) = {0} it is enough to
prove that T 1(Σ,Gconj,A) is not a torsion on any irreducible component of Spec(R). Thus we restrict to an irreducible component
of Spec(R) and check T 1(Σ,Gconj,A) at the generic point of Spec(R), algebraically we localize at the generic ideal {0}. Therefore we
compare the R(0)-vector spaces:
(62) Matm×m(R(0)) vs (T(GconjA,A))(0) = SpanR(0)
(
UA−AU | U ∈Matm×m(R(0))
)
.
Now the inequality (T(GconjA,A))(0) ( (T(Σ,A))(0) is immediate as (T(GconjA,A))(0) lies inside the hyperplane {B| trace(B) = 0} ⊂
(T(Σ,A))(0). Therefore
(
T 1(Σ,Gconj,A)
)
(0)
6= {0}.
If R is not Noetherian but satisfies condition (3), then we take the completion R
ψˆ→ R̂. We have ann(ψˆ(T 1(Σ,Gconj,A))) = {0},
thus by Lemma 3.16, ψˆ(ann(T 1(Σ,Gconj ,A))) = {0}. Therefore (as in the case of congruence) we get ann(T 1(Σ,Gconj,A))) ⊆ m∞.
2. Follows immediately from part one and Proposition 3.19.
4.5. Finite determinacy of chains of morphisms. Given a finite collection of free modules, {Fi}i∈I , of ranks {mi}i∈I , and
their morphisms, φi ∈ HomR(Fi, Fi−1), we consider the corresponding chain (F•, φ•), not necessarily a complex. We assume
{mi+1 ≥ mi} and omit the terms Fi with mi = 0. The chains (F•, φ•), (F•, ψ•) are called isomorphic if there exist automorphisms
Ui  Fi satisfying: ψi ◦ Ui = Ui−1 ◦ φi.
Definition 4.15. 1. Denote by {J(Fi,φi)}i∈I the collection of the largest possible ideals satisfying:
if
{
ψi ≡ φi mod(J(Fi,φi))
}
i∈I
, then the chains (F•, φ•) and (F•, ψ•) are isomorphic.
2. Denote by J(F•,φ•) the largest possible ideal satisfying:
if
{
ψi ≡ φi mod(J(F•,φ•))
}
i∈I
, then the chains (F•, φ•) and (F•, ψ•) are isomorphic.
Lemma 4.16. In both cases the largest object exists and J(F•,φ•) = ∩
i
J(Fi,φi).
Proof. (We prove the existence in the first case, the second case is similar.)
Call a collection of ideals {Ji}i∈I admissible if the conditions {ψi ≡ φi mod(Ji)}i∈I imply the isomorphism (F•, ψ•) ≈ (F•, φ•).
The collection of zero ideals, {Ji = {0}}i∈I , is obviously admissible. Thus it suffices to prove: if {Ji}i∈I , {J˜i}i∈I are two admissible
collections then the collection {Ji + J˜i}i∈I is admissible.
Suppose {ψi = φi+∆i+∆˜i}i∈I , where the entries of ∆i lie in Ji, while the entries of ∆˜i lie in J˜i. Then there exists a collection
of automorphisms, {Ui ∈ AutR(Fi)}i∈I satisfying: {UiψiU−1i = φi + Ui∆˜iU−1i }i∈I . Now, the entries of Ui∆˜iU−1i still lie in the
ideal J˜i. Therefore there exists a collection of automorphisms, {Vi ∈ AutR(Fi)}i∈I satisfying: {ViUiψiU−1i V −1i = φi}i∈I . The
composition {ViUi}i∈I provides the needed automorphism of the chains.
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Finally, both inclusions J(F•,φ•) ⊆ ∩
i
J(Fi,φi) and J(F•,φ•) ⊇ ∩
i
J(Fi,φi) are obvious.
Proposition 4.17. Suppose R is Noetherian.
(1) ann.coker(φi|m·Fi) ⊆ J(Fi,φi) ⊆ Imi(φi) : Imi−1(φi).
(2) ∩
i
ann.coker(φi|m·Fi) ⊆ J(F•,φ•) ⊆ ∩
i
(
Imi(φi) : Imi−1(φi)
)
.
This strengthens (quantifies) and generalizes [Cutkosky-Srinivasan, Theorem 5.8].
Proof. 1. The isomorphism of the chains (F•, φ•), (F•, ψ•) implies in particular the left-right equivalence of the representing
matrices: φi
Glr∼ ψi for each i. Thus the embedding J(Fi,φi) ⊆ Imi(φi) : Imi−1(φi) follows immediately from part 3 of Theorem 2.2
and Theorem 3.18.
To prove the other inclusion observe that if for any i holds: φi
Gr∼ ψi then (F•, φ•) Gr∼ (F•, ψ•). Here
∏
i
Gr acts on {Fi} by a
collection of automorphisms. Thus the statement follows directly from part 1 of Theorem 2.2 and Theorem 3.18.
2. This now follows immediately from Lemma 4.16.
4.6. Criteria for relative determinacy. We start from a preparatory result.
Lemma 4.18. Fix two R-modules N ⊆M and an ideal J ⊂ R.
(1) annJ ·MupslopeN = ann(
MupslopeN ) : J .
(2) annMupslopeN · annNupslopeJ ·N ⊆ annMupslopeJ ·N ⊆ annMupslopeN ∩ annNupslopeJ ·N .
Proof. 1. The proof is just the chain of immediate equivalences:
(63)
[
f ∈ annMupslopeN : J
]
iff
[
f · J ⊆ annMupslopeN
]
iff
[
f · J ·M ⊆ N
]
iff f ∈ annJ ·MupslopeN .
2. If f ∈ annMupslopeN and g ∈ annNupslopeJ ·N then gf ·M ⊆ g ·N ⊆ J ·N , i.e. gf ∈ annMupslopeJ ·N .
If f ∈ annMupslopeJ ·N then obviously f ∈ annMupslopeN . As N ⊆M we get also: f ·N ⊆ J ·N , i.e. f ∈ annNupslopeJ ·N .
Example 4.19. In each bound of part 2 of the last lemma the equality is realizable.
i. If dim(R) is large enough and J ⊂ R is generic for the given M,N then annMupslopeN · annNupslopeJ ·N = annMupslopeN ∩ annNupslopeJ ·N , hence
part two is an equality.
ii. Let R = k[[x, y]], with J = mp and N = (xp, yp) ⊂ M = R. Then J · N = m2p, annNupslopeJ ·N = mp, annMupslopeN = (xp, yp).
Therefore:
(64) (xp, yp) = annMupslopeN ∩ annNupslopeJ ·N ) annMupslopeJ ·N = m2p = annMupslopeN · annNupslopeJ ·N .
iii. Let J = N = (f) ⊂M = R. Then annMupslopeN · annNupslopeJ ·N = annMupslopeJ ·N = (f2) ( annMupslopeN ∩ annNupslopeJ ·N = (f)
This lemma implies the immediate
Corollary 4.20. Let Σ(J), G(I) be as in §2.8. Suppose T(Σ(J),A) = J · T(Σ,A) and T(G(I)A,A) = I · T(GA,A). Then:(
ann(T 1(Σ,G,A)) ∩ ann
T(GA,A)upslopeI · T(GA,A)
)
: J ⊇ ann(T 1(Σ(J),G(I),A)) ⊇
(
ann(T 1(Σ,G,A)) · ann
T(GA,A)upslopeI · T(GA,A)
)
: J.
Example 4.21. For G = Gr and I = R we get ann(T
1
(Σ(J),Gr,A)
) = ann.coker(A) : J . If R satisfies the condition (3) and Jq ⊆
ann.coker(A) then A+Matm×n(J
q+k) ⊆ G(Jk)r A, for any k > 0. This strengthens and generalizes [Cutkosky-Srinivasan, Theorem
5.2]: “For R a domain and complete with respect to Im(A1)-filtration, there exist k1, k2 such that if A1 ≡ A2 mod(Im(A1))j for
j ≥ k1 then A1 = UA2V −1, with U = 1I mod(Im(A1))j−k2 , V = 1I mod(Im(A1))j−k2 .”
Example 4.22. Let A ∈ Matsymm×m(m) where R satisfies condition (3) and is Henselian. If Jq ⊆ Im(A) : Im−1(A) then {A} +
Mat
sym
m×m(J
q+k) ⊆ G(Jk)congrA for any k > 0.
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