Let a ∈ Q ∩ (0, 2], a = 1. Then the sequence of quantities (1 − (1 − a)x) n+1 dx ∈ Q log a + Q, n = 0, 1, 2, . . . ,
(1 − (1 − a)x) n+1 dx ∈ Q log a + Q, n = 0, 1, 2, . . . ,
produces 'good' rational approximations to log a. There are several ways of perfoming integration in (1) in order to show that the integrals lies in Q log a + Q; we give an exposition of different methods below. The aim of this essay is to demonstrate how suitable generalizations of the integrals in (1) allow to prove the best known results on irrationality measures of the numbers log 2, π and log 3. Although methods presented below work in general situations (e.g., for certain Q-linear forms in logarithms) as well, the three numbers seem to be very nice and important models for our exposition. Bounds for irrationality measures are presented by means of upper estimates for irrationality exponents. Recall that the irrationality exponent of a real irrational number γ is defined by the relation µ = µ(γ) = inf{c ∈ R : the inequality |γ − a/b| |b| −c has only finitely many solutions in a, b ∈ Z}.
The estimates for µ(γ) are deduced by constructing sequences of linear forms involving γ and using standard tools of the following shapes.
Proposition 1 ( [Ha1] , Lemma 3.1). Let γ ∈ R be irrational. Suppose that a sequence of linear forms b n x − a n , with integer coefficients from the field of rationals or an imaginary quadratic field, satisfies lim sup n→∞ log |b n | n C 1 , lim n→∞ log |b n γ − a n | n = −C 0 for some positive real C 0 and C 1 . Then µ(γ) 1 + C 1 /C 0 . ‡ The work is supported by an Alexander von Humboldt research fellowship and partially supported by grant no. 03-01-00359 of the Russian Foundation for Basic Research.
1 Proposition 2 ([Ha2], Lemma 2.1). Let ω, ω ′ ∈ R be two irrational numbers. Suppose that sequences of linear forms b n x − a n and b n x − a ′ n , with integer coefficients from the field of rationals or an imaginary quadratic field, satisfies
for some positive real constants C 0 < C ′ 0 and C 1 . Then any element γ ∈ Qω + Qω ′ is irrational with the bound µ(γ) 1 + C 1 /C 0 for the irrationality exponent.
Remark. In fact, the statement of Lemma 2.1 in [Ha2] slightly differs from our last claim, but one can easily verify that the proof given there proves our 'modification' as well.
1. Irrationality measure for log 2 (after E. Rukhadze)
1.1. Gauss hypergeometric function. It is worth performing a slightly general integral than (1), namely
for non-negative integers m, n 0 , n 1 , provided the condition max{m, n 0 } n 1 holds for further convenience. The integral in (2) is exactly Euler's integral for the Gauss hypergeometric series:
(see, e.g., [AAR] , § 2.2). The latter sum may be written as
where
and R(t) = O(t −1 ) as t → ∞ by m n 1 . Denote m * = min{m, n 0 } and n * 0 = max{m, n 0 } and decompose the rational function (5) in a sum of partial fractions:
Then by (4) we obtain
hence
where d denotes the denominator of a and D n stands for the least common multiple of the numbers 1, 2, . . . , n. By the prime number theorem, we have the following asymptotic formula:
Arithmetic valuation.
The inclusion (8) may be essentially improved in several cases, and it is the observation that allowed Rukhadze to prove the record irrationality measure for log 2. The symmetry of the 2 F 1 -series in (3) with respect to its upper parameters m + 1 and n 0 + 1 gives us a way to write the identity
(which is not so evident if one looks on definition (2)). The inclusion (8) written for the I-quantity on the right of (9),
and the equality
(10) By the well-known formula, for each prime p we have ord p N ! = ⌊N/p⌋ + ⌊N/p 2 ⌋ + ⌊N/p 3 ⌋ + · · · , where ⌊ · ⌋ denotes the integral part of a number. Therefore
The final remark (made by G. Chudnovsky in [Ch] together with introducing the method of asymptotic evaluation of the factors like (11)) consists in the fact that the divisor
of Φ(m, n 0 , n 1 ) gives the main contribution in the asymptotics of (11) and may be easily controlled.
1.3. Irrationality result. The choice a = 2 and n 0 = 6n, m = 7n, n 1 = 8n, where n is the positive integer parameter increasing to ∞, allowed E. Rukhadze in [Ru] to prove the following result (see also [Ha1] , [Vi] and [Br] ).
Theorem 1. The irrationality exponent of log 2 satisfies the inequality µ(log 2) 3.89139977 . . . .
We will briefly indicate required ingredients of the proof. For the above choice of the parameters we set
where, by (6) and (7),Ā
and, thanks to Stirling's asymptotic formula for the factorial,
Concerning the asymptotic behaviour of the value Φ n = Φ(7n, 6n, 8n) in (12), we use the fact φ(t) = ̟ 0 (n/t), where
where ψ(x) denotes the logarithmic derivative of the gamma function. Using inclusions (10) and asymptotics (13)- (15), we obtain
in the notation of Proposition 1 and, finally, conclude with the estimate
The result for the measure of log 2 may be compared with that obtained in simpler settings n 0 = n 1 = m = n (as in (1)): 
Instead of decomposing the latter integral we will perform a more general complex integral
where Γ 1,a denotes a smooth oriented path from 1 to a contained in C\{0}; the parameters a, a 1 , . . . , a k are complex numbers distinct from 0, 1; the exponents n 0 , n 1 , . . . , n k , m are positive integers. The integral in (16) corresponds to k = 1, a 1 = a and n 0 = n 1 = m = n. Setting additionally a 0 = 1, we may compute, as in [Ha2] , Section 3,
and we use the formula
The main idea is that the coefficient of log a in the linear form (17) does not depend on the choice of a (but of course the analytic behaviour of the integral does!). The suitable and natural choice of a is from the set {a 1 , . . . , a k }. Then the above quantities I k produce simultaneous approximations to log a 1 , . . . , log a k .
Analytic and arithmetic ingredients.
Our basic consideration will be devoted to the case k = 2, which is ised in [Ha2] to give the linear independence measure of π and log 2 over Q (in particular, the irrationality measure of π) and the new irrationality measure of π/ √ 3. Thus, Hata [Ha2] takes k = 2 (that really gives an extension of (16), and hence of (1)) and substitute a = a 1 and a = a 2 to get nice simultaneous approximations to log a 1 and log a 2 . Hata 'restricts' himself from the beginning to considering the particular case n 0 = n 1 = n 2 = 2n and m = 3n, where n is an increasing parameter. However, this simple choice produces the best possible number-theoretic results, and our consideration of the general case n 0 = α 0 n, n 1 = α 1 n, n 2 = α 2 n, m = αn, where α 0 , α 1 , α 2 , α are positive integers, is mostly due to methodological reasons.
Write the integrals in the form
where f (z) = α 0 log(z − a 0 ) + α 1 log(z − a 1 ) + α 2 log(z − a 2 ) − α log z and the path γ j joints the points 1 and a j and goes through the corresponding saddle point. The saddle points ξ 0 , ξ 1 , ξ 2 are solutions of the equation f ′ (z) = 0 becoming the cubic polynomial equation: two of these saddles correspond to the growth of the integrals in (18),
while the third saddle ξ 0 determines the asymptotic behaviour of the coefficients of the linear forms.
To compute the arithmetic of the coefficients we should evaluate the true denominators of the products
Clearly the least common multiple D βn , where β = max{α, α 0 + α 1 + α 2 − α}, is required but some primes p > √ Cn may be then excluded from this D βn by considering the following problem: determine primes p dividing all the integers
under the additional condition l 0 + l 1 + l 2 ≡ αn (mod p). Writing x = {n/p} and y j = {l j /p}, j = 0, 1, 2, for the fractional parts, we reduce the problem to minimizing the 1-periodic integer-valued function
⌊α j x⌋ − ⌊y j ⌋ − ⌊α j x − y j ⌋ on the cube (y 0 , y 1 , y 2 ) ∈ [0, 1) 3 under the additional hypothesis y 0 + y 1 + y 2 ≡ αx (mod 1). (The last condition means that knowledge of x, y 0 , y 1 determines the remaining value y 2 uniquely.) Denote by ̟ 0 (x) the required minimum. For example, Hata's choice α 0 = α 1 = α 2 = 2, α = 3 gives
There is also a 'problem' of finding the true denominators of A l and A l a l 0 +l 1 +l 2 −m . For example, in the case a 1 = 2, a 2 = 1 + i (of simultaneous approximations to log 2 and π) we have
provided that n 1 + ⌊n 2 /2⌋ − m 0 and n 1 + n 2 − m 0 (i.e., that α 1 + α 2 /2 α).
2.3. Measure for π. Thus, Hata's choice a 1 = 2, a 2 = 1 +i and n 0 = n 1 = n 2 = 2n, m = 3n with the help of Proposition 2 gives the following result.
Theorem 2. The irrationality exponent of γ ∈ Q log 2 + Qπ satisfies the inequality µ(γ) 8.01604539 . . . .
We would like to refer the interested reader to the notes [Be] that could give some feelings of how difficult is evaluating the irrationality measure of π.
Double hypergeometric series.
Here we present a connection of Hata's construction with hypergeometric series (that were a major tool in Section 1).
For simplicity, we will set a = a 1 , b = a 2 and deal with the integrals
giving the simultaneous approximations to log a and log b. Applying the starting change of variable z = 1 − (1 − a)x to the first integral we obtain the multiple integral
that may be identified with the Appell hypergeometric function
(see [Ba] , § 9.3, formula (4)), where the series
is absolutely convergent in the domain |X| < 1, |Y | < 1. The next change of variable 19) gives the integral representation
The case a = 2, b = 1 + i gives us the following arguments of the last F 1 -series:
Finally, the above changes of variable applied to the integral J * produce the same integrals as in (19) and (20) but with integrations over smooth paths from 0 to (1 − b)/(1 − a) and from ∞ to 1, respectively.
3. Irrationality measure for log 3 (after G. Rhin) 3.1. Preliminary remark. As mentioned, the method of Section 2 have several other applications. For instance, the choice a = 4/3, b = 3/2 and n 0 = n 1 = n 2 = 2n, m = 3n (cf. Section 2.3) with the help of Proposition 2 implies that the irrationality exponent of γ ∈ Q log 2 + Q log 3 satisfies the inequality µ(γ) 11.1017577 . . . (see [Hu] , Corollary 3.1).
3.2. Back to rational approximations to log 2. As we already know from Section 1.1, for our starting integral (1) in the case a = 2 we have
for any non-negative integer k n. Considering linear combinations of the latter integrals we arrive at general inclusions
valid for all polynomials G n (y) ∈ Z[y] of degree deg G n n. To guess a 'nice' choice for the polynomial G n , we start with notifying that
where C is a constant (in our case C = 2) and b is the saddle point for the integrand:
where y = x(1 − x)/(1 + x) and x(y) : (0, (
thus, evaluating the required asymptotics, using inclusions (21) and applying Proposition 1 result in the estimate µ(log 2) 1 + C 1 /C 0 , where
Let a = c/d ∈ Q with pairwise coprime c and d > 0, and let ∆ be a common multiple of the numbers c and d. Suppose that a polynomial H n (z) ∈ Z[z] of degree 2n may be represented in the form
where B ν ∈ Z, ν = 0, 1, . . . , 2n. (23) (Clearly, for a = 2 the polynomial H n (z) = (z − 1) n (z − 2) n has the desired form.) Then for the integral I(n) = (1 − a) In general, having a set of k rational numbers a j = c j /d for j = 1, . . . , k, we suppose that the polynomial H n (z) ∈ Z[z] of degree 2n has representation (23) with ∆ being a multiple of the numbers c 1 , . . . , c k , d. Then setting I(n; a j ) = (1 − a j )
we obtain I(n; a j ) · D n = −B n log a j + A nj ∈ Z log a j + Z, j = 1, . . . , k, again simultaneous approximations to log a 1 , . . . , log a k . (In fact, the choice
where β j = α j /α for j = 0, 1, . . . , k, gives us exactly the same approximations as in Section 2. The case β 1 = · · · = β k was previously treated in [Rh1] and [RT] .) Finding a suitable polynomial H n (z) for a given set of the numbers a 1 , . . . , a k is very similar to that of Section 3.2. The change of variable z j = d − d(1 − a j )x
