Bilinear systems emerge in a wide variety of fields as natural models for dynamical systems ranging from robotics to quantum dots. Analyzing controllability of such systems is of fundamental and practical importance, for example, for the design of optimal control laws, stabilization of unstable systems, and minimal realization of input-output relations. Tools from Lie theory have been adopted to establish controllability conditions for bilinear systems, and the most notable development was the Lie algebra rank condition (LARC). However, the application of the LARC may be computationally expensive for high-dimensional systems. In this paper, we present an alternative and effective algebraic approach to investigate controllability of bilinear systems. The central idea is to map Lie bracket operations of the vector fields governing the system dynamics to permutation multiplications on a symmetric group, so that controllability and controllable submanifolds can be characterized by permutation cycles. The method is further applicable to characterize controllability of systems defined on undirected graphs, such as multi-agent systems with controlled couplings between agents and Markov chains with tunable transition rates between states, which in turn reveals a graph representation of controllability through the graph connectivity.
condition for the system on SO(n) in terms of the length of permutation cycles. In Section III, we further define a monoid structure on S n , which induces an equivalence relation that is used to explicitly characterize controllability based on the entire set of control vector fields and the controllable submanifold of the system on SO(n). Finally, in Section IV, we extend the scope of this novel framework to study the systems defined on undirected graphs, including multi-agent systems and stochastic systems described by Markov chains.
II. INTERPRETING CONTROLLABILITY OF SYSTEMS ON SO(n) OVER SYMMETRIC GROUPS
In this section, we introduce a new algebraic framework for analyzing controllability of bilinear systems governed by the vector fields that form a magma structure. We begin with presenting our method through the study of controllability for the system defined on SO(n), through which the idea of mapping Lie brackets into permutation multiplications is enlightened. We briefly review the classical controllability results characterized by the LARC for control systems on compact, connected Lie groups. Motivating examples are provided to illustrate the inefficiency and complexity of using the LARC for examining controllability. We then review some essential tools of the symmetric group theory and construct a necessary and sufficient controllability condition for systems defined on SO(n). In particular, we establish a correspondence between the Lie bracket operations on the Lie algebra so(n) and permutations on the symmetric group S n . This gives rise to an explicit condition for effective examination of controllability in terms of the length of permutation cycles.
A. Controllability of Systems on Compact Lie groups
Controllability of a system evolving on a compact, connected Lie group has been extensively studied [2, 3, 20, 25] . The central idea lies in the investigation of the equivalence between the Lie algebra generated by the control (and the drift) vector fields and the underlying Lie algebra associated with the Lie group. Let's consider the time-invariant bilinear control system defined on a compact, connected Lie group G of the form, X(t) = AX(t) + 
where X(t) ∈ G denotes the state, A, B 1 , . . . , B m are elements in the Lie algebra g of G,
I is the identity element of the Lie group G, and u i (t) ∈ R are piecewise constant control functions for i = 1, . . . , m. We denote the Lie algebra generated by the set {A, Proof. See [2, 26] .
1) Basics of the Lie Algebra so(n):
Let E ij ∈ R n×n denote the matrix whose ij th entry is 1 and the others are 0, and let Ω ij = E ij − E ji , then
for all i, j = 1, . . . , n. The set B = {Ω ij : 1 ≤ i < j ≤ n} forms a standard basis of so(n), which has the dimension n(n − 1)/2. For simplicity, we will adopt the following notations throughout this paper:
• B: the standard basis of so(n);
• F : the set of the control vector fields of a given system on SO(n) and F ⊆ B.
We first observe the following Lie bracket relations of the basis elements in so(n). Proof. Notice that E ij E kl = δ jk E il , and hence [E ij , E kl ] = δ jk E il − δ li E kj . Following the bilinearity of the Lie bracket, we get
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Because SO(n) is compact and connected, Theorem 1 can be applied to check controllability of a system defined on SO(n). However, the examination of the LARC requires repeated Lie bracket operations. The inefficiency and complexity of this procedure is illustrated by the following examples.
2) Complexity of the Application of LARC:
Example 1. Consider the system evolving on SO(5), given bẏ
where F = {Ω i,i+1 : i = 1, . . . , 4} is the set of control vector fields evaluated at the identity matrix I. Then, Lie(F ) is a Lie subalgebra of so(5). Because so(5) is a ten-dimensional real vector space and F contains four linearly independent elements of B, the system in (2) For this low-dimensional system, it requires computations up to triple brackets in order to analyze controllability. In general, it may need a large number of Lie bracketing iterations in order to conclude controllability by using the LARC for systems defined on higher dimensional special orthogonal groups.
Example 2. Consider the system evolving on SO(5) driven by three controls, given bẏ This simple example illustrates the necessity to compute all possible successive Lie brackets in order to inform uncontrollability of the system. In general, if a system on SO(n) has a drift and m controls with m ≤ n(n − 1)/2, then one needs to compute Lie brackets up to complexity O(n 3 ). In addition, applying the LARC also involves the examination of linearly independence, which requires Gaussian elimination with complexity O(n 3 ) as well. Therefore, the application of LARC is computationally expensive for large n and m.
In the following, we present a new notion for analyzing controllability of systems on SO(n) in terms of the length of permutation cycles on the symmetric group S n .
B. Mapping Lie Bracketing to Permutation Compositions
To fix the idea, we first consider the driftless system of the formẊ(t) = [
We will develop a correspondence between the elements of so(n) and S n as well as a mapping between their operations, namely, Lie brackets on so(n) and permutations on S n . This nontrivial identification is the key to our new development of controllability conditions.
Recall that every element σ ∈ S n is a permutation on n letters, i.e., a bijective map σ : Z n → Z n , where, conventionally, Z n = {1, . . . , n}. In addition, an equivalence relation on Z n can be August 9, 2017 DRAFT defined by a ∼ b if and only if b = σ k (a) for a, b ∈ Z n and for some k ∈ Z. The equivalence classes in Z n determined by this equivalence relation are called the orbits of σ. A permutation σ ∈ S n is a cycle if it has at most one orbit containing more than one element, and the length of a cycle is the number of elements in its nontrivial orbit. A cycle of length k is also called a k-cycle, and, in particular, a 2-cycle is called a transposition. Any permutation of a finite set which contains at least two elements is a product of some transpositions on this set [27] . Now, let's identify each subset of B with an element in S n . Let P(B) denote the power set of B, and define the map
by
is the cyclic notation of the following permutation,
We note that ι is a map that is not a well-defined function.
Lemma 2. The map ι : P(B) → S n is surjective.
Proof. Because any permutation can be expressed as a product of transpositions, then for any
Remark 1 (The notion of bridging index). Lemma 2 reveals that every permutation can be associated with a subset of B through the map ι, which allows us to characterize the relationship between the Lie bracket operation on so(n) and the permutation operation on
where Ω il is distinct from and linearly independent of the elements in S. Applying ι to the set S gives
, which is a cycle of length 3. The increase of the cycle length by 1 (transpositions have length 2) is due to the bridging index j = k. On the other hand, if [Ω ij , Ω kl ] = 0, then there are two cases: (i) i = k and j = l, so that (i, j)(k, l) = e, where e ∈ S n is the identity map on Z n ; and (ii) i, j, k, l are all distinct, then
is a permutation composed of the product of two disjoint transpositions.
Note that case (i) and (ii) represent the commutativity property of the group actions over S n , which corresponds to the vanishing of Lie brackets on so(n); whereas nonvanishing of Lie brackets leads to the increase of the cycle length.
Inductively, for ι(S) = (i, j, l) with its index set denoted J = {i, j, l} and for some Ω ab ∈ B,
we have [Ω ab , Ω pq ] = 0 if a, b ∈ J and p, q ∈ J, and in this case, ι(Ω ab )ι(S) = (a, b)(i, j, l) is a permutation as a product of two disjoint cycles. However, if either a ∈ J or b ∈ J, then we have [Ω ab , Ω pq ] ∈ B\S for any p, q ∈ J; also ι(Ω ab )ι(S) must be a 4-cycle with the nontrivial orbit {i, j, l, a} assuming b ∈ J which serves as the bridging index.
Now, we revisit Examples 1 and 2 to illustrate the application of ι for mapping Lie brackets to permutations. Meanwhile, we use these examples to motivate the idea of interpreting controllability in terms of the length of permutation cycles. At each iteration, the resulting Lie bracket is nontrivial and distinct, and thus the corresponding permutation is a cycle with increased length as shown above. In addition, ι(F 1 ) = (1, 2)(2, 3)(3, 4) (4, 5) = (1, 2, 3, 4, 5) is a cycle of length 5, that is, the cycle of maximum length in S 5 . This suggests that controllability of a system defined on the special orthogonal Lie group may be determined by the length of permutation cycles on the associated symmetric group, because the system in (2) was shown to be controllable in Example 1.
This conjecture can be further verified using Example 2, where the system in (3) is not controllable. In this case, the given control vector fields are denoted by
Because a 5-cycle can be decomposed as a product of at least 4 transpositions, ι(F 2 ) cannot be a 5-cycle. This suggests that the system is not controllable. In fact, ι(F 2 ) = (1, 2)(2, 3)(4, 5) =
(1, 2, 3)(4, 5) is a permutation composed of a product of two disjoint cycles with nontrivial orbits {1, 2, 3} and {4, 5}, respectively. Note the reason that ι(F 2 ) is not a cycle of length 5 is due to the lack of bridging transpositions that transport an element in the orbit {1, 2, 3} to an element in the orbit {4, 5}, which results in the uncontrollability of the system in (3).
Next, we will rigorously demonstrate the use of the length of permutation cycles for characterizing controllability of the system defined on SO(n) for n ≥ 3.
C. Controllability in terms of Length of Permutation Cycles
Example 3 sheds light on determining controllability for systems on SO(n) in terms of the length of permutation cycles on S n . In this section, we prove this nontrivial observation.
Theorem 2. The control system defined on SO(n) of the forṁ
where
elements of the standard basis of so(n), is controllable if and only if there is a subset S ⊆ F such that ι(S) is an n-cycle, where ι is the map defined in (4).
Proof. We know, by the LARC, that the system in (5) is controllable on SO(n) if and only if
Lie(F ) = so(n). Therefore, it is equivalent to showing that Lie(S) = so(n) if and only if ι(S)
is an n-cycle for some S ⊆ F .
(Sufficiency) Suppose there exists a subset S ⊆ F such that ι(S) is an n-cycle. Because an n-cycle can be decomposed into a product of at least n−1 transpositions, this implies m ≥ n−1.
Hence, it suffices to assume that the cardinality of S is n − 1, and, without loss of generality, let
where the index set {i 1 , j 1 , . . . , i n−1 , j n−1 } = {1, . . . , n}. We will now prove the sufficiency by induction.
(n = 3): Suppose there exists a subset S = {Ω ij , Ω kl } ⊂ F and ι(S) = (i, j)(k, l) is a 3-cycle, i.e., it must be
, and the system in (5) is controllable on SO(3). Now, assume that a system defined on SO(n − 1), n ≥ 4, in the form of (5) is controllable if there is S ⊆ F such that ι(S) is an (n−1)-cycle. Let S ⊆ F be a set of n−1 elements such that
is a cycle of length n, then for every k = 1, . . . , n − 1,
. . , n − 1, such that their multiplication is a cycle of length n − 1. Without loss of generality, assume that ι(
is a (n − 1)-cycle with the nontrivial orbit {i 1 , j 1 , . . . , i n−2 , j n−2 } = {1, . . . , n − 1}. By the induction hypothesis, the system in (5) is controllable on SO(n − 1) ⊂ SO(n). Equivalently,
any Ω ij ∈ B such that 1 ≤ i < j ≤ n − 1 can be generated by iterated Lie brackets of the
is a n-cycle, we must have i n−1 ∈ {1, . . . , n − 1} and j n−1 = n. Therefore, Ω kn can be generated by the Lie brackets
. . , n − 1. Consequently, the system in (5) is controllable on SO(n).
(Necessity) Because the system in (5) is controllable, Lie(F ) = so(n). Then, there exists a subset S of F such that Lie(S) = so(n) and S contains no redundant elements, i.e., the elements that can be generated by Lie brackets of the other elements in S. Without loss of generality, we assume
if [Ω ab , Ω cd ] = 0, then there must exist a bridging index, i.e., must be one of the cases of a = c,
This, together with Lie(S) = so(n), implies that the index set J of
. . , n}, and for any Ω i k j k ∈ S, there exists some Ω isjs ∈ S
is a cycle whose orbit contains every element in {1, . . . , n}, namely, it is a cycle of length n. In addition, the cardinality of S is n − 1.
Remark 2.
Following the proof of Theorem 2, it requires at least n − 1 controls for the system on SO(n) as in (5) to be fully controllable and, on the other hand, for ι(S), S ⊆ F , to reach a cycle of length n.
Corollary 1. The controllable submanifold of the system in (5) is determined by the orbits of ι(S), where S ⊆ F satisfies Lie(S) = Lie(F ).
Proof. Let S be a subset of F such that Lie(S) = Lie(F ) and S does not contain redundant elements. First, let σ = ι(S) ∈ S n be a cycle with nontrivial orbit O, then Theorem 2 implies
then Lie(S k ) = {Ω ij : i, j ∈ O k , i < j} and the sets O 1 , . . . , O l are pairwise disjoint subsets of {1, . . . , n}. Hence, Lie(S i ) ∩ Lie(S j ) = {0} holds for all i = j, and consequently, we have
, where ⊕ denotes the direct sum of vector spaces. By Frobenius theorem [28] , Lie(S) is completely integrable, and the set of all its maximal integral manifolds forms a foliation F of SO(n). Since the initial condition of the system in (5) is the identity matrix I, the leaf of F passing through I is the controllable submanifold of the system in (5).
According to Theorem 2 and Corollary 1, mapping the control vector fields in F to permutations provides not only an alternative approach to effectively examine controllability of systems defined on SO(n), but also a systematic procedure to characterize the controllable submanifold when the system is not fully controllable. (3) is not controllable and there exist no subsets of
Example 4 (Controllable Submanifold). Recall Example 2 where the system in
In addition, the controllable submanifold is the integral manifold of the involutive distribution ∆ = span{Ω 12 X, Ω 23 X, Ω 13 X, Ω 45 X} = {Ω ij X : i, j ∈ {1, 2, 3} or i, j ∈ {4, 5}}. This can be identified by the nontrivial orbits of ι(F ) = (1, 2, 3)(4, 5). On the other hand, for each X ∈ SO(5), the complement ∆ ⊥ X = span{Ω ij X : i ∈ {1, 2, 3}, j ∈ {4, 5}} of the distribution evaluated at X contains the bridging elements required for full controllability of this system.
III. INTERPRETING CONTROLLABILITY OF SYSTEMS ON SO(n) THROUGH A MONOID STRUCTURE ON S n
From Theorem 2, the existence of a subset S ⊆ F with ι(S) an n-cycle in S n determines controllability of the system on SO(n). Checking this condition, in general, may be highly combinatorial, because by Remark 2 it requires at least n − 1 controls for this system to be controllable, and there are m n−1 subsets of F consisting of n − 1 elements for m > n − 1.
On the other hand, in S n every transposition is its own inverse by the cancellation law, i.e., (p, q) −1 = (p, q) for p, q ∈ {1, . . . , n}. This group operation may result in a decreased cycle length under the action of the map ι, defined in (4), because P(B) is not equipped with a group structure that provides each element an inverse. This issue is illustrated in the following example.
Example 5. Consider the system on SO(4), given bẏ
For S = {Ω 12 , Ω 23 , Ω 34 } ⊂ F = {Ω 12 , Ω 23 , Ω 13 , Ω 34 }, we obtain ι(S) = (3, 4)(2, 3)(1, 2) =
(1, 4, 3, 2), which is a 4-cycle in S 4 and which implies controllability of the system in (6) on SO(4) by Theorem 2. However, for
is a 3-cycle, in spite of Lie(S ′ ) = so(4). This is due to the lack of the inverse operation on P(B), while there is a cancellation law in S n . As a result, the redundant basis Ω 13 , in the sense that it can be generated by iterated 
any Ω asat ∈ Lie(S) ∩ B, we have
which are not k-cycles.
otherwise, it is a permutation as a product of two disjoint cycles of length n − s + t and t − s, respectively. In summary, if ι(S) is an l-cycle and S ′ is a
is a cycle of length no greater than l + l ′ − 1 or a permutation as a product of disjoint cycles.
A proper modification of the permutation multiplication can be made to deal with such degenerate situations, specifically, by redefining the binary operation on S n . In the following sections, we will introduce an equivalence relation, compatible with an alternative binary operation on S n , so that controllability of the system on SO(n) can be determined directly based on the entire set of the control vector fields F .
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A. Equivalence Relation on S n
Because the symmetric group is non-abelian, the map ι : P(B) → S n , defined in (4), is not a well-defined function. As a result, for two subsets S, S ′ ⊂ F , ι(S) and ι(S ′ ) may be different permutations sharing the same orbits. For example, S = {Ω 12 , Ω 23 } and S ′ = {Ω 23 , Ω 12 } are identical sets, but ι(S) = (2, 3)(1, 2) = (1, 3, 2) and ι(S ′ ) = (1, 2)(2, 3) = (1, 2, 3)
are different permutations with the same orbit. In this situation, they characterize identical controllable submanifold, which in turn motivates the need to introduce an equivalence relation on S n .
For any σ, η ∈ S n , we define the equivalence relation ∼ between them, and say σ ∼ η if and only if they have the same orbits. It is straightforward to check the transitivity, reflexivity, and symmetry of ∼. Let S n / ∼ denote the set of equivalent classes in S n , and [σ] ∈ S n / ∼ denote the class of all permutations in S n with the same orbits as σ, i.e., [σ] = {η ∈ S n : η ∼ σ}.
is also a (k + 1)-cycle that has the same nontrivial orbit as σ k · · · σ 1 . Using the equivalence relation, the map ι in (4) can be redefined as a welldefined function, that is, ι :
However, the equivalence relation is not necessarily compatible with the group operation on S n , and thus we introduce a binary operation on S n that offers compatibility.
B. Monoid Structure on S n
Here, we introduce a binary operation * for transpositions in S n by
where σ, η ∈ S n are transpositions and '·' is the group operation on S n . Because every permutation in S n is a product of transpositions, the * operation is applicable to any permutations. Under this operation, every transposition is idempotent, and hence every element of S n has no inverse except for the identity element e, which implies that (S n , * ) is not a group. As we know, any cycle σ of length m ≤ n in the symmetric group (S n , ·) can be represented as a product of at least
by the definition of * in (8) . Furthermore, because every permutation η in (S n , ·) is a product of finitely many disjoint cycles, then we have η = c k · · · c 1 = c k * · · · * c 1 for some disjoint cycles c 1 , . . . , c k .
Next, we illustrate the computation of the * operation on S n . Suppose that σ 1 ∈ S n is a transposition and σ 2 ∈ S n is a cycle, and let O 1 , O 2 ⊆ {1, . . . , n} denote their nontrivial orbits,
Because every transposition is its own inverse under the '·' operation, this gives η = σ 2 · σ
= σ 2 * η 1 . (10) The calculation of the * operation for general permutations follows the same argument as for cycles shown in (9) and (10) . Note that although σ 2 * σ 1 may lead to different results as presented in (9) and (10), they are equivalent, i.e., resulting in identical orbits, under the * operation over the coset S n / ∼ (see Lemma 5 in Appendix). For instance, consider two permutations in S 3 , (9) and
Proof. The proof of this theorem is based on the associativity, invariance, and commutativity of the * operation over the equivalence classes in S n , shown in Lemmas 5 and 6 and Corollaries 4 and 5 in Appendix. Moreover, the identify element e of the symmetric group (S n , ·) is unique, so that σ * e = σ · e = σ = e · σ = e * σ holds for any σ ∈ S n . In addition, because e is the only element without nontrivial orbit in S n , we have Therefore, [e] is the identity element of (S n / ∼, * ), and, together with the associativity and commutativity of * on S n / ∼, (S n / ∼, * ) is a commutative monoid.
With the algebraic structures defined in Section III-A and III-B, we will characterize controllability of systems defined on SO(n) over the monoid (S n / ∼, * ).
C. Controllability Characterization over the Monoid Structure
Recall that ι : P(B) → S n defined in (4) in Section II by
maps standard basis vector fields in so(n) to transpositions in S n and that ι is not a well-defined function on the power set P(B). To study controllability over a monoid structure in S n , we modify the map ι by lifting its range from (S n , ·) to (S n / ∼, * ) and defineι : (P(B), ∪) → (S n / ∼, * ) by
, where (P(B), ∪) is a commutative monoid because the union ∪ : P(B) × P(B) → P(B) is a binary operation on P(B) with the empty set ∅ as the identity element of (P(B), ∪), and is associative and commutative.
Lemma 3. The mapι : (P(B), ∪) → (S
Proof. We start with proving thatι is well-defined. Consider two subsets, S and S ′ , of k identical
, s, t = 1, . . . , k, for some σ ∈ S k . By the definition ofι and the compatibility of * with ∼ from Corollary 4, we haveι(
, and thus ι(S) =ι(S ′ ), which implies thatι is well-defined. In addition,ι is a monoid homomorphism,
What remains to show is thatι is a bijection. Notice that every element in B is mapped bỹ ι to a transposition in S n / ∼, and no element, but the identity [e], in S n / ∼ has an inverse.
Consequently, for any S ∈ P(B),ι(S) ∈ S n / ∼ contains at least one nontrivial orbit. Because [e] has no nontrivial orbit, we haveι −1 ([e]) = ∅, and since ∅ is the identity element of the monoid (P(B), ∪),ι is injective. The surjectivity ofι follows from the fact that every permutation in S n is a product of finitely many transpositions under the binary operation * . Therefore,ι is an isomorphism between the monoids (P(B), ∪) and (S n / ∼, * ).
Now, analogous to the developments in Section II, we explore the correspondance between Lie bracket operations on B and the * operation on S n / ∼, which will facilitate the controllability analysis. The basic idea is illuminated by the following example.
Example 6. Recall the system on SO(4) in (6) in Example 5, where F = {Ω 12 , Ω 23 , Ω 13 , Ω 34 } and the system is controllable on SO(4). However, ι(F ) = (2, 3, 4) is of length 3 < 4, which does not report controllability. This is due to the existence of redundant elements, e.g.,
or Ω 23 = [Ω 13 , Ω 12 ], so that the degeneracy occurs following the composition of the ι operations, which results in the reduced cycle length. On the other hand, on the monoid (S 4 / ∼, * ), we 
is the equivalence class of (k + 1)-cycles with the nontrivial orbit
is the equivalence class of permutations with two nontrivial orbits {i, j} and {a 1 , . . . , a k }; (ii) if
, Ω ij is redundant, then {i, j} ⊆ {a 1 , . . . , a k }, and there exists a unique ξ ∈ S n
. This shows the invariance of the image ofι when acting on a subset S ⊂ B consisting of redundant elements.
Example 6 and Remark 4 illustrate that on the monoid (S n / ∼, * ),ι(F ) results in a class of permutations containing cycles of maximum possible length. Therefore, controllability of the system in (5) can be examined directly using the entire set of control vector fields F throughι over (S n / ∼, * ).
Theorem 4. The control system defined on SO(n) as in (5) is controllable if and only ifι(F
Proof. The proof of the sufficiency is identical to that of Theorem 2, so what remains to show is the necessity.
Because the system in (5) is controllable on SO(n), Lie(F ) = so(n). By Theorem 2, there is a subset S of F such that |S| = n − 1 and ι(S) = σ is an n-cycle in (S n , ·). This implies that the nontrivial orbit of ι(S) can only be {1, . . . , n}, and thus σ ∈ [(1, . . . , n)]. If S = F , then we are done. If not, i.e., S ⊂ F , then for any Ω ij ∈ F \S, one can decompose σ = (i, j) · η for some permutation η ∈ S n . Therefore,ι(
by the fact that every permutation in S n can only be in one equivalent class of S n / ∼. Since Ω ij ∈ F \S was arbitrary, we conclude thatι(
Similar to Corollary 1, we can identify the controllable submanifold of the system (5) through the monoid (S n / ∼, * ). 
Proof. (Necessity) By the assumption, we have
a, b ∈ O l } and ι(F l ) = σ l for l = 1, . . . , k, where σ l is a cycle with the nontrivial orbit O l , and
, which is the equivalent class of permutations with nontrivial orbits
because F ⊆ Lie(F ). This implies that Ω ab ∈ Lie(F l ) for some l ∈ {1, . . . , k}, and thus {a, b} ⊆ O l . Consequently, by the commutativity and associativity of the binary operation * on
(Sufficiency) Let M ⊆ SO(n) denote the controllable submanifold of the system in (5). Then, the LARC implies T I M = Lie(F ). Together with Corollary 1 that any element Ω ab ∈ B such that {a, b} ⊆ O i implies Ω ab ∈ Lie(F ), we have ∆ = ∆ 1 ⊕ · · · ⊕ ∆ k ⊆ Lie(F ). To complete the proof, we will show Lie(F ) ⊆ ∆, and equivalently, we will prove that if Ω ab ∈ B with {a, b} O i for any i = 1, . . . , k, i.e., Ω ab ∈ ∆, then Ω ab / ∈ Lie(F ). Because the index set of 
is the equivalent class of cycles with nontrivial orbit O i ∪ O j due to the fact that a ∈ O i and 
D. Systems with Drift and Governed by Nonstandard Basis Vector Fields
It is straightforward to realize that the method of examining controllability over the monoid (S n / ∼, * ) also works for systems defined on SO(n) with drift of the forṁ
because SO(n) is a compact manifold so that the LARC is applicable. Specifically, the system in (11) is controllable on SO(n) if and only ifι(
In addition, if the system is not completely controllable, its controllable submanifold is the integral manifold of the involutive distribution
, where ∆ l = span{Ω ij X : i, j ∈ O l }, σ l ∈ S n are disjoint cycles, and O l denote the nontrivial orbit of σ l for l = 1, . . . , k.
Moreover, we would like to comment on the case in which the vector fields of the system in (11) consist of nonstandard bases of so(n). A general model system is of the forṁ
where X(t) ∈ SO(n) and B i ∈ so(n) for i = 0, 1, . . . , m. The methodology and results about analyzing controllability over the monoid (S n / ∼, * ) in terms of permutation cycles presented above in Section III remain applicable to the system in (12), if Lie({B 0 , . . . , B m }) ⊆ so(4) ⊕ · · · ⊕ so(4), namely, the Lie algebra generated by its drift and control vector fields is not a Lie subalgebra of a direct sum of so(4). This conjecture remains to be proved rigorously and is beyond the scope of this work. It is left for future investigations.
To shed light on this observation, let's consider the system defined on SO(4), given bẏ
where the set of control vector fields is G = {Ω 12 + Ω 34 , Ω 23 }. It is easy to verify by the LARC that the system in (13) is not controllable on SO(4), because Lie(G) = span{Ω 12 +
proper Lie subalgebra of so(4) isomorphic to so(3) ⊕ so(2). However, if in this case we take 2, 3, 4) ], which, by Theorem 4, implies controllability of the system, yielding a contradiction. The failure of the application of Theorem 4 in this case is caused by the fact that the Lie algebra so(4), which is isomorphic to so(3) ⊕ so(3), is not simple.
However, when an additional control input is available for the system in (13), for instance,
then the system is controllable by the LARC, since Lie(G ′ ) = so(4), where
From the symmetric group point of view, the permutation elements resulting from
if we extend the domain of ι from P(B) to P(so (4)) and define ι(Ω 12 + Ω 34 ) = (1, 2)(3, 4).
Then, it can be computed that the group generated by G is D 8 , the dihedral group of order 8, which is a proper subgroup of S 4 ; however, G ′ generates the entire group S 4 . Motivated by this observation, we assert that the system in (12) is controllable on SO(n) if the subgroup generated by {σ 0 , . . . , σ m } is S n , where σ k = ι(B k ), k = 0, 1, . . . , m.
Remark 5 (Bilinear Systems Induced by Group Actions)
. Another perspective to analyze systems defined on Lie groups is through the study of their group actions. For example, the action of the system on SO(n) in (5) on R n is of the forṁ
where x(t) ∈ R n for all t ≥ 0. As we know, the orbits of the Lie group action of SO(n) on R n are the origin and the spheres centered at the origin, and therefore the state space of the system in (14) is S n−1 x 0 = {z ∈ R n : z = x 0 , x 0 = 0}, the n − 1 dimensional sphere in R n centered at the origin with radius x 0 . The framework of examining controllability over the monoid (S/ ∼, * ) is also applicable to this bilinear system in R n . Let e k denote the k th standard basis of R n , then we have Ω ij e k = δ ik e i − δ jk e j , or equivalently,
This relation illustrates that Ω ij serves as a bridge transferring the state between e i and e j .
Following this idea, the system in (14) is controllable on S i.e., Lie(F ) contains bridges between any two standard bases of R n so that any state x(t) in R n can be reached, where F = {Ω i 0 j 0 , . . . , Ω imjm }.
IV. BILINEAR SYSTEMS DEFINED ON UNDIRECTED GRAPHS
The new notion of mapping Lie brackets to permutations developed in Sections II and III-C
can be directly applied to analyze controllability of broader classes of control systems, including multi-agent systems, symmetric Markov chains, quantum networks, as well as systems defined on general compact Lie groups.
A. Formation Control of Multi-agent Systems
A generic question about formation control is concerned with how interconnected agents communicate and cooperate in a centralized or decentralized fashion towards a consensus [29, 30] . The formation and, moreover, path controllability of multi-agent systems are conventionally analyzed based on the LARC [23] . Here, we study formation controllability by analyzing it over symmetric groups.
Specifically, we consider the motion of a network of N agents in R n . Let Γ = (V, E) be an undirected graph associated with this multi-agent system with the set of vertices V = {1, . . . , n} and the set of edges E. Each agent follows the dynamic law [23] ,
where . . .
then, by (15) , the system of N agents follows the dynamic equatioṅ
Moreover, for any i, j, k = 1, . . . , N, we define an antisymmetric matrix B ijk ∈ R N ×N by
, and thus each B ijk has zero row and column sum as well. Define the sets A = {A ij : i, j = 1, . . . , N}, B = {B ijk : i, j, k = 1, . . . , N}, and the real vector spaces g 1 = span(A) and g 2 = span(B), then the direct sum g = g 1 ⊕ g 2 defines the set of matrices whose rows and columns sum to zero.
Proof. Since the elements in A are linearly independent, they form a basis of g 1 . Therefore, the dimension of g 1 is 1 2 N(N − 1), which is the cardinality of A. Similarly, the elements in the set {B 1jk : j, k = 1, . . . , N} form a basis of g 2 with dimension (N − 1)(N − 2)/2. As a direct sum of two vector spaces, g is also a vector space and its dimension is the sum of the dimension of 
under the Lie bracket operation and hence is a Lie algebra, because M and N are arbitrary.
Specifically, we have the following Lie bracket relations:
By (17), it is evident that B ijk ∈ Lie({A ij , A jk }). In addition, using (18), together with (17), gives
∈ Lie({A ij , A jk }) for any σ ∈ S 3 , a permutation on three letters. Given this with (17) and (18) 
n i=1 x i = c for some c ∈ R} is the (n − 1)-simplex and (∆ n−1 ) N is the Cartesian product of N copies of
B. Control of Symmetric Markov Chains
A natural class of stochastic systems defined on graphs are Markov chains, which have broad applications from web search and gene expressions to process control. Continuous-time finitestate (CTFS) Markov chains are widely used to model stochastic processes in these areas. Let's consider a CTFS symmetric Markov chain X(t) on the finite set S = {1, . . . , n}, which is reversible with respect to the uniform probability measure π i = 1/n for all i ∈ S [31] . Let p k (t)
be the probability of the chain at state k, i.e., p k (t) = Prob(X(t) = k) for k = 1, . . . , n. Then, the dynamics of P (t) = (p 1 (t), . . . , p n (t)) ′ folloẇ
where P 0 is the probability distribution of X(0) and M ∈ R n×n is the intensity matrix, which is symmetric with zero sum rows and columns. Because this Markov chain is reversible with respect to π, we have
where M ij , the ij th entry of M, denotes the transition rate from state i to state j, and M i = j =i M ji denotes the total rate at which the chain is changing from state i. In addition, (20) also implies that π is an invariant measure for X(t). Therefore, with constant transition rate, the probability distribution P (t) of the chain will eventually converge to the uniform distribution. Now, suppose that one can manipulate the rates M ij , then the controlled dynamics of P (t) in (19) can be expressed asṖ
Notice that the system in (21) is of the same form as that in (16) , and, in particular, it represents the dynamics of an agent in the multiagent system (16) . Consequently, following Theorem 5, the system in (21) is controllable on
n i=1 p i = 1} if and only ifι(F ) = [(1, . . . , n)], where F = {A ij : 1 ≤ i, j ≤ n, M ij = 0} is the set of control vector fields. In this case, for any i ∈ {1, . . . , n}, there exists some j ∈ {1, . . . , n}, such that A ij ∈ F , or equivalently M ij = 0, which implies that the Markov chain X(t) is irreducible. (21) is the integral manifold of the involutive distribution ∆ = ∆ 1 ⊕ · · · ⊕ ∆ k , where ∆ l = span{A ij P, B ijk P : i, j, k ∈ O l } containing P (0). We also know that the set of the feasible probability distributions of the Markov chain X(t) in (21) 
Hence, Corollary 3 implies that T P D = ∆ P for every point P ∈ D, where D is a submanifold of ∆ n−1 and ∆ P is the distribution evaluated at P .
V. INTERPRETATION AND VISUALIZATION OF CONTROLLABILITY OVER GRAPHS
Inspired by the idea of mapping controllability analysis to permutation compositions, this fundamental property can be interpreted and visualized by graphs. The system on SO(n) in (5), the network of multiple agents in (16) , and the Markov chain on a simplex in (21) are control systems of the form
where X(t) ∈ M and M = SO(n), A, or S. Associated with a system in (22) , one can define an undirected, unweighted graph Γ = (V, E) according to the control vector fields, F = {B i 1 j 1 , . . . , B imjm }, where V = {1, . . . , n} and E = {(i, j) : B ij ∈ F } representing the indices of F . Notice that for the multi-agent system and the symmetric Markov chain, Γ is the graph describing the interactions of the agents and the transitions between the states in respective cases.
Recall that the system in (22) is controllable ifι(F ) = [(1, . . . , n)]. In this case, for any B ij , there exist ±B ik and ±B kj in F such that B ij can be generated by iterated Lie brackets of them. Translating the same idea to the graph Γ = (V, E), this is equivalent to saying that for any i, j ∈ V , there exists k ∈ V such that (i, k), (j, k) ∈ E, and hence the nodes i, j, k are connected by a path i − k − j. Thenι(F ) = [(1, . . . , n)] implies that Γ = (V, E) is a connected graph. Moreover, we have also known that ifι(F ) = [σ 1 · σ 2 · · · σ l ] for some disjoint cycles σ 1 , σ 2 · · · , σ l with nontrivial orbits O 1 , . . . , O l , respectively, then the controllable submanifold of the system is the integral manifold of the involutive distribution ∆ = ∆ 1 ⊕ · · · ⊕ ∆ k , where
In this case, the graph Γ has k connected subgraphs
. . , k. These observations illuminate the relationship between controllability of the bilinear system in (22) and the connectivity of the associated graph Γ.
VI. CONCLUSION
In this paper, we introduced a new algebraic approach for the characterization of controllability and identification of controllable submanifold for time-invariant bilinear systems broadly defined on compact connected Lie groups and on undirected graphs, such as multi-agent systems or Proof. Recall in (9) and (10) that different calculations of σ * η involve the same number of the '·' operations, and thus they will result in different permutations with the same order in S n , where the order of an element in a group is defined to be the cardinality of the cyclic subgroup generated by this element. Applying the calculation in (9) yields that π = σ * η is a cycle with the nontrivial orbit O σ ∪ O η (can be shown in detail by induction on the length of σ). Let k = |O σ ∪ O η | be the order of π, and π ′ be a permutation obtained by using (10) , then π ′ is also of order k and has a nontrivial orbit containing O σ ∪ O η , which implies π ′ must be a k-cycle with the nontrivial orbit O σ ∪ O η . This concludes σ * η ∈ [π].
Lemma 5 indicates that the * operation avoids the degeneracy case described in Remark 3 when operating on cycles with overlapping elements. On the other hand, for disjoint cycles σ, η ∈ S n , the * operation is reduced to the '·' operation, and thus σ * η ∈ [σ · η]. Because every permutation in S n is a product of disjoint cycles, the above observation immediately leads to the following consequences.
Corollary 4. For any permutations σ, η, σ ′ , η ′ ∈ S n , if σ ∼ σ ′ and η ∼ η ′ , then σ * η ∼ σ ′ * η ′ .
Proof. The proof follows from Lemma 5 and the fact that every permutation in S n is a product of disjoint cycles.
Corollary 5. For any permutations σ, η ∈ S n , σ * η ∼ η * σ.
Proof. By Lemma 5, the commutativity of * holds for cycles. Because every permutation in S n is a product of disjoint cycles that are commutable, the result follows.
Corollary 5 implies that * is commutative on S n / ∼. Fortunately, not only the commutativity of * holds, but also the associativity as shown in the following lemma.
Lemma 6. For any permutations σ, η, ξ ∈ S n , (σ * η) * ξ ∼ σ * (η * ξ).
Proof. Because every permutation can be decomposed as a product of disjoint cycles under the binary operation * , without loss of generality, we only consider the case for cycles.
If σ, η and ξ are pairwise disjoint cycles, then the * operation is reduced to the group operation '·' on S n , i.e., (σ * η) * ξ = (σ ·η)·ξ and σ * (η * ξ) = σ ·(η ·ξ). Because '·', as a group operation, is associative, i.e., (σ · η) · ξ = σ · (η · ξ), then we have (σ * η) * ξ = (σ · η) · ξ = σ · (η · ξ) = σ * (η * ξ), which implies (σ * η) * ξ ∼ σ * (η * ξ). and (ii) one of σ, η and ξ is disjoint with the other two, without loss of generality, assuming that η is disjoint with σ and ξ. Therefore, σ * η = σ · η = η · σ = η * σ is a permutation composed of two disjoint cycles whose nontrivial orbits are O σ and O η , respectively. Hence, we have (σ * η) * ξ = η · σ * ξ = η · (σ * ξ). According to Lemma 5, σ * ξ is a cycle with the nontrivial orbit O σ ∪ O ξ . Since η is disjoint from σ and ξ, η · (σ * ξ) is a permutation composed of two disjoint cycles with the respective nontrivial orbits O η and O σ ∪ O ξ . Similarly, σ * (η * ξ) = σ * (η · ξ) = σ * (ξ · η) = (σ * ξ) · η is also a permutation as a product of two disjoint cycles whose nontrivial orbits are O η and O σ ∪O ξ , respectively. Therefore, (σ * η) * ξ ∼ σ * (η * ξ) also holds.
