A technique for the analysis of random dopant-induced effects in semiconductor devices is presented. It is based on the ''small signal analysis'' ͑perturbation͒ technique. It is computationally much more efficient than the existing purely ''statistical'' techniques, and it yields the information that can be directly used for the design of dopant fluctuation-resistant structures of semiconductor devices. This technique requires only the knowledge of variances of fluctuating doping concentrations and in this sense, it is a ''second-moment characterization'' technique. This technique can be naturally extended to take into account random fluctuations of oxide thickness and oxide charges in metal-oxide-semiconductor filed-effect transistor. The numerical implementation of this technique is discussed and numerous computational results are presented and compared with those previously published in the literature.
I. INTRODUCTION
It is well known that dopant numbers per unit volume are subject to stochastic variations due to the random nature of ion implantation and diffusion. Random fluctuations of doping are especially pronounced in small devices where spatial scales of these fluctuations are more or less comparable with device dimensions. The random dopant fluctuations lead to appreciable fluctuations of threshold voltages and terminal characteristics. For this reason, an accurate analysis of random dopant-induced effects is very important for further progress in the area of semiconductor device technology.
The existing approaches ͑see, for example, Refs. 1-3͒ to the analysis of random dopant-induced effects are based on generating random realizations ͑samples͒ of doping distributions and solving transport equations for each of such realizations. In this way, statistics of physical quantities of interest can be assembled. These statistics are then used for the evaluation of variances of the physical quantities of interest. These are purely statistical approaches that are computationally very expensive. Their accuracy is strongly dependent on the number of statistical realizations. In addition, the complete knowledge of doping statistics is needed for the implementation of these approaches. Moreover, randomly generated doping distributions are usually highly irregular in space, and this negatively affects the accuracy of numerical solutions of transport equations. This is especially the case when the same mesh is used for different doping realizations.
In the article, an entirely different approach to the evaluation of variances of fluctuating physical quantities is developed. It is based on the ''small signal analysis'' ͑perturba-tion͒ technique and completely circumvents the calculations for numerous doping realizations. This approach requires only the knowledge of variances of fluctuating doping concentrations and, in this sense, it is a ''second-moment characterization'' technique. As a result, this technique is computationally much more efficient than the existing purely statistical approaches. In addition, our method yields the information on sensitivity of the variances of the physical quantities of interest to doping locations. For this reason, our method can be instrumental in the design of dopant fluctuation-resistant structures of semiconductor devices. Our approach is universal in the sense that it is applicable to any transport model ͑drift-diffusion, semiclassical transport, quantum transport etc.͒ and it can be naturally extended to take into account random fluctuations of oxide thickness and oxide ͑trapped͒ charges in metal-oxide-semiconductor field-effect transistor ͑MOSFET͒ devices.
This article is organized as follows. In Sec. II, the method for calculation of the variance of threshold voltage and other physical quantities is presented. The threshold voltage shift is discussed in Sec. III, where the ''variance dependent'' nonlinear Poisson equation is derived and used to explain the usually observed lowering of the threshold voltage. Numerous computational results are presented in Sec. IV, where they are compared with the results previously published in the literature. Finally, conclusions are drawn in Sec. V.
II. VARIANCE ANALYSIS
In this section, the basic idea of our method is first described for the calculation of the variance of the threshold voltage of the MOSFET device. This problem is of special importance in the area of semiconductor technology. To clearly emphasize the main idea of the method, we begin with the discussion of a two-dimensional model of MOSFET and adopt ''theoretical''͑''textbook''͒ definition of the threshold voltage as the gate voltage at which the onset of complete inversion occurs. Various ͑and far-reaching͒ generalizations of the method are presented afterwards.
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The inversion phenomena can be studied, by using the following nonlinear Poisson equation for electric potential :
Here n i is the intrinsic electron density, V T is the thermal voltage equal to kT/q, and D is the doping, while other symbols in Eq. ͑1͒ have their usual meaning. Equation ͑1͒ is a nonlinear Poisson equation because the densities of mobile electrons and holes are potentially dependent and equal to n i e (/V T ) and n i e Ϫ(/V T ) , respectively. It is worthwhile to stress that the nonlinear Poisson equation ͑1͒ is valid at equilibrium ͑or close to equilibrium͒ conditions for both drift-diffusion and semiclassical transport models. In this sense, the threshold voltage variance calculations based on the nonlinear Poisson equation are insensitive to the specific choice of the transport model.
In the purely inversion regime of the MOSFET device, the solution to the nonlinear Poisson equation is subject to the following boundary conditions: 4, 5 ͑a͒ Dirichlet boundary conditions on ohmic contacts C k :
͑b͒ zero Neumann boundary conditions on the artificial boundaries ͑or symmetry lines͒ C k :
͑c͒ mixed ͑impedance͒ type boundary on the oxidesemiconductor interface C 0 :
where ⌬ is the oxide thickness, d is the oxide permittivity, V G is the applied gate voltage, and Q it is the interface ͑trapped͒ or oxide charge density. By solving the boundary value problem, Eqs. ͑1͒-͑4͒, the electric potential distribution within the device can be determined. For the given device geometry, this distribution depends on doping D and applied gate voltage V G . As was mentioned in Sec. I, doping D in the p region ͑substrate͒ fluctuates from point to point and from one device to another. For this reason, this doping can be treated as a random field. We represent this random field in the form
where ''-'' stands for the expected ͑mean͒ value. If the doping fluctuations are realized on very fine spatial scales ͑in comparison with device dimensions͒, then averaging ͑homogenization͒ phenomena occurs and the potential distribution is by and large insensitive to doping fluctuations. However, if doping fluctuations occur on spatial scales more or less comparable with device dimensions, they may cause noticeable fluctuation of electric potential and its ''shift '' sh . This can be mathematically expressed as follows:
Here, 0 is the electric potential in the case when the effect of doping fluctuations is negligible. This potential satisfies the following nonlinear Poisson equation:
Usually, sh and are relatively small; it does not make any sense to manufacture devices with large fluctuations. Therefore, the perturbation ͑''small signal analysis''͒ technique can be employed to derive the following equation for sh ϩ from Eq. ͑1͒:
By taking the average of both sides of Eq. ͑8͒ and taking into account that ϭ0 and d ϭ0, we obtain
͑9͒
By subtracting Eq. ͑9͒ from Eq. ͑8͒, we arrive at the following equation for potential fluctuations :
It is clear that satisfies the following boundary conditions:
where Ṽ G stands for the gate voltage fluctuations. These fluctuations are introduced in order to compensate for doping fluctuations and to maintain the ''same'' inversion conditions. In deriving boundary condition Eq. ͑12͒ from boundary condition Eq. ͑4͒, fluctuations of oxide thickness ⌬ and trapped charges Q it have been neglected. These fluctuations will be taken into account later. It is convenient to express the solution of the boundary value problem, Eqs. ͑10͒-͑12͒, in terms of the Green function, which is defined as the solution of the following boundary value problem
where ␦(QϪM ) is the Dirac delta function.
By using the above definition of the Green function and the standard reasoning, the following integral representation for the solution to the boundary value problem, Eqs. ͑10͒-͑12͒, can be derived:
The threshold voltage V th of the MOSFET device can be defined as a gate voltage V G ϭV th at which a minimum mobile electron density at the oxide interface is equal to the mobile hole density in the bulk p region at zero bias voltages, that is before the inversion. For the sake of brevity, this definition will be further referred to as the ''inversion'' definition for the threshold voltage. The minimum mentioned above is usually achieved in the middle point Q of the semiconductor-oxide interface. It can be easily shown that the required electron density is attained when the electric potential (Q) takes the following value:
Thus, the threshold voltage is a gate voltage V th ϭV G where the condition Eq. ͑18͒ is fulfilled. Now, fluctuations Ṽ th of the threshold voltage can be defined as fluctuations of the gate voltage that compensate for doping fluctuations and keep the value of the electric potential at the middle point Q constant and equal to the value specified by formula ͑18͒.I n other words, if we substitute Ṽ th for Ṽ G in Eq. ͑16͒, then at the middle point (Q)ϭ0. This leads to the following relation:
By squaring formula ͑19͒ and performing statistical averaging on both sides, we derive the following expression for the variance V th 2 of the threshold voltage:
where K D (M , P) is the autocovariance function of the random field D. For the sake of further discussions, it is convenient to write the last formula in the discretized form
where: ␣ 2 ϭ͓q/ s ␥(Q)͔ 2 , the index pair (i 0 , j 0 ) correspond to point Q, index pairs ͑i,j͒ are used for the numeration of other mesh points, while other notations have their usual meaning. It is customary to assume that doping densities at different locations are independent random variables. This implies that
where ␦ m,n i, j is the Kronecker delta and
By substituting formula ͑22͒ into Eq. ͑21͒, we arrive at
we remark that it is usually assumed 6 ͑with some justification presented below͒ that the total number N i, j of dopant atoms in volumes ⌬V i, j are random variables with Poisson distributions. In the case of Poisson distributions, the expected value and variance coincide. Thus, we have
By using this fact, we derive
By substituting formula ͑25͒ into Eq. ͑23͒, we obtain
and w is the width of the device. Thus, the problem of evaluation of threshold voltage variance is reduced to the calculation of coefficients i, j . This can be accomplished in two steps. First, we solve nonlinear Poisson equation ͑7͒ with boundary conditions, Eqs. ͑2͒-͑4͒,t ofi n dV G and the distribution of 0 such that the condition Eq. ͑18͒ is satisfied. Second, by using this distribution of 0 , we solve a discretized version of boundary value problem, Eqs. ͑13͒-͑15͒, to find mesh point values of the Green function and coefficients i, j . The numerical solution of the nonlinear Poisson equation ͓as well as the discretized boundary value problem Eqs. ͑13͒-͑15͔͒ can be accomplished by using globally convergent techniques.
5, 7, 8 It is apparent from Eqs. ͑26͒ and ͑27͒ that
In other words, the standard deviation of the threshold voltage is inversely proportional to the square root of the device width. Previously, 9 this result was extracted from extensive numerical computations of three-dimensional problems. It is remarkable that we obtain this result analytically by using a two-dimensional model of MOSFET. This suggests that twodimensional modeling within the framework of our approach can be accurate and close to three-dimensional modeling. This suggestion has been indeed confirmed by our computations discussed in Sec. IV.
The Poisson distribution for the number N i, j of dopant atoms in the volume ⌬V i, j can be justified by using the following reasoning. Let n i, j be the total number of sites available for occupation by dopant atoms in the volume ⌬V i, j and let p be the probability of occupation of each of these sites. It is assumed that the doping process is such that this probability is the same for all sites. Then, N i, j is a random variable with the binomial distribution. If the occupation probability p is relatively small, while the total number n i, j of available sites is very large and the product pn i, j is appreciable, then the binomial distribution can be fairly accurately approximated by the Poisson distribution. In the case of very small volumes ⌬V i, j , when the assumption of very large n i, j is not valid, the binomial distribution for N i, j can be used instead of the Poisson distribution. According to the binomial distribution, we have
where the occupation probability p can be deduced from the relation N i, j 0 ϭn i, j p. As a result, the factor (1Ϫ p) will appear in Eqs. ͑25͒-͑26͒. However, n i, j is usually much larger than N i, j 0 and, consequently, p is rather small. Therefore, once again we arrive at formulas ͑24͒-͑27͒.
Finally, from formula ͑24͒ we find:
If ⌬V i, j are sufficiently large such that N i, j 0 ӷ1, then from Eq. ͑30͒ it follows that the distribution function for N i, j will be narrowly peaked around N i, j 0 . In this case, random doping fluctuations are not noticeably pronounced. However, in very small devices, discretization volumes ⌬V i, j are such that N i, j 0 is not large. This results in appreciable random dopantinduced effects.
In describing the basic idea of the method, we neglected fluctuations of oxide thickness and trapped charges. These fluctuations can be taken into account by modifying the boundary condition Eq. ͑12͒ as follows:
͑31͒
Here, ⌬ 0 and Q it 0 are expected values of oxide thickness and interface ͑trapped͒ charges, ⌬ and Q it are their fluctuations, while 0 has its previous meaning. The above modification of the interface boundary condition leads to the following modification of formula ͑16͒:
͑33͒
Now, by repeating the same line of reasoning that led to the derivation of formula ͑26͒, we arrive at the following expression:
Here ͚ i, j Ј is the sum over the mesh points that belong to C 0 , while ⌬ 2 and Q it 2 are the variances of oxide thickness and interface charges, respectively. Next, we proceed to the generalization of our method to the case where the threshold voltage is defined as such a gate voltage, which guarantees some small source-to-drain current I SD ϭI 0 for the specified source-to-drain bias voltage V SD . For the sake of brevity, this definition will be further referred to as the ''current'' definition of the threshold voltage. For this definition, the calculations of the threshold voltage variance should be based on transport equations. We describe these calculations when the transport equations are already discretized and represented in the algebraic form
Here L is a nonlinear vector function of unknown ''state'' vector X, vector D of mesh-point values of doping density as well as gate voltage V G , and source-to-drain voltage V SD .I f the transport model is the drift-diffusion model, then the state vector can by written as follows:
where is the vector of mesh-point values of electric potential, while n and p are the vectors of mesh-point values of electron and hole densities, respectively. It can be remarked that, within the framework of the drift-diffusion model, quasi-Fermi potentials or Slotboom variables can be also chosen as ''state'' variables instead of electron and hole densities.
4,7
If the semiclassical or quantum transport models are adopted, then the state vector X has the form
where F n and F p are the vectors of mesh-point values of distribution or Wigner functions for electrons and holes, respectively.
10-12
By solving nonlinear discretized equations ͑35͒ with respect to X, the source-to-drain current can then be computed as some ͑nonlinear͒ functional F of X I SD ϭF͑X͒. ͑38͒
The threshold voltage is usually defined as such a gate voltage that the source-to-drain current achieves some small specified value I 0 that corresponds to the onset of conduction
Vector D is random and can be represented as follows:
where
dϭ0. ͑41͒
The doping fluctuations result in the shift X sh and fluctuations x of the state vector and this can be mathematically written as follows: where Ĵ is the Jacobian of L with respect to X evaluated at X 0 , D 0 , V th 0 , and
while matrix Â and vector b are similarly defined by the formulas
By taking the average on both sides of Eq. ͑47͒ and taking into account Eqs. ͑41͒, ͑43͒, and ͑45͒,w efi n d 
The specific mathematical form of f can be derived from the specific form of F by using the formula i SD ϭٌF͉ X 0 •x. Since Eq. ͑52͒ and functional f are linear, fluctuations i SD must be a linear combination of fluctuations th and d:
Fluctuations of the threshold voltage are such that they compensate for doping fluctuations and keep the source-to-drain current the same. This means that
The last equation leads to the following expression for the fluctuations of the threshold voltage in terms of doping fluctuations:
By assuming that doping densities at different locations are independent random variables, from Eq. ͑56͒ we derive
Next, by using formula ͑25͒, we arrive at
Thus, the problem of calculation of the threshold voltage variance is reduced to the calculation of ''superposition'' coefficients ␣ and i, j in Eq. ͑54͒. It can be observed that, according to the formula ͑54͒, the ␣ coefficient is equal to the value of i SD when th ϭ1, d i, j ϭ0. Similarly, i 0 , j 0 is equal to the value of i SD when d i 0 j 0 ϭ1, v th ϭ0, and d i, j ϭ0 for all mesh points ͑i,j͒ except (i 0 , j 0 ). The above observations suggests that the superposition coefficients ␣ and i, j can be found by solving the linearized equations ͑52͒ with respect to x for many different right hand sides and then computing the values of i SD . It turns out that there exists a technique that can substantially simplify the above computations and reduce them to the solution of certain linear equations for only one right hand side. To explain this technique, we first remark that the linear functional f (x) in formula ͑53͒ can be represented as an inner product
where the vector g can always be deduced form the mathematical form of the linear functional f (X), namely, it is equal to ٌF͉ X 0 . Now, we consider linear equations:
where Ĵ t is the transpose matrix of Jacobian Ĵ. By substituting formula ͑60͒ into Eq. ͑59͒, we obtain i SD ϭ͗Ĵ t c,x͘ϭ͗c,Ĵx͘. ͑61͒
By using formula ͑52͒, we arrive at i SD ϭ͗c,Â dϩ th b͘.
͑62͒
From the last formula and the described relations between i SD and the superposition coefficients, we find:
where a (i, j) is the vector obtained by multiplying matrix Â by the vector whose component corresponding to the mesh point ͑i,j͒ is equal to one, while all other components are equal to zero. Now, the algorithm of threshold voltage variance calculation can be summarized as follows. First, we solve nonlinear discretized equations ͑46͒ subject to the condition I SD ϭF(X 0 )ϭI 0 . Second, we solve linear equations ͑60͒ and then compute the superposition coefficients ␣ and i, j by using formulas ͑63͒ and ͑64͒. Finally, the threshold voltage variance is computed by using formula ͑58͒.
The described method can be slightly modified to compute the variance of terminal currents, for instance, the variance of saturation source-to-drain currents I sat . These currents are achieved for sufficiently large bias voltages V SD for various fixed gate voltages V G . However, for the same bias voltages V SD and V G , the value of the saturation currents may fluctuate from one device to another due to doping fluctuations. Since in the calculations of I sat the gate voltage is fixed, Eq. ͑46͒ for X 0 and Eq. ͑56͒ for x must be modified as follows:
ĴxϭÂ d. ͑66͒
The fluctuation i sat of the saturation current is a linear function of the state vector fluctuation x for relatively small x and, therefore, it can be represented as an inner product i sat ϭ͗e,x͘, ͑67͒
where the vector e can be found as before from the specific expression of i sat in terms of x. Since Eq. ͑66͒ and ͑67͒ are linear, we conclude that
According to the last formula, we find that i 0 , j 0 is equal to the value of i sat when d i 0 , j 0 is equal to one, while all other d i, j are equal to zero. By using this observation, the coefficients i, j can be computed as follows. Consider the linear equations
Then, from formulas ͑66͒, ͑67͒, and ͑69͒ we find
From the last formula and the described relation between i SD and coefficients i, j , we obtain i, j ϭ͗u,a
Finally, from formulas ͑68͒, ͑71͒, and ͑25͒ we derive:
Now, the algorithm of saturation current variance calculations can be stated as follows. First, nonlinear discretized equations ͑65͒ are solved for the appropriate bias voltages V SD and V G and matrices Ĵ and Â are determined. ͓In formulas ͑48͒ and ͑49͒ V th 0 must be replaced by V G ͔. Then, linear equations ͑69͒ are solved and formula ͑72͒ is used for the computation of I sat 2 .
III. ANALYSIS OF THRESHOLD VOLTAGE SHIFT
It is clear from the discussion presented in the preceding section that the mean threshold voltage V th is different from the threshold voltage V th 0 computed by neglecting random dopant fluctuations. The difference between these two threshold voltages is usually referred to as the threshold voltage shift. This shift is very important because the threshold voltage is one of the most important characteristics of MOS-FET devices and its accurate value is crucial for digital circuit designers.
There is some controversy 2,13 that surrounds the issue of the threshold voltage shift. Indeed, the published results of the calculations of the threshold voltage variance are more or less in agreement for similar devices, while the published computational results on the threshold voltage shift differ appreciably. It also appears that there is no consensus in the literature with respect to the origin of the threshold voltage shift as well as with respect to the possible lowering of ͑or increase in͒ the threshold voltage due to doping fluctuations.
It is important to stress that the threshold voltage shift is not directly measurable and it can be only computed. Usually, this shift is found by computing the threshold voltage value V th 0 by ignoring dopant fluctuations, and then computing the mean value of the threshold voltage V th by averaging numerous calculations performed for various doping realizations and, finally, subtracting these two values. Since the threshold voltage shift is a small quantity in comparison with the threshold voltage itself, the above subtraction of two approximately computed quantities is prone to numerical errors. This may account for the discrepancy in the computational results of the threshold voltage shift published in the literature. Below, the technique is presented, which leads to the direct calculation of the threshold voltage and completely avoids the above mentioned subtraction.
Next, it must be stressed that the origin of the threshold voltage shift is the nonlinearity of the transport equations. Since the threshold voltage shift is a nonlinear effect, it cannot be accounted for by using linearized ''shift'' equations ͑9͒ or ͑51͒. Indeed, these equations are homogeneous and this inevitably leads to the zero value for the threshold voltage shift. Thus, it can be concluded that the threshold voltage shift calculations in the framework of the perturbation ͑''small signal analysis''͒ technique are inherently more complicated than the threshold voltage variance calculations. In other words, ''shift'' calculations require the second-order perturbation analysis.
Finally, it is demonstrated below that the lowering of the threshold voltage is most likely to occur as a result of doping fluctuations. To demonstrate this, we assume that electric potential at each point of the device is a normally distributed Gaussian random quantity with the probability density
where stands for the expected value of , while 2 is the variance of .
Some justification for this assumption can be given on the basis of the central limit theorem. This assumption is also supported by some published computational results.
2 By taking the average on both sides of nonlinear Poisson equation ͑1͒ and by using Gaussian probability density Eq. ͑73͒ in evaluating averages of exponential terms of Eq. ͑1͒, after some calculations we arrive at the following Poisson equation for :
By comparing Eqs. ͑1͒ and ͑74͒, it can be concluded that Eq. ͑74͒ can be construed as the nonlinear Poisson equation for a semiconductor with effective intrinsic electron density equal to
In other words, it can be asserted that doping fluctuations result in an increase of the effective intrinsic density. Indeed, according to Eq. ͑75͒,w efi n d
It can be easily demonstrated that the above assertion is also valid in the case when random variable has any distribution density ( Ϫ) with even symmetry with respect to. In this case, the averaged nonlinear Poisson equation ͑1͒ can be written as follows:
͑78͒
It is clear from formula ͑78͒ that inequality ͑76͒ holds. The increase Eq. ͑76͒ in the effective intrinsic density is most likely to lead to the lowering of the threshold voltage. This lowering is the likely effect of random doping fluctuations.
From formula ͑6͒ we find
By substituting formula ͑79͒ into Eq. ͑74͒ and then subtracting Eq. ͑7͒, we arrive at the following nonlinear equation for sh :
͑80͒
Another equation for sh can be derived from Eq. ͑1͒ by using the second-order perturbation technique. In this derivation, formula ͑6͒ is substituted in Eq. ͑1͒ and the three terms of Taylor expansion are used in the right-hand side of this equation. Then, by employing the some reasoning as in Sec. II, we arrive at the following equation for sh : It can be shown that Eqs. ͑80͒ and ͑81͒ are equivalent up to the terms of third order of smallness with respect to and sh . Equation ͑81͓͒ or ͑80͔͒ must be considered with the following boundary conditions:
The threshold voltage shift V th sh is defined as such a value of V G sh at which sh at the middle point Q is equal to zero. This condition together with formulas ͑81͒-͑83͒ define the approach to the threshold voltage shift calculations. The distinct feature of this approach is that the threshold voltage shift is computed directly, without subtraction of V th and V th 0 . The most computationally extensive part of this approach is the calculation of 2 at all mesh points. This part is accomplished by using the same algorithm that has been developed in Sec. II for V th 2 calculations. The numerical solution of Eq.
͑81͒ can be somewhat simplified by neglecting the term with sh 2 . This term is usually small in comparison with the first ͑linear͒ term on the right-hand side of Eq. ͑81͒. If necessary the term with sh 2 can be accounted for through iterations. Our discussion of the threshold voltage shift calculations has been based on the nonlinear Poisson equation ͑1͒. These calculations are relevant to the definition of the threshold voltage as the gate voltage at which the onset of complete inversion occurs. However, the main idea of the above discussion can be carried out within the framework of the ''current'' definition of the threshold voltage adopted in Sec. II. This can be done by using second-order perturbation technique for discretized transport equations ͑35͒ and by computing the threshold voltage shift from the condition that I SD sh ϭ0. This analysis is conceptually straightforward and mimics the reasoning presented in Sec. II.
IV. NUMERICAL IMPLEMENTATION AND COMPUTATIONAL RESULTS
By using the techniques described in the previous sections, digital codes have been developed for the calculation of threshold voltage variances and threshold voltage shifts for MOSFET devices. These codes implement the algorithms discussed in Sec. II and III. The developed codes have been tested and the results produced by these codes have been compared with previous results.
2,9 These two articles were chosen for comparison because they report the results of the most extensive numerical simulations performed by using purely statistical approaches.
First The developed codes have been extensively used to study the dependence of the threshold voltage variance on channel width, oxide thickness, and substrate doping. Figure  1͑a͒ presents the dependence of V th on channel width. As expected ͓see formula ͑2͒ from Ref. 9 that summarizes the computational results presented therein͔, V th is inversely proportional to ͱw. It is quite interesting that the same result was obtained analytically in Sec. II by using a twodimensional model for MOSFET. This suggests that twodimensional modeling of the threshold voltage variance within the framework of our approach may be fairly accurate. This suggestion has been verified by comparing the numerical results of two-and three-dimensional simulations. This comparison is presented in Tables I and II for Fig. 1͑c͒ and within the error margin of Ϯ0.015 the exponent n is equal to 0.406, which is consistent with the results from Ref. 9 . However, it must be noted that the value of n is strongly dependent on the range of doping variations, and we found that it may vary from 0.25 for low doping concentration ͑as analytically predicted in Refs. 3 and 5͒ to 0.42 for high doping concentration.
As discussed in Sec. II, the threshold voltage variance can be computed by using different definitions of the threshold voltages. It has been observed in our computations that the values of V th are not strongly sensitive to the threshold voltage definitions. This fact can be easily inferred from Tables I and II. It has been proposed 9,14 to use a thin epitaxial layer adjacent to the oxide interface as a means to suppress random dopant-induced threshold voltage fluctuations. Figure 2 . This figure also presents the results obtained in Ref. 9 . It is clear that our results are in reasonably good agreement with those published in Ref. 9 .
Formulas ͑26͒ and ͑58͒ can be represented in the form
where n i, j 0 are the expected numbers of doping atoms in the discretization volumes ⌬V i, j n i, j 0 ϭD i, j 0 ⌬V i, j ͑85͒
and i, j can be interpreted as ͑mesh independent͒ ''sensitivity'' coefficients. It is important to stress that out approach yields the values of these coefficients that provides the information on the sensitivity of the threshold voltage variance to discretization volume locations. As demonstrated by Fig. 3 , the value of these sensitivity coefficients goes down as the distances of mesh points to the oxide interface are increased.
We have found that the sensitivity coefficients are ''weakly'' 
where: L, w, ␦, and L C are the length, the width, the roughness, and the correlation length of the oxide, respectively. Measurements performed by using atomic force microscopy 16 give for the SiO 2 /Si interface: ␦ϭ0.3 nm and L C ϭ15 nm. For a device with wϭLϭ50 nm, we get ⌬ ϭ0.13 nm. If N a ϭ5ϫ10 18 cm Ϫ3 , the component of standard deviation of threshold voltage due to the random fluctuations of the doping concentration is 68 mV, while the component due to the oxide thickness variation is 44 mV ͑see Fig. 5͒ . Consequently, the total standard deviation of the threshold voltage is approximately 81 mV.
Finally, Figs. 6 and 7 summarize our calculations of variances of saturation current performed by using formula ͑72͒. Figure 6 exhibits the saturation currents along with standard deviations of these currents presented by ''error bars'' computed for various bias conditions. Figure 7 gives the ''sensitivity'' coefficients for I sat 2 . In the calculations mentioned above we have used the model of mobility described in Refs. 17 and 18.
V. CONCLUSION
In the article, a novel technique for the calculation of variances of the threshold voltage and terminal currents is developed. This technique completely circumvents the computations for numerous doping realizations and, for this reason, it is very computationally efficient. For instance, the overhead computational cost of evaluation of threshold voltage variance is only about 10% of the computational cost of finding the threshold voltage. In addition, this technique yields the information on sensitivity of variances of the physical quantities of interest to doping locations. For this reason, this technique can be very instrumental in the design of dopant fluctuation-resistant structures of semiconductor devices. The developed technique is conceptually universal in the sense that it is applicable to various transport models, and it is naturally extended to take into account random fluctuations of oxide thickness and oxide trapped charges. The above technique has been numerically implemented, and numerous computational results are reported and compared with the results previously published in the literature. 
