spectroscopy is used to analyze urinary calculus (renal stone) constituents. However, interpretation of IR spectra for quantifying urinary calculus constituents in mixtures is difficult, requiring expert knowledge by trained technicians. In our laboratory IR spectra of unknown calculi are compared with reference spectra in a computerized librarysearch of 235 reference spectra from various mixtures of constituents in different proportions, followed by visual interpretation of band intensities for more precise semiquantitative determination of the composition. To minimize the need for this last step, we tested artificial neural network models for detecting the most frequently occurring compositions of urinary calculi. Using constrained mixture designs, we prepared various samples containing ammonium hydrogen urate, brushite, carbonate apatite, cystine, struvite, uric acid, weddellite, and whewellite for use as a training set. We assayed known artificial mixtures as well as selected patients' samples from which the semiquantitative compositions were determined by computerized library search followed by visual interpretation. Neural network analysis was more accurate than the library search and required less expert knowledge because careful visual inspection of the band intensities could be omitted. We conclude that neural networks are promising tools for routine quantification of Lack of online data-handling facilities before the data are quantified by PLS regression restricts the practical use of this approach in routine laboratories.
whewellite for use as a training set. We assayed known artificial mixtures as well as selected patients' samples from which the semiquantitative compositions were determined by computerized library search followed by visual interpretation. Neural network analysis was more accurate than the library search and required less expert knowledge because careful visual inspection of the band intensities could be omitted. We conclude that neural networks are promising tools for routine quantification of urinary calculus compositions and for other related types of analyses in the clinical laboratory. In a sense, artificial neural networks extract their own models from the data. IR spectra from urinary calculi composed of several constituents sometimes have data that depart from the Lambert-Beer Law, which is based on a linear relation of the absorption with the concentration.
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Artificial neural networks are especially useful for the extraction of quantitative information from data with nonlinear structures. Therefore, we evaluated the use of an artificial neural network for quantifying eight commonly occurring components of urinary calculi. 
Materials and Methods Samples

Data Preprocessing
The recorded JR spectra, with wavenumbers of 4000-400 cm ' and a spectral resolution of 16 cm1, were stored as ASCII data in a personal computer. Matrices were formed from all training, test, and patients' spectral data. Every row of a matrix contained the normalized spectral data for a continuous set of selected wavenumbers. Concentration data (percent of total weight) for the training and artificial test sets were added to the end of each row. Normalization (12) was done by unifying the total variance of every spectrum for the selected wavenumbers with regard to its area under the curve.
Neural Network Topology
The neural network software package was written in In that case, the network will store the individual patterns instead of the important underlying features. With oversized net-Epochs works, excessive training also will lead to overfitting of the training data. Therefore, to optimize (minimize) the number of hidden layers and their neurons, we monitored the outcome of the independent test set. 
Statistical and Validation Methods
A major goal of artificial neural network development is a trained network that generalizes well. Generalization is the capability of the neural network to recognize unknown patterns that are similar, but not identical, to the training input patterns.
Current literature presents many modifications to back-propagation algorithms to enhance the generalizing capabilities of neural networks (8, 15). We used plots with RMSE as a function of the number of epochs for both training and test data for monitoring the network performance during training. The test set was not exposed to the training process itself (adjustment of the weights), but rather was used to monitor training performance during training. The neural network has good generalizing capabilities when the RMSE decreases monotonically with the number of epochs, for both training and artificial test data. If the convergence of both curves was poor, a different network mapping was used. The choice of the final network topology was based on monitoring the network performance with the test patterns during training. The number of epochs that produced the minimum RMSE value of the artificial test data was used to predict the composition of the unknown samples. Generalization properties of the artificial neural network were also validated by means of scatter plots and correlation lines, based on actual and predicted values of the artificial test samples.
The predictive value of the network, after final training, was tested by comparative evaluation of the 36 patients' samples whose compositions had been estimated with library search. The predictive value of the network was also evaluated by visual comparison of the spectrum from a patient's sample with the spectrum of an artificial sample that had been prepared according to the neural network-predicted composition of the patient's sample.
Results
In a previous study (5) we found that intensities of characteristic bands from 4000-400 cm' varied not only according to the specific composition but also to other factors. Consequently, we used only a continuous range of wavenumbers between 1936 and 400 cm1, which contained the bands most important for component identification.
Normalization was carried with this wavenumber range also. The minimum network size was figured out first: Network reduction to one hidden layer gave no loss of learning ability. The number of neurons of the hidden layer was then reduced. Once the optimum was found, we varied the scaling factors for in-and output and the learning rate. Selection of the optimal topology was based on monitoring plots, with RMSE as a function of the number of epochs, for both training and test data during training. Criteria for selection were: a minimum divergence of both curves, and the lowest value for RMSE of the test data. The optimal network topology we obtained had eight hidden neurons, input scaling between 1.0 and 0.0, output scaling between 0.6 and 0.4, and a learning rate of 0.1. With this final network topology, 15 000 epochs were needed to reach an RMSE of 1.842 for the training data and 3.471 for the artificial test data (Fig. 2) . Correlation between the actual and network-predicted composition of the artificial test samples used for monitoring the network performance during training is depicted in Fig. 3 . The eight components in these samples were: ammonium hydrogen urate, brushite, carbonate apatite, cystine, struvite, uric acid, weddellite, and whewellite.
The majority of the predicted values of the Table 1 ) and a spectrum of an artifical mixture with the same composition as predicted for the patient's sample. Of 57 artificial test samples, 7 had predicted values deviating slightly >10% from the actual composition: 5 for weddellite and 2 for wheweffite. As shown in Fig. 4 , the absorption spectra of a patient's sample (sample 33 in Table 1 ) and an artificial mixture with nearly the same composition as predicted by the network for the patient's sample (65:10:20:5 by wt. for ammonium hydrogen urate:uric acid:weddeffite: whewellite) demonstrates good correspondence for wavenumber range 400-2000 cm1. The correlation coefficient between the two spectra was 0.99 1. Table 1 shows close correspondence between the actual (estimated) and neural network-predicted compositions for most of the patients' samples used for validation of the network model after training.
All samples had compositions that are commonly found in biological samples, although not at the frequency of occurrence listed in the Removal of wavenumbers that contributed no structural information was important for obtaining trained networks that could produce generalizable results for unknown samples, after neural network training. The criterion for a correct mapping is thought to be a similar performance on training and test data, i.e., the same order of RMSE and the same trend. If the resulting errors follow the same trend, one can safely assume that the underlying features of the patterns are learned and not merely specific features of the training set. Therefore, one can expect good predictions for new patterns. We found monotonically decreasing curves and minimum divergence between the curves of training and test data (Fig. 2) . Consequently, we obtained generalizable results for the patients' validation data (Table 1) with the final network topology that was sufficiently trained after 15 000 epochs. The scatter plots in Fig. 3 As shown in Table 1 , the network-predicted compositions for the patients' samples deviated by slightly >10% from the actual composition, found by visual inspection of the spectrum, for only two samples (samples 15 and 31). Of course one should keep in mind that the "actual" compositions of patients' samples used for net-
