We consider the task of learning the parameters of a single component of a mixture model, for the case when we are given side information about that component; we call this the "search problem" in mixture models. We would like to solve this with computational and sample complexity lower than solving the overall original problem, where one learns parameters of all components.
Introduction
Mixture models denote the statistical setting where observed samples can come from one of several distinct underlying populations -each typically with its own probability distribution -but are not labeled as separate in the data presented. They have been used to model a wide variety of phenomena, and have seen great success in practice, going back as far as Pearson [1] . In this paper we consider (what we call) the search problem in the mixture model setting: given some special side information about one of the mixture components, is it possible to efficiently learn the parameters of that component only? Given that there are known methods for learning the entire set of parameters of various mixture models, "efficient" here means more efficient (statistically and/or computationally) than existing methods for learning all the parameters.
As an example, we consider the "latent Dirichlet allocation" model for document generation. In this model, "underlying population" means the set of topics in a document, which determines the frequencies of different words in the document. "Side information" could be a word that is more common in the topic of interest than it is in any other topic: for example, the word "semi-supervised" might work if the topic of interest is machine learning.
Side information could also consist of a small number of labelled examples. We might have a small collection of documents about machine learning and also a much larger corpus that includes documents from many topics. Our methods will allow us to leverage the large, unlabelled corpus to obtain good estimates for word frequencies in machine learning articles -and these estimates will be much better than anything that could be learned from the small labelled sample.
Main contributions: We propose a general setting for side information in mixture models, and show how to solve the search problem by estimating certain matrices of moments. We prove error bounds on the resulting estimates; our rates have a sharp dependence on the sample size (although they are possibly not sharp in the other parameters).
We then specialize our approach to four popular families of mixture models: Gaussian mixture models with spherical covariances, latent Dirichlet allocation for topic models, mixed linear regression, and subspace clustering. We give concrete algorithms for these four families.
Finally, we simulate our algorithm on both real and synthetic datasets for the Gaussian mixture model and topic model applications. For synthetic dataset we compare its performance to the tensor decomposition methods discussed by Anandkumar et al. [2] in both GMM and LDA models. We show that our methods outperform theirs when the side information is informative. We also demonstrate the practical applicability of our algorithms on three real datasets -the NY Times dataset of news articles, Yelp dataset of business reviews, and BSDS500 dataset of images. In the first two text corpus, we show our algorithm recovers more coherent topics than topic modeling algorithm by Arora et al. [3] . In the BSDS500 dataset, we demonstrate how our algorithm can be used for parallel image segmentation. In all three cases, our algorithm also exhibits significant computational gains over competing unsupervised and semi-supervised algorithms.
Related Work
There is a vast literature on mixture models; too much to even summarize here. We will therefore focus this section on two more closely related areas: method of moments estimators for mixture models, and learning with side information.
Mixture models and method of moments: A common method for learning mixture models is the EM algorithm of Dempster et al. [4] , which outputs a complete set of model parameters. However, EM may converge slowly (or not at all) [5] ; this weakness of EM has spurred a resurgence in method-of-moments estimators for mixture models. Although these methods go back to the pioneering work of Pearson [1] on Gaussian mixture models, the last several years have seen important advances. Moitra et al. [6] , and Hardt et al. [7] showed that Gaussian mixture models with two components can be learned in polynomial time. Hsu and Kakade [8] considered mixtures of more Gaussians, but constrained to have spherical covariances. They gave a method based on third-order tensor decompositions, which was later generalized to other models in [2] .
Learning with side information: As has been observed many times, often in practice one has access to a set of data that is somewhat richer than standard models of data in learning theory. The term side information is used as a catch-all for extra data that doesn't fit into pre-existing models; as such, the literature contains many incomparable models of side information.
Xing et al. [9] and Yang et al. [10] took unsupervised clustering as their starting point. For them, side information arrived as pairs of points that were known to belong to the same cluster; they showed how this extra information could substantially improve the performance of the k-means algorithm.
Kuusela and Ocone [11] developed a framework for side information in the PAC learning model, in which extra samples with a particular dependence on the original samples could sometimes give a substantial benefit.
Many different types of metadata have been proposed for the latent Dirichlet allocation (LDA) model of document generation. McAuliffe and Blei [12] introduced the supervised LDA model, in which each document comes with an additional response variable from a generalized linear model. On the other hand Rosen-Zvi et al. [13] proposed the author-topic model, in which the metadata (author names) affects the distribution of the documents themselves. From a more experimental point of view, Lu and Zhai [14] used long, detailed product reviews as side information for categorizing short snippets and blog entries.
The notion of semi-supervised learning (see the book by Chapelle et al. [15] ) is also related to our framework of side information. In semi-supervised learning, the learner has access to a small number of labelled examples and a large number of unlabelled examples. This setting is useful for us too, although our general method does not strictly require data of this form.
Basic Idea and Algorithm
We now first briefly describe the basic mixture model setting, and then describe our method. These descriptions cover several popular specific examples for mixture models, and we detail the application to each of them in Section 3.
Setting: We are interested in the standard statistical setting of (parametric) mixture models: that is, samples are drawn i.i.d. from a distribution f given by
α i g(x; µ i ).
Here g corresponds to a known parametric class of distributions, and k is the number of mixture components. The corresponding parameter vectors are µ 1 , . . . , µ k , and their mixture weights / probabilities are α 1 , . . . , α k . So, for example, in the case of the standard (spherical) Gaussian mixture model, g(x; µ i ) is the Gaussian pdf N (µ i , I). Thus each sample can be considered to be drawn by first selecting a mixture component µ i with probability α i , and then drawing the sample x according to g(x; µ i ). We assume all the µ i 's are linearly independent. This is a common assumption for learning mixture models; without linear independence, some models (e.g. LDA) are non-identifiable, while others (e.g. GMM) may still be identifiable, but not from low-order moments.
Search problem: The standard parameter estimation problem is to find all the µ i vectors given samples. In this paper we are interested in the search problem: we are given side information about one of the vectors -say µ 1 , without loss of generality -and we would like to recover only µ 1 . Of course, we would like to do this with sample and computational complexity lower than what would be required to estimate all parameter vectors (i.e., lower complexity than the standard case).
Side information: Our general procedure requires the following model for side information: we assume that we have access to a vector v such that the inner product with the parameter vector µ 1 -the special one we are searching for -is higher than the inner product with any of the other µ i ; i.e.
Section 3 shows how to obtain such side information in some specific models of interest: spherical Gaussian mixture models, mixed linear regression, subspace clustering and the LDA topic model.
General Procedure
For many mixture models (including the four common examples we detail), it is possible to easily and directly estimate, given sufficient samples, the vector
and the matrix
The exact procedure for estimating m and A varies according to the particular parametric model g. The fact that m and A (and also higher-order tensors) can be estimated from samples is well known for many models, and indeed these form the basis for the method of moments; see [2] for a treatment of several different models, and for other pointers to the literature. Given the side information, we develop procedures to estimate an alternative matrix B given by
Again, the exact procedure for estimating B from samples depends on the particular parametric model g.
For this section, we assume we are able to estimate A, B, m to within some accuracy. With this in hand, we outline two general procedures for estimating µ 1 (i.e. the component that we are interested in). The first procedure is based on a whitening step, much like the one that is used in the tensor decomposition methods of [2] . The second procedure uses a line search instead, and may be computationally favorable when k is large, because it avoids the need to invert a k × k matrix.
The whitening method
Algorithm 1 Extracting a mixture component from side information: the whitening method.
Input:Â,B,m Output:μ 1 ,α 1 1: let {σ j , v j } be the singular values and singular vectors ofÂ, in non-increasing order 2: let V be the d × k matrix whose jth column is v j 3: let D be the k × k diagonal matrix with D jj = σ j 4: let u be the largest eigenvector of
: let E be the column space ofÂ − ww
write V V Tm (uniquely) as aw + y, where y ∈ E 8: return w/a and a
2
Our main result about Algorithm 1 is that ifÂ andB are good estimates of A and B then Algorithm 1 outputs good estimates for µ 1 and α 1 . In order to interpret Theorem 1 as an error rate, note that if all parameters but ǫ are fixed then the error is O(ǫ). Since standard concentration results yield ǫ = O(n −1/2 ), our error rate in terms of n is also O(n −1/2 ). This rate is sharp, since it is also the rate for estimating the mean of a single Gaussian vector (i.e. a GMM with only one component). 
η , and
, and C is a universal constant.
We defer the actual analysis of Algorithm 1 to the appendix, but we will motivate the algorithm and give the basic idea of the proof by showing that ifÂ,B, andm are equal to A, B and m respectively then Algorithm 1 outputs µ 1 and α 1 exactly.
Lemma 2. Let m, A, and B be defined by in (1), (2) , and (3), where µ 1 , . . . , µ k are linearly independent. If µ 1 , v > µ i , v for all i = 1 and we apply Algorithm 1 to A, B, and m, then it returns µ 1 and α 1 .
Proof. Let V and D be as defined in Algorithm 1. Since A has rank k,
Defining
Since µ 1 , v was assumed to be larger than all other µ i , v , it follows that u 1 is the largest eigenvector of
. Now, note that since the µ i are linearly independent, there is a unique way to write m = V V T m = i α i µ 1 as aw + y, where y belongs to the span on {µ 2 , . . . , µ k } (which is the same as the column span of A − αµ 1 µ
Moreover, the unique choice of a that allows this representation must satisfy aw = α 1 µ 1 , which implies that a = √ α 1 . Therefore, w/a = µ 1 and a 2 = α 1 .
The cancellation method
Our second method avoids the matrix inversion in Algorithm 1, preferring a line search instead.
Algorithm 2 Extracting a mixture component from side information: the cancellation method.
Input:Â,B,m Output:
Theorem 3 shows that with m, A, B estimated up to O(ǫ) error, and with an accurate line search, the parameter estimation error in Algorithm 2 is also bounded as O(ǫ). 
where
. . , µ k }, and C is an universal constant.
Again, we will defer the actual analysis to the appendix, and instead show that Algorithm 2 returns the exact answer when fed exact initial data. We will do this in two lemmas: Lemmas 4 and 5.
Proof. Let Π denote the projection onto the orthogonal complement of span{µ 2 , . . . , µ k }. Let x = Πµ 1 , and note that x, µ 1 > 0 but x, µ i = 0 for all i = 1. Hence, x T Zx = γ 1 x, µ 1 2 < 0 and so Z is not positive semi-definite.
Lemma 5. Let m, A, and B be defined by in (1), (2) , and (3), where µ 1 , . . . , µ k are linearly independent. If µ 1 , v > µ i , v for all i = 1 and we apply Algorithm 2 to A, B, and m, then it returns µ 1 and α 1 .
Proof. Define w i = µ i , v and let γ i = α i (1 − λw i ), so that is the largest λ such that Z λ is PSD; hence,
The k − 1 singular vectors {v 2 , . . . , v k } of Z λ * forms a basis of the subspace V = span{µ 2 , . . . , µ k }. Let V ⊥ be the perpendicular space of V, and write Π = I − V 2:k V T 2:k for the orthogonal projection onto V ⊥ . Since Πµ i = 0 for i = 1, we have
In order to prove that the algorithm returns µ 1 correctly, we need to show that b i = a i := c i / x 1 . Indeed,
On the other hand, x 1 = α Πµ 1 = αb 1 , and so b i = a i , as claimed. Moreover,
Specific Models
In this section we discuss how the search algorithms can be applied in four specific mixture models.
Gaussian mixture model with spherical covariance
The model: Besides the mixture parameters α 1 , . . . , α k , the Gaussian mixture model (GMM) has mean parameters µ 1 , . . . , µ k ∈ R d and variance parameters σ 1 , . . . , σ k ∈ R. The conditional densities g(·; µ i , σ i ) are Gaussian, with mean µ i and covariance σ
Matrices A and B: We fix a vector v ∈ R d , with the assumption that v,
To compute these quantities, we first define σ 2 to be the (k + 1)th-largest eigenvalue of the mixture covariance matrix
T ], and let u be a corresponding eigenvector.
. Then it follows from moment computations (see Hsu and Kakade [8] ) that:
Given the samples {x i }, we can now empirically evaluate these quantities (denoted bym,Â,B respectively) by replacing expectations above by the corresponding sample averages; for instance we replace
Examples of v:
Assuming that µ 1 2 > µ 1 , µ i for all i = 1 -this will be true, for example, if µ i are all the same -one can find a suitable vector v given a relatively small number of samples from the first mixture component. Specifically, if µ 1 2 ≥ µ 1 , µ i + δ and µ i ≤ R for all i = 1 then standard Gaussian tail bounds imply the following: if v := ℓ −1 ℓ j=1 x j where ℓ = Ω(R 2 δ −2 log k) and x 1 , . . . , x m are drawn independently from the distribution g(·; µ 1 , σ 1 ) then with high probability v satisfies v, µ 1 > v, µ i for all i = 1. Here, "high probability" means probability converging to 1 as the hidden constant in ℓ = Ω(·) grows. Note here that the number of tagged samples is nowhere near sufficient to estimate µ 1 by direct averaging; indeed to do so would require the number of samples to grow with the size of the underlying dimension.
Latent dirichlet allocation
The model: In the LDA model with k topics and a dictionary of size d, the parameters µ 1 , . . . , µ k ∈ ∆ d−1 are the probability distributions corresponding to each topic (∆ d−1 denotes the probability simplex {y ∈ R d :
The LDA model introduced in Blei et al. [16] differs slightly from the other models as the mixture distribution cannot be expressed exactly in the parametric form in Section 2. Instead we have a two level hierarchy as follows. Givenᾱ = (α 1 , . . . , α k ), we first draw a topic distribution θ from the Dirichlet(ᾱ) distribution. Given this θ = (θ 1 , . . . , θ k ) each word in the document is drawn i.i.d. from the distribution k i=1 θ i µ i . However still we can compute the vector m and the matrices A, B as shown below. Then with an appropriate v our algorithms can recover the topic distribution µ 1 .
Matrices A and B: Let x 1 denote the random vector with x 1 (w) = 1 if the first word is w, and 0 otherwise. Similarly define vectors x 2 , x 3 corresponding to the second and third word respectively, and let α 0 = k i=1 α i . Then, moment computations under the LDA distribution yields the following expressions for (m, A, B), defined in (1), (2) , (3):
With the given document samples, letx i denote the normalized empirical word frequencies in the document i. Then,m = α0 n n i=1x i , and A, B can be immediately estimated using the above expressions by replacing expectations with sample averages.
Using labeled words to find v: In order to recover the topic distribution µ 1 we now require a vector v which satisfies µ 1 , v > µ i , v for i = 1. Now suppose we are given a labeled word ℓ such that its occurrence probability in topic 1 is the highest, i.e., µ 1 (ℓ) > µ i (ℓ) for i = 1. Then we can simply choose v = e ℓ (the standard basis element with 1 in the ℓ-th coordinate). For most topics of practical interest it is possible to find such labeled words. For example the word "ball" can be a labeled word for topic sport, "party" is a labeled word for topic politics and so on. However, a labeled word is merely indicative of a topic and is not exclusive to a topic (e.g. the word "ball" can occur in other contexts as well). In this sense, the labelled word is quite different from the "anchor word" described in Arora et al. [3] . Note however that anchor words are also labeled words (but not vice-versa) since for an anchor word ℓ, µ 1 (ℓ) > 0 and µ i (ℓ) = 0 for i = 1.
Using labeled documents to find v: If the different topics are not too similar, then we can estimate a suitable vector v from a small collection of documents that are mostly about the topic of interest. For example, if µ i , µ j ≤ η µ i µ j for all i = j, and if we observe a total of m words from some collection of documents with θ 1 ≥ (1 + δ)(1/2 + η) then about m = Ω(δ −2 log k) words will suffice to find a suitable vector v.
Mixed regression
The model: In mixed linear regression the mixture samples generated are of the form y = x, µ i + ξ, where x ∼ N (0, I) and noise ξ ∼ N (0, σ 2 ). We have access to the observations (y, x) but the particular µ i and ξ are unknown. Hence the conditional density g(x, y; µ i , σ) is a multivariate Gaussian where x ∼ N (0, I), y ∼ N (0, µ i 2 + σ 2 ), and Cov(x, y) = µ i . Matrices A and B: To compute A and B, we consider the following moments (for more detailed derivations, see Appendix C):
Let τ 2 be the smallest singular value of the matrix M 2,2 . Then we can compute m, A, B as follows.
As in the previous cases with finite samples the estimatesm, A, B can be computed by taking their empirical expectations e.g., 
Subspace Clustering
The model: Besides the mixture parameters α 1 , . . . , α k , the subspace clustering model has parameters U 1 , . . . , U k ∈ R d×m and σ ∈ R, where the matrices U 1 , . . . , U k have orthonormal columns. The conditional distribution g(·; U i ) is a standard Gaussian variable supported on the column space of U i , plus independent Gaussian noise. More precisely, we sample y ∼ N (0, I d ) and set x = U i U T i y + ξ, where ξ ∼ N (0, σ 2 I d ) is independent of y. Matrices A and B: The subspace clustering model does not quite fit into the basic method of Section 2; one motivation for presenting it is to show that the basic ideas in Section 2 are more flexible than they first appear.
and their empirical versionsÂ andB (the computation giving the claimed formula for B is carried out in Appendix C). Now with theseÂ andB, we can recover the subspace U 1 using Algorithm 3. This algorithm uses the same principle behind the whitening method in Section 2.1.1, the key difference is that here we pick the top m eigenvectors of the whitened B matrix.
The following perturbation theorem guarantees that if the side information vector v is substantially more aligned with the subspace spanned by U 1 than it is with any other subspace, and the matrices A, B are estimated within ǫ accuracy, then Algorithm 3 can recover the required subspace with a small error. 
Then outputÛ of Algorithm 3 satisfies
ÛÛ T − U 1 U T 1 ≤ Cǫα −1 1 σ 1 (A) 2 σ mk (A) −2 δ −1 .
Algorithm 3 Subspace clustering algorithm
Input:Â,B Output:Û 1: let {σ j , v j } be the singular values and singular vectors ofÂ, in non-increasing order 2: let V be the d × mk matrix whose jth column is v j 3: let D be the mk × mk diagonal matrix with
let the columns ofÛ be the m eigenvectors of the matrix ZZ
T
We prove Theorem 6 in Appendix F. Note that the conditions on v can be satisfied if the spaces U i satisfy a certain affinity condition and we have a few labelled samples from U 1 . Specifically, suppose that u, w < (
− η) u w for every u ∈ U 1 and w ∈ U i , i = 1. Then any v ∈ U 1 will satisfy the assumption of Theorem 6. Hence, a single labelled sample from U 1 (or several -depending on η -noisy samples) is enough to find a suitable v.
Comparison
In this section we compare the theoretical performance of the Whitening and Cancellation algorithms with other algorithms. Both Whitening and Cancellation algorithms require estimating the quantities m, A, B by computing moments from the samples. Therefore the sample complexity primarily depends on how well these quantities concentrate. We compute the specific sample complexities for each model in Appendix G.
For Gaussian mixture model the sample complexity of our algorithm scales asΩ(dǫ −2 log d) similar to moment based algorithm by Hsu and Kakade [8] and tensor decomposition based algorithm by Anandkumar et al. [2] . In terms of runtime the Whitening algorithm is faster than the tensor decomposition based algorithm by Anandkumar et al. [2] . This can be viewed as follows. The first step in both the algorithms take O(d 2 k) time to compute the whitening matrix and in subsequent whitening steps. However computing the largest eigenvector in Algorithm 1 takes only O(k 2 ) time, faster than O(k 5 log k) time required for rank-k tensor power iteration (we also verify this in our experiments in Section 4).
In LDA topic model our algorithms have a sample complexity ofΩ(ǫ −2 log d), again similar to tensor decomposition based algorithm by Anandkumar et al. [2] , and non-negative matrix factorization (NMF) based algorithm by Arora et al. [3] . The Whitening algorithm again is faster than tensor decomposition as argued for GMM case. The NMF based algorithm using optimization based RecoverKL/RecoverL2 procedures also has a runtime of O(d 2 k) similar to our algorithms (in Section 4 again we observe our algorithm to be faster in practice). In the case of mixed linear regression again our method has a sample complexity ofΩ(dǫ −2 log d) similar (upto log factors) to the convex optimization based approach by Chen et al. [17] , alternating minimization based approach by Yi et al. [18] , but better than tensor decomposition based method of Sedghi et al. [19] which has a sample complexity ofΩ(d 3 ǫ −2 ). However unlike the convex optimization and alternating minimization based techniques our method is also applicable when the number of components k > 2. As argued in GMM case the Whitening algorithm is again faster than the tensor algorithm by Sedghi et al. [19] .
Subspace clustering algorithms like greedy subspace clustering by Park et al. [20] , optimization based algorithms by Elhamifar et al. [21] , Soltanolkotabi and Candes [22] , requires the samples to exactly lie on a subspace. In contrast our moment based algorithm works even when the samples are noisy and perturbed from the actual subspace. Our subspace clustering algorithm also has a sample complexity ofΩ(mǫ −2 log d) which is similar (up to log factors) to greedy subspace clustering algorithm by Park et al. [20] .
Experiments
In this section we present the empirical performance of our Whitening and Cancellation algorithms. We consider two of the settings: the Gaussian Mixture Model (GMM), and Latent Dirichlet Allocation (LDA) and test our algorithms on both real and synthetic datasets.
Synthetic dataset
First we compare the sample complexity of our algorithms with the robust tensor decomposition algorithm by Anandkumar et al. [2] for learning mixture models (we refer to this as the Tensor algorithm). For the Cancellation algorithm we compute the optimum λ for cancellation using two different techniques as follows.
where V is the matrix of top k singular vectors of A. In the first method, we perform a line search over positive λ to find the minimum λ such that σ k ( Z ′ λ ) falls below certain threshold. This method works well in GMM case. In a second method we minimize the convex function Z ′ λ * + λ, subject to λ ≥ 0. This method performs better in the case of LDA. Note that for the Cancellation algorithm after estimating λ, instead of using m and A to find µ 1 we can follow the same steps using m ′ = Av and B to recover µ 1 . Theoretically it has the same performance, however empirically we observe this to work slightly better and we use this version for our experiments.
Performance metric: We compute the estimation error of parameter µ 1 as E = μ 1 − µ 1 . In our figures we plot the quantity "percentage relative error gain" which is defined as G = 100(E T − E A )/E T , where E T is the Tensor error and E A is the error for Whitening / Cancellation algorithm. Note that a positive error gain implies that the Tensor error is greater than that of the competing algorithm. 
We observe that in all the cases, our algorithms have lower error (positive error gain) than the Tensor algorithm. Moreover, our methods' advantage increases with increasing proportion α i , increasing sample size n, and increasing variance σ. Figure 2 gives an example where the Whitening algorithm can successfully recover even rare components. Here we consider a GMM with k = 10, d = 500 with the rarest component having probability α min = .0037. Again we observe positive relative error gains over Tensor algorithm for increasing number of samples n.
In Figure 3 we plot the runtime of the algorithms, and observe that the Whitening and Cancellation algorithms are much faster than the Tensor algorithm.
Topic Modeling: We generate a synthetic LDA document corpus according to the model in Blei et al. [16] . The lengths of the documents are generated using a Poission(L) distribution where L is the mean document length. In Figure 4 we plot the percentage relative error gain of the Whitening and Cancellation algorithms over the Tensor algorithm. Our side information was a labeled word w satisfying µ 1 (w) > µ i (w) for i = 1. Again we observe positive error gains over the Tensor algorithm. Note that the performance varies across topics since the probability of the labeled word is different for each topic. 
Real Datasets
Topic Modeling: In this section we compare the performance of Whitening algorithm with a recent non-negative matrix factorization based topic modeling algorithm by Arora et al. [3] (we refer this as NMF algorithm), and also the semi-supervised version of this NMF algorithm (we refer to this as SS-NMF). We test on two real large datasets; (a) New York Times news article dataset [23] (300, 000 articles) (b) Yelp dataset of business reviews [24] (335, 022 reviews). We run both algorithms for k = 100 topics. First from the set of topics produced by NMF algorithm we choose a subset of interpretable topics, then we choose labeled words representative of these topics. We test with a set of 62 labeled words for NY Times dataset and 54 labeled words for Yelp dataset. Note that given labeled word w l the whitening algorithm produces one topic distribution µ 1 , but the NMF algorithm finds k topics. Therefore for NMF algorithm the target topic i is the one which has the highest probability of the labeled word i.e., µ i (w l ). For the semi-supervised NMF we first compute the weighted word-word co-occurrence matrix Q w where we re-weigh each document by the normalized frequency of the labeled word w l . Then we apply the NMF algorithm [3] on this weighted matrix Q w .
Performance metric: We compare the quality of the topics returned by Whitening, NMF, and SS-NMF algorithms using the pointwise mutual information (PMI) score, known to be a good metric for topic coherence [25, 26] . However in order to also capture the relevance of the estimated topic to the labeled word we compute PMI score for topic i as,
where w l is the labeled word, T i 20 is the set of top 20 words in the i-th topic. The probabilities p(w l , w), p(w), p(w l ) are computed over a larger dataset of English Wikipedia articles to reduce noise [27] . For whitening algorithm we choose α 0 = .01. Note that other supervised topic modeling algorithms e.g. supervised LDA by McAuliffe and Blei [12] , labeled LDA by Ramage et al. [28] require a much stronger notion of side-information than just labeled words, hence we could not compare with them. Whitening shows more than 2X speedup over competing algorithm in both datasets.
In Figure 5 (a) we plot the percentage of labeled words for which each algorithm has the best PMI score. Observe that for most labeled words (40 out of 62 labeled words for NY Times dataset, and 35 out of 54 labeled words in Yelp dataset) the Whitening algorithm estimates topic with better PMI score over NMF and SS-NMF algorithms. The Whitening algorithm is also more than twice as fast as NMF and SS-NMF 1 as shown in Figure  5 (b). A complete list of topics and PMI scores returned by the algorithms for every labeled word is presented in Tables 2, 3 of Appendix B. Notice that the Whitening algorithm often estimates more coherent topics which are more relevant to the given labeled word than topics produced by the NMF/SS-NMF algorithm. For example in NY Times dataset with the labeled word student the Whitening algorithm returns top five words in the topic as student, school, teacher, percent, program; however those returned by NMF algorithm are test, school, student, ignore, export; and those by SS-NMF algorithm are student, university, shooting, shot, rampage.
Parallel image segmentation: One method to perform image segmentation is to use GMM clustering. In this experiment we demonstrate how GMM search algorithm can be used to parallelize image segmentation in vision applications. For this we consider the BSDS500 dataset introduced in Arbelaez et al. [29] and choose a subset of 70 images having less than 4 segments in the ground truth. Note that this dataset has up to six ground truth segmentation by human users for each image. We randomly choose one pixel from each segment in ground truth as side-information v. We compare our Whitening algorithm with the seeded k-means clustering [30] where the centers are initialized by these side-information pixels (we refer to this as s-Kmeans). The Whitening algorithm uses one pixel from the i-th cluster to compute µ i , in parallel for every i, and then it assigns each pixel to its closest µ i . The segmentation quality is compared using normalized mutual information (NMI) metric [31] . To avoid local minimum in s-Kmeans we consider the maximum NMI over 5 initializations of side-information for each ground truth, and then we compute average NMI over all ground truths for an image. Observe that the Whitening algorithm often isolates the foreground segment better than s-Kmeans.
We summarize our result in Table 1 . Observe that the Whitening algorithm has a slightly better NMI performance over s-Kmeans in the BSDS test dataset and similar performance in BSDS train and BSDS val datasets. However the Whitening algorithm runs an order of magnitude faster than s-Kmeans.
Conclusion and Discussion
In this paper we developed a new, simple and flexible framework for incorporating side information into mixture model learning. The underlying motivation was to provide a principled way to take into account extra input (e.g. generated by human data analysts etc.). Even for cases where this input is very limited compared to the size/dimensionality of the data, we show meaningful statistical and computational performance improvement over baseline unsupervised and semi-supervised methods. More generally, developing methods which work with very limited human input is a promising research endeavor, in our opinion.
Appendix A More experiments for Gaussian mixture models
In Figure 7 we show the sensitivity of the Whitening and Cancellation algorithms in GMM with k = 20, d = 500, all equal probability components, and two different values of σ and n. Observe that the percentage error gain of the algorithms decreases with decreasing values of δ = min i =1 µ1,v µi,v , as we would expect, and it eventually becomes negative when the performance become worse than Tensor algorithm. Also here the Cancellation algorithm shows lesser sensitivity, hence better performance compared to the Whitening algorithm. 
Appendix B Complete results on New York Times and Yelp dataset
In this section we provide more detailed result of our experiments on NY Times and Yelp datasets. In Tables 2,  3 we show for every labeled word, the top five words in the topics computed by Whtening, NMF, and SS-NMF algorithms along with their corresponding PMI scores. 
Appendix C Computation of A, B for different models
This section outlines the construction of matrices A, B in various models via different moment computations. We first introduce some basic tensor notations used in our proofs. Let x, y, z ∈ R d be three d dimensional vectors. Then the order-3 tensor
. Similarly the order-2 tensor T 2 = x ⊗ y is equivalent to the matrix outer product T 2 = xy T . Finally let v ∈ R d be another d dimensional vector, I be the d dimensional identity matrix. The tensor contraction T 3 (I, I, v) is equal to the order-2 tensor T 3 (I, I, v) = z, v x ⊗ y, which is again equivalent to the matrix T 3 (I, I, v) = z, v xy T . For order-2 tensors we will use the tensor and matrix notations interchangeably.
C.1 GMM moments
In this section we prove how the required matrices A, B can be computed in the GMM model. We restate the following useful theorem from [8] which computes three tensor moments for the GMM model. 
has rank k, this is the same as the k + 1th-largest eigenvalue), and u be a unit norm eigenvector corresponding to the eigenvalue
Theorem 8. In the GMM model define
Proof. The expression for m, A follows directly from Theorem 7 by noting that A = M 2 and µ i ⊗ µ i = µ i µ T i . To compute B consider the tensor contraction M 3 (I, I, v), M 3 as in Theorem 7. Then,
C.2 LDA moments
In this section we show the m, A, B computation corresponding to the LDA model. Again we restate the following theorem from [2] which computes the first three tensor moments for LDA distribution.
Theorem 9 (Anandkumar et al. [2]). In an LDA model with parametersᾱ
Then,
Theorem 10. For an LDA model for any v ∈ R d suppose m, A, B be defined as
Then we can express m, A, B as follows.
Proof. The expressions for m and A follows easily from Theorem 9 since m = α 0 M 1 and A = α 0 (α 0 + 1)M 2 .
To show the expression for B consider the tensor contraction M 3 (I, I, v), M 3 defined as in Theorem 9. Then we have
where we used x 1 ⊗x 2 is same as x 1 x T 2 and so on. We also get from Theorem 9 M 3 (I,
C.3 Mixed regression moments
Recall in mixed regression we have y = x, µ i + ξ where x ∼ N (0, I) and ξ ∼ N (0, σ 2 ). In the following Lemmas we compute the various moments M 1,1 , M 2,2 , M 3,1 , M 3,3 and show how they are used to compute m, A, B.
Lemma 11. In mixed linear regression define
Proof. We compute the moments as shown below.
Using the fact that all odd moments of normal random variable are zero.
We use the fact that for even p the moment E[z p ] = (p − 1)!! for a standard normal random variable z and !! denote the double factorial. Next we compute M 3,3 .
Now we compute these individual moments.
Using the fact that any odd combination of the variables in x will be zero in expectation. Also,
Again by using the moments of standard normal variable. This can be verified by considering the (a, b)-th entry of the matrix on the right as a polynomial in µ i (l), the l-th component of µ i , and matching the corresponding coefficients from both sides of the equation.
Combining with equation (4) we get,
Theorem 12. Let m, A, B be defined as
where τ 2 is the smallest singular value of M 2,2 . Then,
Proof. The proof follows directly from Lemma 11. Note that since µ i -s are linearly independent the smallest singular vector τ 2 of M 2,2 is equal to
. Similarly the expression for B holds.
C.4 Subspace clustering moments
In this section we derive the necessary moments required for subspace clustering. Recall that in the subspace clustering model we have k dimension-m subspaces U 1 , . . . , U k ∈ R d×m (matrices U 1 , . . . , U k have orthonormal columns). The data is generated as follows. We sample y ∼ N (0, I d ) and set x = U i U T i y+ξ, where ξ ∼ N (0, σ 2 I d ) is additive noise.
Theorem 13.
Consider the subspace clustering model. Let M 2 , A, B be defined as,
Proof. First we compute M 2 .
Using E[yy T ] = I as y ∼ N (0, I) and U T i U i = I since the columns are orthogonal. Since α i > 0, the mk + 1-th singular value of M 2 , σ mk+1 (M 2 ) = σ 2 . Therefore it follows that,
Appendix D Finite-sample analysis of the whitening method
where σ k is the kth singular value of A. Let V be the n × k matrix whose columns are the first k singular vectors of A, and letV be the same forÂ. Let D be the diagonal matrix of singular values of A, and letD be the diagonal matrix of the first k singular values ofÂ. Then A = V DV T and V T V =V TV = I k . Our basic tool is Wedin's theorem: In applying Wedin's theorem, the following geometric lemma will be useful. In what follows, P E denotes the orthogonal projection onto E.
Lemma 15. Let E and F be subspaces of R n with
By a simple change of variables, if we define
then O is also an almost-isometry: for every
Proof. First, note that
LetŴ be a d × (d − k) matrix whose columns form an orthonormal basis for the orthogonal complement of the column span ofV . Note that if ǫ < σ k /2 then the kth singular value ofÂ is strictly larger than σ k /2 and the (k + 1)th singular value is at most ǫ. Then PÂ ≤ǫ =ŴŴ T . By Wedin's theorem,
Now,Ŵ T and V have norm 1, and so it follows that
For any u ∈ R k with u = 1, we have
from which the claimed lower bound follows. On the other hand, V T V u ≤ u because bothV T and V have norm 1.
Then M is the infinite-sample version of A's whitening matrix applied to B, andM is the finite-sample analogue. Recall from 6 that
Since V = V T = 1 and
Now, Weyl's inequality implies that
where the second inequality follows from a first-order Taylor expansion and the fact that ǫ ≤ σ k /2. Hence,
Combining this with (7) and the triangle inequality, we have
Since O is almost an isometry, it follows that there is an orthogonal matrixÕ that this close to O (for example, if U DV T = O is an SVD, letÕ = U V T ). In this way, we may find an orthogonalÕ such that
Now let u be the top eigenvector of M and let u O be the top eigenvector of OM O T . ThenÕu is the top eigenvector ofÕMÕ T . The triangle inequality implies that
On the other hand, M was assumed to have a spectral gap of δ M . By Wedin's theorem, it follows that
Finally, letû be the top eigenvector ofM . By Lemma 17 and Wedin's theorem,
where the last inequality follows because ǫ ≤ σ k /2 ≤ σ 1 /2. Next, we unpack O. Weyl's inequality implies that
The right hand side is smaller than
, and so we may plug it into (8) to obtain
, and so
Setting w = V D 1/2 u andŵ =VD 1/2û and comparing this to the setting of Algorithm 1, (9) shows that the finite-sample algorithm gets almost the same w as the infinite-sample version.
It remains to check the last few lines of Algorithm 1; i.e., to see that we recover the right scaling of w.
Lemma 18. Let M be a symmetric matrix of rank k − 1 and let E be the span of its columns. Then dist(w, E) ≥ σ k (M + ww T ).
Proof. Let P E denote the orthogonal projection onto E, and note that w − P E w = dist(w, E) Let F = span{E, w}. Since F has dimension k and y ∈ F ⊥ implies (M + ww T )y = 0, it suffices to find some y ∈ F such that (M + ww T )y ≤ dist(w, E) y . Choose y = w − P E w. Then M y = 0 and so
Lemma 19. Let E be a subspace and take w ∈ E. For x ∈ span{E, w}, let a(x) ∈ R be the unique solution to
Proof. Given x, y ∈ span{E, w}, we can write x − y = (a(x) − a(y))w + e, where e ∈ E. It follows that
Finally, we apply the preceding two lemmas to show thatα 1 is accurate in Algorithm 1. Together with (9) (whose right hand side provides the value of η that we will use), this completes the proof of Theorem 1.
where R = max i µ i .
Proof. By Wedin's theorem,
Hence,
Now, ifÊ is the column span ofV then y = √ α 1ŵ + e is the unique way to decompose y in span{ŵ} ⊕Ê. If we define a by the decompositionx = aŵ + e then Lemma 19 implies
On the other hand, Lemma 18 applied toVDV T −ŵŵ T andŵ implies (because the kth singular value of
Taking square roots and applying Taylor's theorem completes the proof.
Appendix E Finite-sample analysis of the cancellation method
In this section we analyze the performance of Algorithm 2 when we have finite sample estimates of the matrices A, B and vector m. For any matrix M let M denote its finite sample estimate, similarly for any vector v, its estimate is given byv. For a matrix M let σ k (M ) denote the k−th largest singular value of M. For easy of exposition we replace the quantities Z λ , v i , a i , c i in Algorithm 2 with their estimates Z λ ,v i ,â i ,ĉ i respectively. First we show in Lemma 21 that we can have a good estimate for Z λ using good estimates for A, B and λ.
Proof. We have,
since λ < λ 1 = 1/w 1 .
matrix of largest k − 1 eigenvectors of Z λ1 and V 2:k be those of Z λ . Then,
Proof. Using Wedin's theorem we get,
since ǫ 2 < σ k−1 (Z λ1 )/2. Now,
where we used equation 10 and m ≤ R. Recall that x 1 = α 1 V µ 1 = α 1 a 1 v 1 , where V = span{µ 2 , . . . , µ k } and a 1 = µ 1 , v 1 . To show the second bound,
Proof. Similar to Lemma 22 we have from Wedin's theorem
. Then we can bound,
Now,
where we use inequality (12) , Av 1 ≤ σ 1 (A) as v 1 is unit norm, V V T < 1 since V is orthogonal, and A < A + ǫ. Combining,
Proof. We first compute,
using the fact that v 1 ,v 1 have unit norms. Now we can bound the error |â 1 − a 1 | as follows.
From equation (13) and using
Note that from Lemma 22 taking 
E.1 Proof of Theorem 3
We now proof Theorem 3. Under the assumptions we have using Lemma 22
. Using these we compute the first bound as follows.
Now using bounds from Lemma 22, 23 we get,
2 , σ 1 (A) ≥ ǫ, and σ 1 (A) > σ k−1 (Z λ1 ). Now expanding ǫ 3 and rearranging terms we have,
To prove the second bound from Lemma 24 and assuming ǫ < σ 1 (A) we have
We have, 
Proof. We prove this along the lines in [8] . The matrixŴ whitensÂ since,
W
TÂŴ =D −1/2V TÂVD−1/2 = I k Also ǫ < σ mk (A)/2, hence using Weyl's inequality σ mk (Â) ≥ σ mk (A)/2. This implies
Therefore all eigenvalues of the matrixŴ T AŴ lie in the interval (1 − 2ǫ/σ mk (A), 1 + 2ǫ/σ mk (A)) . This implies the eigenvalues of (Ŵ T AŴ ) −1 lie in the interval (1/(1 + 2ǫ/σ mk (A)), 1/(1 − 2ǫ/σ mk (A))). Then,
Lemma 27 (Whitening matrix perturbation). Assume Â − A < ǫ < σ mk (A)/4. LetŴ =VD −1/2 be the whitening matrix. Define W :=Ŵ (Ŵ T AŴ ) −1/2 . Then,
Proof. We note that the matrix W whitens the matrix A, since
We can bound the perturbation as follows.
where the last inequality follows from Lemma 26.
Lemma 28. Let max{ Â − A , B − B } < ǫ, and also let ǫ < min{σ 1 (B)/2, 
where Z satisfies Y = W T Z, and C 1 is a constant.
Proof. First using Wedin's theorem for the matrix A andÂ we get
From Lemma 28 we have R − R < 51σ1(B)ǫ σ mk (A) 2 = ǫ 1 . Therefore we can again use Wedin's theorem on the matrices R,R to bound the perturbation of the subspace spanned by Y.
We now bound the following term.
where the second to last inequality follows from Lemma 26. Next we show thatẐẐ T is close to the projection of ZZ T onto the subspaceVV T . 
ẐẐ T −VV
We bound the second term as follows. Observe that the matrix D −1/2 V T also whitens the matrix A. Therefore Z can be expressed as Z = V D The second to last step follows from equation 17. Now using the above bound in equation 18 we get,
where the last step follows from inequalities (16) . We compute the required bound by combining equations (15) and (19) as follows. where C 1 is a constant.
F.1 Proof of Theorem 6
The proof follows from Theorem 25 and Lemma 29. Note that the matrix Z has all singular values equal to √ α 1 , therefore ZZ T has singular values α 1 . Under the affinity condition from Theorem 25, we have
Combining with Lemma 29 we get
where C 2 is a constant. Finally applying Wedin's theorem for the matricesẐẐ T and ZZ T , we have
where C 3 = 4C 2 .
Appendix G Sample complexity analysis
Since the basic application of our method requires the estimation of certain covariance matrices, we need to show that one can estimate these matrices. There is a large literature on estimating covariance matrices, but for simplicity we will only focus on the simplest estimator: the sample covariance matrix. By well-known matrix concentration inequalities, one can show that the sample covariance matrix will be close to the covariance matrix with high probability if the sample size is large enough: 
G.1 Truncation
Unfortunately, the matrices we will be dealing with do not usually have almost sure bounds on their norm. Here, we develop some straightforward truncation arguments in order to adapt Theorem 30. 
Now we fix L = C ′ log 1/α (n/(δ ∨ ǫ)) and we consider E(A − B) . By the triangle inequality,
On the other hand, we can bound
With the change of variables t = u 1/α , we have 
G.5 Subspace clustering
For the following theorem, we revert to the notation of the subspace clustering model. We assume for simplicity that σ is known, since if it isn't then it can be easily and accurately learnt. ) ) then with probability at least 1 − δ, Â − A ≤ ǫ and B − B ≤ ǫ.
Proof. Since x/σ is an m-dimensional Gaussian vector, x 2 /(σ 2 m) is concentrated around its mean (1) with tails of order e −ct . In other words, Theorem 31 (with α = 1) implies our claim for A. The claim for B is analogous, except that since it involves fourth moments, the tails will decay at the rate e −ct 1/2 .
