Abstract-Wireless sensor networks have received academia research attention at present. A typically task in a wireless sensor network is that every sensor node senses its local environment and, upon request, sends the data of interest back to the sink node. The energy-constrain sensors in wireless sensor networks operate on limited batteries, so it is a very important issue to use energy efficiently and reduce power consumption. Most recent routing protocols tend to find the minimum energy cost path to lower energy usage for all routing paths, thus, they may lead to some of the nodes deplete their energy quickly. To maximize the network survivability by using equal energy among as many nodes as possible, this paper presents a novel load balancing multipath routing algorithm. In the paper, the sensor networks are constructed into a layered network. Based on the layered network, we propose a load balanced algorithm for constructing multiple routing paths to transmit data. The protocol spreads the routing load between the source and destination nodes over a large number of sensor nodes to minimize disparity in the energy levels of the sensor nodes. Simulation results show that the proposed scheme can prolong the network life effectively and enhance the data transmission efficiency.
I. INTRODUCTION
With the rapid development in low cost sensor devices, there is an increased interest in the deployment of wireless sensor networks, which are suitable for applications such as military and environment surveillance. Wireless sensor networks consist of a large number of low-cost, low power and multi-functional sensor nodes. Sensor nodes have power supply unit, sensing components to gather information, data processing unit and communication unit to transmit and receive data. In general, sensor nodes are batter-powered, so it is important to minimize the power consumption of sensor networks to maximize their post-deployment active lifetime, which is the maximum lifetime problem of wireless sensor networks. In wireless sensor networks, energy efficiency is an important metric that directly influences the network lifetime, so the energy-aware protocols are required at each layer of the protocol stack.
Akyildiz et al. gave a survey on the specific optimizations at different protocol layers [25] . For example, at network layer, it is highly desirable to develop the energy-efficient routing algorithms for routing the discovery from the sensor nodes to the sink node so that the network lifetime is maximized.
Routing in wireless sensor network is a very challenging problem due to the inherent characteristics, which differentiate such networks from other wireless networks such as ad hoc networks and cellular networks [26] . In recent years, many algorithms have been proposed for the routing issue in wireless sensor networks. The routing protocols can be classified into flat-based, hierarchical-based and location-based according to the network structure [27] . In this paper, we focus on the load balancing multi-path flat routing protocol in WSNs.
It costs 3 Joules of energy to transmit 1 Kb of data a distance of 100m [29] . On the other hand, a generalpurpose processor with a modest specification 100 million instruction per second (MIPS) processing capability can execute 300 million instructions for the same amount of energy. Therefore, it is desirable to conserve energy of the sensor nodes in the networks while routing query responses back to the sink node. As the sensor networks have limited resource, if all sensor nodes transmit packets directly to the sink node, the furthest nodes from the sink node will die early. On the other hand, among sensor nodes transmitting packets through multiple hops, sensor nodes closest to the sink node tend to die early, casing network partition and the routing algorithms that use fixed paths in traditional wired networks are not suitable for sensor networks. Sensor nodes that locate in the fixed path suffer server energy consumption and exhaust quickly because they provide relaying services to a number of compatriots. This extreme unfair load sharing between the sensor nodes on the path and the other nodes incurs the network separating. In addition, applying the fixed paths routing mechanism to sensor networks [1, 2] must pay the costs of periodically re-establishing the paths because sensor networks do not have pre-planning infrastructure usually.
Load balancing is especially useful in energy constrained sensor network because the relative energy level of the nodes does affect the network lifetime more than their absolute energy level. With classic shortest path routing schemes, a few nodes that lie on many of these shortest paths are depleted of their energy at a much faster rate than the other nodes. As a result of these few dead nodes, the nodes in its neighborhood may become inaccessible, which in turn cause a ripple effect, leading to network partitioning. When all sensors have equal initial energy and equal chances to become sources, network could maximize its lifetime if all sensor sensors dissipate energy at the same rate, since no loss of connectivity would result from node failure. In [28] , Chang and Tassiulas have proved assuming each node to have a limited lifetime, the overall lifetime of the network can be improved if the routing protocol minimizes the disparity in the residual energy of every node, rather than minimizing the total energy consumed in routing. In this paper, we propose a new method to balance energy consumption and keep approximate network wide energy equivalence by balancing the network load. Our approach concentrates on how to adjust the routing paths in order to balancing load. In the proposed scheme, each node can balances the energy consumption overall network caused by routing without knowing global information and only one network traversing is needed instead of maintaining the whole network status all the time.
The paper is organized as follows. In Section Ⅱthe related work is introduced. Section Ⅲ summarizes notations and assumptions used in this paper. In Section Ⅳ, we introduce MP-LB routing in detail. Evaluation for comparing the proposed routing scheme over other routing scheme will be given in Section Ⅴ, while we present our conclusion in SectionⅥ.
Ⅱ. RELEATED WORK
Flooding is natural for wireless sensor networks, but it consumes too much energy on relaying unnecessary data. Many variant of flooding have designed as routing protocols for sensor networks. For example, GRAdient Broadcast (GRAB) [3] sets up cost field by flooding. Well-known Directed Diffusion [4] uses limited flooding and an acknowledgement scheme to set up route. Geographical and Energy Aware Routing (GEAR) [5] bounds flooding to a small region. Rumor protocol is an integration of Gossip and GRAB. It combines query flooding and event flooding. Cluster-based schemes [6, 7] that form sensor nodes to clusters or a chain are also introduced to gather data. In cluster-based schemes, every sensor node must be able to adapting its radio power, which increase manufacture costs of each sensor node. Besides, the data delivering delay is long guaranteed. Considering the load balance of sensor nodes and the limited memory spaces, dynamic multi-path routing schemes [8, 9] was proposed for sensor networks.
In multi-path routing scheme [8, 9] , sensor nodes have multiple paths to forward their data. Each time data sends back to sink, sensor node picks up one of its feasible paths based on special constrains such as maximum available energy, minimum delay times, or security. Multipath routing has the advantage on sharing energy depletion between all sensor nodes. However, the drawback of the multipath routing is that sensor nodes only keep a local view on energy usage and nodes in network can't have even traffic dispatch. Thus, this paper focuses on how to get a global view on energy of sensor nodes be exchanging the local information of each sensor node and give a better load sharing over all sensor nodes.
The minimum energy routing problem has been addressed in [17, 18, 19] . The minimum total energy routing approaches in these papers are to minimize the total consumed energy. However, if all the traffic is routed through the minimum energy path to the destination, the nodes along the path will run out of batteries quickly rending other nodes useless due to the network partition even if they do have available energy. In maximum network lifetime, routing problem has been addressed in [20] [21] [22] [23] [24] . In [20] , the problem of obtaining bounds on the network lifetime was addressed when the possibility of the data aggregation at some sensor nodes was considered. In [21] , this problem was identified as a linear programming problem, and it was extended to the multi-commodity case in [22] . The problem with the constant information-generated rate case and some arbitrary information-generation process models were considered in [22] and [23] , respectively. In [24] , the problem of obtaining bounds on the network lifetime was addressed when the nodes have the limited bandwidth and the constrained battery energy, and then the iterative algorithms were proposed.
Ⅲ. NOTATIONS , DEFINITIONS AND ASSUMPTIONS
The following notations, definitions and assumptions will be used through the rest of this paper.
A. Definitations
1. living node : a node not only has enough energy to transmit data but also it has a next hop node to transmit data; 2. dead node : a node doesn't have enough energy to transmit data or it doesn't have a next hop to transit data; 3. stale node: a node has enough energy to transmit, but it can only transmit data generated by itself or by its son nodes and can't retransmit data generate by its sibling node. 4. parent node: a neighbor node which is one hop from the sink node less than the given node. 5. sibling node: a neighbor node which has the equal hop count from the sink node with given node. 6. son node: a neighbor node which is one hop from the sink node than the given node. 7. leaf node: a node that doesn't have any son nodes. Ⅳ. MP-LB SCHEME
The potential problem in current routing protocols is that they tend to find the lowest consumption paths for each route and use the path for all communication between the source nodes and destination nodes. However, from the view of the network lifetime this is not a good mechanism, it may lead to unbalanced load distribution in the network. Unbalanced load reduces he lifetime of the highly loaded node and the energy depletion always converges on some of the nodes which are on the best paths and may lead to network partition. To avoid such partitioning, the consumption energy is wireless network must be distributed fairly across all nodes. In this paper, we propose a new routing scheme called Multipath Load-Balanced routing (MP-LB). The basic idea of the proposed scheme is that each sensor node chooses its next hop node according to the fair load of its next hop node. To do this, the sensor network is constructed as layered network and each sensor node computes its fair load according the average load of its layer.
To introduce the MP-LB scheme, we divide the proposed MP-LB scheme into four phases: Topology Constructing, Load Balancing, Data Forwarding, and Routing Maintenance. Topology Construction phase is for setting up the network topology. Load Balancing is to compute the fair load of all sensor nodes; Data Transmission is the working phase, i.e., the sensor network starts its task; Routing Maintenance is to adjust the fair load of the sensor node whose energy has decreased a given value. We describe those components in the following sub-sections.
A. Topology Constructing
Topology construction takes place right after the deployment of all sensor nodes. However, topology construction can be launched at any time by the sink node during the lifetime of the network. By doing this, the sink node wants to reconstruct the network topology due to the great changes of the topology that has been made to network.
Generally, the wireless sensor networks can be transformed into a graph G=(V, E) in which each node is set V stands for a sensor node (including the Sink node), an edge (u, v) is in E if sensor nodes u and v can communicate each other directly. We assume all the nodes in the networks are homogenous except the Sink node, i.e. the initial battery energy and the transmission power of all the sensor nodes are same, while there is not battery limitation for the Sink node.
The routing models the sensor network into levels according to the hop distance from a node to the sink node. A node is in level L, if it is L hops apart from the sink node. The sink node is a level 0 node. All nodes that can talk directly with at least one level L node but cannot talk directly with any level L-1 node are defined as Level L+1 nodes. Thus, level N nodes have path length of L hops back to the sink node. The layered network can be constructed as follows:
Step1 Let variable h v be the hop count to the sink maintained by node v. The sink set its h s =0 and the every other node u sets its h u to infinity. Step2 The sink broadcasts packet with its hop count values h s to its neighbors. Step3 When a node u receives message from v, it extracts the hop count value h from the packet. The following comparisons are conducted. 
if h<h u -1 node v is a parent node of node u. Step4 Then, node u sets h u =h+1, and re-broadcasts the packet with hop count value h u to its neighbors. By broadcasting the packet and comparing h with h u step by step, the layered network can be constructed. At last, each node is aware of its minimum hop count to sink node, and knows its parent nodes, sibling nodes and son nodes. Figure 1 gives an illustrated example for building a layered network. In figure 1 , the number in the circle denotes the hop count to the sink. The arrowhead in the figure indicates a relationship from a son node to its parent node and the dot line between two nodes indicates that these two nodes are sibling.
B. Load Balancing
This phase aims to compute the fair load of each sensor node. The main idea of the algorithm is that each sensor node sent its load to the sink node and the sink node computes the average load of each layer. Then the sink node broadcasts the average of each layer to the sensor nodes and each sensor node adjusts its load according the average load and its load. Initially, we set the L u and F ui of each sensor node to L. The algorithm is executed as follows.
Step1 Suppose node u is a leaf node. Here leaf node is a node that doesn't have any son node. Then node u sent its parent node v a packet containing:
The table Ⅰ shows the sending packets in Layer 2 in Figure 2 . From this table we know that each sensor node assigns its load evenly to its parent sensor nodes. That is the more parent sensor nodes the fewer loads assigned to its each parent sensor node. 
Step2 When node v receive the packet from its son node u, it add S uv to its load L v . After received the packets from all of its son node, it sends its parent node w a packet containing: 
Step3 After sink node receives packets from all its son nodes, it computes the average load AL of each layer, and then broadcasts the average of each layer to all nodes. For example, in fig.2 the average load AL of layer 1 is 8L/3. Step4 When node u receives the average load AL of its layer, it sends the changed load CV to its son nodes. Here ,
Table Ⅲ shows the changed load CV of each sensor nodes in Layer 1 to its son nodes in figure 2 . From this table we know that if the load of a sensor node is less than average load AL this sensor load will tell its son nodes to increase sending message to itself, otherwise this sensor load will tell its son nodes to decrease sending message to itself. For example, the sensor node h will need to increase load, while the sensor node f and g will need to decrease load. After this phase, the sink node knows the load of the whole network and each node knows the F uv of all its parent nodes. 
C. Data Forwarding
The sensor networks start executing its task in this phase. If a node sends a message to sink node, it chooses its next hop node according the following method. There are three case needed to be considered: Case1 Some of its father nodes are alive. In this case, the node chooses its next hop node according to the probability of fair load. Probability of each father node being chosen is addressed by the following formulation:
Here, FS is the set of the living father nodes Table Ⅴ show the probability of the sensor nodes in Layer 1 sending packets to its parent sensor nodes. From this table we know the probability of a sensor node sending a message to its parent has been changed according to the load its parent sensor nodes. When a sensor node sends a message to its parent node it will sent more message to the parent sensor node which has less load. According this, this routing scheme can spread the load between the source and destination nodes to minimize disparity in the energy levels of the sensor nodes. Case2 None of its father node is alive, but some of its sibling nodes are alive. In this case, if the packet transmitting is generated by itself or received from its son node, the node randomly chooses one of its sibling nodes as next hop node. If the packet transmitting is received from its sibling node, this node cannot retransmit this packet and this node needs to inform its sibling nodes that it is a stale node. Case3 None of its father nodes and sibling nodes is alive.
In this case, this node hasn't any next hop node to transmit data. This node needs to inform its sibling nodes and son nodes that it is a dead node.
D. Rouring Maintenance
After some time, the residual energy of sensor node may become unequal. To minimize the disparity in the residual energy of every node, when the energy of a node decreases a given value this node will tell its residual energy E r to all of its son nodes. When a son node receives the residual energy of its parent nodes, the F ij of the parent node is changed to F ij *E r /E, here E is the original energy of the node.
Ⅴ. PERFORMANCE EVALUATION
In this section, we use simulations to evaluate the performance of the proposed multi-path load-balanced energy routing scheme and compare it with MP-EA algorithms proposed in [8, 9] . In this set of simulations , we simulate a sensor networks which consists 200 sensor nodes randomly deployed in a 100m × 100m square meter area. The sink node is located at one corner of the simulation area. Each sensor is assumed to have an initial energy of 0.5 joules. The maximum range of the sensor nodes is set to 15m. Each packet length is fixed to 1Kbit.
The transmitter power level of the sensor node is assumed to be adjusted to the minimum level appropriate for the intended receiver within the transmission range. It is assumed a 1/d 2 path loss occurs in the sensor energy model by Bhardwaj [15] and Heinzelman [16] , so the energy consumed is: Here, we use number of turns to present the lifetime of network. A turn is defined as all nodes in the network finish to return their data to sink once. The time interval between two turns is supposed large enough for last node to return its data. Now we used the following metrics to capture the performance of different routing algorithm.
A. Percent of living sensor nodes
It is measured as the living sensor nodes to all sensor networks. This metric indicates the percentage of sensor nodes that can work. It gives an indicator of sensor network lifetime. For example, when the number of turns is 5000, there are 94 percent of sensor nodes are alive in MP-LB scheme, while in MP-EA scheme there are only 74 percent nodes are alive. The graph also shows that the time of first dead node appearing in MP-EA scheme is earlier than that in MP-LB scheme. From this figure, we can derive that the network lifetime of MP-LB scheme is longer than of MP-EA scheme.
Ｂ. Packet Delivery Fraction(PDF):
This metric is defined as the ratio of the data packets delivered to the sink node to those generated by the source sensor nodes in the WSNs. PDR also represents the attained reliability in the protocol. Comparing with the percent of living sensor nodes, this metric gives a more accurate to measure the sensor network lifetime. Fig. 4 gives the working capability at a time. It is clear that the percent of living sensor nodes in MP-LB scheme is larger than that of in MP-EA scheme at a time. For example, when the number of turns is 5000, there are 94 percent of sensor nodes are alive in MP-LB scheme, while in MP-EA scheme there are only 74 percent nodes are alive. The graph also shows that the time of first dead node appearing in MP-EA scheme is earlier than that in MP-LB scheme. From this figure, we can derive that the network lifetime of MP-LB scheme is longer than of MP-EA scheme.
Ｃ. Eevenness of network energy dissipated
This metric is calculated as the standard deviation of residual energy in all living nodes. This metric indicates how well the traffic load/energy consumption is distributed among nodes. The smaller the value is, the better the capability the routing protocol has in balancing the energy consumption. (9) where, N is the number of sensor nodes in WSNs, E r (i) denotes the residual energy of sensor node i, μ r denotes the average residual energy of all senor nodes. It is found that the two schemes have the same average hops per data packet routed from source node to sink node before the number of turns is less than 20000 and the MP-LB scheme transfers data more slowly than the MP-EA scheme after the number of turns is larger than 20000. This is that in MP-EA scheme a sensor node always tries to find one of its parent nodes to transfer the packet, while in the MP-LB scheme a sensor node will find one of its sibling nodes to transfer the packet if none of its parent nodes is alive.
Ⅵ. CONCLUSION
Data collection is an important task in a wireless sensor etwork. In this paper, a novel multipath loadbalanced routing scheme for wireless networks, which addresses the problem of spreading routing load in the network to ensure uniform energy consumption in the network, is presented and simulated. In the proposed scheme, each node balances the energy consumption overall network by balancing the load of each node. The simulation results obviously indicated that much better traffic balance effect and maximum network lifetime could be achieved with the proposed scheme.
