We show a method of realizing object tracking and image restoration in the dark in which target motion and a reference image are simultaneously estimated using a Bayesian framework. To avoid being trapped in a local minimum in the gradient calculation, a broader search is performed by calculating differences after applying a strong low-pass filter to input images. Deblurring is performed using the motion parameters estimated from the blurred images. As a result, we realized object tracking and image restoration from simulated video images with an SNR of up to −6 dB, and real video images captured in a dark environment of less than 0.05 lx illuminance at the subject surface. In addition, we examined the optimal frame rate for image restoration and we found that a higher frame rate was better under relatively little noise while a lower frame rate was better under much noise.
Introduction
If we can obtain clear images of moving objects in the dark, it can be applied to surveillance, transportation system, observation of living organisms and so on. Existing night vision cameras mostly use infrared light, which requires special hardware, and that cannot obtain color images. Recently image sensors are having higher sensitivity, which makes it possible to take clear pictures of night scenes, but it is not possible to capture images in the dark yet.
On the other hand, there are techniques for reducing noise by filtering or synthesizing several sequential images. However, motion estimation which is necessary for video filtering and image synthesis has to be done using captured images and it is difficult to estimate motion if the subject is almost invisible in the dark.
In addition, motion estimation based on template matching requires a reference image. When there is much noise or blurring, sufficient tracking performance cannot be realized using a reference image that is taken from a single image.
In this study, we use a Bayesian framework to estimate target motion and a reference image simultaneously. Motion parameters are regarded as hyper parameters and maximum likelihood estimation is performed based on a probability distribution that is marginal-ized over the reference image. If the input images are blurred, deblurring is performed after motion estimation using the blurred images.
Moreover, this study aims to obtain an optimal frame rate for object tracking in the dark. When the frame rate increases, the SNR of the images becomes low and tracking becomes difficult, but on the other hand the blurring of the images decreases. We empirically investigated the trade-off point between tracking performance and deblurring accuracy.
Related Research
For many years, studies have been conducted to restore an original image from a noisy image. A representative method is the Wiener filter, a linear filter that minimizes the mean squared error between the original and estimated signals, which can also be used for restoring blurred images. Besides this approach, many nonlinear filters that utilize the characteristics of natural images have been proposed 1)2) 3) . However, these filters are maily applied to single images and the restoration performance is limited. On the other hand, there have been studies involving restoration of video images. For example, Ozkan et al.
4)
and Kokaram 5) both applied Wiener filtering to several frames of motion-compensated images. In these studies, the SNR of the input images were at most 20 dB, and motion estimation was relatively easy. BM3D 6) aggregates similar regions and applies hard-thresholding and Wiener filtering to them. Block matching is used to detect similar regions. However, it is difficult to detect similar regions from very-low-SNR images. Another way to improve SNR is synthesizing several frames of motion compensated images. Naït-Ali 7) conducted an experiment to obtain a clear image by synthesizing 25 frames of sequential images with low SNR (6 dB). A genetic algorithm (GA) was used for motion estimation, which searches for motion parameters that maximize the energy of the synthesized image.
A technology similar to image synthesis is superresolution from video images. It aligns several frames of images at sub-pixel precision and restores a highresolution image. One well-known image alignment (registration) technique is the Lucas-Kanade method, which uses image gradients to find solutions iteratively 9) .
Methods that simultaneously execute image registration and image restoration based on Bayesian estimation have also been proposed. Hardie et al. 10) proposed a method to realize simultaneous estimation by alternately executing image registration and image restoration. On the other hand, Tipping et al. 11) and Woods et al. 12) proposed methods to avoid overfitting by calculating motion parameters by marginal likelihood maximization.
In the present study, we also use Bayesian estimation to estimate target motion and a reference image simultaneously, but we need to overcome the problem that the SNR of the images is low, which makes it difficult to search for the optimal solution.
Blur of input images is another problem in image synthesis. Komuro et al. 8) proposed a method to avoid image blur by using images captured by a high-framerate camera for image synthesis. However, the SNR of high-frame-rate images is low, and motion estimation is difficult in a dark environment. Therefore, in this study, we attempted to perform deblurring after motion estimation using blurred input images. It is known that when deblurring a single image, there exist spatial frequencies where the inverse filter is unstable 13) . This problem can be avoided by performing image restoration using several images.
Algorithm

1 Bayesian Motion Estimation
Let F be the number of frames of video images that are to be synthesized, x be the original image, and θ 1 , ..., θ F be motion parameters. The marginal likelihood when images y 1 , ..., y F are observed is written as
Here, prior distribution p(x) is expressed as the following equation that assumes image smoothness.
where A is the Laplacian operator matrix and α 2 is a weight parameter.
When an error at each pixel between the moved image W (θ k )x, which the original image x moves to depending on the motion parameters θ k , and the observed image y k follows a normal distribution with mean 0 and variance σ 2 , the likelihood is written as
Here, we define y and W as below.
If all W (θ k ) are diagonal matrix, the equation (3) can be rewritten as
where
Calculating the Gaussian integral, the first term becomes a constant value. Therefore, to maximize marginal likelihood, the following energy function E should be minimized.
When the prior distribution is uniform, this equation
can be simplified to
This is the sum of variances of the motion-compensated observed images in each pixel.
2 Optimization
Nonlinear optimization is performed to minimize the equation (7) . Since it is difficult to find all the parameters {θ 1 , ..., θ F } at once, θ 1 , θ 2 is estimated first and then {θ 1 , ..., θ k } are estimated incrementing k by one. The initial value of θ k is set to be the estimated value of θ k−1 at the time.
To find a solution by an iterative method, we partially differentiate equation (7) with the parameter θ l .
When a planar affine transformation is assumed as target motion as below,
the partial differentials ∂u/∂θ l , ∂v/∂θ l are written as
Here, if we simply calculate the difference to obtain gradients, the solution may be trapped in a local minimum since the input images are very noisy. Therefore, we conduct broader search by calculating difference after applying strong low-pass filter to input images.
Using the obtained ∂E/∂θ l , θ l is updated by the gradient descent method. To avoid drifting, θ 1 is corrected so that it becomes constant in every iteration.
3 Image Restoration
Letx be the estimated reference image that maximizes the posterior probability calculated from the estimated parametersθ 1 
If the exposure time is long, captured images are blurred. Blur can be suppressed by shortening the exposure time, but the amount of incident light decreases and the SNR becomes low.
Since it is difficult to conduct motion estimation considering blur, motion estimation is conducted first assuming there is no blur, and then deblurring is conducted using the result. Point spread functions (PSFs) at all framesB 1 , ...,B F are calculated from the esti-
In this case, the estimated reference image iŝ
4. Experiment
1 Simulation with non-blurred images
We conducted experiments using artificially generated images. The target was translated in 8-bit grayscale, 512 × 512 pixel video images so as to trace a circular trajectory with a radius of 100 pixels. The target was a 256 × 256 pixel "Lenna" image and it traveled a full circle in 100 frames (the motion velocity was 2π pixel/frame). The number of frames F was set to be 100. We assumed that there is no blur in the images.
Gaussian noise with a mean 0 was added to the images and the gain and offset were adjusted so that the pixel values were contained within 8 bits. The region used in estimation was 128×128 pixels and the size of the restored image was the same as this. Two dimensional translational motion of the target was estimated.
We conducted experiments in which we varied the standard deviation σ, of the noise added to the images (before gain adjustment) from 64 to 1024. Tracking failed when σ was 1024. Fig. 1 shows an example of the input image.
First, we examined the effect that the smoothness prior gives to tracking performance. Fig. 2 shows the graph of the root mean square (RMS) error of estimated trajectory when λ was changed to 0, 1 and 10. Even if λ was increased, the tracking performance was almost unchanged. Though the performance slightly increased in the case of σ=512, it seems within the margin of error. When λ was further increased, tracking became unstable. In the subsequent experiments, tracking was performed with no smoothness prior (λ = 0) and the smoothness prior was used only in image restoration. Next, we examined the tracking performance with varying window sizes. Fig. 3 shows the graph of the RMS error of estimated trajectory when the window size varied from 16×16 to 128×128 pixels. No values in the graph mean that the tracking failed. The result shows that a sufficiently large window size is required in a dark environment, and that a larger window size brings better tracking performance.
Image restoration results are shown in Fig. 4 . Input images at frame 0 (the target region was cropped) and restored images are shown for σ = 64, 128, 256, and 512, respectively.
The gain and offset of the restored images were returned to their original values, and pixel values that exceeded the 8-bit range were replaced with 0 or 255. Such pixels were seen when the added noise was large.
Fig. 5 is a graph of the peak signal-to-noise ratio (PSNR) between the input images and restored images.
Noise was reduced and image quality was improved by image synthesis. The PSNR of the input images when σ=512 was −6 dB, which shows that lower SNR images were successfully restored compared with those restored in conventional studies.
The gain and offset were adjusted so that the pixel values were within 8 bits. Even if the maximum value of the original image is 255, it is multiplied by the gain less than 1 and can be smaller than the error. This caused minus PSNR values.
When λ was increased, the image was smoothed and noise was suppressed. However, the image became a little blurred. If σ was small, the blur decreased PSNR. With large σ, however, the effect of noise suppression became dominant.
2 Simulation with blurred images
Considering blur due to target motion, we conducted experiments using artificially generated images. F was set to 100 and the exposure time was equal to the time between frames. Restored images without deblurring and with deblurring are shown in Fig. 6 . Blurring was suppressed due to the deblurring but noise tended to increase. When we increased the weight of the smoothing term λ, noise decreased but the images became slightly blurred. Fig. 7 shows a graph of PSNR without deblurring and with deblurring with λ=0, 1, and 10. In terms of the PSNR measure, the result was worst when λ=0 and the best when λ=10 in most cases. However, a restored image with a good PSNR was sometimes oversmoothed and we did not necessarily feel better than other images with worse PSNRs.
The computation time was about ten minutes for tracking and about 25 seconds for restoration using a standard desktop PC and Matlab software.
3 Optimal frame rate
If we set longer exposure time, the SNR of the captured images is improved but blur becomes large. On the contrary, if the exposure time is short, we can set a higher frame rate and many images can be obtained at a given time.
We therefore conducted image synthesis and deblurring experiments in which we varied the frame rate. The exposure time was set to be the reciprocal of the frame rate (time between frames). We varied F R from 1/8 to 4, where F R=1 is defined as the same frame rate as that used in the experiment described above. The amount of target motion in one frame was set to be inversely proportional to F R, and the number of images F to be synthesized was set to be proportional to F R. The amount of noise added to the input images was adjusted such that the ratio of the amount of noise to the amount of signal was proportional to F R. Here, the parameter σ denotes the value before adjustment. Fig. 8 shows the restored images obtained when F R was set to 1/2, 1, and 2. The second row (F R=1) is the same as the third row in Fig. 6 but we show the images again for comparison. When F R was smaller, noise was more reduced but some blur remained. When F R was larger, the images became sharper but noise tended to increase. Fig. 9 is a graph of PSNR when F R was set to 1/4, 1/2, 1, 2, and 4. Tracking failed for all σs when F R=1/8, and when F R=4 and σ=512. In terms of the PSNR measure, when σ was small, a larger F R produced a better result. In contrast, as σ became large, a smaller F R produced a better result. The optimal F R varied depending on σ and the larger σ was, the smaller the optimal F R became. 
4 Image restoration using real images
We captured images using a USB3 monochrome camera Flea3 from Point Gray Research Inc. One hundred frames of video images were captured with an image size of 640×480 at a frame rate of 30 fps. Images were captured in an office environment at night, and the lights were turned off. The only illumination was a computer display and the illuminance at the subject surface was less than 0.05 lx. The distance from the camera to the subjects was about 120 cm. The standard deviation of measured noise in the images was 10.8. Considering the gain by which restored images are scaled, it is equivalent to σ = 72 in the simulation. The tracking and restoration region was set to be 128×128. This time we assume planar affine transformation as target motion. Fig. 10 shows the results. The contrast is enhanced to show the images clearly. The experimental result showed that object tracking and image restoration from the images captured in a dark environment were successful. When deblurring was performed, the image became a little clearer, but some blur still remained. The average velocities of the targets calculated from the tracking results were 8.16, 9.36, and 13.1 pixels respectively. These values corresponds to equivalent F R of 0.48-0.77 in Section 4.3.
Discussion
In this section, we discuss the usefulness of the proposed method in real applications. As shown in Fig.  3 , in a very dark environment, motion estimation only works with much larger window sizes than the block sizes of most of video coding standards. While video coding detects movement of small regions between two frames, the proposed method continuously tracks a part of a single object throughout all frames. If the object is a rigid body and is sufficiently far from the camera, three dimensional movement of the object with no deformation or occlusion can be approximated by planar affine transformations. The proposed method works well in such a condition.
The algorithm estimates target motion frame by frame and the motion does not need to be monotonous. However, tracking fails when the difference between two frames is too large. In addition, the target has to be within the field of view during all frames.
In the experiment, a single image is restored from an image sequence. In case of restoring video images, some frames of source images can be overlapped and the required frame rate of the source image sequence for restoring 30 fps video images is also 30 fps.
We used 100 frames of images for restoration to obtain clear restoration results, but depending on the application, even a smaller number of frames may be sufficient and the assumption of no deformation or occlusion during the frames is not so unrealistic. Generally, integration of N images reduces noise by a factor of the square root of N and the number of frames can be determined from the target SNR that is required in the application.
The measurement result of computation time seems not fast enough for real-time applications, but we have not optimized the computation and there is a room for improvement. 
Conclusion
To realize object tracking and image restoration in the dark, we have presented a method that simultaneously estimates target motion and a reference image using a Bayesian framework. To avoid being trapped in a local minimum in gradient calculation, a broader search is performed by calculating difference after applying strong low-pass filter to input images.
As a result, we realized object tracking and image restoration from simulated video images with an SNR of up to −6 dB, and real video images captured in a dark environment with an illuminance of less than 0.05 lx at the subject surface.
In addition, we examined the optimal frame rate for image restoration and we found that a higher frame rate was better under relatively little noise while a lower frame rate was better under much noise.
In this study, we mainly focused on the effectiveness of deblurring. To use the proposed method in real applications, there are other problems to solve. Future work will include restoration of color images, automatic extraction of target regions, and dealing with object deformation and occlusions. Hayato Kuroda received the B.E. degree in information and computer sciences from Saitama University in 2013. At present he is a master course student in information and computer sciences at Saitama University.
