§0. Introduction. Given a measure-preserving action T v : X → X, v ∈ R d of the group G = R d on a probability space (X, m), and a function f ∈ L 1 (X), consider the averaging operators
A particularly interesting class to consider is that of semisimple groups with finite center. Here when we take K to be a maximal compact subgroup, there is a canonical choice of the Riemannian metric on G/K, namely, the one induced by the restriction of a Cartan-Killing form. The problem posed above was introduced in [N2] and solved affirmatively for the ball averages β t on the groups of isometries of hyperbolic spaces H n of dimension n ≥ 3, for functions f ∈ L 2 (X) (see [N2] ). Subsequently, in [N3] and [NS2] it was established that β t is a pointwise ergodic family in L p , for all p > 1 and every simple Lie group of real rank one (with finite center).
One of the main results (see Theorem 1) of the present paper constitutes a solution (in the semisimple setting) to the problem posed above; it establishes an analog of Wiener's pointwise ergodic theorem for the (bi-K-invariant) ball averages on all connected noncompact semisimple Lie groups with finite center. The maximal inequality f * β L p (X) ≤ C p f L p (X) , for p > 1, is also established. We note, however, that the analogy with Wiener's theorem is still incomplete since we restrict to f ∈ L p , p > 1. The case of f ∈ L 1 remains open.
Our analysis relies in part on spectral considerations, which we apply to the commutative Banach * -algebra M (G, K) of all bounded bi-K-invariant Borel measures on G. A continuous unitary representation (τ, Ᏼ τ ) of G extends canonically to a * -algebra homomorphism τ : M(G, K) → End(Ᏼ τ ). The spectrum of the closure of the algebra τ (M(G, K) ), namely, the set of continuous characters of this algebra, can be identified with a subset τ of the set of positive-definite spherical functions ϕ λ on G (see, e.g., [HC1] , [HC2] , [GV] , [H2] ).
To describe our second main result, we first recall that in the theory of positivedefinite spherical functions on connected semisimple Lie groups, there appears a fundamental distinction, which was introduced by D. Kazhdan [K] and can be described in the following manner.
Given a probability measure µ ∈ M (G, K) , consider the following expression:
µ T = sup ϕ λ (µ) ; ϕ λ a nonconstant positive-definite spherical function .
Let τ be any continuous unitary representation of G that does not contain G-invariant unit vectors, or equivalently, the unit character of M(G, K) does not appear in the spectral decomposition. Then by the spectral theorem, the following operator norm estimate is valid: τ (µ) ≤ µ T . Consider now µ = β 1 , say. The distinction we refer to is whether β 1 T < 1 or β 1 T = 1. Groups satisfying the "spectral gap" condition β 1 T < 1 are said to have Kazhdan's property T. As is well known (see, e.g., [M] ), all connected semisimple Lie groups with finite center satisfy property T unless one of their factors is locally isomorphic to SO(n, 1) or SU(n, 1). Property T of Kazhdan has been given an explicit quantitative formulation by M. Cowling (see [C2] ). Cowling's fundamental spectral estimate asserts (in particular) that in fact, for a connected semisimple group with finite center and no compact factors satisfying property T, there exist positive constants b > 0, B > 0 depending only on G, such that β t T ≤ B exp(−bt).
This fact gives rise to a remarkable phenomenon (formulated as Theorem 2), which has no analog in the ergodic theory of amenable groups. Namely, for the family β t of ball averages on a connected semisimple Lie group with finite center and no compact factors possessing property T, the ergodic averages π(β t )f (x) converge exponentially fast to the ergodic mean X f dm. Furthermore, the rate of convergence is independent of the action and can be calculated explicitly. Similar results for several other families of radial averages, including some that are highly singular, are also proved (see Theorem 5). Exponentially fast convergence to the ergodic mean is established also for actions of general semisimple groups, not possessing property T, provided the associated unitary representation admits a spectral gap (see Theorem 4). For further results on the ergodic theory of semisimple Kazhdan groups, including some regarding nonradial and even discrete averages, we refer to [N4] .
We note that the methods developed in this paper can be applied without any significant change to the case of radial averages on noncompact semisimple algebraic groups over locally compact nondiscrete fields, provided the groups possess property T. The metric used to define radiality is obtained from the distance function on the associated Bruhat-Tits building.
It should be remarked, however, that it is not always the case that the family of ball averages on a simple algebraic group constitutes a pointwise ergodic family, or even a mean ergodic family in L 2 . Indeed, taking G = PGL 2 (Q p ), and the natural radial ball averages β n defined via the action of G on the p + 1-regular tree, the sequence π(β n )f generally fails to converge in the L 2 -norm. The sequence π(β 2n )f does converge in the norm and pointwise, but the limit is not the ergodic mean X f dm. For the analysis of radial averages on simple algebraic groups of split rank one, we refer to [N1] and [NS1] .
Finally, we note that another natural problem is that of establishing pointwise ergodic theorems and maximal inequalities for the sphere averages defined by the Riemannian structure. This problem was completely resolved for the case of real rank one groups (except those locally isomorphic to SL 2 (R)) in [N2] , [N3] , and [NS2] . The case of sphere averages on complex groups is considered in [CN] . The general case remains unresolved. §1. Definitions, statements of results, and some remarks 1.1. Definitions. Let G denote a connected semisimple Lie group with finite center and without nontrivial compact factors, g its Lie algebra, g = ⊕ N i=1 g i , where g i are the simple factors of g. Let θ denote a Cartan involution on G and g, and let g = k⊕p be the corresponding Cartan decomposition. Let a ⊂ p denote a maximal Abelian subalgebra, and let (a, g) = ⊂ a * denote the (real) root system of a in g. Let g α denote the root space corresponding to α ∈ , and let g = m+a+ α∈ g α denote the root space decomposition. Fix a system of simple roots ⊂ , the corresponding ordering of a * = hom(a, R), and the system of positive roots + , and let ρ denote half the sum of the positive roots. k is the Lie subalgebra corresponding to a connected maximal compact subgroup K. Let W = W (a, g) denote the Weyl group of the root system, a + the positive Weyl chamber, and a + its closure. Let A = exp a denote the Lie subgroup corresponding to a, A + = exp a + , and let A + denote its closure. The Cartan (or polar coordinates) decomposition in G is given by G = KA + K and g = k 1 e H (g) [H2, p. 186] or [GV] ):
Here 
ξ(H ).
We let M(G) denote the convolution algebra of complex bounded Borel measures on G, and let M(G, K) denote the convolution subalgebra of measures that are biinvariant under K. For g ∈ G, we let δ g denote the Dirac delta measure at g.
Statement of results.
Let (X, Ꮾ, m) denote a standard Borel space with a Borel measurable G-action preserving the probability measure m. Recall that the Gaction is called ergodic if the only G-invariant functions in L 2 (X) are the constant functions.
Given any finite measure µ on G, consider the operator
Definition 1. Let ν t , t ∈ R + be a one-parameter family of probability measures on G, such that t → ν t is continuous in the w * -topology on M(G) = C 0 (G) * .
(1) Given an ergodic probability-measure-preserving action of
where the convergence is pointwise almost everywhere and in the L p norm.
(2) The family is called a pointwise ergodic family in L p if the foregoing condition holds for every ergodic G-space (X, Ꮾ, m).
We also introduce the following notation.
(1) M ν f (x) = sup t≥0 |π(ν t )f (x)| is the maximal function associated with ν t and a function f .
(2) f * ν (x) = sup t≥1 |π(ν t )f (x)| is the global part of the maximal operator. Consider the natural family of ball averages on G, defined as follows: Let
and let
β r are bi-K-invariant probability measures on G projecting to the normalized volume on a ball of radius r in G/K under the canonical map τ : G → G/K. As noted in the introduction, the following result constitutes a direct analog of Wiener's (see [W] ) pointwise ergodic theorem and maximal inequality for ball averages on R n in the setup of actions of semisimple Lie groups (for p > 1). The case of simple Lie groups of R-rank one was established in [N2] , [N3] , and [NS2] . (1) The family β t of ball averages satisfies the strong maximal inequality in
For semisimple Lie groups satisfying Kazhdan's property T (see [K] and §0), we establish an exponential-maximal inequality and show that the convergence of the ball averages to the ergodic mean is at an exponential rate. As noted in the introduction, such results have no analog for actions of amenable groups, or for general actions of simple Lie groups of real rank one, without further spectral assumptions (see Section II below for a further discussion of this point). (
provided p, r, and 0 < u < 1 satisfy 1/p = (1 − u)/q and 1/r = ((1 − u)/q) + u/2 for some 1 < q < ∞.
(2) β t f (x) converges to the ergodic mean at an exponential rate; namely, for every f ∈ L p (X), 1 < p < ∞; for almost every x ∈ X, and for q, r, θ, and u as in (1),
where the estimator
It is natural to generalize these results in the following two directions.
I. General radial averages. First, we can consider other families of bi-K-invariant averages on G, including some singular averages. To facilitate the discussion, we introduce the following definitions.
Definition 2. A one-parameter family ν t , t ≥ 0 of probability measures on G is called:
( M(G) , with respect to the total variation norm. Equivalently, for every ε > 0, there exists δ > 0 such that
We remark that when the measures ν t are bi-K-invariant, the conditions above are satisfied by ν t if and only if they are satisfied by the natural projectionsν t of ν t to measures on A + .
II. Actions with a spectral gap. Second, we can consider actions of general connected semisimple Lie groups (not necessarily satisfying property T) under the additional assumption that the spectrum of the action has a spectral gap. To make this notion precise, we recall the following result, which is due to M. Cowling.
Theorem A Estimate of spherical functions (see [C2] 
(2) There exist κ τ > 0 and C > 0, such that for g ∈ G, the following holds for every H ∈ a + , any two vectors v, w ∈ Ᏼ τ , and every κ < κ τ :
The representation (τ, Ᏼ τ ) is said to have a spectral gap if these equivalent conditions hold. We note that the first condition in the theorem above is Kazhdan's original definition of the property that the representation τ is isolated from the trivial representation. Now consider the following definition.
Definition 3.
(1) A group G is said to have Kazhdan's property T (see [K] ) if every unitary representation τ of G that does not contain invariant unit vectors is isolated from the trivial representation (i.e., Ᏼ τ does not contain an asymptotically G-invariant sequence of unit vectors).
(2) Given a unitary representation τ of a group G satisfying the conditions of Theorem A, we call the maximum value of κ τ that satisfies condition (2) the parameter of the spectral gap.
Remarks.
(1) We note that in the context of simple Lie groups, Theorem A turns property T into a very concrete estimate. Property T amounts to the assertion that every continuous unitary representation of G without invariant unit vectors is isolated from the trivial representation uniformly over all such representations (e.g., the sum of all equivalence classes of unitary representations without invariant unit vectors is isolated from the trivial representation). For simple noncompact Lie groups, equivalently, there exists κ(G) > 0 such that the estimate in (2) holds for every such representation, provided κ < κ(G).
(2) Definition 3(1) above of property T agrees with the one given in §0. Indeed, if a representation τ has asymptotically invariant unit vectors, then clearly τ (µ) = 1 for every probability measure on G. Conversely, if τ (β 1 ) = 1, then by the spectral theorem, the selfadjoint operator τ (β 1 ) has a sequence v n of unit approximate eigenvectors with eigenvalue 1, namely, τ (β 1 )v n − v n → 0. The same is true of every power of τ (β 1 ). It follows that B 1 τ (g)v n , v n dβ 1 → 1. Choosing a subsequence w n of v n , we can assume that B 1 Re τ (g)w n , w n dβ 1 ≥ 1 − 2 −2n . By a standard argument, we conclude that β 1 {g; Re τ (g)w n , w n ≥ 1 − 2 −n } ≥ 1 − 2 −n . Using the Borel-Cantelli lemma, it follows that for β 1 -almost all g ∈ B 1 , τ (g)w n , w n → 1. Hence the sequence w n is asymptotically invariant under a.e. g ∈ B 1 ; and since B 1 generates G, standard arguments imply that w n is asymptotically invariant under G.
(3) If τ has a spectral gap with parameter κ τ , then typically for a family of bi-Kinvariant averages ν t , there exists a constant θ > 0 satisfying τ (ν t ) ≤ B exp(−θt). Indeed, to verify such a norm estimate, it suffices to check that for κ < κ τ ,
In the sequel, the assumption of exponential decay of the operator norms π(ν t ) will be the essential ingredient of our analysis.
(4) Consider now the semisimple case where G = N i=1 G i is a product group and G i are connected, almost simple, and noncompact. A representation (τ, Ᏼ τ ) of G is said to have a spectral gap if there is no τ (G) asymptotically invariant sequence of unit vectors. It is said to have a strong spectral gap if the restriction of τ to every simple component G i has no τ (G i ) asymptotically invariant sequence. To obtain that a certain sequence of averages ν t has exponentially decaying operator norm, it is often sufficient to assume just the existence of a spectral gap, rather than a strong spectral gap. Indeed, given ν t ∈ M(G 1 ×G 2 , K 1 ×K 2 ), it suffices to establish that (in the obvious notation)
under the additional assumption that
Before proceeding, we recall the notation (
When the averages ν t are uniformly Hölder continuous (Definition 2(4)), it is possible to strengthen the previous result considerably, and establish an exponential rate of convergence to the ergodic mean, as well as an exponential-maximal inequality. (
provided p, r, and
converges to the ergodic mean at an exponential rate; namely, for every f ∈ L p (X), 1 < p < ∞, for almost every x ∈ X, and for q, r, θ, and u as in (1),
We now introduce some natural bi-K-invariant averages on G.
Definition 4.
(1) Sphere averages. We denote by σ t the unique bi-K-invariant probability measure on G whose image in G/K is the induced normalized Riemannian area on a sphere S t of radius t with center o = [K] . It is explicitly given by (H ) , where ω t is the rotation-invariant probability measure on a sphere of radius t in a with respect to the restriction of the Cartan-Killing form. Alternatively, we can write
where 
Here D t (s) equals the total area of the sphere S s if s ≤ t; otherwise, D t (s) = 0.
(3) Shell averages. We define the average on a shell of fixed width one, as follows:
in analogy with the real rank one case [NS2] . Define also γ t d = γ 1 for 0 ≤ t ≤ 1. (4) Directional sphere and directional shell averages. Let H ∈ a + , H = 1, and define
again in analogy with the real rank one case [NS2] .
We can now formulate the following theorem. The foregoing results do not establish an exponential-maximal inequality and exponential pointwise convergence to the ergodic mean for the sphere averages σ t . In view of this fact, we formulate the following elementary result, which (in particular) establishes such results for the sequence of sphere averages with integer radii.
Theorem 6. Let (X, Ꮾ, m) be a probability-measure-preserving action of a connected semisimple Lie group with finite center and no compact factors. Let ν t be any family of bi-K-invariant averages, satisfying the estimate π 0 (ν t ) ≤ B exp(−θt), θ > 0. Then ν n satisfies the following statements.
(
(2) For f ∈ L p , 1 < p < ∞, the rate of convergence to the ergodic mean is exponential with rate (1/2)θ p , namely, for every f ∈ L p (X) and almost every x ∈ X,
A similar result holds for any sequence ν t n , provided only that
In particular, the conclusion holds in the case of ν t = σ t , the sphere averages on G.
We note that Theorem 4 implies Theorem 2, since the family β t of ball averages is monotone and uniformly Hölder continuous, as we see in §4.2. Furthermore, the family of ball averages on semisimple Kazhdan groups satisfies π 0 (β t ) ≤ B exp(−θt) for any θ < lim inf t→∞ −(1/t) log β t T . As noted above, the fact that the foregoing limit inferior is positive depends on the spectral estimates in [C2] . Several other relevant references establishing exponential decay estimates for K-finite matrix coefficients associated with continuous unitary representations of semisimple groups are [H] , [HT] , [KS] , [KM] , and [L] . A sharper estimate than that of [C2] is given in [O] .
These estimates imply that the exponential rate of convergence to the ergodic mean in Theorems 2, 4, 5, and 6 can be computed explicitly for a given family ν t .
Remarks.
(1) Infinite measure spaces. All the maximal inequalities stated above are of course valid whenever the group G acts on a measure space, preserving a σ -finite measure m. When the measure m is infinite, the space L 2 0 (X) should be interpreted as the space of functions in L 2 (X) that are orthogonal to the space of G-invariant functions. π 0 denotes the unitary representation of G in L 2 0 (X). With this interpretation, all statements and proofs of maximal inequalities apply without change.
(2) General locally compact groups. Given a locally compact second countable group G, and a one-parameter family of probability measures ν t on G, the assumption of exponential decay of the operator norms π(ν t ), together with monotonicity (or rough monotonicity), and uniform Hölder continuity (or uniform continuity) of ν t , may hold. In that case, the conclusions of Theorems 3, 4, and 6 (correspondingly) hold also. In particular, ball averages on simple algebraic groups (without compact factors) over locally compact nondiscrete fields satisfy Theorem 6, provided the split rank of the group is at least two, since in that case the group satisfies property T. Furthermore, many natural actions of semisimple algebraic groups admit continuous or Hölder-continuous families of averages with exponentially decaying operator norms, without the group possessing property T. A particularly interesting class is that of homogeneous spaces with finite invariant measure, where the spectral gap condition holds (but it is unknown whether the strong spectral gap condition holds). Under these assumptions, the obvious versions of Theorems 3, 4, and 6 hold true.
Preliminary reductions.
As is well known, to prove a pointwise ergodic theorem in L p , 1 < p < ∞ for a family of averages ν t , it suffices to (1) prove the mean ergodic theorem in L 2 , (2) find a dense subspace of functions f ∈ L 2 for which π(ν t )f (x) converges almost everywhere, and (3) prove the strong maximal inequality in L p . Indeed, then it follows that for every f ∈ L 2 (X), π(ν t )f (x) converges almost everywhere, to the limit given by the mean ergodic theorem. Since
For more on these arguments, see, for example, [N2] , [N3] , and [NS2] . We note the following facts regarding these ingredients.
(1) The mean ergodic theorem. In Theorems 3, 4, 5, and 6, the estimate π 0 (ν t ) ≤ B exp(−θt), θ > 0 is part of the assumptions. Of course, this estimate is equivalent to
, and so the mean ergodic theorem holds, with an exponential rate of convergence to the ergodic mean. It follows that the same holds also in every L p (X), 1 < p < ∞ (with a rate θ p > 0, see §2.1). Approximating f ∈ L 1 (X) by a bounded function f , and using π(
, it follows that the mean ergodic theorem for ν t holds in L 1 (X) also; but in L 1 (X), there is no exponential rate of convergence.
Consider now the mean ergodic theorem for ball averages stated in Theorem 1. If G is simple, then lim t→∞ |ϕ λ (σ t )| = 0 for every nonconstant positive-definite spherical function ϕ λ , by the Howe-Moore mixing theorem (see [HM] ). It follows by an elementary computation that the same property holds for the sphere averages on any connected semisimple group with finite center and no compact factors (see §4.2 below for more on this point). By the spectral theory of the commutative algebra M(G, K) , it follows that lim t→∞ π(σ t )f − X f dm L 2 (X) = 0. It follows immediately that the same is true for the ball averages β t . Hence, as in the previous paragraph, the mean ergodic theorem holds for β t (and σ t ) in every L p , 1 ≤ p < ∞.
(2) The maximal function for singular averages. For singular averages, it is not immediately clear that the maximal function is even measurable. However, for all singular averages considered here, this is in fact the case. Indeed, as noted in [N2] , given a probability space (X, m), without loss of generality, X can be assumed to be a compact metric space, and the G-action to be jointly continuous. Clearly, when f is continuous, the maximal function sup t≥1 |π(ν t )f (x)| = sup q≥1,q∈Q |π(ν q )f (x)| is measurable, since we always assume that t → ν t is w * -continuous. If, in addition, the strong L p maximal inequality is satisfied for f ∈ C(X), then the arguments of [N2, App. A] apply, and f * ν is measurable for any nonnegative f ∈ L p . We note that when the averages are assumed to be roughly monotone and the action has a spectral gap, a much more elementary argument suffices. The maximal inequality for ν t acting on f ∈ L p (X) follows from the maximal inequality sup n≥1 |π(ν n )f (x)|, which is established first, using the exponential decay of π(ν n )f − X f dm (see §2.1 for more on this point).
(3) The local maximal inequality and local ergodic theorem. For the averages β t , the full maximal operator M β f (x) = sup t≥0 |π(β t )f (x)| satisfies a strong maximal inequality in L p , 1 < p < ∞. We prove the maximal inequality for the global operator f * β = sup t≥1 |π(β t )f (x)|. As to the local operator, we refer to §5 of [N3] , where it is shown, using the local transfer principle, that it suffices to establish the local maximal inequality for convolutions. The maximal inequality for the convolution case was proved in [CS] . We have stated the global maximal inequalities in the form f * ν (x) = sup t≥1 |π(ν t )f (x)|. Of course, there is in all cases considered also a maximal inequality for the operator sup t≥a |π(ν t )f (x)| for any fixed a > 0.
(4) Pointwise convergence on a dense subspace. In contrast to the classical case of R n -actions, on semisimple groups even for ball averages it is not a straightforward matter to establish pointwise almost everywhere convergence for functions that lie in a dense subspace of L 2 . Furthermore, it is not straightforward to deduce the validity of Theorem 1 for a product group G 1 ×G 2 from its validity on the component groups G 1 and G 2 . In the Euclidean case, one can use the fact that a ball in a product group R d 1 × R d 2 is comparable to a square. Here, however, the exponential volume growth implies that the analogous averages are not comparable.
This problem necessitates restricting attention to averages with exponentially decaying operator norm, satisfying the uniform continuity condition in Theorem 3, and satisfying the uniform Hölder condition in Theorem 4. We consider these matters in §4.
The paper is organized in the following manner. In §2, we give the proofs of Theorems 4 and 6. In §3, we give the proofs of Theorems 2 and 5. In §4, we give the proof of Theorem 1. In §5, we give the proof of Theorem 3. §2. Maximal and exponential-maximal inequalities via spectral theory: Proof of Theorem 4
The strong L p -maximal inequality: Proof of Theorem 4, part (1).
Let us now consider a probability-measure-preserving action of G on X with the property that the associated representation π restricted to L 2 0 (X) has a spectral gap (in the sense of Definition 3, §1.1). Consider the spectral decomposition of the algebra π (M(G, K) 
where η f is the spectral measure, and ϕ : A π → C are the * -characters of M (G, K) . In particular,
Therefore, if f ∈ L 2 0 (X), and ν t are bi-K-invariant averages on G (of the form ν t = m K * ν t * m K ), by our assumption on their operator-norm bound,
Therefore,
But since
we conclude that 
This completes the proof of the strong L 2 -maximal inequality. To prove the maximal inequality in
It suffices to prove that for f ∈ L p 0 (X) and some
Then arguing as before, we can conclude that sup t≥1 |π(
The proof proceeds by Riesz-Thorin interpolation: The operator π(ν 0 t )f = π(ν t )f − X f dm is defined and bounded as an operator
We conclude that θ p = 2θ(1 − (1/p)) if 1 < p ≤ 2, and θ p = 2θ/p if 2 ≤ p ≤ ∞, where θ 2 = θ > 0 is the parameter appearing in the estimate of the operator norm of ν t . This concludes the proof of Theorem 4(1).
Pointwise convergence: Proof of Theorem 4, part (2).
We have established in §2.1 the strong L p -maximal inequality for the averages ν t of Theorem 4. We now show that π(ν t )f (x) converges pointwise almost everywhere with a fixed exponential rate for every f ∈ L ∞ (X). To begin, fix any function f ∈ L 2 (X). Since π(ν t ) satisfies the operator-norm bound, we have
Hence, for every increasing sequence t i ∈ R + , satisfying
and hence
We note the following fact, which is used in §2.3:
We can now write
for almost every x ∈ X, and estimate as follows:
Clearly, for any sequence t i satisfying the conditions above, the second summand on the right-hand side can be estimated by the preceding inequality. It remains to estimate the first summand, and for that, we now assume that f is a bounded function. We choose the sequence t i as follows: divide the interval [n, n + 1] to 2 + [exp(nθ/4)] intervals of equal length, and take t i to be the increasing sequence consisting of their endpoints. It is then clear that
Moreover, given any t, let [t] = n, and then t belongs to some subinterval with length equal to ([exp(nθ/4) ]+2) −1 ≤ 1/2. Since we have assumed that t → ν t is uniformly Hölder-continuous in every interval of length 1/2 (with the same modulus a), we conclude that for almost every x ∈ X,
Therefore, combining these two estimates, we conclude that for a bounded function f ,
we have established that each of these spaces has a norm-dense subspace of functions f with the property that π(ν t )f (x) converges to X f dm for almost all x ∈ X. Since the maximal inequality holds for ν t in L p (X), 1 < p ≤ ∞ (by §2.1), it follows that ν t is a pointwise ergodic family in L p (X), 1 < p < ∞. For further details on this standard argument, we refer, for example, to [N2] , [N3] . This concludes the proof of Theorem 4(2). (3) and (4). In §2.2, it was shown that the following holds for bounded functions f :
Exponential-maximal inequalities, and exponential pointwise convergence: Proof of Theorem 4, parts
The strong L q -maximal inequality (for every 1 < q ≤ ∞) established in §2.1 for the averages ν t , implies, for every f ∈ L q (X),
We can therefore use the complex interpolation theorem to establish an exponentialmaximal inequality for all 1 < p < ∞, in the following manner. Let τ : X → [1, ∞) be an arbitrary measurable function, let z be a complex parameter, and define the analytic family of operators as follows:
Now note that when Re
is a bounded linear operator, with a fixed bound (namely, the constant A above) independent of the index function τ , Indeed, for each function τ , the operator U τ z is bounded by the maximal operator, which was shown to be bounded in §2.2, as follows:
Similarly, when Re
is bounded (by C q ) for every index function τ . By the complex interpolation theorem (see, e.g., [S1] ), it follows that for every u satisfying 0 < u < 1 , the operator U τ u is defined and bounded as
The bound depends only on the bounds at Re z = 0 and Re z = 1; hence, it is independent of the index function τ . Taking the supremum over all such functions yields a bound for the maximal operator (see, e.g., [S1] ), and we conclude that for all f ∈ L p (X) and some constant M = M (a, θ, p, q) ,
This concludes the proof of part (3) of Theorem 4. To prove pointwise exponential convergence of π(ν t )f (x) to the ergodic mean for L p functions, it remains only to note that the foregoing exponential-maximal inequality implies
and hence for almost every x ∈ X,
Therefore, for almost every x ∈ X,
This completes the proof of Theorem 4.
Sequences of averages: Proof of Theorem 6. Consider the family ν t , acting as operators
This fact follows by Riesz-Thorin interpolation, as noted in §2.1, where θ p is computed explicitly. Now let 1 < p < ∞,
Therefore, the function
is finite almost everywhere. It follows immediately that the following exponentialmaximal inequality holds:
As a consequence, we have
so the convergence to the mean is exponential. For an arbitrary function f ∈ L p (X), the same conclusion holds:
Clearly, exponential convergence to the mean holds for η t n f (x), f ∈ L p (X) whenever t n satisfies ∞ n=1 exp(−t n θ p ) < ∞ for some 0 < < 1. In Theorem 6, parts (1) and (2) are proved by taking = 1/2 in the foregoing conclusions. For the fact that σ t satisfies the exponential decay estimate of the operator norms, one uses the spectral estimates of [C2] or [KM, Theorem 2.4.3] . §3. Ball averages and directional averages in actions with a spectral gap 3.1. Proof of Theorem 2. Theorem 2 follows from Theorem 4 once it is established that the family β t of ball averages is indeed a monotone family that is uniformly Hölder continuous with exponent a = 1, which has exponentially decaying operator norms. We consider these properties separately.
(1) Uniform Hölder continuity. This property is verified using the explicit form of the density of Haar measure on G in polar coordinates, given by the formula in §1.1, as we proceed to show.
In general, if ν t = (m(A t )) −1 χ A t for some measure m and some family of sets A t of positive measure, then
Now consider β t and note the fact that the derivative of vol B s at s = t is the area of the sphere S t , denoted area S t , since vol B t = t 0 area S s ds. Of course, area S t is a positive monotonically increasing continuous function. Taking for (t, s) the values (t + ε, t), it is easily seen that β t+ε − β t 1 = (vol B t+ε − vol B t )/ vol B t+ε . We claim that
where C is independent of t ≥ 1. Indeed, the first inequality follows from the mean value theorem and monotonocity of area S t . For the second, note that since vol B t = t 0 area S s ds, we have area
We claim that the latter expression is bounded for t ≥ 1. To see that, define first
. Now note that there exists C > 0 such that for all 0 < α(H ) ≤ M and t ≥ 1, we have sinh(tα(H )) ≤ C sinh((t − (1/2))α (H ) ). Indeed, when t ≥ 1 and 0
follows from the obvious inequality C 1 exp y ≤ sinh y ≤ C 2 exp y, valid for y ≥ 1. Hence, since area S t = H =1 |ξ(tH )| dω 1 (H ) , it follows that area S t ≤ C area S t−(1/2) , as claimed above. Also, we see that the Hölder exponent of the ball averages is in fact a = 1.
(2) Monotonicity. To show that β t ≤ Cβ [t] +1 , (for t ≥ 1), it suffices to show that vol B t+1 / vol B t ≤ C for all t ≥ 1. This follows easily from the explicit expression for area S t considered in (1), and the fact that vol B t = t 0 area S s ds. (3) Exponential decay of operator norm. The estimate given in Theorem A ( §1.2) due to M. Cowling (see [C2] ; see also R. Howe [H] , [KS] , [KM] , [HT] ) implies immediately that the ball averages β t on connected semisimple Kazhdan groups (with finite center and no compact factors) satisfy π(β t ) ≤ B exp(−θt) in every representation π that has a spectral gap (see §4 for more on this point). The parameter θ > 0 depends only on G and can be determined from an estimate on the slowest possible decay for a bi-K-invariant matrix coefficient of G (see, e.g., [O] for such estimates).
This concludes the proof of Theorem 2.
Proof of Theorem 5.
The fact that the shell averages are roughly monotone is self-evident, as is the fact that they are uniformly Hölder continuous, with Hölder exponent 1. Again the operator norm estimate is clear from the exponential decay estimates that were cited in Theorem A, §1.2, and §3.1(3).
As to the directional ball averages and directional shell averages on G, the arguments used for the ball and shell averages apply without any significant change. The same holds for ball and shell averages on semisimple subgroups (with finite center and without compact factors) L of G, stable under the Cartan involution.
This concludes the proof of Theorem 5. §4. Proof of Theorem 1 4.1. Radial averages on product groups. In order to prove the maximal inequalities (as well as pointwise convergence on a dense subspace of L 2 ) for product groups, we consider products of radial averages in the algebra M (G, K) . Let G = G 1 · G 2 be a (almost direct) product, where each factor is a connected semisimple Lie group with finite center and no compact factors (and G 1 ∩G 2 is finite). M (G, K) is isometrically isomorphic to the tensor product of M(G 1 , K 1 ) and M(G 2 , K 2 ). This is a simple consequence of the obvious formula for g 1 ∈ G 1 and g 2 ∈ G 2 :
t denotes the normalized bi-K i -invariant measure projecting to the Riemannian measure on a sphere of radius t in the symmetric space G i /K i . Hence, writing r 2 + s 2 = t 2 ,
s ds.
Here j t is a positive density on the interval (0, t), which depends on G 1 , G 2 .
Similarly, we can write on a product G = L 1 · L 2 of two groups of real rank one therefore satisfy (for t ≥ 1)
where γ (i) t are the shell averages on a real rank one group L i . Here we have replaced the integral on a disc of radius t in the plane by an integral on a square of side [t]+1, and the integral over the square is then written as a sum of integrals on ([t] + 1) 2 unit squares. The estimate of the density in each unit square is the obvious one; we estimate the function exp(ρ 1 u) exp(ρ 2 v) on the square whose upper right-hand corner is (n, m) by C exp(ρ 1 n) exp(ρ 2 m). We have shown in §3.1 that β [t]+1 ≤ Cβ t , and therefore we can bound the union of the squares from above and from below by two discs in the obvious fashion, and the foregoing inequalities are established.
Since the shell averages satisfy the strong maximal inequality in L p , 1 < p ≤ ∞ by [NS2, §3] , it follows that the same holds for the operators above. This argument clearly extends to the general case where G is an almost direct product of an arbitrary number of groups of real rank one, and concludes the proof of Theorem 1(1) in this case.
To conclude the proof of Theorem 1(1), it remains to establish the maximal inequality in the case G = G 1 · G 2 , where G 1 has property T and every simple factor of G 2 has real rank one or is trivial. Consider for a nonnegative function f the expression
Since, as noted in the previous paragraph, π(β 
F (x)ds satisfy it also. Now G 1 satisfies property T, and the restriction of π to each one of its simple components is nontrivial. We claim that π 0 (η t ) ≤ C exp(−δt) for some δ > 0. Indeed, this estimate is a consequence of the following two facts. First, by the explicit estimate of the area of the sphere and the volume of the ball given in §4.1, together with the definition of J t (s), we see that J t (s) ≤ exp(−δ 1 t) provided s ≤ c 1 t for some positive δ 1 and c 1 . Second, the spectral estimates stated in Theorem A ( §1.2) imply that the integral of any nonconstant spherical function on the surface of a sphere of radius t in G 1 converges to zero faster than exp(−δ 2 t). Here δ 2 > 0 and is independent of the spherical function, since G 1 has property T (for more on this point, see §4.2). Putting these two facts together, we obtain the norm estimate π 0 (η t ) ≤ exp(−δt).
Finally, η t is a roughly monotone family, since it is obtained as the projection of the roughly monotone family β t on G to the factor group G 1 , and projection is clearly order-preserving. Hence, by the argument in §2.1, η t satisfies the maximal inequality. This concludes the proof of Theorem 1(1).
Remark. It is clear that the argument used in the foregoing proof can be utilized to prove a maximal inequality for averaging on a family of (positive measure) sets U t in a product of rank one groups whenever the sets can be suitably covered by unit squares. As an example, consider the dilations U t = tU of a fixed convex open neighbourhood U of the origin in a. In this case, the comparison of the average χ U t / vol(U t ) to the average formed by the corresponding convex combination of shell averages again implies a maximal inequality in a similar fashion. This observation can be used systematically to bound certain maximal functions on symmetric spaces (and measure-preserving actions) for which the analogous Euclidean maximal function is not bounded, thus giving non-Euclidean extensions of Wiener's theorem. We refer to [MNS] for more on these results.
Pointwise convergence on a dense subspace: Proof of Theorem 1, part (2).
We now prove pointwise convergence on a dense subspace of L 2 (X) for the ball averages β t . If G has property T, Theorem 4 gives a much stronger conclusion. Here we consider the case of a general semisimple group.
We first note that it suffices to establish that for every positive-definite spherical function ϕ λ , there exists a finite constant C(λ) satisfying
Indeed, then we can consider the sets ε consisting of the characters ϕ λ satisfying C(λ) ≤ 1/ε. We can then define Ᏼ ε as the space of functions whose spectral measures are supported in ε . Then the subspace ∪ ε>0 Ᏼ ε together with the subspace of constant functions is dense in the subspace of K-invariant functions. In the complementary subspace, π(m K ) acts as the zero operator, and therefore the same holds for all the operators π(σ t ). In the space Ᏼ ε , we can apply the method of [N2, §7.1] and conclude that pointwise convergence holds almost everywhere for functions in Ᏼ ε . The foregoing estimate certainly holds if there exist positive constants C(λ) and c(λ) satisfying
For positive-definite spherical functions on simple Kazhdan groups, we have the following estimate, which is proved in detail in [CN, Proposition 2.6] . For all H ∈ a + , t ≥ 0, k ≥ 0,
where κ > 0 and depends only on G (C depend on G and k). It is well known that the same estimate holds for every simple group of real rank one; but here κ > 0 may depend on λ, not just on G (see, e.g., [NS2, Theorem 5] where ω 1 is the normalized rotation-invariant measure on a sphere of radius 1 in a. This estimate is a straightforward consequence of the exponential decay of the spherical function and its derivatives noted above. The proof of Theorem 1 is complete, using §4.1 and §4.2. §5. Proof of Theorem 3. We now assume that t → ν t is a uniformly continuous and roughly monotone family, and that the action of G on X satisfies π 0 (ν t ) ≤ exp(−θt), θ > 0.
Under these assumptions, the maximal inequality for ν n and then ν t follows as in §2.1. The main point in completing the proof of Theorem 3 is the following section.
Pointwise convergence for uniformly continuous families.
We now establish the existence of a dense subspace of functions in L 2 (X), where π(ν t )f (x) converges almost everwhere, adapting an argument from [EMM, §3.6] .
As noted in §2.2, for f ∈ L 2 0 (X), π(ν t )f 2 ≤ Ce −θt f 2 ; therefore, for any fixed δ > 0, Since the set in question contains B ε for every choice of N, taking N → ∞, we conclude that B ε has measure zero.
A ε is also contained in a set of measure zero, as we now show. First, note that the assumption of uniform continuity of ν t implies that given a bounded function f ∈ L ∞ (X), for every ε > 0, there exists δ > 0 such that if |τ | ≤ δ, then |π(ν t )f (x) − π(ν t+τ )f (x)| < ε/2 for almost every x ∈ X and t ≥ 1. Indeed, the functions F x (g) = f (g −1 x) are all bounded by the same constant f ∞ and are well defined in L ∞ (G, ν t +ν t+τ ) for almost all x ∈ X. Furthermore, the norm of ν t+τ −ν t as a functional is bounded by its total variation norm. We therefore choose δ determined by the choice of ε and the uniform continuity of ν t . Now let [t], δ ∈ N · δ, and then since π(ν [t] Therefore, defining the set E t = x : for some τ ∈ [0, δ], π ν (t,δ)+τ f (x) > ε , we have, for bounded functions f , using the uniform continuity of ν t , the estimate m(E t ) ≤ (C 2 /ε 2 ) exp(−2θδt) f 2 2 . Consequently,
It follows that the measure of the set A ε is zero, and hence also the measure of the set {x : lim sup t→∞ |π(ν t )f (x)| > } is zero, provided f is a bounded function in L 2 0 (X).
It follows that there exists a dense set of functions in L 2 (X), where the operators π(ν t ) converge pointwise almost everywhere, to the limit given by the mean ergodic theorem. This concludes the proof of Theorem 3.
