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Abstract If the statistic function is modified, the equa-
tions can be derived by a variational formulation or
just using a generalized Einstein relation. In both cases
a dissipative generalization of the Scharfetter-Gummel
scheme [1], understood as a one-dimensional constant
current approximation, is derived for strictly monotone
coefficient functions in the elliptic operator ∇ · f(v)∇,
v chemical potential, while the hole density is defined
by p = F(v) ≤ ev. A closed form integration of the
governing equation would simplify the practical use, but
mean value theorem based results are sufficient to prove
existence of bounded discrete steady state solutions on
any boundary conforming Delaunay grid. These results
hold for any piecewise, continuous, and monotone ap-
proximation of f(v) and F(v).
1 Introduction
A short summary of the variational formulation is given 
to illustrate its consequences and to compare it with 
the phenomenologic derivation based on the generalized 
Einstein relation, which holds at equilibrium. The an-
alytic equations and boundary conditions are stated. 
The next section discusses the generalization of the 
Scharfetter-Gummel scheme, its general properties and
the special cases, which are treated in such a way that
they are high order consistent with the general equa-
tion. Finally, approximations are discussed that allow
either analytic integration or fulfill the asymptotic re-
lations in cases where analytic integration is replaced
by a numerical one, which guarantees monotonicity of
the function including the integration errors. The aim
is a generalization of the Scharfetter-Gummel scheme
to ’non-Boltzmann’ distribution functions with an error
defined by the approximation of the function and not
by introducing stable averages like the ’discrete chain
rule’, which of cause should be a qualitatively correct ap-
proximation and sufficiently correct with respect to the
special functions and the argument differences involved.
The applications in mind justify the basic assumptions
for the chemical potential v and the distribution func-
tions f , F valid in the paper:
A1 : −∞ < vmin < v < vmax <∞, (1)
A2 : f(s) < f(t), s < t, 0 < f
′(s) ≤ f(s) ≤ es, (2)
A3 : F(s) < F(t), s < t, 0 < F ′(s) ≤ F(s) ≤ es. (3)
To prove existence of discrete bounded steady state so-
lutions current expressions and estimates are derived
using the mean value theorem. Uniqueness of the ther-
modynamic equilibrium, dissipativity, and properties of
the linearized problem are shown in complete analogy to
the classical van Roosbroeck equations and Scharfetter-
Gummel scheme.
2 Short summary of the variational formulation
The free energy functional F is the sum of the convex
chemical part Φ(p) and the interaction part Ψ(p):
F (p) = Φ(p) + Ψ(p), (4)
3p denotes the density of holes. F (p) is minimized under
particle conservation (Neumann boundary conditions)
F ′(p) = ϕ = v + w, (5)
where ϕ is the grand chemical (quasi-Fermi) potential,
Φ′(p) = v, Ψ ′(p) = w (6)
are the chemical and the interaction potential. Φ∗ de-
notes the conjugate function
p = (Φ∗)′(v) = (Φ∗)′(ϕ− w) = (Φ′)−1(v), (7)
Φ′
−1
is the inverse function in case that Φ′(p) is mono-
tone. Assuming
a) conservation of mass in Ω ⊂ Rd,
b) solutions along trajectories t 7→ n(t) satisfy the state
equation with ϕ(x),
c) and the anti-gradient of ϕ is the driving force
yields
∂p
∂t
+∇ · jp = 0 in Ω, ν · jp = 0 on ∂Ω. (8)
With b), c) and the chain rule (the constant diffusion
coefficient, matrix is denoted by D), the particle current
jp of the holes is
−jp = D(Φ∗)′′(ϕ− w)∇ϕ = D∂p
∂v
∇ϕ. (9)
Finally,
−jp = D(Φ∗)′′∇(v + w),
= D∇(Φ∗)′(v) +D(Φ∗)′′(v)∇w,
= D∇p+D∂p
∂v
∇w.
Hence, in case of a variational formulation A2 implies A3
and the ’discrete chain rule’ [2] is preserving the qualita-
tive properties. In case the free energy functional is seen
as a complete description, D provides the time scale, else
it may include density dependent corrections account-
ing for the missing parts in the free energy functional.
For the general setting (not restricted to Fermi-Dirac
integrals only) and a rigorous treatment including phase
separation problems compare, e.g., [3],[4], [5], [6],[7], [8],
[9], [10] and cited literature. For relations with gradient
structures, cf. [11].
When the equations are stated as a modification of
the classical van Roosbroeck [12] equations (cf. [13]) the
current expressions are
−jmodclass = µp∇ϕp,
−jvar = D∂p
∂v
∇ϕp,
and therefore
µp
D ∂p∂v
= 1,
µ
D
=
∂ ln p
∂v
.
Hence, the generalized Einstein relation, which holds
at thermodynamic equilibrium due to the total current,
equals zero. It is used for non-equilibrium states and
relates the diffusion and drift current via the diffusion
coefficient D and the mobility µ. Essentially it is a factor
which can be attributed arbitrarily to drift and diffusion.
The equations coincide if µ = D ∂p∂v/p is substituted.
If the densities are related to the chemical potential
by exponential functions (Boltzmann statistics), the
logarithmic derivative is equal to one and the Einstein
relation is a constant, here one due to the scaling of the
potentials.
The complete system reads in particle currents (elec-
tric charge densities, currents are multiplied by the
charge per particle) and in more detail with respect to
constants related to physics (density of states Nv and
Nc, band edges of valence and conduction band Ev, Ec)
p/Nv = (Φ
∗)′(vp) = (Φ′)−1(vp) = Fi(vp),
vp = ϕp−w+Ev, while Fi(s) denotes the most relevant
example, the Fermi-Dirac integral of index i. The index
i typically depends on the space dimension, e.g., i = 1/2
for transport in R3. Accordingly,
n/Nc = (Φ
∗)′(vn) = (Φ′)−1(vn) = Fi(vn),
vn = −ϕn+w−Ec, vp and vn are the chemical potentials
for holes and electrons of the material. Here w, and
ϕp and ϕn denote the electrostatic and quasi-Fermi
potentials, which are continuous functions. All potential-
like quantities are ’measured’ in units of the thermal
voltage UT := kBT/q, is the kB Boltzmann constant,
T is the temperature, and q is the elementary charge.
Thus
− ∇ · ε∇w = C − n+ p, (10)
∂p
∂t
− ∇ ·Dp(Φ∗)′′∇ϕp = R(n, p)(1− r(ϕp − ϕn)),
∂n
∂t
+ ∇ ·Dn(Φ∗)′′∇ϕn = R(n, p)(1− r(ϕp − ϕn))
in the Lipschitzian domain Ω ⊂ Rd. For reasons of
simplicity the boundary conditions are homogeneous
Neumann for insulating parts and Dirichlet for contacts
(ΓD = ∪iΓDi with positive surface measure), where
wappliedi is added to the contact potentials (wi = w
∗
i +
wappliedi , ϕp,i = wappliedi , ϕn,i = wappliedi , xi ∈ ΓDi).
4Hence, the densities at contacts are those of the thermo-
dynamic equilibrium. This is defined by the nonlinear
Poisson equation
−∇ · ε∇w∗ = C − n∗ + p∗ = C −F(v∗n) + F(v∗p) (11)
with ϕ∗p = ϕ
∗
n = 0 and homogeneous Neumann boundary
conditions. w∗, v∗n and v
∗
p denote the thermodynamic
equilibrium solution. The recombination-generation ex-
pression r(s) depends on the difference of the quasi-
Fermi potentials. It is assumed: r(s) is strictly monotone,
r(0) = 1, lims→−∞ r(s) = 0, and lims→∞ r(s) = ∞,
R ≥ 0. This includes the classical Shockley-Read-Hall
and Auger recombination-generation processes, but it
is not anymore an expression of mass action law type.
For the free energy expressions see, e.g., [4].The discrete
case fulfills analog discrete free energy relations in case
it is applied to a variational formulation.
In the following the constants Nv, Nc are set to one,
Ev, Ec to zero, re-substitution is not a problem, while
fi(vi) := Di(Φ
∗)′′(vi), i = p, n describes the transport
as long as assumption (2) holds—it is not necessary to
suppose the variational formulation in that respect. The
properties of the discretization are studied for ϕ = v+w
(holes) and the other case follows by proper substitutions,
while D or µ are included in f .
3 Generalized Scharfetter-Gummel scheme
The classical scheme discretizes all three parts of each
continuity equation separately, providing local conser-
vation of the total current (sum of displacement and
charge density currents) as well as a dissipative ap-
proximations of the second order elliptic operator and
the recombination-generation expressions. The second
order operators of the classical equations can be inte-
grated in closed form along an edge. Using the same
assumption for the discrete electrostatic potential, we =
wl +
δw
δx (x − xl) is a linear function along an edge e
connecting xl and xr with boundary values wl, wr, vl,
vr, and ϕl, ϕr. The indices are skipped in the following
by using δx := xr − xl, δϕ := ϕr − ϕl etc.
The basic equation is the one-dimensional two-point
boundary value problem
d
dx
(
f(v)
dϕ
dx
)
= 0, x ∈]xl, xr[ (12)
with boundary values ϕl, ϕr, f(v(xi)) = f(vi), i = l, r.
It is supposed that f(v) is a rapidly varying coefficient
function along an edge and density dependent parts of D
(or µ) are included as long as assumption (2) holds. The
subscripts a, b are used for arbitray (sub)intervals, while
l, r denote the integration interval of Equation (12). The
density is defined by p = F(v) and f(v) can fulfill the
relations imposed by the variational formulation or it
may be modified in special models. Because the reaction
terms depend on the difference of the quasi-Fermi po-
tentials (up to positive pre-factors), the densities enter
essentially via the right-hand side of the Poisson equa-
tion. Accordingly, the remaining part of the mobility
is assumed to be slowly varying and its appropriate
average is a constant pre-factor per edge in f(v).
The first integration with an integration constant j,
the edge current, yields
f(v)
dϕ
dx
= f(v)
d(v + w)
dx
= −j, (13)
hence
f(v)
dv
dx
≈ −j − f(v)δw
δx
. (14)
The approximation in (14) transforms (12) into a
Cauchy problem with a special monotone dependence
f(v), which is neither changed by the constant δw/δx
nor by the constant j. Hence, for every Lipschitz con-
tinuous f(v) and constant j the Cauchy problem with
the initial value vl has a unique solution v(x, j). On the
other hand, j has to be chosen such that the boundary
value v(xr) = vr is fulfilled. Testing (13) with ϕ
′ results
in the dissipation expression∫ xr
xl
ϕ′2f(v)dx = −j(ϕr − ϕl).
The left hand side is nonnegative, hence j has to change
sign with δϕ. The thermodynamic equilibrium is defined
by δϕ = 0 for all edges in Ω, hence ϕ = const. Essen-
tially one could allow such w(x) that do not change the
very implicit monotonicity of (13) and preserve the dissi-
pativity of j and the uniqueness of the thermodynamic
equilibrium.
For special f(v) and w(x) one can get special cases
of (13) in form of a Bernoulli or Riccatti equation, but
separation of the variables in (14) and integration with
respect to df was not successful up to now. Hence the
aim is to give a construction for j and (14) that results
in a j reproducing the dissipation of (14) and the unique
thermodynamic equilibrium.
The second integration with respect to v and x yields
an integral equation for j and finite differences in the
potentials:∫ xr
xl
dx = δx ≈ −
∫ vr
vl
dv
δw/δx+ j/f(v)
, (15)
∫ vr
vl
f(v)dv
j/J + f(v)
= −δw, (16)
5or
δv −
∫ vr
vl
j/Jdv
j/J + f(v)
= −δw. (17)
Hence, an implicit expression depending on vl, vr, δw,
or δϕ. While J = δwδx has the meaning of a drift current,
f0 = − jJ is the pole of the integrand. Due to f(v)f(v)−f0 =
1 + f0f(v)−f0 , the integrand is a monotone function for
monotone f(v) if f0 /∈ [f(vl), f(vr)]. The special cases
δϕ = 0 (hence δw = −δv, equilibrium due to (13)) and
the vanishing drift current δw = 0 define the limiting
cases in the discussion of the mapping properties of
Equation (16). In the vanishing drift case a unique
primitive of f(v) defines j uniquely, see (15).
Interchanging all boundary values changes only the sign
of j, compare (5), (12), and (14), hence it is sufficient
to consider the case vl < vr.
Theorem 1 Equation (16) determines the current j
uniquely if the value f0 is chosen in dependence of δw,
vl, vr (δv > 0 fixed) by the following rules:
i) 0 < δw < ∞ (meaning 0 < δw/δv < ∞, δϕ > 0):
f(vr) < f0 <∞,
ii) −δv < δw < 0 (meaning −1 < δw/δv < 0, δϕ > 0):
−∞ < f0 < 0,
iii) δw < −δv < 0 (meaning −∞ < δw/δv < −1,
δϕ < 0): 0 < f0 < f(vl),
j solves I(f0) :=
∫ vr
vl
f(v)dv
f(v)−f0 = −δw and δϕ · j ≤ 0.
Proof The rules and cases are cited in the following as
i), ii), iii). By the mean value theorem and Assumption
A2
I(f0) =
δvf(v˜)
f(v˜)− f0 = −δw (18)
with exactly one v˜ ∈]vl, vr[ for a fixed f0. Further, it
holds
∫ b
a
f1(s)ds >
∫ b
a
f2(s)ds for f1 > f2 on a subset of
[a, b] of positive measure.
i) Due to the monotonicity of f(v), the integrand is neg-
ative and strictly monotonously decreasing for f(v) ∈
]0, f0[ for all f0 > f(vr). For f0 ∈]f(vr),∞[, I is a
monotonous mapping of ]f(vr),∞[ onto ]−∞, 0[, hence
there is exactly one f∗0 with I(f
∗
0 ) = −δw.
ii) Now the integrand is a positive, strictly increasing
function for f(v) > 0, hence (18) holds and, with respect
to f0, it is a monotonous mapping of ]−∞, 0[ onto ]0, δv[.
Thus, (18) is fulfilled for exactly one f∗0 ∈]−∞, 0[.
iii) The integrand is now a positive, strictly decreas-
ing function and the arguments apply again for the
monotonous mapping f0 ∈]0, f(vl)[ onto ]δv,∞[.
j = 0 implies δv = −δw in (16), hence δϕ = 0 according
to (5). Due to the uniqueness for δv 6= −δw and j 6= 0,
the equilibrium is uniquely defined by δϕ = 0.
For δw → ∞ holds f0 → f(vr) and δw → −∞ gives
f0 → f(vl). Hence, h with h(δw) := −f0J = j is a
monotone mapping from ]−∞,∞[ onto ]−∞,∞[ and
it is bijective. To show δϕ · j ≤ 0 one calculates the sign
of δϕf∗0 in each of the cases:
i) f∗0 > 0, δw > 0, hence j < 0 and δϕ > 0,
ii) f∗0 < 0, δw < 0, hence j < 0 and δϕ > 0,
iii) f∗0 > 0, δw < 0, hence j > 0 and δϕ < 0.
Remark 1 Choosing f0 ∈]f(vl), f(vr)[ and δw ∈]−∞,∞[
gives δϕ ∈]−∞,∞[ and f0 > 0, so that δϕ · j ≤ 0 can
not be true for all arguments.
4 Introduction of a subdivision on [vl, vr] and
approximation on the subintervals
A subdivision of vl = v0 < v1 < · · · < vi < · · · <
vk+1 = vr, δvi = vi+1 − vi = βiδv is introduced to get
a computable approximation of the integral. βi define
the partitioning of the straight line from vl to vr in the
ϕw-plane, hence the projections satisfy δϕi = βiδϕ and
δwi = βiδw. Because f0 /∈ [f(vl), f(vr)] and
k∑
i=0
∫ vi+1
vi
f(v)dv
f(v)− f0 = −δw, (19)
there exists for each interval [vi, vi+1] one v˜i ∈ [vi, vi+1]
with fi := f(v˜i) such that∫ vi+1
vi
f(v)dv
f(v)− f0 =
fiδvβi
fi − f0 =
fiδvi
fi − f0 (20)
holds by the mean value theorem.
The only change to the previous section is the introduc-
tion of the decomposition of unity by βi, given by the
intervals δvi, and ζi > 0 with
∑k
i=0 ζi = 1. Hence, f
∗
0
can be inserted that solves
k∑
i=0
fiβi
fi − f∗0
= −δw
δv
k∑
i=0
ζi,
fiβi
fi − f∗0
= −δw
δv
ζi, (21)
because it is just a reformulation of I(f∗0 )/δv. ζi is the
relative contribution of the partial integral i to the sum
for a given f0.
∑k
i=0 ζi = 1 holds for f0 = f
∗
0 . The
next step is to replace f(v) by piecewise differentiable,
monotone approximations fi(v),
k∑
i=0
∫ vi+1
vi
fi(v)dv
fi(v)− f0 = −δw, (22)
f0 identical for all i. The fi are fulfilling the basic
assumptions A1, A2 (on each subinterval) and coincide
with f(vi) at the collocation points vi:
A4 : f0(v0) = f(vl), . . . , fi(vi+1) = fi+1(vi+1)
= f(vi+1), . . . , fk(vk+1) = f(vr). (23)
6Due to the construction, Theorem 1 holds for this ap-
proximation of f(v). On each interval one can chose an
approximation allowing integration in closed form.
5 Special cases
The main purpose of this section is to derive expressions
for special cases that allow a sufficient overlap of the
standard approximation of the integral equation. The
reason is twofold: the influence of rounding errors is one
aspect, the second one is sufficiently smooth function
definitions that do not deteriorate the convergence of
the global Newton method. Before special cases, like
vr ≈ vl, are treated, the verification of the discretization
scheme in case of the exponential function is considered:
5.1 Boltzmann statistics
−δϕ = f0
∫ vr
vl
dv
f(v)− f0 = f0
∫ vr
vl
dv
ev − f0
= (ln(ev − f0)− v)|vrvl = ln
evr − f0
evl − f0 − δv,
(evl − f0)e−δw = evr − f0,
f0 =
evr − evl−δw
1− e−δw = −
evr
e−δw − 1 −
evl
eδw − 1
=
evr (1− eδw) + evl(1− e−δw)
2(1− cosh(δw) = −
jδx
δw
),
where nominator and denominator vanish for δw = 0.
For the current
jδx = evlb(δw)− evrb(−δw)
one gets back the Bernoulli functions and a smooth
dependence of the parameters. The current j vanishes
for
eδw
b(δw)
b(−δw) = e
δϕ,
δw(e−δw − 1)
e−δw(eδw − 1)(−δw) = 1 = e
δϕ,
hence at the thermodynamic equilibrium.
5.2 Bounded logarithmic derivative
Here it is supposed that f(v) has a logarithmic derivative
fulfilling
0 < ε < f ′(v)/f(v) ≤ 1 for vmin < v < vmax.
This is true for Fermi-Dirac integrals of index i, i real,
i ≥ −1, because f(s) = F−1(s) ≈ 1 − e−s for large
arguments.
Now the integral can be rewritten as∫ vr
vl
dv
f(v)− f0 =
∫ vr
vl
ff ′dv
ff ′(f(v)− f0)
=
∫ fr
fl
fdf
ff ′(f(v)− f0)
=
∫ fr
fl
df
(ln f)′f(v)(f(v)− f0) := K.
Due to the generalized mean value theorem∫ b
a
f(x)g(x)dx = f(ξ)
∫ b
a
g(x)dx,
there exists at least one ξ ∈ [a, b] if f(x) is continuous
and g(x) does not change sign in [a, b]. Hence, K can
be bounded by
L ≤ K < 1
ε
L,
L : =
∫ fr
fl
df
f(v)(f(v)− f0) ,
=
1
f0
ln
fl(fr − f0)
fr(fl − f0) , 0 < fl < fr
and (fr−f0)/(fl−f0) > 0 because f0 /∈ [fl, fr]. Denoting
the mean value of one over the logarithmic derivative
by 1/ ˜(ln f(v))′ and due to −δϕ = f0K yields
K =
1
˜(ln f(v))′
L,
−δϕ = 1
˜(ln f(v))′
ln
fl(fr − f0)
fr(fl − f0) .
Both sides vanish at equilibrium and 1/ ˜(ln f(v))′ > 0.
Replacing the mean value by 1/c results in
e−δϕc =
fl(fr − f0)
fr(fl − f0) ,
e−δϕcfr(fl − f0) = fl(fr − f0),
f0 =
(e−δϕc − 1)fr
(e−δϕc frfl − 1)
. (24)
7The nominator vanishes at the thermodynamic equilib-
rium, while f0 moves to infinity for vanishing denomi-
nator, and f0 = fr = fl in case of fl = fr (δv = 0) and
e−δϕc = 1. The qualitative properties are similar to that
of the Boltzmann case. Inserting the known extreme
values of the f(v)/f ′(v), v ∈ [vl, vb] into Equation (24)
improves the bounds for f0, and, hence, j.
5.3 The case δw ≈ 0
The case of a finite j and δw ≈ 0 (small drift contribu-
tion) simplifies the original equation: −j ≈ f(v)dv/dx,
hence −jδx = F (vr)− F (vl), F (v) =
∫
f(v)dv in case
δw = 0. This case is consistent with an expansion of
the denominator assuming |f0| >> f(vr), hence substi-
tution of
1
f(v)− f0 =
−1
f0
1
1− f(v)f0
=
−1
f0
∞∑
i=0
(
f(v)
f0
)i
yields
δwf0 = −jδx =
∫ vr
vl
f(v)
∞∑
i=0
(
f(v)
f0
)i
dv
if |δw| << min(|δv|, |δϕ|) and |δv| ≈ |δϕ|. An addition-
ally small |δv| means a situation close to equilibrium
and is considered below.
5.4 The case δv ≈ 0
In case δv ≈ 0 one can assume that all extrema of the
densities are represented approximately by the grid. The
case δv ≈ 0 is just a reduction to the constant coefficient
case and the one-dimensional equation (f(v)ϕ′)′ = 0
results in −jδx = f˜(v)δϕ, where f˜(v) is a suitable mean
value of f(v). In many situations one can assume that
deviations from Boltzmann statistics are small for some
vB and vr < vB . (This case is handled in Section 10.1).
Hence, δv ≈ 0 implies fr − fl << fl and the interesting
cases are
f0 = fl − ε, f0 = fr + ε,
δfl = f(v)− fl > 0, δfr = f(v)− fr < 0 (25)
with v ∈ [vl, vr] and |δfi/fi| << 1, i = l, r. The equality∫ vr
vl
f0dv
f − f0 = −δϕ (26)
is equivalent to∫ vr
vl
dv
f/f0 − 1 =
∫ vr
vl
dv
(1 + δfr/fr)/(1 + ε/fr)− 1
= (fr + ε)
∫ vr
vl
dv
δf − ε . (27)
The mean value theorem gives
fr
δv
δϕ + δfr(vl)
1− δvδϕ
< ε <
fr
δv
δϕ
1− δvδϕ
. (28)
These bounds and Equation (27) result in a case handled
in Section 10.3, a symmetric expansion of the integral
with respect to the difference of the bounds should be
used. The situation f0 = fl − ε < 0 can be handled
similarly.
The other option is to evaluate numerical integra-
tion formulas analytically and to bootstrap via different
formulas. The starting point is the simplest version of
the trapezoidal rule,
f0
(
1
fl − f0 +
1
fr − f0
)
δv
2
≈ −δϕ,
f20 (δϕ− δv) + f0
fl + fr
2
(δv − 2δϕ) + δϕflfr = 0. (29)
The first order approximation (f¯ = (fl + fr)/2, δf =
(fr − fl)) is
f0,1 =
δϕ(f¯2 − (δf/2)2)
f¯(2δϕ− δv) (30)
and the second order approximation reads
f0,2± = (−2δϕf¯ + f¯ δv ± (31)√
δf2δϕ(δϕ− δv) + f¯2δv2)/(2(δϕ− δv)).
Here the sign is defined by the cases (i, ii, iii). During
computations the correctness of both formulas with re-
spect to fl, fr can be easily checked. If at least (31) is
correct, the third order equation resulting from Equa-
tion (27) using the trapezoidal rule with two (or more)
intervals can be solved by Newton’s method without
any transformation of the formula using f0,2± as initial
guess.
The numerical integration is of general interest. The
’expansion-like’ expressions show different forms of the
deviation of the pole from the mean value f¯ , hence
error control is an issue for expansions and numerical
integration.
5.5 The equilibrium
The equilibrium and the computation of the related
derivatives is based on the expansion of the integral
equation for sufficiently small, scaled currents f0. It
yields∫ vr
vl
∞∑
i=0
(
f0
f(v)
)i
dv = −δw, (32)
8hence using monotonicity and 0 ≤ |f0| < f(vl) < f(vr)
results in a convergent power series of the integrand
and the zero-order term is reproducing the equilibrium
condition. The original integral equation can result in
large rounding errors for the close to equilibrium cases.
Subtracting the equilibrium condition or the zero order
term in (32) yields∫ vr
vl
∞∑
i=1
(
f0
f(v)
)i
dv =
∞∑
i=1
f i0
∫ vr
vl
dv
f i(v)
= −δϕ. (33)
This is the defining nonlinear equation for f0, which is
truncated accordingly to the precision needed. Equation
(33) can be evaluated easily: the integrals are indepen-
dent of f0 and can be precomputed for all approximation
intervals (including the sums, if the data is ordered with
respect to the start intervals vl, which is an advantage
with respect to data locality anyway). Hence at most
start and end interval have to be evaluated and summed.
Very close to equilibrium it is sufficient to keep the first
order term, hence
j ≈ δw
δx
1∫ vr
vl
dv
f(v)
δϕ.
Due to δϕ ≈ 0 it holds −δw = δv − δϕ with δv > 0
holds, hence
j ≈ −1(˜
1
f(v)
) δϕδx . (34)
The derivative with respect to δw vanishes for δϕ = 0.
The chosen approximations can be evaluated up to
four terms without much effort. Because f0 < cf(vl)
for sufficiently small c (c < 1/1000), monotonicity of
the expansion is guaranteed for v ∈ [vl, vr] and the
remaining term is of order 10−15. No problems in solving
that equation by two steps of an undamped Newton’s
method are expected if the solution of the truncated
linear equation is used as an initial guess. For δv ≈ 0
an expansion at v¯ simplifies the problem further, see
above.
6 Discretization and finite volume notation
The basic assumptions of the finite volume discretization
are:
– Gauss’ theorem holds,
– boundary conforming Delaunay meshes [14], [15]
cover the bounded polyhedral domain Ω = ∪lENl ,
where ENl denotes lth N -dimensional simplex. The nota-
tion follows [16] and aims the similarity with the analytic
one, hence G stands for ’Gradient’ ∇, GT for ∇·, and
−∇ · ε∇ ’translates’ into GT [ε]G.
G includes the geometric weights [γ] and contribu-
tions of boundary conditions while G˜ is a difference
matrix. G˜ maps a vector u defined on the nodes of ENl
as edge differences onto the edges of ENl , and G˜
T maps
the differences with different signs back to the nodes of
ENl . The advantage is an explicit product of first order
differences and ’integration by parts’ is as simple as in
the analytic case. The summation order does not matter
and summing over all simplices or only one edge is not
indicated but is clear from the context.
The integration over the intersection of each sim-
plex and the Voronoi volumes associated with its nodes
results in the weight [V ], Vi > 0, while density contri-
butions are summed per Voronoi volume intersection
and simplex, because in case of hetero structures (not
dealt with in detail here) an explicit dependence of the
material of each simplex has to be taken into account
and can not be factored into a global diagonal matrix
as in the Boltzmann case. Using [ ] to denote diagonal
matrices gives
GT [ε]Gw = [V ](C− n + p). (35)
The nonlinear Poisson equation remains unchanged up
to the definition of n and p. The continuity equations
have to be expressed by the implicitly defined edge
currents. Equation (16), the cases (i, ii, iii), and the
approximation used due to the boundary values result
in
G˜T [γ]j(vp, G˜ϕp) = [V ][R([n], [p])](1− r([ϕp − ϕn])),
(36)
−G˜T [γ]j(vn, G˜ϕn) = [V ][R([n], [p])](1−r([ϕp − ϕn])).
(37)
Because the mean value theorem based currents include
a factor 1/δx the weights that are used in explicit form
only in the continuity equations differ from those in-
troduced in [16] by a factor δx. Using the standard
expression for the current resulting from∫ vr
vl
f(v)dv
f(v)− f0 = −δw, (38)
f0δv = −(f(v˜)− f0)δw,
hence
−j = f(v˜)
δx
δϕ, (39)
9and remembering the negative definite Equation (12)
for the edge problem yields the final form of Equation
(36) for the proofs
G˜T [γ]
[
f(v˜p)
δx
]
G˜ϕp = [V ][R([n], [p])](1− r(ϕp − ϕn)),
(40)
where [f(v˜p)] denotes the intermediate value per edge
solving Equation (38). Assuming a boundary conform-
ing Delaunay grid and f(v˜p) > 0 guarantee a weakly
diagonally dominant S-matrix. The strict monotonicity
and the mean value estimates are sufficient to prove
existence of steady state solutions for that system.
Remark 2 Due to the assumptions, j = 0 iff δϕ = 0,
hence ϕ = const.
7 Existence of bounded steady state solutions
The ’physics’ related constants are omitted because they
don’t influence the qualitative behavior of Equations
(35), (36), (37), (16). Let
Vigi(wi, ϕp,i, ϕn,i) := {[V ](C− n + p)}i = (41)
Vi(Ci −F(−ϕn,i + wi) + F(ϕp,i − wi)), i ∈ [1,M ],
be the ith component of the right-hand side of Equation
(35) and M the number of nodes in the discretization. Be-
cause of A3 wi 7→ gi(wi, ϕpi , ϕni) is a strictly monotone
mapping from R onto R ∀i. Hence, gi(·, ϕpi , ϕni) = 0 has
a unique solution wi for given ϕp,i, ϕn,i. To construct
upper and lower bounds for w the monotone increasing
function h(s) := F(s)−F(−s) is used. Let Cˇ = min(C),
Cˆ = max(C) denote the minimum and maximum of the
doping ∀i, hence wˇ∗ ≤ h−1(Cˇ) ≤ w∗ ≤ h−1(Cˆ) ≤ wˆ∗
are the minimum, maximum of the built-in potential.
Assuming that the quasi-Fermi potentials are bounded
by the Dirichlet data
¯
w = min(0 ,wapplied), w¯ = max (0 ,wapplied), (42)
which are the bounds for the applied voltages, one has
ϕˇp =
¯
w , ϕˆp = w¯ , ϕˇn =
¯
w , ϕˆn = w¯ , (43)
hence
ϕˇp ≤ ϕp ≤ ϕˆp, ϕˇn ≤ ϕn ≤ ϕˆn. (44)
Now bounds for w can be constructed using the right
hand side of the Poisson equation for nonequilibrium
states: let i be the vertex where Cˆ is realized, hence the
right hand side of
F(−ϕn,i + wi) = Cˆ + F(ϕp,i − wi) (45)
is maximized for
F(s) ≤ Cˆ + F(ϕˆp −
¯
w − wˇ∗)), (46)
s = F−1(Cˆ + F(ϕˆp −
¯
w − wˇ∗)), (47)
wˆ ≤ F−1(Cˆ + F(ϕˆp −
¯
w − wˇ∗)) + ϕˆn
= F−1(Cˆ + F(w¯ −
¯
w − wˇ∗)) + w¯ . (48)
The lower bound wˇ is derived similarly,
wˇ ≥ −F−1(|Cˇ|+ F(−
¯
w + wˆ + wˆ∗)) +
¯
w . (49)
Theorem 2 Let ϕp, ϕn be given vectors with wˇ ≤
ϕp,i ≤ wˆ, wˇ ≤ ϕn,i ≤ wˆ. Then w is the unique solution
of Equation (35) and fulfills the bounds wˇ ≤ wi ≤ wˆ.
Proof Existence: GT [ε]G is a weakly diagonally domi-
nant M-matrix and ∂(F(−ϕn,j+wj)−F(ϕp,j−wj))/∂wj
:= gw,j > 0 holds ∀j ∈ [1,M ], hence a unique positive
inverse of GT [ε]G + [V ][gw] exists for any w fulfilling
the bounds. Hence, a damped Newton’s method can be
used to construct a unique w fulfilling the equation and
the boundary conditions.
Bounds: assume wi > wˆ for some i, xi /∈ ΓD, hence
(w − wˆ)+TGT [ε]Gw =
(w − wˆ)+T [V ](C−F(−ϕn,i + wi) + F(ϕp,i − wi)).
(w − wˆ)+TGT [ε]Gw > 0 but C − F(−ϕn,i + wi) +
F(ϕp,i−wi) < 0 ∀i with wi > wˆ, hence a contradiction.
The lower bound follows by testing with (w − wˇ)−T .
These bounds for w provide bounds on ϕp, ϕn, Equation
(44). The next step is to verify these bounds.
Theorem 3 Let w(ϕ0p, ϕ
0
n), ϕ
0
p, ϕ
0
n be solutions of Equa-
tions (36), (50), the analog equation for ϕn with frozen
coefficients and ϕp the solution of
G˜T [γ]
[
f(v˜p)
δx
]
G˜ϕp =
[V ][R([n0], [p0])](1− r(ϕp − ϕ0n)), (50)
v0p = ϕ
0
p −w, p0 = p(v0p), v0n = w − ϕ0n, n0 = n(v0n),
but f(v˜pi) is the solution of Equations (38) for all edges
i with frozen coefficients. The initial guesses ϕ0p, ϕ
0
n are
constructed such that they are bounded by the Dirichlet
values.
Proof Assume vpi > w¯ for some interior vertices. Testing
with (vp − w¯)+T results in
(vp − w¯)+T G˜T [γ]
[
f(v˜p)
δx
]
G˜vp > 0
and
(vp − w¯)+T [V ][R([n0], [p0])](1− r(ϕp − ϕ0n)) < 0
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because (vpi − ϕ0ni) > 0 for (vp − w¯)+T > 0, hence
r(vpi − ϕ0ni) > 1, a contradiction.
Assuming now (vp −
¯
w)−T < 0 for some interior
vertices does not change the sign of the left-hand side,
but (vpi−ϕ0pi) < 0 for all vertices where (vp− ¯w)
−T < 0 ,
hence r(vpi − ϕ0ni) < 1, hence
(vp −
¯
w)−T [V ][R([n0 ], [p0 ])](1− r(ϕp − ϕ0n)) < 0
yields a contradiction again. Solutions vp have to fulfill
the bounds. The same holds for vn due to the sign
changes of ϕn, in the recombination term, and in the
equation.
Theorem 4 On any connected, boundary conforming
Delaunay mesh with M vertices the problem (35), (36),
and (37) with positive Dirichlet boundary measure has
at least one solution. It fulfills the bounds (42), (44),
(48), and (49).
Proof Because the Gummel map of solving the nonlinear
Poisson equation (35) and the continuity equations is
continuous, differentiable, and maps the convex set of
the 3M tensorated intervals of the bounds onto itself,
Brouwer’s fixed point theorem guarantees at least one
fixed point [17, p. 23].
The uniqueness of the solution for small applied voltages
can be shown by repeating the steps in the correspond-
ing section [16]. The decoupling of the Jacobian of the
quasi-Fermi potentials with respect to the electrostatic
potential at the thermodynamic equilibrium follows di-
rectly from Equation (39) or the dissipativity of the
current relation.
8 Global Newton’s method
The nonlinear equation
I˜(f0, δw, vl, vr) = I(f0, vl, vr) + δw = 0, (51)
f0 =
−j
J
=
−jδx
δw
, (52)
I(f0, vl, vr) =
∫ vr
vl
f(v)dv
f(v)− f0 :=
∫ vr
vl
i(f0, v)dv (53)
is solved by a local Newton’s method, hence the deriva-
tive ∂I∂f0 is known.
∂I
∂vn
= i(f0, vn) can be computed
on the fly after the last function evaluation of the lo-
cal Newton’s method. Differentiation of Equation (51)
and application of the chain rule results in all needed
derivatives to assemble the Jacobian:
∂I
∂vn
= − ∂I
∂f0
∂f0
∂j
∂j
∂vn
, (54)
∂j
∂vn
= −i(f0, vn)
/(
∂I
∂f0
∂f0
∂j
)
, n = l, r, (55)
while the derivative with respect to δw reads as
∂I
∂f0
∂f0
∂δw
+ 1 = − ∂I
∂f0
∂f0
∂j
∂j
∂δw
, (56)
∂j
∂δw
= −
(
∂I
∂f0
∂f0
∂δw
+ 1
)/(
∂I
∂f0
∂f0
∂j
)
, (57)
Using ∂f0∂δw =
jδx
(δw)2 = − f0δw , ∂f0∂j = −1J completes the
post-processing of the local Newton’s method data.
Transformation of the expression to the combination of
potentials used is possible, as well.
9 Properties of the Jacobian
Knowing the solution f0 of the integral equation (38) and
the existence of an intermediate value v˜ (see Equation
(39)), is sufficient to derive the qualitative properties of
the Jacobian. It is sufficient to show this for one edge.
Further, Equation (39) provides the simplest way to de-
rive a new initial guess for solving the integral equation.
Theorem 5 The Jacobian with respect to the electro-
static potential wl, wr is a symmetric negative semidef-
inite matrix for each edge. Because one assumes ∆wi,
the initial guess (i = 0), and each solution of Newton’s
method at step i to fulfill homogeneous Dirichlet bound-
ary conditions, the global matrix is symmetric negative
definite.
Proof Using equation (56) and differentiation of equa-
tion (18) with respect to f0 results in
∂I
∂f0
=
I
f(v˜)− f0 = −
δw
f(v˜)− f0 ,
hence(
∂j
∂wl
,
∂j
∂wr
)
= −G˜f(v˜)
δx
, G˜ = (−1, 1),
hence G˜T γG˜ f(v˜)δx reads as
Avp,wedge =
(
a −a
−a a
)
, a := −γ f(v˜)
δx
< 0.
Because the domain is assumed to be connected or
each subdomain has a nonvanishing Dirichlet measure,
related columns have a positive row sum.
Theorem 6 Using the above assumptions of Theorem
4 on the grid and the boundary conditions, the Jacobian
with respect to the chemical potential of the holes vl and
vr is a weakly diagonally dominant M-matrix.
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Proof Direct calculation yields for one edge
bl :=
∂I
∂vl
= − (f(v˜)− f0)f(vl)γ
(f(vl)− f0)δx < 0,
br :=
∂I
∂vr
=
(f(v˜)− f0)f(vr)γ
(f(vr)− f0)δx > 0,
hence
Avp,vpedge = G˜
T (bl, br) =
(−bl −br
bl br
)
.
The other derivatives are diagonal matrices of the form
V F ′, V (R′(1− r)−Rr′).
Remark 3 The use of high order or less local discretiza-
tions may result in a loss of definiteness of the Jacobi
matrices Avp,wedge , Avn,wedge , which are well defined el-
liptic operators in the analytic case, and a coupling of
the continuity and the electrostatic potential equation
in the thermodynamic equilibrium, compare Equation
(34).
If using discretization schemes that are not uncon-
ditionally stable, estimating the smallness conditions
for guaranteed definiteness of these matrices results in
a characterization of the ’safe to apply area’ of these
discretizations. With respect to the properties of the
Schur complement of Aw,w lost definiteness is equivalent
to negative densities.
Schemes that result in coupled, linearized continuity
equations and the electrostatic potential equation in the
thermodynamic equilibrium can realize multiple thermo-
dynamic equilibrium solutions or spurious bifurcation
very close to the equilibrium.
10 Approximation of special functions
As the Fermi-Dirac integrals show, for typical functions
f(v), F(v) one should expect at least one intermediate
region between two asymptotic branches. Here the situ-
ation is considered where for limv→−∞ an exponential
behavior and for limv→∞ rational powers dominate. If
one is interested in using analytic integration one faces
restrictions for f(v). On the other hand, the benefit
is an approximation of the transport up to rounding
errors.
10.1 Extension of the Blakemore approximation
The Blakemore approximation [18] is easily generalized
and covers the left asymptotic, hence one looks in general
for functions fBg of the form
fBg(x) =
Pn(x)
Pm(x) + e
−Qk(x)
Ql(x)
(58)
or similar ones, where Pi, Qi denote polynomials of de-
gree i. One needs limx→−∞ of
Qk(x)
Ql(x)
= −x and Pn(x)Pm(x) =
1, hence k = l + 1, m = n follows.
Checking the integral tables [19] restricts (58) to
fB3(x) =
1/c
b/c+ e−ax
=
1
b+ ce−ax
. (59)
With a = 1, c = 1 one can extend the asymptotic expres-
sion from the leftmost approximation interval. Unfor-
tunately this is only a three parameter approximation,
hence one can not have a Hermite spline approximation.
On the other hand, it is easy to prove: for functions
with a decaying, positive logarithmic derivative a unique
solution exists for the parameters a, b, c if f(va), f
′(va),
(or f ′(vb)) and f(vb) are specified.
10.2 Nonlinear equations for the edge currents
The Blakemore approximation Equation (59) on inter-
vals yields
bˆ = b− 1
f0
, fB(v) = b+ ce
−av
with fB beeing the nominator of fB3 (the interval indices
and sums are omitted, all functions are continuous but
not necessarily the integrals—due to discontinuous indi-
vidual coefficients as weights, hence here the formulas
are written in differences per interval)
IB3 : =
∫
f(v)dv
f(v)− f0 ≈
−1
f0
∫
dv
−1
f0
+ fB(v)
= −δw,
=
−1
f0
(
av
abˆ
− 1−abˆ ln(bˆ+ ce
−av)
)∣∣∣∣vb
va
=
−1
f0abˆ
(
ln eav + ln(bˆ+ ce−av)
)∣∣∣∣vb
va
=
−1
af0bˆ
ln(bˆeav+ c)
∣∣∣∣vb
va
=
−1
af0bˆ
ln
(
bˆeavb + c
bˆeava + c
)
.(60)
Using IB3 = −ζiδw for multiple intervals i each contribu-
tion to the sum over the piecewise approximation can be
tranformed into a Bernoulli function b(s) = s/(es − 1):
eζδwf0abˆ =
bˆeavb + c
bˆeava + c
.
Using z := ζδwf0a,
ezbˆ − 1 = −bˆ
c
(
eavaezbˆ − eavb
)
,
z =
zbˆ
c
(
−eavaezbˆ
ezbˆ − 1 +
eavb
ezbˆ − 1
)
,
zc = b(zbˆ)eavb − b(−zbˆ)eava ,
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and zbˆ = (ζδwf0a)(b− 1f0 ) = jζδxab− ζδwa yields
−jζδxac = b(−zbˆ)eavb − b(zbˆ)eava . (61)
This is a set of fixed point equations for ζij and
m∑
i=n
ζi = 1 (62)
determines the Lagrange parameter j. The start and
end interval of the integration are denoted by n and m.
This dependency of the decomposition is not present
in the sum (or the related product) in Equation (60).
Equation (61) is very well suited to solve the problem
for δv ≈ 0, vr < vB, and one interval. Due to b′(s) +
b′(−s) = −1, the fixed point equation converges for
|b/c eav¯(1 + a|δv|/2)| < 1, while the derivative with
respect to j of the Newton’s method related function
of Equation (61) is negative, due to b′(s) < 0 for finite
potentials. Hence the implicit function theorem results
in one solution.
All approximation parameters can be expressed by
the approximated function, a detailed discussion is omit-
ted. For a = 1, b = 0, c = 1, and one interval (ζ = 1)
the Equation (61) reproduces the classic Scharfetter-
Gummel scheme. The Blakemore type approximations
are well suited to represent the close to exponential
branch (and the saturation in case of the Fermi-Dirac
integral of index -1).
10.3 Pade´ spline approximation
The right asymptotic requires a Pade´ type approxima-
tion due to limx→∞ Fi(x) = xi+1, Fi(x) Fermi-Dirac
integral of index i. In case i = j/k > −1 one would look
for approximations of the form
fP (x) =
Pn(x)
Qm(x)
(63)
with
Pn(x) =
∑
i
pix
i + pni(j)x
ni(j), (64)
Qm(x) =
∑
i
qix
i + qni(k)x
ni(k), (65)
and ni(j) denotes selected multiples of j to force the
approximation of the asymptotic part. The intermediate
range is addressed by the small powers xi. In case of
analytic integration the choice is
P1,2(x) =
a0 + a1x
b0 + b1x+ b2x2
, a0 = 1,
which, by chance, has the wanted asymptotic for f(x) =
F ′1/2(x). This is essential for transport in R
3 and does
not require the computation of a f0-dependent par-
tial fraction decomposition. Specifying function and
first derivative at va and vb results in a Hermite spline
that provides a convex/concave approximation of con-
vex/concave functions f(v), respectively.
It holds
I − (xi+1 − xi) =
∫ xi+1
xi
f0dx
f(x)− f0
≈
∫ xi+1
xi
f0(b0 + b1x+ b2x
2)dx
a0 + a1x− f0(b0 + b1x+ b2x2)
= −
∫ xi+1
xi
(b0 + b1x+ b2x
2)dx
b0 − a0/f0 + (b1 − a1/f0)x+ b2x2 := I˜(f0).
The denominator notation in the last line is changed to
p(x) := c2x
2 + c1x+ c0, ∆ = 4c2c0 − c21,
c0 = b0 − a0/f0, c1 = b1 − a1/f0, c2 = b2,
where ∆ is the discriminate. Under the assumption ∆ 6=
0, hence excluding
∫
dx
(x−x0)2 , the elementary integrals
are (∆ > 0, ∆ < 0):
I˜0 :=
∫
dx
c2x2 + c1x+ c0
=
{ 2√
∆
arctan 2c2x+c1√
∆
,
1√−∆ ln
∣∣∣ 2c2x+c1−√−∆
2c2x+c1+
√−∆
∣∣∣ .
∫
xdx
p(x)
=
1
2c2
ln |p(x)| − c1
2c2
I˜0,∫
x2dx
p(x)
=
x
c2
− c1
2c22
ln |p(x)|+ c
2
1 − 2c2c0
2c22
I˜0,
hence
I = (1− b2
c2
)x−
(
b1
2c2
− c1b2
2c22
)
ln |p(x)| − (66)(
b0 − c1
2c2
b1 +
c21 − 2c2c0
2c22
b2
)
I˜0,
where c2 = b2, hence in the coefficients of the spline (up
to p, I˜0)
I = − 1
2b2
(a1/f0 ln |p(x)|+(2b2a0−b1a1 +a21/f0)I˜0/f0).
To handle the cases δv ≈ 0, vB < vl, and ∆ → 0 for
f0 → f∗0 , an expansion at xi (or xi+1,. . . ) with respect
to ∆ using r = 2c2x+ c1, d =
√±∆ and the derivatives
r′, d′, r = r(x, f0), d = d(f0) yields(
2
d
arctan
r
d
)′
=
−2d′
d2
arctan
r
d
+
2
d
d2
d2 + r2
(
r′d− rd′
d2
)
,
(
1
d
ln
∣∣∣∣ r − dr + d
∣∣∣∣)′ = −d′d2 ln
∣∣∣∣ r − dr + d
∣∣∣∣+(1d | · |′ 2(r′d− d′r)(r + d)(r − d)
)
.
|·|′ = sign(·) does not cause any problems for arguments
close to 1.
13
Hence, for prefactors independent of d (or common in
both integrals) and d→ 0 (∣∣dr ∣∣ << 1) holds
2
d
(
arctan
rl + (rr − rl)
d
− arctan rl
d
)
≈
2
d
d2
d2 + r2l
rr − rl
d
=
2(rr − rl)
d2 + r2l
,
1
d
ln
∣∣∣∣rr − drr + d · rl + drl − d
∣∣∣∣ = 1d ln
∣∣∣∣1 + (rr − rl)/(rl − d)1 + (rr − rl)/(rl + d)
∣∣∣∣ ≈
1
d
ln 1 +
rr − rl
rl − d −
rr − rl
rl + d
≈ 2(rr − rl)
r2l − d2
.
The integrals are continuous for d → 0, rl > 0, and
−c1
2c2
/∈ [xi, xi+1].
Figure 1 shows the relative error of both approxi-
mations. One could try to glue Equation (58) and (63)
together. That would not be helpful for this application:
in case of analytic integration the constraints are very
large and numerical integration would be based on sets
of precomputed values anyway.
10.4 Numerical solution
Theorem 1 provides the basis for the numerical solution.
The first step is to deduce the sign and size relation
of δv and δw, hence to select the actual case i), ii), or
iii). The discussion of the special cases, rough numerical
integration, the edge current of the last global step
of Newton’s method or a predictor, ... or those cases,
where Equation (24) can be used, provide an initial
guess for f0 together with bounds. Hence, with two (in
some cases three) function evaluations one sign change
of h(f0) := I(f0) + δw = 0 can be constructed, starting
with the initial guess. Some care is necessary to handle
the rapid and slow variation of h, depending on the
distance |f0,k − f0| whith the iteration index k. It is
useful to keep a short history of left and right arguments
and function values for computing the new estimate and
save switching decision to Newton’s method, if h and h′
are consistent with the history. The case small |δv| can
typically be restricted to approximation of data using
one interval only.
Figure 2 compares edge currents for the classical
Scharfetter-Gummel scheme, an approximation of F1/2
with relative errors smaller 1%, and the classical Blake-
more approximation with arguments (ϕl, ϕr, wl) in the
cube [−5, 5]3. As expected, overestimated saturation ef-
fects show up in the classical Blakemore approximation.
11 Discussion and summary
Mean value theorem based arguments are sufficient to
show essential stability properties for discrete drift-dif-
fusion problems and a general construction principle of
spatial discretizations together with boundary conform-
ing Delaunay grids. The proposed construction results
in a unique, dissipative solution of an integral equation
defining the edge current and reproducing the dissipa-
tion of the one dimensional problem up approximation
errors of the governing function, which can be made
smaller than the typical errors in the data of the prob-
lem. This generalized Scharfetter-Gummel scheme is
compatible with the thermodynamic equilibrium and
the characteristic structure of the Jacobian of the an-
alytic problem. A detailed discussion for distribution
functions of special interest in different semiconductor
device applications supplements the general facts. The
short hint to variational formulations should help to
understand the implications of the variational formula-
tion for the structure of special models. On the other
hand, the assumption that the velocity is the gradient
of a potential can be relaxed by either introducing a
potential on a local scale or proper discretizations of a
constant velocity onto edges.
If the strict monotonicity of the density with respect
to the chemical potential is lost, the so called charge-
neutral approximation does not exist for sufficiently
large doping values and, for instance, large applied volt-
ages at gate boundaries. Before that happens one is
entering the problems associated with phase separation
and degenerate diffusion in case of a variational formu-
lation. If f(v) is not anymore strictly monotone, the
Cauchy problem may have more than one solution for
the given boundary data. Dissipativity would still be a
selection criterion. Formally, the integration can be per-
formed by the same technique: for instance one mirrors
f(v) at its maximum at vm ∈ [vl, vr], hence it is a mono-
tone function and a correction of the known difference of
the integral is possible using (f(vm)− f(∞))(vr − vm).
The essential problem is to prove bounds for the so-
lution of the analytic problem away from min(F(v)),
max(F(v)) or to study the consequences of degenerate
diffusion together with the interaction potential defined
by the Poisson equation.
The intuition based on physics would suggest two
(or more) types of particles, each described by monotone
functions (or convex free energy functionals) and one ore
more reactions, that relate the densities in the proper
way.
For models of organic (amorphous) semiconductors,
like EGDM [20], it would be interesting to find states
close to degenerate diffusion either by numerical solution
of the complete set of model equations or experimen-
tally. To some extent (solution methods are expected to
deteriorate) model changes with respect to f(v), F(v)
are reduced to changing approximating functions.
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Fig. 1 Typical approximation properties of a Blakemore type approximation with three parameters (blue) and Pade´ splines
(F1/2(v) with relative errors 1/1000 and 2.5/100, larger errors violate the monotonicity of the approximation).
a) Boltzmann c) Blakemore approximation
F (v) = exp(v) F (v) =
σ
exp(−v)+ γF (v) = F1/2(v)
b) Fermi-Dirac
Fig. 2 Influence of the distribution function on the edge current: shown are isosurfaces of the current for 106 random argument
triples (in UT ) for the Boltzmann case (l.), the Fermi-Dirac integral F1/2 (m.), and the original Blakemore approximation
(σ = 1, γ = 0.27, r.). The amplitude varies by one order of magnitude. x, y, z correspond to ϕa, ϕb, wa; wb = 0. The correction
terms for nonvanishing drift break the symmetry with respect to interchanging ϕa and ϕb, present in the Boltzmann case.
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