A recent paper ͓D. T. Bradley and L. M. Wang, J. Acoust. Soc. Am. 127, 223-232 ͑2010͔͒ has reported inconsistencies between the results of two different approaches for characterizing non-exponential decays in coupled-volume systems. This letter aims to expose the origin of these inconsistencies, which are due to a limitation in the methodology utilized for the analysis presented in the paper referenced above.
I. INTRODUCTION
In a recent paper, Bradley and Wang 1 discussed some inconsistencies in results deriving from two different approaches, the Bayesian probabilistic approach and a linear-fit approach. They suggested that further work should address such inconsistencies. The present letter comments on relevant statements in this paper, 1 so as to expose sources of the inconsistency, which are due to a limitation in the methodology utilized for the analysis presented.
1 Some experimental results and additional Bayesian analysis are provided to show the limited validity of a linear-fit approach. Some further references relevant to the energy decay analysis are also provided so that readers may gain a broader perspective on the issue. Together with that paper, 1 this letter provides a coherent understanding of the energy decay characteristics in coupled-volume systems.
II. ENERGY DECAY ANALYSIS
Having reviewed some existing quantifiers, Bradley and Wang's paper 1 uses the ratio between a late decay time ͑LDT͒ and a decay time T 10 to quantify non-exponential characteristics of sound energy decays. They define the late decay time as the time for the energy level to decay from Ϫ25 to Ϫ35 dB, multiplied by a factor of 6, and T 10 is evaluated similarly from the decay segment between Ϫ5 and Ϫ15 dB. Estimation within these decay segments is based on least-square fitting of a straight-line model. The choice of the ratio LDT/ T 10 as a quantifier is based primarily on specific data sets derived from a geometrical-acoustics computer simulation program, and the definition of these quantifiers such as early decay time, LDT, are illustrated using an idealized conceptual decay curve. 2 The authors of the original paper 1 assert that it provides the most comprehensible results ͑see also Ref. 2 for a detailed review on straight-line modelbased quantifiers and relevant publications͒.
The second approach, Bayesian analysis, is applied to sound energy decay analysis with a nonlinear model,
A brief review of this Bayesian model and Bayesian decay parameter estimations are also given by Bradley and Wang. 2 This model consists of one ͑S =1͒, two ͑S =2͒, or more exponential decay terms, and one linear decay term A 0 ͑t ULI − t͒, which is associated with background noise in the impulse response of the room under consideration. The time parameter t ULI is the upper limit of Schroeder integration. 4 The decay model used in Bayesian analysis is based on the nature of Schroeder integration from statistical roomacoustics theory for coupled volume systems. [3] [4] [5] Bayesian analysis is 6, 7 able to estimate the relevant parameters, including multiple decay times T 1 , T 2 ,..., and corresponding linear coefficients A 1 , A 2 ,... related to the reverberant level, decomposed decay lines and turning points. 8 The Bayesian decay analysis can also provide uncertainty estimates and interrelationships between the parameters of interest. 6, 7 Bayesian decay analysis has also been used by other researchers 5, [9] [10] [11] in architectural acoustics investigations. Below, when discussing Bayesian analysis, all data are taken from normalized Schroeder decay functions, starting from Ϫ5 dB and running to the end of the data record.
In analyzing realistic data, results evaluated from experimentally measured room acoustics data in real halls often demonstrate that the LDT/ T 10 ratio, will produce quantifiers that misrepresent the physical phenomena. Within a preselected level range ͑either for T 10 or LDT͒, a turning point 8 is often present. As a result, the preselected ranges do not properly define the first or second decay slope. Despite acknowledgment of this limited validity in a previous publication, 2 experimental results explicitly showing degrees of data misrepresentation using LDT or T 10 have not yet been discussed in the recent papers.
1,2 This letter provides experimental results to demonstrate some decay characteristics from real measurements. Furthermore, Fig. 4 in Ref. 1 contains at least one decay curve ͑labeled by 0.5% aperture size͒ within the level range between Ϫ25 and Ϫ35 dB which cannot be modeled as a single straight line. Using this data set the present letter highlights degrees of misrepresentation of energy decays using the straight-line models over a small decay segment defined in the recent papers.
1,2
In the present letter, Fig. 1 illustrates the result of an experimental measurement in a one-eighth scale model of three coupled rooms. Table I lists three estimated decay times, together with the linear parameters from Bayesian analysis, using a triple-slope model. The existence of two estimated turning points, one within the level range between Ϫ5 and Ϫ15 dB, and the other between Ϫ25 and Ϫ35 dB, indicate that linear-fit estimations for T 10 or LDT will mischaracterize the system. The decay curve labeled 0.5% aperture size in Fig. 4 in Ref. 1 has a similar feature ͑see Fig. 2 of this letter, and the following discussion͒, containing a curved decay segment within the range between Ϫ25 and Ϫ35 dB. There is then a distinct misrepresentation of the physical behavior of the system when using the linear-fit method for late decay time estimation.
In particular, use of the ratio LDT/ T 10 automatically encapsulates expectations of only double-slope or single-slope decays. In the context of model selection within an inference framework, 12, 13 Fig. 2͑a͒ for ease of comparison.
III. ANALYSIS OF SMALL APERTURE SIZES
In the cases listed in Fig. 5 in Bradley and Wang's paper, 1 among the left two groups ͑aperture size 0.5% and 1%͒ there are data sets in which Bayesian evidence strongly indicates more than two decay slopes ͑in fact, triple-slope decays͒ for explaining the data. The Bayesian evidence is evaluated according to the principle of parsimony ͑Occam's Razor͒, 12, 13 which is implicit in the Bayesian framework. The level ranges and decay times associated with three distinct decay portions can by no means be shoehorned into double-slope decay models. Use of a linear-fit to estimate T 10 and LDT within these two data sets often fails to capture curvatures which hint at certain aspects or suggest certain decay processes associated with desirable perceptual features in the systems. Figure 2 illustrates two examples of the configuration taken from aperture size 0.5% and 1.0% published in the recent paper.
1 Table II lists the estimated Bayesian evidence in the form of the Bayesian information criteria values. Turning point no. 1 lies between Ϫ5 and Ϫ15 dB and no. 2 between Ϫ25 and Ϫ35 dB as shown in Fig. 2͑a͒ . For aperture size 0.5% case, the energy feedback 8 from the reverberant volume back to the main floor occurs at a time instant at 0.7 s, at energy level around Ϫ27.4 dB as the second turning point indicates ͓see Fig. 2͑a͔͒ .
In contrast, the straight-line model for LDT ͑as defined in the original paper 1 ͒ misrepresents the segment between Ϫ25 and Ϫ35 dB, as shown in Fig. 3͑a͒ . When taking the same data as shown in Fig. 2͑a͒ e.g., if one wants to fit a double-slope model to the data using Eq. ͑1͒ with S = 2, the analysis may lead to three possible, yet ambiguous, distinct misrepresentations as illustrated in Fig. 3. In Fig. 3͑b͒ , the double-slope model does not properly represent a decay process starting from Ϫ26 dB downward while it does describe the decay segment of the first 25 dB reasonably. However, use of a linear fit for estimating T 10 fails to detect a curvature within this level range. In Fig. 3͑c͒ , the double-slope model misrepresents the early part, while it does describe the late decay segment starting at Ϫ20 dB downwards. In Fig. 3͑d͒ , the double-slope model misrepresents the decay segment between Ϫ12 and Ϫ30 dB, when it describes both the early segment and the late segment of the decay function at the same time. Using a double-slope model to analyze this data set to find answers of corresponding model parameter values is in question. Even more questionable is to limit oneself to a model set consisting of only single-slope and double-slope models, since neither of them can explain the data properly. In Fig. 3͑a͒ , the single-slope model also misrepresents the decay function, and the misrepresentations by both the single-slope and double-slope models are of similar degree as shown in Figs. 3͑a͒ and 3͑b͒ .
As an analysis method for quantifying energy decay characteristics, Bayesian decay analysis is a model-based method, which critically depends on the model involved. It can also provide misleading estimates, as illustrated in Fig.  3 , if wrong models are used. In this specific application, the decay order ͑number of slopes͒ has to be determined before using the estimated parameters to explain the data. Fortunately, Bayesian framework also embodies decay model selection, and quantitatively implements Occam's razor. 12, 13 One should apply Bayesian model selection to a proper model set to determine which model among the model set is appropriate before interpreting the decay parameters. In this way, one can avoid misinterpreting the decay parameters derived from improper models. In the original paper, 1 use of only pairs of decay ranges, like LDT/T10, appears to be one of the reasons for oversight of triple-slope decays, whereas "the Bayesian analysis did not indicate presence of the double-slope decays," 1 rather, triple-slope decays. Furthermore, Fig. 4 in the original paper 1 also published the decay curve labeled "Aperture size 1.0%." Keeping the same condition, but decreasing the aperture size from 1.0% to 0.5%, the comparison of the energy decays at the same receiver position as shown in Fig. 2͑b͒ , according to the Bayesian analysis by the present authors, indicates that the overall decay time profiles ͑T 1 , T 2 , T 3 ͒ shift with relatively Fig. 2͑b͒ ͑evidenced by two nearly parallel decay slopes with a level difference about 5.96 dB͒. When applying the least square-fit approach to the late decay time ͑LDT͒ estimation as shown in Figs. 2͑a͒ and 2͑b͒ , the estimates provide two distinctly different late decay times LDT= 6.46 s for aperture size 1.0%, LDT= 5.08 s for aperture size 0.5%, respectively.
These examples indicate that the linear-fit approach for fitting a small, preselected decay segment within a fixed level range often misrepresents the modeled decay characteristics, and the Bayesian analysis with decay model selection and decay parameter estimation provides deeper insight into energy decay characteristics. 
IV. RELEVANT DECAY PARAMETERS
Decay parameters, such as the coefficient A i and characteristic decay time T i in Eq. ͑1͒, for non-exponential energy decay, are of primary importance. To understand the underlying acoustics and detailed behavior of sound energy decays either from experimental measurements or computermodeling, it is necessary to consider the individual parameters and their interrelations. Estimation of ratio-based quantifiers ͑including decay time ratios and level differences͒ without considering their absolute values may fail to capture important aspects of the system and result in misleading conclusions.
Double-slope or multi-slope characteristics of the steady-state sound energy decay is of interest to the architectural acoustics community, because such non-singleexponential energy decays are often believed to meet two desirable, yet competing perceptual features: clarity and reverberance. 14 The perceptual attributes of different decay processes are of vital importance in the context of coupledvolume systems. The non-single-exponential curvature, some in the early portion, some in the middle level range of the energy decay, shown in Figs. 1 and 2 in this letter and existing among the data sets ͑aperture size 0.5% and 1.0%͒ discussed by Bradley and Wang, 1 should not be ignored.
V. CONCLUDING REMARKS
The LDT/ T 10 approach used in the recent paper 1 differs substantially from model-based Bayesian decay analysis. Despite brief mention of the limited validity without experimental validations, the recent paper still heavily relied upon the quantifier without showing the degree of data misrepresentation. In particular, use of the ratio LDT/ T 10 prevents users of this quantifier from exploring beyond energy decay characteristics more complex than double-slope decays, leading inevitably to oversight of triple-slope decays. In fact, those quantifiers, whether LDT/T10, T30/T20, or other ratios based on linear fits using two straight-line models within preselected level ranges, prior to the data analysis, can only sometimes detect non-exponential energy decays, but even then do not characterize them with the accuracy necessary to provide deep insight into energy decay characteristics in coupled-volume systems.
It is not surprising that the results from the LDT/ T 10 ratio approach are not consistent with those from the Bayesian analysis. The inconsistencies arise from the substantial differences between the two approaches, the different degrees of accuracy achieved, and the different sets of decay models used in the energy decay analysis. Using both experimentally measured data by the present author's research group, and reconstructions of the data published in their paper, this letter clarifies those differences and identifies the origins of the reported inconsistencies.
Successful application of Bayesian analysis as discussed in this letter and in recent investigations, [6] [7] [8] [9] [10] [11] [12] shows that methods for characterizing non-single-exponential decays, including visual inspection, and methods which compare linear-fits of different portions of logarithmic decay functions ͑e.g., T 20 vs. T 30 or even T 10 vs. late decay time LDT͒ mischaracterize the true behavior of the system. Scientifically, these linear fits are insufficient to properly solve or provide insight into the non-single-exponential decay problems presented by acoustically coupled volume systems.
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