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A second-order difference equation of limit-circle type, with parameter I, is 
transformed into a first-order system. Existence and uniqueness of solutions of this 
system with specified limits at infinity are proved, as well as analytic dependence of 
the solution on the parameter I. 
These results are then applied to the second-order limit-circle equation for the 
purpose of constructing a suitable boundary condition at infinity, and analyzing the 
spectrum and the resulting form of the resolvent. 
1. INTRODUCTION 
We shall consider the second-order difference equation 
bnyn+ 1 +a,~, +b,-,yn-, =AYY, +g,, n = 0, 1) 2 )...) 
(1.1) 
where each a, is real and each b, positive. Such an equation is analogous to 
a singular Sturm-Liouville differential equation on the interval [0, co). It is 
well known (cf. [ 1,2, or 91) that corresponding to the Weyl theory for such 
differential equations, difference equations of the form (1.1) may be 
classified, independently of the complex parameter 1, as one of two types: 
limit-point or limit-circle. In the limit-circle case, for both differential and 
difference equations, there are uncountably many boundary conditions which 
may be prescribed at the singular point 00 to yield a selfadjoint-boundary 
problem. The difficulty associated with this case is in finding an appropriate 
means of determining a particular boundary condition at co. 
The purpose of this paper is to provide a constructive means of deter- 
mining such a boundary condition at 00. The method does not rely on the 
usual existence theorems associated with the selection of certain subse- 
quences. Rather, we shall make use of known solutions of a certain first- 
order system. 
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Specifically, the second-order scalar equation (1.1) is written as a lirst- 
order system of operator equations. A change of variables (variation of 
constants) is performed, using a fundamental system of solutions of the 
homogeneous (g, E 0) scalar equation with 1= 0. The limit-circle case 
implies that both these solutions are 1’ sequences. The result is a first-order 
difference system of the form 
d(n) = IB(n) &I). 
The limit-circle property of the original equation ensures that the entries in 
the matrix B are 1’ sequences. Solutions of such systems can be obtained 
with prescribed limits at co. 
The use of solutions of the second-order equation with k = 0 differs from 
the general theory given, e.g., in Dunford and Schwartz [3], concerning 
boundary conditions which determine selfadjoint extensions of symmetric 
operators. In Dunford and Schwartz [3, Theorem X11.4.31 , general 
boundary conditions are constructed using solutions of the equation with 
A = i and I = -i. 
The techniques of the present paper are analogous to what Fulton [5] has 
done for singular Sturm-Liouville differential equations with limit-circle case 
at co. Fulton uses known (cf., Hartman [6]) theorems concerning solutions 
of the first-order systems with specified limits at co. 
In Sections 3 and 4 of the present paper, corresponding results are proved 
for the first-order system that arises in Section 2. Specifically, existence, 
uniqueness, and analytic dependence on the parameter A of the solution with 
specified limit are shown. 
Finally, a boundary condition at co for the second-order scalar equation is 
constructed using a particular solution of the first-order system. Paired with 
an initial condition, this constitutes a selfadjoint-boundary problem. For a 
particular choice of initial conditions, the second-order equation takes the 
form of an operator equation 
where the operator A can be represented by a Jacobi matrix. This 
formulation of the problem is related to the indeterminate moment problem 
(cf. Akhiezer [ 11). 
Finally, a representation for the resolvent associated with this selfadjoint- 
boundary problem is obtained. Singularities with respect to ,l of this 
resolvent are investigated, and residues are computed at these singularities. 
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2. SYSTEMATIZING THE EQUATION 
We consider the nonhomogeneous second-order difference equation 
bnynt, +a,,y,+b,-, Yn-1 =lYn +g,, n = 0, 1) 2 )...) (2.1) 
defined for sequences ( y-, , y,,, yl, y, ,..., }. We assume that { g,) E I* and 
that each b,, n = -1, 0, 1, 2 ,..., is positive, and each a,, n = 0, 1, 2 ,..., is real. 
Also, we assume that the limit-circle case holds for this equation. This means 
for all complex 1, the homogeneous (g, z 0) equation has exactly two 
independent I* solutions. 
Equation (2.1) can be written in terms of difference operators, 
A(b,-,A-y,)+(a,+b,+b,-,)y,=~~y,+g,, n = 0, 1,2 ).... (2.2) 
Here, d is the usual first-order difference operator: dy, = y,,+ , - y,. A_ is 
the operator defined by A- yn = Ay,- , = y, -y,- , . 
We shall need the following lemma, which is an analog of Lagrange’s 
identity in differential equations: 
Lemma 2.1. Ifp,, n = -1, 0, I,2 ,..., is a solution of 
4L,A-y,)+c,y,=fn~ n = 0, 1) 2 ).... 
and q,, n = -1, 0, 1, 2 ,..., is a solution of 
A@,-,A- Y,,) + c, Y, =g,, n = 0, 1) 2 )...) 
then 
A[b,-,[q,A_p, -p,Lq,ll =&fin -Pra g”, n = 0, 1) 2 ,...* 
In particular, iff, = g, = 0, then 
det 4, P” 1 = 
L,A- 
const. for all = 
b n-IA-q” 
n 0, 1, 2 ,.... 
P,, 
The proof is analogous to that of Lagrange’s identity. 
We can write (2.2) as a system of operator equations as, 
A Y, 
1 [ 
0 E 0 l/b,-, 
b,-,A- Y, = A-(a,+b,+b,p,) 0 ] [ bn-fk,] 
0 
+ [ 1 ) n = 0, 1, 2 ,.... 
67, 
(2.3) 
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Here, E o l/b,-, is the composition of the shift operator E, defined by 
EY, =Yn+1, with the operator which multiplies by l/b,-, . Thus, 
Eo(l/b,-,)(b,-,A-~,)=E(A-y,)=Ay,. 
For u,,, v,, n = - 1, 0, 1, 2 ,..., satisfying (2.2) define the matrix V(u, v)(n), 
by 
q&v)(n)= b “d” u V, 1 b,-,Apv,, ’ n = 0, 1) 2 ).... n-1 - n 
Let pn, qn, n = -1, 0, 1, 2 ,..., be independent solutions of the homogeneous 
equation with A = 0, i.e., p, and q, satisfy 
A(b,_,A_yn)+(an+b,+b,-,)y,=O, n = 0, 1) 2 ,.... 
By Lemma 2.1, we can choose p, and q, such that det IQ, q)(n) = 1 for 
n = O,l, 2 ).... 
Introduce the change of variables for (2.3) 
x,(n) [ 1 x*(n) = I VP, q>(n)1 -’ [b,p~myn], n=O, LL... 
This yields the equation in the form of a first-order system: 
A [cl[ti ]=nr(cn)[::~~~ ]+.Z(n). n=O, 1,2,..., (2.4) 
where 
-4 
I 
and 
4, Pn 
Z(n) = -qn g,. [ 1 Ptl 
Since the limit-circle case holds, (q,} and {p,} are elements of I*. Thus, the 
entries of B(n) are terms of I’ sequences, i.e., 
The matrix norm here is defined by 
Il(aijI = la111 +la121 +la211 + la221- 
We use a similarly defined norm for vectors: 
409/89/2-T 
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We shall also have occasion to use in the following the Euclidean norm for 
vectors, 
We note that with these norms the inequalities l/Bc]l < IJB]II]<l/ and l]B<1]2 < 
]lB]l 1]<]12 hold for a matrix B and a vector r. 
A simple computation shows that B*(n) = 0, so that, e.g., I + AB(n) is 
nonsingular with inverse I - LB(n). 
In the theorems of the next section, some properties of the solutions of the 
first-order homogeneous equation 
d<(n) = Wn) T(n), n = 0, 1) 2 )..., 
are examined. 
3. PROPERTIES OF THE HOMOGENEOUS SYSTEM SOLUTION AT INFINITY 
THEOREM 3.1. Let B(n), n = 0, 1,2 ,..., be a sequence of N x N matrices 
(N > 2) such that 
If c(n), n = 0, 1, 2 ,..., is a vector sequence satisfying the first-order system 
4(n) = B(n) t(n), n = 0, 1) 2 ,...) (3.1) 
then 
(i) 5 is boundedf 11 or a n, i.e., there exists a constant A4 < 00 such that 
II W)ll < M for all n. 
(ii) limn+ c(n) exists. 
ProojY We can write (3.1) as 
C(n + 1) = (I + B(n)) 5(n). 
The solutions of @n + 1) = I. 5( n are all constant, hence bounded. Since ) 
C I]B(n)]l < co, we have the hypotheses of Hukuwara’s theorem (Miller 
17, p. 231) satisfied. Hence, 5 is bounded. 
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Thus, 
n-l n-1 
T llW>ll II5Wll Q ~4 s II Wll 
Jyl j=O 
and this expression tends to M . C,Co 11 B(j)(l < cc as n + co. So, 
J$Yo B(j) e(j) converges absolutely. 
We can write 
n-1 
5(n)= x @A + 5(O) for n > 2 
j=O 
n-1 
= \’ W)W + 5(O). 
,?a 
The limit as n + co of the right-hand side exists, so we have the existence of 
lim,,, r(n), and the theorem is proved. 
LEMMA 3.2. Let B(n) be as in Theorem 3.1 with the additional 
requirement that (I + LB(n)) be nonsingular for each n > 1 and each A E C. 
Then the only solution of 
4(n) = Wn) 5(n), n = 0, 1, 2 ,..., 
such that lim n’oo g(n) = 0 is the solution which is identically zero. 
Proof: We have 
mll:) =@ ’ s> 
=(Llg).Et+&d~ 
(3.2) 
= Re((&) . Et + 5 . A?) 
= Re((dc) . Et) + Re(t . AC) 
= Ret@% . (Et + ?I) 
> - I(&) . 63 + t>l 
> - ll4llz IIE5 + 5lL 
= - IIWn) WI2 IIV + WnN 0) + W)l12 
2 - IWU4 + IV,W3nIl~~ 
where /3,, = IIB(n)ll. We have used the fact that 5 is a solution of (3.2) and 
also that the left-hand side above is real valued. This gives 
IIW + 1X 2 (1 - I~lPA4 + l~lP,))IIWIl~ for n = 0,1,2 ,.... (3.3) 
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Since /3,+ 0, there is a finite Nat such that 
0 < 1 - In l/3,(4 + InIB,) < 1 
for all n > N1. The Inequality (3.3) shows that if c(n,) vanishes for some 
n, > N,, then c(n) must vanish for the values n = N,, N1 + I,..., n,. 
Suppose n’ 2 NA is such that t(n) # 0 for all II > n’. Then (3.3) implies 
IIW + 1>II:/II5(4l: > 1 - IWn(4 + IW,)~ 
which, in turn, implies 
n > n’, 
l15(n>lli h 15(n’>lI~ n C1 - InlPjt4 + I4Pj>) j=“’ 
for n>n’. (3.4) 
The series CJY,(- InlPj(4 + Inl,ZIj)) converges absolutely, since the sequence 
(p,,} belongs to I’, and so the product nz, (1 - 11/13,(4 + lAIDi)) converges 
absolutely. Furthermore, since all terms are positive, the infinite product is 
positive. Also, since each term is bounded by 1, the infinite product is no 
larger than any of the partial products. Thus 
l15(n)lli > llT(n’>llZ f[ C1 - liilPjC4 + lnlPj>) > O 
j=n’ 
for all n > n’. 
But this implies lim115(n)l[2 > 0. 
Thus if lim @M) = 0, we must have infinitely many n > N,l for which 
c(n) = 0, and this, in turn, implies e(n) = 0 for all n > N.A. 
Finally, the fact that 
0 = 5(N,) = (I+ IB(N, - 1)) W, - 1) 
and (Z + AB(N, - 1)) nonsingular imply that g(N, - 1) = 0. Recursively, we 
get t(n) = 0 for n = 0, I,..., NJ - 1. Thus lim E,(n) = 0 implies c(n) = 0 for all 
n > 0 and Lemma 3.2 is proved. 
LEMMA 3.3. Let B(n) be as in Theorem 3.1 and let &(n) be a solution OS 
(3.2). Then for nonnegative integers n, n, we have 
II WOll G II 5,dnJl MA 3 (3.5) 
where M,, = max{ 1, exp(Cj”,i I~lllWIl)~ < 0~). 
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Proof. Fix n,, a nonnegative integer. For n > n, + 1 we can write 
n-l n-l 
c,(n) = 2 A&(j) + C,(n,) = c LB(j) CA(j) + CA(%). 
j=no j-no 
Thus 
n-1 
II Mn)ll < K- jZ0 IA Ill W)ll II 5AAll + II LOb)ll .
From an analog of Gronwall’s inequality (Miller [7, p. 211) it follows that 
( 
n-1 
II 5A,(nIl &II 5,&Il ev 1 11 I IIB(j)ll 
j=no 1 
and so (3.5) holds for n > n, + 1. Similarly, for n = 0, 1, 2 ,..., n, - 1 we have 
5,(n) = - 1 4(j) + Mb) j=n 
and this implies 
II 5.d4ll G II 5,hJll exp (“5’ lMW)ll) j=n 
which gives us (3.5) for n = 0, 1, 2 ,.... 
The following theorem shows that the specification of end conditions at 
infinity uniquely determines olutions of the first-order system (3.2). 
THEOREM 3.4. Let B(n), n = 0, 1, 2 ,..., be a sequence of 2 X 2 matrices 
such that C,“, ]]B(n)]] < co and (I + LB(n)) is nonsingular for each 
n = 0, 1, 2 ,..., and I, E C. Then, given (y,, yJ, yi E C, there exists a unique 
solution CA(n) of thefirst-order system (3.2) such that lim,,, i&(n) = (y,, y2). 
Moreover, the following holds: 
II 5,(n) - &(a )II < II Lh)ll . MA . IA I F II W)ll 
jTn 
(3.6) 
for nonnegative integers n, n,, where MA is as in Lemma 3.3. 
Proof Using Theorem 3.1, Lemma 3.2, and the linearity of Eq. (3.2), it 
is not difficult to construct a unique solution of (3.2) satisfying the given 
limit condition. 
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To prove (3.6), we apply Lemma 3.3 to the solution 5, to obtain 
ll4(~Il 6 I~lIIB(~Illl5n(~Il G ~l~,lI~~~~lllIS~~~~~ll 
for each n and any fixed n,. Thus 
for all n, m such that m > n. Letting m + co, we obtain (3.6). 
4. ANALYTICITY OF SOLUTIONS OF THE HOMOGENEOUS SYSTEM 
WITH SPECIFIED LIMITS AT INFINITY 
We shall now show that when the matrix B(n) satisfies certain conditions, 
then solutions of the homogeneous ystem (3.2) with specified limits at co 
depend analytically on 1. These conditions are met by the particular matrix 
B(n) constructed in Section 2. 
We first require the following lemma, which is an analog of a theorem due 
to Liouville in differential equations (cf., Hartman, [6, p. 461). 
LEMMA 4.1. Zf Y(n) is a 2 x 2 matrix solution of the equation 
AY(n) = A(n) Y(n), n 2 0, 
where A(n) = (av(n)) is a 2 x 2 matrix, and if D(n) = det Y(n), then 
n-1 
W) = NO) 11 WA (.O) + dW(j)) + 11, n> 1. 
j=O 
Here, tr(A(j)) is the trace of the matrix A(j). 
Proof. Put 
[ 
h(n) vi(n) 
YW=h(n) v,(n) I 
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so that D(n)=(b,(n) IJI&z)--$~(~) w,(n) and the vectors 4 = (#r, &) and 
v/ = (wt , wz) are each solutions of d&z) = A(n) r(n). This gives 
with y,, v/* satisfying a similar system of equations. Then, considering 
AD(n) =d(#r(n) v/&) - Q*(n) wl(n)) and using the product rule for the 
difference operator on each term, collecting coefftcients, and using (4.1), one 
obtains 
or 
D(n + 1) = (tr(A (n)) + det(A(n)) + 1) D(n), n>O 
and the solution of this first-order equation is 
n-1 
o(n) = WO) n (W(j)) + de@(j)) + l), n> 1. 
j=O 
This proves the lemma. 
We can now prove 
THEOREM 4.2. Let B(n) be a 2 x 2 matrix us in Theorem 3.4, with the 
additional requirements that tr(B(n)) = 0 and det(B(n)) = 0 for all n. Zf 
&(n) is the unique solution to Eq. (3.2) with a fixed specified limit at CO, 
then <,, depends analytically on A. 
Remark. The matrix 
4” Pn 
of section 2 satisfies the conditions of this theorem. 
Proof of Theorem 4.2. Let #A(n) and B,(n) be solutions of (3.2) 
satisfying initial conditions 4,(O) = ( sin a, -cos a) and 0,(O) = (cos a, sin a), 
0 <a < 2x. Then #A(n) and O,(n) are polynomials of degree n in & hence 
analytic. 
By Theorem 3.1, #A(oo) = limn+03 #A(n) and e,(a) 3 lim,,, 0,(n) exist. 
Also, both solutions satisfy Inequality (3.5). In this inequality, we have 
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M, = max( 1, exp(l1j CEO 1/B(j)il)}. Thus, if K c C is compact, there is an 
M c 00 such that supAeK M, (II I= M. With n, = 0 in (3.5) this implies 
Since the right-hand side 30, this implies #n(n) + #n(co) uniformly on every 
compact subset. Thus, #*(co) is analytic, by the Weierstrass theorem. The 
analyticity of B,(co) follows in exactly the same way. 
Now, for (y,, yz) any vector in C2, let c,,,(n) be the unique solution of 
(3.2) such that 
then Y,,(n) = (CA(n) L,,An)> is a matrix solution of (3.2). So by Lemma 4.1 
we have 
n-l 
det(Y,&)) = det(Y,(O)) 1-1 @(LB(j)) + det(AB(j)) + l), 
j=l 
M > 2. 
But tr(M(j)) = ,I tr(B(j)) 3 0 and det(IB(j)) = ,I det(B(j)) = 0 for all j by 
hypothesis. Therefore, 
det(Y,(n)) = det(Y,(l)) for all n, 
i.e., the determinant is constant in n. Define 
w(A) = det( Y1( I)) E det(Y*(n)) for all n. 
Then 
w(A) = detO’,~(~)) = det(#,t(a) L,A(a)) 
and this is analytic in ,I because @.&(co) is analytic and tmqA(m) f (y,, vz) is 
constant in ;I, hence analytic. 
A similar application of Lemma 4.1 shows that det(r,,,(n) o,(n)) is 
constant in n. Thus 
is analytic, by the analyticity of B,(co). 
From the definitions of w(d) and r(A) we have 
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so that 
(Note that VU4 h(4) is also a solution matrix of (3.2), so that 
deWA@) h(4) IS constant in n and equals det(6,(1) $,(l)) = -cos’ a - 
sin2 a = - 1.) The analyticity of <oo,n ( ) then follows from that of B,k(n), 
#n(n), w(L), and r(A). This proves Theorem 4.2. 
5. SPECTRAL RESULTS 
As in Section 2, we shall consider the nonhomogeneous econd-order 
equation 
bny,, 1 +u,y,+b,~,y,~,=~yy,+g,, n = 0, 1) 2 ).... (5.1) 
defined for sequences ( yP 1, y,, yr ,... }. Ag ain, we assume that the limit-circle 
case holds, and we assume the same conditions on { y,}, a,, and b, as in 
Section 2. 
We impose an initial condition of the type 
]=o, ajell?, a:+a:fO (5.2) 
and we shall proceed to construct an analogous boundary condition at co. 
We shall then determine the eigenvalues of Eq. (5.1), and compute a solution 
of (5.1) at the resolvent values of 1. The residues at the singularities of the 
resolvent will also be computed. 
One can observe that in the special case of (5.2) when a2 = 1 and 
a, =-bk,, condition (5.2) reduces to b_, y-, = 0. Thus, in this case, there 
is no y_, term present in (5.1), and (5.1) can be written in the form 
AY = AY + g, (5.3) 
where y = ( y,, y,, y, ,..., ), g = {go, g,, g, ,..., }, and A is an operator with 
domain a subspace of 12, and which can be represented by the Jacobi matrix 
a, b, 0 0 0 . . . 
b, a, b, 0 0 . . . 
I::: I 
0 b, u2 b, 0 . 1. . 
: . * . . . . . . 
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We proceed now with the construction of a suitable boundary condition at 
co. We introduce the notation U(n) for the matrix V(p, q)(n), where as in 
Section 2, p = (p,) and q = {q,} are independent solutions of the 
homogeneous version of (5.1), with A= 0, chosen so that U(0) = 
V(p, q)(O) = I. Let QA(n), rr = 0, I,2 ,..., be the matrix solution of 
d@(n) = nlqn) @(n) 
satisfying lim,,, eA(n) = I. Here, as in Section 2, 
Jqn)= -“a*pn 
[ 
-q: . 
” 4, Pn 1 
By Theorem 4.1, each column of QA, and hence GA itself, depends 
analytically on A. 
Consider the nonhomogeneous system (2.4). Variation of parameters 
yields a solution of this system of the form 
X,(n) = -@,I@> T-3 @i’(j + 1) Z(j) + @1(n>X,(co), JTU 
n = 0, 1, 2 )...) (5.4) 
where X,(n) = (x,,,(n), ~*,~(n)) is a two-dimensional vector solution and 
X,(a) is an arbitrary-constant (in n) vector. The series converges absolutely 
for each n because the elements of @; ‘(j + 1) are bounded and the 
components of the vector Z(j) = (-qj, pj)gj are in I’. 
Note that 
@h ‘(j + 1) Z(j) 
0 
= qp(j + 1) u-‘(j) g, 
I I I 
= [(I + WA) @A(j>l-’ u-‘(j) [ I ,“, J 
= @;'(j)(Z -M(j)) U-'(j) ,", 
[ I J 
= @;l(j) Z(j) -l@;'(j) U-'(j) y 
[ I 
i Vj> u-'(j) ,", 
I I J 
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so we can write (5.4) as 
x,(n) = -@,I@> _ G @ 1’ (j) Z(j) + GA(n) X*(co), n = 0, 1) 2 ,.... 
i=n 
(5.4) 
LEMMA 5.1. For each n = 0, 1,2 ,..., the series CjYn Q;‘(j) Z(j) 
converges uniformly on compact A-sets, and hence is an analytic function of 
A. 
Proof. Denote the entries in @*3(j) by (#,I),,(j), k, I = 1, 2. Then the 
matrix 
(recall that det QA(j) = det QA(co) = 1) is an analytic function of ,A for each 
j. For any fixed nonnegative integer n, we have 
II @i’(.i)ll = MAI (A + l(h>21 (A + MA2 (A + IkkA (Al 
by Lemma 3.3, since each column of GA is a solution of the homogeneous 
system. The vectors ((#l),k, (#A)2,J(no), k = 1,2, are analytic in A, so in 
particular, they are bounded on every compact A-set. Thus for KC C 
compact, we have 
SO 
SUP II @i ‘(All Q M < 00 
AEK 
for all j = 0, 1, 2 ,.... 
sup (7 @ i’ (j) Z(j) - 
,lEK II ,zj g @i’(j) Z(j) j=n II 
< yf: ,=f+ 1 II @h ‘WIllI W)ll 
j=k+l 
since each component of Z(j) is in 1’. 
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So, again using the Weierstrass theorem, we have CT:” @,a ‘(j) Z(j) 
depending analytically on 1. 
Lemma 5.1 implies that any singularities with respect to 1 of solution (5.5) 
will be due to XA(co). 
Recall that solutions to (5.1) are given by 
Thus, since U(0) = Z, initial condition (5.2) is equivalent to 
0 = Ia,4 xA(0) = I ala21 @A(0)(~A(~) - \“- @h’(j) Z(j)). (5.6) 
JZJ 
We now impose the end condition 
[PAI X,(a) = 09 PiEFIR, p:+p:#O* (5.7) 
Equations (5.6) and (5.7) can be viewed as a linear system in the 
unknown X,( co). 
THEOREM 5.2. For Im ?, # 0, there exists a unique solution X,I(co) of 
system (5.6)-(5.7). This solution is analytic in A in each half plane and 
meromorphic in the whole plane. 
Proof: For existence and uniqueness it suffices to show that the 
homogeneous system has only the trivial solution. Suppose /lXA(oo)il, # 0. 
Then (5.7) implies (X,), (co) = c/I2 and (X,), (co) = -c/?, for some nonzero 
scalar c. Thus, if the homogeneous system has nontrivial solutions we must 
have 
[a,a,] Qn(0) j” =O. [ 1 1 
Since ai, /Ii are real, this also implies 
[ala21 Q,(O) i” =O. 
[ I I 
(53) 
(5.9) 
If we think of (5.8) and (5.9) as a linear-homogeneous system in a, and 
a,, then, since a: + a i # 0, we must have 
D(0) = 0, 
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where 
D(n)=det @ (n) [ * 
It is not hard to see that the vector sequence Q1(n)(-p,, fi,) is a solution of 
so that (f,(L)} defined by 
L 
fn@> 
bn-Id-f”@) I = WI @n(n) 
432 
[ I PI ’ n = 0, 1) 2 )...) 
is a solution of the second-order equation 
btlYn+l a,y,+b,-,y,-,=Qy,, n = 0, 1, 2 ,.... (5.10) 
Replacing I by 1, we see that there is a {f,(x)} related to the solution 
Qn(n)(-/12,/3i) in an analogous way. 
Thus, 
W> = det 11 
= det(U- l(n)) det f,(n) fn(4 
bn-,~-fn@l b,-,~-f,,(~ I 
= -b 
We can now apply the Christoffel-Darboux identity (cf., Atkinson 12, 
p. 981) to get 
-D(n) + D(0) = (A - 1) T1 Ijp)(‘. 
JZJ 
(5.11) 
Now 
lim 9,(n)[ x2]= [ x2] 
n-02 
and 
lim SJ$[~‘]=[~‘]. 
n-m 
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Thus D(co) = 0. Letting n -+ co in (5.1 l), we obtain 
D(0) = 2i Im 1 T’ ]f.(A)i’. 
jr) 
Since @A(n)(-Pz, P,) is a nontrivial (in fact, not vanishing for any n) 
solution, we must have {f,(A)} a nontrivial solution of the second-order 
equation. In particular, D(0) can vanish only when Im A = 0. 
We conclude that the nonhomogeneous system (5.6)-(5.7) can be solved 
uniquely for X,(m) when Im A # 0. In this case we have 
where 
is the determinant of the system. The numerator and denominator of this 
expression for x,(00) are entire functions of A. Since G(A) does not vanish 
when Im A # 0, it is clear that X,(co) is analytic in the upper- and lower-half 
planes. x,(00) has poles at the (necessarily real) zeros of G(A), and so is 
meromorphic in the whole plane. 
This completes the proof of Theorem 5.2, but we can say more about the 
behavior of G(A). The following is an analog of a lemma in differential 
equations due to Mullikin [ 81. 
LEMMA 5.3. Each root & of G(A) = 0 is simple and 
where { f,(A,)} is a nontrivial solution of (5.10) with L = A,, and ck is a 
nonzero-real constant. 
Proof The equation d@,(n) = D(n) QA(n), n = 0, 1, 2,..., implies 
d(d@,/dA)(n) = AB(n)(d@,(n)/dA) + B(n) Q*(n). 
This is a first-order nonhomogeneous equation in the unknown d@>(n)/dA. 
We can express the solution in the form of (5.5) as 
d%(n) ___ = QA(rz) 
d;l I 
(5.12) 
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Note that since QA(n) converges uniformly on compact l-sets to eA(co) = I, 
the Weierstrass theorem implies d@,,(n)/dL converges uniformly on compact 
L-sets to dI/M = 0. Thus (5.12) becomes 
Thus 
(5.13) 
Suppose II, is a zero of G(J). Then G(&) = 0 implies [czla2] QAk(0) = 
c&I,&] for some real scalar ck. Since det @JO) # 0, we note that ck is 
necessarily nonzero. As in the proof of Theorem 5.10, let (f,(&)} be the 
solution of the second-order equation (5.10) defined by 
[ 
.f”@k) 
4l-,A-fn@k) 1 = U(n) @&) jf’ 1 I * 1 
Then, from (5.13) we get 
since each A@,) is real. Once again, since 
lim @,,(n)[ z]= [ 219 
n-+03 
the vector @‘n,(n)(-P,, PJ cannot vanish for any n, and so {fi(&)} is a 
nontrivial solution of (5.10). Thus (dG/dA)@,) # 0, and each Ak is a simple 
zero of G(k). Furthermore, since G(A) is entire, these zeros can accumulate 
only at 111= co. 
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The solution ( JJ,@)} of Eq. (5.1) with initial condition (5.2) and end 
condition (5.7) is given by the first component of the vector yI(ti) defined by 
Y,l(n) = 4’$) L,A- Y,(A) 1 ’ n = 0, 1, 2 )...) 
= U(n) Qn(n) 
L 
X,(00) - 7 Q,‘(j) Z(j) 
.JTPl 1 
=FA(n) X,(n) - F Fi’(j) 
[ 
0 
[ II 
, 
JZ Yj 
where FA((n) = U(n) QA(n). 
The singularities of Y,(n) are just those of X1(~), and from Lemma 5.3 
we know these to be real and simple. We can compute the residues at these 
singularities: 
ACKNOWLEDGMENTS 
The author would like to thank Professor T. W. Mullikin of Purdue University for his ideas 
and helpful suggestions during the preparation of this manuscript. 
LIMIT-CIRCLE DIFFERENCE EQUATIONS 461 
REFERENCES 
I. N. I. AKHIEZER, “The Classical Moment Problem,” Hafner, New York, 1965. 
2. F. V. ATKINSON, “Discrete and Continuous Boundary Problems”, Academic Press, 
New York, 1964. 
3. N. DUNFORD AND J. T. SCHWARTZ, “Linear Operators, Part II: Spectral theory,” Wiley, 
New York, 1963. 
4. T. FORT, “Finite Differences,” Oxford Univ. Press (Clarendon), London/New York, 1948. 
5. C. T. FULTON, Parametrizations of Titchmarsh’s m(l)-functions in the limit circle case, 
Trans. Amer. Math. Sot. 229 (1977), 5 l-63. 
6. P. HARTMAN, “Ordinary Differential Equations,” Wiley, New York, 1964. 
7. K. S. MILLER, “Linear Difference Equations,” Benjamin, New York, 1968. 
8. T. W. MULLIKIN, “Methods of Applied Mathematics,” Lecture Notes, Purdue University, 
West Lafayette, Indiana, 1978. 
9. M. H. STONE, “Linear Transformations in Hilbert Space and Their Applications to 
Analysis,” Vol. 15, American Mathematical Society Colloquium Publications, New York, 
1932. 
409/89/2-S 
