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Abstract—While several attempts have been made to construct
a scalable and flexible architecture for analysis of streaming data,
no general model to tackle this task exists. Thus, our goal is to
build a scalable and maintainable architecture for performing
analytics on streaming data.
To reach this goal, we introduce a 7-layered architecture
consisting of microservices and publish-subscribe software. Our
study shows that this architecture yields a good balance between
scalability and maintainability due to high cohesion and low
coupling of the solution, as well as asynchronous communication
between the layers.
This architecture can help practitioners to improve their
analytic solutions. It is also of interest to academics, as it is a
building block for a general architecture for processing streaming
data.
I. INTRODUCTION
Streaming analytics is playing an important role in solving
problems in various domains, e.g., monitoring climate, fraud
detection, and health management (see [12] for details). The
streaming analytics market is growing rapidly: from $3.08
billion in 2016 to $13.7 billion by 2021 (estimated) [1].
Data from a stream could be interpreted differently by
different use cases. For example, in the case of an e-commerce
website, submitting an order can be a trigger to 1) a warehouse
system to update inventory, 2) a user recommendation system
to provide suggestions to like-minded users, and 3) a customer
profiling system to provide additional recommendations of
similar products.
Not every use case is interested in all the incoming data;
rather they may be looking for a particular event to occur. For
example, for the e-commerce website use case, an analytic
model interested in sales of grocery products has no interest
in data on sales of electronics.
Therefore, it is sub-optimal to feed all the data to all the
analytic models. Only a relevant subset of data should be
delivered to a program dealing with a particular use case. In
this paper, our goal is to introduce a layered architecture that
1) takes heterogeneous streaming data from various sources
as input, 2) identifies a subset of these data relevant to our
business use cases, and 3) performs analysis of the data to
satisfy these use cases.
The architecture consists of a combination of microser-
vices [13] and instances of the publish-subscribe pattern [6],
spread over multiple layers.
A microservice encapsulates a set of tightly coupled fea-
tures of an application. It can serve the functionality of
these features as a single entity. An architecture consisting
of microservices decentralises and separates loosely coupled
features and thus avails the parallelisation of development as
well as testing [13].
A publish-subscribe pattern is an asynchronous communi-
cation hub [6]. An instance of this pattern transmits messages
from publishers to subscribers. It makes the communication
decoupled and scalable, as a publisher does not require to
keep a roster of its consumers. Moreover, a subscriber is not
required to poll a publisher periodically hence the reduction
of response time and delivery latency.
An architecture that has these two building blocks yields a
good balance between maintainability and scalability, as will
be discussed below. We also need to specify the number of
layers in the architecture. Our exploration of multi-layered
architectures shows that the 7-layered one gives good cohesion
and coupling.
The rest of the paper is organised as follows. Section II
defines various architectures, while Section III applies 7-
layered architecture to a business scenario. Section IV provides
related literature. Finally, Section V concludes the paper.
II. ARCHITECTURES
Business use cases dealing with analysis may vary, ranging
from sentiment analysis of a product, to supply chain analysis,
to prediction of a future stock price. Thus, the output from the
models will vary, ranging from business intelligence report
(e.g., identifying potential cases to improve a business), to
automated notification to a warehouse (e.g., telling when to
replenish the stock), to an order to a trading platform (e.g.,
directing to buy or sell a stock).
Example II.1. Suppose an analyst would like to estimate stock
price of a company. One can aggregate Rich Site Summary
(RSS) news feeds targeting global economic analysis, political
feeds, newspaper and magazine articles about the economic
sector in which the company operates, news feed about com-
pany itself, etc. All of the information will then be fed into an
analytic model that will try to predict the movement of stock
price, based on historical information. We are going to use
this example throughout the paper.
This is a relatively straightforward problem, when dealing
with a single financial product or stock. However, a large
organisation typically needs to perform, in parallel, analysis
of multiple products and/or stocks. This implies that the same
piece of data may be used by multiple models. For example,
if we are to estimate stock price of multiple companies, then
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news feeds related to global economic and political analysis
would be relevant to each of these companies.
One can build a solution involving multiple models as a
monolith application. However, this will lead to a number of
challenges. For example, scalability will be poor (as vertical
scaling is expensive, while horizontal scaling is fragile [23]);
maintainability and comprehensibility will be low finally,
reliability and availability will be inadequate. Thus, one needs
to reduce the coupling of the components that implement
various features of the analytic system. There are multiple
ways to reach this goal.
For example, one can start separate processes for different
tasks, making monolithic system multi-processed (and, poten-
tially, multi-threaded). This solution scales vertically but has
challenges with horizontal scalability (as it is challenging to
reliably deploy processes on multiple compute nodes).
Another example is using microservice-based architecture,
which helps to overcome horizontal scalability challenge and
improve maintainability. However, tightly coupled microser-
vices (with intense flow of data between them) impact so-
lution’s performance. Moreover, communication dependency
risks the maintainability of the system (as the break of com-
munication may lead to loss of data). Thus, microservices need
to be loosely coupled, and a communication failure between a
pair of microservices of a system should not bring the full
system down. An asynchronous communication1 is a good
option to avoid such a failure.
Thus, “sharding” the functionality using microservices and
passing information between these microservices, using an
instance of publish-subscribe pattern, yields a good balance
between scalability, maintainability, comprehensibility, relia-
bility, and availability.
Assuming that our architecture is layered, how many layers
do we need and which functionality goes into which layer?
Below we will explore a number of cases.
As mentioned in Section I, the building blocks of our
architecture are publish-subscribe pattern and microservices.
The primary focuses of the design are 1) to move only relevant
data towards a microservice based on its use case(s) and 2) to
make the components independent of each other and hence
easily pluggable. A combination of both of these has a good
impact on performance of the system with high throughput
and low latency. On top of that, pluggable feature eases the
deployment, maintenance, and regression testing efforts.
Formally, the number of layers in our architecture can be
summarised using the formula 2n+1. Odd layers perform data
transformation, while even layers serve as a communication
mechanism. That is, i-th layer will pass messages from i− 1
layer to i+ 1 layer. We consider cases n = 0, 1, . . . , 4 below.
To preserve space, we give detailed description only of the
n = 3 case and a cursory one of the remaining cases.
1Note that asynchronous communication would also help to improve
scalability of a monolith application, but the issue of maintainabil-
ity/comprehensibility would remain.
A. 1-layered architecture (n = 0)
This case yields one layer. It is a special case, where
we do not have a separate communication layer. For every
analytic model, we will have an individual microservice; data
extraction, transformation, filtering, and analysis for a given
model will be implemented in the same microservice.
This solution is better than monolith; the pros are as follows.
We can scale each microservice individually. The code is easier
to maintain and comprehend (as the source code for each use
case is maintained separately). The solution is more reliable
and available: if we break one microservice, the rest will still
be functioning.
There are also cons. This solution leads to computational
overhead, as all the programs will have to duplicate their data
extraction efforts. Each program will have to monitor every
data input to make sure that all the relevant data points (e.g.,
news articles relevant to a given model) are captured.
B. 3- and 5-layered architectures (n = {1, 2})
As we increase the number of layers, we will continue
separating the functionality to reduce coupling and to increase
cohesion of the components of our solution.
In the case of the 3-layered architecture, the first layer
extracts the data from various input feeds and publishes the
data to topics of the second layer, the third layer contains
microservices implementing analytic models. They listen to
the relevant topics in the second layer and execute analytic
models, when new data get published into a topic of interest.
In the case of the 5-layered architecture, the first four layers
further decouple data extraction and transformation logic.
Layers 2 and 4 implement publish-subscribe pattern. The first
layer listens to inputs, transforms data to universal format, and
publishes the data to the topics maintained by the second layer.
The third layer listens to the topics of the second layer, applies
business logic on a received message, categorises the message,
and publishes it to a topic maintained in the fourth layer. The
last (fifth) layer consumes the data from the relevant topics in
the fourth layer and executes the model.
In addition to pros that 1-layered architecture has, the 3- and
5-layered architecture split data extraction and transformation
logic from the analysis one. This further increases cohesion
and decreases coupling of the layers, improves code compre-
hensions (as the amount of code per component decreases)
and maintainability.
However, cohesion and coupling are not ideal yet, as the
model’s analytic and data gathering logic are still bundled
together in the last layer, hence the need for an additional
pair of layers.
C. 7-layered architecture (n = 3)
To further improve coupling and cohesion, we factor out
(into separate layers) logic related to core data extraction,
transformation, and analysis activities, namely, converting,
splitting, aggregating, and modelling. The layers communicate
with each other with an instance of publish-subscribe pattern.
A diagram of the 7-layered architecture is given in Fig. 1.
Details are provided below.
1) Converter: The first layer listens to L data streams/feeds,
converts the data to universal format, and publishes the data to
topics maintained by the second layer. The second layer imple-
ments publish-subscribe pattern and hosts L topics, working
as a data transmission channel between the first and the third
layer. There is a 1-to-1 relation between microservices in layer
1 and topics in layer 2.
An example of conversion logic is given below. A system
can have multiple input sources, such as RSS feeds, Twitter
feeds, and files in different formats (e.g., PSV, Parquet, JSON,
and Avro). These different formats will be transformed to
a universal format (e.g., JSON) and then resulting data will
be published to a topic of the second layer. The benefit of
having a universal format is that downstream microservices
and publish-subscribe layers will be able to interact in the
same format.
2) Splitter: L microservices in the third layer listen to L
topics of the second layer. There is a 1-to-1 mapping between
topics of the second layer and microservices of the third
layer. Each microservice applies business logic on a received
message, categorises the message, and publishes it to one or
more topics of the fourth layer. Those messages that do not
relate to any topic are discarded. Thus, there is a 1-to-many
relation between microservices in the third layer and topics in
the fourth layer.
The fourth layer implements publish-subscribe pattern, host-
ing X topics, and works as a data transmission channel
between the third and the fifth layers. The actual value of
X is typically independent of the number of input streams
and models and is dictated by the nature of use cases and the
data.
Going back to Ex. II.1: a company can be categorised based
on the sector where it operates (e.g., energy, healthcare, or
technology). Suppose our analytic models, predicting stock
prices of companies, are interested in the news articles only for
the sector in which a given company operates. Then, to reduce
the amount of computations by each model (which listens to
the news articles coming to various topic), a microservice in
the third layer will take an article from the “news articles”
topic in the second layer, identify sectors discussed in this
article, and then publish the article to the topics managed by
the fourth layer. Say, if an article discusses healthcare and
technology sector, then it will be published to two topics:
“healthcare” and “technology”.
3) Aggregator: The logic specifying a list of topics of
interest for a given analytic model resides in the fifth layer.
Microservices in this layer will listen to one or more topics in
the fourth layer, aggregate the messages from multiple topics
into one topic per analytic model, and publish the messages to
topics in the sixth layer. There is one microservice per analytic
model. The total number of models is denoted by N . Thus,
there will be N microservices in this layer. There is a many-
to-many relation between the topics in the fourth layer and the
microservices in the fifth layer.
For example, if an analytic model from Ex. II.1 is interested
in predicting the stock price of a healthcare company Acme,
a microservice implementing data aggregation logic for this
model in the fifth layer will listen to topics “healthcare” and
“global economy” in the fourth layer, focusing on the news
related to Acme2. Then the microservice will post a message
to a topic in the sixth layer.
The sixth layer implements publish-subscribe pattern, one
topic per model, hence N topics, and works as a data trans-
mission channel between layers 5 and 7. There is a 1-to-1
relation between microservices in layer 5 and topics in layer
6, as well as between topics in layer 6 and microservices in
layer 7.
4) Modeller: The seventh layer implements N analytic
models, one microservice per model, consumes the data from
the relevant topics in the sixth layer, and executes the model.
Note that these microservices may also access external ser-
vices, e.g., persistent storage3 that contains older versions of
the models, historical data, etc.
5) Pros vs. Cons: This architecture has each particular data
extraction and transformation feature residing in its own layer.
This leads to further increase of cohesion and decrease of
coupling of the layers, improves code comprehensions (as the
amount of code per microservice decreases) and maintainabil-
ity in comparison with the 5-layered architecture.
However, the disadvantage of this architecture is data du-
plication. In the above example, the same news article was
published to two topics (“healthcare” and “global economy”).
This leads to increased space requirement, as we now need
to store (in memory and/or in persistent storage) the same
article in two topics. It also leads to increase of the overall
number of messages (and transactions per unit of time) that
have to be handled by the publish-subscribe software. We will
analyse when this trade-off is acceptable from computational
perspective in Section II-E.
D. n > 3
If a solution has a more complex data extraction and trans-
formation logic, one may add additional layers. For example,
we can partition Splitter logic into separate layers (say, to
separate coarse-grained splitting from fine-grained splitting).
Going back to Ex. II.1, if n = 4, “healthcare”-related
articles posted by layer 3 into layer 4, will be further split
into topics “biotechnology” and “healthcare equipment” by
layer 5 into layer 6, before being aggregated in layer 7 (which
will post aggregated data into layer 8, which finally will be
consumed by models in layer 9). However, we found that
n = 3 was sufficient for the problems that we faced.
2Obviously, an article processed by third layer may end up in both topics
(say, we may have a long-read on the global economy with some references
to the healthcare sector). A microservice in the fifth layer can detect such
duplicate artefacts by checking unique id of an article (essentially, one can
track the complete chain of transformations associated with a given message
using Breadcrumbs concept [2]) and either eliminate or keep a duplicate record
(depending on the needs of an analytic model that it is serving).
3It can also be used to save new data points and update model’s state.
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Fig. 1. A diagram of the 7-layered architecture. Dashed lines represent publish-subscribe layers. Vertical dash-dotted line separates data preparation layers
from the analytic layer. Arrows denote flow of data. “Data repo” represent persistent storage that the models may access to get or set additional data (as
discussed in Section II-C4).
E. Analysis of complexity
We performed worst-case scenario analysis, comparing 1-
and 7-layered architecture. Details of the analysis can be
accesses in the supplementary materials [9].
In nutshell, the order of computational complexity for both
architectures is O(MN), where M is the total number of
messages in all input feeds. However, the key difference is in
the form of the functions governing running time of processing
the data in the 1- and 7-layered architectures (denoted by T 1
and T 7, respectively), hence the difference in performance.
The duplication (as the analysis shows) is driven by the
messages published by microservices of layer 3 into topics of
layer 4. Let γ denote the total number of messages in layer
4. In the worst-case scenario, γ = MX , i.e., every message
is published to every topic.
However, we have never seen such a scenario in practice,
as the number of messages that would be relevant to each
and every topic of interest is infinitesimally small. Moreover,
large number of messages gets discarded, as they have no
relevance to the topics of interest, leading to further decrease
of γ. Thus, formally γ = ωδ, where ω ∈ (0, X] is the average
number of posts per message that do not get discarded, and
δ ∈ [0, 1] is the fraction of the messages that are not discarded
(on average).
We answer the question of when the 7-layered architecture
produces results faster than the 1-layered one, by exploring
under which conditions T 1 > T 7 holds (for the worst-case
scenario) in [9]. The analysis shows that the inequality holds
when
ωδ < (cN − c1 − c2 − c3)/(c5N + c6N + c4), (1)
where c is the highest cost of extracting, transforming and
filtering a message in the 1-layered architecture and ci is the
highest cost of performing an operation in the i-th layer of the
7-layered architecture. Given that c is the cost of extracting,
transforming, and filtering data,
c ≤ c1 + c3 + c5. (2)
This fact, in a limit as N →∞, simplifies Eq. 1 to
ωδ < (c1 + c3 + c5)/(c5 + c6). (3)
This gives us an estimate of the maximum value of ωδ when
7-layered architecture will be faster than 1-layered one for a
large value of N .
For example, if c1 = c3 = c5 = c6 = 1, then ωδ < 1.5.
That is if we retain 80% of the messages (δ = 0.8), and the
value of N is large, and the average number of posts to layer
4 for a remaining message is less than 1.9 (≈ 1.5/0.8) topics,
then 7-layered architecture is more efficient.
Let us explore the relation between ωδ, N , and cis graphi-
cally, by plotting Eq. 1 (where we substitute c with its upper
bound from Eq. 2). We plot two cases in Fig. 2: 1) when
ci = 1 for all i and 2) when c1 = 10, c2 = c4 = c6 = 1,
c3 = c5 = 5. The former setup simulates a case when the cost
of all operations is identical, the latter – when the extraction
and transformation is the most expensive, assigning messages
to topics is cheaper, and passing messages is the cheapest. For
a large N (as per Eq. 3), ωδ < 1.5 and ωδ < 3.3, respectively.
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Fig. 3. Architecture for trading application scenario. Objects and relations
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Fig. 2 suggests that we reach these limiting values for a
relatively small N : when N = 100, ωδ ≈ 1.48 for the former
and ωδ ≈ 3.3 for the latter case. That is Eq. 3 can serve as
an upper bound approximation for Eq. 1 for a large N .
The actual values of cis would vary depending on the
business use cases; thus, one has to recompute Eq. 1 and/or
Eq. 3.
III. BUSINESS SCENARIO: TRADING APPLICATION
To conserve space, we present below a single scenario based
on Ex. II.1, discussing how it can be implemented using the 7-
layered architecture. Note that the same principles would apply
to scenarios from other industries. An instance of architecture
for this example is given in Fig. 3.
1) Version 1: We are tasked to build a solution, whose
objective is to execute different analytic model predicting
prices of financial instruments. Suppose we need to 1) estimate
the price of a healthcare company Acme (that we introduced
in Section II-C3), which will be done by an analytic model m1
and 2) predict the price of a healthcare sector stock portfolio,
which will be performed by an analytic model m2.
Suppose we have three input streams: two RSS news feeds
(i1 and i2) from two news agencies and one stock price data
feed (i3) from a stock exchange. Then, we will implement
three microservices in layer 1 (Converter), listening to each in-
dividual input stream. Microservices s1,1 and s1,2 will receive
news articles (from i1 and i2, respectively) and microservice
s1,3 will get stock prices (from i3). The microservices will
transform obtained data to a universal format and publish the
data to the corresponding topic of the second layer (s1,1 to
t2,1, s1,2 to t2,2, and s1,3 to t2,3).
The third layer (Splitter) will have three microservices
subscribed to each individual topic in the second layer. Two
microservices, s3,1 and s3,2 (listening to the news topics t2,1
and t2,2) will keep only the articles related to healthcare
and publish them to topic t4,1 of the fourth layer. The third
microservice s3,3 (listening to stock prices in t2,3) will publish
stock prices of all healthcare companies to topic t4,2. The
remaining news articles and stock prices will be discarded.
Given that we have two models, m1 and m2, we will
have them implemented in two corresponding microservices
of the seventh layer. They will listen to topics t6,1 and t6,2 of
the sixth layer, respectively, waiting for the data required for
analysis.
Suppose that an analyst decided that m1 requires data
on Acme stock prices as well as healthcare-related news
articles. Thus, in the fifth layer (Aggregator), we will build
a microservice s5,1 aggregating the data from topics t4,1 and
t4,2, and then publishing these data to t6,1.
Suppose further that an analyst determined that m2 requires
data on prices of all healthcare companies and healthcare-
related news articles. Then another microservice s5,2 in layer
5 will aggregate the data from t4,1 and t4,2, and then publish it
to t6,2. We are now ready to test and ship v.1 of our solution.
Note that s5,1 filters out all the messages from t4,2 that
are not related to Acme. Instead, we could have created a new
topic in layer 4, to which s3,3 would publish only Acme prices.
This would decrease the amount of computing. However, as
the number of models and companies increases, it may cause
excessive fragmentation of topics in layer 4 and make logic
of s3,3 unmaintainable.
2) Version 2: After some period of operation, we received
a new requirements: m2 now needs global economic news to
better estimate healthcare sector stock portfolio.
To implement this requirement, we will create a new topic
t4,3 in the fourth layer. We will alter the logic of s3,1 and s3,2,
asking them to publish global economic news to t4,3. We will
also ask s5,2 to start listening to t4,3. Note that the rest of
the microservices and components remain intact. We are now
ready to test and ship v.2 of our solution.
Note that we had to alter four microservices (s3,1, s3,2,
s5,2, and m2) and to create one topic t4,3; the remaining
17 microservices and topics remained intact. Thus, we can
focus testing efforts only on the altered microservices and their
downstream counterparts (whereas in the case of monolith
application we would have to perform regression testing of
the complete solution), hence the reduction of testing efforts
and decrease of testing time.
3) Version 3: Later on we elicited a new requirement: the
analyst now needs to estimate the price of company Globex,
operating in a technology sector. To do that, the new model
m3 will require global news and stock prices of Globex. To
achieve this, we will create a new topic t4,4 in the fourth
layer and will ask s3,3 to publish technology stock prices
there. We will also create new microservice s5,3 that will
aggregate required data from t4,3 and t4,4. Similar to s5,1,
s5,3 will preserve only Globex prices from t4,4. It will then
publish the data to newly created topic t6,3 in the sixth layer,
to which a newly created model m3 will listen to. We are
now ready to test and ship v.3 of our solution. Similar to v.2,
we focus testing efforts on a subset of created and altered
microservices and their downstream counterparts, leading to
reduction of testing efforts and shortening of testing phase.
IV. RELATED LITERATURE
A. Architecture for Microservices
A significant body of work exists on microservice architec-
ture, see [8] for review. Microservice-based solution easily
leverage provisioning of resources as well as elasticity of
Cloud infrastructure [11].
Microservice architectures are also cost efficient, in com-
parison with a monolith one. Villamizar et. al. [20] performed
cost comparison study, showing that a microservice solution
built with AWS Lambda [17] is 77% cheaper than a monolith
application. Balalaie et al. [4] recorded lesson learned on
replacing a monolithic backend service by microservices,
concluding that microservice architecture reduces the time to
deploy new features and improves scalability.
While designing microservice, it is important to define the
size of the microservice as it controls the trade-off between
scalability and performance [21]. It is also important to
keep tightly coupled components in the same microservice
to improve performance [21]. To address these, Klock et
al. [11] proposed an open-source tool (MicADO) to define
scalable microservice, based on a given requirement model and
workload. We are leveraging this knowledge in our approach,
by implementing individual features of analytic use cases in
individual microservices. The objective is to decentralise the
loosely coupled use cases and thus reduce the I/O latency of
interactions among microservices.
B. Architecture for Streaming Data
With the availability of reliable fault tolerant tools and
infrastructure, enterprises are building streaming applications
to act on real-time data (at least 13 frameworks exist for
processing streams [3]). While classic software architecture
design principles still apply to analytic applications processing
streaming data, the data have direct impact on architectural
decision making and quality attributes [15].
Esposito et al. [7] proposed a publish-subscribe-based ar-
chitecture for streaming data analytics. The authors consider
having a single service layer (SL) between a publisher and a
subscriber. The key difference between this and our architec-
ture is that we set up multiple layers (instead of a single layer)
to funnel out specific data to a proper microservice.
Xhafa et al. [22] created an architecture tailored for Internet
of Things based (IoT) systems. It senses, extracts, filters,
formats and outputs the data in one single process. This type
of architecture is less scalable than microservice-based one
and is challenging to implement and maintain. Hromic et
al. [10] propose an OpenIoT middleware [19] based approach
to collect IoT data and push it to a cluster in a Cloud to
apply real-time analysis. This is a use case specific architecture
and is not applicable as a general software architecture for
streaming data analysis. Moreover, this architecture does data
transformation, extraction, and analysis in the same service,
making it challenging to alter the code.
Complex event processing based architecture in [5], sim-
ilarly to our approach, considers “push-based architec-
ture (publish-subscribe)” instead of “pull-based architecture
(client/server)”. The authors proved that push based architec-
ture is superior to pull based one in terms of accuracy and time.
However, [5] is use case centric and has only one service layer.
In contrast, our approach can handle multiple use cases within
the same architecture and can scale up or down as required.
Nakamoto et al. [16] proposed another IoT-based data
centric software architecture. The authors focus on automotive
industry. Their approach is similar to ours, as they have data
stream management system for all sensors, so that downstream
application can get relevant data as required. However, this
approach is also based on a single layer (designed for a specific
use case), while ours is multi-layered and general.
Simmhan et al. [18] proposed a data-driven analytics plat-
form to meet dynamic demand optimisation of smart electrical
grids. The objective is to detect the supply-demand mismatch
and correct it on the fly. The idea is to ingest the grid data
to a secured repository for researchers and apply pre-trained
scalable machine learning model. We cannot compare our
architecture with theirs as the details were not provided in [18],
but their solution is tailored for a particular use case.
Crowdpulse [14] is a framework doing real time semantic
analysis on text of social streams. The authors emphasised
semantic analysis of streaming data rather than flexible archi-
tecture of streaming application.
To the best of our knowledge, at present, there exists no
literature on a generic framework that can handle different
use cases for streaming analytics, hence our focus on closing
this gap.
V. CONCLUSION AND FUTURE WORK
In this paper we presented a 7-layered architecture for
analysis of streaming data and compared it with a 1-layered
based architecture (as it is the most prevalent solution today).
The first six layers of the architecture perform data ex-
traction, transformation, filtering, and aggregation. The last,
seventh, layer carries analytic models.
Odd layers contain microservices that communicate with
their upstream and downstream counterparts asynchronously
via topics (hosted by publish-subscribe software) in the even
layers. Microservices in a given layer are independent of each
other.
This setup ensures low coupling and high cohesion of the
solution, leading to its increased scalability and maintainabil-
ity. However, such setup may cause data duplication, which
may lead to space and computing overhead. We perform
formal worst-case scenario analysis and derive simple and
tractable formulas that show when the 7-layered architecture
is more applicable to a business use case than the 1-layered
one (from the computational perspective).
Based on our practical experience with financial and e-
commerce applications, the 7-layered architecture would be
beneficial to a large number of business use cases. Thus, the
architecture may aid practitioners, as it allows them to improve
their analytic solutions. This work is also a building block for
a general architecture for processing streaming data, therefore,
it is of interest to academics.
In the future, we plan to explore applicability of this
architecture to domains outside of streaming analytics realm.
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