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,r (R n ) for max{1, n/4} < r < n/2. Our method is based on the perturbation of linealization together with the L p -L q estimates of the heat semigroup and the fractional powers of the Laplace operator. As a by-product of our method, we shall prove the decay property of solutions as the time goes to infinity.
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Introduction
In this paper, we consider the Cauchy problem of the semi-linear Keller-Segel system of parabolicparabolic type in R n for n 3,
where u = u(x, t) denotes the density of amoebae and v = v(x, t) denotes the concentration of the chemo-attractant, while u 0 = u 0 (x) and v 0 = v 0 (x) are the given initial data and γ is a non-negative constant.
Keller and Segel [15] proposed the mathematical model describing the aggregation process of amoebae chemotaxis. Although they suggested the general system, among them, (KS) is nowadays one of the most common formulations of the chemotaxis system. The problem (KS) was first investigated by Childress and Percus [10] in bounded domains with the Neumann boundary condition. They suggested that the phenomena of blowing-up solution depends on the space dimensions and conjectured that in the case of n = 1, the blow-up of solution cannot occur; and regarding to the case of n = 2, both global existence and blow-up may occur according to the size of mass of u 0 ; and for the case of n 3, the blow-up can occur for every initial data. Indeed, for n = 2, in bounded domains in R 2 , this conjecture was rigorously proved by Nagai, Senba and Yoshida [21] which showed the time global existence for small initial data. However, for the cases of n 3, existence and nonexistence problems had been open questions. Corrias and Perthame [7] first treated the case n 3 and constructed a global weak solution for small initial data. Furthermore, they [8] investigated an asymptotic behavior of the weak solution as t → ∞.
The purpose of this paper is to show the time global existence of strong solutions to (KS) with n 3 for small initial data in the scaling invariant class. We also prove the uniqueness of our strong solutions as well as the decay property in L p (R n ) as t → ∞. To get around difficulty of our parabolic-parabolic system, as a good approximate problem of (KS), the following decoupled system of parabolic-elliptic type was considered:
where Ω is a bounded domain in R n with the smooth boundary ∂Ω. In fact, in (KS) pe , v can be represented by the Bessel potential of u such as v = (− + γ ) −1 u. So, (KS) pe is reduced to the single equation for u with quadratic nonlinearity with the differential order zero. Such a procedure makes the original system (KS) much easier.
Jäger and Luckhaus [14] treated the case of n = 2, and first constructed a blow-up solution of (KS) pe . Simultaneously, they gave such a conjecture that "the existence of global solution or blowup phenomena within a finite time" may be determined according to the size of u 0 L 1 (Ω) . Their conjecture was proved rigorously by Nagai [20, 23] for (KS) pe . Concretely, it was shown that when n = 2,
(1) if B L u 0 dx < 8π , then the solution (u, v) of (KS) pe exists globally in time on B L := {x ∈ R n ; |x| < L}, and (2) if Ω u 0 dx > 8π , and Ω u 0 |x − q| 2 dx is small for q ∈ Ω, then the solution u of (KS) pe blows up in a finite time.
More precise investigation of the blow-up solution in B L was established by Herrero and Velázquez [11] . Indeed, they showed that there is a radially symmetric solution u(x, t) of (KS) pe defined on (0, T ) with some T < ∞ such that u(t, r) → 8π · δ(0) + ψ(r) as t → T , where δ(0) is the Dirac mass centered at the origin and ψ is some radially symmetric function.
It should be noted that in the whole plane R 2 , the question whether the solution exists globally in time or blows up in a finite time is a delicate problem. In particular, in the case of γ = 0, we need to deal with the logarithmic potential instead of the Bessel potential. Recently, Blanchet, Dolbeault and Perthame [4] proved that R 2 u 0 dx = 8π also exhibits the threshold number.
As for the case of n 3 and γ = 1, Nagai [22] showed that the solution of (KS) pe blows up in a finite time if u 0 satisfies the assumption that R n u 0 |x| n dx u 0 L 1 (R n ) together with some other conditions. As for the case of n 3 and γ = 0, Corrias, Perthame and Zaag [9] refined Nagai's condition more simpler in such a way that (H0)
, and u 0 L 1 (R n ) is large enough, for a constant C 0 small enough. Moreover, they [9] showed that if u 0 is small in L n 2 (R n ) for n 3, then there exists a time global weak solution of (KS) pe in R n . Recently, another aspect for the relation between blow-up and the constant γ was investigated by the second author [28] 
,r (R n ). As a by-product of our method, we shall prove the decay property of solutions as the time goes to infinity. Our result now reads:
then there exists a unique solution {u, v} of (KS) in
Moreover, such a solution {u, v} has the following decay property:
as t → ∞.
Here and in what follows, we denote by f p , 1
Remarks. (i) Theorem 1 states existence and uniqueness of the time global strong solution to (KS) with small initial data. For smallness of u 0 and v 0 , it suffices to restrict their size of homogeneous norm such as (0.1); we need smallness neither for u 0 r nor for v 0 r . Furthermore, the constant ε 0 in (0.1) can be taken uniformly with respect to γ 0.
(ii) The space of initial data {u 0 , , which coincides with norms such as (0.1).
(iii) Corrias and Perthame [7, 8] proved the existence of a global weak solution with the decay property under the assumption that u 0 r + ∇v 0 n for r > n/2 is sufficiently small. As for the parabolic-elliptic system (KS) pe , Corrias, Perthame and Zaag [9] recently gave a global weak solu-
Their method is different from ours, and they showed only uniform bound for t > 0 of u(t) p for 1 p ∞. On the other hand, our theorem yields some decay properties such as (0.4) and (0.5). See also (0.11) in Theorem 2 below.
(iv) For
Hence it seems to be an interesting question whether we can construct a global solution of (KS) with 
the second author [26, 27] -norm in the quasilinear case of m 1 and q 2. Moreover, in [26, 27] , the following decay rate was obtained
as t → ∞. In fact, more precise asymptotic profile for u as t → ∞ can be showing. It is proved by Luckhaus and Sugiyama [18, 19] that u(t) converges to the well-known Barenblatt solution as t → ∞. 6) then the solution {u, v} of (KS) given by Theorem 1 fulfills
If we assume additionally that
It holds the mass conservation such that
for all 0 t < ∞. Furthermore, we have the following decay properties:
Remark. For the additional properties such as (0.7)-(0.9) we do not need to restrict the size of u 0 1 and v 0 1 .
Concerning non-negativity of the solution to (KS), we have Theorem 3. For n/3 < r < n/2 and s > n/2r − 1, there is a constant ε 2 = ε 2 (n, r, s) ε 1 with the following p ∞, Nagai, Syukuinn and Umesako [24] showed the asymptotic profile of u(t) and v(t) with the convergence rate as t → ∞ similar to (0.11).
(ii) For n 4 and s > n/2r − 1 we have an inclusion
,2 for some p > n. Here (X 0 , X 1 ) θ,q with 0 < θ < 1 and 1 q ∞ denotes the real interpolation space between X 0 and X 1 .
(iii) Similarly to Theorem 2, for the additional non-negativity property (0.13) we need only smallness of u 0 and v 0 in the homogeneous norm such as (0.12).
Proof of Theorem 1
In what follows, we shall denote by C the constants which may change from line to line. In particular, we denote by C = C (·, . . . ,·) the constant which depends only on the quantities appearing in parentheses.
By the Duhamel principle, let us first rewrite (KS) to the following integral equation:
Then we have
. There is a positive
with the property
+ 1, where BC denotes the bounded continuous function.
Remark. Later on in Lemma 1.3, we will see that for uniqueness of the solution {u, v} of (IE) in the class (1.1) and (1.2) the condition (1.3) is redundant. Indeed, we show that every solution {u, v} of (IE) in the class (1.1) and (1.2) fulfills necessarily (1.3).
The following proposition plays an essential role for the proof of Lemma 1.1.
Proposition 1.1. Let n
3 and let 1 < r < n. Suppose that 1/2 < μ < n/2r and
where C = C (n, r, μ, δ) is independent of u and v.
Proof. We make use of the Sobolev imbedding. For 0 κ < n/2r, it holds
n/2r and 0 < δ 1 < n/2r. Taking r 1 and r 2 so that 1/r 1 = 1/r − 2μ 1 /n and 1/r 2 = 1/r − 2δ 1 /n, we have by assumption that 1/r = 1/r 1 + 1/r 2 . Hence it follows from (1.5) and the Hölder inequality that
Similarly, defining δ 2 = δ − 1, we have 0 < δ 2 < n/2r. Taking r 3 and r 4 so that 1/r 3 = 1/r − 2μ/n and 1/r 4 = 1/r − 2δ 2 /n, we have by assumption that 1/r = 1/r 3 + 1/r 4 . Hence, it follows from (1.5) and the Hölder inequality that 
(1.9)
Notice that since n/4 < r < n/2, it holds
To solve (IE), we consider the following successive approximation:
for all m = 1, 2, . . . . Indeed, by (1.8) with p = r, we may define a 1,σ and b 1,ζ as 
Hence by (1.14) and (1.15) we may define a m+1,σ and b m+1,ζ as 
Under the hypothesis
(1. 19) we see that (1.18) has two pairs of positive roots, so we adopt the smaller one {x, y} such as
For a moment, let us assume (1.19). Then it is easy to verify that
Next, we shall show that for n 2r
(1.24)
We shall first show (1.22) for σ = μ and (1.23) for ζ = δ. In the same way as (1.12) it holds
Suppose that (1.25) is true for m. Then similarly to (1.14) and (1.15), we have by (1.21) that
for 0 σ < 1 and for all 0 < t < T and that 
we see that Y can be diagonalized as
, 
for all 0 < T < T . Now, from (1.31), (1.32) and (1.33) we obtain (1.22) and (1.23). Let us show that the limit {u, v} given by (1.22) and (1.23) is a solution of (IE). For this purpose, we let m → ∞ to both sides of (1.11). By (1.32) and (1.33) we see easily that
(1.34) Furthermore, by (1.31) with σ = μ and ζ = δ we have in the similar manner to (1.26) that
Hence, letting m → ∞ in both sides of the third identity of (1.11) we obtain from (1.32) and the above that
( 
Hence by (1.8) we have Step 2. Uniqueness. Let {ũ,ṽ} be another solution of (IE) in the class (1.1) and (1.2) with the property (1.3). Set U (t) = u(t) −ũ(t) and V (t) = v(t) −ṽ(t). We put
Then in the same way as in (1.26) and (1.27) we have
(− ) μ U (t) r β A(t) y * (t) + B(t)x * (t) t n 2r
−1−μ , (− ) δ V (t) r β A(t)t n 2r −δ for all 0 < t < ∞. Since A
(t), B(t), x * (t) and y * (t) are non-decreasing functions of t > 0, we conclude from the above estimate that

A(t) β y * (t)A(t) + x * (t)B(t) , B(t) β A(t)
for 0 < t < ∞.
(1.38)
On the other hand, by (1.3) there is t 0 > 0 such that
Then from (1.38) we conclude that
We next show
(1.40)
For this purpose, we may prove the following proposition.
Proposition 1.2. There is a positive constant ξ = ξ(n, r) such that if u(t) =ũ(t) and v(t) =ṽ(t) for 0 t s for some s ∈ [t 0 , ∞), then there holds u(t) =ũ(t), v(t) =ṽ(t) for
In the same way as in (1.26) and (1.27), we have
CÂ(t)(t − s)
1+μ−δ for all s < t < ∞. SinceÂ(t) andB(t) are non-decreasing functions of t ∈ [s, ∞), we obtain from this estimateÂ
(t) C M Â (t) +B(t) (t − s) 1−μ ,B(t) CÂ(t)(t − s)
1+μ−δ for s < t < ∞.
for all 0 < t < ∞ and h > 0 with 0 < κ < 1 − σ . Similarly we can handle I 3 (t; h) as
for all 0 < t < ∞ and h > 0. Now it follows from (1.43), (1.44) and (1.45) that
(1.46)
In the same way, we have
with C independent of f and h, we have
for all 0 < t < ∞ and h > 0 with κ < μ + 1 − δ = n/2r + 2 − 2δ. Similarly, we have
for all 0 < t < ∞ and all h > 0. Hence it follows from (1.47), (1.48) and (1.49) that
(1.50) 
Postponing proofs of Propositions 1.3 and 1.4, we shall prove Lemma 1.3.
Proof of Lemma 1.3. Let us take 0 < T < ∞ and fix it. We define K 1 and K 2 by 
By (1.52), it holds
Hence it follows from uniqueness assertion of Lemma 1.1 that
for all 0 < t < T * . By (1.53) we have
, by letting s → +0 in the above estimate, we see 
which implies that the function η(t;
is well defined and uniformly bounded in t > 0. Obviously by definition, we see that η(t;
n/2r v 0 r < ε}. For every ε > 0, it holds 
For every u 0 ∈ K 1 and v 0 ∈ K 2 , there are some 1
for all 0 < τ < t. Taking the supremum of the above estimate for τ ∈ (0, t) and
Letting t → +0 in both sides of this estimate, we have
Since ε > 0 is arbitrary, we conclude that lim t→+0 η(t; 
with C = C (n, r). Since n/3 < r, we can take σ so that n/2r − 1/2 < σ < 1. Taking p > n with 1/p = 1/r − 2σ /n, we have 
for all 0 < t < ∞ and all m = 1, 2, . . . . Hence we may take k in (2.1) as
where C = C (n, r, σ ).
Similarly from (1.24)-(1.26) it follows that
for all 0 < t < ∞ and all m = 1, 2, . . . , which implies that 6) where
We next show (2.2). For m = 1, we have
Hence we may take l 1 ≡ u 0 1 . Suppose that (2.2) is true for m. Then it follows from (1.8) and (2.1)
for all t > 0, where C = C (n). So, we may take l m+1 as 8) then it holds (2.9) which yields that the limit u of {u m } ∞ m=1 satisfies (0.7). Indeed, by (1.24), (2.1), (2.2) and (2.6) we have that
for all 0 < t < ∞ and all m = 1, 2, . . . . Since the right-hand side of the above estimate is nondecreasing for t > 0, we obtain from (2.8) that
which yields (0.7). Let us now check validity of (2.8). By (2.4) and (2.5) we have It follows from (1.8), (2.2) and (2.
for all t > 0. This implies (0.8).
We next prove (0.9) and (0. 
for all t > 0 and all m = 1, 2, . . . . Hence for every fixed ε > 0 we have
Hence by (2.11) we have
which yields (0.9). Similarly, we have by the second identity of (KS) and the above that 
(1−
) .
Hence we may take g m+1 as
Hence, in addition to (2.8), if 14) then it holds (1−
Since (2.14) is achieved according to the size of (− ) n 2r
We next consider the case for p = p 1 with
We make use of the identity
Similar argument also holds for p 2 with
By (0.10) it is easy to see that 
Proof of Theorem 3
We shall first show that
for some q with n < q < ∞. . Then, under the hypotheses (0.12), we see that the solution u given by Theorem 1 satisfies
To this end, we need to return to the approximate solution {u m } ∞ m=1 defined by (1.11). Let us first show that We next show that
(3.8)
Since we can take σ slightly greater than n/2r − 1/2, we may assume that n < q p. 
