Abstract-In this paper, we investigate the problem of flow routing and fair bandwidth allocation under interference constraints for multihop wireless networks. We first develop a novel isotonic routing metric, RI 3 M, considering the influence of interflow and intraflow interference. The isotonicity of the routing metric is proved using virtual network decomposition. Second, in order to ensure QoS, an interference-aware max-min fair bandwidth allocation algorithm, LMX:M 3 F , is proposed where multiple paths (determined by using the routing metric) coexist for each user to the base station. In order to solve the algorithm, we develop an optimization formulation that is modeled as a multicommodity flow problem where the lexicographically largest bandwidth allocation vector is found among all optimal allocation vectors while considering constraints of interference on the flows. We compare our RI 3 M routing metric and LMX:M 3 F bandwidth allocation algorithm with various interference-based routing metrics and interference-aware bandwidth allocation algorithms established in the literature. We show that RI 3 M and LMX:M 3 F succeed in improving network performance in terms of delay, packet loss ratio, and bandwidth usage.
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INTRODUCTION
T HE use of relays to improve the performance of broadband wireless access (BWA) networks has been the subject of intense research activities in recent years [1] . With the use of multihop relaying, increasing number of users, and limited spectrum, wireless multihop BWA networks are limited by two main resources: bandwidth and network capacity. While bandwidth refers to the achievable data rate, capacity refers to the data transport capacity available for each link in the network. Achieving high throughput and fair allocation of resources among competing users (or flows) in wireless networks is one of the most important problems in data communications. However, these two objectives may conflict with each other [2] . Max-min fairness (MMF) is considered to be an efficient approach that balances these two conflicting objectives by preventing starvation of any flow, and at the same time, increases the bandwidth of a flow as much as possible. The concept of fairness in wireless networks is a quality of service (QoS) policy and can be applied to various design issues such as scheduling and routing [3] , [4] .
Interference and Fairness in Routing
Efficient routing between pairs of nodes in communication networks is a basic problem of network optimization; discovering available relaying paths (routes) between a source and destination node is a critical prerequisite for the success of multihop wireless networks. In this context, the classic MMF problem was originally defined for wired networks in order to allocate bandwidth to a set of given routes [5] . Research on MMF routing in the wired environment can be split into two categories: nonsplittable and splittable (multipath). In the nonsplittable case [5] , [6] , an MMF distribution of resources (bandwidth) to connections is done for fixed single path routing. In the splittable (multipath) MMF routing case, the traffic demands are allowed to be split among multiple flows (paths) [7] , [8] , [9] . Multipath routing has long been recognized as an effective strategy to achieve load balancing and increase reliability. It has been shown in [9] that multipath (splittable) demand routing is a linear relaxation of the nonsplittable case, thus rendering the problem computationally tractable. To improve the transmission reliability and increase the probability of network survivability, the multiple paths can be selected to be link disjoint. In this case, the multipath routing approach is referred to as disjoint multipath routing.
An important feature of multipath routing is the ability to provide QoS in terms of fair bandwidth allocation. Fairness-based routing protocols that use the max-min model have been recently proposed [10] , [11] , [12] , [13] , which focus on the lexicographic (node ordering) optimization of routing for fair bandwidth allocation. These solutions can lead to high throughput with guaranteed max-min bandwidth allocation values. However, they are formulated in ideal scenarios. Specifically, the inherent influence of wireless interference has been neglected.
In the wireless environment, allocation of bandwidth to paths sharing a set of links is complicated by the interference that is generated by simultaneous transmissions. Interference can be divided into two categories: interflow and intraflow. Interflow interference is generated when two links belonging to different flows are active on the same channel at the same time. Intraflow interference is when two links belonging to the same flow are active on the same channel at the same time. The effects of interference using the MMF approach have been quantified using graph-theoretic approaches (i.e., conflict/contention graph) which ultimately exploit the protocol interference model (i.e., transmissions interfere only within a specific range) [14] , [15] . The authors in [14] , [15] have provided a theoretical foundation for fairness in wireless networks. However, the reliance on such graph-based models induces binary conflicts which means any two links either interfere with each other or they are active simultaneously, regardless of the other ongoing transmissions, which is not true in practice [16] . Thus, a more practical interference model such as the physical model (also known as Signal to Interference Noise Ratio (SINR) model) can provide a less restrictive and realistic quantification of interference. Although the SINR model has been used for achieving channel assignment and scheduling [17] , [18] , little research on SINR-based fair routing and bandwidth allocation exists.
Interference-Based Routing Metrics
Providing fault tolerance and QoS provisioning in the presence of interference are major issues that must be studied jointly in wireless networks in order to gauge a realistic sense of network performance. Developing routing metrics has long been the central focus of network-layer protocol design. To compute paths using an interferenceaware routing metric is essentially equivalent to computing minimum weight (shortest) paths where the link weight is generated by the routing metric. In order to efficiently compute minimum weight paths using algorithms such as Dijkstra's shortest path or Bellman-Ford, the routing metric must be isotonic. The isotonic property essentially means that a routing metric should ensure that the order of the weights of two paths is preserved if they are appended by a common third path. In addition, isotonicity ensures loopfree routing. If a routing metric is not isotonic, only algorithms with exponential complexity can calculate minimum weight paths, which is not tractable for networks of even moderate size [19] .
The two most prominent metrics are Expected Transmission Count (ETX) [20] and Expected Transmission Time (ETT) [21] . ETX is defined as the expected number of MAClayer transmissions needed to successfully deliver a packet through a wireless link. ETT improves upon ETX by considering the differences in transmission rates. Although both metrics are isotonic, neither considers interference. The earliest metric to consider interference is Weighted Cumulative ETT (WCETT) [21] . This metric essentially captures intraflow interference by reducing the number of nodes on a path of a flow that transmit on the same channel; it gives low weight to paths that have more diversified channel assignments. However, WCETT does not capture interflow interference and is not isotonic which prevents the use of an efficient loop-free routing algorithm to compute minimum weight paths. The Metric for Interference and Channel switching (MIC) [19] improves WCETT by capturing interflow interference and overcomes the nonisotonicity problem. However, MIC does not measure interference dynamically, meaning that changes to interference level over time due to signal strength and traffic load may not be captured accurately. The Interference AWARE (iAWARE) routing metric [22] computes paths with lower interflow and intraflow interference than MIC and WCETT. It uses Signal-to-Noise and Signal-to-Interference-Noise ratios, SNR and SINR, respectively, to continuously monitor neighboring interference variations. Yet, iAWARE is not isotonic. Recently, improvements to the ETX and ETT metrics such as Interferer Neighbor Count (INX) were proposed in [23] . Similar to MIC, INX takes into account interference through the number of links that can interfere on a link l. This metric performs better only in low traffic load conditions, and therefore, load balancing is not completely resolved.
According to the main requirements of interference, load awareness, and isotonicity, existing routing metrics address only some specific requirements. For this reason, in this paper, a new routing metric is proposed in order to simultaneously address all of these aspects.
Contributions and Organization
In this paper, we study the issues of routing and fair bandwidth allocation in the presence of interference in wireless networks. 1 Our contributions are twofold and can be summarized as follows: First, we design an isotonic routing metric which is cognizant of interference and provides reliable multipath routing. The routing metric is used to quantify the interference on the network links such that least interfering paths can be obtained. The Routing with interflow and Intraflow Interference Metric (RI 3 M) captures both interflow and intraflow interference while balancing link load. We illustrate the isotonicity of the RI 3 M routing metric through virtual network decomposition. We then use RI 3 M to find disjoint paths from each user to the base station. Second, we develop an MMF optimization formulation that finds the fairest (lexicographically largest) bandwidth allocation vector for the demands. The MMF optimization formulation explicitly considers the constraints of wireless interference on the individual flows. We refer to this algorithm as the Lexicographic MMF Multipath Flow (LMX:M 3 F ) algorithm. The remainder of this paper is organized as follows: Section 2 discusses the system model and relevant assumptions. In Section 3, the RI 3 M routing metric is discussed along with proof of isotonicity using virtual decomposition, while in Section 4, the LMX:M 3 F optimization formulation is developed. The performance evaluation through simulations is given in Section 5. We conclude the paper in Section 6.
Our network topology is based on the multihop cellular network (MCN) model used in emerging BWA networks [26] . As shown in Fig. 1 , the network architecture has three tiers of wireless devices: 1) the set of user nodes which are the lowest tier has limited functionality (i.e., do not communicate with one another and have no routing capability); 2) the set of relay nodes that route packets between the user and BS (and also communicate with one another) is the second tier; and 3) the base station is the highest tier and is connected to the wired infrastructure. In order to avoid single points of failure (i.e., failure of a relay node which will disrupt traffic flow), the relays are connected in a mesh manner so that multiple paths are available between the user and BS thereby increasing service availability and fault tolerance.
This topology setup ensures that the network is at least two-link connected (i.e., each node has at least two-link connections to other nodes). Through Menger's Theorem [27] , it has been shown that for two distinct nodes x and y, the minimum number of edges whose removal disconnects x and y is equal to the maximum number of pairwise link disjoint paths from x to y. Thus, in our case, twoconnectivity is a necessary and sufficient condition to find a solution for two disjoint paths for each user node to the base station. Two-connectivity in wireless networks has been studied in [28] and [29] . 2 We assume that each relay node is equipped with omnidirectional transceivers and relays are used purely for packet forwarding (i.e., relays do not inject traffic into the network). We assume that each user and relay node have fixed transmission power P max , where the P max value is different for the user and relay nodes. Node power level determines the transmission range and interference range which, in turn, determines the SINR of a specific transmission from that node. By keeping the power level of each node the same, we can simplify the interference calculation (since the SINR is dependent on the node's transmission power) and keep the topology of the network unchanged. We also assume that channels have been assigned to the links in the network using a generic link coloring approach. In addition, each node knows the geographic location of all the other nodes in the cell via location discovery schemes [30] . This information is necessary for the receivers to feedback SINR measurements to their respective transmitters.
Interference Model
We represent the network architecture by a communication graph G ¼ ðV; EÞ, where V is the set of nodes (relays, users, and BS) and E is the set of edges. In the literature, there are two prominent interference models: protocol model and physical model. The protocol model states that two simultaneous transmissions will interfere only within a certain predefined interference range. The physical interference model is less restrictive than the protocol model. It states that a communication between nodes u and v is successful if the SINR at v (the receiver) is above a certain threshold. The SINR for transmission between u and v is given as follows:
where P v ðuÞ is the received power at node v due to node u, N is the noise power, V 0 is the subset of nodes in the network that are transmitting simultaneously, and is the SINR threshold.
In this paper, we consider both the protocol and physical interference models, similar to the approach given in [31] . To be specific, we use the following variation of the protocol model, used to accurately mimic the behavior of CSMA/ CA-relay-based cellular networks [26] . Let R The transmission range represents the maximum distance up to which a packet can be received, while the interference range represents the maximum distance up to which simultaneous transmissions interfere. In the literature, the interference range is usually chosen to be twice as large as the transmission range which is not necessarily a practical assumption [16] . The actual values of the transmission and interference ranges depend on the transmission power used by the nodes. To provide realistic limits for R 2. It must be noted that maintaining two-connectivity is a necessary condition for finding two disjoint paths from each user to the base station. Guaranteeing two-connectivity is feasible in a static wireless environment as considered in this paper. However, in the presence of mobility, twoconnectivity of the network cannot be ensured due to time varying changes in the topology. Thus, this constraint and the solutions obtained in this paper are pertinent for static wireless networks. , then the solution is more realistic.
Since link-layer availability is required for CSMA/CA, an ACK packet is generated by each receiver for every data packet it receives. Due to carrier sensing and RTS/CTS/ ACK exchanges, a transmission along link e ¼ ðu; vÞ (in either direction) blocks all simultaneous transmissions within the interference ranges of u and v. In the physical interference model, successful reception of a packet sent by node u to node v depends on the SINR at v. To be coherent with the link-layer availability, we extend the physical interference model as follows: We assume that a packet sent by node u is correctly received by node v if and only if the packet is successfully received by v, and the ACK sent by node v is correctly received by node u. Furthermore, for a transmission from node x to node y that is concurrent with the packet on ðu; vÞ, we account for the interference both from node x 0 s data packet and node y 0 s ACK. Although only one of x and y transmits at a time, their data and ACK packets could both overlap with either the data packet or the ACK along ðu; vÞ. Thus, we choose the maximum of the interferences from x and y when calculating the total interferences at u and v. Note that which of the two (x or y) contributes the maximum interference could be different at u and v. Thus, a packet sent along link ðu; vÞ (in either direction) is correctly received if and only if:
and
where E 0 contains all links that have simultaneous transmissions concurrent with the one on ðu; vÞ.
It must be noted that optimization techniques to find an efficient algorithm that determines the collision domain and backoff times for each node based on the interference range have been studied [33] . The authors propose closed-form expressions for the mean backoff time in terms of path flow variables, making it possible to optimize the network based on multipath routing. However, their approach is analytically complex. In addition, since the focus of this paper is to incorporate the physical-layer interference into the protocol model, determining the optimal collision domain and wait periods is not relevant.
Isotonicity
As mentioned earlier, isotonicity reflects the ability of a routing metric to compute minimum weight and loop-free paths. Assume that for any path a, its weight is defined by a routing metric, which is a function of a, denoted as W ðaÞ. Denoting the concatenation of two paths a and b by a È b, isotonicity can be defined as follows: Fig. 2 illustrates the isotonicity property. In [19] , it was shown that isotonicity is a sufficient and necessary condition for both the Bellman-Ford and Dijkstra's algorithms to find minimum weight paths that are loop-free. Therefore, if a routing metric can be proven to be isotonic, any variation of a shortest path algorithm can be used to route packets in a wireless network.
ROUTING WITH INTERFLOW AND INTRAFLOW
INTERFERENCE METRIC (RI 3 M)
Problem Formulation
The RI 3 M interference routing metric takes into consideration the following three factors: interflow interference, intraflow interference, and traffic load. Interflow interference generally results in bandwidth starvation for some nodes since a flow contends for bandwidth along its own path and its neighboring area. To prevent such starvation, the routing metric must balance the traffic load along the path of the flow and reduce the interflow interference imposed in the neighboring area. RI 3 M consists of two components. The first component, IL, deals with interflow interference and load awareness. The second component, channel switching cost CSC, captures intraflow interference. We now formalize our routing metric. Let GðV; EÞ be an undirected, two-connected network, where V is the set of nodes and E is the set of links. Let p be a path from a user node to the BS. We define RI 3 M as follows:
where node i represents a node on path p and link ði; jÞ represents a link on the path p.
IL ij Component
The IL ij component is intended to depict information about the interflow interference and traffic load simultaneously. It consists of two separate subcomponents. To capture the interflow interference, we use the concept of the interference ratio (IR) [22] , which is based on the physical interference model. The IR depicts the interference based on the ratio between SNR and SINR. The IR captures interference by monitoring the signal strength values. When there is no interference (i.e., no interfering neighbors or no traffic generated by interfering neighbors), the SINR of link ði; jÞ is independent of the interflow interference and the quality of the link is determined by the intraflow interference component. Equation (5) shows the IR ratio:
where SNR is given by PjðiÞ N and the SINR in the numerator is the sum of the SINR values given in (2) and (3).
To estimate the traffic load on a wireless relay node, a typical approach is to measure the traffic volume going through the corresponding node in terms of byte rate or packet rate. Unfortunately, this approach is unable to give an accurate estimate of the usage of the radio channel at which the node operates because the total capacity of the network is not fixed and depends on many factors, such as the physical transmission rate of each relay node, frame size, number of retransmissions, interference, etc. Simply counting the bytes or even packets going through a relay node fails to take into account these factors. In light of these limitations, the authors of [34] adopt an alternative approach to estimate the traffic load, which is based on the percentage of channel time of the relay node that is consumed for frame transmission.
To measure the traffic load, we use the concept of Channel Busy Time (CBT). A radio channel's time consists of a series of interleaved busy periods and idle periods. A busy period is a time period in which one node attempts to transmit frames, while other nodes hold off their transmission. An idle period is a time period in which every node considers the radio medium available for access. Using the CBT, it is possible to estimate the traffic load (channel utilization) on each link. The CBT calculation is the percentage of time that a channel is busy (transmitting). In order to compute this time, we first define the different states that a node can be assigned:
. Success: This state refers to the case where a node has successfully received the acknowledgment of the packet it has sent. . Backoff: Even though a node has some data to transmit and the medium is free, there is a random waiting period (during which the wireless medium has to remain idle) before it starts sending its data. . Wait: If there are ongoing transmissions within the interference range of the node which causes the SINR threshold to drop below , it has to wait until the ongoing communications are completed before starting its own. . Collision: In this state, a node which has sent a packet never receives an acknowledgment for this packet. Let T success , T backoff , T wait , and T collision be the time spent, respectively, in the states Success, Backoff, Wait, and Collision. The idle time (i.e., time where there is no data to keep the channel busy), T idle , considers backoff times, collision times, and the waiting times. Thus, the percentage of time the channel spends idle is defined as
Let us denote the denominator of (6) as the total time T total . Then, the CBT for a link ði; jÞ is defined as
The CBT is used as a smoothing function, weighted over IR ij . Using the IR ij and CBT ij subcomponents, IL ij is defined as follows:
where 0 IR 1 and 0 CBT 1.
CSC Component
To reduce the intraflow interference, the RI 3 M routing metric uses the CSC component. CSC, originally defined in [19] , designates paths with consecutive links using the same channel with higher weight than paths that alternate their channel assignments. This allows paths with more diversified channel assignments to be favored in the routing process. Intraflow interference can occur between successive nodes on a path, however, depending on the interference range, it can also occur between nodes further away along the path. In this case, it is necessary to consider the channel assignments at more hops in order to choose an effective path that reduces intraflow interference. To eliminate the intraflow interference between node i and its previous hop, prevðiÞ, node i must transmit to the next hop, nextðiÞ, using a different channel from the one it uses to receive from prevðiÞ. CSC denotes CHðiÞ as the channel that node i transmits on to nextðiÞ. The CSC of node i for intraflow interference reduction of successive nodes is given as
where w 2 > w 1 ! 0 to ensure that a higher cost is imposed for those nodes that transmit on the same channel consecutively. In order to capture intraflow interference between two nodes that are 2 hops away, node i interferes with both nodes prevðiÞ and prev 2 ðiÞ, where prev 2 ðiÞ is the node that is the 2 hop precedent of i. According to [19] , the multihop extension of the CSC equation of (9) 
where w 3 captures the intraflow interference between nodes prev 2 ðiÞ and i and w 2 captures the intraflow interference between nodes prevðiÞ and i. The weight w 3 must be strictly less than the weight w 2 because since the further away that two nodes are, the less interference exists between them. We consider intraflow interference up to the limit of a node's interference range which is typically within a 3 hop range.
Virtual Network Decomposition to Illustrate Isotonicity
The RI 3 M routing metric is not isotonic if used directly. We can see this in the example network given in Fig. 3 . In the example, a link is represented by three parameters: starting node of the link, ending node of the link, and the channel the link transmits on. If we assume that link ðA; B; 1Þ has a smaller RI 3 M value than link ðA; B; 2Þ, the weights of paths ðA; B; 1Þ and ðA; B; 2Þ satisfy: RI 3 MðA; B; 1Þ < RI 3 MðA; B; 2Þ. However, adding path ðB; C; 1Þ to path ðA; B; 1Þ introduces a higher cost than adding ðB; C; 1Þ to ðA; B; 2Þ because of the reuse of channel 1 on path ðA; B; 1Þ È ðB; C; 1Þ. Thus, RI 3 MððA; B; 1Þ È ðB; C; 1ÞÞ > RI 3 MððA; B; 2Þ È ðB; C; 1ÞÞ, which does not satisfy the definition of isotonicity as given in Section 2.2.
To make RI 3 M into an isotonic routing metric, we use a decomposition technique that creates a virtual network from the real network and decomposes RI 3 M into isotonic link weight assignments on the virtual network. First introduced in [19] to prove the isotonicity of the MIC routing metric, the decomposition of RI 3 M is based on the fact that the nonisotonic behavior of RI 3 M is caused by the different increments of path weights due to the addition of a link on a path. Whether a cost increment will be different by adding a link is only related to the channel assignment of the previous link on the path. Since the possible assignments of channels for the precedent link are limited, we introduce several virtual nodes to represent these possible channel assignments. Namely, for every channel c that a node X 0 s radios are configured to, two virtual nodes X i ðcÞ and X e ðcÞ are introduced. X i ðcÞ indicates that node prevðXÞ transmits to X on channel c. X e ðcÞ indicates that node X transmits to its next hop nextðXÞ on channel c. The subscript i stands for ingress and the subscript e stands for egress. In addition, two additional virtual nodes are introduced, X À and X þ , which represent the start and end nodes of a flow (i.e., X À is used as the virtual destination node for flows destined to node X and X þ is used as the virtual source node for flows starting at node X). Hence, X þ has a link weight with 0 pointing to each egress node and X À has a link weight 0 with each ingress virtual node of X.
Links from the ingress virtual nodes to the egress virtual nodes at node X are added and the weights of these links are assigned to capture different CSC costs. Link ðX i ðcÞ; XeðcÞÞ represents that node X does not change channels while forwarding packets, and hence, weight w 2 is assigned to this link. Similarly, weight w 1 is assigned to link ðX i ðcÞ; X e ðc1ÞÞ, where c 6 ¼ c1, to represent the low cost of changing channels while forwarding packets. Links between the virtual nodes belonging to different real nodes are used to capture the IL weight. Fig. 4 shows the virtual decomposition of Fig. 3 .
By building the virtual network from a real network, RI 3 M is essentially decomposed in the real network into weight assignments to the links between virtual nodes. This is because the RI 3 M weight of a real path in a real network can be reconstructed by aggregating all of the weights of the virtual links on the corresponding virtual path. The IL part of RI 3 M is reflected in the weight of the links between virtual nodes in different real nodes. The CSC costs are captured by routing through different virtual links inside real nodes. Table 1 illustrates the real network mapping into the virtual network.
Multipath Routing Using
Now that RI 3 M has been shown to be isotonic using a virtual network decomposition, it can be used with any shortest path algorithm to find least interfering (minimum weight) paths. The problem of finding two link disjoint paths (primary and backup) of minimum total weight across a network has been dealt with efficiently by Suurballe's algorithm [35] . The algorithm developed by Suurballe has become the reference algorithm for finding link disjoint paths in wireless networks. Suurballe's algorithm always finds two link disjoint paths from a source node to the destination, as long as the paths exist in the network, assuring the total weight of both paths is the minimum among all pairs of paths in the network. We run Suurballe's algorithm on the virtual network G v ðV v ; E v Þ, where V v and E v are the nodes and links of the virtual network, respectively. The link weights are determined by the values of the RI 3 M routing metric. Due to space constraints, the steps of Suurballe's routing algorithm are omitted in this paper. For further details of Suurballe's algorithm, refer to [35] . 4 . Decomposition of the network in Fig. 3 into a virtual network to show that RI 3 M is isotonic. 
Problem Formulation and Definitions
In this paper, we model the MMF bandwidth allocation problem as a multicommodity flow (MCF) problem. The MCF problem is a network flow problem where multiple commodities (demands) flow through the network. We consider the case that each demand has two candidate paths (where the paths are determined by using RI 3 M). Thus, the flows realizing each demand volume are split among the allowable paths. In the remainder of this paper, we will denote vectors with bold letters and an arrow overhead. We will denote optimal vectors as regular vectors except with an additional star (*).
Definition 4.1 (Multicommodity Flow). Given D demands,
let edp x dp ! 0 be the flow allocated to path p of commodity edp x dp C e .
The capacity of link e 2 E is denoted C e and is mathematically expressed as
where SINR e is given in (1) . In this paper, our objective is to attain the MMF bandwidth allocation vector under interference constraints where the allocation vector is lexicographically the largest possible.
Definition 4.2. An n-vectorx ¼ ðx 1 ; x 2 ; . . . ; x n Þ sorted in nondecreasing order ðx 1 x 2 Á Á Á x n Þ is lexicographically greater than another n-vector y ¼ ðy 1 ; y 2 ; . . . ; y n Þ sorted in nondecreasing order ðy 1 y 2 Á Á Á y n Þ if an index k, 0 k n exists, such that x i ¼ y i for i ¼ 1; 2; . . . ; k and x k > y k .
In the following section, we will discuss how our lexicographic bandwidth allocation algorithm is formulated using the interference-aware routing metric developed in Section 3.
LMX:M 3 F Algorithm
Given the network G, paths for routing the traffic flow are found by using the routing metric given in Section 3 and running Suurballe's multipath routing algorithm. Given these paths, we provide the formulation of the lexicographically largest allocation vector using MMF considering interference constraints and the subsequent methodology used to solve it. The LMX:M 3 F formulation is given in (12)-(15) (referred to as Problem A in the remainder of the paper) and follows a multicommodity flow approach.
LMX:M 3 F : Problem A Objective. Find total bandwidth allocation vectorX such that it is lexicographically maximal among all total bandwidth allocation vectors.
lexicographically maximizeX ð12Þ subject to X p2P d
x dp ¼ X d ; 8d 2 D; ð13Þ
edp x dp C e ; 8e 2 E; ð14Þ
x dp ! 0; ð15Þ where P d are the paths for demand d, x dp is the flow (bandwidth) allocated to path p of demand d, and X d is the total flow (bandwidth) allocated to demand d,X ¼ ðX 1 ; X 2 ; . . . ; X D Þ. In order to find the MMF allocation vector for the corresponding paths, we define the demand satisfaction vector t. Let d ! 0 be the flow value of x dp , and þ ðvÞ and À ðvÞ be the outgoing and incoming links to node v, respectively. The law of flow conservation states that X e2 þ ðvÞ x dp À X e2 À ðvÞ . Thus,t is denoted as the demand satisfaction vector for routing vector X. Specifically, the physical meaning of the value t is the amount that is added to saturate/satisfy x dp . We solve for t using the optimization formulation given in (17)- (21) (referred as Problem B in the remainder of the paper).
Problem B.
maximize t ð17Þ subject to
x dp ; 8d 2 D; ð18Þ
edp x dp C e ; 8e 2 E; ð20Þ
x dp ! 0:
The objective function in (17) and the constraint in (19) are equivalent to the ultimate objective to be achieved, given in (22):
Problem A can be solved by computing consecutively the value of the demand satisfaction vector of Problem B. Primarily, the idea is that first, the lowest value among the components oft has to be maximized before the second lowest value is maximized. In order to ensure that the demands are satisfied, we have to check which total demand allocations X d can be further increased. A demand d whose satisfaction value t d cannot be further increased is called blocking [36] . To check the satisfaction of a demand, the following linear program (LP) ( (23)- (27)), referred to as Problem C, is solved for each demand d
Problem C.
subject to 
PERFORMANCE EVALUATION
Simulation Model and Performance Metrics
We consider a two-connected cellular network G in a 900 Â 900 m 2 region where all nodes are stationary. Each user generates traffic and the flows are routed to and from the base station. We use NS-2 to simulate the networks and use CPLEX to solve the optimization formulation for LMX:M 3 F . The base station is located in the center of the network. Locations for the set of relay nodes that form the mesh network and the users are randomly generated. We assume that the BS and relays have an infinite buffer, thus eliminating complications due to buffer overflow. The simulation parameters used are as follows: System Bandwidth ðWÞ ¼ 1 MHz, AWGN Noise ¼ À90 bBW/Hz; Transmission power: Relay (35 dBm), User (24 dBm) (note that the power levels of the nodes are such that it is sufficient to allow nodes to connect to at least two of its neighbors, ensuring two-connectivity); PHY Specification: 802.11; Number of channels per radio: 12; and Antenna: Omnidirectional. To evaluate the performance of RI 3 M, we study the following performance metrics: 1) end-to-end delay (amount of time it takes to deliver packets from the client node to the BS); 2) flow throughput; and 3) packet loss ratio. We simulate 20 runs for each set of data and show the average results. To evaluate the performance of LMX:M 3 F , we adopt the following performance metrics: 1) bandwidth blocking ratio (BBR): BBR represents the percentage of the amount of blocked traffic over the amount of bandwidth requirements of all traffic requests (connection requests) during the entire simulation period; 2) total bandwidth usage: this measurement helps us examine whether our LMX:M 3 F algorithm can save more network resources (use less) than other established MMF routing algorithms that incorporate interference; and 3) link load: measurement that indicates the traffic load on each link due to different routing approaches. Note that the performance evaluation of LMX:M 3 F is based upon the paths determined from using the RI 3 M routing metric. As benchmarks for evaluating the effectiveness of our proposed metric we compare with five other routing metrics in the literature, specifically, ETX [20] , ETT [21] , MIC [19] , iAWARE [22] , and INX [23] . Each metric is used with Suurballe's disjoint multipath routing algorithm. We also compare our proposed approach with two disjoint multipath routing algorithms. First, the algorithm developed in [37] develops a routing metric where a node calculates the SINR to its neighboring links based on a 2-Hop interference estimation algorithm (2-HEAR). Second, the algorithm developed in [38] provides an interference minimized multipath routing (I2MR) algorithm that increases throughput by discovering zone disjoint paths using the concept of path correlation. As benchmarks for evaluating the effectiveness of our bandwidth allocation algorithm, we compare LMX:M 3 F to two MMF bandwidth allocation algorithms that consider interference when allocating bandwidth. First, the algorithm developed in [15] is an interference-based routing and bandwidth algorithm, known as MICB. The protocol model is used to create an auxiliary graph such that the maximum interference level within the network does not exceed a maximum value. Second, the algorithm described in [14] quantifies interference through the creation of contention graphs where interfering flows are captured in multihop wireless networks. We modify the implementations of these algorithms so that multiple paths are considered.
Simulation Results and Discussion
We first evaluate RI 3 M in terms of end-to-end delay. We use the end-to-end user demand delivery delay as a metric to evaluate the impact of the interference quantification method of RI 3 M in comparison to the existing routing metrics and the two established disjoint multipath routing algorithms. To measure the end-to-end delay, the transmitting rate of the user and relay nodes are set to 4.5 Mbps. All routing flows are CBR flows with 512 byte packets. To model the packet dropping error, for a given SINR value, we use the packet error ratio (PER) [39] , which is readily available in NS-2.
Performance Evaluation of RI
We first compare RI 3 M with the existing routing metrics. We simulate networks with 100 nodes (1BS, 6 relays, and 93 user nodes). Fig. 6 shows the average end-to-end delay values of RI 3 M versus the other routing metrics, measured against varying demands (traffic load). We see that the proposed RI 3 M achieves the lowest delay in comparison to the other metrics, particularly as demands increase. It can be said that RI 3 M quantifies interference more accurately because it considers the influence of interflow and intraflow interference which thereby allows us to avoid paths with high interference, and reduce the time taken to deliver a packet. INX performs most closely to our algorithm since it quantifies interference through the number of links that interfere with another link l. The remaining metrics behave somewhat similarly because most of them are derived from one another (as discussed in Section 1.2). Therefore, despite small implementation differences, there is no overarching performance improvement among the remaining metrics (i.e., ETT, ETX, MIC, and iAWARE). As can be seen from Fig. 6 , the delay values for all the metrics (including RI 3 M) increase as demands increase, which intuitively is true.
In Fig. 7 , the average end-to-end delay values for RI 3 M with Suurballe's algorithm, referred to as SRA-RI 3 M in the simulation graphs, is compared to the two aforementioned disjoint multipath routing algorithms. They are referred to as 2-HEAR and I2MR in the simulation graphs. The SRA-RI 3 M achieves the lowest end-to-end delay compared to the other algorithms. We can justify the better performance of our results as follows: In both 2-HEAR and I2MR, the paths are formed using incomplete interference information. In 2-HEAR, the SINR calculated by each node only includes those nodes within a 2-hop range which means that even if interference beyond this range occurs, it is not captured in the routing metric (interflow and intraflow interference not fully accounted for). If the interference level is high beyond the 2-hop range, then any paths built may not be successful as interference may cause a drop in packets and a retransmission is required. This obviously incurs delay. A similar argument can be used with the I2MR algorithm. In our case, RI 3 M quantifies the interference from both within flows and in the neighboring area.
Next, we show the average packet loss incurred from the various routing metrics and the average flow throughput when each metric is used. Fig. 8 shows the packet loss ratio and Fig. 9 shows the average flow throughput. It can be seen that MIC and iAWARE have the lowest throughput and highest packet loss ratio at low traffic demands in comparison to the other metrics. ETX and INX have better throughput and loss ratios with low loads, but their performance decreases with high traffic demands. In Fig. 8 , the ETT metric exhibits unstable behavior primarily because it overestimates link quality by inaccurately probing the channel. Moreover, ETT does not depend on the traffic load. Although MIC and iAWARE partially rely on ETT, these metrics employ normalization functions to smoothen ETT values, and therefore, become more stable. This indicates the unpredictability of the results for the three metrics: ETT, MIC, and iAWARE. The remaining metrics behave intuitively, i.e., greater packet loss as demands increase. The ETT, MIC, and iAWARE routing metrics behave in a similar unpredictable manner for the throughput results shown in Fig. 9 for the same reason given above. Overall, RI 3 M is able to achieve higher throughput and lower loss ratio than the remaining metrics over the varying traffic demands shown.
Performance Evaluation of LMX:M 3 F
For the LMX:M 3 F algorithm, we first evaluate it in terms of BBR. We compare it with MICB [15] and MMFContGr [14] , respectively, as shown in the simulation graphs. We run all three algorithms on networks with different densities. Figs. 10 and 11 show the BBR results from the simulated networks with 46 (6 relays and 40 users) and 24 (4 relays and 20 users) nodes, respectively (each network has one base station). It can be seen that our LMX:M 3 F algorithm performs the best in most cases. The blocking ratio increases no matter which algorithm is used because of heavier traffic load. The average blocking ratio difference between our solution and that of MICB and MMFContGr is 16 and 13 percent, respectively, for the network of size 46 nodes. Similarly, the average difference between our algorithm and MICB and MMFContGr for the network of size 24 nodes is 18 and 32 percent, respectively. Essentially, the BBR indicates if a connection request for traffic is blocked. If traffic is blocked, it means that there is less bandwidth on a link than there should be to accommodate the offered traffic. For the best performance, the BBR should be kept as low as possible. Given the BBR results in Figs. 10 and 11, the BBR of LMX:M 3 F is lower than that of the MICB and MMFContGr algorithms. Therefore, we can claim that the network performance improves under our proposed algorithm.
Next, we show the real-time network resource usage for all three algorithms. Figs. 12 and 13 show the results of the bandwidth usage for the three algorithms. As expected, LMX:M 3 F uses the least amount of bandwidth for varying demands. In the case of 46 nodes, on average, the bandwidth usage of LMX:M 3 F compared to MICB and MMFContGr is 11 and 14 percent less, respectively. The bandwidth usage of the LMX:M 3 F for the case of 24 nodes is, on average, 2 and 6 percent less than for the other two algorithms. The bandwidth usage shown in Fig. 12 shows that the LMX:M 3 F algorithm clearly uses less bandwidth than the other two approaches. However, there is less clarity in the case of Fig. 13 (24 nodes) because the density of the network is less. Therefore, there is not a great deal of difference between the performances of the individual algorithms even though we are simulating against the same number of varying demands. The conclusion is that our approach is more effective in network resource usage in higher density networks. Given that BWA networks are generally used in dense urban settings, our approach fits the application. However, the LMX:M 3 F algorithm is timeconsuming to solve for very large networks with thousands of demands because each demand must be checked for bandwidth satisfaction (see Problem C). Thus, our algorithm is limited to a certain extent because of scalability.
Lastly, we look at the impact that our algorithm has on the load balancing of the network across various links. We compare the LMX:M 3 F algorithm with that of an unbalanced routing scheme (no fairness incorporated) and a traditional max-min fair routing approach, which minimizes the load of only the maximally loaded link in the network (does not look for the lexicographically highest). We simulate networks with 10 (two relays and eight users) and 15 (2 relays and 13 users) nodes (each network has one base station). Figs. 14 and 15 show the link load on various links for networks with 10 nodes and 15 nodes, respectively. The link number represents each individually numbered link in the network. We see that the unbalanced routing scheme has some links with 100 percent utilization. When the traditional max-min routing approach is used, the link load utilization is better, but there are still some links that are nearly 90 percent loaded. Our lexicographic bandwidth allocation algorithm performs an optimization of all the links and presents a better load balance of the traffic load, as can be in the results. We observe that the LMX:M 3 F algorithm generally results in approximately 75 percent of the links having the same load. We also see that the maximum load of any link is less than 1. This allows for spare capacity to exist on the link so that a proportionate increase in demands can be tolerated.
CONCLUSION
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