Objectives: To test the validity of a simple, rapid, field-adapted, portable hand-held impedancemeter (HHI) for the estimation of lean body mass (LBM) and percentage body fat (%BF) in African women, and to develop specific predictive equations. Design: Cross-sectional observational study. Settings: Dakar, the capital city of Senegal, West Africa. Subjects: A total sample of 146 women volunteered. Their mean age was of 31.0 y (s.d. 9.1), weight 60.9 kg (s.d. 13.1) and BMI 22.6 kg/m 2 (s.d. 4.5). Methods: Body composition values estimated by HHI were compared to those measured by whole body densitometry performed by air displacement plethysmography (ADP). The specific density of LBM in black subjects was taken into account for the calculation of %BF from body density. Results: Estimations from HHI showed a large bias (mean difference) of 5.6 kg LBM (Po10 À4 ) and À8.8 %BF (Po10 À4 ) and errors (s.d. of the bias) of 2.6 kg LBM and 3.7 %BF. In order to correct for the bias, specific predictive equations were developed. With the HHI result as a single predictor, error values were of 1.9 kg LBM and 3.7 %BF in the prediction group (n ¼ 100), and of 2.2 kg LBM and 3.6 %BF in the cross-validation group (n ¼ 46). Addition of anthropometrical predictors was not necessary. Conclusions: The HHI analyser significantly overestimated LBM and underestimated %BF in African women. After correction for the bias, the body compartments could easily be estimated in African women by using the HHI result in an appropriate prediction equation with a good precision. It remains to be seen whether a combination of arm and leg impedancemetry in order to take into account lower limbs would further improve the prediction of body composition in Africans.
Introduction
Breaking down the quantification of body composition into fat and lean tissues is important to diagnose the excess or deficiency in fat and lean mass that are associated with the risk or onset of disease. Straightforward field methods suitable for epidemiological measurements of body composition are particularly needed in low-income countries. Body composition methods suitable for epidemiological field studies should be both reliable and easy to perform. Anthropometrical and bioelectrical impedance methods are theoretically suitable for epidemiological measurements. However, most body composition studies in the past were performed on Caucasian subjects, and consequently quite a lot of information is available about the validity of methods and their underlying assumptions in Caucasians. Prediction formulas for body composition tend to be populationspecific, probably because of cross-population differences in parameters that are used in the equations (Deurenberg, 1992) . The formulas to predict percentage body fat (%BF) from BMI are ethnic-specific (Deurenberg et al, 1998) , and the bias of impedance-based prediction formulas for body composition is mainly due to differences in body build among ethnic groups . The need for specific predictive equations for Asian populations has now been demonstrated , and is probably also true in the case of African populations for whom the need for impedance-based specific prediction equations has also been underscored (Ward et al, 2000) .
As conductance is mainly determined by the amount of water, which is only present in the lean body mass (LBM), impedance measurements should, at least partially, distinguish between fat mass and LBM. Impedance-based predictions should therefore theoretically result in a more accurate assessment of body fat than BMI-based formulas. The classical (whole body) bioelectrical method measures impedance from foot to hand (Lukaski et al, 1985) . The subject needs to lay supine, which limits the practical application of the method, especially in the field. Some authors have shown that segmental impedance measurements of the legs or the arms allow fairly accurate estimations of body composition (Baumgartner et al, 1989; Fuller & Elia, 1989; Stewart et al, 1993) . More recently, impedance analysers were developed that measure segmental impedance from foot to foot (Nunez et al, 1997; Bell et al, 1998; Jebb et al, 2000) or from hand to hand (Deurenberg et al, 2001) . These instruments have the advantage that they are easy to use and inexpensive as they are mass-produced.
The hand-held impedance (HHI) analyser (Omron HBF300) uses built-in software to assess body composition, using impedance from hand to hand and weight, height, age and sex as additional parameters. The incorporated algorithm is not given to the user, but it has been shown that the Omron HHI method gave good estimates of %BF in European populations (Deurenberg et al, 2001) , and relatively small but different bias among Singaporean Chinese, Malay and Indian subjects . Up to the present time, no evidence has been provided that the device is accurate for other ethnic groups such as Africans. The aim of the present study was to test the validity of HHI estimated body composition in African women, since this is particularly important for nutritional status assessment. In the case of a high level of bias, adjustment of the values was envisaged. For this purpose, body composition was measured in a group of 146 Senegalese women by using density from air displacement plethysmography (ADP), taking into account the specific lean mass density in black subjects. Body composition was estimated using the HHI method, and anthropometrical measurements were performed and are proposed as possible predictors in regression equations. To the best of our knowledge this is the first time that the validity of the HHI method has been tested in African subjects, and that the ADP method has been used in Africa.
Subjects and methods

Subjects
The sample included 146 women who were recruited from the community in a peri-urban neighbourhood of Dakar, the capital city of Senegal (West Africa). The ethics committee of the University of Dakar approved this study. All subjects gave their written consent to participate in the study after being thoroughly informed of its purpose, requirements and procedures. All measurements were performed at the IRD (French institute of research for development) Centre of Dakar, Senegal. Preceeding the measurements, subjects fasted from food and drink for at least 6 h, did not perform strenuous exercise, and emptied their bladder. Although impedance is dependent upon body water, it was not possible to measure hydration, and this could be a limitation of the study.
Anthropometry
Measurements were made by trained personnel using standard procedures (Lohman et al, 1988) . Subjects' body weight was measured during the ADP measurement procedure (see below). Height was measured to the nearest millimetre with a portable gauge (Seca, Germany). All circumferences were measured to the nearest 0.1 cm with a nonelastic metric measuring tape, with the subject wearing minimal clothing. The left mid-upper arm circumference (MUAC) was measured at the midpoint of the upper arm with the subject's arm relaxed. Wrist circumference was measured at the left side over the distal ends of the radius and the ulna. The proximal thigh circumference was measured at the left side located immediately distal to the gluteal furrow. For the measurement of the hip circumference, the measurer squatted beside the subjects to judge the level of maximum extension of the buttocks. The circumference was measured at this level on a horizontal plane. Waist circumference was measured on a horizontal plane at the narrowest part of the torso (ie, the smallest horizontal circumference in the area between the ribs and iliac crest). Skinfold thickness measurements were made on the left side of the body using a Holtain (Crymych, UK) skinfold calliper. The measurements were made to the nearest millimetre at the triceps, biceps, subscapular and suprailiac sites in each woman. Arm span was measured to the nearest 0.1 cm, from middle finger tip to middle finger tip, using a wall mounted board, with the subjects standing erect against the wall and arms spread horizontally. Anthropometric measurement values were the mean of duplicates. All measurements were made by the same observer (AG).
apart, and to hold the analyser with both hands, with her arms held straight out in front of her at an angle of 901. During the measurement, the instrument recorded impedance from hand to hand and consequently calculated body fat from the impedance value and the pre-entered subject's weight, height, age and sex. Body fat mass (kg) and %BF HHI values were read to the nearest 0.1 kg or 0.1%, respectively, from a digital display and recorded. LBM HHI was derived by subtracting body fat mass from body weight.
Air displacement plethysmography
In this study the ADP method used the BOD PODt bodycomposition system (model 2000A, Life Measurement Instruments, Concord, CA, USA; software ver 1.69. 19 June 1997). The device is a single egg-shaped unit consisting of two chambers: a test chamber where the subject is seated and a reference chamber with the breathing circuit. As described in detail (Dempster & Aitkens, 1995) , the system determines body volume through an air displacement method by the application of Poisson's gas law (McCrory et al, 1995) .
Wearing minimal clothing, subjects were first weighed to the nearest 0.01 kg using the BOD POD system electronic scale (Tanita Corp., Tokyo, Japan). Since hair contributes to measurement error, subjects were required to wear an acrylic bathing cap. After a two-point calibration with the chamber empty and with a standard 50 l cylinder in the test chamber, the volume of the subject was obtained while she was seated quietly in the test chamber and breathing normally. An average of two trials was used in estimating body volume. To correct for the volume of exhaled air by the subject (thoracic gas volume, TGV) that comes into contact with the chamber gas volume during the body volume test, while in the test chamber and wearing nose clips, the subject was instructed to perform gentle 'puffing' against a momentarily occluded airway. During this brief procedure, the subject breathed through disposable tubing that is connected to a pulmonary function analyser and then quickly alternated between contraction and relaxation of the diaphragm. A predicted, rather than measured, value for the TGV can be used that is calculated by a formula using height and age (the BOD POD manufacturer keeps the exact equation confidential since it is proprietary, but the final equations were based on reference literature and company research). For 30 of the 146 subjects, a measured TGV was not adequately obtained, and the predicted TGV was used. The adjusted body volume and the subject's body weight were used to calculate body density.
There is increasing evidence that the assumption of a constant density of the LBM is not valid across populations groups, for example blacks have a higher density of LBM than whites (Ortiz et al, 1992; Wagner & Heyward, 2000 , 2001 . Specific formulas have been recommended for converting body density to %BF in black men (Wagner & Heyward, 2000) and women (Ortiz et al, 1992) . For this reason, %BF ADP was calculated from body density taking into account the value of 1.106 kg/l given by Ortiz et al (1992) for the density of LBM in black women, and the value of 0.9007 kg/l for the density of fat used in black men by Wagner and Heyward (2001) . The precise equation we established is %BF ADP ¼ ðð4:852285436=density ADP Þ À 4:387238188ÞÂ100 LBM ADP was estimated by calculating body weight minus body fat mass.
Statistical analysis
Statistical software used for data entry and validation was Epi-Info (CDC, Atlanta, GE, USA). Statistical analyses were performed using the SAS system for Windows (SAS Institute Inc, Cary, NC, USA), release 8.0. For each analysis, the SAS procedures used are indicated below. Values are expressed as means and standard deviations (s.d.). The critical value for the probability of a Type I error was set at 0.05 for all analyses.
The intrasubject reliability of ADP or HHI measurement was tested by performing duplicates. The intrasubject differences were calculated in absolute value. The technical error of measurement (TEM ¼ OS(intrasubject difference) 2 / 2 Â number of duplicates) and the percentage reliability (TEMx100/overall mean of the measurements) were calculated.
The bias (predicted-measured) value of LBM or %BF was tested against zero by using a paired t-test (t-test procedure, paired statement). The dependency of the bias on the mean of measured and predicted values was tested using correlation analysis (corr procedure). The bias' 95% limits of agreement, calculated as 71.96 s.d. of the bias, were used to evaluate agreement between the two methods (Bland & Altman, 1986 .
Regression analysis (reg procedure) was used to predict body composition values by using the HHI estimate according to Guo & Chumlea (1996) as described below. Correlation (R 2 -value from reg procedure) was used to study the relationship between the response variable and each possible predictor. The predictor variables were selected by using the maximum R 2 procedure, that is, by finding the one-predictor variable equation that yielded the highest R 2 . A twopredictor variable equation was then formulated by adding another variable selected from those remaining that resulted in the largest increase in R 2 from the one-predictor variable.
To test if the predictive equations fit well to the data from which they were generated, we used the root means square error (RMSE value from reg procedure) as a measure of the precision of the predictive equation. The smaller the RMSE value, the greater the precision. The RMSE is the square root of the sum of the squares of the deviations of the predicted values from the measured values, divided by the total number of observations (n) minus the number of parameters (p), that is RMSE ¼ OS(observed-predicted)
for the mean value of the response variable. The accuracy of the predictive equations was tested by a cross-validation test. Cross-validation was performed by the data-splitting approach in which two-thirds of the sample were used to develop an equation (n ¼ 100), and the remaining one-third was used to cross-validate it (n ¼ 46). Analysis of variance (ttest procedure, class statement) was used to compare validation groups. To test the performance of the predictive equations on cross-validation, we used the pure error as a measure of the accuracy of the predictive equations. The smaller the pure error value, the greater the accuracy. The pure error is the square root of the sum of squared differences between the predicted and the measured values divided by the number of subjects (n) in the cross-validation sample; that is, pure error ¼ OS(observedÀpredicted) 2 /n.
Results
Some characteristics of the 146 subjects are given in Table 1 . These data comprise a wide range of BMI (12.7-38.7 kg/m 2 ) and of %BF (12.2-55.7%). In our sample, the proportion of subjects with BMIo18.5 kg/m 2 was 21.2%, with BMIZ25 was 29.4% and with BMIZ30 was 4.1%. Table 1 also presents the different anthropometrical variables that were tested as possible predictors. The intrasubject reliability of HHI was estimated in 51 women. Absolute values of the difference between replicates of LBM HHI ranged from 0 to 3.6 kg, and between replicates of %BF HHI from 0 to 3.5%, and the percentage reliability was good ( Table 2 ). The intrasubject reliability of ADP was estimated for 128 out of the 146 participants. This test concerned replicates of the body volume measurement (raw value before adjustment) when maintaining a constant value for TGV, that is, the predicted value. There was a very good percentage reliability value for body volume, resulting in a similar reliability value for body density ( Table 2 ). The intrasubject variation in body volume only, the second measured factor being constant, resulted in percentage reliability of 1.3% for LBM and 2.4% for %BF (Table 2) .
HHI overestimated LBM compared to ADP by an average of 5.6 kg, resulting in an underestimation of %BF by 8.8%, the errors being 2.6 kg and 3.7%, respectively. These significant (Po0.0001) biases resulted in inacceptable 95% limits of agreement between HHI and ADP (Figure 1) . In Figure 1 , Bland-Altman plots show the individual differences in LBM or %BF between the methods plotted against the means of the two methods. For estimation of LBM, the direction of the method-difference was related to the LBM of the individual. The correlation between the mean of the two methods and the difference in both methods was significant in the case of LBM (R ¼ 0.51, Po0.0001), but not %BF (R ¼ À0.13; P ¼ 0.12). As a result of the poor agreement between ADP and HHI methods, we developed equations to predict body composition measurements in African women by using the HHI estimate as predictor. Following allocation of subjects to the prediction (n ¼ 100) or validation (n ¼ 46) set, values for anthropometrical characteristics and body composition measurements of the two groups were not significantly different (P40.36).
Along with the HHI estimate, other possible predictor variables were chosen among anthropometrical characteristics that all have biological and statistical relationships with lean or fat compartments of the body. The first step of the selection of predictors was performed on the total sample (146 subjects). The one-predictor variable equation that yielded the highest R 2 was the one using the HHI estimate for LBM (R 2 ¼ 0.82) and for %BF (R 2 ¼ 0.83) (Table 3) . Alone, each anthropometrical variable led to a lower correlation with the response variable, notably weight or BMI that are usually used in predictive equations for body composition. Since anthropometrical variables can each be tested as second predictors (added to HHI estimate), their relationship with the HHI estimate was also tested by the correlation coefficient in the total sample (Table 3) in order to document possible multicollinearity. To obtain body composition estimates from HHI with the Omron device, it was necessary to enter the woman's age, weight and height. That is why these variables were not selected as possible predictor variables for predictive equations along with the HHI estimate. The relationship between weight, height or BMI with measured (ADP) or estimated (HHI) body composition values is presented in Table 3 . As expected, better agreement was observed between LBM and body weight and between %BF and BMI. The performance of the regressions was tested by generating them on the prediction subsample of 100 subjects (precision of the prediction) and then applying them to the remaining 46 subjects of the cross-validation set (accuracy of the prediction). Concerning the prediction of LBM, it appeared that any of two-predictor variable equations, formulated by adding each of the anthropometrical variables to the HHI estimate, resulted in an improved precision (or decreased RMSE value) when compared to the one-predictor equation with LBM HHI (data not shown). Only the addition of MUAC to the one-predictor equation yielded a slightly improved accuracy (a decreased pure error value of 2.14 vs 2.18 kg; Table 4 ). In the case of the prediction of %BF, addition of wrist circumference or arm span as a second predictor did not change the R 2 or the precision, and the other anthropometrical variables led to a slight change in R 2 from 0.83 to 0.87. Again, only the addition of MUAC to the one-predictor equation yielded a slightly improved accuracy (a decreased pure error value of 3.32 vs 3.56%; Table 4 ). At the same time as testing the predictive equations with estimate from HHI, we tested the performance of predicting LBM ADP or %BF ADP from only the three anthropometrical variables usually included in predictive equations (age, weight and height). In the cross-validation sample, the accuracy of the prediction of LBM ADP obtained with age, weight and height was less (by 0.38 kg) than that obtained with LBM HHI alone, and even less (by 1.9 kg) with age and BMI (Table 4) . To predict %BF ADP , anthropometrical variables alone led to less accuracy (by about 1.3%) than obtained with %BF HHI as predictor (Table 4) anthropometrical predictions did not improve the accuracy (data not shown).
As the accuracy is similar to the precision, this justified expanding the regression model to the whole data set (n ¼ 146), prediction and cross-validation sets combined.
The final models that could be applicable in the case of African women are given in Table 5 , with one-or twopredictor equations. The addition of the MUAC measurement to the one-predictor variable model did not improve the precision of the prediction of LBM, and improved the Table 4 Predictive regression equations in the prediction subsample (n=100) and cross-validation in an independant subsample (n=46)
Validation in the sample used to establish the equations (n=100) Cross-validation in an independent sample (n=46) R 2 , proportion of the total variance in the response variable explained by the predictor variables; RMSE, root means square error: OS(observed-predicted) 2 /(n-p-1), where n is the number of observations and p is the number of predictor variables; Pure error: OS(observedÀpredicted) 2 /n where n is the number of observations; CV, coefficient of variation: RMSE or pure error value standardised for the mean value of the response variable; LBM ADP , lean body mass from air displacement plethysmography; LBM HHI , lean body mass from hand-held impedancemetry; %BF ADP , % body fat from air displacement plethysmography; %BF HHI , % body fat from hand-held impedancemetry; MUAC, mid-upper arm circumference.
precision of the prediction of %BF (decrease in RMSE value only from 3.66 to 3.24%; Table 5 ). Only the prediction of %BF in the two-predictor variables equation (%BF HHI and MUAC) showed a nonsignificant intercept.
Discussion
Whole-body ADP is a new practical alternative method (McCrory et al, 1995; Biaggi et al, 1999; Nunez et al, 1999) to more traditional body-composition reference methods. The ADP and hydrostatic weighing densitometry agree within 1% BF in adults (Fields et al, 2002) . ADP is a reliable and valid technique that can quickly and safely evaluate body composition (Demerath et al, 2002) . The validity of ADP has not yet been tested in Africa where reference methods (golden standards) are difficult to implement for financial and environmental (climatic) reasons. For the first time in Africa, this study used ADP and tested the reliability of ADP measurement. Our results showed that this technique is easy to use in an African population with very reliable measurements of body volume. Moreover, in the present study we have taken into account the higher lean mass density in black subjects by adapting Siri's (1961) equation for calculating %BF from body density, and we reach an equation consistent with the recommendation of Heyward (2001) .
Compared with the ADP method, the HHI method, on average, overestimated LBM by 5.6 kg and underestimated %BF by 8.8% in our sample. This marked bias could be due to the fact that the incorporated algorithm of the HHI Omron analyser is probably intended to be used specifically for Caucasians and not for any other ethnic groups (in our case African women). Furthermore, in a sample of 234 females from five European cities, Deurenberg et al (2001) found no significant difference between %BF from HHI and from reference methods, whereas relatively small but different bias have been observed among Singaporean Chinese, Malay and Indian females .
The prediction of LBM or %BF using arm impedance, weight, height, age and sex assumes that measured arm impedance is representative of the whole body, and this is not necessarily true notably because of differences in body build and particularly relative arm length . The water content of the arm is one factor that determines conductance. LBM distribution may also play a role. The overestimation of LBM we observed in this study could be explained by relatively more arm muscle in African women than Caucasians. In the same way, if the measured arm impedance is low as a result of relatively short arms, with the same relative composition as long arms, this could also lead to overestimation of LBM (Snijder et al, 1999) . In fact, individuals with a large LBM have less resistance to current flowing through their bodies compared to those with a smaller LBM (Baumgartner, 1996) . Differences in arm muscle or relative arm length between ethnic groups could be the cause of the poor validity of the HHI method when used in African subjects. In our sample, the upper arm muscle area corrected for bone (as calculated from MUAC and the triceps skinfold thickness, Frisancho, 1990) R 2 , proportion of the total variance in the response variable explained by the predictor variables; RMSE, root means square error: OS(observed-predicted) 2 /(n-p-1), where n is the number of observations and p is the number of predictor variables; CV, coefficient of variation: RMSE value standardised for the mean value of the response variable; LBM ADP , lean body mass from air displacement plethysmography; LBM HHI , lean body mass from hand-held impedancemetry; %BF ADP , % body fat from air displacement plethysmography; %BF HHI , % body fat from hand-held impedancemetry; MUAC, mid-upper arm circumference.
values with the characteristics of the population used to develop the Omron algorithm. showed significant differences in relative arm span among Chinese, Malays and Indians in Singapore, and these values (0.99-1.02) were lower than the mean value in our African sample. It is possible that body build factors that have an impact on the prediction might be at least partly responsible for the marked bias we observed in African women when using the Omron software to predict body composition.
As a result of the poor agreement between HHI and ADP measurements, we broke down this data set and used another independent sample to develop prediction equations to estimate LBM or %BF by using the HHI result as predictor. In both cases (LBM or %BF), results from HHI method dominated the prediction of LBM or %BF while the anthropometrical measurements made only a modest contribution, probably because they were already plugged into the input variables. Interestingly, we showed that anthropometrical predictors aloneFwithout the addition of impedancemetryFled to slightly poorer accuracy (greater pure error value). Indeed, anthropometric measurements alone could explain 80% of the variance in relative body fat vs 83% with HHI. This means that integration of the anthropometric parameters as input variables probably has much more statistical power than the impedance measurement in itself, which explains only 3% additional variance. This also explains the excellent reproducibility of HHI (surprisingly nearly two times better than our reference method ADP) because when the same anthropometric variables are used as input in reproducibility tests, the impact of putative impedance differences from test to test (in the test-retest procedure) is largely overshadowed by the anthropometric factors.
The fact that there was a positive significant correlation between the magnitude of LBM and the difference between the measured (ADP) and predicted (HHI) LBM indicates that the bias was not consistent across the range of LBM measured. This suggests that the HHI method overestimates LBM to an increasing extent with an increase in lean mass. This error may well be due to an algorithm bias used to predict LBM from HHI with the software in the Omron apparatus. On the other hand, it should be noted that the bias of %BF prediction from HHI was consistent across the range of %BF measured. When dividing our sample into three BMI groups (below 18.5, 18.5-25 and above 25 kg/m 2 ), the precision of the %BF ADP prediction from %BF HHI and MUAC was similar in the three BMI groups (RMSE value of 3.2, 3.4 and 3.0%, respectively) when compared to the value of 3.2% obtained in the total sample. Conversely, for the prediction of LBM ADP , the lower the BMI, the better the precision (lower RMSE value). Indeed, the RMSE value was 1.5 kg in the group of thin subjects (BMIo18.5) and 2.2 kg in overweight subjects (BMIZ25), while it was similar in the normal BMI range and in the total sample (1.93 vs 1.95 kg). The largest difference in precision over BMI groups (0.7 kg LBM) represents 1.8% of the mean LBM. Further studies with larger samples are needed to establish whether or not it is necessary to differentiate LBM predictive equations as a function of the subject's body composition. It would have been useful to know the algorithm used by the Omron device or the raw value of the hand-to-hand impedance. In this case, we could have tested and compared predictive equations when using the physical parameter directly related to the conducting lean body compartment, thus avoiding the use of indirect successive transformations always including body weight that was closely related to LBM HHI .
The RMSE of the regression between %BF ADP and %BF HHI we found after correction for the bias (3.7%; R 2 ¼ 0.83) was similar to that found by Deurenberg et al (2001) in European subjects using HHI Omron method and two reference methods (4.1%; R 2 ¼ 0.81). A subjective rating system for evaluating standard error of estimate for equations used to predict LBM in adults when validating a new method against densitometry (under-water weighing) was developed by Houtkooper et al (1996) . A standard error of estimate of o2.3 kg in women is regarded as 'very good'. The predictive equations generated from our sample showed a pure error value of 2.14 kg LBM in the cross-validation study. These can now be applied in epidemiological studies or field studies in which only the predictor variables can be easily measured.
In conclusion, the HHI analyser significantly overestimated LBM and underestimated %BF in African women. However, by using body compartments estimated from HHI as a single predictor in an appropriate prediction equation for correction for the bias, body compartments could easily be quantified in African women in the field with good precision and reasonable accuracy. Addition of an anthropometrical variable as a second predictor was not necessary. In practical terms this means that body composition assessments based on HHI have their value in terms of ease of use in the field and for valid African population-specific prediction. It remains to be seen whether a combination of arm and leg impedancemetry in order to take into account lower limbs would further improve the prediction of body composition in Africans.
