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ABSTRACT 
 
Robotics has been applied in people’s daily life and wearable robotics is one class of the robotics. 
Wearable robotics allows itself to change its shape so that it could provide multiple functions in 
different shapes. The potential possibilities of this kind of robotics, especially in daily life tasks, 
have not been largely investigated. Therefore, we introduce “ARobot”, a system that is designed 
to help users control the robot in daily use as an interaction interface. We mainly investigate the 
level of usefulness and preference in differences and performance between different features 
through following three aspects of interaction: Physical Object Manipulation, Digital Interaction 
and Human-like agent interaction experience. 
The system consists of following components: Augmented Reality (AR) user interface, robot itself, 
AR head-mount as display, trackers and AR-robot integration software. We apply our AR system 
to an example wearable robot and use it as our prototype. We design the user interface as a unified 
interface so that it can handle different kinds of tasks and provide comprehensive experience. 
Based on users’ needs and their selections, the system will have different modes due to current 
situations. The robot can be controlled to manipulate with physical objects through AR user 
interface based on users’ commands. Users can also manipulate the robot’s intrinsic through the 
AR system. They can retrieve information about the robot and make adjusts and changes to the 
robot’s settings to satisfy their needs. Users can also interact with the agent which is a 
representative of the robot and have human-being realistic interaction experience because the agent 
has human-like physical appearance. 
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We demonstrate the potential possibilities of using wearable robot which is controlled by AR 
system in daily life tasks in chosen design space. It shows how AR system provide more 
functionalities and experiences while using the robot. We evaluate our implemented system by 
inviting a number of participants in our user study. Based on the feedback from the evaluation, 
participants prefer having more choices and options in interaction interface and personal 
customization is also important aspect to consider. Our approach is found to be interesting and 
innovative. In the end, we discuss about our research’s limitations and future work’s possibilities 
to provide future research direction. 
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1.  INTRODUCTION 
As robotics industry grows increasingly fast, robotics will be more widely used in human daily 
life. Robotics have many potentials. Different kinds of robots can execute different tasks. There 
are many researches on industrial use robots. However, we would like to investigate wearable 
robots. Wearable robot is a special kind of daily-use robot that can help users with many daily life 
tasks. It means that the user can wear it for the most time of the day. It will be able to handle most 
tasks the user faces in a day time. Users can utilize wearable robots to finish tasks when they are 
busy with other work. For example, users can make the wearable robots to bring a cup of water 
when they are working on their laptops or reading a book. Without losing their attention, the work 
should be done easily. Also, compared to industrialized robots, wearable robots are lighter and 
easier to carry with. It helps users in different occasions for different tasks while industrialized 
robots mainly focusing on one or two tasks only. Although previous research has shown the 
potential of using Augmented Reality technology to control multipurpose wearable robot in daily 
life [1], we expand more possibilities in our research to explore such approach with more 
interaction methods and more functional wearable robot. 
Different controlling methods have different advantages. What we need for wearable robots is an 
interface that contains the complexity of handling multiple tasks as well as user-friendly setting 
since wearable robots are designed for handling multiple tasks in daily life. However, for new 
users or complex tasks, traditional remote control is not enough in most cases. When robots can 
handle multiple different kinds of tasks, the settings of the robot must be changeable as the tasks 
change. Users should be able to alternate different modes so that the robot can adapt to different 
tasks. Thus, we choose Augmented Reality (AR) as our medium to build the interface. AR provides 
the possibility of seeing virtual objects projected into real world view. There are several advantages 
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of using it. Users can always see both real and virtual world through the head mount. Also, AR 
does not require hands operation. The whole interaction system is hands-free since the interface is 
always presented. This helps users handle multiple tasks without losing their attention on tasks 
that needs their focus. AR is also easy to be mobile so that users can interact with the interface as 
they want. Users can interact with the interface anywhere at any time since AR is not limited to 
platform or device. This kind of mobility works well with wearable devices since they have 
intersecting workspace. Moreover, Augmented reality can provide complicated interface. With AR 
technology, information can be displayed more flexible and complicated. Menus and options can 
be divided into many layers and the interface can have the capacity of a full system setting.  
Also, based on previous research, since it is wearable device, it stays with the user for the most 
time. Therefore, users want such device to have companion function [2]. However, even some 
robots can do tasks like comforting, it lacks human-like realistic feeling. AR provides the ability 
of showing human-like agent to interact with the user. Such agent can provide better companion 
function. At the same time, we want to explore the possibility and effect of having more human-
like interactions when using this kind of robot. Therefore, we want to explore usability and 
potentials of different functions and experience that the combination of robotics and augmented 
reality mixing could bring.  
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2. RELATED WORK 
We focus our review of prior work on four categories: understanding the advantages of Augmented 
Reality as an interaction interface, the possible benefits and enhancement that AR can bring when 
combining with robots, the possible potentials of supernumerary robotic limbs and how shape-
changing interface can empower the interaction and feedback. 
2.1 Augmented Reality 
 
Augmented Reality technology provides the possibility of displaying complex digital information 
in real world. It could present different kinds of digital information like text, graphs and 3D virtual 
objects. Augmented Reality as an interaction interface allows different interaction methods 
involved like voice commands, hand gestures and tangible interface [3], [4]. Also, some 
researchers have investigated the benefits of using virtual agents in virtual augmented world [5], 
[6]. These researches have shown that AR as an interaction interface has extremely enriched input 
and output. 
2.2 Human-Robot-Interaction and AR 
 
There are many researches in utilizing both AR and robot at the same time. Some researchers 
showed that using Augmented Reality as an interface to control the robot remotely [7], [8].  Some 
researchers have investigated using AR as the tool for human-robot collaboration since it can make 
the collaboration more effective [9]. These robots are more general and more industrialized. 
However, we decide to focus on personal use robots that could serve people’s daily lives. 
2.3 Supernumerary Robotic Limbs 
 
Supernumerary robotic limb is one kind of wearable robots that acts like human’s extra limb. Using this 
kind or robot can simulate the use of hands, arms and legs. Many researchers have investigated SRLs could 
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have enriched input such as controlling by foot [10]. Others have demonstrated the strength of SRLs 
handling complicated tasks [11], [12]. In our approach, we want to control the robot without using the user’s 
real limbs or other body parts, and present enriched information to users so that they can understand and 
interact with the robot better. 
2.4 Shape-Changing Interfaces  
 
Shape-changing interfaces are available in shape-changing devices and these devices could change 
their shape. This kind of interface provides a new kind of interaction capability since shapes could 
express more information. Some researchers have demonstrated that shape-changing interface 
have the capabilities of bridging digital and physical world [13], [14]. Others have shown that 
shape-changing interface could enrich interaction method and provide complex information [15], 
[16]. According to Nakagaki and his team, LineForm [17] and ChainForm [18] could provide 
many use cases through shape-changing interfaces. They can provide empowerment to limb, haptic 
feedback, tangible user interface and so on [17], [18]. In our approach, we decide to use ChainForm 
[18] to provide our robot enough interaction use cases. Therefore, we designed our robot like 
ChainForm [18] in a snake-like form. 
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3. AROBOT SYSTEM 
 
ARobot has mainly two parts: AR system and the robot itself. Robot is one kind of wearable robot 
and it is a supernumerary robotic limb. The robot itself is snake-shape like and functions like a 
third-arm. It can hold objects and push/pull objects. The robot can be worn and used differently 
due to surrounding environment. It can transform its shape and handle multiple daily tasks based 
on needs.  
To help users control the robot, we implemented an AR interaction interface. We designed and 
implemented three categories of interaction features and functions. Each category represents one 
aspect of daily life tasks. Physical interaction represents physical interaction with objects. Digital 
interaction represents interacting with robot’s intrinsic information and human-like agent 
interaction represents interacting with a character that has physical appearance. The AR system 
shows AR interface including menus, options, icons. Every icon or option is selectable just like a 
smartphone UI interface. Users can make further adjustments due to their preference. Another 
function of the AR system is displaying agent. The agent can be different characters with different 
animations. The agent’s responses are related to current tasks and robot’s status to let users know 
current progress. When interacting with the agent, agents will do different movements and facial 
expression to make the users feel interacted. The system itself is also responsible for tracking. It 
contains tracking system that will capture the robot’s and physical objects’ positions. So, when 
executing commands, the system will know where the object is and be able to calculate the best 
route for the robot through algorithms. The AR interface also transfer robot’s information into 
readable contexts and make them as a setting option. Then, the interface can allow users to adjust 
the robot based on current needs. Users can give commands through preset available options in 
meus or give direct voice commands. After receiving the command, the system will analyze the 
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command if it is possible to execute and then the command will transfer to specific torque values, 
angles, speed and location coordinates. The robot will receive all information and then start 
executing the command if it is doable. When it cannot finish current task, it will also give feedback 
to users. All commands that users give are hands-free. Users do not need to use their hands when 
looking through menus, selecting icons, giving commands to the robot and so on. Above all, 
ARobot is a system that helps users utilize supernumerary robotics limbs to finish daily tasks better 
through AR interface. 
Figure 1.1: ARobot System 
3.1 Robot Design 
 
The robot is designed to be able to handle multiple daily life tasks such as grabbing bottle, opening 
doors and lifting bags. To reach such goal, it has to be shape-changing which means that it should 
be able to change its form based on needs. At the same time, it needs to be wearable and fixed on 
human’s arm. Therefore, it should have lightest weight as possible with relatively large force 
magnitudes. 
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The robot is composed of two MX-106T servomotors [19] (Stall torque = 8.4 Nm) and one MX-
64AT servomotor [19] (stall torque = 6.0 Nm) as its base because they could provide high torque 
and PID control possibility. The upper part contains six AX-12A servomotors [19] (Stall torque = 
1.5 Nm) and they are selected to produce feedback based on the positions of the end effectors. The 
base is a 3D printed bracket so that it could help the robot be fixed on human’s arm. Aluminum 
brackets are used for the base connection and they connect the MX-106T servomotors since these 
have much higher torque and aluminum brackets can handle the force without breaking. The upper 
part chooses plastic since they will not handle high torques and cutting weights off makes the robot 
easier to wear. The whole robot weights 1202g and its total length is 87.5cm. 
For control, we use Robotis SDK [19] to integrate robot control and AR interface. The software 
utilizes WiFi to receive commands. We created an UI interface utilizing WebSocket [20]. The 
sever runs on the same computer the AR system runs on and then we connect the software to the 
server under the same WiFi environment. Then, commands from AR system can be directed sent 
to the robot so that the robot can execute it. The software allows the robot to create and playback 
movements through users’ design. Each motion and movement can be adjusted with specific servo 
speed, torque values and angle values. 
 
3.2 Augmented Reality System 
 
3.2.1 Head-Mounted Display 
 
We use HTC Vive Pro [21] as our head-mount. It is published by HTC as a commercial Virtual 
Reality head-mount display (HMD). It is a High-resolution headset with 3D spatial audio. Inside 
of the HMD, there are two AMOLED 3.5” diagonal screens. Each eye has 1440x1600 pixels. The 
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refresh rate is 90 Hz and it provides a 110 degrees field of view. By the two screens in front of the 
user, the HMD can display everything we design and create in virtual reality world. It generates 
real-time video streaming inside of the HMD so that when users wearing it, they can see all virtual 
objects and movements. Another important function of the HMD is that it is under the space of 
tracking. It is tracked in 360 degrees and detects all rotations. HMD’s position is tracked in real 
time so that the AR system always knows the position and coordinates of the HMD. It helps the 
AR system know that where the user currently is. The position coordinates can later help execute 
commands because it allows calculating route and distance between the user and the target object. 
Another important use of the headset is using headset as a cursor. Since the headset is tracked in 
360 degrees, the field of view of the camera follows user’s head’s rotation and movements. As I 
mentioned before, ARobot system is hands-free. Users do not need to use their hands, but to use 
their heads, especially in menu mode that I will explain in later section. The head mount is used 
as a cursor. There is a spot that is displayed at the center of the display that users can see. It is a 
cursor working like a mouse. When users move their heads, since the cursor always stays at the 
center, the cursor moves following the user’s head. Then, users can use the cursor to select icons 
and options. All virtual objects are able to have interactions with the user’s gaze. The cursor is one 
of the most fundamental controlling ways in the ARobot system. 
 
3.2.2 ZED Mini Camera 
 
Except Vive Pro [21] headset, we also use ZED mini camera [23]. ZED Mini camera [23] is 
designed for mixed reality. We put this camera in front of the Vive Pro [21] and when users see 
virtual objects in real world, all AR contents are displayed using the ZED mini camera [23]. There 
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are two main reasons that we choose ZED Mini Camera [23] to produce mixed-reality experience. 
First, ZED camera [23] has stereo pass-through function. Stereo pass-through means depth sensing. 
It means that the camera has a sense of presence so that it knows when something blocks another 
when the user looks at them. This applies to all real and virtual objects. We need this feature when 
users want to see the agent alone instead of the robot and I will introduce more details in later 
section. Secondly, ZED camera [23] provides dynamic space mapping function. The dynamic 
space mapping allows the system to recognize objects in real world and memorize their positions. 
Then, create a simulated dynamic space for the object in virtual world so that the system knows 
its position. For example, the system will recognize a table and its surface so that any virtual 
objects can be placed on the table. This means that for tracking methods, we use outside-in tracking. 
Vive Pro [21] system provides a tracking system which allows us to locate the HMD, controller 
and tracker.  
3.2.3 Tracking system introduction 
 
As I mentioned before, HTC Vive Pro [21] system provides tracking function. There are two base 
stations which are used for tracking positions in the designated space. They work like projection 
cameras and they are synchronized through the system so that they can provide accurate position 
tracking. They have cables connected to the computer that is running the system. It provides 360-
degreee precise controller, tracker and headset tracking. The stage of virtual reality space is room-
scale up to 3.5 meters x 3.5 meters. The tracking space needs alignment before running the system 
so that it will be precise. After the alignment, all objects like head-mount, controllers and trackers 
can be tracked if they are inside the tracking space.  
In ARobot, we use two base stations and two trackers. Trackers are also provided by Vive Pro [21] 
system. They are wireless so that they can be moved easily. We bind them to different objects so 
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that those objects can share positions with the trackers and be tracked. The position of the tracker 
in the virtual world is also the position of the object in the virtual world since they are bonded. 
One tracker is bonded to the robot. Then, the system will know the exact position of the robot. 
This helps the system calculate routes and distance when executing tasks like moving objects. 
Another tracker is bonded to the target object. It varies depending on the task. For example, when 
executing tasks like grabbing a bottle, the tracker is bonded to the bottle so that the system knows 
the precise position of the bottle to help the robot go and grab it. This kind of tracking is extremely 
useful when users use agent mode. In agent mode, users only use voice commands to control the 
robot to handle tasks without selecting any objects. However, the system must know the position 
of the object in order to make the robot execute the task. Therefore, additional tracking system like 
trackers is used. 
Figure 1.2: ARobot System Structure 
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4. DESIGN SPACE 
 
In physical objects manipulation function, users will also have two ways of interacting: menu mode 
and agent mode. Menu mode is like nowadays software interface, users choose options from menus 
by using gazing. Agent mode is more like an artificial intelligent assistant controlled by directly 
talking to it. For further research, we want to experiment and try to find out which interaction mode 
is more useful and helpful as well as which aspects can be improved for further study based on our 
results. Moreover, based on functions that we have implemented, we would like to investigate 
what functions are being considered as useful and interesting to users based on our user study. We 
believe the result of the user study could help further study on robotics controlling using 
Augmented Reality interface.  
4.1 Physical Objects Manipulation 
 
For controlling the wearable robot to interact with real world’s objects, we choose and design two 
specific modes of manipulation. They are menu mode and agent mode. I would like to explain why 
we choose these two control methods. Both do not require hands operation so that they suit AR 
environment well. Also, another important aspect of using supernumerary robotic limb is that users 
can still work on tasks that need their attention or interests. The robot will do the other work for 
the user. Therefore, freeing the user’ hands and saving their attention are the key and these two 
modes satisfy the requirement. We also want to investigate and compare both modes. Therefore, 
we implement both modes. There are several advantages of having such setup. First, these two 
modes represent different levels of autonomy. Menu is more complicated to give commands 
because users need to do multiple steps. Users need to choose the kind of the task and choose 
destination for the task, the rest of the work will be calculated and then executed by the robot 
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automatically. However, the process is more precise when users choose the specific location as 
they prefer. On the other hand, agent mode only takes the user’s voice commands. The rest of the 
work will be finished based on the AI’s judge. It requires less human-relevant factors but might 
also lower precise level. For different tasks, we believe the efficiency levels are different based on 
which method the user uses. Also, agent can be more intuitive to use when users directly talk to 
the agent and speak out of their needs and commands. However, there are situations that users do 
not want to make any voices while giving commands such as taking the subway. Therefore, we 
decided to implement and explore both modes.  
We designed a specific task for both modes to execute. We simulate a user working environment 
when the user is busy with his work like working on a laptop. The user is using both hands to type 
on a keyboard. Now, the user wants to drink. There are two bottles on the desk, a bottle of water 
and a bottle of tea. The user needs to give commands to the robot to tell it to bring the drink that 
the user wants. 
4.1.1 Menu Mode 
 
Menu mode contains usable menus and options. It is an interface that can display certain related 
information. The user needs to gaze at the option that they want to choose for certain amount of 
time to verify their operation. All options are selectable and be able to be manipulated through 
gazing. Physical objects can also be selected. To improve the accuracy of choosing options and 
make the process easier to understand and operate, we have a small cursor at the middle of the 
screen so that users know where they are looking at. 
The main menu is the main interface containing a set of icons. Each icon represents a mode so that 
users can choose, and switch modes based on different tasks. Currently we have three icons in the 
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main menu, each representing one aspect of the design space. The first icon represents physical 
objects manipulation. After selecting this icon, the system knows that the user wants to interact 
with physical objects in real world. The robot will be ready at standby position. This is also called 
home position. The system will also enable interactable contents in virtual reality. The bottle now 
becomes selectable. 
Figure 2.1: Main menu 1                                       Figure 2.2: Main menu 2 
I want to introduce in details about how does the bottle become selectable in virtual reality world. 
Vive pro [21] tracking system allows developers utilize their API functions for tracking the tracker. 
Any virtual objects can be attached to the tracker and that makes them trackable as well due to 
real-time following function. Therefore, I create a virtual object that is attached to the tracker, so 
it always follows the tracker. The tracker is bonded to the physical object, so both virtual and 
physical objects share the same position in real time. The virtual object can detect the user’s gaze 
as other interactable contents in the virtual reality world. Then, I make the virtual object transparent 
so that the user will not see it but it remains interactable. After selecting, menus and options will 
pop up next to the virtual object which means it is next to the bottle so that it makes user feel 
reasonable and logical. Such UI is designed to create the feeling of the user actually selects the 
bottle in real world. 
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After explaining the interaction of the bottle, I will describe work process of menu mode for 
grabbing a bottle task. First, the robot is at standby position and the user can see the home menu 
in the headset. Now, user can choose the specific menu option and here the user will choose menu 
mode option. The user can look at the menu mode icon and keep the cursor inside of the icon to 
trigger its function. After gazing for two seconds, the option will be selected and then the main 
menu disappears. Menu mode notification icon will pop up at the top right corner of the screen so 
that the user understands his action is completed after receiving such confirmation. User then can 
look at the bottle that he wants to move and grab. When the user looks at the bottle and the cursor 
aim at the bottle, the bottle will be highlighted to let the user know which object he is looking at. 
There will be green light surrounding the current object to show highlight effect. Then, just like 
menu options, the user gazes at the bottle for two seconds, the bottle will be selected. A new menu 
will pop up next to the bottle to show task options. These task options are options that users can 
make the robot to interact with this bottle. Currently, we only develop two options, one is to initiate 
grab task and the other one is to go back to previous or upper level menu and state. This is a go 
back function for users to go back in case they select the unwanted object and want to cancel his 
previous selection. Users can look at the grab icon and keep the cursor on the icon. After gazing 
the icon for two seconds, the object is selected. Then, menus disappear and the user will see a new 
target cursor landing on the table. This target cursor is used for choosing destination. Like the 
previous spot cursor, the target cursor will also follow the user’s looking. The user can move his 
head and look for his target destination. If the target cursor reaches the position that the user wants, 
the user can stop the cursor at that location for two seconds to make it confirmed. Then, the robot 
will handle this task and start executing the task. It will first move to the bottle’s position and then 
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uses its end effector to curl to grab the bottle. Finally, the robot will carry the bottle to destination 
position. 
Figure 3: Menu mode control  
However, robot has its limitation, there will be positions that it cannot reach due to its length and 
structure. When users choose destination that is outside of the robot’s range, the task cannot be 
finished. Therefore, we develop a work space notification. The work space is the sweet spot area 
for the robot to work. It has two green color working space showing in scene to let the user knows 
the robot’s work space. If the destination lands inside of the work space, the current destination is 
possible for the robot to execute. Otherwise, it is out of the limitation. The user can choose to turn 
on or off of this feature. The work space can teach the user about the limitations about the robot 
and can be turned off when the user is familiar with the robot. 
4.1.2 Agent Mode 
 
Agent mode uses virtual agent to help the users finish tasks. Controlling the robot will be done 
through interacting with the agent. In ARobot, I use voice commands to let users interact with the 
agent. Therefore, I would like to explain how voice commands work in this project. 
We use Windows speech recognition API built for Unity [25] to realize our voice command 
function. Windows speech recognition can recognize keywords and sentences in user’s speech. 
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Windows designed speech recognition Unity [25] API so that if the recognition system captures 
any keywords, they will be noticed to the Unity [25] system so that we can trigger functions that 
we predesigned in Unity [25]. There are two categories of keywords. The first kind is to enable 
the agent. For example, keyword “get” indicates that the user wants to get something for himself. 
Then the system will enable get function and the virtual agent. Another category of keywords helps 
with specific task execution such as target selection. For example, keyword “tea” and “water” 
indicate which drink the user wants. This kind of keywords is used to help the user choose specific 
targets and let robots know which one is the target. More specifically, in grabbing bottle task, when 
the user says keyword “tea”, the robot will grab the tea bottle and bring it to the user. 
Another feature that agent mode has is the agent itself. Virtual agent means that it has a physical 
appearance and here we choose Unitychan [24] as our agent’s appearance. Unitychan [24] is a free 
human-like character consisting different animations and facial expressions. We choose it because 
it could provide human-like interaction. When user says to the Unitychan [24], it will have 
responses like body movements, facial expressions and voices. When the agent is speaking, her 
mouth will have movements so that it looks like a human speaking. All these experiences are used 
to provide a human-like feeling when users interact with the system so that it differentiates the 
menu mode. 
The work process of agent mode for grab bottle task is like this: Frist, the user has to enter the 
agent mode through main menu. The user can select agent mode icon in the main menu using 
gazing and after the user enters the agent mode, speech recognition system will be enabled. Also, 
Unitychan [24] will show up standing next to the robot. Then, the user can speak to the agent using 
microphone we built in. “Could you get me the bottle?” the user can say sentences like this and it 
will trigger the agent to response. Unitychan [24] will look at the user and say “Would you like 
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water or tea?”. Then, the user will say “water” or “tea, please”. Finally, the system will execute 
the task and make the robot get the bottle that the user wants and bring it to the user. In the end, 
Unitychan [24] will say: “Here you are.” to let the user know that the task is finished and the bottle 
is brought to him. 
Figure 4 Agent mode control 
 
4.2 Robot’s Intrinsic Interaction 
 
Despite of physical manipulation with objects in real world, ARobot is also designed to make the 
users interact with the virtual object in virtual reality world. We still choose to have two modes for 
intrinsic interaction because each one of them has its own advantages. Menu mode is used to 
display specific settings, numbers and texts. It allows users to make detailed specific changes to 
the robot’s specification.  
4.2.1 Menu Mode 
 
The main menu also contains setting option so that users can manipulate specific settings to their 
favors. The setting menu contains a set of changeable values: torque value, motor speed, robot 3d 
model top-view switch, torque/angle switch, battery level information switch.  
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Torque value: users can manipulate with torque values such as decreasing and increasing. This 
value decides how much force the motor will apply. 
Motor speed: users can manipulate with motor speed such as decreasing and increasing. This value 
decides how fast the motor will operate. 
Robot 3d model real time view switch; this switch will enable a camera that is setup from top view 
of the robot so that it will help the user to have a look at the current robot’s status even when they 
are looking at other places. 
Torque/angle switch: this switch can display every motor’s torque and angle information. It can 
also be turned off. 
Battery level information switch: this switch can display battery level information so that the user 
knows current status of the battery. 
These settings will show specifications and data of the robot statistically and mathematically. 
Users who want to make specific changes to the robot can utilize menu mode settings to execute 
more advanced and accurate tasks based on their needs.  
Notification icon: as I mentioned in previous section, menu mode has notification icons at the top 
right corner of the display that users could see all the time. This notification icon does not only 
indicate current mode and task, it can also be used to display the status of the robot. If the robot is 
in menu mode, it also means that the robot is at stand-by state so that it could execute commands 
immediately. If the notification icon shows sleep, the robot is in sleep mode and needs awaken 
before working. 
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Figure 4.1: Setting menu                                           Figure 4.2: Robot real time view 
Figure 4.3: Torque and angle value display            Figure 4.4: Torque and servo speed adjustment 
4.2.2 Agent Mode 
 
Compared to the menu mode, we want to make the agent mode more intuitive so that users can 
immediately understand the current status. In agent mode, users can understand the current status 
of the robot through the virtual agent’s expression. However, the user cannot modify specific 
settings accurately in this mode. 
a. Stand-by state 
This is the state that shows the robot is ready to work. The agent which is the Unitychan [24] will 
stand next to the robot and looks at the user. The agent looks like a person who has the willing to 
talk to the person or trying to listen for the user’s commands. 
b. Sleep state 
This is the state that shows the robot is in sleep mode. Just like many other modern machines, this 
state indicates the robot is inactive. If the user wants to use it, it must be activated first. Unitychan 
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[24] will have specific animations playing to look like she is going to sleep when the robot enters 
sleep mode. Then, Unitychan [24] will keep lying down to let users know that she is sleeping. 
Because the Unitychan [24] is the physical appearance of the robot, the user will know that the 
robot is “asleep” which means inactive. After waking up the robot, the agent will play get up 
animation and go to stand-by state to be ready. 
     Figure 5.1: Sleep mode 
c. Battery-level low state 
Just like all other electronic devices today, the robot needs its power to work and sometimes the 
battery level might be too low to be normally functional. Therefore, we design this state to indicate 
the battery level. Unitychan [24] will play an animation where she bows and makes the sound of 
yawn. At the same time, a text bubble pops up saying “zzz”. We want to show that the agent is 
tired and lacks energy so that the user would understand the robot is having low level of battery 
and needs charging. We want to make the agent human-like and through its animations and 
expressions, users can easily understand the situation just like interacting with another person. 
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    Figure 5.2: Battery level low state 
 
4.3 Human-like Interaction 
 
Some researchers have pointed out, some users might want the wearable robot to be a companion 
[2]. Therefore, we designed and implemented several use cases that make the user interact with 
the robot. To make users feel like interacting with human, we use agent character to cover the 
robot so that the user will not see the robot. However, both agent and robot will have the same 
movement to make sure that the agent is a physical representative of the robot. Compared to other 
VR agents [6], we empowered our agent with physical form which is the robot so that the user can 
actually touch the agent instead of just watching a virtual hologram. The interaction process will 
provide the feeling of real human instead of the robot itself. 
4.3.1 Agent Pet 
Unitychan [24] which is the AR agent will raise her hand to pet the user. At the same time, the 
robot will lift up and touches the user. This kind of feeling will create the feeling of really having 
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someone comfort the user. We want to design the agent like a human companion to help the user 
when he feels bad or needs someone around. The agent will do the animation: facing the user and 
then lifting her arm. At the same time, the robot will do the same, lifting its end-effector to touch 
the user. Through such design, the user will feel more human-like interaction since the interaction 
contains both digital expression and physical touch. 
     Figure 6.1: Agent pet 
4.3.2 Agent Reaction 
 
Interaction should have two ways instead of one way. Therefore, the robot does not only initiate 
interaction with the user, it should also have reaction when the user starts the interaction. We 
design such scenario in agent reaction feature. The user can touch the robot and the robot will react 
to that touch. However, since the robot is covered by the agent, the user will not see the robot. The 
user will feel like touching the agent and then the agent falls down. Like agent pet, this function is 
designed to make users feel like interacting with humans instead of robots. 
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Figure 6.2.1: Agent Reaction 1                                                Figure 6.2.2: Agent Reaction 2 
5. EVALUATION 
 
We design our user study in questionnaire form. We took pictures of our systems and shot videos 
of task execution process. Then we add pictures and videos to the questionnaire and ask 
participants questions based on these pictures and videos. Since some use scenarios are hard to 
understand just by watching the videos, we also add text explanation to every question to help 
participants understand better.  
We have 20 participants who answered our user study questionnaire from age 23 to 26. 60% 
participants are male. All participants finished our questionnaire. We ask three categories of 
questions for every feature or function we design. We ask participants to evaluate each feature 
from preference level and usefulness. Participants have to score these two aspects from 1 to 10. 1 
is least willing to use and useless. 10 is strongly willing to use and very useful. Then we ask for 
participants’ opinions. We ask them to write about their reasons of their evaluation. We also ask 
their comments or suggestions for our system. In this user study, we focus more on qualitative 
perspective because we care people’s feedback more. Scores only represent their current thoughts, 
but reasons are the future direction and that is what we want to know so that future researches 
could be benefited. 
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5.1 Results and Analysis 
 
ARobot system: Participants find the whole system: wearing both AR headset and robot is 
acceptable. They are willing to use such system if headset and robot are more advanced (lighter, 
look better) (m=7.8, sd = 1.79). This is part of the limitation in our research, currently we cannot 
make the robot as advanced as commercial use robots. 
Gazing Control: Most participants think gazing control is useful (m = 7.5, sd = 7.85) and 
they are willing to use this kind of control (m = 7.85, sd = 1.73). Participants think that it is useful 
because it is quick to control and free their hands. It is also easier than hand gesture or other control 
methods. It also does not require too much learning. But there are some participants worry about 
accuracy problem. 
Main Menu: Most participants think that main menu is useful (m = 7.85, sd = 1.69) and 
they are willing to use (m = 7.35, sd = 2.03). They suggest that people like options that such menu 
could provide. It is also useful for beginners to learn each function and feature because text display 
and it looks like smartphone interface so that they are familiar with it. But some participants 
suggest that UI interface can be designed more beautiful. 
Switch operation mode: Most Participants find switching operation mode is useful (m = 
7.65, sd = 1.90) and they are willing to use this feature (m = 7.55, sd = 1.99). Participants point 
out that it is useful to switch modes under different circumstances. It is also simple and easy while 
using gaze control to manipulate. They also recommend that UI could be modified to be simpler. 
Participants also suggest that people like choices and options, therefore, switching mode is also 
necessary.  
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Setting menu: Participants find that having a setting menu is useful (m = 7.6, sd = 1.88) 
and they are willing to use (m = 7.75, sd = 1.89). They think it is useful because different people 
with different ages might need different settings and it is necessary for people to have such 
adjustments. The customization is very important to them since the robot cannot change itself 
based on the task. It also makes people feel safe since they can know detailed information about 
the robot. Settings menu provide more possibilities for users. 
Display Torque and angle values: Participants find that this feature is not as useful as other 
features (m = 6.1, sd = 2.57) and they are not very willing to use it (m = 6.1, sd = 2.65). Participants 
suggest that this information is too complicated and not very useful for normal users. It could also 
confuse users since they do not understand how to utilize such information. 
 Mode Notification Icon: Participants find this feature useful (m = 8.2, sd = 1.70) and they 
are willing to use it (m = 7.8, sd = 1.79). Participants suggest that this feature could remind them 
about current mode, especially when they forget or stay in one mode for a long time. Just like 
different drive modes on a car, users think this is useful and necessary. 
 Real-time robot display: Participants find this feature useful (m = 7.2, sd = 1.94) and they 
are willing to use it (m = 7.1, sd = 1.80). Based on the feedback, participants want to know the 
position of the robot since it could be fragile. It also makes users control more easily. But several 
participants indicate that the display should be clearer and more obvious. 
 Adjust torque and speed values: Participants find this feature useful (m = 7.25, sd = 2.36) 
and they are willing to use it (m = 7, sd = 2.36). Participants point out that it is very necessary to 
have a feature that allows them to adjust these values. However, some participants think that 
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automatically adjustments might be better or degrees of freedom to adjust can be less like: weak, 
medium and strong. 
 AR agent hit reaction: Participants think that this feature is useful (m = 7.9, sd = 2.07) and 
they are willing to use it (m = 8.25, sd = 1.92). They think that such feature makes the robot more 
humanized. Most participants leave comments with a keyword “interesting” and they point out 
that this feature is very interesting to them. They like to make the interaction process more 
interesting and fun. 
 AR agent petting: Participants do not think this feature is useful (m = 6.8, sd = 2.50) and 
they are not that willing to use it (m = 6.75, sd = 2.53) compared to other features. We find out 
that although AR agent petting feature is using the same character and it is designed for the same 
purpose just like AR agent hit reaction feature, participants provide worse feedback on it. 
Participants think that this feature is not very useful because it could not really comfort them when 
they feel bad. Some feedback even indicate that this feature is not necessary. 
 AR agent low battery animation: Participants think that this feature is useful (m = 7.6, sd 
= 2.30) and they are willing to use it (m = 7.65, sd = 2.28). Participants suggest that it is useful to 
know the battery level and agent animation makes it much easier to understand the situation. As 
the previous AR agent hit reaction, many feedbacks mention that it is an interesting feature to have 
and they are willing to have it in the system. 
 Agent sleep mode: Participants find that the feature is useful (m = 7.65, sd = 2.35) and they 
are willing to use it (m = 7.75, sd = 2.20). Most participants suggest that it is useful because it 
indicates the state clearly. 
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 Agent wakeup mode: Participants find that this feature is useful (m = 7.8, sd = 2.26) and 
they are willing to use it (m = 7.9, sd = 2.20). Like the agent sleep mode, most participants find it 
useful and interesting. Both two animations are intuitive for users to understand. Also, some 
participants suggest that using voice commands is also very useful. 
 Grab bottle in menu mode: Participants think that menu mode is useful (m = 7.3, sd = 1.84) 
and they are willing to use it (m = 7.2, sd = 1.85). Participants find that using such feature could 
make robot finish the task while they could free their hands. They also suggest that menus and 
options are hard to make mistakes when they want the robot to execute the task. However, there 
are also feedback mentioning about accuracy problem. This is another limitation of our research 
because the tracking problem is still an issue. 
 Grab bottle in agent mode: Participants find this feature useful (m = 7.45, sd = 1.93) and 
they are willing to use it (m = 7.55, sd = 1.90). Participants find that using agent is interesting and 
enjoyable, especially when they are alone. Also, some participants suggest that this control method 
is more convenient so that they prefer this method than using menu mode. It is also easier compared 
to the menu mode based on the feedback. 
 Comparison between agent mode and menu mode in grab bottle task: 65% participants 
prefer agent control and they suggest that agent control is more friendly, easy and interesting. 
However, some participants still prefer menu mode because they think that menu mode could help 
them with more practical and serious tasks since it could be more accurate based on user’s selection 
of the position. 
  Comparison between agent mode and menu mode in daily life tasks: Participants do not 
show significant preference in usefulness since that they believe different tasks might need 
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different methods. Based on the feedback, it really depends on which on is more convenient to use 
in the given situation. However, some participants still prefer one control method over the other 
one based on the comments mentioned above. In preference rating, 50% participants choose menu 
mode as the control method that they are willing to use. Participants point out that menu mode is 
more efficient and easier to control. Also, it can be applied in more scenarios. Moreover, there are 
some scenarios that users do not want to communicate with the agent so that they only want the 
robot to execute their commands silently. Participants also mention other scenarios that they prefer 
using one control method over the other. For example, participants point out that they want to use 
agent mode when they are alone and they need companion or they are not handsfree. Other 
scenarios like playing with friends or introducing this system to others, they would also want to 
use agent mode. However, in public places or crowded environment, they would not like to use 
agent mode. Some participants want to switch to menu mode when using the settings menu and 
adjusting the robot’s specifications. 
 Overall, participants find our system useful (m = 8.1, sd = 1.62) and they are willing to use 
it (m = 8.3, sd = 1.63). Most participants think that keeping both control methods is a good idea 
and it is useful. They suggest that people always like more choices and options and they would 
like to change modes based on the environment. 
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Figure 7.1: Overall results for the questionnaire feedback 
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6. LIMITATIONS AND FUTURE WORK 
 
6.1 Tracking system limitation 
 
During our implementation and research, we find various limitations of our approach. Tracking 
system is one of the shortcomings in this research. As I mentioned in previous tracking system 
introduction section, we use outside in tracking provided by the Vive pro [21] system. The Vive 
Pro [21] system uses optical sensors to track objects and headset, therefore we have to keep 
everything inside of the workspace. Objects have to be inside of the possible detectable range of 
the sensors. It limits the possibilities of using our system in a larger room scale and outside door 
environment. Since we want our system to be used in different working environment, the tracking 
system becomes an issue. Also, Vive Pro [21] tracking system needs alignment every time before 
using so that it could provide the best performance and accuracy. To make the robot execute 
commands accurately, the positions of the robot and the tracker have to be aligned well. If the 
alignment is not done properly, the robot might not function the best it can do. In the future, there 
might be more advanced tracking system or even vision recognition system that would provide 
more accurate results with wider range.  
6.2 Mechanical design 
 
Another limitation of our system is that the whole system is just a prototype which means it is not 
easy and comfortable to wear. AR headset is still big and heavy and it does not qualify for user’s 
appearance requirement. To be fully optimized, AR headset should be similar to Google Glass 
[22]. It should be as noticeable and convenient as a pair of glass. With better size and weight as 
well as appearance, participants show much more interests and more willing to use. It would also 
help user experience for handling tasks in daily life. 
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The robot itself is also an issue. The robot is made aluminum metal and it extremely increases the 
weight and size of the total robot. Considering the situation of wearing it every day, it would affect 
users’ experience greatly. However, we still need the strength of metal materials to ensure the 
robot can handle heavy tasks without breaking. The material should also be able to expand and 
extract so that when it is not used, the robot can be extracted to small size and convenient to carry. 
Therefore, we need new materials to build our robot when such material can be provided.  
6.3 Future work 
 
For future work, our approach still has many remaining issues to fix and explore. As we found out 
in the evaluation, many sections of our system can be improved. The appearance, weight and size 
of the system can be improved for better performance. Tracking issue can be improved and be 
more accurate. UI interface can be clearer and more obvious and it could be beautified. 
Beyond existing issues, from research aspect, we also have many potentials. There are other 
controlling methods that we have not used and investigated might more efficient for many tasks 
we have not implemented. Other daily life tasks might require more shapes of the robot and the 
influence of each shape that could bring is not investigated. More agent characters have been 
shown interested and we have not investigated. Since our approach is an interaction system, it has 
much more potential areas that need exploration and investigation for research purpose. 
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7. CONCLUSION 
 
Wearable robots can be used in daily life to handle multiple tasks and our approach is to implement 
an interaction system with enriched input and output. We tried to make such system to help 
wearable robot be easier to control and solve some difficulties in handling multiple tasks. The 
system could have many interaction methods so that users can choose and compare them. Then, 
we investigate the performance of our implemented interaction system. Based on the evaluation, 
we analysis different aspects of such system to help further research to understand how users feel 
about different features and control methods. We also want to understand reasons behind the 
choice of usefulness and preference level for further study. The result of our evaluation indicated 
that our solution is useful and interesting in combining Augmented Reality interface and wearable 
robot and it could provide different aspects’ information for further research work. 
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