Griliches' k-shift, a crucial parameter in the welfare evaluation of technological change, is shown to be equal to the radial rate of technological change plus a vector of commodity bias parameters obtained from the distance function. The analysis permits decomposition of sectoral productivity growth into productivity growth by commodity. The k-shifts estimated for wheat, corn, soybeans and beef in U.S. agriculture indicate a decrease in the marginal cost of production of corn, soybeans and wheat during the 1950-1993 years.
Introduction of duality theory has provided studies where productivity change is captured as a shifter of the cost, revenue or profit functions. Along these lines we found the studies by Christensen, Jorgenson, and Lau, Berndt and Khaled, and others. 4 These studies are done at a high level of aggregation, providing estimates of the rate of technical change and the input biases at the industry, sector, or country level.
The alternative to the approach above goes beyond the production technology to look at the productivity impact on the firm and industry supply functions. In view of the fact that the 'output' of innovative activity does not present itself in countable units, it has proven useful to define a quantifiable dimension for innovations in value terms, that is, in terms of their impact on social welfare.
In other words, these studies seek an answer to the question of how much additional consumer and producer surplus was generated by technical change in a particular commodity market during a period of time. The so called economic surplus approach has been used extensively to evaluate the benefits from a productivity induced supply shift starting with Griliches' (1958) welfare, all of the others analyzed the welfare impact of a process innovation as a supply shift and compute the benefits from the implied price reductions. These studies assume an exogenously determined shift of the marginal cost due to innovative activities and calculate the returns to these investments as changes in economic surplus. Critical assumptions in these models include the supply and demand elasticities and the nature of the productivity-induced supply shift. This supply shift is 4 what Griliches called k-shift. Researchers agree on the importance of such a parameter, but all studies have used ad-hoc approximations.
This paper, first, shows that Griliches k-shift can be decomposed into an overall rate of technical change plus corresponding output biases. Second, it shows how to use the distance function to derive these concepts. Third, it illustrates by estimating k-shifts, the commodity specific rates of technical change for wheat, corn, soybeans and beef in U.S. agriculture.
III. The Distance Function Approach to Productivity Measurement
A change in productivity is defined as a technology-driven divergence in the sizes of the output bundles obtainable from given inputs. To measure it we need a representation of the technological possibilities of the firm. If there are many outputs a useful representation is provided by the distance function. The output distance function is particularly fit to the study of productivity growth. This is because, by definition, it allows representation of the maximum amount by which outputs could be expanded given available inputs.
The first references to the distance function are Wold who uses it to define a utility function, Debreu who uses it to define the 'coefficient of resource utilization', Malmquist who develops a series of index numbers based on it and Shephard, who extensively discusses it in the context of production theory. More recent publications in the production area that use and describe the properties of this function can be found in Fuss and McFadden, Blackorby, Lovell, and Thursby, and Färe and Primont. 6 Much of what follows benefits from one or more of the contributions listed above and from the general exposition in Cornes. These references do not provide a systematic treatment of the distance function in the context of productivity measurement. Färe et al. (1997) Formally, for given output and input vectors y and x , and output set P(x) defined as the set of all output bundles that can be produced from input bundle x, the output distance function 7 is defined as
For a firm using a (nx1) vector of inputs x with prices W to produce a (mx1) vector of outputs y with prices P subject to output set P(x), assuming revenue maximization, the revenue function dual to the output distance function D O (x, y) solves the following problem:
(2)
that provides the revenue-maximizing bundle y * when output prices are P and inputs are x. We normalize output prices (p i = P i /R) so that the maximum revenue obtained when producing the target vector of outputs is unity, that is R(p, x) = 1.
A useful property of the output distance function is its derivative property. The derivative of D O (x, y) with respect to the m th output, which we write ψ m (x, y), is the marginal cost for output m,
The derivative of D O (x, y) with respect to the nth input, which we write φ n (x, y), is the marginal revenue product of input n, 5 6 ( , ) / ( , ) for n=1,...,N.
Using the envelope theorem, price differentiation of the normalized revenue function R (p, x) gives (compensated) supply functions y m (p, x) .
The Radial Rate of Technical Change.
In the presence of technical change, each observation through time is possibly associated with a different technology. The technology index A t is used as a local representation of technical progress that shifts the production frontier across observations. Modifying (1) to include a technology index, the output distance function can be written
where the output set P(x, A t ) is defined as the set of all output bundles that can be produced from input bundle x and technology A t . Technological change is progressive if for A t+1 >A t , it expands the output set and allows output bundles formerly infeasible with inputs x to be in the new feasible set, or P(x, A t )
, it shrinks the output set by eliminating feasible output bundles. Locally, the behavior of D O (x, y, A t ) in A t is easy to categorize. If technical change is progressive the output distance function is non-increasing in A t , if it is regressive it is non-decreasing in A t . This is because technical change expands the production set so the minimum achieved on the expanded set cannot be larger than the minimum achieved on the original output set since the original output bundle remains feasible. The same argument establishes the relationship between regressive technical change and the output distance function. Figure 1 illustrates the case where the output set is enlarged from P(x 0 , A t ) to P(x 0 , A t+1 ) as a result of technical change. Let the bundle y 0 be attainable with period t technology and inputs x 0 but not on the production frontier F(x 0 , A t ) of the feasible set P(x 0 , A t ). Let h 0 be the output bundle just attainable in this period, then h 0 = y 0 /θ 0 , where θ 0 is the smallest scalar by which all outputs are expanded to reach the frontier. After technical change, the output set is enlarged and the new frontier is F(x 0 , A t+1 ), with the output bundle h 1 just attainable with the new technology. In this case h 1 = y 0 /θ 1 , the scalar θ 1 by which all outputs should be expanded in order to reach the new frontier, is smaller than the one before the expansion (θ 1 <θ 0 ). So progressive technical change represented by P(x, A t ) ⊆ P(x,
For observations on the frontier:
we define the rate of technological change ln ( , , ) ( , , ) ( , , ) .
x y x y t t
Following Atkinson et al. and totally differentiating equation (6); considering that by definition the output distance function maintains inputs constant (dx = 0); that it is radial in output space so that dlny 1 /dA t = dlny 2 /dA t = ...=dlny M /dA t and equal to the common scalar dlny m /dA t ; and that in addition it is linear homogeneous in outputs so that
, we are able to derive ln ( , , ) ln ( , , ) .
Equation (8) indicates that δ, the rate of technical change obtained from an output distance function, equals the common rate of expansion of outputs along a ray through the origin due to an increase in the 7 8 technology index A when inputs are not allowed to change. Once a particular parametric specification for the distance function is chosen, δ can be estimated.
Alternatively, and using the property of homogeneity of the output distance function in y, this radial rate of technical change can be shown 8 to be a weighted average of the changes in marginal cost of the commodities due to technical change ln ( , , ) ln ( , , ) ,
where δ is the radial rate of technological change, S v mt is the shadow (or virtual) share of commodity m, and ∂lnψ mt /∂A t is the change in the logarithm of the marginal cost of commodity m due to technical change.
Notice the relationship between the primal rate in (9) and a dual rate of technical change obtained from the normalized revenue function. Figure 2 illustrates these concepts in price space. For progressive technical change, represented by A t+1 >A t , the price frontier moves inward and the radial revenue function is non-decreasing in A as seen by the segment OA/OB being smaller than OA/OC or ∂R t / ∂A t ≥ 0. For observations on the price frontier, following the same procedure as in (8), we can derive the dual rate of technical change as
where we have used the definition of the normalized revenue function and its property of linear homogeneity in prices. This equation indicates that the dual rate of technical change μ equals the common rate of change of output prices along a ray through the origin in price space, when inputs are not allowed to change. Once a parametric revenue function is specified, μ can be estimated.
From problem (2) and using the envelope theorem we see that
.
In addition the first order conditions of problem (2) are p m =λ ∂D o (.)/∂y m , for all m = 1,...,M, and D o (.) = 1. Multiplying the first order conditions by y(p, x, A) and using the linear homogeneity property of the distance function, we see that λ is the normalized revenue which is equal to 1 at the optimum.
which establishes the equivalence between the radial primal and dual rates of technical change when inputs are constant. So, if inputs are held constant 9 , we define the radial rate of technical change as the rate of contraction of the output distance function or equivalently as the rate of expansion of the normalized revenue function. Due to their radial nature, these rates only allow measurement of neutral 10 technical change, as shown next.
Hicksian and Overall Biases of Technical Change.
In a multiple-output production process, technological change may privilege some outputs resulting in some outputs growing faster than others. Hicks introduced the definition of neutral and biased technological change for input pairs. He suggested that inventions could be classified in terms of their effects on the marginal product of one factor relative to another, or on the marginal rate of When technical change is not Hicks neutral the distance function is also an useful concept.
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Consider extending the concept of Hicksian biases from input to output space
which uses the fact that the MRT mj is the relative cost of producing additional units of commodity m in terms of units of commodity j given up. This bias concept measures the rotation of the production possibilities frontier at a point in output space in response to technical change. As illustrated in Figure   1 , the firm is producing at h 0 on the initial expansion path. After technological change has occurred, the firm produces at h 2 , on a new expansion path. This movement can be decomposed into a Hicks neutral change from h 0 to h 1 and a substitution change from h 1 to h 2 . B mj measures the change in slope of the production frontiers through h 1 on the initial expansion path. Hicks neutrality is captured by B mj = 0, for all m, j, when technical change does not change the expansion path. If B mj > 0 the opportunity cost of output j in terms of output m for given inputs has decreased, and the technological change is biased toward the production of output j relative to output m. B mj < 0 when as a result of technical change, production of one more unit of output j with the same inputs requires the firm to give up more units of output m than before the technological change, so that it is j th output reducing relative to the m th output.
Hicks defined factor biases in terms of a two-input production function. This definition is not very useful in the multiple-output, multiple-input framework described by the output distance function of this paper because it provides (m 2 -m)/2 potential forms of relative bias. For example, technical change could enhance the production of corn relative to that of wheat, while diminishing the production of corn relative to soybeans. This definition does not give a clear interpretation as to whether technical change is expanding or contracting in each output.
12
An overall measure of bias, in the manner of Antle and Capalbo, defined in product space with the use of the distance function is v j ln ln ( , , ) ( , , )
where = ψ j y j / D O is the virtual or shadow share of output j. Equivalently, using (8) and (9) and for
which provides a convenient taxonomy of effects associated with technical change. Equation (14) and (15) (15) and (10) we have that the radial rate of technical change is ln ,
and all marginal costs change at the same rate.
Other results of interest derived from the symmetry of the Hessian of the distance function are as follows. Let ∂ 2 ln D(.)/∂A t ∂ln y m = -∂δ/∂ln y m be the impact of changes in outputs on the radial rate of technical change. One can then easily show that 
that is, the rate of technical change is homogeneous of degree 0 in output quantities. 12 Equation (18) indicates that if technical change is biased at least one B m must be positive and one must be negative.
Biases are also obtained in dual space from the normalized revenue function R (p, x, A) .
Pairwise biases are defined in terms of changes in the ratio of two outputs 
where S j = y j p j / R is the actual revenue share of output j. Alternatively Once a parametric specification of the distance function or the revenue function is chosen, pairwise and overall biases can be estimated.
Griliches' k-shift.
We have shown above how the output distance function provides information about the rate and biases in technological change. The task now is to relate these concepts to Griliches' k-shift 
We know from equations (14) and (15) that the overall bias is
x y x y (23) and from here we obtain that , , ,
x y x y x y
x y x y t A
In (24) 
Both the k-shift and the K-shift are estimable once an output distance function or a revenue function is specified.
IV. An Application: Griliches' k-shift in U.S. Agriculture.
In this section we illustrate and use the theory to estimate Griliches' k-shift for wheat, corn, soybeans and beef in U.S. agriculture.
There have been numerous studies of productivity growth at the aggregate, sectoral and industry level for the U.S. These studies have used a number of different approaches to productivity Table 1 .
The Quadratic Specification.
A flexible representation of the technology that embodies the regularity conditions required by theory is desirable for implementation of this model. The translog functional form has been used in a number of studies (Lovell et al., Grosskopf et al., Coelli and Perelman, Morrison Paul et al. (2000) ) in the distance function context. Here, a generalized quadratic form is used (for simplicity the t subscript is dropped).
In general, Using equation (4), the marginal revenue product of inputs is
where ø is a nx1 vector of marginal input revenues. Note that Γ zz , which is needed to evaluate technical change, cannot be estimated from equations (28) and (29) where δ is the radial rate of technical change and all outputs, including the numeraire, are contained in the vector y and the parameter matrix Γ yz . Equation (30) can be evaluated for given values of outputs, inputs and other exogenous variables once the coefficients are estimated. The coefficients for the numeraire output are retrieved from the homogeneity condition.
Hicksian pairwise bias measures for outputs are obtained using equation (13) 
for all outputs m,j = 1,...,M, and when z = A. If B mj = 0, then technical change does not bias the optimal mix between outputs, while B mj > 0 implies a bias toward the production of the j th relative to the m th output, and B mj < 0 implies a bias toward the production of the m th output relative to the j th output.
Overall biases are obtained using the pairwise biases and equation (14). In terms of the parameters of the normalized quadratic output distance function Econometric Estimation.
Equations (25), (28) and (29) are modified slightly for estimation purposes. It is maintained that all observations are efficient, so for each year the production bundle is not only feasible but it is on the frontier. This amounts to assuming that D O (x, y) = 1 in every period, and as a result, equation (25) regresses (y 1 ) -1 , the numeraire output, on all other normalized outputs, input quantities, and other exogenous variables. Random disturbances are added to the normalized distance and normalized price equations. These disturbances represent the effect of random weather conditions and approximation error; they are assumed homoscedastic and uncorrelated within equations. Contemporaneous crossequation correlation of the disturbance terms is permitted.
If in addition to the above assumptions, the vector of disturbances is multi-normally distributed, maximum likelihood estimation can be performed. Under the stated stochastic assumptions, the maximum likelihood estimators are consistent, asymptotically normal, and asymptotically efficient.
Using the data described in the previous section, equations (25), (28) and (29) are estimated by the method of maximum likelihood, using the IML procedure in SAS. Cross-equation symmetry and identity restrictions are imposed on the parameters at estimation. Linear homogeneity in outputs is imposed by normalizing outputs by the index of ‛all other' outputs. Convexity in outputs must be imposed on this system. The output distance function will be convex in outputs if Γ yy is a positive semidefinite matrix, implying that the diagonal elements of this matrix are nonnegative. Convexity is imposed by estimating the system subject to nonegativity constraints on these parameters. This is done using the NLPQM (Dual Quasi Newton Method) optimization subroutine in the IML procedure in SAS.
This approach allows estimation of the parameters in the system by maximizing the likelihood function subject to equality and inequality, linear and nonlinear constraints on the parameters. Once these parameters are estimated, their standard errors are obtained from running one iteration of the SUR option of the MODEL procedure in SAS, with all parameter values restricted to the values estimated by the previous approach.
The system has six equations, the dependent variables being the inverse of the numeraire output Monotonicity is satisfied at the mean of the data, but violated at 36 of the 264 data points.
Among the most significant estimated parameters are those of the time variable, indicating a strong autonomous component in the trend of the supply and demand equations. In all cases but one this trend is associated with a decrease in normalized prices of outputs, suggesting the presence of technical change.
Estimates of Technical Change, Bias and Griliches' k shifts.
Equation (30) is used to estimate the radial rate of technical change. These estimates indicate that the percentage reduction in the marginal cost of corn has been more than in soybeans, while the reduction in the marginal cost of soybeans has been more than in wheat. In other words, during these fifty years U.S. agriculture became more productive in the production of corn relative to soybeans and wheat, and in the production of soybeans relative to wheat.
It is clear from the estimates that this study has not been useful at understanding the characteristics of technical change in the animal sector. I used the approach to estimate the k-shift or commodity specific rates of technical progress for corn, wheat, soybeans and beef in U.S. agriculture. The radial rate of technical change is estimated at about 1.77 percent per year, lower than that estimated by others using very different approaches and for slightly different time periods. The k-shift for corn is about 5.8 percent, with 3.5 percent for soybeans and 1.3 percent for wheat. This shows that U.S. agriculture has become more competitive in the production of corn, soybeans and wheat. This study is inconclusive with respect to the characteristics of technical change in the beef sector. 
Summary and Conclusions

