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A NOTE ON POINTWISE CONVERGENCE FOR THE
SCHRO¨DINGER EQUATION
RENATO LUCA` AND KEITH M. ROGERS
Abstract. We consider Carleson’s problem regarding pointwise convergence
for the Schro¨dinger equation. Bourgain recently proved that there is initial
data, in Hs(Rn) with s < n
2(n+1)
, for which the solution diverges on a set
of nonzero Lebesgue measure. We provide a different example enabling the
generalisation to fractional Hausdorff measure.
1. Introduction
Consider the Schro¨dinger equation, i∂tu + ∆u = 0, in R
n+1, with initial data
u(·, 0) = u0 in the Bessel potential/Sobolev space defined by
Hs(Rn) = (1−∆)−s/2L2(Rn) := {Gs ∗ g : g ∈ L2(Rn)} .
The Bessel kernelGs is defined as usual via its Fourier transform; Ĝs = (1+|·|2)−s/2.
In [5], Carleson proposed the problem of identifying the exponents s > 0 for which
(1.1) lim
t→0
u(x, t) = u0(x), a.e. x ∈ Rn, ∀ u0 ∈ Hs(Rn) ,
with respect to Lebesgue measure, and proved that (1.1) holds as long as s ≥ 1/4
and n = 1. Dahlberg and Kenig then showed that this condition is necessary,
providing a complete solution in the one-dimensional case [6].
In higher dimensions, (1.1) holds as long as s > 2n−14n ; see [12, 3]. It was thought
that s ≥ 1/4 might also be sufficient in higher dimensions (see for example [11]
or [19]), however Bourgain recently proved that s ≥ n2(n+1) is necessary [4]. Since
then, Du, Guth and Li [8] improved the sufficient condition in two dimensions to
the almost sharp s > 1/3.
Here we give a new proof of the necessary condition using a different example
(fewer frequencies travelling in a skew direction; see (3.2)). We replace number
theoretic arguments, via comparison with Guass sums, with ergodic arguments
that exploit the occasional complete absence of cancelation as in [13]. This permits
us to generalise to fractional Hausdorff measure. When n = 2, the proof becomes
much simpler as the ergodic arguments are trivial in that case.
Theorem 1.1. Let (3n+ 1)/4 ≤ α ≤ n. Then, for any
(1.2) s <
n
2(n+ 1)
+
n− 1
2(n+ 1)
(n− α) ,
there exists u0 ∈ Hs(Rn) such that
lim sup
t→0
|u(x, t)| =∞
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for all x in a set of positive α–Hausdorff measure.
The study of this refined version of Carleson’s problem was initiated by Sjo¨gren
and Sjo¨lin [17]. Theorem 1.1 improves [13, Theorem 2], although the result there
holds for the full range n/2 ≤ α ≤ n (with α < n/2 the question was previously
resolved in [1]). It has been conjectured that s ≥ n2(n+1) should also be sufficient
in the α = n case; see [7]. If that were true, then (1.2) would represent the
interpolating condition between two sharp results, and so it would be interesting to
see if Theorem 1.1 could be extended to the range n/2 ≤ α ≤ n, or whether there
is a discontinuity in behaviour as in the one-dimensional case.
Indeed, defining
αn(s) := sup
u0∈Hs(Rn)
dim
{
x ∈ Rn : lim sup
t→0
|u(x, t)| =∞
}
,
where dim denotes the Hausdorff dimension, the combination of Theorem 1.1 with
previous results yields
αn(s) ≥


n when s < n2(n+1)
n+ nn−1 − 2(n+1)sn−1 when n2(n+1) ≤ s < n+18
n+ 1− 2(n+2)sn when n+18 ≤ s < n4
n− 2s when n4 ≤ s ≤ n2 .
The function on the right-hand side is continuous apart from a jump of 12n over the
regularity s = n+18 . The bound is best possible in one dimension, in which case the
central intervals are empty and the dimension jumps by a half over s = 1/4. This
is a consequence of the Dahlberg–Kenig example combined with [1], where it was
proven that αn(s) ≤ n− 2s in the range n/4 ≤ s ≤ n/2. For the best known upper
bounds with lower regularity, see [14, Theorem 1.2].
In the following section we present the quantitive ergodic lemma that will be
used in the third section to provide a new proof that s ≥ n2(n+1) is necessary
in the Lebesgue measure case. For this we will employ the Nikiˇsin–Stein maximal
principle. However, in the fourth section, we will explicitly construct data for which
the divergence occurs, see (4.2), enabling the proof of Theorem 1.1.
2. A quantitive ergodic lemma
It is well-known that linear flow on the torus, in most directions, eventually
passes arbitrarily close to every point. This remains true when only considering
equidistant points on the trajectory.
Lemma 2.1. Let d ≥ 2, 0 < ε, δ < 1 and κ > 1d+1 . Then, if δ < κ and R > 1 is
sufficiently large, there is θ ∈ Sd−1 for which, given any y ∈ Td and a ∈ R, there is
a ty ∈ RδZ ∩ (a, a+R) such that
|y − tyθ| ≤ εR(κ−1)/d .
Moreover, this remains true with d = 1, for some θ ∈ (0, 1).
Proof. When d = 1, by taking θ close to R−1, we obtain approximately R1−δ
points tyθ equally spaced at intervals of length R
δ−1 on the circle. For each y ∈ T,
one of these points tyθ must lie closer than a distance of εR
κ−1 if R is sufficiently
large so that Rδ−κ < ε.
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When d ≥ 2 and a = 0, this was proved in [13, Lemma 2]. The adjustment to
the general case a ∈ R amounts to little more than starting the flow at different
points on the translation invariant torus. One can also easily check that the proof
in [13] is essentially unchanged. One need only translate their function ηR by a,
and the modulus of the Fourier transform of this is unchanged, so the remainder of
the argument is exactly the same. 
The following corollary is optimal, in the sense that the statement fails for
larger σ. To see this, we can place balls of radius εR−
γ
d centred at the points
of the sets below and assume that the balls are disjoint. Then the volume of such
a set would be of the order εdRd+1/2−γ−(d+2)σ, a quantity that is arbitrarily small
for larger σ. Neither is it possible to extend the range of γ, as then the set of
times t could be empty. To avoid this we must have σ < 1/4 which is ensured by
the restriction γ ≥ 3d/4.
Corollary 2.2. Let d ≥ 2, 3d4 ≤ γ ≤ d and 0 < σ < 1+2(d−γ)2(d+2) . Then, for any ε > 0
and sufficiently large R > 1, there exists θ ∈ Sd−1 such that⋃
t∈R2σ−1Z∩(a,a+R−1/2)
{
x ∈ Rσ−1Zd : |x| ≤ 2}+ tθ
is εR−
γ
d -dense in B(0, 1/2), for all a ∈ (0, 1). Moreover, this remains true with
d = 1, for some θ ∈ (0, 1).
Proof. We first rescale by R1−σ, and then replace R1/2−σ by R. In this way the
statement is equivalent to proving that, for any y ∈ B(0, R 1−σ1/2−σ /2) there exists
xy ∈ Zd ∩B(0, 2R
1−σ
1/2−σ ) and ty ∈ R
σ
1/2−σZ ∩ (R 1−σ1/2−σ a,R 1−σ1/2−σ a+R)
such that
|y − (xy + tyθ)| < εR
1−σ
1/2−σ
− γ
d(1/2−σ) ,
for a fixed θ ∈ Sd−1, independent of y and a. By taking the quotient Rn/Zd = Td,
this would follow if, for any [y] ∈ Td, we have
|[y]− [tyθ]| < εR
1−σ
1/2−σ−
γ
d(1/2−σ) .
Now this is a consequence of Lemma 2.1, by taking δ = σ/(1/2− σ) and κ so that
κ− 1
d
=
1− σ
1/2− σ −
γ
d(1/2− σ) .
The conditions 0 < δ < 1 and δ < κ are then ensured by the restrictions on γ and
σ in the statement. 
3. Proof of the Lebesgue measure necessary condition
When the initial data u0 is a Schwartz function, the solution u to the Schro¨dinger
equation can be written as
u(x, t) = eit∆u0(x) :=
1
(2π)n/2
ˆ
Rn
û0(ξ) e
ix·ξ−it|ξ|2dξ .
By the Nikiˇsin–Stein maximal principle [16, 18], it suffices to prove the following
theorem.
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Theorem 3.1. Suppose that there is a constant Cs such that∥∥∥∥ sup
0<t<1
∣∣eit∆f ∣∣∥∥∥∥
L2(B(0,1))
≤ Cs‖f‖Hs(Rn) ,
whenever f is a Schwartz function. Then s ≥ n2(n+1) .
Proof. Writing t/(2πR) in place of t, the maximal estimate implies that1
(3.1)
∥∥∥∥ sup
0<t<1
∣∣ei t2piR∆f ∣∣∥∥∥∥
L2(B(0,1))
. Rs‖f‖2 ,
whenever supp f̂ ⊂ B(0, 2R) and R > 4. From now on we let B(0, ρ) denote the
(n−1)-dimensional ball of radius ρ > 0, a fixed, sufficiently small constant. Writing
x = (x1, x¯) and letting 0 < σ <
1
2(n+1) , we consider frequencies in the set
Ω :=
{
ξ¯ ∈ 2πR1−σZn−1 : |ξ¯| ≤ R}+B(0, ρ) ,
and Schwartz functions defined by φ̂ = χ(−ρ,ρ) and ĝ = χΩ. Then the initial data
is defined by
(3.2) f(x) = eipiR(1,θ)·xφ(R1/2x1)g(x¯),
where θ ∈ (0, 1) when n = 2 and θ ∈ Sn−2 in higher dimensions.
Note that the solution factorises
(3.3) ei
t
2piR∆f(x) = ei
t
2piR∆fdk(x1)e
i t2piR∆fθ(x¯) ,
where fdk and fθ are defined by
fdk(x1) = e
ipiRx1φ(R1/2x1) and fθ(x¯) = e
ipiRθ·x¯g(x¯) .
By a change of variables, we have
|ei t2piR∆fdk(x1)| = R
−1/2
(2π)1/2
∣∣∣ˆ φ̂(R−1/2(ξ1 − πR))eix1ξ1−i t2piR ξ21dξ1∣∣∣(3.4)
=
1
(2π)1/2
∣∣∣ˆ ρ
−ρ
eiR
1/2(x1−t)y−i
t
2pi y
2
dy
∣∣∣ ≃ 1 ,
whenever |t| ≤ 1 and |x1 − t| ≤ R−1/2. Indeed, these restrictions ensure that the
phase is close to zero, so that no cancelation occurs in the integral. By Plancherel’s
identity and Fubini’s theorem,
‖f‖2 = ‖fdk‖2‖fθ‖2 ≃ R−1/4|Ω|1/2 ,
so that plugging the data into the maximal estimate (3.1) and using (3.3) and (3.4),
we obtain
(3.5)
(ˆ
B(0,1)
ˆ 1/2
0
sup
t∈(x1,x1+R−1/2)
∣∣ei t2piR∆fθ(x¯)∣∣2dx1dx¯)1/2 . RsR−1/4|Ω|1/2 .
In order to understand the behaviour of ei
t
2piR∆fθ we first consider the unmod-
ulated version ei
t
2piR∆g. Barcelo´, Bennett, Carbery, Ruiz and Vilela [2] showed
that
(3.6) |ei t2piR∆g(x¯)| & |Ω|, for all (x¯, t) ∈ X0 ×R2σ−1Z ∩ (0, 1) ,
1We write a . b (a & b) whenever a and b are nonnegative quantities that satisfy a ≤ Cb
(a ≥ Cb) for a constant C > 0. We write a ≃ b when a . b and b . a.
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where, with ε sufficiently small, X0 is defined by
X0 =
{
x¯ ∈ Rσ−1Zn−1 : |x¯| ≤ 2}+B(0, εR−1) .
This time the phase in the integrand never strays too far from zero modulo 2πi,
and so again there is no cancelation in the integral. Now
(x¯, t) ∈ Xtθ ×R2σ−1Z ∩ (0, 1) ⇒ (x¯ − tθ, t) ∈ X0 ×R2σ−1Z ∩ (0, 1) ,
where Xtθ := X0 + tθ and
∣∣ei t2piR∆fθ(x¯)| = ∣∣ei t2piR∆g(x¯− tθ)|. Combining this fact
with (3.6) yields
sup
t∈(x1,x1+R−1/2)
∣∣ei t2piR∆fθ(x¯)| & |Ω|, for all x¯ ∈ Γx1 := ⋃
t∈R2σ−1Z∩(x1,x1+R−1/2)
Xtθ ,
and this holds uniformly for all x1 ∈ (0, 1/2).
Now the sets Γx1 can be considered to be εR
−1–neighbourhoods of the sets of
Corollary 2.2. So, taking γ = d = n− 1, there is a θ ∈ Sn−2 so that B(0, 1/2) ⊂ Γx1
for all x1 ∈ (0, 1/2). Substituting into (3.5), this yields
|Ω|1/2 . RsR−1/4 .
As |Ω| ≃ R(n−1)σ, we can let σ tend to 12(n+1) and then R tend to infinity, so that
s ≥ 1/4 + n− 1
4(n+ 1)
=
n
2(n+ 1)
,
which completes the proof. 
4. Proof of Theorem 1.1
The solution is typically represented as u(·, t) := limN→∞ SN (t)u0, where
(4.1) SN (t)u0(x) :=
1
(2π)n/2
ˆ
Rn
Ψ(N−1ξ) û0(ξ) e
ix·ξ−it|ξ|2dξ ,
and Ψ is a fixed function, equal to one near the origin, that decays in such a way that
the integral is well-defined. For convenience we take Ψ(ξ) =
∏n
j=1 ψ(ξj), where ψ
is differentiable, supported in the interval [−2, 2] and equal to one on [−1, 1]. The
limit is usually taken with respect to the L2–norm, but here we will take all limits
pointwise, at each point that they exist. Supposing that α > n−2s, as we may, the
limits exist at almost every x with respect to α–Hausdorff measure (see for example
[15, Corollary 17.6]) and they coincide with the usual L2–limit almost everywhere
with respect to Lebesgue measure.
We take 0 < σ < 1+2(n−α)2(n+1) and λ := 2
M
1−σ , with M ∈ Z to be chosen sufficiently
large later. As α ≥ (3n + 1)/4 we have that σ < 1/4. Writing ξ = (ξ1, ξ¯), we
consider the sets of frequencies
Ωj =
{
ξ¯ ∈ 2πλj(1−σ)Zn−1 : λj ≤ |ξm| < λj+1, m = 2, . . . , n
}
+Q
(
0,
ε1√
n−1
)
,
where ε1 > 0 is a fixed sufficiently small constant and j ∈ N. Here Q(0, ℓ) is the
closed (n − 1)-dimensional cube centred at the origin with side-length ℓ, and we
denote its interior by Q˚(0, ℓ). For a suitable choice of θj ∈ (0, 1) when n = 2 or
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θj ∈ Sn−2 in higher dimensions, the initial data u0 that gives rise to a divergent
solution is given by
(4.2) u0(x) :=
∑
j∈N
eipiλ
j(1,θj)·xφ(λj/2x1)gj(x¯).
Here φ̂ = χ(−ε1,ε1) and ĝj := λ
jδ |Ωj |−1χΩj , with 0 < δ < σ/4. Noting that
|Ωj | ≃ λj(n−1)σ , we have that u0 ∈ Hs whenever
s <
(n− 1)σ
2
+
1
4
− δ .
Eventually we will let σ tend to 1+2(n−α)2(n+1) and δ tend to zero, covering all the cases
of the range (1.2).
First we consider (n− 1)-dimensional data given by fθj (x¯) := eipiλ
jθj ·x¯gj(x¯) and
the associated solutions on Xjtθj × T jx1 defined by
Xjtθj = {x¯ ∈ λj(σ−1)Zn−1 : |x¯| ≤ 2}+ Q˚(tθj , ε2λ−j) ,
T jx1 =
{
t ∈ λj(2σ−1)Z : x1 < t < x1 + λ−j/2
}
.
Taking ε1, ε2 sufficiently small and x1 ∈ (0, 1/2), as in the previous section we have
(4.3)
∣∣∣SN( t
2πλj
)
fθj(x¯)
∣∣∣ & λjδ, for all (x¯, t) ∈ Xjtθj × T jx1
whenever N ≥ 2πλ2j ; see [13, eq. 18]. On the other hand, in [13, eq. 20] it was
proven that for k > 2j, we have
(4.4)
∣∣∣SN( t
2πλj
)
fθk(x¯)
∣∣∣ . λ−kδ , for all (x¯, t) ∈ Rn−1 × T jx1 ,
whenever N ≥ 2πλ2j . It is something of a nuisance that this does not quite hold
for all k > j. To circumvent this, we consider
Xk,δ
λk−jtθk
:= λk(σ−1)Zn−1 +Q(λk−jtθk, ε2λ
−k(1−2δ)) .
In [13, eq. 19] it was proven that, when j < k ≤ 2j and x1 ∈ (0, 1/2),
(4.5)
∣∣∣SN( t
2πλj
)
fθk(x¯)
∣∣∣ . λ−kδ, for all (x¯, t) ∈ (Rn−1 \Xk,δλk−jtθk)× T jx1
whenever N ≥ 2πλ2j . Thus, considering
Γjtθj := X
j
tθj
\
⋃
j<k≤2j
Xk,δ
λk−j tθk
and Γjx1 :=
⋃
t∈T jx1
Γjtθj ,
an immediate consequence of (4.3), (4.5) and (4.4) is that if x ∈ Γj , defined by
Γj =
{
x ∈ Rn : x1 ∈ (0, 1/2), x¯ ∈ Γjx1
}
,
there exists a time tj(x) ∈ T jx1 such that
(i)
∣∣∣SN( tj(x)
2πλj
)
fθj (x¯)
∣∣∣ & λjδ ; (ii) ∣∣∣SN( tj(x)
2πλj
)
fθk(x¯)
∣∣∣ . λ−kδ for all k > j .
Now divergence occurs on the set of x that belong to infinitely many Γj ; that is
Γ :=
⋂
j≥1
⋃
k≥j
Γk .
To see this, we note that if x ∈ Γ there exists an infinite subset J(x) ⊂ N with
an associated sequence of times tj(x) ∈ T jx1 , for all j ∈ J(x), such that both (i)
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and (ii) are satisfied. The solution factorises as in (3.3), so that, recalling (3.4), we
see that the properties (i) and (ii) remain true while considering the extension fj,
defined by
fj(x) = e
ipiλjx1φ(λj/2x1)fθj (x¯) .
Now, since u0 =
∑
j≥1 fj , by the triangle inequality∣∣∣SN( tj(x)
2πλj
)
u0(x)
∣∣∣ & ∣∣∣SN( tj(x)
2πλj
)
fj(x)
∣∣∣− |A1| − |A2| ,
where
A1 :=
∑
1≤k<j
SN
( tj(x)
2πλj
)
fk(x) and A2 :=
∑
k>j
SN
( tj(x)
2πλj
)
fk(x) .
We have already proved that, for x ∈ Γ,∣∣∣SN( tj(x)
2πλj
)
fj(x)
∣∣∣ & λjδ and |A2| ≤∑
k>j
λ−kδ . 1 .
On the other hand, by bounding the terms trivially and taking λ sufficiently large,
we can also arrange that
|A1| ≤
∑
1≤k<j
λkδ ≤ 1
2
∣∣∣SN( tj(x)
2πλj
)
fj(x)
∣∣∣ .
Thus, for any x ∈ Γ where the solution is defined, we have∣∣∣u(x, tj(x)
2πλj
)∣∣∣ = lim
N→∞
∣∣∣SN( tj(x)
2πλj
)
u0(x)
∣∣∣ & λjδ ,
so there is a sequence of times
tj(x)
2piλj for which∣∣∣u(x, tj(x)
2πλj
)∣∣∣→∞ as tj(x)
2πλj
→ 0 .
Now, recalling that s < (n−1)σ2 +
1
4 − δ, the proof would be complete if we could
prove that the α–Hausdorff measure of Γ were positive, taking δ and σ sufficiently
close to 0 and 1+2(n−α)2(n+1) , respectively. Considering the slices Γx1, defined via
Γ = {x ∈ Rn : x1 ∈ (0, 1/2), x¯ ∈ Γx1} ,
it would suffice to prove that the (α − 1)–Hausdorff measure of Γx1 is positive for
all x1 ∈ (0, 1/2); see for instance [10, Proposition 7.9]. For this we must choose
the modulation directions θj ∈ Sn−2 appropriately, via the ergodic argument of the
second section (θj ∈ (0, 1) if n = 2). Note that Xjtθj is a union of disjoint open
cubes of side-length ε2λ
−j , while Xk,δ
λk−jtθk
is a union of disjoint closed cubes of
side-length ε2λ
−(1−2δ)k. The distance between the cubes is approximately λ(σ−1)j
in the case of the former and λ(σ−1)k in the case of the latter. Thus we see that
Γjtθj is a union of disjoint open sets Q(x¯, ε2λ−j) that we call pseudo-cubes.
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Case α = n. In this case, the (n − 1)-dimensional Lebesgue measure | · | of the
pseudo-cubes is comparable to actual cubes;
|Q(x¯, ε2λ−j)| ≥ |Q(x¯, ε2λ−j)| −
∣∣∣Q(x¯, ε2λ−j) ∩ ⋃
j<k≤2j
Xk,δ
λk−j tθk
∣∣∣
≃ εn−12 λ−(n−1)j − εn−12 λ−(n−1)j
2j∑
k=j+1
λ−(n−1)(1−2δ)kλ(n−1)(1−σ)k & εn−12 λ
−(n−1)j ,
where we have taken λ sufficiently large (recalling δ < σ/4). Thus, using Corol-
lary 2.2 with d = n − 1, γ = α − 1 and R = λj , we can choose the θj so that
|Γjx1| & 1 for all x1 ∈ (0, 1/2), provided that j is sufficiently large and σ < n2(n+1) .
From this we see that
lim
j→∞
∣∣∣ ⋃
k≥j
Γkx1
∣∣∣ & 1 ,
and, since this is a decreasing sequence of sets that are contained in a set with finite
(n− 1)-dimensional Lebesgue measure, we can conclude that
|Γx1 | =
∣∣∣ ⋂
j≥1
⋃
k≥j
Γkx1
∣∣∣ & 1 ,
for all x1 ∈ (0, 1/2). This completes the proof in the case α = n.
Case α < n. We will prove that the β–Hausdorff measure of Γx1 is positive for
any β in the interval ( (n−1)(2α+1)2(n+1) , α − 1). Note that the interval is not empty if
we restrict to α > 3n+14 . This is enough to complete the proof, as we could have
started with an α′ > α ≥ 3n+14 that also satisfies
s <
n
2(n+ 1)
+
n− 1
2(n+ 1)
(n− α′) ,
and performed all of the previous arguments for this α′.
Considering the Hausdorff content of a set E ⊂ Rd defined by
Hβ∞(E) := inf
{∑
i
δβi : E ⊂
⋃
i
Q(xi, δi)
}
,
by the triangle inequality as before, we have that
Hβ∞(Q(x¯, ε2λ−j)) ≥ Hβ∞(Q(x¯, ε2λ−j))−Hβ∞
(
Q(x¯, ε2λ
−j) ∩
⋃
j<k≤2k
Xk,δ
λk−jtθk
)
& εβ2λ
−βj−εn−12 λ−(n−1)j
2j∑
k=j+1
λ−β(1−2δ)kλ(n−1)(1−σ)k & εβ2λ
−βj ,
using (1 − 2δ)β − (n − 1)(1 − σ) > 0 and taking λ sufficiently large. This holds,
taking δ and σ close enough to 0 and 1+2(n−α)2(n+1) , respectively, since we have restricted
to β > (n−1)(2α+1)2(n+1) . Again we see that, in this range of β, the Hβ∞-content of the
pseudo-cubes is comparable to that of the actual cubes.
We now use Corollary 2.2, with d = n− 1, γ = α− 1 and R = λj , to choose θj
such that, for all x1 ∈ (0, 1/2), the Γjx1 are unions of pseudo-cubes whose centres
are ε2λ
−j α−1n−1 -dense in B(0, 1/2) ⊂ Rn−1, when j is sufficiently large. Recalling
that as the sidelengths are shorter, of length ε2λ
−j , this is not enough to come
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close to covering the ball as before. However, discarding some pseudo-cubes, if
necessary, we find that Γjx1 contains a set of pseudo-cubes whose centres are a
quasi-lattice with separation λ−j
α−1
n−1 ; see [13, Lemma 4]. That is to say, for any y¯ ∈
B(0, 1/2)∩ λ−j α−1n−1Zn−1 there exists a unique centre x¯ satisfying |x¯− y¯| ≤ λ−j α−1n−1 .
Using a density theorem due to Falconer [9] (see also [10, Proposition 8.5] for a
similar theorem), the positivity of the β′–Hausdorff measure of Γx1, for any β
′ < β,
is a consequence of the following density property
(4.6) lim inf
j→∞
Hβ∞(Γjx1 ∩Q(x¯, δ)) ≥ cδβ , ∀ Q(x¯, δ) ⊂ B(0, 1/2), ∀ δ > 0 .
Thus it would be sufficient for us to show that (4.6) holds for β ∈ ( (n−1)(2α+1)2(n+1) , α−1).
Essentially this means that the most efficient way to cover Γjx1 ∩ Q(x¯, δ) is with a
single cube of side δ. The only real competitor is the cover that consists of the
disjoint union of cubes of side-length ε2λ
−j placed on the top of the pseudo-cubes
of the quasi-lattice. However, this cover is costed at
∑
i
δβi ≃
(
δ
λ−j
α−1
n−1
)n−1
(ε2λ
−j)β = εβ2 δ
n−1λj(α−1−β) ,
which diverges as j → ∞ (recalling that β < α − 1). The remaining coverings are
ruled out in exactly the same way as in [13, Section 4]. The only requirement is
that the Hβ∞-content of the pseudo-cubes is comparable to that of the actual cubes,
which we have already observed, so the proof is complete. 
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