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I. INTRODUCTION 
The following examples occur in the monograph of Chang and 
Howes [3]: 
1. The Dirichlet problem: 
&yfl=(y-u(x))2”+1 (O<x,< I), 
Y(O) = 4 y(l)=& 
where q is a nonnegative integer and u is twice continuously differentiable; 
it is shown that y,(x) + U(X) as E + O+, uniformly for XE [S, 1 -S] for 
any 6>0. 
2. The Dirichlet problem: 
&y”=(y-z4(x))2~ (0 d x d l), 
Y(O) = A, V(l)=& 
where q is a positive integer and u is a twice continuously differentiable 
function with U” 3 0; it is shown that there is a solution y,(x) 3 U(X) such 
that y,(x)+u(x) as E -+O+, uniformly for x E [S, 1 - S], provided 
A 3 u(O) and B > u( 1). These inequalities are necessary; see O’MaIley [lo]. 
If the restrictions of the second example are imposed on the data of the 
first, then the conclusion of Example 2 also holds. Thus we are led to hope 
that the more general problem 
Ey”=f(y--(x)), y(O)=A>u(O), y(l)=B3u(l) (*I 
will also possess a solution y,(x) > U(X) such that y,(x) + U(X) as E + O+, 
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uniformly in x E [6, 1 - S]. Under the assumption that f is an increasing 
function vanishing at 0, we show that this is so in Theorem 1 below. Since 
we do not assume that f is differentiable, this theorem extends certain con- 
clusions of Fife [4, 51 as well. Even more general right-hand sides are 
allowed in Theorem 2. 
The second motivation for the present study is certain results of Stakgold 
[ 111, Bandle, Sperb, and Stakgold [ 11, and Friedman and Phillips [6]. 
These authors consider solutions y, of the differential equation 
&Y” = .f( Y )Y y(0) = y( 1) = A > 0, 
which is a special case of (*) with u-0. They show that, for certain 
functions f (e.g., f(y) = yi”), not only does y,(x) + 0 hold as E -+ 0, but 
actually y,(x) = 0 on some subinterval [p,, ql] c (0, l), where p,: -+ 0, 
q, + 1 as E JO. The interval [ pF., qE] is called the “dead core.” On the other 
hand, for other functions (e.g., f(y) = y*) y,(x) > 0 for all E > 0 and all 
x E [IO, 11; there is no dead core. In the third part of this paper we 
generalize these results, which describe a very peculiar sort of degeneration 
of the solution of the perturbed equation (*). However, it should be noted 
that the references [ 1,6] cited above deal with the more general elliptic 
problem eAy = f( y) for y E 52, y = A on 80. 
Finally, in the last part we reduce the smoothness assumptions on u and 
thus obtain generalizations of results of Howes [S, 91 as well as of the 
theorems of parts two and three. The statements of this section also par- 
tially generalize some of the conclusions of the author [2]. 
It should be observed that, in obtaining conclusions valid for more 
general functions f and u, we pay a price insofar as we obtain poorer order 
estimates for the degeneration. 
II. SINGULAR PERTURBATIONS 
In this section we extend certain results of [3] to the problem 
&Y”=f(Y-U(x)) (O<x< 1) 
Y(O) = Yo 2 u(O), Y(l)=Y,~u(l) 
(1) 
(2) 
and some generalizations; our goal is to show that y,(x) 1 u(x) as E -+ O+, 
uniformly in any compact subset of (0, 1). Regarding f and u, we make the 
following hypotheses: 
(i) f(z) is continuous and nondecreasing for z > 0; 
(ii) ,f(O) = 0 and f(z) > 0 for z > 0; 
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(iii) UE C3([0, 11); 
(iv) z/(x) > 0 for x E [0, 11. 
Since we do not require f to be differentiable, our results are not con- 
tained in those summarized in [3]. Indeed, the only role of continuity off 
is to guarantee existence of solutions; hence even that smoothness 
hypothesis can easily be dropped. 
The following lemma, due to Habets and Laloy [7] and restated from 
Chang and Howes [3], will prove useful. 
LEMMA 1. Let g(x, y) be continuous on [0, l] x R’; let a(x) and /3(x) be 
piecewise t+ce continuously differentiable functions on [0, 1 ] satisfying 
a(O) < a d P(O), a(l)<b<a(l) 
and, iJ’ 4x1, PC-x) E C’( Cc, 4 1 for Cc, 4 = CO, 1 I, 
a” 3 g(x, a), P” s AX> m 
for c<x<d. Also, if x is a point at which either CI or /I is not twice con- 
tinuously differentiable, let 
a’(e) 6 a’(x+ ), /Y(x- ) b /?‘(x+ ). 
Then the problem 
Y” = gk Y) (O,<xd 1) 
Y(O) = 4 y(l)=b 
has a C’( [0, 11) solution satisfying a(x) 6 y(x) ,< b(x) for x E [0, 11. 
Only in the final part of this paper will the lemma be used with functions 
that are not C’([O, 11). 
COROLLARY. Let y solve y” = g(x, y), and let a B y(O), b > y( 1). Then 
there is a solution z satisfying z(0) = a, z( 1) = b and z(x) > y(x). 
Because u”(x)>O= f(O), from Lemma 1 it follows that there exists for 
each E > 0 at least one solution y, to the problem (l)-(2) satisfying 
yE(x) 2 u(x). Throughout the following, attention will be restricted to 
solutions y, satisfying y,(x) 3 u(x) on [O, 11. Uniqueness is a consequence 
of the following lemma; it also follows from Theorem 2.1 of [6]. 
LEMMA 2. g E, 3 .s2 > 0, then y,,(x) 3 YJX) for all x E CO, 1 I. 
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Proof: Set d(x) = y,,(x) - y,,(x) and suppose to the contrary that there 
exists an f E (0, 1) such that +6(x) < 0. Let 
x,=inf{xE[O,x]:4(z)<Ofor allzE[x,x]}; 
then 4(x1) = 0 and $‘(x,) < 0. Let 
x,=sup{x~[~,1]:~(z)<Oforallz~[~,~]}; 
then 4(x,) = 0 and 4(x) < 0 on (x,, x,). Also, on [x,, x,], 
El Y~,(x)=f(Y,,(x)-u(x))~f(Y,,(x)-u(x)) 
= hYi$a 
so that 
i.e., d”(x) 6 0 on [x,, x,]. Clearly, no such 4 can exist. 
COROLLARY 1. Solutions of (l)-(2) are unique. 
COROLLARY 2. For any Q, > 0, y,(x) is bounded for (E, X)E (0, ~~1 x
co, 11. 
In studying the problem (l)-(2), it is natural to introduce the new 
dependent variable z,(x) = y,(x) - u(x). Then z, satisfies 
&Z;(X) =f(z,(x)) -&d’(X) (O<x< 1) (3) 
z(O)=a=y,-u(O)aO,z(l)=b=y,-u(l)>O. (4) 
Lemma 2 and its corollaries state that z, is unique, decreasing as E -+ O+, 
and bounded for 0 <E GE,,. 
The following technical lemma will be used in proving the main result of 
this section. 
LEMMA 3. Let [c, d] c (0, 1) and let z(x) > 0 be a twice continuously dif- 
ferentiable function on [0, l] satisfying 
(a) Z”(X) k -M for some constant M> 0; 
(/I) for some X E [c, d], z(X) > 6 > 0. 
Then there exists y = y(c, d, M, 6) > 0 such that 
s : f@(x)) dx B y. 
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Proof: By increasing A4 if necessary, we may assume that the zeros of 
the parabola z = 6 - @(x-X)’ fall in [0, l] for all X E [c, d]. Suppose 
that x > X; then integrating z”(x) > -A4 twice yields 
z(x) > 6 + z’(X)(x - X) - pf(x - X)2. (5) 
Inequality (5) also holds for x < X; thus we have 
z(x) 2 max[G + z’(X)(x -X) - @4(x-X)‘, 01. 
In view of the symmetry of the problem, we may assume that z’(X) ~0; 
then for x2X we have 
z(x) 2 max[G - +M(x - X)‘, 01. 
Hence, letting 2 denote the zero of 6 - @4(x -2)’ to the right of X, 
Note that y is independent of the location of XE [c, d]. 
THEOREM 1. Let f and u satisfy hypotheses (i)-(iv) above, and let y, be 
the solution of (l)-(2) for 0 <E < E,, satisfying y,(x) 2 u(x) for x E [0, 11. 
Then if Cc, 4 = (0, I), Y,( x --f u(x) unzformly in x E [c, d] as E -+ O+. 1 
Moreover, ify,, = u(O), the convergence is uniform on [0, d] for any d < 1; if 
y, = u(l), the convergence is uniform on [c, l] for any c > 0. Zf both 
y, = u(O) and y, = u( 1) hold, the conoergence is uniform on [0, 11. 
Proof. We shall examine the equivalent problem (3t(4) for z, = y, - U. 
If a = b = 0, then for each E > 0 there clearly exists a point i, E (0, 1) such 
that ~:(a,) = 0. 
Suppose now that a > 0; we shall show that, for all sufficiently small 
E > 0, z:(O) < 0. Let M denote the maximum of u”(x) and let .sO be small 
enough that f(a) > c,,M. Let 0 <E< a0 and suppose that z:(O) 3 0 holds. 
Let 
X, = sup{x E [0, 11: z:(x) > 0 on [0, xl}; 
X, exists because z:(O) 2 0. Clearly z,(x) Z a on [0, X,]. Therefore, 
~zl(X,) = f(z,(Z,)) - EU’(X~) 2 f(a) - +M> 0. (6) 
Hence if X, < 1 we have zi > 0 to the right of X,, contradicting the definition 
of X,. It follows that, for O<E<E~, z:(O)>0 implies that z, >a on [O, 11. 
409/124/l-IO 
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Now suppose there exists a sequence E, 10 such that z:“(O) 2 0. From (6) it 
follows that E,z~,,(x) 2 6 zf(a) - QM> 0 on [O, 11, and hence that 
1 
Z,“(X) 2 a + zL,(O)x + r 6x2 2 
n 
& 8x2, 
n 
so that zEn( 1) -+ co as II -+ 03, contradicting zEn( 1) = b. Thus a > 0 implies 
that z:(O) -C 0 for sufficiently small E > 0. 
A similar argument shows that z:( 1) > 0 for sufficiently small E when 
b > 0. In particular, it follows that z, has a minimum on (0, 1) for all small 
E>O when a>0 and b>O. Thus in either of the cases a=b=O or a>O, 
b > 0 there is a point 2’, E (0, 1) such that zj(a,) = 0. 
Suppose then that there exists 2.E  [O, 1 ] such that z:(i,) = 0, and let 
m, = ~~(2,). Multiplying (3) by z:(x) and integrating from 2, to x yields 
~E[z;(x)]~ = jzeix) f(s) ds - E 1.’ u”(s) z;(s) ds 
% 6 
-E u”(x) z,(x) - u”(i-,) mE - j; u”‘(s) z,(s) ds 
SC 1 
= s Z?(X) f(s) ds+ O(E) m, 
since z,(x) is bounded uniformly in x and E. Since the integral on the right 
is, for the same reason, bounded, it follows that there exists an N such that 
El’* 12;(X)/ d iv. 
Integrating the differential equation directly yields 
EZ;(X) = j” f(z.(r)) ds - c[u’(x) - ~‘(a,)], 
.x=P 
so that 
2Eh4+ E’~‘N>, ;f(z&)) ds, 
I 
i.e., 
f(z,(s)) ds = O(E”*). (7) 
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Suppose that z,(x) does not converge to zero uniformly on some com- 
pact subinterval [c, d] of (0, 1). Then there must exist a 6 > 0 and sequen- 
ces {xn} c [c, d] and {Ed} JO such that zEn(xn) 26. Now Z~~Z -M; 
therefore by Lemma 3 there exists a constant y independent ofn such that 
I ’ f(z&)) dx 3 Y, 0 
which contradicts (7). Thus z,(x) -+ 0 uniformly on compact subsets of 
(0, 1 ), as claimed. 
Continuing to assume that ~:(a,) = 0 for some i’, E [0, 11, we next show 
that convergence is uniform on [0, d] if z,(O) = 0; a similar argument holds 
if z,( 1) = 0. As a first step, we show that if z,(O) = 0, then z:(O) is non- 
increasing as E + O+. If this were not true, there would exist E, > s2 such 
that z&(O) > z:,(O). Let 2y E z&(O) - z:,(O) > 0. Since z,(O) = 0, there exists 
X > 0 such that z,,(x) < (z&(O) + y)x and zE2(x) > (z&(O) - ;I)X for x E [0, x). 
It follows that, on [0, X), 
z,,(x) ’ (&(O) - Yb = (4,(O) + Y)X > Z,,(X)? 
contradicting Lemma 1. 
It follows that z:(O) is bounded if z,(O) = 0; let 0 <z:(O) <p hold for 
0 < E < so. Then 0 <z,,(x) d 2px holds on some interval [0, S]; since z,(x) 
is decreasing as E 1, 0 d z,(x) 6 2~1~ also holds for 0 < E 6 &o and x E [0, 61. 
Let E> 0 be given, and choose 6 <F/2p; then 0 d z,(x) <E holds on [0, S]. 
On [S, d] for d-c 1 we already know that z,(x) -+ 0 uniformly. Hence 
z~(x) -+ 0 uniformly on [0, d] for any d < 1 if z(0) = 0. 
There remains only to consider the case in which z:(x) # 0 for all 
x E [0, ‘11. As we have seen, in order for this to happen exactly one of 
a = z(0) and b = z( 1) must vanish. Since the change of variable x -+ 1 - x 
preserves the differential equation, we may without loss of generality 
assume that a = 0, b > 0. Then we must have zk > 0 on [O, 11. Multiplying 
the differential equation (3) by z:(x) and integrating from 0 to x E (0, 11, 
we get that 
f&[z;(X~~ -z;(O)*] = j’“‘~“f(s) ds- & i,’ u”(s) Z:(S) ds, 
0 
and therefore 
&z;(x)* < &z;(O)* + 2 6”.‘)f(s) ds, 
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since U” >, 0, zi > 0. But z:(O) and z,(x) are both bounded, so there is a con- 
stant N such that 
&“2 Iz;(x)l <N 
for 0 < E < E,,. Integrating the differential equation (3) yields 
so that 
5 ’ f(z,(s)) ds = O(E”‘) 0 (8) 
again holds. Since z:(x) 2 0 and z,(O) = 0, to prove that z,(x) -+ 0 uniformly 
on [0, d] for d < 1 it suffices to prove that z,(d) -+ 0. If not, there is a num- 
ber 6 > 0 and a sequence E, 10 such that z,“(d) 2 6. But then z,“(x) > 6 on 
Cd, 11, so 
contradicting (8). The theorem is now completely proved. 
The inequalities (4), (8) provide, in specific instances, the basis for an 
explicit order estimate for the degeneration of the solution v,(x) of (l)-(2) 
to U(X) as s-+0+. For example, let f(z)=zp, let O<c<d< 1, and let 
a = ,,T-fjcxd ZAX) = ze(%); . . 
then Q is nonincreasing as E + Of. Let Mb max,,,, 1 u”(x) be large 
enough that the roots of the quadratic Q, -@4(x-X)* fall in [0, 11 for 
X E [c, d]; then the roots of Q, - $4(x - X)’ also lie in [0, l] for XE [c, d]. 
With z,(x) z y,(x) - U(X) as usual, we have as in the proof of Lemma 3 
that 
j; [z,(x)]“dx> j;’ [QE-$i4(x-X,)2]Pdx 
where iE denotes the root of QE - JM(x -X,)’ to the right of X,, i.e., 
2, =X, + (2Q,/M)“2. 
Change of variable from x to s = (A4/2Q,)“‘(x- x,) reduces the last 
integral to 
(2/M)1’2Q;2~+‘)‘2 [’ [l -s21pds. 
Jo 
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It follows from (4) (8) that, for some constant k and all small E>O, 
Qc<ke “(‘p + ‘), that is, 
0 d y,(x) - u(x) 6 k&“‘2P + I) 
on [c, d]. 
If p is an odd positive integer, then this order estimate is much worse 
than the estimate slip of Chang and Howes [3, p. 241. This is perhaps to be 
expected because we have taken no advantage of the differentiability of f 
that holds in this case and that is exploited in [3]. 
The following extension to nonautonomous equations is easy: 
THEOREM 2. Lez u(x) satisfy hypotheses (iii)(iv) and let h(x, w) sati?fy 
the following assumptions: 
(i’) h(x, w) is continuous on [0, l] x R’ and, ,for each XE [O, 11, 
h(x, w) is nondecreasing in w. 
(ii’) h(x, u(x)) = 0 and h(x, w) > 0 if w > u(x). 
Let w,(x) he the solution of the Dirichlet problem 
EW;:’ = h(x, w), w,(O) = w() B u(O), 
(9) 
w,(l)=w,>u(l) 
satisfying w,(x) 3 u(x) in [0, 11. Then if [c, d] c (0, l), w,(x) + u(x) 
uniformly in x E [c, d] as F -+ 0 + . Moreover, if w0 = u(O), the convergence is 
uniform on [0, d]; if w, = u( 1 ), the convergence is uniform on [c, 11. Zf both 
w0 = u(0) and w, = u( 1 ), the convergence is uniform on [0, 11. 
Prooj Uniqueness of solutions of (9) follows from an easy modification 
of Lemma 2, existence and asymptotic behavior from the following 
argument. Since &u”(x) > 0 = h(x, u(x)), we can let R(X) = u(x) in Lemma 1. 
Define 
f(z) = ,11,1;, 4x9 z + u(x)) . . 
for z>O; then f satisfies (i)-(ii). Let ys be the solution of 
EY:=f(Y,-u(x)), Ye(o)=%? vc:(l)=w,. 
Then EJ~I) =f( y, - u(x)) < h(x, y,), so from Lemma 1 it follows that 
solutions of (9) exist satisfying 
4x) G w,(x) d Y,(X). 
Theorem 2 then follows from Theorem 1. 
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III. DEAD CORE BEHAVIOR 
In this section we continue to study the s-dependence of solutions y, of 
(l)-(2) satisfying y,(x) >/ u(x), where u” > 0. Here we shall consider the 
possibility that we have not just y,(x) 1 U(X) as EL 0, but for sufficiently 
small E > 0 y,(x) = U(X) on some interval [ pE, q8]. Letting z, denote y, - U, 
as before, this behavior translates to z,(x) = 0 on [ pC, qe]. Since from (3) 
we have that z:(x) = -&u”(x) ~0 whenever z, =0 and U” >O, it is 
impossible to have z, = 0 at any interior point where U” # 0. Thus y, cannot 
coincide with u on any interval in which u is not linear. Results of 
[ 1, 6, 1 l] show that for u - 0, f satisfying the conditions of Theorem 3 
below, and y,(O) - u(0) = ye. 1) - u(l), ~1~ does coincide with u over a sub- 
interval when F is sufficiently small, the subinterval expanding as E -+ O+. 
This section is devoted to extending these results to a more general 
situation. 
The following technical lemma will be used in the proof of Theorem 3. 
The hypotheses on ,f are those of Theorem 3. 
LEMMA 4. Define, for b > m, 
(10) 
(11) 
Then I(0 + , b) = .Z(O + ). 
Proof. It is easy to see that Z(m, b) exists for each b > 0 satisfying b > m 
since f(m) > 0. Also, it is obvious that .Z is a decreasing function of 0. To 
see that Z(m, b) is also a decreasing function, let Am > 0 and introduce the 
change of variables 7 = t + Am, 4 = z + Am in (10) to get 
Z(m,b)=j~~~~[2j~+~~/(~-Am)dr]~“2d~ 
= Z(m + Am, b), 
since f(t - Am) <f(z). 
Suppose that I(0 +, b) exists. Since for all m > 0 and tJ > 0 
t3+2jzf(t)dt>2S;f(t)dt, 
0 m 
SINGULAR PERTURBATIONS 
it follows that for b>m 
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<jI [2 jIj-(*)dt]-li2 dz=Z(m, b)dZ(O+, b). 
Thus, taking the limit as m -+ 0+ for fixed 0, we have J(Q) d Z(O+, 6) for 
8>0. Since J(0) is nondecreasing as 010, it follows that .Z(O+) exists and 
J(O+),<Z(O+, b). 
Suppose now that J(O+) exists. Making the change of variables 
T = t + m, 4 = z + m yields 
J(B)=joim[L)+* j’f(T-m)dr]p”2d,‘. 
m m 
Since f(s -m) <f(s), it follows that 
and therefore that, for each fixed m satisfying 0 <m < b, 
by the Lebesgue monotone convergence theorem. Taking the limit as 
m + 0 + yields I(0 + , b) < .Z(O + ) and completes the proof. 
For example, for f(z) = zP we find by direct calculation that 
ao, p31 
v:2’P”‘b” -P)/* 
1-P 
O<p<l. 
The following special case contains the essence of the argument and will 
be used as a lemma in establishing more general results; it is essentially a 
generalization of some results of [ 1, 111. Since the nature of the problem is 
not altered by the change of variables x -+ 1 -x, it is enough to consider 
Y(O)240), Y(l)>U(l). 
THEOREM 3. Let yE be a solution of (l)-(2) with u”(x) ~0, so z,(x) = 
y&x) - u(x) 2 0 is u solution of 
&ZO = f(z), z(O)=a>O, z(l)=h>O, (12) 
where f satisfies the conditions (it(ii). 
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A. Zfa>OandZ(O+)=cg, thenz,(x)~OforO~x~lforaZl~>O. 
B. Zf a > 0 and Z(0 + ) < co, then for sufficiently small E, z,(x) = 0 for 
x E CP,, qJ where 
pE = o(&“2). 1 - qE = 0(&“2). 
C. Zfa=O and Z(O+)= cg, then z,(x)>Ofor O<x< 1 and all e>O. 
D. Zf a = 0 and Z(0-t ) < co, then for sufficiently small E, z,(x) E 0 for 
x E [0, p,], where 
1 - PE = 0(&l/2). 
ProojI We suppose first that a > 0. Let mE = minOi X< i z,(x); then, by 
Theorem 1, for E sufficiently small mE < min(a, b). Therefore if f, is such 
that m, = z&xc), 0 < x’, < 1. By elementary calculus ~:(a,) = 0; suppose X is 
another point satisfying z:(X) =O. Then by Rolle’s theorem there is 2 
between xc and X such that z:(g) = 0. Therefore f(z,(z)) = 0, implying that 
z,(a) = 0; it follows that m, = 0. Thus we have shown: if m, > 0, there is a 
unique point i2, E (0, 1) such that ~,(a,) = m,, and z:(x) < 0 for 
x < i’,, z:(x) > 0 for x > iE. In this case we shall define, for later con- 
venience, pE = qc = X,. Also, it follows that if m, = z,(x,) = z,(x*) = 0 for 
XI <x2, then there exists XE (x1, x2) such that z,(X) = 0. Suppose there 
were x3 satisfying x, <x3 <x2 and z,(x3) > 0. Let 
x,=inf{x: z,(t)>Ofor te [x,x,]), 
x, = sup{x: z,(t) > 0 for t E [x,, xl}; 
then xI<xI<x3<x,<x2, and z,(x,) = z,(x,) = 0 by continuity of z,. But 
we have seen above that z,(x[) =z,(x,) =0 implies the existence of 
x4 E (x,, x,) such that z,(x4) = 0, a contradiction. We have thus shown that 
if m, = 0, then z,(x) = 0 on an interval [p,, qE] c (0, I), and z:(x) < 0 on 
[0, p,), z;(x) > 0 on (qE, 1). In this case we will let f, denote any point in 
[PC, qEJ 
Multiplying the differential equation (12) by .zL and integrating from f, 
to x, we get that 
E[z;(x)]’ = 2 j- f(z,(s)) z;(s) ds = 2 I-f(t) dt, 
xc me 
whence for x 2 x, 
z;(x) = E- ‘I2 [ 2 j-1:(^)f(t) dt]“2 
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while for x 6 x’, 
z;(x) = -& -Ii2 [ 2 p-(r) d,]“. 
Thus for x > qc we have that 
Letting x -+ 1 - yields 
Z(m,, b) = &-“2( 1 - qJ, (13) 
where Z is defined in (10). Similarly, we have 
Z(m,; a) = E-1’2pc. (14) 
Clearly, I(0 +, a) = GO if and only if Z(O+, b) = cc. Suppose that mE > 0 
for all E > 0; then also qE = pE = xE for all sufficiently small E. Since both 
(13)-(14) have solutions for each E, we see on letting E + 0+ that one of 
Z(O+, b) = co or Z(O+, a) = GO must hold. Conversely, if I(0 +, b) = cc, 
then (13))(14) with qE = pE = x6 can be regarded as a coupled pair of 
equations for mE and x,. Adding these together yields 
Z(m,, u)+Z(m,, b)=E-“2, 
which always has a unique solution for m, > 0 for sufficiently small E > 0 
since both terms on the left are monotone, continuous, and tend to infinity 
as m, JO. With m, thus determined, (14) with pE = -Iz, can be solved for x,. 
We conclude that me > 0 for all E > 0 if and only if I(0 +, 6) = co. 
Suppose then that I(0 +, b) < cc and E is small enough that m, = 0. Since 
Z(m, b) is decreasing in the first argument, we have from (13) that 
E”~Z(O+, 6) 2 1 - qE; similarly from (14) we get that p, = O(s”‘). This 
completes the proof of parts A and B of the theorem. 
We consider now the case a = 0, h > 0. Then me = minoGX G I z,(x) = 0, 
and we can take x’, = a; but of course only ~:(a,) 3 0 holds. Suppose there 
is an X> 0 such that z,(X) = 0; then necessarily z:(X) = 0 also. Unless 
z,(x) = 0 on [0, X], z:(x) must change sign on (0, X], whence z: vanishes at 
some point of (0,X). By Rolle’s theorem, z:’ vanishes at some I E (0, X), 
whence from the differential equation z,(a) = 0. As in the proof for the case 
ub>O, it follows that z,(x) r0 on [2, X]. Now let 
x,=inf{x~(O, X]:z,(w)=Ofor WE [x, Xl}. 
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We have shown above that x, < X. If x, > 0, then from z,(x,) = 0 we deduce 
that there exists u’ <x, such that z,(w) = 0, whence z, = 0 on [w, X], con- 
tradicting the definition of x/. Thus x,= 0. It follows that z,: 3 0 on the 
(possibly degenerate) interval [0, p,], and that z:(x) > 0 on (p,, 11. 
Proceeding as in the proof of the previous parts of the theorem, we mul- 
tiply the differential equation by zf and integrate from 0 to x > 0. We get 
that 
EZ;(X)’ =&z;(O)* + 2 j;(‘l.f(t) dt. 
0 
This first-order differential equation can be solved by taking square roots 
and separating variables; there results 
1 
~ I!2 
8 
l/Zx = Ez;(O)’ + 2 j’f(t) dt dz. 
0 
On taking x = 1 we get that 
E -112 - - EZ;(0)* + 2 j’f(t) dt 
0 1 
~ l/2 
dz = J(&z;(O)‘). (15) 
Let co = J( 1). If J(0 + ) = co, then (15) has a unique positive solution for 
~zi(O)*, and hence for z:(O), provided only that E d so, since J is monotone. 
On the other hand, if J(O+) < co and E;‘/~ >J(O+), then (15) has no 
positive solution for 0 < E d so, and hence we must conclude that z:(O) = 0 
for such E. Let z, E 0 on [IO, p,]; then as in tbe derivation of (15) we get 
that E”~J(O) = 1 - p,, completing the proof of the theorem. 
Clearly, in none of the foregoing results is there any necessity for restric- 
tion to the interval [0, 11. This observation will be used in the following 
extension to the case wherein u”(x) vanishes only on subintervals of [0, 11. 
THEOREM 4. Let y, be the solution of (1 t(2) with u” 20 on [0, l] and 
u”=O on [c, d] c (0, l), where UE C’([O, I]); let f satisfy (i)-(ii). If 
I(O+, 1) < co, then for sufficiently small E > 0, y,(x) E u(x) for x E [p,, q8], 
where for some positive constants k, and k, 
If I(0 +, 1) = GO, then y,(x) > u(x) on (0, 1) for all E > 0 provided either 
y(O)-u(O)>0 or y(l)-u(l)>0 or 24” & 0 on [O, 11. 
Proof: I(0 +, 1) < co is equivalent to I(O+, b) -C co for any b > 0. By 
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Theorem 1, y,(c)1 u(c) and y,(d)1 u(d) as ~10. Choose any so>0 and let 
z/‘, be the solution of 
EU:I = f( u, - u) (c<x<d), 
u,(c) = YC”(C)> u,(d) = Y,,(d). 
As noted above, Theorem 3 implies that u,(x) = U(X) on a nonempty inter- 
val [p,, q,.. c [c, d] for sufficiently small E, and pc-c= O(E’/*), 
d- qE = O(E”*). But, by the Corollary to Lemma 1, U(X) < y,(x) d u,(x) for 
cd x < d, and the first statement of the theorem follows. 
Consider next the case Z(O+, 1) = co. Set z, = yr - U, and let u,: be the 
solution of the problem 
60: =.f(uJ, u,:(O) = z,(O), VA 1) = zc( 1). 
Then EG’:.) >f(u,) -su”, so by Lemma 1 we have that v,(x) G;,(X). From 
Theorem 3 (with u E 0) we conclude that u,(x) > 0 unless both y,,(O) = u(0) 
and y,( 1) = u( 1) are true. 
If y,(O) = u(0) and y,( 1) = u( 1) hold, there exists a point X, E (0, 1) such 
that y,(X,) > u(%&any point at which U” > 0 will do, as noted at the 
beginning of this section. Fix any value so of E. Then Theorem 3, C may be 
applied to the interval [0, X,,] with h E y,,(X,,) - u(X,,) > 0; we conclude 
that the solution v, of 
eul’ = f’(u,), u,(O) = 0, u,(X,:J = h 
is strictly positive on (0, X,,] for all E > 0. In particular, ucO > 0 on (0, X,,]. 
But, as before, y,,(x) - U(X) 2 u,,(x) > 0 on (0, X,] follows from Lemma 1. 
As the same argument works on [X-,,, l), the theorem follows. 
An extension to equations with more general dependence on x is the 
following. 
THEOREM 5. Let U(X) satisfy hypotheses (i)(ii), and let u”(x) =0 on 
[c, d] c [0, 11. Let h(x, w) satisfy hypotheses (if)-(ii’) of Theorem 2, and let 
~1,~ be the solution of 
EW; = h(x, w), w(0) = w() 3 u(O), w(l)=w,>u(l) 
satisfying w,(x) 3 u(x) in [0, 11. For z 3 0 set 
f(z) = os”,it, 0, z + u(x)) . . 
F(z) = ,yt:, h(x, z + u(x)) 
. . 
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z(~+)=~&I+ j-’ [2 jzf(t)dt]p(i2dz, 
m;O+ i[2J;F(t)dt]p”2dz. K(O+)= lim 
Zf Z(O+ ) < c/3, then for sufficiently small E, w,(x) = u(x) for x E [ pE, q8], 
where for some positive constants k, and k, 
p,,-~<k#~, d- qE < k2E’i2. 
Zf K(O+ ) = co and u” & 0 or w(0) > u(O) or w( 1) > u( I), then w,(x) > u(x) 
on (0, 1) for all E>O. 
Proof. Note that both f and F satisfy conditions (i)-(ii). Let v, be the 
solution of 
EV,; = f (V, - U), v,(O) = w,(O), v,(l)=w,(l). 
Then ED: 6 h(x, v,), and it follows from Lemma 1 and the analogue of 
Corollary 1 to Lemma 2 that U(X) < w,(x) d v,(x). If Z(O+) < co, 
Theorem 4 shows that v,(x) = U(X) on a suitable interval [p,, q8], whence 
the first conclusion of the present theorem follows. The second conclusion 
is proved with a similar argument. 
IV. ANGULAR LIMITING BEHAVIOR 
Here we shall show how to extend the major results of the last two sec- 
tions to the case where U(X) is not three-times continuously differentiable. 
Instead of (iii)-(iv), we require that 
(iii’) u is continuous and piecewise C3 on [0, 11, 
(iv’) U” > 0 if U” exists, otherwise u’(x- ) < u’(x+ ). 
As in part one of this paper, we conclude that there is a unique solution 
y, 2 U, monotone nonincreasing in E, of the problem (l)-(2) for such a 
function U. Our first theorem extends the main portion of Theorem 1; the 
rest of that result and Theorem 2 can be extended similarly. 
THEOREM 6. Let f and u satisfy hypotheses (i)-(ii), (iii’)-(iv’) and let y, 
be the solution of (1 t(2) satisfying y,(x) 2 u(x) for XE [0, 11. Then if 
[c, d] c (0, l), y,(x) + U(X) uniformly on [c, d]. 
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Proof: It is clear that for each 6 > 0 there exists a C’( [0, 11) function 
UJX) having the following properties: 
(a) u(x)<~~(x)<z4(x)+~ for 06x< 1 
(b) U:(X) > 0 
(c) U&(O) = u(O), ug( 1) = u( 1). 
Each ub “irons out the corners of” U, so to speak. Let v, be the solution 
of the problem 
&Vi = f( v, - u,), v,(O) = Yo, vAl)=4’, (16) 
satisfying u,,(x) 3 u&(x) on [0, 11. Then 
ev; =f(v, - ZQ) <f(v, - u) 
from the monotonicity off, so by Lemma 1 we get that y,(x)<o,(x). But 
Theorem 1 applies to (16), so v,(x) 1 &( ) u x uniformly on [c, d]. Let so be so 
large that u,(x) 6 UJX) + 6 on [c, d] for 0 < E 6 so; then for such E we have 
that U(X) < y,(x) 6 UJX) + 6 < u(x) + 26 on [c, d], establishing the 
theorem. 
THEOREM 7. Let the hypotheses of Theorem 6 be met, and let I(m, 1) be 
definedby (10). ZfZ(O+, l)=cc andu” sk 0, then y,(x)>u(x) on (0, 1)for 
each E>O. Zf Z(O+, l)<co and u”=O on [c,d]c [0, 11, then for any 
[c’, d’] c (c, d), y,(x) E u(x) on [c’, d’] for sufficiently small E > 0. 
Proof: Suppose first that Z(O+, 1) = co. Let [p, q] be any subinterval 
of [0, l] on which u E C3. Let ~t~,~, denote a C3 extension to [0, l] of 
u I cP,y,, the restriction of u to [p, q], such that u;P,yl 3 0 but u;,,,, & 0 
and u cp,yl(x) 6 4x1 on CO, 1 I; such functions exist because of the convexity 
of U. Let v, be the solution satisfying v,(x) 2 u~~,~,(x) on [0, l] of 
&UBl =f(v, - qp,q,), v,(O) = Yo, u,(l)= Y,. 
Then EVA >f(v, - u), so Lemma 1 implies that y,(x) > t’,(x) on [0, 1 ] and, 
a fortiori, on [p, q]. Theorem 4 applied to v, yields that v,(x) > u~~,~,(x) 
for all E, whence y,(x) > U(X) on [p, q] follows. 
Suppose next that Z(O+, 1) < cc and that U” = 0 on [c, d], and let 
c < c” < c’ < d’ < d” < d. Let v, denote the solution of 
&UZ =f(v, - Uh), u,(O) = Yo, v,(l)=Y, 
satisfying u,(x) B u&(x) on [0, 11, where u6 E C’( [0, 11) has properties 
(a)-(c) above and, in addition, u6(x) = U(X) on Cc”, #I. Again it is clear 
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that such ug exist. As before, we have U(X) < y,(x) < u,(x); but Theorem 4 
shows that v,(x) = ug(x) = U(X) on [c’, d’] for sufficiently small E > 0. 
Theorem 5 is also readily extended in this manner. 
It is clear that use of Lemma 1 makes possible easy extension of our 
basic results to many apparently more general problems, such as boundary 
values dependent on the parameter E, suitable equations of the form EY” = 
.I”( Y - 4 x, ~1, etc. 
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