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A large set of techniques needed to compute decay rates at the two-loop level are derived and
systematized. The main emphasis of the paper is on the two Standard Model decays H → γγ
and H → gg. The techniques, however, have a much wider range of application: they give
practical examples of general rules for two-loop renormalization; they introduce simple recipes
for handling internal unstable particles in two-loop processes; they illustrate simple procedures
for the extraction of collinear logarithms from the amplitude. The latter is particularly relevant to
show cancellations, e.g. cancellation of collinear divergencies. Furthermore, the paper deals with
the proper treatment of non-enhanced two-loop QCD and electroweak contributions to different
physical (pseudo-)observables, showing how they can be transformed in a way that allows for
a stable numerical integration. Numerical results for the two-loop percentage corrections to
H → γγ, gg are presented and discussed. When applied to the process pp→ gg +X → H +X ,
the results show that the electroweak scaling factor for the cross section is between −4% and
+6% in the range 100GeV < M
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1 Introduction
In this paper we have collected and systematized a large set of techniques needed to compute decay rates
and production cross sections at the two-loop level in a spontaneously broken theory characterized by a large
number of scales. Although the main emphasis will be on the Standard Model (SM) Higgs-boson decays to
two photons and two gluons and on the related production processes, our techniques have a broader range of
application. Firstly, they represent practical applications of general rules for two-loop renormalization and
introduce simple recipes for handling internal unstable particles. Secondly, they illustrate useful procedures
for the analytical extraction of collinear logarithms: we explicitly prove that the complete H → γγ amplitude
is free from collinear logarithms in spite of the fact that single Feynman diagrams show a collinear-divergent
behavior. Finally, our techniques allow to represent the non-enhanced two-loop QCD and electroweak con-
tributions to different physical (pseudo-)observables in a form suitable for a stable numerical integration.
The lastly mentioned feature represents the important and difficult part of our computation. Since we
do not rely on any kind of approximation, we can safely cover all kinematical regions including different
normal thresholds, like the WW one, which are peculiar of Higgs- and vector-boson decays. Therefore, we
are able to place the electroweak component on the same footing as the QCD one: a non-trivial but essential
task, since in several situations the size of the pure electroweak higher order corrections is comparable to
the theoretical uncertainty related to the parton distribution functions.
Note that two-loop electroweak corrections to 1 → 2 processes are currently investigated by several
groups: the authors of Ref. [1] have derived the dominant contributions to the H → bb decay width, and
two different collaborations have computed the fermionic [2] and bosonic [3,4] corrections to the effective
electroweak mixing angle.
With the advent of the LHC era, it is clear that the production process gg → H and the decay mode
H → γγ are going to play a crucial role for a precise comparison of the experimental data with the SM
predictions.
Gluon fusion is the main production channel of the SM Higgs boson at hadron colliders, and both
virtual and real corrections have been thoroughly investigated since the beginning of the 90’s. The QCD
next-to-leading order (NLO) radiative corrections to the total Higgs-production cross section have been
first computed below the tt threshold in Ref. [5], and using an effective-Lagrangian approach, where the
top quark is integrated out, in Ref. [6]. Formally, the second method defines the heavy-top limit, and it
has represented the starting point for subsequent higher order improvements. A one-dimensional integral
representation which proves well-set for numerical evaluation has been later derived in Refs. [7,8] for the
entire Higgs-mass range; moreover, the virtual component has been evaluated analytically in a closed form
by the authors of Ref. [9].
Recently, two different groups [10,11] have provided independent checks of the work of Ref. [9], general-
izing the analytic result in a framework where the coupling of the Higgs to the external particles is mediated
by a scalar field (see also Ref. [12]). Since QCD NLO corrections increase the cross section by more than
70%, there was a flurry of activity on higher order QCD effects. Partial results for the next-to-next-to-
leading order (NNLO) corrections to the total cross section in the heavy-top limit have been obtained in
Ref. [13] for the two-loop virtual corrections to the effective heavy-top Hgg vertex, and in Ref. [14] for the
soft components; the complete NNLO result has been finally derived by three different groups in Ref. [15],
and later supplemented by an all-order resummed calculation of multiple soft-gluon emission at next-to-
next-to-leading logarithmic (NNLL) accuracy in Ref. [16] and including the fourth logarithmic (N3LL) order
in Ref. [17] (see also Ref. [18]). In addition, the effect of a jet veto on the inclusive cross section has been
studied at NNLO in Ref. [19], and an improvement with respect to the heavy-top limit has been recently
obtained by the authors of Ref. [20]. Because of the cuts on the final states typical for hadron-collider
phenomenology, fully differential perturbative results have a privileged role; the differential cross section for
Higgs production has been derived through NNLO in QCD in Ref. [21], and later cross-checked through an
independent subtraction formalism by the authors of Ref. [22]. Note that the techniques used in Ref. [21]
have been recently extended in Ref. [23] to compute the QCD NNLO cross section for the H →WW → lνlν
signal at the LHC. The Higgs-production mechanism in the gluon-fusion channel has clearly a close affinity
with the Higgs decay to two gluons; the state of the art in QCD is presently represented by the two works
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of Ref. [24], with the full NNLO result and the N3LO calculation in the heavy-top limit respectively.
While QCD corrections to Higgs production through gluon fusion at hadron colliders are well under
control, electroweak effects are less understood. The NLO corrections to the total cross section were evaluated
in Ref. [25,26] in the heavy-top limit, and turned out to be less than 1%. The contribution due to the
light fermions has been calculated analytically in Ref. [27], and found to be more sizable; the remaining
component of the amplitude involving the top quark has been computed by means of a Taylor expansion
in the Higgs external momentum in Ref. [28]. It is worth stressing that the work of Refs. [27,28] has not
been independently cross-checked by a different group; moreover, for obvious reasons, the validity of the
result of Ref. [28] is restricted to the kinematical region below the WW threshold. Under the hypothesis of
factorization with respect to the dominant QCD soft and collinear radiation, the impact of the electroweak
corrections to Higgs-production in proton-proton collisions has been estimated in Ref. [29].
The decay of the SM Higgs boson into two photons has also a great phenomenological interest: on the
one hand, it provides a precious information for the discovery at hadron colliders [30]; on the other hand,
an upgrade option at the planned ILC will allow for a high-precision measurement of the partial width into
two photons [31], leading to quantitative tests on the existence of new charged particles. QCD corrections
to the decay width of an intermediate-mass Higgs boson have been computed at NLO in Ref. [32] and at
NNLO in Ref. [33]; the NLO result has later been extended in Ref. [34] to the whole Higgs-mass range.
Electroweak NLO corrections have been computed in Ref. [35,26] in the large top-mass scenario (the
so-called “dominant” corrections) and in Ref. [36] in the large Higgs-mass scenario. The complexity of this
complicated (multi-scale) computation is reflected into the fact that seldom an a priori dominance lives
up to its promise; for instance, O (GFM2t ) corrections in the range 80 − 150GeV do not dominate at all.
Recently, the two-loop contributions induced by light fermions have been derived in Ref. [27], and electroweak
corrections due to gauge bosons and the top quark have been given in term of an expansion in the Higgs
external momentum in Ref. [37], a result subsequently extended in Ref. [38] to cover all kinematical regions
including the notoriously difficult WW threshold and the NLO QCD corrections.
In this paper we show details about the evaluation carried on for the H → γγ decay in Ref. [38] and
generalize the result to the gg → H process to the entire Higgs-mass range. Since we are not bound to rely
on any kind of expansion, neither in the bosonic sector nor in the top-bottom one, we can produce extremely
accurate results for any value of the Higgs-boson mass, including the full dependence on the W -, Z- and
Higgs-boson masses and on the top-quark mass. A consistent and gauge-invariant treatment of unstable
particles allows to produce precise results around the WW threshold.
In our approach, Feynman diagrams, up to two loops and including QCD, are generated by means of an
automated procedure which does not rely on any external package, and is implemented in the FORM [39]
program GraphShot [40]. After projecting the amplitude for a given (pseudo-)observable onto form factors
and taking traces over Dirac matrices, three basic simplifications are done recursively: at first, reducible scalar
products are removed; next, tadpole integrals are reduced using integration-by-parts identities (IBPIs) [41];
finally, the symmetries of each diagram are exploited in order to reduce the number of integrals to be
evaluated.
The second step in the calculation of any two-loop process concerns renormalization; here we heavily rely
on the results of Refs. [42,43,44]. After assembling diagrams we perform the usual canonical tests to ensure
that our result is correct, checking all possible unrenormalized Ward-Slavnov-Taylor (WST) identities. The
next logical steps consist in removing all ultraviolet divergencies, with the due caution to the problem of
overlapping divergencies, and checking the renormalized WST identities. Then, we express renormalized
parameters in terms of physical observables belonging to some input-parameter set.
The third step consists in the analytical extraction of collinear logarithms of Feynman diagrams. It is
worth noting that the amplitude for H → γγ is collinear free, and one could adopt the approach where all
light fermions are considered massless; therefore, the collinear behavior of single components is controlled
in dimensional regularization and collinear poles cancel in the total. We prefer another approach, where
collinear singularities are controlled by the light-fermion masses; partial components of the complete result
are divergent, but we check that all logarithms of collinear origin cancel in the complete answer.
Finally, the remaining collinear-free contributions are written in terms of smooth integral representations
using the methods developed in Refs. [45,46,47,48,49], and then evaluated numerically.
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The outline of the paper is as follows: in section 2 we summarize our notation and conventions. Details
about the construction of the H → γγ(gg) amplitude, including renormalization and choice of the input-
parameter set, are discussed in section 3. In section 4 we explain how we manipulate Feynman integrals
in order to simplify the amplitude, removing scalar products, reducing tadpole integrals and symmetrizing
Feynman diagrams. The behavior of two-loop diagrams around a normal threshold is thoroughly investigated
in section 5. In section 6 we discuss the extraction of collinear singularities, and in section 7 we describe
details about the evaluation of massive diagrams. Numerical results are shown and discussed in section 8.
Finally, we summarize our conclusions in section 9. Additional material is contained in the appendices.
2 Notation and conventions
Regularization. We employ dimensional regularization [50], denoting the number of space-time dimensions
by n = 4− ǫ, and we define short-hand notations for regularization-dependent factors,
∆UV = γ + lnπ + ln
M2
µ2
, ∆UV (x) = ∆UV − ln M
2
x
, (1)
where γ = 0.5772156 · · · is the Euler constant, µ is the ’t Hooft mass unit, M stands for the bare or
renormalized W -boson mass (in the following we will not distinguish unless strictly needed) and x is a
positive-definite kinematical variable. In our conventions the logarithm has a cut along the negative real
axis and it is understood that for all masses M2→M2−i 0.
The structure of poles in dimensional regularization is better exploited in terms of universal factors.
Any one-loop integral f1 can be formally decomposed as f1 ( {l} ) = ∑1k=−1 f1 ( {l} ; k ) F 1k (x), where {l}
stands for a set of arguments representing powers of inverse propagators, external kinematical variables and
masses of internal particles and x denotes a scale which depends on the kind of integral: M for tadpoles
and a squared external momentum for other configurations. The dependence on the dimensional regulator
ǫ and the regularization-dependent factors introduced in Eq.(1) is encapsulated in the universal one-loop
ultraviolet (hereafter UV) factors
F 1−1(x) =
1
ǫ
− 1
2
∆UV (x) +
1
8
∆2
UV
(x) ǫ, F 10 (x) = 1−
1
2
∆UV (x) ǫ, F
1
1 (x) = ǫ. (2)
It is worth noting that, because of overlapping divergencies due to UV-divergent one-loop sub-diagrams, we
include O (ǫ) terms in all one-loop results.
A generic two-loop integral f2 can be written as f2 ( {l} ) = ∑0k=−2 f2 ( {l} ; k) F 2k (x), with two-loop
UV factors given by
F 2−2(x) =
1
ǫ2
− ∆UV (x)
ǫ
+
1
2
∆2
UV
(x), F 2−1(x) =
1
ǫ
−∆UV (x), F 20 (x) = 1. (3)
Note that the product of two one-loop integrals can be written in terms of the same UV decomposition of a
genuine two-loop integral.
Finally, let us define our soft/collinear factors; for the electroweak part of the calculation they are equal
to the UV factors of Eq.(3). In appendix C we will extend their definition to cover non-abelian QCD
configurations.
Classification of two-loop integrals. In this paper we frequently use the notion of scalar, vector and tensor
two-loop Feynman integrals. An arbitrary two-loop scalar diagram can be cast as
Gαβγ =
µ2ǫ
π4
∫
dnq1 d
nq2
α∏
i=1
(k2i +m
2
i )
−1
α+γ∏
j=α+1
(k2j +m
2
j)
−1
α+γ+β∏
l=α+γ+1
(k2l +m
2
l )
−1, (4)
where α, β and γ give the number of internal lines containing the integration momenta q1, q2 and q1 − q2,
and we have introduced
ki = q1 +
∑
N
j=1 η
1
ij pj, i = 1, . . . , α,
ki = q1 − q2 +
∑
N
j=1 η
12
ij pj , i = α+ 1, . . . , α+ γ,
ki = q2 +
∑
N
j=1 η
2
ij pj, i = α+ γ + 1, . . . , α+ γ + β.
(5)
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Here N is the number of vertices connected to external lines, ηaij = ±1, 0 and {p} is the set of external
momenta. The capital letter G identifies the number of external legs: T for tadpoles, S for self-energies and
V for vertices.
The triplet of numbers αβγ can be represented in an extremely compact way: first, we introduce κ =
γmax [αmax (β − 1) + α − 1] + γ, where for tadpoles αmax = 1 and γmax = 1, for self-energies αmax = 2 and
γmax = 1 and for vertices αmax = 2 and γmax = 2; next, we associate a letter of the alphabet to each value
of κ and we derive a set of alpha-numerical correspondences,
G = T ⇒ 111→ A, G = S ⇒ 111→ A, 121→ C, 131→ E, 221→ D,
G = V ⇒ 121→ E, 131→ I, 141→M, 221→ G, 231→ K, 222→ H. (6)
All the different groups (sometimes called families or topologies) of Feynman diagrams with different num-
bers of external and internal legs have been classified for completeness in Figs. 25, 26, 27 and 28 of ap-
pendix A, where the graphical relation between the diagrams and the corresponding integrals can be found.
Note that we follow the notation of Ref. [51] for one-loop integrals. At the two-loop level we identify
one tadpole (vacuum) topology, TA, four self-energy topologies, SA, SC, SE, SD, and six vertex topologies,
V E, V I , V M , V G, V K, V H . Note that factorized two-loop topologies, associated with the product of two
one-loop Feynman integrals, do not receive a particular name.
For a detailed analysis of scalar two-loop self-energies and vertices we refer the interested reader to
Refs. [45,46,47,48]. The presence of non-trivial structures containing integration momenta in the numerators
of two-loop integrals requires to introduce tensor structures and form factors, as described in sections 7 and 9
of Ref. [49] for higher rank self-energies and vertices.
Miscellanea. In order to keep our results as compact as possible, we introduce a short-hand notation for
integrals over a simplex of Feynman parameters,
∫
dSn({x})f(x1,· · ·,xn)=
n∏
i=1
∫ xi−1
0
dxif(x1,· · ·,xn),
∫
dCn({x})f(x1,· · ·,xn)=
∫ 1
0
n∏
i=1
dxif(x1,· · ·,xn), (7)
where x0 = 1. In addition, the so-called
′+′ and ′ ++′ distributions will be extensively used,∫ 1
0
dx
f(x, {z})
x− a
∣∣∣
+
=
∫ 1
0
dx
f(x, {z})− f(a, {z})
x− a , a = 0, 1,∫ 1
0
dx
f(x, {z}) lnn x
x
∣∣∣
+
=
∫ 1
0
dx
[f(x, {z})− f(0, {z})] lnn x
x
, (8)
∫ 1
0
dx dy
f(x, y, {z})
x y
∣∣∣
++
=
∫ 1
0
dx dy
f(x, y, {z})− f(x, 0, {z})− f(0, y, {z}) + f(0, 0, {z})
x y
. (9)
3 The amplitude for H → γγ(gg)
We consider the decay of an arbitrary Higgs boson into two photons h (−P )+ γ (p1) + γ (p2)→ 0, where
P = p1 + p2 (all momenta are incoming). The amplitude A can be written as
A = Z−1
A
Z−
1
2
H e
µ
1 e
ν
2 Aµν(0, 0,−M2H ), (10)
where eµi = e
µ(pi, λi), with i = 1, 2 and λi = ±, are the photon polarization vectors and ZA and ZH are the
photon and Higgs-boson wave-function renormalization factors. Aµν is the amputated Green’s function for
h→ γγ, whose tensor structure reads
Aµν(p21, p22, P 2) =
G
16π2
[
FD(p
2
1, p
2
2, P
2) δµν +
2∑
i,j=1
F
(ij)
P (p
2
1, p
2
2, P
2) piµ pjν +Fǫ(p
2
1, p
2
2, P
2) ǫµναβ p
α
1 p
β
2
]
. (11)
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If h = H , the Standard Model CP-even Higgs boson, then Fǫ = 0 and G = g
3 s2θ, where g is the bare
SU(2) -coupling constant and sθ = sin θ (cθ = cos θ) is the sine (cosine) of the bare weak-mixing angle. The
form factors FD, F
(ij)
P and Fǫ are functions of the off-shell kinematical invariants p
2
1, p
2
2 and P
2; they have
to be extracted with suitable projection operators and can be subsequently evaluated for on-shell external
momenta, p21 = p
2
2 = 0 and P
2 = −M2
H
, where M
H
is the on-shell Higgs-boson mass. A general framework
for projection operators is discussed in appendix B following the approach of Ref. [52].
Note that the amplitude for the decay of the SM Higgs boson into two gluons, H → gg, is obtained from
Eq.(10) and Eq.(11), replacing ZA with Zg, the gluon wave-function renormalization factor, and introducing
the appropriate color indices for the gluon fields; in addition, the overall factor g3 s2θ of Eq.(11) is replaced
by g g2
S
, where gS is the SU(3) -coupling constant of strong interactions.
Because of the absence of a tree-levelHγγ(gg) coupling in the SM, the lowest-order amplitude is generated
by one-loop fermionic and bosonic diagrams, as shown in Fig. 1; note that the virtual particles do not decouple
also for masses larger than the Higgs one, since their coupling to the Higgs boson grows with their mass.
H
γ
γ
t
t
t
H
γ
γ
W
W
W
H
W
W
γ
γ
Figure 1: Examples of one-loop diagrams for the decay H → γγ. Other bosonic diagrams, not shown here, contain
charged unphysical Higgs-Kibble scalar and Faddeev-Popov ghost fields. For H → gg, only fermionic diagrams
appear.
Having singled out the sθ dependence due to the couplings of the external photons, the one-loop form
factors do not show any residual dependence on θ, because one-loop diagrams containing Z bosons or neutral
unphysical Higgs-Kibble scalar and Faddeev-Popov ghost fields do not show up. Therefore, form factors at
one loop contain only the bare masses of the W boson, mW , the Higgs boson, mH , and the fermions, mf .
This simple observation will allow in the following for a straightforward implementation of two different
renormalization schemes. On the one hand, the on-shell masses of the W boson, M
W
, the Higgs boson, M
H
,
and the fermions, Mf , will be part of any renormalization scheme, and the associated derivatives of the one-
loop form factors will have to be evaluated. On the other hand, g and sθ, collected as simple pre-factors in
Eq.(11), will be connected to GF , the Fermi-coupling constant, and α, the fine-structure constant, orMZ , the
on-shell Z-boson mass. The choice of the two different input-parameter sets (GF , α) or (GF ,MZ ) will define
our renormalization scheme. Finally, the SU(3)-coupling constant gS will be related to the strong-coupling
constant αS(µ
2
R
) evaluated at the appropriate renormalization scale µR.
The form factor Fǫ is present at two loops in diagrams containing a fermion sub-loop, as shown in Fig. 2,
but it does not arise at one loop due to the lacking of axial fermion couplings. Due to CP invariance the
contribution of Fǫ vanishes in the total. Therefore, we can circumvent the notorious problems associated
with the definition of the γ5 matrix in dimensional regularization [50] (see a detailed discussion in Ref. [53])
employing a completely anticommuting γ5.
H
γ
γ
t
b
t
W
W
W
H
γ
γ
t
Z
t
t
t
t
H
γ
γ
t
t
W
b
b
W
Figure 2: Representative two-loop diagrams giving a non-vanishing contribution to the form factor Fǫ, because of the
presence of an axial coupling between a massive vector boson and a virtual fermion pair.
Finally, we observe that Bose symmetry sets four constraints on the other form factors for off-shell
5
external particles,
FD
(
p21, p
2
2, P
2
)
= FD
(
p22, p
2
1, P
2
)
, F
(11)
P
(
p21, p
2
2, P
2
)
= F
(22)
P
(
p22, p
2
1, P
2
)
,
F
(12)
P
(
p21, p
2
2, P
2
)
= F
(12)
P
(
p22, p
2
1, P
2
)
, F
(21)
P
(
p21, p
2
2, P
2
)
= F
(21)
P
(
p22, p
2
1, P
2
)
. (12)
Although F
(11)
P , F
(22)
P and F
(12)
P are irrelevant for the calculation of the amplitude due to the condition
ei · pi = 0 for on-shell photons (gluons), they play an essential role in computing the relevant Ward-Slavnov-
Taylor identities (hereafter WSTIs) for H → γγ(gg).
Before discussing WSTIs in more detail, let us define what we use for the Higgs-boson mass and wave-
function renormalization factor.
3.1 Higgs-boson mass and wave-function renormalization
We evaluate the amplitude for P 2 = −M2
H
, where M
H
is the on-shell Higgs-boson mass, defined as the
location of the pole of the real part of the associated Dyson-resummed propagator ∆H ,
Re
[
∆H(p
2)
]−1 |p2=−M2
H
= 0 ⇒ M2
H
= m2
H
− ReΣH(−M2H). (13)
Here mH is the bare mass and ΣH is the sum of all one-particle irreducible (1PI) diagrams for the Higgs
self-energy. For definiteness, M
H
would be the experimental mass extracted from a fit of the hypothetical
Higgs-resonance line shape obtained by means of a Breit-Wigner function with a running width,
∆H(p
2) ∝ 1
p2 + M2
H
+ i p2 ΓH /MH
. (14)
It is well-known that the on-shell definition of mass for an unstable particle is gauge-parameter dependent
beyond one loop, and it should be replaced by the complex pole, sH in our case, including real and imaginary
parts of ∆H , [
∆H(p
2)
]−1 |p2=−sH = 0 ⇒ sH = m2H − ΣH(−sH). (15)
As it is often stated [54], the complex pole is a property of the S matrix, and therefore gauge-parameter
independent at all orders in perturbation theory; the proof of this property relies on the Nielsen identities and
can be found in Ref. [55]. Therefore, fixed-order computations beyond one loop or resummation-improved
one-loop predictions require to perform mass renormalization dropping the concept of on-shell masses and
employing complex poles; for a thorough discussion at one and two loops we refer to Ref. [44].
Concerning H → γγ at two loops, the absence of a tree-level amplitude implies that Higgs-mass renor-
malization has to be performed at one loop: this suggests that an on-shell definition of the Higgs-boson
mass, being gauge-parameter independent at one loop, proves adequate for our purposes. Nevertheless, we
will show in the following that a naive implementation of on-shell mass renormalization for the Higgs boson
breaks the standard two-loop WSTI for H → γγ above the WW -production threshold (light-fermion masses
are neglected). On the one hand, the bare identity develops an imaginary part above the WW threshold;
on the other hand, the Higgs self-energy appearing in Eq.(13), ΣH , develops an imaginary part at one loop
for M
H
> 2M
W
, but on-shell mass renormalization selects its real part only. This introduces a mismatch
between real and imaginary parts at the level of the renormalized WSTI. Therefore, the usual statement that
renormalization schemes with complex poles or on-shell masses are equivalent at one loop should be taken
with some caution; for H → γγ at two loops, the two schemes are equivalent only below theWW -production
threshold.
A second delicate point concerns the use of a Higgs-boson wave-function renormalization (hereafter
WFR) factor introduced a` la Lehmann-Symanzik-Zimmermann (LSZ) [56]. The LSZ formalism, in fact, is
unambiguously defined for stable particles, but it requires some care when external unstable particles appear.
Let us consider first the case of the photon in QED. Here, the LSZ WFR factor is fixed by the condition
that the transverse part of the photon Dyson-resummed propagator, ∆
T
A
, dressed by its WFR factor ZA, has
unity residue at the pole in the p2 plane,
ZA = ∂
∂p2
[
∆
T
A
(p2)
]−1
|p2=0 ⇒ ZA = 1 − ΣA,p(0), ΣA,p(p2) =
∂ ΣA(p
2)
∂p2
, (16)
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where ΣA is the sum of all 1PI diagrams for the transverse part of the photon self-energy (we will show
in the following that the presence of a photon/Z-boson mixing in the SM does not change the structure of
Eq.(16)). Note that it has been shown long ago [57,58] that the LSZ definition of WFR factors leads to
gauge-parameter independent S-matrix elements and respects unitarity.
For a stable particle, the pole of the Dyson-resummed propagator is real; being the Higgs boson an
unstable particle, the pole of its Dyson-resummed propagator in the p2 plane is complex, and the Higgs
WFR factor is not unambiguously defined. We define it requiring that the real part of the Higgs-boson
Dyson-resummed propagator, dressed by its WFR factor ZH , has unity residue at the on-shell Higgs-boson
mass,
ZH = Re ∂
∂p2
[
∆H(p
2)
]−1 |p2=−M2
H
⇒ ZH = 1 − ReΣH,p(−M2H ), ΣH,p(p2) =
∂ ΣH(p
2)
∂p2
. (17)
Other definitions, involving the real part of the derivative of the propagator at the complex pole [59], or the
complete derivative, including imaginary parts [60], do not look appropriate for our computation, which deals
with the ideal situation of an asymptotic state containing the Higgs boson, whose momentum is required to
be real.
Note, however, that the definition of a real WFR factor at the on-shell mass is a possible source of
inconsistencies. The authors of Ref. [61], for example, have shown that unitarity-breaking terms can show
up in the final form for the amplitude. From a formal perspective, indeed, transition amplitudes have to
be defined in terms of asymptotic states containing stable particles only. To this respect, the necessary
modifications to the theory have been described in Ref. [62], where unitarity and causality of the resulting
S matrix are proven.
In the following, we will use a compromise. At first, we will show that, concerning H → γγ(gg) at
two loops, a naive use of Eq.(17) leads to unphysical singularities at thresholds. Then, we will modify our
renormalization scheme introducing complex poles.
3.2 Ward-Slavnov-Taylor identities
Ward-Slavnov-Taylor identities (WSTIs) [63] for H → γγ(gg) are essential for organizing our compu-
tation. They allow to perform severe checks on the algebraic structure of the amplitude, and set strong
constraints on the number of independent form factors. Although in the following we will focus on the
H → γγ process, it is evident that analogous considerations can be applied to H → gg.
Let us consider the simplest case, the so-called doubly contracted WSTI with an on-shell Higgs boson
and both off-shell photons. After replacing in Eq.(10) the photon polarization vectors with their associated
four-momenta, we get
WIdc(p21, p22) = Z−1/2H pµ1 pν2 Aµν(p21, p22,−M2H )
= − g
3s2θ
32π2
Z−1/2H
{(
M2
H
+ p21 + p
2
2
) [
FD(p
2
1, p
2
2,−M2H ) +
2∑
i=1
p2iF
(ii)
P (p
2
1, p
2
2,−M2H )
−1
2
(
M2
H
+ p21 + p
2
2
)
F
(21)
P (p
2
1, p
2
2,−M2H )
]
− 2p21p22F (12)P (p21, p22,−M2H )
}
= 0. (18)
Here the Higgs boson is assumed on its mass shell, P 2 = −M2
H
, and provided with its WFR factor Z−1/2H ,
whereas the form factors are evaluated for off-shell photons and photon WFR factors are consistently not
included. After showing that all form factors are regular for on-shell photons, one can set p21 = p
2
2 = 0 and
get the well-known constraint
WIdc(0, 0) = − g
3 s2θ
32 π2
Z−1/2H M2H
[
FD(0, 0,−M2H ) −
M2
H
2
F
(21)
P (0, 0,−M2H )
]
= 0, (19)
which shows that the H → γγ amplitude can be described through a single form factor. Before attempting
any evaluation of the amplitude, we extract both FD and F
(21)
P employing projection operators for off-shell
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photon momenta. Next, we check that form factors are regular for on-shell photons, and we compute the
WSTI, verifying that Eq.(19) holds at the algebraic level. This provides a strong test on several procedures
used throughout the calculation of the amplitude, like the reduction of tensor integrals to scalar ones. Note,
however, that the WSTI, being satisfied at the algebraic level, does not provide any information on the
analytic structure of the loop integrals themselves. Here, a severe test on the result will be supplemented by
the extraction of all collinear logarithms: they have to cancel in the full amplitude, and indeed we will show
that they cancel.
Two additional relations among the form factors can be readily obtained by considering simply contracted
WSTIs, where one off-shell photon leg is contracted with its four-momentum, and the other one is saturated
with the polarization vector, put on the mass shell and provided with its WFR factor,
WIsc,1(p21) = Z−1/2A Z−1/2H pµ1 eν2 Aµν(p21, 0,−M2H )
=
g3 s2θ
16 π2
(p1 · e2)Z−1/2A Z−1/2H
[
FD(p
2
1, 0,−M2H ) + p21 F
(11)
P (p
2
1, 0,−M2H )
− 1
2
(M2
H
+ p21)F
(21)
P (p
2
1, 0,−M2H )
]
= 0, (20)
WIsc,2(p22) = Z−1/2A Z−1/2H eµ1 pν2 Aµν(0, p22,−M2H )
=
g3 s2θ
16 π2
(p2 · e1)Z−1/2A Z−1/2H
[
FD(0, p
2
2,−M2H ) + p22 F
(22)
P (0, p
2
2,−M2H )
− 1
2
(M2
H
+ p22)F
(21)
P (0, p
2
2,−M2H )
]
= 0. (21)
In Fig. 3 we show diagrammatically Eq.(18), Eq.(20) and Eq.(21). In addition, we introduce the notions
of: 1) physical source: the external on-shell leg is multiplied by the appropriate WFR factor, and, for the
case of photons, supplemented by the polarization vector; 2) contracted source: the external off-shell photon
leg is contracted with its four-momentum.
H
γ
γ
= 0
H
γ
γ
= 0
H
γ
γ
= 0
Figure 3: Diagrammatic representation of Eq.(18) (doubly contracted WST identity), Eq.(20) and Eq.(21) (simply
contracted WST identities). Physical sources are denoted by a gray box, contracted ones, for photons, by a black
circle. In the latter case the on-shell relation p2i = 0 is relaxed.
The computation of a doubly or simply contracted WSTI for an on-shell Higgs boson beyond the leading
order approximation requires to pay special attention to the interplay between the bare and on-shell Higgs-
boson masses. Let us consider the doubly contracted WSTI of Eq.(19) at two loops. The full set of diagrams
can be organized in three classes: 1) two-loop diagrams where the Higgs-boson WFR factor is set to unity,
ZH = 1, and the bare Higgs-boson mass is identified with its on-shell experimental value, mH = MH ; 2)
one-loop diagrams supplemented with ZH evaluated at one loop by means of Eq.(17), where we employ
again the tree-level relation mH = MH ; 3) one-loop diagrams where ZH = 1, and we replace the tree-level
identity between the bare and the on-shell Higgs-boson masses with the solution of the Higgs-boson mass
renormalization equation of Eq.(13), with the Higgs-boson self-energy ΣH evaluated at one loop.
In Fig. 4 we show a representative diagram for each class; let us consider in detail their expansions in
terms of the bare SU(2)-coupling constant g. The first diagram is O(g5); the second one is O(g3), and gives
an O(g5) contribution once provided with the WFR factor ZH at one loop. The most subtle point is related
to the third diagram, which is O(g3) and is multiplied by a tree-level WFR factor, ZH = 1. However, it
entails a vertex where one Higgs boson and two unphysical charged Higgs-Kibble scalar fields are coupled
proportionally to m2
H
. Since we put the Higgs boson on its mass shell, the bare mass mH has to be removed,
introducing everywhere the on-shell value MH . Therefore, first we use Eq.(13) and evaluate ΣH at order
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O(g2); next, we replace the solution in the third diagram and obtain an O(g5) contribution, which proves
essential in fulfilling the WSTI.
H
γ
γ
t
b
t
W
W
W
H
γ
γ
W
W
W
WFR
H
γ
γ
ϕ
ϕ
ϕ
mH =MH (1+δMH )
Figure 4: Representative diagrams for the doubly contracted WSTI of Eq.(18) at next-to-leading order. As in Fig. 3,
black circles correspond to off-shell photons contracted with their four-momenta, and a gray box stands for a physical
Higgs-boson source. Inclusion of the Higgs-boson WFR factor ZH in the second diagram and Higgs-boson mass
renormalization in the third one are both performed at one loop.
Finally, we stress that both doubly and simply contracted WSTIs assume that the Higgs boson is emitted
by a physical source. However, as shown by ’t Hooft and Veltman in their seminal paper [58], a broader
class of WSTIs can be obtained when we inspect, at the diagrammatic level, the effect of an infinitesimal
shift of the gauge-fixing functions, Ca → Ca + ǫ R, with ǫ → 0. Here a denotes one of the gauge fields
and R stands for an off-shell source emitting one or more off-shell particles. As shown in Ref. [58], off-
shell WSTIs connect physical or contracted sources to special sources obtained by: 1) subjecting R to an
infinitesimal local gauge transformation; 2) replacing the parameters of the transformation with the related
Faddeev-Popov ghost fields. Let us consider a simple example one can derive for H → γγ. After choosing
the gauge-fixing function for the photon field Aµ in ’t Hooft-Feynman gauge, CA = −∂µAµ, we introduce
two off-shell sources emitting one photon or one Higgs boson, RA = JµAAµ and RH = JHH . Next, we
perform a local SU(2) × U(1) gauge transformation, and replace the infinitesimal gauge parameters of the
transformation by the appropriate Faddeev-Popov ghost fields. We derive two special sources,
RA → JµA
[
Aµ + i g sθ
(
X−W+µ − X+W−µ
) − ∂µ Y A ],
RH → JH
[
H +
g
2 cθ
Y Z ϕ0 +
g
2
(
X− ϕ+ + X+ ϕ−
) ]
, (22)
where Y A, Y Z, X+ and X− are the Faddeev-Popov ghost fields and ϕ0, ϕ+ and ϕ− are the unphysical
Higgs-Kibble scalar fields. Off-shell WSTIs for H → γγ are then readily obtained connecting at least one
special source with physical or contracted sources. In Fig. 5 we show two examples: in the first case, the
Higgs boson and one photon are emitted by physical sources, and the second off-shell photon is connected
to a special source; in the second case, both off-shell photons are contracted with their four-momenta, and
the off-shell Higgs boson is emitted by a special source. In this case, WFR factor and mass renormalization
for the Higgs boson have not to be included.
3.3 One-loop counterterms
In this section we shortly summarize three aspects of the renormalization procedure which are needed
before performing finite renormalization: tadpole renormalization, diagonalization of the neutral sector and
ultraviolet counterterms. A detailed analysis can be found in Refs. [42,43].
We fix the gauge for the electroweak sector of the SM Lagrangian introducing six gauge parameters ξi
(i = A,Z,AZ, ϕ0,W, ϕ),
LEWgf = −C+ C− −
1
2
[
(CA)2 + (CZ)2
]
,
CA = − 1
ξA
∂µAµ − ξAZ ∂µZµ, CZ = − 1
ξZ
∂µZµ + ξϕ0
mW
cθ
ϕ0, C± = − 1
ξW
∂µW
±
µ + ξϕmW ϕ
±. (23)
Here Aµ, Zµ andW
±
µ are the fields for the photon and the Z and theW bosons and ϕ
0 and ϕ± are the fields
for the neutral and charged unphysical Higgs-Kibble scalars. For the QCD sector, we employ the following
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Hγ
γ
+
H
Y A
γ
+
H
W
X
γ
= 0
H
γ
γ
+
ϕ0
Y Z γ
γ
+
ϕ
X γ
γ
= 0
Figure 5: Off-shell WSTIs involving special sources, denoted by gray ovals. The special source for the photon field can
emit a Faddeev-Popov (FP) ghost field (dot-line) and two W -boson/charged FP field (wavy/dot-lines) couples. The
special source for the Higgs boson can emit three neutral and charged Higgs-Kibble/FP field couples. See Eq.(22) for
the explicit expressions of the special sources. As usual, contracted sources are denoted by black circles and physical
ones by gray boxes.
choice,
LQCDgf = −
1
2
∑
a
CG,a CG,a, CG,a = − 1
ξG,a
∂µG
a
µ, (24)
which for ξG = 1 reduces to the usual ’t Hooft-Feynman gauge.
3.3.1 Higgs tadpoles
Tadpoles in spontaneously broken theories have been discussed by many authors (see Refs. [64,65]). The
tadpole-renormalization prescription used in this paper will be the βt scheme, thoroughly discussed in sec-
tion 2.3 of Ref. [42].
Following notation and conventions of Ref. [65], the minimal Higgs sector of the SM is provided by the
Lagrangian
LS = −(DµK)†(DµK)− µ2K†K − (λ/2)(K†K)2, (25)
where the covariant derivative is given by
DµK =
(
∂µ − i
2
gBaµτ
a − i
2
g′B0µ
)
K, K† =
1√
2
(ζ − iϕ0 , −ϕ2 − iϕ1) , (26)
where g′/g = −sθ/cθ, τa are the standard Pauli matrices, Baµ is a triplet of vector gauge bosons and B0µ a
singlet. For the theory to be stable we must require λ > 0. In addition, we choose µ2 < 0 in order to have
spontaneous symmetry breaking. The scalar field belongs to the minimal realization of the SM, where ζ and
the Higgs-Kibble fields ϕ0, ϕ1 and ϕ2 are real. In particular, we choose ζ + iϕ0 to be the component of K
to develop the non-zero vacuum expectation value, and we set 〈ϕ0〉0 = 0 and 〈ζ〉0 6= 0. We then introduce
the (physical) Higgs field as H = ζ − v. The parameter v is not a new parameter of the model and its value
must be fixed by the requirement that 〈H〉0 = 0 (i.e. 〈K〉0 = (1/
√
2)(v, 0)), so that the vacuum does not
absorb or create Higgs particles.
It is then convenient to define the bare parametersmW (theW boson mass), mH (the mass of the physical
Higgs particle) and βt (the tadpole constant) according to the following “βt scheme”,

mW (1 + βt)= gv/2
m2
H
= λ (2mW/g)
2
0 = µ2 + λ2 (2mW/g)
2
=⇒


v = 2mW (1 + βt)/g
λ = (gmH/2mW )
2
µ2 = − 12m2H
. (27)
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Next, we define βt = βt0 + βt1g
2 + βt2g
4 + · · · and we fix the parameter βt such that the vacuum-
expectation value of the Higgs field remains zero order by order in perturbation theory. At the lowest order
we can simply set βt = 0, i.e. βt0 = 0. At one loop we take into account all tadpole diagrams and we get
βt1 =
m2
W
16 π2m2
H
{
3
3∑
i=1
[m4d,i
m4
W
a0(md,i) +
m4u,i
m4
W
a0(mu,i)
]
+
3∑
i=1
m4l,i
m4
W
a0(ml,i)
− 1
4c2θ
(n− 1
c2θ
+
m2
H
2m2
W
)
a0(mZ)− 1
2
(
n− 1 + m
2
H
2m2
W
)
a0(mW )− 3
8
m4
H
m4
W
a0(mH)
}
, (28)
where mZ = mW/cθ is the bare mass of the Z boson. The tadpole integral a0 reads
a0(m) =
1∑
k=−1
a0(m ; k)F
1
k (m
2
W
), (29)
with universal one-loop UV factors given by Eq.(2) and coefficients
a0(m;−1) = −2, a0(m; 0) = −1+ln m
2
m2
W
, a0(m; 1) =
1
2
[
−1− 1
2
ζ(2)+
(
1− 1
2
ln
m2
m2
W
)
ln
m2
m2
W
]
, (30)
where ζ(x) is the Riemann’s zeta function. The full list of βt-dependent Feynman rules needed for our
computation is given in appendix B of Ref. [42].
3.3.2 Diagonalization of the neutral sector
The Z–γ transition in the SM does not vanish at zero squared momentum transfer. Although this fact does
not pose any serious problem, not even for the renormalization of the electric charge, it is preferable to use
an alternative strategy. We will follow the treatment of Ref. [66]; consider the new SU(2)-coupling constant
g¯, the new mixing angle θ¯ and the new W mass mW in the βt scheme,
g = g¯ (1 + Γ) , g′ = − sin θ¯
cos θ¯
g¯, v =
2mW
g¯
(1 + βt), λ =
(
g¯ mH
2mW
)2
, µ2 = −1
2
m2
H
, (31)
where Γ = Γ1 g¯
2+Γ2 g¯
4+ · · · is a new parameter yet to be specified. This change of parameters entails new
Aµ and Zµ fields related to B
3
µ and B
0
µ by(
Zµ
Aµ
)
=
(
cos θ¯ − sin θ¯
sin θ¯ cos θ¯
)(
B3µ
B0µ
)
. (32)
In our approach Γ is fixed, order by order, requiring that the Z–γ transition is zero at p2 = 0 in ’t Hooft-
Feynman gauge. The explicit result for Γ1 is
Γ1 =
n− 2
16 π2
a0(mW ), (33)
with a0(m) given in Eq.(30). The full list of Γ-dependent Feynman rules needed for our computation is given
in appendix C of Ref. [42]. In addition, for H → γγ we need also a three-leg vertex with one Higgs boson
and two photons given by −g5s2θmWΓ21δµν .
3.3.3 MS counterterms
We relate bare quantities to renormalized ones introducing multiplicative renormalization constants Zi and
(if not otherwise stated) we expand them through the renormalized SU(2)-coupling constant gR,
Zi = 1 +
∞∑
n=1
(
g2
R
16 π2
)n
δZ
(n)
i , (34)
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where δZ
(n)
i are counterterms and the subscript i refers to masses, couplings, gauge parameters and fields.
In particular, for all bare masses we write m = Z
1/2
m mR and for g, gS and cθ (sθ) we define p = Zp pR,
where p = g, gS, cθ, sθ. For a given bare field φ we find convenient to write φ = Z
1/2
φ φR, where φR is a
renormalized field, and we expand Zφ through Eq.(34). The bare photon field A
µ represents an exception,
and here we use
Aµ = Z
1/2
AA A
µ
R
+ Z
1/2
AZ Z
µ
R
, Z
1/2
AZ =
∞∑
n=1
(
g2
R
16 π2
)n
δZ
(n)
AZ , (35)
where AµR and Z
µ
R are the renormalized fields for the photon and the Z boson. Note that ZAA is expanded
through Eq.(34). In addition, bare fermion fields ψ (we omit flavor labels) are written by means of bare
left-handed and right-handed chiral fields ψL and ψR. The latter are traded for renormalized fields ψL
R
and
ψR
R
expanding the renormalization constants through Eq.(34),
ψL,R =
1
2
(1± γ5)ψ, ψL,R = Z1/2ψ
L,R
ψL,R
R
. (36)
Faddeev-Popov ghost fields are not renormalized. For the bare gauge parameters introduced in Eq.(23) we
use ξ = Zξ ξR, where ξ is one of the bare gauge parameters and ξR is the associated renormalized quantity.
Zξ is expanded by means of Eq.(34) except for the case ξ = ξAZ , where we use
ZξAZ =
∞∑
n=1
(
g2
R
16 π2
)n
δZ
(n)
ξAZ
. (37)
After the expansions, we use the freedom in choosing the values for the renormalized gauge parameters and
set ξ = 1. Next, we define a minimal MS subtraction scheme,
δZ
(1)
i =
(
−2
ǫ
+∆UV
)
∆Z
(1)
i , (38)
and fix the counterterms in order to remove the poles at ǫ = 0 for any one-loop Green’s function. The full
list of one-loop counterterms in the MS scheme can be found in section 5 of Ref. [43]. For completeness,
we list here all the needed results, using short-hand notations for sums over fermions (l → charged leptons,
u, d→ quarks),
Xjl =
3∑
i=1
xjl,i, X
j
u =
3∑
i=1
xju,i, X
j
d =
3∑
i=1
xjd,i, (39)
and we introduce scaled masses, xi = m
2
i,R/m
2
W ,R. In the following we drop everywhere the subscript R,
since all quantities are renormalized ones.
Gauge parameters.
∆Z
(1)
ξA
=
1
2
∆Z
(1)
AA , ∆Z
(1)
ξAZ
= −∆Z(1)AZ ,
∆Z
(1)
ξZ
=
1
2
∆Z
(1)
Z , ∆Z
(1)
ξϕ0
= − 1
2
(
∆Z
(1)
ϕ0 + ∆Z
(1)
mW
)
+ ∆Z(1)cθ ,
∆Z
(1)
ξW
=
1
2
∆Z
(1)
W , ∆Z
(1)
ξϕ
= − 1
2
(
∆Z(1)ϕ + ∆Z
(1)
mW
)
. (40)
Gauge-boson and Higgs-Kibble fields.
∆Z
(1)
AA =
23
3
s2θ, ∆Z
(1)
AZ = −sθ
3
(41
2
1
cθ
− 23 cθ
)
,
∆Z
(1)
Z =
1
3
(41
2
1
c2θ
− 41 + 23 c2θ
)
, ∆Z
(1)
ϕ0 = −1−
1
2
[ 1
c2θ
−Xl − 3
(
Xd +Xu
)]
,
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∆Z
(1)
W =
5
6
, ∆Z(1)ϕ = ∆Z
(1)
ϕ0 . (41)
Masses and couplings.
∆Z(1)mW = −
3
4
1
c2θ
− 7
3
+
1
xH
[3
2
1
c4θ
+ 3− 2X2l − 6
(
X2d +X
2
u
)]
+
1
2
[3
2
xH +Xl + 3
(
Xd +Xu
)]
,
∆Z(1)cθ =
1
2
(41
6
1
c2θ
− 29
2
+
23
3
c2θ
)
, ∆Z(1)sθ = −
c2θ
s2θ
∆Z(1)cθ , ∆Z
(1)
g = −∆Z(1)sθ −
1
2
∆Z
(1)
AA . (42)
Higgs-boson field and mass.
∆Z
(1)
H = −1− 1
2
[ 1
c2θ
−Xl − 3
(
Xd +Xu
)]
, ∆Z
(1)
MH
=
3
2
[1
2
1
c2θ
+ 1− 1
2
xH − 1
3
Xl −
(
Xd +Xu
)]
. (43)
Fermion fields and masses.
∆Z(1)νR = 0, ∆Z
(1)
lR
=
1
c2θ
− 1 + xl
2
, ∆Z(1)uR =
4
9c2θ
− 4
9
+
xu
2
+
4
3
g2s
g2
, ∆Z
(1)
dR
=
1
9c2θ
− 1
9
+
xd
2
+
4
3
g2s
g2
,
∆Z(1)νL = ∆Z
(1)
lL
=
1
4
( 1
c2θ
+ 2 + xl
)
, ∆Z(1)uL = ∆Z
(1)
dL
=
1
4
( 1
9c2θ
+
26
9
+ xu + xd +
16
3
g2s
g2
)
, (44)
∆Z(1)ml = 3
s2θ
c2θ
+
1
xH
[3
2
1
c4θ
+ 3− 2X2l − 6
(
X2u +X
2
d
)]
+
3
4
(
xH − xl
)
,
∆Z
m
(1)
u
=
2
3
s2θ
c2θ
+
1
xH
[3
2
1
c4θ
+ 3− 2X2l − 6
(
X2u +X
2
d
)]
+
3
4
(
xH − xu + xd
)
+ 8
g2s
g2
,
∆Z(1)md = −
1
3
s2θ
c2θ
+
1
xH
[3
2
1
c4θ
+ 3− 2X2l − 6
(
X2u +X
2
d
)]
+
3
4
(
xH + xu − xd
)
+ 8
g2s
g2
. (45)
QCD Counterterms.
∆Z
(1)
ξG
=
1
2
∆Z
(1)
G , ∆Z
(1)
G = −g
2
S
g2
, ∆Z(1)gS =
7
2
g2
S
g2
. (46)
3.4 Finite renormalization
We devote this section to discuss: 1) wave-function renormalization (WFR): the one-loop photon (gluon)
and Higgs-bosonWFR factors, ZA (ZG) and ZH , defined in Eq.(16) and Eq.(17), are inserted in the amplitude
of Eq.(10); 2) finite renormalization: all renormalized parameters showing up in the UV-finite amplitude
are related to two different experimental input-parameter sets (IPSs) through the one-loop solutions of the
SM renormalization equations. In addition, we show through a detailed analysis of finite renormalization
that on-shell mass renormalization clashes with the simplest WST identity at hand, the doubly contracted
relation for on-shell photons of Eq.(19).
In order to deal with compact expressions, we use the relations ei · pi = 0 for on-shell photons and set
FP = F
(21)
P ; the amplitude for H → γγ reads
A = g
3 s2θ
16 π2
Z−1
A
Z−1/2H M, M = ( e1 · e2 ) FD(0, 0,−M2H) + ( e1 · p2 ) ( e2 · p1 ) FP (0, 0,−M2H). (47)
The expression for the H → gg amplitude is obtained introducing color indices and replacing g2 s2θ with g2S
and ZA with ZG.
Furthermore, after expanding the form factors FD and FP and the functionM at two loops, we split pure
O(g2) electroweak corrections and O(g2
S
) QCD components, where gS is the renormalized SU(3)-coupling
constant of the QCD Lagrangian,
F = F (1) +
g2
16 π2
F (2,EW) +
g2
S
16 π2
F (2,QCD), F = FD , FP , M. (48)
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3.4.1 Wave-function renormalization
In the context of the MS-renormalization prescription used in this paper, field-renormalization constants
are not chosen in order to compensate virtual corrections induced by WFR factors a` la LSZ. Therefore, at
variance with the on-mass-shell prescription, external legs have to be properly dressed through the formalism
introduced in Eq.(16) and Eq.(17).
Before expanding the WFR factors, we briefly recall our notation. Let Σµνi be the sum of all 1PI diagrams
for a vector-boson self-energy (i = A,Z,W ) or the transition between the photon and the Z boson (i = AZ).
We isolate tensor structures and introduce perturbative expansions according to
Σµνi (p
2) = Σi(p
2) tµν + Pi(p
2) lµν , Σi(p
2) =
∞∑
n=1
g2n
(16 π2)n
Σ
(n)
i (p
2), (49)
where tµν = δµν − lµν and lµν = pµpν/p2. The same expansion in g will be used for the Higgs boson or a
fermion self-energy, both denoted by Σi (i = H, f).
The LSZ WFR factor for a photon, ZA, is fixed through Eq.(16). The transverse part of the photon
Dyson-resummed propagator ∆
µν
A
can be expressed using Eq. (105) of Ref. [42]; it involves the transverse
parts of the photon and Z-boson self-energies and the photon/Z-boson transition,
∆
µν
A
(p2) = tµν ∆
T
A
(p2) + lµν ∆
L
A
(p2),
[
∆
T
A
(p2)
]−1
= p2 − ΣA(p2)−
[
ΣAZ(p
2)
]2
p2 +m2
Z
− ΣZ(p2) , (50)
where mZ is the renormalized Z-boson mass. For a one-loop accuracy, self-energies and transitions are
computed at order O(g2), and factors involving the weak-mixing angle θ are singled out in the same spirit
of the LQ-basis formalism, thoroughly discussed in section 6 of Ref. [42],
Σ
(1)
A (p
2) = p2 s2θ Π
(1)
A (p
2), Σ
(1)
AZ(p
2) = p2
sθ
cθ
Π
(1)
AZ(p
2), Σ
(1)
Z (p
2) =
1
c2θ
Π
(1)
Z (p
2). (51)
The one-loop photon vacuum-polarization function Π
(1)
A and the residual function Π
(1)
Z are regular at p
2 = 0.
In addition, because of the diagonalization procedure summarized in section 3.3.2, also Π
(1)
AZ is regular at
p2 = 0. Therefore, the canonical LSZ condition of Eq.(16) for the photon WFR factor allows to express ZA
also in the full SM by means of Π
(1)
A evaluated at zero-momentum transfer, as in QED,
ZA = 1 − g
2 s2θ
16 π2
Π
(1)
A (0). (52)
Note that an analogous relation holds at the two-loop level, see section 5 of Ref. [44] and Ref. [67], where
the same result was obtained through a background-field method analysis.
The WFR factor for the Higgs boson, ZH , is fixed in Eq.(17); respect to the photon case, here mixings
are not present because of CP conservation. After expanding the Higgs-boson self-energy at one loop and
introducing the real part of its derivative, Σ
(1)
H,p, we get
ZH = 1 − g
2
16 π2
ReΣ
(1)
H,p(−M2H ), Σ
(1)
H,p(p
2) =
∂Σ
(1)
H (p
2)
∂ p2
. (53)
Including the WFR factors of Eq.(52) and Eq.(53) in the amplitude of Eq.(47), and expanding M through
Eq.(48), we get finally
A = g
3 s2θ
16 π2
{
M(1) + g
2
16 π2
[
M(2,EW) +M(1)
( 1
2
ReΣ
(1)
H,p(−M2H ) + s2θ Π
(1)
A (0)
) ]
+
g2
S
16 π2
M(2,QCD)
}
. (54)
Of course, an on-mass-shell prescription for the counterterms would shift Σ
(1)
H,p and Π
(1)
A in the one-loop
expressions for the counterterms themselves; the associated contribution, in our notation, would be hidden
in M(2,EW).
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3.4.2 Finite renormalization for masses and couplings
The second step in building the amplitude consists in performing finite renormalization; the residual depen-
dence of the UV-finite amplitude on the renormalized parameters is removed through the solutions of the
SM renormalization equations, truncated at the appropriate order. For a NLO accuracy, we need tree-level
solutions for all O(g5) and O(g3 g2
S
) terms of Eq.(54) and one-loop ones for the O(g3) component. As a
result, the final expression of the amplitude will contain only the selected experimental IPS and will be
ready for numerical evaluation.
Note that the dependence of the amplitude on the renormalized parameters appears at two different
levels: 1) explicitly, by means of the pre-factors containing the coupling constants g, sθ and gS; 2) implicitly,
through the functions M(1), M(2,EW), M(2,QCD), Σ(1)H,p and Π(1)A , which a priori depend on the renormalized
W -boson, Higgs-boson and fermion masses mW , mH and mf , and the weak-mixing angle θ (or, equivalently,
on the renormalized Z-boson massmZ = mW/cθ). Here the Cabibbo-Kobayashi-Maskawamatrix is identified
with the unit matrix.
Finite renormalization for M(2,EW), M(2,QCD), Σ(1)H,p and Π(1)A is trivially achieved by identifying the
renormalized parameters showing up in their explicit expressions with the tree-level solutions of the renor-
malization equations, which will depend on the chosen IPS.
The case of M(1), instead, is more subtle. Let us introduce an appropriate suffix, M(1)r , to indicate
that the renormalized parameters {pi,r} appear in M(1). Solving at one-loop the renormalization equations
amounts to replacing {pi,r} → {pi,e+ δpi}, where {pi,e} are taken from experiment and belong to the chosen
IPS, whereas {δpi} summarize the one-loop corrections. Finite renormalization is obtained by
M(1)r → M(1)e +
∑
j
M(1)pj,eδpj, M(1)pj,e =
∂M(1)r
∂ pj,r
|{pi,r=pi,e}. (55)
For H → γγ, the dependence of M(1) on g and θ is encapsulated in the overall pre-factors of the amplitude
of Eq.(54), and the renormalized mass of the Z boson mZ does not show up at one loop. Therefore, it is
convenient to choose the on-shell masses of the W boson, MW , the Higgs boson, MH , and the fermions, Mf ,
to be part of any IPS, and to evaluate derivatives respect to the associated renormalized masses mW , mH
and mf .
We employ on-shell mass renormalization, as already discussed for the Higgs boson in Eq.(13). We use
the one-loop solution of the renormalization equations for the Higgs-, W -boson and fermion masses,
m2
B
= M2
B
+
g2
16 π2
ReΣ
(1)
B (−M2B), B = H,W, mf = Mf +
g2
16 π2
ReΣ
(1)
f (−M2f ), (56)
and write the amplitude of Eq.(54) as
A = g
3 s2θ
16 π2
{
M(1) + g
2
16 π2
M(2,EW) + g
2 s2θ
16 π2
M(1)Π(1)A (0) + g
2
S
16 π2
M(2,QCD)
}
, (57)
where we have factorized the residual dependence on the renormalized coupling constants g, θ and gS, defining
M(2,EW) =M(2,EW) + 1
2
M(1)ReΣ(1)H,p(−M2H ) +
∑
i=W,H
M(1)
M2i
ReΣ
(1)
i (−M2i ) + 2
∑
f
MfM(1)M2
f
ReΣ
(1)
f (−M2f ).
(58)
The last term in Eq.(58) contains a dependence on gS coming from QCD corrections to finite top-quark mass
renormalization. At this stage, we can safely identify all renormalized parameters showing up in the explicit
expressions forM(1),M(2,EW),M(2,QCD) and Π(1)A with the tree-level solutions of the chosen renormalization
equations.
For electroweak corrections to H → gg a similar decomposition holds,
A = g g
2
S
16 π2
{
M(1) + g
2
16 π2
M(2,EW)
}
, (59)
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provided with color indices. Note that, concerning H → gg, the derivative with respect to the Higgs-boson
mass in Eq.(58) vanishes, since there is no dependence on mH at LO.
We complete finite renormalization by relating the renormalized coupling constants g, θ and gS, collected
as simple pre-factors, to three additional experimental input data. For gS, we write g
2
S
= 4παS(µ
2
R
), where
αS is the strong-coupling constant and µR the appropriate renormalization scale. For g and θ, instead, we
can select two data among GF , the Fermi-coupling constant, α, the fine-structure constant, and MZ , the
on-shell Z-boson mass.
Finite renormalization for H → γγ: IPS 1. The first IPS is {GF , α}. We start writing g2s2θ = e2, where
e is the renormalized electromagnetic-coupling constant, and use the relation for one-loop electric-charge
renormalization,
e2 =
4 π α
1 + α4π Π
(1)
A (0)
, (60)
where Π
(1)
A , the one-loop photon vacuum-polarization function, is defined in Eq.(51). After using charge
renormalization in the amplitude of Eq.(57), we observe that all terms containing Π
(1)
A cancel out and we
obtain
A = g α
4 π
{
M(1) + g
2
16 π2
M(2,EW) + αS(µ
2
R
)
4π
M(2,QCD)
}
. (61)
For g, we employ the relation following from muon decay [68],
g = 2M
W
(√
2GF
)1/2 {
1 +
GF
4
√
2π2
[
ReΣ
(1)
W (−M2W ) − Σ(1)W (0) − M2W δG
]}
, (62)
where, following Ref. [69], we split universal hard corrections to the muon lifetime, encapsulated in the
W−boson self-energy Σ(1)W , and process-dependent components, summarized by the quantity δG, whose
explicit expression reads
δG = 6 +
7− 4s2θ
2s2θ
ln(c2θ). (63)
Note that sθ and cθ are consistently fixed at the lowest order in perturbation theory by
c2θ = 1− s2θ, s2θ =
e2
g2
=
πα√
2GFM2W
, (64)
and we are avoiding any reference to the on-shell Z-boson mass M
Z
. The amplitude will finally read
A = αMW
2 π
(√
2GF
)1/2{
M(1) + GF M
2
W
2
√
2π2
(
M(2,EW) +M(2,EW)
IPS1
)
+
αS(µ
2
R
)
4π
M(2,QCD)
}
, (65)
where the total contribution from finite renormalization reads
M(2,EW)
IPS1 =
1
2
M(1)
[
ReΣ
(1)
W (−M2W ) − Σ(1)W (0)
M2
W
− δG +ReΣ(1)H,p(−M2H )
]
+
∑
i=W,H
M(1)
M2i
ReΣ
(1)
i (−M2i ) + 2
∑
f
MfM(1)M2
f
ReΣ
(1)
f (−M2f ). (66)
Finite renormalization for H → γγ: IPS 2. The second IPS is {GF ,MZ}. We start replacing Eq.(62) in
Eq.(57), removing g. We get
A = s2θ
M3
W
2 π2
(√
2GF
)3/2{
M(1) + GF M
2
W
2
√
2π2
[
M(2,EW) + 3
2
M(1)
(ReΣ(1)W (−M2W )− Σ(1)W (0)
M2
W
− δG
)]
+ s2θ
GF M
2
W
2
√
2 π2
M(1)Π(1)A (0) + αS(µ
2
R
)
4π
M(2,QCD)
}
. (67)
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Next, we write s2θ = 1 − c2θ and use the relation between renormalized masses cθ = mW/mZ. After using
vector-boson on-shell mass renormalization it follows that
s2θ =
(
1 − M
2
W
M2
Z
){
1 − GF M
4
W
2
√
2π2(M2
Z
−M2
W
)
[ ReΣWW (−M2W )
M2
W
− ReΣZZ(−M
2
Z
)
M2
Z
]}
. (68)
After employing Eq.(68) in Eq.(67), the amplitude will then be expressed through GF , MW and MZ ; δG
is given in Eq.(63), sθ and cθ are fixed at the lowest order in perturbation theory by s
2
θ = 1 − c2θ and
c2θ =M
2
W
/M2
Z
, and any reference to the fine-structure constant α is avoided.
Finite renormalization for H → gg. Concerning finite renormalization for H → gg, we start from
A = g αS(µ
2
R
)
4 π
{
M(1) + g
2
16 π2
M(2,EW)
}
, (69)
and we use the result of Eq.(62) for muon decay to express g through GF .
3.4.3 The doubly contracted WST identity for H → γγ at two loops
Having introduced WFR factors and finite renormalization, we can now have a closer look at the doubly
contracted WST identity with two on-shell photons of Eq.(19). As previously stressed, the computation
of the identity requires Higgs-boson mass renormalization as a key ingredient, because bosonic couplings
proportional to the MS-renormalized Higgs-boson mass, mH , appear at the one-loop level. Since the Higgs
boson is emitted from a physical source, the associated momentum is on the mass shell, P 2 = −M2
H
, and
mH has to be consistently traded everywhere with MH , including radiative corrections.
We write WIdc of Eq.(19) through the same decomposition already used for the amplitude in Eq.(47),
WIdc(0, 0) = g
3 s2θ
16 π2
Z−1/2H X , X = −
M2
H
2
[
FD(0, 0,−M2H ) −
M2
H
2
FP (0, 0,−M2H )
]
, (70)
where FP = F
(21)
P . Next, we expand at one loop the Higgs-boson WFR factor ZH employing Eq.(53), and
the function X through Eq.(48), for F = X ,
WIdc(0, 0) = g
3 s2θ
16 π2
{
X (1) + g
2
16 π2
[
X (2,EW) + 1
2
X (1)ReΣ(1)H,p(−M2H )
]
+
g2
S
16 π2
X (2,QCD)
}
. (71)
Since the identity holds for an on-shell Higgs boson, we perform finite renormalization employing Eq.(55)
and obtain
WIdc(0, 0) = g
3s2θ
16π2
{
X (1)+ g
2
16π2
[
X (2,EW)+ X
(1)
2
ReΣ
(1)
H,p(−M2H ) + X
(1)
M2
H
ReΣ
(1)
H (−M2H )
]
+
g2
S
16π2
X (2,QCD)
}
.
(72)
Note that we do not need to employ other renormalization equations, since the identity has to be proven
both for renormalized and experimental masses and couplings. We compute the identity at one loop and we
prove that X (1) = 0. The final form for the identity at two loops reads
WIdc(0, 0) = g
3 s2θ
16 π2
{ g2
16 π2
[
X (2,EW) + X (1)M2
H
ReΣ
(1)
H (−M2H )
]
+
g2
S
16 π2
X (2,QCD)
}
. (73)
Finally, it is harmless to replace renormalized parameters with the tree-level solutions of the renormalization
equations,
WIdc(0, 0) = αMW
2 π
(√
2GF
)1/2 { GF M2W
2
√
2π2
[
X (2,EW) + X (1)M2
H
ReΣ
(1)
H (−M2H )
]
+
αS(µ
2
R
)
4 π
X (2,QCD)
}
. (74)
We prove that WIdc 6= 0, explicitly we obtain
WIdc(0, 0) =
(√
2GF
)3/2
M4
W
α
16 π3
C0
(−M2
H
, 0, 0 ; M
W
,M
W
,M
W
)
ImΣ
(1)
H (−M2H ), (75)
where C0 is the scalar three-point function. The analysis of this paradox – violation of WSTI – will be
postponed till section 5.3.
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4 Manipulating Feynman integrals after generation of Feynman diagrams
In this section we summarize the techniques used after the generation of Feynman diagrams, performed
with the FORM [39] program GraphShot [40], the projection of the amplitude onto the form factors
of Eq.(11) with the projectors discussed in appendix B and the standard operations concerning the Dirac
algebra. Before attempting the semi-analytical or numerical evaluation of (pseudo-)observables, we per-
form three kinds of simplifications and symbolic manipulations: firstly, we remove reducible scalar products;
secondly, we employ integration-by-parts (IBP) identities [41] (see also Ref. [50]) for simplifying tadpole
diagrams; finally, we achieve an optimal level of symmetrization for loop integrals.
4.1 Reduction of scalar products
Given a generic loop integral, it is possible to assign a one-to-one correspondence between a specific
reducible scalar product containing at least one integration momentum and a particular propagator. This
simple observation allows to recursively write loop-momentum dependent scalar products in terms of propa-
gators, and employ a basic cancellation mechanism, when non-trivial numerator structures appear, through
the algebraic master relation
2 q · p
(q2 +m21)[(q + p)
2 +m22]
=
1
q2 +m21
− 1
(q + p)2 +m22
− p
2 −m21 +m22
(q2 +m21)[(q + p)
2 +m22]
. (76)
Note that the cancellation of a scalar product is associated with the disappearance of lines in the corre-
sponding diagram; as a result, each diagram generates a set of child diagrams with a smaller number of
propagators.
The number of independent scalar products involving loop momenta can exceed the number of propaga-
tors in a given diagram; therefore, some irreducible scalar products cannot be removed from the numerator
functions. This is the well-known obstacle in achieving a full reduction for two-loop diagrams; for the special
case of two-point functions, it can be by-passed through a judicious sub-loop reduction, as shown by the
authors of Ref. [70]. Obviously, for a fixed number of loops and external legs, diagrams with a large number
of internal lines, and thus more propagators, exhibit less irreducible scalar products than diagrams with a
small number of internal lines. Note also that the choice of the scalar products which are considered as
reducible and irreducible is to a large extent arbitrary.
For two-loop three-point functions we have two independent external momenta and two integration
momenta; therefore, we have to deal with 7− I irreducible scalar products, where I, with 4 ≤ I ≤ 6, is the
number of internal lines, and a full reducibility using Eq.(76) is clearly not at hand.
As an example, let us consider the V H-family diagram shown on the left-hand side of Eq.(77), where
the Higgs boson couples to photons through a couple of W bosons and a top-bottom loop. After acting on
the diagram with the projector PµνD as described in appendix B and saturating all free Lorentz indices, we
remove all possible reducible scalar products and obtain:
H
γ
γ
t
t
W
W
b
b
⊗ Pµν
D
= C˜H
[
M2W −M2t +2p1 · q1
(
1− p1 · q1
p1 · p2
)] Mt
Mt
MW
MW
Mb
Mb
−P
p1
p2
+
(
reduced
diagrams
)
. (77)
Here the non-planar diagram on the right-hand side corresponds to the V H configuration defined in Fig. 27
(the dot-line denotes a light fermion), where the tensor structures have been stripped and explicitly collected
as an overall factor in square brackets; the symbol C˜H is proportional to C˜H ∝ p1 · p2 +M2W −M2t and we
have denoted by “reduced diagrams” all diagrams with at least one internal line less. The scalar product
18
p1 · q1 survives as an irreducible one, showing the presence of scalar, vector and tensor V H-type integrals,
which appear in the combination of Eq.(77).
The reduction procedure is repeated iteratively on the reduced diagrams; as a matter of fact, the V H
topology generates a set of eight sub-topologies, including simple factorized topologies (products of one-loop
functions) and two-loop vertices, self-energies and vacuum diagrams, as illustrated in Fig. 6.
During the reduction procedure, we devote special care to preserve the canonical routing of loop momenta
defined in appendix A. In Fig. 7 we show an explicit example for reducing the scalar products of a V G-family
diagram. Note that this configuration can appear after performing the reduction of the V H diagram using
Eq.(77). In step (1a), the scalar product q2 · p1 is removed; this operation leads to the appearance of an
additional integral belonging to the V E family which does not possess the standard routing of momenta as
defined in Fig. 27. The canonical routing of momenta is recovered in step (1b) through a shift in the loop
momenta which acts also on the remaining scalar product q1 ·p2 and generates a new reducible scalar product
q2 · p2. The latter is then removed in step (2), leading to an additional integral of the SA family.
In some cases, only the scalar configuration survives after the projection procedure. An example is the
V K configuration in the left-hand side of Eq.(78), where the Higgs boson couples to two photons through a
couple of Z bosons and a top-quark loop. After applying the projector PµνD and removing reducible scalar
products, one obtains the decomposition
V H
✲
V G
 
 
 ✠
❄
❅
❅
❅
❅❘
V E
❄
❅
❅
❅
❅
❅
❅❘
SC
 
 
 
 
 
 ✠ ❄
❅
❅
❅
❅
❅
❅❘
×
B B 
 
 
 
 
 ✠
SA ❅
❅
❅
❅
❅❘
×
B A
❄
T A
 
 
 
 
 ✠
×
A A
Figure 6: Generic child topologies of the V H parent topology. The five-line V G diagram is obtained by removing one
line of the V H diagram; the second line contains the child topologies of V G (V E, SC and B × B). The third line
contains the topologies SA, B × A and TA, obtained by removing one line from the diagrams above. The arrows
indicate the correspondences between parent and child topologies.
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4[(q2·p1)(q1·p2)]
−P
p1
p2
= 2[q1·p2]
(1a) −P
p1
p2
− 2[(q22+m
2
4)q1·p2]
−P
p1
p2
= −[2q2·p2+P 2]
(1b) −P
p1
p2
− [(q22+m
2
4)q1·p2]
−P
p1
p2
= −
(2) −P
p1
p2
+ [m23+q
2
2−P
2]
−P
p1
p2
− [(q22+m
2
4)q1·p2]
−P
p1
p2
Figure 7: Reduction of scalar products for an example of the V G family. The equations are valid for p21 = p
2
2 = 0.
H
γ
γ
Z
Z
t
t
t
t
⊗ Pµν
D
= C˜K
MZ
MZ
Mt
Mt
Mt
Mt
−P
p1
p2
+
(
reduced
diagrams
)
, (78)
where the symbol C˜K is proportional to C˜K ∝ 32 (v2+ + v2−)M2t (p1 · p2 −M2Z + 2M2t ) − 128 v+v−M2t (p1 ·
p2 + 2M
2
t ). Here, v± are the V ± A couplings Zt¯t. Clearly, here no irreducible scalar products for the V K
topology remain, and only the scalar configuration survives.
4.2 Vacuum diagrams
The removal of scalar products illustrated in Fig. 6 shows that the vacuum diagram TA appears after the
reduction of the SC self-energy. The explicit evaluation of TA has been carried out in Ref. [71]. In addition,
if the external momentum of the SC integral corresponds to one of the photon momenta, the SC integral is
a vacuum integral with an increased power of one propagator. Furthermore, if additional loop-momentum
dependent scalar products appear in the numerator of the SC diagram, the integral has to be expanded in
powers of the external momentum around zero; therefore, higher increased powers of the propagators can
arise.
Vacuum integrals with increased powers of the propagators can be related to the TA tadpole integral
using the traditional IBP method. In particular, the relation between TB, the tadpole diagram with one
increased power of the third propagator (shown diagrammatically through a dot on the corresponding line)
and TA is given in Eq. (79) by
m1
m3
m3
m2 = (n− 3)m
2
1 +m
2
2 −m23
λ(m21,m
2
2,m
2
3)
m1
m3
m2 +
(2− n)
λ(m21,m
2
2,m
2
3)
m1 m2
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+ (2− n) m
2
1 −m22 −m23
2m23 λ(m
2
1,m
2
2,m
2
3)
m1 m3 + (n− 2) m
2
1 −m22 +m23
2m23 λ(m
2
1,m
2
2,m
2
3)
m2 m3 , (79)
with λ(x, y, z) = x2 + y2 + z2 − 2xy − 2xz − 2yz.
After projecting the amplitude on the relevant form factors, it turns out that only the tadpole diagrams
TA and TB, related to each other through Eq.(79), contribute to the amplitudes H → γγ and H → gg.
4.3 Symmetrization of loop integrals
It is essential to exploit the symmetries of each diagram in order to reduce the number of integrals to be
calculated and to identify equal configurations. We have taken into account the symmetries of the appearing
one-loop and two-loop topologies, summarizing them in Tab. 1 and Tab. 2. In both tables, the first column
denotes the topology and the second column enumerates the different symmetry transformations for a given
topology; the third column contains the transformation of the loop momenta q1 and q2 and the fourth column
the corresponding interchange of masses and external momenta. The identity transformation and the total
reflection of all external momenta (p1 → −p1, p2 → −p2 and P → −P , corresponding to the loop-momentum
transformation q1 → −q1 and q2 → −q2), which leaves the loop integral unchanged, are not listed in Tab. 1
and Tab. 2. The largest number of symmetries can be observed for the V H family.
B (I) q → −p− q′ m1 ↔ m2
C
(I) q → −p1 − q′ m1 ↔ m2, −P ↔ p2
(II) q → −P − q′ m1 ↔ m3, p1 ↔ p2
(III) q → −q′ m2 ↔ m3, −P ↔ p1
(IV) q → −P + q′ m1 → m3, m2 → m1, m3 → m2,
p1 → −P , p2 → p1, −P → −p2
(V) q → −p1 + q′ m1 → m2, m2 → m3, m3 → m1,
p1 → p2, p2 → −P , −P → p1
Table 1: Symmetry transformations for one-loop topologies.
As an explicit simple example concerning the application of symmetry transformations, let us consider the
case of the V I-family integrals arising after the reduction of the V K- and V M -type Feynman diagrams shown
in Fig. 8 (a) and (c). Note that the momenta routings of the two child V I-family diagrams in Fig. 8 (b) and
(d) are different; the application of symmetries aims to map the various integral representations onto a single
one in order to allow for cancellations. The V I family has three basic symmetry transformations, summarized
in Tab. 2 and graphically illustrated in Fig. 9: here the first diagram corresponds to the standard integral
representation of V I as defined in appendix A; the symmetry transformation (I) amounts to exchanging the
first and the second line of the self-energy insertion in the diagram; (II) corresponds to an exchange of the
fourth and fifth lines (in this case also the external momenta are interchanged, p1 ↔ −P ); symmetry (III)
is a combination of symmetries (I) and (II). The two V I child topologies in Fig. 8(b) and (d) are related
through the symmetry transformation (III).
Finally, we stress that the procedures of reducing scalar products and symmetrizing loop integrals have
been recursively performed in order to achieve a maximal simplification of the amplitude. Next, the remaining
integrals are classified as scalar-, vector- and tensor-type integrals according to the number of irreducible
scalar products in the numerators. The Lorentz structure of the loop integrals are expressed through the
external momenta pj , with j = 1, 2, and the metric tensor introducing suitable form factors. A FORTRAN
code is generated and the form factors are then evaluated numerically employing the NAG library [72].
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TA
(I) q1 → q′1, q2 → q′1 − q′2 m2 ↔ m3
(II) q1 → −q′1 + q′2, q2 → q′2 m1 ↔ m2
(III) q1 → −q′2, q2 → −q′1 m1 ↔ m3
(IV) q1 → −q′1 + q′2, q2 → −q′1 m1 → m3, m2 → m1, m3 → m2
(V) q1 → −q′2, q2 → q′1 − q′2 m1 → m2, m2 → m3, m3 → m1
SA
(I) q1 → −q′2, q2 → −q′1 m1 ↔ m3
(II) q1 → −p− q′1 + q′2, q2 → q′2 m1 ↔ m2
(III) q1 → q′1, q2 → p+ q′1 − q′2 m2 ↔ m3
(IV) q1 → −q′2, q2 → p+ q′1 − q′2 m1 → m2, m2 → m3, m3 → m1
(V) q1 → −p− q′1 + q′2, q2 → −q′1 m1 → m3, m2 → m1, m3 → m2
SC (I) q1 → −q′1 + q′2, q2 → q′2 m1 ↔ m2
SD (I) q1 → −p− q′1, q2 → −p− q′2 m1 ↔ m2, m4 ↔ m5
SE
(I) q1 → −q′1 + q′2, q2 → q′2 m1 ↔ m2
(II) q1 → q′1, q2 → q′2 m3 ↔ m5
(III) q1 → −q′1 + q′2, q2 → q′2 m1 ↔ m2, m3 ↔ m5
V E
(I) q1 → −q′1 + q′2, q2 → q′2 m1 ↔ m2
(II) q1 → −q′1, q2 → −q′2 m3 ↔ m4, p2 ↔ −P
(III) q1 → q′1 − q′2, q2 → −q′2 m1 ↔ m2, m3 ↔ m4, −P ↔ p2
V I
(I) q1 → −q′1 + q′2, q2 → q′2 m1 ↔ m2
(II) q1 → −q′1, q2 → −q′2 m4 ↔ m5, −P ↔ p1
(III) q1 → q′1 − q′2, q2 → −q′2 m1 ↔ m2, m4 ↔ m5, −P ↔ p1
V M
(I) q1 → −q′1 + q′2, q2 → q′2 m1 ↔ m2
(II) q1 → −q′1, q2 → −q′2 m4 ↔ m5, −P ↔ p1
(III) q1 → q′1 − q′2, q2 → −q′2 m1 ↔ m2, m4 ↔ m5, −P ↔ p1
V G (I) q1 → −P − q′2, q2 → −P − q′1 m1 ↔ m5, m2 ↔ m4, p1 ↔ p2
V K (I) q1 → −P − q′1, q2 → −P − q′2 m1 ↔ m2, m4 ↔ m6, p1 ↔ p2
V H
(I) q1 → p2 − q′1, q2 → p1 − q′2 m1 ↔ m2, m3 ↔ m4, m5 ↔ m6
(II) q1 → −p1 − q′1 + q′2, q2 → q′2 m1 ↔ m3, m2 ↔ m4, −P ↔ p2
(III) q1 → q′1, q2 → −p2 + q′1 − q′2 m3 ↔ m6, m4 ↔ m5, −P ↔ p1
(IV) q1 → p2 − q′2, q2 → p1 − q′1 m1 ↔ m6, m2 ↔ m5, p1 ↔ p2
(V) q1 → P + q′1 − q′2, q2 → p1 − q′2 m1 ↔ m4, m2 ↔ m3, m5 ↔ m6, p2 ↔ −P
(VI) q1 → p2 − q′1, q2 → P − q′1 + q′2 m1 ↔ m2, m3 ↔ m5, m4 ↔ m6, p1 ↔ −P
(VII) q1 → q′2, q2 → q′1 m1 ↔ m5, m2 ↔ m6, m3 ↔ m4, p1 ↔ p2
(VIII) q1 → q′2, q2 → −p2 − q′1 + q′2 m1 → m4, m2 → m3, m3 → m5,
m4 → m6, m5 → m1, m6 → m2,
p1 → p2, p2 → −P , −P → p1
(IX) q1 → p2 − q′2, q2 → P + q′1 − q′2 m1 → m3, m2 → m4, m3 → m6,
m4 → m5, m5 → m2, m6 → m1,
p1 → p2, p2 → −P , −P → p1
(X) q1 → P − q′1 + q′2, q2 → p1 − q′1 m1 → m6, m2 → m5, m3 → m1,
m4 → m2, m5 → m4, m6 → m3,
p2 → p1, p1 → −P , −P → p2
(XI) q1 → −p1 + q′1 − q′2, q2 → q′1 m1 → m5, m2 → m6, m3 → m2,
m4 → m1, m5 → m3, m6 → m4,
p1 → −P , p2 → p1, −P → p2
Table 2: Symmetry transformations for two-loop topologies.
5 Behavior of two-loop diagrams around a normal threshold
In this section we will discuss one of the main results of the paper: by carefully studying all singularities
of Feynman diagrams we propose the two-loop implementation of a renormalization scheme which cures
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Figure 8: The V K- and V M -type Feynman diagrams (a) and (c), where f and f ′ stand for fermions of the same
doublet, lead to the V I integrals (b) and (d) after reduction of scalar products.
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Figure 9: The symmetries of the V I family enumerated in Tab. 2.
anomalous behaviors of the amplitude.
Feynman diagrams have a complicated analytical structure as functions of the external Mandelstam
invariants and the internal masses. A frequently encountered singular behavior is associated with the so-
called normal thresholds: the leading Landau singularities [73] of self-energy-like diagrams which can appear,
in more complicated diagrams, as sub-leading singularities. In this section we discuss how the amplitudes for
H → γγ and H → gg behave around a normal threshold, with special emphasis to the problem of possible
square-root and logarithmic singularities.
Without loss of generality, let us consider the case of the H → γγ decay in the setup where all light
fermions are taken to be massless. As far as normal thresholds are concerned, we have the possibilities
M
H
= M
W
, M
Z
, 2M
W
, 2M
Z
, 2Mt, as illustrated in terms of cut diagrams in Fig. 10. Note that, as
observed by the authors of Ref. [28], there is no cut atM
H
= 0 even in presence of massless fermions; indeed,
the two-particle cut of the first diagram of Fig. 10 is zero because of the helicity structure of the diagram.
The M
H
= M
W
,M
Z
cuts are identified by the configuration shown in the second and third diagrams of
Fig. 10. Note that, for H → γγ, the imaginary part is not exactly zero below the single-W threshold; this
is due to the introduction of complex masses for vector bosons, as we will explain in detail in section 5.3.
It is worth mentioning the behavior of the one-loop amplitude which is rapidly decreasing for small values
of M
H
, as shown in Fig. 11 for H → gg. Here, once again, we use a complex W mass and, therefore, the
imaginary part is different from zero even below the tt threshold. We have performed a dedicated analysis of
the behavior of the amplitude around single thresholds which shows that regular behavior is a consequence
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Figure 10: Sample two- and three-particle cut diagrams for H → γγ. The mass of the up and down quarks is
neglected.
of a delicate mechanism of numerical cancellation among several diagrams, e.g. V H , V G doubly collinear and
V E simply collinear.
 [GeV]HM
100 150 200 250 300 350 400 450 500
] [
Te
V]
p
h
ys
g
g
,(1
)
Α
R
e[
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
real W-mass
complex W-mass
tt
 [GeV]HM
100 150 200 250 300 350 400 450 500
] [
Te
V]
p
h
ys
g
g
,(1
)
Α
Im
[
0
0.2
0.4
0.6
0.8
1
1.2
tt
real W-mass
complex W-mass
Figure 11: Real and imaginary parts of the one-loop H → gg amplitude.
Having discussed the single vector-boson thresholds, we move to the double ones, identified for example
by the cut of the fourth diagram of Fig. 10.
5.1 Square-root singularities
In this section we are interested in the problem of possible square-root singularities of the amplitude.
When present, they are unphysical, although integrable; the solution to the apparent puzzle consists, as we
will argue, in replacing real masses of unstable particles with their complex poles.
In order to illustrate the problem, let us consider the following integral, related to a generalized one-loop
two-point function:
Inα =
∫ 1
0
dxxn
(
x2 − x+ µ2 − i 0
)−α
, (80)
where n is a non-negative integer. When β = 0, with β2 = 1 − 4µ2, the integration contour is pinched
between the two singular points x± = (1± β)/2, and the integral of Eq.(80) is singular, with a branch point
of the two-particle cut µ2 = 1/4; for α ≥ 1 we find
I0α ∼
(
− β
2
)1−2α
B
(
1
2
, α− 1
2
)
, β → 0, (81)
where B is the Euler beta function. To be more explicit, let us consider the UV decomposition of section 2
for the generalized one-loop two-point function with equal masses
B0(k, l ; s,m,m) =
1∑
i=−1
B0(k, l ; s,m,m ; i)F
1
i (s), (82)
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where k and l are the powers of the two propagators. Concerning the finite parts for the k = l = 1 and
k = 2, l = 1 configurations, we obtain
B0(1, 1 ; s,m,m ; 0) = 2− ln m
2
s+ i 0
− β Lβ , B0(2, 1 ; s,m,m ; 0) = − 1
β
Lβ,
Lβ = ln
β + 1
β − 1 , β
2 = 1− 4 m
2
s+ i 0
. (83)
In general, for k + l > 2, we have
B0(k, l ; s,m,m ; 0) ∼ β5−2(k+l), β → 0, (84)
and we can easily conclude that the generalized one-loop two-point function has an (unphysical) singularity
at s = 4m2 ∀k, l | k + l > 2. For practical applications, one has to distinguish between the above- and
below-threshold regions,
β2 = a2 ≥ 0, Lβ = ln 1+a1−a − i π ∼ −i π, s→ 4m2 |+,
β2 = −a2 ≤ 0, Lβ = i
(
arctan 2 a1−a2 + π
)
∼ i π, s→ 4m2 |− . (85)
Therefore, the generalized one-loop two point function with k+ l = 3 generates a square-root 1/β-divergent
behavior, with β2 = 1 − 4M2
W
/M2
H
or β2 = 1 − 4M2
Z
/M2
H
, associated with the normal threshold related to
the two-particle cut (the leading Landau singularity).
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m
m
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m
Figure 12: One-loop vertex with two equal masses and its sub-diagram giving the sub-leading square-root singularity.
Let us now consider three-point functions, and investigate the behavior of the vertex of Fig. 12 around
the normal threshold located at s = 4m2. The leading Landau singularity of the vertex is the so-called
anomalous threshold; the normal threshold shows up as a sub-leading singularity. Since the sub-leading
singularity for a graph is the leading one for any of the contracted sub-graphs, we easily conclude that the
singular behavior of the one-loop vertex of Fig. 12 around s = 4m2 is due to the sub-graph where we shrink
a line to a point; the singularity is a branch point in the complex s -plane.
The same argument can be repeated for all diagrams with any number of external legs where we can cut
two and only two lines with mass m; any normal threshold will be a sub-(sub- . . . ) leading singularity, and
a 1/β behavior will show up only if the reduced sub-graph, responsible for the singularity, can be reduced
to the generalized one-loop two-point function of Eq.(83), B˙0(s,m,m) = B0(2, 1 ; s,m,m; 0). A B˙0(s,m,m)
function is related to the derivative of a B0(1, 1 ; s,m,m) function and therefore emerges in the computation
whenever we include WFR factors for the external legs or we perform finite renormalization of the mass of an
internal particle, as depicted in Fig. 13. In the second case, generalized one-loop triangle functions appear,
and it is known that they can always be reduced to B˙0 functions using IBP identities (this is just another
way to say that the normal threshold is a sub-leading singularity for a generalized three-point function).
Concerning genuine two-loop diagrams, we observe that a B˙0 configuration can only arise if we have a
self-energy insertion in a two-loop diagram. A two-loop vertex containing a self-energy insertion, leading
to a 1/β-divergent behavior, is depicted in Fig. 14. For this diagram it is possible to find a representation
where the singular part is completely written in terms of one-loop diagrams, as shown in the figure. The
remainder can be cast in a form suited for numerical integration.
Note that the unphysical 1/β behavior, generated by the diagram of Fig. 14, exactly cancels the one
coming from mass finite renormalization. This is strictly true only in a complex renormalization scheme
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Figure 13: Singular β−1 behavior at the normal m threshold coming from WFR and mass finite renormalization.
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Figure 14: Singular β−1 behavior at the normal m threshold coming from self-energy insertions (V M topology).
The generalized one-loop triangle function in the right-hand side is related to the generalized one-loop self-energy of
Eq.(83) through IBP identities.
because, for on-shell real masses, only the real part of the self-energy in Fig. 13 is taken and the cancellation
does not take place for the corresponding imaginary part generated by the two-loop diagram of Fig. 14.
This is not surprising at all: self-energy insertions, signaling the presence of an unstable particle, should
not be there. They are the consequence of a misleading organization of the perturbative expansion; Dyson-
resummed propagators should be used and complex poles should replace real on-shell masses. The remaining
1/β singularity is therefore coming only from the wave-function renormalization of the Higgs boson. This
unphysical behavior is strictly connected to the problem of defining a proper WFR for an unstable particle,
as pointed out in section 3.1.
It is interesting to note that for the tt¯ threshold in H → gg the B˙0 -functions that are potentially
dangerous always appear multiplied by β2, as it happens for QCD corrections; the same is not true for
pseudo-scalar Higgs decay, cfr. Fig. 4 of [9].
Finally, we observe that a more severe behavior associated with β → 0 should not show up; for instance,
we have verified that 1/β2 terms which appear as a consequence of the reduction procedure for the H → γγ
decay are of the form F (M2
H
)/(M2
H
− 4M2
W
), with F (4M2
W
) = 0.
5.2 Logarithmic singularities
Let us consider the scalar two-loop diagram of the V K family shown in Fig. 15, and derive the corre-
sponding integral in parametric space. We introduce the quadratic forms
χ(x) =
(
x− 1
2
)2
− 1
4
β2, ξ(x, y) = x (x− 1) y2 + 1
4
(
1− β2) , β2 = 1− 4m2
s
, (86)
where s = −P 2 > 0 and m is the mass of the solid line (wavy lines correspond to massless particles). We
obtain
V K =
2
s2
∫ 1
0
dx dy
y χ(x)
[
Li2
(
1− y χ(x)
χ(xy)
)
− Li2
(
1− y χ(x)
ξ(x, y)
)]
. (87)
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Figure 15: The irreducible scalar two-loop vertex diagram of the V K family showing up a logarithmic divergence.
Solid lines represent a massive particle with mass m, whereas wavy lines correspond to massless particles.
Since we are interested in the behavior around β → 0, we split V K into a singular and regular part,
V K = V Ksing + V
K
reg =
2
s2
∫ 1
0
dx dy
y χ(x)
[
Li2
(
1− y χ(x)
χ(xy)
)
− ζ(2)
]
+ V Kreg. (88)
The singular part V Ksing will be written as [74]
V Ksing =
2
s2
∫ 1
0
dt
ln t
1− t I(t), I(t) =
∫ 1
0
dxdy
[
(1−t)χ(xy) + tyχ(x)
]−1
=
∫ 1
0
dxdy
[
a (x−X)2 + λ
]−1
, (89)
where we have introduced the short-hand notations
a = τy, X =
1
2 τ
, λ =
t (1− t)
4 τ
[
(1− y)2 − β2 (y + T )
(
y +
1
T
)]
, (90)
with τ = (1− t) y + t and T = t/(1− t) > 0. I(t) can be split into two parts,
I(t) = B
(
1
2
,
1
2
) ∫ 1
ymin
dy a−1/2 λ−1/2 − 1
2
∑
i=1,2
∫ 1
0
dx dy (−1)iXi x−1/2
(
aX2i + λx
)−1
. (91)
Here X1 = −X , X2 = 1 −X and B(x, y) is the Euler beta function. The second term of Eq.(91) is regular
for β = 0; the first term, instead, shows a singularity due to the fact that λ ∼ (1− y)2 for β → 0. However,
we have a singular behavior only if 0 ≤ X ≤ 1, which requires y ≥ ymin = max{0 , (t− 1/2)/(t− 1)}. Being
interested in the leading behavior for β → 0, we can extend the integration domain in the first term to [0, 1]
without modifying the divergent behavior of the diagram. The singular part is then given by
Ising(t) =
2 π√
t(1 − t)
∫ 1
0
dy y−1/2
[
(1− y)2 − β2 (1 + T y)
(
1 +
y
T
)]−1/2
=
2 π√
t(1− t) J(t),
J(t) =
1
2πi
∫ +i∞
−i∞
dsB
(
s,
1
2
− s
) (−β2 − i 0)s−1/2 ∫ 1
0
dy y−1/2 (1 − y)−2 s (1 + T y)s−1/2
(
1 +
y
T
)s−1/2
=
1
2πi
∫ +i∞
−i∞
ds
Γ (s) Γ (1/2− s) Γ (1− 2s)
Γ (3/2− 2s)
(−β2 − i 0)s−1/2 F1
(
1
2
,
1
2
−s, 1
2
−s, 3
2
−2s;−T,− 1
T
)
, (92)
where 0 < Res < 1/2 and F1 denotes the first Appell function. In order to obtain the expansion corresponding
to β → 0, we close the integration contour over the right-hand complex half-plane at infinity. The leading
(double) pole is at s = 1/2; therefore, we obtain
J(t) = − 1
2
ln
(−β2 − i 0)+O(1), β → 0. (93)
27
Inserting the result into Eq.(89) and using
∫ 1
0 dt t
−1/2 (1− t)−3/2 ln t = − 2 π, we get
V Ksing =
4 π2
s2
ln
(−β2 − i 0)+O(1), β → 0. (94)
If the massive loop in Fig. 15 is made of top quarks, the contribution of the V K integral to the amplitude
behaves like β2 V K and, therefore, the logarithmic singularity is β2 -protected at threshold; however, the
same is not true for a W -loop. Our result of Eq.(94) is confirmed by the evaluation of V K of Ref. [10] in
terms of generalized log-sine functions. Starting from Eq. (6.34) of Ref. [10] and using the results of Ref. [75]
we expand around θ = π, where x = ei θ = (β − 1) (β + 1), with 0 < θ < π. This gives for the leading
behavior of V K below threshold (π2/2) ln(θ− π), where ln(−β2) = ln(θ− π)2− ln 2. The same behavior can
also be extracted from the results of Ref. [9].
Logarithmic singularities of the kind discussed in this section are a remnant of the one-loop Coulomb
singularity of one-loop sub-diagrams. An alternative approach that automatically resums large Coulomb
singularities at threshold has been pursued in Ref. [76]. The reader should be aware that in the pseudo-
scalar decay the real and imaginary parts of the form factor may be significantly different from the lowest
order perturbative ones1.
5.3 Complex masses
In this section we set up and discuss our implementation of a consistent and gauge-invariant treatment
of unstable particles in NNLO radiative corrections.
Our two-loop renormalization scheme has been described in details in section 3 where counterterms have
been introduced, different choices of IPSs considered and finite renormalization of lagrangian parameters
discussed. In short, this represents the so-called
• RM - scheme
where masses are the real on-shell ones; it gives the extension of the generalized minimal subtraction scheme
up to two loop level. The analysis of section 5 has shown the presence of pathological features and the
cure proceeds in two steps. Our first, pragmatical, solution to the problems induced by unstable internal
particles has been presented in Ref. [38] (for an alternative approach to the problem of unphysical threshold
singularities connected to WFR factors, see Ref. [77]); the corresponding scheme will be termed minimal
complex mass scheme (hereafter MCM), the first emergency kit.
• MCM - scheme
To evaluate the amplitude we start by removing the Re label in those terms that, coming from finite
renormalization, violate WSTIs. For instance, when we compute the doubly contracted WSTI for the full
two-loop amplitude in H → γγ we obtain the result of Eq.(75): pure two-loop contribution to the WSTI
gives Σ
(1)
H (−M2H ) while finite renormalization gives its real part ReΣ
(1)
H (−M2H ). Therefore, the WSTI is
violated above the WW threshold, as shown in section 3.4.3.
Furthermore, we decompose the amplitude for H → γγ according to
Aphys =
(√
2GF M
2
W
)1/2 α
2 π
Aphys, Aphys = A
(1)
ex +
GF M
2
W
2
√
2π2
[
A
(2)
R
β
+A
(2)
L ln
(−β2 − i 0)+A(2)rem
]
, (95)
and prove that, as expected, A
(2)
R , A
(2)
L and A
(2)
rem separately satisfy the WSTI. The latter fact allows us to
minimally modify A
(2)
R,L by working in the complex-mass scheme of Ref. [60]: we include complex masses in
the gauge-invariant leading part of the two-loop amplitude as well as in the one-loop part.
The decomposition of Eq.(95) deserves a further comment. As we stressed in section 5.1, there are three
sources of 1/β terms: a) pure two-loop diagrams of the VM family, i.e. bubble insertions on the internal
lines of the one-loop triangle; b) W -mass renormalization, i.e. on-shell W self-energy × the mass-squared
1A discussion with M. Spira on the last two points is gratefully acknowledged.
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derivative of the one-loop W triangle (the latter giving rise to 1/β); c) Higgs wave-function renormalization
factor × lowest order (the former giving rise to 1/β). One can easily prove that only c) survives in MCM
and a,b), which are separately singular, add up to a finite contribution (β → 0); their divergence is an
artifact of expanding Dyson-resummed propagators in the on-shell approach.
The lnβ -dependent term originates from pure two-loop diagrams of the VK family and it is a remnant
of the one-loop Coulomb singularity of one-loop sub-diagrams.
The amplitude for H → gg is different in some points, for instance we have no V K diagram with a
logarithmic behavior. Also the violation of WSTIs, described above, is specific to H → γγ since we have no
one-loop bosonic triangle. Further details have been presented in Ref. [78].
The one-loopH → γγ amplitude, with a complexW mass, is shown in Fig. 16 around theWW threshold
including a comparison with the real-W -mass amplitude. We have also analyzed the effect of (artificially)
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Figure 16: Real and imaginary parts of the one-loop H → γγ amplitude with real and complex W -boson mass. Note
the sizable difference with Fig. 11.
varying the imaginary part of the W -boson complex mass (more details can be found in Ref. [78]), showing
that our complex result reproduces the real one (with a complex Higgs-mass renormalization condition) in
the limit ΓW → 0. Here, a comment is needed: we introduce complex masses as poles on the second Riemann
sheet, a fact that requires a careful analytical continuation of loop integrals.
Let us consider the decay H → γγ in the RM scheme; on-shell renormalization spoils the complete can-
cellation between pure two-loop diagrams and W -mass renormalization mentioned before. As a consequence
the RM scheme badly fails to approximate the complex mass results above the WW threshold; here RM is
not the smooth limit ΓW → 0 of MCM and we understand the reason, RM is missing a cancellation which
is instrumental in building a consistent theory of unstable particles. If RM scheme is further modified by
arbitrarily forcing this cancellation the corresponding result is the smooth limit just mentioned. Thus we
have an additional argument to reject RM; at two-loop this scheme is wholly inconsistent.
It is worth noting that cancellation between mass renormalization for some internal line and bubble inser-
tion in the same line, as far as divergent terms are concerned, is a strict consequence of Dyson resummation
with complex poles, see Eq. (195) of Ref. [44] and consequent discussion.
Finally, we mention the fact that MCM can be forced to agree with RM in the limit ΓW → 0 only if we
adopt the unjustified approach of continuing the W self-energy in different Riemann sheets depending on its
origin, irreducible two-loop diagrams or finite renormalization.
In a nutshell, the MCM scheme has been designed to cure the unphysical infinities of two-loop amplitudes,
namely those points where the amplitude is artificially infinite; it does not deal with cusps associated with
the crossing of normal-thresholds present in A
(2)
rem, as described in detail in Ref. [78]. Note that this is not
only an aesthetical issue but also a concrete problem in assessing the impact of electroweak NLO corrections
on, say, Higgs production via gluon gluon fusion: observing the effect of NNLO QCD corrections with
respect to NLO ones one is lead to understand possible sources of additional large corrections. Electroweak
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corrections, typically around the WW threshold, can reach a 10% in the MCM scheme due to a magnified
cusped behavior.
• CM - scheme
Further to the last point, we have undertaken the task of introducing the (complete) complex-mass scheme
(CM), based on Ref. [60], as explained for a two-loop calculation in Sect. 10 of [44]. This means that all
two-loop diagrams must be computed with complex M
W
,M
Z
masses, whereas the top quark mass is the
on-shell mass; note, however, that we keep the external Higgs boson on-shell and do not perform the ultimate
step of introducing a (complex) pole residue and the associated partial width for the decaying Higgs boson.
For H → γγ (in Rξ gauge) we have a bosonic triangle at one loop, which contains a factor mH (from the
H − φ− φ vertex, see Fig. 4), which needs to be renormalized through the replacement of the renormalized
Higgs mass with the physical Higgs-boson mass. This fact introduces the real parts of B0 functions, which
lead to a violation of the WST identities above the WW threshold, as described in Eq.(75) (note that
wave-function renormalization factors never pose similar problem); also in the CM scheme the corresponding
real label is removed, even if the external Higgs boson is assumed to be an on-shell particle (see comment
above).
As a final note one can say that CM scheme is the default for our results, the other schemes being assigned
to the role of benchmark.
6 Extraction of collinear singularities
In this section we discuss the problem of collinear singularities showing up in the calculation of a given
(pseudo-)observable. Any method that aims to produce theoretical predictions for (pseudo-)observable quan-
tities organizes the calculation of the corresponding S-matrix element into several building blocks, and the
analytical structure of the total amplitude will not necessarily be the same of the single components. From
this point of view, collinear singularities are a clear example: sometimes, a collinear-free amplitude is split
into components which are separately divergent in the collinear regime. Therefore, singularities must be
regularized and singular terms have to be extracted.
It is worth noting that no numerical evaluation can be attempted before two basic steps have been
performed. On the one hand, all singular terms (ultraviolet, infrared, collinear) of the amplitude have to
be extracted, and their cancellation or absorption into parton distribution functions have to be explicitly
checked. On the other hand, all enhanced terms have to be isolated, such that numerical integration is only
limited to smooth remainders; at this level there is no need to worry about the length of the remainders.
Focusing our attention on electroweak processes, several methods aimed to deal with collinear singularities
have been developed and presented in the literature, as in Ref. [79], for one-loop leading logarithms in
electroweak radiative corrections, and in Ref. [80], for two-loop electroweak NLO logarithmic corrections to
massless and massive fermionic processes.
Concerning electroweak corrections to the decay of the Higgs boson into two photons or two gluons,
collinear divergencies are related to the coupling between photons or gluons with light fermions. Therefore,
there is no substantial difference between the two processes and in the following, without loss of generality,
we will concentrate on the process H → γγ. On the contrary, the QCD corrections generate special types of
divergencies in the gluonic decay, because of the three-gluon coupling.
A common approach to the problem of collinear divergencies is to consider all light fermions of the
theory as massless states; dimensional regularization is then used to control the collinear behavior of single
components of the amplitude. In our approach, we prefer to keep the physical light-fermion masses to act as
regulators, and to express the collinear behavior in terms of logarithms of these masses. After analytically
checking that singular parts cancel in the total, we can safely get rid of the regularization parameter and
include all collinear-free remainders into the total amplitude. These finite parts will be cast in a form which
is functional to numerical integration.
At two-loop level we encounter three different situations illustrated in Fig. 17: 1) one and only one of
the two external photons is coupled to a light-fermion current (second, third diagram and fourth heavy-f ′
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diagram); 2) both photons are coupled to the same light-fermion current in a loop (first diagram); 3) one
photon is coupled to a light-fermion current in one loop, the other photon in the other loop (fourth diagram
with light f ′).
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Figure 17: Complete list of diagrams with photons coupled to light fermions (f). In the figure f ′ denotes any fermion
(light or not, equal to f or not). The capital B indicates a boson which can be either a Z or a W .
The treatment of the above-mentioned configurations simplifies when taking into account the reduction
⊗ symmetrization procedure described in section 4. This aspect is considered in section 6.1 where we show
that all diagrams of type 2) cancel. Diagrams of type 1) and 3) are then discussed in section 6.2 and in
section 6.3, where we analytically extract the coefficients of the collinear logarithms. In section 6.4 the
special case of the V M configuration is considered; divergencies which are peculiar of the QCD corrections
to H → gg are shortly reviewed in appendix C.
6.1 Collinear behavior and tensor reduction
In this section we address a general question which has important consequences in classifying those
collinear configurations which are actually needed for the calculation. For the H → γγ process, the diagrams
where photons couple to light fermions belong to the V K and V H families with the mass patterns depicted
in Fig. 17. Two naive approaches to the treatment of collinear singularities would consist on the one hand in
evaluating all the possible tensor integrals associated to these families; on the other hand, to express them
in terms of some set of Master Integrals (hereafter MIs) using IBP identities.
The first option is not very convenient, since it requires to evaluate explicitly a large set of integrals.
However, also a blind application of reduction through IBP identities has a drawback: the MIs representing
the basis integrals cannot be a priori predicted (e.g. by using the standard Laporta algorithm [81]; construc-
tive approaches can be found in Ref. [82]), and complicated collinear-divergent MIs could show up in the final
answer. In this section we show that our approach, based on the reduction ⊗ symmetrization procedure of
section 4, represents the optimal solution: it identifies the smallest set of collinear-divergent integrals whose
structure is simple enough to allow for an analytical extraction of all collinear singularities.
To introduce our argument, we start considering an N -point one-loop function with external momenta
p1, . . . , pN and with scalar products in the numerator. After introducing P
µ
0 = 0 and P
µ
i = p
µ
1 + · · · + pµi ,
we consider the integral
Sn ;N (f) =
µǫ
i π2
∫
dnq
f (q , {p})∏N−1
i=0 [i]
, [i] = (q + Pi)
2
+m2i , (96)
and we perform a standard-reduction procedure to simpler functions; taking for instance four-point functions,
it is a well-known fact that
Sn ; 4 (f) =
∑
i
biB0(P
2
i ) +
∑
i,j
cij C0(P
2
i , P
2
j ) +
∑
i,j,k
dijk D0(P
2
i , P
2
j , P
2
k ) +R, (97)
where B0, C0 and D0 are scalar two-, three- and four-point functions and R is the so-called rational term.
Let us consider, in particular, the following example:
Sn ; 4 (q · p1) = µ
ǫ
i π2
∫
dnq
q · p1∏3
i=0 [i]
= −
3∑
i=1
D1iH1i, (98)
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where the matrix H is given by Hij = − pi · pj, G = detH is the Gram determinant associated with the
four-point function and D1i are standard form factors [51]. In standard reduction, one goes on expressing
the D1i form factors in terms of D0 and of three-point functions, with inverse powers of G. However, a more
careful application of the method will make use of
D1i = − 1
2
H−1ij dj , di = D
(i+1)
0 −D(i)0 − 2KiD0, Ki =
1
2
(P 2i − P 2i−1 +m2i −m2i−1), (99)
where D
(i)
0 is the scalar triangle obtained by removing the propagator i from the box. Therefore, we obtain
Sn ; 4 (q · p1) = 1
2
3∑
i,j=1
H−1ij H1i dj =
1
2
d1, (100)
without explicit factors involving G. Furthermore, from Eq.(99), we see that the coefficient of D0 in the
reduction is (m20−m21− p21)/2. Note that at the leading Landau singularity of the box, corresponding to the
anomalous threshold [83], we must have
q2 +m20 = 0, (q + Pi)
2 +m2i = 0 → q · p1 =
1
2
(m20 −m21 − p21), (101)
which is equal to the coefficient of the D0 function. This is a general property: a careful application of
standard reduction to an N -point function with any scalar product gives as coefficient for the scalar N -
point integral the value of the scalar product at the anomalous threshold.
To summarize, in standard reduction for a N -point function each reducible scalar product in the numer-
ator is replaced by a difference of propagators plus a K factor, predicted by factorization properties at the
anomalous threshold. The procedure can be continued and one finds (N −1)−point functions with reducible
and also irreducible scalar products; for the latter inverse powers of Gram determinants will remain.
Imagine now that our N -point one-loop function is a sub-diagram (with loop momentum q2) of a two-loop
diagram (with momenta q1, q2). The numerator will contain, in general, reducible and irreducible scalar
products. If only reducible scalar products are present and if, after algebraic reduction N → N − 1 (as we
said earlier, no inverse Gram determinants), the coefficients of the corresponding scalar, vector or tensor
one-loop diagrams turn out to be zero, then the two-loop diagram will not appear in the final result and only
its reduced child diagrams will do. In particular, if the original two-loop diagram is collinear divergent, the
singular behavior can be read off from its sub-diagrams, which is a simpler problem because one propagator
less is involved.
This is what happens with the first diagram in Fig. 17; as described in appendix B, the physical content
of the diagrams for the processH → γγ can be extracted contracting the tensor in the amplitude by means of
the projector PµνD = D3 ;µν of Eq.(236). After the standard reduction 6legs→ 5legs is applied (see section 4),
when mf → 0 and for arbitrary MB and mf ′ , we obtain 2:
B
B
f ′
f
f
f
−P
p1
ν
p2
µ
⊗ Pµν
D
= Cdc
K
(m2f ′ −M2B + 2 q1 · p1)
MB
MB
mf ′
mf
mf
mf
−P
p1
p2
+
(
reduced
diagrams
)
, (102)
2In this section we use low-case letters for denoting the masses of light particles, which will be neglected after proving the
cancellation of collinear logarithms.
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where the coefficient Cdc
K
is ∝ (n−4)P 2. Since the scalar and vector V K are UV finite, we can take the limit
n→ 4; therefore, as we anticipated, six-propagator terms disappear from the projected V K and only reduced
diagrams with at most one photon coupled to light-fermion lines survive. Concerning reduced diagrams, the
collinear-divergent ones are always of the type V E and V G, collected in Fig. 18. Note that for the V E type
only the scalar configuration survives, while for V G we have to deal with tensor integrals up to rank two.
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m
m V
G
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−P
p1
p2
m
m
Ma
M
M
M
V Hsc =
[
P 2(M2a−M2) + 2P 2q1 ·p1 − 4 (q1 ·p1)2
] −P
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M
M
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m
Figure 18: Definition of all MIs with one external massless particle coupled to a light particle for the process H → γγ.
The dot-lines indicate light particles of massm, the wavy line a massless particle and the solid lines whatever particles.
The mass M is strictly heavy, while Ma and Mb can also be light.
The same procedure will then be applied to the second and third diagram of Fig. 17. In these cases the
coefficient of V K does not vanish; in the end, however, only scalar configurations survive,
b
b
W
t
t
t
p1
ν
−P
p2
µ
⊗ Pµν
D
= Csc
K,1
mb
mb
M
W
Mt
Mt
Mt
p1
−P
p2
+
(
reduced
diagrams
)
,
f
f
f ′
W
W
W
p1
ν
−P
p2
µ
⊗ Pµν
D
= Csc
K,2
mf
mf
mf ′
M
W
M
W
M
W
p1
−P
p2
+
(
reduced
diagrams
)
. (103)
The coefficients Csc
K,1 and C
sc
K,2 are independent from the loop momenta. The collinear-divergent reduced
diagrams belong to the families V Esc and V
G
sc depicted in Fig. 18; the new object to be computed is the scalar
diagram V Ksc , also defined in Fig. 18.
For the last diagram of Fig. 17 we have to distinguish two cases, with f ′ heavy (i.e. f ′ is the top quark)
or light. In both cases, the coefficients of the tensor V H do not vanish, but some universal structure in q1
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and q2 can be identified, irrespective of the coupling between the boson B and the fermions f and f
′. In the
case of light f ′, the reduced diagrams show also a doubly collinear behavior of the V G type, characterized
by a universal structure in the loop momenta. Indeed we obtain
b
b
W
W
t
t
−P
p1
ν
p2
µ
⊗ Pµν
D
= Csc
H
V Hsc + r.d.,
f
f
B
B
f ′
f ′
−P
p1
ν
p2
µ
⊗ Pµν
D
= Cdc
H
V Hdc + C
dc
G
V Gdc + r.d., (104)
where the coefficients Csc
H
, Cdc
H
and Cdc
G
depend on the coupling between the boson B and the fermions. The
diagram V Hsc is defined in Fig. 18, while V
H
dc and V
G
dc are shown Fig. 19; the reduced diagrams (r.d.) are again
of the form V Esc and V
G
sc of Fig. 18.
V Hdc =
ˆ
P 2M2+2P 2q1·p1−4(q1·p1)
2
˜ −P
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Figure 19: Definition of all MIs with two external massless particles coupled to a light particle for the process
H → γγ. The dot-lines indicate light particles of mass m or m′ (m′ can be equal to m or not), the wavy line a
massless particle and the solid lines a heavy particle of mass M .
Summarizing, we can say that the reduction ⊗ symmetrization procedure allows us to identify the smallest
sub-set of all diagrams with collinear divergencies, collected in Fig. 18 and Fig. 19; they can be taken as
MIs for the set of simply and doubly collinear configurations. The extraction of the corresponding collinear
logarithms will be treated in the next two sections.
6.2 Vertices with one photon coupled to light fermions
In this section we extract the coefficients of the collinear logarithms for the MIs shown in Fig. 18 and
compute the associated collinear-finite parts. For the V Esc configuration (first diagram in Fig. 18), we use the
result derived in section 5.1 of Ref. [47], and evaluate the limits p21 → 0 and m3 = m4 = m→ 0,
V Esc = −2
[
F 2−2(s)− F 2−1(s)
(
ln
m2
s
− 1
2
)]
− 1
2
ln2
m2
s
− ln m
2
s
∫ 1
0
dx dz ln
χ
E
s
+
∫ 1
0
dx dz
[
1
2
ln2
χ
E
s
+ ln
z
x(1−x) ln
χ
E
s
− Li2
(
p22 xz (1−x)
χ
E
)]
− 1
2
ζ(2) +
3
2
, (105)
where χ
E
= P 2 x (1 − x) (1 − z) + p22 x z (1 − x) +M2a (1 − x) +M2b x and the two-loop UV factors F 2−i,
with i = 1, 2, have been defined in Eq.(3). We readily identify χ
E
with the polynomial associated with the
Feynman-parameter representation of the one-loop two-point function B0(1, 1, (1−z)P 2+ zp22,Ma,Mb) (x is
the Feynman parameter). In particular, the coefficient of the collinear logarithm can be written through the
one-fold integral representation of a one-loop function,
V Esc =
−P
p1
p2
Ma
Mb
m
m = ln
m2
s
[
1− ǫ
2
∆UV (s)− ǫ
4
ln
m2
s
]∫ 1
0
dz
−P p2
Ma
Mb(1−z) p1 z p1
+ V Esc,fin, (106)
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where ∆UV can be read in Eq.(1) and V
E
sc,fin denotes the collinear-free remainder (see Eq.(105)). This simple
result shows a feature that we will encounter also in more-complicated configurations: collinear singularities
can be represented through objects with well-known analytical properties, and the cancellation of all collinear
logarithms at the amplitude level can be analytically verified.
It will be shown in the following that the collinear behavior of the remaining three vertices of Fig. 18
is also embedded in a one-loop integration. The key observation is that all these configurations contain the
product of two propagators of the same type:
1
(q2 +m2)[(q + p)2 +m2]
, with


p = p1, q = q1 for V
G
sc
p = P, q = q1 for V
K
sc
p = −p1, q = q2 for V Hsc
. (107)
In particular, let us consider the scalar configurations V Gsc [1] and V
K
sc (scalar configurations of the second and
third diagrams in Fig. 18); we define JN as the scalar sub-loop containing q, where N denotes the number of
q -dependent propagators in addition to those of Eq.(107). For V Gsc [1] and V
K
sc we have N = 1 and consider
J1 =
µ4−n
i π2
∫
dnq
1
(q2 +m2)[(q + p)2 +m2][(q − q2)2 +M2a ]
. (108)
Next, we introduce Feynman parameters z and y, integrate over q and set n = 4, obtaining
J1 =
∫ 1
0
dz
∫ z
0
dy
1
V
, V = [A− y (q2 + p)2 ] y +m2 (1− y), A = (q2 + p z)2 +M2a . (109)
The result shows that the singularity for m = 0 is generated, in parametric space, at the point y = 0;
we introduce V0 = Ay +m
2, a simple polynomial having the same collinear properties of V , and add and
subtract 1/V0 at the integrand level, getting
J1 =
∫ 1
0
dz
A
ln
Az −m2
s
+
∫ 1
0
dz
∫ z
0
dy
y
[
1
A− y (q2 + p)2 −
1
A
]
+O (m2) , (110)
where the first term is the collinear-divergent part of J1. The complete expressions for V
G
sc [1] and V
K
sc , and
the related coefficients of the collinear logarithms, are obtained inserting the result for J1 in the q2 integrals,
V Gsc [1] =
1
iπ2
ln
m2
s
∫ 1
0
dz
∫
d4q2
[(q2 + p1 z)2 +M2a ] [(q2 + p1)
2 +M2] [(q2 + P )2 +M2]
+ V Gsc,fin[1],
V Ksc =
1
iπ2
ln
m2
s
∫ 1
0
dz
∫
d4q2
[(q2+P z)2+M2a ] (q
2
2+M
2) [(q2+p1)2+M2] [(q2+P )2+M2]
+ V Ksc,fin, (111)
with the following diagrammatical correspondences,
V Gsc [1] =
−P
p1
p2
m
m
Ma
M
M
= ln
m2
s
∫ 1
0
dz
−P
zp1
(1−z)p1
p2
Ma
M
M
+ V Gsc,fin[1],
V Ksc =
−P
p1
p2
m
m
Ma
M
M
M
= ln
m2
s
∫ 1
0
dz
−zP
−(1−z)P
p1
p2
Ma
M
M
M
+ V Ksc,fin. (112)
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The computation of the collinear-finite parts V Gsc,fin[1] and V
K
sc,fin will be described in more detail in sec-
tion 6.2.1 and section 6.2.2.
The V Hsc configuration (fourth diagram in Fig. 18) shows two additional q-dependent propagators; we
consider the generalization of Eq.(108),
JN =
µ4−n
i π2
∫
dnq
(q2 +m2)[(q + p)2 +m2]
N∏
i=1
1
(q + ki)2 +m2i
, (113)
and later we will specialize to the V Hsc case, setting N = 2, k1 = −q2−p1, k2 = −q1+p2 and m1 = m2 =Ma.
We start introducing a Feynman parametrization,
N∏
i=1
1
(q + ki)2 +m2i
= Γ(N)
∫
dSN−1({x}) 1
[(q +K)2 + µ2]N
,
µ2 =
N∑
i=1
(xi−1 − xi) (m2i + k2i ) − K2, K =
N∑
i=1
(xi−1 − xi) ki, x0 = 1, xN = 0. (114)
Next, we combine the resulting three propagators of Eq.(113) with variables z and y and perform the q
integration. Since the V Hsc configuration in Fig. 18 is UV finite, we can set n = 4 and obtain
JN = Γ(N)
∫ 1
0
dz
∫ z
0
dy
∫
dSN−1({x})y
N−1
V N
, V = [A−y(K−p)2] y+m2(1−y), A = (K−p z)2+µ2. (115)
Subtracting and adding at the integrand level 1/V N0 , with V0 = Ay + m
2, we can extract the collinear
logarithm through the y integration,
JN= −Γ(N)
∫
dSN−1({x})
∫ 1
0
dz
{
1
AN
(
ln
m2
s
−lnAz
s
+
N−1∑
n=1
1
n
)
−
∫ 1
0
dy
[A−y(K−p)2]−N
y
∣∣∣∣
+
}
+O(m2), (116)
where the ′+′ distribution has been defined in Eq.(8). The coefficient of the collinear logarithm can be
further simplified if we move back to momentum space integrating over all Feynman variables {x},
Γ(N)
∫
dSN−1({x}) 1
AN
=
N∏
i=1
1
(ki − p z)2 +m2i
. (117)
Formally, we have reconstructed the product of N propagators on the right-hand side of Eq.(113), replacing
the loop momentum q by −p z. Eq.(116) has been derived under rather-general assumptions, and it can be
used for extracting the collinear behavior of any two-loop scalar (respect to q) UV-finite diagram with one
external massless particle coupled to one light particle; its graphical representation reads
p
m
m
q
q + p
qµ1a . . . q
µm
a = ln
m2
s
∫ 1
0
dz
zp
(1−z)p
qµ1a . . . q
µm
a + coll. fin., (118)
where the bubble denotes a generic one-loop diagram involving a tensor structure qµ1a . . . q
µm
a , qa is the loop
momentum, the wavy line represents the external massless particle (p2 = 0) and the dotted one is the light
particle with mass m.
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The result of Eq.(118) can be immediately applied to the V Hsc configuration of Fig. 18; note that we do
not confine ourselves to the scalar configuration, but we consider the full q1-dependent structure appearing
in the coefficient of the diagram. We obtain
V Hsc = ln
m2
s
∫ 1
0
dz [P 2(M2a−M2) + 2P 2q1 ·p1 − 4 (q1 ·p1)2]
(1−z)p1
−P
p2
zp1
Ma
Ma
M
M
q1 + V Hsc,fin. (119)
The procedure for dealing with the collinear-finite part V Hsc,fin will be described in section 6.2.3.
Finally, let us discuss the extraction of the collinear logarithms for generic tensor and/or UV-divergent
two-loop integrals. We introduce
Jν1···νr
N
=
µ4−n
i π2
∫
dnq qν1 · · · qνr
(q2 +m2)[(q + p)2 +m2]
N∏
i=1
1
(q + ki)2 +m2i
, (120)
and use a Feynman parametrization analogous to the one used for deriving Eq.(115). In particular, before
performing the q integration, we have
Jν1···νr
N
=
µ4−n Γ(N+2)
i π2
∫ 1
0
dz
∫ z
0
dy
∫
dSN−1({x}) yN−1
∫
dnq
∏
i=1,r
qνi V−N−2,
V = q2 + 2 q · K +M2, K = z p+ y (K − p), M2 = (µ2 +K2) y +m2 (1− y), (121)
where K and µ2 have been defined in Eq.(114). The q integration is performed according to∫
dnq
∏
i=1,r
qνi V−N−2 =
(
− 1
2
)r
Γ(N + 2− r)
Γ(N + 2)
∏
i=1,r
∂
∂Kνi
∫
dnq V−N−2+r
= i π2−ǫ/2
(
− 1
2
)r
Γ(N − r + ǫ/2)
Γ(N + 2)
∏
i=1,r
∂
∂Kνi V
−N+r−ǫ/2, (122)
where V =M2 −K2 = [A− y (K − p)2 ] y +m2 (1− y) is the same of Eq.(115).
The first derivative in Eq.(122) decreases the power of V by one unit and generates an extra factor K.
The second derivative acts on both K and V , producing two terms: one where the power of V does not
change and the metric tensor appears; another one where the power of V decreases by one unit and an
additional factor K is generated. After taking all r derivatives, we find a term containing V −N−ǫ/2: the one
where all derivatives have acted on V , generating a factor Kν1 . . .Kνr . All other terms in the result will
contain at least one power of the metric tensor, and for each of them the power of V will be greater than
−N − ǫ/2, because at least one derivative has not acted on V .
We can show the following result: if the power of V is greater than −N − ǫ/2 then no collinear logarithm
is generated. We cast the y integral of Eq.(121) as∫ z
0
dy
yβ
V α
=
∫ z
0
dy
yβ
(Ay +m2)α
+
∫ z
0
dy yβ
(
1
V α
− 1
V α0
)
, (123)
where we have added and subtracted in the integrand V −α0 , with V0 = Ay +m
2. From Eq.(121), Eq.(122)
and the subsequent discussion we can argue that: 1) α ≤ N + ǫ/2 for all terms; 2) β ≥ N − 1, since
powers of y in addition to the yN−1 term of Eq.(121) can be embedded in the K factors. Therefore, being
β − α ≥ −1− ǫ/2 in all cases, the second integral in Eq.(123) is always finite in the limit m→ 0: indeed∫ z
0
dy yβ
(
1
V α
− 1
V α0
)
=
∫ z
0
dy yβ−α
{
1
[A− y (K − p)2]α −
1
Aα
}
+O(m2), if β − α > −2. (124)
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The first term in Eq.(123), instead, is collinear finite only if β − α > −1; in this case indeed
∫ z
0
dy
yβ
(Ay +m2)α
=
1
(β − α+ 1)Aα +O(m
2). (125)
Therefore, for all terms where the power of V is greater or equal to −N − ǫ/2 + 1, we have β − α ≥ − ǫ/2,
Eq.(124) and Eq.(125) simultaneously hold and no collinear logarithm is generated.
As a result, we can extract the collinear behavior of Jν1···νr
N
replacing Eq.(122) in Eq.(121), and considering
only the term where all r derivatives have acted on V ; in this way we obtain
Jν1···νr
N
= (−1)r Γ
(
N +
ǫ
2
)(µ2
π
)ǫ/2∫ 1
0
dz
∫ z
0
dy
∫
dSN−1({x}) yN−1
∏
i=1,r
Kνi V −N−ǫ/2 + coll. fin. (126)
The expression for K given in Eq.(121) contains a term proportional to y; it cannot produce a collinear
logarithm in Eq.(126) because it increases the power of y and leads to the above-mentioned condition
β − α ≥ − ǫ/2. Therefore, the collinear-divergent piece of Jν1···νr
N
is simply given by
Jν1···νr
N
= Γ
(
N +
ǫ
2
)(µ2
π
)ǫ/2∫ 1
0
dz
∫ z
0
dy
∫
dSN−1({x}) yN−1 (−z)r
∏
i=1,r
pνi V −N−ǫ/2 + coll. fin. (127)
Now we add and subtract V
−N−ǫ/2
0 , integrate in y the added term and absorb in the collinear-finite remainder
the subtracted one. The y integration gives
∫ z
0
dy
yN−1
(Ay +m2)N+ǫ/2
= − Γ(N)Γ(1 + ǫ/2)
Γ(N + ǫ/2)
1
AN
ln
(
m2
s
) ∞∑
k=0
1
(k + 1)!
(
− ǫ
2
ln
m2
s
)k
+ coll. fin. (128)
Inserting the result in Eq.(127) and using Eq.(117), we finally extract the collinear logarithm for Jν1···νr
N
,
Jν1···νr
N
=
(
µ2
s π
)ǫ/2
Γ
(
1+
ǫ
2
) ∞∑
k=0
(ǫ/2)k
(k+1)!
(
− ln m
2
s
)k+1∫ 1
0
dz (−z)r
∏
j=1,r
pνj
N∏
i=1
1
(ki−pz)2+m2i
+ coll. fin. (129)
We are now able to compute the coefficient of the collinear logarithm for a two-loop diagram with a generic
tensor structure in the configuration where only one external massless particle is coupled to a light internal
one,
p
m
m
q
q + p
qν1. . . qνr qµ1a . . . q
µm
a = ln
m2
s
[
1− ǫ
2
∆UV (s)− ǫ
4
ln
m2
s
]∫ 1
0
dz (−z)r
zp
(1−z)p
qµ1a . . . q
µm
a pν1. . . pνr + coll. fin.(130)
It is important to mention the striking correspondence with the special result derived for the simple config-
uration in Eq.(106).
6.2.1 The collinear-finite part of V Gsc
In order to compute the collinear-finite parts of the diagrams belonging to the V Gsc family, we slightly modify
our approach. We use a complete Feynman parametrization before extracting the collinear logarithms; they
are then discarded and the collinear-finite remainder is written in a way that allows for direct numerical
integration. We follow the parametrization procedure described in section 7 of Ref. [47] for the scalar cases;
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the corresponding parametrization for tensor integrals can be found in section 9 of Ref. [49]. Extracting the
UV poles from these expressions and performing some changes of variables, we get
V Gsc = −
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 (1−x2)W−1G ,
V Gsc [q
µ
i ] =
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 (1−x2) pµG,iW−1G , pµG,i =
2∑
h=1
ah
G,i p
µ
h,
V Gsc [q
µ
i q
ν
j ] = −
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 (1−x2) pµG,i pνG,jW−1G +∆scG,ij δµν , (131)
where we have defined auxiliary quantities, χG = p
2
2 y1 (1−y1) +M2 and
WG= x2 (1−x2)AG + y2 [x2M2a + (1−x2)m2], AG = (1−y1) [P 2 x1 y2 + p22 (y1−x1 y2)] +M2,
a1
G,1= 1− x1 [1− x2 (1−y2)], a2G,1 = x2 (1−y1), a1G,2 = 1−x1 y2, a2G,2 = 1−y1,
∆sc
G,11= −
1
2
{
F 2−2(s) + F
2
−1(s)
(
3
4
−
∫ 1
0
dy1 ln
χG
s
)
+
5
16
+
1
4
ζ(2) (132)
+
1
2
∫ 1
0
dy1
[
ln2
χG
s
− (ln y1+2) lnχG
s
− 2
∫ 1
0
dx1dx2
∫ y1
0
dy2
(
x2 ln
WG
s
+
1−x2
y2
ln
WG
WG|y2=0
)]}
,
∆sc
G,12=
1
2
[
− 1
2
F 2−1(s) +
7
8
+
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 ln
WG
s
]
,
∆sc
G,22= −
1
2
[
F 2−2(s)+F
2
−1(s)
(
3
4
− lnm
2
s
)
+
7
16
+
ζ(2)
4
+
1
2
ln2
m2
s
− 3
4
ln
m2
s
−
∫ 1
0
dx1dx2dy1
∫ y1
0
dy2
1
x2
ln
WG
WG|x2=0
]
.
In order to get the collinear-finite parts, we have to extract and discard the collinear logarithms ln(m2/s).
Concerning the coefficients of the metric tensor, only ∆sc
G,22 has a collinear-divergent behavior; ∆
sc
G,11 and
∆sc
G,12 are in a form suited for numerical integration, and there we simply set m = 0. For ∆
sc
G,22, some of
the collinear logarithms are already explicit and we can discard them; the last term of ∆sc
G,22 in Eq.(133),
instead, requires a further step. Introducing WG,0 = x2 AG + x2 y2M
2
a + y2m
2 and WG,1 = AG + y2M
2
a , we
have ∫ 1
0
dx2
x2
ln
WG
WG|x2=0
=
∫ 1
0
dx2
x2
(
ln
WG
WG,0
+ ln
WG,0
WG|x2=0
)
=
∫ 1
0
dx2
x2
ln
(1−x2)AG + y2M2a
AG + y2M23
− Li2
(
−WG,1
y2m2
)
+O(m2)
=
1
2
ln2
m2
s
+ ln
m2
s
ln
y2 s
WG,1
− Li2
(
AG
WG,1
)
+
1
2
ln2
y2 s
WG,1
+ ζ(2) +O(m2). (133)
The integrals in Eq.(131) containingW−1
G
show a collinear-divergent behavior for m→ 0 at the point x2 = 0;
therefore, terms where W−1
G
is multiplied by x2 are not singular and there we can simply set m = 0. If no
factor x2 is present, instead, we write∫ 1
0
dx2
1
WG
=
∫ 1
0
dx2
1
WG,0
+
∫ 1
0
dx2
( 1
WG
− 1
WG,0
)
=
1
AG+y2M2a
ln
AG+y2 (M
2
a +m
2)
y2m2
+
∫ 1
0
dx2
x2
[
1
(1−x2)AG+y2M2a
− 1
AG+ y2M2a
]
+O(m2)
=
1
WG,1
(
− lnm
2
s
+ ln
M2a
s
+ 2 ln
WG,1
y2M2a
)
+O(m2). (134)
Now all collinear logarithms have been extracted and can be discarded. The finite remainder, however, can
not be directly integrated numerically, because of the presence of denominators which can vanish inside the
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integration region. On the other hand, these denominators are always linear in the variable y2, being both
AG and WG linear in y2, and all terms generated from W
−1
G
have the following dependence on y2:
yn2
a y2 + b
,
yn2
a y2 + b
ln
a y2 + b
c
, yn2
ln y2
a y2 + b
. (135)
For them we write
ln(a y2 + b)
a y2 + b
=
1
a
∂y2
[
1
2
ln2
(
1 +
a
b
y2
)
+ ln b ln
(
1 +
a
b
y2
)]
,
ln y2
a y2 + b
=
1
a
∂y2
[
ln y2 ln
(
1 +
a
b
y2
)
+ Li2
(
−a
b
y2
) ]
,
1
a y2 + b
=
1
a
∂y2 ln
(
1 +
a
b
y2
)
. (136)
The crucial point in Eq.(136) is that in the right-hand side the 1/a is always multiplied by a regulator
function which goes to zero when the a vanishes. The −i0 prescription associated to each mass ensures the
validity of these expressions and can be used to produce the right imaginary parts of the logarithms. After
integrating by parts in y2, we get for the collinear-finite parts
V Gsc,fin = I
G
sc[0, 1, 0, 0, 1, 1], V
G
sc,fin[q
µ
i ] = −
2∑
h=1
pµh I
G
sc[b
h
G,i, c
h
G,i, d
h
G,i, d
h
G,i, e
h
G,i, e¯
h
G,i],
V Gsc,fin[q
µ
i q
ν
j ] = ∆
fin
G,ij δ
µν +
2∑
h,k=1
pµh p
ν
k I
G
sc[b
hk
G,ij , c
hk
G,ij , d
hk
G,ij , d¯
hk
G,ij , e
hk
G,ij , e¯
hk
G,ij ], (137)
where the auxiliary function IGsc depends on six parameters, symbolically denoted by {b}6:
IGsc[{b}6] =
∫ 1
0
dx1dx2dy1dy2
{
b1
ρG
ln
(
1 +
y1 y2 ρG
x2 χG
)
+
b2
ρG
ln
(
1 +
y1ρG
x2χG
)
− b3
ηG
[
ln2
(
1+
y1y2ηG
χG
)
+
(
ln
M2a
s
+ 2 ln
χG
y1y2M2a
)
ln
(
1+
y1y2ηG
χG
)]
+
2b4
ηG
ln
(
1 +
y1y2ηG
χG
)
− b5
ηG
[
ln2
(
1+
y1 ηG
χG
)
+
(
ln
M2a
s
+ 2 ln
χG
y1M2a
)
ln
(
1+
y1 ηG
χG
)]
+
2b6
ηG
Li2
(
−y1ηG
χG
)}
. (138)
We recall that χG = p
2
2 y1 (1−y1) +M2; in addition, we have introduced the polynomials:
ρG = x1x2(1−y1)(P 2−p22)− x2M2 +M2a , ηG = x1 (1 − y1) (P 2 − p22)−M2 +M2a . (139)
Concerning the coefficients of the metric tensor, we have defined ∆fin
G,11 = ∆
sc
G,11|m=0, ∆finG,12 = ∆scG,12|m=0,
since they are collinear free; for ∆fin
G,22, we start from Eq.(133) and insert the result of Eq.(133),
∆fin
G,22 = −
1
2
{
F 2−2(s)+
3
4
F 2−1(s)+
7
16
− ζ(2)
4
+
∫ 1
0
dx1dy1
∫ y1
0
dy2
[
Li2
(
AG
AG+y2M2a
)
− 1
2
ln2
AG+y2M
2
a
y2 s
]}
. (140)
Finally, we show the explicit expressions for the arguments of the vector integrals (second equation in
Eq.(137)),
b1
G,1 = −x1 x2 y1, b2G,1 = 0, b1G,2 = x1 y1, b2G,2 = 0,
c1
G,1 = 1− x1 − x1 x2 (1− y1), c2G,1 = −x2 (1− y1), c1G,2 = 1− x1 y1, c2G,2 = 1− y1,
d1
G,1 = 0, d
2
G,1 = 0, d
1
G,2 = x1 y1, d
2
G,2 = 0,
e1
G,1 = 1− x1, e2G,1 = 0, e1G,2 = 1− x1 y1, e2G,2 = 1− y1,
e¯1
G,1 = 1− x1, e¯2G,1 = 0, e¯1G,2 = 1, e¯2G,2 = 1− y1,
(141)
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and for those of the tensor integrals (third equation in Eq.(137)),
b11
G,11 = −2 x1 x2 y1 {1− x1 [x2 + y1 y2(1− x2)]}, b12G,11 = b21G,11 = −x1 x2 y1 (1−x2) (1−y1),
b22
G,11 = 0, b
11
G,12 = x1 y1 (1 − x1 − x2 − x1 x2 + 2 x1 x2 y1 y2),
b12
G,12 = b
21
G,12 = −x1 x2 y1 (1−y1), b22G,12 = 0,
b11
G,22 = 2 x1 y1 (1− x1 y1 y2), b12G,22 = b21G,22 = x1 y1 (1−y1),
b22
G,22 = 0, c
11
G,11 = [1− x1 − x1 x2 (1−y1)]2 − x21 x2 (1−y1)2,
c12
G,11 = c
21
G,11 = −x2(1−y1){1− x1[1− (1−x2)(1−y1)]}, c22G,11 = −x2 (1−x2) (1−y1)2,
c11
G,12 = (1−x1 y1) [1 − x1 − x1 x2 (1−y1)], c12G,12 = (1−y1) [1− x1 − x1 x2 (1−y1)],
c21
G,12 = −x2 (1−y1) (1− x1 y1), c22G,12 = −x2 (1−y1)2,
c11
G,22 = (1 − x1 y1)2, c12G,22 = c21G,22 = (1−y1) (1− x1 y1),
c22
G,22 = (1−y1)2, dijG,11 = d¯ijG,11 = 0,
d11
G,12 = d¯
11
G,12 = x1 y1 (1−x1), d12G,12 = d21G,12 = d22G,12 = d¯12G,12 = d¯21G,12 = d¯22G,12 = 0,
d11
G,22 = 2 x1 y1 (1 − x1 y1 y2), d¯11G,22 = x1 y1 (2− x1 y1 y2),
d12
G,22 = d
21
G,22 = d¯
12
G,22 = d
21
G,22 = x1 y1 (1−y1), d22G,22 = d¯22G,22 = 0,
e11
G,11 = e¯
11
G,11 = (1− x1)2, e12G,11 = e21G,11 = e22G,11 = e¯12G,11 = e¯21G,11 = e¯22G,11 = 0,
e11
G,12 = (1−x1) (1−x1 y1), e¯11G,12 = 1−x1,
e12
G,12 = e¯
12
G,12 = (1−x1) (1−y1), e2jG,12 = e¯2jG,12 = 0,
e11
G,22 = (1−x1 y1)2, e¯11G,22 = 1,
e12
G,22 = e
21
G,22 = (1−y1) (1−x1 y1), e¯12G,22 = e¯21G,22 = 1−y1,
e22
G,22 = e¯
22
G,22 = (1−y1)2.
(142)
6.2.2 The collinear-finite part of V Ksc
In this section we consider the V Ksc configuration, using the Feynman parametrization of Ref. [48]. For the
needed UV-finite scalar configuration we set ǫ = 0 in Eq. (159) of Ref. [48], perform the y3 integration and
make the appropriate change of variables in order to simplify the integral. In the collinear configuration we
obtain
V Ksc = −
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 x1 (1 − x2) y2
∑
i=a,b
1
WK,i UK,i
, (143)
where we have defined
WK,a = x2 (1−x2)AK,a + y2 [m2 (1−x2) +M2a x2], UK,a = AK,a + y2M2,
AK,a = (1−y1) [p21 (y1−x1 y2) + p22 x1 y2] + (1−y2)M2,
WK,b =WK,a(p1 ↔ p2), UK,b = UK,b(p1 ↔ p2).
(144)
The integrand behaves as 1/x2 for m = 0, revealing the presence of a collinear divergence. In order to
extract the collinear logarithm, we introduce the polynomial WK,a0 = x2AK,a + y2 (m
2 +M2a x2) (similarly
for WK,b). Then, we perform the integration over x2,∫ 1
0
dx2
1−x2
WK,a
=
∫ 1
0
dx2
[ 1
WK,a0
+
( 1
WK,a
− 1
WK,a0
)∣∣∣∣
m=0
− x2
WK,a
∣∣∣∣
m=0
]
+O (m2)
=
1
AK,a+y2M2a
(
−lnm
2
s
+ ln
M2a
s
+ 2 ln
AK,a+y2M
2
a
y2M2a
)
− 1
AK,a
ln
AK,a+y2M
2
a
y2M2a
+O(m2). (145)
All the polynomials involved in the computation are linear in y2; therefore, an additional analytical integra-
tion is possible. First, we perform two splittings,
y2
UK,a(AK,a+y2M2a )
=
1
M2 −M2a
(
1
AK,a+y2M2a
− 1
UK,a
)
,
y2
UK,aAK,a
=
1
M2
(
1
AK,a
− 1
UK,a
)
. (146)
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Secondly, we carry on the y2 integration by means of the relations introduced in Eq.(136) and of the identity
ln(cy2+b)
ay2+b
=
1
a
∂y2
[
1
2
ln2
(
1+
a
b
y2
)
+ ln b ln
(
1+
a
b
y2
)
+ Li2
(
−a
b
y2
)
+ Li2
(
(a−c)y2
ay2+b
)
− Li2
(
−c
b
y2
)]
. (147)
Note that for a→ 0 the content of the squared bracket vanishes; the complete result reads
V Ksc,fin =
∫ 1
0
dx1dy1
x1
M2
{
1
ρK
LK(y1ρK, y1M
2
a , y1M
2
a ; 0)−
2M2
(M2−M2a)ηK
LK(y1ηK, 0, y1M
2
a ; 1)
− 1
(p21−p22)y1
[
LK(y1ωK, µK, (1−y1)M2a ; 0)−
2M2
M2−M2a
LK(y1ωK, µK, (1−y1)M2a ; 1)
]}
, (148)
where we have introduced
LK(A,B,C;α) = Li2
( −B
χK+A
)
− Li2
(
A+B
−χK
)
+
1
2
ln2
(
1+
A
χK
)
+
(
ln
χK
C
+
α
2
ln
M2a
s
)
ln
(
1+
A
χK
)
. (149)
Here χ
K
= y1 (1−y1) p22 +M2 and the polynomials appearing in the arguments of LK are given by
ηK = ωK +M
2
a −M2, ρK = ωK −M2, ωK = x1 (1−y1)(p21−p22), µK = (1−y1)(M2−M2a ). (150)
6.2.3 The collinear-finite part of V Hsc
As previously done for V Gsc and V
K
sc , we specify here the parametrization of the diagram, following the
procedure outlined in section 10.4 of Ref. [47]. Setting the UV regulator ǫ to zero and performing some
trivial change of variables, we can cast the collinear configuration of V Hsc as
V Hsc = −P 2
∫
dC5 (x, y, {z}) x y (1−x) (1−y) aH
W 2
H
, (151)
where we have defined the following quantities:
WH = y (1−y)AH + y BH + (1−y)x (1−x)m2, AH = x (1−x)(1−z2−z3)(1−z1−z2)P 2,
BH = xχH+(1−x)M2, χH = P 2 z2 (1−z2) +M2a ,
aH =M
2
a −M2 − P 2ZH (1−ZH), ZH = z1 + x (1−y)(1−z1−z2).
(152)
Since the collinear singularity for m → 0 shows up at the point y = 0, we extract the collinear logarithm
according to∫ 1
0
dy
y(1−y)
W 2
H
=
∫ 1
0
dy y
[
1
W 2
H,0
+
(
1−y
W 2
H
− 1
W 2
H,0
)]
=
1
W2
H,0
[
ln
WH,0
x(1−x)s− ln
m2
s
−1
]
+
∫ 1
0
dy
y
(
1−y
W2
H
− 1W2
H,0
)
+O(m2),
∫ 1
0
dy
yn+2(1−y)
W 2
H
=
∫ 1
0
dy
yn(1−y)
W2
H
+O(m2), n ≥ 0, (153)
where we have introduced WH,0= yWH,0+ x(1−x)m2, WH= (1−y)AH +BH and WH,0= AH+BH. We notice
that all polynomials involved in the computation are combinations of the quantities AH and BH , both linear
in z1; therefore, for the terms involving W−2H,0 or W−2H , we perform an integration by parts in z1 using the
following relations:∫ 1
0
dz1 z
n
1
ln(az1 + b)
(az1 + b)2
=
∫ 1
0
dz1
[
zn1
(az1 + b)2
+ n zn−11
ln(az1 + b)
a(az1 + b)
]
− ln(a+ b)
a(a+ b)
+ δn,0
ln b
ab
,
∫ 1
0
dz1
zn1
(az1 + b)2
= −n
b
∫ 1
0
dz1
zn1
az1 + b
+
1
b(a+ b)
. (154)
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Let now be P and Q two generic polynomials in the Feynman variables. The result after this step can be
formally written as a sum of terms of the form 1/QP or lnP/QP . These polynomials are directly related
to WH and WH,0 and therefore are linear in z3, as one can easily prove by direct computation. Therefore,
we can use the following relations, with ∆ = ad− bc:
1
(az3 + b)(cz3 + d)
=
1
∆
∂z3
[
ln(az3 + b)− ln(cz3 + d)
]
,
ln(cz3+d)
(az3+b)(cz3+d)
=
1
∆
∂z3
[
ln
∆
a
ln
az3+b
cz3+d
− Li2
(
∆
a(cz3+d)
)
− ln ∆
a(cz3+d)
ln
(
1− ∆
a(cz3+d)
)]
.(155)
After performing the integration over z3, the remaining integrands can be cast as
1
ωH
lnn
(
1+
ωH
P
) [
1 , ln
Q
s
]
,
1
ωH
Li2
(ωH
P
)
,
1
ωH
ln
P
s
[
1 , lnx , ln(1− x) , ln ωH
s
]
, (156)
with n = 1, 2, where we have defined ωH = xχH+(1−x)M2. The first two cases in Eq.(156) can be numerically
integrated; the last, instead, requires further manipulations. In particular, for the terms with 1/y, coming
from the last integral of the first relation contained in Eq.(153), we have always the combination
1
ωH
∫ 1
0
dy
y
ln
P ′(1−y)−ωH
P ′−ωH = −
1
ωH
Li2
( P ′
P ′−ωH
)
=
1
ωH
[
Li2
(
ωH
P ′−ωH
)
+ln
ωH
P ′−ωH ln
(
1− ωHP ′−ωH
)
− ζ(2)
]
. (157)
In the last expression, the terms with ζ(2) cancel out and the others are suited for numerical integration.
For the other terms of the type ω−1
H
ln(P/s), we explicitly write the i 0 Feynman prescription and get
1
ωH
ln
P
s
=
1
ωH
ln
(P+ωH)− ωH − i 0
s
=
1
ωH
[
ln
(
1− ωHP+ωH − i 0
)
+ ln
(P+ωH
s
− i 0
)]
, (158)
where the first logarithm regulates the zero of the denominator ωH, while the second is always of the following
form:
ln
(P+ωH
s
− i 0
)
= ln
(
x (1−x) P
′
s
− i 0
)
= lnx+ ln(1−x) + ln
(P ′
s
− i 0
)
. (159)
Here P ′ does not depend on x. As a consequence, for the terms containing this logarithm, we can integrate
by parts in x, since ωH is linear in x, using the three relations of Eq.(136) (replacing y2 with x).
Collecting all pieces, we derive the final result for V Hsc,fin,
V Hsc,fin =
3∑
n=1
∫
dC4 (x, y, {z})
{
2bH,n
ωH
[
2 Li2
(
ωH
ωn
)
+
(
ln
x (1−x)ωH
s
− 2 ln ωn
s
)
ln
(
1−ωH
ωn
)]
+
cH,n
ωH
ln
(
1− ωH
ωn,y
)}
+
∫ 1
0
dx dz1 dz2
1
ω¯H
{
Θ1 Li2
(
− ω¯H
M2
)
+
(
Θ2 ln
M2
s
+Θ3
)
ln
(
1+
ω¯H
M2
)
+Θ4
[
1
2
ln
(
1+
x ω¯H
M2
)
+ ln
M2
x s
− 2
]
ln
(
1+
x ω¯H
M2
)
+ (Θ5 +Θ6 lnx) ln
(
1−x ω¯H
χH
)}
, (160)
where, in addition to ωH introduced after Eq.(156), we have defined auxiliary quantities in term of χH of
Eq.(152),
ω¯H = χH−M2, ωn = ωH + P 2x (1−x)σn, ωn,y = ωH + P 2x (1−x) (1−y)σn,
σ1 = (1−z2)2, σ2 = −z2 (1−z2), σ3 = (1−z2)(1−z1−z2), (161)
Θn = 2 dH,n ln
(
P 2
s
(1−z1−z2)− i 0
)
+ i π eH,n sign(P
2). (162)
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The coefficients appearing in Eq.(160) and Eq.(162) read as
bH,1 =M
2 −M2a + P
2
4 (4z
2
2 − 6z2 + 1), bH,2 =M2a −M2 − P
2
4 [(4z
2
2 − 6z2 + 3)x− 2],
bH,3 = P
2(1−x)[1− 2z2 − 2(1−x)(1−z1−z2)], cH,1 = −2P 2x (1−z2)[1 − x (1−z2)(2−y)],
cH,2 = P
2x [1 − x2 (2−y)(4z22 − 6z2 + 3)], cH,3 = −2P 2x [1− 2z2 − 2 (2−2x+x y)(1−z1−z2)],
dH,1 = P
2(1− 2z1), dH,2 = 0,
dH,3 = P
2(z1 − z2), dH,4 = P 2[1− 2z2 − 4 (1−x)(1−z1−z2)],
dH,5 = −P 2[1− 2z2 − 2x (1−z1−z2)], dH,6 = −P 2[1− 2z2 − 4x (1−z1−z2)],
eH,1 = 4 (M
2 −M2a ) + P
2
2 (4z
2
2 − 6z2 + 1), eH,2 = 2 (M2a −M2)− P
2
2 (4z
2
2 − 6z2 + 1),
eH,3 =
P 2
4 (12z
2
2 − 18z2 + 5), eH,4 = −P 2[1− x (4z22 − 6z2 + 3)],
eH,5 = P
2[x− 2 (2−x)(1−z2)(1−2z2)], eH,6 = P 2[1− (1−x)(4z22 − 6z2 + 3)].
(163)
6.3 Vertices with two photons coupled to light fermions
In this section we extract the coefficients of the collinear logarithms for the MIs illustrated in Fig. 19,
where both photons are attached to light-fermion lines. In general the two light masses m and m′ are
different and both vanishing small: therefore, we need to extract both collinear logarithms, L = ln(m2/M2)
and L′ = ln(m′2/M2).
6.3.1 The Master Integral V Gdc
We apply to V Gdc the parametrization introduced for V
H in section 10.4 of Ref. [47]. We first combine the
q1 and q2 propagators with z1 and z2 Feynman parameters; the resulting expression contains the product of
three propagators, the first in q1, the second in q1 − q2 and the last in q2,
V Gdc =
1
P 2
µ2ǫ
π4
∫
dnq1d
nq2
∫ 1
0
dz1 dz2
P 2M2 − 4 (M2 + P 2 + q1 · p2) q2 · p1
[12]2 [3] [45]2
,
[12] = q21 + 2 z1 q1 ·p1 +m′2, [3] = (q1 − q2)2 +M2, [45] = q22 + 2 q2 ·(p1+z2 p2) + z2 P 2 +m2. (164)
The terms [12] and [3] are then combined with a variable x and the q1 integration is performed generating
a new q2 propagator; the resulting two q2-dependent propagators are then combined with a new variable y,
so that the integration in q2 can be carried on. After extracting the UV simple pole in ǫ, the result simply
reads
V Gdc =
1
2
F 2−1(M
2)− 7
8
−
∫
dC4 (x, y, {z}) (1−y)
[
ln
UG
M2
+ (1−x) cG
UG
]
,
cG =M
2
[
1 + 2 z2 (1−y)
]
+ P 2 z2 (1−y)
{
1 + z1 [1− x (1−y)]
}
,
UG = z1 z2 x y (1−x) (1−y)P 2 + x yM2 + x (1−x) (1−y)m2 + y (1−x)m′2 . (165)
Only the term containing U−1
G
is singular for a vanishing fermion mass; indeed, for m→ 0 (m′ → 0), a term
y−1(x−1) can be factorized out of U−1
G
, leading to a divergent integral. Therefore, if U−1
G
is multiplied by
the product xy, we can simply set the fermion masses to zero, while if U−1
G
is multiplied by x or y we have
to perform a subtraction,
x
UG
= x
(
1
UG
− 1
UG,y
)
+
x
UG,y
,
y
UG
= y
(
1
UG
− 1
UG,x
)
+
y
UG,x
, (166)
where the subscripts x and y indicate that inside UG we have set x
2 = 0 and y2 = 0. The first bracket in both
equations is collinear free while the last term of the first (second) formula generates the collinear logarithm
L (L′), after an explicit integration in y (x). For terms where the coefficient of U−1
G
contains neither x nor
y a double subtraction is needed,
1
UG
=
(
1
UG
− 1
UG,x
− 1
UG,y
+
1
UG,xy
)
+
(
1
UG,x
− 1
UG,xy
)
+
(
1
UG,y
− 1
UG,xy
)
+
1
UG,xy
, (167)
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with x2 = y2 = 0 in the polynomial with the subscript xy. The first bracket of Eq.(167) contains no
singularity; in the second (third) bracket, we integrate in x (y) generating the collinear logarithm L′ (L).
Finally, in the last term, both integrations in x and y are performed and the product LL′ appears. Having
extracted the collinear logarithms, we can now set the fermion masses to zero, obtaining
V Gdc =
1
2
F 2−1(M
2) +
3
8
+
∫
dC4 (x, y, {z})
( IG LL′ + IyG L + IxG L′ + IxyG ), (168)
where we have introduced
IG = −αG,1 ξ−1G,0, IuG = αG,1
(
ξ−1
G,u
u
∣∣∣
+
+ ξ−1
G,0 ln
ξG,0
M2
)
− αG,u ξ−1G,u, u = x, y,
Ixy
G
= −αG,1
{
ξ−1
G
x y
∣∣∣
++
+
∑
u=x,y
ξ−1
G,u[ln(ξG,u/M
2)− 1]
u
∣∣∣
+
+ ξ−1
G,0
[
ln2
ξG,0
M2
+ ζ(2)
]
− ξ−1
G,x
ln(1− x)
x
}
+
∑
u=x,y
αG,u ξ
−1
G,u
(
2 ln
ξG,u
M2
− 1
)
− αG,x ξ−1G,x ln(1− x) − αG ξ−1G − (1− y) ln
ξG
M2
. (169)
Here the ′+′ and ′ ++′ distributions have been defined in Eq.(8) and Eq.(9); the αG coefficients and the ξG
functions are given by
αG= P
2z2
{
(2−y)[1 + z1(2−x)] + z1(1−x)(1−y)2
}
+M2
[
1 + 2z2(2−y)
]
, ξG= P
2z1z2(1−x)(1−y) +M2,
αG,y = αG(x=1), αG,x = αG(y=1), αG,1 = αG(x=1=y),
ξG,y = ξG(x=0), ξG,x = ξG(y=0), ξG,0 = ξG(x=0=y). (170)
Since the ξG functions are linear in the four integration variables, all integrations can be analytically per-
formed. Introducing ω = −P 2/M2 and lω = ln(1− ω), the result is
V Gdc =
1
2
F 2−1(M
2)− 43
8
− 1
ω2
{
LL′
[
2ω + (1−ω) (2−ω) lω
]
+ L
[
2ω (1+ω) + 2 (1−ω) lω − (1−ω) (2−ω) l2ω
+ω (1−ω) Li2 (ω)
]
+ L′
[
6ω + (1−ω) (4−ω) lω − (1−ω) (2−ω) l2ω + (ω2−2ω+2)Li2 (ω)
]
+
[
19
2
+ 4 ζ(2)
]
ω +
[
3
2
(5+ω) + 2 (2−ω) ζ(2)
]
(1−ω) lω − (1−ω) (6−ω) l2ω +
4
3
(1−ω) (2−ω) l3ω
− (ω2−4ω+2)Li2 (ω) + 2 (1−ω) (2−ω) lω Li2 (ω)− 2ω Li3 (ω)− 2 (3ω−2)S1,2 (ω)
}
, (171)
where Lin (ω) and S1,2(ω) are Nielsen poly-logarithms.
6.3.2 The Master Integral V Hdc
We parametrize V Hdc following section 10.4 of Ref. [47]. After combining the q1, q1 − q2 and q2 propagators
with Feynman parameters z1, z2 and z3, we obtain
V Hdc =
µ2ǫ
π4
∫
dnq1d
nq2
∫
dC3 ({z}) P
2M2 + 2P 2 q1 · p1 − 4 (q1 · p1)2
[12]2 [34]2 [56]2
, [12] = q21 − 2 z1 q1 · p2 +m2,
[34] = (q1 − q2)2 + 2 (q1 − q2) · (p1 − z2 P ) +M2, [56] = q22 − 2 (1−z3) q2 · p1 +m′2. (172)
Afterwards, [12] and [34] are combined with an additional variable x; we integrate in q1 and obtain a new
q2 propagator which is combined with [56] using a variable y. Finally, the q2 integration is performed. The
MI V Hdc is UV finite; after setting ǫ = 0, we obtain
V Hdc = −
∫
dC5 (x, y, {z}) x y (1−x) (1−y) cH
U2
H
,
45
cH = P
2M2 + P 4 [z1 − x (1−y) (z1−z2)] [1− z1 + x (1−y) (z1−z2)],
UH = x y (1−x) (1−y) (z1−z2)(1−z2−z3)P 2 + x y χ+ y (1−x)m2 + x (1−x) (1−y)m′2 , (173)
where we have introduced χ = z2 (1−z2)P 2 +M2.
The collinear-singular behavior corresponding to m → 0 (m′ → 0) shows up at x = 0 (y = 0). In fact,
in this limit, the global xy factor combines with the 1/x2 (1/y2) term coming from U−2
H
and produces a
global x−1 (y−1) divergent integral. Subtraction terms are evidently not needed when the coefficient of U−2
H
contains the product x2y2; for terms where U−2
H
is multiplied by either x2y, xy2 or xy, we apply the following
subtraction formulae:
x2 y (1−x) (1−y)U−2
H
= x2 y (1−x) [(1−y)U−2
H
− U−2
H,y ] + x
2 y (1−x)U−2
H,y, (174)
x y2 (1−x) (1−y)U−2
H
= x y2 (1−y) [(1−x)U−2
H
− U−2
H,x] + x y
2 (1−y)U−2
H,x, (175)
x y (1−x)(1−y)U−2
H
= x y [(1−x)(1−y)U−2
H
− (1−y)U−2
H,x − (1−x)U−2H,y + U−2H,xy]
+ x y [(1−y)U−2
H,x − U−2H,xy] + x y [(1−x)U−2H,y − U−2H,xy] + x y U−2H,xy. (176)
The subscripts x, y and xy for UH indicate that we have set x
2 = 0, y2 = 0 and x2 = y2 = 0 respectively.
The first squared brackets in all three Eqs.(174-176) are collinear free. In the second (third) squared
bracket of Eq.(176) and in the last term of Eq.(175) (Eq.(174)), the integration in x (y) generates the
collinear logarithms L (L′). In the last term of Eq.(176) we perform both integrations in x and y obtaining
the product LL′. At this point, the collinear-divergent behavior is explicit and we can set m = m′ = 0
inside all polynomials, getting
V Hdc =
∫
dC5 (x, y, {z})
( IH LL′ + IyH L + IxH L′ )+ V Hdc,fin, (177)
IH = − βH ξ−2H,0, IuH = βH
[
(1−u) ξ−2
H,u
u
∣∣∣
+
+ ξ−2
H,0
(
ln
ξH,0
M2
− 1
)]
+ αH,u ξ
−2
H,u, u = x, y. (178)
Here V Hdc,fin reads
V Hdc,fin=
∫
dC5(x, y,{z})
{
αH(1−y)ξ−2H − αH,x
[
(1−y)ξ−2
H
y
∣∣∣
+
+ ξ−2
H,x
(
ln
ξH,x
(1−x)M2−1
)]
− βH
[
(1−x)(1−y)ξ−2
H
xy
∣∣∣
++
+
∑
u=x,y
(1−u)ξ−2
H,u( ln(ξH,u/M
2)−1)
u
∣∣∣
+
+ ξ−2
H,0
(
ln2
ξH,0
M2
− 2 ln ξH,0
M2
+ ζ(2)
)
− (1−x)ξ−2
H,x
ln(1−x)
x
]}
, (179)
where the αH and βH coefficients and the ξH functions are given by
αH = P
4 (1−x) (1−z1−z2)
{
(1−z1−z2) [1− x (2−y)]− z1 + z2
}
, βH = P
2
[
P 2 z1 (1−z1) +M2
]
,
ξH = P
2
[
(1−z1) (1−z2) (1−z3) + z1 z2 z3
]
(1−x) (1−y) + P 2 z2 (1−z2) (x+ y − xy) +M2,
αH,y = αH(x=1) = 0, αH,x=αH(y=1), ξH,y=ξH(x=0), ξH,x=ξH(y=0), ξH,0=ξH(x=0=y). (180)
We consider now the coefficients IH , IxH and IyH , written in Eq.(178), of the collinear logarithms of Eq.(177),
and express them in terms of one-loop functions. After changing y → x in IyH , we observe that the coefficients
of L and L′ are integrals in x, z1, z2 and z3. Then, we use the following trick to get rid of ln(ξH,0/M
2),
ξ−2
H,0
(
ln
ξH,0
M2
− 1
)
= ξ−2
H,0 ln
P 2 z2 (1−z2) +M2
M2
+
∫ 1
0
dx
(1−x) ξ−2
H,x
x
∣∣∣
+
. (181)
Since βH and αH,x do not depend on z3 and ξH,x is linear in z3, the z3 integration can be easily performed,
leading to
V Hdc =
∫ 1
0
dx dz1 dz2
(J ff ′
H
LL′ + J f
H
L + J f ′
H
L′
)
+ V Hdc,fin, J ff
′
H
= −βHη−1H,0ρ−1H,0,
46
J f
H
= βH
[
2
(1−x)η−1
H,xρ
−1
H,x
x
∣∣∣
+
+ η−1
H,0ρ
−1
H,0 ln
P 2 z2 (1−z2) +M2
M2
]
, J f ′
H
= J f
H
+ αH,xη
−1
H,xρ
−1
H,x, (182)
where we have defined
ηH,x = P
2z1 z2 (1−x) + P 2 z2 (1−z2)x+M2, ηH,0 = P 2z1 z2 +M2,
ρH,x = P
2(1−z1) (1−z2) (1−x) + P 2 z2 (1−z2)x+M2, ρH,0 = P 2(1−z1) (1−z2) +M2. (183)
At this point, we perform some partial fractioning,
βH (1−x) η−1H,x ρ−1H,x = P 2
{
(z1 − x z2) η−1H,x + [1− z1 − x (1−z2)] ρ−1H,x
}
,
βHη
−1
H,0 ρ
−1
H,0 = P
2
[
z1 η
−1
H,0 + (1−z1) ρ−1H,0
]
,
αH,x η
−1
H,x ρ
−1
H,x = P
2
[
(1−z1−z2) (1− x)− z1 + z2
]
(η−1
H,x − ρ−1H,x). (184)
Next, we change z1 → 1 − z1, z2 → 1− z2 in all terms containing ρH,x or ρH,0, which will then become ηH,x
or ηH,0, and obtain
J f
H
= 4P 2 z1
η−1
H,x
x
∣∣∣
+
− 4P 2 z2 η−1H,x + 2P 2 z1 η−1H,0 ln
P 2 z2 (1−z2) +M2
M2
,
J f ′
H
= J f
H
+ 2P 2
[
(1−z1−z2) (1− x) − z1 + z2
]
η−1
H,x, J ff
′
H
= −2P 2 z1 η−1H,0. (185)
Finally, we can get rid of the logarithm in Eq.(185) by using a trick similar to the one introduced in Eq.(181),
η−1
H,0 ln
P 2 z2 (1−z2) +M2
M2
= −
∫ 1
0
dx
η−1
H,x
x
∣∣∣
+
+ η−1
H,0 ln
ηH,0
M2
. (186)
For z2 η
−1
H,x in the first line of Eq.(185) we use instead
2P 2 z2 η
−1
H,x = P
2 (1−z1) η−1H,x + P 2 z1
η−1
H,x
x
∣∣∣
+
− 1
x
∂z2 ln
ηH,x
ηH,0
. (187)
In this way the terms containing the ′+′ distribution cancel in Eq.(185). In all terms which contain η−1
H,x, we
first change z2 → z2/x and then z1 → z, z2 → x2 and x→ 1 − x1 + x2. In the rest we are able to integrate
in all variables x, z1 and z2, obtaining
V Hdc = 2
(
1− 1+ω
ω
lω
)
LL′ + 2
[
1 +
1+ω
ω
lω
(
lω − 1
)
+ Li2 (ω)
]
(L+ L′)
− 2P 2
∫ 1
0
dz dx1
∫ x1
0
dx2
{
(1−z)L+ [1−x2 z−x1 (1−z)]L′}κ−1H + V Hdc,fin, (188)
where we have introduced ω = −P 2/M2, lω = ln(1−ω) and κH = P 2 x2 [1−x2 z−x1 (1−z)]+M2 (1−x1+x2);
the latter can be easily recognized as the polynomial of a one-loop triangle with z-dependent momenta.
Therefore, we can express all coefficients of the collinear logarithms in terms of integrals of one-loop functions
as for the single-collinear case treated in section 6.2,
V Hdc = 2
(
1− 1+ω
ω
lω
)
LL′ + 2
[
1 +
1+ω
ω
lω
(
lω − 1
)
+ Li2 (ω)
]
(L+ L′)
− 2
∫ 1
0
dz
[
(1−z)P 2L+ (P 2 + 2 q · p2)L′
] −P
(1−z)p1
p2 + zp1
M
0
M
+ V Hdc,fin. (189)
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In Eq.(189) the triangle of loop momentum q is to be intended in the graphical representation given in
appendix A.
For the collinear-finite part V Hdc,fin we do not need an analytical expression, since it will be enough to
put it in a form suited for numerical evaluation. The situation is similar to the one for V Hsc,fin, computed in
section 6.2.3; all terms of Eq.(179) have the following structure, with respect to z1 and z3:
f(n,m) = zn1
lnm ξ
ξ2
, ξ = a z1 z3 + b z1 + c z3 + d, n,m = 0, 1, 2. (190)
Therefore, we can integrate by parts in z1 after inserting
ln2 ξ
ξ2
= − 2
az3+b
∂z1
[
1
ξ
(
1+ln ξ+
1
2
ln2 ξ
)]
,
ln ξ
ξ2
= − 1
az3+b
∂z1
[
1
ξ
(
1+ln ξ
)]
,
1
ξ2
= − 1
az3+b
∂z1
1
ξ
, (191)
obtaining the result
V Hdc,fin =
∫
dC5 (x, y, {z})
{
(1−x)
[
1−y
ξA
(
α1
ξB
−αz
ξ
)
+
(
1−y
yξA
(
z1 αxz
ξ
−αx1
ξB
))∣∣∣∣
+
− ln(1−x)
ξxA
(
z1αxz
ξx
−αx1
ξxB
)]
+
1
ξ2
(
αx1
ξxB
ln
ξxB
M2
− αx0
ξxA
ln
ξxA
M2
− αxz
ξx
ln
ξx
M2
)
+
[
(1−x)(1−y)
x y ξA
(
z1 βz
ξ
− β0
ξB
)]∣∣∣∣
++
+
1
ξ2
∑
u=x,y
[
1
u
(
β0
ξuB
ln
ξuB
M2
− β0
ξuA
ln
ξuA
M2
− βz
ξu
ln
ξu
M2
)]∣∣∣∣
+
+
1
ξ2
(
β0
ξ0B
ln2
ξ0B
M2
− β0
ξ0A
ln2
ξ0A
M2
− βz
ξ0
ln2
ξ0
M2
)
+
ζ(2)
ξ0A
(
z1βz
ξ0
− β0
ξ0B
)
− 1−x
xξxA
ln(1−x)
(
z1βz
ξx
− β0
ξxB
)}
, (192)
where we have used the following short-hand notations for the ξ functions,
ξ = ξH , ξx = ξH,x , ξy = ξH,y , ξ0 = ξH,0 , ξ2 = P
2 (z2 + z3 − 1),
ξA = ξ(z1 = 0), ξxA = ξx(z1 = 0), ξyA = ξy(z1 = 0), ξ0A = ξ0(z1 = 0),
ξB = ξ(z1 = 1), ξxB = ξx(z1 = 1), ξyB = ξy(z1 = 1), ξ0B = ξ0(z1 = 1),
(193)
and for the α and β coefficients,
αz = P
4 z1
{
1− 2 (1−z1−z2) [1 − x (2−y)]− 2 (1−z1)
}
, α1 = P
4 z2
[
1− x z2 (2−y)
]
,
αxz = P
4
[
1− 2 (1−x) (1−z1−z2)− 2 (1−z1)
]
, αx1 = P
4 z2 (1− x z2),
αx0 = P
4 (1−z2) [1− x (1−z2)], βz = P 4 (1− 2 z1), β0 = P 2M2.
(194)
The result contains terms having the following structures in z3: 1/QP and 1/QP lnn P , with n = 1, 2, where
Q and P are linear in z3. The integration in z3 can be performed using Eq.(155) for the first two cases and
the following relation for the last one, with ∆ = ad− bc:
ln2(cz3+d)
(az3+b)(cz3+d)
=
1
∆
∂x3
{
ln2
∆
a
[
ln(az3+b)− ln(cz3+d)
]
− 2Li3
(
∆
a(cz3+d)
)
−2 ln(cz3+d) Li2
(
∆
a(cz3+d)
)
−
[
ln2
∆
a
− ln2(cz3+d)
]
ln
(
1− ∆
a(cz3+d)
)}
. (195)
We also integrate analytically the ′+′ distributions and use the properties of the dilogarithms to cast the
result in one of the following forms:
F
χ
lnn
(
1− χP
)
, n = 1, 2;
F
χ
Li2
( χ
P
)
;
F
χ
Li3
( χ
P
)
;
F
χ
S1,2
( χ
P
)
;
1
χ
ln
P
M2
lnk
χ
M2
, k = 0, 1, 2, (196)
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where F is a polynomial or a logarithm of polynomials. The first four forms are ready for numerical
integration, since the zeros of χ are compensated by a regulator function. For the last case, we observe that
the polynomial P is always of a special form: making explicit the i 0 Feynman prescription we have
1
χ
ln
P
M2
=
1
χ
[
ln
(
1− χP+χ− i 0
)
+ ln
(P+χ
M2
− i 0
)]
, P+χ = ± aP 2 (1−z1−z2)n, n = 0, 1, (197)
where a is the product of non-negative factors (1−x), (1−y), z2 and (1−z2) which can be extracted from
the logarithm. Our procedure has generated a regulator function for the zeros of χ and we obtain a simple
remainder which can be integrated in one variable (in our case z1).
Let us consider now terms without a regulator function: thanks to the special form of V Hdc, the integration
generates a factor χ in the numerator, which cancels the χ in the denominator. Note that this cancellation
was anyway expected: if V Hdc is a master integral, then it must have the right threshold properties of the
original diagram. From the beginning (see section 5), we do not expect threshold singularities in V H and a
non-regulated 1/χ factor, having a 1/
√
1− 4M2/s threshold behavior, is not allowed. The final expression
for V Hdc reads then
V Hdc,fin=
∫
dC4(x, y, {z})P
2
χ
3∑
i=1
{
βa,i
2
ln
(
1− χ
ξa,i
)
+
βb,i
2
[
2 Li2
(
χ
ξb,i
)
−
(
2 ln
ξb,i
M2
−ln(1−x)χ
M2
)
ln
(
1− χ
ξb,i
)]
−2βc,i
[
2S1,2
(
χ
ξc,i
)
− 6Li3
(
χ
ξc,i
)
+ 2
(
ln
(
1− χ
ξc,i
)
− 3 ln ξc,i
M2
+ ln
χ
M2
)
Li2
(
χ
ξc,i
)
− ln ξc,i
χ
ln2
(
1− χ
ξc,i
)
+
(
3 ln
ξc,i
M2
−2 ln χ
M2
)
ln
ξc,i
M2
ln
(
1− χ
ξc,i
)]}
− 2 iπ sign(P 2)
∫ 1
0
dz2
[
ln2
χ
M2
− 2 ζ(2)
]
, (198)
where the polynomial in the denominator is χ = z2 (1− z2)P 2 +M2. The ξ functions and the β coefficients
are given by
ξa,1=z2[1−z2−(1−x)(1−y)(1−z1−z2)]P 2+M2, ξb,1=z2[z1−x (1−z1−z2)]P 2+M2,
ξc,1=z1z2P
2+M2, ξa,2= z2[1−z2 (x+y−x y)]P 2 +M2,
ξb,2= z2(1−x z2)P 2 +M2, ξc,2= z2P 2 +M2,
ξa,3= z2(1−z2)[1−y (1−x)]P 2+M2, ξb,3= xz2(1−z2)P 2 +M2,
ξc,3=M
2,
(199)
βa,1= 4 [1−2 (2−2x+xy)(1−z1−z2)], βb,1= 4[1−2(1−z1)−2(1−x)(1−z1−z2)], βc,1 = 1−2 z1,
βa,2= −4z2(1−2xz2+xyz2), βb,2= −4 z2 (1−xz2), βc,2 =−M2/P 2,
βa,3= 2− x (1−2z2+4z22)(1+y), βb,3= 2− x+ 2 x z2 (1−2z2), βc,3 =M2/P 2.
(200)
6.4 The special case of the V M family
The computation of the amplitude for H → γγ has been performed keeping the light-fermion masses
during the whole generation⊗ simplification procedure; they have been set to zero just after the extraction
of the collinear logarithms. Therefore, at intermediate steps, we have diagrams multiplied by a small mass
which, in general, will disappear when the fermion mass goes to zero. However, some of these diagrams belong
to the V M family, and develop a 1/m2 behavior. They are shown in Fig. 20 and they would in general lead to
a residual contribution when their coefficient is proportional to m2. It is worth noting that, concerning the
H → γγ amplitude, only the scalar V M function remains after the reduction⊗ symmetrization procedure;
in fact, all tensor structures have been reduced to simpler topologies.
We parametrize the V Mi (i = a, b) integrals shown in Fig. 20 following section 8 of Ref. [47] and obtain
V Mi = −
(
µ2
π
)ǫ
Γ (2 + ǫ)
∫ 1
0
dxdy
∫ y
0
dz1
∫ z1
0
dz2[x(1 − x)]−
ǫ
2 (1− y) ǫ2−1(y − z1)χi(x, y, z1, z2)−2−ǫ,
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Figure 20: The V M family, characterized by a 1/m2 behavior in the m → 0 limit. Dot-lines have a small mass m;
wavy lines are massless.
χ
a
= m2x(1−y)+P 2z2(1−z1)+m2y, χb = m2x(1−y)+p22z2(z1−z2)+m2y, (201)
with m2x = [M
2
1 (1− x) +M22x]/[x(1 − x)]. In order to extract the aforementioned 1/m2 behavior, we apply
a Bernstein-Sato-Tkachov algorithm [84] on χi,
χ
a
(x, y, z1, z2)
−2−ǫ =
1
m2
{
1 +
1
1 + ǫ
[
(y − 1)∂y + 1
2
(z1 − 1)∂z1 +
1
2
z2∂z2
]}
χ
a
(x, y, z1, z2)
−1−ǫ,
χ
b
(x, y, z1, z2)
−2−ǫ =
1
m2
{
1 +
1
1 + ǫ
[
(y − 1)∂y + 1
2
z1∂z1 +
1
2
z2∂z2
]}
χ
b
(x, y, z1, z2)
−1−ǫ. (202)
After integration by parts the poles are extracted. Analyzing the behavior at small m, we find that, in
addition to the 1/m2 behavior, also lnm2 terms are present. The structure of the remaining integrals is
simple enough to allow for a direct integration in all variables. The result yields
m2 × −P
p1
p2
m
M1
M2 m
m
m
= − 1
P 2
[
2F 2−1(s)− ln
(
−m
2
P 2
)
+ ρˆ(−P 2,M21 ,M22 ) + 1
]
+O(ǫ) +O(m2), s = −P 2, (203)
m2 × −P
p1
p2
m
M1
M2 m
m
m
= − 1
p22
{
− 2F 2−1(s)
[
ln
(
−m
2
p22
)
+ 2+ iπ
]
+ ln2
(
−m
2
p22
)
+ ln
(
−m
2
p22
)[
1 + i π − ρˆ(−p22,M21 ,M22 )
]− 2− iπ + π2
6
− (2 + iπ) ρˆ(−p22,M21 ,M22 )
}
+ O(ǫ) +O(m2), s = −p22, (204)
and with ρˆ(x, y, z) = [y ln(y/x)− z ln(z/x)]/(z− y). Therefore, before taking the massless limit in the terms
of the amplitude generated by the V M family, we introduce the results of Eq.(203) and Eq.(204).
It turns out that all terms coming from these kinds of V M diagrams, where the Higgs boson and the two
photons are coupled to light fermions, are either zero or cancel analytically one another. As expected, they
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lead to a total vanishing contribution; we would have obtained the same result treating them as massless
diagrams from the very beginning. Note that diagrams with leptons, up and down quarks of the first and
second generations and bottom quarks cancel separately.
Summarizing, in this section we have discussed an algorithm which allows to express the coefficients of
all collinear logarithms in terms of one-loop integrals. In order to verify their cancellation, we then reduce
all one-loop diagrams to scalar integrals with propagators raised to a canonical power one; this last step
requires the standard reduction of Ref. [51] and the IBP identities of Ref. [41]. Each collinear-divergent
diagram contributes to the total result with its collinear-free part which is manipulated as described above
and then computed numerically.
7 Evaluation of massive diagrams
For the evaluation of massive two-loop diagrams, we follow the methods of Refs. [45,46] for self-energies
and of Refs. [47,48,49] for vertices. For the three vertex families V G, V K and V H , we modify our approach,
since two external massless particles appear and simpler results can be derived. Since the massive diagrams
do not lead to collinear logarithms, the techniques described in this section can also be applied in the case
of external light particles (setting their squared momenta to zero).
V G family . Let us consider the scalar, vector and tensor integrals of the V G family, in the configuration
where collinear divergences are absent and one of the two external squared momenta p21 and p
2
2 vanishes.
Setting without loss of generality p22 = 0, we follow the parametrizations described in section 7 of Ref. [47]
and in section 9 of Ref. [49], in close analogy with the procedure already described in section 6.2.1. The
extraction of the UV poles is trivial; after an appropriate change of variables, we can write the V G functions
in parametric space as
V G|p22=0 = −
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 (1−x2)Y −1G ,
V G[qµi ]p22=0 =
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 (1−x2) pµG,i Y −1G , pµG,i =
2∑
h=1
ah
G,i p
µ
h,
V G[qµi q
ν
j ]p22=0 = −
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 (1−x2) pµG,i pνG,i Y −1G +∆G,ij δµν , (205)
where YG reads
YG = aG y1 + bG, aG = (1−x2)σG, σG = x2 [x1 y2 (p21 − P 2) +m24 −m25],
bG = x1 x2 y2(1−x2)[P 2−p21(1−x1+y2−x2 y2)] + x2(1−x2) (m25−m24y2) + y2(1−x2)χG,x +m23x2 y2,
χ
G,x
= p21x1(1−x1) +m21x1 +m22(1−x1), (206)
the coefficients of the tensor structures involving the external momenta are given by
a1
G,1 = 1− x1 [1− x2 (1−y2)], a2G,1 = x2 (1−y1), a1G,2 = 1−x1 y2, a2G,2 = 1−y1, (207)
and the coefficients of the Kronecker delta are
∆G,11 = −1
2
F 2−2(s) +
1
2
F 2−1(s)
(∫ 1
0
dy1 ln
m245
s
− 3
4
)
− 5
32
− 1
8
ζ(2)− 1
4
∫ 1
0
dy1 ln
2 m
2
45
s
+
1
4
∫ 1
0
dy1(ln y1 + 2) ln
m245
s
+
1
2
∫ 1
0
dx1dx2dy1
∫ y1
0
dy2
(
x2 ln
YG
s
+
1−x2
y2
ln
YG
YG|y2=0
)
,
∆G,12 = −1
4
F 2−1(s) +
7
16
+
1
2
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 ln
YG
s
,
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∆G,22 = −1
2
F 2−2(s) +
1
2
F 2−1(s)
(∫ 1
0
dx1 ln
χ
G,x
s
− 3
4
)
− 7
32
− 1
8
ζ(2)− 1
4
∫ 1
0
dx1 ln
2 χG,x
s
+
3
8
∫ 1
0
dx1 ln
χ
G,x
s
+
1
2
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2
1
x2
ln
YG
YG|x2=0
, (208)
with m245 = m
2
4 y1 +m
2
5(1−y1) and s = −P 2.
The terms proportional to δµν in Eq.(208) can be directly integrated numerically; for those terms in
Eq.(205) containing Y −1
G
we observe that the polynomial YG is linear in y1 and integrate by parts,
∫ 1
y2
dy1
yn1
YG
=
1
aG
[
ln
(
1 +
aG
bG
)
− yn2 ln
(
1 +
aGy2
bG
)
− n
∫ 1
y2
dy1 y
n−1
1 ln
(
1 +
aGy1
bG
)]
. (209)
Therefore, the expressions of Eq.(205) can be written in terms of simpler integral representations,
V G|p22=0 = −
∫ 1
0
dx1 dx2 dy2
1
σG
[
ln
(
1 +
aG
bG
)
− ln
(
1 +
aG y2
bG
)]
,
V G[qµi ]p22=0 =
∫ 1
0
dx1dx2dy1dy2
{
α1
G,i
σG
pµ1
[
ln
(
1+
aG
bG
)
− ln
(
1+
aGy2
bG
)]
+α2
G,ip
µ
2
[
y1
a¯G
ln
(
1+
a¯Gy1
b¯G
)
− 1−y2
σG
ln
(
1+
aGy2
bG
)]}
,
V G[qµi q
ν
j ]p22=0 = ∆G,ij δ
µν −
∫ 1
0
dx1dx2dy1dy2
{
α1
G,i α
1
G,j p
µ
1 p
ν
1
[
ln
(
1+
aG
bG
)
− ln
(
1+
aGy2
bG
)]
+(α1
G,i α
2
G,j p
µ
1 p
ν
2 + α
2
G,i α
1
G,j p
µ
2 p
ν
1 )
[
y1
a¯G
ln
(
1+
a¯Gy1
b¯G
)
− 1−y2
σG
ln
(
1+
aGy2
bG
)]
+α2
G,i α
2
G,j p
µ
2 p
ν
2
[
2 y1(1−y1)
a¯G
ln
(
1+
a¯Gy1
b¯G
)
− (1−y2)
2
σG
ln
(
1+
aGy2
bG
)]}
, (210)
where we have introduced short-hand notations related to Eq.(206) and Eq.(207),
a¯G= aG|y2→y1y2 , b¯G= bG|y2→y1y2 , α1G,1= a1G,1, α2G,1= x2, α1G,2= a1G,2, α2G,2= 1. (211)
Looking at Eq.(210) we see that the zeros of σG in the denominator are smoothly compensated by logarithms
that vanish for σG = 0 (aG is proportional to σG). However, in the process under consideration we have
m4 = m5, and we can encounter some numerical instability; in this case, σG is proportional to x2 y2 and bG
vanishes for x2 = y2 = 0. Since the zero of bG is of lower order with respect to the zero of σG, the instability
can be cured by a sector decomposition of the unit square [85],
∫ 1
0
dx2dy2 f(x2, y2) =
(∫ 1
0
dx2
∫ x2
0
dy2+
∫ 1
0
dy2
∫ y2
0
dx2
)
f(x2, y2) =
∫ 1
0
dx2dy2
[
x2f(x2, x2y2)+y2f(x2y2, y2)
]
. (212)
V K family . We analyze here the V K configurations with P 2 = 0 and p21 = p
2
2 = 0, focusing on the
scalar diagram, since it is the only one which survives after the reduction procedure described in section 4.1.
Note that the method explained here can be applied, with a straightforward generalization, also to tensor
integrals. We set ǫ = 0 in Eq. (159) of Ref. [48], perform the y3 integration and make some change of
variables simplifying the integral,
V K =
∫ 1
0
dx1 dx2 dy1
∫ y1
0
dy2 x1 x2
∑
i=a,b
1
BK,i
[
x2 (1−x2)
x2(1−x2)AK,i + y2BK,i −
1
AK,i
]
, (213)
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AK,a = P 2x1y2(y1−x1 y2) + (y1−x1 y2)[p21(1−y1) +m24] + x1 y2[p22(1−y1) +m26] + (1−y1)m25,
BK,a = P 2x22x1(1−x1) + x2[m21(1−x1) +m22x1] + (1−x2)m23 − x2(1−x2)[m24(1−x1) +m26x1],
AK,b = AK,a(m1 ↔ m2,m4 ↔ m6, p1 ↔ p2), BK,b = BK,a(m1 ↔ m2,m4 ↔ m6, p1 ↔ p2). (214)
Note that the zeros of BK,a and of BK,b in Eq.(213) are compensated by a corresponding zero in the squared
bracket. The general procedure described in Ref. [47] writes the integral in y1 and y2 as a one-loop C
function; however, after setting P 2 = 0 or p21 = p
2
2 = 0, we observe that AK,a and AK,b are linear in y2 and
y1, respectively, thus allowing for an integration by parts where we use the last relation of Eq.(136). For the
case P 2 = 0 we obtain
VK |P 2=0=
∫ 1
0
dx1dx2dy1
x2
BK,a
[
x1cK
x1cKaK,a+BK,a ln
(
1+
x1cKaK,a+BK,a
cKbK,a
y1
)
− 1
aK,a
ln
(
1+
x1y1aK,a
bK,a
)]
+


m1↔m2
m4↔m6
p1 ↔p2


aK,a = (p
2
2−p21)(1−y1) +m26 −m24, bK,a = p21y1(1−y1) +m24y1 +m25(1−y1), cK = x2(1−x2). (215)
A similar result holds for the configuration where p21 = p
2
2 = 0,
V K |p21=p22=0 =
∫ 1
0
dx1dx2dy2
x1x2
αK,aBK,a
[
ln
(
1 +
γKBK,a
αK,a+βK,a
)
− ln
(
1 +
γKBK,a
αK,ay2+βK,a
)]
+
{
m1 ↔ m2
m4 ↔ m6
}
, (216)
αK,a = P
2x1y2 +m
2
4 −m25, βK,a = −P 2x21y22 + x1 y2(m26 −m24) +m25, γK =
y2
x2(1−x2) . (217)
There are special configurations where the result can be further simplified integrating in one additional
variable. This step becomes necessary to achieve numerical stability in all cases where special relations
between masses move some zeros of the denominator to the border of the integration domain, as in Eq.(216)
when m3 = 0, m1 = m4 and m2 = m6; in this case we can factorize x
2
2 from BK,i and carry on the integration
in x2, ∫ 1
0
dx2
x2
[
ln
(
1+
Ax2
1−x2
)
− ln
(
1+
Bx2
1−x2
)]
= −Li2(1−A) + Li2(1−B) . (218)
V H family . For evaluating diagrams of the V H family without collinear singularities, we rely on the
methods developed in Ref. [3] where the requirement is that two external squared momenta vanish, as in the
process H → γγ; this condition allows for a double integration by parts in parametric space. However, the
method described in Ref. [3] needs special care when applied in the region above threshold (a case not covered
in Ref. [3]). Following the same parametrization procedure described in section 6.3.2, we set p21 = p
2
2 = 0
and obtain for diagrams up to rank two
V H |p21=p22=0 = −
∫
dC5 (x, y, {z}) x y (1−x) (1−y)Y −2H ,
V H [qµi ]p21=p22=0 = −
∫
dC5 (x, y, {z}) x y (1−x) (1−y)Y −2H pµH,i, pµH,i =
2∑
h=1
ah
H,i p
µ
h,
V H [qµi q
ν
j ]p21=p22=0 = −
∫
dC5 (x, y, {z}) 1−y
YH
[
x y (1−x)Y −1
H
pµ
H,i p
ν
H,j +
1
2
a0
H,ij δ
µν
]
, (219)
where YH is given by
YH= xy(1−x)(1−y)χH,0 + y(1−x)χH,1 + xyχH,2 + x(1−x)(1−y)χH,3 , χH,0 = (1−z2−z3)(1−z1−z2)P 2,
χ
H,1
= m21(1−z1) +m22z1, χH,2 = P 2 z2 (1−z2) +m23 (1−z2) +m24 z2, χH,3 = m25(1−z3)+m26z3, (220)
and the coefficients of the tensor structures read as
a1
H,1 = −x (1−y)(1−z2−z3), a2H,1 = 1−z1−x (1−y)(1−z2−z1), a1H,2 = z3+y (1−z2−z3),
53
a2
H,2 = y (1−z1−z2), a0H,11 = x [1− x (1−y)], a0H,12 = x y, a0H,22 = y. (221)
Focusing on the configurations which appear for the H → γγ decay, we set m2 = m1, m4 = m3, m6 = m5
and use the symmetries of the result; vector integrals can be simply written in terms of the scalar one,
V Hs [q
µ
1 ] =
1
2
V Hs p
µ
2 , V
H
s [q
µ
2 ] =
1
2
V Hs p
µ
1 , (222)
where the subscript s denotes the configuration p21 = p
2
2 = 0, m2 = m1, m4 = m3, m6 = m5. Furthermore,
the expression for YH shows a simple dependence on z1 and z3,
YH = αH [z1 z3 − (1−z2)(z1 + z3) + (1−z2)2] + βH , αH = x y (1−x)(1−y)P 2,
βH = y (1−x)m21 + x y χH,2 + x (1−x)(1−y)m25, χH,2 = P 2 z2 (1−z2) +m23. (223)
This structure corresponds to the collinear case V Hsc discussed in section 6.2.3; integrating by parts in z1 and
z3 according to Eq.(154) and Eq.(155), we obtain (n, k 6= 0)∫ 1
0
dz1dz3
zn1 z
k
3
Y 2
H
=
nk
αHβH
∫ 1
0
dz1dz3 z
n−1
1 z
k−1
3
[
ln
αH(1−z2−z3)(1−z1−z2)+βH
−αH z2(1−z1−z2)+βH + ln
αH z
2
2+βH
−αH z2(1−z3−z2)+βH
]
,
∫ 1
0
dz1dz3
zn1
Y 2
H
=
n
αHβH
∫ 1
0
dz1 z
n−1
1
[
ln
αH(1−z2)(1−z1−z2)+βH
−αH z2(1−z1−z2)+βH + ln
αH z
2
2+βH
−αH z2(1−z2)+βH
]
,
∫ 1
0
dz1dz3
zk3
Y 2
H
=
k
αHβH
∫ 1
0
dz3 z
k−1
3
[
ln
αH(1−z2)(1−z3−z2)+βH
−αH z2(1−z3−z2)+βH + ln
αH z
2
2+βH
−αH z2(1−z2)+βH
]
,
∫ 1
0
dz1dz3
1
Y 2
H
=
1
αHβH
[
ln
αH(1−z2)2+βH
−αH z2(1−z2)+βH + ln
αH z
2
2+βH
−αH z2(1−z2)+βH
]
,
∫ 1
0
dz3
1
YH
= − 1
αH(1−z1−z2) ln
(
1− αH(1−z1−z2)
αH(1−z2)(1−z1−z2) + βH
)
, (224)
where in the last equation, which is related to the tensor form factors proportional to δµν , we can carry on
numerical integration. For the other four expressions in Eq.(224) we have to pay attention to the zeros of
βH (the factor α
−1
H
cancels with the numerator in Eq.(219)). It can be easily proved that the real part of
the expression contained in the squared bracket vanishes in the limit βH → 0; however, an imaginary part
can in general survive. Below threshold, for s = −P 2 < 4m23, βH does not change sign in the integration
region; therefore, for the real part of the diagram below threshold (as done in [3]) it is enough to take the
real part of the integrand and then integrate numerically. For H → γγ, we are interested also in the behavior
above threshold, where we have to take into account the imaginary part of the squared bracket. Following
the approach of section 6.2.3, we make explicit the i 0 prescription for masses and perform the following
symbolic decomposition:
1
βH
ln
Q1+βH
Q2+βH =
1
βH
ln
Q1+βH−i 0
Q2+βH−i 0 =
1
βH
[
ln
(
1+
βH
Q1−i 0
)
− ln
(
1+
βH
Q2−i 0
)
+ ln
Q1 − i 0
Q2 − i 0
]
. (225)
The first two terms are regular when βH → 0; for the last term of Eq.(225) we notice that βH is linearly
dependent on y and in the argument of the logarithm a factor y can be simplified between Q1 and Q2.
Therefore, we can integrate by parts in y getting
V Hs =
1
P 2
∫ 1
0
dx dy dz2
{
2
βH
[
ln
(
1− βH
β1
)
− ln
(
1−βH
β2
)]
+ i π sign(P 2)
2
β¯H
ln
(
1+
β¯H
β0
)}
,
V Hs [q
µ
i q
ν
j ] =
1
P 2
∫
dC5 (x, y, {z})
{
δµν
a0
H,ij (1−y)
2αH(1−z1−z2) ln
(
1+
αH(1−z1−z2)
β3
)
+
2∑
h,k=1
pµh p
ν
k
[
4∑
n=1
αn,hk
H,ij
βH
ln
(
1−βH
βn
)
− i π sign(P 2) 1
β¯H
2∑
l=1
Θl,hk
H,ij ln
(
1+
ul β¯H
β0
)]}
, (226)
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with u1 = 1 and u2 = y. Here we have introduced short-hand notations for the β factors,
βH = β¯H y + β0, β¯H = (1−x)m21 + xχH,2 − x (1−x)m25, β0 = x (1−x)m25, βn= βH+αH σn,
σ1 = (1−z2)2, σ2 = −z2(1−z2), σ3 = (1−z2)(1−z1−z2), σ4 = (1−z3−z2)(1−z1−z2), (227)
for the Θ -functions and for the α, β, γ and δ coefficients
Θl,hk
H,ij = β
l,hk
H,ij + γ
l,hk
H,ij Θ(z1+z2−1) + δl,hkH,ij Θ(z1+z2−1)Θ(z3+z2−1), l = 1, 2, (228)
α1,11
H,11 = 2x
2(1−y)2(1−z2)2, α2,11H,11 = −x
2
2 (1−y)2(4z22−6z2+3),
α3,11
H,11 = −4 x2(1−y)2(1−z1−z2), α4,11H,11 = 0,
α1,12
H,11= α
1,21
H,11= −x(1−y)(1−z2)[1−2x(1−y)(1−z2)], α2,12H,11= α2,21H,11= −x2(1−y)[1+x(1−y)(4z22−6z2+1)],
α3,12
H,11= α
3,21
H,11= x(1−y){1 + 2(1−z2)[1− 2x(1−y)]}, α4,12H,11 = α4,21H,11 = −x(1−y)[1− x(1−y)],
α1,22
H,11 = 1−2x(1−y)(1−z2)[1−x(1−y)(1−z2)], α2,22H,11 = −[1−x(1−y) + x
2
2 (1−y)2(4z22−6z2+3)],
α3,22
H,11= −2 [1−x(1−y)] [1−2z1−2x(1−y)(1−z1−z2)], α4,22H,11 = 0,
(229)
β1,11
H,11 = 0, β
2,11
H,11 = 2x
2(1−y)(1−z2)(1− 2z2),
γ1,11
H,11 = 0, γ
2,11
H,11 = 2x
2(1−y)(5− 4z1 − 4z2),
δ1,11
H,11 = δ
2,11
H,11 = β
1,11
H,12 = β
1,11
H,21 = 0, β
2,11
H,12 = β
2,11
H,21 =
x
2 [1+2x(1−y)(4z22−6z2+1)],
γ1,11
H,12 = γ
1,11
H,21 = 0, γ
2,11
H,12 = γ
2,11
H,21 = −x(1− 2z2)[1−4x(1−y)],
δ1,11
H,12 = δ
1,11
H,21 = 0, δ
2,11
H,12 = δ
2,11
H,21 = −2x[1−2x(1−y)],
β1,11
H,22 =
1
2 , β
2,11
H,22 = x[1 − 2xz2(1−y)(3− 2z2)],
γ1,11
H,22 = 3− 4z1, γ2,11H,22 = −2x[5−4z1−2z2−x(1−y)(7−4z1−4z2)],
δ1,11
H,22 = 0, δ
2,11
H,22 = 0.
(230)
Note that we have presented here only the coefficients of V Hs [q
µ
1 q
ν
1 ], the surviving configuration after the
reduction ⊗ symmetrization procedure. Other tensor structures can be obtained with the help of the same
procedure.
8 Numerical results
In this section we discuss the numerical results for the two-loop corrections to the decay widths of the
processes H → gg and H → γγ, given by
Γ(H → gg) = α
2
s(µ
2
R)GFM
2
W
4
√
2π3M
H
∣∣∣Aggphys∣∣∣2 and Γ(H → γγ) = α2GFM2W32√2π3M
H
∣∣∣Aγγphys∣∣∣2 , (231)
with Aggphys
αs(µ
2
R)
2 π
(√
2GF M
2
W
)1/2
= A from Eq.(69) and Aγγphys α2π
(√
2GF M
2
W
)1/2
= A from Eq.(65).
One important production mechanism of the Standard Model Higgs boson at the LHC is the gluon-fusion
channel, pp→ gg +X → H +X . Its partonic cross section σ, to LO in QCD, can by related to Aggphys via
σ(gg → H) = α
2
s(µ
2
R)GFM
2
W
32
√
2πM4
H
∣∣∣Aggphys∣∣∣2 . (232)
The relative correction δ, induced by the higher order corrections, is given by Γ = Γ0(1+δ)(σ = σ0(1+δ)),
where Γ0 (σ0) is the lowest order quantity. For the decay H → γγ we split the relative correction in δ =
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δEW + δQCD, to distinguish the contributions arising from electroweak and QCD corrections. For the process
H → gg(gg → H) we consider only two-loop electroweak corrections; interplay between electroweak and
QCD corrections has been discussed in Ref. [88] where an estimate of the remaining theoretical uncertainty
is also presented.
As discussed in section 5.1 and section 5.2, threshold singularities appear in both reactions if we restrict
the calculation to the RM scheme (see section 5.3). For the case H → γγ we consider a phenomenologically
relevant Higgs-mass range from 100GeV to 170GeV, which contains theWW threshold. For the gluon-gluon
case we consider a Higgs-mass range from 100GeV to 500GeV. Here we cross not only the WW threshold,
but also the ZZ and tt thresholds. The WW and ZZ thresholds have a different behavior as compared to
the tt threshold. Indeed, the amplitude around the tt threshold contains a potentially dangerous two-point
function, as explained in section 5, but in contrast to the WW and ZZ cases this singular function (for
M2
H
= 4M2t ) is here protected by a multiplicative factor β
2 = 1−4M2t /s. In order to cure these singularities
we have introduced complex masses [60] as described in section 5.3. We stress the fact that at the single W
and Z thresholds no special enhancement occurs.
All light-fermion masses have been set to zero in the collinear-free amplitude and we have defined the
W -and Z-boson experimental complex poles by
sj = µj (µj − i γj) , µ2j =M2j − Γ2j , γj = Γj
(
1− Γ2j/(2M2j )
)
, (233)
with j = {W,Z}. As input parameters for the numerical evaluation we have used the following values [86,87]:
M
W
= 80.398GeV, M
Z
= 91.1876GeV, Mt = 170.9GeV, ΓW = 2.093GeV,
GF = 1.16637 × 10−5GeV−2, α(0) = 1/137.0359911, αS (MZ ) = 0.118, ΓZ = 2.4952GeV.
For Γ(H → gg) and σ(gg → H) the behavior of δEW as a function of MH is given in Fig. 21. For the
gluon-gluon case, treated in the CM scheme, we observe a smooth behavior in the full range of M
H
where all
cusps present in the MCM scheme have disappeared; we may conclude that results in the CM scheme nicely
interpolate those of the RM scheme around thresholds. Therefore, all pathological aspects associated to the
crossing of thresholds have disappeared. It is also worth mentioning that the CM scheme greatly improves
stability in the numerical evaluation of all master integrals, especially those in the V H family.
In the shown Higgs-mass range the percentage correction varies between about +6% and -4%.
It is important to consider this result in more details: around the WW threshold we find a maximum for
the total electroweak percentage correction, and only a light shoulder of the curve around the ZZ threshold.
Both characteristics are less suppressed if one considers only light fermions with real masses, shown in
Fig. 23. Let us define light-fermion correction as those coming from the first and second generation of light
(massless) quarks and the one from bottom quarks only; each of these three classes of diagrams constitutes
a gauge-invariant subset.
It is worth noting that below the WW threshold the contributions from top quarks are small but they
become significant above the ZZ threshold and even more important around the tt threshold, where the
curve exhibits a minimum, which is absent for light fermions, see Fig. 23. In this region the top-quark
contribution leads to a sizable effect of about -4%.
The results for Γ(H → gg) have been used to derive NLO electroweak corrections to Higgs production
at hadron colliders in Ref. [88].
The numerical result for the percentage correction to the partial width Γ(H → γγ) has been presented
in Ref.[38] in the minimal complex-mass (MCM) setup and is shown in Fig. 22, as well as the extension to
the full complex-mass (CM) scheme. The QCD corrections (dotted curve) as well as the CM electroweak
corrections (solid-line) are shown separately. If it is true that below theWW threshold δQCD and δEW almost
compensate and lead to a small total correction (dash-dot line), the new results tell us that, above the WW
threshold, both contributions are positive and lead to a sizable overall effect of approximately 4%. In the
considered Higgs-boson mass range the total correction varies between −1% < δtot < 4%.
To summarize, the electroweak correction around the WW threshold shown in Fig. 22 (dash-line) has
been produced by minimally modifying the two-loop amplitude through the usage of a complex M
W
mass.
We have extended our calculation in order to treat the whole amplitude completely with complex W and Z
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Figure 21: The two-loop electroweak percentage corrections for the decay width Γ(H → gg) and the total partonic
cross section σ(gg → H). The solid line denotes the total electroweak correction, including also top quarks (first +
second + third generation). The vertical dash-lines indicate the location of electroweak thresholds.
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Figure 22: The two-loop electroweak and QCD percentage corrections for the H → γγ decay.
masses. This allows us to study the remaining cusp and the influence of the complex mass on the electroweak
correction, which is shown through the solid line.
We have compared our numerical results in the region below the WW threshold with those of Ref. [28].
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Eqs.(8) and (11) of Ref. [28] contain typos3 ; once we correct, very good agreement between our calculations,
up to 130 − 140GeV, is found. To be more precise, we split the total contribution into light fermions and
top (namely diagrams with at least one top line); for the light-fermion contribution the agreement is always
very good because the result of Ref. [27] is exact, whereas, for the top part, the comparison gives a check
of how good is the expansion of Ref. [28]. We confirm what is expected, for light Higgs-boson masses (say,
around 115GeV) the agreement between our results is again very good and starts deteriorating for heavier
values (say, starting from 140GeV). In Fig. 23 we have summarized our findings for δEW in gluon-gluon
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Figure 23: The two-loop electroweak percentage corrections for H → gg showing a comparison: total in CM scheme,
light fermions only in RM scheme, light fermions only obtained from Ref. [27] (see main text for the error bars).
fusion; here we also include the light-fermion part of the corrections compared with the ones of Ref. [27].
The result of Ref. [27] is known completely in terms of harmonic poly-logarithms. For simplicity we used
the tool EasyNData [89] to read out the result from Fig. 2 of the first paper of Ref. [27], which is shown in
Fig. 23 as a dash-line. The error bars originate from our estimation of how good we can read out the data
from the plot. Once again, the relevant news are the behavior above WW threshold induced by top quarks
and the around-threshold behavior in the CM scheme.
Differences become even more striking when we consider the total corrections in a narrower range in the
Higgs-boson mass, as done in Fig. 24. Here we concentrate our attention around the region containing both
WW and ZZ thresholds and compare our final result (CM scheme) with the one obtained from Tab. 2 of
Ref. [28].
The very good agreement when we use the MCM scheme and the subsequent extension to CM scheme
make us confident of the goodness of the result.
9 Conclusions
In this paper we have provided all technical details for a stand-alone numerical calculation of the full
two-loop corrections to the decay widths H → γγ and H → gg, where H stands for the Standard Model
Higgs boson. The techniques introduced in this context, however, have a much wider range of application,
3Thanks to G. Degrassi and F. Maltoni for prompt confirmation.
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Figure 24: An analogous plot to Fig. 23 for a narrower range of the Higgs-boson mass. Here we compare our results
in the CM and MCM schemes with the results (below 155 GeV) of Ref. [28]
i.e. they are general enough to be used for all kinematical configurations of 1→ 2 processes at the two-loop
level.
The generation of diagrams for any given process has always been performed with the FORM [39] pro-
gram GraphShot [40] which performs simplifications and symbolic manipulations of the loop integrals, like
performing traces, removing reducible scalar products and symmetrizing the integrals.
The amplitudes contain both QCD and electroweak contributions and our strategy has been to present
complete calculations where all enhanced terms are extracted analytically and their cancellation shown,
whenever it occurs; the remainder of the amplitude is a multi-dimensional integral in parametric space with
an integrand which, after suitable algebraic manipulations, is transformed into a smooth function therefore
avoiding well-known problems of numerical instabilities, even in those regions of parametric space which are
notoriously plagued by normal threshold singularities; the latter are always cured by the introduction of
complex masses, solving at the same time a conceptual problem, internal unstable particles, and a practical
one, avoiding numerical instabilities associated with the behavior around singularities lying on the real axis
of the external Mandelstam invariant.
The strategy for the rest of the calculations consists in regularizing the collinear singularities and in
extracting the singular pieces from all singular terms. After checking – analytically – that singular parts
cancel in the total (if it applies), one can safely take rid of the regularization parameter and include all
collinear-free remainders into the total amplitude.
As far as numerical results are concerned we can safely state that the methods developed in this paper
produce extremely accurate predictions for any value of the Higgs-boson mass, including the full dependence
on the W -, Z- and Higgs-boson masses and on the top-quark mass. A consistent and gauge-invariant
treatment of unstable particles allows to produce precise results around the physical thresholds: both a
minimal and a complete version of this scheme are studied. It is found that the use of the complex mass
scheme smoothens the threshold singularities and that a complete implementation of this scheme is needed
in order to get the NLO electroweak corrections under control.
When applied to the gluon fusion channel, pp→ gg+X → H +X , our results show that the electroweak
scaling factor which should multiply the QCD-corrected cross-section is between −4% and +6% in the range
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100GeV < M
H
< 500GeV, without incongruent effects around the physical electroweak thresholds. Finally
we observe that around the tt threshold the top-quark contribution to H → gg leads to a sizable effect of
about −4%.
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A Self-energies, vertices and tadpoles
In this section we collect our conventions for the diagrams involved in the paper.
[f(q)]
P
1
2
B
=
µǫ
i π2
∫
dnq
f(q)
[1][2]
, with
{
[1] = q2 +m21
[2] = (q + P )2 +m22
[f(q)]
−P
p1
p2
1
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3
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µǫ
i π2
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dnq
f(q)
[1][2][3]
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

[1] = q2 +m21
[2] = (q + p1)
2 +m22
[3] = (q + P )2 +m23
Figure 25: The one-loop self-energy and vertex. f is a generic polynomial in the loop momentum q. The dimension
of the space-time is n = 4− ǫ and µ is the renormalization scale.
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Figure 26: The irreducible two-loop self-energies diagrams. f is a generic polynomial in the loop momenta q1 and q2.
The dimension of the space-time is n = 4− ǫ and µ is the renormalization scale.
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Figure 27: The irreducible two-loop vertex diagrams. f is a generic polynomial in the loop momenta q1 and q2. The
dimension of the space-time is n = 4− ǫ and µ is the renormalization scale.
B Properties of projectors
In this appendix we briefly summarize a general approach based on the work of Ref. [52]. Amplitudes
for two-loop 1 → 2 processes are decomposed into form factors which have to be extracted with proper
projection operators. Let us consider tensor, one-loop, N -point functions in n dimensions (N ≤ 5, n = 4− ǫ)
Sµ ... νnN =
µǫ
i π2
∫
dnq
qµ · · · qν∏
i=0,N−1 (i)
, (i) = (q + p1 + · · · + pi)2 +m2i , (234)
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∫
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Figure 28: The irreducible one- and two-loop vacuum diagrams. The dimension of the space-time is n = 4− ǫ and µ
is the renormalization scale.
where p0 = 0. We select N − 1 independent vectors, ri, i = 1, . . . , N − 1 and introduce the following
notations:
GNij = GN ; ij = 2 ri · rj , GN = detGN . (235)
For definiteness we will choose ri = pi. Next we introduce
DN ;µν =
1
n−N + 1
[
δµν − 2 rtµG−1N rν
]
, Rµ
N
= 2G−1
N
rµ. (236)
They satisfy the following properties:
δµν D
µν
N
= 1, Dµα
N
Dν
N ;α =
1
n−N + 1 D
µν
N
, (237)
DN ;µν R
N ; ν
i = DN ;µν r
ν
i = 0, R
N
i · rj = δij , RNi ·RNj = 2G−1N ; ij . (238)
Let us consider now the action of these projectors on tensor integrals: we consider first
SµνnN =
µǫ
i π2
∫
dnq
qµ qν∏
i=0,N (i)
=
µǫ
i π2
Γ (N)
∫
dnq
∫
dSN−1
qµ qν
(q · q + 2P · q +M2)N
, (239)
Pµ =
N−1∑
i=1
xi p
µ
i , M
2 =
N−1∑
i=0
(xi − xi+1)
[
(p1 + · · · pi)2 +m2i
]
, (240)
with x0 = 1 and xN = 0. Introducing χ ({x}) =M2 − P · P , we obtain
SµνnN =
(
µ2
π
)ǫ/2 ∫
dSN−1 χ
2−N−ǫ/2
[
Γ
(
N − 2 + ǫ
2
)
Pµ P ν +
1
2
Γ
(
N − 3 + ǫ
2
)
χ δµν
]
. (241)
When the integral is projected with D we have
P DN P =
N−1∑
i,j=1
xi xj piDN pj = 0, DN ; µν S
µν
nN =
1
2
Sn+2N . (242)
For scalar diagrams we define the fundamental parametric representation,
SnN =
(
µ2
π
)2−n/2
Γ
(
N − n
2
) ∫
dSN−1 χ
n/2−N ,
χ = xtHN−1 x+ 2K
t
N−1 x+ LN−1 = (x−X)tHN−1 (x−X) +BN . (243)
Furthermore, we define new scalar objects,
SnN (i, · · · , j) =
(
µ2
π
)2−n/2
Γ
(
N − n
2
) ∫
dSN−1 xi · · · xj χn/2−N . (244)
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Sn l (i, · · · , j) =
(
µ2
π
)2−n/2
Γ
(
l − n
2
)
(l)n (i, · · · , j) , (245)
where (2) = B, (3) = C etc. We obtain
RNiµR
N
jν S
µν
nN = 2G
−1
N ; ij SnN(0) +
1
2
Sn+2N(i, j). (246)
Next we consider integrals with three momenta in the numerator
SµναnN = −
(
µ2
π
)2−n/2 ∫
dSN−1 χ
n/2−N
[
Γ
(
N − n
2
)
Pµ P ν Pα +
1
2
Γ
(
N − 1− n
2
)
χ δ{µν Pα}
]
, (247)
where fully symmetrized tensors have been introduced. There are two kind of projections,
DNµν R
N
iα S
µνα
nN = −
1
2
Sn+2N(i),
RNiµR
N
jνR
N
kα S
µνα
nN = −SnN(ijk)− G−1N ; ij Sn+2N(k)− G−1N ; ik Sn+2N(j)− G−1N ; jk Sn+2N(i). (248)
With four momenta in the numerator we have
SµναβnN =
(
µ2
π
)2−n/2 ∫
dSN−1 χ
n/2−N
[
Γ
(
N − n
2
)
Pµ P ν Pα P β
+
1
2
Γ
(
N − 1− n
2
)
χ δ{µν P β Pα} +
1
4
Γ
(
N − 2− n
2
)
χ2 + δ{µν δβα}
]
, (249)
where fully symmetrized tensors have been introduced. Projections to be considered are:
DNµν D
N
αβ S
µναβ
nN =
1
4
n−N + 3
n−N + 1 Sn+4N(0), (250)
DNµν R
N
iαR
N
jβ S
µναβ
nN =
1
2
Sn+2N(ij), R
N
iµR
N
jν R
N
kαR
N
lβ S
µναβ
nN = SnN(ijkl). (251)
C Non-abelian soft and collinear diagrams in H → gg
In this appendix we present a short summary of our procedure for extracting soft/collinear divergent
parts of the two-loop diagrams that contribute to the process H → gg. Mass-singular, virtual, configurations
appear when a) a massless, internal, line is connected to two on-shell, external lines (soft); b) a massless,
external, line is connected to two massless, internal lines (collinear). Furthermore, we have a soft singularity
whenever we attach an extra massless line to an on-shell external line; if the latter is also massless an
additional collinear divergence arises. These QCD-like configurations have been extensively discussed in the
literature, e.g. see Ref. [8], and in this section we briefly illustrate our approach to the problem.
It is worth noting that in the QCD sector of the corrections to H → gg we select the regulator of
collinear divergences to be the space-time dimension and not the masses of the light quarks. On the contrary
we select the latter in all situations where collinear singularities cancel in the total. In the following we
adopt the convention that a letter i inside a one-loop diagram denotes the scalar product q · pi, where q is
the corresponding loop momentum.
In the soft/collinear decomposition of a two-loop diagram we could highlight the nature of the singularity
by introducing factors F IRi = F
2
i and write a soft/collinear decomposition for an arbitrary two-loop vertex,
V Ilab =
∑
i=0,2
V Ilab ; i F
IR
−i (M
2
H
), (252)
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where the superscript I denotes the family whereas the subscript lab denotes the rank of the tensor (0 for
scalar, etc.) as given in Ref. [49]. For those integrals where also ultraviolet divergences are present we need
to extend the decomposition of Eq.(252) to include higher orders of ǫ poles by introducing
F 2−3(x) = −
1
ǫ3
+
∆UV (x)
ǫ2
− 1
2
∆2
UV
(x)
ǫ
+
1
3
∆3
UV
(x). (253)
Alternatively, we can factorize UV and IR/collinear divergences. Suppose that we are considering a two-loop
diagram with a single UV pole; remembering that each loop can contribute at most one soft and collinear
1/ǫ2 term the highest possible pole in our integral is 1/ǫ5. Consider the case where the highest pole is 1/ǫ3,
then we first give the UV decomposition and further decompose the coefficients with new IR factors:
V Ilab =
∑
i=0,3
V Ilab ; i F
2
−i(M
2
H
) =
∑
i=0,1
V I ;UVlab ; i F
2
−i(M
2
H
), (254)
V I ;UVlab ; 1 = V
I
lab ; 3 F
2 ; IR
−2 (M
2
H
), V I ;UVlab ; 0 =
∑
i=0,2
V Ilab ; i F
2 ; IR
−i (M
2
H
), (255)
F 2 ; IRi (x) = F
IR
i (x), F
2 ; IR
−2 (x) = −
1
ǫ2
+
1
6
∆2
UV
(x). (256)
In the following we give a sample of our results; the full list can be found in [92].
H
g
g
m
V K;a
H
g
g
V K;b
H
g
g
V H
Figure 29: The V K;a, V K;b and V H non-abelian soft/collinear configurations. Solid lines stand for a common mass
m.
For the V K;a configuration we introduce a quadratic form, χ(x) = x(x − 1) +m2/M2
H
, where m is the
mass in the triangle of Fig. 29, and obtain
V K ; a−2 =4
∫ 1
0
dx
x
χ
,
V K ; a−1 =2
∫ 1
0
dx
χ
{∫ x
0
dy ln (χ−y(x−y))− 1
1−x ln
(
1−x(1−x)
χ
)
+ x
[
ln (χ−x(1−x))−3 lnχ+ i π
]}
.(257)
For the V K;b configuration, we introduce a new quadratic form, ξ(x, y) = χ(x) + y2m2/M2
H
, and derive
the following result:
V K ; b−2 = 0, V
K ; b
−1 =
∫ 1
0
dx
∫ x
0
dy
ln(1− y)
ξ(x, y)
. (258)
Integrating over y we obtain
V K ; b−1 =
M
H
2m
∫ 1
0
dx (−χ)−1/2
[
Li2
(
1
y+
)
− Li2
(
1
y−
)
− Li2
(
1− x
y+
)
+ Li2
(
1− x
y−
)]
, (259)
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with y± = 1±MH/(m
√−χ ).
Finally, for the non-planar V H configuration of Fig. 29, we obtain the following result:
V H−2 = 0, V
H
−1 = 4
∫ 1
0
dx
x
ln2
(
1− M
2
H
m2
x(1− x)
)
, (260)
and carry on the x integration,
V H−1 = 8
{
S1,2
(
1
x−
)
+ S1,2
(
1
x+
)
+ S1,2(x−) + S1,2(x+) + ln
x−
x+
[
Li2
(
x− − x+
x−
)
− Li2
(
x− − x+
x−(1 − x+)
)]
− S1,2
(
x− − x+
x−
)
+ S1,2
(
x− − x+
x−(1− x+)
)
− S1,2
(
x+ − x−
x+ − 1
)}
, (261)
with x± = 1/2± 1/2
√
1− 4m2/M2
H
. Here Li2 (z) and S1,2(z) are Nielsen poly-logarithms.
D Loop integrals with complex masses and momenta
Consider the logarithm of a complex number z = zR + i zI. Let z˜ = zR − i 0, we define
ln(2) (z ; z˜) = ln z − 2 i π θ (−zR) , (262)
which satisfies
lim
zI→0
ln(2) (z ; z˜) = ln (z˜) . (263)
When computing the amplitude in the CM scheme we will encounter, after reduction, one-loop two-point
functions where both masses and the external invariant are complex. Let
χ(x) = sP x
2 +
(
M22 −M21 − sP
)
x+M21 , (264)
sP =M
2 − iΓM, M2i = m2i − i γimi. (265)
The correct definition of the B0 sfunction is as follows:
B0 =
1
ǫ¯
−
∫ 1
0
dx ln(2) (χ ; χ˜) , χ˜ = χ
∣∣∣
Γ,γi=0
− i 0, (266)
with the only restriction that χ(x) does not cross the negative real axis for x ∈ [0, 1] (in which case the
definition itself of a two-point function becomes dubious). The best way of understanding the second Riemann
sheet is to consider complex p2 and zero masses; here χ = p2 x (1−x), therefore Reχ(x) < 0 but Imχ(x) > 0
which is the opposite of the − i 0 prescription. Thus ln gives the wrong answer and ln(2) the correct one
based on the fact that we require a continuous limit widths → 0. Therefore, to compute B0 one should start
with the definition of the corresponding function with masses and p2 real and continue to complex masses
and p2 on the correct Riemann sheet, i.e. with ln(2) instead of ln. Note that in this function y± i 0 is always
treated as y ± i. Of course, one could use directly the logarithm of a complex number to compute lnx.
When only the internal masses are complex there is no problem at all; indeed we find
Imχ = −γ1m1 (1− x)− γ2m2 x < 0, Im χ˜ = −0 < 0. (267)
This fact is also true for arbitrary two-loop diagrams as long as only internal masses are continued into the
complex plane. There are special cases of complex p2, complex masses. In the actual calculation we have at
most two scales: consider this situation where we are free to set p2 = −M22 and obtain
χ(x) =M22 x
2 +M21 (1− x), (268)
which means that Reχ(x) > 0 for x ∈ [0, 1] and, therefore, we can use standard results, i.e. ln(2) → ln.
Furthermore, when M1 = 0 we obtain
χ(x) = p2 (1 − x) +M22 . (269)
If p2 = −M2+iΓM then Reχ(x) < 0 requiresM > m2 which is never satisfied in our case (MW < Mt,MH ).
Also here ln(2) → ln. Therefore, as far as the calculation reported in this paper is concerned, the only relevant
case is complex p2 and zero internal masses.
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