The increasing availability of data from sports events has led to many new directions of research, and sports analytics can play a role in making better decisions both within a club and at the level of an individual player. The ability to objectively evaluate individual players in team sports is one aspect that may enable better decision making, but such evaluations are not straightforward to obtain. One class of ratings for individual players in team sports, known as plus-minus ratings, attempt to distribute credit for the performance of a team onto the players of that team. Such ratings have a long history, going back at least to the 1950s, but in recent years research on advanced versions of plus-minus ratings has increased noticeably. This paper presents a comprehensive review of contributions to plusminus ratings in later years, pointing out some key developments and showing the richness of the mathematical models developed. One conclusion is that the literature on plus-minus ratings is quite fragmented, but that awareness of past contributions to the field should allow researchers to focus on some of the many open research questions related to the evaluation of individual players in team sports.
Introduction
Rating systems, both official and unofficial ones, exist for many different sports. Individ ua l sports such as tennis and golf are good examples where official rating lists are published. Although well established, these rating systems have been found to be lacking in terms of being able to predict future results Forrest, 2005, McHale and Morton, 2011) . A similar situation holds true for team sports, where rating systems attempt to measure the quality of teams. For example, in soccer, the national teams are covered by the FIFA ranking, which was found to perform poorly with respect to predicting future results (McHale and Davies, 2007) . Currently, the FIFA ranking system have been updated and replaced by a variant of the Elo rating system (Elo, 1978) . Elo ratings were originally developed for chess, but had been unofficia lly adapted to soccer Arntzen, 2010, Stefani and Pollard, 2007) , along with other, similar, alternatives (Constantinou and Fenton, 2013, Lasek, Szlávik, and Bhulai, 2013) .
Creating ratings for individual players in team sports is a significantly harder challenge: while the task of creating a meaningful rating system for teams is a challenge in itself, several new issues arise when trying to identify the contribution of a single player to the whole of the team. As noted by McHale, Scarf, and Folker (2012) , interactions between the individual players and their teammates, as well as interactions between the individual players and the opposing players, both make the performance of a player difficult to isolate. In some team sports, different players have different roles. However, these roles may change during a player's career, or even during a single match, making it difficult to know which attributes of a player are essential when attempting to create a player rating.
Ratings have several applications. Official ratings may be used for seedings in tournaments, or even as a qualification criterion to enter a tournament (McHale et al., 2012) . National federations may find individual player ratings useful for consideration of post season awards, or for picking national teams (Hass and Craig, 2018) . Clubs may find player ratings useful for identifying and recruiting talented or undervalued players (Hass and Craig, 2018, McHale et al., 2012) , evaluating transfer fees (Saebø and Hvattum, 2015) , and preparing for salary negotiatio ns (Macdonald, 2012a) . Coaches or managers may use player ratings as support to assess the value of a player's contributions to a team (Saebø and Hvattum, 2019) , to compile team rosters (Pantuso, 2017) , or to determine which players of the opposing team to focus on in an upcoming match (Schultze and Wellbrock, 2018) . Sports fans may follow ratings for entertainme nt purposes, to evaluate how well their favorite player or team is performing, and possibly use this as a starting point for friendly debates (Hass and Craig, 2018, McHale et al., 2012) . Gamblers and bookmakers may use player ratings to improve predictions for financial gains (Engelma nn, 2017) .
Subjective player evaluations tend to be biased. Vilain and Kolkovsky (2016) pointed out that offensive and spectacular player actions tend to be overvalued, whereas defensive and less spectacular player actions are largely undervalued. Tiedemann, Francksen, and Latacz-Lohma nn (2010) also claimed that specialists' assessments of top players were paying insuffic ie nt attention to the performance of certain player roles, while noting that specialists tended to disagree on performance evaluations. Szymanski (2000) presented evidence that certain irrelevant player attributes influenced the players' wages. In other words, there is evidence that subjective opinions about players are biased. At the same time, good player ratings can be useful for fans, club management, coaches, soccer associations, the media, and the players themselves (Tiedemann et al., 2010) .
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This paper focuses on a particular type of player ratings, known as plus-minus ratings. To characterize plus-minus ratings, it may be beneficial to distinguish between what can be labelled as bottom-up ratings and top-down ratings. Bottom-up ratings are calculated based on individ ua l player actions: if a player performs an action that is associate with a positive outcome for the team, that player's rating is increased, while the rating of other players, who were not involved in the play, are unaffected. While bottom-up ratings focus on the performance of each player, ignoring the eventual result for the team, top-down ratings do the opposite. In top-down ratings, the idea is that the performance of the team as a whole is observed, and the credit for this performance is distributed on individual players being involved in the match, no matter which actions they performed.
Plus-minus ratings are top-down ratings, and attempt to assess the impact of a player by comparing the performance of the team with and without the player. Many variants of this concept have appeared, mostly to evaluate players in basketball and ice hockey, but gradually also for other sports. This paper aims to provide a thorough survey of relevant literature. This literature is to some extent characterized by non-peer reviewed work, but there is an increasing number of peer reviewed publications presenting valuable contributions.
The remainder of this paper is structured as follows. In the three next sections, literature on plusminus ratings for basketball, ice hockey, and then soccer is discussed. After this follows a section considering plus-minus ratings for other sports. The third last section summarizes the literature and provides an analysis of publication patterns. Some suggestions for future work on plusminus ratings are provided in the penultimate section, before concluding remarks are given in the final section.
Plus-minus for basketball
Consider a player in a basketball team and a given match. Count the number of points scored by the player's team while the player is in the game, and then subtract the number of points scored by the opposing team during the same time intervals. The resulting number will hereafter be referred to as the basic plus-minus rating of the player. Such ratings have unofficially been calculated for basketball players in the NBA since 2003, and starting in 2007 the NBA officia lly updated each player's individual plus-minus rating during live play (Winston, 2009) .
Several weaknesses of the basic plus-minus ratings were known from the beginning (Thomas, Ventura, Jensen, and Ma, 2013) . One such weakness is that basic plus-minus ratings ignore the quality of a player's teammates and opponents. The consequence is that poor players on good teams are overrated, while good players on poor teams are underrated. Adjusted plus-minus ratings use multiple linear regression to resolve this issue, and initial developments were made in the context of basketball.
Dan Rosenbaum was likely the first to publish details of what is now known as an adjusted plusminus rating, in an article posted on the web site 82games.com (Rosenbaum, 2004) . His method involved splitting each match into observations where no substitutions are made, and then running the following multiple linear regression:
where the dependent variable is taken as the difference of home team points per possession and away team points per possession for the observation. The independent variable is 1 if player is playing at home, 1 if player is playing away, and 0 otherwise. Then, measures the average home court advantage, and for = 1, …, measures the difference between player and a set of reference players. This set of reference players refers to all players with less than 250 minutes of playing time in the two seasons of data used in the calculations, and the reference players would not appear in the regression. The difference between the observed value of the dependent variable and the corresponding value derived from the independent variables, in other words the error term, is written as ei. Rosenbaum (2004) assigned a weight to each observations, such that an observation in the second season of data is weighted twice as high as an observation in the first season, and such that crunch time observations have higher weights and garbage time observations have lower weights. Rosenbaum (2004) noted that the resulting ratings are noisy, presumably due to relatively large standard errors for the parameters of the regression model. A three step procedure was proposed that leads to less noisy ratings: First, the adjusted plus-minus ratings are regressed on a set of game statistics, such as shot attempts, assists, rebounds, turnovers, and fouls, measured per 40 minutes. In a model to do this, each observation corresponds to one player, the dependent variable is the adjusted plus-minus rating of that player, and the independent variables are the player's game statistics. This provides estimates of how different actions tend to be correlated with players' plus-minus ratings. Second, these estimates are used to calculate so-called statistical plus-minus ratings, based on the game statistics of each player. Third, an overall rating is calculated for each player as a convex combination of the two previous ratings, while weighing the ratings so as to minimize the standard error of the overall rating. Rosenbaum (2005) used a weight of 60 % for adjusted plus-minus and 40 % for statistical plus-minus when presenting updated results based on additional seasons of data.
While Rosenbaum (2004) may have been the first to publish a detailed description of adjusted plus-minus ratings, the first version of adjusted plus-minus ratings is likely to have been developed by Jeff Sagarin and Wayne Winston (Kubatko, Oliver, Pelton, and Rosenbaum, 2007) , under the name WINVAL.Winston (2009) provided a simplified firsthand explanation of WINVAL. While most of the details of the method are omitted, an interesting variant is described. The variant is referred to as WINVAL Impact ratings, and replaces the points differential, , with the change in win probability, as calculated based on the current score and the time remaining of the match. Versions of WINVAL are known to have been in use by the NBA team Dallas Mavericks (Ilardi and Barzilai, 2008) .
According to Ilardi (2007) , adjusted plus-minus ratings were developed independently at least three times: by Rosenbaum (Rosenbaum, 2004) , by Sagarin andWinston (Winston, 2009) , and by Steve Ilardi for the college basketball team Kansas Jayhawks. The method of Ilardi was also described in an internet article at 82games.com, outlining one particular extension compared to the method of Rosenbaum. The extension is to explicitly model offensive and defensive ratings for each player. Assuming that a match is split into segments where no substitutions are made, each segment contributes to two observations: one for the offense of the home team, and one for the offense of the away team. The model can be stated as:
where is now taken as the points per possession for the team playing offense. The independent variable takes the value 1 if player is playing on offense, and 0 otherwise, whereas is 1 if player is playing defense, and 0 otherwise. The last independent variable, , takes the value 1 if it is the home team that is playing on offense. Ilardi and Barzilai (2008) also highlighted the importance of trying to reduce the level of noise in the ratings obtained when using the method of ordinary least squares to estimate the parameters of the multiple linear regression model given above. That is, since some players tend to appear mostly in the same lineups, and the number of observations per player per season is quite low, the model suffers from high degrees of multicollinearity. To reduce the noise when estimating ratings for a given season, Ilardi and Barzilai (2008) used several seasons of data, but with lower weights for the past seasons so as to still obtain ratings that are relevant for the current season.
An important contribution to plus-minus ratings was made by Sill (2010) . Given concerns about the accuracy of adjusted plus-minus ratings, Sill identified overfitting in addition to multicollinearity as a reason for noisy ratings. While earlier contributions tackled this by using more seasons of data and removing players with few minutes played, Sill (2010) proposed to use regularization and cross validation to improve the ratings. Using the method of ordinary least squares, the parameters of model (1) would be found by minimizing (3) A Bayesian technique of regularization, known as ridge regression or Tikhonov regularization, implies that one instead minimizes + This corresponds to using a Gaussian prior distribution, stabilizing the estimated ratings, both in cases with few observations and when multicollinearity is present (Thomas et al., 2013) . Cross validation can be used to determine suitable values for the regularization parameter . Sill (2010) found that the resulting ratings performed better when using regularization, and that it became much less useful to have additional seasons of data or to remove players with few minutes played.
Engelmann (2011) compared a regularized adjusted plus-minus rating to an ad hoc player rating based on modelling basketball games as a finite state machine. The latter is able to use information about individual player actions, and was shown to perform better when predicting point differentials. This is one of few studies that have compared the performance of plus-minus ratings with that of ratings based on more detailed data. Omidiran (2011) started with the realization that adjusted plus-minus ratings are calculated by minimizing the expression (3), and suggested that this objective function could be extended with additional terms multiplied by a set of regularization weights. In particular, he suggested to add terms to 1) penalize deviations of ratings from a median rating, 2) align ratings with the players' box scores while 3) penalizing the magnitude of weights for each box score statistic, and 4) force the sum of ratings to be close to zero. Box score statistics cover simple summaries of actions performed on the player level, such as assists, blocks, or steals. For a particular set of regularization weights, a coordinate descent algorithm was used to estimate parameters, while cross validation was used to find the best set of regularization weights.
Basic plus-minus ratings were used by Okamoto (2011) . Considering each player separately, he counted the number of wins and losses for the team in games where the player had a positive or negative plus-minus, respectively. This allowed the calculation of odds ratios, giving the probability of the team winning as a function of whether a given player obtained a positive or negative plus-minus score. This analysis was extended to take into account up to two players at a time, and to take into account that some players may be more important in home games or away games. Fearnhead and Taylor (2011) presented an adjusted plus-minus model to calculate both offensive and defensive ratings, as first suggested by Ilardi and Barzilai (2008) . However, they used a Bayesian framework where the offensive and defensive ratings were assumed drawn from separate Gaussian distributions. While Sill (2010) and Omidiran (2011) used cross-validation to determine the regularization parameter, Fearnhead and Taylor (2011) used maximum likelihood to estimate the hyperparameters of the prior Gaussians, having the effect that the distributio ns of offensive and defensive ratings can take means different from 0:
Using several seasons of data to support the estimation of player abilities in a single season, Fearnhead and Taylor (2011) also allowed player strengths to vary over time. This was achieved by using the previous season's rating, shrunk towards the prior mean, as the basis for calculating a new rating based on current season data. Their analysis also included using multiple linear regression, with the resulting player ratings as the dependent variable and various individ ua l game statistics as independent variables, as suggested by Rosenbaum (2004) .
While focusing on the visualization of match statistics, Sisneros and Van Moer (2013) considered a new variant of plus-minus ratings, based on the use of box scores. They first considered team level differentials of each box score statistic, then summed a team's per game statistic differential over all games played in a season in order to find the value of a season long differential. Each player was then assigned the percentage of the value of a statistic corresponding to the percentage contribution of the player towards that statistic.
In 2014, the media actor ESPN introduced their own version of adjusted plus-minus, called real plus-minus (Ilardi, 2014) , of which details are mostly unknown. It is, however, clear that it is a mix of regularized adjusted plus-minus and statistical plus-minus (Engelmann, 2017) . Then, Deshpande and Jensen (2016) published a paper introducing several new techniques for calculating adjusted plus-minus ratings. One of their main ideas is to use the change in win probabilities across shifts, instead of the score differential, as the dependent variable. This had not been considered since the work of Winston (2009) . In addition to variables denoting the presence of players and the home court advantage, they also included team variables among the independent variables. This means that player ratings must be interpreted as the margina l contribution of a player relative to its team, and makes it difficult to compare players across teams.
Another contribution of Deshpande and Jensen (2016) is in the estimation of ratings. As in (Fearnhead and Taylor, 2011) , a Bayesian linear regression is used. However, the authors chose to use independent Laplacian priors for each player component and team component. Furthermore, Markov Chain Monte Carlo (MCMC) simulation is then used to estimate the posterior distribution. To compare players, it was suggested to use the ratio of the posterior mean to the posterior standard deviation of the player's partial effect. This results in a measure that has relatively low correlation from one season to the next, but this correlation improves when using more seasons of data. Engelmann (2017) reviewed several versions of adjusted plus-minus ratings for basketball. He discussed the use of additional independent variables in adjusted plus-minus models, for example to control for schedule related factors such as rest days, to control for the influence of coaching, to control for the current score difference, or to control for the age of players when using multiple seasons of data. Few results of such analyses have been presented in the scientific literature so far. While plus-minus ratings typically use the points scored (or the change in the points differential) as the dependent variable, the impact of players on other metrics can also be assessed. In particular, Engelmann (2017) mentions 4-factor regularized adjusted plus-minus, in which the dependent variable can be based on field goal attempts, rebounds, turnovers, or free throws.
Plus-minus for ice hockey
Basic plus-minus ratings originated in ice hockey, being in secret use by the NHL team Montréal Canadiens in the 1950s, and then popularized by the NHL coach Emile Francis in the following decade (Thomas et al., 2013) . The NHL keeps track of plus-minus ratings for each player. At the time of writing, the record of NHL goes back to 1959/1960, while different authors have claimed that the official recording of plus-minus ratings started in either 1967 or 1969 (Fyffe and Vollman, 2002; Winston, 2009 ).
Whereas plus-minus ratings for basketball suddenly took a large step from their basic renditio n to the adjusted plus-minus versions, in ice hockey some other techniques were discussed first. Fyffe and Vollman (2002) suggested to modify the basic plus-minus ratings by subtracting the expected plus-minus, corresponding to the goal difference for the player's team multiplied by the percentage of time that a player has been on the ice. Only even strength situations would be considered. Awad (2010a) made a similar suggestion, but instead subtracted the individual basic ratings of each teammate, weighted according to how much time they have spent on the ice together. In addition, instead of using goal differentials, he used weighted shots, adjusted for situation of play and the opponents. This corresponds to what is now known as expected goals (xG) in some literature (Rathke, 2017) , providing for each shot the probability that similar shots end with a goal. In particular, Awad (2010a) calculated the values of weighted shots (xG) based on the distance from goal; whether the shot was a rebound; whether the shot was made in even strength, short handed, or in power play; whether the shot was made after an opponent giveaway, the shot type; and the game score Awad (2010b) .
While the adjusted plus-minus ratings were initially developed for basketball, between 2004 and 2009, it did not take long before the ideas surrounding adjusted plus-minus started to be adapted for ice hockey. First out was Witus (2008) who re-implemented the models of Rosenbaum (2004) in the context of ice hockey. Schuckers, Lock, Wells, Knickerbocker, and Lock (2011) developed one of the first new versions of adjusted plus-minus for ice hockey. The data used was constructed on a play-by-play basis. Unlike basketball, ice hockey involves one player per team dedicated to defend the goal. Noting that there is a large number of plays where goalies are not involved, goalies were therefore omitted from the regression model. In contrast to basketball, ice hockey is a low scoring sport. Therefore, instead of using the change in score as the dependent variable, Schuckers et al. (2011) used for each play the difference between the expected and the observed outcome, where the outcome is an indicator of whether or not a goal was scored within seconds following the play. The authors noted that there was a weak relationship between the players' basic plus-minus ratings and their adjusted plus-minus ratings.
Early contributions to adjusted plus-minus ratings for ice hockey, however, are mostly associated to the work by Brian Macdonald, outlined in five separate papers. Macdonald (2011a) presented two different models. Only even strength situations are considered, and the dependent variable is measured in terms of goals per 60 minutes. In the first model, both offensive and defensive ratings are estimated directly, as in (Ilardi and Barzilai, 2008) , and an overall rating for a player can be found by adding up his offensive and defensive rating. In this model, goalies are only considered when on defense. The second model estimates the overall rating directly, as in (Rosenbaum, 2004) . To separate these ratings into offensive and defensive ratings, another linear regression model is used to estimate the contribution to the total number of goals per 60 minutes for each player. The ratings from the two models are averaged, resulting in smaller standard errors for the rating estimates. Macdonald (2011b) presented two extensions of the model with offensive and defensive ratings. The first extension is to include two additional independent variables to represent whether or not the observation starts with a faceoff in either the defensive or offensive zone. This can be stated as follows:
where is the number of goals per 60 minutes during the observation (for the team on offense), is one if player (excluding goalies) is playing offense in observation , and is one if player (including goalies) is playing defense in observation . The new indictor variables are and , which are equal to one if the observation starts with a faceoff in the offensive zone or defensive zone, respectively.
The second extension in (Macdonald, 2011b) is to calculate separate ratings for power play and shorthand situations. This is accomplished simply by using a separate model with independent variables corresponding to player ratings on offense and defense when playing shorthanded and in power play, thereby yielding approximately twice the number of variables compared to the even-strength model. Macdonald (2012a) used ridge regression, as proposed by Sill (2010) , to reduce the high errors in rating estimates. He noted that, besides multicollinearity and players with few minutes played, another reason for high errors in ice hockey is the low number of goals scored per match, compared to the much higher number of points scored in basketball. With this in mind, the paper also suggests to use other measures than the number of goals to represent the dependent variable. In particular, three additional models are presented that use 1) shots, 2) shots plus missed shots, and 3) shots plus missed shots and blocked shots, respectively. It was shown that the year-toyear correlation for the resulting ratings are higher when using ridge regression than when using the method of ordinary least squares, and that it is higher when using shots instead of goals. The year-to-year correlation is higher for even strength calculations than for power play and shorthand situations.
Macdonald (2012b) added a fifth option to calculate the dependent variable, based on the expected number of goals for the observation. The expected number of goals is derived from a linear regression model with independent variables based on goals, various shot metrics, zone starts, turnovers, faceoffs and hits. Finally, Macdonald, Lennon, and Sturdivant (2012) presented a sixth alternative for the dependent variable, calculating the probabilities of scoring from each shot encountered during each observed match segment. The probability of scoring from a shot (xG) is calculated using a logistic regression, and leads to similarities with the method of Awad (2010a).
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Schuckers and Curro (2013) extended the work from (Schuckers et al., 2011) . They now used as the dependent variable the probability that a goal will be scored by the home team minus the probability that a goal will be scored by the away team, considering the 20 seconds following each event occurring within an observation. Further extensions comprise the inclusion of homeice advantage, starting zone, and the use of ridge regression to estimate the regression coefficients. Players appearing for different teams were treated as separate players, and the regularization parameter of the ridge regression was set to minimize the differences of ratings for players when appearing for different teams.
Until this point, research on plus-minus ratings for ice hockey had involved testing many different versions of the dependent variable, with the conclusion that more stable ratings could be obtained by using more detailed information than just the number of goals scored for each team. However, all of the ratings involved the use of multiple linear regression, using either the method of ordinary least squares, or ridge regression. The three contributions discussed next outlined alternatives to the use of linear regression.
First, Gramacy, Jensen, and Taddy (2013) proposed to use logistic regression. The observations now correspond to goals scored, instead of segments of the match without substitutions. Hence, is taken as 1 if goal was scored by the home team, and 1 otherwise. Using to denote the probability that goal was scored by the home team, the model can be stated as:
where are indicator variables for player appearances, and are other independent variables, which in the actual implementation included team indicators. Estimates for player ratings are found using penalized likelihood maximization. That is, to avoid the known issues with players with few appearances and players that appear mostly together, the likelihood function is extended by regularization terms. The authors considered both the squared penalty (L2), as in ridge regression, which corresponds to placing a Gaussian prior on the player ratings, and an absolute value penalty (L1), as in lasso regression, corresponding to placing a Laplacian prior on the player ratings. Using the Laplacian prior to estimate player ratings, the authors found that few players are distinguishable from the average player of their team. MCMC was used to estimate the full posterior distribution. This allowed statements regarding the probability that a given player is better than another player on the same team. Gramacy et al. (2013) also included an analysis of player-player interactions. That is, some pairs of players may obtain synergy effects, so that their performance together is better than just the sum of their individual performances. Despite the computational effort expended, the authors concluded that there was little evidence of significant player interaction effects. Also, includ ing the few non-zero interactions found had a very limited effect on the individual player estimates. Spagnola (2013) avoided the use of player fixed effects. Instead, two logistic regression models were used to find the relationship between the probability of a team scoring (or conceding) within a segment and several simple statistics, such as goals, shots, and hits. Then, player ratings were found by calculating average statistics over all shifts for a player and inserting those values into the estimated regression models. An accompanying study of players on one particular NHL team was performed to illustrate the approach. Thomas et al. (2013) also departed from the well-established regime of using multiple linear regression. They modelled the scoring rate for each team as its own semi-Markov process, with hazard functions for each process that depend on the players on ice. This resulted in separate offensive and defensive player ratings. Different shrinkage methods (regularization) were applied when estimating the player ratings, depending on the type of analysis performed. Only full-strength, five-on-five situations were considered. The authors used maximization of penalized likelihood to obtain initial parameter estimates, and then applied MCMC. This resulted in relatively large runtimes, up to 60 processorhours for 200,000 outcomes and 2,600 independent variables.
The study by Thomas et al. (2013) also included an attempt to identify player pair interactio ns. This was done by considering a subset of 1,000 player pairs, focusing on those with most minutes played together. Lasso regression was then employed to reduce the number of non-zero pairs, and finally MCMC was used to obtain the final results. In total, 221 of the player pairs had an effect not equal to zero when using this estimation technique. The authors noted that the method produced similar results for player effects as other approaches, including (Macdonald, 2011a) and (Gramacy et al., 2013) , suggesting that there is sufficient information in the data to distinguish player ability at a grand level, despite different models. Smith (2016) presented two plus-minus models. The first model is a standard multiple linear regression model estimated using the method of ordinary least squares. The second model is a logistic regression model estimated using lasso regularization, as in (Gramacy et al., 2013) . For both models, observations are generated from shots taken, and the value of the dependent variable is based on the probability of scoring, conditional on the location of the shot. The independent variables consist of player presence variables, and the intercept is taken to represent the home ice advantage. These choices imply a criticism of the independent variables chosen in (Gramacy et al., 2013) : it is argued that team effects, as included by (Gramacy et al., 2013) are unnecessary once the 10 players on the ice are identified. It is found that the model estimated using ordinary least squares performs inadequately, despite using shot data instead of goals, presumably due to multicollinearity. The author concludes that the regularized logistic regression works well, but that only half of the player estimates are non-zero. Gramacy, Taddy, and Tian (2017) extended the logistic regression model from (Gramacy et al., 2013) , while simultaneously giving a more detailed reasoning for some of their modelling choices. New independent variables are considered, including indicators for special-teams scenarios, covering power play and shorthanded situations, and indicators for whether the goalie is temporarily replaced by a skater. Interaction terms between players and seasons are added, so that player ratings can change between seasons, as well as similar terms for post-season play. There are also independent variables for team-season effects. When estimating the model parameters, the authors chose to penalize only the player effects. Furthermore, to decide on an appropriate penalty term, they use the corrected Akaike information criterion instead of cross validation.
In terms of results, Gramacy et al. (2017) do not find any evidence that any player's ability changes from regular season to post-season. However, they find ample evidence that player performance change between seasons. Additional tests are conducted where the dependent variable is changed from focusing on goals to focusing on shots, leading to a massive increase in the number of observations. This results in ranking lists with distinctly different players both at the top and at the bottom. The authors found this to be alarming for analysts relying on shot based statistics, based on the idea that only goal differentials are ultimately dictating the winners of games.
Plus-minus for soccer
While basic plus-minus ratings have been calculated for basketball players and ice hockey players for many years, soccer has never embraced this metric. Bohrmann (2011) considered an implementation of adjusted plus-minus as in (Rosenbaum, 2004) , using one season of data. With an independent variable based on the numbers of goals scored, the conclusion was that no players had a rating significantly different from zero, and that the problem of multicollinearity was simply overwhelming. Hamilton (2014) also considered the adjusted plus-minus ratings, with the dependent variable equal to the observed goal difference in each segment, divided by the length of the segment and multiplied by 90, the length of a match. Using a single season of data from the English Premier League, ridge regression was applied to estimate player ratings. However, the conclusion was that the predictive ability of the resulting ratings was very weak. A major issue was pointed out in that a soccer match typically consists of only around six unique segments.
The first academic work on plus-minus ratings for soccer appears to be by Saebø and Hvattum (2015) , who developed an adjusted plus-minus rating based on a multiple linear regression model, as in Equation (1), estimated using ridge regression. Using observations based on segments without substitutions or dismissals, the observed goal difference within a segment is scaled by the number of minutes played. Additional independent variables are used to represent players that have been sent off with red cards. Up to four players can be sent off for each team, yielding eight such variables.
As dividing soccer matches into segments based on substitutions and red cards provides few segments per match, several seasons of data must be used to provide reasonable player ratings. To facilitate using many seasons of data, Saebø and Hvattum (2015) exponentially discounted older observations in the data set. The authors determined the appropriate discounting factor as well as the regularization parameter by simulating the league table of a hold-out season. Parameters were selected to minimize the mean squared error of predictions for the number of points per team. It was found that the ratings produced were useful when trying to explain observed transfer fees for players moving to the English Premier League. Saebø and Hvattum (2019) extended the model of Saebø and Hvattum (2015) after realizing that the ratings did not sufficiently discriminate between players from different league systems or different divisions. To resolve this, it was suggested to add a component in the rating of each player corresponding to the competition (league) in which their current team plays. Kharrat, Peña, and McHale (2018) considered three different multiple linear regression models, with independent variables very similar to those of Saebø and Hvattum (2019) , but with a slightly different way to adjust for league differences. The three models differ in terms of the dependent variable. The first model uses the goal differential, as in (Saebø and Hvattum, 2019 ). The second model uses the difference in scoring probabilities for shots during the segment (known as expected goals, xG) as in (Awad, 2010a) and (Macdonald et al., 2012) . The third model uses the change in expected points for the home team minus the expected points for the away team, with three points for a win, one point for a draw, and zero points for a loss. This has similarities to using the change in win percentages, as in (Deshpande and Jensen, 2016) and (Winston, 2009 ). Schultze and Wellbrock (2018) proposed a new plus-minus metric based on simple calculatio ns, instead of following the trend of relying on regression models. Their adjustment to the basic plus-minus aims to control for the importance of goals as well as the opponents' strength. The metric is calculated on a per-minute basis. If goals are scored in a given minute, the ratings of players on the pitch are adjusted by adding the goals scored minus the goals conceded multip lied by a factor indicating the importance of the goal. The factor is equal to 1 if the goal changes the outcome of the match, and a fraction of that if it only increases or decreases the winning margin. In addition, for every minute a player is appearing, his rating is adjusted by the difference in win probabilities for each team divided by the total number of minutes in the match. The win probability is calculated based on pre-match betting odds. This has the effect of reducing the ratings for players on good teams and increasing the ratings of players on bad teams, and makes it difficult to compare players from different teams. Sittl and Warnke (2016) and Warnke (2017) described a novel model for calculating plus-minus ratings. In a hierarchical fixed effects model, observations were created for each player for each match. The dependent variable is the goal difference from the perspective of the player when he is on the pitch. This goal difference is then assumed to be a linear function of a player fixed effect, a team fixed effect, a coach fixed effect, an opponent team fixed effect, and some time varying characteristics of the player/match combination. The time varying characteristics included league and season effects, the home field advantage effect, the age (and age squared) of the player, and the number of dismissals for each team. For some of these characteristics, interaction terms were also included. The model was estimated using weighted least squares dummy variable regression, with observations weighted based on the number of minutes played. Sittl and Warnke (2016) also considered models similar to (Saebø and Hvattum, 2015) , but concluded that it was valid to split team productivity into a team component (long-term effect), a coach component (medium-term effect), and player components (short-term effect).
Another novel model was proposed by Vilain and Kolkovsky (2016) . They formulate an ordered probit regression model and use penalized maximum likelihood estimation to derive player ratings. Each match is taken as two observations, one focusing on the home team and one on the away team, and the outcome is measured as the number of goals scored for the focal team. In ordered regression, the outcome is linked to independent variables through a latent continuo us variable. This latent variable is assumed to depend linearly on variables representing the offensive ratings of players on the focal team and the defensive ratings of players on the opposing team, as well as a variable representing the home field advantage. Hence, Vilain and Kolkovsky (2016) calculated both offensive and defensive ratings, but in such a way that defenders do not have an offensive rating, that forwards do not have a defensive rating, and that goalkeepers do not have any rating.
Matano, Richardson, Pospisil, Eubanks, and Qin (2018) considered a Bayesian framework for calculating adjusted plus-minus ratings. The model has independent variables only for representing the presence of players, and the observations are scaled based on their duration. However, instead of assuming that all player ratings should be shrunk towards zero, the prior for each player's rating is centered around a value based on a subjective score. The scores used are taken from a popular video game where each soccer player is given a rating. The authors show that the resulting ratings are better at predicting game results than the ratings from a basic multiple linear regression model estimated using ridge regression. In addition, both these versions of adjusted plus-minus ratings produce better game results predictions than just using the video game ratings.
Plus-minus for other sports
While plus-minus ratings have been in widespread use in ice hockey and basketball for some time, and while there is an increasing amount of relevant research being performed in the context of soccer, similar ideas are rare to find for other team sports. Volleyball is an exception, although only considered in a single study so far. Hass and Craig (2018) first described how to deal with the fact that a primary data collection tool failed to properly identify all the players on the court at all given times. After compensating for this, they tested seven different plus-minus variants. These included the basic plus-minus, basic plus-minus per 50 plays, two versions of adjusted plus-minus based on Bayesian logistic regression as by Gramacy et al. (2013) , and three versions of frequentist logistic regression. The frequentist regression models were estimated using ridge regression, lasso regression, and elastic net regression, respectively. The penalty terms of elastic net regression are given as a combination of the penalty terms of lasso regression and ridge regression. The observations corresponded to points scored. The study only calculated ratings for players on one team, but noted that the resulting ratings were found to be believable by the team's staff with few exceptions. Some additional details of the methods can be found in (Hass, 2017) .
The term "plus-minus" has also been used in other settings, but without qualifying for consideration in this survey. Guryashkin (2012) wrote an article about a plus-minus inspired metric for boxing. The metric is based on calculating the percentage of punches landed for each boxer, and then finding a plus-minus score by taking the difference in percentages between the two boxers. As boxing is an individual sport, this metric does not capture the essence of plusminus ratings, as defined in this survey. Similarly, some metrics proposed for American football have names that include "plus-minus", yet do not comply with the underlying philosophy of plus-minus ratings. One example is the "receiving plus-minus" from (Barnwell, 2009) , measuring the number of passes caught by a receiver compared to what the average receiver would catch under similar circumstances. A second example is the "passing plus-minus" from (Kacsmar, 2016) , measuring the number of passes completed by a quarterback compared to what an average quarterback would have completed given the same locations.
As there have been few contributions to plus-minus ratings in sports outside of basketball, ice hockey, and soccer, it may be useful to point out that these three main sports are quite differe nt in aspects of great importance when considering plus-minus ratings. Table 1 summarizes some key characteristics for different sports. For example, in basketball there are typically several scoring events for both teams per segment of a match. In ice hockey, scoring events are much rarer, on the order of 10 minutes between goals. As players typically spend only about 30-60 seconds on the ice before being substituted, this means that hockey consists mostly of segments with zero goals scored (Thomas et al., 2013) . For soccer, there are even fewer goals per match, but in addition there are only around six segments per match. The team structure also varies between sports. While basketball and volleyball have the same number of players on each team throughout each match, both ice hockey and soccer are influenced by player dismissals. In ice hockey these are temporary, but in soccer they last until the end of the match. For these latter sports, it is therefore necessary to take the manpower differential into consideration when estimating ratings. In soccer, attempts have been made to directly estimate the effect of missing players, while in ice hockey it has been more common to estimate separate ratings for short-hand and power play situations. In each sport, differe nt players may have different roles. This is particularly evident in ice hockey and soccer, where a single player is dedicated to defending the goal. Soccer is unique in that there is around twice as many players on each team as for the other sports.
Summary of literature
The initial research on plus-minus ratings was to a large degree published in channels without peer review, with many contributions simply being described in internet blog posts. Table 2 lists all the contributions that have not been subjected to peer review. This also includes PhD dissertations and Master theses, as well as some working papers that may be going through peer review as this text is being written. Table 3 lists the contributions to plus-minus ratings that have been published in peer-reviewed journals, books, and conference proceedings. Figure 1 shows how the number of contributions to plus-minus ratings per year has evolved in the last two decades. In particular from around 2010, the amount of work has increased, and many new ideas have been introduced in the short time since. The figure also shows that the number of contributions presented without peer-review is relatively stable, however, the nature of these may have changed slightly, with an increase in the number of theses and working papers to compensate for a decrease in the number of blog posts. In Figure 2 the contributions per year are broken down into different sports. It mainly illustra tes that most early work happened within basketball, quickly followed by work within ice hockey, whereas most contributions within soccer are more recent. The only other sport to have been considered is volleyball.
In total, 41 contributions related to plus-minus ratings were identified in this survey. Out of these, 20 were published after peer review. Table 4 shows the most important publicatio n channels where this work has been published. Two of the channels stand out, with the Journal of Quantitative Analysis in Sports containing seven papers, and the Proceedings of the MIT Sloan Sports Analytics Conference containing six papers. Although not evident from the discussion of the literature in the previous sections, it seems that the literature on plus-minus ratings is somewhat fragmented. That is, most papers on plus-minus ratings cite very few other papers with contributions to plus-minus ratings. Although 41 contributions were identified in Tables 2 and 3 , the average number of citations in those contributions to previous work on plus-minus ratings is only 3.8, and the median number of citations to other relevant work is 2. From this, one may be led to believe that most researchers working on plus-minus ratings are not well informed about previous contributions in the area, which makes this survey an important contribution in itself.
Knowing that this literature contains relatively few citations to other relevant contributions, there are still five papers that have received ten or more citations from later publications. These are listed in Table 5 , and may thus be said to constitute the most central work on plus-minus ratings. Two of them have indeed been pivotal for the development of advanced plus-minus ratings : Rosenbaum (2004) was the first to publicly discuss the use of multiple linear regression to calculate adjusted plus-minus ratings, whereas Sill (2010) was the first to introduce regularization techniques to stabilize ratings. 
Future work on plus-minus ratings
The initial research on plus-minus ratings relied on the use of multiple linear regression and ordinary least squares estimation. Starting with (Sill, 2010) it has become clear that better ratings can be found by either using a form of regularization or by using a Bayesian modelling technique. However, despite this important insight, there are still many open questions regarding how to best calculate plus-minus ratings. In the following, some of these open questions are discussed.
To compare different techniques for calculating plus-minus ratings, it is important to have a framework for evaluating the quality of the resulting ratings. This has rarely been problematized in the literature of plus-minus ratings. Franks, D'Amour, Cervone, and Bornn (2016) discussed how to compare different player metrics from a general perspective. They developed evaluatio n methods based on three criteria: 1) stability, 2) discrimination, and 3) independence. These relate to whether ratings are consistent over time, whether they are able to differentiate between players, and whether they can be shown to measure something that is not captured by other ratings. One of the metrics illustrated by Franks et al. (2016) is the basic plus-minus rating in ice hockey, which unsurprisingly is shown to score badly with respect to discrimination. The authors also mention a fourth criterion: relevance. It is suggested that this could be, for example, a description of the meaning and value of the metric, or a summary of the relationship between the metric and an outcome of interest, such as wins or revenue generated.
There is at this point no common method to measure the quality of different plusminus ratings. s most contributions have been made independently, many have resorted to compare their plusminus ratings with measures based on transfer fees, player salaries, player awards, or ratings by journalists. Others have used objective measures, such as the ability of ratings to predict future results or future goal differences. This may then allow comparisons with predictions from betting market odds, which forms a useful benchmark. Nevertheless, it remains an open question to determine the best way of measuring the quality of plus-minus ratings.
Given a suitable method to compare different plus-minus ratings, some more detailed questions arise. For example, what is the best choice of the dependent variable, what is the best choice of defining what an observation is, and how does the answer to these questions depend on the characteristics of the particular sport studied? For the choice of observation, past research has proposed to use segments of a match without substitutions or dismissals, goals, or shots. In the case of segment-based observations, the dependent variable has typically been either the change in score, the change in win probability, or the difference in accumulated quality of shots or chances produced. In the case of observations based on goals or shots, the dependent variable is naturally chosen to represent which team has produced the goal or shot.
Another important question when specifying a plus-minus model seems to be which independent variables to include. There seems to be some types of variables that are statistically significa nt but has little effect on the actual player ratings calculated. An example of this is the home field advantage variable for soccer, which is commonly found to be positive for the home team. However, since most players have a similar amount of appearances both away and at home, the effect tends to cancel out and ratings found without compensating for home advantage are equally good. Other variables may be expected to have a larger effect on the player ratings calculated, such as age variables for models with data spanning several seasons. A somewhat controversial choice is whether or not to include team effects, and if included, how to determine their effect on the player ratings. It is likely that novel types of independent variables may still be found and included in plus-minus models, both to improve the player ratings, but also to analyze the effects of the specific variables themselves.
Finally, an open question is to determine the limits of the capabilities of plus-minus ratings. Considering plus-minus ratings as top-down ratings, that only require relatively rudimentar y data from each match, it remains to see how well they compare to bottom-up ratings that exploit detailed event and tracking data from each match. Very few comparisons have been made between the two types of ratings yet, and it is unclear whether they end up measuring differe nt aspects of players, and as such may exhibit a certain degree of independence. That is, will bottom-up ratings dominate plus-minus ratings in the end, or do they have distinct uses? In the latter case, it may turn out that hybrid rating systems can exploit the advantages of both types of rating.
Concluding remarks
Objective player ratings have multiple areas of use, ranging from entertainment purposes to being used as decision making support in high-stakes player transfers. Plus-minus ratings are based on the idea that the performance of a team can be distributed onto individual players, without knowledge of the exact player actions taking place within matches. The basic form of plus-minus ratings are known to have several deficiencies, but an increasing amount of research has lately provided insights into how particular types of regression models and estimatio n techniques can be used to overcome some of these inadequacies. Research into improved player rating models, and plus-minus ratings in particular, appears to be increasing.
This paper has presented 41 contributions to plus-minus ratings, out of which 20 are peerreviewed publications. These have discussed plus-minus ratings for individual players in ice hockey (15 contributions), basketball (14 contributions), soccer (10 contributions), and volleyball (2 contributions). Key papers were identified as (Rosenbaum, 2004) , first describing the use of regression to find plus-minus rating, (Sill, 2010) , first using regularization when estimating ratings from a regression model, and the work of Macdonald (2011a Macdonald ( , 2012a who popularized the use of adjusted plus-minus ratings in ice hockey.
The literature review highlights that many contributions to plus-minus ratings are made independently, or at least without explicit references to much of the existing work: a typical contribution to plus-minus only cites two other contributions to plus-minus ratings. However, there is no need to reinvent plus-minus ratings separately for each sport, or several times for the same sport: certain key properties of the ratings can be understood by examining existing literature, and there are plenty of open research questions that deserve attention.
