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Abstract 
 
Texture information in the iris image is not uniform in 
discriminatory information content for biometric identity 
verification. The bits in an iris code obtained from the 
image differ in their consistency from one sample to 
another for the same identity. In this work, errors in bit 
strings are systematically analysed in order to investigate 
the effect of light-induced and drug-induced pupil dilation 
and constriction on the consistency of iris texture 
information. The statistics of bit errors are computed for 
client and impostor distributions as functions of radius and 
angle. Under normal conditions, a V-shaped radial trend of 
decreasing bit errors towards the central region of the iris 
is obtained for client matching, and it is observed that the 
distribution of errors as a function of angle is uniform. 
When iris images are affected by pupil dilation or 
constriction the radial distribution of bit errors is altered. 
A decreasing trend from the pupil outwards is observed for 
constriction, whereas a more uniform trend is observed for 
dilation. The main increase in bit errors occurs closer to 
the pupil in both cases. 
 
1. Introduction 
The human iris contains rich texture information 
determined by distinctive features such as furrows, crypts, 
and ridges. The randomness in the texture content, together 
with its uniqueness and stability make it possible to use the 
iris pattern as a highly reliable method for recognition of 
individuals [1]. However, texture information within the 
iris is not equally consistent. 
Different approaches have been considered in the 
literature to identify the location of the most discriminatory 
information of the iris. An early approach proposed by 
Pereira and Veiga [2] analysed all possible combinations of 
five out of ten concentric rings of the iris region to improve 
the performance of an iris recognition system. To complete 
their analysis [3], they divided the iris into a greater number 
of concentric bands and used a genetic algorithm to 
determine the most distinctive ones. Hollingsworth et al. [4] 
demonstrated the existence of fragile or inconsistent bits, 
which are defined as bits that have a substantial probability 
of changing from a 0 to a 1 or vice versa in images of the 
same iris. The percentage of images in which fragile bits 
change is the consistency threshold. Authors also found that 
certain bits are consistent even across out-of-focus and 
noisy images. This information has been exploited in 
systems by masking the fragile bits before the comparison 
stage in order to increase the identification accuracy. In their 
work, Rathgeb et al. [5] computed a reliability mask in 
which the reliability at each bit position was defined as the 
difference between the estimated probabilities of intra-class 
and inter-class error occurrence. Broussard et al. [6] and 
Hilal et al. [7] calculated the identification accuracy 
achieved by different iris regions in order to investigate 
their contribution to the match decision.  
Results reported in all previous approaches seem to 
indicate that texture information located in the middle 
region of the iris code is more consistent, and the maximum 
consistency is reached closer to the pupillary boundary than 
to the limbus. More specifically, if rings are numbered from 
the pupillary boundary out to the limbus as 1 to 10, the best 
decidability values were found in [2] when using rings 2, 3, 
4, 5 and 7. Using a consistency threshold of 40% for the 
fragile bits, best results were obtained in [4] for rings 5 to 
12 out of twenty (or 2 to 6 out of ten approximately). In [6], 
rings 4 to 8 out of ten were reported to be the most 
consistent, whereas in [7], rings 2 and 3 out of ten 
performed the best, followed by rings 1, 4 and 5. As 
observed, some differences exist in those rings near the 
pupillary boundary. The authors themselves hypothesize 
about the potential effect of segmentation and 
normalization in their results, and such hypothesis is 
confirmed in [7] by comparing the results obtained for 
different segmentation and normalization methods. 
In [4] and [6], the authors hypothesize about the effect of 
pupil dilation on the consistency of the inner regions of the 
iris, but no experiments are presented to test this 
hypothesis. In this work, the effect of pupil dilation and 
constriction on information consistency within the iris is 
analysed experimentally in detail. Both light-induced and 
drug-induced pupil dilation and constriction are considered 
and compared. 
The problem of iris deformation and the effect of 
changes in pupil size on iris recognition have become 
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active research topics in recent years. Some authors have 
focused their attention on mathematically modelling the 
effects of iris deformation and pupil dilation. Clark et al. [8] 
propose a biomechanical model to explore the nonlinear 
dynamics of iris deformation. In [9], Wei et al. present a 
deformation correction method which uses a Gaussian 
function to model the deviation from the linear stretch. 
Thornton et al. [10] use the maximum a posteriori 
probability (MAP) estimate of the parameters of the 
deformation to define a distortion-tolerant similarity 
metric. Other authors have focused on experimentally 
demonstrating how changes in pupil size affect iris 
recognition performance [11]-[13]. Two of these [12], [13] 
discuss drug-induced pupil dilation. In order to determine 
how changes in pupil size affect performance, 
identification accuracies are compared in approaches 
[11]-[13] for different degrees of dilation at enrolment and 
at recognition. According to the results, when the degree of 
dilation at enrolment is similar to the degree of dilation at 
recognition, the best performance is obtained for highly 
constricted pupils, whereas the worst performance is 
obtained for highly dilated pupils. If the degree of dilation 
is quite different at enrolment and recognition, performance 
is severely affected regardless of the fact that the pupil is 
dilated or constricted. This research work is not aimed at 
determining how pupil dilation and constriction affect 
identification accuracy, but at investigating their effect on 
the iris code consistency by analysing which regions of the 
iris are more affected by such degradations, and 
quantifying how affected they are using the number of bit 
errors in the iris code. In order to do this, bit errors are first 
calculated for a reference database captured under normal 
conditions, with normal pupil sizes. Images affected by 
light-induced and drug-induced pupil dilation and 
constriction are then compared with such reference images.  
In this paper, a thorough bit error analysis in different iris 
regions (rings and sectors) is carried out in order to 
investigate the effect of light and drug induced pupil dilation 
and constriction on the consistency of texture information 
within the iris. Bit error in this context is defined as the 
number of iris code bits that ‘flip’ from 1 to 0 or vice versa 
as a fraction of the total number of bits in the selected 
region for analysis. The details of the proposed error 
analysis are introduced in Section 2. Section 3 describes the 
methodology used to calculate the bit error distribution and 
the results. Conclusions are summarized in Section 4.  
2. Distribution of bit errors within the iris 
Different criteria can be used to identify the location of 
the most discriminatory information of the iris. Fragile bits 
[4], probabilities of intra-class and inter-class error 
occurrence [5], identification accuracy [6], [7] or decidability 
[7] are some of these criteria. In order to better understand 
the effect of medium and severe pupil dilation and 
constriction on the iris texture consistency, a criterion 
which is closely related to the texture-level is desirable. The 
mean normalized number of bit errors between iris codes is 
the criterion selected for this article.   
Any biometric system, regardless of the particular 
biometric trait, is basically composed of four different 
stages: data acquisition, pre-processing, feature extraction, 
and comparison. Different iris algorithms can be used to 
implement the different stages. The bit error analysis 
presented in this research is carried out after the feature 
extraction stage, and the binary iris codes and iris masks 
required to compute the bit errors are obtained from an 
in-house algorithm, which is described in detail in Section 
3.1. It is important to note that when comparing two iris 
codes, iris alignment is a key issue. In this case, each code 
is cyclically shifted across a range of positions to simulate 
different rotations of the eye. The final match score is the 
lowest dissimilarity score across all shifted comparisons.     
 The normalized bit error between two iris codes {C1, C2} 
whose mask bit vectors are denoted {M1 , M2} is defined as 
the number of bits that differ between the unmasked 
portions of the iris codes as a fraction of the total number of 
bits that are compared. This dissimilarity metric is also 
known as normalized or fractional Hamming distance. The 
normalized bit error is calculated as: 
 
ε ൌ |ሺ࡯ଵ ⊕ ࡯ଶሻ  ·  ሺࡹଵ ·  ࡹଶሻ||ࡹଵ ·  ࡹଶ|  (1)
 
where ⊕ and · are the bitwise-XOR and the bitwise-AND 
operation respectively, and | | represents the L1 norm. 
To better characterize the distribution of the bit errors 
within the iris, the value of ε is computed for different iris 
parts defined based on the iris radius and the angle as 
shown in Figure 1. The iris code associated with each iris 
part is a fraction of the complete iris code, properly selected 
by masking. In the case of the radius, R different concentric 
rings of size (Riris-Rpupil)/R are considered, where Riris and 
Rpupil are the radius of the iris and the pupil respectively. In 
the case of the angle, S sectors are considered. From here 
on, the subscripts r and θ  are used to differentiate between 
radial parts or rings, and angular parts or sectors. In each 
case, a superscript will be used to denote the specific ring 
ሺ݅ ൌ 1, … , ܴሻ and sector ሺ݆ ൌ 1, … , ܵሻ, numbered as shown in 
Figure 1.  Considering the iris partitioning, ߝ௥௜  denotes the 
normalized number of bit errors in ring i, and ߝఏ௝  denotes the 
normalized number of bit errors in sector j. Since datasets 
differ in the number of identities or users and the number of 
iris samples for each, the previously defined normalized 
number of bit errors per ring and sector are averaged for the 
number of comparisons of any given database. The mean 
normalized bit error per ring and sector denoted ߝҧݎ݅  and ߝ ҧఏ௝  
respectively, will be used in the next section to analyse the 
effect of pupil dilation and constriction on the consistency 
of iris texture. 
  
(a)  
Figure 1: Iris partitioning. (a) Radial iris part
pupillary boundary to iris boundary or lim
partitioning: S sectors starting from right iri
 
3. Experimental validation 
3.1. Iris recognition base algorithm
The implemented iris recognition 
based on Daugman’s approach [14]. In
stage, the black hole search method [
locate the pupil (course search). A sim
Daugman’s integro-differential operato
search) to define the contours. In order
the non-biometric information from t
eyelashes, and reflections), a combinati
detection algorithm [16] and Deriche et 
used. In the feature extraction stage, co
Gabor filters is used to extract the
normalized iris image. Taking into a
reported by Zheng and Su in [18], only 
scale are used. Filtering is performe
normalized image is divided into 12 rin
per ring) and only the usable iris are
normalization. Binary coding of the co
after filtering and template matching, b
distance, are carried out as proposed 
barrel-shifting to correct iris rotation. 
bits iris code is obtained. Using an in
composed of 354 images captured unde
from 118 different iris classes, the Equa
value obtained is 0.87%, close to oth
results [1].       
3.2. Databases 
 Three different in-house databases a
the experiments in this paper: a referenc
under normal conditions, and two dat
irises affected by medium and severe
constriction. Controlling the lightin
instilling a mydriatic/miotic agent in th
to the participants were the two method
the desired effect. The two options we
the purpose of analysing the di
light-induced and drug-induced dilatio
r1 
r2 
rR 
. . . 
θS/2 
θS/2+1 
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(b) 
itioning: R rings from 
bus. (b) Angular iris 
s cone. 
  
base algorithm is 
 the pre-processing 
15] is first used to 
plified version of 
r is then used (fine 
 to detect and mask 
he image (eyelids, 
on of Canny´s edge 
al. algorithm [17] is 
nvolution with 2-D 
 texture from the 
ccount the results 
one orientation and 
d by sectors (the 
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efficients obtained 
ased on Hamming 
by Daugman after 
As a result, a 3072 
-house iris dataset 
r normal conditions 
l Error Rate (EER) 
er state of the art 
re used to perform 
e database obtained 
abases made up of 
 pupil dilation and 
g conditions and 
e form of eye drops 
s selected to obtain 
re considered with 
fferences between 
n and constriction. 
In the case of the eye drops inst
was assisted by an optometrist. S
debriefed and signed a consent
different degrees of pupil dilatio
between the pupil radius and t
Table I). This pupil-to-iris ratio 
used for the data collection is 
auto-focus camera which wo
wavelength. All images were a
640x480 pixels.  
 The reference database includ
captured under normal condition
59 different participants, who p
eye. The total number of iris cla
database contains 434 iris imag
severe pupil dilation. Some of t
were obtained by turning the 
infrared LEDs used by the IG-A
were enough to take high-qualit
of ambient light and did not 
which is caused by the visible li
time frame after the instillation
tropicamide in this case) can also
dilated images. Severe dilation 
achieved in the late stages af
mydriatic agent. The last data
affected by medium and severe 
pupil constriction was achieved
source directly at the participa
early stages after the instillatio
form of eye drops (2% pilocar
pupil constriction or miosis cou
late stages after the instillation o
 The bit error analysis carried 
providing insight about bit error
changes in the iris texture, and s
errors introduced owing to s
eliminate this problem, images 
automatically segmented and th
selection process to retain onl
segmented (verified by visual 
non-biometric information was
removed (eyelids, eyelashes, l
reflections, etc.), some minor i
avoided. Information about the 
found in Table I. Sample images
 
         (a.1)  (b.1) 
Figure 2:  Sample images with deta
pupil dilation (b) Drug-induced sev
θ1 
θ2 
illation, the data collection 
ubjects were appropriately 
 form. In order to discern 
n and constriction, the ratio 
he iris radius is used (see 
is denoted as ρ. The sensor 
the IG-AD100, a dual eye 
rks in the near infrared 
cquired at a resolution of 
es a total of 354 iris images 
s. Images were taken from 
rovided 3 images for each 
sses is thus 118. The second 
es affected by medium and 
he medium dilated images 
ambient lighting off. The 
D100 to illuminate the iris 
y iris images in the absence 
modify the pupil dilation, 
ght. Images taken in a short 
 of a mydriatic agent (1% 
 be categorized as medium 
or mydriasis could only be 
ter the instillation of the 
base includes 366 images 
pupil constriction. Medium 
 by pointing a visible light 
nt’s eyes, and also in the 
n of a miotic agent in the 
pine in this case). Severe 
ld only be achieved in the 
f the miotic agent. 
out in this paper is aimed at 
s that are directly related to 
hould not be influenced by 
egmentation. In order to 
from all the databases are 
en subjected to a manual 
y those that are correctly 
inspection). Although all 
 meant to be completely 
ighting artefacts, specular 
mperfections could not be 
resulting databases can be 
 are shown in Figure 2. 
      (a.2) (b.2) 
 
ils.  (a)  Drug-induced severe
ere pupil constriction. 
Table I. Databases informa
Conditions Stage 
Ratio  
(ρ = Rpupil/Riri
 Dilation  
No light  Medium  0.515 ≤ ρ < 0.6
 Drops  
 Medium  0.515 ≤ ρ < 0.6
 Severe 
 ρ ≥ 0.625 
Constriction 
 Light  Medium  0.235 < ρ ≤ 0.2
 Drops 
 Medium  0.235 < ρ ≤ 0.2
 Severe 
 ρ ≤ 0.235 
Normal conditions (reference) 0.265 < ρ < 0.5
3.3. Reference distribution of bit e
 Using (1) it is possible to calculate th
number of bit errors between iris cod
parts for any given database and algor
the mean normalized bit error is com
parts or rings (ߝҧ௥௜ , ݅ ൌ 1, … ,12) and 12 ang
(ߝҧఏ௝ , ݆ ൌ 1, … ,12), as defined in Figure 1.
of the whole iris has 3072 bits, the iris 
parts (rings and sectors) has 256 bits. Th
bit error obtained for the optimally se
subset using the base iris recognition al
Figure 3 for the client and impostor 
result will be the reference for the rest o
 
 
    (a)  
Figure 3:  Mean normalized bit error as a fun
and (b) angle for client and impostor di
optimally segmented reference subset. 
 
 According to Figure 3, the distrib
obtained from impostor compariso
considered uniform and almost equa
partitions or rings, as well as angular p
This result is consistent with the fact t
from different identities, they are 
statistically independent iris codes [19]
iris code is equally likely to be a 1 o
fraction of agreeing bits between tw
codes is 0.5. It has been verified that th
obtained for impostor comparisons in
dilation and constriction. Since no us
obtained for impostors, only results o
comparisons will be considered from he
 For client comparisons (blue), rings
and those closer to the limbus are af
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tion.  
s) 
  Total 
 images 
 Optimal 
   images 
25 74 41 
25 153 55 
207 88 
65 144 58 
65 117 59 
105 43 
15 354 104 
rrors 
e mean normalized 
es of different iris 
ithm. In this paper, 
puted for 12 radial 
ular parts or sectors    
 Since the iris code 
code of each of the 
e mean normalized 
gmented reference 
gorithm is shown in 
distributions. This 
f the paper.  
   (b) 
ction of the (a) radius 
stributions using the 
ution of bit errors 
ns (red) can be 
l to 0.5 for radial 
artitions or sectors. 
hat if two irises are 
expected to have 
. Since any bit in an 
r a 0, the expected 
o independent iris 
e same behaviour is 
 the case of pupil 
eful information is 
btained from client 
re on.  
 closer to the pupil 
fected more by bit 
errors than the ones in the midd
with those obtained by other au
1. Since all but some minor 
eliminated to obtain this res
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differences near the boundaries
the iris tissue. Statistical sig
performed to validate this resul
partitioning, the mean norma
uniform, and the average eq
slightly over the mean (0.97%
observed on the upper part of th
occlusions due to the upper 
common. The lowest number of
mean on average) can be observ
iris. These small fluctuations ar
imperfections residual after m
free from segmentation errors. 
 In order to validate the p
statistical confidence, repeated r
validation is used. Half of th
optimally segmented referen
selected and 100 such Monte
compute statistics. Results are s
standard deviation for each rin
error bar above and below the
that the maximum standard de
radial partitioning occurs for th
the limbus) and is equal to 1.5
standard deviation is 0.88%. 
partitioning, a maximum standar
for angles around 90° (third se
from the mean value for the 
equals 0.91%. 
 
 
      (a)  
Figure 4: Mean normalized bit error
and (b) angle for client compa
segmented reference subset. Error b
 
 The V-shaped trend for radia
to be statistically significant, 
uniform error distribution for an
not statistically significant. Cons
study, statistical significance tes
these results. First of all, a Lilli
test the null hypothesis that bit
le. This result is consistent 
thors mentioned in Section 
segmentation errors were 
ult, the reason for such 
ttributed to the texture 
, caused by differences in 
nificance tests are later 
t. With reference to sector 
lized bit error is almost 
uals 0.24 (24%). Values 
 over on average) can be 
e iris (θ = [0°, 180°]), where 
eyelid and eyelashes are 
 bit errors (1.3% under the 
ed on the lower part of the 
e mainly due to the minor 
anual selection of images 
revious result and obtain 
andom sub-sampling based 
e iris samples from the 
ce subset are randomly 
 Carlo trials are used to 
hown in Figure 4 with the 
g/sector represented as an 
 mean value. Results show 
viation when considering 
e outer ring (the nearest to 
%.The mean value for the 
In the case of angular 
d deviation of 1.1% occurs 
ctor). This value is not far 
standard deviation, which 
   (b) 
 as a function of the (a) radius 
risons using the optimally 
ars are one standard deviation. 
l partitions or rings appears 
and any deviation from a 
gular partitions or sectors is 
idering its relevance in this 
ting will be used to validate 
efors test [20] is applied to 
 errors from each ring and 
sector come from a normally distribut
normality of the bit error data of each
(mean p-value equals 0.3405), whereas 
bit error data of each sector is rejected
data in each ring is normally distributed
performed for all rings. According to t
the bit error values lie within the 3
represented in Figure 5 (a). Results show
trend initially assumed can be accepted 
any curve to fit the bit error data withi
bars will exhibit a lower number of bit 
region of the iris, and a higher number
the pupil and the limbus. Since bit erro
normal distribution in the case of sec
way to test statistical significance ha
Based on the 100 Monte Carlo trials p
bars that enclose 90% of the bit erro
calculated and are shown in Figure 5 (b
results, a null hypothesis that the bit e
distributed as a function of the angle c
because it is possible for such a curve to
bars. However there is some fluctu
degrees which can be significant at
confidence. This may be arising 
imperfections that remain in the trimm
segmentation errors. 
 
      (a)  
Figure 5: Statistical significance testing of 
of bit errors. (a) 3-sigma test performed fo
confidence test performed for each sector.   
3.4. Effect of pupil dilation and co
A. Effect of pupil dilation  
 To analyse the effect of pupil dilatio
information, the mean normalized bit er
function of the iris radius and angle. Fo
the difference between the bit 
corresponding to the three cases un
drug-induced dilation, medium drug-in
medium light-induced dilation) is show
In agreement with previously reporte
in Figure 6 clearly show that signifi
considerably increase the number of bit
dilation reduces the amount of iris area 
information (fewer pixels) to characteri
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ed population. The 
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the normality of the 
. Since the bit error 
, the 3-sigma test is 
his test, 99.73% of 
-sigma error bars 
 that the V-shaped 
as significant, since 
n the 3-sigma error 
errors in the middle 
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r data does not fit a 
tors, an alternative 
s been considered. 
erformed, the error 
r values have been 
). According to the 
rrors are uniformly 
annot be ruled out 
 be within the error 
ation around 120 
 a lower level of 
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(b) 
reference distribution 
r each ring. (b) 90% 
nstriction 
n on the iris texture 
ror is computed as a 
r analysis purposes, 
error distributions 
der study (severe 
duced dilation, and 
n in Figure 6.  
d results, the graphs 
cant pupil dilation 
 errors. Since pupil 
visible, there is less 
ze the texture of the 
iris. This increases the number o
light-induced (cyan) and dru
dilation within the same range o
observed that more bit errors
average, a 3.5% bit error incre
radial and angular cases f
compared to light-induced dil
explained by the fact that mydria
the iris muscles, so their effect 
severe than the effect provoked 
 
 
         (a)  
Figure 6: Difference between me
function of the (a) radius and (b) 
comparisons using the optimally
reference and dilation-related datas
 
 In order to gauge statistical 
result, repeated random sub-sa
used. Repeating the same steps 
the reference bit error distributi
are used with 50:50 split of the i
when comparing medium lig
drug-induced pupil dilation can
error bars showing the one stand
 
 
      (a)  
Figure 7: Difference between me
function of the (a) radius and (b) 
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medium light-induced and medium
subsets. Standard deviation is show
 
According to the results, erro
case of radial partitions or rings
light-induced and drug-induced 
considered statistically signif
deviation confidence level. The 
pupil show a bigger difference 
the mydriatic agent instilled to 
f bit errors. By comparing 
g-induced (green) pupil 
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   (b) 
an normalized bit error as a 
angle, calculated from client 
 segmented images of the 
ets. 
confidence of the previous 
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Figure 8 shows the bit error distrib
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standard deviation intervals. The r
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Light-induced and drug-induced med
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     (a.1) Severe dilation. Radial  (a.2) M
 
     (b.1) Severe dilation. Angular     (b.2) M 
Figure 8: Mean normalized bit error as a fun
(a.1) severe and (a.2) medium dilation, and
error as a function of the angle for (b.1) sev
dilation. Data obtained from client compar
segmented subsets. Standard deviation is 
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According to Figure 8 (a.1), the V-sh
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dilation. The distribution of bit errors fo
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         (a)  
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