We present an interpretable companion model for any pre-trained black-box classifiers. The idea is that for any input, a user can decide to either receive a prediction from the black-box model, with high accuracy but no explanations, or employ a companion rule to obtain an interpretable prediction with slightly lower accuracy. The companion model is trained from data and the predictions of the black-box model, with the objective combining area under the transparencyaccuracy curve and model complexity. Our model provides flexible choices for practitioners who face the dilemma of choosing between always using interpretable models and always using black-box models for a predictive task, so users can, for any given input, take a step back to resort to an interpretable prediction if they find the predictive performance satisfying, or stick to the black-box model if the rules are unsatisfying. To show the value of companion models, we design a human evaluation on more than a hundred people to investigate the tolerable accuracy loss to gain interpretability for humans.
Introduction
The growing real-world needs for model understandability have triggered unprecedented advancement in the research in interpretable machine learning. Various forms of interpretable models have been created * danqing pan@ar.sanken.osaka-u.ac.jp † tong-wang@uiowa.edu ‡ satohara@ar.sanken.osaka-u.ac.jp to compete with black-box models. Given a predictive task, users need to choose between a blackbox model with high accuracy but no interpretability and an interpretable model with compromised performance. However, in many practices, the end-users, instead of the model designers, need to have the flexibility of choosing between whether they need an interpretable prediction with the slightly compromised predictive performance or a non-interpretable prediction but higher task performance, based on the input case they have.
We design a new mechanism of making a prediction in this paper. For any input, we provide users two options, to use a black-box model with high accuracy or to use a companion rule, which offers understandable prediction but with slightly lower accuracy. It is up to the user which type of prediction s/he prefers for any input. The rules are embedded in an "if-else" logic structure with decreasing accuracy. Therefore, if a user goes deeper into the list, more companion rules will be activated to cover more instances, gaining higher model transparency, but more considerable performance loss is incurred.
Our model is different from the current mainstream works in interpretable machine learning that focus on stand-alone interpretable models such as rule-based models [1] and linear models [2] , or develops external black-box explanation methods [3, 4] to provide posthoc analysis. The former models may suffer from possible loss in accuracy since, aside from optimizing predictive performance, they also need to optimize model interpretability in parallel, which often conflicts with model fitness to the data. The latter type of methods, on the other hand, undergo heated debate on whether they consistently and truthfully reflect the underlying synergies between features inside a black-box [5] .
Our model, Companion Rule List (CRL), takes a different route to avoid the possible weaknesses in the approaches above. Motivated by recent works on combining multiple models [6, 7] , we pair a rule list with a pre-trained black-box model. Unlike previous hybrid models that create a fixed partition of the data space such that it is pre-determined which inputs will be processed by which model, we provide more flexibility to users by allowing users to switch between rules and the black-box, based on their task-specific and user-specific requirement for interpretability and accuracy. Figure 1 shows an example of CRL for evaluating customer credit. In CRL, we assume a blackbox model with superior predictive performance is already obtained. CRL is designed to bring transparency into the decision making process as well as providing the freedom of selecting the rule-based and the black-box predictions. In the figure, decision makers face four scenarios: i) using a completely black-box model; ii) adopting one rule that can explain 40% of the inputs but with losing accuracy for 0.2% and forwarding the rest 60% to the black-box; iii) adopting two rules that can explain 70% of the inputs but with losing accuracy for 0.3% and forwarding the rest 30% to the black-box; iv) adopting a completely transparent rule list but with losing accuracy for 2.8%. The final choice is made upon the users' preference on the trade-off between the transparency and the accuracy loss. For example, one may prefer adopting the scenario iii) as a compromising solution to the trade-off.
Note that, the goal of CRL is not to train a standalone accurate rule list, but to train a rule list with a productive collaboration with the black-box model such that they achieve an efficient trade-off between interpretability and predictive performance. To train CRL with a superior trade-off, we propose a novel training algorithm that can take the knowledge of the black-box model into account. Specifically, our algorithm is based on the area under the trade-off curve as the training objective function.
In the experiments, we demonstrate that the knowledge of the black-box partner during the training stage obtains a better performance for CRL, compared with other rule lists, such as CORELS [8] and SBRL [9] that are trained independently without knowledge of their black-box partner and paired with a black-box afterward.
To investigate whether users are willing to use companion rules instead of a black-box model despite possible performance loss, we conduct a carefully designed human evaluation on 154 participants with various background to study the conditions when a user would switch to a companion rule, specifically, how much accuracy a user is willing to give up in exchange for interpretability.
Preliminaries
Notation For any statement a, we denote the indicator function by 1(a) where 1(a) = 1 if the statement a is true, and 1(a) = 0 otherwise.
Rule List
Let (x, y) ∈ X ×{0, 1} be an observation consisting of an input feature vector x in a certain domain X and the output class label y. The rule list describes its prediction process in a "if-else-" format. Let the decision function d be a map from X to the Boolean domain, i.e. d : X → {True, False}. We refer to the pair of a decision function d and an output z ∈ {0, 1} as a rule r := (d, z). Here, we read the rule r as "if d(x) = True for an input x, then the output y = z". d(x) = True means x satisfies the conditions in the rule. The rule list of length M consists of the sequence of M rules R := (r m = (d m , z m )) M m=1 . The rule list returns the predictionŷ based on the following format.
We denote the prediction of the rule list byŷ = R M (x; R). We also define the cover of the rule list as follows.
iii) iv) Figure 1 : An example of evaluating customer credit with CRL. The users have four choices, i), ii), iii), and iv), for balancing the rule-based and the black-box predictions.
Definition 1 (Cover). We say that the m-th rule r m = (d m , z m ) covers the input x if d m (x) = True and d k (x) = False for any of the previous rule r k = (d k , z k ) with k < m. For the rule r m and the input x, we define covers(r m , x) by
Note that covers(r m , x) = 1 if the input x is covered by r m , and covers(r m , x) = 0 otherwise. Thus, each input x is assigned to the first rule it satisfies.
Related Work
We elaborate distinctions from current interpretable machine learning researches and discuss the similarity with techniques we inherit from existing works.
Distinction from Black-box Explainers CRL is not a black-box explainer. The rules are not designed to explain or approximate black-boxes like the rule-based explainers do [10, 11] . CRL is constructed to compete with and locally replace a black-box with competitive performance. We emphasize this distinction because black-box explainers serve the purpose of providing post-hoc analysis and approximations to the decision maker, which may not represent the true interactions of features inside the black-box [5, 12] .
CRL, on the other hand, is the decision maker itself, and thus it truly represents how the decision is made.
Rule-Based Models Our CRL consists of decision rules. Rules are a well-adopted form of interpretable models for their language-like presentation and simple logic. Many state-of-the-art interpretable models are rule sets [1, 13, 14, 15] or rule lists [8, 9, 16] constructed via various learning algorithms like simulated annealing [17] . The idea is to propose a new model by making small changes to the current model and accept it a with decreasing probability until the maximum iterations are met or the solution converges. We design our training algorithm builds upon the prior wisdom from the works above and incorporate new strategies exploiting the unique structure of CRL.
Hybrid Models CRL is one type of companion models. Wang et al. [7] proposed to divide feature spaces into regions with sparse oblique trees and then assign black-box local experts to each region. Nan and Saligrama [18] designed a low-cost adaptive system by training a gating and prediction model that limits the utilization of a high-cost model to hard input instances and gates easy-to-handle input instances to a low-cost model. The work closest to ours is hybrid models [6, 19] that partition the feature space into transparency areas that are covered by rules and black-box area where rules fail to char-acterize. Compared with our CRL, the models mentioned above create a fixed partition when the model is built. Thus it is determined at the training stage, by the model designer, which predictions will be processed by which model, and what level of transparency will be provided. CRL, on the other hand, leaves this decision to the end-user of the model, who may switch to different transparency and accuracy pairs for different inputs, accounting for various taskspecific complications. Such flexibility is very critical and practical in domains where the final decision maker is human.
Companion Rule List
We propose Companion Rule List (CRL) as a collaboration framework for the interpretable and the black-box models. The advantage of our CRL lies in its flexibility that the users can choose which model to adopt for any inputs.
The Proposed Framework
Let f b be a pre-obtained black-box model, such as the ensemble models or deep neural networks, that have superior predictive performance. CRL is a collaboration framework for the rule list and the black-box model. CRL is expressed in the following form.
Note that CRL is flexible by its design. For any input x, if x is covered by the m-th rule as d m (x) = True, the users have a choice of adopting the output y = z m from the rule list or the outputŷ = f b (x) from the black-box model.
As we pointed out in Section 2, the hybrid rule set (HRS) [6, 19] also provides a framework for the collaboration of the interpretable and the black-box models. Despite the similarity, we would like to emphasize that HRS is not flexible. The rule set in the HRS covers a pre-determined fraction of the inputs.
The end-users cannot choose between rules and the black-box model based on their own needs.
A Naive Implementation
A straightforward way to implement a companion model is to combine an independently trained rule list with the black-box model. For example, one can train a rule list by using CORELS [8] and SBRL [9] . Then, simply combining the trained rule list with the blackbox model yields a companion model. This approach is straightforward, but the result can be suboptimal, as will be demonstrated by experiments. This is because the collaboration with the black-box model is not taken into account when training the rule list.
The Learning Framework for CRL
We discuss how we will construct a CRL to better collaborate with a black-box. To do that, we propose a novel objective function so that the interpretable and the black-box models collaborate more effectively than the naive implementation.
In what follows, we assume that an observation (x, y) ∈ X × {0, 1} is sampled independently from an underlying distribution p. We also denote a set of independent observations (x, y) from p as the data set D, and denote its size by |D|.
Area Under the Transparency-Accuracy Trade-off Curve (AU-TAC)
We propose the area under the transparency-accuracy trade-off curve (AUTAC) as a metric for general companion models.
Recall that we expect a companion model to be flexible so that the users can freely switch between the interpretable and the black-box models. Suppose that a user is willing to use the interpretable model for 100t% of the observations (with 0 ≤ t ≤ 1), and the black-box model for the remaining observations. Here, we refer to t as transparency of the companion model, which is a fraction of observations explained by the interpretable model. Note that a user preferring small t favors the black-box model because of its higher accuracy, while a user preferring large t favors the interpretable model. The difficulty here is that such a user's preference on t is unknown in practice. To bypass this difficulty, we adopt the following principle.
Maximum Accuracy Principle For any transparency t, a user prefers high accuracy.
From this principle, an ideal companion model is one that maximizes the accuracy for all transparency t. To this end, we propose the area under the transparency-accuracy trade-off curve (AU-TAC) as the goodness measure of a companion model. Formally, let c t be a companion model whose transparency is t, and let A(c t ) := E (x,y)∼p [1(y = c t (x)] be an accuracy of c t . We can then draw a curve (t, A(c t )) representing the transparencyaccuracy trade-off. The area under the curve, or AU-TAC, is then defined by
(2)
AUTAC of CRL
We first define some important notions, and then derive AUTAC of CRL. Note that we generate rule lists with decreasing accuracy of rules. Thus, the maximum accuracy principle above implies that the users always adopt the first m consecutive rules in CRL as the interpretable model, where m can vary depending on their preferences on t.
Definition 2 (Transparency of Rule List). For a rule list R M (R) with a sequence of rules R = (r m = (d m , z m )) M m=1 , the transparency of the first m rules is the probability of observations covered by these rules, defined by
.
Note that T m takes a value between zero and one. The value one indicates that all observations can be explained by the first m rules, and thus its decision process is completely transparent. The value zero indicates that none of the observations are covered by the first m rules.
Definition 3 (Stochastic CRL). Let m t := max Tm≤t m be the maximum number of rules whose transparency is at most t. We define a Stochastic CRL with a transparency t by
In Stochastic CRL, the users stochastically determine which model to adopt based on the transparency t and the random variable ε. Note that, the expected transparency of the Stochastic CRL with respect to ε can be easily verified as
Defining AUTAC for CRL We define the AU-TAC of CRL by adopting Stochastic CRL as the companion model c t . Here, we use Stochastic CRL because its expected transparency t is continuous and the integral (2) is well-defined, while the transparency of the original CRL is defined only on discrete points T 1 , T 2 , . . . , T M . Let the accuracy of the Stochastic CRL be A m := E ε [A(c Tm )]. We can then draw the transparency-accuracy trade-off curve as shown in Figure 2 . Moreover, it is clear from the figure that AUTAC can be computed as follows.
Proposition 4 (AUTAC of Stochastic CRL). The AUTAC (2) with Stochastic CRL as c t is given by
Here, we expressed the dependency of AUTAC to the sequence of the rules R and its length M , explicitly.
Learning Objective
We propose to train CRL so that the AUTAC is maximized. As a training objective, we use the following estimation of the AUTAC.
The training of CRL is then formulated as
where α ≥ 0 is a parameter that penalizes the length of the rule list. Here, the additional term αM enforces the rule list to be sufficiently short so that it exhibits good interpretability.
Training Algorithm
We now design a training algorithm for CRL. Note that the problem (4) is a combinatorial optimization problem and finding a global optimum can take exponential time in general. We therefore take an alternative approach based on the heuristc search. Specifically, we adopt the stochastic local search for our training algorithm, which is shown to be effective for training high-quality rule models [15, 19] .
The proposed training algorithm is shown in Algorithm 1. At the initilization step, we first apply FP-Growth [20] to the data set D, and find both the frequent positive rules and the frequent negative rules with the minimum support bounded by γ, and construct the set of rules Γ. 1 We then initialize the rule list with three rules chosen (possible randomly) from Γ. After the initialization is completed, we iteratively update the model using the stochastic local search. There are four possible operations for the model update: add, remove, swap, and replace.
• Add: We randomly select one rule from Γ. We then insert the selected rule into a random position in the current rule list.
• Remove: We randomly select one rule from the current rule list, and remove it from the list.
• Switch: We randomly select two rules in the current list, and swap their positions.
• Replace: We randomly select one rule from Γ. We also select one rule from the current rule list. We then replace these two rules. In each update step, one of the four operations is randomly chosen and applied to the rule list. The model update is accepted with probability exp
which gradually decreases as the iteration n increases due to annealing.
Experiments
In the first part of this section, we test the performance of CRL on public datasets and compare it with two independently trained rule lists CORELS [8] and SBRL [9] . 2 In the second part, a human evaluation of transparency-accuracy trade-off is conducted. 
Experiments on Public Datasets
We evaluate the transparency-accuracy trade-off of CRL on eight public data sets from UCI machine learning repository [21] or ICPSR, listed in Table 1 .
Six data sets are associated with medical, financial, and judicial areas that have intensive demands for interpretable models. The other two data sets are associated with physics and commerce.
Preprocessing We preprocess the data by turning raw input into binary features so that rule mining is applicable. To do that, we convert numerical features to categorical features by using the quantilebased quantization. 3 We then apply one-hot encoding for categorical features (including the ones converted from the numerical features) to obtain binary features.
Baselines As discussed in section 3.2, we adopt the two rule list training algorithms, CORELS 4 [8] and SBRL 5 [9] as the baseline methods to be compared with. Note that, these algorithms does not utilize the information of their black-box partner when training the rule list. Thus, the obtained models from these training algorithms will become suboptimal, and will be outperformed by our proposed training algorithm. We also apply decision trees, C4.5 [22] and CART [23] , to work as stand-alone interpretable baselines because they are one of the most popular interpretable models.
Setup To obtain a black-box f b , we train Random-Forest [24] , AdaBoost [25] , and XGBoost [26] . For the rule mining in Algorithm 1, we set the caridinality of each rule to be two and minimal support to be 0.05 so that rules capturing too few observations are eliminated. We also set the temperature C 0 = 0.001 and the training iteration N = 50, 000. For all the models, we tuned their hyper-parameters so that the maximum number of rules to be less than 20. 6 All the models were trained and tested on a 5-fold cross validation. In each fold, we trained all the models using 80% of the data as train set, and evaluated their transparencies and the accuracies on the held out 20% test set.
Result We show the average transparencyaccuracy trade-off curves for the eight data sets in Figure 3 . Because the results are similar for all the black-box models, we selected RandomForest. 7 In the figures, for each of CRL, CORELS, and SBRL, we draw the average of the 5-fold as solid lines and the standard deviation as the shaded regions. The horizontal axis represents the transparency, and the vertical axis represents the accuracy. The average accuracies of CART and C4.5 are shown as markers.
It is clearly observed that the curves of CRL are the highest in the figures for almost all data sets. This implies that CRL could provide the users with a flexible choice of the output with high accuracies. The lower curves of CORELS and SBRL indicate that these models are suboptimal because they did not collaborate with the black-box model f b during training. It is also interesting to observe that CRL has comparable performance as other rule-based models such as CART and C4.5 when reaching transparency of 100%. That is, the use of CRL as a stand-alone rule list is still a solid choice for the users. Thus, CRL alone satisfies users' need to go from transparency of 0% to 100%. seek for a good collaboration of the rule list and the black-box.
An example In Table 3 , we show an example of CRL model trained on the juvenile dataset, which predicts whether a child will commit delinquency, based on his prior growing-up experience. The data was collected via a survey where a child was asked to provide information about his prior exposure to violence from his friends, family, or community.
Human Evaluation of Transparency-Accuracy Trade-off
We evaluate the trade-off between transparency and accuracy for humans, specifically, how much is a person willing to sacrifice accuracy for transparency.
For this purpose, we designed a survey where we showed CRL models learned from three datasets, adult, german, and recidivism. For each prediction, we showed two options, a companion rule and a blackbox model, and the estimated accuracy for both of them. Then we asked the participants to choose one from them. See the Appendix C for an example of the questions we designed. We designed 18 questions and randomly showed 12 of them for each participant.
We collected responses from 154 subjects in total and removed ten responses that fail the validation questions. The average age of the participants was 28, from the youngest 20 to the oldest 68. 41% of them were male. The majority of the participants were undergraduate and graduate students from the computer science department and business schools, who are current and future users of machine learning models. The rest were researchers from different domains, including business, medicine, and pharmacy, where interpretability is highly appreciated. Figure 4 reports the percentages of participants who chose a companion rule over the black-box at different loss of accuracy of using a rule. The accuracy is reported in relative, i.e., the reduced accuracy for using a companion rule instead of the black-box divided by the accuracy of the black-box. The relative reduction in accuracy ranged from -25% to 5%, with the positive being rules that were better than the black-box model and negative being the ones that were worse. Results show that 80% of the participants were tolerable up to 4% accuracy loss or less. Increasing that loss to 5% lost about another 20% of the participants.
Findings The results point out two interesting findings. First, while people desire interpretability, they are still very strict about accuracy. Interpretable models that lose too much accuracy are unlikely to be adopted in practice, which opens up opportunities for hybrid models like ours. Second, different users' preference for interpretability and accuracy can be so dramatically different: the curve covers a large range of accuracy drop while still having at least 30% users who prefer an interpretable model even at the loss of 25% of accuracy. We also observed that the younger group are more likely to choose interpretable rules over black-box models than the older group. 8 It is therefore important to leave the model selection at the end-user level, not the designer level. This is what CRL aims to do.
Conclusion
We proposed the companion rule list (CRL) for users to freely switch between the interpretable and the black-box models. CRL is flexible enough so that users can choose whether to adopt the rule-based prediction or the black-box prediction for any of the input, based on their preferences on the interpretability and the accuracy. We also designed a novel objective function, the area under the transparency-accuracy trade-off curve (AUTAC), for training a high-quality CRL, which we optimized by using the stochastic local search, utilizing information from the collaborative black-box model to form better collaboration between rules and the black-box model. Our result confirms that this collaborative training yields better companion rules than those rule lists trained independently.
Another main contribution of our paper is that we conducted an extensive human evaluation on 154 participants to study humans' views on model transparency versus accuracy. From the data we collected, we can understand how tolerable are humans to accuracy loss to gain model transparency. Results suggest that in practice, a stand-alone interpretable model will not be used by users if they drop too much in predictive performance. In addition, different people have a diverse preference for transparency, so the model selection should be made at the end-user level. Both open up opportunities for companion models.
Lastly, we believe that combining an interpretable model with a black-box model is a promising framework that can easily trade-off between interpretability and accuracy. While we mainly focused on tabular data in this study, extending the current framework of CRL to several data domains such as images, audios, and texts would be an important future direction.
the rule list and the best solution
Trained Rule List
A Parameter Setups
We set the parameters of the proposed training algorithm, CORELS, and SBRL, as follows.
Proposed Algorithm We tuned the penalty parameter α in the training objective function (4) based on Algorithm 2. For all the data sets, we mined rules containing maximally two conditions. When the 16 GB memory on our machine was found to be insufficient for rule mining, we mined rules on a subset of the data set by reducing the number of observations. We searched for the optimal α from the candidates ranging from 10 −4 to 10 −2 . We determined the optimal α as the one that maximized the AUTAC on the training set D, under the constraint that number of conditions is less than 20. CORELS For CORELS, we used an implementation publicly available at https://github.com/ fingoldin/pycorels. We tuned the maximal number of iterations N and policy P based on Algorithm 3. We increment N by 50k each time until 30k and search the best policy P in list L. For all the data sets, we mined rules containing maximally two conditions. We determined the optimal N and P when predictive accuracy ACC is maximized on the testing set, under the constraint that condition number is less than 20. SBRL For SBRL, we used an implementation publicly available at https://github.com/Hongyuy/ sbrlmod. We tuned number of chains N c and the expected length of the rule list λ based on Algorithm 4. We mine rules maximally containing two rules on messidor, german, adult, magic and coupon. When the 16 GB memory on our machine was found to be insufficient for rule mining, we increment both positive and negative minimal support S + and S − by 0.05. When the minimal support is higher than an threshold T , we turn to mine rules maximally containing one rules. We mine rules maximally containing one rules on juvenile, frisk and recidivism. We determined the optimal λ and N c as the ones that maximized predictive accuracy ACC on the testing set, under the constraint that number of conditions is less than 20.
B Exhaustive Results
Here, we show the results for AdaBoost and XGBoost we omitted in Section 6 due to space limitation. 
C.2 Additional Results
We analyzed the trade-off curve in different groups of users, by gender and by age, and summarized the results in Figures 8 and 9 . The results suggest that gender does not seem to play any role in the preference for interpretability but the younger group (30 years old or younger) are more likely to choose rules over black-box models than the older group (older than 30 years old). These results suggest that the users indeed have their own preference on the tradeoff between the accuracy and transparency. Thus, it is essential to provide the users a freedom of choosing the trade-off depending on their preference. 
