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Abstract
We present an inexact multisplitting method for solving the linear complementarity problems, which is based on the inexact
splitting method and the multisplitting method. This new method provides a specific realization for the multisplitting method
and generalizes many existing matrix splitting methods for linear complementarity problems. Convergence for this new method
is proved when the coefficient matrix is an H+-matrix. Then, two specific iteration forms for this inexact multisplitting method
are presented, where the inner iterations are implemented either through a matrix splitting method or through a damped Newton
method. Convergence properties for both these specific forms are analyzed, where the system matrix is either an H+-matrix or a
symmetric matrix.
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1. Introduction
Consider the following linear complementarity problems, abbreviated as LCP(q,M), for finding z ∈ Rn such that
Mz + q ≥ 0, z ≥ 0 and zT(Mz + q) = 0, (1.1)
where M = (mi j ) ∈ Rn×n and q = (qi ) ∈ Rn are given real matrix and vector, respectively, and zT denotes the
transpose of the vector z. Many problems in the areas of scientific computing and engineering applications can lead
to the solution of an LCP of the form (1.1). For example, the Nash equilibrium point of a bimatrix game, contact
problems, the free boundary problem for journal bearings, etc., see [14,17,22] for details.
To get a numerical solution to this linear complementarity problems, we often utilize the matrix splitting methods,
in particular when the system matrix M is large and sparse, see [16,25,14,22]. Recently, to suit the requirements of
high-speed parallel multiprocessor systems, Machida et al. [20] presented a multisplitting method for the solution
of the symmetric linear complementarity problems. This method is based on the matrix multisplitting technique
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introduced in [24] for the system of linear equations, see also [11,12]. Then, Bai [1,2], Bai and Evans [4–7] and
Bai and Huang [9,10] developed this method to its synchronous and asynchronous parallel computing variants and
studied their convergence for both symmetric and nonsymmetric system matrices.
Let {Bk,Ck, Ek}Kk=1 be a multisplitting of the matrix M , i.e., (i) M = Bk + Ck, k = 1, 2, . . . , K , where each
Bk is nonsingular and, (ii)
∑K
k=1 Ek = I , where all the matrices Ek , which are called the weighting matrices, are
nonnegative diagonal. Then the multisplitting method for the LCP(q,M) is defined as follows.
Method 1.1 (Multisplitting Method [20,1]).
Step 1. Let z0 be an arbitrary nonnegative vector, set v := 0.
Step 2. Given zv ≥ 0, for each k, let yvk be an arbitrary solution of the subproblems LCP(qvk , Bk), where
qvk := q + Ck zv.
Step 3. If yvk = zv or yvk satisfies a prescribed stopping rule, then stop. Otherwise, set zv+1 :=
∑K
k=1 Ek yvk ,
v := v + 1 and return to Step 2.
Obviously, Method 1.1 reduces to the splitting method when K ≡ 1. In actual implementation of the multisplitting
Method 1.1, for each k, the subproblems LCP(qvk , Bk) is not entirely trivial to solve. Sometimes, it might even
be profitable to solve the subproblems by an iterative procedure. In practice, such a procedure produces only an
approximation. This consideration leads to the study of the inexact splitting methods in [27,14,21,3,19].
In this paper, based on the idea of the inexact splitting methods and the multisplitting methods, we present an
inexact multisplitting method for the linear complementarity problems. This method provides a specific realization for
the multisplitting method in [20,1], and generalizes many existing matrix splitting methods. Convergence for this new
method is proved when the system matrix M is an H+-matrix. Then, two specific forms for the inexact multisplitting
method are analyzed, where the inner iterations are carried out either through a splitting method or through a damped
Newton method in [3]. Convergence properties for both these specific forms are provided.
In the remainder of this paper, we first present some basic results and notation to be used. Then, in Section 3, we
present our new method for the problem (1.1) and analyze the convergence properties for H+-matrices. Some specific
forms for the inexact multisplitting method are analyzed in Sections 4 and 5, where the system matrix is respectively
an H+-matrix and a symmetric matrix. Finally, we end our work by some conclusions and remarks.
2. Preliminaries
In this section, we briefly introduce some necessary notation, definitions and basic results to be used later; most of
them can be found in the classic works such as [14,22,29] or the Reference [18].
Let x = (xi ) ∈ Rn and A = (ai j ) ∈ Rn×n . By ρ(A) we denote the spectral radius of the matrix A. We say that
a vector x is nonnegative, denoted by x ≥ 0, if all its entries are nonnegative; x > 0 if x ≥ 0 with each component
xi 6= 0. These definitions also apply to matrices. For two matrices A and B of the same size, we say A ≥ B (A > B)
when A − B ≥ 0 (A − B > 0). We define |A| = (|ai j |). This symbol also applies to vectors. By Im we denote the
m × m identity matrix. When the order of the identity matrix is clear from the context, we simply denote Im by I .
Let Zn×n denote the set of all real n × n matrices which have all non-positive off-diagonal entries. A nonsingular
matrix A ∈ Rn×n is called a monotone matrix if A−1 ≥ 0. A nonsingular matrix A ∈ Zn×n is called an M-matrix
if A−1 ≥ 0. For any matrix A = (ai j ) ∈ Rn×n , we define its comparison matrix 〈A〉 = (a¯i j ) by a¯i i = |ai i | and
a¯i j = −|ai j |, i 6= j . Furthermore, a matrix A ∈ Rn×n is said to be an H -matrix if 〈A〉 is an M-matrix. Of course, the
M-matrix is a special case of the H -matrix.
A matrix M ∈ Rn×n is called a Q-matrix if the LCP(q,M) has a solution for any q ∈ Rn ; a R0 matrix if the
LCP(0,M) has only the unique zero solution; a P-matrix if all of its principle minors are positive. A matrix M is a
P-matrix if and only if the LCP(q,M) has a unique solution for all vectors q ∈ Rn . A sufficient condition for the
matrix M to be a P-matrix is that M is an H -matrix with positive diagonals, i.e., an H+-matrix, see [1].
Let A,M, N ∈ Rn×n . We define A = M + N as a splitting of the matrix A if M is nonsingular. We say that the
splitting is convergent if ρ(M−1 N ) < 1; a Q-splitting if M is a Q-matrix; an H -splitting if 〈A〉− |N | is an M-matrix,
i.e., (〈A〉 − |N |)−1 ≥ 0; an H -compatible splitting if 〈A〉 = 〈M〉 − |N |; if, in addition, that M is a symmetric matrix,
we say that the splitting is regular if M − N is positive definite, and weak regular if M − N is positive semidefinite.
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Lemma 2.1 ([18,11]). Let A,M, N ∈ Rn×n and A = M + N be a splitting. If the splitting is an H-splitting, then
both A and M are H-matrices and ρ(M−1 N ) ≤ ρ(〈A〉−1|N |) < 1. Moreover, if the splitting is an H-compatible
splitting and A is an H-matrix, then it is an H-splitting.
Lemma 2.2 ([18,11]). Let T ≥ 0 in Rn×n . If there exist u > 0 in Rn and a scalar θ > 0 such that T u ≤ θu, then
ρ(T ) ≤ θ . Moreover, Let T1, T2, . . . , Ts, . . . be a sequence of nonnegative matrices in Rn×n . If there exist a real
number 0 ≤ θ < 1 and a vector u > 0 in Rn such that Tlu ≤ θu, l = 1, 2, . . . . Then ρ(Hs) ≤ θ s < 1, where
Hs := Ts Ts−1 · · · T1, with “:=” meaning “be defined as”.
3. Inexact multisplitting method and convergence
In this section, we present a general inexact multisplitting method by following the multisplitting method in [20,1]
and the inexact splitting method in [27,14,3,21,8,23]. We still assume that {Bk,Ck, Ek}Kk=1 is a multisplitting of the
matrix M .
Method 3.1 (Inexact Multisplitting Method).
Step 1. For each k, let y0,0k := z0 be an arbitrarily given vector, set v := 0.
Step 2. For a given zv , for each k, let yv,l+1k be an arbitrary iterative solution of the subproblems LCP (qvk , Bk),
where qvk := q +Ck zv . Let yv,l¯(v)k be the vector when the prescribed termination rule for the inner iterations
is satisfied. If yv,l¯(v)k = zv or yv,l¯(v)k satisfies the prescribed termination rule for the outer iterations, then
stop. Otherwise, set zv+1 :=∑Kk=1 Ek yv,l¯(v)k .
Step 3. If zv+1 satisfies the prescribed termination rule for the outer iterations, then stop. Otherwise, set yv+1,0k =
zv+1, v := v + 1 and return to Step 2.
Clearly, Method 3.1 reduces to Method 1.1 when z0 ≥ 0 and each subproblems LCP(qvk , Bk) is solved exactly;
and it reduces to the inexact splitting method in [27,14,3] when K = 1. Besides, when Bk ≡ B, Method 3.1 is a
generalization of the two-stage parallel method in [27].
We note that there is no requirement that the iteration sequence {zv} be nonnegative as is in Method 1.1 and in most
of the other splitting methods for linear complementarity problems.
In the following, without considering the specific process for the solutions of each subproblems LCP(qvk , Bk), we
first present a general convergence result for Method 3.1 under the conditions
‖HBk (yv,l¯(v)k )‖ ≤ rv,k‖H(zv)‖, k = 1, 2, . . . , K , (3.1)
where ‖ · ‖ denotes the Euclidean norm,
HBk (y
v,l
k ) := min
{
yv,lk , Bk y
v,l
k + Ck zv + q
}
, H(zv) := min {zv, Mzv + q} ,
where the minimum is taken componentwisely, and for each k, {rv,k} is a prescribed scalar sequence satisfying
lim
v→∞ rv,k = 0. (3.2)
Theorem 3.1. Let M be an H+-matrix and {Bk,Ck, Ek}Kk=1 be a multisplitting of M. For each k, let Ek := αk I and
let M = Bk + Ck be an H-compatible splitting with each Bk being an H+-matrix. Suppose that for some monotone
matrix norm ‖|·|‖, ‖|〈Bk〉−1|Ck | |‖ < 1 and ‖|I |‖ = 1. Then, for any starting vector z0, the infinite iteration sequence
{zv} generated by Method 3.1 converges to the unique solution of the LCP (q,M), provided that the number of the
inner iteration steps is sufficiently large and the conditions (3.1) and (3.2) hold.
Proof. Let z∗ be the unique solution of the LCP(q,M), where the uniqueness comes from the assumption that M is
an H+-matrix. At each outer iteration v, for each k, by Lemma 2.1, the results in the proof of Theorem 4.1 in [3] show
that, when the inner iteration is large enough,
‖|yv,lk − z∗|‖ ≤ Lvk‖|zv − z∗|‖, (3.3)
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where
Lvk := rv,kµkλk + ‖|〈Bk〉−1|Ck ||‖ > 0,
with µk, λk being some positive scalars, see [3] or [26] for details. Moreover, the results there show that
Lvk <
1+ ‖|〈Bk〉−1|Ck ||‖
2
< 1. (3.4)
Let
θ := max
{
‖| 〈B1〉−1|C1| |‖, ‖| 〈B2〉−1|C2| |‖, . . . , ‖| 〈BK 〉−1|CK | |‖
}
,
then from the inequalities (3.3) and (3.4) we have
‖|yv,lk − z∗|‖ ≤
1+ θ
2
‖|zv − z∗|‖ and 1+ θ
2
< 1.
It follows that
‖|zv+1 − z∗|‖ =
∥∥∥∥∥
∣∣∣∣∣ K∑
k=1
Ek y
v,l¯(v)
k − z∗
∣∣∣∣∣
∥∥∥∥∥
=
∥∥∥∥∥
∣∣∣∣∣ K∑
k=1
Ek(y
v,l¯(v)
k − z∗)
∣∣∣∣∣
∥∥∥∥∥
≤
K∑
k=1
‖|Ek |‖ ‖|yv,l¯(v)k − z∗|‖
≤
K∑
k=1
‖|Ek |‖1+ θ2 ‖|z
v − z∗|‖
=
K∑
k=1
αk
1+ θ
2
‖|zv − z∗|‖
= 1+ θ
2
‖|zv − z∗|‖,
which completes the proof. 
We note that it is required in Theorem 3.1 that there exist a monotone matrix norm ‖| · |‖, such that ‖|〈Bk〉−1|Ck ||‖
< 1. The proof of Corollary 5.3.16 in [14] presented such a matrix norm and here we cite it for the reader’s
convenience.
Lemma 3.1 ([14]). Let M be an H+-matrix and M = D+ L +U, where D, L and U are, respectively, the diagonal
parts, strictly low triangle parts and strictly upper triangle parts of the matrix M. Let B = L + ω−1 D, where ω > 0.
Then, there exists a positive vector d¯, such that 〈M〉d¯ > 0. Moreover, if we define the following vector norm
‖z‖d¯ := maxi d¯
−1
i |zi |, (3.5)
and positive scalar
ω¯ := 2 min
i
mi i d¯i∑
j
|mi j |d¯ j
, (3.6)
then, ‖ · ‖d¯ is a monotone norm and ω¯ ∈ (1, 2], and for arbitrary ω ∈ (0, ω¯], the matrix norm induced by the vector
norm defined in (3.5) is monotone and ‖〈B〉−1|C |‖d¯ < 1.
By the monotone norm presented in Lemma 3.1, we have the following convergence results, which is a specific
realization for Theorem 3.1.
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Corollary 3.1. Let M be an H+-matrix and M = D + L + U be the decomposition of M into its diagonal, strictly
lower and strictly upper triangular parts, respectively. For each k = 1, 2, . . . , K , let Bk := L+ω−1k D and Ek := αk I ,
whereωk > 0 is a given factor. Then, there exists an ω¯ ∈ (1, 2] such that, for allωk ∈ (0, ω¯) and for any starting vector
z0, the infinite iteration sequence {zv} generated by Method 3.1 converges to the unique solution of the LCP(q,M),
provided that the number of the inner iteration steps is sufficiently large and the conditions (3.1) and (3.2) hold.
Remark 3.1. Lemma 3.1 gives a specific example for the monotone norm required in Theorem 3.1, see the proof of
Corollary 5.3.16 in [14] for details about this monotone norm. Thus, Corollary 3.1 provides a specific realization for
Theorem 3.1. The process of the proof is similar to that of Corollary 4.1 in [3] and is easy to get from Theorem 3.1
and Lemma 3.1.
Remark 3.2. We note that the conditions in Theorem 3.1 and Corollary 3.1 can be satisfied in many cases. For
example, by the finite difference discretization on equidistant grid of the free boundary problem for journal bearings,
or the free boundary problem about the flow of water through a porous dam, we can always get such a linear
complementarity problems with an H+-matrix, see [15,9,10] for details.
4. Two specific implementations for the inner iterations
In this section, we consider two specific realizations for the inexact multisplitting Method 3.1. That is to say, at
each outer iteration v and for each k, we use some specific iterative method to solve the subproblems LCP(qvk , Bk)
involved.
Method 4.1. Each subproblems LCP (qvk , Bk) is solved by the splitting method in [25,14,22], and we call it a two-
stage multisplitting method.
Method 4.2. Each subproblems LCP (qvk , Bk) is solved by the damped Newton method in [3], and we call it a
multisplitting damped Newton method.
We note that the process of Method 4.1 is similar to that of the two-stage multisplitting method for the system
of linear equations in [28]. This requires that each Bk has another splitting Bk = Fk + Gk , and thus we get a two-
stage multisplitting of M , which is denoted by {Bk,Ck, Fk,Gk, Ek}Kk=1, see [28,11] for details about the two-stage
multisplitting of a matrix. Moreover, as the inner iteration is carried out by the splitting method, it follows that the
whole iteration sequence {zv}, including the initial vector z0, is nonnegative.
For Method 4.2 as the inner iterations are carried out by the damped Newton method in [3], the conditions there
require that the initial vector z0 be a nondegenerate vector, i.e. z0i 6= (Mz0+q)i , for all i = 1, 2, . . . , n. Moreover, we
can guarantee the whole iteration sequence {zv} nondegenerate by choosing suitable weighting matrices. For example,
we can choose Ek := αk I , k = 1, 2, . . . , K , with ∑Kk=1 αk = 1.
According to Theorem 3.1 and Lemma 2.1, we have the following convergence results for Methods 4.1 and 4.2.
The proof of each result comes from Theorem 3.1 and the convergence property of the inner iterations, and is omitted.
Theorem 4.1. Let M be an H+-matrix and {Bk,Ck, Fk,Gk, Ek}Kk=1 be a two-stage multisplitting of M. For each k,
let Ek = αk I , M = Bk + Ck be an H-compatible splitting and Bk = Fk + Gk be an H-splitting, where Bk and
Fk are both H+-matrices. Suppose that for some monotone matrix norm ‖| · |‖, ‖|〈Bk〉−1|Ck ||‖ < 1 for each k, and
‖|I |‖ = 1. Then, for an arbitrary vector q and any starting vector z0 ≥ 0, the uniquely defined sequence of iterates
{zv} generated by Method 4.1 converges to the unique solution of the LCP(q,M) if the number of the inner iteration
steps is sufficiently large and the conditions (3.1) and (3.2) hold.
Theorem 4.2. Under the conditions in Theorem 3.1. Then, for an arbitrary vector q and any nondegenerate starting
vector z0, the uniquely defined nondegenerate sequence of iterates {zv} generated by Method 4.2 converges to the
unique solution of the LCP(q,M) if the number of the inner iteration steps is sufficiently large and the conditions
(3.1) and (3.2) hold.
In what follows, we only consider Method 4.1, i.e., the two-stage multisplitting method. We want to present some
convergence results to relax the conditions required in Theorems 3.1 and 4.1. In fact, from the process of the proof
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below we can see that the monotone matrix norm is not required any longer, and the conditions on each weighting
matrices Ek can be relaxed. Specifically, at each outer iteration v, the inner iteration number l¯(v) only needs to satisfy
2(〈Fk〉−1|Gk |)l¯(v)〈M〉−1 − [I + (〈Fk〉−1|Gk |)l¯(v)]〈Bk〉−1 < 0. (4.1)
Theorem 4.3. Let M be an H+-matrix and {Bk,Ck, Fk,Gk, Ek}Kk=1 be a two-stage multisplitting of M. For each k,
let M = Bk + Ck be an H-compatible splitting and Bk = Fk + Gk be an H-splitting, where Bk and Fk are both
H+-matrices. Then, for an arbitrary vector q and any starting vector z0 ≥ 0, the uniquely defined sequence of iterates
{zv} generated by Method 4.1 converges to the unique solution of the LCP(q,M) if each inner iteration number is
sufficiently large such that the inequality (4.1) holds.
Proof. As M is an H+-matrix, the LCP(q,M) then has a unique solution z∗. For each k, Lemma 2.1 implies that
M = Bk + Ck is an H -splitting, and it follows from Theorem 4.2 in [19] that
|yv,l¯(v)k − z∗| ≤ L¯vk |zv − z∗|,
where
L¯vk := (〈Fk〉−1|Gk |)l¯(v) + [I + (〈Fk〉−1|Gk |)l¯(v)]〈Bk〉−1|Ck | ≥ 0.
Thus,
|zv+1 − z∗| ≤
K∑
k=1
Ek L¯
v
k |zv − z∗|. (4.2)
Let Tv :=∑Kk=1 Ek L¯vk , it follows from the inequality (4.2) that
|zv+1 − z∗| ≤ TvTv−1 · · · T0|z0 − z∗|.
Let Hv := TvTv−1 . . . T0, then we only need to guarantee that
lim
v→∞ Hv = 0.
Consider any fixed vector e > 0 inRn (e.g. with all components equal to 1), and u = 〈M〉−1e. From the assumption
that M = Bk + Ck is an H -compatible splitting, i.e., 〈M〉 = 〈Bk〉 − |Ck |, we have that 〈M〉−1 ≥ 0, and no row or
column of 〈M〉−1 can have all null entries. Thus, we have u > 0 and
L¯vk u = {(〈Fk〉−1|Gk |)l¯(v) + [I + (〈Fk〉−1|Gk |)l¯(v)]〈Bk〉−1|Ck |}u
= (〈Fk〉−1|Gk |)l¯(v)u + [I + (〈Fk〉−1|Gk |)l¯(v)]〈Bk〉−1(〈Bk〉 − 〈M〉)u
= u + 2(〈Fk〉−1|Gk |)l¯(v)u − [I + (〈Fk〉−1|Gk |)l¯(v)]〈Bk〉−1〈M〉u
= u + 2(〈Fk〉−1|Gk |)l¯(v)〈M〉−1e − [I + (〈Fk〉−1|Gk |)l¯(v)]〈Bk〉−1e. (4.3)
As Bk = Fk + Gk is an H -splitting, we get that ρ(〈Fk〉−1|Gk |) < 1. Thus,
lim
p→∞(〈F〉
−1|G|)p = 0 and lim
p→∞(I + (〈F〉
−1|G|)p) = I.
Besides, as 〈Bk〉−1 and 〈M〉−1 are all nonnegative matrices and no row or column has all nulls, there exists a positive
integer p0 such that, when l¯(v) ≥ p0, the inequality (4.1) holds. Then by the formula (4.3) we have
L¯vk u = u + 2(〈Fk〉−1|Gk |)l¯(v)〈M〉−1e − [I + (〈Fk〉−1|Gk |)l¯(v)]〈Bk〉−1e < u.
On the other hand, it is easy to get that L¯vk u ≥ 0. Thus, there exists a scalar θk ∈ (0, 1) such that for all v, when
l¯(v) is large enough, we have
u + 2(〈Fk〉−1|Gk |)l¯(v)〈M〉−1e − [I + (〈Fk〉−1|Gk |)l¯(v)]〈Bk〉−1e ≤ θku,
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i.e.,
L¯vk u ≤ θku. (4.4)
Therefore, when the inner iteration number l¯(v) is sufficiently large, we get from (4.4) that
Tvu =
K∑
k=1
Ek L¯
v
k u ≤ θ¯u,
where
θ¯ := max
1≤k≤K
θk < 1,
and consequently
Hvu = TvTv−1 · · · T0u ≤ θ¯v+1u.
It follows from Lemma 2.2 that limv→∞ Hv = 0, which completes the proof. 
We note that the process for verifying limv→∞ Hv = 0 is similar to that of Theorems 4.3 and 4.4 in [18], and the
interested readers may refer to it.
Corollary 4.1. Let M be an H+-matrix and {Bk,Ck, Fk,Gk, Ek}Kk=1 be a two-stage multisplitting of M. For each k,
let M = Bk +Ck and Bk = Fk +Gk both be H-compatible splittings, where Bk and Fk are both H+-matrices. Then,
for an arbitrary vector q and any starting vector z0 ≥ 0, the uniquely defined sequence of iterates {zv} generated by
Method 4.1 converges to the unique solution of the LC P(q,M) if each inner iteration number is sufficiently large
such that the inequality (4.1) holds.
Proof. As M is an H -matrix and M = Bk + Ck is an H -compatible splitting, it follows from Lemma 2.1 that Bk is
an H -matrix. Then, by Lemma 2.1 we have that Bk = Fk + Gk is also an H -splitting. The proof is then reduced to
that of Theorem 4.2 when the conditions involved in (4.1) hold. 
5. Convergence of Method 4.1 for Symmetric LCP(q, M)
In this section, we still only consider the convergence of Method 4.1 and now, the system matrix M is required
to be symmetric. Moreover, we assume that the following conditions hold, which were often needed in analyzing the
symmetric linear complementarity problems.
Assumption 5.1. At each iteration v, the weighting matrix Ek , k = 1, 2, . . . , K , satisfy the following conditions:
(a)
∑K
k=1 Ek y
v,l
k ≥ 0;
(b) f (
∑K
k=1 Ek y
v,l
k ) ≤ max1≤k≤K f (yv,lk ),
where
f (z) := 1
2
zT Mz + qTz. (5.1)
We note that there are several cases for the assumptions above to hold. For example, when the matrix M is positive
semidefinite and Ek = αk I , then Assumption 5.1 holds, see [20,1,2] for detailed discussions.
We first consider the case K = 1. In this case, Method 4.1 reduces to the two-stage splitting method presented
in [27]. For convenience, we let M = B + C and B = F + G denote the corresponding matrix splittings.
Lemma 5.1 ([27]). Let zv ≥ 0 inRn and ηv > 0 be a scalar. Let yv,l be the inner iteration generated by the two-stage
splitting method and satisfy
‖yv,l+1 − yv,l‖ ≤ ηv/‖yv,l+1 − zv‖‖G‖. (5.2)
Let zv+1 := yv,l+1, then
(q + Czv + Bzv+1)T(zv+1 − zv) ≤ ηv. (5.3)
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Lemma 5.2. Let M be a symmetric matrix and ηv,k > 0, k = 1, 2, . . . , K . Suppose that for each k, the splitting
M = Bk + Ck is weak regular and yv,l¯(v)k satisfies
‖yv,l¯(v)k − yv,l¯(v)−1k ‖ ≤ ηv,k/‖yv,l¯(v)k − zv‖‖Gk‖. (5.4)
Then
f (zv+1) ≤ f (zv)+ η¯v, (5.5)
where η¯v := max{ηv,1, ηv,2, . . . , ηv,K }.
Proof. By Lemma 5.1 and the inequality (5.3), we can derive from the inequality (5.4) that, at each outer iteration v,
(q + Ck zv + Bk yv,l¯(v)k )T(yv,l¯(v)k − zv) ≤ ηv,k, k = 1, 2, . . . , K .
It follows from Assumption 5.1(b) and the weak regular property of M = Bk + Ck that
f (zv+1)− f (zv) = f
(
K∑
k=1
Ek y
v,l¯(v)
k
)
− f (zv)
≤ max
1≤k≤K
f (yv,l¯(v)k )− f (zv)
:= f (yv,l¯(v)
kˆ(v)
)− f (zv)
= (q + Ckˆ(v)zv + Bkˆ(v)yv,l¯(v)kˆ(v) )
T(yv,l¯(v)
kˆ(v)
− zv)
+ 1
2
(yv,l¯(v)
kˆ(v)
− zv)T(Ckˆ(v) − Bkˆ(v))(yv,l¯(v)kˆ(v) − z
v)
≤ (q + Ckˆ(v)zv + Bkˆ(v)yv,l¯(v)kˆ(v) )
T(yv,l¯(v)
kˆ(v)
− zv)
≤ ηkˆ(v) ≤ η¯v, (5.6)
which completes the proof. 
Lemma 5.3 ([27]). Let M = B + C and B = F + G both be regular splittings. Suppose that B is symmetric and M
is copositive, i.e., yT My ≥ 0 for all y ≥ 0. Then the sequence {yv,l} is bounded and as l →∞,
‖yv,l+1 − yv,l‖ → 0, (5.7)
which means that the inequality (5.2) holds for all sufficiently large l.
The following result was presented in [27] and the proof can be found in [13].
Lemma 5.4 ([27]). Let {ev} and {rv} be two sequences of nonnegative real numbers with
∞∑
v=0
rv <∞ and 0 ≤ ev+1 ≤ ev + rv.
Then the sequence {ev} converges.
Theorem 5.1. Let M be a symmetric matrix and {Bk,Ck, Fk,Gk, Ek}Kk=1 be a two-stage multisplitting of M. For
each k, let M = Bk + Ck and Bk = Fk + Gk both be regular splittings where Bk is symmetric. Suppose that
the quadratic function f (z) defined in (5.1) is bounded below for z ≥ 0. Suppose that for each k = 1, 2, . . . , K ,∑∞
v=0 ηv,k < ∞. Let {zv} denote the infinite sequence of iterates generated by Method 4.1. Then, for an arbitrary
vector q and any starting vector z0 ≥ 0, the sequence { f (zv)} converges and any accumulation point of {zv} is a
solution to the LCP(q,M).
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Proof. First, as the quadratic function f (z) is bounded below for z ≥ 0, the matrix M must be copositive. Then, the
formula (5.7) in Lemma 5.3 holds. It follows that the inequalities (5.4) and (5.5) hold when the inner iteration number
l¯(v) is sufficiently large. Let α be a lower bound of f (z) for z ≥ 0, and
ev := f (zv)− α ≥ 0.
Then, by (5.5), we have
0 ≤ ev+1 ≤ ev + η¯v.
Moreover, by the given conditions we have
∑∞
v=0 η¯v <∞. Thus the convergence of { f (zv)} follows from Lemma 5.4.
Second, as each M = Bk + Ck is a regular splitting, f (zv+1) − f (zv) → 0 and η¯v → 0, then the proof of
Lemma 5.2 shows that as v→∞,
‖yv,l¯(v)
kˆ(v)
− zv‖ → 0. (5.8)
Let z∗ be an accumulation point of {zv} and we will show that z∗ is a solution of the LCP(q,M). Let {zvi } be
a subsequence converging to z∗. Let kˆ(v) be defined as in Lemma 5.2. Then, by taking a further subsequence if
necessary, we may assume that there exists some index kˆ such that kˆ(vi ) = kˆ for all i . Since M = Bkˆ+Ckˆ is a regular
splitting, it follows from (5.8) that, as i → ∞, the sequence {zvi − yvi ,l¯(vi )
kˆ
} converges to zero. Therefore, {yvi ,l¯(vi )
kˆ
}
converges to z∗, too. Moreover, as Bkˆ = Fkˆ + G kˆ is a regular splitting, the proof of Theorem 1 in [27] shows that as
i →∞,
‖yvi ,l¯(vi )
kˆ
− yvi ,l¯(vi )−1
kˆ
‖ → 0. (5.9)
On the other hand, as yvi ,l¯(vi )
kˆ
is a solution of the subproblems LCP(q + Ckˆ zvi + G kˆ yvi ,l¯(vi )−1kˆ , Fkˆ), i.e.,
yvi ,l¯(vi )
kˆ
≥ 0, wkˆ = q + Ckˆ zvi + G kˆ yvi ,l¯(vi )−1kˆ + Fkˆ y
vi ,l¯(vi )
kˆ
≥ 0 and wT
kˆ
yvi ,l¯(vi )
kˆ
= 0, (5.10)
then by (5.9) and the analysis above, passing to the limit i →∞, we can get from (5.10) that z∗ solves the LCP(q,M).

The following results are to ensure the existence of an accumulation point of the iteration sequence {zv} generated
by Method 4.1.
Theorem 5.2. Under the assumptions in Theorem 5.1, the sequence {zv} is bounded provided that either one of the
following two conditions holds:
(a) the matrix M is a R0 matrix, i.e., the homogeneous linear complementarity problems,
z ≥ 0, Mz ≥ 0 and zT Mz = 0,
has zero as its unique solution.
(b) the level set{
z ≥ 0 : f (z) ≤ f (z0)+
∞∑
v=0
η¯v
}
is bounded, where η¯v is defined as that in (5.5).
Proof. We first prove the boundedness of {zv} under the assumptions (a). Suppose to the contrary that the sequence
{zv} is unbounded. Then there exists a subsequence {zvi } such that ‖zvi ‖ → ∞. Let kˆ be chosen as in the proof of
Theorem 5.1. In the same way, we may get that {zvi − yvi ,l¯(vi )
kˆ
} converges to zero as i → ∞, which implies that
‖yvi ,l¯(vi )
kˆ
‖ → ∞ as i → ∞. It follows that the corresponding normalized sequence {yvi ,l¯(vi )
kˆ
/‖yvi ,l¯(vi )
kˆ
‖} is bounded
and hence has an accumulation point z˜. Obviously, z˜ ≥ 0 and ‖z˜‖ = 1. Moreover, zvi − yvi ,l¯(vi )
kˆ
→ 0 implies that
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zvi /‖yvi ,l¯(vi )
kˆ
‖ → z˜ as i →∞. Besides, as yvi ,l¯(vi )
kˆ
is a solution of the subproblems LCP(q+Ckˆ zvi+G kˆ yvi ,l¯(vi )−1kˆ , Fkˆ),
then the formula (5.10) holds. Dividing each term in (5.10) by ‖yvi ,l¯(vi )
kˆ
‖ and passing to the limit i →∞, we have
z˜ ≥ 0, Mz˜ ≥ 0 and z˜T Mz˜ = 0.
This means that the homogeneous LCP(0,M) has a nonzero solution z˜, which is a contradiction to the assumptions
of (a).
Second, assume that (b) holds. Then the boundedness of {zv} comes from the inequality (5.5). In fact, the
assumption in Theorem 5.1 implies that the inequality (5.5) holds. Then, it is easier to get the iterates sequence
{zv} ⊆ {z ≥ 0 : f (z) ≤ f (z0)+∑∞v=0 η¯v}, which results in the boundedness of {zv} by the assumptions of (b). 
6. Conclusions
We first present a general inexact multisplitting method for solving the linear complementarity problems. This
method provides a specific realization for the multisplitting methods and suits the requirements of high-speed parallel
multiprocessor systems. Then two specific implementations for this inexact method are analyzed for H+-matrices.
Moreover, for the two-stage multisplitting method, we also deduce some convergence results for symmetric linear
complementarity problems.
We note that all are concerned about the synchronous parallel circumstance. Therefore, the synchronous chaotic
and asynchronous variants of the inexact multisplitting method in the spirit of the works in [2,5–7,9–12] deserve
further discussions.
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