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Images often include partially blurs which are caused by focal settings of a camera
and distances to objects in a scene. Such images are called focal blur images and
it is given much eort to analyze these images. Focal blur images have much useful
information to understand scenes. For example, blur information of an image infers
relative depth in the scene. Besides, the sharp region in a blurred image often coincides
with the attractive region of the photographer. Focal blur segmentation is one of the
key techniques to utilize the information and its improvement contributes many types
of applications.
This dissertation proposes three important issues regarding focal blur segmenta-
tion: (1) an estimation method of robust local blur features to a set of pixels with
slight intensity variations and intensity amplitude, (2) focal blur segmentation algo-
rithms using a single blur image and (3) two blur images. Moreover, performance
evaluation criteria in clustering and classication contexts are also discussed. First,
ANGHS (Amplitude-Normalized Gradient Histogram Span), which is calculated from
local amplitude-normalized gradients, is proposed. ANGHS is robust to a set of pixels
with slight intensity variations and intensity amplitude and it is used blur segmentation
algorithms in the dissertation.
Discrimination of blur maps is important to improve blur segmentation algorithms
based on a single image. The dissertation employs two essential techniques to improve
discrimination of blur maps: (i) generation of sparse blur maps using multiple-sized
grids and (ii) EAI (Edge Aware Interpolation). Furthermore, the dissertation proposes
two-step segmentation algorithm based on color and blur features.
A pair of two dierent blur images in a scene gives the dierence of blur features. An
ideal threshold of the dierence of blur features can be dened when foreground and
background focused images are used. This fact gains performance of segmentation algo-
rithm using two blur images. Initial segmentation divides foreground and background
regions by a naive thresholding. Moreover, Graphcuts based on color and blur features
iv
corrects segmentation errors of the initial segmentation result. The segmentation algo-
rithm using two blur images achieves higher performance than that of the segmentation
using a single image.
A performance evaluation of focal blur segmentation algorithms is also one of the
crucial parts of the dissertation. The dissertation considers two contexts in blur seg-
mentation, blur/sharp region clustering, and blur/sharp region classication. Require-
ments to performance metrics in these contexts are dened in the dissertation. The
dissertation compares ve well-known performance metrics regarding the dened re-
quirements. These performance metrics include F1 score, Intersection over Union, Ac-
curacy, Matthews Correlation Coecient, and Informedness. The comparison leads ab-
solute Informedness and Informedness are most suitable metrics to evaluate focal blur
segmentation performance in the clustering and classication contexts, respectively.
Additionally, the dissertation provides useful techniques to show detailed characteris-
tics of segmentation algorithms. The maximum value and the averaged value of metrics
obtained by multiple segmentation parameters can capture detailed performance and
sensitivities to parameters. These values ensure a more accurate comparison than an
evaluation using a single parameter.
Proposed techniques are evaluated in the points of view from the discrimination of
blur maps and the correctness of segmented results. Proposed blur map estimation
and segmentation using a single blur image are compared with ve state-of-the-art-
algorithms. Comparative results show the proposed method superiors to others in
the discrimination of blur maps and the correctness of segmented results. Proposed
blur feature map obtains 0:780 and 0:697 scores for the maximum discrimination and
segmentation performance by Otsu's method for classication. Moreover, proposed
segmentation using a single image obtains 0:722 score for classication. Proposed seg-
mentation using two images is compared to proposed single segmentation using a single
image. The correctness of segmented results by the segmentation using two images
superiors than that of the segmentation using a single image. Proposed segmentation
using two images obtains 0:988 scores to classify simple object images. Moreover, pro-
posed segmentation using two images obtains 0:827 scores to classify ower images.
Additionally, the segmentation using two images shows prefer results at some scenes
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出 [3]や画像強調 [4]に加え，画像分類 [5]や画像検索 [6]などの前処理として利用すること
(a) フォーカルブラー画像 [1] (b) モーションブラー画像 [2].
図 1.1: ブラー画像の例
2 序論





































はGHS (Gradient Histogram Span) [10]を提案している．GHSでは局所領域の輝度勾配




































































































類共通の要求事項について 2 2分割表に基づく評価尺度を比較し，Informedness [14]がク
ラス分類の精度評価に最も最適な評価尺度であることを明らかにする．さらに，ラベル値の










































































































































式 (2.1)において f はレンズの焦点距離を示し，uと vはそれぞれレンズと被写体間の距離
と，レンズと結像点間の距離を示す．被写体，レンズ，および結像点の幾何学的関係を図 2.1
に示す．レンズから vf の距離に画像センサが配置されていると仮定する．このとき，レン









撮像される．一方，レンズから距離 u 6= uf の点 P に被写体がある場合は，その投影像は
v 6= vf の位置に結像する．このとき，画像センサ上では光線が円形に広がり，その投影像は
ボヤケたものになる．このときの円をCoC (Circle of Confusion)と呼び，画像のブラー量









u(uf   f) (2.3)












J [x  y]kx[y] (2.4)


























































































































エッジを含む領域)，(2) S-NE (鮮明でエッジを含まない領域)，(3) B-E (ブラーがかかり
エッジを含む領域)，および (4) B-NE (ブラーがかかりエッジを含まない領域) に大別でき
る．局所領域内のエッジ情報やテクスチャ情報は鮮明な領域とブラー領域を識別するための
有用な情報を持っている．しかしながら，これらの情報から安定したブラー特徴量を推定する










用いられている LPSS (Local Power Spectrum Slope) [10]，Kurtosis (尖度) [11]，GHS













ln(S(f)) ' ln(A)   ln(f) (3.1)
ただし，Aは R S(f)df = Constantという条件から導かれる定数であり，はパワースペク
トルの周波数に対する減衰パラメータであり Slope of power spectrumと呼ばれる．LPSS
は を局所領域から算出したものである．自然画像では  ' 2であることが知られている．






















ぞれ，局所領域 S-EとB-Eを示している．図 3.1 (b)と (c)の青色の実線は，局所領域 S-E
とB-Eの局所輝度勾配ヒストグラムを示す．なお，図 3.1 (b)と (c)の縦軸は対数確率であ
る．ここでは，画像の輝度勾配は 8方向の微分フィルタを用いて算出した．図 3.1 (b)と (c)
に示されるように，鮮明な領域とブラー領域から算出した輝度勾配ヒストグラムの裾の重さに
は顕著な差がある．これは，ブラー領域では平滑化の影響で輝度勾配が減衰しているためで
ある．R. Liuらはこの裾の重さをGHS (Gradient Histogram Span) と命名し，2コンポー
ネントGMM (Gaussian Mixture Model) のフィッティングを用いて裾の重さを定量化する
手法を提案している．2コンポーネントGMMの確率密度を次式 (3.2)に示す．











ここで，I[x]は局所領域の輝度勾配を示す．1; 2と 1; 2はそれぞれ各ガウスコンポー
ネントの平均値と標準偏差を示す．w1 と w2は各ガウスコンポーネントにかかる相対的な重
3.2 輝度勾配の局所統計量に基づくブラー特徴量 21







































































図 3.1 (b)と (c)の緑色，赤色，水色の実線はそれぞれ，k-means法を用いてフィッティン
グした際の第 1項目のガウスコンポーネント，2項目のガウスコンポーネント，およびGMM
の確率分布を示している．図 3.1 (b)と (c)の赤色と水色の点線はそれぞれ，EMアルゴリズ
ムを用いてフィッティングした際の第 2項目のガウスコンポーネントとGMMの確率分布を








カーネル k[x];S = supp(k[x])を畳み込む場合を考える．1次元のエッジ信号は次式 (3.4)で
表せる．
J [x] = AH[x] +B (3.4)
H[x] =
8<:0 (x < 0)1 (x  0) (3.5)
ここで，H[x]は単位ステップ関数である．AとBはそれぞれエッジの輝度振幅とオフセット



















var (I[y]) (y 2 Sx) (3.7)








論文では A^が取りうる値の範囲を [A^min; A^max]として制限する．ただし，A^maxと A^minは，
それぞれ A^が取りうる最大値と最小値を示す．本論文では，A^maxは輝度勾配値が取りうる値















図 3.2の第一列は明るい矩形を暗い背景に配置したw  64画素の画像を示しており，4段
階の画像幅を持っている．明るい矩形のサイズは 32  32画素で固定しており，画像幅の増
加にしたがい輝度変化の少ない画素集合の濃度が増加する．また，図 3.2の全画像において
A = 255である．図 3.2の他の列はガウシアンフィルタを用いて第一列の各画像を平滑化し
たときの画像を示す．図 3.2には 3種類の sに対する画像だけを示しているが，本シミュレー




図 3.3 (a)と (b)に示すとおり，Kurtosisと LPSSの特徴量変動は輝度変化の少ない画素集






















































































を持っている．図 3.4の各画像はmin (I[x]) = 0としており，輝度振幅A = max(I[x])であ
る．図 3.4の他の列はガウシアンフィルタを用いて第一列の各画像を平滑化した際の画像を示
す．図 3.2と同様に，図 3.4には 3種類の sに対する画像だけを示しているが，本シミュレー



























































は図 1.1 (a)に対して 10  10，20  20，40  40の各局所領域サイズによるウィンドウス
ライディングを用いて求めたブラー特徴量分布を示している．なお，ここではANGHSの算
出において A^min = 30を用いた．各グラフの青色線と赤色線は，それぞれブラー領域と鮮明
な領域の特徴分布を示す．また，rはクラス間分散とクラス内分散の比で定義されるクラス
分離度であり，高い値はブラー領域と鮮明な領域の識別性能が高いことを示す．ブラー領域












































(a) Kurtosis, 10 10, r = 0:0067


























(b) Kurtosis, 20 20, r = 0:0003


























(c) Kurtosis, 40 40, r = 0:0029


























(d) LPSS, 10 10, r = 0:0759


























(e) LPSS, 20 20, r = 0:3350


























(f) LPSS, 40 40, r = 1:0363


























(g) GHS, 10 10, r = 0:0743


























(h) GHS, 20 20, r = 0:0752


























(i) GHS, 40 40, r = 0:0703


























(j) ANGHS, 10 10, r = 0:8902


























(k) ANGHS, 20 20, r = 0:7665


























(l) ANGHS, 40 40, r = 0:7460




































RGB ! Y UV 色変換を用いて生成する．Y UV 色空間において輝度信号は Y で示され，変
換式は式 (4.1)で表せる．














































































の多くは，長辺の長さがVGA (Video Graphics Array)サイズと同じであるため，これらの
グリッドによって分割した局所領域は，それぞれ一片の長さがVGAサイズにおける長辺の




なサイズの局所領域を包含するように行う．なお，図 4.3では見やすさのために 20  20と





図 4.4に 10  10，20  20，40  40のグリッドサイズと複数サイズのグリッド分割を
用いて図 1.1 (a)から推定したスパースブラー特徴マップの例を示す．なお，図 4.4では


























































本項ではカラー画像を行列 [I1; I2; : : : ; Ii; : : : ; IN ] を用いて表す．インデックス






スブラー特徴マップ bsはN 行 1列のベクトルで表す．各局所領域の中心画素を集合Rで
表すと，各局所領域の中心画素 bsi (i 2 R)の特徴量はANGHSの値になり，その他の画素
bsi (i 62 R)の特徴量は 0になる．このとき，ブラー特徴マップ bは次式 (4.2)に示すコスト関
数を最小化する解として与えられる．
C(b) = bTLb+ (b  bs)TD(b  bs) (4.2)
ただし，は定数であり，本論文では = 0:0001を用いる．DはN行N列の対角行列であ
り，Dの要素Dij (1  i; j  N)は次式 (4.3)で表せる．
Dij =
8<:ri (i = j) ^ (i 2 R)0 otherwise (4.3)














算出する．E3は 3行 3列の単位行列である．Lijは (i; j) 2 !kとなる要素において式 (4.4)
の値を持ち，その他の要素では Lij = 0になる．式 (4.2)は bに関する 2次方程式である．
そのため，式 (4.2)は @C(b)
@b
= 0において最小値となる．式 (4.2)を bで偏微分すると，次
式 (4.5)が導かれる．
(L+ D)b = Dbs (4.5)









A^min = f1; 30; 60gを用いたときのブラー特徴マップを示す．最適な A^minは画像毎に異な
る．例えば，図 4.6の上段の画像では A^min = 1でも識別性能は保たれている．一方，図 4.6
の下段の画像では画像の右下部分にある局所領域B-NEの多くで小さな輝度振幅値を持ってい
るため，A^min = 1の場合は大きなANGHS値となっている．この問題は A^minに大きな値を













2B = !0(p)!1(p)(1(p)  0(p)) (4.6)
ただし，0(p)と 1(p)はそれぞれ，しきい値 pで分割した際のC0とC1の特徴量平均値を
示す．また，!0(p)と!1(p)はそれぞれ，しきい値 pで分割した際のC0とC1の相対面積を
示し，!0(p) + !1(p) = 1が成り立つ．bでブラー特徴マップ全体の特徴量平均値を表すと，



















E(X) = iE1(Xi) + i;jE2(Xi; Xj) (4.8)




Y. BoykovらのGraphcuts [32, 36]は式 (4.8)のエネルギー最小化問題を，グラフ理論に
おける最小カットを求める問題として扱うことで領域分割を行う手法である．Graphcutsで
はまず，図 4.8 (a)に示すような重み付き有効グラフ G = (V ; E)を構築する．Vは頂点集合
を表し，各画素を示す頂点 viと分割する 2領域を示す特別な頂点 vsと vtから成る．本論文
では vsをブラー領域とし，vtを鮮明な領域とする．Eはエッジ集合を表し，隣接する頂点間
を結ぶ双方向エッジ eij = ejiと vs; vtと各 vi間を結ぶ有向エッジ esi，および eitから成る．








図 4.8: 領域分割のためのグラフとそのカット [36]
表 4.1: 切断コストと式 (4.8)の対応関係：単一画像に対するブラー領域分割
エッジ esi eit eij
コスト csi = E1(Xi = 0) cit = E1(Xi = 1) cij = E2(Xi; Xj)
合Vを二つの部分集合S (vs 2 S)と T (vt 2 T )に分ける操作をいう．グラフGのカットの




























割数 5の k-meansクラスタリング [38]を用いて各領域を 5つの部分領域に分割する．その
後，各部分領域から特徴量の平均値C0k ，C1k ，B0k ，B1k と分散C0k ，C1k ，B0k ，B1k を算出す
る．kはGMMの各コンポーネントを表すインデックスである．C0k とC1k は 3行 1列のベ
クトルであり，各要素はR，G，Bチャネルそれぞれの平均値を示す．また，C0k とC1k は
3行 3列の分散共分散行列であり，対角要素はR，G，Bチャネルそれぞれの分散値を示し，
他の要素はチャネル間の共分散を示す．なお，B0k ，B1k ，B0k ，B1k はスカラー量である．
学習した特徴モデルを用いたデータ項は次の式 (4.9)と (4.10)を用いて算出する．














ただし，dC(k)と dB(k)はそれぞれ次の式 (4.11)と (4.12)で示される．








(Ii   Ck )T (Ck ) 1(Ii   Ck )

(4.11)























i   I4j )T (I4i   I4j )















































効果を示すために， = f1; 100; 400gのときの色特徴だけを用いた分割，ブラー特徴だけを





























































かり，PBの位置からの投影像は鮮明に写る．図 5.2 (a)と (b)の幾何学的関係と，CoCの直
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被写体と背景からの光線による CoCをそれぞれ cO と cB で表すと，図 5.2 (a)では
cO0 ' 0; cB0 ' c0となり，図 5.2 (b)では cO1 ' c1; cB1 ' 0となる．cO0  cO1 と cB0  cB1 であ













































































































して A^ = max(A0; A1)を用いる．2枚の画像からサンプリングした局所領域対のどちらかは



















第 5.3節で求めたブラー差分特徴マップに対して 10 10，20 20および，40 40のグ
リッドサイズを用いて求めたブラー差分特徴マップに対してしきい値 p = 0を用いて分割し









(a) グリッドサイズ 10 10 (b) グリッドサイズ 20 20














たGraphcutsを用いる．膨張収縮処理後のラベル画像をX (Xi 2 f0; 1; 2; 3g)とする．こ
5.4 ブラー差分特徴に基づく2段階領域分割 53
図 5.6: 膨張収縮後のラベル画像
表 5.1: 切断コストと式 (4.8)の対応関係：2枚の画像を用いたブラー領域分割
エッジ esi eit eij
コスト csi=
8>>>><>>>>:
1 (Xi = 0)




0 (Xi = 0)










てればよい．例えば膨張収縮後にXi = 0である場合は csi = 1  cit = 0となるため，切
断コストが少ない eitが必ずカットに含まれるようになる．このとき vi 2 Sとなるためラベ
ル値は変化しない．
Xi = 1，およびXi = 2の場合は単一画像に対するブラー領域分割と同様に学習した特徴
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タ項と平滑化項間の重み係数として  = 40を用いた．図 5.7に示すとおり本論文が提案する








































す．図 6.1 (a)はある目標分割画像を示す．図 6.1 (b)は図 6.1 (a)を反転して作成した画像
であり，ここではあるアルゴリズムによる分割結果画像と見なす．図 6.1 (c)と (d)はそれぞ









(a) 目標分割画像 (b) 分割結果画像
(c) 目標分割画像の境界 (d) 分割結果画像の境界











6.2 2 2分割表と表記法 59
表 6.1: 分割表要素の表記
正式名 略語 備考
true positive tp j(GT =\+") ^ (CR =\+")j=N
true negative tn j(GT =\ ") ^ (CR =\ ")j=N
false positive fp j(GT =\ ") ^ (CR =\+")j=N
false negative fn j(GT =\+") ^ (CR =\ ")j=N
predicted positive pp jCR =\+"j=N ; pp = tp+ fp
predicted negative pn jCR =\ "j=N ; pn = tn+ fn
real positive rp jGT =\+"j=N ; rp = tp+ fn







GT (Ground Truth) とCR (Classied Result)で表す．また，GTとCRのラベル値を反
転させた画像をそれぞれ，GTとCRで表す．本章では，2 2分割表の各要素を表 6.1の略
記号を用いて示す．表 6.1の \+"と \ "はGTとCRが持つ 2種類のラベル値を表す．ま
た，表 6.1内の j  jは条件を満たすラベル対の頻度，Nは画像の総画素数である．各要素を
画素数Nで除すると，表 6.2に示す確率的 2 2分割表が得られる．確率的 2 2分割表の




pp = tp+ fpと pn = tn+ fnはそれぞれ，CRの \+"値を持つ領域面積と \ "値を持つ領域
面積の総面積に対する比率を示す．同様に，rp = tp + fnと rn = tn + fpはそれぞれ，GT
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表 6.2: 確率的 2 2分割表
GT
+   Total
CR + tp fp pp
  fn tn pn





Inverse Recall IRec tn=rn
F1 score F (2Prec  Rec)=(Prec+ Rec)
Intersection over Union IoU tp=(tp+ fp+ fn)
Accuracy Acc tp+ tn
Informedness Info Rec+ IRec  1
Matthews Correlation Coecient MCC (tp  tn  fp  fn)=ppp  pn  rp  rn






さらに，統計的要約を行う際の表記を記す．本章では i (i = 1; 2; : : : ; n)は画像のインデッ
クスを示し，j (j = 1; 2; : : : ;m)はブラー特徴マップ生成アルゴリズムのインデックスを示
す．Iji は i番目の画像に対して j番目のブラー特徴マップ生成アルゴリズムを適用して生成
したブラー特徴マップを示す．pは領域分割アルゴリズムのパラメータを示し，Metricji (p)は
パラメータ pを領域分割アルゴリズムに与えて，ブラー特徴マップ Iji を分割した際の評価尺
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表 6.4: 評価尺度と要求事項の関係
F IoU Acc MCC Info
Symmetric responses   p p p
Balanced responses 1 1  p p
Linear responses   p  p





1. Symmetric responses : ブラー領域と鮮明な領域に対する分類評価の対称性
2. Balanced responses : GTの分割領域面積比を考慮した分類評価
3. Linear responses : 分類評価の線形性
これらの要求事項はクラスタリングのための精度評価においても共通する．さらに，クラス
タリングの精度評価ではこれらの要求事項を満たした上で，GTとCRのクラスラベルの反転












(a) 入力画像 [39] と
GT
(b) Shi [11] (c) Su [28] (d) Liu [10] (e) Chakrabarti [27]
図 6.2: フォーカルブラー画像の評価用データ
表 6.5: 図 6.2の比較結果に基づく評価尺度値
Algorithm
Metric Shi Liu Su Chakrabarti
F 0.691 0.533 0.965 0.880
F 0.221 0.076 0.468 0.405
IoU 0.528 0.363 0.933 0.786
IoU 0.124 0.040 0.306 0.254
Acc 0.557 0.379 0.935 0.801
MCC 0.221 -0.130 0.438 0.441
Info 0.435 -0.251 0.388 0.766
手で作成した目標画像と 4種類のブラー特徴マップ生成アルゴリズム [10,11,27,28]を用いて








る [3, 40, 41]．各ラベル値がブラー領域と鮮明な領域のどちらを示すかは便宜上の設定で
ある．GT-CRとGT-CRの比較において正解画素数と誤正解画素数は一致することから，
GT-CRとGT-CRの比較結果はクラス分類の精度評価では等しくなる必要がある．しかし
ながら，Fと IoUは \+"ラベルと \ "ラベルの誤正解に対する応答が異なるため，GT-CR
とGT-CRの比較において，それぞれ異なる評価値になる．
表 6.5は図 6.2の比較結果から算出した評価尺度値を示している．ただし，Fと IoUはGT
とCRを比較した場合の評価尺度値である．







域比を持っている．例えば，図 6.2のGTでは \+"ラベルを持つ画素面積は 93%である．
このようにGTの分割面積比に偏りがある場合は誤正解を過小評価してしまう場合がある．
この問題はAccの弱点として知られている [14]．例えば，図 6.2のB. Suらによる分割結果
は被写体領域で多くの誤分類が発生しているが，Acc = 0:935と高い評価値を得ている．し





図 6.3は J. Shiらのデータセットの全画像から算出した rpの相対頻度ヒストグラムを示して
いる．図 6.3から分かるとおり，J. Shiらのデータセットは幅広い rp分布を持っている．ま
た，図 6.3に示すように，GTの分割領域面積比はどちらかに偏っている場合が多い．このよ
うな画像を評価する場合は，GTの分割領域面積比に応じて各ラベルの分類評価値を重み付け































































tp+ tn+ fp+ fn = 1から分割表の各要素の自由度は 3である．ここから，定数 s，および
変数 t0と t1を用いて rp = s (0  s  1)，fp = t0 (0  t0  1)，fn = t1 (0  t1  1)と置


































Acc = tp+ tn = 1  t0   t1 (6.6)
MCC =
dtpp
pp  pn  rp  rn =
(s  t1)(1  s  t0)  t0t1p
s(1  s)(s+ t0   t1)(1  s  t0 + t1)
(6.7)
Info = Rec+ IRec  1
=
dtp
rp  rn =
(s  t1)(1  s  t0)  t0t1
s(1  s) (6.8)
ただし，dtp = tp  tn  fp  fnである．本論文のシミュレーションでは人工的な画像を用いて
s，t0，および t1を変化させ，各評価尺度値の変動を分析する．
各評価尺度の誤分類に対する挙動を分析するために，図 6.5に示すシミュレーションを用







に，本節のシミュレーションでは s = 0:25と s = 0:50の 2種類の矩形幅で分析を行う．これ
は，評価尺度のBalanced responsesを分析するためである．図 6.5 (a)と (b)ではそれぞれ，

























t0 = at (a = 1=h)，かつ，t1 = 0となる．図 6.5 (b)では，t0 = 0，かつ，t1 = atとなる．
誤分類が一定比率で線形に増加するため，評価尺度のLinear responsesを分析することが可
能である．













IoU = 1  at
1  s (6.12)
Acc = Acc = 1  at (6.13)








Info = Info = 1  at
1  s (6.15)
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Fと IoUは図 6.5 (b)における F1 scoreと IoUをそれぞれ示している．なお，式 (6.12)と
(6.15)から IoU = Infoであるがこれは本シミュレーションにおける特殊な状況である．
F1 scoreと IoUはGTとCRを比較した場合と，GTとCRを比較した場合では評価式が異
なる．これは式 (6.4)と (6.5)に示したように，t0と t1がそれぞれ異なる影響を持つためであ
る．F1 scoreや IoUのように誤分類に対する評価が非対称なものはフォーカルブラー画像の
評価には望ましくない．
式 (6.13)と (6.15)に示したとおり，Accと Infoの違いは右辺第 2項の tに対する係数であ
る．式 (6.15)の tに対する係数 1=(1  s)はGTの分割面積比に応じてCRの誤分類を重み
付けする効果がある．





図 6.6は tに対する各評価尺度の挙動を示している．図 6.6 (a)と (b)はそれぞれ，
s = 0:25と s = 0:50の場合の挙動を示している．なお，F1 score，IoU，およびAccuracy
の値域は [0; 1]であり，InformednessとMCCの値域は [ 1; 1]である．本シミュレーション
では全評価尺度の値が 0以上であるため，図 6.6の縦軸は [0; 1]の範囲で示している．
Fと IoUの誤分類に非対称的な応答と，GTの分割領域比に起因するAccの変動，および
F，IoU，MCCの非線形的な応答が図 6.6においても確認できる．一方，Informednessは









Recと 1-IRecで定義されるが，本論文では Informednessの評価式 (6.8)の各項と軸を対応付
けるためにROC空間をRecと IRecで定義する．通常のROC空間で表す場合は図 6.7を水
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(a) s = 0:25における挙動
0.00 0.10 0.20 0.30 0.40 0.50























(b) s = 0:50における挙動
図 6.6: tの変動に対する評価尺度の挙動
平方向に反転すればよい．ROC空間において線分L : Rec = 1   IRecはランダムな分類結
果を示し，図 6.7では (0; 1)から (1; 0)に向かう点線で示されている．あるCRから算出し
た Recと IRecの組は，ROC空間上で点 (IRec;Rec)で表せる．このとき，CRから算出し
た Informednessは点 (IRec;Rec)と線分L上の点 (IRec; 1-IRec)間の距離に等しい．ただし，
点 (IRec;Rec)が線分Lよりも下方にある場合は，Informednessは負の値になる．
図 6.7の点Aが，あるGTと CRの比較結果を示すと仮定すると，図 6.7の点B，C，
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A :(IRecA ,RecA )
B :(1−IRecA ,1−RecA )
C :(1−RecA ,1−IRecA )
D :(RecA ,IRecA )
図 6.7: ROC空間における Informednessの対称性
および Dはそれぞれ，GT-CR，GT-CR，および GT-CRの比較結果を示す．点 Aの
座標を (IRecA;RecA)で表すと，B，C，Dの座標はそれぞれ，(1   IRecA; 1   RecA)，
(1   RecA; 1   IRecA)，および (RecA; IRecA)，で表せる．このとき，図 6.7に示すように
点AとDは線分Lに平行な直線上に乗る．同様に，点BとCは線分Lを中心に反対側の
平行な直線上に乗る．ここから，j APA j=j BPB j=j CPC j=j DPD j= jInfojが成り立つ．
Informednessの絶対値 jInfojはGTとCRの片方または双方のラベル値が反転した場合でも
同じ評価値となり，第 6.3節で定義したクラスタリング評価のための要求事項を満たす．


















































































図 7.1に示す．図 7.1の各画像下に示す番号は画像の識別番号である．図 7.1の画像は全てク
リエイティブコモンズライセンスに基づいている．各画像個別の著作権者，出典，およびライ
センスは付録Aに記載した．2枚の画像を用いたブラー領域分割精度評価では，被写体と背










A-1 A-2 A-3 A-4
A-5 A-6 A-7 A-8
A-12A-9 A-10 A-11
A-13 A-14 A-15 A-16





























れらの手法では提案手法と同様に 10 10，20 20および，40 40の複数サイズの局所領域
を用いて個別にブラー特徴マップを算出した後，画素毎に特徴量を平均化した．その他の参
照シンボルは局所領域のサンプリング手法の違いを示しており，単一サイズのグリッドを用い
たサンプリング \G10", \G20", \G40"，Cannyエッジ検出 [44]を用いて検出したエッジ点
周囲の 20 20画素を局所領域としたサンプリング \E20"，SIFT (Scale Invariant Feature
表 7.1: 技術要素の組み合わせと参照シンボル
Technical components
GMM tting Sampling of local region Blur map estimation
Symbol k-means EM 10x10 20x20 40x40 Edge SIFT EAI Window Direct
sliding Assign
GM     
GM-EM     
W     
B     
G10   
G20   
G40   
E20   
S   
E20S    
E20G20    








値 Tlを持つ．本論文では，ガウシアンパラメータとして  =
p
2を用いる．上方しきい値
と下方しきい値はそれぞれ，最大輝度勾配値max(I(x))を用いて Tu = 0:1max(I(x))
と Tl = 0:04max(I(x))とする．これらのパラメータは S. Zhuoらが用いているパラメー





ントラストしきい値 Tcを持つ．本論文では，パラメータとしてそれぞれ， = 1:6，s = 3，
Te = 10，および Tc = 0:04を用いる．スケールスペース構築のためのガウシアンパラメー





Summarization 1 10 20 30 40 50 60 70 80 90 100
Maximum 0.687 0.763 0.779 0.780 0.775 0.769 0.763 0.757 0.752 0.748 0.744
Otsu 0.564 0.678 0.693 0.697 0.689 0.679 0.673 0.664 0.654 0.647 0.638
Averaged 0.263 0.322 0.336 0.335 0.330 0.325 0.318 0.312 0.305 0.299 0.292
(b) jInfoj
A^min
Summarization 1 10 20 30 40 50 60 70 80 90 100
Maximum 0.708 0.767 0.782 0.783 0.777 0.771 0.765 0.760 0.756 0.752 0.749
Otsu 0.602 0.685 0.698 0.700 0.692 0.683 0.677 0.670 0.661 0.655 0.647
Averaged 0.284 0.326 0.340 0.338 0.333 0.328 0.321 0.315 0.308 0.302 0.296
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まず最初に，ANGHSの算出における A^min設定値に対する提案手法の識別性能を表 7.2に





0:707，0:544，0:225であった．ANGHSを用いたブラー特徴マップは A^min > 1でGHSを
用いた場合の精度を上回っており，提案ブラー特徴の有効性が示された．また，表 7.2 に示










[ 1; 1]であり，jInfojの値域は [0; 1]であるが，本章で示す精度比較では全ての手法の評価値

















































































































値に対して J. ShiらやR. Liuらの方法よりも敏感だと言える．これはブラー特徴マップの
特性に起因する．各手法によるブラー特徴マップと大津法による分割結果を図 7.7に示す．
図 7.7の第 1列目と第 3列目は入力画像と各ブラー特徴マップを示しており，第 2列目と第 4
列目はGTと各CRを示している．なお，図 7.7に示す従来手法のブラー特徴マップは画像
のブラー度に比例して画素値が高くなるが，提案したブラー特徴マップと比較するために明







能な全しきい値で分割した際の IRec毎のRec特性を図 7.8に示す．図 7.8 (a)に示す特性は
Vertically averaged Recalls [46]と呼び，データセット全体のROC空間における平均的な
挙動を示す．Vertically averaged Recallsは，ブラー特徴マップを設定可能な全しきい値で
分割した際の (IRec;Rec)を収集し，IRecの 0:01ステップ毎に Recの平均を求めることで
算出する．図 7.8 (b)は IRec毎のRec相対頻度を示している．なお，図 7.8 (b)では，頻度
分布の違いを視覚的に分かりやすくするために，縦軸の値の範囲を [0:00; 0:20]としている．
図 7.8 (a)の提案ブラー特徴マップやB. Suら，A. Chakrabartiら，および S. Zhuoらのプ
ロット結果は一般的なROC曲線の挙動に近い．また，図 7.8 (b)に示されるとおり低い Info
になる (IRec;Rec)に頻度が集中しており，高い Infoになるしきい値の数は少ないことが分
かる．一方，J. ShiらやR. Liuらのプロット結果は他のものとは大きく異なる挙動を示し































































































































色特徴とブラー特徴マップを併用した Graphcutsの結果 \Graphcuts M"に加えて，比
較として RGB色特徴とブラー特徴だけを用いた Graphcutsの結果 \Graphcuts C"と
\Graphcuts B"，および大津法を用いた初期分割結果 \Otsu"も併せて示す．
まず最初に，提案ブラー特徴マップを用いたときのGraphcutsにおけるデータ項と平滑化
項の調整係数 に対する分割性能を表 7.3に示す．表 7.3 (a)と (b)は，それぞれ評価尺度と
して Infoと jInfojを用いた精度であり，太字は各領域分割アルゴリズムの に対する最大精
度を示す．なお，ここでは色空間の選択による分割性能への影響を示すためにCIELab
色特徴，および CIELuv色特徴だけを用いたGraphcutsの結果 \Graphcuts C Lab"，
\Graphcuts C Luv"を併せて示す．表 7.3 に示すとおり，最大精度となる は領域分割ア
ルゴリズム毎に異なり，\Graphcuts M"では  = 90で最大精度となる．次に示すブラー特







している．アルゴリズム名にある括弧内の数値 M ; C ; Bは，それぞれ \Graphcuts M"，





法の高い汎用性が伺える．図 7.9 (a)と (b)に示すとおり，本提案手法の \Graphcuts M"，
\Graphcuts C"，\Graphcuts B"および \Otsu"の精度はクラス分類では 0:722，0:667，







Algorithm 1 10 20 30 40 50 60 70 80 90
Graphcuts M 0.706 0.711 0.715 0.716 0.717 0.719 0.720 0.719 0.720 0.722
Graphcuts C 0.555 0.614 0.640 0.656 0.662 0.667 0.665 0.666 0.667 0.664
Graphcuts C Lab 0.551 0.613 0.636 0.648 0.655 0.660 0.663 0.663 0.664 0.663
Graphcuts C Luv 0.548 0.605 0.633 0.644 0.653 0.658 0.661 0.662 0.660 0.658
Graphcuts B 0.690 0.698 0.701 0.703 0.703 0.703 0.704 0.704 0.702 0.701

Algorithm 100 200 300 400 500
Graphcuts M 0.721 0.717 0.704 0.696 0.675
Graphcuts C 0.658 0.609 0.568 0.527 0.489
Graphcuts C Lab 0.655 0.609 0.565 0.522 0.482
Graphcuts C Luv 0.656 0.607 0.564 0.525 0.486
Graphcuts B 0.700 0.689 0.669 0.645 0.616
(b) jInfoj

Algorithm 1 10 20 30 40 50 60 70 80 90
Graphcuts M 0.710 0.714 0.718 0.719 0.721 0.722 0.723 0.723 0.724 0.726
Graphcuts C 0.567 0.625 0.652 0.663 0.670 0.674 0.673 0.674 0.674 0.670
Graphcuts C Lab 0.562 0.624 0.646 0.658 0.663 0.668 0.671 0.671 0.671 0.671
Graphcuts C Luv 0.558 0.616 0.645 0.656 0.664 0.668 0.670 0.670 0.669 0.666
Graphcuts B 0.693 0.701 0.705 0.707 0.707 0.707 0.708 0.708 0.706 0.705

Algorithm 100 200 300 400 500
Graphcuts M 0.725 0.723 0.709 0.700 0.679
Graphcuts C 0.665 0.619 0.576 0.537 0.497
Graphcuts C Lab 0.663 0.618 0.575 0.533 0.492
Graphcuts C Luv 0.664 0.616 0.573 0.534 0.493
Graphcuts B 0.704 0.693 0.673 0.650 0.620
90 精度評価
図 7.10に単一画像に対するブラー領域分割結果を示す．なお，ここでは図 7.9 (a)を求め
たときと同じ を用いた．単一画像に対するブラー領域分割を用いたその他の分割結果は付





































































































































(a) 入力画像 [47] (b) ブラー特徴マップ
(c) 目標分割画像 (d) 大津法による分割結果
図 7.11: 細長い構造の影響による誤分割
(a) 入力画像 [48] (b) ブラー特徴マップ








用いた結果では分割結果が反転する現象が発生せず Info = jInfojであったため，クラス分類
の精度である Infoの結果だけを示す．表 7.4 に示すとおり，最大精度となる は画像データ
















表 7.4: に起因する 2枚の画像を用いた領域分割性能

Dataset 1 10 20 30 40 50 60 70 80 90
B 0.955 0.965 0.967 0.970 0.988 0.987 0.986 0.986 0.986 0.986
C 0.809 0.821 0.827 0.825 0.824 0.824 0.821 0.819 0.816 0.815

Dataset 100 200 300 400 500
B 0.986 0.985 0.985 0.979 0.978







































































図 7.14: 単一画像と 2枚の画像を用いた手法の分割結果
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(a) 被写体合焦画像 (b) 背景合焦画像
(c) ブラー差分特徴 10 10 (d) ブラー差分特徴 20 20
(e) ブラー差分特徴 40 40 (f) 初期分割結果
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Symbol 1 10 20 30 40 50 60 70 80 90 100
GM 0.687 0.763 0.779 0.780 0.775 0.769 0.763 0.757 0.752 0.748 0.744
GM-EM 0.649 0.760 0.779 0.779 0.773 0.772 0.766 0.761 0.755 0.751 0.748
W 0.501 0.577 0.609 0.619 0.621 0.619 0.617 0.614 0.610 0.606 0.603
B 0.524 0.594 0.621 0.627 0.627 0.623 0.620 0.616 0.612 0.608 0.605
G10 0.688 0.768 0.779 0.773 0.766 0.760 0.756 0.751 0.747 0.743 0.741
G20 0.670 0.728 0.747 0.752 0.752 0.751 0.749 0.746 0.743 0.739 0.735
G40 0.630 0.663 0.679 0.689 0.694 0.697 0.698 0.699 0.700 0.700 0.700
E20 0.638 0.638 0.639 0.640 0.643 0.645 0.641 0.634 0.624 0.614 0.604
S 0.566 0.568 0.572 0.581 0.592 0.599 0.603 0.606 0.608 0.608 0.606
E20S 0.638 0.638 0.639 0.641 0.644 0.646 0.643 0.636 0.627 0.617 0.606
E20G20 0.648 0.674 0.687 0.693 0.698 0.700 0.697 0.690 0.680 0.669 0.658
E20G20S 0.648 0.674 0.686 0.693 0.698 0.700 0.697 0.690 0.681 0.670 0.659
(b) jInfoj
A^min
Symbol 1 10 20 30 40 50 60 70 80 90 100
GM 0.708 0.767 0.782 0.783 0.777 0.771 0.765 0.760 0.756 0.752 0.749
GM-EM 0.682 0.766 0.783 0.782 0.776 0.774 0.769 0.764 0.759 0.756 0.753
W 0.509 0.580 0.611 0.621 0.622 0.621 0.619 0.616 0.612 0.609 0.606
B 0.528 0.595 0.622 0.629 0.628 0.625 0.621 0.618 0.614 0.611 0.607
G10 0.709 0.773 0.782 0.777 0.769 0.764 0.760 0.756 0.752 0.750 0.747
G20 0.695 0.734 0.750 0.754 0.753 0.753 0.752 0.749 0.746 0.743 0.741
G40 0.658 0.678 0.690 0.697 0.702 0.705 0.706 0.708 0.709 0.710 0.711
E20 0.659 0.659 0.659 0.660 0.663 0.666 0.664 0.659 0.651 0.642 0.633
S 0.609 0.611 0.612 0.618 0.626 0.632 0.634 0.636 0.637 0.636 0.634
E20S 0.657 0.657 0.657 0.659 0.662 0.666 0.663 0.658 0.651 0.643 0.634
E20G20 0.661 0.680 0.690 0.697 0.702 0.704 0.701 0.695 0.685 0.675 0.666





Symbol 1 10 20 30 40 50 60 70 80 90 100
GM 0.564 0.678 0.693 0.697 0.689 0.679 0.673 0.664 0.654 0.647 0.638
GM-EM 0.507 0.673 0.690 0.693 0.684 0.674 0.664 0.656 0.649 0.641 0.634
W 0.340 0.428 0.460 0.470 0.471 0.468 0.464 0.457 0.450 0.441 0.431
B 0.372 0.435 0.463 0.469 0.472 0.468 0.463 0.455 0.446 0.436 0.426
G10 0.558 0.669 0.679 0.676 0.670 0.659 0.652 0.644 0.638 0.628 0.623
G20 0.532 0.615 0.635 0.642 0.641 0.642 0.634 0.631 0.625 0.623 0.620
G40 0.467 0.515 0.543 0.556 0.564 0.566 0.569 0.571 0.574 0.574 0.575
E20 0.527 0.527 0.528 0.531 0.533 0.535 0.527 0.514 0.499 0.486 0.475
S 0.364 0.366 0.373 0.387 0.398 0.404 0.410 0.420 0.419 0.420 0.415
E20S 0.529 0.529 0.530 0.534 0.536 0.538 0.531 0.519 0.505 0.491 0.479
E20G20 0.550 0.585 0.601 0.610 0.614 0.614 0.608 0.596 0.584 0.571 0.555
E20G20S 0.550 0.584 0.601 0.609 0.614 0.613 0.609 0.597 0.584 0.571 0.555
(b) jInfoj
A^min
Symbol 1 10 20 30 40 50 60 70 80 90 100
GM 0.602 0.685 0.698 0.700 0.692 0.683 0.677 0.670 0.661 0.655 0.647
GM-EM 0.575 0.683 0.695 0.698 0.688 0.680 0.670 0.663 0.657 0.650 0.644
W 0.364 0.434 0.464 0.473 0.473 0.470 0.465 0.459 0.452 0.443 0.433
B 0.385 0.439 0.466 0.472 0.474 0.469 0.465 0.457 0.448 0.438 0.428
G10 0.597 0.678 0.685 0.681 0.675 0.665 0.659 0.652 0.647 0.638 0.633
G20 0.576 0.627 0.642 0.647 0.646 0.646 0.640 0.637 0.632 0.630 0.628
G40 0.527 0.550 0.566 0.576 0.584 0.584 0.587 0.590 0.592 0.591 0.592
E20 0.568 0.568 0.569 0.573 0.575 0.575 0.568 0.560 0.549 0.539 0.530
S 0.449 0.449 0.453 0.458 0.465 0.469 0.471 0.476 0.474 0.473 0.468
E20S 0.568 0.568 0.568 0.573 0.574 0.575 0.568 0.561 0.550 0.540 0.531
E20G20 0.577 0.601 0.613 0.619 0.623 0.622 0.617 0.607 0.596 0.582 0.568





Symbol 1 10 20 30 40 50 60 70 80 90 100
GM 0.263 0.322 0.336 0.335 0.330 0.325 0.318 0.312 0.305 0.299 0.292
GM-EM 0.238 0.322 0.337 0.335 0.329 0.321 0.314 0.308 0.301 0.294 0.288
W 0.071 0.090 0.097 0.101 0.104 0.106 0.109 0.112 0.114 0.117 0.119
B 0.110 0.130 0.139 0.143 0.146 0.149 0.151 0.153 0.155 0.158 0.159
G10 0.270 0.336 0.345 0.340 0.333 0.325 0.317 0.310 0.303 0.296 0.290
G20 0.270 0.316 0.332 0.335 0.334 0.331 0.327 0.321 0.316 0.310 0.305
G40 0.246 0.271 0.284 0.290 0.293 0.294 0.295 0.295 0.294 0.292 0.291
E20 0.162 0.162 0.163 0.164 0.164 0.164 0.164 0.163 0.160 0.158 0.155
S 0.165 0.166 0.168 0.173 0.179 0.184 0.188 0.190 0.190 0.190 0.188
E20S 0.163 0.163 0.163 0.164 0.166 0.166 0.165 0.164 0.162 0.160 0.157
E20G20 0.167 0.178 0.184 0.187 0.189 0.190 0.190 0.189 0.186 0.184 0.181
E20G20S 0.167 0.178 0.184 0.187 0.189 0.190 0.190 0.189 0.187 0.184 0.182
(b) jInfoj
A^min
Symbol 1 10 20 30 40 50 60 70 80 90 100
GM 0.284 0.326 0.340 0.338 0.333 0.328 0.321 0.315 0.308 0.302 0.296
GM-EM 0.274 0.329 0.341 0.339 0.332 0.325 0.318 0.311 0.305 0.298 0.292
W 0.078 0.093 0.100 0.103 0.106 0.108 0.111 0.114 0.116 0.119 0.121
B 0.115 0.133 0.142 0.146 0.149 0.151 0.153 0.155 0.157 0.160 0.161
G10 0.293 0.341 0.349 0.344 0.337 0.329 0.322 0.315 0.309 0.302 0.296
G20 0.297 0.325 0.337 0.339 0.338 0.335 0.331 0.326 0.320 0.315 0.310
G40 0.280 0.290 0.298 0.303 0.305 0.306 0.306 0.306 0.305 0.303 0.302
E20 0.174 0.174 0.174 0.174 0.175 0.175 0.175 0.175 0.174 0.172 0.171
S 0.202 0.202 0.202 0.206 0.210 0.213 0.215 0.216 0.214 0.212 0.210
E20S 0.173 0.173 0.174 0.174 0.175 0.176 0.176 0.175 0.174 0.173 0.171
E20G20 0.174 0.182 0.187 0.190 0.192 0.193 0.193 0.192 0.190 0.188 0.185
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