Abstract-Ultrasound images segmentation is a difficult problem due to speckle noise, low contrast and local changes of intensity. Intensity based methods do not perform particularly well on ultrasound images. However, it has been previously shown that these images respond well to local phase-based methods which are theoretically intensity-invariant. Here, we use level set propagation to capture the left ventricle boundaries. This uses a new speed term based on local phase and local orientation derived from the monogenic signal, which makes the algorithm robust to attenuation artefact. Furthermore, we use Cauchy kernels, instead of the commonly used log-Gabor, as pair of quadrature filters for the feature extraction. Preliminary results show that the proposed method can robustly handle noise, and captures well the low contrast boundaries.
I. INTRODUCTION
U LTRASOUND imaging has many advantages: it is noninvasive, provides images in real time and requires a relatively lightweight material. However, these images are known to have low signal-to-noise ratio, low contrast, and high amounts of speckle. These characteristics make segmentation difficult and therefore complicate the diagnosis task.
A correct segmentation of structures is crucial in many medical applications, e.g. diagnosis, surgical planning, simulation and training. The most popular approach has been to treat echocardiographic endocardial segmentation as a contour finding approach. This is not straightforward as the contrast around the left ventricle chamber boundaries varies depending on its relative orientation to the transducer direction, and to attenuation. Thus conventional intensity gradient-based methods have had limited success on typical clinical images [1] . To avoid this drawback, phase based approach offers a good alternative, it makes the approach robust to attenuation artifacts. This paper concerns the development of a novel segmentation method of the left ventricle within the level set framework. This uses local phase information derived from the monogenic signal, which is a multidimensional extension of the analytic signal [2] , [3] , [4] . Phase information has Y. Maingourd is the head of the Pediatric Echocardiographic Center, CHU Amiens, France (e-mail: maingourd.yves@chu-amiens.fr).
978-1-4244-5379-5/09/$26.00 ©2009 IEEE been used in numerous applications in the literature, such as image registration [5] , stereo matching [6] , filtering [7] , enhancement [8] , corner and edges detection [9] , [10] and segmentation [11] , [12] , [13] , [14] . Phase-based processing has attracted a lot of attention in image analysis, but probably not still enough in ultrasound image segmentation, see [1] . Our idea is to use a novel speed function, which combines the local phase and local orientation in order to detect boundaries in low contrast regions.
In the next section, we describe the extraction of local properties (phase and amplitude) from ID and 2D signals. Section 3 presents our proposed segmentation method. Finally, we conclude the paper with preliminary results on echocardiographic images.
II. BACKGROUND
Openheimer and Lim [15] showed that constructing two synthetic images, one of them containing the phase and the other containing the amplitude, only the image containing the phase is seen, although deteriorated. The information carried by phase of the picture appears much more significant than information carried by amplitude. Indeed, the phase informs us about the location and orientation of image boundaries, while the module provides only information on their intensity.
A. The Monogenic signal
To extract the local properties (Amplitude and Phase) of a ID signal f (x) we need to represent it in its analytic form [16] , [17] :
where i = A and fh(X) is the Hilbert transform of f(x).
The local amplitude (energy) and local phase of f(x) are given by
Recently, Felsberg and Sommer [3] , [4] , proposed a novel two-dimensional generalization of the analytic signal based on the Riesz transform, which is used instead of the Hilbert transform. Also, they proposed a 2D isotropic analytic signal, called monogenic signal. This representation preserves the core properties of the ID analytic signal that decomposes a signal into information about structure (local phase) and energy (local amplitude). Several applications of the monogenic signal have been already realized (see ego [17] , [18] ). Several families of quadrature pairs have been proposed and applied in the literature. Most authors have not provided a reasonable justification for the use of a particular family apart from simplicity of use or the satisfaction of the zero DC condition. In [17] , [18] , Boukerroui, Noble and Brady compare several pairs of quadrature filters and concluded that log-Gabor kernels are probably not a very good choice in the case of feature detection. They showed that Cauchy family has better properties. In the frequency domain, ID Cauchy kernel is defined by c(w ) = waexp(-sw), a?:: 1 , (19) .
Ilfnll '
, is similar to the product of ID local phase multiplied by the orientation vector, if the underlying signal is ilD (intrinsically one dimensional signals). The defined local phase vector can be interpreted as a rotation vector, which magnitude corresponds to the phase angle between the real signal and the monogenic signal, (see Fig. I ). In contrast to the ID case, the phase now includes additional geometric information. The monogenic phase completely characterizes the local gray-level transition of an image (i.e. local structure) as long as the image is locally ilD, given that the phase has been defined with respect to a given orientation [19] , (see Fig.2 ). The phase vector orientation r represents the local orientation of the image and is defined by the following relation: In the nD case, the local phase is associated to a given local orientation due to the fact that structural information is related to a given orientation. The concept of Local phase-vector is proposed by Felsberg in [2] , [4] and is defined by:
B. Quadrature filters
In practical applications, the local properties are estimated using a pair of bandpass quadrature filters. The monogenic signal is often constructed as (4) = (c*f,c*f n)( XI, X2), (5) where c(Xl , X2; s) is the spatial domain representation of the isotropic bandpass filter and s is a scaling parameter. So it can be represented by scalar valued even and vector valued odd filtered responses, with the following simple tick:
fM(Xl, X2 ;S) = (c*f,c*h*f)(XI, X2)
where s is a scaling parameter and a/sis the peak tuning frequency of the filter.
C. The edge detection measure
Step edge detection is performed using the feature asymmetry measure (FA) of Kovesi [20] defined using the monogenic signal presented previously. Kovesi suggested to use F A over a number of scales to detect step edge features. We define the multiple scales feature asymmetry FA:
where l·J denotes zeroing of negative values and T; is the scale specific noise threshold [20] . The FA takes values in (9) images.
[0,1], close to zero in smooth regions and close to one near boundaries.
The application of this operator in [10] , [8] for ultrasound images has yielded good results . The authors used FA with steerable filter for boundary detection. However, it is expected to obtain better results using the monogenic signal, as it is the natural extension of the ID analytical signal.
III. LEVEL SET METHODS AND FRONT PROPAGATION
In this section we present our proposed segmentation method . The idea is to use a novel phase based speed function within the level set framework.
Consider a gray level image as a function I : n --+~+ where n E~2 is the image domain . The image gradient vector field is given by VI( x, y) . Let The alignment term idea proposed by Kimmel and Bruckstein [21] , [22] , is to search for a contour C that interacts with a given image, such that the curve's normal aligns with the gradient vector field. The alignment of the two vectors can be measured by their inner product that we denote by (n, V1). The geometric functional of the alignment measure in its robust form is given by [21] , [22] :
EA(C) = -1£I (n(s), Vexe s) , y(s)) )lds, (7) where V is a given vector field (for example gradient of image). The functional EA(C) measures the alignment between the local image orientations and the curve's normals . In the proposed work, we use the local orientation computed by means of the monogenic phase ep given by (2) instead of the classical gradient estimation. As shown in Fig. 3 , the monogenic phase offers a good orientation estimation of the edge . The inner product (" .) gets high values if the curve's normal aligns with the local orientation of the image. This is useful in low contrast boundaries.
In our active contour model we will minimize the above alignment term and we will add some regularizing terms . It is known in literature that when we use several terms, geodesic active contour model (GAC) [23] serves as a good regularization for other dominate terms ; like the alignment term in case we have good orientation estimation of the edge , see [22] . Therefore, we introduce the energy functional E(C) defined by
The GAC term is an inverse edge indicator function, like g(x ,y) = 1/(1 + lVII), along the contour. The search in this case, would be for a curve along which the inverse edge indicator gets the smallest possible values.
In our active contour model we also use a phase based geodesic active contour term. We define the phase based edge indicator function by: where a E [0, 1] is a hyperparameter and FA E [0, 1] is the feature asymmetry measure , defined by (6) . Thus the values of g are close to one in smooth regions and close to zero near boundaries. As shown in Fig. 4 , by moving closer to finer scales , the FA measure recovers details and discontinuities, but looses regularity and continuity of the boundaries.
Following [22] , the gradient descent flow minimizing (8) to which we have added an area term as in [24] , in the level set formulation, is given by:
where u, >. and v are a fixed parameters.
IV. PRELIMINARY RESULTS Matlab 7.6 (R2008a) was used for the implementation of the proposed method. In all the experimental results shown in this section, the following parameters were fixed as such : s = 15, bandwidth = 1, a = 1, v = ±2. Fig. 4 , shows the edge detection function applied on real ultrasound image. It is computed by the F A measure , using the monogenic signal with the Cauchy filters family. By moving closer to the coarse scales , edge detection looses details but recovers regularity of the boundaries. This measure is injected in the speed function of a level set framework. Fig .  5 shows a comparison, on an echocardiographic image, of our proposed method against the well known GAC model. The left result obtained by our method shows more details and is more closely fit to the true boundaries than the GAC segmentation.
Finally, Fig. 6 shows illustrative results of our method on two typical ultrasound images. These preliminary results give the reader some insight regarding the robustness to speckle noise and to attenuation.
The proposed method gives accurate results in regions of low contrast, and seems to be robust against noise. The clinical experts are satisfied with these preliminary results. The specificities of ultrasound images respond well to local phase based processing, therefore we believe phase-based methods are well suited for the processing of ultrasound We aim to further develop the method in a multiple scales framework and generalize it for higher dimensions (3D+t) . It is also interesting to investigate the addition of region termes, Fig. 4 .
Examples of feature asymmetry measure at different scales.
From top-left to bottom-right : s E {15 , 20 , 25 , 30} , bandwidth =2 .5). The original image is given on Fig.6 top-left . at least at the beginning of the segmentation process, in order to improve the capture range of the method.
