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Abstract
Recent catastrophic seismic events, such as the events that struck L’Aquila in 
Italy and Port-au-Prince in Haiti, have highlighted once again the urgent need for 
effective mitigation plans for the building stocks. The effectiveness of these plans 
should be based on a well-informed assessment of the associated risk. The main 
challenge in this assessment involves the incorporation of the uncertainty associated 
with its main components, namely, the ground shaking hazard, the building’s 
vulnerability and its associated exposure to damage. A significant contribution for 
better understanding and communication of the examined risk to any interested parties 
is the distinct treatment of uncertainties inherent in the model (aleatory) from those 
that could be, theoretically at least, reduced (epistemic).
Following these principles, the aforementioned sources of uncertainty are 
treated, in this thesis, rigorously and explicitly through a novel two-stage Monte Carlo 
methodology, which is superior to existing simplified and/or approximate and 
potentially inaccurate procedures. The developed methodology can be applied under 
general conditions and results in the estimation of seismic damage and subsequent 
direct financial loss for a single building. In particular, the proposed procedure is 
based on fragility curves which may be obtained by any of the generally accepted 
vulnerability assessment methodologies. Moreover, it accounts for all possible 
seismic events likely to cause damage to any given building in a single year but can 
also deals with single events. In the first stage of the Monte Carlo procedure, the 
aleatory uncertainty in the three risk assessment components is introduced. This 
results in a point estimate for the annual failure probability for the building and the 
cumulative distribution of the scenario and atmual loss. The degree of confidence in 
these results is obtained by the introduction of the epistemic uncertainty in the second 
stage of the proposed Monte Carlo methodology. This source of uncertainty is 
investigated here with respect to the building’s vulnerability and the exposure, both of 
which have received limited attention in the literature compared to the epistemic 
uncertainty associated with the hazard.
The overall uncertainty in the damage and loss of a low-rise steel moment 
resisting frame is quantified through the proposed methodology and conclusions are 
drawn on the significance of the two types of uncertainty and the role of the
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components of risk on each type. In this case study, the aleatory uncertainty in the 
vulnerability is associated with structural parameters and performance level 
thresholds, while the epistemic component is represented by the record-to-record 
variability. With regard to the exposure, the aleatory uncertainty in the repair cost due 
to the random extent of damage, as well as the modelling uncertainty in the damage- 
to-loss relationship, is considered. Finally, uncertainty in the hazard is expressed via 
the randomness in the characteristics of the seismic events. It is shown that for this 
case study epistemic uncertainty plays a significant role in the annual failure 
probability. With regard to the scenario loss, the epistemic uncertainty dominated 
when small events were considered, while the aleatory uncertainty was the most 
influential uncertainty type for large events. It was also shown that the vulnerability 
dominated both the aleatory and epistemic component of uncertainty in loss for small 
events, while its role was substantially reduced for high intensities. The introduction 
of hazard, i.e. when annual loss is considered, showed that the epistemic uncertainty 
was as influential as the aleatory uncertainty. Finally, the dominant role of hazard for 
this loss was highlighted.
Although the above conclusions are linked to the specific building 
considered, it is shown that the proposed methodology can produce risk estimates, 
together with the confidence levels associated with these estimates. This is an 
important contribution to the development of loss estimation tools, which are 
increasingly being used by the insurance industry and civic authorities in their attempt 
to quantify and mitigate seismic risk.
[ii]
Acknowledgements
It is a pleasure to thank those that made.this thesis possible. First and 
foremost I owe my deepest gratitude to my principal supervisor Dr Timothy 
Righiniotis for his guidance and support all these years. His criticisms managed to 
surface the weaknesses of this thesis like a strong earthquake which stresses the 
weaknesses of a building. Moreover, it is an honour for me to have been under the 
supervision of a great teacher. Prof Maiios Chryssanthopoulos. His constructive 
criticisms and positive attitude are much appreciated.
Special thanks to my dear friends and polymaths George Daglish and Tom 
May for their help with my English and our long discussions on mathematics, 
statistics and the world. Many thanks to Bethany Corcoran who lightened my days 
and to my good friends Colin Stevenson, Mike Pullen and Alex Rallias for their 
intellectual and psychological support. Most importantly, I would like to thank my 
parents Ilias loannou and Leanthi Mirtsopoulou for their financial support as well as 
their love and patience.
[Hi]
Table of notations
£ : epsilon, accounts for the aleatory uncertainty in an attenuation relationship.
Ç : lognormal standard deviation.
C : random lognormal standard deviation,
Cc • lognormal standard deviation expressing the contribution of capacity.
: lognormal standard deviation expressing the contribution of demand.
: lognonnal standard deviation expressing the contribution of damage state.
Cji : lognormal standard deviation accounting for the aleatory uncertainty.
: lognonnal standard deviation accounting for the epistemic uncertainty.
CcR : lognormal standard deviation expressing the aleatory uncertainty in capacity.
■ lognormal standard deviation expressing the epistemic uncertainty in capacity.
: lognonnal standard deviation expressing the epistemic uncertainty in demand.
Cjjjj : lognonnal standard deviation expressing the epistemic uncertainty in demand.
V/ : mean annual rate of events of interest occurring from source i.
Vo : annual mean rate of events likely to cause damage to the examined site. 
v/=7 (.): mean annual rate at the examined site. 
a : standard deviation
0 (.): standard normal cumulative distribution function. 
a : constant. 
b : constant.
C : capacity.
C; : capacity for a given damage state /.
C3  (.) : the complementary cumulative chi-square distribution with three degrees of
freedom.
D : demand.
£■[.]: mean value.
DS : Random damage state. 
dsi ; a given damage state i.
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IM  : random ground motion intensity.
ifn„iax\ maximum value of ground motion intensity required for the Monte Carlo 
procedure which estimates the mean annual rate. 
iiriç^  : ground motion intensity threshold below which events are not considered to 
cause damage to the building.
K  : constant 
Kf^  : constant
L : direct financial loss, measured in terms of the repair over replacement cost. ;
M  : random magnitude of a seismic event.
M  : median value or a level of magnitude according to context. 
m : random median value.
ttIq : magnitude threshold below which events are not considered to cause damage to 
the building.
n : total number of damage states or seismic events of interest, according to context. 
ric : total number of components.
P(.): family of distributions, accounting for the epistemic uncertainty.
P{.): single distribution, accounting for the aleatory uncertainty.
R  : source-to-site distance or resistance according to context.
S  : Load.
: random spectral acceleration at the fundamental period for a given damping ratio.
Sd : random spectral displacement.
SR : structural response.
Pf\ probability of failure.
P t^ij : annual probability of failure.
Yar[.] ; variance
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Chapter 1 Introduction
Over the last fifty years, many earthquakes have caused significant damage in the 
building environment, which has led to considerable monetary losses. An extreme example 
of such financial disaster was the cost of the earthquake that struck Nicaragua in 1972, 
which reached 40% of the Gross National Product (GNP) of the country; financial disasters 
occurred in Europe, such as the 1999 earthquakes in Kocaeli which caused damages 
equivalent to 11% of the GNP [1]. The considerable impact of strong seismic events has 
also affected wealthier countries such as the US and Japan. Only in the last decade, the 
1994 earthquake in Northridge produced the largest insurance cost ($18 billion) [2], while 
the cost of the 1995 Kobe earthquake reached the largest, in absolute terms, amount of 
$150 billion. Despite these losses, the risk of significant future losses is unlikely to be 
reduced partly because of the continuous increase in the population of cities located in 
seismic areas.
In view of this problem, there is an urgent need to quantify existing seismic risks 
in order to arrive at informed decisions on projects aiming at their mitigation. These 
projects may help with the updating of design codes, the scheduling of mitigation or 
emergency plans and the adoption of relevant insurance and reinsurance policies [1]. The 
need for better informed decisions in recent years has led to the development of 
probabilistic models for the assessment of seismic risk.
In general, these models require three types of information [1, 3, 4], These three 
types consist of the identification of potential earthquake events, the probability of 
occurrence of these events over a specified futiue time window and their possible 
consequences on the examined elements at risk. The element at risk in this study is a single 
building. This building can either correspond to an existing structure or represent a generic 
model of a class of buildings with common characteristics (e.g. structural system, height or 
construction material). Moreover, the consequences of a seismic event on this building are 
typically expressed in terms of the loss of life safety, property or function. The focus of this 
thesis is limited on the direct financial loss due to the structural and non-structural damage 
suffered by the examined building due a stiong seismic event. The determination of the 
building’s failure probability for different damage levels can be further used to assess 
whether the building complies with corresponding target values found in codes of practice 
and guidance documents. In addition, the estimation of the subsequent loss can be used in a
[1]
number of ways such as to assess the financial resiliency of the building’s owner for a 
specified strong event or to assist the risk analyst in underwriting the given property and 
determining the annual premium.
Existing frameworks for seismic risk assessment of single buildings are based on j
Ithree components, namely, the hazard, the vulnerability and, finally, the exposuie. The first i
component, the seismic hazard, is regarded as a property of the earthquake [5], Sources of ■
hazard for the examined building include, in descending order of importance, the ground 
shaking, the landslide, the tsunami and the fault rupture. In this study, however, the ground 
shaking is the only source of hazard [6 ]. Secondly, the vulnerability refers to the possible 
damage sustained by the examined building due to the occurrence of an earthquake. The 
terms ‘vulnerability’ and ‘fragility’ are used here interchangeably as in most of the 
literature (with the exception of Ellingwood et al [7], who distinguished the two terms and 
used vulnerability to describe monetary losses and fragility to describe structural behaviour 
for a particular ground motion intensity). Lastly, the exposure represents here the loss for a 
given level of damage. This loss expresses the repair cost of the building.
The aforementioned three components depend on a number of variables, as 
depicted in Figure 1. These variables are integrated in the hazard, the vulnerability and the 
exposure by independent, mostly probabilistic, analyses. The common simplification, 
regarding the independence of the aforementioned analyses, implies that the variables 
associated with the hazard do not influence the vulnerability. Accordingly, the exposure is 
independent of the variables in the vulnerability and the hazard. In these independent 
analyses, the major challenge has been the quantification of uncertainty. A recent step 
towards this direction is the division of the uncertainty into aleatory (which some refer to as 
objective uncertainty, randomness or variability) and epistemic (which some denote as 
subjective uncertainty or uncertainty) [3, 8 ]. This classification is well established in the 
hazard analysis. It is, however, largely unexplored in the vulnerability and especially in the 
exposure analysis. Typical examples of these two types of uncertainty for each analysis are 
also shown in Figure 1.
The aleatory uncertainty is inherent in the model and therefore cannot be reduced.
With regard to the hazard at the site where the examined building is located, uncertainty in 
parameters such as the magnitude, the source-to-site distance and the scatter, e, due to the 
difference in the predicted and recorded ground motion intensity for any given attenuation 
relationship are typically considered ineducible. The modelling of this type of uncertainty
[2]
in the hazard analysis typically results in the probability that a level im of ground motion 
intensity IM  is exceeded in a given time inteival t, Accordingly, the
incorporation of the aleatoiy uncertainty in the vulnerability, which represents the 
randomness in the material properties and the characteristics of ground motions, results in 
the fragility curves. These curves express the probability that a level of damage ds^  is
reached or exceeded, given a level of intensity, P{^DS > ds. | IM  -  im ). Finally, the aleatory
uncertainty in the exposure can be related to the randomness in the labour and material cost 
as well as the uncertainty in the repair cost due to the uncertain extent and location of 
damage for a given ds.. This type of uncertainty in the exposure may be expressed in terms 
of the complementary cumulative distribution of the loss, conditional on a level of damage, 
P { L > l\D S = d s) .
—
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Figure 1 Loss estimation framework flowchart and sources of uncertainty for each module.
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By contrast to the aleatory uncertainty, its epistemic counterpart could, 
theoretically at least, be reduced at the expense of additional time and effort. This reduction 
could be achieved by the additional collection of data or the improvement of the models 
employed in the three analyses. Examples of this type of uncertainty for the three 
components can also be seen in Figure 1. In particular, with regard to the hazard analysis, 
modelling uncertainties due to the various attenuation relationships that can be used to 
predict the intensity, as well as uncertainties regarding the soil conditions or the type of 
source, are considered epistemic. Moreover, the uncertainty in the vulnerability analysis 
refers to the definition of the levels of damage or types of collapse and the lack of data for 
strong events as well as design or constructions errors regarding the examined building. 
Finally, the subjective uncertainty in the exposure is associated with the lack of data as well 
as the models used to predict the exposui e. The separate treatment of the aforementioned 
uncertainties may result in a family of distributions instead of the single distribution, 
determined previously by the modelling of the aleatory uncertainty in each component. The 
epistemic uncertainty can also be presented in terms of the most conceptually appealing 
confidence intervals of the aforementioned distributions, obtained by the three analyses.
The aforementioned classification of the uncertainties, however, depends on the 
probabilistic model as well as the scientific knowledge and the data available for each 
study [9]. The uncertainty in the geometrical properties of a building, e.g. the number of 
bays or the length of each bay, is used here as an illustrative example. This uncertainty can 
be considered aleatory, if  the examined building represents a class of buildings such as the 
concrete, high-rise, moment-resisting-frames, designed according to EC - 8  [10]. However, 
the aforementioned uncertainty can be viewed as epistemic if  the focus of the study is on an 
existing building. In the latter case, the uncertainly can be eliminated by inspecting the 
building.
The previously mentioned outcomes of the three independent analyses, presented 
in Figure 1, may be finally convoluted in order to determine the seismic risk for the 
examined building. Implicit in this framework is the assumption that the variables IM, DS 
and L are sufficient to represent the uncertainty in each component. The existing 
procedures are typically limited in the modelling of the aleatory uncertainty. In these 
publications, the risk is commonly obtained in terms of the expected loss of the 
investigated building for all possible levels of intensity over a period of time [11]. This risk 
is also communicated among shareholders, insurance companies, homeowners etc [ 1 , 1 2 ,
[4]
13] in tenus of complementary cumulative distribution of this loss. The period of time 
considered here is the typical period of one year [4]. Longer time intervals e.g.  ^= 50 years 
have been recently used by researchers in their attempt to establish loss estimation 
methodologies concerning the life-span of a building at risk [14-17]. Moreover, some 
procedures emphasize on two useful by-products of the risk assessment. Firstly, the 
convolution of the exposure and the vulnerability may result in the estimation of the loss 
for given levels of intensity, termed scenario loss. Secondly, the coupling of the hazard and 
vulnerability produces the annual probability of failure.
Nonetheless, the need for a deeper insight in the overall uncertainty is not 
addressed conclusively in the literature, where few publications [18-22] introduced 
explicitly the two types of uncertainty associated with the three main components in the 
risk. In these approaches four main limitations have been identified. Firstly, the 
aforementioned procedures were focused on the vulnerability analysis which was 
performed in two steps. The first step included the probabilistic determination of the 
structural response of the examined building for a given intensity measure. For this 
structural response, a level of damage was probabilistically obtained. Moreover, a low 
annual hazard was typically assumed. In addition, the epistemic uncertainty in the exposure 
was neglected. Last but not least, simplified and analytical (closed fonn solutions and First- 
Order-Second-Moment) solutions were proposed for the further incorporation of the two 
types of uncertainty, associated with the vulnerability and the hazard, in the risk 
assessment.
In a deviation from these approaches, the present thesis develops a generic 
methodology, which treats explicitly the aleatory and epistemic uncertainty, corresponding 
to the main components in the seismic risk assessment. This is achieved by the 
development of a novel, two-stage Monte Carlo procedure [23-26], which separately 
models these two types of uncertainty. The proposed procedure can be used for any (low, 
as well as high) annual hazard. In the first stage of this straightforward procedure, the 
aleatory uncertainty, associated with the hazard, vulnerability and exposure, is introduced 
in the risk assessment. The aleatory uncertainty is expressed by a single distribution for 
each component as presented previously. Moreover, the risk is expressed here in terms of 
the scenario and annual loss as well as in terms of the annual failure probability. The 
second stage incorporates the less explored epistemic uncertainty associated with the
[5]
vulnerability and its typically neglected counterpart regarding the exposure, resulting in the 
degree of confidence in the aforementioned risk.
Following the development of the methodology, it was applied to a low rise steel 
moment resisting frame. The fragility curves of the examined building correspond to the 
thi'ee performance levels proposed by FEMA-356 [27] and they have been constructed 
using an analytical vulnerability analysis proposed by Kazantzi et al [28-30]. The sources 
of uncertainty considered in constructing these curves include the randomness in the 
material properties, the hysteretic model, the definition of the performance levels and the 
record-to-record variability. This vulnerability is further convoluted in the present study 
with the exposure and hazard in order to illustrate the aforementioned methodology. 
Moreover, a number of deterministic sensitivity analyses investigate the significance of 
epistemic uncertainties.
1.1 Organisation of the thesis
In the light of the above discussion, the aims and objectives of this thesis can be 
summarised as follows:
• To develop a general methodology for probabilistic risk assessment of a 
single building under seismic loading.
• To treat rigorously and explicitly the sources of uncertainty in the risk 
components, namely: hazard, vulnerability and exposure.
• To produce risk estimates and the associated bounds at any desired 
confidence level for the same building.
• To demonstrate the implementation of the proposed methodology for a 
specific example building.
These objectives are addressed in the following five chapters. A brief outline for each of 
these chapters is provided below.
In Chapter 2, a literature review of the main contributions to the analyses of the 
vulnerability, the exposure and the hazard is presented. This review is focused on the 
treatment of uncertainty in these contributions. Moreover, emphasis is given to the 
vulnerability analysis of buildings for which the majority of the literature is on R/C frames. 
The exposure is also reviewed extensively, while a brief presentation of the probabilistic 
treatment of the hazard is provided. Following this, the probabilistic framework for risk 
assessment is also presented.
[6]
Having identified the limitations of the risk framework, the first stage of the 
Monte Carlo methodology is described in detail in Chapter 3. With reference to the damage 
assessment, the annual failure probability is also obtained by using a standard closed fonn 
solution as well as through a novel numerical approach which tackles the commonly used 
discrete fragility curves. With regard to loss assessment, Monte Carlo procedures were 
developed for the incorporation of the aleatory uncertainty in the scenario and annual loss. 
In addition, the poor quality of data regarding the exposure is taken into account by further 
introducing an equivalent FOSM methodology, which determines the statistical parameters 
of the scenario loss. The proposed methodologies are contrasted with existing numerical 
and analytical procedures.
In Chapter 4, the proposed methodology is applied, through a particular case 
study, to a three-storey, steel moment resisting frame. The vulnerability of this building is 
expressed in terms of median piecewise fragility curves [28-30], which are further fitted to 
lognormal distributions. Having established the other two components, the aforementioned 
methodology is used to evaluate the annual failure probability as well as the overall, non- 
structural and structural loss. Moreover, a number of modelling assumptions are examined 
in this chapter through sensitivity analyses. These are either associated with the parameters 
and the shape of the distributions, which express the three components (hazard, 
vulnerability and exposure), or are linked to the assumptions made in the methodology and 
the associated results.
Chapter 5 deals with the second-stage of the proposed Monte Carlo simulation 
method. In this stage, the epistemic uncertainty in the vulnerability and the exposure is 
introduced by randomising the parameters of the conesponding distributions. To this end, 
the methodology is applied here for the case study examined in Chapter 4. The contribution 
of the epistemic component on the overall uncertainty is the main question addressed in 
this chapter. Secondary issues regarding the significance of the aforementioned random 
parameters as well as the methodology used to model the epistemic uncertainty are also 
examined here.
Finally, general conclusions of this study as well as recommendations for future 
research are drawn in Chapter 6 .
Chapter 2 Literature Review
2.1 Introduction
In this chapter, a deeper understanding of the various components of uncertainty 
involved in risk assessment is obtained by reviewing the main methodologies used for the 
independent analyses of the vulnerability, exposure and hazard. This review is focused on 
the treatment of uncertainty in the vulnerability, where significant steps in the separate 
consideration of the aleatory and epistemic uncertainty have been made in recent years. In 
addition, the exposure is also reviewed, while a brief background of the main approach 
used in hazard analysis is presented. Following this review, the framework and the main 
methodologies for the estimation of the main expressions of risk are outlined. The main 
expressions of risk are the annual failuie probability, the loss for a single scenario, as well 
as the cumulative loss for all these scenarios likely to occur in a year.
2.2 Vulnerability analysis
The vulnerability analysis of a single building involves the treatment of a number 
of uncertainties associated with the ground motions, the examined structure and the levels 
of damage. This analysis results mainly in the fragility curves. A fragility curve is defined 
in terms of the probability of a level of damage, sustained by the examined building, being 
reached or exceeded given a level of seismic intensity. Another equally important outcome 
is the Damage Probability Matrix (DPM), which is defined in terms of the probability of 
the building being within a particular damage state for a given intensity. The two outcomes 
are linked, as will be explained in Chapter 3. Foui" main methodologies have been 
identified for the undertaking of vulnerability analysis [31]. These are the empirical 
methodology, the analytical, the methodology based on expert’s judgement and the hybrid 
methodology. An up-to-date review of the main contributions to these methodologies is 
presented in this section, which concerns mainly R/C buildings and it is focused on the 
treatment of the uncertainty.
2.2.1 Empirical method
The various empirical methods reviewed in this section have led to the 
construction of both fragility curves and DPMs. These methods are based on obseivational
[8]
databases recording building damage from past earthquakes or, more rarely, containing 
experimental data on components and idealised structural systems.
Whitman et al [32] proposed an empirical method to construct DPMs, so that the 
behaviour and the cost of the mid and high rise buildings structural and non-structural 
damage during the 1971 San Fernando earthquake could be examined. The DPMs were 
constructed using infonnation collected from 370 concrete and steel buildings of five or 
more storeys. The key step in this procedure was to gather the actual information from field 
surveys and other relevant sources. Once damages and associated cost, obtained from 
buildings for various seismic intensities measured on the Modified-Mercalli-Intensity •
(MMI) scale [33] were available, the buildings were classified in nine damage states '
according to their estimated damage ratio.
Jara et al [34] constructed fragility curves using 200 buildings from the database 
of the 1985 earthquake in Mexico City. By contrast to Whitman et al [32], both the seismic 
demand and capacity were measur ed in terms of the shear base coefficient. Moreover, the 
four damage states were defined only in terms of the damage in the vertical structural 
elements. The fragility curves were then constructed in terms of the percentage of buildings 
reaching a damage state against the shear base coefficient.
A different continuous ‘paranieterless’ scale of seismic demand, called PSI, was 
proposed by Spence et al [35] in order to obtain fragility curves using damage data 
recorded in many different post-earthquake surveys. The main property of this scale was 
that its middle point corresponded to 50% of unreinforced brick masomy buildings being 
substantially damaged (damage state D3). Moreover, the fragility curves corresponding to 
the five damage states were assumed normally distributed. The fragility curves 
corresponding to different building classes were detemiined by comparing their 
perfonnance with the perfoimance of the unreinforced brick masonry.
Similarly, Orsini [36] used the Spence’s [35] “parameterless” scale in order to 
construct empirical fragility curves based on the 1980 Irpinia event, where the intensity 
was in terms of Mercalli-Canciani-Sieberg (MCS) scale. The building inventory, notably 
consisted of 50,000 apartments instead of buildings, was classified according to the 
structural system into four vulnerability classes to comply with the specifications of 
European Macroseismic Scale (EMS-98) [37]. Furthermore, the available data were 
classified in eight damage states accounting only for the damage in vertical elements. By i
contrast, other Italian researchers such as Di Pasquale et al [17] constructed DPMs i
[9]
expressing the intensity in terms of the MCS instead of PSI in order to avoid the 
introduction of further uncertainty. Their DPMs were fitted a binomial distribution for each 
of the same four vulnerability classes.
An empirical method was also introduced by Sarabandi et al [38] in order to 
directly determine fragility curves and DPMs for R/C buildings, which were used as default 
curves in HAZUS, A small number of 20 frames and 60 dual systems were considered in 
their study and their damages were correlated with the Peak Ground Acceleration (PGA) by 
overlaying the map of the recording stations to the locations of these buildings. Initially, 
DPMs were developed by these raw data. Following this, the fragility curves were 
constructed and a lognonnal distribution was fitted to the discrete points. Finally, the 
updated DPMs were obtained from the fragility curves.
Yamazaki and Murao [39] refined existing empirical fragility curves by including 
the structural type and the period of construction of buildings in a ward of Kobe city 
consisting of 30,544 buildings. The lognormally distributed curves were plotted in terms of 
the percentage of buildings in the examined class reaching or exceeding one of the three 
damage states against the Peak Ground Velocity (PGV). According to their method, a more 
refined database of the building inventory led to the redistribution of the PGV in each block 
thus leading to an update of their fragility curves.
Rossetto and Elnashai [40] presented an empirical methodology for the derivation 
of fragility curves for Euiopean R/C buildings. A large number of 340,000 buildings, 
classified according to their structural system in 99 databases, which used different damage 
scales, were used. The constructed curves, however, were irrespective of the building class. 
In order to use the data from the aforementioned databases, the various damage scales were 
conelated to a new seven-state damage scale. This scale was further calibrated with the 
maximum interstorey drift. Finally, several fragility curves were constructed as the 
weighted probability of exceeding the maximum interstorey drift ratio given a median of 
various ground motion parameters such as elastic spectral acceleration and elastic and 
inelastic spectral displacement for 5% damping. An exponential cumulative distibution 
function was fitted to the fragility curves and the 90% confidence bounds were also 
evaluated. The bounds were considerably wide especially at low damage states, due to the 
uncertainty in the empirical data, and at high damage states due to the scarcity of 
observations from strong earthquakes.
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The reviewed studies showed that the assets at risk, considered in the empirical 
methodologies, were classes of buildings defined in terms of a variety of parameters such 
as the structural type, construction material, height, age and irregularities. The building was 
the structural unit widely considered, with the exception of the Italian researchers [17, 36] 
that used the apartments. Moreover, a number of modelling uncertainties, associated with 
the definitions of the seismic intensity and structural response measure as well as the 
definition of the damage-scales, were observed.
In particular, with regard to the intensity measure, it is observed from the 
reviewed publications that discrete measures such as MMI [32] and MCS [17] have been 
used in the post-earthquake surveys. Despite their discrete nature they have been used in 
the construction of continuous fragility curves [32]. This drawback was superseded by 
continuous scales such as the parameterless PSI [35, 36], PGA [38], PGV [39] or spectral 
ordinates [40]. With regard to the spectral ordinates, the spectral acceleration [40] 
overcame the previous shortcomings and showed better coirelation with damage for low 
and mid-rise structures unlike the PGA. However, the spectral acceleration does not 
account for higher order effects, which have a significant role on tall structures and it does 
not capture the inelastic behaviour of the building. Finally, measures such as the elastic 
spectral displacement [40] showed better correlation with the damage, although limited 
sampling has taken place due to the lack of available data.
With reference to the damage scales, the number of damage states varied from 
three [39] to nine [32]. Each damage state was typically described analytically with the 
expected structural and non-structural damage with the exception of Jara et al [34] and 
Orsini [36] who considered only the damage in the vertical structural elements. In addition, 
some researchers [35,36, 39] classified directly their inventory into the appropriate damage 
state after the post-earthquake field survey and made no use of a qualitative parameter. 
According to other researchers, the damage was quantified in terms of ranges of loss or 
structural response parameters such as the ratio of repair over replacement cost [32] or the 
shear coefficient [34] and the maximum inter-storey drift [40].
Overall, it may be concluded that the main advantage of the empirical 
methodologies is that the existing building stock of the examined area is based on post­
earthquake surveys. The uncertainty in the levels of damage sustained by this stock, given 
one or more seismic events, led to the construction either of DPMs [32] or more commonly 
of fragility curves. Differences in the representation of these curves were also noted. Thus,
[11]
a normal [35, 36, 39], lognormal [38], exponential [40] or mnlti-linear [34] cumulative 
distribution was fitted to these curves. Apart from the aforementioned uncertainties, there is 
also considerable epistemic uncertainty introduced by the post-earthquake surveys for a 
number of reasons. Firstly, these databases are frequently biased as they consist only of the 
damaged buildings that have been repaired and/or strengthened and do not, therefore, 
represent the whole building stock [14, 26]. Secondly, inherent errors are sometimes 
introduced by incorporating failures due to landslides and liquefactions, by rapid screening 
or by often inexperienced engineers. Thirdly, in most cases, data from a particular seismic 
event are scarce. Therefore, the available data pertain to buildings damaged by specific 
seismic intensities, usually low to moderate and rarely strong. Two possible solutions have 
been put forward in an attempt to overcome this particular problem. The first solution has 
been to supplement the missing data from databases coiresponding to earthquakes that have 
occurred in different countries or even continents as was done by Rosseto and Elnashai 
[40]. However, data for certain building classes may be still absent, and the compatibility 
of buildings, with similar structural systems but different methods of construction, is 
questionable. The second possible solution to the lack of observational data was provided 
by the hybrid methods, with performance of non-linear analyses [41-43] and concomitant 
updating of the analytically derived fragility cui'ves using the observational data [44,45].
2.2.2 Analytical method
The analytical method for fragility curve and/or DPM estimation is becoming 
popular due to the improvements made in structural response modelling, not least as a 
result of increasing computational power. Thus, there are a number of studies whose main 
task has been the analytical vulnerability assessment for different structural systems. Their 
methodologies are carried out in two steps. Firstly, the structural response is specified, 
which deals with uncertainties associated with the ground motion and the structural 
parameters. Secondly, the damage analysis correlates this response with a particular level 
of damage and treats the uncertainties associated with the threshold of the damage states. A 
brief review of the existing methodologies focused on the treatment of uncertainty follows.
2.2.2.1 Summary of existing studies
Hwang and Jaw [46] considered a five-storey R/C dual building, built in 1983. The 
building was idealised in tenns of the two shear walls, modelled in tenns of a multi degree 
of freedom (MDOF) stick model with lumped deterministic masses. The viscous damping
[12]
ratio was assumed to be random. Similarly, the hysteretic model was approximated in terms 
of a bilinear curve with random parameters accounting for stiffness degradation and 
pinching. With regard to the seismic input, synthetic ground motions with uncertain 
duration were randomly generated. The random parameters in this approach were assigned 
three values, corresponding to confidence levels of 95%, 50% and 5%. A total of 81 time 
history analyses were performed and the structural response was estimated in terms of the 
ductility ratio (the maximum interstorey displacement over the yielding displacement) and 
was fitted with a lognormal distribution. The response was compared against the thresholds 
of five limit states in order to obtain the probability of a level of damage being exceeded at 
a given level of intensity and the obtained semi-logarithmic fragility curves were expressed 
as a function of PGA.
In a subsequent study, Hwang and Huo [47] presented a method of constructing 
fragility curves and DPMs. The method was applied to an existing, régulai', five-storey, 
R/C building, designed only for gravity loads. A more complicated and thus realistic model 
of a 2D frame, with infilled walls idealised in terms of solid concrete blocks was used. 
Similarly to the aforementioned publication [46], the viscous damping ratio as well as the 
material properties was randomised. In addition, a tri-linear hysteretic behaviour was 
selected accounting for stiffness and strength degradation, while pinching was ignored. The 
main novelty of their study was the generation of 50 artificial hazard-consistent 
accelerograms, whose PGA was associated with specific annual rates of exceedance. These 
gi'ound motions were combined with the random structural parameters by the use of time 
history analyses. For each of these analyses, values of the Park and Ang damage index [48, 
49], which accounted for the dissipated energy in the structure unlike the aforementioned 
ductility, were estimated. These values were, further, fitted to a lognonnal probability 
distribution for each level of PGA. With regard to the levels of damage, four damage states 
were used. Each damage state was calibrated with ranges of Park and Ang damage index. 
The median of this range was used for the construction of the fragility curves. Moreover, 
the epistemic uncertainty in the damage states’ threshold was also considered by plotting 
the upper and lower limits of the fragility curves corresponding to the upper and lower limit 
of this range for each damage state.
Singhal and Kiremidjian [50] presented a method for constructing fragility curves 
and DPMs for different building classes. 2D, R/C bare frames were considered in their case 
study. A bi-linear hysteretic model was adopted without accounting for stiffness or strength
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degradation; while random material properties were used. By contrast to the 
aforementioned procedures, 1 0 0  artificial ground motions were generated and scaled to fit 
the desired value of spectral acceleration, which was shown to be a more efficient measure 
of intensity. A Latin Hypercube Sampling technique combined the uncertainties in the 
ground motions and the structural parameters. For each realisation of the uncertain 
parameters, time history analyses obtained a value of the modified Park and Ang damage 
index. For each level of spectral acceleration this random response was fitted with a 
lognormal distribution. By comparing this response with the thresholds of the four damage 
states for various levels of Sa, the fragility curves were obtained. These curves were further 
fitted to cumulative lognormal cuives. The DPMs were, also, obtained from the fragility 
curves in tenns of the widely used MMI instead of Sa.
By contiast to the cumbersome method used by Singhal and Kiremidjian [50], 
Mosalam et al [51] used a simplified but faster method in order to construct fragility curves 
for low-rise, lightly reinforced R/C buildings, designed mainly for gravity loads. Their 
building was simulated using both a typical bare frame as well as concrete infilled walls. 
The two buildings were modelled in terms of a single degree of freedom oscillator. A tri- 
linear hysteretic model with random parameters was applied. This model was obtained by 
using adaptive pushover analyses of detailed structural models of the two examined 
stmctures. For the needs of the pushover analysis of the structures, the material properties 
were randomised. The aforementioned random hysteretic model was combined with a large 
number of artificial accelerograms (800 in total) by using the Latin Hypercube Sampling 
technique. For each sample of this technique, a time history analysis estimated the 
maximum inter-storey drift. This structural response was, further, compared against the 
thresholds of the four damage states for each level of PGA and the subsequent fragility 
curves were fitted to an exponential function. In a deviation from the aforementioned 
procedures, separate fragility curves were constructed for the stmctural and non-structural 
infill elements, which is commonly required in the loss estimation procedures.
A similar methodology was employed by Akkar et al [52], who produced fragility 
curves for the most vulnerable R/C buildings in Turkey. 32 existing buildings of different 
heights were simulated in tenns of 3D MRFs with unreinforced masonry infill walls. The 
corresponding capacity curves were obtained by push-over analyses. Each capacity curve 
was, further, approximated by a bilinear curve and expressed the hysteretic model in the 
second step of their methodology. In this next step, the system was simplified in a single
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degree of freedom and a large number of non-linear dynamic analyses, with the aid of 82 
recorded ground motions, estimated the drift ratio. Moreover, the thiesholds of this drift 
ratio, which corresponded to the three performance levels of FEMA-356 [27], were used. 
Finally, the exponential fragility curves were constructed in teims of the PGV, which was 
shown to be a more efficient measure of intensily than PGA.
Dymiotis et al [53, 54] considered a ten storey, EC - 8  [10] designed, R/C building 
which was symmetric in plan, with and without clay-brick infill walls (including the effect 
of pilotis). The building was modelled in terms of a 10-storey, 2D frame. In a departure 
from previous studies, the random compressive concrete strength was not taken as uniform 
throughout the building but was assumed to be spatially distributed, effectively sub­
dividing the frame into zones. The effect of the masonry walls was modelled through a 
probabilistic hysteretic model. Moreover, Dymiotis et al assumed a more realistic failure 
mode by considering both local and global failure criteria. Therefore, the random 
maximum interstorey drift as well as the random yielding and ultimate capacity of the 
beams and columns were incorporated in the model. The aforementioned structural 
uncertainties were combined with the aid of a Latin Hypercube Sampling technique, while 
three recorded accelerograms were used. The multi-linear fragility curves for two damage 
states, proposed in EC - 8  [10], were, finally, obtained.
In addition, Dumova [55] in her attempt to check the adequacy of the current design 
code provisions for buildings in the Skopje region used an analytical procedure to 
determine fragility curves and DPMs. A six-storey frame and a sixteen-storey dual system 
were modelled. The hysteretic behaviour of their structural members was assumed to be tri- 
linear accounting only for flexural deformation. In this publication all structural parameters 
were assumed deterministic, on the basis that their variability is relatively small in 
comparison with the uncertainty of the ground motion. 240 synthetic ground motions were 
generated due to the absence of historical gi ound motions from the considered area. These 
motions were used in the time history analyses in order to obtain values of the modified 
Park and Ang damage index. These values were further fitted to a lognormal distribution 
for each level of MMI. Finally, multi-linear fragility curves and DPMs, both linked to the 
MMI, were constmcted for the five damage states used in their study. It should be 
mentioned, that the thresholds measured in terms of the modified Park and Ang damage 
index, corresponding to each damage state, were smaller from their counterparts adopted 
by Sighal and Kiremidian [50].
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Kwon and Elnashai [56] examined the impact of the uncertainty in ground motions 
and material properties on the fragility curves of a three-storey R/C building, designed only 
for gravity loads. The stmcture was modelled in the fonn of a 2D moment resisting frame. 
With regard to the structural parameters, the hysteretic damping was assumed 
deterministic, while the material properties were randomised. With regard to the input 
giound motions, ensembles of both recorded and artificial motions were used. These 
uncertainties were taken into account in 23,000 time history analyses, which yielded the 
maximum inter-storey drift for various levels of PGA. The three damage states were 
calibrated with three perfonnance points (through capacity and demand estimation). By 
contrast to other publications, these points were determined using a method similar to the 
capacity spectrum method, with maximum inter-storey drift as the controlling parameter. 
Lastly, the multi-linear fragility cui-ves for the aforementioned damage states were plotted.
By contrast to the majority of the researchers who modelled their respective 
structures in tenns of a 2D finite element model, Rossetto and Elnashai [57] developed a 
more advanced 3D model. This model simulated a three-storey, infilled frame built in 
1982. The behavioui" of the reinforcement steel was assumed to be bi-linear, accounting for 
strain hardening. Moreover, random material properties were considered. A similar 
methodology with Mosalam et al [51] and Akkar et al [52] was used here. Thus, the 3D 
model was used in adaptive pushover analyses in order to estimate the capacity of the 
examined building. With regard to ground motion input, the method of Hwang and Huo 
[47] was expanded. Thus, three assemblies consisting of ten recorded accelerograms were 
selected in order their associated spectra to fit the three performance-consistent target 
design spectra. These grounds motions were used in order to conduct time history analyses 
to a simplified single degree of freedom model. Moreover, the homogeneous damage scale 
considered in their empirical method [40] was used in this publication as well. Fragility 
curves were constructed for the different performance levels, using damped spectral 
displacement as the demand parameter, which was shown to be a more efficient measure 
than spectral acceleration.
It may be noted that in the aforementioned publications, the structural unit was 
considered in terms of a single building. In a deviation from this approach. Porter et al [58- 
60] performed vulnerability assessment for particular structural and non-structural 
components of a specific seven-storey R/C building (e.g. columns or beams). The building 
was modelled in terms of a deterministic 2D R/C moment resisting frame. Moreover, time
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history analyses were conducted by generating 72 artificial accelerograms, which were 
further scaled to match the target spectral acceleration. The obtained structural response 
described by a variety of measures (e.g. inter-storey drift, peak floor acceleration) was 
fitted to a lognonnal distribution for each level of &. In addition, damage scales, limited to 
describe the slight and moderate damage were used. Each damage state, in these scales, 
was associated with a particular repair or strengthening technique for the examined 
component. The threshold for each of these states was also assigned a lognonnal 
distribution and in their study this distribution represented the fragility curve. Finally, the 
results of the structural and damage analyses were coupled through Monte Carlo 
simulations and were ftrrther used in order to estimate the overall loss of the examined 
building given a level of spectral acceleration.
Moreover, Aslani and Miranda [18] expanded the aforementioned procedure in 
order to explicitly introduce the aleatory and epistemic uncertainty in the structural 
response and damage analyses. In their work, the deterministic model consisted of two 2D 
frames connected to each other with rigid links. The response of several structural and non- 
structural components of this building, given various levels of spectral acceleration, was 
estimated through time history analyses for 79 recorded ground motions. These responses 
were further fitted to a lognonnal distribution for each level of Sa. In this publication, the 
probability of reaching or exceeding a particular damage state, given a level of response, 
was based on experimental results and was further fitted to a lognonnal distribution. By 
contrast to the study of Porter et al [58, 59], Aslani and Miranda treated separately the state 
of collapse, while the other damage states were associated with a number of different repair 
techniques. The epistemic uncertainty was separately introduced in their model. In 
particular, the uncertainty due to the limited number of ground motions was modelled in 
the median value of the lognonnal curves. The corresponding confidence intervals were 
obtained by bootstrap statistics [61]. Furthermore, the uncertainty due to different failure 
modes and stifftiess models was incorporated by the use of logic trees. Moreover, the 
uncertainty associated with the damage due to the limited number of specimens was 
introduced by randomising the mean parameter of the aforementioned distribution. In this 
case the confidence intervals are obtained by using the classical method [44].
In recent years, the state of collapse received considerable attention due to its 
unfavourable consequences with regard to the loss of property and life safety. Haselton [62] 
examined the impact of the structural modelling and design uncertainties in the state of
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collapse of 30 R/C moment resisting frames, designed to withstand seismic loads. In their 
method, the aleatory uncertainty was expressed in terms of the record-to-record uncertainty, 
which was introduced in the model by time-history analyses with 30 recorded ground 
motions. By contrast, the modelling uncertainties, concerning the geometric properties and 
the hysteretic model, were modelled by a FOSM method. The two types of uncertainty were 
represented in the mean lognonnal fragility curve, which had the fonn:
P(D S S I n (1)
where P(^DS>ds^\S^) the fragility curve for damage state ds.; x  a level of intensity
measure; m is the median capacity; and C is the lognonnal standard deviation expressing the 
overall uncertainty. In Haselton’s thesis this latter parameter is obtained in the fonn:
^ = (2) 
where represents the epistemic uncertainty; and corresponds to the aleatory 
uncertainty.
In addition, Liel et al [63] illustrated the significant impact of the uncertainties, 
associated with the structural parameters, in the state of collapse for a variety of R/C 
moment resisting frames of various heights and ductility. These uncertainties referred to the 
parameters defining the strength and stifftiess of the beams, columns and joints of the 
examined structure. The aforementioned uncertainties were classified as epistemic, while 
their effect was expressed by the flatter mean lognormal fragility curve (see Eq.(l)). In their 
approach, instead of perfomiing an accurate Monte Carlo proceduie or a simplified but less 
accurate FOSM method, the median capacity {m) was estimated by a response surface, 
whose parameters were lognonnally distributed. The aleatory uncertainty associated with 
the ground motion was introduced by performing time history analyses using the mean 
values of the uncertain structural parameters for 20 recorded ground motions. Finally, with 
the aid of Monte Carlo simulations, the fragility curve was constructed in terms of spectral 
acceleration for two collapse limit states, one associated with the median spectral 
acceleration at the collapse level and the other a particular level of inter-storey drift.
Zareian and Krawinkler [64] also attempted to construct the collapse fragility 
curves using a generic 8 -storey moment resisting frame. These curves were constructed in 
terms of a lognormal distribution. In their study, the ground motion intensity was measured 
in terms of the spectral acceleration and the vector consisting of spectral acceleration and 8 .
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In addition, the state of collapse was associated with the instability of the structure instead 
of a commonly used measure of structural response. The aleatory uncertainty was 
considered in terms of the record-to-record uncertainty introduced by 40 ground motions, 
which were applied on a deterministic structural model. The deterministic structural 
parameters were set equal to their median value. This uncertainty resulted in the median 
fragility curves. Furthennore, the epistemic uncertainty, which expressed the uncertainty in 
the structural uncertainties, was separately treated. This uncertainty was modelled by fitting 
a lognormal distribution to the median spectral acceleration of the fragility curve. Finally, 
the confidence intervals were plotted.
Apart from the aforementioned building-specific procedures for procedures, 
regional-based approaches have, also, been developed. A simplified approach was 
developed by Kircher and al [65], which was incorporated in HAZUS. In this methodology, 
the fragility curves were modelled in terms of a lognormal distribution in the form:
P{DS>ds,\S^) = (^ l . ln X (3)
where 0  is the standard normal distribution function; P(^DS >dSf\S^^ is the conditional
probability of reaching or exceeding one of the five damage states ds  ^ for a given spectral
displacement rrij^  is the median value of the spectral displacement at which the
building reaches the particular damage state and Cr is the associated standard deviation of
the natural logarithm of the spectral displacement. The last parameter was obtained in 
terms of:
(4)
where ^ a r e  the lognormal standard deviations for the demand, capacity and 
damage states, whereas CONV(.) stands for convolution. In HAZUS, the latter two 
standard deviations are given default constant values for all damage states of a particular 
building class. This procedure, however, does not account for the epistemic uncertainties.
In a subsequent publication, Molina and Lindholm [6 6 ] introduced to the HAZUS 
methodology the significant epistemic uncertainties associated with the attenuation 
relationships and the building capacity. In their approach, logic trees were used in order to 
account for two attenuation relationship available for the city of Oslo as well as the 
capacity curves corresponding to the 16%, 50% and 84% confidence levels capturing the
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lack of knowledge associated with the absence of seismic design standards for existing RC 
buildings with unreinforced masonry frames.
In addition to the time demanding methodologies presented so far, a smaller 
number of simplified, yet less time-consuming approaches have been proposed. For 
example, Reinhorn et al [67] proposed a method of constructing fragility curves in order to 
investigate the HAZUS [6 8 ] assumption regarding the constant uncertainty in the capacity 
and the non-explicit treatment of parameters such as the damping, the stiffness and the 
yield strength. According to their approach, a four-storey R/C dual frame building was 
approximated by a single degree of freedom oscillator. The structural response of this 
oscillator was specified with the aid of the capacity response method, where both the 
capacity and the demand were considered uncertain. Using a number of simplifications, the 
probability of the structural response measured in terms of the maximum storey 
displacement was estimated. Finally, the fragility curves were obtained and fitted to a 
lognormal distribution.
In addition, Wen et al [69] introduced a methodology in order to construct DPMs 
for examining the impact of soil conditions and epicentral distance on an existing 
residential building (21-storey, R/C dual system) in Hong Kong. The ground motion 
intensity and the structural response were measured in terms of MMI and maximum 
ductility ratio, respectively. Moreover, the response was assumed to follow a lognormal 
distribution, where the mean was estimated from relevant design codes for the examined 
values of MMI, while the coefficient of variation (CoV) was derived experimentally and it 
was assumed constant. The DPM was determined from the integration of the density 
function of the structural response using as limits the range of the five damage states.
Lang and Bachmann [70] performed a similar simplified vulnerability assessment 
for cities of low or moderate seismicity. Two regular types of buildings were considered, 
namely unreinforced masonry buildings and R/C buildings with infill walls of unreinforced 
masonry. A simplified capacity spectrum method deteiinined the structural response. An 
inelastic seismic design spectrum and a bi-linear (elastic-perfectly plastic) capacity curve 
were assumed. Moreover, the damage scale consisting of five states as proposed by EMS- 
98 [37] was introduced. Apart from the simplified assumptions that may raise questions 
about the validity of the results, most parameters were treated as deterministic with the 
exception of the fundamental period for each building class and the threshold for each 
damage state, which were considered normally distributed. Finally fragility curves were
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constructed in terms of normal distributions truncated below zero, where the ground motion 
intensity was measured in terms of spectral displacement.
Finally, Crowley et al [71] developed a probabilistic displacement-based method 
for vulnerability assessment illustrated in R/C moment resisting frames in an attempt to 
validate the fragility curves of HAZUS. These Multi-Degree-Of-Freedom structures were 
transformed into an equivalent Single-Degree-Of-Freedom oscillator of a given period and 
damping in order to detennine their displacement capacity. This capacity, which 
corresponded to four damage states, was given as a function of the fundamental period and 
the spectral displacement. These latter variables were assumed to depend on the 
geometrical properties of the building, the mechanical properties of the concrete and the 
steel reinforcement, which were all treated probabilistically. As a result, the capacity for 
each damage state was expressed as the joint probability of the period and the spectral 
displacement. By estimating the volume below this surface, the authors were able to obtain 
the piecewise multi-linear fragility curves.
The significance of the aleatory record-to-record uncertainty over the uncertainty 
in structural parameters for slight and moderate damage in the vulnerability assessment of a 
specific building class was also established by Celik and Ellingwood [72]. In their analytical 
approach, three R/C moment resisting frames, designed only for giavity loads, were 
employed with three, six and nine storeys. A sensitivity analysis identified the three most 
important structural parameters, namely the concrete strength, the damping and the joint 
cracking strain, a parameter of the hysteretic model. These parameters were randomized and 
were further coupled with synthetic ground motions through 40 samples using the Latin 
Hypercube technique. For each realisation of the aforementioned parameters, a non-linear 
time history analysis estimated the maximum inter-storey drift. Following this, the 
lognormal fragility curves were constructed for three performance levels [27], which were 
calibrated with lognormally distributed thresholds. In addition, the epistemic uncertainty 
due to the small sample used to incorporate the random structural parameters in the fragility 
curves was quantified. This was achieved by the confidence inteivals of the fragility curves 
obtained by bootstrap statistics.
2.2.2.2 Discussion
From the aforementioned reviewed methodologies, it may be noted that the main 
structural unit considered in the aforementioned methodologies was a single building. This
building was either associated with an existing building or represented a building class.
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Due to the cumbersome procedures employed, however, a limited number of building 
classes was considered. The examined building was typically simulated in terms of a 2D, 
symmetrical model with deterministic geometrical properties. A more realistic 3D model 
was only used by Rossetto and Elnashai [57]. Few publications simulated the infill walls, 
which could play a significant role in the structural response of the building, while 
Dymiotis et al [53, 54] highlighted the different perfonnance of the building due to vertical 
irregularities e.g. an existing pylotis. In addition, in recent publications there is an attempt 
to account for the uncertain geometrical properties [62], while the building’s height was 
shown to have a significant role in the vulnerability.
With regard to the structui al analysis, there are a number of uncertainties involved 
in the estimation of the performance of the building for given levels of intensity. These 
uncertainties were associated with structural parameters of the examined building as well 
as with the demand as depicted in Figure 2. The majority of the reviewed methodologies 
treated these uncertainties as aleatory. These approaches generated samples from the 
aforementioned variables almost exclusively by using the Latin Hypercube Sampling 
technique [50, 51, 53, 54, 72]. Nonetheless, few studies accounted explicitly for the two 
types of uncertainty [18, 62-64, 6 6 , 72]. In these studies, the record-to-record uncertainty 
was classified as aleatory. By contrast, the uncertainty in the structural modelling 
parameters was considered reducible by employing e.g. more accurate hysteretic models or 
updating the parameters of the adopted hysteretic models. This latter type of uncertainty 
was modelled in the vulnerability analysis through a number of methods such as bootstrap 
statistics or logic trees [18, 72]. These methods concluded that the structural modelling 
uncertainties are small for slight and moderate levels of damage, while they are comparable 
to the considerable record-to-record uncertainties for the collapse state. Following these 
conclusions some researchers [18, 55, 58, 59] considered deterministic structural 
characteristics for the slight and moderate damage due to their small impact on the overall 
imcertainty.
With regard to the damage analysis, the uncertainty in the thresholds of damage 
states was neglected in a number of procedures. By contrast, others assigned a probability 
distribution to the threshold of the damage state (in most cases a lognormal distribution) 
and treated it as aleatory. Aslani and Miranda [18], further, considered the epistemic 
uncertainty in the mean parameter of this distribution.
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In addition, modelling assumptions, including the measure of ground motion 
intensity and structural response as well as the definition of the damage states were noted in 
the reviewed publications.
In particular, the dispersion of the structural response of the examined building 
depends on the efficiency of the intensity measuie used. It may be observed that the PGA 
was widely used [46, 47, 51, 56] in the previously reviewed methodologies, although it 
produced structural response with considerable dispersion, while Akkar et al [52] adopted 
the PGV. An improvement to PGA is the elastic spectral acceleration which despite its 
drawbacks it is typically used in the literature [18, 50, 58, 59, 62, 64, 65, 72]. The research 
for more efficient measures led to the elastic spectral displacement [57, 65, 70, 71] or the 
vector spectral acceleration with s [64]; however, these measures are not well established in 
the literature. Discrete measures such as the MMI were also used mainly for the 
construction of DPMs [50, 55, 69].
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The selection of the structural response measuie also raises questions about its
efficiency to describe the level of damage. From the previously reviewed studies, it can be
seen that non-cumulative measures such as the maximum inter-storey drift ratio [18,46, 51,
53, 54, 56-59, 63, 65, 67, 72], ductility [46, 69] and drift ratio [52] were employed.
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Nonetheless, there are suggestions on the advantage over cumulative measures of damage 
such as the Park and Ang damage index [47, 50, 55].
Furthennore, deviations in the definitions of the damage states used in the 
reviewed studies can also be noted. Firstly, the number of the damage states varies firom 
two [53, 54] to seven [57], with the majority of the researchers having used five [46, 55, 
65, 70] or four [47, 50, 51, 71]. These states were calibrated with the aforementioned 
measuies of structural response based on experimental, observational, analytical data or 
engineering judgement.
With reference to the outcomes of the previously mentioned procedures, the 
fragility curves were mainly fitted to disti ibutions such as lognonnal [18, 46,47, 50, 58-60, 
62-65, 67, 72], multi-linear [53-56, 71] and exponential [51, 52, 57]. It can also be 
obseived that the studies, which did not separate the uncertainties in aleatory and epistemic 
components, constructed a single fragility curve for each damage state. However, a few 
recent publications [18, 62-64, 72], which made this distinction, provided more infonnation 
relevant to these outcomes. This additional information was presented in tenns of the 
confidence intervals of the fragility curves for each damage state or in some cases in terms 
of a flatter mean lognonnal fragility.
Lastly, it should be mentioned that the objectives and purpose of the studies, 
reviewed here, are not necessarily the same. In some cases [56, 67, 69, 71], fragility is 
estimated in order to serve as a benchmark for comparison of alternative designs, for 
example, in order to quantify the effect of adopting specific structural features. In other 
cases [53, 54], fragility is used to assess code provisions, for example whether implied 
reliability levels are achieved by stmctural systems subjected to seismic loads. The 
remaining methodologies for fragility assessment have also been developed bearing in 
mind the requirements of loss estimation. The more recent of these methodologies [18, 58- 
60, 65] constmcted separate fragility curves for the structural and non-stmctural 
components due to the significant contribution of the loss of the fornier (>50%) and their 
domination in small ground motion intensities [32,73].
Finally, it is also worth noting that analytical fragility is particularly sensitive to a 
number of modelling assumptions and idealisations; as such it stands to benefit from 
comparison and validation with observed damages -  this is further discussed in the section 
that deals with hybrid methods.
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2.2.3 Expert judgement method
Only a limited number of approaches that are based on expert judgement have 
been developed due to the lack of a strong scientific base associated with them. The main 
methodology, developed by the Applied Technology Council (ATC-13) [74], developed 
the scenario loss for 78 classes of buildings, while another approach was proposed by 
Grossi [75] in order to update the fragility curves of HAZUS [6 8 ].
According to the Applied Technology Council (ATC-13) [74], experts from 
different backgrounds were asked to estimate a best- low- and high- value of the damage 
factor for each building class. They were also asked to provide an estimation of their 
experience with that particular class. The procedure had three stages. In the first stage, the 
experts were asked to provide the estimates without consulting each other and in the second 
and third they were asked to review their estimates in the light of the (known) answers of 
the other experts. The overall data were gathered and, for each ground motion and facility 
class, a beta distribution was found which best-fitted the data, and hence DPMs were 
proposed for a variety of structures and facilities. ATC-13 thus represents an engineering 
judgment approach to vulnerability assessment, and it will be interesting to see how it will 
stand the test of time.
With regard to the work of Grossi [75], retrofit plans of the low-rise pre-1940 
unbraced wooden buildings was evaluated by estimating the impact of the retrofit on the 
loss using the HAZUS software [6 8 ]. In her study, the default HAZUS fragility curves 
were updated by aggregating data concerning the potential damage of the old and 
retrofitted buildings from 69 experts with varying experience. The potential damage was 
limited into two types, while the intensity was measuied in terms of MMI. The obtained 
data were statistically processed, while the MMI was transformed into spectral 
displacement.
2.2.4 Hybrid Method
In this method either analytical data are combined with field data and/or expert 
judgement [41-43], or analytical data are calibrated through experimental or field data [44, 
45]. A brief review of the main hybrid methods are presented below.
Singhal and Kiremidjian developed a Bayesian updating method [44, 45] of 
constructing fragility curves and DPMs by calibrating the analytical fragility curves 
obtained in a previous publication [45] with observational data collected from the 1994
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Northridge earthquake concerning solely low-rise R/C frames. Their updating parameter 
was the median value of the modified Park and Ang damage index, which was assumed to 
follow a lognormal probability distribution. The lognormal standard deviation of the 
damage index was assumed constant in order to simplify the updating procedure ~ this was 
reasonably supported by the results of their Monte Carlo simulation. As far as the 
observational data were concerned, the level of spectral acceleration was applied to these 
buildings by overlaying average spectral acceleration contours at the average period of the 
low-rise class to the buildings sites. Moreover, the available repair over replacement cost of 
these buildings was transfonned in values of response parameter by using linear 
relationships. Updated fragility cuiwes were constructed using this information. The 90% 
confidence bounds were also determined to show the influence of the epistemic 
uncertainty, due to the capacity, in the median damage index.
Kappos and the AUTH group [41, 43] proposed a vulnerability assessment 
procedure for loss estimation based on an earthquake scenario affecting a given area. The 
method was based on the combination of observational and analytical data for the 
construction of DPMs for each building class. The columns of the DPMs, for which 
available observational data existed, were constructed according to the method proposed by 
Whitman et al [32]. The remaining columns were constmcted by probabilities derived from 
analytical methods. These analytical methods included time history analyses for 2D, 
regular structural models or pushover analyses for 3D, masonry or irregular R/C buildings. 
Moreover, engineering judgement was used for the columns corresponding to very strong 
ground motions in the absence of observational data. For the time history analyses, 
artificial accelerograms were generated for a particular scenario accounting for the soil 
types of the area [43]. The obtained stmctural response was measuied in tenns of rotational 
ductility and inter-storey drift for the structural and non-stmctural components, 
respectively. Both of these responses were linearly correlated with the repair over 
replacement cost in order to estimate the global loss of the stmcture. The damage scale 
proposed by ATC-13 [74] was employed. Finally, this analytically calculated repair over 
replacement ratio was calibrated with the obseiwed damage. In addition, for the capacity 
spectmm method, specially obtained design spectra for Greece were used [41]. In these 
analyses, the seismic response was measured in tenns of top storey displacement [4 3 ].
In a subsequent publication, Kappos et al [42] for the construction of lognonnal 
fragility curves using Eq.(3) with the standard deviation of Eq.(4). According to their
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approach, the analytical vulnerability function of the repair over replacement ratio against 
the PGA was calibrated with the observational data from the 1978 earthquake in 
Thessaloniki in order to provide the median values of these curves, while the standard 
deviations Cc, ^ds were equal to the values proposed to HAZUS.
In addition, Dimova and Negro [76] developed an analytical methodology in 
order to examine the effect of the construction quality on the lognonnal fragility curves in 
terms of PGA, which was calibrated with experimental data. In their methodology, Eq.(4) 
was expanded in order to introduce explicitly the aleatory and epistemic uncertainty:
C = ^ ICdr^+ Ccr + Cdu  ^+ Ccu  ^ (5 )
A number of simplifications and assumptions regarding the uncertainties of Eq.(5) were 
made. In particular, the aleatory uncertainty associated with the demand Çdr was estimated 
by generating 2 0  artificial ground motions compatible with the response spectrum of the 
experimental motion. On the other hand, the epistemic uncertainty, associated with the 
demand Cdu, was assumed. With regard to the capacity, the threshold of the four damage 
states expressed in terms of the inter-storey drift was considered a function of the random 
material properties and the spacing of the stirrups. Its statistical parameters Ccr and Ccu 
were obtained through Latin Hypercube simulations.
Hybrid methods, combining empirical and analytical data, are showing some 
promise but have to address a number of challenges. One key challenge is how to correlate 
the seismic demand used in the construction of analytical fragilities with the observational 
data. Furthermore, it has to be recognised that formal Bayesian updating procedures rely on 
assumptions being satisfied with regard to the underlying distributions. The approach 
proposed by Kappos et al [41-43] is practical and pragmatic, though it is clear that a 
number of fairly subjective decisions would have to be taken. In a sense, this implies that a 
‘hybrid’ approach is essentially a combination of all three of the aforementioned methods: 
empirical, analytical and expert judgment.
2.3 Exposure analysis
Having explored the main vulnerability analysis methodologies, the procedures 
used for exposure analysis are reviewed in this section. It should be reminded that the 
exposure is used in risk assessment in order to transform the damage sustained by the 
structural and non-structural components of a building or a class of buildings to the direct 
financial loss. This loss is commonly defined as a function of the cost of repairing the
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building to its pre-event state. In particular, it is expressed in terms of the ratio of this repair 
cost over the demolition and replacement cost of the examined building [77]. By contrast to 
the probabilistic treatment of the vulnerability, exposure has been considered both in a 
deterministic as well as a probabilistic way. A brief review of the main contributions in 
these two approaches is presented next.
2.3.1 Deterministic approach
Two types of deterministic damage-to-loss functions have been proposed in the 
literature. In the first type, a measure of structural response was correlated through a curve 
with the loss. In the second type, a deterministic median value was assigned to each 
damage state.
According to the first approach, Gunturi and Shah [78] constructed, using 
engineering judgement, separate curves for structural and non-structural elements. The 
curves had the shape of a cumulative lognormal distribution. The response of the structural 
components was expressed in terms of the Park and Ang damage index as depicted in 
Figure 3, while the response of the non-structural components was expressed in terms of 
inter-storey drift and peak floor acceleration. Similarly, Singhal and Kiremidjian [45] 
correlated the loss to the modified Park and Ang damage index, which accounted for the 
seismic response of the structural elements, using a piecewise linear curve. Their approach 
is, also, depicted in Figure 3. Kappos et al [41, 43] proposed a multi-linear curve based on 
the data from the Thessaloniki 1978 event. Figure 4a and b present these curves for the 
structural and non-structural components, respectively. These functions depend on the cost 
of the main strengthening techniques and they have not been updated in the light of new 
field data from recent earthquakes.
-—  Singhal and Kiremidjian 
 Guntnri and Shah
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Figure 3 Correlation of Park and Ang damage index to loss by Gunturi and Shah [78] and Singhal and 
Kiremidjian [45].
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The second type of damage-to-loss functions, where the mean loss was associated 
with the discrete damage states regarding the structural and non-structural components was 
initially adopted by ATC-13 [74]. HAZUS [79] was based on these mean ratios with two 
main improvements. Firstly, their mean values were better calibrated with field data and 
they were separately assigned to the damage states concerning the drift-sensitive and 
acceleration sensitive non-structural elements. Secondly, Grossi [75] updated the HAZUS 
default mean loss ratios by using expert opinion for the low rise pre-1940 wooden frame 
buildings. However, the retrofit of this type of buildings was associated with two specific 
techniques corresponding to particular levels of damage.
Overall, the reviewed deterministic approaches treat the cost of structural and non- 
structural component separately. However, the curves reflect the data of the building 
inventory of the examined area and may not be suitable for different areas. In addition, the 
reviewed curves were mainly constructed based on engineering judgement, while an 
updating procedure for these curves in the light of new data is currently lacking.
Repair cost/ Replacement Repair cost/ Replacement cost
1 ■
Rotational Ductility Ratio In terstorey  D rift Ratio
a) 0.75 4.0 b) 1.0 4.0
Figure 4 Correlation of the response parameter to loss for a) structural elements and b) non-structural 
elements, according to Kappos et al [43].
2.3.2 Probabilistic approach
Despite the mainly deterministic treatment of the exposure in the previously 
mentioned regional-based loss estimation approaches, there are a number of uncertainties 
associated with the exposure. These uncertainties include the randomness in the cost of 
materials and labour as well as the uncertainty in the repair cost due to uncertain extent of 
damage associated with a given damage state (see Figure 1). In addition, the epistemic 
uncertainty due to the limited data, adopted for the construction of damage-to-loss 
functions, is also present. The treatment of these uncertainties in the literature is presented 
next.
[29]
Dolce et al [77] incorporated the exposure in their regional based methodology by 
assigning a beta distribution of the loss to each damage state. The parameters of this 
distribution were based on data independent of building-class. A beta distribution was also 
used by Chang et al [80] in order to express the uncertainty in the exposure for their 
regional-based loss estimation procedure. In a deviation from the aforementioned approach, 
in their study the values of the loss for each damage state were dependent on the class of 
the building. By contrast, Porter et al [59] correlated each damage state of a component 
with a particular repair technique and fitted a lognonnal distribution to the random cost of 
this technique in their building specific approach. In a subsequent deterministic sensitivity 
analysis [60], it was found that this loss contributed moderately to the total uncertainty. 
Miranda and Aslani [18] also used a lognormal distribution in order to express the loss for 
certain components. In their work, this loss accounted for the different costs of the repair 
and strengthening techniques charged by different contractors normalised by the initial cost 
of constructing the examined component.
As can be seen, the aleatory uncertainty was explicitly introduced in few loss 
estimation procedures, while the epistemic uncertainty was ignored in all studies.
2.4 Seismic hazard
The third significant component of the probabilistic models, used for risk 
assessment, is the hazard. For the building-specific annual risk assessment which is the 
focus of this thesis, the probabilistic hazard analysis is typically performed according to the 
procedure proposed by Cornell and McGuire [81, 82]. A brief outline of this procedure, as 
well as its main outcomes, is presented next.
2.4.1 Framework and results of the seismic hazard analysis
The procedure proposed by Cornell and McGuire [81, 82] results in the annual
probability that a level of intensity is being reached or exceeded at the
examined site. In addition to a single site, a regional hazard map can be constructed by 
plotting the intensity with annual probability 0.1% or 5% of being exceeded [83]. The 
determination of this annual probability is based on the assumption that the annual 
occurrence of earthquake events from the seismic sources follows a Poisson process. This 
memory-less process is considered acceptable when the time interval is small (e.g. < 1 0  
years). Nevertheless, this assmnption is not valid if  the temporal and spatial correlation of
[30]
seismic events such as the aftershocks or the pre-shocks are taken into account [8 , 81] [84]. 
The main characteristic of this method is the separate treatment of the aleatory and 
epistemic uncertainty as presented below.
With regard to the treatment of the aleatory uncertainty, the annual probability
 ^ under the aforementioned Poissonian assumption, may be expressed in the
form [81, 82]:
{IM > im) = 1 -  «
» v,^ i {IM > im) = JP (/M  > im | m, r,s) f y  (tw)/^ ( r ) (s)dmdrds
I M R S
where v^^^{lM>im) is the annual mean rate of all possible events with JM>im^ also known
as the seismic hazard [4, 5, 85]; v,- the rate of occunence of earthquakes of interest at source
/■; P { lM > im \m ,r , s )  is the probability that the intensity measure is exceeded given an
event of magnitude m, distance r and scatter e; (w) is the Probability Density Function
(PDF) of the magnitude, usually assigned a tiimcated exponential distribution; (/•) is the
PDF of the distance, typically considered in terms of a uniform distribution; and f^{e) is
the PDF of the scatter, which is detennined by the residuals between the observed and 
predicted values of intensity. The scatter is usually considered to follow a lognormal 
distribution. However, a tiuncated to the upper limit lognormal function has been proposed 
for cases where low hazard was counsidered, e.g. nuclear plants [8 6 ]. With regard to the 
intensity measure IM, elastic spectral acceleration is typically employed [21, 87-89]. 
Nonetheless, more efficient measur es, identified in the vulnerability assessment, are not yet 
associated with the seismic hazard.
Eq.(6 ) was addr essed either by a simplified analytical solution [81] or by a Monte 
Carlo procedure [90]. It may be noted from Eq.(6 ) that the probability is nrunerically 
equivalent to the armual mean frequency of exceedance for v,^i(/M>/>w)<G.l, which is a 
typical assumption in the armual risk assessment methodologies. This assumption is 
typically followed by an approximation of the shape of . This frequency is
considered in tenns of a log-log space function:
{IM > im) = Kim (7)
[31]
where K  and Æ/, are constant parameters. This curve is adopted by a number of 
methodologies in order to obtain closed form solutions of the annual failure probability as 
discussed in later sections.
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Figure 5 Logic tree.
Apart from the aleatory uncertainty, the epistemic uncertainty is also incorporated 
in the hazard assessment. This latter type of uncertainty is associated with parameters such 
as the attenuation relationships, the soil conditions, the source types and occurrence 
models. Attenuation relationships predict the intensity at the examined site as a function of 
the magnitude, source-to-site distance faulting mechanism and so on. The importance of 
epistemic uncertainties, especially those associated the selection of these relationships, for 
hazard assessment and loss estimation, has been identified by several deterministic 
sensitivity analyses [75, 91, 92]. These uncertainties were typically modelled in terms of a 
logic tree, although Monte Carlo simulations were, also, proposed [93]. From each 
weighted branch of the logic tree depicted in Figure 5, a hazard curve is determined. 
Therefore, a mean hazard curve as well as important percentiles (e.g. 50%, 90%) may be 
fuiTher identified.
The annual probability of exceeding a level of intensity can be used directly in the 
assessment of damage and loss as presented in latter sections. However, the mean [94] or 
the median [95] of this curve may be also used in the generation of hazard-specific ground 
motions and/or design spectra using two main approaches: the uniform design spectrum 
and the disaggregation of the hazard.
The uniform design spectrum is typically used to assess the perfonnance and 
consequent loss of buildings located in areas with low or moderate seismicity, where the 
data from past strong events are limited (e.g. [96, 97]). This spectrum is constructed by 
plotting the spectral accelerations corresponding to a required annual rate against their 
equivalent fundamental periods. Then, the ground motions that correspond to this level of 
intensity are identified [8 8 , 97].
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Notwithstanding the aforementioned straightforward procedure, many cases 
require, apart from the level of the ground motion intensity for a particular probability of 
occurrence, the characteristics of this scenario as well. In these cases, a dissagregation of 
the hazard is conducted. According to this procedure, the ground motion intensity, having a 
probability of occurrence, is disaggregated into equal sized bins of magnitude and distance 
for a particular scatter. For each pair of magnitude-distance, the percentage contribution to 
the hazard is obtained and the scenario that contiols the hazard is identified. This procedure
should be repeated for different levels of TJLi and may provide poor results if  there
is no dominant scenario [98-100].
Overall, it may be concluded that there is a systematic treatment of the uncertainty 
in the probabilistic hazard assessment. Nonetheless, the result of a probabilistic hazard 
analysis can be expressed either in terms of the probabilistic hazard curve or the hazard- 
consistent scenario, depending on the needs of the application.
2,5 Annual probability of failure
The annual probability of failure is a by-product of the risk assessment, where the 
consequence of a seismic event is expressed in tenns of damage suffered by a single 
building. This by-product is particularly useful in studies which aim to update the design 
codes. The annual probability of failure is defined in terms of the annual probability that a 
level of damage dsj, sustained by the examined building, is reached or exceeded. This 
probability results from the convolution of the vulnerability and the probabilistic hazard. In 
particular, if  the study is limited in the treatment of the aleatory uncertainties in the 
aforementioned parameters (e.g. material properties, magnitude of seismic event), the 
annual failure probability is expressed in tenns of a point estimate. The separate 
incorporation of the epistemic uncertainty in the aforementioned components results in a 
random annual failure probability , whose distribution may be obtained in the general 
form [1 0 1 ]:
PfM = > d s ) = ^ P [ D S >ds, \ IM  = x ) (z )dx (8 )
M
where, Py is the random annual failure probability; P{DS > ds^  | I M  = %) is a family of 
fragility curves for ds  ^; and (x) is a family of PDFs expressing the hazard (see
[33]
Figuie 1). This latter distribution is obtained from the amiual probability of a level of 
intensity being exceeded (see Eq.(6 )) as;
dP„y{lM>im)
dx (9)
lervolino et al [8 8 ] obtained a point estimate, instead of the distribution of the annual 
probability of failure expressed by Eq.(8 ), with the aid of Monte Carlo simulations. This 
was achieved by treating as aleatory the uncertainties in the characteristics of the ground 
motions, the geometric and material properties. Nonetheless, their procedure was 
associated with a particular analytical methodology for the vulnerability assessment and 
could not be used in general.
The SAC/FEMA 2000 methodology also estimated annual failure probability [21, 
22, 102, 103] by treating the aleatory as well as the epistemic uncertainty in the two 
components. Moreover, the vulnerability was further divided in two components 
representing the distributions of the structural response and damage analysis. Therefore, 
was obtained in the elaborate form [1 0 1 ];
= P .„(D Sà<*,)=  I  I P(DS>.ds,\SR^z)f,^^{z\x)f,^^.,(izdx (10)
S R M
where P{DS > ds. \SR = z) is a family of probabilities of a level of damage being reached 
or exceeded, given a level z of structural response, obtained from the damage analysis; and 
fsR\M (z 1 is a family of PDFs of the structural response based on ground motion 
intensity IM, obtained from the structural response analysis. A closed fonn solution of 
Eq.(lO) was proposed, under the assumption that both P ( D S ' ^ d S f \ S R - z )  and
fsR\M I -^ ) follow a lognormal distribution and that the hazard curve is linear in a log-log 
space.
2.6 Scenario loss
Having detennined the annual failure probability, the second by-product of the 
risk assessment, which is the loss suffered by the examined building for particular levels of 
intensity, is the focus of this section. This loss, tenned scenario loss, can be used as an 
intennediate step in the estimation of the loss for all possible events likely to affect the 
examined building. In addition, the aforementioned loss can be used independently for 
cases where the probabilistic hazard is not necessary and a detenninistic treatment is
[34]
preferred. These cases include areas close to an active fault, cases aiming at the 
development of emergency response plans or cases estimating the regional loss of a very 
wide area [100]. The framework of the probabilistic estimation of the scenario loss as well 
as the main contributions found in the literature is presented here.
In general, the scenario loss may be obtained by the coupling of the vulnerability 
and the exposure. In particular, the modelling of the aleatory uncertainty in these two 
components results in the distribution of the scenario loss, typically expressed in terms of 
the Complementary Cumulative Distribution Function (CCDF). The additional 
consideration of the epistemic uncertainties results in a family of CCDFs conceptually 
expressed in the form [ 1 0 1 ]:
P{L  > / j 7M = i/«) = J  P{L > 11 {y I im)dy ( 1 1 )
DS
where fD s^{y \ in i )  is a family of PDFs of the examined building suffering a level of
damage y  given a level of intensity tm. Nonetheless, 1 in i) is typically treated in
terms of a discrete probability, known as the damage probability matrix (DPM). Thus, the 
general Eq.(l 1) may be actually applied in the form [101]:
P (L  > / 1 7M = im) = ^ P { L  > 1 1 y)pj,s\M ( t  I i ^ )  (12)
i=0
Eq.(12) has not been tackled in the literature in tins form. Instead, an elaborate 
formulation was used in the building-specific procedures of the PEER group [18, 19, 58, 
59]. Specifically, Porter et al [58, 59] estimated the scenario overall loss by treating only
the aleatory uncertainty in the three variables by using Monte Carlo simulation. This
uncertainty was associated with the characteristics of the gi'ound motions, the thresholds of
the damage states and the cost of labour and materials. In his method, the overall loss was 
the sum of the losses of the individual elements. Thus, the CCDF of the scenario loss 
sustained by a single element, e.g. columns, was expressed as:
P { L > l \ l M  = im) = Y , jp{L>l\ds , )p j^^sR (A  1 I ^  (13)
'  SR
Baker and Cornell [19, 20] added the epistemic uncertainty associated with the structural 
response. This uncertainty captured the variability due to the number of ground motions 
used to determine the structural response of the examined building. Therefore, Eq.(12) can 
be re-written as:
[35]
P{L > 11 IM  -  im) J  P{L > 11 {ds, { (z \ im)dz (14)
« SR
Baker and Cornell avoided the time-consuming Monte Carlo simulations for the solution of 
Eq.(14). Instead, the aleatory uncertainty was modelled by the inaccurate but faster First- 
order-Second-Moment (FOSM) approach [104], due to the poor quality of the available 
data regarding the exposure. Moreover, the FOSM method was also used in order to 
propagate the epistemic uncertainty, associated with the structural response analysis, to the 
scenario loss. Furthermore, Aslani and Miranda [18] accounted for more epistemic 
uncertainties, associated with the structural response as well as the damage analysis. Thus:
P { L > ! \ I M  = im] = '£ ,\ P { L > l \ ‘> s , )p o s^{d s , \ z ) f s i ^ { z \m )d z  (15)
i SR
It should be reminded that these uncertainties are associated with the failure modes, the 
hysteretic models of the deterministic structure and the limited experimental specimens, 
which determined the parameters of the distributions for damage. In their study [18], 
simplifications in the solution of Eq.(15) were noted. In detail, the aleatoiy uncertainty was 
modelled by a FOSM method similar to Baker and Cornell [19, 20]. However, the 
epistemic uncertainty was introduced only in the mean scenario loss by simplified 
procedures based on the assumption that the mean scenario loss was following a normal 
distribution. However, it can be noted that the epistemic uncertainty associated with the 
exposure was not treated in the previously described probabilistic models.
By contrast to the fully probabilistic procedures used by the PEER group, the 
majority of the regional scenario loss estimation procedures, consisting mainly of HAZUS 
[79, 105] and its applications [75, 106-108] were limited with regard to the incorporation of 
the aleatory uncertainty in the vulnerability. The overall loss of a building was considered 
the sum of groups of elements. Therefore, the mean scenario loss, for an examined group of 
components e.g. structural elements, was obtained in the elaborate form [1 0 1 ]:
[T 1 iM  = /7 m] =  ^  J  £■ (Z, 1 = ds, ) {ds, | z) {z | im)dz (16)
i SR
where E { L \D S - d s , )  is the mean loss given a damage state ds,\ PDs\sR(l^^i\^) is the 
probability of being in ds, for a level of structural response z. In recent years, an attempt to
account for the aleatory uncertainty in the exposure as well as to obtain the variance of the 
scenario loss was noted [126].
[36]
2.7 Annual loss
Having described the framework for the scenario loss estimation, the framework 
for the estimation of the loss for all these scenarios likely to occur in a single year is 
presented here. This annual loss is the main result of the risk assessment and can be 
employed in a number of cases. These cases include areas with low seismicity, the 
existence of many sources which affect the examined site or when the focus of the study is 
on a single building [100]. Moreover, the mean annual loss is of particular interest of the 
insurance and reinsurance industry, since it is used to detennine the premium. Premium is 
the amount of money the insurer needs to pay each year for seismic insurance.
The incorporation of the aleatory as well as the epistemic uncertainty, associated 
with the scenario loss and the hazard, in this framework results in a family of CCDF of the 
annual loss in the form [ 1 0 1 ]:
{ L > l ) = \ p { L > l \ m  = {x)dx (17)
IM
The generic fonnulation of Eq.(17) was addressed by Campos-Costa [109]. In this 
publication, the aleatory uncertainty in the two components was introduced by Monte Carlo 
simulation. In addition, the confidence intervals corresponding to the uncertainty regarding 
the building stock were also constructed.
Finally, the PEER group [110] proposed a fully probabilistic building-specific 
proceduie for the estimation of the annual loss. In particular. Baker and Cornell [19, 20] 
solved Eq.(17) by Monte Carlo simulation, following a number of assumptions and 
simplifications regarding the shape of the distribution of the scenario loss and the 
expression of the epistemic uncertainty. Aslani and Miranda [18] incorporated more 
epistemic uncertainty associated with the vulnerability as well as the hazard in the 
calculation of the annual expected loss.
Bazzuro and Luco [111] estimated the CCDF of the annual loss for a single 
building and a group of buildings by correlating the loss directly to the structural response 
instead of the level of damage. The loss curve was thus obtained from:
SRIM
By contrast to the determination of the aforementioned CCDFs, a number of 
regional based procedures, mainly HAZUS and its applications [15, 17, 6 8 , 75, 112, 113], 
were limited in the calculation of the mean annual loss. By substituting the mean scenario
[37]
loss expressed in the previous section (see Eq.(15)), the mean annual loss is illustrated in 
the form:
E , j y \ = \ E [ L \ x ] f ^ , , ( x ) d x  (19)
M
The epistemic uncertainty was not introduced explicitly in HAZUS. Instead, the major 
parameters that influence the epistemic uncertainty were commonly identified by 
deterministic sensitivity analyses [91,114].
Moreover, Di Pasquale et al [17] was limited in the estimation of the mean annual 
regional loss, accounting only for the aleatory uncertainty as:
i M
where | Z)*S = cZsJ is the expected loss for each damage state, considered
detenninistically in line with the previous regional-based methodologies. In this approach, 
an empirical vulnerability assessment determined the damage probability matrix. In 
addition, Cao et al [115] proposed a methodology to estimate the annual expected loss, and 
studied the impact of the deductible on A^^i[Z], without focusing on the types of 
uncertainties. The deductible is the amount of money not covered by the insurance.
Finally, the incorporation of the aleatory as well as the epistemic uncertainty, 
associated with the thiee components, results in a family of CCDF of the annual loss in the 
form [1 0 1 ]:
'■ IM
Musson [116] addressed Eq.(21) in his regional-based loss estimation by using Monte 
Carlo simulations with two main simplifications. Firstly, the epistemic uncertainty was not 
taken into account and, secondly, the exposure was considered deterministic.
2.8 Concluding remarks
This chapter was focused on the treatment of the uncertainty in the independent 
analyses of the main components of the risk as well as in the assessment of this risk. 
Therefore, an extensive review of the methodologies proposed for vulnerability and 
exposure analysis was presented here. This was followed by a brief outline of the typically 
used approach for hazard analysis. Moreover, the general framework and the procedures
[38]
leading to the three main outcomes of a risk assessment process, namely, the annual failure 
probability, the scenario and annual loss were also reviewed.
Overall, it may be concluded that the conventional probabilistic hazard analysis 
has treated explicitly both aleatory and epistemic uncertainty. For example, the scatter, due 
to the difference in the predicted and recorded intensity, is typically considered aleatory. 
By contrast, the attenuation equation, employed for the aforementioned prediction, 
inti'oduces epistemic uncertainty in the hazard. With reference to the vulnerability analysis, 
there were only few studies which accounted separately for the two types of uncertainty. In 
these studies, the aleatory uncertainty is typically associated with the randomness in the 
characteristics of the recorded ground motions required for the time history analyses. On 
the other hand, its epistemic counterpart is associated with the limited number of these 
considered motions. Finally, the exposure was limited in the treatment of the aleatory 
uncertainty in the material and labour cost.
It was also noted that the explicit treatment of the two types of uncertainty, 
especially those associated with the vulnerability and the exposure, remains a challenging 
issue. This task has been dealt in few publications, focused on the vulnerability analysis, 
which introduced a number of limiting or potentially inaccurate simplifications and 
assumptions, which were often not fully justified. In particular, an analytical exact solution 
modelled the uncertainties in order to obtain the annual failure probability, while a FOSM 
approach introduced the two types of uncertainty in the scenario loss. In the latter 
procedure, the epistemic uncertainty regarding the exposure was ignored.
In recognition of these limitations, a straightforward two-stage Monte Carlo 
approach is proposed, in this study, for the distinct treatment of the aleatory and epistemic 
uncertainty in the damage and loss estimation. The first stage of this generic methodology 
involves the treatment of the aleatory uncertainty expressed by the fragility curves, the 
distribution of the loss given a level of damage and the hazard curve. This is illush ated in 
the following chapter.
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Chapter 3 Modelling the Aleatory Uncertainty on Damage 
and Loss Assessment for a Single Building
3.1 Introduction
This chapter is focused on the development of the first stage of the Monte Carlo 
procedure proposed in this thesis. This involves the incoiporation of the aleatory 
uncertainty, associated with the vulnerability, the exposure and the hazard, in damage and 
loss assessment for a single building. Typical examples of this uncertainty include the 
randomness in the cost and properties of the construction materials as well as the 
characteristics (e.g. magnitude and source-to-site distance) of a seismic event. In the 
literature, this uncertainty is introduced via procedures focused on vulnerability, which 
required structural and damage analysis [110], while they typically assume at most one 
seismic event likely to occur in the examined year. Instead of these elaborate procedures, 
the methodology developed here is generic, and can be applied to any given set of fragility 
curves. Moreover, this methodology is more general than its existing counterparts as it 
accounts for all the possible annual seismic events likely to cause damage to the examined 
building.
In the following sections, apart from the Monte Carlo procedure, the closed form 
solution preferred in the literature for the determination of the annual failure probability is 
also presented. In addition, a direct numerical procedure, based on the commonly used 
multi-linear fragility curves, is illustrated. With reference to the estimation of the loss, the 
significance of the methodology on the estimation of the aleatory uncertainty in the 
scenario loss is examined here. This is achieved by the development of an alternative 
Monte Carlo procedure. An equivalent FOSM approach is also developed here in order to 
account for the poor quality of data regarding the exposure. Finally, the aforementioned 
loss estimation procedures are, further, expanded in order to determine the distribution and 
the statistical parameters of the loss given a single event, which is unconditional of 
particular levels of intensity, as well as the annual aggregated loss for all these events.
3.2 Vulnerability
The main outcome of a vulnerability analysis of a single building is the fragility 
curve. The fr agility curve commonly expresses the probability of demand D reaching or
[40]
exceeding a level of structural capacity C, conditional upon a level of demand d 
{ P { D > C \ D  = d)).  This curve is a property of the examined structure and represents the
stmcture’s capacity and its associated uncertainty [7]. This uncertainty arises from a large 
number of uncertainties associated with the ground motion, the structural parameters and 
the level of capacity. The incorporation of these uncertainties in the fragility curves 
depends on the method used for vulnerability assessment. For example for the empirical 
methodologies, these uncertainties are typically intrinsic in the databases used to construct 
the fragility curves. However, the aforementioned uncertainties need to be explicitly treated 
in a probabilistic analytical model. As discussed in detail in Chapter 2, in the latter case, 
there was an attempt to model these uncertainties i.e. through a Latin Hypercube procedure 
[50, 51, 53, 54], while recent studies [18, 60, 61, 62, 63, 72] attempted to separate the 
aleatory from the epistemic component of these uncertainties.
The fragility curve was fitted with a variety of cumulative probability 
distributions such as the normal [35, 36, 39] or the exponential [40, 51, 57] distribution. In 
general, the shape of the distribution of a variable, in the reliability procedures, has been 
considered a significant factor, due to the importance of its tails in the decision-making 
procedures. Der Kiureghian [117] proposed a Bayesian updating capable of introducing the 
uncertainty due to the shape of the distribution in order to obtain the reliability index. In 
addition, Ditlevsen [118] argued for the need to standardize the distributions of the random 
structural properties in order to avoid significant errors in the reliability procedures. In this 
study, the significance of the shape of the fragility curves in the risk assessment, which is 
not well researched in the literature, is examined by expressing the fragilities in tenns of 
two widely used distributions. Thus, the relatively common piecewise multi-linear curves 
[34, 53-56, 71] is adopted here together with the typically employed two-parameter 
lognonnal distribution [18, 42, 46, 47, 50, 58-60, 62-65, 67, 72]. These later curves may be 
expressed in the fonn:
P { D > C \ D )  = ^ m (22)
where 0  is the standard cumulative nonnal distribution, m is the median demand and is 
the lognormal standard deviation of D  for the capacity C. It should be mentioned , that 
although a lognormal distribution is used in this chapter, the Monte Carlo methodologies 
for the estimation of the damage and the loss developed in subsequent sections can be used 
for any continuous probability distribution.
[41]
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Figure 6 Schematic representation of the fragility curves.
The demand D is typically expressed in terms of a discrete or continuous ground 
motion intensity measure IM. Furthermore, the capacity C typically corresponds either to 
the collapse state or other intermediate discrete damage states. Therefore, the fragility 
curves may, also, be expressed, in terms of the probability of the damage state ds^  being 
reached or exceeded given IM, in the form:
p [ D S '^ d s , \ IM )  for i=0,...,n (23)
where n is the maximum number of damage states. In addition, the damage state is defined 
in the literature either in terms of the extent of expected damage of a structural or non- 
structural element or in terms of the point at which an element no longer satisfies a desired 
function. A typically adopted discrete damage scale consists of n mutually exclusive and 
successive damage states indexed by /, such that, as 0 < / < « , then 
P{DS >ds,\IM )> P{DS > ds^ ^^  \IM ).  Thus, the set of these damage states is an ordered
set which represents a progression. Figure 6 depicts an example of four fragility curves, 
which imply five damage states ds^, / g [0,1,...,4]. The flatness of these curves expresses
the level of the aleatory uncertainty (e.g. randomness in the material properties or the 
characteristics of the ground motions) associated with the vulnerability. In particular, it 
may be observed in Figure 6 that the curves get flatter as the damage state increases. This 
implies that the uncertainty in the fragility curves increases as the damage state becomes 
more demanding in terms of the required response (e.g. from /=! to /=4).
The vertical distance between two successive fragility curves at any particular 
level of ground motion imj, as shown in Figure 6, represents the probability of being in a
[42]
damage state z. These probabilities, for all damage states and a given intj, form the damage 
probability matrix (DPM), The DPM may be mathematically expressed in the form:
1 - P {pS  > d s^ \M - im^ y _  0
P {pS ~ds^\IM■= = Po^ ,M^ ds. | inij) -  • p {DS '^ds^\M = im^-P[DS  ^  | IM = im^
P [D S> ds,\IM = im )
Moreover, for a particular scenario irrij, it may be noted from Figure 6 that:
= l (25)
1=0
In subsequent sections, the fragility curves as well as the DPMs are used in order 
to estimate the damage and the loss suffered by a single building.
3.3 Exposure
In addition to the vulnerability another important and largely unexplored 
component in loss estimation procedures is the exposure. The exposure expresses here the 
direct financial loss for a particular level of damage sustained by the examined building. In 
a departure from the loss estimation procedures [65, 68, 74, 75, 79, 105-108, 116] which 
restricted the loss for each damage state to its expected value, the aleatory uncertainty 
associated with this loss is taken into account here. This uncertainty may be associated here 
with the randomness in the cost of repairing the building due to the random extent of 
damage for a given damage state.
The aforementioned definition of loss, however, appears to be too general for the 
main regional-based [65, 68, 74, 75, 79, 105-108] as well as building-specific loss 
estimation [119] methodologies. In order to assist the decision makers, these methodologies 
established transparency with regard to the contributions of different components of the 
building in the overall loss. In particular, regional loss estimation methodologies such as 
ATC-13 [74] accounted for the loss of structural and non-structural components, while 
HAZUS [68] introduced four groups of elements, namely: structural, drift-sensitive non- 
structural, acceleration-sensitive non-structural. By contrast, single-building’s loss 
estimation procedures [18] accounted for several individual components such as columns, 
beams, partitions. In line with this trend, the developed method is capable of estimating the 
total loss of a single building as the sum of the losses suffered by different components.
Furthermore, the general unavailability of data regarding the loss for each damage 
state is addressed in this study by the development of two approaches. In the first approach,
[43]
only the first two moments of the loss for each damage state are required. In the second, the 
loss for each damage state is assumed to follow a specific probability distribution. The 
effect of the modelling assumption regarding the shape of this distribution is examined 
here. Thus, a normal distribution truncated below zero is used, which is compared in later 
chapters with the commonly employed lognormal [18, 109] distribution. The proposed 
complementary cumulative distribution of loss for a damage state / is given in the form:
P ( L > l \D S  = ds.) = l -
o - o 0 -  Pllds,
I J [ L^\ds, )
1 - 0 ^ 0 - -  ^
(26)
L^\ds,
where and is the mean and the standard deviation of the normally distributed
loss L, conditioned on a damage state /. The mean and variance of this truncated normal 
distribution may be obtained from their corresponding values of the normal distribution in 
the form [120]:
(27)
<1.0, (28)
1 ; Cj ) is the complementary cumulative chi-where t = ---- = —^nds, V z ^ ( i - o ( r ) )
square distribution with three degrees of freedom. Figure 7 depicts the complementary
cumulative distribution functions of the loss for the damage state / = 1 -  4, while the ds^,
corresponding to the undamaged state, was associated with zero loss.
ds4
ds3
ds2
d s l
—  0 .5  -
0.0 L
Figure 7 Complementary Cumulative Distribution Functions (CCDFs) of the loss for the four damage 
states 1=1-4.
[44]
3.4 Hazard
Having defined the vulnerability and the exposure, the last important component, 
which is the seismic hazard, is considered in this section. Both probabilistic and 
deterministic definitions of hazard are used in this thesis. The probabilistic hazard takes 
into account the aleatory uncertainty associated with characteristics of the seismic event 
such as the magnitude, the source-to-site distance and the recurrence rate of the source. 
This hazard is treated by a conventional probabilistic assessment as proposed by Cornell 
[81]. According to this approach, the earthquakes likely to cause damage at the site are 
considered random independent events following a Poisson recurrence model with annual 
mean rate v q . Thus [81]:
(29)’ n\ n\ n\
where P ,.[ (N  = rî) is the probability of n number o f seismic events affecting the examined
building in a single year; N  is the random number of these events. It should be mentioned 
that only the events likely to cause damage at the examined site are considered in Eq.(29). 
In particular, these events are characterised by a magnitude M  which exceeds a minimum 
threshold It should be noted that the intensity of an event in the damage and loss 
estimation procedures is typically measured in terms of a level of ground motion intensity 
at the examined site. Thus, the events of interest with M  > are equivalent to the events
where the ground motion intensity exceeds a threshold . The mean rate vo and its
corresponding threshold are considered only by the studies, which were focused on
long time intervals. In these studies these parameters were given arbitrary values [14, 15]. 
Their effect on the loss is examined in the next chapter.
In addition, a probabilistic hazard assessment is focused on the events where the 
ground motion intensity at the site exceeds a level iny. Assuming that these events occur 
independently, they also follow a Poisson process expressed in terms of [81]:
(30)
where P { lM > im j \ IM  >imQ^ is the probability of the level irrij being exceeded 
conditioned on the occurrence of an event with 7M > im^. Using further manipulations, 
Eq.(30) may be re-written as [81]:
[45]
7)^ 1 (iM  >imj^j = l - P [ n  = Q events IM  > inij occur in t =
qxp( -^VqP [IM > inij 17M> | IM>imQ^^
= 1 ^  = (31)
= 1 “  exp (-i/qT* {i m  >im^\IM> Mq ))
From Eq.(31), the hazard curve commonly defined in tenns of the annual rate of exceeding 
the value iifij, { lM > irUj^, may be stated in the fonn [81]:
(7M > im.) = VqP { I M > Mj | IM>im.Q) (32)
The probability P { iM  > im. | IM  > im ^  is a useful parameter in the damage and
loss assessment methodologies. Given that the hazard curve is known, the aforementioned 
probability may be derived in the form:
1.0 IM  ^ im.
P  { iM  > in ij I IM  > im^ )  = V, .(IM > im .) (33)— ^ ^  IM > im .
In addition, if r',=i(7M > imj^ is available, the mean annual rate of events can also be 
estimated from Eq.(31) by setting imj = im^, Thus:
In the present thesis, the hazard curve is approximated by the commonly used 
power fonn, which is linear in log-log space at least in the part that has a major 
contribution to the risk [5, 22, 89, 121]. Thus:
{iM  > inij ) = K m ^  (35)
where K  and are constant parameters. This study is limited in the treatment of the 
aleatory uncertainty in the hazard. Therefore, Eq.(35) captures the uncertainty associated 
with the characteristics of a seismic event such as the magnitude and the source-to-site 
distance.
In later sections, the general procedure proposed here is compared with a common 
assumption. According to this assumption, for seismic cases, the hazard is low and 
therefore at most one event is likely to occur in a single year (see Chapter 2). Based on this 
assumption, the annual probability of exceeding a level of intensity is considered
[46]
numerically equivalent to the mean frequency of exceeding this intensity level in the form 
[14, 15, 81, 89, 121]:
(iM > intj ) = 1 -  > inij) for {jM > iirij) < 0.1 (36)
Having specified the last of the three main components required for the 
development of the damage and loss estimation methodology, a Monte Carlo methodology 
for the estimation of the annual failure probability is developed in the next section.
3.5 Estimation of the annual failure probability
The convolution of the vulnerability with the hazard results in the annual failure 
probability. This outcome is particularly useful in the updating of design codes [21]. The 
convolution may be derived from the basic reliability problem, where failure occui's when 
the load, S, exceed the resistance, R, of an element. Therefore, the probability of failure 
may be stated in the following form [104]:
00 s^ r
Pf = P {S  > P )=  j  I  {s,r)drds (37)
where (^',r) is the joint bivariate density function. If 5" and R  are independent variables 
Equation (37) leads to [104]:
00 s^ r
= P (5  > P) = I  I  /«  { r ) f ,  {s)drds (38)
where ^ ( .)  and j^ .)  are known probability density functions (PDF) for R and S, 
respectively. Eq.(38) may be further converted in the single integral fonn [104]:
P^ = P ( S > P ) = jp , ( x ) / , ( A - ) d ï  (39)
where Fr{.) is the cumulative distribution of the resistance. In this study, the tenn 
“probability of failure” is defined in tenns of the probability of the demand D of a system, 
e.g. a building, reaching or exceeding its capacity, C. Thus, Eq.(39) may be rewritten in the 
fonn [104]:
/}  = P (.D > C )=  I  Fc(x)fj^(x)dx=  |/c (a :)[1 -F o (x )]c A  (40)
In the context of seismic hazard and vulnerability analysis, the probability of failure 
is not necessarily restricted to the collapse event but is also relevant for other levels of 
capacity and associated demand. Therefore, using the concept of fragility, the above
[47]
equation can be recast as the probability of capacity C, being exceeded for any given level 
of demand in the form:
S C,) = |P ( D  > C, I £> = x ) fo  {x)dx (41)
The capacity was previously correlated to a level of damage sustained by the 
examined building. Moreover, the demand is measured, here, in terms of ground motion 
intensity. Following these considerations, Eq.(41) is further transformed, for the purposes 
of this study, in the fonn:
P ( d s  ( d s  > ds.\D = x )  fj^(x)dx = ^ P ( d s  ^  ds^  j IM  ~ x) dx (42)
0 0
This study, however, is focused on the annual failure probability. In other words, 
the interest is on the probability of failure over all the possible events, likely to cause 
damage to the examined building, which might occur in a single year. Thus, given that the 
occurrence of these events follows a Poisson process and that the demand D is expressed in 
tenns of ground motion intensity /M, Eq.(42) can be re-stated as:
= P,.i {D S> dSt)^  1 -  = 1 -  exp {-v^P(DS > ds, \ IM  > im„ )) =
^ (43)= l -e x p •1 ^0 Jp(7>5 2 ds, I IM  = x)f,uvM>ini, { x \IM >  im„)dx
where P(DS > ds  ^ | IM  = x)  represents the vulnerability of the building, while 
>//«q) represents the PDF of the ground motion intensity given that an 
event of interest ( IM  > im^) has occurred, which is obtained from Eq.(32) in the fonn:
fiMIM\IM >U)io ( x ) -
IM  ^ im^ '
d
dx
( i M > x y
0^ IM  > im^
d  ( 
dx[
0.0 IM
IM > m„
'o J (44)
In the light of Eq.(44), Eq.(43) may be re-written in the form:
v^^i(DS ^ ds^) = Vg j P  (DS > dSf \ IM  ~ x') > x)v^dx dx
r dP (DS  ^ dSf \ IM  = %) v,_i(x) - = Vo ---------------- ^ dx0 ^  Ko
(45)
It is commonly accepted that at most one event is expected in a single year. This 
assumption leads to the approximation of the annual failure probability in the elaborate 
fonn [5 ,14,21,22, 102, 103]:
[48]
[ D S  > ds, )  «  v,^,{DS > d s , ) = = j P  { D S  > ds, \ I M  = x )
0 dx
dx  =
- \ l P { D i C , \ D  = y)f„ ,„ ,{y\x)
0 0
(46)
dx dydx
where P {D ^C ,\D =^ y )  is the probability of a capacity level i being reached or exceeded,
given a level of demand, measured in terms of stmctural response y  of the element; and
(>* I is the PDF of y  for a level of ground motion intensity x. These two integrals
are typically available in analytical vulnerability methods as presented in Chapter 2. The 
double integral of Eq.(46) was exclusively solved by a closed form approach [5,14, 21, 22, 
102, 103]. This was achieved by considering a linear (in log-log space) hazard curve and 
assuming lognoimal distributions for the remaining variables. Recently, however, the use 
of Eq.(46) was challenged [14, 15] for the areas with high hazard or when larger time 
intervals were taken into account. For these cases, a potential large error could be 
introduced by considering that the non-renewable structural parameters (e.g. height and 
structural form of the building) o f the building are treated in terms of a Poisson process. In 
the light of this observation, a Monte Carlo procedure was developed which treated 
separately the uncertainty in the structural parameters and the ground motions [15].
Instead of using either of the aforementioned methods proposed in the literature, 
the annual failure probability is obtained, in this study, by a generic framework, expressed 
in the form:
Pfj^i = {DS >ds,) = l - exp( - VqP{DS> ds, | I M > im^i) =
= 1 -  exp dP{DS > ds, I IM  = x) U^i(x)dx dx
(47)
By contrast to Eq.(46) based on mainly analytical methods of estimating the vulnerability, 
the fragility curves required in Eq.(47) can be obtained from empirical as well as analytical 
vulnerability analysis methods. Apart from general, the proposed procedure is also more 
accurate than the typical approximate method adopted in the literature [5, 14, 21, 22, 102, 
103]. However, it is less accurate than the approach [14, 15] which separated variables into 
renewables and non-renewables. Nonetheless, it is considered that for the period of a single 
year, the associated error is not significant. In particular, P^ ,^  ^is estimated by solving the
integral in Eq.(47) with the aid of three methodologies presented in subsequent sections. 
Firstly, a Monte Carlo procedure is proposed in this study, capable to be used for the
[49]
wealth of the shapes of the fragility or the hazard curve found in the literature. Secondly, a 
closed form solution is also presented, which is almost exclusively used in the literature 
[21, 22]. Finally, the integral is solved using a discrete scheme based on the commonly 
used [34,41, 53, 54, 71, 122] multi-linear fragility cui*ves.
3.5.1 Numerical integration procedure
In this section, a numerical integration scheme (NI) for calculating the 
P{D S > ds, I IM  > iiriQ) is developed. The advantage of this approach is its independence
from the shape of the continuous fragility and hazard curves. Although the numerical 
scheme may be applied generically, specialisations to the case of the fragility and the 
hazard cui^e are made here. Assuming lognormal fragility functions (Eq.(22)) and given 
the discontinuous nature of the hazard (Eq.(33)), the integral in Eq.(47) may be rewritten 
as:
P[DS^ds,\lM>iniQ) = J ^  ^ j ^ exp '”Ik«dx+ J i__Vo exp dx (48)
Moreover, for the purposes of the NI scheme, the upper limit in Eq.(48) is 
finite. Furthermore, Eq.(48) may be further modified according to:
P {DS ^ ds, j IM > iniQ ) = O In (im „)-A ,c,
\  tm, 
+
J I 12?r exp ^ln(x)-A, ^ dx (49)
The solution to Eq.(49) is here obtained by means of a program written in 
Fortran95, which determined the 0  function via an approximating algorithm proposed in 
[123] and evaluated the integral using Monte Carlo simulation.
3.5.2 Closed form procedure
This section presents the closed foim solution of the failure probability for a 
particular event IIy>imo expressed by the integral in Eq.(47). The point estimate 
determined by this method is subsequently used to establish the robustness of the NI 
scheme described in section 3.5.1. Thus, given the lognonnal fragility function and the 
simplified form of the hazard function (Eq.(44)), Eq.(49) may be solved in closed fonn (CF 
scheme) assuming that —>oo as:
P(DS ^ ds, j iM >?7«o) = ® in (/>«o F  (exp (;i, ))J  H -^--------- -— exp
J 0^ 0 (50)
[50]
3.5.3 Discrete procedure
Both Eq.(49) and Eq.(50) are based on the assumption of a lognormal fragility 
curve and a power hazard function (Eq.(44)). The first assumption is tested by considering 
piecewise linear fragility curves, which are widely used to represent the vulnerability, 
coupled with the hazard (D scheme). Accordingly, P" (DS > ds, \ IM  > imo) may be 
obtained by discretizing the integral of Eq.(47) according to [28-30]:
P (D S  > ds, I IM  > im, ) ^ J ^ [ p ( D S >  ds,  | /w  . ) ~ p ( D S ^  ds, | im._  ^) ]  (5 1 )j 0^
w hereP(D  > Q I i s  the discrete cumulative piecewise fragility curve and j  is the 
intensity level at which data for the fragility were obtained.
3.6 Estimation of scenario Loss
The consequences of a seismic event are measured here in terms of financial loss. 
Thus, this section is focused on the determination of the random cost of repairing the 
building into its pre-event state, given a particular scenario. This scenario is expressed in 
terms of a particular level of ground motion intensity, which can correspond to a given 
magnitude and distance from the source, a specific accelerogram or an annual probability 
of being exceeded. The obtained random scenario loss can be used as an intermediate part 
in the estimation of the unconditional loss. It can also be used independently e.g. in order to 
estimate the loss in an area where the hazard is dominated by a single active fault or to 
check the financial resilience for an interested party for a ‘worst case’ scenario such as a 
strong past event or the design event. The probabilistic procedures developed here are 
capable of introducing the aleatory uncertainty, associated with the vulnerability and 
exposure, into the scenario loss. This type of uncertainty typically presents the randomness 
in the characteristics of giound motions used to construct the fragility curves as well as in 
the extent or location of the damage given a particular damage state.
In the literature, the main probabilistic framework, which estimated the 
complementaiy cumulative distribution of the scenario loss, was expressed in the elaborate 
form [18-20, 58,124]:
P (L  > l\im j)  = Y , \ P { L  > 11 ds,)pos^D [ds, | r)/ouM [p I imj)dy (52)
1=0 £)
[51]
The methodologies developed to solve Eq.(52) varied according to the scope of each study 
(see Chapter 2). In particular, in the regional based procedures, the convolution of the
components PDs\D(l^^i\y) was typically based on a number of
simplifications [65, 68, 80]. In addition, deterministic damage-to-loss functions were 
adopted. By contrast, the building-specific procedures adopted either Monte Carlo 
simulations [58] or an inaccurate but quick FOSM method [19, 20] in order to detennine 
the distribution or the first two moments of the aforementioned scenario loss, respectively.
In a deviation from the previous approaches, the present method depends only on 
the outcome of the vulnerability assessment, expressed in temis of the probability of the 
examined building sustaining a damage state i given a level of gi'ound motion intensity, as 
well as the exposure. Therefore, the CCDF of the scenario loss is estimated by summing 
the product of the CCDF of the loss for each damage state i P (L > l\d s ,)  weighted by the
damage probability matrix for the scenario inij ( A  I w?; ) according to:
P (L  > 11 imj)-= Ÿ j P ( y  >  ^I ^^i)PDs\iM ( A  I (53)/-o
In the following sections, the first two moments as well as the CCDF of the 
scenario loss are detennined in order to account for the quality of the data. Recently, the 
inaccuracy of the FOSM method used to obtain the scenario loss according to Eq.(52) was 
explored [125]. Accordingly, in the present study, the impact on the aleatory uncertainty of 
an alternative approximate method to estimate the first two moments and the CCDF of the 
scenario loss from the simplified Eq.(52) is investigated here.
3.6.1 FOSM method
Generally, a FOSM method can be applied in cases where data regarding the 
exposure are incomplete. In these cases, the loss for various levels of damage may be 
presented only in terms of their mean and variance. Although it is an easily applicable 
method, there are difficulties in obtaining percentiles of the output distribution.
Baker and Cornell [19, 20] were the first to introduce a FOSM method in order to 
estimate the first two moments of the scenario loss fi'om Eq.(52). Their approach was based 
on the assumption that the distribution of the demand (e.g. inter-storey drift) given a level 
of intensity, D \I M ,  is lognormal. They further expressed the loss Z as a function of D
[52]
accounting for the relevant uncertainty s .  In their case study, this relationship was 
expressed in the form:
L = E [L \D ]e  = a{\-e-'^)s  (54)
where a and b constants. A recent publication [125], however, challenged the accuracy of 
this method on the grounds that it resulted in a considerable error in the mean as well as the 
standard deviation of the scenario loss.
By contrast to the aforementioned elaborate approach, a more general approach is 
developed here which is based on the vulnerability expressed in terms of damage 
probability matrices and the exposure. Therefore, the effect of approximate methodologies
on the aleatory uncertainty of the scenario loss is examined by applying the first order
approximation on the function:
i  = É  A*, • Pds\m  {ds, I imj ) (55)
t
According to this approximation, the losses for the various levels of damage are 
considered random variables weighted by the probability of being in a state of damage for 
a scenario loss. Moreover, the losses for different levels of damage can be correlated. The 
obtained first two moments o f the scenario loss are based on the Taylor series expansion as 
described in detail in Appendix A.I. Thus, the mean and the standard deviation of the 
scenario loss can be wiitten in the form:
E [L  I inij] = Ÿ ,E [L \d s ,y  (cb, | imj ) (56)f=0
Var[LI im^ = [ds, |im ^
2
+
(57)
Z Covar[L\ ds„L| ds,]p,^j (ds, | (A- I ""y)»j-l n 1=0 h^+l
Given the form of Eq.(55), the relationships given by Eq.(56) and Eq.(57) do not involve 
any higher order terms.
The accuracy of the aforementioned FOSM method may be established thiough 
the comparison with a direct method. This latter method was used in the literature in order 
to derive the first two moments of the loss for various levels of structural response [80]. 
The aforementioned exact analytical solution is based on the consideration that the random 
loss is conditioned on the random level of damage for a particular scenario. Thus, the first 
two moments of the unconditional (with respect to the level of damage) loss are derived by
[53]
results pertaining to conditional probability distributions found in text books and presented 
in Appendix A.2. Therefore, the mean and the variance of the scenario loss can be 
expressed in the fonn [44, 126]:
E[L\imj'] = Ÿ jE [L \ds ,]-Posyu{d^Ad”j )  (58)/-o
Vm-[L\IM=imj'\='IjVar{L\DS=ds\+É^[L\j:S = dsi[\pj,^[ds,\imj)-É‘[L\M=mj'\ (59)f*0
By contrast to the FOSM method introduced by Baker and Cornell [19, 20], which 
was found [125] to provide a different value of the expected scenario loss than the more 
accurate Monte Carlo method, the mean scenario loss according to the proposed FOSM and 
the exact approach are identical (Eq.(56) and Eq.(58)). Therefore, the FOSM method 
proposed here may be used as an alternative method to estimate the expected scenario loss.
In tenns of the variance obtained by the exact method (Eq.(59)), this differs from 
the estimate proposed here (Eq.(57)). Appendix A. 3 demonstrates that the variance derived 
by the proposed approximate method is underestimated when compared with its exact 
method counterpart. However, for the extreme cases where there is almost certainty
(Pds\im {ds, = 1.0) that the building will sustain a particular level of damage /, these 
two values converge. In the next chapter, this difference is quantified thiough a case study.
3.6.2 Numerical procedure
The analytical solution previously proposed yields only the first two moments of 
the scenario loss, without obtaining the probability distribution. However, the shape of this 
distribution can be an important characteristic of the random scenario loss, which allows 
the calculation of the resulting percentiles. The estimation of this distribution is the focus of 
this section.
In the literature, the probability distribution of the scenario loss for a nmnber of 
structural and non-structural components of a single building was obtained by using a 
numerical approach based on the Monte Carlo simulations employed by Porter et al [58, 
59] as described in Chapter 2. This approach is adjusted here to the needs of the present 
study as illustrated in Figure 8a. It can be seen that for each level of intensity, a damage 
state is randomly generated in every iteration. Then, a random value of loss is further 
generated from the truncated nonnal distribution corresponding to this state. For a large 
number of these iterations, the empirical distribution of the scenario loss is obtained. It
[54]
should be mentioned that this numerical methodology yields mean and variance of the 
scenario loss, which are equivalent to their counterparts expressed by Eq.(58) and Eq.(59), 
respectively.
a) Porter et al [58, 59] b) This study (/9=0)
IM  = im ,
Notes:
ti, y, w,\ random variables in [0,1]. 
Ns'. the total number of iterations. 
N\ is the number of ds,.
: is the inverse o f the CDF.
IM  ~  intj
fromEq.(24)
Figure 8 Flowcharts of the Monte Carlo approaches proposed a) by Porter et al [58, 59] and b) in this 
study for/)=0.
In this thesis, an alternative numerical scheme, based on Monte Carlo simulations, 
is developed. Figure 8b depicts this procedure, which is based on the assumption that the 
losses for the various damage states are uncorrelated. By contrast to the previous scheme 
[58, 59], the scenario loss is generated in each iteration in tenns of a linear summation of 
the losses for each damage state restated in the form:
(60)
In this equation, the probability of being in a particular damage state given a level of
intensity is estimated directly from Eq.(24). Following this, the random values of loss for
each damage state are generated from the truncated nonnal distributions defined
[55]
previously. This procedure deviates from the method of Porter et al [58, 59] where both the 
loss given ds, as well as the damage state were generated randomly. It should be mentioned 
that the corresponding mean and variance based on the approach developed here are 
equivalent to their counterparts derived by the FOSM method, expressed in Eq.(56) and 
Eq.(57). This numerical approach is, by contrast to the equivalent FOSM approach, limited 
to the estimation of the scenario loss for two extreme cases. Either the random losses 
corresponding to different damage states are independent (/? = 0 ) or they are considered 
fully correlated { p - \ ) .
3.7 Estimation of unconditional loss
This section is focused on the determination of the unconditional, with respect to 
the levels of intensity, cost of repairing a single building. This is achieved by expanding the 
previously developed procedures (see section 3.6) in order to account for the randomness in 
the hazard. This latter uncertainty presents the randomness in the characteristics of the 
seismic event (e.g. the magnitude) or the dispersion in the prediction of the intensity at the 
examined site. The approach used here for the estimation of the unconditional loss is based 
on the assumption that the events likely to cause damage to the examined building follow a 
Poisson process.
The main outcome of this procedure is the annual loss, which is appropriate for 
insurance and re-insurance policies as well as in cases where the examined site is affected 
by more than one faults or its seismicity is low. Typically in the literature [18, 79, 109, 
116], the probability of more than one event likely to cause damage in the structure in a 
single year is considered negligible. Therefore, the annual probability of a level of loss 
being exceeded is given in the fonn:
(/M  > x) dx (61)
IM ^
By contrast, a more general approach, which is also found in studies focused on 
long time intervals [15, 16, 127], is adopted here. This approach is based on a compound 
Poisson process and estimates the aggregated loss for all possible events with IM  > imQ
occurring in the examined year. An important component of this approach is the loss for a 
single event of interest. In the following, the methodologies for the estimation of the first 
two moments and the distribution of this loss given a single event as well as the annual loss 
are presented.
[56]
3.7.1 Loss for a single event
The occurrence of events likely to cause damage and subsequent loss to the 
building {IM  > im^ )^ was previously considered to follow a Poisson process. In the light of
this assumption, the events whose loss exceeds a level / in a year also follow a Poisson 
process with mean annual rate:
{ L > l ) ^ v ,P ( L > l \ I M >  im, ) (62)
where P{L>  I \ IM >  /mo) is the CCDF of the loss for IM  > im^. It should be mentioned
that this conditional loss differs from the scenario loss estimated previously as the former is 
unconditional of particular values of ground motion intensity. This CCDF may be further 
expanded according to the total probability theorem in the fonn:
P { L > l \ I M >  /mo) = J  P (L  > / 1 /M  = {x \IM >  im^)dx (63)
/M
where fiM\m>ink> I  ^  > i^o) was previously detennined in the form:
VqcIx (64)
By substituting Eq.(64) to Eq.(63), P{L>1\ IM  > /mo) can be obtained as:
dx (65)
h\d
In previous sections, the scenario loss was treated according to the availability and 
quality of data regarding the exposure with a FOSM and a Monte Carlo framework. These 
two approaches are retained here in order to estimate the first two moments of the loss 
given an event and the complementary cumulative distribution of a level of loss being 
exceeded.
3.7.1.1 Analytical approach
The mean and the standard deviation of the loss given the occurrence of an 
event with IM>imQ are determined here. Unlike section 3.6.2, the Taylor series
approximation is not introduced here in order to avoid further approximations. Therefore, 
the first two moments of this loss are derived based on the conditional probability approach 
presented in detail in Appendix A.2. Thus [19]:
[57]
E [L \IM  >im^] = ^ E [L \IM  = %] {x \IM  > im  ^) dx =
IM
= — £  [ t  I /M  = MMj ]  A v^, (iïH j )
(66)
0 J
and
Var[L 1M  > im^ ] = |  \Var[L \ M  = x\ + ^ ^ [ L \ M  ^  ^ ]] ( x \ M  > im ^)d x-E ^[L \M  > /w j  =
(67)
= - -  \IM  = im ^  + B \ L \ I M  = iirij ] ]  A k^, [inij ] -E ^ [ L \IM >  im, ]
where E ^ L \IM  = im^ ~j and Var^L\IM  = imj~  ^ are the mean and the variance of the
scenario loss, obtained by the two analytical procedures in section 3.6.1. In the next 
chapter, the variance is used to examine in perspective the effect on the aleatory uncertainty 
of the alternative method, proposed here, for the estimation of the loss for various levels of 
intensity.
3.7.1.2 Numerical approach
By contrast to the literature that was limited to the estimation of the first two 
moments of the loss given an event of interest, the CCDF of this conditional loss, expressed 
by Eq.(65), is determined here by a Monte Carlo procedure. The flowchart of this 
procedui'e can be seen in Figure 9.
No
im > im. ?
es
-[0,1]
Notes:
Nevent- tliG number of events 
event ~ IM > inio
Figure 9 Flowchart of the Monte Carlo approach for the derivation of the CCDF of loss given the 
occurrence of a single event with IM>imo.
[58]
According to the flowchart, for each iteration, a random intensity is generated (see 
Eq.(64)) with It should be mentioned that events with intensity below the
threshold ittiq are not considered to cause damage to the building and are not taken into
account in the estimation of the loss. Furthermore, a random loss is assigned to this 
intensity. The distribution of the scenario loss is estimated for the two numerical 
approaches described in previous section (see Figure 8).
3.7.2 Annual aggregated loss
Having estimated the loss for a single event with IM  > M q , the methodology for
the estimation of the aggiegated loss of all possible events that might occur in a yeai" is 
presented here. This methodology is based on a compound Poisson process. Thus, the 
annual unconditional aggregated loss TL is obtained in the form:
= (68)
1-0
where N(t)  is the number of events, occurring in an examined time interval t and are 
considered to follow a Poisson distribution; and is the random loss given an event i 
with IM  > im^. An analytical, as well as a Monte Carlo, framework are proposed for the 
estimation of the annual loss from Eq.(68).
3.7.2.1 Analytical approach
In the literature, Keshishian [127] estimated the first two moments of the 
aggregated loss for multiple events in any period of time. Based on the assumption that 
N{f) and are independent variables, the mean and the variance of the unconditional 
aggregated loss may be provided in tenns of:
E,\TL\ = v^tE[L I I M > /Wq] (69)
Van[TL\-v^tE^Ü\IM>imQ'^ = VQt VGr[L\JM>imQ\+(^E[L\IM>imô'^" (70)
The distribution of this unconditional loss was approximated with a mixed gamma 
distribution. In a subsequent publication, Pachakis [16] further introduced the inflation in 
the estimation of the first two moments of the loss for time intervals longer than a single 
year. Porter et al [58, 59] also used this latter method in order to estimate the annual and 
lifetime loss of their building.
[59]
Eq.(69) and Eq.(70) are used in this study in order to detennine the first two 
moments of the unconditional aggregated loss suffered by the building in a single year.
3.7.2.2 Numerical approach
With regard to the numerical approach, He [15] proposed a Monte Carlo 
procedure in order to derive the distribution of the aggregated loss. In his study. He 
managed to avoid the common assumption that the building is repaired to its pre-event 
state. He also showed that the assumption that the structural parameters (e.g. height, 
structural form) renew after every event may lead to significant errors in the estimation of 
the loss curve for long time intervals.
~ [ 0,1]
L = 0.0event
No
im = Pr
No
im > im^  ?
w - [0,l]
Notes:
Ns'. the total number of iterations. 
Nevmt- the number of events
Figure 10 Flowchart of the Monte Carlo approach for the derivation of the annual probability of loss 
for arbitrary number of events.
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The annual complementary distribution of the aggregated loss is obtained here by 
a similar Monte Carlo approach. This approach is presented in Figure 10. According to this 
method, the number of events likely to occur in the examined year from a Poisson 
distribution is generated (see Eq.(29)). For each of these events the procedure outlined in 
section 3.7.2.1 (see Figure 9) is followed. In particular, a level of intensity im is randomly 
selected (see Eq.(64)). Having estimated the level of intensity, a random loss is assigned. 
The distribution of the loss for given levels of nn is obtained according to the developed 
methodology and according to Porter et al [58, 59]. By contrast to He [15], the same 
fragility cui ves which accounted for the renewable and non-renewable uncertainties were 
considered for all the events occumng in each iteration. This approximation was adopted 
on the basis of the typically low annual hazard, which leads to negligible errors. Finally, 
the losses for all the events in its iteration are aggregated. For a large number of iterations, 
the complementaiy cumulative distribution of the annual loss is estimated.
3.8 Concluding remarks
The first stage of the proposed Monte Carlo procedure was developed in this 
chapter. In this, the aleatory uncertainty, associated with the vulnerability, exposure and 
hazard, was integrated in the damage and loss assessment for a single building. Typical 
examples of this uncertainty included the randomness in the ground motion signatiues as 
well as the cost of labour used to repair the damage sustained by the examined building. 
For the needs of this study, the aleatory uncertainty was expressed in terms of a single 
lognormal fragility curve and a truncated normal distribution of the loss for a damage state 
as well as a single hazard curve. Moreover, the main results were expressed in tenns of an 
annual failure probability, a scenario loss and an unconditional loss.
Apart fi’om the aforementioned numerical procedure, the widely used closed fonn 
solution and a discrete scheme, which accounts for the commonly adopted piecewise shape 
of the fragility curves, were also presented for the estimation of the annual failure 
probability. Furthennore, with reference to the loss, a FOSM approach, equivalent to the 
proposed numerical procedure, was developed for the estimation of the loss given a level of 
intensity. By contrast to the FOSM approach used in the literature, the proposed method 
accurately estimates the mean scenario loss. Nonetheless, this method systematically 
underestimates the variance for the frequent (low) levels of intensity and converges to the
[61]
exact value for rare strong events. Finally, a general procedure which estimates the 
probability of damage or loss over all possible events likely to occur in a year is proposed.
In the next chapter, the methodologies developed here are applied in a case study 
of a tliree storey steel building.
[62]
Chapter 4 Application of a Building Damage and Loss 
Assessment Procedure
4.1 Introduction
The methodology, which incorporates the aleatory uncertainty in the main 
components of the damage and loss assessment of a single building, as presented in 
Chapter 3, is applied here. To this end, a three storey steel moment resisting frame (MRF) 
is selected from the literature. The fragility curves of this building were obtained 
nmnerically by Kazantzi et al [28-30] using non-lineai* time history analyses for three 
performance levels (p/,) and a number of recorded ground motions. These levels 
corresponded to the Collapse Prevention (C P ), Life Safety (L S )  and Immediate 
Occupancy (1 0 )  as defined in FEMA-356 [27]. The uncertainty, which is expressed in 
the fragility corresponding to a given ground motion, represents here the uncertainty in 
structural parameters and thresholds of the p k  Following the choice of a particular hazard 
and exposure, the damage and loss assessment is carried out. In addition to the estimation 
of uncertainty in damage and loss assessment, the significance of a number of modelling 
options is also explored here by the use of sensitivity analyses. In paiticular, the effect of 
fitting a standard distribution to the numerically derived fragility curves on the annual 
failure probability estimates is examined. Moreover, the probabilistic modelling of the 
exposure, as well as the method used to model the aleatory uncertainty in a scenario loss 
assessment, is investigated. Finally, the significance of the mean annual rate of seismic 
events vq on different loss estimates is considered.
4.2 Vulnerability
The vulnerability of a 3-storey, steel MRF building was expressed in [28-30], in 
tenns of piecewise linear curves, each one conesponding to a specified performance level 
pl^ {C P ,L S  J O )  and a particular recorded accelerogram [27]. In [28-30], these thiee
levels were probabilistically defined in terms of a lognormally distributed interstorey drift 
displacement in order to account for the uncertainty in the definition of each level. Apart 
from these perfonnance levels which correspond to different levels of damage, a fourth 
one also defined in FEMA 356 [27] tenned Operational (O) is also adopted here. The 
latter perfonnance level is introduced in order to account for the state of no damage and it
[63]
is not associated with a fragility curve. Although these levels are used for design 
purposes, they have not been correlated with observed damage or loss. The ground motion 
intensity was expressed in terms of the 2% damped spectral acceleration corresponding to 
the fundamental period of the frame (hereafter expressed in terms of So). Moreover in [28- 
30], 17 recorded ground records were chosen from the European Strong Motion database 
at Imperial College [128] (see Appendix B.l). Each fragility curve was computed by 
scaling its corresponding ground signature at 20 different levels of spectral acceleration 
(from 0.1 g to 2g).
, 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
1.0
0.5
0.0
- Dursunbey-239 M ontenegro-196
—Friuli-123 Umbria Marche-595
Potenza-336 Preveza-947
-F riu li-1 2 0 Erzincan-536
South Iceland-6264 -  Valnerina-244
*  Montenegro-197 ^C am pano  Lucano-295
Montenegro-202 Friuli-159
Campano Lucano-295 Friuli-113
South Aegean-584 — median
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0b) SM)
1.0
■§0.5 - 
Al
s
0.0
CP
LS
10
X 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 O.O 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
a) S.(g)
Figure 11 Fragility curves corresponding to the a) CP, b) LS, c) 10 performance levels and d) the 
corresponding median curves [28-30],
Figure 1 la-c shows the uncertainty in the vulnerability of the examined building. 
The dispersion of these curves for each performance level expresses the uncertainty 
introduced by different ground motions. It may be noted that the family of curves 
corresponding to the CP have the widest dispersion, due to the increasing levels of non- 
linearity associated with this performance level, which is not adequately captured by the 
elastic spectral acceleration. It may also be observed that the dispersion becomes narrower 
for lower performance levels.
[64]
Further uncertainty is expressed by the shape of each curve, corresponding to a 
given ground motion. This captures the randomness in the thresholds for each ph  as well 
as the material properties and the parameters of the hysteretic model. Increasing flatness 
conesponds to distributions with higher uncertainty, e.g., curves corresponding to Umbria 
Marche-595 and Friuli-113 in Figure 1 la-c.
In a first order analysis, the overall uncertainty in the vulnerability is represented 
by the median fragility curve for each performance level (see Figure 1 Id). To expedite the 
use of fragility curves in a loss assessment procedure, the effect of fitting standard 
distributions, in this particular case a lognormal distribution [38, 42, 45-47, 50, 63-65, 
70], is also examined in this chapter through sensitivity studies. In the subsequent chapter, 
the observed dispersion in the fragility curves (see Figure lla-c) will be explicitly 
accounted for.
4.2.1 Lognormal approximation
In this section, lognormal distributions are fitted to the piecewise linear curves 
corresponding to the 17 ground motions for each perfonnance level pU, as presented in 
[28-30]. The lognormal distribution is defined by two parameters, namely, the lognonnal 
mean (A J and the lognonnal standard deviation of the spectral acceleration. Thus, 
the parameter is here specified as:
=ln(m .+0.5) (71)
where is the median spectral acceleration of a given piecewise linear curve. In 
addition, Ci is calculated according to:
C ,=Jln (72)
where cr is the standard deviation and p^the mean of the vulnerability data pertaining to
each recorded accelerogram. It should be mentioned that the contribution of the record 
Friuli-120 or CP is ignored, because, as can be seen in Figure 11a, the probability of 
reaching this level given the upper limit of 2g was less than 50%. Therefore, its median 
value and consequently the lognormal mean cannot be obtained.
A Kolmogorov-Smimov goodness-of-fit test is further applied in order to check 
the lognormal fit. As presented in Appendix B.2, for the CP and LS  level, the fitted curves 
passed the test at the 20% or 10% significance level. By contrast, the majority of the fitted
[65]
curves for the 10 level failed the test even for the least stringent 1% significance level. 
This may be attributed to the steepness of the fragility curves which were obtained from 
few points only. The results may be improved if an interval smaller than 0.1 g is chosen 
for the estimation of the fragility curves for IQ.
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Figure 12 Frequency density distributions of a)x, and b) Ci for /= CP, L 5 ,10.
The parameters {Xi and Cd of the fitted lognormal distributions, corresponding to 
the recorded accelerograms, are considered random variables, having frequency density 
distributions as presented in Figure 12a and b respectively.
Table 1 Mean and standard deviation for ^  and Ci for pli=CP, LS, IQ.
Performance level %
CP 2.31 0.244 0.23 0.055
LS 1.75 0.202 0.24 0.071
IQ 0.89 0.176 0.13 0.054
Figure 12a shows that for all performance levels, there is a value of X^ , which
has considerably smaller values than the average. In Appendix B.3, it can be seen that this 
value corresponds to the fragility curve for Friuli-159, which appears to be a rare event 
likely to introduce bias in the damage and loss assessment. By applying the Chauveret’s 
criterion [129], the Friuli-159 fragility curves for the three performance levels are 
removed as outliers. Having removed the outliers, the mean and the standard deviation of 
the variables X, and (^ , presented in Table 1, are obtained.
These discrete data of the random A, and (C, are further fitted to normal
distributions. These distributions are found to successfully pass the 10% significance level 
of the Kolmogorov-Smimov goodness-of-fit test for all performance levels as illustrated 
in Figure 13a, b for the CP level. In this case study, the fragility curves with parameters
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(4  and <^ ) corresponding to the mean (or median) values presented in Table 1 are
considered to represent the aleatory uncertainty in the vulnerability. In the next chapter, 
the parameters ^ and ^  are modelled as random variables and in this case their standard 
deviation is an attempt to capture the epistemic uncertainty.
In the following, the effect of the lognormal fit on the median fragility curves is 
examined. Thus, two assumptions regarding the determination of the parameters A. and 
of the median fragility curves for each performance level are considered here.
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Figure 13 Discrete CDF of the lognormal parameters a) and b) , their corresponding fitted 
normal distributions and the K-S goodness-to-fit test for the 10% significance level.
According to the first assumption, termed ‘case 1’, the median values of A, and
^  are considered to be equal to the mean values of the normally distributed parameters
depicted in Table 1. From this table it may be noted that the smallest uncertainty {ju-)
corresponds to the lO level. However, the curve for the LS level is associated with larger 
uncertainty than its counterpart for the CP level. This implies that the uncertainty due to 
the capacity appears to be slightly greater for the intermediate states such as the LS than 
the uncertainty for the capacity for extreme levels such as the CP. In Figure 14a-d, the 
fitted curves are compared with the median multi-linear cumulative curves and their first
derivative —  -------^  , which represents the PDF of the aforementioneddSa
distributions. Following the earlier remarks on the goodness of the lognormal fit, the 
lognormal curves fit reasonably well the piecewise curves for the CP and LS level, but 
show a rather poor fit for the lO  level.
[67]
Table 2 The parameters Àt and Ci corresponding to the median lognormal fragility curves for the three 
performance levels (‘case 2’).
ph 4
CP 2.30 0.240
LS 1.70 0.225
lO 0.91 0.196
By contrast, in the second assumption, termed ‘case 2’, the median piecewise 
curves presented in Figure 14a are fitted with a lognormal cumulative distribution. Similar 
to the ‘case 1% it may be observed from Figure 14a-d that the smallest uncertainty 
corresponds to the 10 level. By contrast to the previous case, the uncertainty increases 
with the increase in the level of damage. In addition, the fit of the lognormal curves for 
the ‘case 2’ is improved for the three curves (see Figure 14b-d). The parameters of these 
distributions, obtained from Eq.(71) and Eq.(72), are shown in Table 2.
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Figure 14 a) CDFs and b)-d) PDFs for the median piecewise, ‘case 1’ and ‘case 2’ fragility curves.
The comparison of the median values of /I. and Ci from Table 2 to their
counterparts presented in Table 1 proves that with regard to the lognormal mean, the error
is very small, lower than 3% for each performance level. However, the error associated
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with the lognormal standard deviation is less than 10% for the CP and LS, and as high as 
33% for the 10  level. This suggests that the two fitting approaches examined here may 
lead to noticeable differences of Ç Later on, the differences between the two assumptions 
for estimating the lognormal parameters are examined by considering the annual failure 
probability.
4.2.2 Damage Probability Matrix
Following on from the determination of the fragility curves and the assessment of 
previous techniques in representing their uncertainty and variability, this section will 
focus on the next step in vulnerability assessment, i.e. the Damage Probability Matrices 
(DPMs). The damage probability matrix may be obtained analytically in terms of:
UP{DS'èLds,\IM=-sO / = 0
P{DS:^ds,\IM = sO-’P(DS^ds,^,\IM = sO l ^ i < M - l  (73)
P{pS>ds,\IM = $0 i = n
In this study, three scenarios are considered corresponding to spectral 
accelerations 0.5g, l.Og and 1.5g. The DPMs, corresponding to these scenarios, represent 
the distances between two successive fr agility curves (see Figure 14a) and their values for 
‘case 2’ are plotted in Table 3. It may be noted that for very low or very strong events, 
there is almost certainty that the frame will reach a particular level of performance. For 
example for the strong event 5'a=1.5g, the probability of being in the CP level is over 90% 
(see Table 3). By contrast, for intermediate events there is greater uncertainty with regard 
to the performance level reached by the frame. For example for the scenario 5^=1.Og, 
there is higher probability of reaching CP or LS  than reaching O or 10  (see Table 3).
Table 3 Damage probability matrices given »5>„=0.5g, l.Og and 1.5g according to ‘case 2 \
pli Sa0.5g l.Og l.Sg
0 0% 0% 0%
lO 74% 1% 0%
LS 26% 53% 5%
CP 0% 46% 95%
Apart from the aforementioned analytical approach for evaluating DPMs, a 
numerical method, based on Monte Carlo simulation, was also applied in accordance with 
Porter at al [58, 59], The robustness of this numerical method was established by 
comparing the results with their counterparts estimated by Eq.(73). Figure 15a-c depicts
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the error ( Numerical  ^ the probability of being in level CP, LS and lO, forAnalytical
= l .Og. The error corresponding to the O level was not included since its analytical 
value was equal to zero. From Figure 15a-c it may be observed that the error is generally 
small. Moreover, 10^  appears to be an adequate number of samples leading to small 
errors (<1%).  For this reason, this number of samples is used in the estimation of the 
scenario loss based on the Porter et al [58, 59] method which will be presented in 
subsequent sections.
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Figure 15 Error in the numerical approximation of the (/?/. 11 Og) according to Porter et al
[58, 59] for a) CP, b) LS and c) 10.
4.3 Exposure
The present case study is focused on the direct financial loss suffered by the
examined building. This loss for each performance level is widely quantified in terms of
the ratio of the repair cost over the replacement cost of the examined building. Similarly,
the aforementioned loss is here measured in terms of the ratio of the cost of repairing the
damaged building to each pre-event state over the construction of a new building identical
to the pre-event one [68, 74]. Following the discussion in Chapter 3, the loss, given a
performance level, is considered random in order to account for the randomness in the
extent and location of damage associated with any given level. In what follows, the
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distribution, the statistical parameters and the correlation of the loss for the performance 
levels are determined.
With regard to the distribution of the loss given a performance level, the O level 
is associated with zero loss, while the overall losses for the remaining three performance 
levels are initially considered to follow nonnal distributions. Each normal distribution 
requires the detennination of two parameters, namely, the mean and the standard 
deviation.
The mean overall loss used in the literature is depicted in Table 4. In particular, 
the mean loss for the six damage states used by Di Pasquale et al [17] and Dolce et al [77] 
is independent of the building class. However, differences in the values proposed by the 
two studies may be noted, especially for states representing small damage. Kappos et al 
[121] employed the seven-state damage scale proposed by ATC-13 [74], though in 
subsequent publications, a six-state scale was adopted, which is presented in Table 4. By 
contrast to the aforementioned approaches, the overall loss for each damage state 
depended on the building class, which yielded substantial differences for the loss given 
small {dsi) and extensive {ds4 ) damage states. This study, however, is based on the values, 
proposed by HAZUS [68], which depended on the function of the building. In this case, 
differences in the expected overall loss are limited to the extreme damage state of the 
five-state damage scale.
Table 4 Mean values of the overall loss (as % of the replacement cost) given various damage scales 
according to various publications [17, 68, 77,121].
d$i Di Pasquale et al [17] Dolce [77] Kappos [121] HAZUS [68]R/C ÜRM
0 0% 0.5% 0% 0% 0%
1 1% 4% 0.5% 2% 2%
2 10% 15% 5% 12% 10%
3 35% 31% 20% 30% 36%-46%4 75% 80% 45% 55%
5 100% 95% 80% 85% 100%
Apart from the values of the expected overall loss, the contribution of various 
groups of structural and non-structural elements to this loss may be useful to decision­
making. Therefore, the losses due to different damaged groups of elements were explicitly 
taken into account by a number of well-established regional-based [68, 74], as well as 
building-specific [110, 119], procedures. This study also follows this trend by separately
considering the non-structural and structural losses, which are also considered to follow a
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normal distribution, The non-structural components refer to the elements of the building 
that do not carry loads such as the infill walls, the electrical and mechanical equipment 
(e.g. ventilation systems, elevators). By contrast, the structural components include the 
load-bearing elements such as columns, beams, connections and so on. Thus, the mean 
values of the non-structural and structur al loss is correlated to their counterparts proposed 
by HAZUS [68] according to the relationships presented in Figure 16. It should be noted 
that the non-structural loss used here corresponds to the aggregated loss of the drift- and 
acceleration-sensitive losses proposed by HAZUS [68],
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Figure 16 Relationships for the estimation of the mean non-structural and structural loss for the three 
performance levels.
Following the previously presented relationships (see Figure 16), the resulted 
mean overall, non-structural and structural loss for the three perfonnance levels, are 
depicted in Table 5, assuming three uses of the building, namely, a college, retail trade 
and multi-family dwelling. The close values of the overall loss for the LS and CP level are 
based on the overall loss given HAZUS’s moderate state {ds4 in Table 4), which is equal 
to 0.41, 0.44 and 0.41 for the three functions respectively. It can also be noted that the 
contribution of the non-stmctural damage to the overall loss is dominant for the college 
and multi-family dwelling and is reduced for the retail trade building.
With regard to the coefficient of variation, its quantification in existing studies 
differed according to their application. In regional-based studies, the coefficient of 
variation was large for the loss given slight damage and was substantially reduced with 
the increase in the expected damage. By contrast, the building-specific studies employed 
identical moderate CoVs for all damage states, which exclude the possibility of collapse. 
Following these later studies, the assumed CoV may be observed in Table 5.
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Table 5 Mean and CoV of the non-structural, structural and overall loss (as fraction of replacement 
cost) for the three peiibrmance levels and the three uses of the examined building.
p li
M l \p l ,
College Retail trade Multi-family dwelling
NS S NS+S NS S NS+S NS S NS+S
CP 0.64 0.08 0.72 0.49 0.22 0.71 0.60 0.10 0.71 0.7
LS 0.24 0.03 0.27 0.17 0.09 0.26 0.22 0.04 0.26 0.7
1 0 0.05 0.01 0.06 0.04 0.02 0.06 0.05 0.01 0.06 0.7
The assumed normal distributions with the aforementioned parameters, however, 
allow for unrealistic negative loss values for the three performance levels. These values 
are avoided by the truncation of the normal distribution below zero as depicted in Figure 
17a-c for CP, LS and 10, respectively. The obtained curves are associated with an updated 
mean and standar d deviation, presented in Table 6. It can be noted that the truncated mean 
loss is increased by 11% for each performance level, while the corresponding CoV is 
reduced by 21%. These values are used to illustrate the analytical loss estimation 
methods. This value for CoV^ p^ ^^  is in the same order with its counterpart for the R7C 
building used by Aslani and Miranda [18].
Table 6 Mean and CoV of the proposed truncated normal distributions for the non-strnctural and 
structural loss (as fraction of replacement cost) for the three performance levels and the three 
uses of the examined building.
P li
Ml\pLi
College Retail trade Multi-family dwelling
NS S NS S NS S
CP 0.71 0.09 0.54 0.25 0.67 0.12 0.55
LS 0.26 0.04 0.19 0.10 0.24 0.05 0,55
10 0.06 0.01 0.05 0.02 0.06 0.01 0.55
The influence of the shape of the assigned distribution is also examined, by 
additionally considering the widely used lognormal distribution [18, 58, 59] (see Figure 
17a-c). The mean and the standard deviation of the lognormal distributions are assumed to 
be equal to their corresponding values of the truncated normal (see Table 6). From Figure 
17a-c, it may be observed that the lognormal distribution underestimates the median loss 
by 9% and 18% for the CP and ID respectively. By contrast, a negligible difference 
(<1%) occurs for the LS  level. A different picture, however, is noted for extreme cases.
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For example fb r f  (Z, > / 1PL^) = 1% the loss is overestimated by 20%, 35% and 7% for
the CP, LS and 10, respectively, when the lognormal distribution is adopted.
Finally, the linear correlations of the non-structural or structural loss for 
different levels of damage, which are considered non-existent in the literature [18, 19, 58, 
59], are taken into account here. With regard to the structural loss, if the labour cost or the 
material cost is considered high then this loss given the three performance levels can be 
considered high. On the other hand, the correlation of the non-structural elements depends 
on the function of the examined building. For example, the uniformity in the elements 
(e.g. piping, glasses, doors, partitions, tiles) in buildings used as retail trade or college can 
lead to the correlation of losses given the three levels. By contrast, in the case of an old 
building used as a multi-family building, the differences in the non-structural elements in 
each apartment may lead to uncorrelated losses for the three performance levels. For these 
reasons, the correlation between the losses, of a college building examined here, for 
different performance levels is presented by two extreme cases. In the first instance, the 
losses for different performance levels are considered fully correlated. Secondly, the 
aforementioned losses are considered independent.
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Figure 17 Proposed truncated normal and lognormal (18, 58, 59] CCDFs of non-structural loss of a 
college building given a) CP, b) LS and c) 10.
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4.4 Hazard
Having established the vulnerability and the exposure, the hazard is now 
specified. As discussed in Chapter 3, the hazard is often the outcome of a conventional 
probabilistic seismic assessment [81]. In this study, the probabilistic hazard represents the 
aleatory uncertainty in parameters such as the magnitude, the source-to-site distance and 
the recurrence rate of the seismic events. Thus, the annual probability of a level of 
spectral acceleration being exceeded is derived from a Poisson process in the form re­
stated here for convenience:
•PM(5'„>'S„) = l-exp(-i/,.,(S^>«„)) = l-exp(-KoP(S'„>«„|5 '„>«,J) for s„>s^ (74)
where represents the threshold below which the occuiTing events do not cause damage 
to the examined building. Based on the fact that the hazard curve is typically provided for 
a site, the probability P (5'  ^> I > \  )  > which is a useful component in the 
unconditional loss estimation procedure, may be re-written as [16]:
Two assumptions regarding the formulation of the hazard curve are employed 
here, namely, a linear in log-log space and a uniformly distributed curve. The foimer 
curve can be expressed in the form [81, 89]:
y^,{S„>s„) = Ks„-‘^ " (76)
In the literature, values for the two constants K and K;, are provided for US areas [89].
Here, however, the hazard curve, pertinent to the city of Reggio Calabria in Italy, is used
[121]. This city is associated with high hazard. Following the approach proposed by Luco
and Cornell [130], the two constants are obtained by defining two points in log-log space
of the initial curve obtained by a conventional probabilistic hazard analysis. According to
Luco and Cornell [130] method, the hazard curve was directly defined by the points
corresponding to the 10% and 2% mean rate of exceedance in 50 years. Thus, K  and Kh
are estimated to be equal to 3.908 and 3.372, respectively. McGuire [5, 89] also proposed
that this line should be crossing from the point of the median capacity Sa and its
corresponding hazard and the high confidence and low probability of failure point and its
corresponding Sa which varies according to the use of the structure. However, his method
[5, 89] is not used in the present study due to the dependence of the hazard on parameters
[75]
of the vulnerability. The obtained CCDF of the intensity given can be seen in
Figure 18a.
4  0.5 -
0.0
0.0 0.8 1.00.4 0.60.2
JI0.0 — 
b) 0.0 1.50.5 1.0 2.0
Saiu)
Figure 18 CCDFs of the intensity given an event of interest, pertaining to a) a linear in log-log space 
en»*ve and b) a uniform distribution.
The threshold is arbitrarily specified in the literature [15, 127]. In the present 
study it is considered to be equal to:
(77)
the intensities below this threshold are assumed to cause no damage to the examined 
building. In subsequent sections, the sensitivity of the proposed loss estimation 
methodology to this threshold is examined. In light of Eq.(77), the annual mean rate of 
occurrence of events with may be determined according to [15, 16, 127]:
K
= 1.0 (78)
1-0
In view of Eq.(77), Eq.(78) and Eq.(76), Eq. (75) can be re-stated in the form:
Following the study of He [15], loss estimates independent of the characteristics 
of any particular hazard curve are examined by considering a second artificial hazard 
curve P > s^\S^>  , whereby the probability of any damaging event occurring is
identical. In other words, the hazard is assumed to follow a uniform distribution in [0.16g, 
2g]. This can be written as follows (see Figure 18b):
[76]
^ ■ ,.1  (<8. > ■«„ = 0.16g) = > s j s ^ > s ^ ) ^  1.0-P(s„ > S„ I > «^ ) =
1.0 0.16g
s —s (80)1 - f — ^  0 .1 6 g  2 .0 g
0 ■s, > 2.0g
Apart from the probabilistic hazard, scenario events for particular levels of 
spectral acceleration are also used for the investigation of the scenario loss in this thesis. 
Three levels of spectral acceleration, namely Sa~ 0.5g, l.Og and 1.5g are considered in 
subsequent sections. Based on the hazard curve of Eq.(76), these levels correspond to 
return periods 55, 565 and 2216 years, respectively.
Having defined the shape of the hazard curve and the scenario events of interest, 
the estimation of the annual failure probability and associated loss is presented in 
subsequent sections.
4.5 Evaluation of the damage assessment procedures
The focus of this section is on the estimation of the annual probability of 
reaching or exceeding a performance level. This point estimate is obtained here by 
combining the aleatory uncertainty associated with the capacity of the examined MRF 
with the uncertainty associated with the characteristics of the hazard. The annual failure 
probability can be expressed in the general form:
(81)
It is clear from Eq.(81) that the annual failure probability can be obtained by firstly 
estimating the annual mean rate in the form re-written here for convenience:
{PL  ^  Ph I \  ) = P  [ p p  ^  Ph I S„ > \  ) (82)
The annual mean rate of events likely to cause damage to the examined building was 
previously (see section 4.4) considered to be equal to = 1.0. In this case, the mean
annual rate is numerically equal to the probability of reaching or exceeding a
performance level given the occurrence of an event likely to cause damage to the 
examined building (see Eq.(82)). In particular, VpL^ t^=\ is obtained by convoluting the 
lognormally distributed fragility curves with the simplified hazard curve (see Eq.(79)),
[77]
using the proposed numerical approach (NI) which is based on Monte Carlo simulation. 
Thus,
dx (83)
The accuracy of the aforementioned numerical scheme is checked by testing this 
mean rate against its exact counterpart. The exact expression derivation of the annual rate 
is similar to the existing form [22]. Thus:
V  = 0 ■K(exp(4)) 0 «
(84)
Moreover, the annual mean rate can also be estimated by using the piecewise 
fragility curves in the discrete fonn (D):
(85)
The mean rates v ' are compared with v  in order to address the significance of thePLi,t=i
modelling idealisations associated with the lognonnal fit of the fragility curves. The 
modelling of the annual occurrence of seismic events likely to cause damage to the 
examined building is also explored in subsequent sections.
4.5.1 Convergence of the numerical integration procedure
The robustness of the NI scheme given by Eq.(83) was tested against the exact 
solution provided by Eq.(84). The convergence study was perfonned in tenns of two 
parameters of the NI scheme. The first was the number of standard deviations ( N^ )  used 
to obtain the upper limit of the integral in Eq.(83) ( ) and the second was
the number of the Monte Carlo trials ( ) used to evaluate the integral of the same
equation. The convergence study is presented here for the case of the Montenegro-196 
ground record corresponding to the 10  perfonnance level.
Figure 19a shows the results of the study on . These are presented in the form
of the errors ( —M,(-i,Numencai corresponding to ^^,,,=10^ Monte Carlo trials.
■,/=!, Analytical
This figure shows that the increase in the upper limit, leads to a non-monotonic 
convergence. However, while for N ^= 2  the mean rate is underestimated by
[78]
approximately 5%, for N ^> 3  sensitivity to is very small with • It can
also be noted that for = —  = 6.5 the error in the simulation of the annual failure 
probability is acceptable (<1%). Therefore, instead of using an arbitrary large N ^, this 
number is considered here equal to N ^=  —  and varies according to the fragility curve.
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Figure 19 Convergence study on a) N„ (for W,m,=10^ ) and b) N^ i„ (for N„=6.S) using the Montenegro- 
196 motion corresponding to the 10 level.
Figure 19b shows the sensitivity of NI on the number of Monte Carlo trials 
assuming N^ = 6.5. Again, the convergence is non-monotonic and the errors involved are 
of the same order as in Figure 19a, while the time needed for each analysis is significantly 
low reaching 3 seconds for simulations. In the subsequent sections the NI
scheme is used for the calculations of the Vp, for Slfft
4.5.2 Lognormal assumption
Having established confidence in the NI scheme, the validity of the lognormal 
approximation to the fragility curves is examined. This verification study consists of two 
parts. The first part relates to the goodness-of-fit test. This part was discussed in section 
4.2. In the second part, comparisons between the calculated from the NI and D
scheme as expressed by Eq.(83) and Eq.(85), respectively, are carried out here. The 
differences of these comparisons for the individual ground motions are presented in 
Appendix B.4. It should be reminded that the NI scheme is implemented for the fragility
curves corresponding to individual ground motions by setting and = —  .
O '.
[79]
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Figure 20 Frequency density distribution of differences (in %) between the NI and D
scheme.
Figure 20 depicts the frequency density distribution of the differences for V'cp^ =i •
It may be seen that the average difference in the collapse prevention mean rate is 9%. 
However, in the cases of South Iceland-6264 and Montenegro-202 the difference was 
found to be large, reaching a maximum value of 33% (see Appendix B.4). This may be 
explained by comparing the discrete and fitted lognormal probability density functions for 
the fragility corresponding to two extreme cases, depicted in Figure 21a,b.
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Figure 21 Lognormal and discrete probability density functions of the CP fragility for the a) 
Montenegro-202 and b) South Aegean-584 ground records.
Figure 21a presents the case of the Montenegro-202 ground motion which has 
the largest difference (33% in Appendix B.4), while Figure 21b presents the case of the 
South-Aegean-584 which had the smallest difference (0.3%). It should be noted that both 
fits are considered acceptable by the K-S test (see Appendix B.3). Figure 21a, however, 
shows a rather poor fit in the low range of Sa values where the contribution of 
is the most pronounced (see Figure 18). This leads to the large difference
reported in the case of ground motion Montenegro-202. By contrast, in Figure 21b, the
[80]
lognormal fit is good over the entire range of Sa values, thus leading to small 
discrepancies reported for this particular ground record.
The frequency distribution of the errors for presented in Figure 22, is
associated with an average difference of 19%, which is higher than its counterpart for the 
CP (see Figure 20). At this level, a maximum difference of 78% may be noted for the 
ground motion Potenza-947.
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Figure 22 Frequency density distribution of % differences between for the NI and D scheme.
With regard to the 10  level, the K-S test for goodness-of-fit suggested earlier 
that the lognormal fit should not be accepted for most of the fragility curves. However, 
the estimation of the indicated here that a possible agreement should not be 
dismissed on this basis. This is demonstrated in Figure 23, where the differences appear to 
lie in the range of l%-20%, smaller than the corresponding range for CP or LS level.
10 -
8 -
S 6aO' ,« 4 -u. 2 -
o U ---------------------------,----------------------------- ,
0% 5% 10%
Difference
15% 20%
Figure 23 Frequency density distribution of % differences between Vjo i^ for the NI and D scheme.
In what follows the annual mean rate obtained using the NI scheme for
the two assumptions (‘case 1’ and ‘case 2’) concerning the median lognormal fragility 
curves is investigated. ‘Case 1’ refers to the parameters of these curves, which correspond 
to the median counterparts of the lognormal-fitted fragility curves for the individual
[81]
ground motions. In ‘case 2 \  the lognormal-fits of the median piecewise curves are 
considered. These two estimates are obtained numerically using Eq.(83) for = 10^
and —  .
Table 7 shows the values of the performance level probability for the two cases.
It may be noted that the values of the Vio,t=\ for ‘case V  are smaller
when compared to their counterparts for ‘case 2 \  The associated differences are, 
however, low and equal to 4%, 11% and 4%, respectively. Eq.(83) suggests that the main 
contributor to this difference is the component representing the hazard curve at the
median capacity of the frame (Æ (exp(;i, )) ). The importance of this component was
also highlighted by the study of Lupoi et al [102].
Table 7 Annual mean rate of failure estimated according to the NI scheme for ‘case 1’ and ‘case V 
and according to the D scheme.
Performance level
NI scheme Dcase 1 case 2
P^L„t=\
CP 2.20E-03 2.30E-03 2.30E-03
LS 1.51E-02 1.67E-02 1.49E-02
10 2.15E-01 2.23E-01 2.47E-01
The values of the annual obtained by the D scheme for the median
piecewise curves may be also seen in Table 7. The comparison of these values with their 
counterparts estimated for the two assumptions results in a relatively low difference that 
does not exceed 15%. This shows that the assumptions, that determined the parameters of 
the lognormal fits, are not significant to the annual failure probability based on the median 
fragility curves.
In this section, the robustness of the NI scheme was established with the aid of 
the closed fonn solution. It was shown that although the distribution fitting of the fragility 
curves may be questionable on hypothesis grounds (see section 3.2), the outcome, in 
terms of the annual mean failure rate, is acceptable in the majority of the cases.
4.5.3 Annual failure probability
Having established the relatively small effect of the distribution fitting 
techniques for the fragility curves on the annual mean rate the annual failure
[82]
probability is evaluated here by the general fonn presented by Eq.(81) (which is re­
written in the first part of Eq.(86)). This probability obtained numerically for ‘case 1’ is 
depicted in Table 8. In ‘case 1% the detenninistic values of A,, and are considered to be
equal to the mean values of the nonnally distributed parameters (see Table 1). It should 
also be recalled that this outcome accounts for the uncertainty in the vulnerability (e.g. the 
randomness in the material properties) as well as the characteristics of the seismic event.
The effect of the modelling of the occurrence of seismic events likely to cause 
damage to the examined frame, is explored by comparing the annual failure probability 
obtained by the proposed general approach with a widely used approximation [22, 89]. 
According to this approximation, the annual hazard is considered low. This means that at 
most a single event is considered likely to occur in the examined year. The annual failure 
probability based on this simplification is numerically equal to the annual mean rate 
Thus:
PpL,.M = 1 -  e"'""" ® 'X ." i (86)
The annual failure probability, based on the approximation of Eq.(86), is also depicted in 
Table 9 for ‘case 1’. For the three perfonnance levels, the approximate annual failure 
probability, obtained from Eq.(86), appears to be greater than its counterpart estimated by 
Eq.(81). Nonetheless, it may be noted that the corresponding error is less than 1% for the 
CP and LS  level, while it is 11% for the 10. This observation agrees with similar findings 
by Der Kiureghian [14].
Table 8 Annual failure probability obtained according to the proposed general approach and 
according to the NI schemes for ‘case 1’ and the corresponding annual failure probability.
Performance level
NI scheme
Error(%)case I
Eq.(Sl) Eq.(86)
CP 2.20E-03 2.20E-03 -0.1%
LS 1.50E-02 1.51E-02 -0.8%
10 1.93E-01 2.15E-01 -11.0%
Overall, in line with similar findings in the literature [14], it can be concluded 
that the consideration of all possible events likely to occur in a single year leads to more 
accurate estimates of the annual failuie probability. Due to the hazard curve used here, 
however, the generally accepted approxhnation of Eq.(86) yields insignificant errors for 
the CP and LS  level, while the overestimation of the P/o appears to be low.
[83]
4,6 Evaluation of scenario loss estimation procedures
Having determined the annual failure probability, loss assessment is performed 
in this section in terms of a scenario loss. The analytical and numerical procedures, 
developed in Chapter 3, are employed in order to estimate the first two moments and the 
CCDF of the scenario loss, respectively. Moreover, the contribution of the uncertainty 
associated with exposure and vulnerability in the overall uncertainty of scenario loss is 
examined. The performance of the methodology which models this uncertainty, as well as 
the importance of the mean parameters and the shape of the distribution of the exposure, 
is also examined through sensitivity analyses.
4.6.1 FOSM procedure
The mean and standard deviation of the scenario loss of a building are estimated 
analytically. Following the previous discussion, the loss caused by the damage in the 
structural and non-structural elements is treated separately. Therefore, the mean and 
standard deviation of the loss for each of the aforementioned groups of elements (p=\,2) 
may be obtained using the proposed FOSM method, which is based on the Taylor series 
expansion, in the form:
[ 4  I ■5 J  = Ê  ^  [ T i  I Pl, ] • Ppmu W , k j  (87)
7=0
and
+ 2]^ ^  1 ^ a) PpUiM{p^ j 1 ‘^ a)
f=0 j=i+l
where n is the number of performance levels. The correlation of losses for different 
perfonnance levels is taken into account by considering that Py =1 or p y = 0 , for
/-[I ,...,«-!] andy-[2,...,«], which are hereafter denoted as p=l and/?=0.
The above expressions can be contrasted with those found in the literature [80], 
derived from an exact analytical procedure. The equation for the mean is identical to 
Eq.(87), while the standard deviation is restated below:
IX ]+ ^ '[4 1  (;'( I 1 (89)V 1=0
Thus, the aggregation of losses, suffered by the structural and non-structural
components, lead to an esthnate for the overall loss of the examined building, given a
[84]
particular event scenario. The first two moments of this overall loss can be obtained by 
considering that the non-structural and structural losses are independent of each other. 
The equations are rewritten here for convenience in terms of:
Æ [7'i U J  = Z  ^  I *- ] = *' [A I ^ ^  [^'21 *« ]
and
*=i (90)
(91)
where is the total number of components, which for this case study is two.
Actual values for the various mean and variance components in Eq.(87)-(89) are 
obtained from Table 6, corresponding to the case of a college building. The damage 
probability terms are obtained from Table 1 for both structural and non-structural 
elements. It is therefore tacitly assumed, in the present study, that the same fragility 
curves can be used for the estimation of both components. This is a simplification, which 
would not normally be made in a real case. However, it is introduced here, in the absence 
of more detailed vulnerability analysis for non-structural elements in order to illustrate the 
potential of the proposed methodology. Finally, in terms of possible scenarios, nineteen 
cases in the range of 0.2g ^  S^< 2.0g are examined.
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Figure 24 The mean overall loss and the mean loss for non-structural and structural elements of a 
college building for 19 scenarios, obtained from Eq.(87).
Figure 24 depicts the mean total losses suffered by the particular college building 
for the examined scenarios (see Eq.(90)). It should be recalled that these losses represent 
the expected overall cost of repairing the examined building to its pre-event state as a
[85]
fraction of its replacement cost. Figure 24 also shows the relative contribution of the 
damaged non-structural and structural elements to this total loss. For this college building, 
the non-structural loss is on average 88% of the overall loss. This is in line with the values 
given in Table 5 for the same type of building. Had different fragility curves been used for 
structural and non-structural elements, the contribution of the latter would have been even 
more dominant for the small and medium intensity scenarios.
Next, the standard deviation of the scenario loss is investigated. Figure 25a 
presents the two separate components of loss using the equation developed in this thesis 
(Eq.(88)) and the corresponding equation found in the literature (Eq.(89)). The two 
equations appear to give similar results for very strong events. In the range 0.2g < Sa< 
1.4g, however, the differences are noticeable. As explained in section 3.6.1, Eq.(88) is 
expected to underestimate the standard deviation due to the omission of some terms (see 
Appendix A.3). Figure 25b shows corresponding results for the total loss. The trends are 
similar with maximum differences observed for Sa =0.2g, w h e r e =0.0016 for p=\
and p=0, instead of 0.014 (Eq.(89)). Moreover, the correlation of the losses for the three 
performance levels appears to have a secondary role than the significance of the 
methodology used to model the uncertainty. In particular, its noticeable role for the 
medium intensity scenarios, i.e. 0.6g < Sa< 1.2g, can be seen in Figure 25a,b while its 
effect for large and small events is insignificant.
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Figure 25 The standard deviation of the scenario a) non-structural and structural loss b) overall loss 
of a college building for ^ 0 and = 0 , using Eq.(88) {p=l and p=0) and Eq.(89)
180].
In addition, in Figure 25b, a limiting case is considered in which = 0. This
represents the effect of neglecting the uncertainty in the exposure; in other words, for a
[86]
given intensity the uncertainty in the loss depends only on the uncertainty associated with 
the vulnerability. For this case the result from Eq.(88) is that the standard deviation of the 
scenario loss is zero. This may be contrasted with the result from Eq.(89), which shows 
that this is approximately valid either for Sa approaching zero or for very large values. In 
the intermediate range, this component of the standard deviation is not accounted for in 
the method based on the Taylor series expansion.
Finally, when comparing the standard deviation of the total loss to that of the 
non-structural elements, presented in Figure 25, it becomes evident that the latter is a 
good approximation to the former. Hence, the uncertainty in the structural loss is small 
and can be neglected.
Having explored the accuracy of the proposed FOSM method, the subsequent 
sensitivity analysis examines the effect of the function of the building on the scenario 
loss. Therefore, two additional functions, namely, the retail trade and the multi-family 
dwelling are addressed. In Figure 26a, the mean total loss corresponding to the values of 
Table 6 for these two functions is contrasted with its counterpart for the college building. 
For a given intensity, the values of this loss are found to be very close (differences <5%) 
for the three possible functions, in line with the values of Table 5. In addition. Figure 26b 
shows that, with the exception of the retail trade building, the non-structural loss 
dominates the total loss.
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Figure 26 a) The expected overall scenario loss b) the expected scenario loss for structural and non- 
structural components (college, retail trade and multi-family dwelling).
Overall, it is noted that the standard deviation estimated by the proposed Taylor 
series expansion is substantially underestimated for the small and medium intensity 
scenarios, while it is accurately estimated for high intensity events. Moreover, the 
secondary role of the correlation of the loss given the three performance levels was noted.
[87]
Finally, the dominance of the non-structural component to the first two moments of the 
total loss was noted, especially if the building is used as a college or multi-family 
dwelling.
4.6.2 Monte Carlo procedure
Having estimated the first two moments of the scenario loss for a college 
building, this section is focused on its distribution which is obtained by the numerical 
methods outlined in Chapter 3. Firstly, the robustness of these procedures is 
demonstrated. Then, sensitivity analyses are performed in order to examine the accuracy 
of the developed method in determining this distribution, the shape of this distribution and 
the shape of the distribution of the exposure.
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Figure 27 Convergence study of a)-c) the standard deviation of the scenario loss sustained by the non- 
structural elements of a college building, determined by the developed Monte Carlo 
method forp=l,p=0 and Porter et al [58, 59], d) mean scenario loss (5'fl=0.5g).
The robustness of these numerical procedures is established through convergence 
studies on the mean and the standard deviation of the scenario loss. These values are 
tested against the corresponding results obtained through the analytical approaches 
presented previously. The results of these convergence studies for the non-structural loss 
of a college building given 5^= 0 .5g  are shown in Figure 27a-d in terms of the
associated error ( ^^lytical-Numerical ^  y particular, Figure 27a,b show theAnalytical
[88]
convergence of the standard deviation obtained by the proposed Monte Carlo procedure 
around the result of the equivalent Taylor series expansion (see Eq.(88)) for p=\ and p=0. 
Similarly, Figure 27c depicts the non-monotonic convergence of the standard deviation 
estimated by Porter et al [58, 59] in their approach to the value calculated by the 
equivalent exact analytical method (Eq.(89)). Finally, Figure 27d shows the convergence 
of the mean scenario loss obtained numerically by these two methods to the value of the 
mean evaluated by Eq.(87). Therefore, the optimum number of iterations for the proposed 
method (see Figure 27a,b,d) is lO'^  which results in a negligible error (< 0.6%). The same 
order of error is obtained for 10^  iterations for the method introduced by Porter et al [58, 
59] (see Figure 27c, d).
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Figure 28 Empirical CCDFs of the overall loss of a college building obtained by the Monte Carlo 
method (p=l,p=0) and by Porter et al [58, 59]) given a)5„=0.5g, 1.5g and b)5a=1.0g.
Using the recommended number of iterations, the empirical CCDFs of the total 
loss, obtained through the proposed method, for three intensities corresponding to a small, 
medium and strong intensity scenario, are contrasted in Figure 28a,b with their 
counterpart estimated by the Porter et al procedure [58, 59]. For clarity. Figure 28a 
illustrates the CCDFs for =0.5gandl.5g , while Figure 28b presents the CCDF for
Sa=l.Og. It can be observed that the two methods yield similar CCDFs for 5o=1.5g. By 
contrast, the proposed method results in considerably steeper CCDFs, thus smaller 
uncertainty, of the loss given *Sa=0.5g and l.Og. In particular, the maximum difference is 
noted for 5a=0.5g, where the loss is 0.24 for p=0 instead of 0.41 according to Porter et al 
[58, 59], at the extreme level of P(L > 11 0.5g) = 5%. These observations follow directly
the previously mentioned (section 4.6.1) differences in the variance of scenario loss, i.e. 
Eq.(88) and Eq.(89).
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Figure 29 a) Lognormal standard deviations of the overall loss of a college evaluated by the FOSM 
approach for p=0 and 1000 scenarios; b) The corresponding lognormal distribution and the 
empirical distribution of the loss, given ,Sa=1.0g.
A common, but often unjustified assumption [18, 109], used for the subsequent 
estimation of the unconditional loss, is also examined here. According to this assumption, 
the first two moments obtained analytically for a given scenario total loss are assigned a 
lognormal distribution. Figure 29a depicts the lognormal standard deviation of this 
distribution, which is calculated by the analytical estimates of Eq.(87) and Eq.(88) for p=0 
given 1000 scenarios ranging from 0.16g to 2g. It may be noted that the dispersion of 
these values is small (CoV^^ =0.11). This supports the common assumption [18, 109],
which is also adopted here, that the lognormal standard deviation remain constant for any 
intensity scenario. For this study, is considered to be equal to 0.41. Moreover, the
lognormal mean of this distribution is a function of the mean scenario loss and . The
lognormal CCDF, which is obtained for e.g. 5a=1.0g, is compared in Figure 29b with the 
corresponding empirical CCDF. Due to the difference in the standard deviation of the two 
distributions, discrepancies are noted at their tails. In the following section, the effect of 
this approximation on the estimation of the unconditional loss is investigated.
Lastly, the significance of the shape of the distribution of the loss given a 
performance level is examined. This is achieved by contrasting the CCDFs of the total 
loss given Sa =1.0g, which are based on the proposed truncated normal distribution and 
the widely adopted lognormal distribution [18, 58, 59] of the exposure (see Figure 17a-c). 
In Figure 30, the corresponding CCDFs, obtained for p=0, show that the examined effect 
is relatively small. For example, given an extreme probability, e.g. 
P( L> l\S^ = 1 .Og) = 5%, the loss is overestimated by 15%.
[90]
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Figure 30 Empirical CCDF of the overall loss for the college obtained by the numerical method for 
p=0 for 5a=1.0g, where the loss for each performance level follow a truncated normal 
(present study) or a lognormal [18, 58, 59] distribution.
It may be concluded that the accuracy of the developed Monte Carlo procedure is 
consistent with the accuracy of its equivalent analytical method based on the Taylor series 
expansion. Moreover, a small effect of the shape of the distribution of the exposure was 
observed, while the significance of the lognormal approximation of the scenario loss on 
the unconditional loss is examined in subsequent sections.
4.7 Evaluation of the unconditional loss
Having evaluated the loss given particular levels of spectral acceleration, the 
loss, unconditional of these intensity levels, is the subject of this section. In particular, the 
annual loss, for all events likely to cause damage to the examined building, is estimated 
by a compound Poisson process. Thus;
N(t=\)TL =  X  ( 9 2 )f=0
The represents the loss given a single event of interest S^>s^ .  Therefore, the
unconditional loss is examined here in terms of the first two moments and the distribution 
of the loss given a single event with >s^  as well as the loss (TL) for all these events
likely to occur in a single year. This is achieved by the analytical and numerical 
procedures described in Chapter 3.
4.7.1 Analytical method
Following the discussion in Chapter 3, the first two moments of the annual 
aggregated loss are determined in terms of:
[91]
= (93)
[ 2 ; I'9. > \ I \ (94)
where the mean and variance of the loss given are obtained numerically in the
form:
= ^ (95)
j  0
Var[L I s„ > * J  = | ] +E^ [l  | | , J  (96)
V ' u
where m is the number of intervals. A numerical procedure is employed in this study in 
order to estimate the mean and standard deviation of the loss, given an event with 
. Firstly, a convergence study is carried out in order to determine the required
number of intervals m. Subsequently, the significance of the main parameters affecting 
the aforementioned means and standard deviations is examined.
4.7.1.1 Convergence study
A convergence study is perfonned here with respect to the first two moments of 
the non-structural loss for a college building given an event likely to cause damage to this 
building, as from Eq.(95) and Eq.(96). The mean scenario loss, used in these equations, is 
determined by Eq.(87), while its standard deviation is estimated by Eq.(88) (for p=l, 
yO=0), as well as the exact method [80] (Eq.(89)). The intensity of the events likely to 
cause damage to the examined building is considered to range from [0.16g,..,2g]. 
Intensities smaller than 0.16g are not expected to cause damage to the building, while 
scenarios larger than 2g are considered unrealistic and are ignored.
Two hazard curves are considered in this study, namely, a linear hazard curve in 
log-log space and a imiformly distributed curve. The former curve expresses a high and 
realistic hazard, while the second represents a substantially higher but unrealistic hazard, 
used in order to establish the robustness of the examined procedure.
For the linear hazard curve in log-log space, Figure 31a-d presents the 
convergence of the first two moments of the examined loss as a function of the small 
number of intervals, normalised by the results corresponding to a large number of 
intervals (i.e. 10  ^intervals). The results of this convergence study are presented in terras of
[92]
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Figure 31 Convergence study for a) E [ L \ S ^ >  0 . 16g]  (Eq.(95)) and (Eq.(96)) for b)
Eq.(89) [80] and Eq.(88) for c) p=land d) p=0 (non-structural components of a college, 
linear in log-log space hazard curve).
0.8%
®-0.2%Üi 5)0 k) -0.7% -
2-1.2% -
-^0.1%
50
«5 -0 . 1%u2i  -0 .2%
c) -0.2% ^
0.0% - 
50
150 2^0 350 450 550 I - ” ’’'” '
e
2  - 0 . 2%  -
150 250 350 450 550
i - 1 7 % ^  
a) -2.2%
—  m= 10,000 w m= 10,000 
* Eq.(89)♦ Eq.(95)
b)m m
0.0% - I -------- 0.0% -
150 250 350 450 550
I -0.1% - 
«5 -0.2%
50 150 250 350 450 550
m= 10,000 ^  -0.3% - m=10,000
p=l (Eq.(88)) -0.4% - • pO(Eq.(88))d)
Figure 32 Convergence study for a) E [ l  | 6"^  > 0 16g]  (Eq.(95)) and (Eq.(96)) based on
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[93]
the corresponding error ( NumericalI .u — %). The error is consideredNumerical for lO'* intei'vals_
negligible here at <1%. Thus, the required number of intervals is taken equal to 1.5-10^. 
This number is further used to obtain the non-structural and structural loss for various 
threshold intensities and functions of the examined building.
Similarly, the convergence of the mean and standard deviation of the 
unconditional loss based on a uniform hazard curve is presented in Figure 32a-d. In these 
figures the convergence is more rapid than in the case of the linear in log-log space hazard 
curve. Therefore, 250 intervals are considered for loss estimation in this case.
4.7.1.2 Results in terms of loss for
The mean and standard deviation of the total loss of a college building, given an 
event with 6"^  >0.16g, are obtained from Eq.(95) and Eq.(96). These values, presented in 
Table 9, are obtained for a linear in log-log space hazard curve, mean scenario loss 
estimated by Eq.(87) and its variance detennined from Eq.(88) (for p= l, p=0) and Eq.(89) 
[80]. The estimate for the mean is noted to be small due to the frequent small events 
predicted by this hazard curve. It can also be seen that the standard deviation determined 
through Eq.(88) is underestimated when contrasted to the result based on the exact 
procedure [80]. This difference, however, is substantially smaller than the results of the 
two methods when the loss for small intensities is considered (see section 4.6.1). These 
results are further contrasted in Table 9 with the corresponding values based on a limiting 
case, where the uncertainty in the scenario loss is ignored by setting Var\L\S^\ = 0 in
Eq.(96). This highlights the dominant contribution of hazard in the uncertainty of the loss 
for > 0.16g and the secondary role of the uncertainty associated with the scenario loss. 
This secondary role results in the observed small effect of Eq.(88) on the accuracy of the 
standard deviation of the loss given >0.16g. This is in agreement with the study of
Bradley and Lee [125], where the accuracy of Baker and ComelTs [19, 20] elaborate 
FOSM method was examined. It can also be noted that the correlation of the loss for the 
three perfoimance levels has an insignificant role for the unconditional loss.
Table 9 also shows the values of the first two moments of the unconditional loss 
corresponding to a uniformly distributed hazard curve, which is used in order to establish 
the robustness of Eq.(95) and Eq.(96). This hazard curve overplays the role of higher 
intensities, which are associated with gieater uncertainties in the scenario loss and better
[94]
approximation of its standard deviation obtained by the proposed method (Eq.(88)).
Therefore, this curve leads to larger values for the first two moments than the results
based on the linear in log-log space curve. Insofar as the comparison between the
proposed FOSM approach and the exact analytical procedure [80] is concerned, the
unifoim hazard gives smaller differences than those recorded for the linear in log-log
space curve. In this case, the contribution of hazard to the uncertainty of the examined
loss, expressed by the limiting case Var\L | *S^ ] = 0, appears to be reduced.
Table 9 Mean and standard deviation of the overall loss of a college given >S'o>0.16g, where the 
scenario loss is estimated according to the proposed FOSM method (p=\ and /»=0) and the 
exact method [80], for the two hazard curves.
v(Sa>Sa):
Linear in log-log space
v(Sa>Say 
Uniformly distributed
Case £[L|^„>0.16g] ° 't |S „ > 0 .1 6 g £[L15,>0.16g] ° ’ i|S „> 0 .16g
Eq.(88) for/j=l (present study) 0.019 0.051 0.46 0.400
Eq.(88) for/9=0 (present study) 0.019 0.051 0.46 0.399
Eq.(89) (exact solution) [80] 0.019 0.060 0.46 0.434
Var [L\ S^]= 0 0.019 0.046 0.46 0.307
The threshold was previously given an arbitrary value 0.16g, which
corresponds to vo=l,0. The influence of this threshold is examined next by considering 
two alternative values, namely 0.12g and 0.1 Ig, which correspond for the linear in
log-log space hazard curve to vq=2.0  and vo=3.0, respectively. The values of the mean and 
standard deviation corresponding to these three cases can be seen in Table 10. The values 
appear to reduce considerably with small variations of the level of the threshold. This 
raises concerns over the use of these values in the decision-making.
Table 10 Mean and standard deviation of the overall loss of a college building, given , for the
three values of Vg 0»=O, linear in log-log space hazard cu»*ve).
\ ( 8 ) 0^ e [l \S^>s^^ ]
0.16 1.0 0.019 0.051
0.12 2.0 0.009 0.037
0.11 3.0 0.006 0.032
Overall, the uncertainty in the loss given ^ is dominated by the hazard in
line with similar findings in the literature. The secondary role of the uncertainty 
associated with the scenario loss meant that the method based on Taylor series expansion
[95]
had a small effect on the accuracy of the standard deviation of the examined loss. Finally, 
the first two moments of this loss are sensitive to the assumed values of the threshold
value ."0
4.7.1.3 Results in terms of the annual aggregated loss
The first two moments of the loss, given a single event likely to cause damage to 
the college building, are used here in order to estimate the mean and the standard 
deviation of the loss over all these events likely to occur in a single year through the 
compomid Poisson process, described by Eq.(93) and Eq.(94). These values, based on 
iS^^=0.16g, are contrasted in Table 11 with the results of a coimnon assumption
regarding the modelling of the mean annual occurrence of events of interest. According to 
this assmnption, the mean annual occurrence of events is considered low, which indicates 
that at most one of these events is expected to occur in the year under consideration. 
Therefore, [18-20]:
^,-1 [ri] = 2  [ i  I = S  ] A ) (97)
and
(98)
The results of these equations are numerically equal to the estimates of the loss given 
5  ^> 0,16g and are re-written in Table 11 for a linear in log-log space hazard curve and
scenario loss obtained for /?=0. The values based on this latter procedure are very close to 
the corresponding values obtained by the proposed compound Poisson procedure. The 
approximation expressed by Eq.(97) and Eq.(98) based on a uniform hazard curve is also 
contrasted in Table 11 with the corresponding values of the proposed compound Poisson 
process. The substantially flatter hazard curve in this case shows that the accuracy of the 
standard deviation of the annual loss is considerably improved by the proposed compound 
Poisson process.
Next, the significance of the threshold is examined by further considering the
cases that this threshold is equal to 0.12g and O.llg, which correspond to vo=2.0 and 
vo=3.0, respectively. Table 12 compares the first two moments of the annual loss for these 
three values of , which are obtained through Eq.(93) and Eq.(94) for a linear in log-log
space curve and scenario loss obtained by Eq.(88) for p=0. The three cases appear to be
[96]
identical. Mathematically, this is attributed to the parameters in Eq.(93) and Eq.(94) 
which are inversely proportional to vq. Thus, their multiplication with yields here
almost identical values. Practically, the results in Table 12 suggest that the annual 
aggregated loss is relatively insensitive to small variations in the intensity threshold.
Table 11 Mean and standard deviation of the annual unconditional overall loss of a college, based on 
the proposed compound Poisson process (£q.(93) and Eq.(94)) and the approximation 
(Eq.(97) and Eq.(98)) for the two hazard cuives (vg=1.0).
viSa>Sa)'.
Linear in log-log space
v(Sa>Sa): 
Uniformly distributed
Approach Et=i[TL\ Ei=i[TL]
Scenario loss for p=0
Eq.(97) and Eq.(98) 0.019 0.051 0.46 0.40
Eq.(93) and Eq.(94) 0.019 0.054 0.46 0.64
Overall, a small improvement, approximately 6%, in the accuracy of the standard 
deviation of the annual loss is noted by the use of the proposed compound Poisson for the 
linear hazard curve in log-log space, which represents a high and realistic hazard. By 
contrast, the uniform hazard led to a substantial underestimation of the standard deviation. 
Lastly, the insignificant impact of the small variations of the threshold a? on the mean
and the standard deviation of the annual loss is demonstrated.
Table 12 Mean (Eq.(93)) and standard deviation (Eq.(94)) of the annual overall loss of a college, for 
three values of and the corresponding Vg (p=0, linear in log-log space hazard curve).
1^0 Et=i[TLl OTL.i^ l
0.16 1.0 0.019 0.054
0.12 2.0 0.019 0.054
0.11 3.0 0.019 0.054
4.7.2 Monte Carlo procedure
Having illustrated the analytical procedure for estimating the first two moments 
of the annual loss, its distribution is determined numerically in this section, following the 
Monte Carlo approach developed in Chapter 3. In addition to this distribution, an 
important intermediate step in this procedure, namely, the distribution of the loss given 
, is examined separately. Its complementary cumulative distribution is numerically
obtained through the method also outlined in Chapter 3 in the form, re-stated here for 
convenience:
[97]
v^dx dx (99)
Initially a convergence study is performed in order to determine the required 
number of iterations for the two procedures. Following this, sensitivity analyses are 
performed in order to examine the effect of modelling options associated with the hazard, 
the exposure and the scenario loss.
4.7.2.1 Convergence study
The robustness of the numerical procedures used in this section is established 
through convergence studies on the mean and the standard deviation of the non-structural 
loss of a college building given an event with and of the loss for all these events
likely to occur in a year.
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Figure 33 Convergence study for the mean and standard deviation of the non-structural loss of a 
college, given a single event with 5o>0.16g, for p=0 (vo=1.0 and linear in log-log space 
hazard curve).
Figure 33 presents the convergence of the mean and standard deviation of the 
loss given 5o>0.16g, obtained numerically from Eq.(99) for small number of iterations 
N^ rn around their corresponding values obtained for A^=2-10^ iterations. The results of
the study are presented in terms of the associated error ( 1- NumericalNumerical for 2 10 %).
For a given iteration, a value of spectral accelerations in the range [0.16g, 2g] is randomly 
generated from a linear in log-log space hazard curve. For this value, a level of loss is 
randomly obtained from an empirical distribution. This distribution is determined from 
the developed Monte Carlo method, for p=0, using W  iterations (see Figure 27a,b,d). 
Figure 33 shows that 2-10^ iterations yield an error smaller than 1%. Therefore, this
[98]
number of iterations is used to estimate numerically the distribution of the loss given 
Sa > the subsequent section.
Similarly, the convergence of the mean and standard deviation of the annual loss, 
obtained numerically by the proposed compound Poisson process, for a small number of 
iterations around the results of this method for 2-10^ iterations is depicted in Figure
34. The results of this study are also presented in terms of the associated errors. For this 
loss, each simulation generates from a Poisson distribution the number of events with 
5'a>0.16g likely to occur in a single year. In this study, this number of iterations is 
considered to be equal to = 5 1 0 \
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Figure 34 Convergence study for the mean annual non-structural loss of a college and its standard 
deviation for p=0 (vo=1.0 and linear in log-log space hazard curve).
4.7.2.2 Results in terms of loss for f
This section is focused on the CCDF of the loss for a single event likely to cause 
damage to the examined college building. Figure 35a presents the CCDFs of the overall 
loss given >0.16g based on a linear in log-log space hazard curve and on scenario
loss obtained by the proposed method (forp=0 and p= l) and by Porter et al [58, 59]. The 
proposed Monte Carlo procedure (for p=0 and p= l) results in somewhat steeper 
distributions, which indicate smaller uncertainty. This is expected since the mean and 
standard deviation associated with these distributions is approximately equal to the 
corresponding analytical values presented in Table 9. The CCDF based on the proposed 
approach also appears to be reasonably close to the CCDF obtained by Porter et al [58, 
59], especially for low probabilities of exceedance. For example at the extreme 
probability P (L > /|5 ^  >0.16g) = 5%, the loss based on the proposed method is 0.09
[99]
instead of 0.10 estimated by Porter et al [58, 59]. Figure 35a also shows the insignificant 
role of the degree of correlation of the loss for different performance levels.
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Figure 35 The CCDF of the overall loss of a college given Aa>0.16g, based on the scenario loss 
determined by the developed method {p=\ and p=Q) and by Porter et al [58, 59] a) linear 
in log-log scale hazard curve, b) uniform hazard curve.
In Figure 35b, the corresponding CCDFs based on a uniform hazard curve are 
depicted in order to investigate the robustness of the proposed procedure for the 
estimation of the unconditional loss. These curves are overall substantially flatter than the 
distrubutions based on the linear hazard curve in log-log space (see Figure 35a). 
Moreover, the difference in the distributions based on the two aforementioned procedures 
which estimate the scenario loss appears to be reasonably small. For example, at 
P(L > / 15  ^> 0.16g) = 30% the loss based on the proposed method is 0.57 instead of 0.68 
estimated by Porter et al [58, 59].
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Figure 36 CCDFs of the overall loss of a college given for three levels of Vq {p=0 and linear
in log-log space hazard curve).
Figure 36 presents the CCDFs corresponding to 5^ =0.16g, 0.12g, and O.llg, 
which correspond to annual mean rates Vq =1.0,2.0 and 3.0, respectively for a linear in
[100]
log-log space hazard curve and scenario loss obtained for /? = 0. The critical effect of the 
threshold on the CCDF of the unconditional loss is demonstrated. In particular, the 
small decrease in the value of leads to the significant shift of the CCDF of the 
conditional loss to the left. For example, for the extreme case = 5% , the
loss is 0.05 for Vq = 2.0 and 0.03 for = 3.0.
The effect of a common approximation regarding the shape of the distribution of 
the scenario loss and its parameters is investigated next. In Figure 37a, the CCDF based 
on the scenario loss having lognormal distribution with constant (see section 4.7.1.2)
is contrasted with the empirical CCDF. Both curves are obtained from a linear hazard 
curve in log-log space. It can be seen that these curves are almost identical due to the 
dominant role of the hazard (see section 4.7.1.2). Similarly, the insignificant effect of the 
shape of the distribution of the exposure on the examined loss is demonstrated in Figure 
37b. In this figure, the CCDF based on a widely used lognormal distribution of the 
exposure [18, 58, 59] is contrasted with the CCDF based on the proposed truncated 
normal distribution.
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Figure 37 CCDFs of the overall loss of a college given ^g>0.16g a) for the empirical and lognormal 
distribution of the scenario loss, b) based on the truncated normal (used in this study) and 
lognormal distribution [18, 58, 59] of the non-structural and structural loss for each 
performance level (p=0 and linear in log-log space hazard curve).
So far, the sensitivity analyses were focused on the overall loss of the examined
college building. The contribution of the damaged non-structural and structural
components on this loss can be seen in Figure 38 in terms of the corresponding CCDFs
obtained for p=0 and assuming a linear in log-log space hazard curve. The dominant role
of the unconditional components is evident in this figure, following the trend observed for
[101]
the scenario loss (see section 4.6.1). By contrast, the CCDF of the structural loss appears 
to be shifted to the left, which implies a significantly smaller contribution to the total loss.
In agreement with the analytical findings in section 4.7.1.2, the critical role of the 
threshold -s^and the reasonably small effect of the method which modelled the
uncertainty in the scenario loss were noted. Moreover, the shape of the distribution of the 
scenario loss and the estimation of its parameters, as well as the shape of the distribution 
of the exposure, resulted in insignificant differences in the shape of the examined CCDF. 
Finally, the damage to the non-structural components was the main contributor to the 
overall loss.
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Figure 38 The CCDF of the overall loss as well as the separate non-structural and structural loss of a 
college given 5a>0.16g (p=0, linear in log-log space hazard curve).
4.7.2.3 Results in terms of the unconditional aggregated loss
The CCDF of the annual aggregated loss of the considered college building over 
all the events with is estimated here. This distribution is obtained according to the
numerical procedure, which simulates the compound Poisson process. This section is 
limited in the investigation of the accuracy of a common assumption regarding the 
modelling of the annual occurrence of events and the role of the threshold , which was
found to be critical in the previous section.
Figure 39 presents the corresponding CCDF of the annual loss determined for 
> 0.16g by using a linear hazard curve in log-log space and scenario loss based on the
proposed method. This distribution is contrasted with the corresponding CCDF based on 
the assumption that at most one event may occur in the year under consideration, 
represented here by the CCDF of the loss given >0.16g (see section 4.7.1.3). The two
[102]
curves appear to be almost identical, indicating the accuracy of the commonly used 
assumption.
Figure 39 also demonstrates the insignificant effect of the threshold on the 
annual loss by contrasting the CCDFs based on .9 ^ = 0.16g , 0.12g and O.llg,
corresponding to vo=1.0, 2.0 and 3.0, respectively.
In agreement with the analytical findings in section 4.7.1.3, it was shown here 
that the proposed general method for modelling the annual occurrence of seismic events is 
marginally better than the widely used approximation for the employed hazard curve. It 
was also shown that the threshold has a negligible impact on the CCDF of the annual
aggregated loss.
1.0
^  0.5
 v=l .0 (this study)
 v=3.0
v=2.0
Single event_____
ci
0.0
0.0 0.1 0.2 0.3
Figure 39 CCDFs of the annual overall loss of a college for the three levels of  q and the 
approximation expressed by £q.(99) (p=0, linear in log-log space hazard curve).
4.8 Concluding remarks
The main modelling options investigated in this chapter concerned the analytical 
and numerical methods outlined in Chapter 3 for the incorporation of the randomness 
associated with the vulnerability, exposure and hazard in damage and loss assessment. 
These methods were applied on a 3-storey steel MRF, assumed to be used as a college. 
The main conclusions regarding the performance of the proposed methodologies and the 
results, which have engineering interest, presented below.
Overall, the Monte Carlo procedures provide fuller information regarding the 
characterisation of loss than the analytical procedures. Moreover, the proposed Monte 
Carlo procedure is in good agreement with existing methods for scenario loss estimation 
for strong events. For low intensity scenarios, the proposed method leads to lower 
uncertainty in the scenario loss distribution compared to the previous existing method.
[103]
Insofar as unconditional loss is concerned, the proposed method is in good agreement 
with previous methods. In addition, the developed method is numerically more efficient 
for scenario loss but less efficient for unconditional loss. In the light of the above, this 
method will be used in the next chapter to investigate epistemic uncertainties. The 
analytical procedures investigated show good agreement in the mean estimated but appear 
to be sensitive to the approximation used in the derivation of the variance. In addition, the 
method proposed herein for modelling the occurrence of multiple events can be applied 
under general conditions.
With regard to the results of engineering interest, it was noted that the non- 
structui al loss component dominated both in temis of the mean and the standard deviation 
over the corresponding components attributed to structural loss. Moreover, the uncertainty 
in the hazard was the major contributor to the uncertainty of the unconditional loss. When 
this uncertainty is absent, i.e. in the scenario loss, the uncertainty in vulnerability 
dominated in the case of small intensities, whereas the uncertainty in exposure dominated 
in the case of high intensities.
In this chapter, finally, the record-to-record uncertainty was noted to have a 
considerable effect on the dispersion of the family of the fragility curves. In the next 
chapter, the significance of this epistemic uncertainty in the overall uncertainty is 
investigated.
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Chapter 5 Modelling of Epistemic Uncertainty on Damage 
and Loss Assessment of a Single Building
5.1 Introduction
In the previous chapter the importance of the epistemic uncertainty (e.g. 
uncertainty in the shape of the distribution expressing the exposure) on the damage and loss 
estimates was investigated by means of sensitivity analyses. In this chapter, however, the 
epistemic uncertainty is explicitly introduced in the proposed Monte Carlo procedures in 
order to determine the degree of confidence in the annual failure probability as well as the 
CCDF of the scenario and unconditional loss. This study is limited in the modelling of the 
epistemic uncertainty in the vulnerability and the exposure. The proposed numerical 
approach, deviates from existing methodologies which used either simplified [18] or 
approximate (FOSM) approaches [19,20].
The methodology proposed in this chapter is applied to the steel MRF building 
[28-30], presented in Chapter 4. In particular, the record-to-record variability [56, 60] 
expresses here the epistemic uncertainty component in the vulnerability; though in several 
other studies [18-20, 22, 45] this uncertainty was treated as largely being aleatory. In 
addition, the epistemic uncertainty associated with the modelling assumptions in the 
damage-to-loss relationship, which has been neglected so far in the literature, is also 
included. The effect of these two sources of epistemic uncertainty on the damage and loss 
assessment of the above frame is investigated in subsequent sections. It is worth pointing out 
that regardless of how particular types of uncertainty are classified, there is general 
consensus that both aleatory and epistemic components need to be considered in loss 
assessment.
5.2 Incorporation of epistemic uncertainty in vulnerability analysis
In Chapter 3, the aleatory uncertainty in the vulnerability of a single building was 
captured by the shape of each fragility curve, as depicted for the typical lognormal fragilities 
[18, 42, 46, 47, 50, 58-60, 62-65, 67, 72] in Figure 40. This uncertainty could represent the 
randomness in the gi'ound motion signatures used to obtain the structural response of the 
examined building. Nonetheless, the separate incorporation of the epistemic uncertainty in 
the vulnerability, associated e.g. with the number of ground motion records used, results in a
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family of fragility curves for each level of damage. This uncertainty is here captured by the 
confidence bounds also presented in Figure 40 for the four fragility curves.
43
1.0
P{DS > ds ,\IM) .
: P{DS >ds2\IM)
P{DS >ds j  \1M)ds , P ip S  >ds ^\IM)
Confidence 
bounds *Confidence ■ bounds
0.5
Confidence
bounds Confidence
bounds
0.0 IMi mj
Figure 40 Schematic representation of the lognormal fragility curves accounting only for the aleatory
uncertainty with the associated 90% confidence bounds.
Incorporation of the epistemic uncertainty in the vulnerability has been addressed 
in just few publications, which developed almost exclusively analytical methodologies. In 
particular, Hwang and Huo [47] developed an upper and lower limit for the fragility curves 
by using the upper and lower value of the threshold for each damage state. A more rigorous 
approach was developed by Singhal and Kiremidjian [45], who constructed 90% confidence 
intervals around the fragility curves. These intervals accounted for the variability in the 
stiffness and strength of the structural elements as well as the damping and mass. This was 
achieved by randomising the median of the lognormally distributed demand (e.g. inter­
storey drift) given each level of ground motion intensity {D\IM). Similarly, Jalayer and 
Cornell [22] in their closed form approach assumed that the median D\IM was lognormally 
distributed. In their work, the epistemic uncertainty accounted for the number of ground 
motions, which determined the drift of a deterministic building. This uncertainty was also 
incorporated in the FOSM framework, proposed by Baker and Cornell [19, 20], by assuming 
that the mean of the lognormally distributed D\IM was a random variable [44]. The 
uncertainty due to the limited number of recorded ground motions, mentioned previously, 
was also examined by Aslani and Miranda [18]. In their study, the 90% confidence intervals 
of the lognormal distribution of the Dj/M were determined by using bootstrap statistics [61]. 
Moreover, the authors [18] introduced the epistemic uncertainty associated with different 
stiffness models and failure modes by constructing logic trees. Furthermore, the 90%
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confidence intervals of the lognormal distribution of damage for a given demand level 
{DS\D\ arising from the small number of test-specimens used, were also considered.
In the present thesis, the uncertainty associated with the damage {DS\D) and 
structural (D\IM) analyses is not considered separately. Instead the generic methodology of 
damage and loss assessment proposed here is based on the fragility curves. Thus, the 
epistemic uncertainty is modelled, in this study, by randomising both parameters of the 
fragility curves, p { D S ^ d s . \ I M  ^ in i jY  This deviates from the aforementioned
approaches, which randomised only the mean or median of the corresponding distribution. 
In other words, the epistemic uncertainty is incorporated in the lognonnal fragility curves by 
randomising both the lognonnal mean >1,. as well as the lognonnal standard deviation . 
Therefore, the fragility curve for each damage state is a random variable, having the form:
 ^Inp(^DS'^dSj\ IM  = inij ) = O (100)
P d s \m  ( ^ 1 1 “
where bold letters indicate a random variable, which captures the epistemic uncertainty.
As can be seen in Figure 40, once the fragility curves are randomised through 
Eq.(lOO), a concomitant effect is that the damage probability matrix for any given intensity 
{DS\IM) will also become random. Thus, the DPM is also randomised according to:
1 - P {dS  ^  1 IM  = intj ) y = Q
p [d S >ds,\IM ^  - p {d S > | IM = im^) 1< J^H -1  (101)
P[DS>ds,\IM ^im^)  ^= ^
The epistemic uncertainty inherent in the fragility curves and the ensuing damage 
probability matrices is accordingly propagated through to the annual failure probability, the 
scenario and the unconditional loss. The associated methodologies are described in the 
subsequent sections.
5.3 Incorporation of epistemic uncertainty in exposure analysis
Having introduced the epistemic uncertainty in the vulnerability (fragility and 
DPMs), a similar approach is followed in order to incorporate this type of uncertainty in the 
exposure. This uncertainty, which can be associated with the limited data regarding the 
repair cost given particular damage states, has been almost universally neglected in the loss 
assessment of a single building. Instead, the existing procedures are limited in the modelling 
of the aleatory uncertainty, which represented the randomness in the cost of materials or
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labour as well as the repair cost due to the uncertain location and extent of the damage in 
each damage state.
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Figure 41 Schematic representation of the confidence bounds of the normal distributions, which are 
truncated below zero, with the CCDF of the exposure accounting only for the aleatory 
uncertainty.
Similar to the previous section, the modelling of the epistemic uncertainty in the 
exposure leads to a family of distributions, instead of a single truncated normal distribution 
accounting for the aleatory uncertainty as described in Chapter 3. Therefore, the mean 
( f^ L\ds, ) the standard deviation ( ) of the aforementioned distribution are randomised
in the form:
P {L > l\D S  = ds,) = \ -
<D /  “  PL\d,, - < D 0 -  ^
V, ^  Uds, j
1 - 0 ' o -  '
(102)
 ^ L^\ds, y
The confidence intervals of the complementary cumulative distribution of the loss 
for four damage states are shown schematically in Figure 41. The distribution corresponding 
to the deterministic values of the and , representing the aleatory uncertainty in the 
exposure, may also be observed in this figure.
5.4 Introduction of epistemic uncertainty in the annual failure 
probability
In this section, the epistemic uncertainty associated with the vulnerability is 
modelled in the annual failure probability. In general, this type of uncertainty affects the 
annual failure probability according to:
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i^DS >dSf) = \ - e  = 1 -  e x p [p S  > ds  ^ | IM  > im^)) =
- n  j  f ( D S k  ds, I IM  = {^)<^= 1 -  exp
IM
(103)
Eq.(103) suggests that the annual failure probability is a random variable. The determination 
of the associated distribution is presented in this section.
The distribution of the annual failure probability was estimated by the closed fonn 
solution, developed by Jalayer and Cornell [21, 22]. In their study, the epistemic uncertainty 
represented the uncertainty in response analysis due to the limited number of ground 
motions. In addition, the uncertainty in the damage analysis is also taken into account in 
order to account for the lack of knowledge or data regarding the value of the median in the 
distribution P{D S> ds^\D  = y ) .  Furthermore, the subjective uncertainty due to the
different attenuation relationships, used in the hazard analysis, was also introduced in their 
model. Thus, the annual failure probability was obtained by expanding their framework in 
the form:
dVjJ^IM>x)r  yiM ij iz. ua, | zv — y )  J jy^^ f |
DIM
By contrast to the previously presented method [21, 22], the distribution of the 
annual failure probability is obtained here numerically by a general approach, described by 
Eq.(102). Following the previous assumptions with regard to the lognormal fragility curves 
having random parameters and Q  the discontinuous distribution of the hazard given
IM  > im^ (see Chapter 3), the distribution of the annual failure probability may, here, be
estimated in the form:
{DS > ds) « [DS > ds) = j  j  P{DS >ds^\D = {y I x) dydx (104)
[DS>ds.) = l -  exp fln (c )- ;i ,Y  Y v ,.i(x )  1+ ! exp
1 ln(x)“ 2j
/ /
(105)
The probability distribution {DS > ds^^ may be determined through a numerical
two-loop procedure commonly used in quantitative risk analysis literature [23-26]. In the 
outer loop the random values of the lognormal parameters (Jl^  and Q  are generated. For each
realisation of the aforementioned parameters, the annual failui'e probability is obtained by 
Eq.(105) in the inner loop.
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5.5 Introduction of epistemic uncertainty in scenario loss
Having incorporated the epistemic uncertainty associated with the vulnerability in 
the annual failure probability, this uncertainty is here introduced in the scenario loss. In 
addition, the epistemic uncertainty in the exposure, typically ignored in the literature, is also 
taken into account. Their incorporation leads to further randomisation of the shape of the 
complementary cmnulative distribution of the scenario loss. Thus, this distribution may be 
obtained by the coupling of the vulnerability with the exposur e in the general form:
P{L> 1\ imj) = Y ,P {L > 1 \ ds^)p^s\iM 1 (106)I
In the literature, the elaborate methodologies of the PEER group [18-20] were 
limited in the incorporation of the epistemic uncertainty in the vulnerability. In particular. 
Baker and Cornell [19, 20] introduced the epistemic uncertainty due to the limited number
of ground motions used in the response analysis. Therefore, the random distribution of the
scenario loss was obtained by expanding Eq.(106) in the fonn [19, 20]:
p ( i  > / 1 n«^ ) = j  P {L  > 11 {ds, I y ) f a ^  { y  | iinj)dy (107)
< SR
Eq.(107) has been addressed in a FOSM framework based on a Taylor series approximation. 
Apart from the previously mentioned uncertainty, Aslani and Miranda [18] further 
introduced the epistemic uncertainty associated with the hysteretic models used for the 
response analysis as well as the variability in the limited number of specimens for the 
experimental damage analysis. In this case, the random distribution of the scenario loss was 
obtained in the fonn:
p (z . > / 1 = 2^ J P{L > 11 d s , ) p ^  {ds, | {y  | inij)dy (108)
< SR
Instead of solving Eq.(108), however, Aslani and Miranda obtained the 90% confidence 
intervals of the mean scenario loss, which was assigned a nonnal distribution. In their work, 
for a particular level of intensity, the 90% confidence intervals of the mean scenario loss 
were directly derived from the 90% confidence intervals of the median value of lognormal 
distribution of D\IMor D\SR.
By contrast to the assumptions made in the literature, a generic approach is adopted 
in this study, whereby random shapes of the scenario loss from Eq.(106) are obtained by 
randomising the parameters of the lognormal fragility curves. The two-stage Monte Carlo 
method used previously in order to incorporate the uncertainty in the annual failure
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probability is applied here as well. Accordingly, the epistemic uncertainty is accounted for 
in the outer loop by generating random values of 2,, Ch , <^L\ds.; • ^  the inner loop the
distribution of the scenario loss is obtained numerically by the procedure developed in 
Chapter 3 and is limited here to the case of uncorrelated losses for each damage state 
i p  = 0).
5.6 Introduction of epistemic uncertainty in the unconditional loss
Having incorporated the epistemic uncertainty associated with the vulnerability 
and exposure to the loss for different levels of intensity, this uncertainty (e.g. due the limited 
number of ground motions used in the vulnerability analysis) is finally introduced to the 
unconditional loss.
In the literature, the few PEER researchers [18-20] introduced the epistemic 
uncertainty associated with the scenario loss (see Eq.(106) and Eq.(108),) as well as the 
hazard in the annual probabilistic loss. The hazard in these publications was based on the 
assumption that at most one event was likely to occur in a single year. Thus, the general 
form of the annual loss was expressed as [18-20]:
P , _ , ( L > l ) ^ j p { L > l \ y ) ^ ^ p ^ ^ d x  (109)
In particular. Baker and Cornell [19, 20] solved Eq.(109) numerically in order to avoid the 
approximations of a FOSM approach. However, the epistemic uncertainty in their work was 
modelled through a number of simplifications, including the assigmnent of a lognormal 
distribution to the scenario loss and the incorporation of the epistemic uncertainty only on its 
mean value. By contrast to the CCDF of the aimual loss, Aslani and Miranda [18] estimated 
the 90% confidence intervals of the mean annual loss.
Here, the loss, unconditional to given levels of intensity, is treated by a compound 
Poisson procedure as presented in Chapter 3. Two outcomes are identified; (a) the loss given 
an event, likely to cause damage to the examined building, and (b) the aggregated loss for all 
such events that might occur in a year.
With regard to the loss conditioned on an event, likely to cause damage to the 
examined building {L\ /M >  /w^), a family of the corresponding complementary cumulative 
distributions is determined as:
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P { L > l \ I M  > im^)  = f P ( Z  > / 1 ( 4 ^  =
IM (110)
“ J  ^  ( f '  ^   ^ I d^ t^ PoSlIM (d^ i I ^^ j^ f^m\IM>im^ dX
IM '
Thus, the confidence bounds of P {L >  I \ IM  > im^) are obtained numerically using the two-
loop Monte Carlo procedure. According to this procedure, for each realisation of the random 
parameters of the fragility cui'ves and the distribution of the exposure, a single CCDF of the 
loss, given IM  > im^, is obtained by the Monte Carlo approach described in Chapter 3.
Finally, the family of the complementary cumulative distributions of the loss for all 
events with IM  > im  ^ likely to occur in a single year is estimated by a similar two-stage
Monte Carlo procedure. Accordingly, in the outer loop, values of the random parameters 
representing the epistemic uncertainty in the vulnerability and the exposure are generated. 
For each realisation of these parameters, the CCDF of the annual aggregated loss is derived 
according to the approach developed in Chapter 3.
5.7 Application to a single building
The proposed two-stage Monte Carlo procedure is applied in this section on the 
three storey steel moment resisting frame [28-30], assumed to be used as a college building 
(see Chapter 4). The present case study is limited in the modelling of the epistemic 
uncertainty associated with the vulnerability and the exposure. In particular, the record-to- 
record uncertainty, which was not taken into account in Chapter 4, is explicitly modelled 
here. Moreover, the modelling uncertainties in the exposure, typically ignored in the 
literature, are also introduced. The further incorporation of the epistemic uncertainty in the 
damage assessment results in the distribution of the annual failui'e probability. By contrast, 
the loss assessment results in a family of empirical complementary cumulative distributions.
5.7.1 The effect of epistemic uncertainty on vulnerability
The epistemic uncertainty in the vulnerability of the examined 3-storey MRF is 
specified here. This uncertainty is qualitatively expressed in Figure 42a-c in terms of the 
dispersion of the lognormally fitted fragility curves for a number of ground motions for each 
performance level {CP, LS  and 10). The significant spread of these distributions observed 
for the CP level appears to reduce for lower performance levels. This trend was also
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highlighted by Kwon and Elnashai [56] who, however, did not treat this uncertainty as part 
of a damage or loss estimation procedure.
The dispersion, noted in Figuie 42a-c, is associated with the differences in the 
response of the examined frame due to the selected ground motions (Appendix B .l), which 
were further scaled to match given levels of the well established elastic spectral acceleration 
Sa. In the literature, this uncertainty is considered aleatoiy due to the randomness in the 
prediction of a future ground motion. Nonetheless, the significance of this uncertainty, 
especially for the levels CP and LS, may be attributed to the inability of Sa to capture the 
inelastic behaviour of the structur e. Therefore, this uncertainty, which is considered here as 
epistemic, can be reduced mainly by improving the efficiency of the intensity measure used 
for the scaling of the ground motions. Other perhaps more efficient measures either scalar, 
such as the inelastic Sa and the inelastic spectral displacement [131], or vector, such as the 
elastic Sa and e [132], have been proposed but are not well established. An alternative, but 
less researched option, to reduce this dispersion is associated with the selection of the 
adopted ground motions, whose characteristics varied here considerably [85]. In particular, 
the magnitude varied in the range 5.3 <M^< 6.1 and souice-to-site distance ranged in 6 Km 
<R< 64 Km. Therefore, the use of site-specific ground motions, whose selection is based on 
parameters such as the magnitude, the source-to-site distance and s [133] may reduce the 
examined dispersion. Finally, it should be mentioned that the scaling of these motions does 
not seem to introduce biases in the determination of the structm al response [134,135], while 
excessive scaling, which might have resulted to unrealistic ground motions [136, 137], was 
avoided by Kazantzi et al [28-30].
Figure 42a-c also presents the aleatory uncertainty in temis of the slope of a 
particular fragility curve. This uncertainty corresponds to the uncertainty in the thresholds of 
the performance levels as well as in the material and hysteretic par ameters of the examined 
MRF, which represents a class of low-rise MRF buildings. By contrast, the majority of the 
publications, which separated the two components of uncertainty, were focused on a single 
existing building. In these studies, the structural parameters were considered deterministic 
for the small and intermediate levels of damage and uncertain (epistemic) for the state of 
collapse.
The record-to-record uncertainty is modelled here by randomising the lognormal 
parameters (lognonnal mean i /  and lognormal standar d deviation Q  of the fragility curve for 
each perfonnance level i. It should be recalled that the lognormal parameters of the fragility
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curves, corresponding to the 15 ground motions for the CP and 16 for the LS and lO level, 
are assigned normal distributions, as presented in detail in Chapter 4. The parameters of 
these normal distributions can be found in Appendix C. No statistical uncertainty (due to 
sample size) is added to these distributions.
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Figure 42 Lognormal fragility curves corresponding to the 15 ground motions for the a) CP level and the 
16 motions for the b) LS and c) 10 level respectively.
The contribution of the two uncertain lognormal parameters to the epistemic 
uncertainty may be investigated in the light of two cases, namely, ‘random A and ‘random X, 
C ■ According to the former case, is assumed to be a normally distributed variable, while Ci 
is considered deterministic and is equal to its median value (see Appendix C). In the latter 
case, both Xi and Ct are uncorrelated normally distributed variables. The uncorrelated 
assumption is a reasonable approximation for the two variables in CP and lO, where the 
correlation coefficient is found in Appendix B.4 to be practically zero. However, in the same 
Appendix, the coefficient of correlation for the variables of the LS level is found to be 0.36. 
The meaning of this coefficient is examined by a simple test, which is available in statistical 
manuals [138, 139]. This test is carried out according to:
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\p\ =
Z  { ^ i  - P x ) ( C i  -  P ç )j______________
{n-\)(T^Gç < a
(111)
where p  is the coefficient of correlation between the variables M is the sample and a
is a critical value for a particular level of significance. For this study, \p\ -  0.36 < a  = 0.47
for the 5% significance level, thus, the uncorrelated approximation is acceptable for the LS 
variables as well.
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Figure 43 The numerically obtained 90% confidence intervals for ‘random k, Ç  and the lognormal 
fragility curves corresponding to the IS ground motions and a) CP level and the 16 motions 
for the b) IS  and c) lO level.
Using these statistical parameters, the fragility curves for the three performance 
levels {CP, LS, 10) are simulated using a sample of 4 10*. A large sample size is used in 
order to minimise the influence of any statistical uncertainty. The family of fragility curves, 
obtained for ‘random k, C, is presented in Figure 43a-c in terms of the 90% confidence 
intervals at the three performance levels. These intervals are contrasted against the fragility 
curves corresponding to the sample of ground motions. The majority of the fragility curves
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appear to be between the confidence intervals, while the fragility curves corresponding to 
the sample of 15 or 16 ground motions do not provide useful information regarding the 
position of the confidence intervals.
Figure 44a-c shows two sets of 90% confidence intervals for the three levels; the first 
pertains to random À, while the second is associated with random À and C These two 
intervals appear to be quite close, this being attributed to the relatively small dispersion 
associated with C (see Appendix C). This indicates that studies [18-20, 22, 45], which 
ignored the uncertainty associated with the standard deviation in the vulnerability, have not 
underestimated the epistemic uncertainty, provided that the dispersion of C is indeed small. 
These curves may also be contrasted with the ‘parent’ curves, shown in Figure 44a-c, which 
depicted the variability associated with the original sample of the 15 or 16 earthquake 
motions.
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Figure 44 The fragility curves for ‘deterministic 2, C with the associated 90% confidence bounds for 
random 2, C  and random 2’ given a) CP, b) LS and c) 10.
The separate presentation of the epistemic and aleatory uncertainty allows their 
contribution to the overall uncertainty to be examined. This is achieved using the intuitive
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method proposed by Vose [140]. According to this approach, the aleatory imcertainty can be 
represented by a line along the horizontal axis, whose end points are obtained for the 5% 
and 95% fractiles of the original distribution (i.e. with deterministic Xj and Q parameters). 
This is shown as a thick horizontal line in Figure 44a-c. The epistemic uncertainty, for the 
‘random and the ‘random X, Ç case, can be represented by a second horizontal line that 
joins the appropriate fractile distributions (e.g. 95% and 5% if a 90% confidence is 
required); this line can be drawn at any probability level (i.e. vertical axis). It is here decided 
to use a ‘worse-case’ which, as can be seen in Figure 44a-c, coiTesponds to high 
probabilities. The line corresponding to 95% failure probability is thus chosen, as shown in 
Figure 44a-c. The band widths determined through this method for the three performance 
levels are suimnarised in Table 13.
Table 13 suggests that the record-to-record epistemic uncertainty contributes more 
to the overall uncertainty than its aleatory counterpart for each of the three performance 
levels. However, the secondary role of the aleatoiy component o f uncertainty can be 
substantial, especially for the LS  level. This indicates that the overall uncertainty can be 
significantly reduced with the use of efficient intensity measures. Alternatively, the 
development of more accurate hysteretic model and the calibration of the performance 
levels’ thresholds may also reduce the overall uncertainty. Table 13 also shows that the 
inclusion of the random ^  resulted in confidence bounds, which remain reasonably close to 
their counterparts for ‘random^/.
Table 13 Band width values representing the aleatoiy and epistemic uncertainty associated with the 
fragility curves given the three performance levels [140],
pli Aleatory uncertainty Epistemic uncertaintyDeterministic X, C Random X Random 1, C
CP 0.81 1.28 1.36
LS 0.48 0.59 0.69
10 0.11 0.18 0.21
The significance of the record-to-record epistemic uncertainty, modelled by 
randomising the parameters of the lognormal fragility curves, is further examined in the 
probabilistic models of damage and loss assessment in the following sections.
5.7.2 Effect of epistemic uncertainty on exposure
Having established the significance of the examined epistemic uncertainty in the 
vulnerability, its effect in the exposure is investigated in this section. This component is
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associated with the modelling uncertainty in the construction of the damage-to-loss 
relationship, a subject yet unexplored.
The epistemic uncertainty in the exposure was previously modelled by randomising 
the parameters ( and ) of the truncated normal distribution of the loss for each
performance level. Its treatment in this case study, however, is influenced by two factors. 
The first factor concerns the lack of data. The second factor regards the dominant 
contribution of the random X on the confidence intervals, noted previously. Thus, the 
epistemic uncertainty is modelled by assigning a normal distribution to the mean ; the
mean values of the aforementioned random for the three performance levels can be
seen in Appendix C. The coefficient of variation (CoV) of this random parameter is taken to 
be equal to 0.6. It should be mentioned that this distribution is further considered to be 
truncated at zero in order to avoid negative values of mean loss. The CoV corresponding to 
the truncated statistical parameters (CoV=0.5) is in the same order as the CoV used by 
Grossi [75], which accounted for the dispersion in the cost proposed by various contractors 
in order to repair a particular pattern of damage sustained by the wood-frame residential 
building examined therein.
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As in the previous section, the epistemic uncertainty in the exposure is simulated by 
generating 4-10" random complementary cumulative distributions of the loss for each 
performance level. Figure 44a,b depicts the resulting 90% confidence intervals of the 
CCDFs associated with the non-structural and structural loss, given lO. This figure also 
presents the CCDF of the loss for the deterministic ixio, which accounts for the randomness 
in the repair cost due to the uncertain extent and location of damage in each The
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aforementioned curves are used in order to examine the contribution of the epistemic as well 
as the aleatory component to the overall uncertainty according to the method of Vose [140]. 
For this method, the epistemic uncertainty is expressed by the horizontal line drawn at 5% 
probability of exceedance.
Table 14 Ranges and the associated width values representing the aleatoiy and epistemic uncertainty 
associated with the CCDFs of the non-structural and structural loss for 10 [140].
Elements Aleatoiy uncertainty Epistemic uncertaintyDeterministic /< Random /<
Non-structural 0 .01< L < 0.11(0.10)
0.08<L<0.17
(0.09)
Structural 0.001 < L <  0.014 (0.013)
0.01 < T < 0.02 
(0.011)
The ranges as well as the associated width values, which represent the two 
components of uncertainty, can be seen in Table 14 for the non-structural and structural loss. 
It may be noted that both epistemic and aleatory uncertainties in the non-structural loss are 
substantially larger than their counterparts in the structural loss, which is in agreement with 
the findings of Chapter 4. Table 14 also shows that the effect of epistemic uncertainty is 
marginally smaller than that of its aleatory counterpart for both types of loss. Nonetheless, it 
is clear that for a full appreciation of the effect of uncertainty on exposur e both components 
should be considered.
5.7.3 Effect of epistemic uncertainty on the annual failure probability
The record-to-record epistemic uncertainty introduced earlier in the vulnerability is 
now propagated through to the annual failure probability. This is achieved by convoluting 
the vulnerability with the hazard following the numerical methodology outlined in section 
5.4. In this study, the vulnerability is expressed in tenns of the random fragility curves (for 
the cases: ‘random X, C and ‘random X'), while the hazard is taken as the linear on log-log 
space case presented in Chapter 4. The developed methodology is carried out in two loops. 
In the outer loop, 8 • lO" iterations generate the random parameters of the lognormal fragility 
curves, while the inner loop calculates the annual failure probability using Eq.(105) and the 
procedure presented in Chapter 4.
The obtained empirical cumulative distributions of the annual failure probability, 
given the three performance levels: CP, LS  and lO, are presented in Figure 46a-c. These 
curves can be fitted with the almost identical lognormal distributions, as depicted in Figure
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46d for the Pcp.t=i. Figure 46a-c also depicts the single value estimate for the deterministic 
median values of Xi and Q for the three examined levels, which captures only the aleatory 
uncertainty in the vulnerability and the hazard. It may be noted that the additional 
incorporation of the epistemic uncertainty establishes the confidence in the annual failure 
probability. This means that instead of a point estimate e.g. Pcp,t=i =2.2e-03, the proposed 
procedure is able to estimate that the Pcp.t=i will range from 5.5e-4 to 9.4e-3 with 90% 
confidence. Figure 45a-c also illustrates that the CCDF corresponding to the ‘random X, C 
assumption appears to be almost identical to the corresponding distributions for ‘random X" 
given the three performance levels. This indicates the insignificant contribution of the 
random Q into the epistemic uncertainty, in line with the findings made previously (see 
section 5.2).
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Figure 46 Empirical CDFs for ‘random X, C and ‘random X* as well as the associated point estimate 
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A  deeper insight into the effect of the record-to-record epistemic uncertainty is 
presented next. Table 15 shows the median and mean of the annual failure probability for 
‘random X, Ç, the values corresponding to the 90% confidence interval and the values 
obtained for the deterministic values of A, and Q, for the three performance levels. Following
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the lognonnal approximation, the median appears to be lower than the mean for the three 
perfonnance levels. Moreover, the annual failure probability for CP appears to be as large as
4.3 times or as low as 1.0 [21, 22] the point estimate based on the detenninistic values of A,- 
and Q. The range is smaller but still substantial for lower perfonnance levels. The important 
role of the record-to-record epistemic uncertainty, especially for higher performance levels, 
can also be noted by contrasting the mean values with the values corresponding to the 
deterministic A/ and Q. The mean appears to be higher than the latter value for the CP level, 
while this difference reduces with the decrease in the level of damage, following the 
associated reduction in the width of the confidence intervals of the fragility curves noted in 
the vulnerability analysis (see section 5.7.1).
Table 15 Annual failure probability for the deterministic median values of Xi and Ch with the associated 
mean, median annual failure probability and the 90% confidence Inteiwals for ‘random À, C,
Ph
Aleatoiy
uncertainty
Epistemic uncertainty
Median Xi, 0 Random: X, C
^ P {P L > pl,) P p {P L > p l,) 90% Confidence intervals
CP 2.20E-03 2.24E-03 3.29E-03 5.53E-04 < P{PL > pli) < 9.37E-03
LS 1.51E-02 1.54E-02 1.98E-02 4.87E-03 < P(PL > pli) < 4.86E-02
10 1.93E-01 1.97E-01 2.22E-01 7.88E-02 < P(PL > pi,) < 4.39E-01
It may be concluded that, the epistemic uncertainty in the annual failure probability 
is accurately estimated by randomising A. The considerable contribution of the epistemic 
uncertainty was also noted.
5.7.4 Effect of epistemic uncertainty on scenario loss
Having investigated the effect of the record-to-record epistemic uncertainty in the 
annual failure probability, the importance of this uncertainty, as well as the modelling 
uncertainty associated with the exposure, on scenario loss is examined in this section. The 
accuracy of the straightforward methodology used in the literature [18] to model the 
epistemic uncertainty in scenario loss, as well as the numerical procedure developed here in 
order to model the aleatoiy uncertainty, is also investigated.
The contribution of the previously mentioned epistemic unceitainties on the overall 
uncertainty of the scenario loss is explored by considering three cases, which are termed: 
random: A’, ‘random: A, fp  and ‘random: A, //, C- According to the first case, only the 
lognormal mean A, of the fragility curve, corresponding to pli, is considered random. This 
consideration is almost universally adopted in the literature [18-20]. With regard to the
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second case, the A, as well as the mean loss for each performance level fit are considered 
random. Finally in the third case, the A/, as well as the lognormal standard deviation of 
the fragility curves are randomised.
The aforementioned three cases are used in the two-loop Monte Carlo method, 
outlined in section 5.4, in order to estimate the epistemic uncertainty in the loss given a 
small, medium and strong event scenario. These scenarios coiTespond to intensities Sa^0.5g, 
l.Og and 1.5g, respectively. According to the developed method, 4*10" random samples of 
the variables for the aforementioned three cases are generated in the outer loop for a given 
intensity. For a particular realisation of these variables, a distribution of the scenario loss is 
obtained. This distribution is generated by the Monte Carlo procedure, which is proposed 
here, for p=0 using 10" iterations. It should be mentioned that in this loop, cases defying 
physical meaning for which P(PL  ^ pi. j <P{PL > pl.^  ^ 15^) are ignored. This ensures
that the random fragility curves remain in the appropriate order for any given iteration.
The epistemic uncertainty, obtained for the aforementioned cases, of the loss is 
expressed in terms of the 90% confidence intervals of the associated CCDFs as illustrated in 
Figures 46-48 for the three intensities. These intervals provide useful information in two 
directions. For example, in Figure 47 and for ‘random: X, p, Ç , it can be said that there is 
90% confidence that the probability of exceeding a level of loss />0.1 is between 20% and 
99% (20% < T"(Z, > 0.110.5g) < 99% ). Apart from this reading, it can also be suggested 
that the median loss lies in the range 0.07 to 0.31 with 90% confidence 
( f  (0.07 < < 0.31) = 90%). If required, the decision-maker could estimate the scenario
loss conservatively based on the upper bound curve e.g. the 95% curve.
The contribution of the epistemic, presented in Figures 46-48 for the three cases, is 
further examined using the method proposed by Vose [140]. The band vridths representing 
the epistemic, as well as the aleatory uncertainty, are presented in Table 16. Firstly, the 
width values for ‘random A’ are contrasted with their corresponding values for ‘random: A, 
pX in order to explore the contribution of vulnerability and exposure on the overall epistemic 
uncertainty in the loss for the three intensities. This shows that the record-to-record 
uncertainty is the major contributor to the epistemic uncertainty for 5'o=0.5g, while this 
uncertainty is dominated by the exposure for Sa=l.5g. For the intermediate intensity, it can 
be seen that although the record-to-record uncertainty is the main contributor to the 
epistemic uncertainty, the role of the exposure is also important. This observation follows
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the trend noted in Chapter 4 regarding the contribution of vulnerability and exposure to the 
aleatory uncertainty of the scenario loss. The role of the epistemic (‘random: À, fi, C) and 
aleatory component of uncertainty is explored next by contrasting the associated width 
values, presented in Table 16. This demonstrates that the epistemic component is the major 
contributor of uncertainty of the loss given 5^=0.5g and l.Og. By contrast, for 5^=1.5g, the 
aleatory uncertainty appear to contribute more to the overall uncertainty than the epistemic. 
Lastly, the small differences in width vales, presented in Table 16, for ‘random À, fi, C and 
‘random X, fi' confirm the small contribution of random in agreement with previous 
findings.
Table 16 Ranges and the associated width values representing the aleatory and epistemic uncertainty 
associated with the overall loss of a college given the three scenarios [140].
S.(g) Aleatory uncertainty Epistemic uncertaintyDeterministic C Random À Random X, fi Random X, fi, C
0.5 0.06<L<0.20(0.15)
0.14<L<0.45
(0.31)
0.13<L<0.50
(0.37)
0.13<Z,<0.51
(0.38)
1.0 0.23 ^ < 0 .87  (0.64)
0.60<L<1.40
(0.82)
0.60<I<1 60 
(1.08)
0.55<L<1.67
(1.12)
1.5 0.20<L<1.43 (1.23)
1.0<L<1.5
(0.49)
0.90<A<2 0 
(1.07)
0.9<I<2.0
(1.07)
Having established the significance of the random mean parameters X, fi in the 
epistemic uncertainty, the accuracy of a simple method employed by Aslani and Miranda 
[18] is examined here for the loss, given a scenario 5'a=1.0g. According to this method, the 
90% confidence intervals of the scenario loss correspond to the 90% confidence intervals of 
the mean value of the fragility curve.
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Figure 50 The 90% confidence intervals of the CCDF distributions of the overall loss of a college given 
1^ 0=1.Og based on the method proposed here and the approach of Aslani and Miranda [18] 
for ‘random X\
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Figure 50 depicts the 90% intervals corresponding to the case ‘random: À’ for their 
method and their counterparts for the method proposed here. For this scenario, it may be 
noted that the method of Aslani and Miranda [18] overestimates the confidence interval by 
approximately 20%. This may be attributed to the inability of the approach of Aslani and 
Miranda to exclude the cases, which lack physical meaning such as 
P(PL > p/. I s^)< P[PL > | j , ) .  Thus, the use of this simple method should be limited
to cases where the epistemic uncertainty in the vulnerability is small and the truncation of 
the distribution for the random DPM does not have an effect.
In addition to the simple method used by Aslani and Miranda [18] to introduce the 
epistemic uncertainty, the effect of the method developed in this thesis for the modelling of 
the aleatory uncertainty in the scenario loss is examined next. This is achieved by 
contrasting the confidence intervals based on the proposed first-stage of the Monte Carlo 
approach (for p=0) with its corresponding intervals, obtained by the method proposed by 
Porter et al [58, 59]. The latter confidence intervals are generated by the proposed two-loop 
Monte Carlo approach. In the outer loop, 4 10'* values of the three parameters À, p, C are 
generated. For each realisation of these parameters the distribution of the scenario loss is 
obtained for 10^  simulations, using the method described in Chapter 3.
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Figure 51 The 90% confidence intervals of the CCDFs of the overall loss of a college, based on the 
scenario loss obtained by the proposed Monte Carlo procedure (p=0) and by Porter et al |58, 
59] given a) .5g=0.5g, b) 5„=1.0g and c) Sa=1.5g for ‘random Â,p, C-
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Figure 51 shows the 90% confidence intervals of the CCDF of the loss, given 
5'„=0.5g, l.Og and 1.5g, obtained for the two aforementioned methodologies for ‘random À, 
fi, C- It can be seen that the difference in the width of the confidence intervals is reduced 
with an increase in the level of intensity. This follows fi’om the considerable imderestimation 
of the aleatory uncertainty by the proposed method for small events and the convergence of 
the results with the increase of intensity observed in Chapter 4. For example for 
P (L > /|0 .5 g )  = 5% , the method introduced by Porter et al [58, 59] results in wider 
intervals by 39%. This difference is reduced to 14% for =1.0g and it is insignificant for 
~ I-^ê*
Table 17 Ranges and the associated width values representing the aleatory and epistemic uncertainty 
associated with the loss of the non-structural and structural components of a college given 
S„=l.Qg [140],
Groups of elements Aleatory uncertainty Epistemic uncertaintyDeterministic A, fi, C Random: 2, //, C
Structural 0.0 2 <L<0.11(0.08)
0.07^<0.20
(0.14)
Non-structural 0.17<L<0.81(0.64)
0.50^<1.60
(1.12)
So far the sensitivity analyses were perfonned on the overall loss of the examined 
college building. In subsequent paragraphs, the confidence intervals of the loss for the non- 
structural and structural components, given So=1.0g, are explored separately. Figure 52a,b 
depicts these intervals, for the case ‘random The impact of the epistemic uncertainty
in this case is again examined using the method of Vose [140]. The band width values 
representing the epistemic and aleatory uncertainty are presented in Table 17. Table 17 
illustrates the dominant role o f the non-structural loss in the epistemic uncertainty in 
agreement with previous findings (see section 5.7.2). In addition, the more important role of 
the epistemic component of uncertainty can also be noted for the non-structural as well as 
the structural loss, in line with the previous findings regarding the uncertainty in the total 
loss given &=1.0g.
In conclusion, it was noted that for iS'^ ;=0.5g the overall uncertainty in loss was 
dominated by the record-to-record epistemic uncertainty. By contrast, the main contributor 
to the overall uncertainty was the aleatory uncertainty, which was dominated by the 
exposure, for the high intensity »S'o=1.5g. In this case, however, the epistemic uncertainty, 
also dominated by the exposure, had an important secondary role. Moreover, the
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insignificant contribution of the random C was observed. The proposed method was 
compared with a simple approximate method [18] highlighting the limitations of the latter. It 
was also compared with a second method [58, 59] and gave close results for medium and 
high intensity events.
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5.7.5 Effect of epistemic uncertainty in the unconditional loss
The importance of the examined epistemic uncertainties on the loss, unconditional of 
given levels of intensity, of a college building is examined in this section. It may be 
remembered that this loss is expressed through two variables. The first variable refers to the 
loss given the occurrence of an event likely to cause damage to the examined building. The 
intensity of this event is considered to be Sa>0.16g, following the discussion in Chapter 4. 
Secondly, the aggregated loss for all these events likely to affect the building in a single year 
is considered. The epistemic uncertainty is expressed in terms of the 90% confidence 
intervals for the CCDFs of these two losses, which are obtained by the two-loop Monte 
Carlo procedure outlined in section 5.6. Apart from the role of this component of 
uncertainty, sensitivity analyses are also performed in order to examine the effect of the 
hazard and the methodology developed here for the modelling of the aleatory uncertainty in 
the scenario loss.
5.7.5.1 Results in terms of loss for
The 90% confidence intervals of the loss given > 0.16g are obtained by the two- 
stage Monte Carlo procedure for the three cases, namely, ‘random: À \  ‘random: X, / / ’ and
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‘random: X, fi, C- According to this method, 10^  realisations of the variables of these three 
cases lead to an equal number of random P (L  > l\S^>  0.16g) from Eq.(l 10) according to
the procedure outlined in Chapter 3. In this procedure, W  values of spectral accelerations 
are generated. These values are based on the hazard curve expressed in terms of a linear in 
log-log space curve or a uniform distribution. For each value of spectral acceleration a value 
of loss is randomly generated from the corresponding empirical distribution. This
distribution of the scenario loss is obtained by the proposed method (for p=0) using 10" 
iterations. It should be noted that due to computational constraints the iterations (10" xlO" ) 
of the inner loop of this method are significantly reduced from the number considered in 
Chapter 4 (2-10^xlO"). Therefore, the epistemic uncertainty in this section may be 
somewhat affected by the smaller number of samples.
The obtained confidence intervals, based on the linear in log-log space hazard curve, 
are depicted in Figure 53 for the three cases. As expected, the incorporation of the random pi 
increases the width of the confidence intervals, while the introduction of Ci has an 
insignificant impact on these intervals. The importance of the epistemic component on the 
overall uncertainty is discussed subsequently [140]. The approximate band widths 
representing the epistemic, as well as the aleatory uncertainty, are observed in Table 18. By 
contrasting the values for ‘random X,’ with the values for ‘random X, fp  it can be showed that 
the record-to-record uncertainty is the major contributor to the epistemic uncertainty. This is 
expected due to the dominant role of this uncertainty on the small and medium events, 
favoured by the adopted hazard curve.
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Figure 53 90% confidence intervals of the CCDF of the overall loss of a college given 5'a>0.16g, for 
random X\ 'random X, fi' and ‘random X, //, with the CCDF for the case deterministic A, /f, 
C (linear in log-log space hazard curve).
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The contribution of the epistemic uncertainty for case ‘random X, p, Ç on the 
overall uncertainty is also examined by contrasting the associated width values with the 
values representing the aleatory uncertainty (see Table 18). It can be noted that the epistemic 
uncertainty contributes more to the overall uncertainty. Nonetheless, the secondary role of 
the aleatory uncertainty, dominated by the hazard as noted in Chapter 4, is significant.
Table 18 Ranges and the associated width values representing the aleatory and epistemic uncertainty 
associated with the overall loss of a college, given ^g>0.16g for the two hazard curves [140].
Hazard curve Aleatory uncertainty Epistemic uncertaintyDeterministic: X, ft, C Random: X Random: X, ft Random: X, ft, C
linear in log-log space 0.00<L<0.09(0.09)
0.07^<0.14
(0.08)
0.06<L<0.17
(0 .11)
0.06<L<0.17
(0 .11)
Uniform 0.03<L<1.18(1.15)
0.90<L<1.36
(0.47)
0.80<L<1.80
(1.03)
0 80<I<I 80 
(0.98)
The effect of the shape of the hazard curve on the role of the epistemic and aleatory 
uncertainty in the loss, given an event of interest, is examined next. This is achieved by the 
use of a hazard curve uniformly distributed in [0.16g, 2.0g], where the probabilities of every 
strong events are overplayed. For these events, the epistemic uncertainty was previously 
found to be dominated by the exposure, while the main contributor to the overall uncertainty 
was the aleatory component (see Figure 49).
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Figure 54 90% confidence intervals of the CCDF of the overall loss of a college given <Sa>G.16g for 
random random X, p' and random with the CCDF for the case deterministic X, ft,
C (uniform hazard curve).
The 90% confidence intervals for the three cases (‘random X \  ‘random X, C and
‘random: X, p, C) are depicted in Figure 54. The approximate band width values of the two
components of uncertainty, illustrated in Figure 54, can also be seen in Table 18. By
contrasting the values for ‘random 1 and ‘random X, C, it may be noted that the
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contribution of the vulnerability on the epistemic uncertainty appears, for this curve, to be 
significantly smaller than the role of this parameter for the linear hazard curve in log-log 
space. Insofar as the overall uncertainty is concerned, it may be seen that the aleatory 
component appears to contribute more to this uncertainty, while the epistemic (‘random: À, 
C) has a significant, but secondary, smaller role, in a deviation from the case where the 
linear in log-log space was used.
The sensitivity analysis presented next explores the effect of the proposed 
methodology, which modelled the aleatory uncertainty in the scenario loss. In this 
procedure, the linear in log-log space hazard curve is used. Figure 55 depicts the 90% 
confidence intervals of P ( L > / > 0 . 1 6 g ) ,  based on the proposed numerical 
methodology for estimating the scenario loss. In the same figure, the 90% confidence 
intervals of P (L >  l \S ^>  0 .16g), based on the method introduced by Porter et al [58, 59],
for estimating the scenario loss, are also shown. With respect to the latter method, 10^  
CCDFs of the loss given 5a>0.16g are generated for the case ‘random À, fi, Ç . Each random 
P (L  > / 1 > 0.16g) is obtained by 10^  iterations, as proposed in Chapter 4. For each
iteration, a level of spectral acceleration is generated and corresponding random values of 
damage and subsequently loss are further assigned.
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Figure 55 90% confidence intervals for ‘random /f, C of the overall loss of a college building given 
>S'a>0.16g, based on the scenario loss estimated by the developed method (p=0) and by Porter 
et al [58, 59] (linear in log-log space hazard curve).
In Figure 55, the confidence intervals obtained according to Porter et al [58, 59] 
appear to be larger than their counterpart based on the proposed method, which is in line 
with previous observations regarding the larger aleatory uncertainty estimated by this 
procedure. For example, at F (L  > / j > 0 .16g) = 5% , the loss according to the method of
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Porter et al is approximately 40% larger than the proposed approach. This difference, 
however, appears to be larger than the corresponding error of the CCDFs obtained for the 
deterministic values A, // and Ç, (see Chapter 4). This increase can be attributed to the 
sampling error.
Lastly, the importance of the epistemic uncertainty on the loss, given 5'a>0.16g, for 
the non-structural and structural components of the examined college is illustrated in Figure 
56a,b for the case ‘random A, C . The method of Vose [140] is used in order to examine 
the contribution of the aleatory and epistemic uncertainty, depicted in this figure.
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Figure 56 90% confidence intervals for ‘random C of the CCDF of the loss given 5a>0.16g for the a) 
non-structural and b) structural components of a college with the associated CCDF for 
deterministic: X, fi, C\ (linear in log-log space hazard curve).
The width representing these uncertainties is shown in Table 19. In line with previous 
findings, the aleatory uncertainty has a secondary but important contribution to the overall 
uncertainty. Moreover, the non-structural uncertainty appears to dominate the epistemic, as 
well as the aleatory, uncertainty of the total loss.
Table 19 Ranges and the associated width values representing the aleatory and epistemic uncertainty 
associated with the loss of the non-structural and structural components of a college given 
0.16g [140].
Groups of Aleatory uncertainty Epistemic uncertainty
elements Deterministic: X, ft, C Random: X, fi, C
Non-structural 0.00<L<0.08 0.05<L<0.17(0.08) (0.12)
Structural 0 .00<L<0.01(0.01)
0.006<l< 0.02 
(0.015)
It may be concluded that the overall uncertainty of the loss, given 5 ^ 0 .16g, depends 
on the considerable contribution of its epistemic and aleatory component. Nonetheless, the
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role of the record-to-record or modelling uncertainty to the epistemic uncertainty is sensitive 
to the choice of the hazard curve. With regard to the variables that modelled the epistemic 
uncertainty in the fragility curves, mean À accurately captured this uncertainty in agreement 
with previous observations. Finally, the sampling error may have increased the discrepancy 
in the intervals based on the methods which modelled the aleatory uncertainty in the loss for 
particular levels of spectral acceleration.
5.7.5.2 Results in terms of the annual aggregated loss
Having quantified the epistemic uncertainty in the loss given 5^>0.16g , the
contribution of this component of uncertainty on the aggregated loss of the examined 
college building for all these events that might occur in a single year is investigated here. 
This uncertainty is obtained by generating 10^  random CCDFs according to the compound 
Poisson process described in Chapter 3. For each random CCDF, lO'^  number of events were 
generated from a Poisson distribution with vo=1.0. For each event, a value of spectral 
acceleration is randomly assigned from the linear in log-log space hazard curve. Finally, a 
random non-structural and structural loss of the examined college building is generated for 
this spectral acceleration. The required empirical distribution of the scenario loss is 
generated by the developed numerical method for p=0 using 10"^  iterations. It should be 
mentioned that due to computational constiaints the iterations of the inner loop of this 
method are significantly reduced (10^x10^) from the iterations considered in Chapter 4 
(S 'lO 'xlO*).
Table 20 Ranges and the associated width values representing the aleatoiy and epistemic uncertainty for 
the three cases associated with the annual aggregated overall loss of a college [140].
Hazard cui*ve Aleatoiy uncertainty Epistemic uncertaintyDeterministic: X, p, C Random: X, fi, C
Multiple events 0.00<7Z<0.10(0.10)
0.06<7T<0.22
(0.16)
The epistemic uncertainly in the annual aggregated loss for the case ‘random À, 
is depicted in Figure 57 in terms of the 90% confidence intervals of the CCDF. This figure 
also presents the CCDF of the annual loss constructed for the detenninistic values of the X, fi 
and C as presented in Chapter 4. This curve expresses the aleatory uncertainties in 
vulnerability, exposure and hazard (e.g. randomness in the magnitude and source-to-site
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distance and e). The band widths, presented in Table 20 [140], show that the epistemic 
uncertainty is larger than its aleatory counterpart.
1.0
0.95
,0.5
Aleatory
Cl, Random: 
Deterministic:
95%
Random;
0.05 5%
0.0
0.0 0.1 0.2 0.3
Figure 57 90% confidence intervals, for ‘random of the CCDF of the annual aggregated overall
loss based on the proposed compound Poisson process, with the associated CCDF for 
‘deterministic (linear in log-log space hazard curve, college building).
The effect of the modelling of the annual occurrence of future seismic events on the 
confidence intervals of the CCDF of the annual loss is examined next. Thus, in Figure 58, 
the 90% confidence intervals of P,^^{TL>tl^ constructed for the proposed compound
Poisson process and for the approximation used in the literature [18-20] are depicted. 
According to this approximation, the annual loss is estimated by assuming that at most one 
event likely to cause damage to the examined college building is expected. In this case 
study, the intervals corresponding to this method are considered equal to their counterparts 
constructed for the loss given an event with Sa > 0.16g (see section 5.7.5.1).
1.0  CI, v=1.0 (this s tudy )
 Cl, Single event
A 0.5 
? 95%
5%
0.0
0.0 0.1 0.2 0.3L
Figure 58 90% confidence intervals, for random A, /<, C\ of the CCDF of the annual overall loss of a 
college based on the proposed compound Poisson process for v<f=1.0 and on the assumption 
[18-20] of at most one event is likely to occur in this period (linear in log-log space hazard 
curve).
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Figure 58 shows that the approximation in the modelling of the annual occurrence of 
future seismic events yields considerable difference in the confidence interval. This 
difference, however, is larger than the corresponding error, noted in Chapter 4, for the 
deterministic parameters A, jj, and Ç and is attributed to the limited number of sample used to 
construct the confidence intervals.
Overall, it was found that the epistemic uncertainty dominated the overall 
uncertainty in the aggregated annual loss. Moreover, it was noted that the limited number of 
simulations led to a considerable difference in the confidence intervals based on the 
approximation with regard to the annual occurrence of future events found in the literature.
5.8 Concluding remarks
In this chapter, the second stage of the proposed two-stage Monte Carlo approach 
was developed. This stage has focused on the integration of the epistemic uncertainty 
associated with the vulnerability (e.g. uncertainty in the hysteretic models) and the exposure 
(e.g. modelling uncertainties) in the damage and loss assessment models developed in 
Chapter 3 for modelling of the aleatory uncertainty. As in Chapter 4, the method was 
applied on a three-storey steel MRF, which was assumed to be used as a college. In this 
respect, the specific conclusions summarised below pertain to the case study building and 
should not be generalised. It was found that the proposed method is less efficient than 
existing straightforward procedures but it can be applied under general conditions. 
Furthermore, it can quantify many different assmnptions which have not been examined 
thoroughly in the existing literature.
Thus, the main conclusions with regard to the contribution of epistemic uncertainty 
can be summarised here. Firstly, the annual failure probability for the examined building can 
be as large as four times or as low as one of the point estimate obtained in Chapter 4 for a 
90% confidence. The range can become higher for higher confidence. Secondly, the above 
range applies strictly to the CP damage level; for lower perfoimance levels the range is 
smaller but still noticeable. Moving to scenario loss, the contribution of epistemic 
uncertainty, which now originates from both vulnerability and exposure, is substantial for 
small events and progressively smaller for larger events. In relative terms, the component 
associated with exposure makes a higher contribution for large events and significantly 
smaller for small events. For unconditional loss, its role is effectively equivalent to the 
aleatory uncertainty, for both types of hazard cm’ve examined.
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It may also be noted that the conclusions regarding the relative effects of the 
structural and non-structural loss made in Chapter 4 are still valid when the epistemic 
uncertainty is included in the loss estimation. Finally, it would appear that in accounting for 
epistemic uncertainty through the randomisation of fragility distribution parameters, the 
dispersion associated with the mean is far more influential than that associated with the 
standard deviation.
[135]
Chapter 6 General Conclusions and Recommendations for 
Future Research
The subject of this thesis is the quantification of uncertainty in the seismic risk 
assessment of a single building. This uncertainty was determined by integrating the 
uncertainties in the main components of the aforementioned assessment, namely the 
hazard, the vulnerability and the exposure. With regard to the treatment of uncertainty in 
each of these components, the separate consideration of the aleatory and epistemic 
uncertainty in the modelling of future seismic events was viewed as a significant 
improvement in hazard analysis. The aleatory uncertainty, for example, was associated 
with the prediction of the ground motion intensity at the examined site by an attenuation 
relationship, while its epistemic counterpart was associated with the selection of an 
appropriate relationship. This classification, although model-dependant, allowed the 
estimation of the degree of confidence in the results and highlighted areas which could be 
targeted by future research in order to reduce the overall uncertainty. The aforementioned 
classification of uncertainty was followed by only few recent studies that performed, 
mainly analytical, vulnerability analysis. In these studies, the uncertainty in the structural 
response due to the different ground motions was considered aleatory, while the epistemic 
component was associated with the limited number of these motions. By contrast, the 
deterministic treatment of the exposure was noted in many publications, while others, 
mainly building-specific studies, were limited in the modelling of its aleatory uncertainty 
(e.g. in labour and material cost).
Following these remarks, the present thesis focused on the rigorous and explicit 
modelling of the aleatory and epistemic uncertainties, associated with the less researched 
components in damage and loss estimation, namely the vulnerability and exposure. This 
was achieved by developing a two-stage Monte Carlo approach, where the first stage 
modelled the aleatory uncertainly, while the second stage introduced the epistemic 
uncertainty. The first stage estimated the annual failure probability, the scenario and annual 
loss, while the second stage allowed any degree of confidence in these different risk 
indicators to be determined. Unlike existing methodologies which depend on the analytical 
vulnerability analysis and the assumption of low hazard at the examined site, the developed 
procedure can be applied under general conditions. In particular, it is based on fragility 
curves obtained by any of the four vulnerability assessment methodologies and is able to
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accumulate the loss for all events of interest likely occur in a year. This general procedure 
also deviated from the existing limited and simplified approaches such as the closed-form 
solutions [21, 22] developed for the estimation of the annual failure probability, the first- 
order-second moment procedures [19, 20] used to obtain the uncertainty in the scenario 
loss or the simple straightforward procedure which modelled the epistemic uncertainty in 
the loss.
The role of the aforementioned methodology was appraised in this thesis and 
general conclusions were drawn. With regard to the method which modelled here the 
aleatory uncertainty in the loss, it was found to be more efficient than existing methods for 
scenario loss estimation but less efficient for unconditional loss estimation. Moreover, it 
was shown that the proposed method yielded scenario loss estimates similar to those found 
by the aforementioned existing methods for large intensities. However, the uncertainty in 
this loss was lower for small and medium events. Moreover, the annual loss estimated by 
the proposed method was in good agreement with the corresponding loss estimated by 
existing methods.
Nonetheless, the findings associated with the role of uncertainty in the risk 
components were shown previously in this thesis to be conditioned on the specific thiee- 
storey steel MRF considered. In the examined case study, the aleatory uncertainty in the 
vulnerability and exposure was expressed by a single distribution (lognonnal and truncated 
nonnal, respectively), while the epistemic uncertainty was introduced by randomising the 
parameters of this distribution. The parameters required for the uncertainty in vulnerability 
were obtained by the statistical analysis of the multi-linear fragility curves numerically 
constructed by Kazantzi et al [28-30]. These curves corresponded to a number of ground 
motions for the three performance levels [27], while the associated intensity was measured 
in terms of spectral acceleration. Thus, the record-to-record uncertainty was considered 
here epistemic, while the aleatory component was associated with the material properties, 
the parameters of the hysteretic model and the performance levels thresholds. With respect 
to the exposure, reasonable assumptions were made for both aleatory and epistemic 
uncertainty components; the former related for the randomness in the extent of the damage 
corresponding to each performance level and the latter focused on the modelling 
uncertainty in the damage-to-loss relationship. Finally, the hazard was expressed in terms 
of a hazard curve, representing the randomness in the characteristics o f the seismic events. 
In the proposed procedure, the epistemic uncertainty of the hazard has not been considered.
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as emphasis is given on the treatment of uncertainty in the other two components 
contributing to loss, i.e. exposure and vulnerability.
The main conclusions of this case study are highlighted below, vrith more detailed 
conclusions presented at the end of each of the preceding chapters. With regard to the main 
contributors to the overall uncertainty, the epistemic uncertainty appealed to have a 
significant role in the annual failure probability for the examined building. This type of 
uncertainty also dominated the overall uncertainty of the scenario loss for small intensities, 
while its role was substantially reduced for higher intensities. In relative tenus, the 
exposure was the most influential component of the epistemic, as well as the aleatory 
uncertainty for the sti'ong events. Its role, however, was considerably reduced for smaller 
events. The further integration of the hazard in the unconditional loss led to the aleatory 
uncertainty being as influential as the epistemic uncertainty. For this type of loss, the 
aleatory uncertainty was dominated by the hazard, thus, the role of the components of the 
epistemic uncertainty depended on the shape of the hazard curve. In addition, it was noted 
that the two components of uncertainty, as well as the mean, in the total loss is dominated 
by the loss in the damaged non-stmctural components. Finally, with regard to the 
modelling of the epistemic uncertainty in vulnerability, it has been shown that the 
introduction of a statistical uncertainty in the mean value is sufficient and there does not 
appear to be a need to consider also the statistical uncertainty in the standard deviation.
Although the above conclusions are linked to the specific building considered, it is 
shown that the proposed methodology can produce risk estimates, together with the 
confidence levels associated with these estimates. This is an important contribution to the 
development of loss estimation tools, which are increasingly being used by the insurance 
industry and civic authorities in their attempt to quantify and mitigate seismic risk.
6.1 Recommendations for future research
The present study highlighted several areas of improvement associated with 
available data for the three components of risk assessment, the proposed methodology 
itself, the sources of hazard and the way loss is measured.
With respect to the information required for the three components involved in the 
proposed risk assessment procedure, further research is needed for the construction of non- 
structural fragility curves due to the major contribution of these on the overall loss. 
Secondly, the expressions of the micertainty in the exposure, which were here based on 
assumptions, should be calibrated with field data. Thirdly, alternative, perhaps more
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realistic, models than the adopted Poisson process can be introduced in order to simulate 
the occurrence of seismic events.
With regard to the proposed methodology, its efficiency should be improved. 
Moreover, the epistemic uncertainty in the hazard should be modelled in damage and loss 
estimation. Another possible improvement is associated with the consideration of a group 
of buildings instead of a single building assessed in this study. In addition, the loss for 
longer time spans, i.e. the life span of a building, could also be estimated.
The applicability of the procedui e can also be increased if more sources of hazard 
such as landslides, liquefaction, tsunamis are taken into account. Moreover, induced 
damage (i.e. damage due to fire) can also be modelled. Finally, the modelling of the loss in 
contents, the indirect financial loss as well as the direct incorporation of casualty/ injury 
models in exposure modelling will provide fuller information on the consequences of 
seismic events.
Loss estimation methodologies have often had their origin in insurance related 
studies, and have focused to a large extent on interpreting regional hazard models. This 
research has demonstrated the potential of providing higher degree of detail and refinement 
in the other two components, namely vulnerability and exposure, but clearly there is 
significant further work to be done before such frameworks can be widely introduced into 
engineering practice.
[139]
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Appendix A
A .l Taylor Series expansion
The estimation of the first two moments using Taylor series expansion is provided 
in this Appendix. A random variable Z is assumed to be a function of a number of random 
variables for z = 1,2,..., w :
Z = (A.1)
A mean scenario is selected for which:
Pz “  ’ Px2 ’ • • • ’ Fx„ )
Using Taylor series expansion, the variability of Z around the mean is 
approximated as:
i=0
+
A
/=0 _/»0 
1 M n n
dXiâXj + (A.3)
rXf>rxj>Mxk
The expected value of Y is derived using only the first two terms as: 
J?[Z— = y \ X , —U v \~— +
(A.4)
Eq.(A.4) may be transformed in:
e \z - m,]= % e [[x - h, ) ] ^ +
rx>
ÿ z (A.5)
f‘x,>Mxj
Recognising that - £ '[ y J )J  = 0 , Eq.(A.5) is further transformed in the
form:
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^ i=0 J=0 âXidXj (A,6)MxfMxj
(A.7)
However, the second derivative term is zero if function Z is linear, therefore;
E[Z-/Zg] = 0 =>
« p ] = / K )
Similarly, the second order derivative is obtained as a first order 
approximation as follows:
i*0 Sx,
(5=0 )=0
dZ
(A8)
A  ^ thcj
By manipulating Eq.(A.8), the variance is equal to:
Vor[Z] = Yyar[X i\
r Y SZ
i=0 SZ, Ar, y
+ 2 |;2 Q rv a r[A „ X ,],=0 yw+1
SZ
SZ,
SZ (A.9)
If the variables X\ are independent, then the covariance of Eq.(A.9) is zero 
therefore the Var[Zj is:
.2
Var[Z]=^jyar{x;\
(=0
r SZ
rXi^
(A. 10)
A.2 Conditional probability
Two continuous random variables X  and Y are defined. Further the conditional 
probability of the variable Z on X  is defined. Thus, the expected value of Z conditioned on
X  £ '[Z |Z ’] is a random variable of X  For a particular value X=x, i i [ Z | X  = x] is
estimated as:
E [Z ! X  == x] == j z  (z, x)dz (A. 11 )
z
Where fy^j^{z,x) is the conditional density function of Z for a specified x. Similarly, the 
conditional variance of Z for this x Var [Z | X  = :x] is:
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(A. 12)V ar [Z \ X  = x \ ^ E \ { Z - E [ Z » J \ X  = x
=  E \ _ Z ^ \ X  =  x \ - E ' ^ [ Z \ X  =  x ]
The unconditional expected loss A'[Z] is derived in tenns of the average of the
conditional expected Z for X ~ x  { E \ Z \ X  = x \ )  weighted by the probability of X  = x in 
the form:
E[Z] = E [ e [Z\X'W =
= \ e [ Z \ X  = Jc] fy  {x)dx = ( A. 13 )
A'
== J J z fy f fz ,x ) f f fx )d z d x
x z
Where E [E [Z |X ]] is the expected value for all the values of Z andX and (%)
is the probability density function of X  Likewise, the unconditional variance is equal to: 
Fhr[Z] = £ :[z " ]-£ " [Z ] =
= \ [ Va r [Y \ X  = x,] + E ^ { Y \ X  = x , ' \ \ f ^ {x)dx-E^[Z] (A. 14)
A.3 Difference in the variance
In this section, the difference in the variance for the two analytical methods (see 
A. 1 and A.2) is investigated.
The variance is derived from the exact procedure in the form:
Var[7A = | X== x ] [Y\ X  == (x J-E " [z] (A. 15)/•O
Eq.(A. 15) can be expanded in the form: 
Var{Z\=tyar['^\X’-^^Px{y^)■^tp\Z\X=‘x ]p ,,(x )+
f n^E[Z\x)[-pf fx)
\i=0
(A.16)
With further manipulations, the variance of the scenario loss can be simplified in the form:
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Var[Z]=Ÿrat-[Z\x;\p{xyŸP[Z\x]p[x,) +f-0 /=0
-LE^{Z\x]p\x)-2fXS\Z\x^p{xy:[Z\x,]p{x,) =/=o fc*=/+i (A.. 17)
= È M ^I^(]p(^()+È ^"[^i^r]pW (l-p(^/)) +/=0 1=0(1-1 n-2 'g Z E [Z \x]p (xy[Z \x ,\p {x ,)
,=0 i-r+ 1
By considering that ^  ) = 1.0, Bq.(A. 17) can be re-written as;
1=0
F ac[Z ]= 2M Z U ]K ^ ,)+ î;È (l?[Z |* ,]+ l?[Z K ])l’W p W +
M) /=0 k=i+ï
Il 1^1
,oNi=o*=/+i V.A. i o ;
- Z M ^ i 4 ] p M + Z È M ^ i ^ ] - 4 ^ | : ^ ] r X 4 p k )
r=0 ï=0 k=!'i'\
Therefore, the difference AVar^L | in the two methods can be derived as;
^V ar[Z] = ^ V a r [ z | | J>«y)+ £  Z  (e [ Z | x / [ - E [ Z | p [x ,  | im ))p[x^  | im(] +
1=0 r=0 fr=i+l
-X ^ a r [Z  I x , ] y  (x. I %  C ovar[Z  | x,, Z | % J;)(x,)p(xt) =
1=0 ,=0 w + i
n n-1 n , (A. 19)
= |;F a ; '[Z |x ,] /? (x ,.) ( l - /? (x ,) )+ 2 ^ (e [ Z \ x, ] - E [ Z \ x, ] )  p ( x ) p ( x ^ ) +
1=0 1=0 A=i+1
rt-1 «
-2Z Z  M  =
J=0 A-i+1
= E  É  I ^ i] I  ' %] )  + E  É  I ^ , ] - 4 z  I x t ] ) '  p ( x , ) / ? ( x , ) +
1=0 ibajVl j=0 A=/+lnA «
- 2 ^  %  pcr^^,,cx,^,^p{x)p{x,)
1=0 A=f+1
For the extreme case, where = 1.0, then:
AFar[Z] = 0.0 (A.20)
Eq.(A.19) is further explored for the two extreme conditions p=l and p=0. For 
p=l, Eq.(A. 19) can be further manipulated in the form:
AFfl)-[Z] = 1^ ^  (Fa/‘[Z | .X.] +Fflr[Zl X i.]);?(x,)p(x*)+£ ^  (4^:1 .x,] - £ [ Z | .x^ l^f +
f=0 fc=i+l 1=0 Àî=i+-1 /  *  ^ \( ,A .z l)
-2Z  Zi=0 t=i+l
= Z £  - ‘^ 4v.) ' + ( 4 ^ I ^ ] -E [ Z Ix ,]f )/j(xJ/?(x,)>01=0 t=i+l ' '
For p=0, the difference in the variance is:
AVar[Z] = 2  £  1 ^ , ] + i + (4^  14 ] I ^ -])") f(%) > 0 (A. 22)1=0 Jt=f+1 '
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In both extreme conditions, the exact method appears to produce a larger uncertainty than 
the method based on the Taylor expansion.
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Appendix B
B.l Ensemble of ground motions
The main characteristics of the selected ensemble of ground motions used in the 
construction of fragility curves may be observed in Table B. 1 [85].
Table B. 1 Characteristics of the ensemble of ground motions.
Number Earthquake name- Waveform ID Date Magnitude
Epicentral 
Distance (Km)
PGA
(m/s )^
1 South Aegean-584 23/05/1994 6.1 64 0.565
2 Friuli-123 11/09/1976 5.5 15 2.273
3 Montenegro-196 15/04/1979 6.9 25 4.453
4 Valnerina-244 19/09/1979 5.8 39 0.386
5 Erzincan-536 13/03/1992 6.6 65 0.297
6 Frinli-113 11/09/1976 5.3 21 1.701
7 Montenegro-197 15/04/1979 6.9 24 2.880
8 Campano Lucano-295 23/11/1980 6.9 16 1.725
9 Dnrsnnbey-239 18/07/1979 5.3 6 2.824
10 Umbria Marche-595 26/09/1997 5.7 25 0.519
11 Preveza-336 10/03/1981 5.4 28 1.402
12 Potenza-947 05/05/1990 5.8 28 0.944
13 Campano Lncano-291 23/11/1980 6.9 56 0.572
14 South Iceland-6264 17/06/2000 6.5 52 0.692
15 Montenegro-202 15/04/1979 6.9 56 0.572
16 Friuli-120 11/09/1976 5.5 15 0.898
B.2 Kolmogorov-Smirnov (K-S) test
A K-S goodness-of-fit test is perfomied in order to check the fitness of the 
piecewise linear fragility cuives constructed for each ground motion presented in Table B.
2. The lognonnal curve is accepted if [101];
^mox = max P  )| ^  (23)
where F is the value of the cumulative piecewise linear probability for an intensity 
irrij ; ) is the value of the cumulative lognormal probability for the aforementioned
intensity; is the maximum difference as presented in Table B. 2; and is given in
for a particular level of significance; and n is the total number of points of the empirical 
distribution.
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Table B. 2 Maximum difference, D„,as» of the K-S test for the ensemble of ground motions for each 
performance level.
Ground motions Test K-S DmaxCP LS lO
South Aegean-584 0.10 0.19 0.40
Friuli-123 0.12 0.30 0.51
Montenegro-196 0.07 0.16 0.40
Valnerina-244 0.13 0.19 0.37
Erzincan-536 0.13 0.22 0.46'
Friuli-113 0.09 0.19 0.51
Montenegro-197 0.10 0.19 0.38
Campano Lucano-295 0.17 0.19 0.40
Dursiinbey-239 0.21 0.32 0.51
Umbria Marche-595 0.11 0.16 0.49
Preveza-336 0.14 0.26 0.43
Potenza-947 0.11 0.26 0.46
Campano Lucano-291 0.13 0.18 0.43
South Iceland-6264 0.09 0.22 0.44
Montenegro-202 0.17 0.19 0.42
Friuli-120 - 0.12 0.47
Table B. 3 The critical parameter for different levels of significance [141].
Sample
Level of significancea
20% 15% 10% 5% 1%
20 0.23 0.246 0.264 0.294 0.352
B,3 Parameters and correlations of the lognormal fragility curves
The lognoimal mean and lognonnal standard deviation of the lognormal fragility 
curves, for the three perfonnance levels, corresponding to the individual ground motions 
are depicted in Table B.4-5, respectively. From these data, with the exception of Friuli-159 
which is considered an outlier, the coefficient of correlation, obtained in the form
(P =
-  P a ) (C ,  -  P c )
-  «=i -  ) are presented in Table B.6.
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B.4 Data for V pL,t=i for NI and D scheme
Table B. 7 Differences occurring from the estimation of the performance level probability for the 
lognormal fragilities corresponding to the individual ground motions normalised by the D 
scheme for the three performance levels.
CP L S 10
Ground motions Difference Ground motions Difference Ground motions Difference
South Aegean-584 0% Dursunbey-239 0% Friuli-123 1%
Friuli-123 1% Preveza-336 3% Dursunbey-239 1%
Montenegro-196 3% Friuli-123 4% Friuli-113 3%
Valnerina-244 4% Montenegro-202 7% Montenegro-197 3%
Erzincan-536 4% Montenegro-197 11% Umbria Marche-595 5%
FriuU-113 5% Campano Lucano-291 11% Preveza-336 7%
Montenegro-197 7% Valnerina-244 12% Valnerina-244 10%
Campano Lucano-295 7% South Aegean-584 12% Potenza-947 11%
Dursunbey-239 8% Montenegro-196 16% Friuli-120 12%
Umbria Marche-595 8% Campano Lucano-295 17% Montenegro-202 12%
Preveza-336 8% Umbria Marche-595 21% Erzincan-536 13%
Potenza-947 10% Friuli-113 25% South Iceland-6264 16%
Campano Lucano-291 11% Erzincan-536 25% Campano Lucano-291 16%
South Iceland-6264 30% South Iceland-6264 29% Montenegro-196 19%
Montenegro-202 33% Friuli-120 34% South Aegean-584 19%
- - Potenza-947 78% Campano Lucano-295 19%
[161]
Appendix C
Table C.l Main parameters expressing the aleatoiy uncertainty in the vulnerability and exposure.
Aleatory uncertainty
Parameter Mean Standarddeviation Distribution Comment
Vulnerability
P{DS>ds , \S„) 0.89 0.130
Lognormal ‘case rP(DS>ds^\S„) 1.75 0.240
P { DS^cb , \S„) 2.31 0.230
P{DS>ds^\S„) 0.91 0.196
Multi-linear,
Lognonnal ‘case 2’P( DSidsP\S„) 1.70 0.225
P{DS>ds^ \S^) 2.30 0.240
Exposure
P{L > 11 ds,) 5.4E-02 3.75E-02
Truncated Normal
Loss for non-structural 
components of a college.
The mean values are 
taken from HAZUS [68]. 
The standard deviations 
and the distributions are 
assumptions made for the 
needs of this study.
P( L>1\  ds^) 2.4E-01 1.67E-01
P{L>l \ds^) 6.4E-01 4.47E-01
P{L>l\ds^) 6.5E-03 4.55E-03
Truncated Normal Loss for structural components of a college.P ( L > l \ d s ^ 3.3E-02 2.31E-02
P{L>l\ds.^) 8.3E-02 5.78E-02
P{L>l \ds , ) 5.9E-02 3.25E-02
Lognormal Loss for non-structural components of a college.P(L>l \ds2) 2.6E-01 1.45E-01
f  (2  >  11 ds^ 7.1E-01 3.88E-01
P{L>l \ds , ) 7.2E-03 3.95E-03
Lognormal Loss for non-structural components of a college.P{L>l \ds2) 3.7E-02 2.00E-02
P{L>l \ds^) 9.1E-02 5.01E-02
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Aleatory uncertainty (continued...)
Parameter Mean Standarddeviation Distribution Comment
Exposure
P{L>l \ds , ) 4.3E-02 2.98E-02
Truncated Normal
Loss for non-structural 
components of retail 
building.
P{L>l \ds2) 1.7E-01 1.18E-01
P{L>l \ds^) 4.9E-01 3.41E-01
P[L>l\ds^) 1.8E-02 1.23E-02
Truncated Normal
Loss for structural 
components of retail 
building.
P{L> l\ds2) 8.8E-02 6.16E-02
P{L>l \ds^) 2.2E-01 1.55E-01
P{L>l\dSi ) 5.2E-02 3.61E-02
Truncated Normal
Loss for non-structural 
components of multi 
family dwelling 
building.
Pi L>l \ ds2) 2.2E-01 1.51E-01
P{L>l \ds^) 6.0E-01 4.22E-01
P{L>l\dSi ) 8.5E-03 5.95E-03
Truncated Normal
Loss for structural 
components of multi­
family dwelling 
building.
P{L>l \ds2) 4.2E-02 2.91E-02
P(L>l \ds^ ) l.OE-01 7.28E-02
Table C. 2 Main parameters which expressed the epistemic uncertainty in the vulnerability.
Epistemic uncertainty
Parameter Mean Standarddeviation Distribution Comment
Vulnerability (‘case 1’)
0.89 0.176 Normal
Fitted to available 
data 
for ‘case 1’
0.13 0.054
1.75 0.202
Normal
f a 0.24 0.071
2.31 0.244
Normal
f a 0.23 0.055
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