A "spurious regression" is one in which the time-series variables are non-stationary and independent. It is well-known that in this context the OLS parameter estimates and the R 2 converge to functionals of Brownian motions; the "t-ratios" diverge in distribution; and the Durbin-Watson statistic converges in probability to zero. We derive corresponding results for some common tests for the Normality and homoskedasticity of the errors in a spurious regression.
INTRODUCTION
Testing and allowing for non-stationary time-series data has been one of the major themes in econometrics over the past quarter-century or so. In their influential and relatively early contribution, Granger and Newbold (1974) drew our attention to some of the likely consequences of estimating a "spurious regression" model. They argued that the "levels" of many economic timeseries are integrated or nearly so, and that if such data are used in a regression model a high R 2 -value is likely to be found even when the series are independent of each other. They also illustrated that the regression residuals are likely to be autocorrelated, as evidenced by a very low value for the Durbin-Watson (DW) statistic. Students of econometrics soon, rather simplistically, equated a "spurious regression" with one in which R 2 > DW. Granger and Newbold (1977) and Plosser and Schwert (1978) added to our awareness and understanding of spurious regressions, but it was Phillips (1986) who provided a formal analytical explanation for the behaviour of the Ordinary Least Squares (OLS) coefficient estimator, the associated t-statistics and F-statistic, and the R 2 and DW statistics in such models. Phillips (1986) developed a sophisticated asymptotic theory that he used to prove that in a spurious regression, inter alia, the DW statistic converges in probability to zero, the OLS parameter estimators and R 2 converge weakly to non-standard limiting distributions, and the t-ratios and Fstatistic diverge in distribution as ∞ ↑ T . Phillips "solved" the spurious regression problem, and proved that the unfortunate consequences of modelling with integrated data cannot be eliminated by increasing the sample size. This paper uses Phillips' asymptotic theory to demonstrate that the pitfalls of estimating a spurious regression extend to the application of standard diagnostic tests for the normality or homoskedasticity of the model's error term. We prove that the associated test statistics diverge in distribution as the sample size grows, so that one is led inevitably to the false conclusion that there is a "problem" with the usual assumptions about the error term. In fact, the real "problem" is a failure to take account of the non-stationarity of the data when specifying the model.
The positive aspect of these results is that they provide us with an extended basis for detecting that we are unwittingly trying to estimate a spurious regression model.
3
The next section establishes some of the basic asymptotic results that we use in the later analysis.
Section 3 establishes and illustrates the asymptotic behaviour of a well-known omnibus test for normality proposed by Bowman and Shenton (1975) , and justified as a Lagrange multiplier test by Jarque and Bera (1987) . Two simple variants of the homoskedasticity tests proposed by Breusch and Pagan (1980) and Godfrey (1988) are examined in a similar way in section 4; and some concluding remarks are given in section 5.
SOME BASIC ASYMPTOTIC RESULTS
For our purposes, it is sufficient to consider the simple univariate regression model, estimated by Ordinary Least Squares (OLS):
The regression is "spurious" because both the dependent variable and the regressor follow independent I(1) processes:
with v t and w t independent for all t, and (without loss of generality) 0
. In fact [Phillips (1986, p.313 
and
where ⇒ denotes weak convergence of the associated probability measures as ∞ ↑ T , and W(r) and V(r) are independent Wiener processes on C[0,1], the space of all real-valued functions on [0,1].
Using the same approach as Phillips it is also readily shown that
From Phillips (1986, p.315) we also know that
where
ASYMPTOTIC BEHAVIOUR OF AN OMNIBUS TEST FOR NORMALITY
Omnibus tests for departures from normality, based on the standardized third and fourth sample moments, have a long tradition dating back at least to Geary (1947a Geary ( , 1947b . Classic contributions include those of D' Agostino and Pearson (1973) and Bowman and Shenton (1975) . Jarque and Bera (1980) proposed a Lagrange multiplier test for normality of the errors in a regression model, and subsequently [Jarque and Bera (1987) ] proved that their test is identical to the omnibus test of Bowman and Shenton (1975 
If the model includes an intercept, then of course 0 = u , and for a regression model with stationary data, the limiting null distribution of OM is 2 2
χ . However, in the case of a spurious regression the situation is fundamentally different.
Theorem 1
When applied to the spurious regression model (1), ) (
and so OM itself diverges at the rate "T".
Proof
From Phillips (1986, pp. 330-331) :
So, by the Continuous Mapping Theorem [e.g., Billingsley (1968, pp. 30-31) 
and 
. (20) the Appendix, we see that the quantity
) converges weakly as ∞ ↑ T . Finally, using this result and (19) (with k = 3), and applying the Continuous Mapping Theorem to the terms in (13), we see that m 3 converges weakly with increasing "T".
Second, consider m 4 in (14), and note that
. (21) Again, applying the Continuous Mapping Theorem to (21), and using results (18) and (A.5) -(A.9) from the Appendix, the quantity
) converges weakly as ∞ ↑ T . Finally, using this result and (19) (with k = 4), and applying the Continuous Mapping Theorem to the terms in (13), we see that m 4 converges weakly with increasing "T". Finally, it follows immediately from (12) that T -1 OM converges weakly, so OM diverges at the rate "T" as
The implication of this result is analogous to that associated with Phillips' (1986, pp. 333-334) result that (T ×DW) converges weakly in the case of a spurious regression, and hence DW itself has a zero probability limit as ∞ ↑ T . That is, testing for serial independence or for normality in the errors of a spurious regression will always lead to a rejection of the associated null hypotheses, for large enough T, whether these hypotheses are false or true. If a spurious regression is inadvertently estimated, these results may provide an ex post signal to this effect. It should also be noted that the result in Theorem 1 is independent of the initial values and distributions of v t and w t in (2) and (3). In particular, these random errors need not be normally distributed. generated as standard normal, uniform (0,1), the inverse of standard normal, and log-normal independent random variables. The simulations were conducted using the SHAZAM (2001) econometrics package.
ASYMPTOTIC BEHAVIOUR OF THE BREUSCH-PAGAN-GODFREY TEST FOR HOMOSKEDASTICITY
As is well known, many of the familiar tests for the homoskedasticity of regression errors can be formulated as Lagrange multiplier (LM) tests. For example, see Breusch and Pagan (1980) and Godfrey (1988) . One simple example of the Breusch-Pagan-Godfrey (BPG) test involves an alternative hypothesis in which the regression error's variance is proportional to a linear combination of the regressors. For the simple regression model, the implementation of the test involves obtaining the OLS residuals, t u ) , from (1), and then fitting the following auxiliary regression:
Let a ) and b ) be the OLS estimators of a and b, and as before let
) . Then the coefficient of determination associated with the estimation of (31) can be expressed as:
and an LM test of the homoskedasticity of the errors in (1) can be constructed using (TR 2 ). For this model, if the variables in (1) were stationary then the test statistic would converge in distribution to 2 1 χ if the null hypothesis were true. As is discussed by Godfrey (1988, Chap. 4) and Greene (2000, pp.509-510) , an asymptotically equivalent LM test can be based on the statistic (SSR / 2), where "SSR" denotes the "regression" ("explained") sum of the squares from OLS estimation of the model
In the case of a spurious regression, these two test statistics no longer converge in distribution to 2 1 χ under the null of homoskedasticity. As was the case for the OM test for normality of the errors, the statistics for both the (TR 2 ) and (SSR / 2) variants of the LM test diverge in distribution as
as we now show.
Theorem 2
When applied to the spurious regression model (1), R 2 defined in (24) converges weakly as ∞ ↑ T , and so TR 2 diverges at the rate "T".
Proof
We can write (24) as
First, note that
Now, note that
and so using (17) - (19), (21) and results (A.5) -(A.9) from the Appendix, the expression in (28) converges weakly as ∞ ↑ T , by the Continuous Mapping Theorem.
Further, we can write
and by using (18), (A.1), (A.3) and (A.4), the expression in (27) also converges weakly as ∞ ↑ T .
Finally, using (8), (28) and (29), the Continuous Mapping Theorem ensures the weak convergence of 9 R 2 in (27). Accordingly, (TR 2 ) diverges at the rate "T" as ∞ ↑ T . ▄
Theorem 3
When applied to the spurious regression model (1), the statistic (T -1 SSR) converges weakly as
, and so the LM test statistic (SSR / 2) diverges at the rate "T".
Proof
We can write
where ' b ) is the OLS estimator of ' b in (24) . Noting that the sample mean of the dependent variable in (24) is unity, we have
and so 
So, using results (8), (17) and (29), it follows by the Continuous Mapping Theorem that (SSR / 2) itself diverges at the rate "T" as
From Theorems 2 and 3, we see that however it is formulated, the BPG test will increasingly "discover" hetereoskedasticity if we unwittingly apply it in the context of a spurious regression.
Recall from section 2 that v t and w t need not be homoskedastic for our various asymptotic results to hold. So, regardless of whether the null hypothesis under test here is true or false, it will be rejected with increasing probability as the sample size grows. This is illustrated in Tables 2 and 3 for the case where the null hypothesis is true, and a nominal 10% significance level (based on the asymptotic 2 1 χ distribution that would apply for stationary data) is used. The experimental design is the same as in section 3 above. The rates of divergence of the two test statistics, and the commensurate size distortions for the LM tests, can be seen in these tables for various distributions for the errors. Except for the (SSR / 2) version of the test, with T = 10 and either normal or uniform errors, there is positive size distortion. As the sample size grows, applying the BPG test in the context of a spurious regression leads one to increasingly come to the wrong conclusion that the errors are heteroskedastic.
Although this point has been illustrated here with a very simple alternative hypothesis (namely that the variance of the regression errors is proportional to the sole regressor), it is clear that the same basic result also applies to more general variants of the BPG test in which the error variance is proportional to some linear combination of variables under the alternative hypothesis. These results also apply to either the (SSR / 2) or (TR 2 ) versions of White's (1980) test for homoskedasticity against an arbitrary heteroskedastic alternative, and to other similar tests.
CONCLUSIONS
Many of the basic pitfalls associated with the use of non-stationary data in regression analysis have been well documented. In particular, Phillips (1986) exposed the underlying reasons for several observed empirical features of "spurious regressions". Among other things, he showed that the standard t-test and F-test statistics diverge as ∞ ↑ T , and the Durbin-Watson statistic converges to zero in probability. Thus, each of the associated null hypotheses will be rejected with increasing probability as the sample size grows, even though in fact they are actually true. This paper follows this theme and extends these results by considering what will be encountered by an applied researcher who (wisely) undertakes some other common types of regression diagnostic testing, but (unwittingly) does so in the context of a spurious regression model.
Clearly, we should test the data for stationarity (and possible cointegration) before estimating a timeseries regression. However, the low power of unit root tests, and their sensitivity to structural breaks in the data, are well known. Accordingly, in practice there is a real risk that a spurious relationship 11 involving non-stationary data will be fitted. A high value for the coefficient of determination, in conjunction with a small value for the Durbin-Watson statistic provides a signal that this has occurred. We have shown that additional such signals emerge when, at the same time, standard tests for the normality and homoskedasticity of the model's error term also lead to clear rejections of these hypotheses.
As the sample size grows, these diagnostic tests will increasingly reject the null hypotheses, as a matter of course. To then conclude that the model needs to be reformulated in order to deal with discovered "problems" associated with the error term would be as spurious as the estimation of the original model itself. Although our formal proofs are set in the context of a simple regression model, it is clear from Phillips (1986, pp.319-322 ) that they extend directly to the multiple regression model.
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Then, repeatedly applying result (6) in section 2 (with k = 1, 2, 3), and appealing to the Continuous Mapping Theorem, we obtain:
Similarly, the repeated application of result (7) in section 2 yields: 
Then, by the Continuous Mapping Theorem, using definition (11) and results (4), (5), (10) in section 2, and generalizing the last of these three results in a natural manner, we get: x variables in the derivation of (A.3) above, we get: Then, using the Continuous Mapping Theorem, result (7) from section 2 repeatedly, and gathering terms, we get: By the Continuous Mapping Theorem, using definition (11) and results (6), (7) and (10) 
