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HODGE POLYNOMIALS OF THE MODULI SPACES OF PAIRS
V. MUN˜OZ, D. ORTEGA, AND M.J. VA´ZQUEZ-GALLO
Abstract. Let X be a smooth projective curve of genus g ≥ 2 over the complex numbers.
A holomorphic pair on X is a couple (E,φ), where E is a holomorphic bundle over X of rank
n and degree d, and φ ∈ H0(E) is a holomorphic section. In this paper, we determine the
Hodge polynomials of the moduli spaces of rank 2 pairs, using the theory of mixed Hodge
structures. We also deal with the case in which E has fixed determinant.
1. Introduction
Let X be a smooth projective curve of genus g ≥ 2 over the field of complex numbers.
Let M(n, d) be the moduli space of polystable vector bundles over X of rank n and degree
d. Similarly, we denote by M(n,Λ) the moduli space of polystable vector bundles of rank n
and determinant isomorphic to a fixed line bundle Λ of degree d on X. In [11] Desale and
Ramanan gave an inductive method to determine the Betti numbers of M(n,Λ) for n and d
coprime. Later, Earl and Kirwan [12] extended the method to determine the Hodge numbers
of M(n, d) and M(n,Λ), for n and d coprime.
A holomorphic pair on X consists of a couple (E,φ), where E is a holomorphic bundle
over X of rank n and degree d, and φ ∈ H0(E) is a non-zero holomorphic section. There is
a concept of stability for a pair which depends on the choice of a parameter τ ∈ R. Denote
by Mτ (n, d) the moduli space of τ -polystable holomorphic pairs, and Mτ (n,Λ) the moduli
space of τ -polystable holomorphic pairs (E,φ), where the determinant of E is isomorphic to
a fixed line bundle Λ of degree d on X. These moduli spaces, studied in [2, 3, 13], are smooth
for any rank n at τ -stable points.
In [19] Thaddeus studied how the moduli spaces Mτ (2,Λ) change when varying the pa-
rameter τ . The range of the parameter τ is an interval J ⊂ R split by a finite number of
critical values τc in such a way that, when τ moves without crossing a critical value, Mτ (2,Λ)
remains unchanged. When τ crosses a critical value, Mτ (2,Λ) undergoes a flip (in the sense
of Mori theory), consisting of blowing-up an embedded subvariety and then blowing-down
the exceptional divisor in a different way. The study of this process is what allows us to
obtain information on the topology of all moduli spaces Mτ (2,Λ), for any τ , once one knows
such information for one particular Mτ (2,Λ) (usually the one corresponding to the mini-
mum or maximum possible value of the parameter). This was used in [19] to compute the
Poincare´ polynomial (i.e., the Betti numbers) of Mτ (2,Λ). The argument requires an explicit
construction of the blow-up and blow-down centers of the flips, as well as the corresponding
normal bundles.
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In this paper, we determine the Hodge polynomials (i.e., the Hodge numbers) of the moduli
spaces Mτ (2, d) and Mτ (2,Λ) without describing these blow-ups and blow-downs. We use
the theory of mixed Hodge structures introduced by Deligne [8].
In order to set up the theory in a more general framework, we work with triples instead
of pairs. A holomorphic triple T = (E1, E2, φ) on X consists of two holomorphic vector
bundles E1 and E2 over X (of ranks n1 and n2, and degrees d1 and d2, respectively) and a
holomorphic map φ : E2 → E1. There is a concept of stability for a triple which depends,
as for pairs, on the choice of a parameter σ ∈ R. This gives a collection of moduli spaces
Nσ(n1, n2, d1, d2), which have been studied in [4, 5, 14]. Again, the range of the parameter
σ is an interval I ⊂ R split by a finite number of critical values. The moduli spaces change
when we cross a critical value by the removal of a subvariety and the insertion of a new
subvariety. By analogy with the situation of pairs, we call this process a flip, although it
does not consist of a blow-up and a blow-down in general. The subvarieties that are removed
and inserted are called the flip loci.
When the rank of E2 is one, we recover the moduli spaces of pairs. More precisely, there
is an isomorphism
Nσ(2, 1, d1, d2) ∼= Mτ (2, d1 − 2d2)× Jac
d2X,
where τ and σ are related by τ = 13(σ + d1 − 2d2).
Our main result is the following:
Theorem 1.1. Let X be a smooth projective curve of genus g ≥ 2. Let τ ∈ J be a non-
critical value for the moduli space Mτ (2, d). Then Mτ (2, d) is a smooth projective variety
with Hodge polynomial
e(Mτ (2, d)) = coeff
x0
[
(1 + u)g(1 + v)g(1 + ux)g(1 + vx)g
(1− uv)(1 − x)(1− uvx)xd−1−[τ ]
(
(uv)d−1−[τ ]
1− (uv)−1x
−
(uv)g+1−d+2[τ ]
1− (uv)2x
)]
.
For a fixed line bundle Λ on X of degree d and non-critical value τ ∈ J , the moduli space
Mτ (2,Λ) is a smooth projective variety with Hodge polynomial
e(Mτ (2,Λ)) = coeff
x0
[
(1 + ux)g(1 + vx)g
(1− uv)(1 − x)(1− uvx)xd−1−[τ ]
(
(uv)d−1−[τ ]
1− (uv)−1x
−
(uv)g+1−d+2[τ ]
1− (uv)2x
)]
.
In Section 2 we review the basics of Hodge-Deligne theory. Sections 3 and 4 recall standard
results on σ-stable triples used throughout the paper and give the description of the flip loci.
We particularize to triples of rank (n1, n2) = (2, 1) in Section 5. In Section 6 we perform
the computation of the Hodge polynomials of the moduli spaces of triples of ranks (2, 1) and
give a proof of Theorem 1.1. For completeness, Section 7 deals with triples of rank (1, 2).
Finally, in Section 8, we use the Hodge polynomial of the moduli spaces of triples to recover
the (already known) Hodge polynomial of the moduli space of rank 2 stable vector bundles
of odd degree.
Acknowledgements: First author would like to thank Peter Gothen and Marina Logares
for discussions. We are grateful to the referee for a careful reading of the manuscript.
2. Hodge Polynomials
Let us start by recalling the Hodge-Deligne theory of algebraic varieties over C. Let H
be a finite-dimensional complex vector space. A pure Hodge structure of weight k on H is a
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decomposition
H =
⊕
p+q=k
Hp,q
such that Hq,p = Hp,q, the bar denoting complex conjugation in H. (A Hodge structure is
usually defined over the field of the rational numbers, meaning that we have a vector space
H over Q whose complexification HC = H ⊗ C is endowed with a Hodge decomposition
as above. Since we shall not need this, we limit ourselves to using Hodge structures over
C.) The k-dimensional cohomology Hk(Z) of a compact Ka¨hler manifold Z (in particular
an algebraic smooth projective variety) has a natural Hodge structure of weight k (here we
denote Hk(Z) for the cohomology with complex coefficients, although the result also holds
for the cohomology with rational coefficients). We denote
hp,q(Z) = dimHp,q ,
which is called the Hogde number of type (p, q). A Hodge structure of weight k on H gives
rise to the so-called Hodge filtration F on H, where
F p =
⊕
s≥p
Hs,k−s ,
which is a descending filtration. Note that GrpF H = F
p/F p+1 = Hp,q.
Let H be a complex vector space. A (mixed) Hodge structure over H consists of an
ascending weight filtration W on H and a descending Hodge filtration F on H such that F
induces a pure Hodge filtration of weight k on each GrWk H =Wk/Wk−1. Again we define
hp,q(H) = dim Hp,q , where Hp,q = GrpF Gr
W
p+qH .
A morphism between two Hodge structures H, H ′ is a linear map f : H → H ′ compatible
with both the weight and Hodge filtrations. The most relevant fact is that morphisms of
Hodge structures are strictly compatible with the filtrations W and F (see [8]). From this it
follows that the functor H 7→ Hp,q is exact.
Deligne has shown [8] that, for each complex algebraic variety Z, the cohomology Hk(Z)
carries a natural Hodge structure, with weight filtration W and Hodge filtration F , which
coincides with the classical (pure) Hodge structure when Z is a smooth projective variety.
The associated graded objects of these filtrations are denoted GrW and GrF , respectively.
We define the following Euler characteristics, by using these filtrations:
χp,q(Z) =
∑
k
(−1)k dimGrpF Gr
W
p+qH
k(Z).
The cohomology groups with compact support Hkc (Z) also carry a natural mixed Hodge
structure [8], which allows one to define χcp,q, using H
k
c (Z) instead of H
k(Z). If Z is smooth
of dimension n, then Poincare´ duality implies that
χcp,q(Z) = χn−p,n−q(Z).
Definition 2.1. For any complex algebraic variety Z (not necessarily smooth, compact or
irreducible), we define its Hodge polynomial [10] as
e(Z) = e(Z)(u, v) =
∑
p,q
(−1)p+qχcp,q(Z)u
pvq .
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Note that if Z is smooth and projective then the mixed Hodge structure on Hkc (Z) is
pure of weight k. This means that GrWk H
k
c (Z) = H
k
c (Z) = H
k(Z) and the other pieces
GrWm H
k
c (Z) = 0, m 6= k. So
χp,q(Z) = χ
c
p,q(Z) = (−1)
p+qhp,q(Z),
where hp,q(Z) is the usual Hodge number of Z. In this case,
e(Z)(u, v) =
∑
p,q
hp,q(Z)upvq
is the (usual) Hodge polynomial of Z. Note that in this case, the Poincare´ polynomial of Z
is
Pt(Z) =
∑
k
bk(Z)tk =
∑
k

 ∑
p+q=k
hp,q(Z)

 tk = e(Z)(t, t).
where bk(Z) is the k-th Betti number of Z.
The following result is a slight extension of that of [9].
Theorem 2.2. Let Z be a complex algebraic variety. Suppose that Z is a finite disjoint
union Z = Z1 ⊔ · · · ⊔ Zn, where the Zi are algebraic subvarieties. Then
χcp,q(Z) =
∑
i
χcp,q(Zi).
Equivalently, e(Z) =
∑
i e(Zi).
Proof: It is enough to see that for a complex quasi-projective variety Z, a closed subvariety
Y of Z and U = Z − Y , we have
e(Z) = e(Y ) + e(U).
To see this, consider the long exact sequence
. . .→ Hkc (U)→ H
k
c (Z)→ H
k
c (Y )→ H
k+1
c (U)→ . . .
of cohomology groups with compact supports. The maps in this exact sequence are compa-
tible with the weight and Hodge filtrations. The induced sequence on the (p, q)-pieces of the
Hodge decomposition remains exact for all p, q:
. . .→ GrpF Gr
W
p+qH
k
c (U)→ Gr
p
F Gr
W
p+qH
k
c (Z)→ Gr
p
F Gr
W
p+qH
k
c (Y )→ Gr
p
F Gr
W
p+qH
k+1
c (U)→ . . .
This means that the Euler characteristics χcp,q satisfy
χcp,q(Z) = χ
c
p,q(Y ) + χ
c
p,q(U),
from where e(Z) = e(Y ) + e(U) follows. 2
Let us give a collection of simple examples:
• Let Z = Pn, then e(Z) = 1 + uv + (uv)2 + · · ·+ (uv)n = (1− (uv)n+1)/(1− uv). For
future reference, we shall denote
en := e(P
n−1) = e(P(Cn)) =
1− (uv)n
1− uv
. (2.1)
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• Let JacdX be the Jacobian of (any) degree d of a (smooth, projective) complex curve
X of genus g. Then
e(JacdX) = (1 + u)g(1 + v)g. (2.2)
• Let X be a curve (smooth, projective) complex curve of genus g, and k ≥ 1. The
Hodge polynomial of the symmetric product SymkX is computed in [6],
e(SymkX) = coeff
x0
(1 + ux)g(1 + vx)g
(1− x)(1 − uvx)xk
. (2.3)
Lemma 2.3. Suppose that π : Z → Y is an algebraic fiber bundle with fiber F which is
locally trivial in the Zariski topology, then e(Z) = e(F ) e(Y ). (In particular this is true for
Z = F × Y .)
Proof: First we need to see that e(F × Y ) = e(F ) e(Y ). Using Theorem 2.2, we see that
it is enough to see it for quasi-projective smooth varieties F and Y . We may prove it by
induction on the dimension of F ×Y . First, if both F and Y are smooth and projective, then
e(F × Y ) = e(F ) e(Y ) by usual Hodge theory. Second, assume that F is smooth projective
and Y is smooth quasi-projective. Then write Y = Y1 − Y2, where Y1 is a smooth projective
variety and Y2 ⊂ Y1 is a smaller dimensional subvariety (this is possible by Hironaka’s
result on embedded resolution of singularities). Then e(F × Y ) = e(F × Y1) − e(F × Y2) =
e(F )e(Y1)− e(F )e(Y2) = e(F )(e(Y1)− e(Y2)) = e(F )e(Y ). The general case, when F and Y
are both smooth quasi-projective, now follows from the previous case by writing F = F1−F2,
with F1 smooth projective variety and F2 ⊂ F1 a smaller dimensional subvariety.
Decompose Y = Y1 ⊔ · · · ⊔ Yn into a finite union of disjoint locally closed subvarieties
such that Zi = π
−1(Yi) ∼= F × Yi (using the local triviality in the Zariski topology). Then
e(Z) =
∑
e(Zi) =
∑
e(F )e(Yi) = e(F )e(Y ). 2
Remark 2.4. Consider the abelian group Var generated by all algebraic varieties subject to
the following equivalence relation: if Z = Z1 ⊔ Z2, then set [Z] = [Z1] + [Z2]. The cartesian
product of varieties yields an algebra structure for Var. For instance, for a (locally trivial
in the Zariski topology) bundle Z → Y with fiber F , we have [Z] = [F ] · [Y ]. The Hodge
polynomial [Z] 7→ e(Z) gives a morphism (of algebras) from Var to Z[u, v].
3. Moduli spaces of triples
Let X be a smooth projective curve over the complex numbers of genus g ≥ 2. A holo-
morphic triple T = (E1, E2, φ) on X consists of two holomorphic vector bundles E1 and E2
over X, of ranks n1 and n2 and degrees d1 and d2, respectively, and a holomorphic map
φ : E2 → E1. We refer to (n1, n2, d1, d2) as the type of T , to (n1, n2) as the rank of T , and to
(d1, d2) as the degree of T .
A homomorphism from T ′ = (E′1, E
′
2, φ
′) to T = (E1, E2, φ) is a commutative diagram
E′2
φ′
−−−−→ E′1y y
E2
φ
−−−−→ E1,
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where the vertical arrows are homomorphisms. A triple T ′ = (E′1, E
′
2, φ
′) is a subtriple of
T = (E1, E2, φ) if E
′
1 ⊂ E1 and E
′
2 ⊂ E2 are subbundles, φ(E
′
2) ⊂ E
′
1 and φ
′ = φ|E′
2
. A
subtriple T ′ ⊂ T is called proper if T ′ 6= 0 and T ′ 6= T . The quotient triple T ′′ = T/T ′ is
given by E′′1 = E1/E
′
1, E
′′
2 = E2/E
′
2 and φ
′′ : E′′2 → E
′′
1 being the map induced by φ. We
usually denote by (n′1, n
′
2, d
′
1, d
′
2) and (n
′′
1 , n
′′
2, d
′′
1 , d
′′
2), the types of the subtriple T
′ and the
quotient triple T ′′.
Definition 3.1. For any σ ∈ R the σ-slope of T is defined by
µσ(T ) =
d1 + d2
n1 + n2
+ σ
n2
n1 + n2
.
To shorten the notation, we define the µ-slope and λ-slope of the triple T as µ = µ(E1⊕E2) =
d1+d2
n1+n2
and λ = n2n1+n2 , so that µσ(T ) = µ+ σλ.
Remark 3.2. For any triple T = (E1, E2, φ), if T
′ = (E′1, E
′
2, φ
′) ⊂ T is a proper subtriple
and T ′′ = T/T ′ is the corresponding quotient, then only one of the following situations is
possible:
(1) µσ(T ) = µσ(T
′) = µσ(T
′′) ;
(2) µσ(T
′) < µσ(T ) < µσ(T
′′) ;
(3) µσ(T
′) > µσ(T ) > µσ(T
′′) .
In fact, letting t =
n′
1
+n′
2
n1+n2
∈ (0, 1), the next equality holds
µσ(T ) = t · µσ(T
′) + (1− t) · µσ(T
′′)
Also note the following equality of λ-slopes
λ = t · λ′ + (1− t) · λ′′ , (3.1)
where λ, λ′ and λ′′ are the λ-slopes of T , T ′ and T ′′, respectively.
Definition 3.3. We say that a triple T = (E1, E2, φ) is σ-stable if
µσ(T
′) < µσ(T ) (equivalently µσ(T/T
′) > µσ(T ) ),
for any proper subtriple T ′ = (E′1, E
′
2, φ
′). We define σ-semistability by replacing the above
strict inequality with a weak inequality. A triple is called σ-polystable if it is the direct sum
of σ-stable triples of the same σ-slope. It is σ-unstable if it is not σ-semistable, and strictly
σ-semistable if it is σ-semistable but not σ-stable. A σ-destabilizing subtriple T ′ ⊂ T is a
proper subtriple satisfying µσ(T
′) ≥ µσ(T ).
We denote by
Nσ = Nσ(n1, n2, d1, d2)
the moduli space of σ-polystable triples T = (E1, E2, φ) of type (n1, n2, d1, d2), and drop
the type from the notation when it is clear from the context. This moduli space is con-
structed in [4] by using dimensional reduction. A direct construction is given by Schmitt
[18] using geometric invariant theory. The subspace of σ-stable triples is denoted by N sσ =
N sσ(n1, n2, d1, d2).
Given a triple T = (E1, E2, φ) one has the dual triple T
∗ = (E∗2 , E
∗
1 , φ
∗), where E∗i is the
dual of Ei and φ
∗ is the transpose of φ. The following is not difficult to prove.
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Proposition 3.4. [4, Proposition 3.16] The σ-(semi)stability of T is equivalent to the σ-
(semi)stability of T ∗. The map T 7→ T ∗ defines an isomorphism
Nσ(n1, n2, d1, d2) ∼= Nσ(n2, n1,−d2,−d1) .
2
This can be used to restrict our study to n1 ≥ n2 and appeal to duality for n1 < n2.
The particular case where n1 = 0 or n2 = 0 reduces to the case of bundles. Let M(n, d)
denote the moduli space of polystable vector bundles of rank n and degree d over X. This
moduli space is projective. We also denote by M s(n, d) the open subset of stable bundles,
which is smooth of dimension n2(g − 1) + 1. If gcd(n, d) = 1, then M(n, d) =M s(n, d).
Lemma 3.5. There are isomorphisms Nσ(n, 0, d, 0) ∼=M(n, d) and N
s
σ(n, 0, d, 0)
∼=M s(n, d),
for all σ ∈ R. In particular, Nσ(1, 0, d, 0) = N
s
σ(1, 0, d, 0)
∼= JacdX, for any σ ∈ R.
There are certain necessary conditions in order for σ-semistable triples to exist. Let µi =
µ(Ei) = di/ni stand for the slope of Ei, for i = 1, 2. We write
σm =µ1 − µ2 ,
σM =
(
1 +
n1 + n2
|n1 − n2|
)
(µ1 − µ2) , if n1 6= n2 .
Proposition 3.6. [5] The moduli space Nσ(n1, n2, d1, d2) is a complex projective variety. A
necessary condition for Nσ(n1, n2, d1, d2) to be non-empty is
0 ≤ σm ≤ σ ≤ σM , if n1 6= n2 , n1 6= 0 , n2 6= 0 ,
0 ≤ σm ≤ σ, if n1 = n2 6= 0 .
We shall denote by I ⊂ R the following interval
I =


[σm, σM ], if n1 6= n2, n1 6= 0, n2 6= 0,
[σm,∞), if n1 = n2 6= 0,
R, if n1 = 0 or n2 = 0.
To study the dependence of the moduli spaces Nσ on the parameter, we need to introduce
the concept of critical value.
Proposition 3.7. Let σ0 ∈ I and let T = (E1, E2, φ) ∈ Nσ0(n1, n2, d1, d2) be a strictly
σ0-semistable triple. Then one of the following conditions holds:
(1) For all σ0-destabilizing subtriples T
′ = (E′1, E
′
2, φ
′), we have λ′ =
n′2
n′1 + n
′
2
= λ =
n2
n1 + n2
. Then T is strictly σ-semistable for σ ∈ (σ0 − ε, σ0 + ε), for some small
ε > 0.
(2) There exists a σ0-destabilizing subtriple T
′ = (E′1, E
′
2, φ
′) with λ′ =
n′2
n′1 + n
′
2
6= λ =
n2
n1 + n2
. Then either:
(i) λ′ > λ. Then for any σ > σ0, T is σ-unstable.
(ii) λ′ < λ. Then for any σ < σ0, T is σ-unstable.
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Conversely, if T is a triple such that it is σ-semistable for σ < σ0 and σ-unstable for σ > σ0
(resp. σ-semistable for σ > σ0 and σ-unstable for σ < σ0) then T is strictly σ0-semistable
and Case (i) (resp. Case (ii)) holds.
Proof: If T ′ is a σ0-destabilizing subtriple, then µσ0(T
′) = µσ0(T ), i.e., µ
′+σ0λ
′ = µ+σ0λ.
If (2) happens, then λ′ 6= λ (which is equivalent to n′1n2 6= n1n
′
2). We have the following
pictures of the σ-slopes of T and T ′, as functions of σ.
µσ(T
′)
µσ(T )
•
σ0
Case (i)
σ
σ-slope
µσ(T )
µσ(T
′)
•
σ0
Case (ii)
σ
σ-slope
Wherever the graph of µσ(T
′) is above that of µσ(T ), the triple T is σ-unstable. This
yields Cases (i) and (ii).
On the other hand, if T ′ is a σ0-destabilizing subtriple and Case (1) happens, then the
equality µ′+σ0λ
′ = µ+ σ0λ and λ
′ = λ imply µ′ = µ, hence µσ(T
′) = µσ(T ), for all σ, so T
′
is σ-destabilizing. But for any other subtriple T˜ ′ ⊂ T , either µσ0(T˜
′) < µσ0(T ) in which case
µσ(T˜
′) < µσ(T ) for σ close to σ0, or µσ0(T˜
′) = µσ0(T ) in which case µσ(T˜
′) = µσ(T ) by the
above argument. So T is strictly σ-semistable for σ close to σ0.
The converse statement follows easily from the pictures of the σ-slopes of T and of a sub-
triple T ′ with µσ(T
′) > µσ(T ) for σ > σ0 (resp. for σ < σ0). 2
Remark 3.8. We call the phenomenon in Case (1) in Proposition 3.7 σ-independent semista-
bility. Note that this implies simultaneously that
n′2
n′1 + n
′
2
=
n2
n1 + n2
, and
d′1 + d
′
2
n′1 + n
′
2
=
d1 + d2
n1 + n2
.
Hence this cannot happen if gcd(n1, n2, d1 + d2) = 1.
Definition 3.9. The values of σ ∈ I for which Case (2) in Proposition 3.7 occurs are called
critical values. If σc ∈ I is a critical value then there exist integers n
′
1, n
′
2, d
′
1 and d
′
2 such
that
d′1 + d
′
2
n′1 + n
′
2
+ σc
n′2
n′1 + n
′
2
=
d1 + d2
n1 + n2
+ σc
n2
n1 + n2
,
equivalently,
σc =
(n1 + n2)(d
′
1 + d
′
2)− (n
′
1 + n
′
2)(d1 + d2)
n′1n2 − n1n
′
2
, (3.2)
with 0 ≤ n′i ≤ ni and n
′
1n2 6= n1n
′
2. We call the numbers (3.2) virtual critical values. In
general, not all the virtual critical values are critical values. We say that σ ∈ I is generic if
it is not critical.
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Remark 3.10. In the Case (2) of Proposition 3.7, the quotient triple T ′′ = T/T ′ satisfies
µσc(T
′′) = µσc(T ) by Remark 3.2. By (3.1) the graph of µσ(T
′′) is a line which goes on the
opposite side of µσ(T
′), i.e., it has smaller slope than λ in Case (i), and bigger slope than λ
in Case (ii).
In particular, for a σc-semistable decomposable triple T = T
′ ⊕ T ′′, with µσc(T ) =
µσc(T
′) = µσc(T
′′) and n′1n2 6= n1n
′
2, T is σ-unstable for any σ 6= σc. For instance, if
T = (E1, E2, φ) has φ = 0 (and n1n2 6= 0), then T = (E1, 0, 0) ⊕ (0, E2, 0), so it is not
σ-stable for any value of σ (cf. [4, Lemma 3.5]).
Lemma 3.11. Given a triple T , let Is(T ) = {σ ∈ R |T is σ-stable} and Iss(T ) = {σ ∈
R |T is σ-semistable}. Then
(a) Iss(T ) is one of the following: ∅, {σc}, [σc, σ
′
c], [σc,∞), (−∞, σc], R. (Here σc, σ
′
c
are virtual critical values.)
(b) Is(T ) is either empty or it is the interior of Iss(T ).
Proof: For each subtriple T ′ ⊂ T , let Iss(T )T ′ = {σ ∈ R |µσ(T
′) ≤ µσ(T )} and Is(T )T ′ =
{σ ∈ R |µσ(T
′) < µσ(T )}. Then we have the following possibilities:
• If λ′ > λ then Iss(T )T ′ = (−∞, σc] and Is(T )T ′ = (−∞, σc).
• If λ′ < λ then Iss(T )T ′ = [σc,∞) and Is(T )T ′ = (σc,∞).
• If λ′ = λ and µ′ < µ then Iss(T )T ′ = R and Is(T )T ′ = R.
• If λ′ = λ and µ′ = µ then Iss(T )T ′ = R and Is(T )T ′ = ∅.
• If λ′ = λ and µ′ > µ then Iss(T )T ′ = ∅ and Is(T )T ′ = ∅.
where σc is always a virtual critical value. The set of possible values (3.2) for σc is a
discrete set of the real line. So the result follows easily from Is(T ) =
⋂
Is(T )T ′ and
Iss(T ) =
⋂
Iss(T )T ′ , where the intersection runs over the subtriples T
′ of T . 2
Remark 3.12. If n1 = 0 or n2 = 0 then Is(T ) and Iss(T ) are either ∅ or R. If n1 6= 0,
n2 6= 0 and n1 6= n2 then the last three cases of (a) of Lemma 3.11 do not happen since
Iss(T ) ⊂ I = [σm, σM ]. If n1 = n2 6= 0 then the last two cases of (a) of Lemma 3.11 do not
happen since Iss(T ) ⊂ I = [σm,∞).
Proposition 3.13. Fix (n1, n2, d1, d2). Then
(1) The critical values are a finite number of values σc ∈ I.
(2) The stability and semistability criteria for two values of σ lying between two consecuti-
ve critical values are equivalent; thus the corresponding moduli spaces are isomorphic.
(3) If σ is generic and gcd(n1, n2, d1 + d2) = 1, then σ-semistability is equivalent to
σ-stability, i.e., Nσ = N
s
σ .
(4) If gcd(n1, n2, d1 + d2) = 1 then the moduli spaces N
s
σ are fine moduli spaces, i.e.,
there is a universal triple T → X ×N sσ .
Proof: Items (1), (2) and (3) follow from [5, Proposition 2.6]. Item (4) is in [18]. 2
Remark 3.14. Under the isomorphism of Proposition 3.4, the critical values for triples
of type (n1, n2, d1, d2) and of type (n2, n1,−d2,−d1) correspond. This can be seen at the
level of virtual critical values, since the formula (3.2) is unchanged by the transformation
(n1, n2, d1, d2, n
′
1, n
′
2, d
′
1, d
′
2) 7→ (n2, n1,−d2,−d1, n2 − n
′
2, n1 − n
′
1, d
′
2 − d2, d
′
1 − d1).
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Remark 3.15. There are no critical values for triples of rank (n, 0) or (0, n).
The moduli space of triples of rank (1, 1) is easily described as follows:
Lemma 3.16. • The moduli space Nσ(1, 1, d1, d2) is empty if d1 < d2.
• If d1 ≥ d2 then Nσ(1, 1, d1, d2) = N
s
σ(1, 1, d1, d2)
∼= Jacd2X × Symd1−d2X, for any
σ > σm = d1 − d2; it is empty if σ < σm; and Nσm = Jac
d1X × Jacd2X, N sσm = ∅.
Proof: The first item follows from Proposition 3.6 (otherwise, there are no non-trivial maps
E2 → E1 and by Remark 3.10 such triples cannot be σ-stable for any σ). For the second item,
the moduli space is parametrizing triples of the form φ : E2 → E1, where both E1 and E2
are line bundles. The only possible proper subtriple is 0 → E1 and this violates σ-stability
for σ ≤ σm. If σ = σm, then the triple is strictly σm-semistable and, being polystable,
it is (0, E2, 0) ⊕ (E1, 0, 0). (Another consequence is that σm is the only critical value.) If
σ > σm then it cannot happen that φ = 0. So the triples T = (E1, E2, φ) are parametrized
by (E2, Z(φ)) ∈ Jac
d2X × Symd1−d2X. 2
4. Extensions of triples
The homological algebra of triples is controlled by the hypercohomology of a certain
complex of sheaves which appears when studying infinitesimal deformations [5, Section 3].
Let T ′ = (E′1, E
′
2, φ
′) and T ′′ = (E′′1 , E
′′
2 , φ
′′) be two triples of types (n′1, n
′
2, d
′
1, d
′
2) and
(n′′1, n
′′
2, d
′′
1 , d
′′
2), respectively. Let Hom(T
′′, T ′) denote the linear space of homomorphisms
from T ′′ to T ′, and let Ext1(T ′′, T ′) denote the linear space of equivalence classes of exten-
sions of the form
0 −→ T ′ −→ T −→ T ′′ −→ 0,
where by this we mean a commutative diagram
0 −−−−→ E′1 −−−−→ E1 −−−−→ E
′′
1 −−−−→ 0
φ′
x φx φ′′x
0 −−−−→ E′2 −−−−→ E2 −−−−→ E
′′
2 −−−−→ 0.
To analyze Ext1(T ′′, T ′) one considers the complex of sheaves
C•(T ′′, T ′) : (E′′1
∗
⊗ E′1)⊕ (E
′′
2
∗
⊗ E′2)
c
−→ E′′2
∗
⊗ E′1, (4.1)
where the map c is defined by
c(ψ1, ψ2) = φ
′ψ2 − ψ1φ
′′.
Proposition 4.1 ([5, Proposition 3.1]). There are natural isomorphisms
Hom(T ′′, T ′) ∼= H0(C•(T ′′, T ′)),
Ext1(T ′′, T ′) ∼= H1(C•(T ′′, T ′)),
and a long exact sequence associated to the complex C•(T ′′, T ′):
0−→ H0(C•(T ′′, T ′))−→H0((E′′1
∗ ⊗ E′1)⊕ (E
′′
2
∗ ⊗ E′2))−→H
0(E′′2
∗ ⊗E′1)
−→ H1(C•(T ′′, T ′))−→H1((E′′1
∗ ⊗ E′1)⊕ (E
′′
2
∗ ⊗ E′2))−→H
1(E′′2
∗ ⊗E′1)
−→ H2(C•(T ′′, T ′))−→ 0.
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We introduce the following notation:
hi(T ′′, T ′) = dimHi(C•(T ′′, T ′)),
χ(T ′′, T ′) = h0(T ′′, T ′)− h1(T ′′, T ′) + h2(T ′′, T ′).
Proposition 4.2 ([5, Proposition 3.2]). For any holomorphic triples T ′ and T ′′ we have
χ(T ′′, T ′) = χ(E′′1
∗
⊗ E′1) + χ(E
′′
2
∗
⊗ E′2)− χ(E
′′
2
∗
⊗ E′1)
= (1− g)(n′′1n
′
1 + n
′′
2n
′
2 − n
′′
2n
′
1) + n
′′
1d
′
1 − n
′
1d
′′
1 + n
′′
2d
′
2 − n
′
2d
′′
2 − n
′′
2d
′
1 + n
′
1d
′′
2 ,
where χ(E) = dimH0(E) − dimH1(E) is the Euler characteristic of E.
Proposition 4.3 ([5, Proposition 3.5]). Suppose that T ′ and T ′′ are σ-semistable, for some
value of σ.
(1) If µσ(T
′) < µσ(T
′′) then H0(C•(T ′′, T ′)) = 0.
(2) If µσ(T
′) = µσ(T
′′) and T ′′ is σ-stable, then
H0(C•(T ′′, T ′)) ∼=
{
C if T ′ ∼= T ′′
0 if T ′ 6∼= T ′′.
Since the space of infinitesimal deformations of T is isomorphic to H1(C•(T, T )), the
previous results also apply to studying deformations of a holomorphic triple T .
Theorem 4.4 ([5, Theorem 3.8]). Let T = (E1, E2, φ) be an σ-stable triple of type (n1, n2, d1, d2).
(1) The Zariski tangent space at the point defined by T in the moduli space of stable
triples is isomorphic to H1(C•(T, T )).
(2) If H2(C•(T, T )) = 0, then the moduli space of σ-stable triples is smooth in a neigh-
bourhood of the point defined by T .
(3) At a smooth point T ∈ N sσ(n1, n2, d1, d2) the dimension of the moduli space of σ-stable
triples is
dimN sσ(n1, n2, d1, d2) = h
1(T, T ) = 1− χ(T, T )
= (g − 1)(n21 + n
2
2 − n1n2)− n1d2 + n2d1 + 1.
(4) Let T = (E1, E2, φ) be a σ-stable triple. If T is injective or surjective (meaning that
φ : E2 → E1 is injective or surjective) then the moduli space is smooth at T .
Description of the flip loci. Fix the type (n1, n2, d1, d2) for the moduli spaces of holo-
morphic triples. Now we want to describe the differences between two spaces N sσ1 and N
s
σ2
when σ1 and σ2 are separated by a critical value. Let σc ∈ I be a critical value and set
σ+c = σc + ε, σ
−
c = σc − ε,
where ε > 0 is small enough so that σc is the only critical value in the interval (σ
−
c , σ
+
c ).
Definition 4.5. We define the flip loci as
Sσ+c = {T ∈ Nσ+c | T is σ
−
c -unstable} ⊂ Nσ+c ,
Sσ−c = {T ∈ Nσ−c | T is σ
+
c -unstable} ⊂ Nσ−c .
and Ss
σ±c
= Sσ±c ∩ N
s
σ±c
for the stable part of the flip loci.
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Note that for σc = σm, Nσ−m is empty, hence Nσ+m = Sσ+m . Also N
s
σm = ∅, by the last
part of Proposition 3.7. Analogously, when n1 6= n2, Nσ+
M
is empty, Nσ−
M
= Sσ−
M
and N sσM is
empty.
Lemma 4.6. Let σc be a critical value. Then
(1) Nσ+c − Sσ+c = Nσ−c − Sσ−c .
(2) N s
σ+c
− Ss
σ+c
= N s
σ−c
− Ss
σ−c
= N sσc.
Proof: Item (1) is an easy consequence of the definition of flip loci. Item (2) is the content
of [5, Lemma 5.3]. 2
Now we want to describe the flip loci Sσ±c . Let σc be a critical value, and let (n
′
1, n
′
2, d
′
1, d
′
2)
such that λ′ 6= λ and (3.2) holds. Put (n′′1, n
′′
2 , d
′′
1 , d
′′
2) = (n1 − n
′
1, n2 − n
′
2, d1 − d
′
1, d2 − d
′
2).
Denote N ′σ = Nσ(n
′
1, n
′
2, d
′
1, d
′
2) and N
′′
σ = Nσ(n
′′
1, n
′′
2 , d
′′
1 , d
′′
2).
Lemma 4.7. Let T ∈ Sσ+c (resp. T ∈ Sσ−c ). Then T is a non-trivial extension
0→ T ′ → T → T ′′ → 0, (4.2)
where µσc(T
′) = µσc(T ) = µσc(T
′′), λ′ < λ (resp. λ′ > λ) and T ′ and T ′′ are both σc-
semistable.
Conversely, suppose T ′ ∈ N ′σc and T
′′ ∈ N ′′σc are both σc-stable, and λ
′ < λ (resp. λ′ > λ).
Then for any non-trivial extension (4.2), T lies in Ss
σ+c
(resp. in Ss
σ−c
). Moreover, such T can
be written uniquely as an extension (4.2) with µσc(T
′) = µσc(T ).
In particular, suppose σc is not a critical value for the moduli spaces of triples of types
(n′1, n
′
2, d
′
1, d
′
2) and (n
′′
1, n
′′
2 , d
′′
1 , d
′′
2), gcd(n
′
1, n
′
2, d
′
1+d
′
2) = 1 and gcd(n
′′
1 , n
′′
2, d
′′
1+d
′′
2) = 1. Then
if λ′ < λ (resp. λ′ > λ), there is a bijective correspondence between non-trivial extensions
(4.2), with T ′ ∈ N ′σc and T
′′ ∈ N ′′σc and triples T ∈ Sσ+c (resp. Sσ−c ).
Proof: Let T be a triple which is σ+c -semistable but σ
−
c -unstable. Then Proposition
3.7 implies the existence of a subtriple T ′ and a quotient triple T ′′ = T/T ′ such that
µσc(T
′) = µσc(T ) = µσc(T
′′) and λ′ < λ. By Remark 3.10, T defines a non-trivial extension
in Ext1(T ′′, T ′). Now suppose T ′ is σc-unstable; then there exists T˜ ⊂ T
′ with µσc(T˜ ) >
µσc(T
′) = µσc(T ), contradicting the σc-semistability of T . So T
′ is σc-semistable. Also, if
T ′′ is σc-unstable, then there exists a quotient T
′′
։ T˜ with µσc(T
′′) = µσc(T ) > µσc(T˜ ),
contradicting again the σc-semistability of T . Hence T
′′ is σc-semistable.
The second statement is basically due to the uniqueness of Jordan-Ho¨lder filtrations. We
provide the argument for completeness. Suppose T is such a non-trivial extension and let us
check that it is σ+c -stable. For this, let T˜ ⊂ T be a subtriple. Consider the subtriple T˜
′ given
as the saturation of T˜ ∩ T ′ (which is a triple of torsion-free subsheaves). Let T˜ ′′ = T˜ /T˜ ′, so
that there is an exact sequence
0 → T˜ ′ → T˜ → T˜ ′′ → 0
∩ ∩ ∩
0 → T ′ → T → T ′′ → 0 .
Clearly µσc(T˜
′) ≤ µσc(T
′) = µσc(T ) and µσc(T˜
′′) ≤ µσc(T
′′) = µσc(T ), with a strict inequality
if either of the subtriples
T˜ ′ ⊂ T ′, T˜ ′′ ⊂ T ′′ (4.3)
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is proper. In this case, Remark 3.2 gives that µσc(T˜ ) < µσc(T ). By changing σc to σ
+
c = σc+ε,
we still have µσ+c (T˜ ) < µσ+c (T ).
If both subtriples (4.3) are not proper, then either T˜ ′ = T ′, T˜ ′′ = 0 in which case T˜ = T ′
and hence µσ+c (T˜ ) < µσ+c (T ) since λ
′ < λ; or T˜ ′ = 0, T˜ ′′ = T ′′ in which case there is a
splitting T ′′ = T˜ ′′ = T˜ →֒ T of the exact sequence 0→ T ′ → T → T ′′ → 0, and the extension
is trivial.
The argument also shows that for such T ∈ Sσ+c , the only subtriple with equal σc-slope is
T ′. This produces the uniqueness of the defining exact sequence.
The last part follows since the conditions σc not being a critical value for the moduli
spaces of triples of types (n′1, n
′
2, d
′
1, d
′
2) and (n
′′
1, n
′′
2, d
′′
1 , d
′′
2), gcd(n
′
1, n
′
2, d
′
1 + d
′
2) = 1 and
gcd(n′′1, n
′′
2 , d
′′
1 + d
′′
2) = 1 imply that N
′
σc and N
′′
σc do not contain properly σc-semistable
triples. 2
Theorem 4.8. Let σc be a critical value with λ
′ < λ (resp. λ′ > λ). Assume
(i) σc is not a critical value for the moduli spaces of triples of types (n
′
1, n
′
2, d
′
1, d
′
2) and
(n′′1 , n
′′
2, d
′′
1 , d
′′
2), gcd(n
′
1, n
′
2, d
′
1 + d
′
2) = 1 and gcd(n
′′
1, n
′′
2, d
′′
1 + d
′′
2) = 1.
(ii) H0(C•(T ′′, T ′)) = H2(C•(T ′′, T ′)) = 0, for every (T ′, T ′′) ∈ N ′σc ×N
′′
σc.
(iii) There are universal triples for N ′σc and N
′′
σc.
Then Sσ+c (resp. Sσ−c ) is the projectivization of a bundle of rank −χ(T
′′, T ′) over N ′σc ×N
′′
σc.
Proof: Let T ′ = (E ′1, E
′
2,Φ
′) → N ′σc × X and T
′′ = (E ′′1 , E
′′
2 ,Φ
′′) → N ′′σc × X denote
universal triples, provided by Proposition 3.13 (4). Let B = N ′σc × N
′′
σc and pull back T
′
and T ′′ to B × X. Consider the complex C•(T ′′,T ′) as defined in (4.1) and take relative
hypercohomology Hipi(C
•(T ′′,T ′)) with respect to the projection π : B ×X → B. Setting
W = H1pi(C
•(T ′′,T ′)),
we have an identification Sσ+c
∼= PW , by Lemma 4.7 (that is, a bijection). By (ii), W is a
bundle of rank h1(T ′′, T ′) = −χ(T ′′, T ′).
We construct a universal triple for PW . Let q : PW → B be the projection and consider
the extension
ξ ∈ Ext1((q × 1X)
∗T ′′, (q × 1X)
∗T ′ ⊗OPW (1))
= H1(C•((q × 1X)
∗T ′′, (q × 1X)
∗T ′)⊗OPW (1))
= H0(H1pi(C
•(T ′′,T ′))⊗ q∗OPW (1))
= H0(W ⊗W ∗) = End(W )
corresponding to the identity homomorphism. (We have used that H0pi(C
•(T ′′,T ′)) = 0 in
the third line of the above chain of equalities.) This gives an extension
0→ (q × 1X)
∗T ′ ⊗OPW (1)→ T → (q × 1X)
∗T ′′ → 0,
which produces the required universal triple T → PW ×X. This defines an algebraic map
PW → Sσ+c , which is the required isomorphism. 2
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Remark 4.9. This result is analogous to the results in [14, Section 5] which deal with the
moduli space of parabolic triples. In that case, a suitable choice of parabolic weights ensure
that condition (i) in Theorem 4.8 is always satisfied.
Condition (iii) in Theorem 4.8 is necessary for this proof, and it is not automatic. For
instance the moduli space of stable bundles M s(n, d) does not have a universal bundle when
gcd(n, d) 6= 1.
The construction of the flip loci can be used for the critical value σc = σm = µ1 − µ2,
which allows us to describe the moduli space Nσ+m . We refer to the value of σ given by
σ = σ+m = σm + ε as small.
Proposition 4.10. We have Nσm
∼= M(n1, d1) ×M(n2, d2) and only contains strictly σm-
semistable triples. There is a map
π : Nσ+m(n1, n2, d1, d2)→M(n1, d1)×M(n2, d2)
which sends T = (E1, E2, φ) to (E1, E2).
(i) If gcd(n1, d1) = 1, gcd(n2, d2) = 1 and µ1 − µ2 > 2g − 2, then N
s
σ+m
= Nσ+m and it is
the projectivization of a bundle over M(n1, d1) ×M(n2, d2), of rank n2d1 − n1d2 −
n1n2(g − 1).
(ii) In general, if µ1 − µ2 > 2g − 2, the subset
π−1(M s(n1, d1)×M
s(n2, d2)) ⊂ Nσ+m
is a projective bundle over M s(n1, d1)×M
s(n2, d2), whose fibers are projective spaces
of dimension n2d1 − n1d2 − n1n2(g − 1)− 1.
Proof: Let T = (E1, E2, φ) ∈ Nσm. Note that 0→ E1 is a σm-destabilizing subtriple. As T
is polystable, T = (E1, 0, 0)⊕ (0, E2, 0). (Here also E1 and E2 should be polystable bundles.)
Conversely if the triple T = (E1, E2, φ) has φ = 0 (and n1n2 6= 0), then automatically
T = (E1, 0, 0) ⊕ (0, E2, 0) and it is σ-unstable for any σ 6= σm, by Remark 3.10. If E1 and
E2 are polystable bundles then T ∈ Nσm. This proves the first statement.
Next, the map π is well-defined since a σ+m-semistable triple is automatically σm-semistable.
Now let us see item (i). Note that all the triples in Nσ+m are non-trivial extensions of
T ′ = (E1, 0, 0) by T
′′ = (0, E2, 0) by Lemma 4.7. The long exact sequence in Proposition
4.1 yields H0 = 0, H1 = Hom(E2, E1) and H
2 = H1(E∗2 ⊗ E1)
∼= Hom(E1, E2 ⊗ K), where
we have abbreviated Hi = Hi(C•(T ′′, T ′)). Since both E1 and E2 are stable bundles and
µ1 > µ2 + 2g − 2, we get that H
2 = 0. Therefore the conditions of Theorem 4.8 are satisfied
and −χ(T ′′, T ′) = −(n1n2(g − 1)− n2d1 + n1d2).
Item (ii) is similar, but now we do not have a universal bundle forM s(n1, d1) orM
s(n2, d2)
at our disposal. Working in the e´tale topology, we have (locally) a universal bundle which
yields that π−1(M s(n1, d1)×M
s(n2, d2))→M
s(n1, d1)×M
s(n2, d2) is a fibration. The fiber
over (E1, E2) is the projective space PH
1(C•(T ′′, T ′)) = PHom(E2, E1), using Lemma 4.7. 2
5. Moduli of triples of rank (2, 1) and pairs
Let X be a smooth projective curve of genus g ≥ 2. In this section, we shall consider
triples T = (E1, E2, φ) where E1 is a vector bundle of degree d1 and rank 2 and E2 is a line
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bundle of degree d2. Let Nσ = Nσ(2, 1, d1, d2) denote the moduli space of σ-polystable triples
of such type. By Proposition 3.6, σ is in the interval
I = [σm, σM ] = [µ1 − µ2 , 4(µ1 − µ2)] = [d1/2− d2, 2d1 − 4d2], (5.1)
where µ1 − µ2 ≥ 0. Otherwise Nσ is empty.
Theorem 5.1. For σ ∈ I, Nσ is a projective variety. It is smooth and of (complex) dimension
3g−2+d1−2d2 at the stable points N
s
σ . Moreover, for generic values of σ, Nσ = N
s
σ (hence
it is smooth and projective).
Proof: The first line follows from Proposition 3.6. Now let T = (E1, E2, φ) be any σ-stable
triple. Then φ : E2 → E1 is injective, since E2 is a line bundle and φ 6= 0 (φ = 0 would imply
that T is decomposable, hence not σ-stable). Therefore by Theorem 4.4 (4), Nσ is smooth
at T and of the stated dimension. Finally, since gcd(1, 2, d1 + d2) = 1, Proposition 3.13 (3)
implies the last assertion. 2
The moduli spaces of σ-stable triples of rank (2, 1) are intimately related to the moduli
space of τ -stable pairs of rank 2. A holomorphic pair (E,φ) is formed by a rank n holomorphic
bundle E and a non-zero holomorphic section φ ∈ H0(E). There is a notion of stability
depending on a real parameter τ ∈ R given in [13, Definition 4.7]. A holomorphic pair (E,φ)
is τ -stable if
(1) µ(E′) < τ for every subbundle E′ ⊂ E with rk(E′) > 0.
(2) µ(E/E′) > τ for every subbundle E′ ⊂ E with 0 < rk(E′) < r and φ ∈ H0(E′).
There is a moduli space Mτ (n, d) of τ -stable pairs of rank n and degree d, and a moduli
space Mτ (n,Λ) of τ -stable pairs of rank n and satisfying that the determinant of the bundle
E is some fixed line bundle Λ of degree d on X. These moduli spaces have been studied in
[2, 3, 13].
Bertram [2] and Thaddeus [19] gave a explicit GIT construction of the moduli spaces
Mτ (2,Λ) of pairs (E,φ) of rank 2 with fixed determinant det(E) = Λ, where Λ is a fixed line
bundle.
We have the following relationship between the moduli spaces of triples of rank (2, 1) and
the moduli spaces of pairs.
Lemma 5.2. We have an isomorphism Nσ(2, 1, d1, d2) ∼= Mτ (2, d1 − 2d2)× Jac
d2(X).
Proof: In fact, a triple (E1, E2, φ) is σ-stable if and only if the pair (E1⊗E
∗
2 , φ) is τ -stable
with τ = 13(σ + d1 − 2d2) (cf. [13, Definition 4.27] and [4, Proposition 3.4]). Therefore there
exists a bijective correspondence Nσ(2, 1, d1, d2) ∼= Mτ (2, d1 − 2d2) × Jac
d2(X), given by
(E1, E2, φ) 7→ ((E1 ⊗ E
∗
2 , φ), E2). This is clearly an isomorphism. 2
Critical values and flip loci. Let us compute the critical values corresponding to n1 = 2,
n2 = 1. Following Definition 3.9, we have the following possibilities:
(1) n′1 = 1, n
′
2 = 0. The corresponding σc-destabilizing subtriple is of the form 0 → E
′
1,
where E′1 =M is a line bundle of degree deg(M) = dM . The critical value is
σc = 3dM − d1 − d2 .
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(2) n′1 = 1, n
′
2 = 1. The corresponding σc-destabilizing subtriple T
′ is of the form
E2 → E
′
1, where E
′
1 is a line bundle. Let T
′′ = T/T ′ be the quotient bundle, which
is of the form 0→ E′′1 , where E
′′
1 = M is a line bundle, and let dM = deg(M) be its
degree. Then d′2 = d2, d
′
1 = d1 − dM and
σc = −
(
3(d1 − dM + d2)− 2(d1 + d2)
)
= 3dM − d1 − d2 .
(3) n′1 = 2, n
′
2 = 0. In this case, the only possible subtriple is 0 → E1. This produces
the critical value
σc =
d1 − 2d2
2
= µ1 − µ2 = σm ,
i.e., the minimum of the interval I for σ.
(4) n′1 = 0, n
′
2 = 1. The subtriple T
′ must be of the form E2 → 0. This forces φ = 0 in
T = (E1, E2, φ). So T is decomposable, of the form T
′ ⊕ T ′′ = (0, E2, 0) ⊕ (E1, 0, 0).
By Remark 3.10, T is σ-unstable for any σ 6= σc, where
σc =
2d2 − d1
−2
= µ1 − µ2 = σm .
Actually T is σm-semistable if and only if E1 is a rank 2 semistable bundle.
Lemma 5.3. Let σc = 3dM − d1 − d2 be a critical value. Then
µ1 ≤ dM ≤ d1 − d2 ,
and σc = σm ⇔ dM = µ1.
Proof: This simply consists of rewriting the inequalities σm ≤ σc ≤ σM . 2
6. Hodge polynomials of the moduli spaces of triples of rank (2, 1)
In this section we are going to compute the Hodge polynomial of the moduli space of
σ-stable triples of type (2, 1, d1, d2) without making use of the blow-ups and blow-downs
constructed by Thaddeus in [19]. As Nσ = Nσ(2, 1, d1, d2) is smooth and projective for non-
critical values σ, by Theorem 5.1, the polynomial e(Nσ) is the usual Hodge polynomial of
Nσ.
Let σc be a critical value. By Lemma 4.6, we have that
Nσ+c − Sσ+c = Nσ−c − Sσ−c .
Now Theorem 2.2 implies that the Hodge polynomials satisfy
e(Nσ+c )− e(Sσ+c ) = e(Nσ−c )− e(Sσ−c ) . (6.1)
We have the following computation for the difference e(Sσ−c )− e(Sσ+c ).
Lemma 6.1. Let σc = 3dM − d1 − d2 be a critical value for Nσ(2, 1, d1, d2) and assume that
σc 6= σm. Then e(Sσ−c )− e(Sσ+c ) is
coeff
x0
[
((uv)d1−d2−dM − (uv)2dM−d1+g−1)(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g
(1− uv)(1 − x)(1− uvx)xd1−d2−dM
]
.
Proof: Since σc 6= σm, the critical value σc = 3dM − d1 − d2 determines the value of dM
and there are only two possibilities for flip loci:
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(1) The subtriple T ′ is of the form 0→ E′1 with E
′
1 =M a line bundle of degree dM , and
the quotient triple T ′′ is of the form E2 → E
′′
1 where E
′′
1 is a line bundle of degree
d1 − dM . Then by Lemmas 3.5 and 3.16,
N ′σc = Nσc(1, 0, dM , 0) = Jac
dMX ,
N ′′σc = Nσc(1, 1, d1 − dM , d2) = Jac
d2X × Symd1−dM−d2X .
Here note that the second line needs that σc 6= d1−dM −d2 (which is the only critical
value for the moduli spaces of triples of rank (1, 1). This is true since µ1 < dM ). Now
note that λ′ = 0 < λ = 13 , H
0(C•(T ′′, T ′)) = 0 by Proposition 4.3. As φ′′ : E′′2 → E
′′
1
is injective, E
′′∗
1 ⊗ E
′
1 → E
′′∗
2 ⊗ E
′
1 is generically surjective, so H
1(E
′′∗
1 ⊗ E
′
1) →
H1(E
′′∗
2 ⊗E
′
1) is surjective. Hence the long exact sequence in Proposition 4.1 implies
that H2(C•(T ′′, T ′)) = 0. Therefore, by Theorem 4.8, Sσ+c is the projectivization of
a rank −χ(T ′′, T ′) bundle over N ′σc ×N
′′
σc , where
−χ(T ′′, T ′) = d1 − dM − d2,
using Proposition 4.2. Now Lemma 2.3 yields
e(Sσ+c ) = e(P
d1−dM−d2−1)e(N ′σc ×N
′′
σc)
= ed1−dM−d2 e(Jac X)
2e(Symd1−dM−d2X) ,
with the notation in (2.1). This formula also holds when d1−dM−d2 = 0, since in such
case Sσ+c = ∅ and ed1−dM−d2 = 0 (note that it cannot happen that d1− dM − d2 < 0).
(2) The subtriple T ′ is of the form E2 → E
′
1 with quotient of the form 0 → E
′′
1 , where
E′′1 =M is a line bundle of degree dM . Now
N ′σc = Nσc(1, 1, d1 − dM , d2) = Jac
d2X × Symd1−dM−d2X ,
N ′′σc = Nσc(1, 0, dM , 0) = Jac
dMX .
Again H0(C•(T ′′, T ′)) = 0 by Proposition 4.3, and H2(C•(T ′′, T ′)) = 0 by the long
exact sequence in Proposition 4.1 and using E′′2 = 0. As λ
′ = 12 > λ =
1
3 , Theorem
4.8 says that Sσ−c is the projectivization of a rank −χ(T
′′, T ′) bundle over N ′σc ×N
′′
σc,
where
−χ(T ′′, T ′) = 2dM − d1 + g − 1 ,
by Proposition 4.2. So
e(Sσ−c ) = e2dM−d1+g−1 e(Jac X)
2e(Symd1−dM−d2X) .
Using (2.2) for the Hodge polynomial of the Jacobian of X and (2.3) for the Hodge poly-
nomial of the symmetric product of X, we get
e(Sσ−c )− e(Sσ+c ) =(e2dM−d1+g−1 − ed1−dM−d2)e(Jac X)
2e(Symd1−dM−d2X)
=
(
(uv)d1−d2−dM − (uv)2dM−d1+g−1
1− uv
)
(1 + u)2g(1 + v)2g
· coeff
x0
(1 + ux)g(1 + vx)g
(1− x)(1− uvx)xd1−d2−dM
,
from which the stated result is obtained. 2
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Theorem 6.2. Let X be a smooth projective curve of genus g ≥ 2 and consider the moduli
space Nσ = Nσ(2, 1, d1, d2), for a non-critical value σ > σm. Set d0 =
[
1
3(σ + d1 + d2)
]
+ 1.
Then the Hodge polynomial of Nσ is
e(Nσ) = coeff
x0
[
(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g
(1− uv)(1 − x)(1− uvx)xd1−d2−d0
(
(uv)d1−d2−d0
1− (uv)−1x
−
(uv)−d1+g−1+2d0
1− (uv)2x
)]
.
Proof: By (6.1), we have that e(Nσ−c ) − e(Nσ+c ) = e(Sσ−c ) − e(Sσ+c ). Lemma 6.1 implies
that this quantity equals
coeff
x0
[
((uv)d1−d2−dM − (uv)2dM−d1+g−1)(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g
(1− uv)(1 − x)(1− uvx)xd1−d2−dM
]
.
Now we add up all the contributions for σ < σc ≤ σM . This corresponds to
1
3
(σ + d1 + d2) < dM ≤ d1 − d2. (6.2)
Note that since σ is not a critical value, we cannot have equality in the left, hence the left
hand term is not an integer. Therefore (6.2) is equivalent to d0 ≤ dM ≤ d1 − d2, with d0
given as in the statement. Thus
e(Nσ) = coeff
x0
(
(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g(uv)d1−d2
(1− uv)(1 − x)(1 − uvx)xd1−d2
d1−d2∑
dM=d0
(uv)−dMxdM
−
(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g(uv)−d1+g−1
(1− uv)(1 − x)(1− uvx)xd1−d2
d1−d2∑
dM=d0
(uv)2dMxdM
)
.
If we add to the summations terms with dM > d1 − d2, then all the new terms contribute
positive powers of x to the global expression, so they do not appear after extracting the
coefficient of x0. This means that we can take the sum from d0 to ∞. Using
∞∑
dM=d0
(uv)−dMxdM =
(uv)−d0xd0
1− (uv)−1x
and
∞∑
dM=d0
(uv)2dMxdM =
(uv)2d0xd0
1− (uv)2x
,
we get
e(Nσ) = coeff
x0
(
(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g(uv)d1−d2(uv)−d0xd0
(1− uv)(1− x)(1 − uvx)(1− (uv)−1x)xd1−d2
−
(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g(uv)−d1+g−1(uv)2d0xd0
(1− uv)(1 − x)(1− uvx)(1 − (uv)2x)xd1−d2
)
,
from which the result follows. 2
Obviously, e(Nσ) = 0 for σ < σm, since in this case Nσ is empty.
We recover the Poincare´ polynomial of the moduli space Nσ(2, 1, d1, d2). This agrees with
the formula given in [14, Theorem 6.4] for the case of parabolic triples, if we consider in the
latter that there are no parabolic points.
Corollary 6.3. Let X be a smooth projective curve of genus g ≥ 2 and consider the moduli
space Nσ = Nσ(2, 1, d1, d2) for a non-critical value σ > σm. Set d0 =
[
1
3(σ + d1 + d2)
]
+ 1.
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Then the Poincare´ polynomial of Nσ = Nσ(2, 1, d1, d2) is
Pt(Nσ) = coeff
x0
[
(1 + t)4g(1 + tx)2g
(1− t2)(1 − x)(1− t2x)xd1−d2−d0
(
t2d1−2d2−2d0
1− t−2x
−
t−2d1+2g−2+4d0
1− t4x
)]
.
Proof: Substitute u = t, v = t into the formula of Theorem 6.2. 2
Proof of Theorem 1.1: By Lemma 5.2, we have an isomorphism
Mτ (2, d) × Jac
d2(X) ∼= Nσ(2, 1, d1, d2),
with d1 = d+ 2d2 and σ = 3τ − d. Then
e(Mτ (2, d)) =
e(Nσ(2, 1, d1, d2))
(1 + u)g(1 + v)g
.
So Theorem 6.2 gives
e(Mτ (2, d)) = coeff
x0
[
(1 + u)g(1 + v)g(1 + ux)g(1 + vx)g
(1− uv)(1− x)(1 − uvx)xd+d2−d0
(
(uv)d+d2−d0
1− (uv)−1x
−
(uv)g−1−d−2d2+2d0
1− (uv)2x
)]
= coeff
x0
[
(1 + u)g(1 + v)g(1 + ux)g(1 + vx)g
(1− uv)(1− x)(1 − uvx)xd−1−[τ ]
(
(uv)d−1−[τ ]
1− (uv)−1x
−
(uv)g+1−d+2[τ ]
1− (uv)2x
)]
,
since d0 =
[
1
3(σ + d1 + d2)
]
+ 1 = [τ ] + d2 + 1. Note that τ is not an integer and
τ ∈ J = [d/2, d],
using (5.1), d1 = d+ 2d2 and τ =
1
3 (σ + d). The critical values for Mτ (2, d) are the integers
in J .
For the second part, note that the determinant map gives a fibration
Mτ (2, d)→ Jac
dX (6.3)
with fibers isomorphic to Mτ (2,Λ). Note that all the moduli spaces Mτ (2,Λ
′) for any Λ′ ∈
JacdX are isomorphic to each other and smooth (for non-critical value τ). The Serre spectral
sequence of the fibration has E2 term isomorphic toH
∗(Mτ (2,Λ))⊗H
∗(JacdX) and converges
to H∗(Mτ (2, d)). By [19, formula (4.1)] (upon the substitution i = d− 1− [τ ]),
Pt(Mτ (2,Λ)) = coeff
x0
[
(1 + tx)2g
(1− t2)(1 − x)(1− t2x)xd−1−[τ ]
(
t2d−2−2[τ ]
1− t−2x
−
t2g+2−2d+4[τ ]
1− t4x
)]
,
and by our above calculation
Pt(Mτ (2, d)) = coeff
x0
[
(1 + t)2g(1 + tx)2g
(1− t2)(1− x)(1− t2x)xd−1−[τ ]
(
t2d−2−2[τ ]
1− t−2x
−
t2g+2−2d+4[τ ]
1− t4x
)]
,
from where we obtain Pt(Mτ (2, d)) = Pt(Mτ (2,Λ))Pt(JacX). Therefore the Serre spectral se-
quence degenerates, and so the fibration (6.3) is a rationally cohomologically trivial fibration.
This implies that there is an isomorphism of Hodge structures
H∗(Mτ (2, d)) ∼= H
∗(Mτ (2,Λ)) ⊗H
∗(JacdX).
So
e(Mτ (2, d)) = e(Jac
dX)e(Mτ (2,Λ)).
The result follows from this. 2
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7. Hodge polynomial of the moduli space of triples of rank (1, 2)
For completeness, we include the computation of the Hodge polynomial of the moduli of
triples of rank (1, 2). Such triples are of the form φ : E2 → E1, where E2 is a rank 2 bundle
and E1 is a line bundle. By Proposition 3.6, σ is in the interval
I = [σm, σM ] = [µ1 − µ2 , 4(µ1 − µ2)] = [d1 − d2/2, 4d1 − 2d2],
where µ1−µ2 ≥ 0. Otherwise Nσ is empty. By the duality result of Proposition 3.4, one has
an isomorphism
Nσ(1, 2, d1, d2) ∼= Nσ(2, 1,−d2,−d1).
So the study of these triples reduces to the case of triples of rank (2, 1). From Theorem 5.1
one immediately obtains
Theorem 7.1. For σ ∈ I, Nσ is a projective variety. It is smooth and of (complex) dimension
3g−2+2d1−d2 at the stable points N
s
σ . Moreover, for generic values of σ, Nσ = N
s
σ (hence
it is smooth and projective).
From Lemma 5.3, we obtain
Lemma 7.2. The critical values for Nσ(1, 2, d1, d2) are the numbers σc = 3dM + d1 + d2,
where −µ2 ≤ dM ≤ d1 − d2. Also σc = σm ⇔ dM = −µ2.
Theorem 7.3. Consider Nσ = Nσ(1, 2, d1, d2). Let σ > σm be a non-critical value. Set
d0 =
[
1
3 (σ − d1 − d2)
]
+ 1. Then the Hodge polynomial of Nσ is
e(Nσ) = coeff
x0
[
(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g
(1− uv)(1− x)(1 − uvx)xd1−d2−d0
(
(uv)d1−d2−d0
1− (uv)−1x
−
(uv)d2+g−1+2d0
1− (uv)2x
)]
.
Proof: We use that e(Nσ(1, 2, d1, d2)) = e(Nσ(2, 1,−d2,−d1)) and the formula in Theorem
6.2, where d1 and d2 are substituted by −d2, −d1 and
d0 =
[
1
3
(σ − d2 − d1)
]
+ 1 . 2
8. Hodge polynomial of the moduli of bundles
Let M(2, d) denote the moduli space of polystable vector bundles of rank 2 and degree
d over X. Note that M(2, d) ∼= M(2, d + 2k), for any integer k, so there are basically two
moduli spaces, depending on whether the degree is even or odd. We are going to apply the
results of the Section 6 to compute the Hodge polynomials of M(2, d) and M(2,Λ) with d
odd, and Λ a fixed line bundle of degree d on X, recovering the results of [12] for M(n, d)
and for M(n,Λ), when n = 2. Note that the Hodge polynomial of the moduli space M(2,Λ)
was also found by del Ban˜o [7, §3] using motivic techniques. The formula for the Hodge
polynomial of M(2,Λ) can also be obtained from the previous paper [17], where an explicit
basis for the cohomology groups of M(2,Λ) is given and the elements of that basis are of
pure Hodge type provided one chooses the underlying basis of H1(X) to consist of elements
of pure Hodge type.
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Proposition 8.1. The Hodge polynomial of M(2, d), for odd degree d, is
e(M(2, d)) =
(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)2g(1 + v)2g
(1− uv)(1 − (uv)2)
.
Suppose that Λ is a fixed line bundle of odd degree on X. Then the Hodge polynomial of
M(2,Λ) is
e(M(2,Λ)) =
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g
(1− uv)(1 − (uv)2)
.
Proof: Atiyah and Bott [1, Proposition 9.7] show that the determinant map M(n, d) →
JacdX with fibre M(n,Λ) is a cohomologically trivial fibration (for the case n = 2, the
cohomological triviality of this fibration was proved in [16]). This implies [12, Lemma 3] an
isomorphism of Hodge structures
H∗(M(n, d)) ∼= H∗(M(n,Λ)) ⊗H∗(JacdX) ,
from where, in particular,
e(M(2, d)) = e(M(2,Λ))e(JacX) .
Therefore the second formula is a consequence of the first. We shall prove the first one.
Choose (n1, d1) = (2, d) and (n2, d2) = (1, d2). If d2 is very negative then µ1− µ2 = d/2−
d2 > 2g−2. We shall choose the minimum possible value d−2d2 = 4g−3. Then Proposition
4.10 (i) applies and Nσ+m is the projectivization of a vector bundle over M(2, d)× Jac
d2X, of
rank d− 2d2 − 2(g − 1) = 2g − 1. Lemma 2.3 implies that
e(Nσ+m) = e(Jac
d2X) e(M(2, d)) e2g−1 , (8.1)
where
e(Jacd2X) = (1 + u)g(1 + v)g and e2g−1 =
1− (uv)2g−1
1− uv
. (8.2)
To compute the left hand side of (8.1), we use Theorem 6.2 for σ = σ+m = µ1 − µ2 + ε, ε > 0
small. Clearly,
d0 =
[
1
3(µ1 − µ2 + ε+ 2µ1 + µ2)
]
+ 1 = [µ1] + 1 =
d+ 1
2
.
The Hodge polynomial of Nσ+m is thus
e(Nσ+m) = coeffx0
[
(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g
(1− uv)(1− x)(1 − uvx)xd−d2−(d+1)/2
(
(uv)d−d2−d0
1− (uv)−1x
−
(uv)−d+g−1+d0
1− (uv)2x
)]
.
Plugging this into (8.1) and using (8.2), we get
e(M(2, d)) =
(1 + u)g(1 + v)g
1− (uv)2g−1
coeff
x0
[
(1 + ux)g(1 + vx)g
(1− x)(1− uvx)x2g−2
(
(uv)2g−2
1− (uv)−1x
−
(uv)g
1− (uv)2x
)]
.
To compute the coefficient of x0, we work as follows. Denote
f(x) = (1 + ux)g(1 + vx)gx1−2g ,
F (a, b, c) = coeff
x0
xf(x)
(1− ax)(1 − bx)(1− cx)
,
with a, b, c distinct and different from zero. Then
e(M(2, d)) =
(1 + u)g(1 + v)g
1− (uv)2g−1
[
F (1, uv, 1uv ) (uv)
2g−2 − F (1, uv, (uv)2) (uv)g
]
. (8.3)
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On the other hand, we have the equality
1
(1− ax)(1− bx)(1 − cx)
=
A
1− ax
+
B
1− bx
+
C
1− cx
,
where
A =
a2
(a− b)(a− c)
, B =
b2
(b− a)(b− c)
, C =
c2
(c− a)(c − b)
,
and so, by the residue theorem applied to f(x)(1−ax)(1−bx)(1−cx) ,
F (a, b, c) = −Res
{
Af(x)
1− ax
;
1
a
}
− Res
{
B f(x)
1− bx
;
1
b
}
− Res
{
C f(x)
1− cx
;
1
c
}
, (8.4)
because f(x) is holomorphic in C−{0} and f(x)(1−ax)(1−bx)(1−cx) has no pole at ∞. We use the
basic identity
−Res
{
f(x)
1− tx
;
1
t
}
=
1
t
f
(
1
t
)
, (8.5)
with t = a , b , c respectively, for the calculation of residues at a simple pole. Substituting
(8.5) into (8.4) we get
F (a, b, c) =
(a+ u)g(a+ v)g
(a− b)(a− c)
+
(b+ u)g(b+ v)g
(b− a)(b− c)
+
(c+ u)g(c+ v)g
(c− a)(c − b)
.
Putting this into (8.3), we get
e(M(2, d)) =
(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)2g(1 + v)2g
(1− uv)(1 − (uv)2)
.
The computation only works for generic values of u, v (because of the restriction that we
have imposed on a, b, c above), but this is enough to get the equality, since both terms are
polynomials in u and v. 2
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