A staggered discontinuous Galerkin method for a class of nonlinear
  elliptic equations by Chung, Eric T. et al.
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a class of nonlinear elliptic equations
Eric T. Chung, Ming Fai Lam and Chi Yeung Lam
Abstract In this paper, we present a staggered discontinuous Galerkin (SDG)
method for a class of nonlinear elliptic equations in two dimensions. The SDG meth-
ods have some distinctive advantages, and have been successfully applied to a wide
range of problems including Maxwell equations, acoustic wave equation, elastody-
namics and incompressible Navier-Stokes equations. Among many advantages of
the SDG methods, one can apply a local post-processing technique to the solution,
and obtain superconvergence. We will analyze the stability of the method and derive
a priori error estimates. We solve the resulting nonlinear system using the Newton’s
method, and the numerical results confirm the theoretical rates of convergence and
superconvergence.
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1 Introduction
Our aim of this paper is to develop a staggered discontinuous Galerkin (SDG)
method for a class of nonlinear elliptic problems arising in, for example, hyper-
polarization effects in electrostatic analysis [14], nonlinear magnetic field problems
[13], subsonic flow problems [12], and heat conduction.
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A detailed introduction to the SDG method is given by [8, 7]. This class of
methods has been successfully applied to a wide range of problems including the
Maxwell equation [10, 6], acoustic wave equation [8], elastic equations [9, 15], and
incompressible Navier-Stokes equations [3]. In these applications, the approximate
solutions obtain some nice properties such as energy conservation, low dispersion
error and mass conservation. Recently, a connection between the SDG method and
the hybridizable discontinuous Galerkin (HDG) method is obtained [4, 5]. From this
perspective, the SDG method acquires some new properties, such as postprocessing
and superconvergence properties, from the HDG method [11]. We remark that nu-
merical methods based on staggered meshes are important in many applications, see
[17, 16].
To begin with, we let Ω ⊂ R2 be a bounded and simply connected domain with
polygonal boundary Γ . Also, we let the coefficient ρ : R2 → R be a L∞ function
satisfying certain conditions (will be specified). Then, for a given f ∈ L2(Ω) we
seek u ∈ H10 (Ω) such that
−div(ρ(∇u(x))∇u(x)) = f (x) in Ω , and u(x) = 0 on Γ , (1)
where div is the usual divergence operator.
This paper is organized as follows. In Section 2, we will construct the SDG
method. In Section 3, we will discuss the implementation of the scheme. In Section
4, we will prove stability estimates and an a priori error estimate of our scheme. Fi-
nally, in Section 5, we will numerically show the rate of convergence of our method.
Throughout this paper, we use C to denote a generic positive constant, which is in-
dependent of the mesh size.
2 The SDG formulation
We introduce new variables, the gradient G := ∇u and the flux U := ρ(G)G. Then
the problem (1) can be recasted as the following problem in Ω : Find (U,G,u) such
that,
G= ∇u, U= ρ(G)G, −divU= f in Ω ,
u = 0 on Γ .
(2)
Next we describe the staggered mesh. Assume Ω is triangulated by a family of
triangles with no hanging nodes, namely, the initial triangulation Tu. The triangles
in Tu are called the first-type macro element. We denote the set of all edges and
all interior edges of Tu by Fu and F 0u , respectively. Then we choose an interior
point ν in each first-type macro element. We denote the first-type macro element
corresponding to ν by S (ν). By connecting each of these interior points to the
three vertices of the triangle, we subdivide each triangle into three subtriangles.
We denote the triangulation containing all these subtriangles by T and assume it
is shape-regular. We denote the set of all new edges in this subdivision process
by Fp. Also, we denote the set of all edges and the set of all interior edges by
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F :=Fu ∪Fp and F0 :=F 0u ∪Fp, respectively. For each interior edge e ∈F 0u ,
there are two triangles τ1,τ2 ∈T such that e = τ1∩τ2. We denote the union τ1∪τ2
byR(e). Also, for each boundary edge e, we denote the only triangle having e as an
edge by R(e). These elements R(e) are called the second-type macro element. In
Fig. 1, we illustrate two first-type marco elements and a second-type marco element
obtained from the subdividing process on two neighboring initial triangles.
Fig. 1 An illustration of the triangulation T .
For a boundary edge e, we define ne to be the unit normal vector pointing outside
Ω . Otherwise, ne is one of the two possible unit normal vectors of e. When it is
clear which edge is being considered, we will simply use n instead of ne.
Next, we describe the finite element spaces we use in our formulation. Let k ≥ 0
be a non-negative integer. For each triangle τ ∈ T , we denote the space of poly-
nomials on τ with degree at most k by Pk(τ). Then we define the locally H1(Ω)-
conforming finite element as
U h := {v : v|τ ∈ Pk(τ),∀τ ∈T ;v is continuous across e ∈F 0u ; v|∂Ω = 0},
and the locally H(div;Ω)-conforming finite element space as
W h := {V : V|τ ∈ Pk(τ)2,∀τ ∈T ; the normal component V ·ne
across e ∈Fp is continuous}.
Following [8, 7], we consider the following formulation: Find (Uh,Gh,uh) ∈
W h×W h×U h such that for any first-type elementS (ν) and second-type element
R(e), any (Vh,Wh,vh) ∈W h×W h×U h,∫
S (ν)
Gh ·Vh dx+
∫
S (ν)
uh divhVh dx−
∫
∂S (ν)
Gh (Vh ·n) ds = 0,∫
S (ν)
Uh ·Wh dx−
∫
S (ν)
ρ(Gh)Gh ·Wh dx = 0,∫
R(e)
Uh ·∇hvh dx−
∫
∂R(e)
(Uh ·n)vh ds =
∫
R(e)
f · vh dx,
(3)
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where ∇h and divh are the elementwise gradient and divergence operators, respec-
tively. Besides, n denotes outward normals on S (ν) or R(e) depending on the
context.
We define the jump operator [·] as follows. For e ∈Fp, if τ1,τ2 ∈ T such that
e = τ1∩ τ2 and ne is pointing from τ1 to τ2, then
[v] := v|τ1 − v|τ2 .
For e ∈F 0u , if τ1,τ2 ∈T such that e= τ1∩τ2 and ne is pointing from τ1 to τ2, then
[V ·ne] := V|τ1 ·ne−V|τ2 ·ne.
We also introduce two bilinear forms,
bh(V,v) :=
∫
Ω
V ·∇τv dx− ∑
e∈Fp
∫
e
V ·n[v] dσ ,
b∗h(v,V) :=−
∫
Ω
v∇τ ·V dx+ ∑
e∈F 0u
∫
e
v[V ·n] dσ ,
for v∈U h,V ∈W h. Summing the equations in (3) onS (ν) andR(e), respectively,
we can recast (3) into: find (Uh,Gh,uh) ∈W h×W h×U h such that,∫
Ω
Gh ·Vh dx−b∗h(uh,Vh) = 0, for any Vh ∈W h; (4)∫
Ω
Uh ·Wh dx−
∫
Ω
ρ(Gh)Gh ·Wh dx = 0, for any Wh ∈W h; (5)
bh(Uh,vh) =
∫
Ω
f vh dx, for any vh ∈U h. (6)
This completes the definition of our SDG method.
3 Implementation
In this section we will discuss the implementation detail of our SDG method. First
of all we fix a basis {φi}Nui=1 for U h and {ψi}Nwi=1 for W h, and write uh = ∑i(ûh)iφi,
Gh = ∑i(Ĝh)iψi and Uh = ∑i(Ûh)iψi, where ûh, Ĝh and Ûh are Nu×1, Nw×1 and
Nw×1 vectors respectively. Next, we define the mass matrix Mh and the matrix Bh
by (Mh)i j :=
∫
Ω ψ j ·ψi dx,(Bh)i j := bh(ψ j,φi), and( fh)i :=
∫
f vi dx, respectively.
Then we rewrite (4)–(6) as the following system:
MhĜh−BTh ûh = 0, (7)
MhÛh = F(Ĝh), (8)
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BhÛh = f̂h, (9)
where F(Ĝh) is a Nw×1 vector given by F(Ĝh)i := (ρ(Gh)Gh,ψi)L2(Ω). Eliminat-
ing Ûh from (7)-(9), we obtain
MhĜh−BTh ûh = 0, (10)
BhM−1h F(Ĝh) = f̂h. (11)
Here F is not a linear function in general. Hence we use Newton’s method to solve
this system. Write x̂h :=(Ĝh, ûh)T and H(x̂h) :=
(
MhĜh−BTh ûh,BhM−1h F(Ĝh)− f̂h
)T
.
The Jacobian matrix of H is given by
J(x̂h) :=
(
Mh −BTh
BhM−1h F
′(Ĝh) 0
)
,
where F ′(Ĝh) is the derivative with respect to Ĝh, which is given by
F ′(Ĝh)i j = (ρ(Gh)ψ j,ψi)+((∇ρ(Gh) ·ψ j)Gh,ψi) .
Given an initial guess x̂0h, we repeatedly update x̂
n
h by
x̂n+1h = x̂
n
h− [J(x̂nh)]−1H(x̂nh), (12)
until the successive error
∥∥un+1h −unh∥∥ is less than a given tolerance δ .
4 Stability and convergence of the SDG method
We begin with some results from the SDG method for other problems. We define
the discrete L2-norm ‖ · ‖X and the discrete H1-norm ‖ · ‖Z for any v ∈U h by
‖v‖2X :=
∫
Ω
v2 dx+ ∑
e∈F 0u
he
∫
e
v2 dσ and (13)
‖v‖2Z :=
∫
Ω
|∇hv|2 dx+ ∑
e∈Fp
h−1e
∫
e
[v]2 dσ , (14)
respectively. We also define the discrete discrete L2-norm ‖ · ‖X ′ and the discrete
H1-norm ‖ · ‖Z′ for any V ∈W h by
‖V‖2X ′ =
∫
Ω
|V|2 dx+ ∑
e∈Fp
he
∫
e
(V ·n)2 dσ , (15)
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‖V‖2Z′ =
∫
Ω
(∇ ·V)2 dx+ ∑
e∈F 0u
h−1e
∫
e
[V ·n]2 dσ . (16)
Then we recall some nice properties of the bilinear forms bh and b∗h introduced
in previous section. According to Lemma 2.4 of [8],
bh(V,v) = b∗h(v,V), ∀(v,V) ∈U h×W h. (17)
and the following inequality holds:
bh(V,v)≤ ‖v‖Z‖V‖X ′ , ∀(v,V) ∈U h×W h. (18)
From the definition of ‖·‖X and ‖·‖X ′ it is clear that for any v ∈U h and V ∈W h,
‖v‖L2(Ω) ≤ ‖v‖X , (19)
‖V‖L2(Ω)2 ≤ ‖V‖X ′ . (20)
Using the argument in the proof of Lemma 2.1 in Arnold [1], we have the following
discrete Poincare´ inequality.
Lemma 1. For any v ∈U h, there is a positive constant C independent of the mesh
size h such that
‖v‖L2(Ω) ≤C‖v‖Z . (21)
Moreover, the following inf-sup conditions holds for the bilinear forms bh and b∗h.
Lemma 2. There is a constant C independent of meshsize h such that
inf
V∈W h
sup
v∈U h
b∗h(v,V)
‖v‖X‖V‖Z′
≥C,
inf
v∈U h
sup
V∈W h
bh(V,v)
‖v‖Z‖V‖X ′
≥C.
Next, we impose some restrictions on the coefficient ρ . We assume ρ is bounded
below by a positive number ρ0. Moreover, we follow Bustinza and Gatica [2] to
require ρ(W)W to be strongly monotone. In order words, there is a positive constant
C independent of V,W ∈ L2(Ω)2 such that∫
Ω
[ρ(W)W−ρ(V)V] · (W−V)≥C‖W−V‖2L2(Ω)2 ; (22)
We also require ρ(W)W to be Lipschitz continuous. In order words, there is a posi-
tive constant C independent of V,W ∈ L2(Ω)2 such that
‖ρ(W)W−ρ(V)V‖2L2(Ω)2 ≤C‖W−V‖2L2(Ω)2 . (23)
We will also consider the interpolants I : H1(Ω)→U h andJ : H(div;Ω)→
W h discussed in [8], which is characterized by
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b∗h(I u−u,V) = 0, ∀u ∈ H1(Ω),V ∈W h, (24)
bh(JU−U,v) = 0, ∀U ∈ H(div;Ω),v ∈U h. (25)
It is shown that for any v ∈ Hk+1(Ω) and V ∈ Hk+1(Ω)2, we have
‖v−I v‖L2(Ω) ≤Chk+1‖v‖Hk+1(Ω), (26)
‖V−JV‖L2(Ω) ≤Chk+1‖V‖Hk+1(Ω)2 . (27)
Theorem 1. Let (u,G,U) ∈ Hk+1(Ω)×Hk+1(Ω)2×Hk+1(Ω)2 be the solution of
the original problem and (uh,Gh,Uh) be the solution of the SDG scheme (4)–(6).
Then we have the stability estimate
‖uh‖L2(Ω)+‖Uh‖L2(Ω)2 +‖Gh‖L2(Ω)2 ≤C‖ f‖L2(Ω), (28)
and the convergence estimates
‖u−uh‖L2(Ω)+‖U−Uh‖L2(Ω)2 +‖G−Gh‖L2(Ω)2
≤Chk+1
(
‖u‖Hk+1(Ω)+‖G‖Hk+1(Ω)2
)
.
(29)
Proof. We start by showing the stability estimate. Taking Wh =Gh, Vh =Uh, vh =
uh in (4)–(6), summing and applying (17), we have∫
Ω
ρ(Gh)Gh ·Ghdx =
∫
Ω
f uh dx. (30)
Applying the Cauchy Schwarz inequality,
‖Gh‖2L2(Ω)2 ≤ ρ−10 ‖ f‖L2(Ω)‖uh‖L2(Ω). (31)
Besides, using Lemma 1 and Lemma 2,
‖uh‖L2(Ω) ≤C sup
V∈W h
bh(V,uh)
‖V‖X ′
. (32)
Besides, using equations (17) and (4), we have for any V ∈W h
bh(V,uh) =
∫
Ω
Gh ·Vdx≤ ‖Gh‖L2(Ω)2 ‖V‖L2(Ω)2 . (33)
Combining (32) and (33) and applying (20),
‖uh‖L2(Ω) ≤C‖Gh‖L2(Ω). (34)
Combining this with (31),
‖Gh‖L2(Ω)2 ≤C‖ f‖L2(Ω), (35)
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and the stability estimate (28) follows from the Lipschitz continuity (23).
Next, we show the convergence of G. Note that (4) and (6) still holds if we
replace Gh by G, Uh by U and uh by u. Therefore,∫
Ω
(G−Gh) ·Vdx−b∗h(u−uh,V) = 0 ∀V ∈W h, (36)
bh(U−Uh,v) = 0 ∀v ∈U h. (37)
Using the properties of I andJ ,∫
Ω
(G−Gh) ·Vdx−b∗h(I u−uh,V) = 0 ∀V ∈W h, (38)
bh(JU−Uh,v) = 0 ∀v ∈U h. (39)
In particular for v =I u−uh and V=JU−Uh, adding these two equations gives∫
Ω
(G−Gh) · (JU−Uh)dx = 0. (40)
On the other hand, from the strong monotonicity (22),
‖JG−Gh‖2L2(Ω)2 ≤
∫
Ω
(JG−Gh) · (JU−Uh)dx. (41)
Applying equation (40),
‖JG−Gh‖2L2(Ω)2 ≤
∫
Ω
(JG−G) · (JU−Uh)dx
≤C‖JG−G‖L2(Ω)2 ‖JU−Uh‖L2(Ω)2 .
(42)
Applying the Lipschitz continuity (23),
‖JG−Gh‖L2(Ω)2 ≤C‖JG−G‖L2(Ω)2 . (43)
Hence applying (27),
‖G−Gh‖L2(Ω)2 ≤ ‖G−JG‖L2(Ω)2 +‖JG−Gh‖L2(Ω)2
≤Chk+1 ‖G‖Hk+1(Ω)2 .
(44)
Then we show the convergence of u. Using equation (26),
‖u−uh‖L2(Ω) ≤ ‖u−I u‖L2(Ω)+‖I u−uh‖L2(Ω)
≤Chk+1‖u‖Hk+1(Ω)+‖I u−uh‖L2(Ω).
(45)
Using the inf-sup condition in Lemma 2, equation (17), (24), (36) and (20),
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‖I u−uh‖L2(Ω) ≤C sup
V∈W h
bh(V,I u−uh)
‖V‖X ′
=C sup
V∈W h
b∗h(I u−uh,V)
‖V‖X ′
=C sup
V∈W h
b∗h(u−uh,V)
‖V‖X ′
=C sup
V∈W h
∫
Ω (G−Gh) ·Vdx
‖V‖X ′
≤C‖G−Gh‖L2(Ω)2 ,
(46)
which shows the convergence of uh. The convergence of Uh follows from the Lips-
chitz continuity (23).
5 Numerical examples
In this section, we present some numerical examples and verify the convergence rate
of our SDG method. Moreover, we will obtain a postprocessed solution u∗h which
converges with higher order than uh. We define the postprocessed solution u∗h as
follows. For each τ ∈T , we take u∗h ∈ Pk+1(τ) determined by∫
τ
∇u∗h ·∇wdx =
∫
τ
Gh ·∇wdx, ∀w ∈ Pk+1(τ)0 (47)
∫
τ
u∗h dx =
∫
τ
uh dx, (48)
where Pk+1(τ)0 :=
{
w ∈ Pk+1(τ) : ∫τ wdx = 0}. See [11].
For all of our numerical examples, We consider square domain Ω = [0,1]2. We
divide this domain into N×N squares and divide each square into two triangles. We
use this as our initial triangulation Tu and further subdivide each triangle taking the
interior points as the centroids of the triangles following the discussion in Section
2. We take the mesh size h := 1/N. We illustrate the mesh with h = 1/4 in Fig. 2.
We consider the following solutions of equation (1).
u1(x,y) = sin(pix)sin(piy),
u2(x,y) = 10xy2(1− x)(1− y)− e
x−1 sin(pix)sin(piy)
2
.
All these solutions have zero value on the boundary of Ω . We also consider the
following six nonlinear coefficients to test the order of convergence.
ρ1(∇u) := 2+
1
1+ |∇u| ρ2(∇u) := 1+ exp(−|∇u|)
ρ3(∇u) := 1+ exp(−|∇u|2) ρ4(∇u) := 1√
1+ |∇u|
ρ5(∇u) := |∇u| ρ6(∇u) := |∇u|2
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Fig. 2 Triangulation on Ω = [0,1]2 with mesh size 1/4.
For each u j and ρ`, we choose f in (1) and solve for the approximate solution in
the spaces of piecewise linear polynomial (i.e. k = 1), using Newton’s iteration. We
terminate the Newton’s iteration when the successive error is less than δ = 10−10.
Let u j,h be the approximate solution obtained from this Newton’s iteration, and u∗j,h
be the solution obtained from applying the above postprocessing procedure to u j,h.
Under different choice of nonlinear coefficients ρ`, we compute the L2 error for u j,h
and u∗j,h, given by ‖u j − u j,h‖L2(Ω) and ‖u j − u∗j,h‖L2(Ω), respectively. The results
are listed in Table 1 and Table 2. From these results, we see clearly that the scheme
gives optimal rate of convergence for the numerical solution and superconvergence
for the postprocessed solution.
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1/8 3.94e-3 1.83 2.58e-4 2.88 6
1/16 9.94e-4 1.99 3.22e-5 3.00 6
1/32 2.49e-4 1.99 4.19e-6 2.94 6
1/64 6.24e-5 2.00 5.33e-7 2.97 6
ρ4
1/4 1.45e-2 - 1.71e-3 - 4
1/8 3.90e-3 1.89 2.31e-4 2.89 4
1/16 9.91e-4 1.98 3.03e-5 2.93 4
1/32 2.49e-4 1.99 3.79e-6 3.00 4
1/64 6.24e-5 2.00 4.89e-7 2.95 4
ρ5
1/4 1.49e-2 - 3.97e-3 - 7
1/8 3.94e-3 1.92 6.05e-4 2.71 8
1/16 9.99e-4 1.98 9.24e-5 2.71 8
1/32 2.50e-4 2.00 1.32e-5 2.81 10
1/64 6.25e-5 2.00 1.79e-6 2.88 10
ρ6
1/4 1.54e-2 - 6.54e-3 - 13
1/8 3.91e-3 1.98 1.17e-3 2.49 15
1/16 9.94e-4 1.98 1.96e-4 2.58 18
1/32 2.50e-4 1.99 2.92e-5 2.74 21
1/64 6.24e-5 2.00 3.91e-6 2.90 23
Table 2 The L2 error for u2,h and u∗2,h under difference choices of coefficients.
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