A model is presented that predicts the binaural advantage to speech intelligibility by analyzing the right and left recordings at the two ears containing mixed target and interferer signals. This auditory-inspired model implements an equalization-cancellation stage to predict the binaural unmasking (BU) component, in conjunction with a modulation-frequency estimation block to estimate the "better ear" effect (BE) component of the binaural advantage. The model's performance was compared to experimental data obtained under anechoic and reverberant conditions using a single speech-shaped noise interferer paradigm. The internal BU and BE components were compared to those of the speech intelligibility model recently proposed by Lavandier et al. [J. Acoust. Soc. Am. 131, 218-231 (2012)], which requires separate inputs for target and interferer. The data indicate that the proposed model provides comparably good predictions from a mixed-signals input under both anechoic and reverberant conditions.
I. INTRODUCTION
In realistic environments, speech intelligibility by human listeners is challenged by the presence of interfering sounds arriving from other sources. The ability to exploit acoustic information arriving at both ears, i.e., binaural cues, provides an advantage in "cocktail party" situations compared to when only monaural cues are available (Cherry, 1953) . This binaural advantage (BA) has been modeled in an attempt to predict human performance in noisy listening conditions. Existing models, however, include information not directly available to the listener, such as a priori knowledge of the room impulse response, or even the "clean" speech signal itself. Here, we estimate the BA for speech intelligibility under conditions where the audio signals of the target and interferer are processed at each ear as a mixture, i.e., as would occur under natural listening conditions. The target is assumed to be located straight ahead, while the noise interferer can hold any location (the necessity of this a priori knowledge is discussed later in the article).
Listeners are thought to employ two main mechanisms to take advantage of binaural listening: (1) the "better ear" effect (BE) and (2) binaural unmasking (BU) (Durlach, 1963; Bronkhorst and Plomp, 1988; Hawley et al., 2004) . The BE effect represents a monaural advantage in the signalto-noise ratio (SNR) at the ear closer to the signal. The BE effect is larger when the interferer is located towards the contralateral side, and the head acts as a barrier, creating a head-shadow, and so providing the ipsilateral ear with a higher SNR. This effect is related to the relative level of target and interferer signals at the two ears, and indirectly to their interaural level differences. Conversely, BU refers to the advantage that accrues when interferer components in the sound mixture are subject to an internal cancellation process in order to enhance the effective SNR. This binaural unmasking relies on the interaural time differences, and was formulated by Durlach in his equalization-cancellation (E-C) theory (Durlach, 1963) . While these two mechanisms, BE and BU, can provide several decibels of advantage over monaural listening, sound reflections in a room can greatly reduce this advantage (Bronkhorst, 2000) . Plomp (1976) and Lavandier and Culling (2010) showed that reverberation reduces the magnitude of the head shadow effect, thereby reducing the magnitude of the BE component. Reverberation also reduces BU by decorrelating the signals between the two ears. This decorrelation, which can be quantified as a reduction in the interaural coherence, hinders the cancellation stage in the E-C theory. A model that seeks to predict the BA for speech intelligibility must take into account both of these two auditory mechanisms (BU and BE) and how they are influenced in realistic environments, such as reverberant rooms.
To date, several binaural models have been developed to predict the BA, achieving moderate to high correlations with human subjective scores (Levitt and Rabiner, 1967; Zurek, 1993; Beutelmann and Brand, 2006; Beutelmann et al., 2010; van Wijngaarden and Drullman, 2008; Wan et al., 2010; Lavandier and Culling, 2010; Jelfs et al., 2011; Lavandier et al., 2012) . Nevertheless, the practicality of these models is limited by their requirement of a priori knowledge such as the separation of target and interferer signals [e.g., Beutelmann and Brand (2006) ; Wan et al. (2010) ], the room impulse responses (Lavandier et al., 2012) , or the clean reference signal (van Wijngaarden and Drullman, 2008) . Figure 1(a) illustrates the model proposed by Lavandier et al. (2012) . Based on an earlier version (Lavandier and Culling, 2010) , this model employs the direct target-to-interferer ratio (TIR) as an estimate of the BE, and an E-C-related formula, to estimate the BU from binaural masking level differences (BMLDs). The BE and BU are then weighted for frequency, using weights determined by the speech intelligibility index (SII, ANSI S3. 5, 1997) , and added to form the total BA. In the study of Jelfs et al. (2011) , this model was improved in terms of efficiency by exploiting only the binaural room impulse responses (BRIRs) as the model input.
In real world listening conditions, however, separate information pertaining to the target and the interferer is not available to the listener, or is very difficult to estimate reliably. Any predictor of the BA that makes uses of only the acoustic information accessible to the listener, i.e., the mixture of target and interferer signals arriving at the two ears, could find potential application in binaural intelligibilityaware speech enhancement algorithms; for example, in speech processors of cochlear implants or hearing aids.
Here, we propose an algorithm that predicts the BA in anechoic and reverberant conditions for a single speech target located directly in front of the listener, and a single, continuous speech-shaped noise interferer arriving from various directions. The proposed model, referred to as the "binaural speech intelligibility model" (BiSIM), estimates the BE and BU components directly from the mixture of target and interferer signals, as illustrated in Fig. 1(b) . The BE is estimated using a monaural measure-the speech to reverberation modulation energy ratio (SRMR) -which is adapted to capture variations in the modulation spectra produced by different spatial configurations of the target and interferer. The BU is modeled as the BMLD, as theorized by the E-C model and implemented in Culling et al. (2004 Culling et al. ( , 2005 . The input parameters to this stage of the model are derived from the mixture of the target and interferer using limited a priori information: the number of interferers present in the sound mixture (restricted to a single interferer in this study), and the location of the target (directly to the front).
To test the performance of the BiSIM, speech reception thresholds (SRTs) for 50% intelligibility were measured under anechoic and reverberant conditions, with a single continuous speech-shaped noise (SSN) interferer located in the frontal hemifield of normal-hearing subjects. SSN interferers were chosen in order to prevent the use of monaural information associated with speech interferers, such as the informational masking of the competing sentence, listening in the silent gaps, or the source segregation based on fundamental frequency (Bronkhorst and Plomp, 1990; Lavandier and Culling, 2010) . As further validation of the model, predictions from the BiSIM were compared to those of the model developed by Lavandier et al. (2012) , referred to here as "CAR12" model. 1 Benchmarking the performance of the BiSIM against this previously validated model permits a direct comparison of the internal components, BE and BU, of the two models (see Fig. 1 ).
II. MODEL DESCRIPTION
Like the CAR12 model, the BiSIM model computes the BA by summing the BE and BU components
FIG. 1. Block diagram of the binaural speech intelligibility model (termed "CAR12") developed by Lavandier et al. (2012) in panel (a) , and of the proposed model ("BiSIM") in panel (b). The CAR12 model processes the target (upper branch) and the interferer (lower branch) separately by using their left and right impulse responses of the room (RIRs), while the BiSIM uses the mixed target and interferer signals as input. The final stages of both models (blocks located to the right of the vertical discontinuous line) are similar in that they perform a weighted average of the respective quantity across all frequency channels and combine the, so-determined, internal components BU and BE to predict BA. Following gammatone filtering (GTF), only the processing of a single frequency band is shown. The subscripts T and I refer to target and interferer, respectively (TIR ¼ target-to-interferer ratio; W SII ¼ frequency weights from the ANSI S3.5, 1997).
These quantities are estimated for each combination of target/interferer stimulus, and are both reported in terms of decibels. Summation was found previously to fit well the experimental data (Zurek, 1993; Hawley et al., 2004; Loizou et al., 2009) , although other studies suggest that Eq. (1) may slightly overestimate the effective BA (Bronkhorst and Plomp, 1988; Culling et al., 2004) . Nonetheless, in most cases, this approximation has been shown to perform well in speech intelligibility models [e.g., Lavandier et al. (2012) ; Zurek (1993) ]. The main objective of the present study was to estimate the BU and BE components by using the mixture of target and interferer signals as they are recorded in realistic scenarios at the left and right ears.
A. BE effect
SRMR: A monaural predictor of speech intelligibility
The SRMR is a non-intrusive measure of quality and intelligibility for reverberant and de-reverberated speech, initially developed by Falk and Chan (2008) for estimation of speech quality. It was tested across different databases and later extended to predict intelligibility . More recently, the SRMR was implemented as a predictor of speech intelligibility in simulated and actual monaural cochlear-implant listening under conditions involving noise-only, reverberation-only and the combined effect of both (Santos et al., 2012; Santos et al., 2013) .
These results show the suitability of SRMR as a predictor of monaural speech intelligibility in realistic environments, thus motivating its adaptation into a binaural predictor.
It is well established that envelope modulations are critical to speech intelligibility (Houtgast and Steeneken, 1985) . Some modulation frequencies (f m ) have relatively high importance, for instance, 4 Hz, which corresponds to the syllabic rate of spoken speech (Arai et al., 1996) . The SRMR captures alterations in the modulation spectrum produced by noise and reverberation. Specifically, the SRMR computes a ratio between the energy in the low modulation frequencies (f m < 20 Hz), attributed mostly to spoken speech components, to that of high modulation frequencies (20 < f m < 128 Hz), which are mostly attributed to noise and room acoustic effects ). An example of the effect of noise and reverberation on the modulation spectrum is shown in Fig. 2 , where modulation spectrograms are computed in order to calculate the SRMR for anechoic quiet environment (a), and reverberant (reverberation time
The SRMR is computed via four main stages. First, the input signal is passed through a 23-channel gammatone filterbank (GTF). Filter center-frequencies range from 0.125 to 4 kHz and are spaced at intervals of one equivalent rectangular bandwidth (ERB) (Moore and Glasberg (1983) , with filter bandwidths equal to one ERB. Second, the envelopes are extracted via the Hilbert transform from the 23 GTF channels. Third, the discrete Fourier transform of the envelopes is computed from 256-ms long time windows, overlapping by 87.5%, and these spectral components grouped in eight logarithmically spaced envelope frequency bins. Finally, the SRMR metric is computed as the ratio between the sum of the energies present at low modulation frequencies (modulation channel center frequencies [Hz]: 4.0; 6.5; 10.7; 17.6) and the sum of the energies present at higher modulation frequencies (28.9; 47.5; 78.1; 128.0) . The reverberant signals are expected to contain significant components beyond the modulation frequency range of clean speech. This is shown in Fig. 2 , where the SRMR is reduced as a result of reverberation and noise. For a more detailed explanation of the SRMR measure, refer to and .
SRMR: Binaural extension
Having been successfully tested as a monaural speech intelligibility measure (and, thus, indirectly as an estimator of TIR), the SRMR metric was applied to serve as a BE predictor, proposing that the magnitude of the BE is proportional to the SRMR in either the right or left channel, depending on which of the SRMR values is greater. The validity of this approach is discussed in Sec. IV B 2.
The SRMR is calculated for each 256-ms time frame of the 23 left and right pairs of GTF channels, 2 and the maximum of the pair is taken as the momentary SRMR per frequency channel [SRMR max (f) ]. This approach makes the implicit assumption that each frequency channel processes binaural information independently, as suggested by several studies (e.g., Akeroyd, 2004; Edmonds and Culling, 2005; Beutelmann et al., 2009) . After averaging within each frequency channel across all time frames n, the hSRMR max f ð Þi n is weighted by frequency-specific SII weights (W SII , taken from ANSI S3. 5, 1997) , and summed over the 23 frequency channels to calculate the binaural SRMR
An open question concerns the means of mapping the SRMR to the dB-scale necessary to apply BE in Eq. (1); establishing such mapping was one of the aims of our study. In the model validation of Sec. IV, we show that simple linear scaling generates similar BE predictions to the CAR12,
where a and b were empirically derived as being 0.9 and 1.46, respectively, to generate a BE range of 0-6 dB, corresponding to the range of the BA reported in previous studies, in which the contribution of the BE in anechoic environments was assessed independently of BU. Bronkhorst and Plomp (1988) , for example, used Dutch sentences corrupted by a SSN interferer, reporting magnitude of the BE effect to lie within the range 0-7.8 dB, while Edmonds and Culling (2005) , using sentences from the IEEE database (IEEE, 1969) as targets, and brown-noise as the interferer, reported the BE effect to be in the range 0-4.2 dB. Finally, Culling et al. (2004) and Hawley et al. (2004) , both reported 0-6 dB of advantage for BE-only conditions, when using a SSN interferer and IEEE sentences. Note that we make no attempt to optimize the BE predictions of the BiSIM model for the reverberant condition, and it was expected that the same parameters chosen for the anechoic condition would also be valid for the reverberant condition. This conjecture will be confirmed in Sec. IV.
B. BU
The BU was estimated by means of five signalprocessing stages (I-V), as schematically depicted in Fig. 3 . Stages I-III are necessary to extract the interaural parameters. Stages IV and V are based on Durlach's E-C theory (Durlach, 1963) and are outlined here first. E-C theory states that the extent to which the target is masked is influenced not only by the spatial separation between target and interferer, but also by the interaural coherence of the interferer. A high-coherence interferer is more effectively canceled after equalization than is an incoherent interferer. These considerations are taken into account by the following formula (calculated in stage IV, Fig. 3 ) proposed by Culling et al. (2004 Culling et al. ( , 2005 , 3 which estimates the BMLD (expressed in dB) for every frequency channel as
where U T and U I are the interaural phase differences (IPDs) of the target and the interferer, respectively, and q I is the interaural coherence of the interferer; k is a frequency-dependent constant obtained as
where q e ¼ 0.25 and q r ¼ 1.05 Â 10 À4 s are two constants empirically derived by Durlach (1963) , and x is the band's angular center frequency. To take into account the fact that the binaural advantage cannot be negative, Eq. (4) is lower bounded to zero.
As in Lavandier et al. (2012) , the magnitude of BU is calculated as the sum of the weighted BMLDs across all frequency channels (stage V),
As in the calculation of BE, the SII weighting is according to ANSI S3. 5 (1997) . With the aim of predicting the BA, the interaural parameters required for Eq. (4) are estimated from the target and interferer mixture in stages I to III. This FIG. 3 . Block diagram for the estimation of the BU in the BiSIM. Stages IV and V are the same as for the CAR12 (cf. Fig. 1 ), whereas all the necessary interaural parameters are estimated through stages I to III from the mixed target and interferer signals recorded at the left and right ear.
estimation could be performed on a sample-by-sample basis on the low-pass filtered signals, whereas the calculation of the modulation spectra for the BE estimation required processing in 256-ms blocks.
Stage I-Estimation of running interaural cues
The same filterbank used for the estimation of the BE was employed for the BU analysis. The time functions of running IPD and binaural coherence (C) are calculated from the left (L) and right (R) complex output of the filterbank as
and
where
The energies in Eqs. (9)- (11) are estimated within a moving average window of decaying exponential shape; this allows an efficient computation via a simple recursive firstorder low-pass filter of the form (Allen et al., 1977; Randall and Tech, 1977; Grimm et al., 2009) . The parameter a ¼ 1 À exp( À 1/(f s s)), where f s is the sampling rate and s ¼ 5/f is a frequency-channel dependent integration time constant (Dietz et al., 2011) .
Stage II-Coherence based filtering (C-mask)
Several coherence-based filters have been proposed with the aim of removing signal segments of non-informative interaural cues. Here, we implemented a simple fixedthreshold filter, inspired by the study of Faller and Merimaa (2004) and Dietz et al. (2011) . This filter consisted of a binary C-mask applied to the running IPD time function in order to discard time samples for which the absolute value of C is below a certain threshold (Th 0 ). This can be expressed by a binary time-frequency gain function w(t, f) as follows:
with Th 0 ¼ 0.95 (Faller and Merimaa, 2004) . By applying such a C-mask, the IPD values that are produced by a single sound source are more likely to be preserved, while the remaining ones are discarded.
Stage III-Estimation of interaural parameters
In order to calculate Eq. (4), the IPDs of both target and interferer (U T , U I ), as well as the coherence of the interferer (q I ), are required. To simplify this task, two assumptions were made: first, the target source was expected to be located straight ahead, which implied U T ¼ 0 (conversely, the interferer could be expected in any location). Second, only one interferer is present, so that two IPD distributions can be expected in the binaural signal mixture.
For each frequency channel, the histogram of the C-filtered running IPD values was fitted by two Gaussians using the expectation-maximization (EM) algorithm (Drullman et al., 1994) . The center of the Gaussian with higher absolute mean was used as the IPD of the interferer (U I ), and together with its standard deviation (r I ) was used to estimate the coherence of the interferer (q I ), for each frequency channel as
where N is a set containing all time elements of C, and N 0 N is a subset containing only the time elements used to calculate q I . The elements of N 0 are the time samples during which the corresponding running IPD values (before C-mask filtering) fall within U I 6 r I .
An example of this process for the 125-Hz frequency channel is shown in Fig. 4 . The IPD histogram shows two Gaussian-shaped distributions. The distribution with higher absolute mean is corresponded to the interferer, and is used to estimate U I and calculate q I . Since the location of the target is known to be in the front, U T was later set to zero.
III. BEHAVIORAL MEASUREMENTS OF BA
The SRTs of 18 subjects were measured, with threshold set to 50% speech intelligibility, for anechoic and reverberant environments in order to obtain the behavioral data required to validate the accuracy of the BA predictions from the BiSIM model.
A. Stimuli: Room responses and sentence database
Sentences from the IEEE database were employed as target stimuli (IEEE, 1969) . 4 These sentences, three to four FIG. 4 . Curve fitting to estimate U I and r I for Eq. (13). The C-filtered running IPD for the 125-Hz frequency channel are plotted as a histogram. Two Gaussians are fitted to the data via expectation-maximization criterion.
Since it is made the assumption of target located at 0 azimuth, the Gaussian with higher absolute mean is assigned to the interferer; the mean (U I ) and the standard deviation (r I ) of said Gaussian are used in Eq. (13) to estimate q I . In the depicted example, the interferer is located at 90 azimuth, and there is no reverberation applied. seconds in duration, were uttered by a male talker. The interferer signal consisted of continuous speech-shaped noise (SSN) as described and employed in previous studies (e.g., Culling et al., 2004; Hawley et al., 2004; Edmonds and Culling, 2005) . The shape of the frequency response of the "speech-shaped" filter was obtained by summing all the test sentences used in the experiment, and calculating the average spectrum. While the target was always positioned straight ahead, the interferer could come from one of nine azimuthal angles: 0 , 630 , 645 , 660 , 690 (positive signs refer to speakers located to the right of the target; elevation was 0 in all conditions). Source locations were simulated by convolving clean sentences with appropriate BRIRs from the Surrey database (Hummersone et al., 2010) . This database consists of microphone recordings made with Cortex Instruments Mk.2 Head and Torso Simulator for a speaker-receiver distance of 1.5 m, and for a variety of acoustic configurations. In our study, BRIRs for an anechoic environment and a classroom of size 5.65 Â 4.65 Â 2.68 [m] with a reverberation time RT 60 of 0.47 s were chosen. For the anechoic condition, a pseudo-anechoic method was employed where recordings were made in a large room (17.04 Â 14.53 Â 6.50 m), and truncated before the arrival of the first reflection. The sampling rate was 16 kHz.
B. Testing procedure
SRTs were measured using an adaptive 50% intelligibility threshold method employed by Culling et al. (2004) , Edmonds and Culling (2005) , Lavandier and Culling (2010) , Lavandier et al. (2012) . A "Latin-square" procedure was employed for the presentation of the 18 conditions (9 interferer azimuths Â 2 reverberation times): while the sentences were presented always in the same order, a one-off, randomly generated order for the 18 conditions was rotated across successive subjects. To ensure a complete rotation across all subjects, 18 subjects were recruited. The subjects (average age: 27.9 6 4.4 yr) all reported normal hearing in both ears and had English as their first language.
For each of the 18 conditions, subjects were presented with ten trials. A 5-min training session with unprocessed sentences and SSN was administrated at the beginning of the experiment. For each test condition, the subjects were instructed to attend to the sentence in the stimulus and attempt a transcript of it. Once the transcript was inputted, the correct keywords in the sentence were displayed, and the subjects would self-mark their score. In the first trial, the subjects were asked to increase the SNR from an initial low value of À28 dB by pressing a button ("listen again") until the sentence was judged 50% or more intelligible (three or more keywords, each sentence containing 5-6 keywords). Each time the button "listen again" was pressed, the SNR increased by 4 dB. For the remaining nine trials in the condition, the SNR was either increased or decreased by 2 dB depending on the subject correctly identifying fewer or more than three keywords, respectively. For each subject, the SRT of each condition was calculated as the average of the SNR in the last eight trials.
The stimuli were processed in MATLAB V R on a Windows V R computer, and presented over AKG V R K240 headphones after D/A conversion by a 24-bit Edirol V R UA-25 sound card. Subjects performed the test in a single-walled sound-attenuating booth at the Ear Institute (University College London, UK). Only a computer screen, a keyboard and a mouse were inside the acoustic booth. The subject's screen was duplicated on a monitor outside the booth, where the experimenter verified compliance to the procedure. Figure 5 reports the average SRT across the 18 subjects measured for the anechoic (RT 60 ¼ 0 s, triangles) and the reverberant (RT 60 ¼ 0.47 s, circles) conditions. For both conditions the data show an increase in intelligibility (i.e., decrease in SRT) as the azimuthal separation between target and interferer increases. At 690 , the largest azimuthal separation between target and interferer tested, the anechoic condition shows a slight increase in SRT. This is due to the "bright-spot phenomenon," which refers to the reduction in head-shadow generated by the constructive superposition of sound waves propagating around either side of the head. This effect was shown experimentally (Plomp and Mimpen, 1979; Peissig and Kollmeier, 1997) , and simulated with a spherical head model by Duda and Martens (1998) . The bright-spot effect, however, is not evident in reverberant environments because reflections from the walls contralateral to the source generally reduce the interaural level differences.
C. Results and discussion
The anechoic condition resulted in SRTs that were about 4-10 dB lower than for the reverberant condition indicating, in the latter, a more challenging condition for speech intelligibility. Subjective BAs were calculated by subtracting the SRT for the condition in which the interferer was co-located with the target (straight ahead), where no binaural advantage was expected, from SRTs obtained for the various other interferer locations. The BAs obtained in this way were representative of the spatial release from masking as a function of the interferer location. The maximum release from masking was about 9 dB for the anechoic condition, and about half of this when reverberation was present. Similar magnitudes of reduction were reported previously (Plomp and Mimpen, 1979; Bronkhorst and Plomp, 1988; Peissig and FIG. 5. Average SRTs (N ¼ 18) measured in anechoic (triangles) and reverberant (circles) conditions for continuous speech shaped noise. Vertical bars indicate the standard errors. Bronkhorst, 2000; Beutelmann and Brand, 2006; Lavandier et al., 2012) .
IV. MODEL VALIDATION
Two numerical tests were designed to validate the BiSIM model. First, the BA predictions were compared with the experimental data. Second, the BA, BE, and BU predictions from the BiSIM were compared to those produced by the CAR12 model to allow an in-depth evaluation of the model components. The same virtual speaker constellation, sentence and BRIR material used in the behavioral experiment were also used for the model validations. The BA, BE, and BU predictions from the BiSIM were averaged across twenty-five sentences. For the BiSIM model, the input was the two ear-channel mixture of target and interferer, following convolution with the BRIRs. The input for the CAR12 was the target and interferer BRIRs directly, and thus no sentence database was required. As described in Jelfs et al. (2011) , zero-padding (1024 points) was performed on the BRIRs used by the CAR12 to allow the gammatone filters time responses to settle. The sampling rate was 16 kHz.
A. Comparison with measured BA
The measured BA values obtained from Fig. 5 and the predictions from the BiSIM and CAR12 models were compared, and reciprocal scatter plots are shown in Fig. 6 . The BiSIM predicts well the average BA from the 18 subjects, and a correlation of 0.93 (p < 0.01) was obtained across the two conditions, 5 while achieving a per-condition correlation of 0.90 and 0.93 for the anechoic and reverberant conditions, respectively. It is important to note that, while the anechoic predictions may have been biased by the initial BE scaling described in Sec. II A 2, the reductions in BA under the reverberant condition were captured using the same scaling without any re-adjustment of the model parameters.
Similarly, the CAR12 model could predict reliably the BA measured in this study, and a scatter plot is shown in Fig. 6(b) . The predictions from the CAR12 for anechoic listening matched the observed BA well, with a correlation of 0.96, as did the predictions under reverberant conditions (r ¼ 0.93); across the two conditions the correlation was 0.97. Compared to the BiSIM model, there seems to be a slight overestimation of the spatial release from masking of about 1 dB consistent for most azimuth interferer conditions, whereas the BiSIM tends to underestimate slightly the amount of release. This difference is also apparent in the comparison of the two models shown in panel (c) of Fig. 6 . The two models' predictions show an overall correlation of 0.95, and of 0.98 and 0.91 for anechoic and reverberant environments, respectively.
B. Comparison with predictions from CAR12

Overall performance of the two models
In order to obtain insight as to the internal components BE and BU, the predictions from the BiSIM and CAR12 models were analyzed in more detail. Figure 7 plots the BA, BE, and BU components predicted by the BiSIM and the CAR12 models (left-hand side: anechoic, right-hand side: reverberation). The BA predicted by both models follow the same trend as observed experimentally, denoted in Fig. 7 as the shaded area in the two top-most panels. The vertical extent of this area indicates the standard errors of the individual BA measurements.
Overall, the correlations between the components of the two models ranged from 0.72 to 0.99. Predicted BU values are very similar for both models, whether for anechoic or reverberant conditions. A considerable difference, however, is apparent in the maximum gain of the estimated BE. This is consequently also reflected in the BA, where the BiSIM predictions are near the lower end, and the CAR12 predictions nearer the upper end of the range of measurements. Compared to the CAR12, the BiSIM underestimates the BE by about 0-2 dB, and a root mean square difference of 1.9 dB is obtained across the two conditions. The difference is reduced to 1.1 dB if an initial BE output range of 9 dB (instead of 6 dB, as described in Sec. II A 2) is chosen.
Modulation spectra as predictors of BE
While conventional estimates of the BE effect are based on the direct estimation of the TIR at the left and right ear FIG. 6 . Scatter plot of the BA measured subjectively and predicted by the BiSIM and CAR12 models. Subjective BAs were derived from the measured SRTs reported in Fig. 5 as the difference of the SRT measured for target and interferer co-located at 0 , where no BA is expected. Triangles refer to BA values for the anechoic condition, while circles refer to the reverberant one. The correlation value shown is representative for the data of both conditions together. Refer to the text for per-condition correlation values.
(e.g., Beutelmann and Brand, 2006; Wan et al., 2010; Lavandier et al., 2012) , our measure of the BE examines changes in the modulation spectrum of the mixed signals due to interactions between the target and the interferer. The impact of the interferer on the modulation spectrum is dictated by the magnitude of the head-shadow effect, which generally increases when the interferer moves into the contralateral space. Figure 8 plots an example of the SRMR estimated in the right and left channels (f ¼ 2.5 kHz) for different interferer azimuths. Note that the larger SRMR value, and consequently the better ear, is always found on the side opposite the interferer due to the head shadow effect (Peissig and Kollmeier, 1997; Duda and Martens, 1998; Culling et al., 2004) . These larger values of SRMR closely predict binaural improvement in TIR, including the trough at 690 for anechoic measurements (i.e., the "bright-spot" phenomenon). The SRMR(f) profiles for the same channel, but for the reverberant listening environment, are plotted as discontinuous lines. In this condition, smaller gains for the SRMR(f) are observed and no bright-spot effect is observed (consistent with the BA measurement of this study, cf. Fig. 5 ).
In conclusion, our implementation of the BE advantage exploits modifications in the modulation spectrum to predict actual BE as function of interferer azimuth, without the need to access information that is generally unavailable in real world scenarios (i.e., separate information concerning the target and the interferer).
Accuracy of the BU stage
As described in Sec. II B, the BiSIM and the CAR12 use the same set of equations [ (4) to (6)] to compute the BU, differing only in the way the binaural parameters are estimated. An example of BMLDs estimated for mixed SSN and sentence by both models is shown in Fig. 9 . Note that the BMLD predictions from both models are very similar, due to the similarity of the internal parameters, thus resulting in comparable BU values. In the particular case shown (anechoic environment, interferer located at 90 ), the BU produced by the two models differed by 0.5 dB.
The room reflections present in the reverberant condition, however, can influence the correct estimation of the interaural parameters for the BU computation. In such cases, our algorithm detects multiple sources, due to spurious IPDs created by room reflections, producing a discrepancy between the predictions of the two models. This condition led to a smaller correlation of 0.72 between the two models than in the anechoic condition, where a correlation of 0.99 was obtained. . The BMLDs are computed in each frequency channels via Eq. (4), and subsequently used to produce the BU according to Eq. (6). Note that the filterbank in the CAR12 has 34 channels, while the BiSIM has 23.
V. DISCUSSION A. Blindness of the model
The BiSIM model we describe here provides predictions of the binaural advantage for speech intelligibility based on two stages of computation. In the binaural unmasking stage, predicted BMLDs are used to compute the total BU across frequency. This method represents an indirect implementation of the E-C theory (Durlach, 1963) in that it does not directly equalize/cancel the interferer but, rather, estimates the effect of such a process. In general, estimation of the binaural interaction by means of E-C has proven successful in several binaural speech intelligibility models, both in its direct implementation [e.g., in Beutelmann and Brand (2006) or Wan et al. (2010) ], and in its indirect implementation, as with the CAR12 model or the BiSIM model proposed in this study. What is novel here is that we estimate the required interaural parameters from the mixed target and interferer signals arriving at the two ears. In the stage of the model assessing the BE effect, modifications of the modulation spectra produced by room acoustics are used as an indirect measure of the TIR. The binaural extension of the SRMR measure, and relative mapping into the decibel scale, are novel contributions in that they allow for an estimate of the BE without requiring a priori knowledge concerning the separate signals. This approach also provides a means of predicting the reduction in spatial masking release due to reverberation, without any adjustment of the model parameters.
For these abovementioned reasons, the proposed model is a step towards a blind model of speech intelligibility, the "blindness" of the model lying in the fact that it accesses only the mixture of target and interferer at both ears, as it might be recorded under realistic listening conditions. In this respect, the BiSIM differs from previous binaural models, which require a priori access to the target and the interferer as separate signals [e.g., Beutelmann and Brand (2006) ], the room impulse responses [CAR12, Lavandier et al. (2012) ], or the clean reference signal (van Wijngaarden and Drullman, 2008; Wan et al., 2010) . Two assumptions are made, however, that constitute a priori information to the model. First, the BiSIM assumes the location of the target to be straight ahead of the listener. Second, the number of interfering sources is known to be one. With respect to the first point, one might argue that such information is necessary for the model to identify the target. Note that, in principle, the target could hold any azimuthal location so long as some form of information is provided to the BU stage of the model that indicate which of the two IPD distributions belongs to the target (see Fig. 4 ). Furthermore, the simplifying assumption in this study of the target being located in front is realistic for many common listening scenarios. The restriction to one interfering source stems from the limitation of the equalization stage in the E-C mechanism, which can deal with just one interferer ITD at a time, regardless of how many interfering sound sources are present in the acoustic scene (Durlach, 1963; Culling et al., 2004) .
B. Binaural bandwidth of the auditory filters
In our implementation, a 23-channel gammatone filterbank was used with 1-ERB wide filters. Several studies investigating the auditory bandwidth for binaural processing have shown that the critical bandwidth might be wider than that measured monaurally (Hall et al., 1983; Holube and Kollmeier, 1996; Beutelmann et al., 2009) . In particular, Beutelmann et al. (2009) found that filter of 2.3 ERBs in their binaural speech intelligibility model, also based on E-C theory, resulted in best SRT predictions for stimuli where the IPD had been artificially manipulated across frequency. A filterbank bandwidth of 2.3 ERBs was tested with our model and our stimuli, but the results remained almost unchanged, with the outcome that no evidence for or against the existence of a wider critical bandwidth for binaural processing was forthcoming.
C. The choice of the interferer type
Continuous speech shaped noise interferers were used in this study. The choice of the interferer type impacts on the performance of the model: with speech interferers, the BiSIM can be expected to estimate less correctly the BE, as both the target and the interferer possess speech modulations. The same numerical simulations using speech interferers were performed with the BiSIM and the CAR12 (not shown). The BiSIM performs similarly well with speech interferers as the CAR12, although parameters a and b in Eq. (3) required adjustment. The robustness of the BiSIM across different test-material and interferer type is an aspect that needs to be addressed further in future studies.
D. The estimated BE in comparison to monaural models
In this study, the BE was estimated via a binaural extension of the monaural SRMR measure. For the output of each gammatone filterbank, the SRMR estimates the ratio between the normalized articulation energy (average modulation energy below 20 Hz) and the non-articulation energy (above 20 Hz). The use of information in the modulation domain to model speech intelligibility was first described by Steeneken and Houtgast (1980) with the Speech Transmission Index (STI), and it was successfully employed in other monaural speech intelligibility models. For instance, the Spectro-Temporal Modulation Index (STMI) proposed in Elhilali et al. (2003) , analyses the modulations in the spectrogram produced by a model of the auditory periphery. The STMI performed in line with baseline speech intelligibility metrics for conditions involving reverberation and additive noise, and showed better performance for conditions involving non-linear processing (e.g., phase jittering). Similarly, in Christiansen et al. (2010) , an auditory model that incorporates amplitude modulation stages (Dau et al., 1997 ) is used to produce internal representations of speech signals that are finally compared via cross-correlation. The model incorporates several auditory processing stages, such as basilar membrane filtering, non-linear adaptation, and extraction of modulations. While this model performed comparably well with baseline speech intelligibility metrics, superior performance was reported in predicting speech intelligibility for de-noised speech. A modulation filterbank is used also in the speech-based envelope power spectrum model (sEPSM) developed by Jorgensen and Dau (2011) . Both the sEPSM and its short-time based extension-the multi-resolution sEPSM (Jorgensen et al., 2013) -compute the SNR in the envelope power domain, considered more salient than the frequency-band SNR for speech intelligibility. This approach could predict speech intelligibility in stationary and fluctuating noise, in anechoic and reverberant environments, and for speech processed via non-linear enhancement schemes well.
In comparison to the above monaural models, the BiSIM incorporates fewer auditory-inspired stages and requires minimum a priori information. While the more pragmatic approach may be an advantage from the point of view of implementation, it is possible that more elaborate auditory models result in better performance for other processing conditions [e.g., for the non-linear processing cases shown in Elhilali et al. (2003) ; Christiansen et al. (2010) ; Jorgensen et al. (2013) ]. The suitability of these approaches as BE estimator for binaural speech intelligibility prediction remains to be tested.
E. Perspectives
Future work will have to address specific limitations of the model. First, the model described in this study should be tested more rigorously across different interferer types (e.g., modulated interferers) and test material. It is possible that the BE and BU estimation stages need adjustment depending on test material, and that additional auditory stages are needed to account for different test conditions, such as the phase distortions described in Elhilali et al. (2003) .
Second, the a priori assumptions made in the model should be relaxed. This could be achieved by modifying the current algorithm in order to estimate the number of interferers and allow for variable target location. Speaker identification algorithms could be used for this purpose (cf. Moattar and Homayounpour, 2012) . Another related improvement to the current model would be to allow predictions for multiple maskers present in the sound mixture.
Once these points have been successfully addressed, the model can find several practical applications. One such application would be as tool for monitoring the signalto-noise ratio in noisy or reverberant environments where the separate target and interferer signals are not known. The model could also be fitted into binaural speech-enhancement algorithms and serve as real-time signal-to-noise ratio estimator. Binaural speech-enhancement algorithms can be very beneficial to subjects that wear bilateral hearing restoration devices-such as bilateral cochlear implants or hearing aids-especially in "cocktail party" situations.
VI. SUMMARY AND CONCLUSIONS
To date, no model predictions of binaural advantages to speech intelligibility described in the literature operate without a priori information. In this study, we propose a model to predict the binaural advantage to speech intelligibility that analyses the mixture of target and interferer signal as it arrives at the two ears. This is achieved by estimating the advantages accrued by the better ear effect and the binaural unmasking. Two assumptions are made that constitute a priori information for the model: the target is located straight ahead, and only one interferer is present in the sound mixture. The model was evaluated in anechoic and reverberant conditions against subjective data as well as against predictions from another speech intelligibility model that had complete information of the target and interferer signals. A binaural model that can successfully predict the performance of human listeners, using the information that the auditory system receives, is likely to have captured main mechanisms underlying spatial release from masking. The present study represents a step towards the definition of such model.
The main conclusions for the present study are as follows:
(1) Reverberation reduces the binaural advantages to speech intelligibility, as observed for the 18 subjects tested in this study, and consistent with previous reports. Additionally, for most simulated target and interferer locations, spatial release from masking increased with azimuthal separation between the two sound sources. (2) The subjective data were modeled using limited a priori information, and the input to the model was the mixture of speech target and noise interferer signals. The correlation value between observed and predicted values was 0.93. (3) The proposed model could predict the binaural advantages comparably to a non-blind model. Further comparison between the components estimated by the two models confirmed the validity of the proposed approach. This suggests that, for the conditions tested in our study, some of the information incorporated by current binaural models-such as the use of separate target and interferer signals-might be unnecessary when predicting the binaural advantage. (4) Information contained in the modulation spectra of the mixed signal was sufficient to predict accurately the BE effect. (5) The bandwidth of the auditory filter, which in this study was set to one ERB, had no effect on the model predictions. (6) Further work is necessary to evaluate the model against test material and conditions that were not investigated in this study (e.g., different interferer type), and to address limitations and further improvements to the models, such as the relaxation of residual a priori assumptions.
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