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Abstract
Neutrino mass sum rules relate the three neutrino masses within generic classes of
flavour models, leading to restrictions on the effective mass parameter measured in
experiments on neutrinoless double beta decay as a function of the lightest neutrino
mass. We perform a comprehensive study of the implications of such neutrino
mass sum rules, which provide a link between model building, phenomenology, and
experiments. After a careful explanation of how to derive predictions from sum rules,
we discuss a large number of examples both numerically, using all three global fits
available for the neutrino oscillation data, and analytically wherever possible. In
some cases, our results disagree with some of those in the literature for reasons
that we explain. Finally we discuss the experimental prospects for many current
and near-future experiments, with a particular focus on the uncertainties induced
by the unknown nuclear physics involved. We find that, in many cases, the power
of the neutrino mass sum rules is so strong as to allow certain classes of models
to be tested by the next generation of neutrinoless double beta decay experiments.
Our study can serve as both a guideline and a theoretical motivation for future
experimental studies.
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1 Introduction
Since the first experimental evidence for neutrino oscillations by the Super-Kamiokande
experiment [1], we have come a long way to measure all leptonic mixing angles. This
enterprise was completed by the discovery of a non-zero reactor mixing angle θ13 in 2013
by the Daya Bay [2] and RENO [3] experiments. In particular, we have learned that the
leptonic mixing angles are quite large compared to their analogues in the quark sector [4],
which still appears to be very puzzling from a theoretical point of view.
At the moment, probably the best guess we have to explain such mixing patterns is by
so-called flavour symmetries (see Refs. [5–8] for recent reviews), although other origins
could be possible as well (see, e.g., Refs. [9, 10]). While some flavour models predict a
range of neutrino masses and mixings, others are strong enough to predict correlations
between several observables, such as leptonic mixing angles and neutrino masses. These
are the key outputs for a model to be testable. A typical form of such correlations are so-
called sum rules, which can appear for neutrino mixing parameters [11–14] or for neutrino
masses, the latter being the case to be investigated in this paper.
One of the first occasions where the term neutrino mass sum rule has been used in
the meaning we refer to was in Ref. [15], and the importance of such relations has been
stressed as well in, e.g., Refs. [16,17]. In particular, it has been recognized that sum rules
could considerably constrain the so-called effective neutrino mass |mee| as measured in
neutrinoless double beta decay experiments. First studies of the implications of models
leading to such correlations have been provided in, e.g., Refs. [18, 19], and the first sys-
tematic study of a few cases has been done in Ref. [20]. However, these references have in
fact not mentioned the term sum rule. Nevertheless, in particular Ref. [20] has provided
analyses of some of the cases studied here, too, so that we will refer to it at some places.
To our knowledge, the first systematic study of neutrino mass sum rules as such has been
provided by Ref. [21], which in particular introduced the illustrative geometrical interpre-
tation of sum rules as triangle equations. A further study followed [22], which discussed
the general types of sum rules which had appeared in the literature by then.
In this paper, we aim at extending the previous studies in the light of the newest
global fit values of the neutrino oscillation parameters [26–28], with a particular focus
on the prospects of near future experiments on neutrinoless double beta decay. We take
into account the uncertainties imposed by the nuclear physics involved. Our study may
help to advance the state of the field for several reasons. First of all, in particular the
handling of phases in sum rules can be a bit subtle, which has led to several incorrect
results in the literature, e.g., wrong predictions of the allowed regions of |mee|. This could
be disastrous, since it could potentially lead to wrong conclusions if a non-zero rate of
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Figure 1: The power of sum rules. Two example sum rules (rule 1: m˜−11 + m˜
−1
2 = m˜
−1
3
indicated by the forked red region, rule 2: m˜1 + m˜2 = m˜3 indicated by the violet region)
are displayed, along with the result of GERDA phase I [23] and the maximum sensitivities
of GERDA [24,25] for phase II and phase III, including the nuclear physics uncertainties
which generate the gaps between the horizontal green lines. Even with these uncertainties,
the inverted ordering region of rule 1 is clearly falsifiable, thereby illustrating the power
of the sum rules. Technical details will be given later in the text.
neutrinoless double beta decay was observed. Thus it is worth to carefully discuss this
point and to correct some of the results obtained previously. Secondly, it is known that
a relatively large value of θ13, such as the one measured, can considerably influence the
allowed regions for |mee| [29], which is particularly true when additional constraints such
as mass sum rules are imposed, and which makes an updated study worthwhile. Thirdly,
the studies performed up to now have focused on the phenomenology of |mee|, without
a complete discussion of the experimental prospects, in particular in what regards the
nuclear physics uncertainties. We close all these gaps by not only providing a detailed
study of all neutrino mass sum rules we were able to find in the literature, but we also
discuss the prospects of many current and future experiments on neutrinoless double
beta decay, thereby taking into account nine different methods to calculate the so-called
nuclear matrix elements. We also provide a complete classification of all flavour models
known to us which lead to neutrino mass sum rules, so that a fairly complete picture of
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all combinations of symmetries and neutrino mass generation mechanisms is obtained.
There is no study available which is comparatively complete as the one presented
here, and in fact our results could be used by all three communities, model builders,
phenomenologists, and experimentalists. The text will be useful if the reader would like to,
e.g., know the detailed predictions of the sum rule obtained in their model or study which
models could be distinguished by their experiment. To give all potential readers a flavour
of the power of neutrino mass sum rules, we have depicted an example result in Fig. 1:
as can be seen, the two example sum rules predict regions for the effective mass |mee|
which are so distinct that they can potentially be distinguished by on-going experiments
such as GERDA [24,25]. The remarkable point is that this statement remains true even if
the nuclear physics uncertainties (indicated by the splittings between the green horizontal
double lines) are taken into account. More details, and the corresponding numbers for
this and other experiments, will be given later in the text.
The paper is structured as follows. In Sec. 2, we give an illustrative discussion of the
emergence of sum rules in neutrino flavour models. We then discuss the most general sum
rules possible in Sec. 3, before illustrating how to carefully derive the constraints imposed
by them on the effective neutrino mass in Sec. 4. Next, we discuss the two cases of trivial
and non-trivial sum rules in Secs. 5 and 6, respectively, before investigating all sum rules
we have found in the literature in Sec. 7, where we also provide a systematic classification
of all relevant flavour models known to us. We discuss in detail the experimental prospects
for neutrinoless double beta decay as well as the impact of the nuclear physics uncertainties
in Sec. 8, and we finally summarise the numerical predictions obtained for all sum rules
in Sec. 9. Our conclusions are presented in Sec. 10.
2 Neutrino mass sum rules in family symmetry mod-
els
We first consider the emergence of neutrino mass sum rules from family symmetry models
in which neutrino masses arise from the Weinberg operator [30]. Without assuming right-
handed neutrinos, small neutrino masses can be generated by the dimension five operator
which breaks both the total and the individual lepton numbers,
LWeinbergLL = yij
`ci`jHH
ΛL
, (1)
where `i represents the three lepton doublets (i = 1, 2, 3), H represents the Standard
Model (SM) Higgs doublet, yij are dimensionless couplings, and ΛL is the cut-off scale
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for the lepton number violation operator. After the Higgs fields develop their vacuum
expectation values (VEVs), these operators lead to the physical neutrino mass matrix
Mν . In general, Mν is a complex symmetric matrix which depends on 6 independent
complex parameters (a, b, c, d, e, f),
Mν =
 a b c. d e
. . f
 . (2)
When Mν is diagonalised it has three eigenvalues, the complex neutrino masses m˜i, which
in general are unrelated.
However, in certain models, Mν can be written in terms of two complex parameters,
leading to a model dependent relation between the m˜i. For example, in the notation of
Ref. [16], if the three lepton doublets transform as a triplet of a family symmetry A4, and
the three right-handed charged leptons are assigned to be singlets under A4,
L =
 `1`2
`3
 ∼ 3 , eR ∼ 1 , µR ∼ 1′′ , τR ∼ 1′ . (3)
The Lagrangian that gives rise to neutrino masses in that model is
LLL = L
cLHH
ΛL
(〈φS〉
Λ
+
〈u〉
Λ
)
, (4)
where Λ (6= ΛL in general) is the cutoff scale of the A4 symmetry. The triplet flavon field,
φS ∼ 3, and the singlet flavon field, u ∼ 1, acquire the following complex VEVs,
〈φS〉
Λ
=
 11
1
αs , 〈u〉
Λ
= α0 . (5)
The VEV 〈φS〉 breaks the A4 symmetry down toGS, which is the subgroup of A4 generated
by the group element S. Upon electroweak symmetry breaking, the following effective
neutrino mass matrix is generated,
Mν =
 2αs + α0 −αs −αs−αs 2αs −αs + α0
−αs −αs + α0 2αs
 v2
ΛL
, (6)
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where v is the SM Higgs VEV. This mass matrix is form-diagonalizable [16], i.e., it is
always diagonalized, independent of the values for the parameters αs and α0, by the
tri-bimaximal mixing matrix UTB [31],
UTTBMνUTB = diag(3αs + α0, α0, 3αs − α0) ·
v2
ΛL
= diag(m˜1, m˜2, m˜3) . (7)
Because the three mass eigenvalues m˜1,2,3 are determined by two parameters, up to an
overall scale, there is a sum rule among the three light masses,
m˜1 − m˜3 = 2m˜2 . (8)
More generally, in other models of this kind, the complex neutrino masses m˜i may be
related by a sum rule of the form,
αm˜1 + βm˜2 = m˜3, (9)
where α, β are model dependent complex constants.
We now consider the emergence of sum rules from family symmetry models based on
the type I seesaw mechanism [32–37], for an example A4 model of tri-bimaximal mixing.
In such a model the three right-handed neutrinos may transform as a triplet of A4,
N =
N1N2
N3
 ∼ 3 , (10)
and the right-handed neutrino Majorana mass matrix is generated by N cN(〈φS〉+ 〈u〉),
MR =
 2αs + α0 −αs −αs−αs 2αs −αs + α0
−αs −αs + α0 2αs
Λ . (11)
The Dirac neutrino mass matrix is generated by the interaction yHLN ,
MD =
 1 0 00 0 1
0 1 0
 yv . (12)
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After the seesaw mechanism takes place, the resulting effective neutrino mass matrix is
M effν = −MDM−1R MTD. (13)
This effective neutrino mass matrix is diagonalized by UTB with the complex mass eigen-
values being
diag(m˜1, m˜2, m˜3) =
(
1
3αs + α0
,
1
α0
,
1
3αs − α0
)
y2v2
Λ
. (14)
Because the three mass eigenvalues m˜1,2,3 are determined by two parameters, up to an
overall scale, there is a sum rule among the three light masses. However, in this seesaw
realization, the sum rule clearly involves the inverse of the three light neutrino masses
and is given from Eq. (14) by,
1
m˜1
− 1
m˜3
=
2
m˜2
, (15)
which can lead to both normal and inverted mass orderings. More generally, in seesaw
models of this kind, the right-handed neutrino masses may be similarly related as in
Eq. (9), leading to inverse relationships between light physical neutrino masses of the
form,
γ
m˜1
+
δ
m˜2
=
1
m˜3
, (16)
where γ, δ are model dependent constants.1
The examples of neutrino mass sum rules discussed above are for A4 family symmetry
models which give rise to tri-bimaximal neutrino mixing. However, this prediction is phe-
nomenologically problematic, as a vanishing reactor mixing angle θ13 is by now known to
be excluded by data [26–28]. It is possible to maintain the neutrino mass sum rules while
allowing for a non-zero reactor angle by invoking charged lepton mixing angle corrections.
Technically this corresponds to a violation of the symmetry corresponding to the T gen-
erator which is preserved in the charged lepton sector. This enforces the diagonality of
the charged lepton mass matrix in the basis discussed above. This strategy (introducing
reactor mixing via charged lepton corrections) may be applied to any family symmetry
model of tri-bimaximal mixing, and will always maintain the neutrino mass sum rule,
which justifies the treatment of such models in this paper. In addition it will lead to
mixing angle sum rules, which however are not our principal concern here.
As an example of such a model where the sum rule is maintained in the presence
of charged lepton corrections, we briefly discuss a ∆(96) model. In the “Grand” ∆(96)
1Note that δ here has got nothing to do with the CP violating phase denoted by the same Greek letter.
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Model [38], a ∆(96) flavour symmetry is first applied to generate “bi-trimaximal” (BT)
mixing in the neutrino sector, i.e.,
θν12 ≈ 36.2◦, θν13 ≈ 12.2◦, θν23 ≈ 36.2◦. (17)
Notice that these predictions fall outside the 1σ ranges for the lepton mixing angles of the
PMNS mixing matrix, assuming a diagonal charged lepton mixing matrix [26–28]. Thus,
this motivates going beyond a simple ∆(96) model of leptons to a Grand Unified Theory of
flavour where the charged lepton mass matrix Me is only approximately diagonal, leading
to a slightly non-diagonal charged lepton mixing matrix Ue. Then, the non-diagonal Ue
leads to small corrections in the BT predictions of Eq. (17), yielding
θ12 ≈ 32.7◦, θ13 ≈ 9.6◦, θ23 ≈ 36.9◦. (18)
Even though the above angles have received a correction from the charged lepton sector,
this correction is independent of the mixing originating from the neutrino sector, i.e., the
neutrino mass matrix remains unchanged. Hence the sum rule will be unchanged by the
charged lepton corrections, and it remains as
1
m˜3
± 2i
m˜2
=
1
m˜1
, (19)
a subset of the sum rules given in Eq. (16). Note that this inverse neutrino mass sum rule
arises because of the application of the type I seesaw mechanism to a trivial Dirac mass
matrix and a non-trivial heavy neutrino mass matrix, i.e., flavons couple only to N cN .
Now that we have seen one example where corrections do not affect the sum rule, it is
insightful to consider a model in which the higher order corrections to the mass matrices
themselves also leave the sum rule unchanged. As an example of this we discuss a Golden
Ratio A5 model in the presence of a minimal next-to-leading-order (NLO) correction [39].
In the “Golden Model” at leading order (LO), Golden Ratio (GR) mixing is predicted,
i.e.,
θ12 = tan
−1
(
1
φg
)
= 31.7◦, θ13 = 0◦, θ23 = 45◦, (20)
where φg = (1 +
√
5)/2 is the Golden Ratio. The model also predicts leading order
complex light neutrino masses given by
m˜LO1 =
β
6φg−2+4eiδξ , m˜
LO
2 =
β
4eiδξ−( 6
φg
+2)
, m˜LO3 =
β
2(1+4eiδξ)
, (21)
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where δ, β, ξ are parameters involving the Higgs VEV, complex flavon VEVs, and coupling
constants, cf. Ref. [39] for exact definitions. Observe that these complex masses obey the
inverse neutrino mass sum rule
1
m˜LO1
+
1
m˜LO2
=
1
m˜LO3
. (22)
Unfortunately, from Eq. (20) it can be seen that GR mixing is also excluded by the
measurement of a large reactor mixing angle [2,3]. Therefore, it is worthwhile to consider
the effect of NLO corrections to the Golden Model.
In this model, the NLO corrections manifest themselves as a correction to the heavy
neutrino mass matrix, MR = M
LO
R + ∆MR. The importance of this minimal correction
∆MR is that it preserves the sum rule for the heavy neutrinos, i.e., M
NLO
1 +M
NLO
2 = M
NLO
3 .
This preserved sum rule will then translate to the light neutrino masses (after application
of the type I seesaw mechanism). This can be seen by inspection of the Golden Model’s
light neutrino masses to NLO. They are given by
m˜NLO1 ≈ m˜LO1 −
9β
2φg
√
30 (1− 3φg − 2ξeiδ)2
,
m˜NLO2 ≈ m˜LO2 −
9βφg
2
√
30 (2− 3φg + 2ξeiδ)2
,
m˜NLO3 ≈ m˜LO3 −
9β
2
√
6(1 + 4ξeiδ)2
. (23)
From Eq. (23) it is clearly seen that
1
m˜NLO1
+
1
m˜NLO2
≈ 1
m˜NLO3
(24)
to first order in the small parameter . Hence, the minimal correction to the heavy
neutrino mass matrix allows for preservation of the light neutrino mass sum rule to NLO.
As seen in the examples on how sum rules arise, the following empirical observation
can be made: the most general sum rule one can envisage involves powers of neutrino
masses p, and has the schematic form (ignoring complex coefficients which multiply each
term in the sum rule and which will be included later),
m˜p1 + m˜
p
2 + m˜
p
3 = 0, (25)
The origin of the “power of the sum rule” p is then as follows. Whenever the light
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neutrino mass matrix Mν is proportional to the power n of a certain (inverse) mass
matrix M , where M contains the two decisive flavon couplings and all other matrices in
the product are trivial (i.e., either the unit matrix or proportional to a matrix without
any free-parameters, up to an overall scale), then the power p in the sum rule will be
given by 1/n,
Mν ∝Mn ⇒ p = 1
n
. (26)
In the type I seesaw example discussed above, the decisive matrix is M = MR, cf. Eq. (11),
while the Dirac mass matrix MD from Eq. (12) is trivial. This suggests that n = p = −1,
which is indeed realized in Eq. (15). This intuitive observation has proven to be correct
in all the examples we have found in the literature, which involve powers p = ±1/2
and p = ±1. However, it also justifies the study of other powers, such as p = ±1/3 or
p = ±1/4. At least by these easy observations, higher powers p > 1 do not seem to be
realistic. Nevertheless we will discuss one such example to see the effect of the higher
power. Such exotic sum rules could still be justified in a certain framework, e.g., by more
complicated models or simply by phenomenology.
Equipped with an intuitive picture of how sum rules can arise, we will now study the
more technical aspects of sum rules in detail.
3 Generalised neutrino mass sum rules
Let us now enter the technical details. Using the complex neutrino mass eigenvalues
m˜i, the most general sum rule possible, reinstating the complex coefficients ignored in
Eq. (25), is given by
A1m˜
p
1e
iχ1 + A2m˜
p
2e
iχ2 + A3m˜
p
3e
iχ3 = 0. (27)
In this equation, we have p 6= 0, χi ∈ [0, 2pi), and hence Ai > 0, since any phase of Ai
could be absorbed into the phase χi.
2 The power p is the central ingredient characterizing
the sum rule, and it is always known in a given model. Note that the phase χi is not a
Majorana phase, but rather a phase coming from the sum rule itself (e.g., a minus sign).
In other words, the phases χi are fixed, and we always know their value for a given sum
rule (at least if the model from which the sum rule originates is powerful enough to predict
them). For example, in the model from Ref. [39], discussed above, the sum rule was given
2One could mathematically also have Ai = 0, but this would only lead to a partial sum rule which
does not involve all three masses.
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to next-to-leading order by, cf. Eq. (24),
1
m˜1
+
1
m˜2
=
1
m˜3
. (28)
Comparing this concrete sum rule to the general form given in Eq. (27) yields:
p = −1, A1 = A2 = A3 = 1, χ1 = χ2 = 0, and χ3 = pi. (29)
Note that we can always do this comparison if we attempt to translate a sum rule from
a concrete model into the general language presented here.
We can proceed by writing the complex masses in polar form, m˜i = mie
iφi , where
mi ≥ 0 are the physical mass eigenvalues and φi ∈ [0, 2pi) are phases which we will later
on prove to be identical to the Majorana phases. Dividing Eq. (27) by A1 > 0, and
abbreviating Bi ≡ Ai/A1 as well as φ˜i ≡ χi + pφi, one can rewrite:
mp1e
iφ˜1 +B2m
p
2e
iφ˜2 +B3m
p
3e
iφ˜3 = 0, (30)
where B2,3 > 0. We will discuss Eq. (30) shortly, after defining our terminology.
In order to know what we are talking about, we suggest the following terminology for
sum rules, which will be further motivated later on:
• trivial sum rules : All coefficients have a modulus of 1, B2 = B3 = 1.
↪→ Examples: m˜1 + m˜2 − m˜3 = 0 or m˜−11 + m˜−12 + im˜−13 = 0.
• non-trivial sum rules : There are coefficients with a modulus different from 1.
↪→ Examples: 2m˜1 + 2m˜2 − m˜3 = 0 or 2m˜−11 + 2m˜−12 + im˜−13 = 0.
Equipped with these definitions, we first discuss the most subtle part of the game,
namely the physical parametrisation of the effective mass.
4 Effective mass vs. sum rules: parametrisation is-
sues to be understood
Neutrinoless double beta decay (0νββ) is a lepton number violating process where a
nucleus (A,Z) decays into another one by the emission of two electrons:
(A,Z)→ (A,Z + 2) + 2e−. (31)
10
The violation of lepton number is immediate, since the final state contains two leptons
while the initial state contains none.3 In the simplest case of light neutrino exchange, the
amplitude for the process is proportional to a quantity called the effective mass mee.
The “problem” with this quantity is that it can be parametrised in several ways, which
may at times look confusing. To unambiguously clarify these points, we will here in some
detail review how the effective mass is obtained, thereby pointing out some important
subtleties. Although these issues are in principle known, we chose to give a detailed
explanation in order to prevent any confusion.
We start with the Feynman diagram for the process, which looks like:
ΝiΝe Νe
Vei mi ei Φi Vei
e- e-
W- W-
d d
u u
Note that we have assumed the most simple version of the process, i.e., there are only left-
handed SM-like W -bosons, and the exchange particle is a light active Majorana neutrino.
Then the propagator of the fermion line is a Majorana propagator which contains a
charge conjugation matrix C [42], which by the Majorana condition νci = C(νi)
T = eiφiνi
translates into a Majorana phase φi for the mass eigenstate νi. Note that we have already
used the same notation φi for the Majorana phase as done in the sum rules, cf. Sec. 3.
However, we still have to show that this is actually correct.
If there are three active neutrino mass eigenstates ν1,2,3, one obtains the following
proportionality in the amplitude:
Aee ∝
3∑
i=1
PLVeie
iφi /p+mi
p2 −m2i
VeiPL, (32)
where V denotes the CKM-equivalent part of the PMNS-matrix (V is the same as U with
all Majorana phases set to zero). Note that, due to the Majorana nature of the exchanged
3Note that, however, the relation to the Majorana nature of the neutrino might be more subtle [40,41].
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neutrino, the two vertices are indistinguishable, i.e., the amplitude must be proportional
to V 2ei instead of |Vei|2, the use of the latter sometimes being part of the confusion.
In order to arrive at the effective mass, two more steps are necessary. First, due to the
two projection operators PL which originate from the SM-like W -bosons, one can rewrite
PL(/p + mi)PL = miPL. Second, since the average nuclear momentum transfer is much
larger than the neutrino mass,
√〈p2〉 = O(100 MeV) mi, one can neglect the term m2i
in the denominator. Hence, the proportionality in Eq. (32) reduces to
Aee ∝
3∑
i=1
V 2eie
iφimi ≡ mee, (33)
which serves as a definition of the effective mass mee. The final step is to realize that a
detection of 0νββ could only constrain the absolute value |mee|, which means that the
decay rate it can only depend on two phases. Multiplying Eq. (33) by e−iφ1 and defining
αi1 ≡ φi − φ1 (i = 2, 3) then leads the final form of the effective mass
|mee| = |m1V 2e1 +m2V 2e2eiα21 +m3V 2e3eiα31|. (34)
Note that this expression is nearly independent of the parametrisation, except for the
choice to remove the phase from the first term instead of choosing any of the other two.
We can now insert the PDG parametrisation, cf. Eq. (13.79) of Ref. [4],
UPDGPMNS =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

︸ ︷︷ ︸
≡V PDGPMNS
1 0 00 eiα21/2 0
0 0 eiα31/2
 ,
(35)
into Eq. (34) and thereby exactly reproduce the PDG parametrisation of the effective
mass, cf. Eq. (13.84) in Ref. [4],
|mee|PDG = |m1c212c213 +m2s212c213eiα21 +m3s213ei(α31−2δ)|. (36)
Now it suddenly appears as if also the Dirac CP phase δ showed up in the effective mass.
This dependence came in through the PMNS matrix element Ve3 = s13e
−iδ. Of course
there can still only be two physical phases inside |mee|, which are α21 and (α31−2δ), which
is why some authors choose to redefine the mass m˜3 in such a way that the Dirac CP phase
δ does not appear in the formula for |mee| (see, e.g., Refs. [29,43]). This step is convenient
– and always perfectly justified – since we can choose any combination of phases to be
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physical as long as there are in total three independent combinations (in the case of a
3× 3 Majorana mass matrix [4]). However, there is one point we have to be careful with
if we want to investigate sum rules: the redefinition of phases is, in fact, nothing else than
a redefinition of the Majorana phase φ3, and by this it will modify the neutrino mass sum
rule under consideration. This is easy to see, since redefining α31 − 2δ → α31 in Eq. (36)
is equivalent to redefining φ3 → φ3 + 2δ, which would then show up in the steps following
Eq. (27). While in general, without any sum rule at work, this redefinition does not show
up anywhere else except for |mee|, it does appear when a sum rule is studied in addition.
Hence, we have to be careful when applying any redefinition to a Majorana phase, since
such a redefinition will, in general, also redefine the sum rule involved.4 Thus we have to
be careful when aiming to determine which phases are actually constrained by the sum
rule. In order to do that in a consistent way, we will in our calculations always stick to
the PDG parametrisation [i.e., to Eq. (36)], without redefining any phases.
Note that one can also think of the effective mass mee geometrically, as a sum of three
vectors, by simply interpreting the complex numbers as vectors in the complex plane [29]:
m1c12
2 c13
2
m2s12
2 c13
2 ei Α21
m3s13
2 ei HΑ31-2 ∆L
Α21
Α31-2∆
mee
This picture makes it obvious how mee can vanish: if the three vectors can form a triangle
by adjusting the phases α21 and (α31− 2δ), then the resulting “vector” mee will have zero
length. If this is not possible, either due to the three pieces having inappropriate lengths
or due to some external constraints on the phases, just as imposed by the existence of a
certain sum rule, then the resulting vector (and by this |mee|) will be finite.
Before closing this section, we will first comment on an alternative parametrisation
of the PMNS matrix, and we will furthermore show why we can identify the Majorana
phases φi in the sum rule with those in the effective mass.
First, to make the dependence of |mee| on only two phases more immediate, one can
make use of the so-called symmetric parametrisation [40,44,45], in which each of the three
4The only exception is factoring out an overall phase, as we will see for the example of φ1 in a second.
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rotation matrices making up the PMNS matrix is taken to be complex,
U symPMNS = ω23(θ23, φ23)ω13(θ13, φ13)ω12(θ12, φ12), (37)
where the complex rotation matrices are given by
ω12 =
 c12 s12e−iφ12 0−s12eiφ12 c12 0
0 0 1
 , ω13 =
 c13 0 s13e−iφ130 1 0
−s13eiφ13 0 c13
 ,
ω23 =
1 0 00 c23 s23e−iφ23
0 −s23eiφ23 c23
 . (38)
In this parametrisation we have
|mee|sym = |m1c212c213 +m2s212c213e2iφ21 +m3s213e2iφ31 |, (39)
which makes it immediately clear that only two phases can go inside the effective mass.
In turn, the Jarlskog invariant in this parametrisation is given by
J symCP = Im(U
∗
e1U
∗
µ3Ue3Uµ1) =
1
8
sin(2θ12) sin(2θ13) sin(2θ23) cos θ13 sin(φ13 − φ12 − φ23),
(40)
which makes it obvious that all three generations are involved in the Dirac CP violation,
as they should.5 Furthermore, it is clear from Eqs. (39) and (40) that the information
content inside the Majorana and the Dirac phases is different, which implies that |mee|
cannot depend on all the information contained in JCP. This holds unless some additional
information constrains a Majorana phase in terms of the Dirac phase, which is just what
happens for sum rules. This is exactly the reason for the PDG parametrisation being a
little more transparent when trying to combine the information cast in a sum rule with
the information content of the effective mass.
Of course, both parametrisations – if applied correctly – lead in the end to the same
result. In fact, one can unambiguously translate the two sets of phases into each other: δα21
α31
 = Q
φ12φ13
φ23
 ,
φ12φ13
φ23
 = Q−1
 δα21
α31
 , (41)
5Note that JPDGCP = J
sym
CP |φ13−φ12−φ23→δ.
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where the transformation matrix and its inverse are explicitly given by
Q =
−1 1 −12 0 0
−2 4 −2
 , Q−1 =
 0 1/2 0−1 0 1/2
−2 −1/2 1/2
 . (42)
As to be expected, both parametrisations are equivalent if the translation is done correctly.
Now let us comment on the definition of the Majorana phases φi. First, we can
in any setting go to a basis where the charged lepton mass matrix is diagonal, Me =
diag(me,mµ,mτ ). Then, the translation between the neutrino flavour basis νf = (νe, νµ, ντ )
and the mass basis ν˜ = (ν˜1, ν˜2, ν˜3)
T where the neutrino mass eigenvalues are still complex
is given by exactly the CKM-part of the PMNS matrix (analogous to quarks, with the
only difference that the resulting eigenvalues are in general still complex):νeνµ
ντ
 = V
ν˜1ν˜2
ν˜3
 . (43)
For the light neutrino Majorana mass term this implies
L = −νcfMννf + h.c. = −νTf Mννf + h.c. = −ν˜T D˜ν ν˜ + h.c., (44)
where D˜ν = diag(m˜1, m˜2, m˜3) = diag(e
iφ1m1, e
iφ2m2, e
iφ3m3). Since there is already one
phase inside V , one of the three phases φ1,2,3 can still be absorbed as global phase inside
of ν˜. If we choose φ1 to be absorbed, we can redefine ν = e
iφ1/2ν˜, which leads to
L = −ν˜T
m˜1 0 00 m˜2 0
0 0 m˜3
 ν˜ + h.c. = −ν˜T
m1 0 00 m2 0
0 0 m3
eiφ1 0 00 eiφ2 0
0 0 eiφ3
 ν˜ + h.c.
= −νT
m1 0 00 m2 0
0 0 m3
1 0 00 eiα21 0
0 0 eiα31
 ν + h.c. (45)
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Relating this to the full PMNS matrix, it can be recast as follows:
L = −νT
1 0 00 eiα21/2 0
0 0 eiα31/2
m1 0 00 m2 0
0 0 m3
1 0 00 eiα21/2 0
0 0 eiα31/2
 ν + h.c.
≡ −νTf UT
m1 0 00 m2 0
0 0 m3
Uνf + h.c. (46)
This exactly reproduces the PDG parametrisation,
U ≡ V
1 0 00 eiα21/2 0
0 0 eiα31/2
 , (47)
which coincides with Eq. (13.79) from Ref. [4].
In order to evaluate the effective mass, cf. Eq. (36), it is easiest to rewrite the mass
eigenvalues for normal (NO) and inverted (IO) mass ordering. Denoting the smallest
neutrino mass eigenvalue as mlightest, we have:
NO : m1 = mlightest < m2 =
√
m2lightest + ∆m
2 < m3 =
√
m2lightest + ∆m
2
A, (48)
IO : m3 = mlightest < m1 =
√
m2lightest + ∆m
2
A < m2 =
√
m2lightest + ∆m
2 + ∆m2A,
where ∆m2 ≡ ∆m221 and ∆m2A ≡ |∆m231|.
When we want to plot the effective mass |mee| from Eq. (36) versus the smallest
mass eigenvalue mlightest, we must use the current knowledge on the neutrino oscillation
parameters. Looking at the literature, there are currently three global fits on the most
recent data available. We will list them in the order in which they appeared:
• The FTV-fit [26] by Forero, Tortola, and Valle.
• The FLMMPR-fit [27] by Fogli, Lisi, Marrone, Montanino, Palazzo, and Rotunno.
• The GMSS-fit [28] by Gonzalez-Garcia, Maltoni, Salvado, and Schwetz.
We can plot |mee| vs.mlightest for all three fits, which is displayed in Fig. 2.6 Apparently,
there is not too much of a difference between the different fits, although some small
6Note that we will in the concrete cases to be discussed, which can be experimentally probed, always
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Figure 2: The effective mass as a function of the smallest mass eigenvalue for the three
global fits. As can be seen, not too much is changing from one fit to another.
deviations are visible by eye. Note that we have also indicated the regions which are
disfavoured by searches for neutrinoless double beta decay (the current most optimistic
limit of |mee| < 0.140 eV coming from the EXO-200 experiment [46]) and by cosmological
limits on the sum Σ = m1+m2+m3 (the most stringent limit of Σ < 0.230 eV having been
obtained by the Planck data combined with external CMB and BAO measurements [47]).7
It should be mentioned that the limit obtained from 0νββ involves a translation of a bound
on the decay rate into a bound on the effective mass, which involves unknown nuclear
physics, see e.g. Refs. [48–51] and references therein, whose influence will be discussed in
detail in Sec. 8. Also the bound derived from cosmological observations involves certain
assumptions, and maybe even unknown systematic errors which could potentially lead to
a wrong conclusion about the limit on the neutrino mass scale [52]. For these reasons, we
prefer to mark the corresponding regions as “disfavoured” rather than “excluded”.
After having carefully set the stage, the next step will be to discuss a simplified class
of sum rules in greater detail.
use all three global fits. However, for the hypothetical sum rules used to illustrate the discussions, we
have refrained from doing so to save space. For these cases, we have decided to plot only the data
obtained by using the most recent GMSS-fit, for the simple reason that this fit is kept up to date online,
see http://www.nu-fit.org/. The corresponding plots using the other fits can be obtained from the
authors upon request.
7Note that we have averaged the derived bounds on the lightest active neutrino mass for NO and IO.
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5 Trivial sum rules
We first focus on trivial sum rules, where A1 = A2 = A3 = 1. While to some extent the
distinction between trivial and non-trivial sum rules is artificial, it is nevertheless justified
since indeed the analysis is a bit simpler for the trivial case and also because both mass
orderings are always possible for trivial sum rules, which may not necessarily be the case
for the non-trivial ones.
The most general trivial sum rule is given by
mp1e
iφ˜1 +mp2e
iφ˜2 +mp3e
iφ˜3 = 0. (49)
From Eq. (49), we can already see that all mass eigenvalues must necessarily be non-
zero for the sum rule to hold: if, e.g., m1 ≡ 0, then we have for p > 0,
mp2e
iφ˜2 +mp3e
iφ˜3 = 0⇒ mp2 = −mp3ei(φ˜3−φ˜2) ⇒ |m2| = |m3| ⇒ m2 = m3, (50)
which could never be brought into accordance with the neutrino oscillation data. If on
the other hand p < 0 holds, then one side of the equation is infinite, which also destroys
the validity of the equal-sign. The same thing happens if any of the other two masses is
set to zero. Hence we can always assume mj 6= 0 in what follows.
Multiplying Eq. (49) by e−iφ˜1 = e−i(pφ1+χ1), defining
∆χi1 ≡ χi − χ1 (i = 2, 3) , (51)
and again using αi1, we obtain
mp1 +
(
m2e
iα21
)p
ei∆χ21 +
(
m3e
iα31
)p
ei∆χ31 = 0. (52)
This equation can be easily interpreted geometrically, as done, e.g., in Refs. [21,22]:
Α=p Α21+DΧ21
Β=p Α31+DΧ31
Π-Α
Π+Α-Β
Β-Π
m1
p
Hm2ei Α21LpeiDΧ21
Hm3ei Α31LpeiDΧ31
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∆ NO IO
p = +|p| > 0 cosα > −1/2 & | cos β| > 1/2 cosα < −1/2 & | cos β| < 1/2
p = −|p| < 0 cosα < −1/2 & | cos β| < 1/2 cosα > −1/2 & | cos β| > 1/2
Table 1: NO and IO for trivial sum rules.
Apparently, Eq. (52) describes nothing else than a sum of three vectors in the complex
plane. The first vector is parallel to the real axis, and the fact that the sum is zero imposes
the geometrical shape of a triangle. However, of course the orientation of the triangle is
irrelevant, which is why only differences of phases appear in Eq. (52).
Since Eq. (52) is a complex equation, it must give us two pieces of information, which
can be interpreted as the two angles α ≡ pα21 + ∆χ21 and β ≡ pα31 + ∆χ31. Applying
the law of cosines to the triangle immediately yields:
cosα =
m2p3 −m2p2 −m2p1
2(m1m2)p
, cos β =
m2p2 −m2p3 −m2p1
2(m1m3)p
. (53)
The important point about Eqs. (53) is that they actually decide about the validity of
the sum rules: the right-hand sides of the equations can be computed for any values of
(m1,m2,m3, p), but real values for (α, β) can only be obtained if the right-hand sides
are contained in the interval [−1,+1]. This procedure works because if a triangle can be
formed out of the three sides, it is uniquely determined. In our numerics, however, we
have not only applied Eq. (53) but we have also for each point probed the validity of the
triangle inequality, in order to make sure that our numerical calculation carefully decides
about the validity of the sum rule.
5.1 Deciding about the mass ordering
For trivial sum rules, it is straightforward to see that the values of α and β reflect the
neutrino mass ordering that is present for a given p.
To see this, we introduce the following two useful abbreviations:
x ≡ m
2
lightest
∆m2A
and  ≡ ∆m
2

∆m2A
. (54)
Then we can rewrite Eqs. (53) in a form that is convenient for analytical calculations.
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Inserting the above abbreviations, one obtainsNO : cosα =
(x+1)p−(x+)p−xp
2(
√
x(x+))p
, cos β = (x+)
p−(x+1)p−xp
2(
√
x(x+1))p
,
IO : cosα = x
p−(x+1+)p−(x+1)p
2(
√
x+1
√
x+1+)p
, cos β = (x+1+)
p−xp−(x+1)p
2(
√
x
√
x+1)p
.
(55)
To arrive at analytical results, one can neglect  1, x, which is not a bad approximation
given that  ' 0.05. In this limit, one obtains:
NO : cosα ' 1
2
(
1 + 1
x
)p − 1, cos β ' −1
2
(√
1 + 1
x
)p
,
IO : cosα ' 1
2
(
1
1+ 1
x
)p
− 1, cos β ' −1
2
(
1√
1+ 1
x
)p
.
(56)
Depending on whether p = +|p| > 0 or p = −|p| < 0, one can solve Eqs. (56) for x and
impose the condition x > 0. For example, in the case p > 0 one obtains for NO:
x ' 1
[2(1 + cosα)]1/|p| − 1 , x '
1
(−2 cos β)2/|p| − 1 . (57)
Imposing the necessary condition x > 0 then leads approximately to
cosα > −1
2
and | cos β| > 1
2
. (58)
Hence, for positive p we would expect cosα to be larger than −1/2 and cos β to be either
larger than 1/2 or to be smaller than −1/2, in case that NO is given.
Similar analysis can be easily done for all other cases, resulting into the domains
specified in Tab. 1, which we have verified numerically.
5.2 Signatures of different sum rules
An interesting point is to derive experimental signatures of the different sum rules. In
order to do this, we have scanned the values of the smallest neutrino mass eigenvalue8
mlightest for a range of values between 10
−4 eV and 1 eV. For any such value mlightest,
we have checked the validity of the sum rule with the help of Eqs. (53) and by making
sure that the triangle inequality is fulfilled, thereby either setting all relevant neutrino
oscillation parameters to their best-fit values or varying them within their 3σ ranges. We
have fixed the phase differences ∆χ21,31, since they are given by a concrete sum rule, while
8Note from Eq. (48) that mlightest = m1 for NO while mlightest = m3 for IO.
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Figure 3: Trivial sum rules mp1 + (m2e
iα21)
p
ei∆χ21 + (m3e
iα31)
p
ei∆χ31 = 0 for |p| =
1, 1/2, 1/3, 1/4 with ∆χ21 = ∆χ31 = 0, compared to the general region.
we have varied the Dirac CP phase δ within 0 and 2pi.9 Note that the Majorana phase
differences α21,31 are not varied, since their values are given by the sum rule, cf. Eqs. (53).
This procedure allows to compute the minimum and maximum allowed values for |mee|.
9Note that we have neglected the extremely weak evidence for a range of δ that could be slightly
narrower than [0, 2pi), since this tiny difference would be hardly visible in the plots and could in any case
not be resolved within the current and near-future sensitivity of experiments on 0νββ.
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We have plotted the resulting signatures for the case ∆χ21 = ∆χ31 = 0 in Fig. 3, for
different values of p (|p| = 1/4, 1/3, 1/2, 1) and for the GMSS-fit. As we have discussed in
Sec. 2, due to neutrino masses always being generated by Feynman diagrams, the power
p can in ordinary neutrino mass and flavour models only have the absolute value 1 or 1/n
with an integer number n. However, phenomenologically, other values might be possible.
As can be seen from Fig. 3, we have confirmed numerically that both mass orderings are
possible for trivial sum rules. Indeed, depending on the exact value of the power p, the
sum rules can in general lead to very distinctive predictions, see e.g. the plots for −1/2 or
p = −1/4. Note that the plots for p = +1/2,+1/3,+1/4 seem to contradict a statement
given at the beginning of Sec. 5, since the smallest mass eigenvalue m3 can be very small
for IO. However, indeed one finds a non-zero lower bound on m3 also numerically, but it
is simply off the plot. As an alternative example, we have also plotted the signatures for
the case ∆χ21 = pi/3 and ∆χ31 = pi/5 in Fig. 4, again for |p| = 1/4, 1/3, 1/2, 1 and for
the GMSS-fit. The resulting signatures are equally characteristic, which shows explicitly
that the exact values of the parameters ∆χ21 and ∆χ31 do play an important role. In
particular, they can considerably shift and/or broaden the allowed ranges of |mee| for a
given value of the smallest neutrino mass eigenvalue mlightest, cf. the plots for p = +1/4 or
p = −1/2. However, what is not affected by the values of ∆χ21 and ∆χ31 is the smallest
allowed value of the mass mlightest. This is intuitively clear, since this is determined by
the lengths of the sides of the triangle, which do not change by varying ∆χ21 and ∆χ31.
Finally, we note that there is an interesting upper “bound” on the power p. If we
leave p free, and simply try to investigate different values from a phenomenological point
of view, we start getting into conflict with the cosmological bound on the neutrino mass
scale for |p| ≈ 4. An illustration of this statement is given in Fig. 5, where we can see that,
for the trivial sum rules, p = +4 (p = −4) is strongly disfavoured by the cosmological
limit for the case of NO (IO).
6 Non-trivial sum rules
We now turn to non-trivial sum rules, where A1,2,3 6= 1 in general. Then, the most general
non-trivial sum rule can be written as
A1m
p
1e
iφ˜1 + A2m
p
2e
iφ˜2 + A3m
p
3e
iφ˜3 = 0. (59)
Very similar steps as the ones applied in Sec. 5 lead to
mp1 +B2
(
m2e
iα21
)p
ei∆χ21 +B3
(
m3e
iα31
)p
ei∆χ31 = 0, (60)
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Figure 4: Trivial sum rules mp1 + (m2e
iα21)
p
ei∆χ21 + (m3e
iα31)
p
ei∆χ31 = 0 for |p| =
1, 1/2, 1/3, 1/4 with ∆χ21 = pi/3 and ∆χ31 = pi/5, compared to the general region.
where Bi ≡ Ai/A1 for i = 2, 3. Again one can interpret this equation geometrically [21,22]:
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Figure 5: Trivial sum rules mp1 + (m2e
iα21)
p
ei∆χ21 + (m3e
iα31)
p
ei∆χ31 = 0 for |p| = 4. The
sum rules start to get into tension with the bound from Planck.
Α=p Α21+DΧ21
Β=p Α31+DΧ31
Π-Α
Π+Α-Β
Β-Π
m1
p
B2Hm2ei Α21LpeiDΧ21
B3Hm3ei Α31LpeiDΧ31
Then, just as in Eq. (53), one can compute the two angles α and β on terms of the
parameters of the sum rule,
cosα =
B23m
2p
3 −B22m2p2 −m2p1
2B2(m1m2)p
, cos β =
B22m
2p
2 −B23m2p3 −m2p1
2B3(m1m3)p
. (61)
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While these equations look very similar to the ones obtained for trivial sum rules, they
actually do imply a very important physical difference: depending on the values of B2 and
B3, non-trivial sum rules may only work for a certain mass ordering, at least if taken to
hold exactly. The decisive point is that NO fundamentally implies that m1 < m2 < m3,
while IO implies m3 < m1 < m2. These relations hold true even in the quasi-degenerate
(QD) limit, in which the smallest neutrino mass is much larger than the scales implied by
the mass-square differences, mlightest 
√
∆mA,.
A particularly easy example, to be discussed once more later on in Sec. 7.3, is the sum
rule derived in Ref. [53]:
1√
m˜1
+
1√
m˜2
− 2√
m˜3
= 0, (62)
which yields p = −1/2, B2 = 1, B3 = 2, ∆χ21 = 0, and ∆χ31 = pi if compared to Eqs. (59)
and (60). However, one can easily rewrite Eq. (62) as
1√
m˜1
+
1√
m˜2
=
2√
m˜3
. (63)
Then, the absolute value of the left-hand side of this equation can, in the case of IO
(m3 < m1 < m2), be estimated as:
|LHS| = | 1√
m˜1
+
1√
m˜2
| = | 1√
m1
+
ei(φ1−φ2)/2√
m2
| ≤ 1√
m1
+
1√
m2
<
1√
m3
+
1√
m3
=
2√
m3
= |RHS|. (64)
Here, the first inequality follows from the possible variation in the phase (φ1 − φ2)/2,
while the second inequality simply follows from m3 < m1,2, which implies
√
m3 <
√
m1,2
and hence 1/
√
m1,2 < 1/
√
m3. Thus, this sum rule can never be fulfilled for IO, even in
the QD limit mlightest 
√
∆mA,, where IO and NO are nearly indistinguishable.
However, one has to note that, in many models, sum rules do only hold to a certain
order and it is a priori not clear if they are true beyond that. Some models do yield sum
rules also at higher orders (see, e.g., Ref. [39] and the discussion in Sec. 2), but it could also
be that a sum rule is violated at a certain level (e.g. 1%).10 In such a case, in particular
the QD limit is likely to look very similar for both orderings. Such violations of sum
rules at a certain level have been studied in Ref. [21]. While in this paper we take on the
viewpoint that the sum rule is “god-given” and never violated, one has to keep in mind
10Note, however, that there is actually no unique way to define the violation of a sum rule by a certain
percentage.
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that this is not necessarily true in any context. Hence, our plots show the maximally
possible phenomenological constraints imposed by sum rules, i.e., a setting where sum
rules are violated to some extent would yield larger allowed regions than our plots. This
means that, in turn, for a given sum rule no stronger prediction than the one presented
here can be obtained, as long as no additional external information (such as, e.g., an
experimental determination of the Dirac phase δ) is taken into account. Also if a given
model leads to tighter relations between at least some of the parameters involved (as,
e.g., relations between different mixing angles which enter |mee|), the resulting prediction
could be even stronger.
Note that in the literature one can find examples for both, trivial and non-trivial sum
rules. Indeed, it turns out for all the examples we have found, NO and IO are both
possible for realistic trivial sum rules. For the non-trivial ones, in turn, some ordering
may or may not be allowed, depending on the values of B2 and B3.
7 Sum rules in concrete models
In this section, we discuss several sum rules in various detail. We thereby do not discuss
every detail for every sum rule, but rather try to give several illustrative examples for
the different features which can appear. This does not imply any ranking of the sum
rules, and in particular not of the underlying models. At the end, in Sec. 7.15, we give a
classification and a summary of all the sum rules we have found in the literature.
7.1 The sum rule 1m˜1 +
1
m˜2
= 1m˜3
This sum rule has been found in models based on several symmetries such as A4 [21],
S4 [20, 54], or A5 [39, 55]. Even though, as for most sum rules, several possibilities are
known to derive them, for this sum rule in particular Ref. [39] is worth mentioning, since
in that model the sum rules holds to next-to-leading order (cf. discussion in Sec. 2). The
rule has already been mentioned in Eq. (28), and it is given by:
1
m˜1
+
1
m˜2
=
1
m˜3
. (65)
Comparing Eq. (65) to Eq. (30), one obtains
p = −1, B2 = B3 = 1, ∆χ21 = 0, and ∆χ31 = pi. (66)
The corresponding allowed regions for the effective mass are displayed in Fig. 6.
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Figure 6: Allowed regions for the sum rule 1
m˜1
+ 1
m˜2
= 1
m˜3
.
Indeed, this plot is in perfect agreement with Fig. 1(a) from Ref. [20], where however
the sum rule had not been written down explicitly. Since B2 = B3 = 1, this is a trivial
sum rule and accordingly both orderings should be possible, which is confirmed by our
numerical analysis.
7.2 The sum rule 1m˜3 +
2i(−1)η
m˜2
= 1m˜1
The model [38] leading to the next sum rule is based on an ∆(96) group. It actually
predicts two different sum rules, cf. Eq. (32) of Ref. [38]:
1
m˜3
+
2i(−1)η
m˜2
− 1
m˜1
= 0, where η = 0, 1. (67)
Comparing Eq. (67) to Eq. (30), one obtains
p = −1, B2 = 2, B3 = 1, ∆χ21 = pi
2
,
3pi
2
, and ∆χ31 = pi. (68)
The corresponding allowed regions for the effective mass for the two possible sum rules
look like: The corresponding allowed regions for the effective mass for the two possible
sum rules are displayed in Fig. 7.
As can be seen from the plots, the two sum rules are indistinguishable from a phe-
nomenological point of view. This is easy to understand, since the redefinition of ∆χ21
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Figure 7: Allowed regions for the sum rule 1
m˜3
+ 2i(−1)
η
m˜2
= 1
m˜1
with η = 0 (upper row) and
η = 1 (lower row).
can alternatively be interpreted as a redefinition of α21, which is simply not visible in the
resulting value of the effective mass.11
An interesting point to note is that an allowed region for NO only exists for interme-
diate values of the lightest neutrino mass mlightest. This can be understood analytically:
abbreviating ρij ≡ mi/mj, one can rewrite the real and imaginary parts of Eq. (67) as{
ρ31 ± 2ρ32 sinα21 = cosα31 ,
∓2ρ32 cosα21 = sinα31 . (69)
Inserting the second equation into the first one, one can easily conclude that
ρ231 + 4ρ
2
32 ± 4ρ31ρ32 sinα21 = 1. (70)
11We will later on show how to prove such statements for further example sum rules. For now, however,
we first focus on a less subtle property of the sum rules.
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The square root of the left-hand side of this equation can be estimated using the fact that
sinα21 ∈ [−1,+1], while the square root of the right-hand side is always one,
√
LHS ∈ [|ρ31 − 2ρ32|, ρ31 + 2ρ32] ,
√
RHS = 1. (71)
Now, for NO we have ρ31 > ρ32 > 1, so that in the hierarchical limit (mlightest → 0) we
have
√
LHS→∞ √RHS = 1 and the equation cannot be fulfilled. In the QD limit, in
turn, we know that
√
LHS = 2ρ32 − ρ31, since all ρ’s are close to 1, and again using the
abbreviations from Eq. (54) we obtain
ρ32 =
√
1 + x
x+ 
, ρ31 =
√
1 + x
x
. (72)
The quantity 2ρ32 − ρ31 can be Taylor expanded in  to yield
2ρ32 − ρ31 '
√
1 +
1
x
[
1− 
x
]
, (73)
whose minimal value tends to
√
LHS ' √1 + 1(1 − ) ' √2 > 1 = √RHS. Indeed, for
NO the sum rule cannot be fulfilled in the QD limit either, and only in between the two
limits there is a small region where things work out, as visible in the figure.
For IO, on the other hand, we have ρ32 < ρ31 < 1. In the IH limit we have mlightest → 0
and hence ρ32,31 → 0, which implies
√
LHS→ 0 √RHS = 1. In the QD limit, it is easy
to show that
√
RHS ∈ [√LHS|min,
√
LHS|max], since
√
LHS|min = 2ρ32 − ρ31 = ρ32 + (ρ32 − ρ31)︸ ︷︷ ︸
<0
< ρ32 − 0 < 1 =
√
RHS, and
√
LHS|max = 2ρ32 + ρ31 > 2ρ32 + ρ32 ' 3 > 1 =
√
RHS. (74)
Indeed, the sum rule can be fulfilled in the QD limit in the case where IO is present.
7.3 The sum rule 1√
m˜1
= 2√
m˜3
− 1√
m˜2
The only model [53] which we are aware of leading to this sum rule is based on the group
S4 group and the so-called inverse seesaw mechanism [56,57]. The sum rule, cf. Eq. (18)
of Ref. [53], was already mentioned in Eq. (62), and it is given by:
1√
m˜1
=
2√
m˜3
− 1√
m˜2
. (75)
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A comparison with Eq. (30) yields
p = −1/2, B2 = 1, B3 = 2, ∆χ21 = 0, and ∆χ31 = pi. (76)
The corresponding allowed regions for the effective mass are displayed in Fig. 8.
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Figure 8: Allowed regions for the sum rule 1√
m˜1
= 2√
m˜3
− 1√
m˜2
.
As already proven after Eq. (64), this sum rule cannot be fulfilled for IO, which is also
confirmed by our numerical results but which seems to contradict the region drawn in
Fig. 3 of Ref. [53].
7.4 The sum rule 2
√
m˜2 +
√
m˜3 =
√
m˜1
The model under consideration is based on A4 × Z2 was already proposed in Ref. [19],
but the corresponding sum rule was only written down later [22]. The sum rule can be
found in the caption of Fig. 3 in Ref. [22]:
2
√
m˜2 +
√
m˜3 =
√
m˜1, (77)
which yields
p = 1/2, B2 = 2, B3 = 1, and ∆χ21 = ∆χ31 = pi. (78)
The corresponding allowed regions for the effective mass is displayed in Fig. 9.
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Figure 9: Allowed regions for the sum rule 2
√
m˜2 +
√
m˜3 =
√
m˜1.
We can confirm the corresponding plot in Ref. [22] in the sense that we also only obtain
an allowed region for NO (this sum rule forbids IO, which is easy to see since |2√m˜2| >
|√m˜1 −
√
m˜3| if m3 < m1 < m2, so that the sum rule can never be fulfilled in that case),
but the shape we obtain looks different. We suspect this difference to arise from the
different treatment of the Majorana phases applied in Ref. [22]. On the other hand, the
implications of this model for 0νββ have also been discussed in Ref. [20], and our result
is consistent with Fig. 6(a) therein (with the only difference that the latter has only been
drawn down to mlightest = 10
−3 eV).
7.5 The hypothetical sum rule 3
√
m˜2 + 3
√
m˜3 =
√
m˜1
There is another sum rule mentioned in Ref. [22], which seems not to be based on a
concrete model, but it is similar to the one discussed in Sec. 7.4 and hence it could well
stem from a realistic model. This sum rule is stated in the caption of Fig. 3 in Ref. [22]:
3
√
m˜2 + 3
√
m˜3 =
√
m˜1. (79)
The comparison with Eq. (30) implies
p = 1/2, B2 = B3 = 3, and ∆χ21 = ∆χ31 = pi. (80)
The corresponding allowed regions for the effective mass are displayed in Fig. 10.
This result actually agrees with the one obtained in Ref. [22].12
12One has to be careful though, since the order of the corresponding plots is incorrect in the preprint
version of Ref. [22], which however was amended in the published version. The latter is the one we are
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Figure 10: Allowed regions for the sum rule 3
√
m˜2 + 3
√
m˜3 =
√
m˜1.
Let us try to understand the plots analytically. As had been pointed out in Ref. [21],
a good tool to estimate the range of validity of a given sum rule is to apply the triangle
inequality to the largest side of the triangle. For NO, Eq. (48) tells us that
3
√
m3 > 3
√
m2 >
√
m1, (81)
and the triangle inequality implies that
3(m2lightest + ∆m
2
A)
1/4 < 3(m2lightest + ∆m
2
)
1/4 +
√
mlightest. (82)
Indeed, for m2lightest  ∆m2A,, this tends to 3 < 4 which is correct, while for m2lightest 
∆m2A, we would obtain ∆m
2
A < ∆m
2
, which is not true. This tells us that the sum
rule cannot be fulfilled for a very small mlightest. However, we have not yet determined
the border of validity of the sum rule. This can be done easily by equating both sides of
Eq. (82) and approximating ∆m2 ≈ 0, which leads to a lower cutoff of
mlightest ' 9
5
√
7
√
∆m2A ' 0.035 eV (83)
for all three fits. This seems to be in excellent agreement with our plots. For IO, in turn,
Eq. (48) implies
3
√
m2 > 3
√
m2,
√
m1, (84)
and the triangle inequality leads to
3(m2lightest + ∆m
2
A + ∆m
2
)
1/4 < 3
√
mlightest + (m
2
lightest + ∆m
2
A)
1/4. (85)
referring to.
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Playing the same game as before, we obtain 3 < 4 for large mlightest but 3 < 1 for small
mlightest, and equating both sides leads to
mlightest ' 4√
65
√
∆m2A ' 0.024 eV, (86)
which is again nearly the same for all three fits. This implies that the validity of the
sum rule should go down to slighly lower values of the lightest mass for IO, which is in
excellent agreement with our plots.
7.6 The sum rule 2m˜2 =
1
m˜1
+ 1m˜3
This sum rule has been found using either A4 [58, 59] or T
′ [60] symmetries. It reads
2
m˜2
=
1
m˜1
+
1
m˜3
, (87)
which implies, in terms of our parameters,
p = −1, B2 = 2, B3 = 1, ∆χ21 = pi, and ∆χ31 = 0. (88)
The corresponding allowed regions for the effective mass are displayed in Fig. 11.
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Figure 11: Allowed regions for the sum rule 2
m˜2
= 1
m˜1
+ 1
m˜3
.
The general tendency of the plot is the same as in the similar sum rule discussed in Sec. 7.2.
In fact, the analytical proof of the strange-looking behaviour given in that section does
not rely on the values of ∆χ21,31, and it hence carries over to the case presented here.
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Nevertheless, while the qualitative behaviour is the same, the sum rule presented in this
section reveals a different functional dependence of the allowed region of |mee| on mlightest,
which is to be expected due to the different values of the phase differences ∆χ21,31. This is
an interesting point to mention, since the similarity between Eqs. (87) and (67) illustrates
that very different flavour symmetries can lead to very similar sum rules.
7.7 The sum rule m˜1 + m˜2 = m˜3
The next sum rule is probably the easiest one to imagine. Correspondingly, it has been
found in many frameworks, based on various symmetries such as A4 [21, 61–64], A5 [65],
S4 [20, 66], or ∆(54) [67]. Thereby, in particular Ref. [67] is worth mentioning as a
recent example model which cannot only lead to a sum rule but at the same time also
accommodate for a non-zero value of the leptonic mixing angle θ13. The explicit rule is
given by:
m˜1 + m˜2 = m˜3, (89)
or, in terms of our general parameters,
p = 1, B2 = B3 = 1, ∆χ21 = 0, and ∆χ31 = pi. (90)
The corresponding allowed regions for the effective mass are displayed in Fig. 12.
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Figure 12: Allowed regions for the sum rule m˜1 + m˜2 = m˜3.
This should be compared to Fig. 1 in Ref. [67] which seems to contradict our result at first
sight, in particular when looking at the IO band. However, when looking more closely, it
is visible that our IO band cuts off for some value mlightest < 10
−3 eV, which is actually
34
consistent with Fig. 1 in Ref. [67], since that figure only goes down to mlightest = 10
−3 eV.
Also the position of the IO allowed band at the bottom of the general allowed region
seems to yield the same result.
Nevertheless there is a visible difference for NO. This difference must again come from
the handling of the phases in the third term inside |mee|, which is proportional to m3.
While this term is small for the case of IO, due to m3 being the smallest mass, it is
non-negligible for NO. This explains the qualitative difference between our result and the
one from Ref. [67].
In more detail, we can first estimate the cutoff of the sum rule for NO: as done in
Sec. 7.5, one can use Eq. (48) and the triangle inequality for the longest side m3 of the
triangle, which leads (again neglecting ∆m2) to a smallest mass of
mlightest '
√
∆m2A
3
. (91)
This is roughly 0.029 eV for the FTV- and GMSS-fits, while it is 0.028 eV for the
FLMMPR-fit, and it agrees in the case of NO with boths, our plot and also Fig. 1 in
Ref. [67]. However, what about the minimum value of |mee|? First, note that Eq. (48)
implies that, in the limit of Eq. (91),
m1 ' m2 '
√
∆m2A
3
and m3 ' 2
√
∆m2A
3
. (92)
Inserting this into Eq. (36) and naively minimising over the two phases α21 and (α31−2δ)
would, due to m1c
2
12c
2
13 > m2s
2
12c
2
13 +m3s
2
13, yield
|mee|naivemin ' |m1c212c213 −m2s212c213 −m3s213| '
√
∆m2A
3
[cos(2θ12)c
2
13 − 2s213], (93)
which numerically turns out to be 0.009 eV (FTV and FLMMPR) or 0.010 eV (GMSS).
This indeed looks very much like the result displayed in Fig. 1 of Ref. [67].
However, this value cannot be entirely correct, since the sum rule given in Eq. (89) con-
tains complex masses and hence it yields two constraints. In particular, it also constrains
the Majorana phases. Multiplying Eq. (89) by e−iφ1 and taking the real and imaginary
parts gives us the two resulting constraints,
m1 +m2 cosα21 = m3 cosα31 and m2 sinα21 = m3 sinα31. (94)
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In the approximation of Eq. (92), these two equations imply cosα21,31 ' 1, such that
α21,31 ' 0. (95)
Hence, it is not possible to simply vary the phases α21 and (α31 − 2δ) to yield the result
from Eq. (93). Instead, one would need to insert the condition Eq. (95) into Eq. (36), and
one can then choose δ = pi/2 to yield the true minimum value,
|mee|truemin ' |m1c212c213 +m2s212c213 −m3s213| '
√
∆m2A
3
[c213 − 2s213]. (96)
This quantity is numerically given by 0.027 eV (FTV and GMSS) or 0.026 eV (FLMMPR),
in excellent agreement with our plots. Note also that Fig. 1(b) of Ref. [20] further backs
up our result.
7.8 The sum rule m˜−11 − 2m˜−12 − m˜−13 = 0
This sum rule has been derived in many references, either based on an A4 [15, 16, 18, 21,
68–77] or on a T ′ [78] flavour symmetry. It is given by
1
m˜1
− 2
m˜2
− 1
m˜3
= 0, (97)
leading to the parameter values
p = −1, B2 = 2, B3 = 1, and ∆χ21 = ∆χ31 = pi. (98)
The corresponding allowed regions are displayed in Fig. 13 (cf. Fig. 4(a) in Ref. [20]).
Just as in the sum rule discussed in Sec. 7.2, this sum rule predicts a very distinct region
for NO, which is only about one order of magnitude below the near future sensitivity of
0νββ experiments on |mee|.
Note that, interestingly, this sum rule seems to lead to exactly the same allowed regions
as the sum rule from Eq. (87) discussed in Sec. 7.6. Indeed, comparing the coefficients,
the two sum rules only differ by one sign, cf. Eqs. (98) and (88). This behaviour can be
understood analytically by looking in detail at the constraints imposed by the respective
sum rules.
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Figure 13: Allowed regions for the sum rule m˜−11 − 2m˜−12 − m˜−13 = 0.
Writing the sum rule from Eq. (97) on top, the real parts of the two sum rules imply
the constraints,
Re⇒
{
1
m1
− 2
m2
cosα21 − 1m3 cosα31 = 0,
1
m1
− 2
m2
cosα21 +
1
m3
cosα31 = 0,
(99)
while the imaginary parts impose the constraints,
Im⇒
{
2
m2
sinα21 +
1
m3
sinα31 = 0,
2
m2
sinα21 − 1m3 sinα31 = 0.
(100)
While the upper and lower equations look differently in each case, it is easy to see that
one can apply the identities sinα31 = − sin(α31 + pi) and cosα31 = − cos(α31 + pi), along
with the redefinition α31 + pi → α31 to the respective lower equations to prove that the
constraints implied by the sum rules are perfectly identical. Note, however, that this latter
redefinition is only possible as long as the phases are not known by some complementary
source (e.g. by a hypothetical future experiment which would be able to measure the
Majorana phases or by a model which gives clear and concrete predictions for the phases).
7.9 The sum rule m˜1 = 2m˜2 + m˜3
This sum rule is one of the most frequent ones in the literature, and it has been found
using A4 [16,21,61–64,77,79–87], S4 [88], T
′ [78,89–93], or T7 [94] symmetries. Explicitly,
it reads
m˜1 = 2m˜2 + m˜3, (101)
37
leading to the parameter values
p = 1, B2 = 2, B3 = 1, and ∆χ21 = ∆χ31 = pi. (102)
The allowed regions are displayed in Fig. 14 (cf. Fig. 4(b) in Ref. [20]).
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Figure 14: Allowed regions for the sum rule m˜1 = 2m˜2 + m˜3.
As one can see easily, the absolute value of the LHS of Eq. (101) is always smaller than
its RHS for IO, which is why this mass ordering is forbidden and not colored in the plots.
7.10 The sum rule m˜1 = m˜3 − 2m˜2
This sum rule can be derived from the model in Ref. [95], which is based on an S4 flavour
symmetry. Explicitly, the sum rule reads
m˜1 = m˜3 − 2m˜2, (103)
leading to the parameter values
p = 1, B2 = 2, B3 = 1, ∆χ21 = 0, and ∆χ31 = pi. (104)
Similar to some of the previous cases, the absolute value of the LHS of Eq. (103) is always
larger than the absolute value of the RHS, which is confirmed by our numerical results
displayed in Fig. 15.
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Figure 15: Allowed regions for the sum rule m˜1 = m˜3 − 2m˜2.
7.11 The sum rule m˜1 + m˜3 = 2m˜2
Ref. [96] presented a sum rule in a model based on an S4 symmetry, given by
m˜1 + m˜3 = 2m˜2, (105)
and leading to the parameter values
p = 1, B2 = 2, B3 = 1, ∆χ21 = pi, and ∆χ31 = 0. (106)
Note that this sum rule only differs from the one discussed in Sec. 7.10 by relative signs, cf.
Eqs. (106) and (104). According to Ref. [21], such relative signs should play no role, but
our numerical results in Fig. 16 seem to illustrate a counter example to that statement.
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Figure 16: Allowed regions for the sum rule m˜1 + m˜3 = 2m˜2.
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While for the same reasons as the sum rule in the previous section this sum rule forbids
IO, the allowed regions for NO clearly look different. Trying to understand this behaviour
analytically, we can again look at the real and imaginary parts of the sum rules. Writing
the expressions corresponding to Eq. (105) on top, we can derive the real
Re⇒
{
m1 − 2m2 cosα21 +m3 cosα31 = 0,
m1 + 2m2 cosα21 −m3 cosα31 = 0, (107)
and imaginary parts,
Im⇒
{−2m2 sinα21 +m3 sinα31 = 0,
+2m2 sinα21 −m3 sinα31 = 0. (108)
Apparently, the constraints arising from the imaginary parts of the two sum rules are
identical, while the ones derived from the real parts are different. Accordingly, in this
case, one cannot find any phase redefinition (as done in Sec. 7.8) which could render
the resulting conditions equal. Indeed, this example explicitly verifies that relative signs
can in fact play a role, and they are not always negligible. However, it is not so easy
to generalize this statement for an arbitrary value of the power p, so that it is safest to
investigate it case by case.
7.12 The sum rule m˜1 + m˜2 = 2m˜3
This sum rule has been derived in the framework of an extra-dimensional S4 model in
Ref. [97]. However, in that case it was actually a Dirac (real) mass sum rule, which in
particular would not lead to 0νββ. On the other hand, it has also been found in a seesaw
type II framework with a Le − Lµ − Lτ symmetry [98], which can be seen as complex
generalisation of the Dirac sum rule. Explicitly, the rule is given by
m˜1 + m˜2 = 2m˜3, (109)
leading to the parameter values
p = 1, B2 = 1, B3 = 2, ∆χ21 = 0, and ∆χ31 = pi. (110)
The resulting allowed regions are displayed in Fig. 17.
Remarkably, this is one of only two sum rules we have found in the literature which forbid
NO. Indeed, in the case of m1 < m2 < m3, the LHS of Eq. (109) is always smaller than
40
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Figure 17: Allowed regions for the sum rule m˜1 + m˜2 = 2m˜3.
the RHS, while the rule can easily be fulfilled in the case of IO.
7.13 The sum rule m˜
1/2
1 + m˜
1/2
3 = 2m˜
1/2
2
A sum rule which is very similar to the one discussed in Sec. 7.4 can be derived from the
model presented in Ref. [99], which is based on an A4 symmetry. It is the only example
we have found which generates the neutrino mass at 1-loop level and at the same time
yields a mass sum rule. This rule is given by
m˜
1/2
1 + m˜
1/2
3 = 2m˜
1/2
2 , (111)
leading to the parameter values
p = 1/2, B2 = 2, B3 = 1, ∆χ21 = pi, and ∆χ31 = 0. (112)
It should be easy by now to see that this sum rule forbids IO, and the corresponding
allowed regions are displayed in Fig. 18.
7.14 The sum rule m˜1 −
√
3−1
2 m˜2 +
√
3+1
2 m˜3 = 0
Finally, the only sum rule with non-rational coefficients that we have found can be derived
from the model presented in Ref. [100], which is based on an A′5 symmetry and which
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Figure 18: Allowed regions for the sum rule m˜
1/2
1 + m˜
1/2
3 = 2m˜
1/2
2 .
uses the Weinberg operator to generate the light neutrino mass.13 This rule is given by
m˜1 −
√
3− 1
2
m˜2 +
√
3 + 1
2
m˜3 = 0, (113)
leading to the parameter values
p = +1, B2 =
√
3− 1
2
, B3 =
√
3 + 1
2
, ∆χ21 = pi, and ∆χ31 = 0. (114)
This is another sum rule we found which forbids NO, as can be seen from the plots in
Fig. 19.
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Figure 19: Allowed regions for the sum rule m˜1 −
√
3−1
2
m˜2 +
√
3+1
2
m˜3 = 0.
13Note, however, that this sum rule is not unique, since the the model from Ref. [100] does not a priori
specify which neutrino mass eigenstate corresponds to which generation.
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This behaviour is again easy to understand analytically. Slightly rewriting Eq. (113),
m˜1 +
√
3 + 1
2
m˜3 =
√
3− 1
2
m˜2, (115)
one can compare the absolute values of both sides. Since
√
3 > 1 and hence
√
3+1
2
> 1, we
obtain for NO:
|LHS| ≥
√
3 + 1
2
m3 −m1 >
√
3 + 1
2
m2 −m1 =
√
3− 1 + 2
2
m2 −m1
=
√
3− 1
2
m2 + (m2 −m1)︸ ︷︷ ︸
>0
>
√
3− 1
2
m2 = |RHS|. (116)
Indeed, NO is not possible for this sum rule.
7.15 A summary table of all the sum rules we have found
We have in Tab. 2 compiled a summary of all the different models leading to sum rules.
We have always indicated the respective sum rule, which is the decisive piece of informa-
tion from an experimental point of view, and we have grouped the respective references
according to the flavour symmetry they are based on. These groups of models can be
probed simultaneously by the respective sum rule.14
We have furthermore indicated how the light neutrino mass is generated in the re-
spective types of models and which mass matrix leads to the sum rule. The different
mass mechanisms (and the decisive mass matrices) used in the literature to obtain neu-
trino mass sum rules are the Weinberg operator [30] (light neutrino mass matrix Mν), the
type I seesaw mechanism [32–37] (Dirac neutrino mass matrix MD or right-handed Ma-
jorana mass matrix MR), the type II seesaw mechanism [103,104] (left-handed Majorana
mass matrix ML), the type III seesaw mechanism [105, 106] (fermion triplet Majorana
mass matrix MΣ), the scotogenic 1-loop diagram [107] (Dirac Yukawa coupling matrix
hν), and the inverse seesaw mechanism [56,57] (the matrix MRS mixing the right-handed
neutrinos with the additional singlet neutrinos).
14Note that we did not include the hypothetical sum rule from Sec. 7.5, as currently there is no
corresponding model known.
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Sum Rule Group Seesaw Type Matrix
m˜1 + m˜2 = m˜3 A4 [21, 54,61–64]; S4 [66]; A5 [65]
∗ Weinberg Mν
m˜1 + m˜2 = m˜3 ∆(54) [67]; S4 [20] Type II ML
m˜1 + 2m˜2 = m˜3 S4 [95] Type II ML
2m˜2 + m˜3 = m˜1 A4 [16, 21,61–64,77,79–86] Weinberg Mν
S4 [88, 96]
†; T ′ [78, 89–93]; T7 [94]
2m˜2 + m˜3 = m˜1 A4 [87] Type II ML
m˜1 + m˜2 = 2m˜3 S4 [97]
‡ Dirac‡ Mν
m˜1 + m˜2 = 2m˜3 Le − Lµ − Lτ [98] Type II ML
m˜1 +
√
3+1
2
m˜3 =
√
3−1
2
m˜2 A
′
5 [100] Weinberg Mν
m˜−11 + m˜
−1
2 = m˜
−1
3 A4 [21]; S4 [20, 54]; A5 [39, 55] Type I MR
m˜−11 + m˜
−1
2 = m˜
−1
3 S4 [20] Type III MΣ
2m˜−12 + m˜
−1
3 = m˜
−1
1 A4 [15, 16,18,21,68–77,101]; T
′ [78] Type I MR
m˜−11 + m˜
−1
3 = 2m˜
−1
2 A4 [58, 59,102]; T
′ [60] Type I MR
m˜−13 ± 2im˜−12 = m˜−11 ∆(96) [38] Type I MR
m˜
1/2
1 − m˜1/23 = 2m˜1/22 A4 [19] Type I MD
m˜
1/2
1 + m˜
1/2
3 = 2m˜
1/2
2 A4 [99] Scotogenic hν
m˜
−1/2
1 + m˜
−1/2
2 = 2m˜
−1/2
3 S4 [53] Inverse MRS
Table 2: A sample of the various sum rules found in the literature and the groups gener-
ating them, where the sume rules which are grouped together give identical predictions.
∗In this reference, the sum rule was only used as a consistency relation. † Note that in
Ref. [96] the Majorana phases were predicted to have trivial values, which is why the
prediction of that concrete model is stronger than our general prediction from the sum
rule only. ‡Even though this reference predicts a sum rule, it features Dirac neutrinos.
8 Experimental perspectives of and nuclear physics
impact on 0νββ
We now want to discuss the experimental status and prospects of 0νββ. The general
problem is that a potential observation of 0νββ would only give us an experimental
measurement of the decay rate or the half-life, while what we actually would like to know
is the amplitude, and in particular the value of the quantity |mee|. If indeed light neutrino
exchange (as discussed above) dominates the decay rate, then the half-life T 0ν1/2 can be
obtained by the following equation [108],
1
T 0ν1/2
= G0ν |M0ν |2
( |mee|
me
)2
, (117)
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where G0ν is a phase space factor which can be easily computed for any isotope under
consideration (we will later on make use of the values from Ref. [109], which were slightly
updated by Ref. [43]) and M0ν is the so-called nuclear matrix element (NME), which
encodes all nuclear physics that goes into the process.
There are at least two practical problems associated with the correct interpretation of
a positive signal of 0νββ and a resulting measurement of T 0ν1/2:
1. First of all, the computation of the NME is extremely involved [48, 109, 110]. Not
only do different computational methods lead to somewhat different results, we
also have at the moment no direct way to probe the NMEs for 0νββ. To do this,
we would in principle need a positive observation of the process itself [111], whose
interpretation would again suffer from the lack of knowledge on the NMEs. One
way to disentangle this degeneracy is to observed 0νββ in different nuclei [112].
Alternatively, e.g. so-called charge exchange reactions could be used to get some
information on the physics underlying the NMEs [113,114].
2. Second, even if we had perfect knowledge of the nuclear physics, there is still the
possibility to have further particle physics contributions on top of the standard
exchange of light neutrinos (see, e.g., Ref. [115] for a treatment of such contributions
in effective field theory). In practice, such additional effects cannot be disentangled
from the standard mechanism if 0νββ is observed for one isotope only (see, e.g.,
Refs. [116–118]). Again, a comparison of positive signals in more than one isotope
might help in this respect [112, 119–121], in particular if performed within one and
the same experiment in order to avoid systematic differences between experiments
blurring the differences induced by physics. An example future experiment capable
of doing that job would be SuperNEMO [122].
In the study presented here, we will focus on the first point, i.e., we assume the
standard mechanism to dominate over all other contributions. We will discuss how the
different computations of NMEs can affect the derived value of |mee| if a signal of 0νββ is
seen. An excellent and very up to date collection of NME values for the two isotopes 76Ge
and 136Xe has been presented in Ref. [123], which focused on the resulting constraints on
light neutrino masses and on the potential contribution of heavy right-handed neutrinos
in a left-right symmetric setting. We will extend this collection with a particular focus
on the existing and on the near future limits.
While a detailed discussion of all the possible computational methods to determine
NMEs is beyond the scope of this paper, we will at least mention which methods do exist.
A relatively complete discussion of the different methods is provided in Ref. [49]. However,
it should be noted that a detailed understanding of the underlying nuclear physics is
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necessary to fully appreciate the principal difficulties in the NME computations. We
leave it to the nuclear physics experts to decide which method they consider to be more
credible and/or reliable, while we treat all of them on the same footing (as typically done
by particle physicists). As long as no generally accepted method exists, this treatment is
certainly a fair viewpoint to take.
The nine methods M1 – M9 to compute the NME values which we have used to derive
our mass limits are the same ones as listed in Ref. [123], where for each method we have
also listed the isotopes under consideration here (in case the NME for the particular
isotopes was given in the respective reference):
• M1: Energy Density Functional Method [124] (76Ge, 82Se, 100Mo, 130Te, 136Xe,
150Nd)
• M2: Interacting Shell Model [125] (76Ge, 82Se, 130Te, 136Xe)
• M3: Microscopic Interacting Boson Model [126] (76Ge, 82Se, 100Mo, 130Te, 136Xe,
150Nd)
• M4: Proton-Neutron Quasiparticle Random-Phase Approximation [127] (76Ge, 82Se,
130Te, 136Xe)
• M5: Self-Consistent Renormalized Quasiparticle Random Phase Approximation (re-
alistic charge-dependent Bonn potential) [128] (76Ge, 82Se, 100Mo, 130Te, 136Xe)
• M6: Self-Consistent Renormalized Quasiparticle Random Phase Approximation
(Argonne V18 potential) [128] (76Ge, 82Se, 100Mo, 130Te, 136Xe)
• M7: Quasiparticle Random Phase Approximation (realistic charge-dependent Bonn
potential) [129] (76Ge, 82Se, 100Mo, 130Te, 136Xe)
• M8: Quasiparticle Random Phase Approximation (Argonne V18 potential) [129]
(76Ge, 82Se, 100Mo, 130Te, 136Xe)
• M9: Deformed Self–Consistent Skyrme Quasiparticle Random Phase Approxima-
tion [130] (76Ge, 130Te, 136Xe, 150Nd)
We have extracted the NMEs from the references given for M1 – M9. Note that, for
definiteness, we have taken the standard value gA = 1.25 for the axial vector coupling,
which means that we had to rescale some of the NMEs we have used [125,129]. Also the
phase space factors used [43,109] are the ones for gA = 1.25. However, note that not in all
cases the NMEs had been calculated in the references for the all the isotopes we consider.
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Note further that, in case where different versions of a calculation have been available,
we have for definiteness always chosen the most optimistic result. For example, Ref. [128]
reports results for both, an intermediate size model space and a large size single particle
space, the latter of which cases tends to result into larger values of the NME. Hence, we
have decided to use the large size results. This partially differs from the choices made in
Ref. [123], where in some cases the smaller and in others the larger value has been chosen.
Nevertheless, none of the treatments is wrong, in the sense that at the moment we still
have to live with certain nuclear physics uncertainties, and there simply exists no way to
decide which value is closer to the true value.
The derived current limits and future sensitivities on |mee| are displayed in Tab. 3.
Note that we have made extensive use of the recent experimental review given in Ref. [131],
but we have also updated some of the values given there by more recently reported
bounds [46, 132]. Since the derived values strongly depend on the NME values used,
we indicate in every case the minimum and maximum value of |mee| together with the
type of calculation which leads to this number. In some cases, one or two methods lead
to very different results, which are far away from those obtained by any other type of
calculation. These “outliers” are indicated as well, along with the respective method.
Note that we do not attempt to judge in any way which method may be more or less
reliable. Instead, we chose to simply report our results and leave it to the reader to
decide which method they prefer. However, we nevertheless chose to split off the outliers,
simply because including them into the range would blur the agreement between the other
methods to calculate the NME.
As also reported by the corresponding experimental collaborations, the current best
upper limit on |mee| is just above 0.1 eV, cf. Tab. 3. Depending on the performance of the
planned future experiments it might be possible to push this limit further down by about
one order of magnitude, to come close to the 0.01 eV mark which could potentially rule
out inverted mass ordering in general (at least in case that our knowledge on the NMEs
is increased). Note that, however, pushing the effective mass by one order of magnitude
requires an increased experimental performance by two orders of magnitude, due to the
quadratic dependence of the decay rate on |mee|, cf. Eq. (117). Note also that, depending
on the values of the NME and of the phase space factors, a larger limit on the half-life
of a certain isotope may nevertheless yield a weaker limit on |mee| than a lower limit
for another isotope. A good example is the current values for the Heidelberg-Moscow
(76Ge) and KamLAND-Zen (136Xe) experiments: although both experiments report the
same lower limit of T 0νββ1/2 > 1.9 · 1025 at 90%C.L. on the 0νββ half-life, the resulting
upper limits on |mee| could be smaller for either of them, depending on the exact value
of the NME. This example makes it particularly apparent that we would actually need
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Isotope Current Limits T 0νββ1/2 [y] |mee| [eV] |mee| outliers Refs.
76Ge HD-Moscow > 1.9 · 1025 0.26(M5)–0.32(M1) 0.65(M2) [133]
IGEX > 1.57 · 1025 0.28(M5)–0.36(M1) 0.71(M2) [134]
GERDA I > 2.1 · 1025 0.24(M5)–0.31(M1) 0.61(M2) [23]
82Se NEMO-3 > 3.2 · 1023 0.97(M5)–1.3(M1) 2.5(M2) [135]
100Mo NEMO-3 > 1.1 · 1024 0.41(M7)–0.49(M6) 0.70(M3) [135]
130Te Cuoricino > 2.8 · 1024 0.29(M1)–0.40(M8) 0.71(M2),1.1(M9) [136]
136Xe KamLAND-Zen > 1.9 · 1025 0.13(M1)–0.34(M9) —– [132]
EXO-200 > 1.6 · 1025 0.15(M1)–0.37(M9) —– [46]
Isotope Future Limits T 0νββ1/2 [y] |mee| [eV] |mee| outliers Refs.
76Ge GERDA II > 2 · 1026 0.079(M5)–0.10(M1) 0.20(M2) [24,25]
GERDA III > 6 · 1027 0.014(M5)–0.018(M1) 0.036(M2) [24,25]
Majorana > 2 · 1026 0.079(M5)–0.10(M1) 0.20(M2) [137,138]
82Se SuperNEMO > 2 · 1026 0.039(M5)–0.052(M1) 0.10(M2) [139,140]
130Te CUORE > 6.5 · 1026 0.019(M1)–0.026(M8) 0.047(M2),0.072(M9) [141,142]
136Xe KamLAND-Zen > 1 · 1027 0.019(M1)–0.046(M9) —– [131]
EXO-1000 > 8 · 1026 0.021(M1)–0.052(M9) —– [143,144]
150Nd SNO+ > 3 · 1025 0.068(M9)–0.12(M1) —– [131]
Table 3: The derived ranges for |mee| for several current experimental limits and future
experimental sensitivities [131]. For each isotope, we report the name the respective
experiments and the 90% C.L.-limits for the half-life T 0νββ1/2 . For the effective mass we
always indicate the minimal and maximal values (depending on the NME). In case some
NMEs result into values for |mee| which differ considerably from the ones obtained by the
other methods, we list these results separately as “outliers”.
to have a comparison of several measurements of 0νββ on different isotopes in order to
fully disentangle the nuclear physics complications, and also to decide which isotopes to
choose for future experiments.
9 Predictions of the different sum rules
In the following tables, we will list the predictions for the range of |mee| as well as an
approximate15 range for the smallest mass mlightest as obtained from the sum rules from
Sec. 7.15. Note that, whenever a certain sum rule does not lead to a restricted range
compared to the standard case displayed in Fig. 2, we will indicate this by “usual” (e.g.,
if the minimum of |mee| is smaller than 0.0001 eV). When a certain ordering is not at all
15Our numerical procedure renders the estimate of mlightest a little less accurate than that of |mee|.
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m˜1 + m˜2 = m˜3 NO, 3σ IO, 3σ
mlightest & 0.027 & 0.00071
|mee| (FTV) > 0.025 > 0.012
|mee| (FLMMPR) > 0.024 > 0.013
|mee| (GMSS) > 0.025 > 0.015
m˜1 + m˜3 = 2m˜2 NO, 3σ IO, 3σ
mlightest & 0.015 forbidden
|mee| (FTV) > 0.0015 forbidden
|mee| (FLMMPR) > 0.0020 forbidden
|mee| (GMSS) > 0.0024 forbidden
2m˜2 + m˜3 = m˜1 NO, 3σ IO, 3σ
mlightest & 0.0081 forbidden
|mee| (FTV) usual forbidden
|mee| (FLMMPR) usual forbidden
|mee| (GMSS) usual forbidden
m˜1 + m˜2 = 2m˜3 NO, 3σ IO, 3σ
mlightest forbidden & 0.00036
|mee| (FTV) forbidden > 0.012
|mee| (FLMMPR) forbidden > 0.013
|mee| (GMSS) forbidden > 0.015
m˜1 +
√
3+1
2 m˜3 =
√
3−1
2 m˜2 NO, 3σ IO, 3σ
mlightest forbidden & 0.0025
|mee| (FTV) forbidden > 0.051
|mee| (FLMMPR) forbidden > 0.050
|mee| (GMSS) forbidden > 0.051
Table 4: Predictions for mlightest and |mee| in eV for the known p = +1 sum rules.
m˜−11 + m˜
−1
2 = m˜
−1
3 NO, 3σ IO, 3σ
mlightest & 0.011 & 0.029
|mee| (FTV) > 0.00011 > 0.046
|mee| (FLMMPR) > 0.00045 > 0.046
|mee| (GMSS) > 0.00085 > 0.047
2m˜−12 + m˜
−1
3 = m˜
−1
1 NO, 3σ IO, 3σ
mlightest ∼ [0.0045, 0.0061] & 0.018
|mee| (FTV) [0.0040, 0.0092] > 0.013
|mee| (FLMMPR) [0.0041, 0.0091] > 0.014
|mee| (GMSS) [0.0042, 0.0089] > 0.015
m˜−11 + m˜
−1
3 = 2m˜
−1
2 NO, 3σ IO, 3σ
mlightest ∼ [0.0045, 0.0061] & 0.018
|mee| (FTV) [0.0041, 0.0093] > 0.013
|mee| (FLMMPR) [0.0041, 0.0091] > 0.014
|mee| (GMSS) [0.0042, 0.0089] > 0.015
m˜−13 ± 2im˜−12 = m˜−11 NO, 3σ IO, 3σ
mlightest ∼ [0.0045, 0.0061] & 0.018
|mee| (FTV) [0.0023, 0.0071] > 0.012
|mee| (FLMMPR) [0.0024, 0.0070] > 0.013
|mee| (GMSS) [0.0024, 0.0068] > 0.015
Table 5: Predictions for mlightest and |mee| in eV for the known p = −1 sum rules.
m˜
1/2
1 − m˜1/23 = 2m˜1/22 NO, 3σ IO, 3σ
mlightest & 0.00071 forbidden
|mee| (FTV) usual forbidden
|mee| (FLMMPR) usual forbidden
|mee| (GMSS) usual forbidden
m˜
1/2
1 + m˜
1/2
3 = 2m˜
1/2
2 NO, 3σ IO, 3σ
mlightest & 0.00071 forbidden
|mee| (FTV) usual forbidden
|mee| (FLMMPR) usual forbidden
|mee| (GMSS) usual forbidden
m˜
−1/2
1 + m˜
−1/2
2 = 2m˜
−1/2
3 NO, 3σ IO, 3σ
mlightest & 0.0026 forbidden
|mee| (FTV) > 0.0026 forbidden
|mee| (FLMMPR) > 0.0026 forbidden
|mee| (GMSS) > 0.0027 forbidden
Table 6: Predictions for mlightest and |mee| in eV for the known p = ±1/2 sum rules.
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Figure 20: Graphical representation of the predictions of the different sum rules.
possible for the sum rule under consideration, we instead use the term “forbidden”. Note
that we have decided to report only the 3σ predictions, since the best-fit values show a
considerable variation depending on which gobal fit is used. This is a reflection of the fact
that the region where the effective mass tends to zero arises due to a delicate cancellations
between the different contributions [29], so that slightly altered best-fit values could lead
to quite different results (as can be seen by comparing the best-fit regions obtained with
the three different fits in, e.g., Secs. 7.4 and 7.13). The 3σ results, on the other hand, are
much more stable and reliable predictions. We have obtained the predictions (which are
always given in eV) displayed in Tabs. 4, 5, and 6.
Finally, we have graphically represented the predictions of all sum rule for the effective
mass |mee| in Fig. 20. Together with the information on the experimental sensitivities and
on the ranges of the NME calculations given in Sec. 8, these predictions allow to determine
whether a certain sum rule can be fully or partially probed by a certain experiment, even
if nuclear physics uncertainties blur the picture. We have illustrated in Fig. 1 that this
is indeed possible in some cases. However, different scientific opinions exist about one or
the other experiment, about one or the other global fit, or about one or the other method
to calculate nuclear matrix elements. Thus we leave it to the reader to decide which rules
they consider to be falsifiable with a given experiment. We have with this paper delivered
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the facts, and the resulting interpretation could be different, depending on the reader’s
scientific opinion. Nevertheless we have tried to open the door to invite model builders,
phenomenologists, and experimentalists to think about the power of the sum rules, and
to use our study to draw their own conclusions.
10 Conclusions
Neutrino mass sum rules relate the three neutrino masses within generic classes of flavour
models, leading to restrictions on the effective mass parameter derived from the observa-
tion of neutrinoless double beta decay, as a function of the lightest neutrino mass. After
providing an illustration of how to obtain such sum rules in flavour models, we have pre-
sented a careful discussion of how to parametrise the effective mass and how to include
constraints arising from neutrino mass sum rules necessary to derive predictions from
sum rules. We have then performed a comprehensive study of the implications of such
neutrino mass sum rules, which provides a link between model building, phenomenology,
and experiments.
We have discussed a large number of examples both numerically, using all three global
fits available for the neutrino oscillation data, and analytically wherever possible. In
some cases, our results disagreed with part of those in the literature for reasons that
we have explained. We have also classified the different types of sum rules and derived
some general properties. All the mass sum rules we are aware of have been investigated
in varying detail, resulting in a complete classification of more than 50 known flavour
models based on (mainly) discrete symmetries.
We have discussed the experimental prospects for many current and near-future ex-
periments, with a particular focus on the uncertainties induced by the unknown nuclear
physics involved. We find that, in many cases, the power of the neutrino mass sum rules
is so strong as to allow certain classes of models to be fully tested by the next generation
of neutrinoless double beta decay experiments. Finally, a list of numerical predictions of
all sum rules discussed is given, which will enable the reader to decide about the prospects
for a given experiment. Clearly the results in this paper can serve as both a guideline and
a theoretical motivation for future experimental studies.
In summary, neutrino mass sum rules provide a strong link between neutrino mass
models and neutrinoless double beta decay experiments. Here we have provided a com-
prehensive phenomenological study, based on a broad survey of existing and possible
future models, classified according to the power p of the neutrino mass appearing in the
sum rule. We have been very careful in extracting both the restrictions on the effective
mass and in relating our results to experiments, including a discussion of the possible
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intrinsic uncertainties. We hope that this extensive study will be useful for both the
theoretical and the experimental communities, and that it will contribute in some small
way to advancing our understanding of neutrinos and of their fascinating properties.
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