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ON THE LOWEST TWO-SIDED CELL IN AFFINE WEYL
GROUPS
JÉRÉMIE GUILHOT
Abstrat. Bremke and Xi determined the lowest two-sided ell for ane
Weyl groups with unequal parameters and showed that it onsists of at most
|W0| left ells where W0 is the assoiated nite Weyl group. We prove that this
bound is exat. Previously, this was known in the equal parameter ase and
when the parameters were oming from a graph automorphism. Our argument
uniformly works for any hoie of parameters.
1. Introdution
This paper is onerned with the theory of Kazhdan-Lusztig ells in a Coxeter
groupW , following the general setting of Lusztig [7℄. This involves a weight funtion
L whih is an integer-valued funtion on W suh that L(ww′) = L(w) + L(w′)
whenever ℓ(ww′) = ℓ(w) + ℓ(w′) (ℓ is the usual length funtion on W ). We shall
only onsider weight funtion suh that L(w) > 0 for all w 6= 1. The ase where
L = ℓ is known as the equal parameter ase.
The partition of W into ells is known to play an important role in the study of
the representations of the orresponding Heke algebra.
Here, we are primarily onerned with ane Weyl groups. Let W be an irre-
duible ane Weyl group, together with a weight funtion L. Let W0 be the nite
Weyl group assoiated to W .
In the equal parameter ase, Shi [8℄ desribed the lowest two-sided ell c0 with
respet to the preorder ≤LR using the Lusztig a-funtion (see [7℄ for further details
on the a-funtion) as follows
c0 = {w ∈ W | a(w) = ℓ(w0)}
where w0 is the longest element of W0. Then, he gave an upper bound for the
number of left ells ontained in c0, namely |W0|. In [9℄, he showed that this
bound is exat and he desribed the left ells in c0. His proof involved some deep
properties of the Kazhdan-Lusztig polynomials in the equal parameter ase, suh
as the positivity of the oeients.
Using the positivity property, Lusztig ([6℄) proved, in the equal parameter ase,
a number of results onerning the a-funtion, suh as
(P4) if z ≤LR z
′
then a(z) ≥ a(z′)
and
(P11) if z ≤LR z
′
and a(z) = a(z′) then z ∼LR z
′.
Sine we know that a(z) ≤ ℓ(w0) for any z ∈ W , this shows that c0 is the lowest
two-sided ell with respet to ≤LR.
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In the unequal parameter ase, the positivity of the oeients of the Kazhdan-
Lusztig polynomials does not hold anymore. However, Bremke [2℄ and Xi [10℄
proved that the lowest two-sided ell c0 an be desribed in the same way as in [8℄,
using the general a-funtion. Let J be a subset of S and onsider the orresponding
paraboli subgroup WJ = 〈J〉. We denote by wJ the longest element in WJ . Let
ν˜ = max
J⊂S,WJ≃W0
L(wJ ).
Then, we have
c0 = {w ∈W | a(w) = ν˜}.
Let S be the set whih onsists of all the subset J of S suh that WJ ≃ W0 and
L(wJ) = ν˜. Then we have the following alternative desription of c0, and it is this
desription with whih we work throughout the paper
c0 = {w ∈ W | w = x.wJ .y, x, y ∈W, J ∈ S}
where for any x, y, w ∈ W the notation w = x.y means that w = xy and ℓ(w) =
ℓ(x) + ℓ(y) (and similarly w = x.y.z for w, x, y, z ∈W ).
In [2℄, Bremke showed that c0 ontains at most |W0| left ells. She proved that
this bound is exat when the parameters are oming from a graph automorphism
and, again, the proof involved some deep properties of the Kazhdan-Lusztig poly-
nomials in the equal parameter ase.
In this paper, we will prove that |W0| is the exat bound for the number of left
ells in c0 for any hoie of parameters; see Theorem 4.6. The method is based
on a variation of the indution of left ells as in [3℄. The main new ingredient is a
geometri argument to nd a loal bound on the degree of the struture onstants
of the Heke algebra ofW with respet to the standard basis; see Theorem 2.4. Our
proof uniformly works for any hoie of parameters.
2. Multipliation of the standard basis and geometri realization
In this setion, we introdue the Heke algebra of a Coxeter group with respet
to a weight funtion. Then, we present a geometri realization of an ane Weyl
group. Finally, using this geometri realization, we give a bound on the degree of
the struture onstants with respet to the standard basis.
2.1. Weight funtions, Heke algebras. In this setion, (W,S) denotes an
arbitrary Coxeter system. The basi referene is [7℄. Let L be a weight funtion.
In this paper, we will only onsider the ase where L(w) > 0 for all w 6= 1. A
weight funtion is ompletely determined by its value on S and must only satisfy
L(s) = L(t) if s and t are onjugate.
Let A = Z[v, v−1] and H be the generi Iwahori-Heke algebra assoiated to
(W,S) with parameters {L(s) | s ∈ S}. H has an A-basis {Tw | w ∈W}, alled the
standard basis, with multipliation given by
TsTw =
{
Tsw, if sw > w,
Tsw + (v
L(s) − v−L(s))Tw, if sw < w,
(here, < denotes the Bruhat order) where s ∈ S and w ∈W .
Let x, y ∈W . We write
TxTy =
∑
z∈W
fx,y,zTz
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where fx,y,z ∈ A are the struture onstants with respet to the standard basis.
In this paper, we will be mainly interested in the ase where W is an irre-
duible ane Weyl group (with orresponding Weyl group W0). In that ase, it is
known that there is a global bound for the degrees of the struture onstants fx,y,z.
Namely, set ν = ℓ(w0), ν˜ = L(w0), where w0 is the longest element of W0, and
ξs = v
L(s) − v−L(s) for s ∈ S. In [2℄, Bremke proved that
(1) As a polynomial in ξs, s ∈ S, the degree of fx,y,z is at most ν
(2) The degree of fx,y,z in v is at most ν˜.
Our aim will be to nd a loal bound for the degrees of these polynomials,
whih depends on x, y ∈ W . For this purpose, we will work with a geometri
realization of W , as desribed in the next setion.
2.2. Geometri realization. In this setion, we present a geometri realization
of an ane Weyl group. The basi referenes are [2, 5, 10℄.
Let V be an eulidean spae of nite dimension r ≥ 1. Let Φ be an irreduible
root system of rank r and Φˇ ⊂ V ∗ the dual root system. We denote the oroot
orresponding to α ∈ Φ by αˇ and we write 〈x, y〉 for the value of y ∈ V ∗ at x ∈ V .
Fix a set of positive roots Φ+ ⊂ Φ. Let W0 be the Weyl group of Φ. For α ∈ Φ
+
and n ∈ Z, we dene a hyperplane
Hα,n = {x ∈ V | 〈x, αˇ〉 = n}.
Let
F = {Hα,n | α ∈ Φ
+, n ∈ Z}.
Any H ∈ F denes an orthogonal reetion σH with xed point set H . We denote
by Ω the group generated by all these reetions, and we regard Ω as ating on the
right on V . An alove is a onneted omponent of the set
V −
⋃
H∈F
H.
Ω ats simply transitively on the set of aloves X .
Let S be the set of Ω-orbits in the set of faes (odimension 1 faets) of aloves.
Then S onsists of r+1 elements whih an be represented as the r+1 faes of an
alove. If a fae f is ontained in the orbit t ∈ S, we say that f is of type t.
Let s ∈ S. We dene an involution A → sA of X as follows. Let A ∈ X ; then
sA is the unique alove distint from A whih shares with A a fae of type s. The
set of suh maps generates a group of permutations of X whih is a Coxeter group
(W,S). In our ase, it is the ane Weyl group usually denoted W˜0. We regard
W as ating on the left on X . It ats simply transitively and ommutes with the
ation of Ω.
Let L be a weight funtion on W . In [2℄, Bremke showed that if a hyperplane H
in F supports faes of type s, t ∈ S then s and t are onjugate in W whih implies
that L(s) = L(t). Thus we an assoiate a weight cH ∈ Z to H ∈ F suh that
cH = L(s) if H supports a fae of type s.
Assume that W is not of type A˜1 or C˜r (r ≥ 2); Let H,H ′ be two parallel
hyperplanes suh that H supports a fae of type s and H ′ a fae of type s′. Then,
Bremke [2℄ proved that s and s′ are onjugate. In other words, if W is not of type
A˜1 or C˜r then any two parallel hyperplanes have the same weight.
4 JÉRÉMIE GUILHOT
In this paper, we will often have to distinguish the ase where W is of type A˜1
or C˜r, beause of this property.
In the ase whereW is of type C˜r with generators s1, ..., sr+1 andW0 is generated
by s1, ..., sr, by symmetry of the Dynkin diagram, we an assume that cs1 ≥ csr+1 .
Similarly, if W is of type A˜1 with generators s1, s2 and W0 = 〈s1〉, we an assume
that cs1 ≥ cs2 .
For a 0-dimensional faet λ of an alove, dene
m(λ) =
∑
H∈F , λ∈H
cH .
We say that λ is a speial point if m(λ) is maximal.
Let T be the set of all speial points. For λ ∈ T , denote by Wλ the stabilizer of
the set of aloves ontaining λ in their losure with respet to the ation of W on
X . It is a maximal paraboli subgroup of W . Let Sλ = S ∩Wλ and write wλ for
the longest element of Wλ. Note that, following [2℄, and with our onvention for
C˜r and A˜1, 0 ∈ V is a speial point. Moreover, if λ = 0 ∈ V , the denition of Wλ
is onsistent with the denition of W0 given before.
Let λ be a speial point, a quarter with vertex λ is a onneted omponent of
V −
⋃
H, λ∈H
H.
It is an open simpliial one. It has r walls.
Let H = Hα,n ∈ F . Then H divides V −H into two half-spaes
V +H = {x ∈ V | 〈x, αˇ〉 > n},
V −H = {x ∈ V | 〈x, αˇ〉 < n}.
Finally, let A0 be the fundamental alove dened by
A0 = {x ∈ V | 0 < 〈x, αˇ〉 < 1 for all α ∈ Φ
+}.
Let A ∈ X , w ∈ W . It is well known that the length of w is the number of
hyperplanes whih separate A and wA.
2.3. Multipliation of the standard basis. Let (W,S) be an irreduible ane
Weyl group assoiated to the Weyl group (W0, S0). Reall that, for x, y ∈ W , we
have
TxTy =
∑
z∈W
fx,y,zTz.
After the preparations in 2.2, we will now be able to nd a loal bound for the
degree of the polynomials fx,y,z whih depends on x, y ∈ W .
For two aloves A,B ∈ X , let
H(A,B) = {H ∈ F | H separates A and B}.
Let F be the set of diretions of hyperplanes in F . For i ∈ F , we denote by Fi the
set of all hyperplanes H ∈ F of diretion i. The onneted omponents of
V −
⋃
H∈Fi
H
are alled strip of diretion i. We denote by Ui(A) the unique strip of diretion i
whih ontains A, for A ∈ X . There exists a unique α ∈ Φ+ and a unique n ∈ Z
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suh that
Ui(A) = {µ ∈ V | n < 〈µ, αˇ〉 < n+ 1},
in other words
Ui(A) = V
+
Hα,n
∩ V −Hα,n+1 .
We say that Ui(A) is dened by Hα,n and Hα,n+1.
Note that our denition of strips is slightly dierent from the one in [2℄, where
the strips were the onneted omponents of
V −
⋃
H∈Fi
cH=ci
H where ci = max
H∈F , H=i
cH .
In fat, as notied in Setion 2.2, if W is not of type A˜1 or C˜r, then the two
denitions are the same.
Let σ ∈ Ω. Let i, j ∈ F suh that σ(i) = j. We have
(Ui(A))σ = Uj(Aσ)
and the strip Uj(Aσ) is dened by the two hyperplanes (Hα,ni)σ and (Hα,ni+1)σ.
Let x, y ∈ W ; then we dene
Hx,y = {H ∈ F | H ∈ H(A0, yA0) ∩H(yA0, xyA0)},
Ix,y = {i ∈ F | ∃H,H = i,H ∈ Hx,y}.
For i ∈ Ix,y, let
cx,y(i) = max
H∈F , H=i, H∈Hx,y
cH
and
cx,y =
∑
i∈Ix,y
cx,y(i).
We are now ready to state the main result of this setion.
Theorem 2.4. Let x, y ∈ W and
TxTy =
∑
z∈W
fx,y,zTz where fx,y,z ∈ A.
Then, the degree of fx,y,z in v is at most cx,y.
3. Proof of Theorem 2.4
In order to prove Theorem 2.4, we will need the following lemmas.
Lemma 3.1. Let x, y ∈ W and s ∈ S be suh that x < xs and y < sy. We have
cxs,y = cx,sy.
Proof. Let Hs be the unique hyperplane whih separates yA0 and syA0. Sine
x < xs and y < sy, one an see that
H(A0, yA0) ∪ {Hs} = H(A0, syA0),
H(A0, yA0) ∩ {Hs} = ∅,
and
H(syA0, xsyA0) ∪ {Hs} = H(yA0, xsyA0),
H(syA0, xsyA0) ∩ {Hs} = ∅.
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Therefore we have
Hx,sy = H(A0, syA0) ∩H(syA0, xsyA0)
= (H(A0, yA0) ∪ {Hs}) ∩H(syA0, xsyA0)
= (H(A0, yA0) ∩H(syA0, xsyA0)) ∪ ({Hs} ∩H(syA0, xsyA0))
= H(A0, yA0) ∩H(syA0, xsyA0)
and
Hxs,y = H(yA0, xsyA0) ∩H(A0, yA0)
= (H(syA0, xsyA0) ∪ {Hs}) ∩H(A0, yA0)
= (H(syA0, xsyA0) ∩H(A0, yA0)) ∪ ({Hs} ∩H(A0, yA0))
= H(syA0, xsyA0) ∩H(A0, yA0)
= Hx,sy.
Thus cx,sy = cxs,y. 
Lemma 3.2. Let x, y ∈ W and s ∈ S be suh that xs < x and sy < y. We have
cxs,sy ≤ cx,y.
Proof. Let Hs be the unique hyperplane whih separate yA0 and syA0. One an
see that
Hxs,sy = Hx,y − {Hs}.
The result follows. 
Lemma 3.3. Let x, y ∈ W and s ∈ S be suh that xs < x and sy < y. Let Hs be
the unique hyperplane whih separates yA0 and syA0. Then we have
Hs /∈ Ixs,y and Hs ∈ Ix,y.
Proof. We have
sy < y =⇒ Hs ∈ H(A0, yA0),
xs < x =⇒ Hs ∈ H(yA0, xyA0).
Thus Hs ∈ Hx,y and Hs ∈ Ix,y.
Let αs ∈ Φ
+
and ns ∈ Z be suh that Hs = Hαs,ns . Assume that ns ≥ 1
(the ase where ns ≤ 0 is similar). Sine Hs ∈ H(A0, yA0) and yA0 has a faet
ontained in Hs, we have
ns < 〈µ, αˇs〉 < ns + 1 for all µ ∈ yA0.
Therefore, for all m > ns, we have Hαs,m /∈ H(A0, yA0).
Now, sine xs < x, we have
xsyA0 ⊂ {µ ∈ V | ns < 〈µ, αˇs〉}.
Therefore, for all m ≤ ns, we have Hαs,m /∈ H(yA0, xsyA0). Thus, there is no
hyperplane parallel to Hs in Hxs,y, as required. 
We keep the setting of the previous lemma. We denote by σs the reetion with
xed point set Hs. Assume that Ixs,y 6= ∅ and let i ∈ Ixs,y. Reall that Ui(yA0) is
the unique strip of diretion i whih ontains yA0. Sine i ∈ Ixs,y we have
A0 6⊂ Ui(yA0) and xsyA0 6⊂ Ui(yA0).
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One an see that one and only one of the hyperplanes whih denes Ui(yA0) lies in
Hxs,y. We denote by H
(i)
this hyperplane.
Let H ∈ Hxs,y. By the previous lemma we know that H is not parallel to Hs.
Consider the 4 onneted omponents of V − {H,Hs}. We denote by EA0 , EyA0 ,
EsyA0 and ExsyA0 the onneted omponent whih ontains, respetively, A0, yA0,
syA0 and xsyA0. Assume that (H)σs 6= H . Then, we have either
(H)σs ∩ EyA0 6= ∅ and (H)σs ∩ EA0 6= ∅
or
(H)σs ∩ ExsyA0 6= ∅ and (H)σs ∩EsyA0 6= ∅.
Furthermore, in the rst ase, (H)σs separates ExsyA0 and EsyA0 , and, in the
seond ase, (H)σs separates EyA0 and EA0 . In partiular, we have
(H)σs ∩ EyA0 6= ∅ =⇒ (H)σs ∈ H(syA0, xsyA0)
(H)σs ∩ ExsyA0 6= ∅ =⇒ (H)σs ∈ H(A0, yA0).
Moreover, we see that
(H)σs ∩ EyA0 6= ∅ =⇒ (H)σs ∈ H(syA0, xsyA0)
=⇒ (H)σs ∈ H(yA0, xsyA0),
sine Hs is the only hyperplane in H(yA0, syA0) and (H)σs 6= Hs.
We will say that H ∈ Hxs,y is of s-type 1 if (H)σs ∩EyA0 6= ∅ and of s-type 2 if
(H)σs ∩ ExsyA0 6= ∅. To sum up, we have
- if H is of s-type 1 then (H)σs ∈ H(yA0, xsyA0);
- if H is of s-type 2 then (H)σs ∈ H(A0, yA0).
We illustrate this result in Figure 1. Note that if H,H ′ ∈ Hxs,y are parallel, then
they have the same type.
xsyA0
xyA0
A0
yA0
syA0
Hs
H(H)σs
ExsyA0
EA0EsyA0
EyA0
s-type 1 s-type 2
xsyA0
xyA0
A0
yA0
syA0
Hs
(H)σsH
ExsyA0
EA0EsyA0
EyA0
FIGURE 1. s-type 1 and s-type 2 hyperplanes
Lemma 3.4. Let x, y ∈ W and s ∈ S be suh that xs < x and sy < y. Let Hs be
the unique hyperplane whih separates yA0 and syA0 and let σs be the orresponding
reetion. The following holds.
a) Let H ∈ F . We have
H ∈ H(yA0, xsyA0)⇒ (H)σs ∈ H(yA0, xyA0).
8 JÉRÉMIE GUILHOT
b) Let H ∈ Hxs,y be of s-type 1; then H ∈ Hx,y.
) Let H ∈ Hxs,y be of s-type 2; then (H)σs ∈ Hx,y.
d) Let H ∈ Hxs,y suh that (H)σs = H; then H ∈ Hx,y.
Proof. We prove (a). Let H ∈ H(yA0, xsyA0). Then (H)σs separates yA0σs and
xsyA0σs. But we have
yA0σs = syA0 and xsyA0σs = xssyA0 = xyA0.
Sine H 6= Hs, we have (H)σs 6= Hs and this implies that (H)σs separates yA0
and xyA0.
We prove (b). We have H ∈ Hxs,y = H(A0, yA0) ∩ H(yA0, xsyA0). The hy-
perplane H is of s-type 1 thus (H)σs ∈ H(yA0, xsyA0). Using (a) we see that
H ∈ H(yA0, xyA0). Therefore, H ∈ Hx,y.
We prove (). Sine H is of s-type 2 we have (H)σs ∈ H(A0, yA0). Moreover,
H ∈ H(yA0, xsyA0) thus, using (a), we see that (H)σs ∈ H(yA0, xyA0). Therefore,
(H)σs ∈ Hx,y.
We prove (d). Using (a), we see that (H)σs = H ∈ H(yA0, xyA0) and sine
H ∈ Hxs,y ⊂ H(A0, yA0), we get H ∈ Hx,y.

Lemma 3.5. Let x, y ∈ W and s ∈ S be suh that xs < x and sy < y. Let Hs be
the unique hyperplane whih separates yA0 and syA0. There is an injetive map ϕ
from Ixs,y to Ix,y − {Hs}.
Proof. Let σs be the reetion with xed point set Hs. If Ixs,y = ∅ then the result
is lear. We assume that Ixs,y 6= ∅. We dene ϕ as follows.
(1) If (H(i))σs ∈ H(A0, yA0) then set ϕ(i) = σs(i);
(2) set ϕ(i) = i otherwise.
We need to show that ϕ(i) ∈ Ix,y−{Hs}. The fat that ϕ(i) 6= Hs is a onsequene
of Lemma 3.3, where we have seen that Hs /∈ Ixs,y . Indeed, sine ϕ(i) is either i or
σs(i) and i 6= Hs we annot have ϕ(i) = Hs.
Let i ∈ Ixs,y be suh that σs(H(i)) ∈ H(A0, yA0). By Lemma 3.4 (a), we have
σs(H
(i)) ∈ H(yA0, xyA0). It follows that σs(H(i)) ∈ Hx,y and σs(i) ∈ Ix,y as
required.
Let i ∈ Ixs,y be suh that σs(H(i)) /∈ H(A0, yA0). Then H(i) is of s-type 1. By the
previous lemma we have H(i) ∈ Hx,y and i ∈ Ix,y.
We show that ϕ is injetive. Let i ∈ Ixs,y be suh that ϕ(i) = σs(i) and assume
that σs(i) ∈ Ixs,y. We have
(Ui(yA0))σs = Uσs(i)(syA0) = Uσs(i)(yA0)
and (H(i))σs is one of the hyperplane whih denes Uσs(i)(yA0). Furthermore
sine (H(i))σs ∈ H(A0, yA0) we must have (H(i))σs = H(σs(i)). It follows that
(H(σs(i)))σs ∈ H(A0, yA0) and ϕ(σs(i)) = i. The result follows. 
Lemma 3.6. Let x, y ∈ W and s ∈ S suh that xs < x and sy < y. Let Hs be the
unique hyperplane whih separates yA0 and syA0. We have
cxs,y ≤ cx,y − cx,y(Hs).
Proof. Let ϕ be as in the proof of the previous lemma. We keep the same notation.
If Ixs,y = ∅ then the result is lear, thus we may assume that Ixs,y 6= 0.
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First assume that W is not of type C˜r (r ≥ 2) or A˜1. Then any two parallel
hyperplanes have the same weight, therefore we obtain, for i ∈ Ixs,y
cxs,y(i) = cH(i) .
Moreover, sine cH = c(H)σ for all H ∈ F and σ ∈ Ω, one an see that
cxs,y(i) = cx,y(ϕ(i)),
and the result follows using Lemma 3.5.
Now, assume that W is of type C˜r, with graph and weight funtion given by
❡ ❡ ❡ ❡ ❡ ❡
s1
a
s2
c
s3
c
sr−1
c
sr
c
sr+1
b
In [2℄, Bremke proved that the only ase where two parallel hyperplanes H , H ′ do
not have the same weight is when one of them, say H , supports a fae of type s1
and H ′ supports a fae of type sr+1.
If a = b, then parallel hyperplanes have the same weight and we an onlude as
before.
Now assume that a > b. Let i ∈ F be suh that not all the hyperplanes with
diretion i have the same weight. Let H = Hα,n be a hyperplane with diretion i
and weight a. Then Hα,n−1 and Hα,n+1 have weight b beause otherwise all the
hyperplanes with diretion i would have weight a.
Let i ∈ Ixs,y . If no hyperplane of diretion i supports a fae of type s1 or sr+1
then, as before, we an onlude that
cxs,y(i) = cx,y(ϕ(i)).
Now, in order to prove that cxs,y ≤ cx,y− cx,y(Hs), the only problem whih may
appear is when there exists i ∈ Ixs,y suh that
cxs,y(i) = a and cx,y(ϕ(i)) = b.
Fix suh a i ∈ Ixs,y. We laim that
(1) H(i) is of s-type 1 and (H(i))σs ∈ H(A0, yA0);
(2) σs(i) ∈ Ixs,y, ϕ(σs(i)) = i and
cxs,y(σs(i)) = b and cx,y(i) = a.
We prove (1). Let j ∈ Ixs,y be suh that H
(j)
is of s-type 2. Then (H(j))σs ∈
H(A0, yA0) and ϕ(j) = σs(j). LetH ∈ Hxs,y be suh thatH = j. ThenH is also of
s-type 2 and (H)σs ∈ Hx,y (see Lemma 3.4()). It follows that cx,y(ϕ(j)) ≥ cxs,y(j).
Let j ∈ Ixs,y be suh that (H(j))σs = H(j). Then (H(j))σs ∈ H(A0, yA0) and
ϕ(j) = j. Let H ∈ Hxs,y be suh that H = j. Then (H)σs = H and H ∈ Hx,y (see
Lemma 3.4(d)). It follows that cx,y(ϕ(j)) ≥ cxs,y(j).
Finally let j ∈ Ixs,y be suh that H(j) is of s-type 1 and H(j) /∈ H(A0, yA0). Then
ϕ(j) = j. Let H ∈ Hxs,y be suh that H = j. Then H is also of s-type 1 and
H ∈ Hx,y (see Lemma 3.4(b)). It follows that cx,y(ϕ(j)) ≥ cxs,y(j).
Thus sine cx,y(ϕ(i)) < cxs,y(i), we get that H
(i)
is of s-type 1 and (H(i))σs ∈
H(A0, yA0).
We prove (2). We know that H(i) is of s-type 1 and (H(i))σs ∈ H(A0, yA0).
Thus (H(i))σs ∈ Hx,y and ϕ(i) = σs(i). In partiular, sine cx,y(ϕ(i)) = b, we must
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have c(H(i))σs = b, whih implies that cH(i) = b.
Sine H(i) is of s-type 1 we have (H(i))σs ∈ H(yA0, xsyA0) whih implies that
(H(i))σs ∈ Hxs,y. Thus σs(i) ∈ Ixs,y. Arguing as in the proof of Lemma 3.5, we
obtain (H(i))σs = H
(σs(i))
and ϕ(σs(i)) = i.
Let α ∈ Φ+ and n ∈ Z be suh that H(i) = Hα,n. Sine cxs,y(i) = a, one an
see that one of the hyperplanes Hα,n−1, Hα,n+1 lies in Hxs,y. We denote this hy-
perplane by H . Note that cH = a thus, sine cx,y(σs(i)) = b, we annot have
(H)σs ∈ Hx,y. Both hyperplanes (H)σs and (H(i))σs separate yA0 and xyA0 but
only (H(i))σs lies in Hx,y. This implies that A0 lies in the strip dened by (H)σs
and (H(i))σs. Sine (H
(i))σs = H
(σs(i))
this shows that the only hyperplane of
diretion σs(i) whih lies in Hxs,y is H
(σs(i))
. Thus we have cxs,y(σs(i)) = b. More-
over ϕ(σs(i)) = i and H is of s-type 1, thus H ∈ Hx,y (see Lemma 3.4 (b)) and
cx,y(i) = a, as required.
Let I> be the subset of Ixs,y whih onsists of the diretions i suh that cxs,y(i) =
a and cx,y(ϕ(i)) = b. Using (1) and (2), we see that the set σs(I>) is a subset of
Ixs,y suh that for all i ∈ σs(I>) we have cxs,y(i) = b and cx,y(ϕ(i)) = a. Therefore
we an onlude that cxs,y ≤ cx,y − cx,y(Hs) in the ase where W is of type C˜r
(r ≥ 2).
In the ase where W is of type A˜1, the result is lear, sine we always have
Ixs,y = ∅. The lemma is proved. 
Proof of Theorem 2.4. Let x, y ∈W and
TxTy =
∑
z∈W
fx,y,zTz where fx,y,z ∈ A.
We want to prove that the degree of fx,y,z in v is less than or equal to cx,y. We
proeed by indution ℓ(x) + ℓ(y).
If ℓ(x) + ℓ(y) = 0 the result is lear.
If cx,y = 0 then Hx,y = ∅ and xy = x.y. Thus TxTy = Txy and the result follows.
We may assume that Hx,y 6= ∅, whih implies that ℓ(x) > 0 and ℓ(y) > 0. Let
x = sk . . . s1 be a redued expression of x. There exists 1 ≤ i ≤ k suh that
ℓ(si−1 . . . s1y) = ℓ(y) + i− 1 and sisi−1 . . . s1y < si−1 . . . s1y.
Let x0 = sk . . . si and y0 = si−1 . . . s1y. Let Hsi be the unique hyperplane whih
separates y0A0 and siy0A0. Note that cHsi = L(si). We have
TxTy = Tx0Ty0
Using Lemma 3.1, we obtain cx,y = cx0,y0 . We have
Tx0,y0 = Tsk...si+1TsiTy0
= Tsk...si+1(Tsiy0 + ξsiTy0)
= Tsk...si+1Tsiy0 + ξsiTsk...si+1Ty0
= Tx0siTsiy0 + ξsiTx0siTy0
By indution, Tx0siTsiy0 is an A-linear ombination of Tz with oeients of degree
less than or equal to cx0si,siy0 . Using Lemma 3.2, we have cx0si,siy0 ≤ cx0,y0 = cx,y.
By indution, Tx0siTy0 is an A-linear ombination of Tz with oeients of degree
less than or equal to cx0si,y0 . Therefore the degree of the polynomials ourring in
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ξsiTx0siTy0 is less than or equal to L(si) + cx0si,y0. Applying Lemma 3.6 to x0 and
y0 we obtain
cx0si,y0 ≤ cx0,y0 − cx0,y0(Hsi)
Sine cx0,y0(Hsi) ≥ cHsi = L(si) we obtain
L(si) + cx0si,y0 ≤ cx0,y0 = cx,y.
The theorem is proved.

4. The lowest two-sided ell
4.1. Kazhdan-Lusztig ells. Let (W,S) be a Coxeter group and L a weight
funtion on W . Let A = Z[v, v−1] and H be the generi Iwahori-Heke algebra
orresponding to (W,S) with parameters {L(s)|s ∈ S}.
Let a 7→ a be the involution of A whih takes vn to v−n for all n ∈ Z. We an
extend it to a ring involution from H to itself by the formula∑
w∈W
awTw =
∑
w∈W
awT
−1
w−1
, where aw ∈ A.
Let A≤0 = Z[v−1] and A<0 = v−1Z[v−1]. For w ∈ W there exists a unique element
Cw ∈ H suh that
Cw = Cw and Cw = Tw +
∑
y∈W
y<w
Py,wTw,
where Py,w ∈ A<0 for y < w. In fat, the set {Cw, w ∈ W} forms a basis of H,
known as the Kazhdan-Lusztig basis. The elements Py,w are alled the Kazhdan-
Lusztig polynomials. We set Pw,w = 1 for any w ∈W .
The Kazhdan-Lusztig left preorder ≤L on W is the relation generated by{
y ≤L w if there exists some s ∈ S suh that Cy appears with
a non-zero oeient in TsCw, expressed in the Cw-basis
One an see that
HCw ⊆
∑
y≤Lw
ACy for any w ∈W .
The equivalene relation assoiated to ≤L will be denoted by ∼L and the orre-
sponding equivalene lasses are alled the left ells of W . Similarly, we dene ≤R,
∼R and right ells. We say that x ≤LR y if there exists a sequene
x = x0, x1, ..., xn = y
suh that for all 1 ≤ i ≤ n we have xi−1 ≤L xi or xi−1 ≤R xi. We write ∼LR for
the assoiated equivalene relation and the equivalene lasses are alled two-sided
ells. The preorder ≤LR indues a partial order on the two-sided ells of W .
4.2. The lowest two-sided ell. Let (W,S) be an irreduible ane Weyl group.
In this setion, we look at the set
c0 = {w ∈ W | w = z
′.wλ.z, z, z
′ ∈ W, λ ∈ T }
where T is the set of speial points (see Setion 2). We show that c0 is the lowest
two-sided ell and we determine the deomposition of c0 into left ells.
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Reall that, for λ a speial point, Wλ is the stabilizer in W of the set of aloves
ontaining λ in their losure, wλ is the longest element of Wλ and Sλ = S ∩Wλ.
In partiular, we have
swλ < wλ for any s ∈ Sλ.
For λ ∈ T and z ∈W suh that wλz = wλ.z, we set
Nλ,z = {w ∈W | w = z
′.wλ.z, z
′ ∈W}.
In [2, Proposition 5.1℄, it is shown that Nλ,z is inluded in a left ell.
For λ ∈ T , we set
Mλ = {z ∈W | wλz = wλ.z, swλz /∈ c0 for all s ∈ Sλ}.
Following [9℄, we hoose a set of representatives for the Ω-orbits on T and denote
it by R. Then
c0 =
⋃
λ∈R, z∈Mλ
Nλ,z (disjoint union)
It is known ([9℄) that this is a union over |W0| terms.
We are now ready to state the main result of this paper.
Theorem 4.3. Let λ ∈ T and z ∈Mλ. The set Nλ,z is a union of left ells.
Furthermore, for y ∈W and w ∈ Nλ,z, we have
y ≤L w =⇒ y ∈ Nλ,z.
The proof of this theorem will be given in the next setion. We now disuss a
number of onsequenes of Theorem 4.3.
Corollary 4.4. Let λ ∈ T and z ∈Mλ. Then, the set Nλ,z is a left ell.
Proof. The set Nλ,z is a union of left ells whih is inluded in a left ell (see [2,
Proposition 5.1℄). Hene it is a left ell. 
The next step is to prove the following.
Proposition 4.5. The set c0 is inluded in a two-sided ell.
Proof. Let R = {λ1, ..., λn} be a set of representatives for the Ω-orbits on T . For
example, if W is of type G˜2 we have n = 1 and if W is of type B˜n (n ≥ 3) we have
n = 2. Set
cλi = {w ∈W | w = z
′.wλi .z, z, z
′ ∈W}
One an see that
c0 =
i=n⋃
i=1
cλi
and for 1 ≤ i ≤ j ≤ n we have cλi ∩ cλj 6= ∅. Therefore to prove the proposition, it
is enough to show that eah of the set cλi is inluded in a two-sided ell.
Fix 1 ≤ i ≤ n. Let w,w′ ∈ cλi and z, z
′, y, y′ ∈W be suh that w = z′.wλi .z and
w′ = y′.wλi .y. Using [2, Proposition 5.1℄, together with its version for right ells,
we obtain
z′wλiz ∼L wλiz ∼R wλiy ∼R y
′wλiy.
The result follows. 
Finally, ombining the previous results of Shi, Xi and Bremke with Theorem 4.3,
we now obtain the following desription of the lowest two-sided ell in omplete
generality.
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Theorem 4.6. Let W be an irreduible ane Weyl group with assoiated Weyl
group W0. Let
c0 = {w ∈ W | w = z
′.wλ.z, z, z
′ ∈W,λ ∈ T }
where T is the set of speial points. We have
(1) c0 is a two-sided ell.
(2) c0 is the lowest two-sided ell for the partial order on the two-sided ell
indued by the preorder ≤LR.
(3) c0 ontains exatly |W0| left ells.
(4) The deomposition of c0 into left ells is as follows
c0 =
⋃
λ∈R, z∈Mλ
Nλ,z.
Proof. We have seen that c0 is inluded in a two-sided ell. Let w ∈ c0 and y ∈W
suh that y ∼LR w. In partiular we have y ≤LR w. We may assume that y ≤L w
or y ≤R w. We know that
c0 =
⋃
λ∈R, z∈Mλ
Nλ,z.
Thus w ∈ Nλ,z for some λ ∈ R and z ∈ Mλ. If y ≤L w then, using Theorem 4.3,
we see that y ∈ Nλ,z and thus y ∈ c0. If y ≤R w then using [7, 8.1℄, we have
y−1 ≤L w−1. But c0 is stable by taking the inverse, thus, as before, we see that
y−1 ∈ c0 and y ∈ c0. This implies that c0 is a two-sided ell and that it is the
lowest one with respet to ≤LR.
By [9℄, we know that
c0 =
⋃
λ∈R, z∈Mλ
Nλ,z
is a disjoint union over |W0| terms. By Corollary 4.4, the result follows. 
5. Proof of Theorem 4.3
We keep the setting of the previous setion. For λ ∈ T we denote by Xλ the set
of minimal left oset representatives of Wλ in W , that is
Xλ := {w ∈ W |ℓ(ws) > ℓ(w) for all s ∈ Sλ}.
One an easily hek that
Xλ = {z ∈ W |zwλ = z.wλ} and X
−1
λ = {z ∈ W |wλz = wλ.z}.
Let λ ∈ T and z ∈ X−1λ . For z
′ ∈W , we have the following equivalene
z′wλz = z
′.wλ.z ⇐⇒ z
′ ∈ Xλ.
Indeed, if z′wλz = z
′.wλ.z then we must have z
′wλ = z
′.wλ and z
′ ∈ Xλ. Con-
versely, if z′ ∈ Xλ then sine z ∈ X
−1
λ we have z
′wλz = z
′.wλ.z (see [9, Lemma
3.2℄). Therefore we see that
Nλ,z = {w ∈W |w = xwλz, x ∈ Xλ}.
5.1. Preliminaries.
Lemma 5.2. Let λ ∈ T , z ∈ Mλ, y ∈ Xλ and v1 < wλz. Then, Pv1,wλzTyTv1 is
an A-linear ombination of Tz′ (z′ ∈W ) with oeient in A<0.
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Proof. We an write uniquely v1 = w.v
′
, where w ∈ Wλ and v′ ∈ X
−1
λ (see [4,
Proposition 2.1.1℄). First, assume that w = wλ. In that ase, we have yv1 = y.v1
and TyTv1 = Tyv1 . Sine Pv1,wλz ∈ A<0 the result follows.
Next, assume that w < wλ. Let wv1 ∈ W suh that wv1w = wλ. The Kazhdan-
Lusztig polynomials satisfy the following relation (see [7, Theorem 6.6.℄)
Px,w = v
−L(s)Psx,w, where x < sx and sw < w .
Therefore, one an see that
(1) Pv1,wλz ∈ v
−L(wv1)A<0 if wλ.v′ < wλz,
(2) Pv1,wλz = v
−L(wv1)
if wλ.v
′ = wλz.
Thus, to prove the lemma, it is suient to show that the polynomials ourring
in the expression of TyTv1 in the standard basis are of degree less than or equal to
L(wv1) in the rst ase and L(wv1)− 1 in the seond ase.
Using Theorem 2.4, we know that the degree of these polynomials is less than
or equal to cy,v1 (for the denition of cy,v1 , see Setion 2.3).
Let wv1 = sn...sm+1 and w = sm...s1 be redued expressions, and let Hi be
the unique hyperplane whih separates si−1...s1v
′A0 and si...s1v
′A0. Note that
cHi = L(si). Let λ
′
be the unique speial point ontained in the losure of v′A0
and wλv
′A0 (note that Wλ′ = Wλ). By denition of Xλ, yv1A0 lies in the quarter
C with vertex λ′ whih ontains v1A0.
Let 1 ≤ i ≤ m. Let αi and k ∈ Z suh that Hi = Hαi,k. Assume that k > 0
(the ase k ≤ 0 is similar). We have v1A0 ∈ V
+
Hi
. Now, sine λ′ lies in the losure
of v1A0 and λ
′ ∈ Hi, one an see that
k < 〈µ, αˇi〉 < k + 1 for all µ ∈ v1A0.
Moreover, yv1A0 ∈ C implies that
k < 〈µ, αˇi〉 for all µ ∈ yv1A0.
From there, we onlude that all the hyperplanes Hαi,l with l ≤ k do not lie
in H(v1A0, yv1A0) and that all the hyperplanes Hαi,l with l > k do not lie in
H(A0, v1A0). Thus Hi /∈ Iy,v1 and we have
Iy,v1 ⊂ {Hm+1, ..., Hn},
whih implies
cy,v1 ≤
i=n∑
i=m+1
cy,v1(Hi).
Now, if W is not of type C˜r or A˜1 then any two parallel hyperplanes have same
weight and we have
cy,v1(Hi) =
{
0 if i /∈ Iy,v1 ,
L(si) otherwise.
Thus
cy,v1 ≤
i=n∑
i=m+1
L(si) = L(wv1),
as required in the rst ase.
Assume that W is of type C˜r or A˜1. Then, one an see that, sine λ
′
is a speial
point, we have for all 1 ≤ i ≤ n, cHi = cHi = L(si) and we an onlude as before.
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Assume that we are in ase 2. Let j ∈ F . Reall that in [2℄, the author dened
the strip of diretion j as the onneted omponent of
V −
⋃
H∈F ,H=j
cH=cj
H, where cj = max
H, H=j
cH .
To avoid onfusion, we will all them maximal strips of diretion j. Let
U(A) =
⋃
U maximal strip,A⊂U
U.
Now, v1 = w.v
′ < wλv
′ = wλz with z ∈Mλ. Reall that
Mλ = {z ∈ W | wλz = wλ.z, swλz /∈ c0 for all s ∈ Sλ}
thus v1 = w.v
′ /∈ c0. In [1℄, Bédard showed (in the equal parameter ase) that the
lowest two-sided ell c0 an be desribed as follows
c0 = {w ∈W | wA0 6⊂ U(A0)}.
In [2℄, Bremke proved that this presentation remains valid in the unequal parameter
ase. Therefore sine v1A0 /∈ c0, we have v1A0 ∈ U(A0) and there exists a maximal
strip U whih ontains A0 and v1A0. Let 1 ≤ k ≤ n be suh that U is of diretion
Hk. For 1 ≤ i ≤ m, the hyperplane Hi separates A0 and v1A0 and cHi = cHi , thus
we must have k > m.
If W is not of type C˜r or A˜1, then our strips and the strips as dened in [2℄ are
the same. Therefore, sine A0 and v1A0 lie in U , we have Hk /∈ Iy,v1 and
cy,v1 ≤
i=n∑
i=m+1
i6=k
cy,v1(Hi) ≤
i=n∑
i=m+1
i6=k
L(si) < L(wv1),
as required.
Assume that W is of type C˜r or A˜1. First, if all the hyperplanes with diretion
Hk have same weight, then we have Hk /∈ Iy,v1 and we an onlude as before.
Assume not, then we must have cHk = cHk (sine λ
′ ∈ Hk) and there is no hyper-
plane of diretion Hk and maximal weight whih separates A0 and v1A0. Therefore
cy,v1 ≤
i=n∑
i=m+1
cy,v1(Hi) <
i=n∑
i=m+1
i6=k
cy,v1(Hi) + cHk ≤
i=n∑
i=m+1
L(si) = L(wv1),
as required. 
5.3. Proof of Theorem 4.3. In this setion we x λ ∈ T and z ∈ Mλ. We set
v = wλz. The following argument is inspired by a paper of Gek [3℄.
Lemma 5.4. The submodule M := 〈TxCv | x ∈ Xλ〉A ⊂ H is a left ideal.
Proof. Sine H is generated by Ts for s ∈ S, it is enough to hek that TsTxCv ∈ M
for x ∈ Xλ. Aording to Deodhar's lemma (see [4, Lemma 2.1.2℄), there are three
ases to onsider
(1) sx ∈ Xλ and ℓ(sx) > ℓ(x). Then TsTxCv = TsxCv ∈ M as required.
(2) sx ∈ Xλ and ℓ(sx) < ℓ(x). Then TsTxCv = TsxCv + (vs − v−1s )TxCv ∈ M
as required.
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(3) t := x−1sx ∈ Sλ. Then ℓ(sx) = ℓ(x) + 1 = ℓ(xt). Now, sine tv < v, we
have (see in [7, 5.5, Theorem 6.6.b℄)
TtCv = v
L(t)Cv.
Thus, we see that
TsTxCv = TsxCv = TxtCv = TxTtCv = v
L(t)TxCv
whih is in M as required.

Note that {TyCv | y ∈ Xλ} is an A-linearly independent subset of H. Indeed,
for y ∈ Xλ we have
TyCv = TyTv +
∑
u<v
Pu,vTyTu
= Tyv + an A-linear ombination of Tw with ℓ(w) < ℓ(yv).
So, by an easy indution on the length and sine the Tz form a basis of H, we get
the result. It follows that {TyCv | y ∈ Xλ} is a basis of M. Following [3℄, we shall
now exhibit another basis of M.
Lemma 5.5. Let y ∈ Xλ, we an write uniquely
T−1
y−1
Cv =
∑
x∈Xλ
rx,yTxCv , rx,y ∈ A,
where ry,y = 1 and rx,y = 0 unless x ≤ y.
Proof. We have
T−1
y−1
= Ty +
∑
z<y
Rz,yTz.
where Ry,v ∈ A (see [7, 4℄). Now let z ∈ W be suh that Tz ours in the above
expression. We an write z uniquely under the form x.w with w ∈ Wλ and x ∈ Xλ
(see [4, Proposition 2.1.1℄). Note that x ≤ z < y. Sine xw = x.w, we have
Tz = TxTw and
T−1
y−1
Cv = TyCv + an A-linear ombination of TxTwCv,where x < y
Sine w ∈Wλ, we know that ℓ(wwλ) = ℓ(wλ)− ℓ(w) and TwCv = vL(w)Cv. There-
fore we see that ry,y = 1 and rx,y = 0 unless x ≤ y. 
Lemma 5.6. Let x, y ∈ Xλ. We have∑
z∈Xλ
x≤z≤y
rx,zrz,y = δx,y.
Proof. The proof is similar to the one in [3℄, one we know that {TyCv | y ∈ Xλ}
is an A-linearly independent subset of H. 
Proposition 5.7. For any y ∈ Xλ, we have
Cyv = TyCv +
∑
x∈Xλ, x<y
p∗x,yTxCv where p
∗
x,y ∈ A<0.
ON THE LOWEST TWO-SIDED CELL IN AFFINE WEYL GROUPS 17
Proof. Fix y ∈ Xλ and onsider a linear ombination
C˜yv :=
∑
x∈Xλ,x≤y
p∗x,yTxCv
where p∗y,y = 1 and p
∗
x,y ∈ A<0 if x < y.
Our rst task is to show that the p∗-polynomials an be hosen suh that
C˜yv = C˜yv. In order to do so, we proeed as in the proof of the existene of
the Kazhdan-Lusztig basis in [6℄. We set up a system of equations with unknown
the p∗-polynomials and then use an indutive argument to show that this system
has a unique solution.
As in [3℄, one sees that the ondition C˜yv = C˜yv is equivalent to∑
x∈Xλ,z≤x≤y
p∗x,yrz,x = p
∗
z,y for all z ∈ Xλ suh that z ≤ y.
In other words, the oeient p∗x,y must satisfy
p∗y,y = 1, (1)
p∗x,y − p
∗
x,y =
∑
z∈Xλ
x<z≤y
rx,zp
∗
z,y for x ∈ Xλ, x < y. (2)
We now onsider (1) and (2) as a system of equations with unknown p∗x,y (x ∈ Xλ).
We solve it by indution. Let x ∈ Xλ be suh that x ≤ y. If x = y, we set p∗y,y = 1,
so (1) holds.
Now assume that x < y. Then, by indution, p∗z,y (z ∈ Xλ) are known for all
x < z ≤ y and they satisfy p∗z,y ∈ A<0 if z < y. In other words, the right-hand side
of (2) is known, we denote it by a ∈ A.
Using Lemma 5.6 and the same argument as in [3℄ yields a = −a. Thus the
identity p∗x,y − p
∗
x,y = a together with the ondition that p
∗
x,y ∈ A<0 uniquely
determine p∗x,y.
We have proved that the oeient p∗x,y an be hosen suh that C˜yv is xed by
the involution h→ h. Furthermore, we have
C˜yv = TyCv +
∑
x<y
x∈Xλ
p∗x,yTxCv
= Ty(Tv +
∑
v1<v
Pv1,vTv1) +
∑
x<y
x∈Xλ
p∗x,yTx(
∑
v1≤v
Pv1,vTv1)
= TyTv +
∑
v1<v
Pv1,vTyTv1 +
∑
x<y
x∈Xλ
∑
v1≤v
p∗x,yPv1,vTxTv1 .
Now, in the above expression, the elements of the form Pv1,vTxTv1 , with x ∈ Xλ
and v1 < v, an give some oeient in A≥0 (ompare to the situation in [3℄).
However, by Lemma 5.2, we get
C˜yv = Tyv + an A<0-linear ombination of Tz with ℓ(z) < ℓ(yv)
and then by denition of the Kazhdan-Lusztig basis, we onlude that C˜yv = Cyv
as required. 
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Corollary 5.8. We have
M = 〈Cyv | y ∈ Xλ〉A.
Proof. Let y ∈ Xλ. By Proposition 5.7 we have
Cyv = TyCv +
∑
x∈Xλ
x<y
p∗x,yTxCv.
Thus Cyv ∈ M. Now, by a straightforward indution, we see that
TyCv = Cyv + a A-linear ombination of Cxv,
whih yields the required assertion. 
We an now prove Theorem 4.3.
Reall that
Nλ,z = {w ∈W | w = xv, x ∈ Xλ}.
Let y ∈ Xλ. Let z ∈ W suh that z ≤L yv. We want to show that z ∈ Nλ,z.
To prove the theorem it is enough to onsider the ase where Cz appears with a
non-zero oeient in TsCyv for some s ∈ S. By Corollary 5.8, Cyv ∈ M. SineM
is a left ideal, we know that TsCyv ∈ M. Using Corollary 5.8 one more, we obtain
TsCyv =
∑
y1∈Xλ
ay1,yvCy1v
and this expression is the expression of TsCyv in the Kazhdan-Lusztig basis of H.
We assumed that Cz appears with non zero oeient in that expression, therefore
there exists y1 ∈ Xλ suh that z = y1v, and z ∈ Nλ,z as required. The theorem
follows.
Referenes
[1℄ R. Bédard. The lowest two-sided ell for an ane Weyl group Comm. Algebra 16, 1113-1132,
1988.
[2℄ K. Bremke. On generalized ells in ane Weyl groups. Journal of Algebra 191, 149-173, 1997.
[3℄ M. Gek. On the indution of Kazhdan-Lusztig ells. Bull. London Math. So. 35, 608-614,
2003.
[4℄ M. Gek, G. Pfeier Charaters of nite Coxeter groups and Iwahori-Heke algebras, London
Math. So. Monographs NS 21, Oxford University Press 2000.
[5℄ G. Lusztig. Heke algebras and Jantzen's generi deomposition patterns. Advanes in Math-
ematis 37, 121-164, 1980.
[6℄ G. Lusztig. Left ells in Weyl groups. in "Lie group representations", Letures Notes in Math.,
Springer-Verlag, Vol. 1024, 99-111, 1983.
[7℄ G. Lusztig. Heke algebras with unequal parameters. CRM Monographs Ser. 18, Amer. Math.
So. , Providene, RI, 2003.
[8℄ J.-Y. Shi. A two-sided ell in an ane Weyl group. J. London Math. So. (2) 36, 407-420,
1987.
[9℄ J.-Y. Shi. A two-sided ell in an ane Weyl group II. J. London Math. So. (2) 37, 253-264,
1988.
[10℄ N. Xi. Representations of ane Heke algebras. Letures Notes in Math., Springer-Verlag,
Vol. 1587, 1994.
Shool of Mathematis and Statistis F07, University of Sydney NSW 2006, Aus-
tralia
E-mail address: guilhotmaths.usyd.edu.au
