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a b s t r a c t
Small to medium sized companies require a business control mechanism in order to mon-
itor their modus operandi and analyse whether they are achieving their goals. A tool for the
decision support process was developed based on a multi-agent system that incorporates a
case-based reasoning system and automates the business control process. The case-based
reasoning system automates the organization of cases and the retrieval stage by means of a
Maximum Likelihood Hebbian Learning-based method, an extension of the Principal Com-
ponent Analysis which groups similar cases by automatically identifying clusters in a data
set in an unsupervised mode. The multi-agent system was tested with 22 small and med-
ium sized companies in the textile sector located in the northwest of Spain during 29
months, and the results obtained have been very satisfactory.
 2009 Elsevier Inc. All rights reserved.
1. Introduction
Small to medium sized companies require a business control mechanism in order to monitor their modus operandi and
analyse whether they are achieving their goals. Such mechanisms are constructed around a series of organizational policies
and specific procedures dedicated to giving reasonable guarantees to their executive bodies. This group of policies and pro-
cedures is referred to as ‘‘controls”, and conforms to the structure of the business control of the company. As a consequence
of this, the need has arisen for periodic internal audits. However, evaluating and predicting the evolution of these types of
business entities, which are characterized by their great dynamism, tends to be a complicated process. It is necessary to con-
struct models that facilitate the analysis of the work carried out in changing environments such as finance.
The processes carried out inside a company are grouped into functional areas [11] denominated ‘‘Functions”. A Function is
a group of coordinated and related activities that are systematically and iteratively carried out during the process of reaching
the company’s objectives [36]. The functions that are usually carried out within a company, as studied within the framework
of this research, are: Purchases, Cash Management, Sales, Information Technology, Fixed Assets Management, Compliance to
Legal Norms and Human Resources. Each one of these functions is broken down into a series of activities. For example, the
Information Technology function is divided into the following activities: Computer Plan Development, Study of Systems,
Installation of Systems, Treatment of Information Flows, and Security Management.
Each activity is comprised of a number of tasks. For example, the activity Computer Plan Development, which belongs to
the Information Technology function, can be divided into the following tasks:
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1. Definition of the required investment in technology in the short and medium term.
2. Coordination of the technology investment plan and the development plan for the company.
3. Periodic evaluation of the established priorities in the technology investment plan to identify their relevance.
4. Definition of a working group focused on the identification and control of the information technology policy.
5. Definition of a communication protocol, both bottom-up and top-down, to involve the company employees in the main-
tenance strategic plan.
Control procedures also have to be established in the tasks to ensure that the established objectives are achieved.
Decision support systems (DSSs) oriented to the concept of experience management, focus on experience processing and
its corresponding management [43]. As shown in [5,43], the main stages of the system are to: discover experience, capture
and collect experience, model the experience, store the experience, evaluate the new experience, adapt the experience and
transform the experience into knowledge. The management of experience processing for each process stage includes anal-
ysis, planning, organisation, support and collaboration [35,44,17], and study strategies for small-medium business informa-
tion systems. One of the main benefits identified from adopting strategic information systems is the obtainment of
information to manage the business more efficiently and competitively, which is, in effect, the goal of DSSs. Houben et al.
[25] argue for the use of a knowledge-based DSS to make strategic decisions in DSSs. These systems use symbolic method-
ologies, but non-symbolic decision-making methodologies such as neural nets [34] and genetic algorithms [50] are also em-
ployed in many situations. It is possible to find some examples of decision support systems in the field of textile companies.
Vassileva [46] proposes an application of MKO-1 software system in the operative planning of the production program for
the spinning department in a textile company. Thomassey and Fiordaliso [45] present a sales forecasting system based on
clustering and decision tree classification tools that perform mid-term forecasting. Min and Liu [38] propose a test-cost-sen-
sitive approach, and Li and Sun [36] propose the use of CBR for business failure prediction. These systems fail to take into
account the dynamic characteristics of the textile sector, focusing exclusively on specific case studies.
Multi-agent systems (MAS) have become increasingly relevant for developing applications in dynamic [29], flexible envi-
ronments and are specifically recommended for solving dynamic distributed problems in many fields such as e-commerce
[44], supply chain management (SCM) [18], tourism recommendation [12], health care [15], oceanography [14], or shopping
recommendations [2,3]. Agents can be characterized through their capacities in areas such as autonomy, communication,
learning, goal orientation, mobility, persistence, etc. Autonomy, learning and reasoning are especially important aspects
for an agent. These capabilities can be modelled in different ways and with different tools [49]. One of the possibilities is
the use of Case-Based Reasoning (CBR) systems [1,7].
This paper presents a multi-agent architecture specifically designed to facilitate the process of internal auditing in com-
panies. The architecture incorporates intelligent agents with learning and adaptation capabilities that facilitate the automa-
tion of auditing tasks, and are able to predict anomalous situations. These agents are the core of the architecture and
incorporate a dynamic behaviour into the auditing system. In this respect, the architecture proposes an innovative tool
for companies that is capable of monitoring the key parameters that characterize the company’s evolution, as well as a deci-
sion support mechanism that facilitates the automatic adaptation and suggestions for evolution based on predictive algo-
rithms. The architecture can be easily extended to different types of business, since it is highly adaptable. The firm
obtains a tool to monitor its internal processes and detect inconsistent situations, and a decision support tool that reduces
current needs for experts as related to existing approaches [42]. The multi-agent system developed within the framework of
this investigation analyses the data that characterises each one of the activities carried out by the firm, then determines the
state of each activity, calculates the associated risk, detects the inefficient processes, and generates recommendations to im-
prove these processes. The developed model is composed of five different agent types, two of which have reasoning capa-
bilities. One is used to identify the activities that may be improved, and the other to determine how the activities could
be improved. Each of the two reasoning agents uses a different problem solving method in each of the phases of the reason-
ing cycle.
The developed multi-agent system is composed of two fundamental agents [6] that incorporate case-based reasoning
systems:
 ISA agent (Identification of the State of the Activity) whose objectives are: to identify the state or situation of each one of
the activities of the company and to calculate the risk associated with this state.
 GR agent (Generation of Recommendations), whose goal is to generate recommendations to reduce the number of incon-
sistent processes in the company.
Both agents are implemented using a case-based reasoning (CBR) system [1,31,33,48]. The CBR system integrated within
each agent uses different problem solving techniques and shares the same case memory [26,37]. Moreover, the CBR systems
proposed in the framework of this research incorporate a Maximum Likelihood Hebbian Learning (MLHL) [7] based model to
automate the process of case indexing and retrieval, which may be used in problems in which the cases are predominantly
characterized by numerical information. The Maximum Likelihood Hebbian Learning has been successfully applied in many
other different fields, such as oceanography [13] or topology [9]. One of the aims of this research is to improve the perfor-
mance of the CBR systems integrated within the ISA and GR agents by means of incorporating the MLHL into the CBR cycle
stages.
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Maximum Likelihood Hebbian Learning-based models were first developed as an extension of Principal Component Anal-
ysis [39,40]. The Maximum Likelihood Hebbian Learning-based method attempts to identify a small number of data points
that are necessary to solve a particular problem to the required accuracy. These methods have been successfully used in the
unsupervised investigation of structure in data sets [7,8]. We have previously investigated the use of artificial neural net-
works [17] and Kernel Principal Component Analysis (KPCA) [20,21] to identify cases that will be used in a case-based rea-
soning system. In this paper, we present a novel hybrid technique. The ability of the Maximum Likelihood Hebbian Learning-
based methods presented in this paper to cluster cases/instances and to associate cases to clusters can be used to success-
fully pare down the case-base without losing valuable information.
The rest of the paper presents the Maximum Likelihood Hebbian Learning-based method and its theoretical background,
after which the proposed multi-agent system is detailed. The results obtained after testing the system in 22 companies are
evaluated and, finally, the conclusions are presented.
2. Maximum Likelihood Hebbian Learning-based method
The use of the Maximum Likelihood Hebbian Learning-based method was derived from the research of [8,20–22], etc. in
the field of pattern recognition as an extension of Principal Component Analysis (PCA) [39,40]. The present research will first
review Principal Component Analysis (PCA), which has been the most frequently reported linear operation involving unsu-
pervised learning for data compression, and aims to find the orthogonal basis that maximises the data’s variance for a given
basis dimensionality. After this, we will outline, the Exploratory Projection Pursuit (EPP) theory. The research will show how
the Maximum Likelihood Hebbian Learning-based method may be derived from PCA and how it might be viewed as a meth-
od for performing EPP. Finally, we shall explain why the Maximum Likelihood Hebbian Learning-based method is appropri-
ate for these types of problems. This method is used by the CBR system so that one of the its agents can index and cluster the
cases, and during the retrieval stage. The cases retrieved with the help of the MLHL method will help the ISA agent to qualify
the states of the activities as described in Section 3.2.1.
2.1. Principal Component Analysis (PCA)
Principal Component Analysis (PCA) is a standard statistical technique for compressing data; it can be shown to give the
best linear compression of the data in terms of the least mean square error. There are several artificial neural networks that
have been shown to perform PCA e.g. [39,40]. The present research will apply a negative feedback implementation [23].
The basic PCA network is described by Eqs. (1)–(3). Given an N-dimensional input vector at time t,x(t), and an M-dimen-
sional output vector, y, with Wij being the weight linking input j to output i. g is a learning rate. Then, the activation passing












DWij ¼ gejyi ð3Þ
This algorithm is equivalent to Oja’s Subspace Algorithm [39]:






The PCA network not only causes the convergence of the weights but also causes the weights to converge in order to span the
subspace of the Principal Components of the input data.
Exploratory Projection Pursuit (EPP) is a more recent statistical method aimed at solving the difficult problem of identi-
fying structure in high-dimensional data. It does this by projecting the data onto a low dimensional subspace where a human
expert physically searches for its structure. However, not all projections will reveal the data’s structure equally well. An in-
dex that measures how ‘‘interesting” a given projection might be will be defined, followed by a representation of the data in
terms of projections that maximise the index.
The first step in the pursuit of an exploratory projection is to define which indices represent interesting directions. An
‘‘interesting” structure is usually defined with respect to the fact that most projections of high-dimensional data onto arbi-
trary lines through most multi-dimensional data will produce almost Gaussian distributions [16]. Therefore, to identify
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‘‘interesting” features in data, it is necessary to look for those directions onto which the data-projections are as far from the
Gaussian as possible.
It was shown in [29] that the use of a (non-linear) function creates an algorithm to find the values of W which maximize
the function whose derivative is f( ) assuming that W is an orthonormal matrix. This was applied in [23] to the network when
it performed an Exploratory Projection Pursuit.
2.2. e-Insensitive Hebbian Learning
It has been shown [49] that the nonlinear PCA rule






can be derived as an approximation to the best non-linear compression of the data. Thus, it is possible to start with a cost
function
JðWÞ ¼ 1T E xWf WT x
  2 
ð6Þ
which is minimized to get the rule (5). [32] used the residual in the linear version of (6) to define a cost function of the
residual
J ¼ f1ðeÞ ¼ f1 xWyð Þ ð7Þ
where f1 = kk2 is the (squared) Euclidean norm in the standard linear or nonlinear PCA rule. With this choice of f1( ), the cost
function is minimised with respect to any set of samples from the data set on the assumption that the residuals are chosen
independently, and identically distributed from a standard Gaussian distribution. It is possible to show that the minimisation
of J is equivalent to minimising the negative log probability of the residual, e, if e is Gaussian.
Let pðeÞ ¼ 1
Z
expðe2Þ ð8Þ
Then, a general cost function associated with this network can be denoted as
J ¼  log pðeÞ ¼ ðeÞ2 þ K ð9Þ
where K is a constant. Therefore, performing gradient descent on J,







where a less important term has been discarded. See [29] for more details.
In general [42], the minimisation of such a cost function may be thought to make the probability of the residuals greater
depending on the probability density function (pdf) of the residuals. Thus, if the probability density function of the residuals
is known, this knowledge could be used to determine the optimal cost function. [21] investigated this with the (one dimen-
sional) function:
pðeÞ ¼ 1
2þ e exp jejeð Þ ð11Þ
where
jeje ¼
0 8jej < e
jej  e otherwise

ð12Þ
with e being a small scalar P0.
Fyfe and MacDonald [21] described this in terms of noise in the data set. However, the authors of the present research feel
that it is more appropriate to state that, with this model of the pdf of the residual, the optimal f1( ) function is the e-insen-
sitive cost function:
f1ðeÞ ¼ jeje ð13Þ
In the case of the negative feedback network, the learning rule is
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DWij ¼




The difference with the common Hebb learning rule is that the sign of the residual is used instead of the value of the resid-
ual [25]. Because this learning rule is insensitive to the magnitude of the input vectors x, the rule is less sensitive to outliers
than the usual rule based on mean squared error. This change in viewing the difference after feedback as simply a residual
rather than an error allows the possibility of considering a family of cost functions for which each member is optimal for a
particular probability density function associated with the residual.
2.3. Applying Maximum Likelihood Hebbian Learning
The Maximum Likelihood Hebbian Learning algorithm can now be constructed based on the previously outlined concepts.
The e-insensitive learning rule is clearly only one of a possible family of learning rules which are suggested by the family of
exponential distributions. This family was called an exponential family in [27], although statisticians use this term for a




Then a general cost function associated with this network can be denoted as
J ¼ Eð log pðeÞÞ ¼ Eðjejp þ KÞ ð17Þ
where K is a constant independent of W and the expectation is taken over the input data set. Therefore, performing gradient
descent on J gives









where T denotes the transpose of a vector, and the operation of taking powers of the norm e is on an element wise basis, as it
is derived from a derivative of a scalar with respect to a vector.
Computing the mean of a function of a data set (or even the sample averages) can be tedious. In an attempt to cater to the
situation in which samples keep arriving, the data set was investigated and an online learning algorithm was derived. If the
conditions of stochastic approximation [30] are satisfied, it may be approximated with a difference equation. Clearly, the





kg2k <1 which results in the following rule:
DWij ¼ g  yi  sign ej
 
jejjp1 ð19Þ
The values of p < 2 for leptokurtotic residuals (more kurtotic than a Gaussian distribution), were expected to be appro-
priate, while for platykurtotic residuals (less kurtotic than a Gaussian), values of p > 2 were expected to be appropriate.
Researchers from the community investigating Independent Component Analysis [27,28] have shown that it is less impor-
tant to get the exact distribution when searching for a specific source than it is to get an approximately correct distribution
i.e. all supergaussian signals can be retrieved using a generic leptokurtotic distribution and all subgaussian signals can be
retrieved using a generic platykutotic distribution. The experiments conducted in this research will tend to support this
to some extent but it is often the case that accuracy and speed of convergence are improved with a greater accuracy in












DWij ¼ g  yi  signðejÞjejj
p1 ð22Þ
Fyfe and MacDonald [21] described their rule as performing a type of PCA, but this is not strictly true since only the ori-
ginal (Oja) ordinary Hebbian rule actually performs PCA. It might be more appropriate to link this family of learning rules to
Principal Factor Analysis since PFA makes an assumption about the noise in a data set and then removes the assumed noise
from the covariance structure of the data before performing a PCA. This is a similar situation in that the PCA-type rule is
based on the assumed distribution of the residual. By maximising the likelihood of the residual with respect to the actual
distribution, the learning rule is being matched to the probability density function of the residual.
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More importantly, it is also possible to link the method to the standard statistical method of Exploratory Projection Pur-
suit: now the nature and quantification of the interestingness is in terms of how likely the residuals are under a particular
model of the probability density function of the residuals. In the results reported later, the data is sphered before applying
the learning method thus showing that with this method it is also possible to find interesting structure in the data.
2.4. Sphering of the data
Because a Gaussian distribution with mean a and variance x is no more or less interesting than a Gaussian distribution with
mean b and variance y-indeed this second order structure can obscure a higher order and a more interesting structure-this infor-
mation is removed from the data. This is known as ‘‘sphering”. That is, the raw data is translated until its mean is zero. It is then
projected onto the principal component directions and multiplied by the inverse of the square root of its eigenvalue to give data
which has mean zero and is of unit variance in all directions. So for input data X the covariance matrix is.X
¼ h X  hXið Þ X  Xh ið ÞTi ¼ UDUT ð23Þ
where U is the eigenvector matrix, D the diagonal matrix of eigenvalues, T denotes the transpose of the matrix, and the
angled brackets indicate the ensemble average. New samples drawn from the distribution are transformed to the principal







Uij Xi  hXiið Þ; for 1 6 i 6 m ð24Þ
where n is the dimensionality of the input space and m is the dimensionality of the sphered data.
3. Multi-agent business control system
This section describes the multi-agent business control system in detail. Although the aim is to develop a generic model
useful in any type of small to medium company, the initial work focused on the textile sector to facilitate the research and its
evaluation. The model presented here may be extended or adapted for other sectors. Twenty-two companies from the north-
west of Spain, working mainly for the Spanish market, collaborated in this research. The companies have different levels of
automation and all of them were very interested in a tool such as the one developed within the framework of this investi-
gation. After analysing the data relative to the activities developed within a given firm, the constructed multi-agent system is
able to determine the state of each of the activities and calculate the associated risk. It also detects any inefficient processes
and generates recommendations for improving these processes. A Firm agent was assigned for each firm in order to collect
new data and allow consultations. The Expert agents, as shown in Section 3.1, help the auditors and business control experts
that collaborate in the project to provide information and feedback to the multiagent system. These experts generate pro-
totypical cases from their experience and they receive assistance in developing the Store agent case-base. As shown in
Fig. 1, the problem solving mechanism developed makes its decision with the help of two CBR-based agents and a Store
agent, whose memory has been fed with cases constructed with information provided by the firm (through its agent) and
with prototypical cases identified by 34 business control experts, using personal agents who have collaborated and super-
vised the developed model.
The two CBR-based agents (ISA agent-Identification of the State of the Activity and GR agent-Generation of Recommen-
dations) incorporate a case-based reasoning system as a reasoning mechanism. The cycle of operations of each case-based
reasoning system is based on the classic life cycle of a CBR system [1,47]. Both agents are communicated with the Store agent
that stores the shared case base (Table 1 shows the attributes of a case), as can be seen in Fig. 1. A case represents the ‘‘shape”
of a given activity developed in the company.
Every time that it is necessary to obtain a new estimate of the state of an activity, the multi-agent system evolves through
several phases. On the one hand, this evolution allows the multi-agent system, to identify the latest situations most similar
to the current situation in the retrieval stage, and to adapt the current knowledge in the reuse stage in order to generate an
initial estimate of the state of the activity being analysed. On the other hand, it is possible to identify old situations that serve
as a basis to detect the inefficient processes developed within the activity and to select the best of all possible activities. The
activity selected will then serve as a guide for establishing a set of recommendations that allow the activity, its function, and
the company itself, to develop in a more positive way. The retention phase guarantees that the system evolves in parallel
with the firm, basing the corrective actions on the calculation of the error previously made. The following sections describe
the different phases of the proposed model. The proposed MLHL method can be used to cluster data and to identify, during
the retrieval stage of the CBR system, the most appropriate cases for solving a particular problem. It can also be used during
adaptation to identify a final proposed solution for a given problem.
3.1. Expert agent: data acquisition
The data used to construct the model were obtained by surveys conducted with business experts in the different func-
tional areas of various firms, using the Expert agents. This type of survey attempts to reflect the experience of the experts
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in their different fields. For each activity, the survey presents two possible situations: the first one tries to reflect the situ-
ation of an activity with an incorrect activity state, and the second one tries to reflect the situation of an activity with a sat-
isfactory activity state. Both situations will be valued by a human expert using a percentage. Fig. 2 shows a generic survey
relative to any activity [51]. The data acquired by means of surveys were used to build the prototype cases for the initial
Store agent case base.
Table 1 shows the case structure that constitutes the case base. Each case is composed of the following attributes:
 Case number: Unique identification: positive integer number.
 Input vector: Information about the tasks (n sub-vectors) that constitute an industrial activity: ((IR1,V1),
(IR2,V2), . . ., ,(IRn,Vn)) for n tasks. Each task sub-vector has the following structure (IRi,Vi):




Case number Input vector Function number Activity number Reliability Activity State
M. Lourdes Borrajo et al. / Information Sciences 180 (2010) 911–927 917
Author's personal copy
– IRi: importance rate for this task within the activity. It can only take one of the following values: VHI (Very high impor-
tance), HI (High Importance), AI (Average Importance), LI (Low Importance), VLI (Very low importance). To transform
this attribute in a numeric value, the conversion process, shown in Table 2, was applied.
– Vi: Value of the realization state of a given task: a positive integer number (between 1 and 10).
 Function number: Unique identification number for each function.
 Activity number: Unique identification number for each activity.
 Reliability: Percentage of probability of success. It represents the percentage of success obtained using the case as a refer-
ence to generate recommendations, as discussed later in Sections 3.2.3 and 3.3.3.
 Activity state: Degree of perfection for the development of the activity, expressed by percentage. This is the solution of a
problem case.
3.2. Identification of the state of the activity agent
The ISA agent (Identification of the State of the Activity) identifies the state or situation of each activity within the com-
pany and calculates the risk associated with this situation. The agent uses the data for the activity, introduced by the Firm
agent, to construct the problem case. For each task that constitutes a part of the analysed activity, the problem case is com-
posed of the value of the realization state for that task, and its level of importance within the activity (according to the inter-
nal auditor).
In this way, a problem case for an activity of n tasks, will be composed of a vector such as: ((IR1,V1), (IR2,V2), . . ., , (IRn,Vn)).
For example, Fig. 3 shows the data for the activity ‘‘Computer Plan Development” (Function ‘‘Information Technology”) intro-
duced by the Firm agent, to construct a problem case. The vector corresponding to this problem case is:
((2,1), (4,8), (4,8), (5,9), (4,6)).
3.2.1. Retrieval step
The ISA agent communicates with the Store agent to retrieve K cases – the cases most similar to the problem case; this is
done with the proposed Maximum Likelihood Hebbian Learning method. Applying Eqs. (20)–(22) to the case base, the MLHL
algorithm automatically groups the cases into clusters. The proposed indexing mechanism classifies the cases/instances
Fig. 2. Generic experts 511 survey.
Table 2
Assessment of the different levels of importance of the tasks.
Importance rate Numeric value
VHI (Very High Importance) 5
HI (High Importance) 4
AI (Average Importance) 3
LI (Low Importance) 2
VLI (Very Low Importance) 1
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automatically, clustering together those with a similar structure. This technique attempts to find interesting low dimen-
sional projections within the data so that humans can investigate the structure of the data by eye. One of the great advan-
tages of this technique is that it is an unsupervised method, so it is not necessary to have any information about the data
beforehand. When a new problem case is presented to the CBR system, it is identified as belonging to a particular type
by once again applying Eqs. (20)–(22). This mechanism may be used as a universal retrieval and indexing mechanism to
be applied to any problem similar to that presented here.
Fig. 4 shows the pseudocode for this retrieval phase. X represents the set of cases that introduces information about an
activity, vp represents the vector of characteristics (attributes) that describes a new problem, P represents the set of clusters,
and K is the set of retrieved cases.
Maximum Likelihood Hebbian Learning techniques are used because of the size of their database and the need to group
the most similar cases together in order to help retrieve the cases that most resemble the given problem. The techniques are
especially interesting for non-linear or ill-defined problems, making it possible to treat tasks involved in the processing of
massive quantities of redundant or imprecise information more effectively.
3.2.2. Re-use step
This phase aims to obtain an initial estimate of the state of the activity analysed. In order to obtain this estimate, RBF
networks are used [7,10,17,19]. As in the previous phase, the number of attributes of the problem case depends on the activ-
ity analysed. Therefore, it is necessary to establish one RBF network system for each of the activities to be analysed.
The K cases retrieved in the previous phase are used by the RBF network as a training group that allows it to adapt its
configuration to the new problem encountered before generating the initial estimation.
The topology of each of the RBF networks used in this task consists of: an input layer with as many neurons as attributes
possessed by the input vector that constitutes the problem descriptor ((IR1,V1), (IR2,V2), . . ., , (IRn,Vn)); a hidden layer with 14
Fig. 3. Example of the data of a problem case.
Fig. 4. Pseudocode of the retrieval phase of the ISA agent.
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centres; and an output layer with a single neuron corresponding to the variable to be estimated (correction level or state of
activity analysed in x percent).
Fig. 5 shows the pseudocode of the algorithm that roughly illustrates the steps that need to be followed in order to obtain
an initial estimate, using both the K cases retrieved in the previous phase, and the descriptor of the problem for which an
estimate needs to be made. In the algorithm, vp represents the vector of characteristics (attributes) that form the problem
case, K is the group of most relevant retrieved cases, confRBF is the group of neurons that make up the topology of the
RBF network and si represents the initial solution generated for the current problem.
The RBF network is characterized by its ability to adapt, to learn rapidly, and to generalize. Within this system the net-
work specifically acts as a mechanism capable of absorbing knowledge about a certain number of cases and generalizing
from them. During this process, the RBF network, interpolates and carries out predictions without forgetting any part of
those already carried out. The Store agent acts as a permanent memory capable of maintaining many cases or experiences
while the RBF network, which is in the ISA agent, acts as a short term memory that is able to recognize recently learnt pat-
terns and to generalize from them.
3.2.3. Revision step
The objective of the revision phase is to confirm or refute the initial solution proposed by the RBF network, thereby
obtaining a final solution and calculating the control risk.
In view of the initial estimation or solution generated by the RBF network, the internal auditor (through the Firm’s agent)
will be responsible for deciding if the solution is accepted. For this reason the Firm’s agent is based on the knowledge re-
tained by the internal auditor, specifically, knowledge about the company with which the auditor is working. If the auditor
considers that the estimation given is valid, the system will accept the solution as the final solution and in the following
phase of the CBR cycle, a new case will be stored in the Store agent case base consisting of the problem case and the final
solution. The system will assign the case an initial reliability of 100%. However, if the internal auditor considers the solution
given by the system to be invalid, he or she will propose a solution which the system will accept as the final solution and
which, together with the problem case, will form the new case to be stored by the Store agent in the following phase. This
new case will be given a reliability of 30%. This value was decided by various auditors who determined that assigning a reli-
ability of 30% would be up to the internal auditor.
The ISA agent calculates the control risk associated with the activity from the final solution. Every activity developed in
the business sector has a risk associated with it that indicates the negative influence that affects the optimal operation of the
firm. In other words, the control risk of an activity measures the impact that the current state of the activity has on the busi-
ness process as a whole. In this study, the level of risk is valued at three levels: low, medium and high. The calculation of the
level of control risk associated with an activity is based on the current state of the activity and its level of importance. This
latter value was obtained after analysing data obtained from a series of questionnaires (98 in total) carried out by auditors
throughout Spain. In these questionnaires the auditors were asked to rate subjects on a scale of 1–10 according to the impor-
tance or weight of each activity in terms of the function that it belonged to: the higher the importance of the activity, the
greater its weight within the business control system.
The level of control risk was then calculated from the level of importance given to the activity by the auditors, and the
final solution was obtained after the revision phase. For this purpose, if–then rules are employed. These rules follow the pat-
tern shown in Fig. 6, where ‘‘auditors_importance” indicates the average level of importance assigned to the previously men-
tioned activity by the auditors and ‘‘activity_state” is the final solution or state of the activity.
3.2.4. Retention step
The last phase executed by the ISA (Identification of the State of the Activity) agent is the communication and incorpo-
ration of the system’s memory, which is managed by the Store agent, of what has been learnt after resolving a new problem.
Fig. 5. Pseudocode of the reuse phase of the ISA (Identification of the State of the Activity) agent.
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Once the revision phase has been completed and the final solution has been obtained, a new case (problem + solution) is con-
structed, which is stored in the Store agent memory. In addition to the overall knowledge update involving the insertion of a
new case within the Store agent memory, the hybrid multi-agent system presented in this research carries out a local adap-
tation of the knowledge structures that it uses.
The Maximum Likelihood Hebbian Learning technique contained within the prototypes that are related to the activity
corresponding to the new case will reorganize in order to respond to the appearance of this new case. In doing so, it will
modify its internal structure and adapt itself to the new knowledge available.
The RBF network can then use the new case to carry out a complete learning cycle, updating the position of its centres and
modifying the value of the weights that connect the hidden layer with the output layer.
3.3. Generation of recommendations agent
The objective of this agent is to carry out recommendations to help the internal auditor decide which actions to take, once
the stages of the ISA agent have concluded, in order to improve the company’s internal and external processes. This agent is
totally dependent on the previous agent as it begins its work from the case (problem + solution) generated in the ISA – Iden-
tification of the State of Activity – agent (see Fig. 1).
3.3.1. Retrieval step
The GR-generation of recommendations agent is used to generate recommendations that can guide the internal auditor in
the task of deciding the actions to be taken in order to improve the state of the activity analysed. In order to recommend
changes in the execution of the business processes, it is necessary to compare the current situation in the activity, repre-
sented by the problem case + solution, generated by the ISA (Identification of the State of the Activity) agent, with the cases
from the case base, managed by the Store agent, that best reflect the business management.
To this end, only the cases most similar to the problem case are worked on. Given that the cluster whose cases were clos-
est to the case problem was identified during the retrieval phase of the ISA (Identification of the State of the Activity) agent,
the cases of this cluster will be used in the next reuse phase. The GR agent communicates with the Store agent, and the pro-
cess followed in this retrieval phase is based on the use of query relaxation [24] so that the cases retrieved from the case base
initially meet the following conditions:
1. The solution or state of activity must be 15–20% greater than the final solution generated by the ISA agent. If enough cases
are not retrieved (25 is considered sufficient) the percentages are relaxed further, increasing in range by 5%.
2. The cases should possess a level of reliability of over 50%. This constant value was established by the auditors.
Fig. 7 shows the retrieval process that was adopted, where X stands for the case group which represents the knowledge of
a determined activity that exists within the memory of the Store agent, vp represents the vector of attributes that describes
the problem case, sf is the final solution generated in the ISA agent as a solution to the problem case, si is the solution to case i
and K is the set of the most relevant retrieved cases.
3.3.2. Re-use step
Given that the objective of this agent is to generate a series of recommendations from the problem case, it is necessary to
search for a case, or combination of various cases, from the Store agent case base which can serve as a guide to generate
recommendations, comparing that/those case/s with the problem case. The comparison will allow the company to detect
which processes need to be modified – in other words, which tasks need to be improved.
As previously explained, the cases obtained in the retrieval phase are those which reflect the most favourable state of the
activity when compared to the state presented by the activity being analysed. During the adaptation phase, the GR agent
should select which among all of the cases maximises the value of each of the tasks (Vi) taking into account the level of
importance (IRi) or weight that each task has for the overall activity. This way, the problem of selecting a case from all those
that have been retrieved can be structured in a way similar to a multi-criteria decision-making problem where the alterna-
tives are the different cases retrieved, and the objective is to maximise the values of these tasks (which will then represent
the attributes).
Fig. 6. If–then rules pattern.
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In this study, the initial version of the Electre method [4,41] was used in order to tackle the problem of choosing one of
the alternatives. The Electre method proposes a strategy for reducing the size of all the possible solutions by segregating the
most favourable case group from another group that encapsulates the least favourable cases. The application of such a meth-
od will produce the selection of one or various cases from among those retrieved.
The Electre method is based on the fact that the vector of preferential weightings subjectively associated with each attri-
bute has been ascertained. As in this study, the weight of an attribute (represented by its level of importance) is different for
each alternative, and it is necessary to obtain a single weighting vector for the attributes of the group of alternatives or re-
trieved cases. In this case, the weighting vector is obtained by calculating the median weight for the attribute in question, for
each of the different alternatives.
Electre returns the best alternative, or group of alternatives, as a solution in the event that there is no single prevalent
alternative. Given that the generation of recommendations needs to begin with a single alternative, while the output of a
multicriteria decision method gives various alternatives, we will use a combination of the alternatives will be used, taking
the median value for each attribute.
Fig. 8 shows the pseudocode for the reuse phase where K is the group of the most relevant cases retrieved in the previous
phase, vel is the case or alternative obtained after the adaptation phase from the group of cases K, vel(j) is the value of the
attribute j of the case vel, and C is the group of alternatives or cases obtained as output by the Electre method.
The case obtained as a result of the Electre method represents either the objective to be reached for the activity analysed,
the standard to be followed in order to meet the objectives of the company, or more specifically, the objective associated
with the activity. As such, the recommendations, which are generated retrospectively, will be used to ensure that the various
tasks that make up the problem case achieve a situation which is as similar as possible to the case obtained at the output of
the Electre method.
In order to generate recommendations, the output from the Electre method is compared to the problem case, comparing
the values (Vi) from each of the attributes or tasks in each case. The objective is to detect which tasks should be improved,
establishing an order of priorities in terms of weighting (IRi) each task with respect to the overall weight of the activity. In
other words, the output should help to identify the possible deviations of the activity and appreciate the extent of deviations
in terms of the level of importance (IRi) for each task. This way, the system generates recommendations related to the incon-
Fig. 7. Pseudocode of the retrieval phase in the generation of recommendations agent.
Fig. 8. Pseudocode of the reuse phase of the GR (Generation of Recommendations) agent.
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sistent processes found, i.e., the differences between the values of the attributes in the problem case and those in the objec-
tive case (considered to be the standard) obtained by the Electre method, which represent the potential recommendations
made by the auditor.
The group of attributes of stored cases in the Store agent case base represents the overall values that experts in each activ-
ity have communicated by means of the Expert agent. Since the characteristics of the current case (problem) are similar to
the objective case obtained, the internal auditor can argue that the values of the attributes must also be similar. This provides
a more convincing argument than one simply based on probabilities and estimated losses or risks.
The control recommendations that are generated by comparing the values of the current case with those of past cases also
eliminate other problems such as the lack of outputs or pre-defined results. Many possible values exist as well as a large
number of combinations that could be included in the recommendations made by the auditor. But not all the combinations
are valid; indeed, some combinations may not even be feasible or make sense. In contrast to the CBR-based agents, both the
expert systems and the neuron networks will need to have had possible outputs specified for them previously.
Based on the predictions and recommendations generated by the multi-agent system, the internal auditor may inform the
company of inconsistent processes and the measures that should be adopted to resolve them. This is a decision support sys-
tem that facilitates the auditing process for internal auditors.
3.3.3. Retention step
After the time required for correcting the errors that have been detected, the firm is evaluated again. Auditing experts
consider that three months are enough to allow the company to evolve towards a more favourable state. If it is possible
to verify that the inefficient processes and the level of risk have diminished, the retention phase is carried out, modifying
the case used to generate the recommendations. The reliability (percentage of successful identifications) of this case is there-
by increased by 10%. In contrast, if by chance the firm has not evolved to a better state, the reliability of the case is decreased
to 10%. Furthermore, those cases with a level of reliability less than 15% are eliminated, and the remaining cases are re-
grouped into clusters.
4. Results and conclusions
The developed system was tested in 22 small to medium companies (12 medium sized and 10 small) in the textile sector,
located in the northwest of Spain, over a period of 29 months. The data employed to generate the prototype cases, used to
construct the memory of cases for the store agent, were obtained after surveying 98 auditors from Spain and 34 experts in
different functional areas of the firms within the sector.
Various complete operation cycles were carried out in order to fully test the system. Each of the activities for a given com-
pany was evaluated, a level of risk was obtained, and recommendations were generated. These recommendations were com-
municated to the company’s internal auditor, who was given a period of three months to elaborate and apply an action plan
based on the aforementioned mentioned recommendations. The main objective of each of these action plans was to reduce
the number of inconsistent processes within the company. New analyses were performed every three months so that the
results could be recorded, compared and refined.
The data obtained demonstrates that the application of multi-agent system-generated recommendations caused a posi-
tive evolution in all firms. This evolution was reflected in the reduction of inefficient processes. The indicator used to deter-
mine the positive evolution of the companies was the state of each of the activities analysed. After analysing one of the
company’s activities, it was necessary to prove that the state of the activity (valued between 1 and 100) had increased be-
yond the state obtained in the previous three month period. Thus, it was possible to conclude that the inefficient processes
had been reduced within the same activity. When there was measurable improvement in the majority of activities (above all
those most relevant to the company), it could be affirmed that the company had improved its situation.
In order to reflect as reliably as possible the suitability of the system for resolving the problem of inefficient processes, the
results from the analyses obtained from 22 companies were compared with those of 5 companies in which the recommen-
dations generated by the system were not applied. In these five companies, the activities were analysed from the beginning
of the three month period until the end, using the ISA agent. The recommendations generated by the second agent were not
presented to the firms’ managers (and consequently, the recommendations were not applied).
Before putting the system into operation in a real company, sample tests were carried out to demonstrate the correct
operation of the ISA agent. Each of the activities of a given company was evaluated by the system, producing a level of risk.
We requested six external and independent auditors to analyse the situation of each company. The mission of the auditors
was to estimate the state of each activity, as it is the mission of the proposed system. We then compared the result of the
evaluation obtained by the auditors with the result obtained by the system. The results obtained by the system are very sim-
ilar to those obtained by the external auditors. Fig. 9 shows the differences between the results obtained by the system and
the external auditors for the ‘‘Sales” function. In general, it could be said that these results demonstrate the suitability of the
techniques used for their integration in the multi-agent system.
In order to analyse the results obtained, it should be noted that some of the recommendations implied costs that the com-
panies were not able to afford, or involved a long term implementation. Therefore, companies are considered to have fol-
lowed the recommendations if they were applied at a rate greater than 70%.
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The results obtained were as follows:
1. Among the companies analysed, those in which the recommendations generated by the system were applied (the results
are listed in Table 3 and Fig. 10) showed that:
– In 77% of these companies, the number of inconsistent processes was reduced improving the state of activities by an
average of 15.70%.
– In 18% of these companies, the state of activities showed an average improvement of 0.82%. In other words, the appli-
cation of the recommendations generated by the system did not have any effect on the activities of the company. After
studying the possible reasons for these results, it was determined that the recommendations given were not followed
precisely, since only certain measures were applied while the majority of the recommendations were ignored.
– In 5% of these companies, the inconsistent processes increased, which is to say that the application of recommenda-
tions generated by the system was contrary to the positive evolution of the company. Once the situation in the com-
pany had been analysed, it was concluded that there was a high level of disorganisation, without a clearly defined set
of objectives. This means that any attempt to change the business organisation actually would lead to a worse
situation.
Fig. 9. Results for the sales function before and after the implementation of the multi-agent system.
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In general, it could be said that these results demonstrate the suitability of the techniques used for the integration of the
developed intelligent control system. The best results occurred in the smaller sized companies. This is due to the fact that
these firms have a greater facility to adopt and adapt to the changes suggested by the system’s recommendations.
2. For the 5 companies in which the recommendations generated by the system were not applied, the results were as fol-
lows: the companies improved their results, though reaching an average productivity that was 9% below the same mea-
surement for other companies that did use the system.
This article presents a multi-agent system that uses two CBR systems employed as the basis for the hybridization of a
multicriteria decision-making method, a Maximum Likelihood Hebbian Learning technique, and a RBF net. As such, the mod-
el developed combines the complementary properties of connectionist methods with the symbolic methods of Artificial
Intelligence.
The reasoning model used can be applied in situations that satisfy the following conditions:
1. Each problem can be represented in the form of a vector of quantified values.
2. The case base should be representative of the total spectrum of the problem.
3. Cases must be updated periodically.
4. Enough cases should exist to train the network.
The prototype cases used for the construction of the case base of the Store agent are fictitious and were created from sur-
veys carried out with auditors and experts in different functional areas. The system is able to estimate or identify the state of
the activities of the firm and their associated risk. Furthermore, the system generates recommendations that will guide the
internal auditor in the elaboration of action plans to improve the processes in the firm.
The complexity and dynamism of the corporate environments makes it difficult to forecast changes and possibilities.
However, the developed model is able to estimate the state of the firm with precision, and propose solutions that make it
possible to improve each phase of a business process. The system will produce better results if it is fed with cases related
to the sector in which it will be used. This is due to the dependence that exists between the processes in the company
and the sector in which it is located. Future experiments will help to identify how the constructed prototype will perform
in other sectors and how it will have to be modified in order to improve its performance. We have demonstrated a new tech-
nique for case indexing and retrieval, which could be used to construct case-based reasoning systems. The basis of the meth-
od is a Maximum Likelihood Hebbian Learning algorithm. This method provides us with a very robust model for indexing the
data and retrieving instances without any need of information about the structure of the data set.
We had certain problems implementing the system, partly because the management and experts were not familiar with
the use of computational devices, so some courses were given to introduce them to these technologies and teach them how
to use the system interface. The proposed multi-agent system has been improved to be able to provide dynamic suggestions.
In this sense it is a unique system useful for dynamic environments and open enough to be used in other business
environments.
Fig. 10. Firm’s evolution.
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Management are the most reticent about trusting the system for several reasons: (i) they do not trust the partiality of the
system, and are reluctant to facilitate their internal data, and (ii) updating the information about the firm requires specia-
lised human resources and time. However, the auditors and experts believe that the CBR–BDI agents may favour their work
and provide a highly appreciated decision support tool. They believe that the multi-agent architecture has more advantages
than disadvantages and that the system helped them to detect inconsistent processes in the businesses. They tend to argue
that the multi-agent architecture should incorporate a shared memory of cases to compare data from different firms, but
with the guarantee of data privacy.
Although the defined model has not been tested in big firms, we believe that it could work adequately, although changes
would take place more slowly than in small and medium firms. We are moving in this direction and expect that an evalu-
ation of the system will soon be possible in a major international company from the textile sector. Moreover, additional work
is still required to improve the adaptation of the CBR–BDI agents when the size of the memory of cases is very high. That is
our next challenge.
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