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Resumen
La seleccio´n de un programa de garant´ıa para un producto nuevo en el mercado genera
al fabricante costos adicionales diferentes a aquellos inherentes al proceso de fabricacio´n.
Esto hace que sea necesario establecer los costos de garant´ıa para un periodo de tiempo
dado, de manera que el fabricante puede estimar el nivel de reserva necesario para aten-
der los reclamos futuros por garant´ıa. En particular se consideran los costos de garant´ıa
denominados descontados. Los modelos desarrollados para este tipo de costos incorpo-
ran la edad del producto en el momento del reclamo por garant´ıa y se pueden estudiar
a trave´s del proceso estoca´stico conocido como modelo de tiempo de vida general. En la
pra´ctica, la mayor´ıa de los productos son sistemas compuestos por varias componentes.
Cuando el producto o sistema es reparable y sobre sus componentes se realizan acciones
de mantenimiento que implican costos, resulta de intere´s modelar el impacto de tales
acciones sobre los costos de garant´ıa del sistema. Uno de los atractivos principales del
modelo de tiempo de vida general, es que bajo e´ste, se puede evaluar la evolucio´n del
sistema bajo el enfoque conocido como aproximacio´n f´ısica, que permite modelar en el
tiempo el proceso de falla del sistema o producto bajo diferentes niveles de informacio´n,
y en particular modelar el proceso de tasa de falla, que es el aspecto ma´s importante de
estos modelos. As´ı, la diferencia primordial entre el modelo de confiabilidad cla´sico, cono-
cido como aproximacio´n estad´ıstica, y la aproximacio´n f´ısica, es el nivel de informacio´n:
mientras que en el segundo se observa el proceso de falla al nivel de las componentes, en
el primero so´lo se observa la falla del sistema. Esto hace que el proceso de falla cambie de
una aproximacio´n a otra, debido a que cambian los procesos de tasas de falla asociados,
as´ı, en la aproximacio´n estad´ıstica la tasa de falla es una funcio´n determin´ıstica, mientras
que en la aproximacio´n f´ısica la tasa de falla es una proceso estoca´stico.
El objetivo principal de este trabajo es desarrollar bandas de confianza simulta´neas para
el costo medio de garant´ıa descontado en sistemas coherentes bajo reparo mı´nimo f´ısico,
esto es, cuando el sistema es observado al nivel de sus componentes, usando me´todos
computacionales intensivos basados en remuestreo. Para ello, con base en el marco teo´ri-
co de los procesos martingala y el teorema de l´ımite central de remuestreo (CLRT) sobre
procesos estoca´sticos, se prueban las condiciones de e´ste u´ltimo en los procesos de costos
de garant´ıa descontados. Un estudio de simulacio´n Monte Carlo se realiza para evaluar
el desempen˜o en muestras finitas del me´todo propuesto a trave´s de las probabilidades
xde cobertura alcanzadas. Los resultados en los escenarios considerados muestran que las
bandas de confianza basadas en remuestreo tienen probabilidades de cobertura con va-
lores cercanos a los esperados, en particular para aquellas basadas en muestras con ma´s
de 100 sistemas donde el nu´mero de remuestras usada para la aproximacio´n es grande.
Palabras clave: aproximacio´n de´bil, modelo de tiempo de vida general, probabilidad
de cobertura, remuestreo, teorema de l´ımite central de remuestreo.
Abstract
The selection of a warranty program for a new product on the market generates additio-
nal costs to the manufacturer other than those inherent to the manufacturing process,
what makes necessary to establish warranty costs for a given period of time, thus, the
manufacturer can estimate the required level of reserves to deal with the future wa-
rranty claims. Particularly, we consider the so-called discounted warranty costs. The
models developed for this kind of costs incorporates the age of the product at the time
of the warranty claim and it can be studied through the stochastic process known as
the General Lifetime Model. In practice, most of the products are systems consisting of
several components. When the product or system is repairable and maintenance actions
in the components involving costs are made, it is interesting to model the impact of such
actions on the system warranty costs. One of the main appeals of the General Lifetime
Model is that it can be evaluated the evolution of the system under the so-called physical
approach, which allows to model through the time the failure process of the system or
product given different levels of information, in particular, it allows to model the failure
rate process, which is the most important aspect of these models. Thus, the main diffe-
rence between the classical reliability model -known as the statistical approach- and the
physical approach is the level of information: while the latter shows the failure process
at the level of the components, in the former only the system failure is observed. This
differentiates the failure process from an approach to the other, due to that the associa-
ted failure rate processes change, so that the failure rate in the statistical approach is
a deterministic function, while the failure rate in the physical approach is a stochastic
process.
The main objective of this thesis is to develop simultaneous confidence bands for the
mean of the discounted warranty cost for coherent systems under physical minimum
repair, i.e., when the system is observed at the level of its components, using compu-
ter intensive methods based on resampling. In doing so, we proof that the discounted
warranty cost processes fulfill the conditions of the central limit resampling theorem
(CLRT) for stochastic processes, based on the theoretical framework of martingale pro-
cesses. A Monte Carlo simulation study to evaluate the finite sample performance of the
proposed method is performed through the achieved coverage probability. The results
show that in the considered scenarios the confidence bands based on resampling have
xii
coverage probabilities close to the expected values, in particular, those based on samples
sizes with more than 100 systems where the number of resamples used for the approxi-
mation is large.
Keywords: central limit resampling theorem, coverage probability, general lifetime
model, resampling, weak approaching.
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1. Introduccio´n
Cuando un fabricante coloca un producto nuevo en el mercado, debe seleccionar un pro-
grama de garant´ıa que acompan˜e al producto, el cual dentro de sus opciones incluye el
tipo de po´liza de garant´ıa, la duracio´n de la cobertura, la prima que debe incluirse en
el precio del producto, etc. De ah´ı que para los fabricantes resulta importante ofrecer
un programa de garant´ıa en la comercializacio´n, pero esto puede convertirse en un gran
costo si la calidad del producto es baja (Thomas 2005). Bai & Pham (2006) resaltan
que una de las cuestiones de intere´s que surge en el ana´lisis de garant´ıa es la modelacio´n
de sus costos, en especial de aquellos que consideran la edad del producto, denominados
costos descontados. Para mayores detalles en este to´pico ver Blischke & Murthy (1994),
Chien (2005), Ja, Kulkarni, Mitra & Patankar (2002), Murthy & Djamaludina (2002) y
Nguyen & Murthy (1984).
Los modelos de costos de garant´ıa descontados incorporan la edad del producto y pro-
porcionan una medida adecuada de los costos involucrados en el programa de garant´ıa,
debido a que en general, e´stos se pueden tratar como un flujo de caja aleatorio en un
tiempo futuro. Por tanto, es posible modelar su evolucio´n a lo largo del ciclo de vida
garantizado, as´ı como estimar los niveles de reserva de los fondos necesarios para atender
los reclamos futuros por garant´ıa. En este contexto, los costos por lo general dependien-
tes del tiempo, no son estad´ısticamente independientes. Varios aspectos de los costos de
garant´ıa descontados y de las reservas correspondientes han sido estudiados por Bai &
Pham (2004), Duchesne & Marri (2009), Ja et al. (2002), Jain & Maheshwari (2006),
Patankar & Mitra (1995), y Thomas (1989).
En la vida real, es posible encontrar muchos productos compuestos por varias componen-
tes, esto es, el producto puede verse como un sistema. Algunos ejemplos de sistemas y sus
componentes son: 1) Automo´vil: compuesto por bater´ıa, neuma´ticos, eje de transmisio´n,
y el resto; 2) Avio´n: compuesto por motores, aero-electro´nica, parabrisas, otros compo-
nentes importantes, y el resto, y 3) Computador: compuesto por procesador, monitor,
disco duro, y el resto (Blischke & Murthy 1996). Si cada componente tiene su propia
garant´ıa, e´stas se pueden combinar para producir una garant´ıa para el sistema. Pero
la garant´ıa tambie´n puede definirse para el sistema (como un todo) y en tales casos es
necesario considerar la estructura del sistema, as´ı como el costo de servicio de garant´ıa
al nivel de las componentes (Thomas 1989). El ana´lisis de los costos de garant´ıa para los
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sistemas de componentes ha sido considerado en varios trabajos anteriores: Ritchken &
Fuh (1986) proporciona un ejemplo de un sistema en paralelo de dos componentes con
una pol´ıtica de garant´ıa bidimensional; Chukova & Dimitrov (1996) calculan el costo
esperado para sistemas en serie y en paralelo de dos componentes bajo una pol´ıtica de
sustitucio´n sin costo alguno para el comprador; Hussain & Murthy (1998) discuten la
estimacio´n de costos de garant´ıa para sistemas en paralelo, considerando que el nivel de
calidad desconocido de un producto nuevo puede ser incluido en la formulacio´n de los
programas de garant´ıa; Bai & Pham (2006) obtienen los dos primeros momentos cen-
trales de los costos de garant´ıa con pol´ıticas de servicio completo con renovacio´n, para
sistemas complejos en serie/paralelo; Balachandran, Maschmeyer & Livingstone (1981)
presentan una aproximacio´n markoviana al ana´lisis de los costos de garant´ıa para un sis-
tema de tres componentes; Jung, Park & Park (2010) consideraron las pol´ıticas o´ptimas
de mantenimiento de sistemas durante el per´ıodo posterior a la garant´ıa bajo una pol´ıtica
de renovacio´n de la garant´ıa con costos de mantenimiento que dependen del ciclo de vida.
Existen muchas formas de modelar el impacto de las acciones de reparacio´n sobre los
tiempos de falla del sistema. En la literatura relacionada al comportamiento estoca´sti-
co de sistemas reparables se asume con frecuencia que la reparacio´n de una unidad o
sistema proporciona un funcionamiento que es tan bueno como nuevo (Block, Borges &
Savits 1985). Sin embargo, la conveniencia te´cnica de esta hipo´tesis y sus implicaciones
han sido criticadas por muchos autores sobre la base de que la reparacio´n en muchos ca-
sos pra´cticos so´lo restaura una unidad o sistema a su condicio´n de funcionamiento justo
antes de la falla (Block et al. 1985, Ascher 1968, Ouali, Tadj, Yacout & Ait-Kadi 2011).
Por tanto en sistemas complejos, el reparo se asume frecuentemente como mı´nimo, lo
cual restaura la tasa de falla (Blischke & Murthy 1994), y permite que el sistema vuelva
a operacio´n tan pronto como es posible (Ouali et al. 2011). Nguyen & Murthy (1984)
consideran un modelo general de costo de garant´ıa para productos reparables de una sola
componente con los modelos de reparo mı´nimo, reparo imperfecto y reparo perfecto, sin
embargo ignoran la dina´mica en el tiempo. Aven (1983) generaliza el modelo de reem-
plazo de reparo mı´nimo introducido por Barlow & Hunter (1960). Nakagawa & Kowada
(1983) consideran un modelo de sustitucio´n donde un sistema se reemplaza en el tiempo
T o en la n-e´sima falla y discuten las pol´ıticas o´ptimas. Nakagawa (1984) considera la
sustitucio´n continua y discreta combinada con la reparacio´n mı´nima en la falla, en la
que una unidad se sustituye en el tiempo T o en un nu´mero N de usos. Sheu, Griffith
& Nakagawa (1995) proponen una pol´ıtica de sustitucio´n generalizada donde un sistema
tiene dos tipos de fallas (fallas menores y fallas catastro´ficas), en donde las fallas me-
nores se tratan con reparo mı´nimo. Ja, Kulkarni, Mitra & Patankar (2001) analizan un
modelo de costos de garant´ıa para productos de un componente reparado mı´nimamente
con costos dependientes del tiempo. Aven & Castro (2008) consideran un sistema con
dos tipos de fallas. Si la falla es de tipo I el sistema es reparado mı´nimamente, y si la falla
3es de tipo II, el sistema esta´ reparado mı´nimamente con probabilidad p y reemplazado
con probabilidad 1 − p. Ellos determinan un tiempo de reemplazo planeado o´ptimo T ,
minimizando los costos descontados esperados bajo una restriccio´n de seguridad.
Los trabajos previos se caracterizan por modelar la confiabilidad del sistema bajo la
teor´ıa cla´sica, en la cual generalmente no se considera la relacio´n del sistema y sus com-
ponentes dina´micamente en el tiempo, lo que se conoce como enfoque estad´ıstico o de
“caja negra”. Alternativamente, y dependiendo de la informacio´n disponible, es posible
considerar la relacio´n entre el sistema y sus componentes a lo largo del tiempo observando
el proceso de falla del sistema bajo la filtracio´n definida por el estado de sus componentes
y del sistema, esto se conoce como enfoque “f´ısico” (Aven & Jensen 1999). La diferencia
primordial entre el modelamiento estad´ıstico y el f´ısico es el nivel de observacio´n del
sistema, ya que en el segundo se observa al nivel de sus componentes mientras que en el
primero so´lo se observa la falla del sistema. Esto hace que el proceso de falla cambie de
un enfoque a otro, puesto que cambian las tasas de falla, esto es, en el enfoque estad´ıstico
la tasa de falla es una funcio´n determin´ıstica mientras que en el enfoque f´ısico la tasa de
falla es un proceso estoca´stico.
Gonza´lez & Bueno (2011) proponen un estimador martingala para los costos esperados
de garant´ıa descontados para un sistema coherente bajo reparo mı´nimo, cuando el siste-
ma es observado al nivel de sus componentes, e incluyen el ca´lculo de l´ımites de confianza
puntuales para los costos esperados en un tiempo fijo. A pesar de obtener un conjunto de
l´ımites de confianza puntuales del (1− γ) 100% en el intervalo [0, t], e´stos no forman una
banda de confianza simulta´nea del (1− γ) 100%, debido a que el mencionado conjunto
de l´ımites generalmente no tiene la probabilidad de cobertura correcta. En general, la
construccio´n de bandas de confianza es ma´s dif´ıcil que la de l´ımites de confianza puntua-
les (Fleming & Harrington 1991). En la construccio´n de bandas de confianza el objetivo
principal es evaluar la precisio´n de un estimador, la cual puede ser caracterizada por
la distribucio´n (o una funcio´n de e´sta) de las desviaciones de tal estimador de su valor
verdadero (Belyaev 2007). El problema radica en que la distribucio´n antes mencionada
es desconocida y au´n cuando se pueden obtener resultados asinto´ticos de convergencia
en distribucio´n a procesos gaussianos, esto es, con n → ∞ (Gonza´lez & Bueno 2011),
en la pra´ctica no siempre se cuenta con taman˜os de muestra (copias independientes de
un proceso) suficientemente grandes para que tales aproximaciones funcionen adecuada-
mente en muestras finitas. Esta limitacio´n puede ser superada a trave´s del remuestreo.
En general, los me´todos computacionales intensivos (CI) proporcionan una forma de en-
contrar aproximaciones asinto´ticamente precisas de las distribuciones de las desviaciones
de los estimadores de los verdaderos para´metros desconocidos (Belyaev 2000). La ma-
yor´ıa de los me´todos CI se basan en el uso de algu´n tipo de aleatorizacio´n (entre ellos
esta´n el remuestreo y el conocido bootstrap introducido por Efron (1979)). En te´rminos
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generales se usa, junto con los datos estad´ısticos originales algunas variables aleatorias
adicionales con el fin de obtener copias artificiales de los datos (o de alguna otra cosa)
que se puede utilizar para estimar las caracter´ısticas de precisio´n de los estimadores.
El bootstrap es un me´todo bastante universal, sin embargo, la necesidad de encontrar
un estimador apropiado del para´metro verdadero que caracterice la distribucio´n de los
datos, puede ser un problema dif´ıcil, por lo que de manera alternativa se puede usar el
remuestreo (Belyaev 2000).
El objetivo principal de este trabajo es utilizar me´todos CI basados en remuestreo pa-
ra desarrollar bandas de confianza simulta´neas para la funcio´n media de los costos de
garant´ıa descontados de un sistema coherente bajo reparo mı´nimo, cuando e´ste es ob-
servado al nivel de sus componentes. Para ello, con base en el marco teo´rico de los
procesos martingala y el teorema de l´ımite central de remuestreo (CLRT) sobre procesos
estoca´sticos propuesto por Belyaev (2000), y Belyaev & Seleznjev (2000), se prueban las
condiciones de e´ste u´ltimo teorema sobre los procesos de costos de garant´ıa descontados
bajo el modelo de tiempo de vida general. Adicionalmente, para comprobar las propie-
dades de muestra finita de las bandas de confianza propuestas se realiza un estudio de
simulacio´n sobre las variables ma´s relevantes de la metodolog´ıa desarrollada, con el fin
de calcular la probabilidad de cobertura alcanzada.
Los principales logros del trabajo son:
Se establecieron las condiciones bajo las cuales los procesos de costos descontados
de garant´ıa cumplen las condiciones del CLRT.
Se desarrollaron bandas de confianza basadas en remuestreo para la estimacio´n del
costo medio descontado de garant´ıa en sistemas coherentes, cuando el sistema es
observado al nivel de sus componentes y sobre e´stas se aplica una pol´ıtica de reparo
mı´nimo.
Se establecio´ mediante un estudio de simulacio´n Monte Carlo el comportamiento de
las probabilidades de cobertura alcanzadas por las bandas propuestas en diversos
escenarios.
Se desarrollo´ un me´todo para la construccio´n de bandas de confianza basadas en
remuestreo, cuya implementacio´n es simple y su aplicabilidad puede extenderse a
otros procesos estoca´sticos que cumplan las condiciones mı´nimas presentadas en
este trabajo.
La estructura del trabajo es la siguiente: en el Cap´ıtulo 2 se dan algunos conceptos
ba´sicos de sistemas coherentes, nociones de deterioro y costos descontados, el modelo de
5tiempo de vida general y sus diferencias con el modelo cla´sico. El Cap´ıtulo 3 se presenta el
modelo de reparo mı´nimo y las estimaciones del costo medio de garant´ıa descontado para
sistemas coherentes bajo reparo mı´nimo f´ısico. La propuesta de construccio´n de bandas de
confianza simulta´neas para los costos de garant´ıa descontados para sistemas coherentes
bajo reparo mı´nimo se desarrolla en el Cap´ıtulo 4. En el Cap´ıtulo 5 mediante un estudio
de simulacio´n se evalu´a el desempen˜o de las bandas de confianza propuestas para el
costo medio de garant´ıa descontado. Finalmente, el Cap´ıtulo 6 presenta las conclusiones
ma´s relevantes del trabajo y describe los temas relacionados con esta investigacio´n que
pueden ser de intere´s para trabajo futuro en el a´rea de confiabilidad.

2. Conceptos ba´sicos
En este cap´ıtulo, se presentan algunas definiciones ba´sicas acerca de sistemas coherentes,
modelos estoca´sticos de confiabilidad, las funciones de tasa de riesgo ma´s usadas en con-
fiabilidad, junto con sus propiedades y formas, y las funciones de intensidad estoca´stica.
2.1. Sistemas coherentes
Considere un sistema compuesto por m componentes, en las cuales se pueden definir dos
estados: funcionamiento o falla. Sean S1, S2, . . . , Sm los tiempos de vida de las compo-
nentes del sistema, entonces para indicar el estado de la componente i en el tiempo t, se
define para i = 1, 2, . . . , m la variable indicadora Xt (i) como:
Xt (i) =
{
1, si la componente i esta´ en funcionamiento al tiempo t (Si > t)
0, si la componente i ha fallado al tiempo t (Si ≤ t) .
(2-1)
De manera similar, sea T el tiempo de vida del sistema, entonces defina la variable
indicadora Φt que indica el estado del sistema en el tiempo t, como:
Φt =
{
1, si el sistema esta´ en funcionamiento al tiempo t (T > t)
0, si el sistema ha fallado al tiempo t (T ≤ t) . (2-2)
Se asume que Φt = Φt (Xt), donde Xt = (Xt (1) , Xt (2) . . . , Xt (m)). Esto es, el estado
del sistema en el tiempo t esta´ completamente determinado por el estado de las compo-
nentes en el tiempo t. La funcio´n Φt (Xt) se conoce como funcio´n estructura del sistema
o simplemente estructura.
Existen varios tipos de sistemas, tales como:
Sistemas en serie. Es un sistema que funciona so´lo si todas las componentes
funcionan.
Sistemas en paralelo. Es un sistema que funciona so´lo si al menos una compo-
nente funciona.
Sistemas k de n. Son sistemas que funcionan so´lo si al menos k componentes
funcionan. Un sistema 1 de m es un sistema en paralelo, y un sistema m de m es
un sistema en serie.
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Estructuras ma´s generales. Tales como combinaciones de las estructuras ante-
riores. Por ejemplo, la Figura 2-1 muestra dos estructuras ma´s generales comunes.
   
1
2
3
4
5
   
1
2
3
4
5
a) Estructura de puente b) Sistema de 5 componentes
Figura 2-1.: Estructuras ma´s generales de sistemas coherentes
Definicio´n 2.1. (Aven & Jensen 1999) Sean Xt = (Xt (1) , Xt (2) . . . , Xt (m)), con
Xt (i), i = 1, . . . , m, definido en (2-1) y Φt la funcio´n estructura dada en (2-2). Un
sistema se dice mono´tono si
i. Φt es no decreciente en cada argumento, esto es, el sistema no puede deteriorarse
al mejorar el desempen˜o de una componente (el sistema no puede pasar del estado
funcionando a falla, cuando una componente que ha fallado se cambia por una
componente en funcionamiento), y
ii. Φt (0) = 0 y Φt (1) = 1, esto es, si todas las componentes fallan entonces el sistema
falla, y si todas las componentes esta´n funcionando el sistema tambie´n lo esta´.
Denote al vector ( ·i,X t) como un vector de estado donde el estado de la componente i
es funcionando o falla, esto es, (1i,X t) denota un vector de estado donde el estado de la
i-e´sima componente es igual a 1, y (0i,X t) denota un vector de estado donde el estado de
la i-e´sima componente es igual a 0; el estado de la componente j, j = i es igual a Xt (j). Si
se quiere establecer el estado de algunas componentes, digamos i ∈ J (J ⊂ {1, 2 . . . , m}),
se usa la notacio´n ( ·J ,X t). Por ejemplo, (0J ,X t) denota el vector de estado donde el
estado de las componentes en J son todos 0 y el estado de la componente i, i /∈ J es
igual a Xt (i).
Definicio´n 2.2. (Aven & Jensen 1999) Un sistema se dice coherente si
i. Su funcio´n estructura Φt es no decreciente en cada argumento, y
ii. Cada componente es relevante, esto es, existe al menos un vector ( ·i,Xt) tal que
Φt (1i,Xt) = 1 y Φt (0i,Xt) = 0.
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Como consecuencia de las definiciones anteriores se puede ver que si un sistema es cohe-
rente tambie´n es mono´tono.
Definicio´n 2.3. (Aven & Jensen 1999) Un conjunto “de corte” K es un conjunto de
componentes que si fallan causan la falla del sistema, es decir, Φt (0K , 1) = 0. Donde
(0K , 1) es un vector de estado en el cual las componentes en K tienen estado 0 y las
dema´s componentes tienen estado 1. Un conjunto “de corte” se dice minimal si no puede
ser reducido sin perder su condicio´n de conjunto de corte.
Definicio´n 2.4. (Aven & Jensen 1999) Un conjunto “camino” S es un conjunto de com-
ponentes cuyo funcionamiento asegura el funcionamiento del sistema, es decir, Φt (1S, 0) =
1. Donde (1S, 0) es un vector de estado en el cual las componentes en S tienen estado 1
y las dema´s componentes tienen estado 0. Un conjunto “camino” se dice minimal si no
puede ser reducido sin perder su condicio´n de conjunto camino.
Observe que conocer la funcio´n estructura de un sistema es equivalente a conocer el tipo
de sistema. A continuacio´n se definen algunas propiedades de las funciones de distribucio´n
que inducen el concepto de deterioro.
2.2. Nociones de deterioro
En esta seccio´n se introducen algunas propiedades de las funciones de distribucio´n que
representan el deterioro de una unidad o sistema en el tiempo. Estas definiciones asumen
el enfoque estad´ıstico, es decir, so´lo el tiempo de vida del sistema es observado. Cambios
en el nivel de informacio´n bajo el cual se observa el sistema no necesariamente conservan
las propiedades que a continuacio´n se describen.
Sea T el tiempo de vida de una unidad o sistema, con funcio´n de distribucio´n acumulada
F (t) = P (T ≤ t).
Primero se definen las propiedades IFR y DFR de una distribucio´n de tiempo de vida F
por medio de la probabilidad de confiabilidad condicional
P (T > t + x|T > t) = F (t+ x) /F (t) , (2-3)
donde F (t) = 1− F (t) es la funcio´n de confiabilidad.
2.2.1. Propiedades IFR y DFR de una distribucio´n
Definicio´n 2.5. (Aven & Jensen 1999) Sea T una variable aleatoria positiva con T ∼ F .
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1. F es una distribucio´n con tasa de falla creciente (IFR) si F (t+ x) /F (t) es no
creciente en t sobre el dominio de la distribucio´n para cada x ≥ 0.
2. F es una distribucio´n con tasa de falla decreciente (DFR) si F (t + x) /F (t) es no
decreciente en t sobre el dominio de la distribucio´n para cada x ≥ 0.
La propiedad IFR (DFR) dice que al incrementar la edad, la probabilidad de sobrevivir
x unidades de tiempo ma´s, disminuye (aumenta). La definicio´n anterior no hace uso de
la existencia de una densidad f y en consecuencia una funcio´n de tasa de falla o funcio´n
de tasa de riesgo λ (t). En el caso de que la densidad exista
λ (t) =
f (t)
F (t)
, (2-4)
y se tendr´ıa que
F (t) = exp
{
−
∫ t
0
λ (s) ds
}
, (2-5)
por tanto la propiedad IFR (DFR) es equivalente a una tasa de falla no decreciente (no
creciente), ya que
λ (t) = l´ım
x→0+
1
x
{
1− F (t+ x)
F (t)
}
, (2-6)
de donde se obtiene que la propiedad IFR (DFR) implica que λ (t) es no decreciente
(no creciente). A la inversa si λ (t) es no decreciente (no creciente), entonces se puede
concluir que (Aven & Jensen 1999)
P (T > t+ x| T > t) = exp
{
−
∫ t+x
t
λ (u) du
}
(2-7)
es no creciente (no decreciente), es decir F es IFR (DFR).
Las funciones de tasa de riesgo tambie´n son conocidas como funciones de tasa instanta´nea
de falla. Sea T el tiempo de vida de una unidad o sistema, con funcio´n de distribucio´n
acumulada F (t) = P (T ≤ t) y funcio´n de densidad de probabilidad f (t) = dF (t)
dt
, enton-
ces la funcio´n de tasa de riesgo se define como (Meeker & Escobar 1998):
λ (t) = l´ım
Δt→0
P (t < T ≤ t+Δt| T > t)
Δt
=
f (t)
1− F (t) (2-8)
λ (t) mide la propensio´n a falla en el pro´ximo instante de tiempo, dado la sobrevivencia
hasta el tiempo t. En otras palabras, la funcio´n de tasa de riesgo puede ser interpretada
como el nu´mero de fallas por unidad de tiempo por unidad bajo riesgo. Es necesario
aclarar que λ (t) no es una probabilidad y puede tomar valores mayores que 1, pero no
puede tomar valores negativos (es una funcio´n no negativa).
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2.2.2. Funciones de tasa de riesgo ma´s usadas en confiabilidad
Para cada funcio´n de distribucio´n acumulada parame´trica se puede calcular la corres-
pondiente funcio´n de tasa de riesgo. En confiabilidad se utilizan frecuentemente las dis-
tribuciones: Exponencial, Lognormal, Weibull y Gamma. En la Tabla 2-1, basada en
Meeker & Escobar (1998), se presentan las funciones de densidad, f (t), y de tasa de
riesgo o falla, λ (t), de las distribuciones anteriores.
Tabla 2-1.: Caracter´ısticas de algunas distribuciones usuales en confiabilidad
Distribucio´n Para´metros Densidad Tasa de falla
Exponencial α > 0 fexp (t) = αe−αt, t > 0 λexp (t) = α
Lognormal μ ∈ R, σ > 0 flnor (t) = 1σtψnor
[
log(t)−μ
σ
]
, t > 0 λlnor (t) =
ψnor[ log(t)−μσ ]
σt(1−Ψnor[ log(t)−μσ ])
Weibull η, β > 0 fwei (t) = βη
(
t
η
)β−1
exp
(
− tη
)β
λwei (t) = βη
(
t
η
)β−1
Gamma α, β > 0 fgam (t) = 1Γ(α)βα t
α−1 exp
(
− tβ
)
λgam (t) =
tα−1 exp (− tβ )
βα
[
Γ(α)−Γ t
β
(α)
]
donde, ψnor es la funcio´n de densidad de probabilidad de una distribucio´n normal esta´ndar, Ψnor es
la funcio´n de distribucio´n acumulada de una normal esta´ndar. Γ (α) =
∫∞
0
zα−1 exp (−z)dz y
Γv (α) =
∫ v
0 z
α−1 exp (−z)dz son las funciones gamma y gamma incompleta, respectivamente.
La Figura 2-2 presenta distintas formas de las funciones de tasa de falla en las distribu-
ciones anteriores.
Observe que las distribuciones consideradas pueden cumplir con las propiedades IFR o
DFR, de acuerdo al valor de los para´metros de la distribucio´n, en este sentido, las distri-
buciones ma´s versa´tiles son la Weibull y la Gamma que pueden estar asociadas a tasas
de falla creciente, decreciente y constante.
Existen otros modelos de tasas de falla ma´s generales conocidos como “de forma de
ban˜era” o “bathtub shape” que combinan caracter´ısticas IFR y DFR. Una breve defini-
cio´n de estos modelos se presenta a continuacio´n.
Definicio´n 2.6. Distribucio´n bathtub (BTD). (Rajarshi & Rajarshi 1988) Sea T >
0 una variable aleatoria continua con funcio´n de densidad de probabilidad, f (t). Sean
F (t) y λ (t), la funcio´n de distribucio´n y la funcio´n tasa de falla, respectivamente. Asuma
que λ (t) es diferenciable en todo el rango de la variable T . Se dice que T tiene una BTD
si existe t0 : un punto interior del rango de T , tal que λ
′ (t) < 0 si t < t0, λ′ (t0) = 0 y
λ′ (t) > 0 si t > t0, donde λ′ (t) es la primera derivada de la funcio´n λ (t).
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a) Exponencial b) Lognormal
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Figura 2-2.: Funciones de tasa de falla para algunas distribuciones
Note que en la Figura 2-2 las distribuciones Weibull y gamma tienen versiones de distri-
bucio´n DFR (l´ınea continua), IFR (l´ınea punteada), y DFR/IFR al mismo tiempo (l´ınea
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discontinua). La distribucio´n exponencial en todos sus casos es distribucio´n DFR/IFR a
la vez. Por otro lado observe que la distribucio´n lognormal comienza como una distribu-
cio´n IFR y llega a un punto a partir del cual se convierte en una distribucio´n DFR, lo
cual es conocido como “forma de ban˜era invertida” (Lai & Xie 2006).
Las propiedades IFR y DFR en algunos casos pueden ser muy fuertes, por lo cual se han
sugerido otras nociones de deterioro como las que se presentan a continuacio´n.
2.2.3. Propiedades IFRA, DFRA, NBU, NBUE, NWU y NWUE
Definicio´n 2.7. (Aven & Jensen 1999)
i. Una distribucio´n F tiene una tasa promedio de falla creciente (IFRA) si − (1/t) lnF (t)
es no decreciente en t > 0 sobre
{
t ∈ R+ : F (t) > 0
}
ii. Una distribucio´n F tiene una tasa promedio de falla decreciente (DFRA) si − (1/t) lnF (t)
es no creciente en t > 0 sobre
{
t ∈ R+ : F (t) > 0
}
Sea T ∼ F una variable aleatoria positiva con esperanza finita. Entonces la distribucio´n
del tiempo de vida restante despue´s de t ≥ 0 es dada por
P (T − t > x| T > t) = F (x + t)
F (t)
(2-9)
con esperanza
μ (t) = E [T − t| T > t] = 1
F (t)
∫ ∞
0
F (u + t) du =
1
F (t)
∫ ∞
t
F (u) du, (2-10)
para 0 ≤ t < t∗ = sup {t ∈ R+ : F (t) > 0}. La esperanza condicional μ (t) es llamada
tiempo medio residual en el tiempo t. Otras nociones de deterioro que esta´n relacionadas
con el tiempo de vida residual de una componente en la edad t se definen a continuacio´n.
Definicio´n 2.8. (Aven & Jensen 1999) Sea T ∼ F una variable aleatoria positiva
i. F es nueva mejor que usada (NBU), si F (x+ t) ≤ F (x)F (t) x, t ≥ 0.
ii. F es nueva mejor que usada en esperanza (NBUE), si μ = E [T ] <∞ y μ (t) ≤ μ,
para 0 ≤ t < t∗.
iii. F es nueva peor que usada (NWU), si F (x+ t) ≥ F (x)F (t), para x, t ≥ 0.
iv. F es nueva peor que usada en esperanza (NWUE), si μ = E [T ] < ∞ y μ (t) ≥ μ,
para 0 ≤ t < t∗.
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Estas propiedades son nociones intuitivas de deterioro. F es NBU (NWU) significa que
la probabilidad de sobrevivir x unidades de tiempo ma´s para una componente de edad
t crece en t. Para distribuciones NBUE (NWUE) el tiempo de vida restante para una
componente de edad t es menor (mayor) que el tiempo de vida esperado de una nueva
componente.
Ahora, el siguiente teorema probado en Aven & Jensen (1999), establece relaciones entre
las propiedades anteriores.
Teorema 2.1. (Aven & Jensen 1999) Sea T ∼ F una variable aleatoria positiva con
esperanza finita. Entonces se tiene que
i. F es IFR ⇒ F es IFRA ⇒ F es NBU ⇒ F es NBUE.
ii. F es DFR ⇒ F es DFRA ⇒ F es NWU ⇒ F es NWUE.
Para mayores detalles de estas nociones de deterioro ver Hollander & Proschan (1982).
Todas las nociones antes vistas deber´ıan ser aplicables a sistemas complejos. Si se con-
sidera la dina´mica en el tiempo de tales sistemas, el objetivo es investigar co´mo cambia
en el tiempo la confiabilidad del sistema completo si las componentes tienen una de las
mencionadas propiedades de deterioro. Es por ello que se debe realizar un ana´lisis de la
confiabilidad teniendo en cuenta la dina´mica en el tiempo y la relacio´n del sistema con
sus componentes en lo que se conoce como modelo de tiempo de vida general.
2.3. El modelo de tiempo de vida general
En la teor´ıa cla´sica de confiabilidad, el modelamiento y el ana´lisis de los procesos aso-
ciados con las pol´ıticas de garant´ıa, generalmente no tiene en cuenta la relacio´n entre
el sistema y sus componentes en la dina´mica del tiempo (Gonza´lez 2009). Este enfoque
es conocido como “estad´ıstico” o de “caja negra”. A continuacio´n se presentan tanto el
modelo cla´sico (enfoque estad´ıstico) como el modelo de tiempo de vida general (enfoque
f´ısico) y un ejemplo ilustrativo de las diferencias entre ambos modelos.
Siguiendo a Blischke & Murthy (1996), en la aproximacio´n estad´ıstica el tiempo hasta la
primera falla del sistema T es descrito a trave´s de una funcio´n de distribucio´n univariada
conocida F (t) que tiene asociada una funcio´n de tasa de falla ordinaria λ (t) en {T > t}.
En este modelamiento, una filtracio´n o historia, es generada por el tiempo de vida del
sistema T , esto es, por G T = (Gt)t≥0, con Gt = σ (T ∧ t) = σ {I (T > s) , 0 ≤ s ≤ t},
donde σ (A) es la σ-a´lgebra ma´s pequen˜a generada por la coleccio´n de conjuntos no
vac´ıa A, a ∧ b = mı´n {a, b} y la funcio´n I (A) es la funcio´n indicadora del conjunto o el
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evento A. Por otra parte, si la funcio´n de distribucio´n de T es absolutamente continua, el
proceso indicador Nt = I (T ≤ t) tiene una representacio´n semimartingala regular (SSM)
(ver Definicio´n B.10 en Ape´ndice B)
Nt =
∫ t
0
I (T > s)λ (s) ds+ M ′t , (2-11)
donde M ′t ∈M20.
En el ana´lisis de sistemas coherentes en la dina´mica del tiempo, se puede usar el modelo
de tiempo de vida general representado por una SSM del proceso de conteo de las fallas
del sistema en relacio´n a la σ-a´lgebra generada por las fallas de las componentes (Aven
& Jensen 1999). Sea T el tiempo de vida del sistema, una variable aleatoria definida
sobre un espacio de probabilidad completo (Ω,F , P ) con una filtracio´n F = (Ft)t≥0.
En el enfoque f´ısico la filtracio´n F es llamada la pre-t-historia de las componentes o
filtracio´n completa, definida por Ft = σ {I (Si > s) , 0 ≤ s ≤ t, i = 1, . . . , m}, donde m
es el nu´mero de componentes del sistema y la variable aleatoria Si corresponde al tiempo
de vida de la componente i. El modelo de tiempo de vida general es definido por el
proceso indicador Nt = I (T ≤ t) que corresponde al proceso de conteo relativo al proceso
puntual simple (Tn) , n ≥ 1, donde T = T1 y Tn = ∞ para n ≥ 2. Este proceso tiene
una representacio´n SSM con una F-martingala Mt ∈ M20 y un proceso estoca´stico no
negativo λ = (λt):
I (T ≤ t) =
∫ t
0
I (T > s)λsds + Mt, t ∈ R+. (2-12)
El modelo de tiempo de vida general es entonces definido por la filtracio´n F y la corres-
pondiente F-representacio´n semimartingala regular del proceso indicador.
Definicio´n 2.9. (Aven & Jensen 1999) El proceso λ = (λt)t≥0, en la representacio´n se-
mimartingala regular (2-12) es llamado la F-tasa o intensidad de falla, y el compensador
Λt =
∫ t
0
I (T > s)λsds es llamado el F-proceso de riesgo.
El proceso λ = (λt)t≥0, es un proceso estoca´stico progresivamente medible (cuyo valor
depende de la historia Ft y de la estructura del sistema coherente de m componentes), tal
que E
[∫ t
0
λsds
]
< ∞, ∀t ≥ 0, y el proceso M = (Mt)t≥0 es un Ft-martingala de media
cero. La existencia de la representacio´n SSM anterior implica que T es un Ft-tiempo
de parada totalmente inaccesible (ver Definicio´n B.5 de tiempo de parada totalmente
inaccesible en el Ape´ndice B) y Mt ∈M20.
Modelo de confiabilidad cla´sico vs. modelo de tiempo de vida general.
Para apreciar la diferencia entre el enfoque estad´ıstico y el enfoque f´ısico usando el
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modelo de tiempo de vida general, Aven & Jensen (1999) describen el siguiente caso:
considere un sistema coherente de m = 2 componentes en paralelo, esto es, el tiempo de
vida del sistema es T = S1 ∨ S2, donde a ∨ b = ma´x {a, b}. Suponga que S1 y S2 son
variables aleatorias exponenciales independientes, con para´metro de intensidad de falla
α1 y α2 respectivamente. Bajo un enfoque estad´ıstico T tiene una tasa de falla ordinaria
dada por
λ (t) =
α1e
−α1t + α2e−α2t − (α1 + α2) e−(α1+α2)t
e−α1t + e−α2t − e−(α1+α2)t (2-13)
Esta fo´rmula bastante compleja no revela nada acerca de la estructura del sistema ni
incorpora la informacio´n del estado de las componentes en el instante t. As´ı, por ca´lculo
diferencial se puede mostrar que para α1 = α2 la tasa de falla λ (t) es creciente en (0, t∗)
y es decreciente en (t∗,∞) para algu´n t∗ > 0. Por el contrario, en el enfoque f´ısico bajo
el modelo de tiempo de vida general, la tasa de falla del sistema es el proceso estoca´stico
(λt)t≥0 tal que I (T > t)λt = α1I (S2 ≤ t < S1) + α2I (S1 ≤ t < S2), esto es
I (T > t)λt =
{
α1, en {S1 > t, S2 ≤ t}
α2, en {S1 ≤ t, S2 > t} (2-14)
de donde, en {T > t}
λt = α1I (S2 ≤ t) + α2I (S1 ≤ t) . (2-15)
As´ı, en cuanto ambas componentes funcionen, ninguna falla del sistema puede ocurrir,
y cuando una de las componentes falla la tasa de falla del sistema es igual a la tasa de
falla de la componente que todav´ıa no ha fallado. Este resultado es ma´s simple que aquel
obtenido en el enfoque estad´ıstico, y usa la informacio´n del estado de las componentes en
el instante t, representada por la filtracio´n F = (Ft)t≥0, bajo la cual el sistema coherente
es observado al nivel de sus componentes. Con este enfoque tambie´n es posible cambiar
el nivel de informacio´n y la tasa de falla ordinaria se puede calcular a partir de λt en el
menor nivel de informacio´n posible, esto es, cuando so´lo se tiene informacio´n del estado
del sistema pero no de los tiempos de vida de las componentes.
2.4. Existencia del proceso de tasa de falla
Sea N un proceso estoca´stico que admite la representacio´n SSM. Es posible formular con-
diciones ma´s generales sobre N , que las mostradas en el Teorema B.1, dadas en Ape´ndice
B, para asegurar la representacio´n SSM en (2-12).
El siguiente lema establece que si T es un tiempo de parada con respecto a F, entonces una
representacio´n (2-12) so´lo existe para tiempos de parada que sean totalmente inaccesibles.
Lema 2.1. (Aven & Jensen 1999) Sea (Ω,F ,F, P ) un espacio de probabilidad filtrado y
T un F-tiempo de parada.
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1. Si el proceso N = (Nt) , Nt = I (T ≤ t), tiene una representacio´n SSM
Nt =
∫ t
0
I (T > u)λudu+ Mt, t ∈ R+, (2-16)
entonces T es un tiempo de parada totalmente inaccesible y Mt ∈M20
2. Si T es un tiempo de parada totalmente inaccesible, entonces el proceso N =
(Nt) , Nt = I (T ≤ t), tiene una u´nica descomposicio´n N = A + M , P -c.s. (don-
de P -c.s., indica que lo anterior se cumple con probabilidad 1), donde M es una
martingala uniformemente integrable y A es continuo P -c.s. (el compensador pre-
visible).
Se puede concluir del Lema anterior que la clase de modelos de tiempo de vida con un
compensador A de la forma At =
∫ t
0
I (T > u)λudu es lo suficientemente rica para incluir
en la pra´ctica la mayor´ıa de sistemas en tiempo continuo (Aven & Jensen 1999).
Para un nivel de informacio´n F dado, en general se puede encontrar o identificar el
proceso de tasa de falla bajo las condiciones del Teorema B.2 como el l´ımite
I (T > t)λt = l´ım
h→0+
1
h
P (t < T ≤ t+ h| Ft) . (2-17)
Otra forma de verificar si un proceso dado λ es la tasa de falla de algu´n sistema es
mostrar que el correspondiente proceso de riesgo define el compensador de I (T ≤ t). En
algunos casos especiales λt se puede determinar en una forma ma´s expl´ıcita, como por
ejemplo para sistemas complejos.
Aven & Jensen (1999) presentan un me´todo para calcular los procesos de intensidad
de sistemas complejos sobre condiciones generales. En este me´todo el Ft-proceso de
intensidad de falla para el tiempo de vida T de un sistema complejo se define como
λt =
∑
J∈ΓΦ(t)
λt (J) , (2-18)
donde, cada J = {j1, . . . , jr} ⊂ {1, . . . , m} es un conjunto de componentes que pueden
fallar simulta´neamente, llamado bloque o patro´n de falla; ΓΦ (t) es el conjunto de los
bloques que son cr´ıticos para el sistema en el instante t, esto es, aquellas componentes
cuya falla en t− resultar´ıa en la falla del sistema en t; y λt (J) es el Ft-proceso de
intensidad de falla correspondiente a SJ , el tiempo de ocurrencia del bloque J .
2.4.1. Ejemplos de procesos de tasa de falla
Para ilustrar el uso de la ecuacio´n (2-18) veamos algunos ejemplos de procesos de tasa
de falla en sistemas coherentes. Asuma que P (Si = Sj) = 0, ∀ i = j, es decir, que no
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existen fallas simulta´neas, y que Si, i = 1, . . . , m es un tiempo de parada totalmente
inaccesible.
Sistema serie-paralelo: Considere el siguiente sistema de una componente en serie con
un sistema de dos componentes en paralelo, presentado en la Figura 2-3.
   1
2
3
Figura 2-3.: Sistema serie-paralelo
Sean T y Si los tiempos de vida del sistema y de la i-e´sima componente i = 1, 2, 3,
respectivamente. Sea λi (t) , i = 1, 2, 3 la funcio´n de tasa de falla de la i-e´sima compo-
nente. Asumiendo que las tres componentes son independientes, note que cuando las tres
componentes funcionan ΓΦ (t) = {{1}}. Si una de las componentes 2 o 3 falla, digamos
la 2, entonces ΓΦ (t) = {{1} , {3}}. Si fallara primero la 3, entonces ΓΦ (t) = {{1} , {2}}.
Luego,
I (T > t)λt =
⎧⎨⎩
λ1 (t) en {S1 > t, S2 > t, S3 > t}
λ1 (t) + λ3 (t) en {S1 > t, S2 ≤ t, S3 > t}
λ1 (t) + λ2 (t) en {S1 > t, S2 > t, S3 ≤ t}
(2-19)
La expresio´n anterior se reduce a,
I (T > t)λt = I (T > t)
[
λ1 (t) + λ2 (t) I (S3 ≤ t) + λ3 (t) I (S2 ≤ t)
]
, (2-20)
de donde,
λt = λ
1 (t) + λ2 (t) I (S3 ≤ t) + λ3 (t) I (S2 ≤ t) . (2-21)
Sistema de 3 componentes en paralelo: Suponga un sistema de tres componentes
en paralelo como el mostrado en la Figura 2-4 con tiempo de vida T . Sea Si el tiempo
de vida de la i-e´sima componente y λi (t) la correspondiente funcio´n de tasa de falla
(i = 1, 2, 3).
   
1
2
3
Figura 2-4.: Sistema de 3 componentes en paralelo
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Asumiendo que las componentes son independientes y teniendo en cuenta que el sistema
funciona cuando al menos una de las componentes funciona (sistema 1 de 3), entonces
ΓΦ (t) = {{1} , {2} , {3}} y el proceso de tasa de falla es tal que:
I (T > t)λt =
⎧⎨⎩
λ1 (t) en {S1 > t, S2 ≤ t, S3 ≤ t}
λ2 (t) en {S1 ≤ t, S2 > t, S3 ≤ t}
λ3 (t) en {S1 ≤ t, S2 ≤ t, S3 > t}
(2-22)
La expresio´n anterior se puede escribir como,
I (T > t)λt = I (T > t)
[
λ1 (t) I (S2 ∨ S3 ≤ t) + λ2 (t) I (S1 ∨ S3 ≤ t)
+ λ3 (t) I (S1 ∨ S2 ≤ t)
]
, (2-23)
donde,
λt = λ
1 (t) I (S2 ∨ S3 ≤ t) + λ2 (t) I (S1 ∨ S3 ≤ t) + λ3 (t) I (S1 ∨ S2 ≤ t) . (2-24)
Sistema 2 de 4: Asuma un sistema con estructura 2 de 4 componentes (ver Figu-
ra 2-5). Sea Si, i = 1, 2, 3, 4, el tiempo de vida de la i-e´sima componente y λ
i (t) la
correspondiente funcio´n de tasa de falla.
   
3
2
2
1
1
1 2
3
4
3
4
4
Figura 2-5.: Sistema 2 de 4
Suponga que las 4 componentes son independientes. Sabemos que este sistema funciona
si al menos 2 de las 4 componentes funcionan. Luego el proceso de tasa de falla es:
I (T > t)λt =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
λ1 (t) + λ2 (t) en {S1 > t, S2 > t, S3 ≤ t, S4 ≤ t}
λ1 (t) + λ3 (t) en {S1 > t, S2 ≤ t, S3 > t, S4 ≤ t}
λ1 (t) + λ4 (t) en {S1 > t, S2 ≤ t, S3 ≤ t, S4 > t}
λ2 (t) + λ3 (t) en {S1 ≤ t, S2 > t, S3 > t, S4 ≤ t}
λ2 (t) + λ4 (t) en {S1 ≤ t, S2 > t, S3 ≤ t, S4 > t}
λ3 (t) + λ4 (t) en {S1 ≤ t, S2 ≤ t, S3 > t, S4 > t}
(2-25)
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La expresio´n anterior se puede escribir como,
I (T > t)λt = I (T > t)
[(
λ1 (t) + λ2 (t)
)
I (S3 ∨ S4 ≤ t) +
(
λ1 (t) + λ3 (t)
)
I (S2 ∨ S4 ≤ t)
+
(
λ1 (t) + λ4 (t)
)
I (S2 ∨ S3 ≤ t) +
(
λ2 (t) + λ3 (t)
)
I (S1 ∨ S4 ≤ t)
+
(
λ2 (t) + λ4 (t)
)
I (S1 ∨ S3 ≤ t) +
(
λ3 (t) + λ4 (t)
)
I (S1 ∨ S2 ≤ t)
]
,
(2-26)
donde,
λt =
(
λ1 (t) + λ2 (t)
)
I (S3 ∨ S4 ≤ t) +
(
λ1 (t) + λ3 (t)
)
I (S2 ∨ S4 ≤ t)
+
(
λ1 (t) + λ4 (t)
)
I (S2 ∨ S3 ≤ t) +
(
λ2 (t) + λ3 (t)
)
I (S1 ∨ S4 ≤ t)
+
(
λ2 (t) + λ4 (t)
)
I (S1 ∨ S3 ≤ t) +
(
λ3 (t) + λ4 (t)
)
I (S1 ∨ S2 ≤ t) . (2-27)
2.5. Cambio en el nivel de informacio´n
Una de las ventajas de la te´cnica semimartingala es la posibilidad de estudiar la evolucio´n
aleatoria de un proceso estoca´stico en diferentes niveles de informacio´n. Aca´ se usa el
Teorema de proyeccio´n (ver Teorema B.2, en el Ape´ndice B). Por ejemplo el Teorema de
proyeccio´n se puede aplicar al proceso indicador del tiempo de vida
Nt = I (T ≤ t) =
∫ t
0
I (T > u)λudu+ Mt. (2-28)
Si por ejemplo el tiempo de vida puede observarse en {T ≤ t} ∈ At, entonces el cam-
bio del nivel de informacio´n desde F = (Ft)t≥0 a A = (At)t≥0 lleva de (2-28) a la
representacio´n
N̂t = E [I (T ≤ t)| At] = I (T ≤ t) =
∫ t
0
I (T > u) λ̂udu+ M t, (2-29)
donde λ̂u = E [λu| Au].
Un ejemplo ilustrativo
Para ilustrar co´mo funcionan en la pra´ctica los cambios en el nivel de informacio´n, con-
sidere el ejemplo de dos componentes en paralelo previamente presentado en la pa´gina 15.
Observe que para el tiempo de vida del sistema T = S1 ∨S2, la filtracio´n de informacio´n
completa es dada por
Ft = σ (I (S1 > u) , I (S2 > u) , 0 ≤ u ≤ t) . (2-30)
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En este caso la F-representacio´n SSM (2-12) es dada por
Nt = I (T ≤ t) =
∫ t
0
I (T > u)λudu+ Mt
=
∫ t
0
I (T > u) {α1I (S2 ≤ u) + α2I (S1 ≤ u)} du+ Mt. (2-31)
Veamos ahora co´mo cambia el proceso de tasa de falla al cambiar el nivel de informacio´n,
es decir la filtracio´n bajo la cual es observado el proceso de falla del sistema.
a) Suponga que so´lo se tiene informacio´n del tiempo de vida de la primera componente
S1 y del tiempo de vida del sistema T .
En tal caso
At = σ (I (T > u) , I (S1 > u) , 0 ≤ u ≤ t) (2-32)
y aplicando el Teorema de proyeccio´n, se obtiene la representacio´n
N̂t = E [I (T ≤ t)| At] = I (T ≤ t) =
∫ t
0
I (T > u) λ̂udu + M t, (2-33)
donde,
λ̂u =E [λu| Au]
=E [α1I (S2 ≤ u) + α2I (S1 ≤ u)| Au]
=E [α1I (S2 ≤ u) + α2I (S1 ≤ u)|T > u, S1 > u] I (S1 > u)
+ E [α1I (S2 ≤ u) + α2I (S1 ≤ u)| T > u, S1 ≤ u] I (S1 ≤ u)
=α1P (S2 ≤ u) I (S1 > u) + α2I (S1 ≤ u) . (2-34)
b) Asuma ahora, que so´lo se observa el tiempo de vida del sistema T . En ese caso
At = σ (I (T > u) , 0 ≤ u ≤ t) , (2-35)
y aplicando el Teorema de proyeccio´n, se obtiene la representacio´n
N̂t = E [I (T ≤ t)| At] = I (T ≤ t) =
∫ t
0
I (T > u) λ̂udu + M t, (2-36)
donde,
λ̂u = E [λu| Au]
= E [α1I (S2 ≤ u) + α2I (S1 ≤ u)| Au]
= E [α1I (S2 ≤ u) + α2I (S1 ≤ u)| T > u]
=
α1P (S2 ≤ u, T > u) + α2P (S1 ≤ u, T > u)
P (T > u)
=
α1e
−α1u + α2e−α2u − (α1 + α2) e−(α1+α2)u
e−α1u + e−α2u − e−(α1+α2)u . (2-37)
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En la pro´xima Seccio´n se introducen los modelos de reparo mı´nimo con especial e´nfasis
en aquellos que reparan mı´nimamente un sistema complejo observado al nivel de sus
componentes.
2.6. Modelos de reparo m´ınimo
En la literatura relacionada a los modelos de reparo se le ha prestado atencio´n especial
a los denominados modelos de reparo mı´nimo. En el cual, en lugar de reemplazar un
sistema que fallo´ por uno nuevo, se hace una reparacio´n que restaura el sistema a la
condicio´n que ten´ıa justo antes de la falla (Aven & Jensen 1999).
Conceptualmente un reparo mı´nimo es descrito (y definido) como:
Un reparo mı´nimo es aquel que despue´s de realizado no altera la tasa de falla del
sistema o unidad (Barlow & Hunter 1960).
Un reparo mı´nimo es aquel que deja al sistema o unidad en la misma condicio´n
que ten´ıa justo antes de la falla (Phelps 1983).
De acuerdo a Aven & Jensen (1999), la definicio´n del estado del sistema justo antes de
la falla depende de la informacio´n que se ten´ıa del mismo, de manera que es diferente si
se observan todas las componentes de un sistema coherente, o si so´lo se observa la falla
del sistema completo. En el primer caso el tiempo de vida de la componente reparada
esta´ asociado con el tiempo de vida residual del sistema. En el segundo caso la u´nica
informacio´n acerca de la condicio´n del sistema justo antes de la falla es la edad. As´ı, un
reparo mı´nimo en este caso significar´ıa reemplazar el sistema por otro de la misma edad
que au´n no ha fallado. Los reparos mı´nimos de este tipo son llamados reparos mı´nimos
de caja negra o estad´ısticos, mientras que los reparos mı´nimos sobre componentes son
llamados reparos mı´nimos f´ısicos.
Un ejemplo ilustrativo (Aven & Jensen 1999)
Considere un sistema simple en paralelo de dos componentes con tiempos de vida de
las componentes X1 y X2 independientemente distribuidos exponencial con para´metro
α = 1, donde so´lo se permite exactamente un reparo mı´nimo.
Reparo mı´nimo f´ısico. Despue´s de la falla en T = T1 = X1 ∨X2 la componente
que causo´ la falla del sistema es reparada mı´nimamente. Como los tiempos de vida
esta´n distribuidos exponencialmente, el tiempo de vida adicional es dado por una
variable aleatoria X3 tambie´n con distribucio´n exponencial e independiente de X1 y
X2. Despue´s del reparo mı´nimo, el tiempo de vida total T1+X3 tiene la distribucio´n
P (T1 + X3 > t) = e
−t (3t+ e−t) . (2-38)
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Reparo mı´nimo de caja negra. El tiempo de vida T = T1 = X1 ∨ X2 hasta
la primera falla del sistema tiene distribucio´n P (T1 ≤ t) = (1− e−t)2 y la tasa de
falla λ (t) = 2
[
1−exp (−t)
2−exp (−t)
]
. El tiempo de vida adicional T2 − T1 hasta la segunda
falla se asume que tiene la distribucio´n condicional
P (T2 − T1 ≤ x|T1 = t) = P (T1 ≤ t+ x| T1 > t) = 1− e−x2− e
−(t+x)
2− e−t . (2-39)
Integracio´n lleva a la distribucio´n del tiempo de vida total T2:
P (T2 − T1 ≤ x|T1 = t) = P (T1 ≤ t+ x| T1 > t) = 1− e−x
[
2− e−(t+x)
2− e−t
]
. (2-40)
Note que para el ejemplo se tiene el proceso de tasa de falla es λt = I (X1 ∧X2 ≤ t) en
el nivel de componentes y λ′ (t) = 2
[
1−exp (−t)
2−exp (−t)
]
en el nivel de caja negra. As´ı, se tienen
dos representaciones SSM del mismo proceso puntual simple I (T1 ≤ t), as´ı:
I (T1 ≤ t) =
∫ t
0
I (T1 > s) I (X1 ∧X2 ≤ s) ds + Mt
=
∫ t
0
I (T1 > s) 2
[
1− exp (−t)
2− exp (−t)
]
ds+ M ′t . (2-41)
El proceso N que cuenta el nu´mero de reparos mı´nimos sobre el nivel de componentes
es dado por:
Nt =
∫ t
0
I (X1 ∧X2 ≤ s) ds + Mt. (2-42)
Este es un proceso Poisson con retraso, cuya intensidad (de reparo) es igual a 1 despue´s de
la primera falla de componente. El proceso N ′ que cuenta el nu´mero de reparos mı´nimos
en el nivel de caja negra corresponde a:
N ′t =
∫ t
0
I (T1 > s) 2
[
1− exp (−t)
2− exp (−t)
]
ds + M ′t . (2-43)
Este es un proceso Poisson no homoge´neo con una intensidad que corresponde a la tasa
de falla ordinaria de T1. Mediante ca´lculos elementales se obtiene
E [Nt] = t− 1
2
(
1− e−2t) ≥ E [N ′t ] = t− ln (2− e−t) (2-44)
Para interpretar este resultado se debe sen˜alar que en el nivel de componentes so´lo se
repara la componente cr´ıtica que provoca la falla del sistema, mientras que en el nivel
de caja negra se sustituye el sistema por otro de la misma edad que au´n no ha fallado,
esto es, con ambas componentes funcionando.
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Para mayores detalles sobre los modelos de reparo mı´nimo se pueden consultar los si-
guientes textos Nakagawa (2005), Tadj, Ouali, Yacout & Ait-Kadi (2011).
El modelamiento de los reparos mı´nimos en sistemas coherentes observados al nivel de sus
componentes se ampliara´ en el siguiente cap´ıtulo. Por ahora se prestara´ especial atencio´n
a la definicio´n de los costos de garant´ıa denominados descontados, que se describen en
la siguiente seccio´n.
2.7. Costos de garant´ıa descontados y la pol´ıtica de
garant´ıa pro-rata (PRW)
En esta seccio´n se presentan los conceptos ba´sicos acerca de costos de garant´ıa descon-
tados, la pol´ıtica PRW y co´mo esta u´ltima afecta la estimacio´n de los costos de garant´ıa
descontados.
2.7.1. Costos de garant´ıa descontados
El ana´lisis de los costos de garant´ıa en el tiempo es u´til para descontar los costos a su
valor actual. Para ello se pueden utilizar varias funciones de descuento, una de las ma´s
comunes es la funcio´n exponencial. Bajo esta modalidad de descuento, el valor actual de
una cantidad C en un instante futuro t es dado por (Blischke & Murthy 1996)
Cd (t) = Ce−ρt (2-45)
donde d (t) es la funcio´n de descuento y ρ es la tasa de descuento. La ecuacio´n anterior
se puede usar para determinar los valores presentes en las garant´ıas no renovables, es
decir, aquellas que ofrecen un per´ıodo de garant´ıa que no es afectado por la sustitucio´n
o reparo del producto inicial. Bajo descuento, sea qd(t) la funcio´n de reembolso bajo
descuento para el tiempo t, entonces se define el reembolso esperado para el consumidor
en el instante t, denotado por E [qd (t)], como (Blischke & Murthy 1996)
E[qd (t)] = E[d (t) q (t)] =
∫ ∞
0
d (u) q (u) dF (u) , (2-46)
donde q (t) es la funcio´n de reembolso debido a una falla durante el periodo de garant´ıa
y F (t) es la funcio´n de distribucio´n acumulada de T . En principio, es posible usar otras
funciones de descuento. En general se pretende calcular los costos de descuento desde
la perspectiva del vendedor o fabricante, lo cual es relevante debido a que e´ste gene-
ralmente maneja un gran volumen de ventas, mientras que normalmente el comprador
so´lo adquiere un producto. Sin embargo, de una forma similar se pueden determinar los
costos descontados desde la perspectiva del comprador por cada producto.
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Hay dos me´todos usados para el descuento en el tiempo: el descuento continuo y el
descuento discreto. Para el primero la funcio´n de descuento es dada por d (t) = e−ρt y
para el segundo d (t) = 1/ (1 + ρ)t (Bai & Pham 2004).
2.7.2. Pol´ıtica PRW
Bajo esta pol´ıtica el fabricante se compromete a proporcionar un producto de reemplazo
o una reparacio´n del producto, a un costo pro-rata, esto es, a un costo proporcional al
tiempo de uso del producto, para cualquier producto que falle hasta alcanzar un tiempo
de vida de al menos W (Blischke & Murthy 1996).
La proporcionalidad puede ser una funcio´n lineal o no lineal de W − T , donde T es la
edad de falla y es menor que W . Dependiendo de la funcio´n de proporcionalidad, e´sta a
su vez define una familia de pol´ıticas PRW. La mayor´ıa de los neuma´ticos de automo´vi-
les y las bater´ıas se venden bajo la pol´ıtica PRW, donde al comprador se le ofrece el
reemplazo de un producto que fallo´ a un menor precio, sin la opcio´n de un reembolso en
efectivo (Blischke & Murthy 1996).
La pol´ıtica PRW requiere que los clientes este´n dispuestos a aceptar su parte de la
reparacio´n o el costo del reemplazo, de tal forma que el fabricante pague el excedente
(Thomas 2005). Esta pol´ıtica se aplica comu´nmente a los art´ıculos no reparables, sin
embargo, esta pol´ıtica podr´ıa ser utilizada para productos reparables debido a que (Wang
& Pham 2006):
i. Los consumidores podr´ıan estar dispuestos a compartir el costo de reparacio´n con
los emisores de garant´ıa por los beneficios que han recibido despue´s de la compra;
ii. Los emisores de garant´ıa tiene la opcio´n de ofrecer una garant´ıa ma´s amplia, que
puede ser ma´s atractiva para los consumidores, gracias a que parte de los costos
son compartidos con e´stos u´ltimos.
2.7.3. Costos de garant´ıa descontados para una po´liza PRW
Siguiendo a Bai & Pham (2004), para ilustrar algunos resultados considere un sistema en
serie con m componentes reparables y estad´ısticamente independientes, bajo una pol´ıtica
PRW con un per´ıodo de garant´ıa fijo W . Asuma que se monitorea el sistema al nivel de
sus componentes. El intere´s se concentra en obtener expresiones matema´ticas para los
costos esperados descontados y la varianza de tales costos.
Se sabe que un sistema en serie falla si y so´lo si cualquiera de sus componentes falla,
por tanto asumiendo que las fallas simulta´neas de las componentes son imposibles, cada
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vez que un sistema en garant´ıa falle antes de W , so´lo debe de haber una y so´lo una
componente en el sistema que ha fallado. Bajo la pol´ıtica PRW, la componente que fallo´ se
identifica y repara (por simplicidad, se supone que cada reparacio´n es instanta´nea), de
forma que el consumidor obtendra´ un reembolso en funcio´n del costo y la edad de la
componente que fallo´ en lugar del precio total del producto, se puede definir entonces
una funcio´n de reembolso, q (·), como sigue: Sea Sij , 0 ≤ Sij ≤ W , un tiempo de falla
del sistema correspondiente el j-e´simo tiempo de falla de la componente i, entonces, el
reembolso por garant´ıa debida a esta falla es dada por
q (Sij) = ci
(
1− Sij
W
)
. (2-47)
Sea d (·) la funcio´n de descuento y defina Zi (W ) , ∀i, i ∈ {1, . . . , m} como
Zi (W ) =
⎧⎪⎨⎪⎩
Ni(W )∑
j=1
q (Sij) d (Sij) si Ni (W ) ∈ {1, 2, . . .}
0 si Ni (W ) = 0
. (2-48)
El reembolso descontado total para un sistema en serie en garant´ıa se puede escribir
como
C (W ) =
m∑
j=1
Zi (W ) . (2-49)
3. Modelo de reparo m´ınimo y costos
de garant´ıa
En este cap´ıtulo se presentan en el marco teo´rico de los procesos martingala, algunos
resultados obtenidos por Gonza´lez & Bueno (2011) que sera´n utilizados en la propuesta
de construccio´n de bandas de confianza. Entre ellos se destaca la estimacio´n martingala
del costo medio de garant´ıa descontado para sistemas coherentes bajo reparo mı´nimo
f´ısico, la cual es insesgada y consistente, y que permite obtener un intervalo de confianza
aproximado del (1− γ) 100%.
Como se menciono´ previamente, reparar mı´nimamente un sistema (reparable) significa
restaurar su tasa de falla a la condicio´n inmediatamente anterior a la falla. La definicio´n
del estado del sistema inmediatamente antes de la falla depende considerablemente del
nivel de informacio´n que se tiene del estado del sistema y de sus componentes. As´ı, es posi-
ble distinguir dos tipos ba´sicos de reparo mı´nimo: reparo mı´nimo estad´ıstico (caja negra)
y reparo mı´nimo f´ısico. En el primer tipo, el reparo mı´nimo es equivalente a sustituir el
sistema completo por otro con la misma edad que ten´ıa el sistema antes de haber fallado.
En el segundo tipo se supone que el sistema es observado al nivel de sus componentes y el
reparo mı´nimo significa que so´lo es reparada la componente cr´ıtica que causo´ la falla del
sistema, de forma que e´ste u´ltimo vuelva a su condicio´n inmediatamente antes de la falla.
Asuma que sobre el sistema coherente se hacen reparos mı´nimos f´ısicos, esto es bajo la
aproximacio´n f´ısica del modelo de falla general presentado en la Seccio´n 2.3, suponga
que el sistema tiene m componentes, siendo T el tiempo de vida del sistema, Si el
tiempo de vida de la componente i, y N˜t el nu´mero de reparos mı´nimos del sistema
en el intervalo [0, t], definidos en un espacio de probabilidad completo (Ω,F , P ) con la
filtracio´n F = (Ft)t≥0,
Ft = σ
(
N˜s, I (Si > s) , 0 ≤ s ≤ t, i = 1, . . . , m
)
, (3-1)
esto es, el proceso de falla y reparo del sistema es observado al nivel de sus m compo-
nentes. Considere que las siguientes condiciones son va´lidas:
a) 0 < Si <∞ P -c.s., i = 1, . . . , m.
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b) Para todo i = j, P (Si = Sj) = 0, esto es, no hay dos componentes que fallen si-
multa´neamente.
c) Todos los tiempos de vida Si son Ft-tiempos de parada totalmente inaccesibles (por
tanto el tiempo de vida del sistema T es un Ft-tiempo de parada totalmente inaccesi-
ble) y consecuentemente, todos los compensadores A i de los procesos N it = I (Si ≤ t),
respectivamente, son continuos P -c.s.
Debido a que la condicio´n b) implica que los bloques de falla (conjuntos de componentes
que pueden fallar simulta´neamente) observables en un instante t constan de uno de
los m componentes (esto es, {i} , i = 1, . . . , m), se consideran los m (u´nicos P -c.s.)
compensadores A i correspondientes a los procesos de conteo simples N it = I (Si ≤ t),
obtenidos de la descomposicio´n de Doob-Meyer,
N it = A
i
t + M
i
t , M
i
t ∈M20, i = 1, . . . , m. (3-2)
Suponga que cada componente tiene una tasa de falla determin´ıstica λ i (t), el compen-
sador en la ecuacio´n anterior es dado por,
A it =
∫ t
0
I (Si > s)λ
i (s) ds <∞ P -c.s., i = 1, . . . , m. (3-3)
Sea Nt = I (T ≤ t). De la descomposicio´n de Doob-Meyer se tiene que,
Nt = At + Mt, Mt ∈M20. (3-4)
Asumiendo que en {T > t}, T tiene una Ft-intensidad λt, el compensador de Nt =
I (T ≤ t) es dado por
At =
∫ t
0
I{T>s}λsds <∞ P -c.s. (3-5)
La componente i contribuye a la falla del sistema despue´s de su nivel cr´ıtico Yi (Aven
& Jensen 1999), esto es, el primer instante despue´s del cual la falla de la componente
i causa la falla del sistema. Sean Kj, j = 1, . . . , r, los conjuntos de corte minimales del
sistema (r es el nu´mero total de e´stos conjuntos en el sistema), esto es, cada Kj es un
subconjunto mı´nimo de componentes cuya falla causa la falla del sistema (ver Barlow &
Proschan (1981)). Entonces, el nivel cr´ıtico Yi es el Ft-tiempo de parada
Yi = mı´n
j:i∈Kj
ma´x
u∈Kj−{i}
Su. (3-6)
Se adopta Yi = ∞ si la componente o el sistema falla antes de que tal componente sea
cr´ıtica, esto es, si Si ≤ Yi o T ≤ Yi. Como ninguna de las componentes falla simulta´nea-
mente, el sistema fallara´ en el instante t cuando la primera de las componentes cr´ıticas
falle en t. As´ı, se puede escribir el tiempo de vida del sistema como
T = mı´n
i:Yi<∞
Si, (3-7)
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Veamos co´mo se calculan los niveles cr´ıticos de las componentes en algunos de los siste-
mas previamente ilustrados en la Seccio´n 2.4.1, de acuerdo a la ecuacio´n (3-6).
Sistema de 3 componentes en paralelo. Teniendo en cuenta que el u´nico conjunto
de corte minimal en este sistema es K1 = {{1} , {2} , {3}} y aplicando (3-6) se obtiene
que:
Y1 = S2 ∨ S3, Y2 = S1 ∨ S3, Y3 = S1 ∨ S2. (3-8)
o en general,
Yi = ma´x
j =i
Sj, i, j = 1, 2, 3. (3-9)
Luego, so´lo sera´ cr´ıtica la componente que sobrevive a su nivel cr´ıtico, esto es, la com-
ponente i tal que Si > Yi.
Sistema 2 de 4. Teniendo en cuenta que los conjuntos de corte minimales en este
sistema son K1 = {{1} , {2} , {3}}, K2 = {{1} , {2} , {4}}, K3 = {{1} , {3} , {4}}, K4 =
{{2} , {3} , {4}}, y aplicando (3-6) se obtiene que:
Y1 = (S2 ∨ S3) ∧ (S2 ∨ S4) ∧ (S3 ∨ S4) ,
Y2 = (S1 ∨ S3) ∧ (S1 ∨ S4) ∧ (S3 ∨ S4) ,
Y3 = (S1 ∨ S2) ∧ (S1 ∨ S4) ∧ (S2 ∨ S4) ,
Y4 = (S1 ∨ S2) ∧ (S1 ∨ S3) ∧ (S2 ∨ S3) . (3-10)
o en general,
Yi = (Sj ∨ Sk) ∧ (Sj ∨ Sl) ∧ (Sk ∨ Sl) , j, k, l = i k, l = j, l = k. (3-11)
siendo cr´ıtica la componente que sobrevive a su nivel cr´ıtico, esto es, la componente i tal
que Si > Yi.
Respecto al proceso compensador en (3-5), siguiendo a Arjas (1981) se obtiene que bajo
las condiciones establecidas, el Ft-compensador de Nt es dado por
At =
m∑
i=1
[
A it∧T − A iYi
]+
P -c.s., (3-12)
donde [a]+ = ma´x {0, a}. De (3-3) y (3-12) se obtiene que:
At =
m∑
i=1
[∫ t∧T
0
I (Si > s)λ
i (s) ds−
∫ Yi
0
I (Si > s)λ
i (s) ds
]+
=
m∑
i=1
[A it ]+ , (3-13)
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donde A it =
∫ t∧T
0
I (Si > s)λ
i (s) ds − ∫ Yi
0
I (Si > s)λ
i (s) ds. Note que [A it ]+ > 0, si y
so´lo si Yi < t ∧ T (es decir Yi <∞). Luego,
At =
m∑
i=1
I (Yi < t ∧ T )
∫ t∧T
Yi
I (Si > s)λ
i (s) ds
=
m∑
i=1
∫ t∧T
0
I (Yi < t ∧ T ) I (Yi ≤ s) I (Si > s)λ i (s) ds
=
m∑
i=1
∫ t∧T
0
I (Yi < s) I (Si > s)λ
i (s) ds
=
m∑
i=1
∫ t
0
I (T > s) I (Si > s) I (Yi < s)λ
i (s) ds
=
m∑
i=1
∫ t
0
I (Yi < s < Si ∧ T )λ i (s) ds. (3-14)
De (3-7), note que para toda componente i tal que {Yi <∞}, se cumple que T ≤ Si y
Yi < Si. Luego, (3-14) se simplifica as´ı
At =
m∑
i=1
∫ t
0
I (Yi < s < T )λ
i (s) ds
=
m∑
i=1
∫ t
0
I (T > s) I (Yi < s)λ
i (s) ds
=
∫ t
0
I (T > s)
m∑
i=1
I (Yi < s)λ
i (s) ds. (3-15)
De (3-5) y (3-15) es claro que la Ft-intensidad del sistema en {T > t}, es dada por
λt =
m∑
i=1
I (Yi < t)λ
i (t) . (3-16)
Al tener en cuenta la historia acumulada en la filtracio´n F = (Ft)t≥0 el sistema es repara-
do mı´nimamente al nivel de sus componentes, y por tanto el proceso λt es reconstituido
a la condicio´n inmediatamente anterior a la falla del sistema, y por tanto, so´lo es repa-
rada mı´nimamente aquella componente cr´ıtica que causo´ la falla en el instante t. Por
tanto, el proceso que cuenta el nu´mero de reparos mı´nimos del sistema al nivel de sus
componentes en el intervalo [0, t], es dado por
N˜t =
∫ t
0
λsds + M˜t =
∫ t
0
m∑
i=1
I (Yi < s)λ
i (s) ds + M˜t
=
m∑
i=1
∫ t
0
I (Yi < s)λ
i (s) ds + M˜t, M˜t ∈ M20. (3-17)
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Los procesos de reparo mı´nimo en cada componente del sistema y los costos asociados
a cada reparo bajo una funcio´n de descuento, digamos Hi (s) , 0 ≤ s ≤ t una funcio´n
continua, acotada en [0, t] y decreciente, permiten estimar los costos de garant´ıa para
el sistema coherente en un periodo de tiempo dado. A continuacio´n se establecen los
procesos de costos descontados para un sistema coherente bajo reparo mı´nimo, observado
al nivel de sus componentes.
3.1. Costos de garant´ıa descontados para un sistema
coherente bajo reparo m´ınimo
Siguiendo a Gonza´lez & Bueno (2011), se presentan algunos resultados para la estimacio´n
de los costos de garant´ıa descontados de un sistema coherente observado al nivel de sus
componentes, bajo reparo mı´nimo.
3.1.1. Costos de garant´ıa en cada componente
Considere inicialmente, el proceso de reparo mı´nimo de la componente i, i = 1, . . . , m.
De (3-2) se tiene que N it = I (Si ≤ t) = A it + M it ,M i ∈ M20. Luego, si en cada tiempo
de falla Si se hace un reparo mı´nimo sobre la componente, el proceso de conteo de los
reparos mı´nimos en el intervalo [0, t] es un Proceso Poisson no Homoge´neo (NHPP) con
la descomposicio´n de Doob-Meyer (o representacio´n SSM), dada por
N˜ it =
∫ t
0
λ i (s) ds + M˜ it , M˜
i
t ∈M20 (3-18)
y por tanto el nu´mero esperado de reparos mı´nimos sobre la componente i en el intervalo
[0, t] es E[N˜ it ] =
∫ t
0
λ i (s) ds.
Sea Hi (t) una funcio´n determin´ıstica continua (y por tanto previsible) y decreciente por
ser una funcio´n de descuento, acotada e integrable en el intervalo [0, t], que corresponde
al costo descontado por reparo mı´nimo de la componente i en el tiempo t, tal que∫ t
0
Hi (s)λ
i (s) ds < ∞, ∀ 0 ≤ t < ∞, y sea B̂ it =
∑N˜ it
j=1 Hi (Sij), el proceso de costo
de los reparos mı´nimos de la componente i, donde Sij es el tiempo del j-e´simo reparo
mı´nimo de la componente i, y Si1 = Si. Como la funcio´n Hi (t) es previsible y acotada
en el intervalo [0, t], y E[N˜ it ] =
∫ t
0
λ i (s) ds < ∞, entonces el proceso ∫ t
0
Hi (s) dM˜
i
s es
una Ft-martingala cuadrado integrable de media cero (Fleming & Harrington 1991), y
por tanto el Ft-compensador de B̂ it es
B it =
∫ t
0
Hi (s)λ
i (s) ds <∞, ∀ 0 ≤ t <∞. (3-19)
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Los procesos anteriores esta´n definidos para todo ω ∈ Ω. De aca´ en adelante considere
la siguiente particio´n en las realizaciones de Si (ω),
C i = {ω ∈ Ω : Si (ω) > Yi (ω)} y C i = {ω ∈ Ω : Si (ω) ≤ Yi (ω)} , (3-20)
con Yi el nivel cr´ıtico para la componente i, definido en (3-6). Sean N
i∗
t y N
i∗∗
t los
procesos N it restringidos a C i y C i respectivamente, esto es
N i∗t (ω) = I
(
ω ∈ C i)N it (ω) y N i∗∗t (ω) = I (ω ∈ C i)N it (ω) , (3-21)
de manera que
E[N it ] = E[N
i∗
t ] + E[N
i∗∗
t ] = P (Si > Yi, Si ≤ t) + P (Si ≤ Yi, Si ≤ t)
= P (Si > Yi)P (Si ≤ t|Si > Yi) + P (Si ≤ Yi)P (Si ≤ t|Si ≤ Yi)
= P (Si > Yi)E [N
i
t
∣∣Si > Yi] + P (Si ≤ Yi)E [N it ∣∣Si ≤ Yi]. (3-22)
En particular, interesa el proceso de falla restringido a C i, es decir, el proceso N i∗t que
indica la falla de la componente i cuando e´sta es cr´ıtica para el sistema, lo que implica
una falla del sistema coherente bajo las condiciones previamente asumidas.
Teorema 3.1. (Gonza´lez & Bueno 2011) El proceso indicador N it = I (Si ≤ t) en
C i, (N i∗t )t≥0, tiene como Ft-compensador al proceso
A i∗t =
∫ t
Yi
I (Si > s)λ
i (s) ds
=
∫ t
0
I (Si > s) I (Yi ≤ s)λ i (s) ds <∞, ∀ 0 ≤ t <∞, P -c.s. (3-23)
Nota 3.1. Observe que
E[N it |Si > Yi] = E[A i∗t |Si > Yi] = E
[∫ t
Yi
I (Si > s)λ
i (s) ds
∣∣∣∣Si > Yi] (3-24)
Corolario 3.1. (Gonza´lez & Bueno 2011) Sea N˜ it el proceso que cuenta el nu´mero de
reparos mı´nimos de la componente i en [0, t] y Hi (t) la respectiva funcio´n del costo
descontado en el tiempo t, una funcio´n determin´ıstica, continua, acotada e integrable en
el intervalo [0, t], tal que
∫ t
0
Hi (s)λ
i (s) ds < ∞, ∀ 0 ≤ t < ∞ y B̂ it =
N˜ it∑
j=1
H (Sij), el
proceso de costo por reparo mı´nimo de la componente i. En C i tenemos que,
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i. El Ft-compensador de N˜ it es el proceso
A˜ i∗t =
∫ t
Yi
λ i (s) ds =
∫ t
0
I (Yi < s)λ
i (s) ds <∞, ∀ 0≤t<∞ P -c.s. (3-25)
ii. El Ft-compensador de B̂ it es el proceso
B i∗t =
∫ t
Yi
Hi (s)λ
i (s) ds =
∫ t
0
I (Yi < s)Hi (s)λ
i (s) ds <∞, ∀ 0≤t<∞, P -c.s.
(3-26)
Nota 3.2. Para cada i = 1, . . . , m, y ω ∈ C i, el proceso B it (ω) dado en (3-19)
restringido a C i es igual al proceso B i∗t (ω) dado en (3-26).
A continuacio´n se establecen los procesos de variacio´n previsibles para el proceso de
desviaciones B̂ it −B it , asociado a la componente i, cuando e´sta es cr´ıtica para el sistema.
Proposicio´n 3.1. (Gonza´lez & Bueno 2011) Sean Hi (t) i = 1, . . . , m, funciones conti-
nuas, acotadas e integrables en [0, t], tales que
m∑
i=1
∫ t
0
H2i (s)λ
i (s) ds <∞, ∀ 0 ≤ t <∞. (3-27)
Considere una realizacio´n fija ω y el conjunto CΦ (ω) = {i ∈ {1, . . . , m} : Si (ω) > Yi (ω)}
de las componentes que son cr´ıticas para el sistema en tal realizacio´n. Para i ∈ CΦ (ω),
esto es, para tales componentes cr´ıticas los procesos
(
B̂ it − B it
)
t≥0
son Ft-martingalas
ortogonales y cuadrado integrables de media cero, con proceso de variacio´n previsible(
〈B̂ i −B i〉t
)
t≥0
igual al proceso
〈R i〉t = 〈B̂ i −B i∗〉t =
∫ t
Yi
H2i (s)λ
i (s) ds =
∫ t
0
H2i (s) I (Yi < s)λ
i (s) ds (3-28)
Basados en los resultados anteriores que aplican a cada componente del sistema, siempre
y cuando e´sta sea cr´ıtica para el mismo, se definen los procesos del nu´mero de reparos
mı´nimos y de los costos correspondientes para un sistema coherente.
3.1.2. Costos de garant´ıa para el sistema coherente
Definicio´n 3.1. Para un resultado fijo ω ∈ Ω, sea
CΦ (ω) = {i ∈ {1, . . . , m} : Si (ω) > Yi (ω)} , (3-29)
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el conjunto de las componentes que sobreviven a su nivel cr´ıtico, y por tanto, aquellas
sobre las cuales el sistema sera´ reparado mı´nimamente. Para cada i = 1, . . . , m, sea C i
una variable indicadora, tal que,
C i (ω) =
{
1 si i ∈ CΦ (ω)
0 en otro caso.
(3-30)
Entonces, el nu´mero de reparos mı´nimos del sistema, en el intervalo [0, t] es igual a
N˜t (ω) =
∑
i∈CΦ(ω)
N˜ it (ω) =
m∑
i=1
C i (ω) N˜ it (ω) . (3-31)
mientras que el proceso de costo correspondiente, es dado por
B̂t (ω) =
∑
i∈CΦ(ω)
B̂ it (ω) =
m∑
i=1
C i (ω) B̂ it (ω) , (3-32)
La definicio´n anterior establece el costo de los reparos mı´nimos de un sistema coherente
como la suma de los costos de los reparos mı´nimos de aquellas componentes que en una
realizacio´n dada, son cr´ıticas para el sistema.
Nota 3.3. Note que C i (ω) = 1 ⇐⇒ ω ∈ C i dado en (3-20) y adicionalmente, para
cada realizacio´n o resultado ω ∈ Ω, las variables indicadoras C i (ω), i = 1, . . . , m, son
constantes en [0, t]. Luego, si C i (ω) = 0, B̂ is = 0, ∀ 0 ≤ s ≤ t P -c.s., esto significa
que en cada realizacio´n del proceso de falla/reparo del sistema, so´lo son observados los
procesos de reparo/costo sobre aquellas componentes que fallan despue´s de sus niveles
cr´ıticos. As´ı, para cada realizacio´n, el proceso de reparo/costo del sistema coherente con
estructura Φ es equivalente al respectivo proceso para un sistema con una estructura en
serie formado por las componentes que en la realizacio´n resultan cr´ıticas para el sistema.
Definicio´n 3.2. Suponga que
m∑
i=1
∫ t
0
Hi (s)λ
i (s) ds <∞, ∀ 0 ≤ t <∞. (3-33)
Para un resultado fijo ω ∈ Ω, sea el proceso,
Bt (ω) =
∑
i∈CΦ(ω)
B it (ω) =
m∑
i=1
C i (ω)B it (ω) (3-34)
Siguiendo a Karr (1991), definimos como el Ft-estimador martingala del proceso B it (ω),
i = 1, . . . , m, en C i, respectivamente, al proceso,
B̂ it (ω) =
∫ t
0
Hi (s) dN˜
i
s (ω) , en C i. (3-35)
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Luego, para un resultado fijo ω ∈ Ω, definimos como el Ft-estimador martingala del
proceso Bt en (3-34), al proceso B̂t (ω), dado en (3-32).
Corolario 3.2. (Gonza´lez & Bueno 2011) Considere un resultado o realizacio´n fija ω ∈
Ω y el conjunto CΦ (ω) correspondiente. Sean Hi (t) i = 1, . . . , m, funciones continuas,
acotadas e integrables en [0, t] que satisfacen (3-27), y los procesos (B̂t)t≥0 y (Bt)t≥0,
definidos en (3-32) y (3-34), respectivamente. Entonces el proceso
(Rt)t≥0 =
(
B̂t − Bt
)
t≥0
, (3-36)
es una Ft-martingala cuadrado integrable de media cero, con proceso de variacio´n previ-
sible
(
〈B̂ −B〉t
)
t≥0
dado por
〈R〉t = 〈B̂ −B〉t =
∑
i∈CΦ(ω)
∫ t
Yi
H2i (s)λ
i (s) ds
=
∑
i∈CΦ(ω)
∫ t
0
H2i (s) I (Yi < s)λ
i (s) ds
=
m∑
i=1
C i (ω)
∫ t
0
H2i (s) I (Yi < s)λ
i (s) ds. (3-37)
Nota 3.4. De (3-37), tenemos que el valor esperado del proceso de variacio´n previsible
asociado al costo de los reparos mı´nimos del sistema, es
E[〈B̂ −B〉t] =
m∑
i=1
P (Si > Yi)E
[∫ t
Yi
H2i (s)λ
i (s) ds
∣∣∣∣Si > Yi] . (3-38)
Teniendo en cuenta que el objetivo es estimar el costo esperado de los reparos mı´nimos
realizados sobre el sistema en el intervalo [0, t], esto es
B∗ (t) = E
[
B̂t
]
. (3-39)
Entonces, de las Definiciones 3.1 y 3.2, y por el Corolario 3.2, se tiene que,
B∗ (t) = E[B̂t] = E[Bt] = E
⎡⎣ ∑
i∈CΦ(ω)
Bit
⎤⎦ = E [ m∑
i=1
CiBit
]
=
m∑
i=1
P (Si > Yi)E
[∫ t
Yi
Hi (s)λ
i (s) ds
∣∣∣∣Si > Yi]
=
m∑
i=1
Bi∗ (t) , (3-40)
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con
Bi∗ (t) = P (Si > Yi)E
[∫ t
Yi
Hi (s)λ
i (s) ds
∣∣∣∣Si > Yi] , (3-41)
que corresponde al costo esperado de los reparos mı´nimos relativos a la componente i.
A continuacio´n, con base en los resultados anteriores, se establece un modelo de estima-
cio´n basado en una muestra aleatoria de n sistemas ide´nticos (o n copias independientes
del proceso).
3.2. Modelo de estimacio´n para una muestra de n
sistemas ide´nticos
Considere n copias independientes del proceso m-variado
(
B̂ it , C
i, i = 1, . . . , m
)
t≥0
. Es
decir, para cada t ≥ 0, las sucesiones
(
B̂
i(j)
t , C
i(j), i = 1, . . . , m
)
, 1 ≤ j ≤ n, son indepen-
dientes e ide´nticamente distribuidas (iid) como
(
B̂ it , C
i, i = 1, . . . , m
)
. Para j = 1, . . . , n,
sea CΦ(j) = {i ∈ {1, . . . , m} : S (j)i > Y (j)i }, el conjunto de las componentes cr´ıticas para
el j-e´simo sistema observado, donde S
(j)
i y Y
(j)
i , son, respectivamente, el primer tiempo
de falla de la componente i y su nivel cr´ıtico. Entonces el costo por reparos mı´nimos
observado para el j-e´simo sistema o copia del proceso, es
B̂
(j)
t =
∑
i∈CΦ(j)
B̂
i(j)
t =
m∑
i=1
C i(j)B̂
i(j)
t , (3-42)
y su proceso compensador es (por el Corolario 3.2),
B
(j)
t =
∑
i∈CΦ(j)
B
i(j)
t =
m∑
i=1
C i(j)B
i(j)
t =
m∑
i=1
C i(j)
∫ t
Y
(j)
i
Hi (s)λ
i (s) ds. (3-43)
Para las n copias, obtenemos los siguientes procesos medios,
B̂
(n)
t =
1
n
n∑
j=1
B̂
(j)
t =
1
n
n∑
j=1
m∑
i=1
C i(j)B̂
i(j)
t =
1
n
n∑
j=1
m∑
i=1
C i(j)
∫ t
0
Hi (s) dN˜
i(j)
s , (3-44)
B
(n)
t =
1
n
n∑
j=1
B
(j)
t =
1
n
n∑
j=1
m∑
i=1
C i(j)B
i(j)
t =
1
n
n∑
j=1
m∑
i=1
C i(j)
∫ t
Y
(j)
i
Hi (s)λ
i (s) ds. (3-45)
Sean
B̂
i(n)
t =
1
n
n∑
j=1
C i(j)B̂
i(j)
t y B
i(n)
t =
1
n
n∑
j=1
C i(j)B
i(j)
t . (3-46)
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Entonces, de (3-44), (3-45) y (3-46), se tiene tambie´n que
B̂
(n)
t =
m∑
i=1
B̂
i(n)
t y B
(n)
t =
m∑
i=1
B
i(n)
t . (3-47)
Para cada i = 1, . . . , m, se propone a B̂
i(n)
t como Ft-estimador martingala para el costo
medio de los reparos mı´nimos de sistema, relativos a la componente i.
Teorema 3.2. (Gonza´lez & Bueno 2011) Para cada i = 1, . . . , m, sea
B i∗ (t) = P (Ti > Yi)E
[∫ t
Yi
Hi (s)λ
i (s) ds
∣∣∣∣Ti > Yi] (3-48)
Entonces, bajo las condiciones en la Proposicio´n 3.1, B̂
i(n)
t es un estimador insesgado y
consistente para el costo medio de los reparos mı´nimos debido a la componente i, B i∗ (t).
Teorema 3.3. (Gonza´lez & Bueno 2011)
i. B̂
(n)
t es un estimador insesgado y consistente para B
∗ (t).
ii. Un estimador insesgado y consistente para Var
[
B̂
(n)
t
]
es
V̂ar
[
B̂
(n)
t
]
=
1
n
m∑
i=1

2 i(n)
t . (3-49)
con

2 i(n)
t =
1
n− 1
n∑
j=1
[
C i(j)
(
B̂
i(j)
t − B̂ i(n)t
)]2
=
(
n
n− 1
)
1
n
n∑
j=1
Ci(j)
[(
B̂
i(j)
t − Bi∗ (t)
)2
−
(
B̂
i(n)
t −Bi∗ (t)
)2]
. (3-50)
iii. Un intervalo de confianza aproximado del (1− γ) 100% para B∗ (t), con la siguiente
expresio´n
B̂
(n)
t ± Zγ/2
√√√√ m∑
i=1

2i(n)
t
n
, (3-51)
donde, Zγ/2 es el cuantil (1− γ/2) de la distribucio´n normal esta´ndar.
A pesar de obtener en (3-51), un conjunto de l´ımites de confianza puntuales aproximados
del (1− γ) 100% en el intervalo [0, t], e´stos no forman una banda de confianza simulta´nea
del (1− γ) 100%. De ah´ı que, un problema de intere´s consiste en establecer bandas de
confianza para el costo esperado de garant´ıa del sistema coherente, que ayuden en la
toma de decisiones. En el cap´ıtulo siguiente se propone un me´todo de construccio´n de
bandas de confianza.

4. Bandas de confianza para el costo
medio descontado de garant´ıa
En este cap´ıtulo se presentan inicialmente algunas definiciones importantes tales como
la definicio´n general de bandas de confianza para funciones y una generalizacio´n de la
convergencia de´bil de distribuciones denominada aproximacio´n de´bil de distribuciones
(Belyaev 2000). Luego, se establecen algunas propiedades importantes de los procesos de
costos de garant´ıa descontados que permiten probar las condiciones necesarias para la
aplicacio´n de un teorema de l´ımite central de remuestreo (CLRT) propuesto por Belyaev
(2000). Todo lo anterior soporta la propuesta de un me´todo basado en remuestreo para
construir bandas de confianza del costo medio de garant´ıa descontado para sistemas
coherentes bajo reparo mı´nimo, observados al nivel de sus componentes.
4.1. Bandas de confianza para funciones
Suponga que el objetivo es estimar una funcio´n f (t) en un intervalo [0, t] y que se quiere
acotar la funcio´n f (t) sobre ese intervalo. Esto es, para una probabilidad de cobertura
dada 1− γ, encontrar dos funciones aleatorias b1 (s) y b2 (s) con la propiedad que
P (b1 (t) ≤ f (t) ≤ b2 (t) , ∀ s ∈ [0, t]) ≈ 1− γ, (4-1)
Excepto para funciones que tengan una estructura muy simple, en general no se ob-
tienen bandas de confianza con una probabilidad de cobertura exactamente de 1 − γ
(Knowles 1988).
Sea
(
f̂
(n)
t
)
t≥0
un estimador de la funcio´n f (t) basado en una muestra aleatoria de
taman˜o n, entonces la convergencia de´bil de procesos de la forma
√
n
(
f̂
(n)
t − f (t)
)
proporciona un me´todo general para calcular bandas de confianza para la funcio´n f (t)
(Fleming & Harrington 1991). Cuando
√
n
(
f̂
(n)
t − f (t)
)
converge en distribucio´n (
w−→)
en el intervalo [0, t] a un proceso l´ımite Q, entonces el Teorema de Mapeo Continuo (ver
Teorema A.2 en el Ape´ndice A.2) implica que
sup
0≤s≤t
√
n
∣∣∣f̂ (n)s − f (s)∣∣∣ w−→ sup
0≤s≤t
|Q (s)| . (4-2)
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Si qγ (t) satisface
P
(
sup
0≤s≤t
|Q (s)| ≤ qγ (t)
)
≈ 1− γ, (4-3)
donde qγ (t) representa el cuantil 1 − γ de la distribucio´n de sup
0≤s≤t
|Q (s)|. Entonces,
asinto´ticamente,
P
(
sup
0≤s≤t
√
n
∣∣∣f̂ (n)s − f (s)∣∣∣ ≤ qγ (t)) ≈ 1− γ. (4-4)
Luego, el objetivo en la construccio´n de las bandas de confianza simulta´neas es ahora
encontrar a qγ (t) que garantice la probabilidad de cobertura deseada a lo largo de un
intervalo [0, t].
Las bandas de confianza simulta´neas basadas en sup0≤s≤t
√
n
∣∣∣f̂ (n)s − f (s)∣∣∣, sera´n u´ti-
les so´lo cuando las condiciones suficientes para la convergencia de
√
n
∣∣∣f̂ (n)t − f (t)∣∣∣
sobre intervalos razonables [0, t] no sean muy restrictivas, cuando qγ (t) resulte fa´cil
de calcular y cuando las bandas obtenidas tengan propiedades atractivas (Fleming &
Harrington 1991).
En el caso de la estimacio´n del costo medio descontado bajo reparo mı´nimo para un siste-
ma coherente observado al nivel de las componentes, B∗ (t), se tienen condiciones genera-
les para la convergencia de´bil (Gonza´lez & Bueno 2011), pero el ca´lculo de qγ (t) requiere
determinar el proceso l´ımite sup0≤s≤t |Q (s)| al que converge sup0≤s≤t
√
n
∣∣∣B̂s − B (s)∣∣∣, lo
cual no resulta sencillo cuando so´lo se cuenta con una muestra de n sistemas. Por tanto se
propone usar me´todos computacionales intensivos basados en remuestreo propuestos por
Belyaev (2000) y Belyaev & Seleznjev (2000), los cuales utilizan resultados generalizados
de la convergencia de´bil de procesos, los cuales se enuncian a continuacio´n.
4.2. Aproximacio´n de´bil de distribuciones
En esta seccio´n se presentan las principales definiciones y resultados de convergencia
de´bil en el contexto de los me´todos de remuestreo, en los cuales el concepto de conver-
gencia de distribuciones es generalizado por el de aproximacio´n de´bil de distribuciones.
Siguiendo a Belyaev (2000), sean {L (Un)}n≥1 y {L (Vn)}n≥1 dos sucesiones de distribu-
ciones de variables aleatorias Un y Vn con valores en Hn, donde Hn es un espacio me´trico
con una me´trica dn. Adema´s, sea Cb (Hn, dn) el conjunto de todas las funciones reales
continuas y acotadas en Hn.
Definicio´n 4.1. (Belyaev 2000) Las distribuciones {L (Un)}n≥1 aproximan de´bilmente
a {L (Vn)}n≥1, denotado por wa←→, si para cualquier funcio´n h = h (·) ∈ Cb (Hn, dn) se
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tiene que
E [h (Un)]− E [h (Vn)]→ 0, n→∞. (4-5)
Lo anterior se abrevia como L (Un) wa←→ L (Vn), n→∞.
Si todos los Vn son iguales, Vn = V0, n = 1, 2, . . ., entonces este tipo de convergencia
coincide con la conocida convergencia de´bil L (Un) w−→ L (V0), n→∞ (Shiryaev 1996).
A continuacio´n se considera el caso donde las distribuciones son aleatorias. Sea Wn un
espacio me´trico y sean (Un,Wn) un par de variables aleatorias, Un ∈ Hn,Wn ∈ Wn,
definidas en el mismo espacio de probabilidad, n = 1, 2, . . . (Un y Wn puede ser variables
aleatorias dependientes). Suponga que la distribucio´n condicional L (Un|Wn) de Un dado
Wn existe. Las distribuciones L (Un|Wn) son distribuciones aleatorias, n = 1, 2, . . ..
Definicio´n 4.2. (Belyaev 2000) Las distribuciones aleatorias {L (Un|Wn)}n≥1 aproxi-
man de´bilmente a {L (Vn)}n≥1 en probabilidad, denotado por
wa(P )←→, si para cualquier
h ∈ Cb (Hn, dn) se cumple que E [h (Un)|Wn] − E [h (Vn)] P−→ 0, n → ∞, donde P−→
denota convergencia en probabilidad, y se escribe L (Un|Wn) wa(P )←→ L (Vn), n→∞.
Bajo ciertos supuestos adicionales sobre {L (Vn)}n≥1 la aproximacio´n de´bil implica la
convergencia en algunas me´tricas en espacios de distribuciones (Belyaev & Sjo¨stedt-
De Luna 2000).
Definicio´n 4.3. (Belyaev 2000) Sea Hn un espacio lineal, n = 1, 2, . . ., es decir, contiene
las formas lineales
∑
i cixi, ci ∈ R, xi ∈ Hn. Suponga que existe 0 ∈ Hn, tal que 0+x = x
para cualquier x ∈ Hn. Entonces, la sucesio´n {Yn}n≥1 de variables aleatorias de valor en
Hn convergen bajo la me´trica dn en probabilidad a cero, si dn (Yn, 0) P−→ 0, n→∞, y se
escribe Yn
P−→
w
0, n→∞.
A continuacio´n se introduce el concepto de estabilidad de la aproximacio´n de´bil. Para
ello considere adema´s de las variables Un y Vn, la variable Zn definida en el mismo espacio
de probabilidad de Un, n = 1, 2, . . . As´ı, todas las variables definidas toman valor en Hn.
Lema 4.1. (Belyaev 2000) Sean Un, Zn,Wn y Vn definidas como antes. Suponga que
L (Un|Wn) wa(P )←→ L (Vn), y que Zn P−→
w
0, n→∞. Entonces,
L (Un + Zn|Wn) wa(P )←→ L (Vn) , n→∞. (4-6)
Una prueba es dada en Belyaev (1996a) para R1, y en Belyaev & Sjo¨stedt-De Luna
(2000) para Hn.
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Mediante la nocio´n de aproximacio´n de´bil, es posible establecer una variante del Teorema
de L´ımite Central (TLC) de Lyapunov para Rk.
Sea Un = {U1n, . . . ,Unn}, n = 1, 2, . . ., un arreglo triangular de vectores aleatorios,
independientes para cada n, Uin = (U1in, . . . , Ukin)
T , donde AT es la traspuesta de la
matriz A, (i, n) ∈ T = {(i′, n′) : i′ = 1, . . . , n′; n′ = 1, 2, . . .}, y sean U·n =
∑n
i=1 Uin,
μhin = E [Uhin] y C·n = 1n
∑n
i=1C in, con C in = V [Uin] las matrices de covarianzas
entre las k variables de cada vector del arreglo Uin, i = 1, . . . , n.
Teorema 4.1. (Belyaev 2000) (TLC en Rk) Suponga que para algunas constantes δ > 0
y c = c (2 + δ) <∞, E |√nUhin|2+δ ≤ c para todo (i, n) ∈ T . Entonces se cumple que:
L (√n (U·n − µ·n)) wa↔ Nk (0k,C·n) , n→∞. (4-7)
Aqu´ı µ·n =
∑n
i=1 E [Uin] y Nk
(
0k,C·n
)
es la distribucio´n normal k-dimensional con
media cero y matriz de covarianzas C·n > 0. Se admite que el rango de C·n puede ser
menor que k. Si
∣∣C·n∣∣ > 0 entonces existe la matriz inversa C−1·n = (cghn ).
Corolario 4.1. (Belyaev 2000) Si los supuestos del Teorema 4.1 se cumplen y existe
C−1·n , n = 1, 2, . . . tal que supn
∑k
g=1 c
gg
n <∞ entonces, cuando n→∞,
sup
(Z1,...,Zk)
∣∣∣∣∣∣∣∣P
[
√
n
n∑
i=1
(Uhin − μhin) ≤ Zh, h = 1, . . . , k
] N˜∑
i=1
− 1
(2π)k/2
∣∣C·n∣∣1/2
∫ Z1
−∞
· · ·
∫ Zk
−∞
exp
(
−1
2
k∑
g=1
k∑
h=1
cghn ygyh
) N˜∑
i=1
dy1 . . . dyk
∣∣∣∣∣∣∣∣→ 0. (4-8)
En lo que sigue se introduce el Teorema de L´ımite Central de Remuestreo (CLRT). Para
ello considere la siguiente notacio´n relacionada con el remuestreo (muestreo aleatorio
simple con reemplazo) de n valores observados de variables aleatorias.
Sean J1n, . . . , J

nn, n variables aleatorias iid con P
 [Jin = h] = 1/n, h = 1, . . . , n, donde
las Jin representan a los ı´ndices de las observaciones que de la muestra inicial fueron
tomadas aleatoriamente con reemplazo. Note que las variables aleatorias J1n, . . . , J

nn se
pueden simular fa´cilmente. Considere Nhn =
∑n
i=1 I (J

in = h), el nu´mero de veces que
la observacio´n h resulta en la remuestra. Se tiene E [Nhn] = 1, E
[
(Nhn)
2] = 1 − 1/n
y E
[(
Ngn − 1
)
(Nhn − 1)
]
= −1/n, g = h, g, h = 1, . . . , n. Se utiliza “” para resaltar
que las variables aleatorias Jhn y sus valores j

hn esta´n relacionados u´nicamente con la
aleatoriedad simulada.
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A continuacio´n se establecen dos variantes del CLRT, en las cuales se establece que
cuando n→∞ lo que se observa en la distribucio´n de las remuestras converge a lo que
se observar´ıa en la distribucio´n de copias independientes de un conjunto de sistemas.
Considere Un = {U1n, . . . ,Unn} un esquema triangular de variables aleatorias vectoriales
Uin ∈ Rk, (i, n) ∈ T previamente introducido en el Teorema 4.1. Sea la variable aleatoria
vectorial
U0·n :=
n∑
i=1
(Nin − 1)Uin. (4-9)
Teorema 4.2. (Belyaev 2000) (CLRT en Rk) Suponga que los supuestos del Teorema
4.1 son va´lidos y E [Uhin] = μhn, es decir, no depende de i. Entonces, se cumple que
L (U0·n ∣∣Un) wa(P )←→ L (U·n − µ·n) , n→∞. (4-10)
El siguiente Corolario establece que el ca´lculo de valores de la distribucio´n basado en
remuestreo es consistente.
Corolario 4.2. (Belyaev 2000) Bajo los supuestos del Corolario 4.1
sup
Z∈Rk
∣∣P (U0·n ≤ Z∣∣Un)− P (U·n − µ·n ≤ Z)∣∣ P−→ 0, n→∞. (4-11)
Las pruebas del Teorema 4.2 y del Corolario 4.2 se dan en Belyaev (1996b), y Belyaev
& Sjo¨stedt-De Luna (2000).
La distribucio´n condicional de U0·n dado Un se puede obtener mediante la simulacio´n
de G copias de {J1n, . . . , Jnn}. Luego, los resultados de tal simulacio´n {Jr1n, . . . , Jrnn},
r = 1, . . . , G, se pueden utilizar para aproximar L (U0r·n ∣∣Un). Para cada r = 1, . . . , G,
se hallan los procesos U0r·n =
∑n
i=1 (N
r
in − 1)uin, con Nrin =
∑n
h=1 I (J
r
hn = i) que repre-
senta el nu´mero de veces que la i-e´sima observacio´n inicial fue seleccionada en la r-e´sima
remuestra, y uin es el valor dado de Uin, i = 1, . . . , n. Entonces, para cualquier conjunto
de Borel A ⊂ Rk se tiene que
1
G
G∑
r=1
I
(
U0r·n ∈ A
) P−→ P (U0r·n ∈ A∣∣Un) , G→∞. (4-12)
Para evaluar la precisio´n de algunos estimadores no parame´tricos, es necesario conside-
rar espacios ma´s generales que Rk. Por ejemplo, en muchos modelos estad´ısticos no pa-
rame´tricos vale la pena tener en cuenta al espacio de Skorokhod D [0, t] , t > 0, de las lla-
madas funciones cadlag, es decir, el conjunto de todas las funciones reales v (·) definidas en
[0, t] tales que para cualquier s ∈ (0, t) existen valores l´ımite v (s± 0) = l´ımh↓0 v (s± h)
y v (s) = v (s + 0) (Belyaev 2000).
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El siguiente Teorema establece condiciones para que la distribucio´n basada en remuestreo
se aproxime de´bilmente en probabilidad a la distribucio´n real a la que convergen los
procesos cadlag, cuando n→∞.
Teorema 4.3. (CLRT en el espacio de Skorokhod). Sea Un = {U1n (t) , . . . , Unn (t)} un
arreglo triangular de variables aleatorias de valor en D[0, t], las cuales son independientes
para cada n = 1, 2, . . .. Sea U·n (t) =
∑n
i=1 Uin (t). Suponga que E [Uin (s)] = μn (s) , i =
1, . . . , n, s ∈ [0, t] y que existen constantes positivas c1, c2, c3 y δ > 0 tales que para todo
0 ≤ t1 ≤ s ≤ t2 ≤ t.
C-1. nE[(Ujn (t2)− Ujn (t1))2] ≤ c1 (t2 − t1)(1+δ)/2,
C-2. n2E[(Ujn (s)− Ujn (t1))2 (Ujn (t2)− Ujn (s))2] ≤ c2 |t2 − t1|1+δ, y
C-3. E
[
|√nUjn (s)|2+δ
]
≤ c3.
Entonces, se tiene que
L
(
n∑
j=1
(
Njn − 1
)
Ujn (·)
∣∣∣∣∣Un
)
wa(P )←→ L (U·n (·)− μn (·)) , n→∞. (4-13)
La prueba del Teorema 4.3 es dada en Belyaev & Seleznjev (2000).
Las condiciones C-1, C-2 y C-3 del Teorema anterior garantizan directamente la tirantez
(tightness) uniforme de los procesos U0·n (t) =
∑n
j=1
(
Njn − 1
)
Ujn (t) y U·n (t) (Belyaev
& Seleznjev 2000, Billingsley 1999), que es un paso esencial en la convergencia de´bil de
procesos en D [0, t].
A continuacio´n se establecen algunas propiedades de los costos de garant´ıa desconta-
dos para un sistema coherente bajo reparo mı´nimo f´ısico, que permitira´n validar las
condiciones del Teorema 4.3.
4.3. Propiedades de los procesos de costos de garant´ıa
descontados
Las caracter´ısticas de los procesos definidos en la Seccio´n 3.1, ayudan a establecer al-
gunas propiedades que permitira´n verificar las condiciones para la aplicacio´n del CLRT
(Teorema 4.3).
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Considere el proceso de costos de reparos mı´nimos asociado a una realizacio´n (j) del
proceso, B̂
(j)
t , dado en (3-42), y a la funcio´n del costo medio por reparos mı´nimos B
∗ (t),
dado en (3-40). Defina el siguiente proceso de desviaciones entre el costo medio y el costo
estimado por reparos mı´nimo en el sistema,
B̂
(j)
t −B∗ (t) , (4-14)
Note que de acuerdo al Corolario 3.2, B∗ (t) no corresponde al compensador del estima-
dor martingala B̂
(j)
t , observado en la j-e´sima copia del proceso, ya que este rol lo cumple
el proceso B
(j)
t dado en (3-43).
Lo anterior permite descomponer el proceso de desviaciones en (4-14) de la siguiente
forma:
B̂
(j)
t −B∗ (t) =
(
B̂
(j)
t −B (j)t
)
+
(
B
(j)
t − B∗ (t)
)
= R
(j)
t + D
(j)
t , (4-15)
donde, R
(j)
t = B̂
(j)
t −B (j)t es el proceso martingala dado en (3-36) observado en la j-e´sima
copia del proceso de costos y
D
(j)
t = B
(j)
t −B∗ (t) (4-16)
es un proceso continuo P -c.s. obtenido como la diferencia entre (3-43) y (3-40).
A continuacio´n se enuncian algunas propiedades de los procesos anteriores.
Proposicio´n 4.1. Sea R
(j)
t definido en (3-36) y sean t1, t2 ∈ [0, t], tales que 0 ≤ t1 ≤
t2 ≤ t <∞. Entonces,
E
[
R
(j)
t2 R
(j)
t1
∣∣∣Ft1] = (R (j)t1 )2 P -c.s., (4-17)
y por tanto
E
[
R
(j)
t2 R
(j)
t1
]
= E
[(
R
(j)
t1
)2]
. (4-18)
Prueba.
En efecto, usando la medibilidad de R
(j)
t1 con respecto a Ft1 , y la propiedad martin-
gala de R
(j)
t2 , se obtiene que
E
[
R
(j)
t2 R
(j)
t1
∣∣∣Ft1] = R (j)t1 E [R (j)t2 ∣∣∣Ft1]
= R
(j)
t1 R
(j)
t1
=
(
R
(j)
t1
)2
P -c.s.,
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y aplicando el operador esperanza sobre el resultado anterior se obtiene
E
[
R
(j)
t2 R
(j)
t1
]
= E
[(
R
(j)
t1
)2]
.
Proposicio´n 4.2. Sea R
(j)
t definido en (3-36) y sean t1, t2 ∈ [0, t], tales que 0 ≤ t1 ≤
t2 ≤ t <∞. Entonces,
a) Se cumple que
E
[(
R
(j)
t2 −R (j)t1
)2∣∣∣∣Ft1] = E [〈R (j)〉t2 − 〈R (j)〉t1∣∣Ft1] , (4-19)
y por tanto,
E
[(
R
(j)
t2 − R (j)t1
)2]
= E
[〈R (j)〉t2 − 〈R (j)〉t1] (4-20)
b) Existe L1 > 0, tal que
E
[(
R
(j)
t2 − R (j)t1
)2]
≤ L1 |t2 − t1| . (4-21)
Prueba.
a) En efecto,
E
[(
R
(j)
t2 − R (j)t1
)2∣∣∣∣Ft1] = E [(R (j)t2 )2∣∣∣∣Ft1]+ E [(R (j)t1 )2∣∣∣∣Ft1]
− 2E
[
R
(j)
t2 R
(j)
t1
∣∣∣Ft1] P -c.s.. (4-22)
De acuerdo al resultado (4-17) de la Proposicio´n 4.1, se tiene que
E
[
R
(j)
t2 R
(j)
t1
∣∣∣Ft1] = (R (j)t1 )2 = E [(R (j)t1 )2∣∣∣∣Ft1] P -c.s., (4-23)
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y reemplazando (4-23) en (4-22) se obtiene que
E
[(
R
(j)
t2 − R (j)t1
)2∣∣∣∣Ft1]
= E
[(
R
(j)
t2
)2∣∣∣∣Ft1]+ E [(R (j)t1 )2∣∣∣∣Ft1]− 2E [(R (j)t1 )2∣∣∣∣Ft1]
= E
[(
R
(j)
t2
)2∣∣∣∣Ft1]−E [(R (j)t1 )2∣∣∣∣Ft1]
= E
[(
R
(j)
t2
)2
−
(
R
(j)
t1
)2∣∣∣∣Ft1]
= E
[(
R
(j)
t2
)2
− 〈R (j)〉t2 + 〈R (j)〉t2 −
(
R
(j)
t1
)2
+ 〈R (j)〉t1 − 〈R (j)〉t1
∣∣∣∣Ft1]
= E
[(
R
(j)
t2
)2
− 〈R (j)〉t2
∣∣∣∣Ft1]−E [(R (j)t1 )2 − 〈R (j)〉t1∣∣∣∣Ft1]
+ E
[〈R (j)〉t2 − 〈R (j)〉t1∣∣Ft1] . (4-24)
Como R
(j)
t ∈ M20, entonces
(
R
(j)
t
)2
− 〈R (j)〉t ∈ M20 (Fleming & Harrington 1991,
Corolario 1.4.2), lo cual implica que para todo 0 ≤ t1 ≤ t2 ≤ t < ∞,
(
R
(j)
t2
)2
−
〈R (j)〉t2 ∈ M20 y
(
R
(j)
t1
)2
− 〈R (j)〉t1 ∈ M20. Luego por la propiedad martingala de
estos procesos, en (4-24) se tiene que
E
[(
R
(j)
t2 −R (j)t1
)2∣∣∣∣Ft1] = (R (j)t1 )2 − 〈R (j)〉t1 − (R (j)t1 )2 + 〈R (j)〉t1
+ E
[〈R (j)〉t2 − 〈R (j)〉t1∣∣Ft1]
= E
[〈R (j)〉t2 − 〈R (j)〉t1∣∣Ft1]
y aplicando el operador esperanza sobre el resultado anterior se obtiene
E
[(
R
(j)
t2 − R (j)t1
)2]
= E
[
〈R (j)t2 〉 − 〈R (j)t1 〉
]
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b) Por (3-37) en (4-20), se obtiene que
E
[(
R
(j)
t2 −R (j)t1
)2]
= E
[
m∑
i=1
C i(j)
∫ t2
0
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
−
m∑
i=1
C i(j)
∫ t1
0
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
]
=
m∑
i=1
E
[
C i(j)
∫ t2
t1
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
]
=
m∑
i=1
P
(
S
(j)
i > Y
(j)
i
)
E
[∫ t2
t1
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣∣S (j)i > Y (j)i ]
≤
m∑
i=1
E
[∫ t2
t1
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣∣S (j)i > Y (j)i ] . (4-25)
Por otro lado, note que[∫ t2
t1
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣∣S (j)i > Y (j)i ] ≤ ∫ t2
t1
H2i (u)λ
i (u) du P -c.s.,
(4-26)
y por el resultado (A-2) dado en el Ape´ndice A.1, existe κ0 > 0, tal que para todo
i = 1, . . . , m, se cumple que
∫ t2
t1
H2i (u)λ
i (u) du ≤ κ0 |t2 − t1|. Por tanto en (4-26) se
tiene que[∫ t2
t1
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣∣S (j)i > Y (j)i ] ≤ κ0 |t2 − t1| P -c.s.
Luego,
E
[∫ t2
t1
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣∣S (j)i > Y (j)i ] ≤ κ0 |t2 − t1| . (4-27)
Por (4-27) en (4-25), se llega a
E
[(
R
(j)
t2 −R (j)t1
)2]
≤
m∑
i=1
κ0 |t2 − t1|
= mκ0 |t2 − t1| = L1 |t2 − t1| , con L1 = mκ0.
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Proposicio´n 4.3. Sea D
(j)
t , definido en (4-16), la j-e´sima realizacio´n del proceso Dt en
el intervalo [0, t]. Sean t1, t2 dos tiempos en ese intervalo, tales que 0 ≤ t1 ≤ t2 ≤ t <∞.
Entonces, existe L2 > 0, tal que
E
(
D
(j)
t2 −D (j)t1
)2
≤ L2 |t2 − t1|2 . (4-28)
Prueba.
Dado que, para toda realizacio´n (j) del proceso en [0, t], D
(j)
t = B
(j)
t −B∗ (t), con
B
(j)
t =
m∑
i=1
C i(j)
∫ t
0
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du,
y B∗ (t) =
∑m
i=1 B
i∗ (t), se tiene que
D
(j)
t2 −D (j)t1 =
m∑
i=1
C i(j)
∫ t2
0
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du−
m∑
i=1
Bi∗ (t2)
−
m∑
i=1
C i(j)
∫ t1
0
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du+
m∑
i=1
Bi∗ (t1)
=
m∑
i=1
C i(j)
∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du
−
m∑
i=1
(
Bi∗ (t2)−Bi∗ (t1)
)
. (4-29)
Luego, aplicando en (4-29), la desigualdad elemental (A-9), dada en el Ape´ndice A.3, se
obtiene que
(
D
(j)
t2 −D (j)t1
)2
≤ 2
(
m∑
i=1
C i(j)
∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du
)2
+ 2
[
m∑
i=1
(
Bi∗ (t2)− Bi∗ (t1)
)]2
P -c.s., (4-30)
Luego, usando la desigualdad de Cauchy (A-13), dada en el Ape´ndice A.3, en ambos
te´rminos de la derecha en (4-30), se obtiene que
(
D
(j)
t2 −D (j)t1
)2
≤ 2m
m∑
i=1
C i(j)
(∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du
)2
+ 2m
m∑
i=1
(
Bi∗ (t2)− Bi∗ (t1)
)2
P -c.s., (4-31)
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y por tanto en (4-31) se obtiene
E
[(
D
(j)
t2 −D (j)t1
)2]
≤ 2m
m∑
i=1
E
[
C i(j)
(∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du
)2]
+ 2m
m∑
i=1
(
Bi∗ (t2)− Bi∗ (t1)
)2
= 2m
m∑
i=1
P
(
S
(j)
i > Y
(j)
i
)
E
[(∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du
)2∣∣∣∣∣S (j)i > Y (j)i
]
+ 2m
m∑
i=1
(
Bi∗ (t2)− Bi∗ (t1)
)2
≤ 2m
m∑
i=1
E
[(∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du
)2∣∣∣∣∣S (j)i > Y (j)i
]
+ 2m
m∑
i=1
(
Bi∗ (t2)− Bi∗ (t1)
)2
. (4-32)
Ahora bien, por definicio´n, y con t1 ≤ t2,
0 ≤ Bi∗ (t2)−Bi∗ (t1) = P (Si > Yi)E
[∫ t2
0
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi]
− P (Si > Yi)E
[∫ t1
0
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi]
= P (Si > Yi)E
[∫ t2
t1
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi]
≤ E
[∫ t2
t1
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi] , (4-33)
y reemplazando (4-33) en (4-32) se obtiene
E
[(
D
(j)
t2 −D (j)t1
)2]
≤ 2m
m∑
i=1
E
[(∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du
)2∣∣∣∣∣S (j)i > Y (j)i
]
+ 2m
m∑
i=1
(
E
[∫ t2
t1
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi])2 . (4-34)
Por otro lado,[∫ t2
t1
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi] ≤ ∫ t2
t1
Hi (u)λ
i (u) du P -c.s., (4-35)
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y aplicando el resultado (A-2) del Ape´ndice A.1, se tiene que existe κ1 > 0 tal que para
todo i = 1, . . . , m, se cumple que∫ t2
t1
Hi (u)λ
i (u) du ≤ κ1 |t2 − t1| , (4-36)
de donde, en (4-35) se obtiene que[∫ t2
t1
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi] ≤ κ1 |t2 − t1| P -c.s., (4-37)
y tambie´n,[(∫ t2
t1
I (Yi < u)Hi (u)λ
i (u) du
)2∣∣∣∣∣Si > Yi
]
≤ κ21 |t2 − t1|2 P -c.s.. (4-38)
Luego, aplicando esperanza en (4-37) y (4-38), se tiene que
E
[∫ t2
t1
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi] ≤ κ1 |t2 − t1| , (4-39)
y
E
[(∫ t2
t1
I (Yi < u)Hi (u)λ
i (u) du
)2∣∣∣∣∣Si > Yi
]
≤ κ21 |t2 − t1|2 . (4-40)
Luego, reemplazando (4-39) y (4-40) en (4-34)
E
[(
D
(j)
t2 −D (j)t1
)2]
≤ 2m
m∑
i=1
κ21 |t2 − t1|2 + 2m
m∑
i=1
(κ1 |t2 − t1|)2
= 2m2κ21 |t2 − t1|2 + 2m2κ21 |t2 − t1|2
= 4m2κ21 |t2 − t1|2
= L2 |t2 − t1|2 , con L2 = 4m2κ21 |t2 − t1|2 .
Proposicio´n 4.4. Sea R
(j)
t definido en (3-36). Sean s, t1, t2 tiempos en ese intervalo
tales que 0 ≤ t1 ≤ s ≤ t2 ≤ t <∞. Entonces, existe L3 > 0, tal que
E
[(
R
(j)
t2 − R (j)s
)2 (
R (j)s − R (j)t1
)2]
≤ L3 |t2 − t1|2 . (4-41)
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Prueba.
Note que
E
[(
R
(j)
t2 −R (j)s
)2 (
R (j)s −R (j)t1
)2]
= E
{
E
[(
R
(j)
t2 −R (j)s
)2 (
R (j)s −R (j)t1
)2∣∣∣∣Fs]}
= E
{(
R (j)s − R (j)t1
)2
E
[(
R
(j)
t2 −R (j)s
)2∣∣∣∣Fs]} , (4-42)
donde la u´ltima igualdad proviene de la medibilidad de
(
R
i(j)
s − R i(j)t1
)2
con respecto a
Fs. Usando el mismo argumento que condujo a la ecuacio´n (4-24), se tiene que
E
[(
R
(j)
t2 − R (j)s
)2∣∣∣∣Fs] = E [〈R (j)〉t2 − 〈R (j)〉s∣∣Fs] ,
y por (3-37)
E
[(
R
(j)
t2 − R (j)s
)2∣∣∣∣Fs] = E
[
m∑
i=1
C i(j)
∫ t2
0
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
−
m∑
i=1
C i(j)
∫ s
0
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣∣∣Fs
]
=
m∑
i=1
E
[
C i(j)
∫ t2
s
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣∣Fs] . (4-43)
Por otro lado, como
[
C i(j)
∫ t2
s
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣Fs] ≤ ∫ t2s H2i (u)λi (u) du P -c.s.,
ya que C i(j) ≤ 1 y I
(
Y
(j)
i < u
)
≤ 1 P -c.s., entonces por propiedad de la esperanza con-
dicional
E
[
C i(j)
∫ t2
s
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣∣Fs] ≤ ∫ t2
s
H2i (u)λ
i (u) du P -c.s. (4-44)
y aplicando en el lado derecho de la desigualdad el resultado (A-2) dado en el Ape´ndice
A.1, se tiene que existe κ2 > 0, tal que para todo i = 1, . . . , m,∫ t2
s
H2i (u)λ
i (u) du ≤ κ2 |t2 − s| ,
de donde, en (4-44) se obtiene que
E
[
C i(j)
∫ t2
s
I
(
Y
(j)
i < u
)
H2i (u)λ
i (u) du
∣∣∣∣Fs] ≤ κ2 |t2 − s| P -c.s. (4-45)
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Por (4-45) en (4-43)
E
[(
R
(j)
t2 − R (j)s
)2∣∣∣∣Fs] ≤ m∑
i=1
κ2 |t2 − s|
= mκ2 |t2 − s| P -c.s. (4-46)
Luego
(
R
(j)
s − R (j)t1
)2
E
[(
R
(j)
t2 − R (j)s
)2∣∣∣∣Fs] ≤ (R (j)s − R (j)t1 )2 mκ2 |t2 − s| P -c.s. y
por tanto
E
{(
R (j)s − R (j)t1
)2
E
[(
R
(j)
t2 −R (j)s
)2∣∣∣∣Fs]}
≤ mκ2 |t2 − s|E
[(
R (j)s −R (j)t1
)2]
. (4-47)
Ahora bien, del resultado (4-21) de la Proposicio´n 4.2, se tiene que para t1 ≤ s existe
L′1 > 0 tal que E
[(
R
(j)
s − R (j)t1
)2]
≤ L′1 |s− t1|. Luego en (4-47),
E
{(
R (j)s − R (j)t1
)2
E
[(
R
(j)
t2 −R (j)s
)2∣∣∣∣Fs]} ≤ mκ2 |t2 − s|L′1 |s− t1|
= mκ2L
′
1 |t2 − s| |s− t1|
≤ mκ2L′1 |t2 − t1|2 , (4-48)
desde que |t2 − s| ≤ |t2 − t1| y |s− t1| ≤ |t2 − t1| con 0 ≤ t1 ≤ s ≤ t2 ≤ t < ∞. Por
tanto de (4-48) en (4-42),
E
[(
R
(j)
t2 − R (j)s
)2 (
R (j)s −R (j)t1
)2]
≤ mκ2L′1 |t2 − t1|2
= L3 |t2 − t1|2 , con L3 = mκ2L′1.
4.4. Condiciones para aplicar el CLRT en los costos de
garant´ıa descontados
Teniendo en cuenta la definicio´n de los procesos de costos de garant´ıa dados en la Seccio´n
3.1, y de las condiciones establecidas por el Teorema 4.3, se deben estudiar los procesos
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de desviaciones
U·n (t) =
√
n
(
B̂
(n)
t − B∗ (t)
)
=
√
n
(
1
n
n∑
j=1
B̂
(j)
t −
n
n
B∗ (t)
)
=
n∑
j=1
1√
n
(
B̂
(j)
t − B∗ (t)
)
=
n∑
j=1
Ujn (t) (4-49)
donde
Ujn (t) =
1√
n
(
B̂
(j)
t −B∗ (t)
)
, (4-50)
son procesos estoca´sticos en D[0, t], con B∗ (t) y B̂ (j)t definidos como en (3-40) y (3-42),
respectivamente.
As´ı para usar el Teorema 4.3 dado por Belyaev (2000), se debe verificar en los procesos
Ujn (t), antes mencionados, que se cumplen las condiciones C-1, C-2 y C-3, lo cual se
verifica en el siguiente teorema.
Teorema 4.4. Sea Ujn (t) definido como en 4-50, para los tiempos s, t1, t2 en el intervalo
[0, t], tales que 0 ≤ t1 ≤ s ≤ t2 ≤ t < ∞, existen constantes positivas c1, c2, c3 y δ > 0,
para las cuales se cumple
C-1. nE[(Ujn (t2)− Ujn (t1))2] ≤ c1 (t2 − t1)(1+δ)/2,
C-2. n2E[(Ujn (s)− Ujn (t1))2 (Ujn (t2)− Ujn (s))2] ≤ c2 |t2 − t1|1+δ, y
C-3. E
[
|√nUjn (s)|2+δ
]
≤ c3.
Prueba. Antes de comenzar las pruebas, note que Ujn (t) se puede escribir como:
Ujn (t) =
1√
n
(
B̂
(j)
t − B∗ (t)
)
=
1√
n
(
B̂
(j)
t − B (j)t + B (j)t −B∗ (t)
)
=
1√
n
(
R
(j)
t + D
(j)
t
)
, (4-51)
con R
(j)
t y D
(j)
t definidos como en (3-36) y (4-16), respectivamente.
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Prueba de la condicio´n C-1
Considere δ = 1
Entonces, se quiere probar que
nE [Ujn (t2)− Ujn (t1)]2 ≤ c1 |t2 − t1| . (4-52)
Note que, usando (4-51)
n [Ujn (t2)− Ujn (t1)]2 = n
[
1√
n
(
R
(j)
t2 + D
(j)
t2
)
− 1√
n
(
R
(j)
t1 + D
(j)
t1
)]2
=
[(
R
(j)
t2 −R (j)t1
)
+
(
D
(j)
t2 −D (j)t1
)]2
≤ 2
(
R
(j)
t2 − R (j)t1
)2
+ 2
(
D
(j)
t2 −D (j)t1
)2
P -c.s., (4-53)
la u´ltima desigualdad debida a la desigualdad elemental en (A-9) dada en el Ape´ndice
A.3. Luego, aplicando esperanza en (4-53) se obtiene que
nE [Ujn (t2)− Ujn (t1)]2 ≤ 2E
[(
R
(j)
t2 −R (j)t1
)2]
+ 2E
[(
D
(j)
t2 −D (j)t1
)2]
. (4-54)
De las Proposiciones 4.2 y 4.3, en (4-54) se tiene que
nE
[
(Ujn (t2)− Ujn (t1))2
] ≤ 2L1 |t2 − t1|+ 2L2 |t2 − t1|2
= 2 (L1 + L2 |t2 − t1|) |t2 − t1|
≤ 2 (L1 + L2κ3) |t2 − t1|
= c1 |t2 − t1| con c1 = 2 (L1 + L2κ3) ,
para algu´n κ3 > 0 tal que |t2 − t1| ≤ κ3.
Prueba de la condicio´n C-2
Considere δ = 1
Entonces, se quiere probar que
n2 E
[
(Ujn (t2)− Ujn (s))2 (Ujn (s)− Ujn (t1))2
] ≤ c2 |t2 − t1|2 . (4-55)
Usando (4-53) se obtiene que
n (Ujn (t2)− Ujn (s))2 ≤ 2
(
R
(j)
t2 − R (j)s
)2
+ 2
(
D
(j)
t2 −D (j)s
)2
P -c.s.
y
n (Ujn (s)− Ujn (t1))2 ≤ 2
(
R (j)s − R (j)t1
)2
+ 2
(
D (j)s −D (j)t1
)2
P -c.s.
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En consecuencia,
n2 [Ujn (t2)− Ujn (s)]2 [Ujn (s)− Ujn (t1)]2
≤ 4
[(
R
(j)
t2 −R (j)s
)2
+
(
D
(j)
t2 −D (j)s
)2] [(
R (j)s −R (j)t1
)2
+
(
D (j)s −D (j)t1
)2]
= 4
[(
R
(j)
t2 −R (j)s
)2 (
R (j)s −R (j)t1
)2
+
(
R
(j)
t2 −R (j)s
)2 (
D (j)s −D (j)t1
)2
+
(
D
(j)
t2 −D (j)s
)2 (
R (j)s −R (j)t1
)2
+
(
D
(j)
t2 −D (j)s
)2 (
D (j)s −D (j)t1
)2]
P -c.s. (4-56)
Note que para 0 ≤ t1 ≤ t2 ≤ t <∞, existe κ1 > 0, tal que(
D
(j)
t2 −D (j)t1
)2
≤ 4m2κ21 |t2 − t1|2 P -c.s. (4-57)
En efecto, reemplazando (4-33) en (4-31) se tiene que(
D
(j)
t2 −D (j)t1
)2
≤ 2m
m∑
i=1
C i(j)
(∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du
)2
+ 2m
m∑
i=1
(
E
[∫ t2
t1
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi])2 P -c.s.,
(4-58)
Por otra parte, observe que∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du ≤
∫ t2
t1
Hi (u)λ
i (u) du P -c.s.,
y aplicando el resultado (A-2) dado en el Ape´ndice A.1, existe κ1 > 0 tal que para todo
i = 1, . . . , m, se cumple que
∫ t2
t1
Hi (u)λ
i (u) du ≤ κ1 |t2 − t1| y en consecuencia,∫ t2
t1
I
(
Y
(j)
i < u
)
Hi (u)λ
i (u) du ≤ κ1 |t2 − t1| P -c.s.. (4-59)
Luego, de (4-39) y (4-58) en (4-59), se tiene que(
D
(j)
t2 −D (j)t1
)2
≤ 2m
m∑
i=1
C i(j) (κ1 |t2 − t1|)2 + 2m
m∑
i=1
(κ1 |t2 − t1|)2
= 2mκ21 |t2 − t1|2
m∑
i=1
C i(j) + 2m2κ21 |t2 − t1|2
≤ 4m2κ21 |t2 − t1|2 P -c.s.,
la u´ltima desigualdad debida a que
∑m
i=1 C
i(j) ≤ m P -c.s..
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Aplicando para 0 ≤ t1 ≤ s ≤ t2 ≤ t <∞ el resultado (4-57) en (4-56), se obtiene
n2 [Ujn (t2)− Ujn (s)]2 [Ujn (s)− Ujn (t1)]2
≤ 4
[(
R
(j)
t2 − R (j)s
)2 (
R (j)s − R (j)t1
)2
+
(
R
(j)
t2 − R (j)s
)2
4m2κ′21 |s− t1|2
+ 4m2κ′′21 |t2 − s|2
(
R (j)s −R (j)t1
)2
+ 16m4κ′21 κ
′′2
1 |t2 − s|2 |s− t1|2
]
P -c.s.,
y por tanto
n2 E [Ujn (t2)− Ujn (s)]2 [Ujn (s)− Ujn (t1)]2
≤ 4
⎧⎨⎩E
[(
R
(j)
t2 −R (j)s
)2 (
R (j)s −R (j)t1
)2]
+ 4m2κ′21 |s− t1|2 E
[(
R
(j)
t2 − R (j)s
)2] m∑
i=1
m∑
i=1
∑m1
i=1
+ 4m2κ′′21 |t2 − s|2 E
[(
R (j)s −R (j)t1
)2]
+ 16m4κ′21 κ
′′2
1 |t2 − s|2 |s− t1|2
⎫⎬⎭ (4-60)
Aplicando en la u´ltima desigualdad de (4-60), la Proposicio´n 4.4 sobre la primera espe-
ranza y la Proposicio´n 4.2 en las esperanzas siguientes, se llega a
n2 E
[
(Ujn (t2)− Ujn (s))2 (Ujn (s)− Ujn (t1))2
]
≤ 4 [L3 |t2 − t1|2 + 4m2κ′21 |s− t1|2 L′′1 |t2 − s|
+ 4m2κ′′21 |t2 − s|2 L′1 |s− t1|+ 16m4κ′21 κ′′21 |s− t1|2 |t2 − s|2
]
≤ 4 [L3 |t2 − t1|2 + 4m2κ′21 L′′1 |t2 − t1|3 + 4m2κ′′21 L′1 |t2 − t1|3 + 16m4κ′21 κ′′21 |t2 − t1|4]
= 4
[
L3 + 4m
2κ′21 L
′′
1 |t2 − t1|+ 4m2κ′′21 L′1 |t2 − t1|+ 16m4κ′21 κ′′21 |t2 − t1|2
] |t2 − t1|2
≤ 4 [L3 + 4m2κ′21 L′′1κ3 + 4m2κ′′21 L′1κ3 + 16m4κ′21 κ′′21 κ23] |t2 − t1|2
= c2 |t2 − t1|2 , con c2 = 4
[
L3 + 4m
2κ′21 L
′′
1κ3 + 4m
2κ′′21 L
′
1κ3 + 16m
4κ′21 κ
′′2
1 κ
2
3
]
,
donde, la segunda desigualdad se debe a que para todo 0 ≤ t1 ≤ s ≤ t2 ≤ t < ∞,
|t2 − s| ≤ |t2 − t1|, |s− t1| ≤ |t2 − t1|, y la cuarta desigualdad debida a que existe κ3 > 0
tal que |t2 − t1| ≤ κ3.
Prueba de la condicio´n C-3
Considere δ = 1
Entonces, se quiere probar que
E
[∣∣√nUjn (s)∣∣3] ≤ c3. (4-61)
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Note que por definicio´n
∣∣√nUjn (s)∣∣3 = ∣∣∣∣√n [ 1√n (B̂ (j)s −B∗ (s))
]∣∣∣∣3
=
∣∣∣B̂ (j)s −B∗ (s)∣∣∣3 . (4-62)
Por otro lado, por desigualdad triangular∣∣∣B̂ (j)s −B∗ (s)∣∣∣ ≤ (∣∣∣B̂ (j)s ∣∣∣ + |B∗ (s)|) = B̂ (j)s + B∗ (s) P -c.s., (4-63)
puesto que para todo s : 0 ≤ s ≤ t <∞, B̂ (j)s ≥ 0 P -c.s. y B∗ (s) ≥ 0.
Ahora bien, como g (x) = x3 con x ≥ 0 es una funcio´n creciente, entonces en (4-63) se
tiene que ∣∣∣B̂ (j)s − B∗ (s)∣∣∣3 ≤ (B̂ (j)s + B∗ (s))3 P -c.s.,
por tanto, en (4-62) se llega a∣∣√nUjn (s)∣∣3 ≤ (B̂ (j)s + B∗ (s))3 P -c.s. (4-64)
Usando la desigualdad Cr (Loe`ve 1977), dada en (A-10) del Ape´ndice A.3, en (4-64) se
obtiene que ∣∣√nUjn (s)∣∣3 ≤ 4(B̂ (j)s )3 + 4 (B∗ (s))3 P -c.s.,
y por tanto
E
[∣∣√nUjn (s)∣∣3] ≤ 4E [(B̂ (j)s )3]+ 4E [(B∗ (s))3] . (4-65)
Ahora, por definicio´n
B∗ (s) =
m∑
i=1
Bi∗ (s) =
m∑
i=1
P (Si > Yi)E
[∫ s
0
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi] ,
Note que para todo i = 1, . . . , m,[∫ s
0
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi] ≤ ∫ s
0
Hi (u)λ
i (u) du P -c.s.,
y por tanto
E
[∫ s
0
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi] ≤ ∫ s
0
Hi (u)λ
i (u) du,
de lo cual, tambie´n se obtiene que
Bi∗ (s) = P (Si > Yi) E
[∫ s
0
I (Yi < u)Hi (u)λ
i (u) du
∣∣∣∣Si > Yi] ≤ ∫ s
0
Hi (u)λ
i (u) du.
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Luego,
B∗ (s) =
m∑
i=1
Bi∗ (s) ≤
m∑
i=1
∫ s
0
Hi (u)λ
i (u) du,
y usando el resultado (A-2), dado en el Ape´ndice A.1, en cada integral del lado derecho
de la desigualdad anterior, se tiene que existe κ1 > 0 tal que para todo i = 1, . . . , m, se
cumple que
∫ s
0
Hi (s)λ
i (s) ds ≤ κ1s ≤ κ1ζ1 P -c.s., para algu´n ζ1 > 0 tal que para todo
0 ≤ s ≤ t <∞, s ≤ ζ1 y en consecuencia
B∗ (s) =
m∑
i=1
κ1ζ1 = mκ1ζ1. (4-66)
Por otro lado,
B̂ (j)s =
m∑
i=1
C i(j)B̂ i(j)s ,
donde
B̂ i(j)s =
N˜
i(j)
s∑
l=1
Hi
(
S
(j)
il
)
.
Luego,
B̂ (j)s =
m∑
i=1
C i(j)
N˜
i(j)
s∑
l=1
Hi
(
S
(j)
il
)
, (4-67)
y desde que Hi (s) con s ∈ [0, t], son funciones continuas, no negativas y acotadas en el
intervalo [0, t], existe 0 < υ <∞ tal que Hi (s) ≤ υ para todo i = 1, . . . , m.
Entonces, en (4-67), se tiene que
B̂ (j)s ≤ υ
m∑
i=1
C i(j)N˜ i(j)s P -c.s., (4-68)
y como g (x) = x3 con x ≥ 0, es una funcio´n creciente, entonces de (4-68) se obtiene
(
B̂ (j)s
)3
≤ υ3
(
m∑
i=1
C i(j)N˜ i(j)s
)3
P -c.s.,
donde aplicando la desigualdad en (A-14) del Ape´ndice A.3,
(
B̂ (j)s
)3
≤ υ3m2
m∑
i=1
C i(j)
(
N˜ i(j)s
)3
P -c.s.,
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y aplicando esperanza se obtiene que
E
[(
B̂ (j)s
)3]
≤ υ3m2
m∑
i=1
E
[(
C i(j)N˜ i(j)s
)3]
= υ3m2
m∑
i=1
P
(
S
(j)
i > Y
(j)
i
)
E
[(
N˜ i(j)s
)3∣∣∣∣S (j)i > Y (j)i ] . (4-69)
Ahora bien, recuerde que so´lo para i ∈ CΦ, existe el proceso de conteo del nu´mero
de reparos mı´nimos en [0, t], es decir, para todo i ∈ CΦ, N˜ i(j)s ≥ 0, mientras que
para i /∈ CΦ, N˜ i(j)s = 0 P -c.s.. Por otro lado, se tiene que N˜ is (ω) restricto a Ci =
{ω ∈ Ω : Si (ω) > Yi (ω)} es un proceso Poisson no homoge´neo (NHPP) con la descom-
posicio´n de Doob-Meyer dada en (3-18). Por tanto, para cada realizacio´n (j), se tiene
que
[
N˜
i(j)
s
∣∣∣S (j)i > Y (j)i ] satisface que
E
[(
N˜ i(j)s
)3∣∣∣∣S (j)i > Y (j)i ] = 3∑
x=0
Sx,3
(∫ s
0
λi (u) du
)x
, (4-70)
donde Sx,3 son los nu´meros de Stirling (ver Ape´ndice A.4) y
∫ s
0
λi (u) du <∞ para todo
i = 1, . . . , m. Luego, aplicando el resultado (A-2) del Ape´ndice A.1, se tiene que existe
κ4 > 0 tal que
∫ s
0
λi (u) du ≤ κ4s ≤ κ4ζ2 para algu´n ζ2 > 0 tal que s ≤ ζ2. Entonces en
(4-70) se obtiene
E
[(
N˜ i(j)s
)3∣∣∣∣S (j)i > Y (j)i ] ≤ 3∑
x=0
Sx,3 (κ4ζ2)x . (4-71)
Note que, en (4-71) la suma del lado derecho de la desigualdad es un nu´mero finito no
negativo y por tanto existe κ5 > 0 tal que para todo i = 1, . . . , m, se cumple que
E
[(
N˜ i(j)s
)3∣∣∣∣S (j)i > Y (j)i ] ≤ κ5,
y por tanto, para todo i = 1, . . . , m
P
(
S
(j)
i > Y
,(j)
i
)
E
[(
N˜ i(j)s
)3∣∣∣∣S (j)i > Y (j)i ] ≤ κ5. (4-72)
Por (4-72) en (4-69), se obtiene
E
[(
B̂ (j)s
)3]
≤ υ3m2
m∑
i=1
κ5 = υ
3m3κ5. (4-73)
Aplicando (4-66) y (4-73) en (4-65), se tiene que
E
[∣∣√nUjn (s)∣∣3] ≤ 4υ3m3κ5 + 4mκ1ζ1 = c3.
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Las condiciones anteriores sobre los procesos de costo de garant´ıa descontado para siste-
mas coherentes bajo reparo mı´nimo, observado al nivel de sus componentes, permiten el
uso del CLRT propuesto por Belyaev (2000) para construir bandas de confianza basadas
en remuestreo para la media del proceso antes mencionado.
A continuacio´n se describe el proceso de construccio´n de bandas de confianza basadas en
remuestreo para el costo medio descontado en sistemas coherentes bajo reparo mı´nimo,
observado al nivel de sus componentes.
4.5. Construccio´n de bandas de confianza para el costo
medio de garant´ıa
Considere de nuevo, n copias independientes del proceso m-variado
(
B̂ it , C
i, i = 1, . . . , m
)
t≥0
,
donde B̂
i(j)
t es definido para el j-e´simo sistema como en (3-35) y C
i(j) es la indicadora
de si la componente i es cr´ıtica para el sistema j, como fue definido en (3-30). Entonces,
el costo por reparos mı´nimos observado para el j-e´simo sistema, es
B̂
(j)
t =
m∑
i=1
C i(j)B̂
i(j)
t , (4-74)
y para los n sistemas, se tiene que el estimador martingala del costo medio descontado
para sistemas bajo reparo mı´nimo f´ısico, notado B∗ (t), es
B̂
(n)
t =
1
n
n∑
j=1
B̂
(j)
t . (4-75)
En la construccio´n de bandas de confianza para B∗ (t) interesa evaluar las desviaciones
del estimador en (4-75) con respecto a la funcio´n de costo verdadera (normalizadas por
la funcio´n gn (t) =
√
n). Esto es, defina el estad´ıstico
U·n (t) =
√
n
(
B̂
(n)
t −B∗ (t)
)
=
√
n
(
1
n
n∑
j=1
B̂
(j)
t −
n
n
B∗ (t)
)
=
n∑
j=1
√
n
n
(
B̂
(j)
t −B∗ (t)
)
=
n∑
j=1
Ujn (t) , (4-76)
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donde,
Ujn (t) =
1√
n
(
B̂
(j)
t −B∗ (t)
)
. (4-77)
Gonza´lez & Bueno (2011), mostraron que el estad´ıstico U·n (t) converge de´bilmente en el
espacio D [0, t], a un proceso aleatorio Gaussiano, digamos Q (t), y usando el Teorema
de Mapeo Continuo se tiene que:
sup
0≤s≤t
|U·n (s)| w−→ sup
0≤s≤t
|Q (s)| . (4-78)
Por otro lado, en el Teorema 4.4 se probaron las condiciones necesarias para usar el
CLRT sobre el proceso Ujn (t) dado en (4-77). El uso del CLRT en los procesos de costos
de garant´ıa descontados para sistemas coherentes bajo reparo mı´nimo f´ısico se establece
en el siguiente corolario.
Corolario 4.3. Dada una muestra de n copias independientes del proceso m-variado(
B̂ it , C
i, i = 1, . . . , m
)
t≥0
, donde B̂
i(j)
t es definido para el j-e´simo sistema como en (3-35)
y C i(j) es la indicadora de si la componente i es cr´ıtica para el sistema j, como fue
definido en (3-30). Sea Un (t) = {Un1 (t) , . . . , Unn (t)} un arreglo triangular, con Ujn (t)
dado en (4-77). Entonces, para el proceso
U0·n (t) =
n∑
j=1
(
Njn − 1
)
Ujn (t) . (4-79)
se cumple que
L (U0·n (t)∣∣Un) wa(P )←→ L (U·n (t)) , n→∞. (4-80)
Prueba. Aplicando el Teorema 4.4 sobre el proceso Ujn (t) se obtienen las condiciones
necesarias para el Teorema 4.3, de cuya aplicacio´n se obtiene el resultado.
Note que los procesos Ujn (t) , j = 1, . . . , n, dados en (4-77), son inobservables (puesto
que la funcio´n B∗ (t) es desconocida), pero pueden reescribirse como:
Ujn (t) = Ûjn (t) + U˜jn (t) , (4-81)
donde,
Ûjn (t) =
1√
n
(
B̂
(j)
t − B̂(n)t
)
, (4-82)
y
U˜jn (t) =
1√
n
(
B̂
(n)
t − B∗ (t)
)
. (4-83)
La ecuacio´n (4-81) permite usar en la pra´ctica el CLRT, de la forma que se expone en
el siguiente corolario.
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Corolario 4.4. Para el proceso
Û0·n (t) =
n∑
j=1
(
Njn − 1
)
Ûjn (t) (4-84)
donde, Ûjn (t) esta´ dado en (4-82). Se cumple que
L
(
Û0·n (t)
∣∣∣Un) wa(P )←→ L (U·n (t)) , n→∞, (4-85)
Prueba. Usando (4-81) en (4-79) se obtiene la identidad
U0·n (t) = Û
0
·n (t) + U˜
0
·n (t) , (4-86)
donde Û0·n (t) =
∑n
j=1
(
Njn − 1
)
Ûjn (t) y U˜
0
·n (t) =
∑n
j=1
(
Njn − 1
)
U˜jn (t).
Note que U˜0·n (t) ≡ 0 (ya que
∑n
j=1 N

jn = n) y as´ı U˜
0
·n (t)
P−→ 0, por tanto usando el
Lema 4.1 se tiene que
L
(
Û0·n (t)
∣∣∣Un) wa(P )←→ L (U·n (t)) , n→∞.
El resultado anterior establece que la distribucio´n de Û0·n (t) resulta ser la misma distri-
bucio´n de U0·n (t).
Lo anterior permite, en la pra´ctica, la construccio´n de bandas de confianza basadas
en remuestreo para el costo medio de garant´ıa descontado en sistemas coherentes bajo
reparo mı´nimo f´ısico, lo cual se establece en el siguiente teorema.
Teorema 4.5. Una banda de confianza aproximada de nivel 1−γ para B∗ (t), el proceso
de costo medio de garant´ıa descontado en sistemas coherentes bajo reparo mı´nimo f´ısico,
en el intervalo [0, t] es
B̂
(n)
t ±
qγ (t)√
n
, 0 ≤ s ≤ t, (4-87)
donde, qγ (t) es el cuantil (1− γ) de la distribucio´n emp´ırica basada en remuestreo de
sup
0≤s≤t
∣∣∣Û0·n (s)∣∣∣.
Prueba. Siguiendo la definicio´n de bandas de confianza simulta´neas presentada en la
Seccio´n 4.1 y de (4-78), el objetivo es encontrar qγ (t) tal que:
P
(
sup
0≤s≤t
|Q (s)| ≤ qγ (t)
)
≈ 1− γ, (4-88)
64 4 Bandas de confianza para el costo medio descontado de garant´ıa
pero el proceso sup
0≤s≤t
|Q (s)|, al que converge de´bilmente el proceso sup
0≤s≤t
|U·n (s)|, es des-
conocido. Usando el Corolario 4.3 se tiene que
L (U0·n (t)∣∣Un) wa(P )←→ L (U·n (t)) , n→∞,
por tanto en lugar de buscar qγ (t) que cumpla (4-88), se debe encontrar el valor q

γ (t)
tal que:
P
(
sup
0≤s≤t
∣∣U0·n (s)∣∣ ≤ qγ (t)) ≈ 1− γ. (4-89)
lo cual por Corolario 4.4 equivale a encontrar el valor qγ (t) tal que
P
(
sup
0≤s≤t
∣∣∣Û0·n (s)∣∣∣ ≤ qγ (t)) ≈ 1− γ. (4-90)
As´ı, qγ (t) se puede escoger como el cuantil (1− γ) de la distribucio´n emp´ırica basada
en remuestreo de sup
0≤s≤t
∣∣∣Û0·n (s)∣∣∣. Luego, teniendo en cuenta que
sup
0≤s≤t
∣∣∣Û0·n (s)∣∣∣ = l´ım
M→∞
ma´x
tj∈A
∣∣∣Û0·n (tj)∣∣∣ , (4-91)
donde A = {t0 = 0 ≤ t1 ≤ · · · ≤ tM−1 ≤ tM = t} es una particio´n del intervalo [0, t],
entonces con un valor de M suficientemente grande, se cumple que
P
(
B̂
(n)
t −
qγ (t)√
n
≤ B∗ (s) ≤ B̂(n)t +
qγ (t)√
n
: 0 ≤ s ≤ t
)
≈ 1− γ, (4-92)
de modo que B̂
(n)
t ± q

γ(t)√
n
, 0 ≤ s ≤ t, es una banda de confianza aproximada de nivel
1− γ para B∗ (t) en el intervalo [0, t].
En el cap´ıtulo siguiente se calculan las probabilidades de cobertura emp´ıricas para evaluar
el desempen˜o en muestras finitas de las bandas de confianza propuestas para el costo
medio de garant´ıa descontado en sistemas coherentes bajo reparo mı´nimo f´ısico.
5. Probabilidades de cobertura
En este Cap´ıtulo se evalu´a el desempen˜o de las bandas de confianza propuestas basadas
en remuestreo, a trave´s de un estudio de simulacio´n que tiene en cuenta diversos esce-
narios construidos variando algunos de los factores que pueden afectar el desempen˜o de
las bandas establecidas en el Teorema 4.5, tales como: el tipo de sistema complejo bajo
estudio, el nu´mero de sistemas en garant´ıa, la funcio´n de descuento fijada por el produc-
tor, el nu´mero de remuestras usadas para la aproximacio´n y el taman˜o de la particio´n del
intervalo [0,W ] que sirve para aproximar el valor del supremo del proceso l´ımite dado
en (4-78).
Adicionalmente, se deben fijar algunas variables tales como: las distribuciones del tiempo
de vida de las componentes del sistema coherente bajo estudio, el periodo de garant´ıa
para el sistema, los costos de reparo mı´nimo de las componentes del sistema, la pro-
babilidad de cobertura deseada por la banda de confianza simulta´nea y el nu´mero de
simulaciones para evaluar el desempen˜o de la misma.
En la siguiente seccio´n se establecen los valores de los factores y variables de simulacio´n
a tener en cuenta en el estudio de simulacio´n.
5.1. Factores y para´metros de simulacio´n
Se comienza definiendo los factores de simulacio´n y los valores a tener en cuenta en el
estudio.
Tipo de sistema. Como fue descrito en la Seccio´n 2.1, los sistemas pueden tener
estructura en serie, paralelo, k de m (este´ ultimo tiene como casos particulares a
los sistemas en serie y paralelo) o cualquier otra estructura coherente ma´s general.
En la simulacio´n se utilizara´n un sistema en paralelo de tres componentes y un
sistema 2 de 4 componentes. Vale la pena aclarar que no se usa en la simulacio´n un
sistema en serie, teniendo en cuenta que el proceso de reparo/costo de un sistema
coherente es equivalente al respectivo proceso para un sistema con una estructura
en serie formado por las componentes que resultan cr´ıticas para el sistema (ver
Nota 3.3). Para evitar confusio´n se tratara´n ambos sistemas como sistemas k de
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m, los cuales se denotara´n as´ı: a) Φ1:3t : sistema en paralelo de tres componentes o
sistema 1 de 3 componentes, y b) Φ2:4t : sistema 2 de 4 componentes.
Nu´mero de sistemas en garant´ıa. Denotado por n, corresponde al nu´mero
de copias iid del proceso de reparo/costo utilizados en la construccio´n de bandas
de confianza. Su variacio´n permitira´ estudiar el efecto del taman˜o de muestra so-
bre la convergencia a la probabilidad de cobertura esperada. Los valores que se
considerara´n son n = 10, 30, 50, 100, 500, 1000.
Funcio´n de descuento. Denotada por di(t), establece co´mo el consumidor com-
parte los costos de reparos mı´nimos sobre las componentes cr´ıticas del sistema
durante el periodo de garant´ıa W . Se usara´n dos funciones de descuento, di(t) =
cie
−t, ci (1− tW−1) e−t, i = 1, . . . , m.
Nu´mero de remuestras. Se denotara´ G y con e´l se pretende establecer co´mo este
factor cambia la probabilidad de cobertura alcanzada, cuando se manejan valores
de G = 500, 1000, 5000, 10000.
Taman˜o de la particio´n. Denotado por M , fija que´ tan fina se hace la parti-
cio´n del periodo de garant´ıa, para llevar a cabo la aproximacio´n basada en re-
muestreo del supremo del proceso l´ımite dado en (4-78). Se tomara´n valores de
M = 100, 500, 1000.
La Tabla 5-1 resume los valores que se tendra´n en cuenta para los factores de la simu-
lacio´n descritos anteriormente Φk:mt , n, di (t) , G,M .
Tabla 5-1.: Factores de simulacio´n y sus niveles
Factor Niveles
Φk:mt Φ
1:3
t , Φ
2:4
t
n 10, 30, 50, 100, 500, 1000
di (t) cie
−t, ci (1− tW−1) e−t
G 500, 1000, 5000, 10000
M 100, 500, 1000
Como para´metros de simulacio´n se tiene lo siguiente:
Distribuciones de falla de las componentes. Para los sistemas considerados
(Φ1:3t y Φ
2:4
t ) en cada componente i, cuyo tiempo de vida asociado se denota Si, se
considera la funcio´n de distribucio´n acumulada Fi respectiva, de la siguiente forma:
F1 (t) = Weibull(η = 1.0, β = 1.5), F2 (t) = Weibull(η = 1.0, β = 1.5), F3 (t) =
Weibull(η = 2.0, β = 2.0), F4 (t) = Weibull(η = 2.0, β = 2.0).
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Periodo de garant´ıa. Denotado por W , establece el periodo de tiempo que el
sistema estara´ bajo garant´ıa, de forma que las fallas producidas dentro de ese
intervalo son reparadas mı´nimamente por el fabricante y los costos de las mismas
son compartidos por ambas partes. Se define como periodo de garant´ıa un valor de
W = 5, que puede representar cinco an˜os o cinco mil ciclos de uso.
Costo de reparo mı´nimo por componente. Corresponde al valor de una repa-
racio´n mı´nima en la i-e´sima componente y se denota ci. Para este estudio se toma
c1 = c2 = 3 y c3 = c4 = 5 como valores de los costos de reparo mı´nimo en cada
componente.
Probabilidad deseada de cobertura. Denotada por 1−γ, especifica con que´ pro-
babilidad se espera acotar la funcio´n de costo medio verdadera. Se toma un valor
de 1− γ = 0.95.
Nu´mero de simulaciones. Se denota N , y establece en la evaluacio´n del desem-
pen˜o de la banda cua´ntas simulaciones se realizan para tal fin. Se usa un valor de
N = 10000 simulaciones.
La seleccio´n de la distribucio´n Weibull para los tiempos de vida de las componentes en
los sistemas bajo estudio, se debe al uso frecuente de esta distribucio´n en confiabilidad
industrial. Adema´s, los para´metros de la distribucio´n Weibull fijados en cada componen-
te del sistema simulado garantizan que las distribuciones sean IFR y que en cada sistema
se obtenga una historia de fallas con al menos un evento durante el tiempo de garant´ıa
establecido. La condicio´n de F1 ≡ F2 y F3 ≡ F4 es usada para simplificar los escenarios
de simulacio´n.
Se debe resaltar que los dos sistemas complejos considerados usan las mismas distribu-
ciones de falla en las tres primeras componentes y el mismo periodo de garant´ıa.
La Tabla 5-2 muestra los valores adoptados para el estudio de simulacio´n en los para´me-
tros considerados.
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Tabla 5-2.: Valores fijados en los para´metros de simulacio´n
Para´metro Valor adoptado
F1 (t) Weibull (η = 1.0, β = 1.5)
F2 (t) Weibull (η = 1.0, β = 1.5)
F3 (t) Weibull (η = 2.0, β = 2.0)
F4 (t) Weibull (η = 2.0, β = 2.0)
W 5
ci c1 = c2 = 3, c3 = c4 = 5
1− γ 0.95
N 10000
Teniendo en cuenta los valores considerados en los factores dados en la Tabla 5-1, se
tienen diversos escenarios de simulacio´n (todos bajo los valores fijados en los para´metros
dados en la Tabla 5-2), para los cuales se construye una banda de confianza simulta´nea
del costo medio descontado de garant´ıa en sistemas coherentes bajo reparo mı´nimo f´ısico.
El objetivo en este punto sera´ evaluar para cada escenario el desempen˜o de la banda de
confianza propuesta.
En la siguiente Seccio´n se presenta una definicio´n de probabilidad de cobertura, basada
en (4-1), y el procedimiento llevado a cabo para evaluar el desempen˜o de las bandas
de confianza construidas en cada escenario, que incluye el uso de una medida de la
probabilidad de cobertura alcanzada por una banda de confianza basada en simulacio´n
Monte Carlo.
5.2. Probabilidad de cobertura
Sea SCB
(n)
t una banda de confianza simulta´nea para la funcio´n B
∗ (t) en [0, t], basada
en una muestra de n sistemas, entonces la probabilidad de cobertura (CP) para SCB
(n)
t
se define como:
CP = P
(
B∗ (t) ∈ SCB (n)t
)
. (5-1)
Si la banda de confianza SCB
(n)
t tiene nivel 1− γ, entonces CP ≈ 1− γ.
El procedimiento seguido en las simulaciones es el siguiente:
i. En cada escenario, definido por una de las combinaciones posibles de los factores
descritos en la Seccio´n anterior (ver Tabla 5-1), se generan N simulaciones de n
sistemas bajo garant´ıa.
ii. En cada una de las simulaciones anteriores:
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a) Observar el proceso de falla de las componentes del j-e´simo sistema durante
el periodo de garant´ıa [0,W ] y sobre las componentes cr´ıticas se realizan
los reparos mı´nimos a que haya lugar, registrando las variables indicadoras
de si la i-e´sima componente es cr´ıtica para el j-e´simo sistema C i(j), i =
1, . . . , m, j = 1, . . . , n y los procesos de costos en cada componente cr´ıtica
B̂
i(j)
t , i = 1, . . . , m, j = 1, . . . , n, los cuales se combinan para obtener el
proceso de costo de garant´ıa del j-e´simo sistema B̂
(j)
t , j = 1, . . . , n, como
fue descrito en (3-42). Finalmente, se calcula el costo promedio de garant´ıa
descontado B̂
(n)
t , basado en n sistemas bajo reparo mı´nimo f´ısico (ver (3-44)).
b) Obtener G conjuntos de ı´ndices {Jr1n, . . . , Jrnn}, r = 1, . . . , G correspondientes
a G muestras aleatorias con reemplazo (remuestreo) de taman˜o n. Para cada
r = 1, . . . , G, calcular ma´x
tj∈A
∣∣∣Û0·n (tj)∣∣∣, dondeA = {0 ≤ t1 ≤ · · · ≤ tM−1 ≤ tM = W}
es una particio´n de taman˜o M del intervalo [0,W ]. Los G valores obtenidos
sirven para aproximar la distribucio´n del estad´ıstico sup0≤s≤t
∣∣∣Û0·n (s)∣∣∣ como
fue descrito en (4-91). Luego, se obtiene qγ (t), el cuantil 1−γ de la distribucio´n
aproximada mediante remuestreo de sup0≤s≤t
∣∣∣Û0·n (s)∣∣∣.
iii. Para la l-e´sima simulacio´n, usando (4-87), calcular una banda de confianza de nivel
1−γ para el costo medio de garant´ıa descontado, basada en n sistemas bajo reparo
mı´nimo f´ısico, SCB
l(n)
t , l = 1, . . . , N .
iv. Evaluar en cada escenario la probabilidad de cobertura alcanzada por la banda de
confianza a trave´s del estad´ıstico
ĈP =
1
N
N∑
l=1
I
(
B∗ (t) ∈ SCB l(n)t
)
(5-2)
Dado que la funcio´n del costo medio B∗ (t) es desconocida, usando el Teorema 3.3
(Gonza´lez & Bueno 2011), donde se establece que B̂
(n)
t es un estimador insesgado y
consistente para B∗ (t) se realiza una aproximacio´n de B∗ (t) con B̂ (n)t para una mues-
tra de 100000 sistemas con una particio´n del intervalo [0, 5] de taman˜o 1000. La Figura
5-1 muestra las funciones asumidas para el costo medio B∗ (t) para los dos sistemas
coherentes bajo estudio, considerando las dos funciones de descuento.
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0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
t
dit  ciet
dit  ci1  tW1et
B*t
0 1 2 3 4 5
0
1
2
3
4
t
dit  ciet
dit  ci1  tW1et
B*t
a) B∗ (t) aproximado para el sistema 1 de 3 b) B∗ (t) aproximado para el sistema 2 de 4
Figura 5-1.: Costo medio esperado para los sistemas bajo estudio
Luego, en cada escenario de simulacio´n se evalu´a la probabilidad de cobertura alcanzada
por la banda de confianza propuesta, mediante (5-2), cuyas indicadoras determinan si la
funcio´n B∗ (t) esta´ totalmente contenida en la banda resultante en cada simulacio´n.
A continuacio´n se presentan los resultados del estudio de simulacio´n para cada uno de
los sistemas coherentes considerados.
5.3. Probabilidades de cobertura alcanzadas en el
sistema 1 de 3
Para cada valor considerado del taman˜o de la remuestra G, la Figura 5-2 presenta los
resultados para analizar los efectos del taman˜o de la particio´n M y el taman˜o de la
muestra n, sobre las probabilidades de cobertura alcanzadas, para ambas funciones de
descuento.
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10 20 50 100 200 500 1000
0.84
0.86
0.88
0.90
0.92
0.94
0.96
n
M  100, dit  ciet
M  500, dit  ciet
M  1000, dit  ciet
M  100, dit  ci1  tW1et
M  500, dit  ci1  tW1et
M  1000, dit  ci1  tW1et
1    0.95
G  500
CP
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0.84
0.86
0.88
0.90
0.92
0.94
0.96
n
M  100, dit  ciet
M  500, dit  ciet
M  1000, dit  ciet
M  100, dit  ci1  tW1et
M  500, dit  ci1  tW1et
M  1000, dit  ci1  tW1et
1    0.95
G  1000
CP
10 20 50 100 200 500 1000
0.84
0.86
0.88
0.90
0.92
0.94
0.96
n
M  100, dit  ciet
M  500, dit  ciet
M  1000, dit  ciet
M  100, dit  ci1  tW1et
M  500, dit  ci1  tW1et
M  1000, dit  ci1  tW1et
1    0.95
G  5000
CP
10 20 50 100 200 500 1000
0.84
0.86
0.88
0.90
0.92
0.94
0.96
n
M  100, dit  ciet
M  500, dit  ciet
M  1000, dit  ciet
M  100, dit  ci1  tW1et
M  500, dit  ci1  tW1et
M  1000, dit  ci1  tW1et
1    0.95
G  10000
CP
Figura 5-2.: ĈP para SCB
(n)
t , en sistema 1 de 3, variando M .
En la Figura 5-2 se observa que para ambas funciones de descuento, a medida que au-
menta el nu´mero de sistemas bajo garant´ıa, las probabilidades emp´ıricas de cobertura de
las bandas de confianza correspondientes aumentan hasta llegar al valor de 1−γ fijado en
la simulacio´n. Observe que aunque no parece existir un patro´n claro que pueda atribuirse
a un efecto del taman˜o de la particio´n M sobre la probabilidad de cobertura alcanzada,
se puede apreciar que si se desean obtener probabilidades de cobertura mayores esto ocu-
rre cuando la particio´n del per´ıodo de garant´ıa es ma´s fina. Tambie´n, en la Figura 5-2 se
observa que hay diferencias apreciables entre las probabilidades de cobertura alcanzadas
por las bandas de confianza para las dos funciones de descuento consideradas, cuando
en las muestras n ≤ 100, sin embargo cuando el nu´mero de sistemas sobrepasa ese valor
esta´s diferencias se reducen.
A continuacio´n se hace un ana´lisis del efecto del taman˜o de la remuestra G, sobre las
probabilidades de cobertura bajo diferentes taman˜os de muestra.
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10 20 50 100 200 500 1000
0.84
0.86
0.88
0.90
0.92
0.94
0.96
n
G  500, dit  ciet
G  1000, dit  ciet
G  5000, dit  ciet
G  10000, dit  ciet
G  500, dit  ci1  tW1et
G  1000, dit  ci1  tW1et
G  5000, dit  ci1  tW1et
G  10000, dit  ci1  tW1et
1    0.95
M  100
CP
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Figura 5-3.: ĈP para SCB
(n)
t , en sistema 1 de 3, variando G.
La Figura 5-3 muestra simulta´neamente, para los taman˜os de particio´n M considera-
dos, el efecto del taman˜o de la remuestra G, sobre las probabilidades de cobertura bajo
diferentes taman˜os de muestra, para ambas funciones de descuento.
Observe que en los niveles M = 100, 500 considerados del taman˜o de la particio´n existen
leves diferencias entre las curvas de ĈP para los taman˜os de remuestras G estudiados,
para los casos con igual modelo de costo descontado, lo que sugiere que al menos en los
valores considerados el taman˜o de la remuestra G no afecta el comportamiento de las
probabilidades de cobertura alcanzadas por bandas propuestas, sin embargo cuando la
particio´n es fina M = 1000 se tiene que las probabilidades de cobertura se ven favoreci-
das por un nu´mero de remuestras mayor. Note que en la Figura 5-3 tambie´n se confirma
que las diferencias que pueden existir en las probabilidades de cobertura alcanzadas para
las dos funciones de descuento consideradas disminuyen al aumentar el nu´mero de las
sistemas llegando a valores similares cercanos al valor fijado 1− γ.
En la siguiente Seccio´n se presentan los resultados obtenidos en las probabilidades de
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cobertura alcanzadas por las bandas de confianza propuestas para el sistema 2 de 4.
5.4. Probabilidades de cobertura alcanzadas en el
sistema 2 de 4
La Figura 5-4 muestra el efecto del taman˜o de la particio´n M , sobre las probabilidades
de cobertura bajo diferentes taman˜os de muestra, en cada nivel considerado del taman˜o
de la remuestra G, para ambas funciones de descuento.
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Figura 5-4.: ĈP para SCB
(n)
t , en sistema 2 de 4, variando M .
En la Figura 5-4 se observa que, al igual que en el sistema 1 de 3, para las dos funciones
de descuento consideradas al aumentar el nu´mero de sistemas bajo garant´ıa, las pro-
babilidades emp´ıricas de cobertura de las bandas de confianza tambie´n aumentan hasta
llegar al valor deseado 1−γ. Adema´s, las probabilidades de cobertura estimadas al variar
el taman˜o de la particio´n M nuevamente indican que las probabilidades de cobertura
mejoran a medida que la particio´n del periodo de garant´ıa es ma´s fina. Tambie´n se obser-
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va que las probabilidades de cobertura alcanzadas para las dos funciones de descuento
consideradas son diferentes, al menos cuando el nu´mero de sistemas bajo garant´ıa es
inferior o igual a 100, pero cuando el nu´mero de sistemas es grande las diferencias entre
las probabilidades de cobertura se desvanecen.
En lo que sigue, se hace un ana´lisis del efecto del taman˜o de la remuestra G, sobre las
probabilidades de cobertura alcanzadas bajo diferentes taman˜os de muestra. La Figura
5-5 explora el efecto del taman˜o de la remuestra G, sobre las probabilidades de cobertura
bajo diferentes taman˜os de muestra, para ambas funciones de descuento.
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Figura 5-5.: ĈP para SCB
(n)
t , en sistema 2 de 4, variando G.
La Figura 5-5 permite concluir de nuevo que en cada nivel estudiado del taman˜o de la
particio´n M , para ambas funciones de descuento, las probabilidades de cobertura sugie-
ren una mejora cuando los taman˜os de remuestra G aumentan. De nuevo, se reitera que
hay diferencias apreciables entre las probabilidades de cobertura para las dos funciones
de descuento, cuando el nu´mero de las sistemas es menor o igual a 100, mientras que
al aumentar ese nu´mero de sistemas se llega a valores similares en ambas funciones de
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descuento y cercanos el valor fijado 1− γ.
En la siguiente Seccio´n se realiza una comparacio´n general que involucra a los sistemas
y funciones de descuento consideradas.
5.5. Probabilidades de cobertura alcanzadas por ambos
sistemas
Para el siguiente ana´lisis se asume que las diferencias encontradas entre las probabilidades
de cobertura para los diferentes nu´meros de remuestras considerados son despreciables
y as´ı se toman los promedios de las probabilidades de cobertura en los niveles de G.
La Figura 5-6 se muestra simulta´neamente co´mo cambian las probabilidades de cober-
tura alcanzadas de acuerdo al taman˜o de la particio´n, el tipo de sistema, la funcio´n de
descuento y al nu´mero de sistemas bajo garant´ıa.
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Figura 5-6.: ĈP para SCB
(n)
t , por tipo de sistema y descuento, variando M .
Note de la Figura 5-6 que, en general con el sistema 2 de 4, comparado con el sistema
1 de 3, para n ≤ 100 las probabilidades de cobertura son mayores con cualquiera de
las funciones de descuento y taman˜os de particio´n considerados. Adema´s, la funcio´n de
descuento no pro-rateada di (t) = cie
−t produce probabilidades de cobertura alcanzadas
mayores en los dos sistemas que se ven favorecidas a medida que el taman˜o de la parti-
cio´n M se hace ma´s fina, corroborando el ana´lisis hecho anteriormente sobre este factor
en ambos sistemas.
76 5 Probabilidades de cobertura
Ahora, si se asume que las diferencias en las probabilidades de cobertura para los distintos
taman˜os de particio´n y nu´mero de remuestras considerados son despreciables y se toma
el promedio de e´stas, se tendr´ıa como resultado lo que se muestra en la Figura 5-7 que
se presenta a continuacio´n.
10 20 50 100 200 500 1000
0.84
0.86
0.88
0.90
0.92
0.94
0.96
n
Sistema 1 de 3, dit  ciet
Sistema 1 de 3, dit  ci1  tW1et
Sistema 2 de 4, dit  ciet
Sistema 2 de 4, dit  ci1  tW1et
1    0.95
CP
Figura 5-7.: ĈP para SCB
(n)
t por tipo de sistema y descuento.
Observe que de la Figura 5-7 se concluye que en promedio las probabilidades de cobertura
alcanzadas para el sistema 2 de 4 son mayores que las del sistema 1 de 3 para taman˜os de
muestra n ≤ 100, y luego tales diferencias disminuyen conforme aumenta n, convergiendo
los valores de ĈP al valor deseado de 1− γ = 0.95, aunque la convergencia parece ma´s
ra´pida en el sistema 2 de 4.
5.6. Ejemplos de bandas de confianza simulta´neas
Se ilustran las bandas de confianza en los dos sistemas coherentes en los cuales se ade-
lanto´ el estudio de simulacio´n previo, esto es, para el sistema de 3 componentes en
paralelo y el sistema 2 de 4 componentes. Adicionalmente a los para´metros de simu-
lacio´n en Tabla 5-2, se fijara´ el taman˜o de la particio´n en M = 1000 y el nu´mero de
remuestras en R = 10000.
Las Figuras 5-8 y 5-9 muestran co´mo cambian las bandas de confianza al variar el
nu´mero de sistemas bajo garant´ıa n para los sistemas 1 de 3 y 2 de 4, respectivamente.
5.6 Ejemplos de bandas de confianza simulta´neas 77
di (t) = cie
−t di (t) = ci
(
1− tW−1) e−t
n = 50
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
t
B*t
Bt
50
LI
LS
0 1 2 3 4 5
0.0
0.5
1.0
1.5
t
B*t
Bt
50
LI
LS
n= 100
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
t
B*t
Bt
100
LI
LS
0 1 2 3 4 5
0.0
0.5
1.0
1.5
t
B*t
Bt
100
LI
LS
n= 500
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
t
B*t
Bt
500
LI
LS
0 1 2 3 4 5
0.0
0.5
1.0
1.5
t
B*t
Bt
500
LI
LS
n = 1000
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
t
B*t
Bt
1000
LI
LS
0 1 2 3 4 5
0.0
0.5
1.0
1.5
t
B*t
Bt
1000
LI
LS
Figura 5-8.: Bandas de confianza simulta´neas de nivel 1− γ para el sistema 1 de 3
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Figura 5-9.: Bandas de confianza simulta´neas de nivel 0.95 para el sistema 2 de 4
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Note que en ambos sistemas considerados el nu´mero de sistemas bajo garant´ıa es un
factor fundamental en la precisio´n de la banda de confianza propuesta, vista como la
amplitud de la banda de confianza, llega´ndose a una precisio´n o´ptima con n ≥ 500.
Pocos sistemas en garant´ıa n ≤ 100 generan una alta variabilidad en los procesos de
costo/reparo que se refleja en bandas de confianza muy amplias y que, de acuerdo a
los resultados del estudio de simulacio´n, tienen probabilidades de cobertura alejadas del
nivel 1− γ = 0.95 fijado.

6. Conclusiones y trabajo futuro
6.1. Consideraciones finales
1. El concepto de nivel cr´ıtico de las componentes observadas en la estructura de un
sistema coherente, permite modelar el proceso de intensidad de falla del sistema
como la intensidad de un sistema en serie de las componentes observadas despue´s
de sus niveles cr´ıticos. Esto permite modelar el proceso de conteo de los reparos
mı´nimos del sistema al nivel de sus componentes y los costos asociados, cuando
este tipo de reparo se lleva a cabo bajo la filtracio´n definida por la observacio´n
completa del sistema y sus componentes en cada instante de tiempo.
2. Para sistemas coherentes con estructuras relativamente simples es posible incor-
porar la informacio´n completa del sistema y de sus componentes en el ana´lisis y
modelamiento estoca´stico de los costos involucrados en los procesos de garant´ıa,
utilizando la informacio´n definida por la pre-t-historia de las componentes, (Ft)t≥0.
Por el contrario en sistemas coherentes con estructuras muy complejas, cuando no
es pra´ctico ni econo´mico la observacio´n bajo una pre-t−historia de las componen-
tes, pero si sobre mo´dulos o subestructuras de componentes, en cuyo caso, en lugar
de considerar la estructura original Φ, se puede considerar una estructura Φ˜ de-
finida por el sistema formado por las subestructuras o mo´dulos factibles de ser
observados en todo tiempo t ≥ 0. Luego, las consideraciones hechas en este trabajo
sobre el sistema y sus componentes deben ser aplicadas bajo la estructura Φ˜, en la
cual las componentes son subsistemas. En el contexto anterior, donde los reparos
mı´nimos de un sistema al nivel de sus componentes pueden ser poco pra´cticos,
los resultados del Cap´ıtulo 3 tambie´n se podr´ıan aplicar a la estructura Φ˜, en la
cual las funciones λi(t) corresponder´ıan a las subestructuras consideradas como las
componentes de Φ˜.
3. En algunos modelos estad´ısticos la evaluacio´n de la precisio´n de las inferencias es-
tad´ısticas se puede hacer mediante el uso de me´todos computacionales intensivos
Efron (1979), Davison & Hinkley (1997) y Belyaev (2007). En este trabajo se uti-
lizo´ eficientemente el remuestreo para la construccio´n de bandas de confianza para
el costo medio de garant´ıa descontado en sistemas coherentes bajo reparo mı´nimo
f´ısico, es decir, cuando el sistema es observado al nivel de sus componentes, de
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forma que se tiene una herramienta para evaluar la precisio´n de inferencias reali-
zadas bajo el modelo de tiempo de vida general que evita las complicaciones que
puede tener el ana´lisis asinto´tico de los procesos estoca´sticos asociados, por ejem-
plo no encontrar formas cerradas para estos procesos. Adema´s, se debe destacar
que la te´cnica usada para la estimacio´n de los costos de garant´ıa y la posterior
construccio´n de bandas de confianza simulta´neas son no parame´tricas, y por tanto
ningu´n supuesto distribucional sobre los procesos de falla/reparo es requerido por
el me´todo propuesto.
4. Las condiciones consideradas para los procesos estoca´sticos usados en la estimacio´n
del costo medio descontado en sistemas coherentes bajo reparo mı´nimo f´ısico y
que permiten el uso de remuestreo para la construccio´n de bandas de confianza,
resultan ser bastante generales. En los Cap´ıtulos 3 y 4 se requieren como condiciones
suficientes para tal fin las siguientes:
Los tiempos de vida de las componentes Si, son tales que 0 < Si <∞, P -c.s.,
i = 1, . . . , m, y son Ft-tiempos de parada totalmente inaccesibles.
Para todo i = j, P (Si = Sj) = 0. Esto es dos componentes no fallan si-
multa´neamente.
Las funciones de tasa de falla de la componente i en el tiempo t, λi (t), son
funciones determin´ısticas continuas e integrables en el intervalo (0, t].
Las funciones de costo descontado por reparo mı´nimo de la componente i en el
tiempo t, Hi (t), son funciones determin´ısticas continuas acotadas e integrables
en el intervalo [0, t], tales que
∫ t
0
Hi (u)λudu <∞ y
∫ t
0
H2i (u)λudu <∞.
Las cuales frecuentemente se cumplen (Fleming & Harrington 1991, Aven & Jensen
1999). Por tanto la propuesta de construccio´n de bandas de confianza simulta´neas
puede ser va´lida en una amplia gama de modelos de costos en confiabilidad de
sistemas coherentes.
5. Si no se dispone de la filtracio´n de informacio´n completa F = (Ft)t≥0, pero es
posible observar el proceso bajo una filtracio´n de informacio´n parcial A = (Ft)t≥0,
tal que At ⊂ Ft, entonces la aplicacio´n de las te´cnicas desarrolladas en este trabajo
deber´ıa conducir a resultados similares, puesto que bajo la filtracio´n A tambie´n
se tiene una representacio´n SSM, que debe cumplir las condiciones mı´nimas que se
mencionaron en el ı´tem anterior.
6. La propuesta de construccio´n de bandas de confianza simulta´neas para el costo
medio descontado de garant´ıa para sistemas coherentes bajo reparo mı´nimo f´ısico,
es de fa´cil implementacio´n en cualquier paquete estad´ıstico, puesto que involucra
so´lo muestreo aleatorio con reemplazo. Adema´s, en los escenarios de simulacio´n
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estudiados en el Cap´ıtulo 5 se llego´ a probabilidades de cobertura alcanzadas razo-
nables (cercanas a la probabilidad de cobertura fijada), en particular si el nu´mero
de sistemas bajo garant´ıa es amplio (mayor a 100 productos o sistemas), se tiene
una particio´n fina del periodo de garant´ıa y el nu´mero de remuestras es grande. Lo
anterior indica que la precisio´n de las inferencias estad´ısticas realizadas sobre los
procesos considerados depende en gran medida del taman˜o del conjunto de datos,
es decir, del nu´mero de sistemas bajo garant´ıa, afortunadamente, las bases de datos
para ana´lisis de garant´ıa por lo general son suficientemente grandes para que la
propuesta de construccio´n de bandas de confianza pueda ser usada.
6.2. Sugerencias de trabajo futuro
Diversas consideraciones adicionales se pueden incluir en la construccio´n de bandas de
confianza simulta´neas y en el modelamiento de los costos de garant´ıa en sistemas cohe-
rentes. A continuacio´n se enumeran algunos de los problemas de intere´s para desarrollar
en trabajos futuros.
1. En la construccio´n de bandas de confianza simulta´neas basadas en remuestreo se
puede incluir un factor de correccio´n de sesgo, debido a la utilizacio´n de muestras
finitas (Cowling, Hall & Phillips 1996, Genovese & Wasserman 2008). Tal modifi-
cacio´n debe mejorar el desempen˜o de las bandas de confianza. Por otro lado este
trabajo se concentro´ en la construccio´n de bandas de confianza para el costo me-
dio de garant´ıa descontado para sistemas coherentes bajo reparo mı´nimo f´ısico, sin
embargo frecuentemente en confiabilidad interesan otras medidas distribucionales,
tales como, la mediana y otros cuantiles de la distribucio´n. As´ı, puede interesar rea-
lizar la estimacio´n puntual de estas medidas con una banda de confianza simulta´nea
con una probabilidad de cobertura dada 1− γ.
2. El modelo de costo estudiado en este trabajo so´lo incluye un tipo de falla, sin
embargo es posible utilizar otros modelos de costo. Por ejemplo, Block et al. (1985)
describen un modelo de falla general, denominado en forma resumida como el
modelo BBS, en el que se asume que un sistema puede presentar uno de dos tipos
de fallas en un instante t: falla tipo I o falla tipo II. Las fallas tipo I, son reparadas
mı´nimamente, es decir, se lleva al sistema a la condicio´n inmediatamente anterior al
momento en que se presenta la falla. Las fallas tipo II ocurren con probabilidad p (t)
y son catastro´ficas, por tanto no reparables, de ah´ı que el sistema sea reemplazado
en su totalidad por uno nuevo. En estas condiciones se puede generalizar el me´todo
de construccio´n de bandas de confianza simulta´neas para alguna de las funciones
de intere´s, antes mencionadas.
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3. El trabajo realizado se enfoca en el modelo de reparo mı´nimo y en la pol´ıtica de
garant´ıa donde el costo de las reparaciones es compartido por el cliente y el fabri-
cante (pol´ıtica PRW). En la literatura se conocen otros tipos de reparo adicionales
al reparo mı´nimo, tales como: el reparo perfecto, donde el producto despue´s de
reparado queda tan bueno como nuevo, y el reparo imperfecto, donde el producto
queda mejor que usado pero no tan bueno como nuevo, ambos tipos de reparo hacen
uso de los conocidos procesos de renovacio´n (Park & Pham 2010, Su & Shen 2012).
Adema´s, es posible considerar pol´ıticas de garant´ıa de sustitucio´n gratuita (FRW)
o combinaciones de las pol´ıticas FRW y PRW (Chien 2008, Chien 2010). La gene-
ralizacio´n de los resultados de esta tesis a las situaciones previamente descritas es
un to´pico de intere´s.
4. El periodo de garant´ıa ofrecido por el fabricante ha venido creciendo progresiva-
mente hasta el punto que actualmente es comu´n ofrecer una garant´ıa que cubre
la vida u´til del producto (Chattopadhyay & Rahman 2008, Hong-Zhong, Zhie-Jie,
Yanfeng, Yu & Liping 2008), lo cual hace que la estimacio´n de los costos de garant´ıa
se torne ma´s compleja, debido a factores tales como: incertidumbre en los precios
de las partes, mano de obra y la creciente entrada de productos nuevos al mercado.
Alternativamente, el fabricante puede ofrecer una garant´ıa extendida, de manera
que es de intere´s modelar los costos asociados a e´sta (Jack & Murthy 2007, Su &
Shen 2012). As´ı, ambas situaciones pueden ser estudiadas bajo el modelo de tiem-
po de vida general aplicando distintos tipos de reparo y teniendo como objetivo
producir estimaciones similares a las obtenidas en esta tesis.
5. Un factor que no se tiene en cuenta en este trabajo es la tasa o intensidad de
uso del producto bajo garant´ıa, lo cual se convierte en un factor clave para el
fabricante en la decisio´n de ofrecer una reparacio´n o un reemplazo del producto.
Chattopadhyay & Murthy (2000), Hong-Zhong et al. (2008), Jack, Iskandar &
Murthy (2009) y Vahdani, Chukova & Mahlooji (2011) estudian el problema de
la estimacio´n de los costos de garant´ıa en esta situacio´n bajo el enfoque cla´sico,
de manera que alternativamente se puede investigar co´mo cambia la estimacio´n
de tales costos usando la aproximacio´n f´ısica y co´mo acotar tal estimacio´n usando
bandas de confianza simulta´neas.
Se debe destacar que en la mayor´ıa de las situaciones que ameritan un trabajo posterior, a
pesar de contar con algo de literatura al respecto, la mayor´ıa de los trabajos consideran
la aproximacio´n estad´ıstica de dichos problemas, de manera que tan solo llevar estas
situaciones a la aproximacio´n f´ısica es suficiente para lograr un aporte significativo al
a´rea de la confiabilidad en sistemas multicomponentes.
Ape´ndices

A. Algunos resultados teo´ricos
importantes
A.1. Teorema del valor medio para integrales
A continuacio´n se presenta la primera versio´n del teorema de valor medio para integrales
de Riemann-Stieltjes (Apostol 1974), y como corolario se presenta un resultado que se
aplica con frecuencia en el trabajo.
Teorema A.1. Asuma que ν es creciente y sea f una funcio´n Riemann integrable con
respecto a ν en el intervalo [a, b]. Denote por M y m al supremo e ı´nfimo del conjunto
{f (x) : x ∈ [a, b]}. Entonces, existe un nu´mero real κ que satisface m ≤ κ ≤ M tal que∫ b
a
f (x) dν (x) = κ
∫ b
a
dν (x) = κ [ν (b)− ν (a)] . (A-1)
En particular, si f es continua en [a, b], entonces κ = f (x0) para algu´n x0 en [a, b].
Una aplicacio´n del Teorema A.1 se da en el a´mbito de las integrales de la forma
∫ b
a
H (u)λ (u) du.
Corolario A.1. Sea H (t) una funcio´n continua, no negativa y acotada en [a, b] con
0 ≤ a ≤ b ≤ t < ∞. Sea λ (t) una funcio´n no negativa que representa una tasa de
falla que puede estar asociada a una distribucio´n con tasa de falla creciente (IFR) o con
tasa de falla decreciente (DFR) o con tasa de falla que combina ambos patrones, por
ejemplo una tasa de falla con forma de ban˜era. Asuma que
∫ b
a
H (u)λ (u) du < ∞, es
decir f (t) = H (t)λ (t) es Riemann integrable en [a, b]. Entonces, existe κ ≥ 0 tal que∫ b
a
H (u)λ (u) du ≤ κ |b− a| . (A-2)
Prueba. Dado que las funciones λ (t) representan tasas de falla, las cuales pueden estar
o no definidas en a = 0, espec´ıficamente en casos de distribuciones DFR o en forma de
ban˜era, de manera que a = 0 puede ser un punto de discontinuidad de λ (t), entonces se
distinguira´n dos casos as´ı:
Caso 1: λ (t) es una funcio´n de tasa de falla continua en [0, t].
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Como H (t) y λ (t) son continuas en [0, t], entonces se tiene que f (t) = H (t)λ (t) tambie´n
es una funcio´n continua en [0, t] y por tanto es Riemann integrable con respecto a ν (u) =
u. En consecuencia, aplicando el Teorema (A.1), se tiene que para 0 ≤ a ≤ b ≤ t < ∞,
existe κ ≥ 0 tal que ∫ b
a
H (u)λ (u) du ≤ κ |b− a| . (A-3)
Caso 2: λ (t) es una funcio´n de tasa de falla continua en (0, t].
Lo anterior puede ocurrir por ejemplo en distribuciones DFR. Como H (t) es continua en
[0, t] pero λ (t) es continua en (0, t], entonces se tiene que f (t) = H (t)λ (t) es continua
en (0, t] y de manera que f (0) no esta´ definida. Luego se deben estudiar las siguientes
opciones:
i. Si a > 0 con 0 < a ≤ b ≤ t < ∞. Entonces, f (t) = H (t)λ (t) es continua y
Riemann integrable en [a, b] y por Teorema A.1, existe κ ≥ 0 tal que∫ b
a
H (u)λ (u) du ≤ κ |b− a| . (A-4)
ii. a = 0 con 0 = a ≤ b ≤ t <∞. Entonces, para  > 0∫ b
a
H (u)λ (u) du = l´ım
→0
∫ b
a+
H (u)λ (u) du. (A-5)
Note que en la integral del lado derecho se puede aplicar el Teorema A.1, ya que
f (t) = H (t)λ (t) es continua y Riemann integrable en [a + , b] por tanto existe
κ ≥ 0 tal que ∫ b
a+
H (u)λ (u) du ≤ κ |b− (a + )| , (A-6)
y tomando l´ım→0 en ambos lados de (A-6) se obtiene que∫ b
a
H (u)λ (u) du = l´ım
→0
∫ b
a+
H (u)λ (u) du ≤ κ |b− a| . (A-7)
Luego, de (A-4) y (A-7) se tiene que si λ (t) es continua en (0, t], se cumple tambie´n que
para todo a, b ∈ (0, t], ∫ b
a
H (u)λ (u) du ≤ κ |b− a| . (A-8)
De (A-3) y (A-8) se concluye que para toda λ (t) y H (t) tales que
∫ t
0
H (u)λ (u) du <∞
y para todo a, b ∈ [0, t], se cumple que∫ b
a
H (u)λ (u) du ≤ κ |b− a| .
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A.2. Teorema de mapeo continuo
El Teorema de Mapeo Continuo extiende la convergencia de´bil de una sucesio´n de medi-
das sobre un espacio me´trico (Υ,S0) a una sucesio´n de medidas inducida en otro espacio
(Υ′,S ′0).
Teorema A.2. (Fleming & Harrington 1991) Suponga que f es un mapeo continuo
desde un espacio me´trico (Υ,S0) a otro espacio (Υ′,S ′0). Sean Pn y P medidas de proba-
bilidad en (Υ,S0). Si Pn converge de´bilmente a P (Pn w−→ P), entonces Pnf−1 converge
de´bilmente a Pf−1 (Pnf−1 w−→ Pf−1).
A.3. Desigualdades
En esta Seccio´n se presentan algunas desigualdades u´tiles en las pruebas realizadas du-
rante este trabajo.
Sean a1, a2, . . . , am y b1, b2, . . . , bm dos m-tuplas arbitrarias de nu´meros reales. Sean
d1, d2, . . . , dm ∈ R+ ∪ {0}, entonces se cumplen las siguientes desigualdades:
Desigualdad Elemental:
(a1 ± b1)2 ≤ 2a21 + 2b21. (A-9)
Desigualdad cr:
|a1 + b1|r ≤ cr |a1|r + cr |b1|r , r > 0, (A-10)
donde cr = 1 o 2
r−1, de acuerdo a si r ≤ 1 o r ≥ 1, respectivamente.
Desigualdad triangular: ∣∣∣∣∣
m∑
k=1
ak
∣∣∣∣∣ ≤
m∑
k=1
|ak| . (A-11)
Desigualdad de Cauchy:(
m∑
k=1
akbk
)2
≤
(
m∑
k=1
a2k
)(
m∑
k=1
b2k
)
. (A-12)
La igualdad ocurre en (A-12) so´lo si ak = 0 (1 ≤ k ≤ m), o si existe t ∈ R tal que
bk = tak (1 ≤ k ≤ m).
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De la desigualdad A-12 se desprende un caso especial cuando bk = 1 (1 ≤ k ≤ m),
que resulta en (
m∑
k=1
ak
)2
≤ m
(
m∑
k=1
a2k
)
. (A-13)
y usando argumentos similares de la prueba de (A-12) y usando la m-tupla de
nu´meros en R+ ∪ {0}, se tiene que (Herman, Kucˇera & Sˇimsˇa 2000)(
m∑
k=1
dk
)3
≤ m2
(
m∑
k=1
d3k
)
. (A-14)
A.4. Funcio´n generadora de momentos de un NHPP
En esta Seccio´n se describe la funcio´n generadora de momentos de un Proceso Poisson
no Homoge´neo.
En general, se tiene que la funcio´n generadora de momentos de un NHPP, N˜t, con
para´metro
∫ t
0
λ (s) ds, es (Riordan 1937)
MN˜t (r) = E
[
exp
(
rN˜t
)]
= exp
{
[er − 1]
∫ t
0
λi (s) ds
}
, (A-15)
de donde por ca´lculos directos, el momento de orden k alrededor del origen (con k ∈ N),
se obtiene como:
E
[(
N˜t
)k]
=
d(k)MN˜t (r)
drk
∣∣∣∣∣
r=0
=
k∑
x=0
Sx,k
(∫ t
0
λ (s) ds
)x
, (A-16)
con
Sx,k = (x!)
−1
x∑
v=0
(−1)x−v
(
x
v
)
vk, (A-17)
los nu´meros de Stirling de segundo tipo (Riordan 1937).
B. Fundamentos para modelos de falla
estoca´sticos
Las siguientes definiciones esta´n basadas en Aven & Jensen (1999) y Bremaud (1981).
Definicio´n B.1. Un proceso estoca´stico es una familia de variables aleatorias indexadas
en el tiempo, X = (Xt), las cuales son definidas sobre el mismo espacio de probabilidad
(Ω,F , P ). La informacio´n hasta el tiempo t esta´ representado por la historia Ft, la cual
contiene todos los eventos de F que pueden ser distinguidos hasta el tiempo t.
Definicio´n B.2. Una variable aleatoria Y es integrable si E [|Y |] < ∞. Si la p-e´sima
potencia de Y es integrable (E [|Y |p] <∞, 0 ≤ p <∞), entonces se dice que Y es un
elemento del espacio Lp, el espacio vectorial de variables aleatorias de valores reales
con momento p-e´simo finito. Un proceso estoca´stico Xt, t ∈ R+, es llamado integrable
si todas las variables aleatorias Xt son integrables. Una familia de variables aleatorias
Xt, t ∈ R+ es llamada uniformemente integrable, si
l´ım
c→∞
sup
t∈R+
E [|Xt| I (|Xt| ≥ c)] = 0. (B-1)
Esta condicio´n garantiza que E (l´ımn→∞Xn) = l´ımn→∞E (Xn).
Definicio´n B.3. Un proceso estoca´stico X es Ft-progresivo o progresivamente medible,
si para todo t el mapeo (s, ω) → Xs (ω) sobre [0, t] × Ω es medible con respecto a la
σ-a´lgebra producto B ([0, t])⊗Ft, donde B ([0, t]) es la σ-a´lgebra de Borel en [0, t].
Definicio´n B.4. Una variable aleatoria τ con valores en R+
⋃ {∞} es llamada un tiem-
po de parada con respecto a la filtracio´n F , si y so´lo si, {τ ≤ t} ∈ Ft para todo t ∈ R+.
As´ı, un tiempo de parada esta´ relacionado a la informacio´n dada, si en cualquier tiempo
t es posible decidir si τ ha ocurrido hasta ese tiempo o no, usando so´lo la informacio´n
del pasado y presente, pero no anticipando la futura.
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Definicio´n B.5. Un F-tiempo de parada es previsible si existe una sucesio´n (τn)n≥0 de
F-tiempos de parada, τn < τ , tal que τn → τ, P -c.s., cuando n → ∞. Un F-tiempo
de parada es totalmente inaccesible si P (τ = φ <∞) = 0 para todo F-tiempo de parada
previsible φ.
Definicio´n B.6. Un proceso X es previsible si y so´lo si Xτ es F-medible para todo tiempo
de parada τ .
Definicio´n B.7. Un proceso estoca´stico Xt integrable y adaptado a la filtracio´n F , es
llamado martingala (submartingala), si para todo s > t, s, t ∈ R+, E [Xs| Ft] = (≥) Xt.
La notacio´nM representa al conjunto de martingalas con trayectorias que son continuas
a derecha y para las cuales el l´ımite a izquierda existe (trayectorias cadlag). El conjunto
M0 corresponde a la familia de martingalas Xt ∈M que tienen media cero, esto es, con
X0 = 0, lo que implica E [Xt] = 0, ∀ t ≥ 0.
Definicio´n B.8. Una martingala Xt se dice cuadrado integrable, si supt≥0 E [X
2
t ] <∞.
M2 representa al conjunto de martingalas Xt que son cuadrado integrables. Si Xt ∈M2
y adema´s tiene media cero, entonces se dice que Xt es una martingala cuadrado integrable
de media cero, y se utiliza la notacio´n Xt ∈M20.
Definicio´n B.9. Descomposicio´n de Doob y Meyer: Sea X un proceso continuo a
derecha y adaptado a F. Entonces X es una submartingala uniformemente integrable, si y
solo si tiene una descomposicio´n X = A+M , donde A es un proceso creciente, previsible,
continuo a derecha e integrable, con A0 = 0 y M es una martingala uniformemente
integrable.
Definicio´n B.10. Representacio´n semimartingala regular: Un proceso estoca´stico
Z = (Zt)t≥0, es llamado una semimartingala regular (SSM), si admite una descomposi-
cio´n de la forma:
Zt = Z0 +
∫ t
0
fudu+ Mt, (B-2)
donde, (ft)t≥0 es un proceso estoca´stico progresivamente medible, E
[∫ t
0
|fu| du
]
< ∞
para todo t ≥ 0, E [|Z0|] <∞, y Mt ∈M0.
Teorema B.1. (Aven & Jensen 1999) Sea Z = (Zt)t≥0 un proceso estoca´stico sobre el
espacio de probabilidad (Ω,F , P ), adaptado a la filtracio´n F. Si se cumplen
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i. Para todo t, h ∈ R+, existen versiones de la esperanza condicional E [Zt+h| Ft] tales
que el l´ımite
ft = l´ım
h→0+
1
h
E [Zt+h − Zt| Ft] (B-3)
existe P -c.s para todo t ∈ R+ y (ft)t≥0 es F-progresivamente medible con E
[∫ t
0
|fu| du
]
<
∞ para todo t ∈ R+.
ii. Para todo t ∈ R+, (E [Zt+h − Zt| Ft]) , h ∈ R+, tiene trayectorias P -c.s., las cuales
son absolutamente continuas.
iii. Para todo t ∈ R+, existe c > 0 tal que
{
1
h
E [Zt+h − Zt| Ft] : 0 < h ≤ c
}
es unifor-
memente integrable.
Entonces Z es una SSM con la representacio´n Zt = Z0+
∫ t
0
fsds+Mt, donde f es definido
como en (B.1.) y M es una F-martingala dada por
Mt = Zt − Z0 −
∫ t
0
fudu. (B-4)
Cambio de filtracio´n. El cambio de filtracio´n permite la observacio´n de un proceso es-
toca´stico bajo diferentes niveles de informacio´n. La siguiente definicio´n establece cuando
una filtracio´n esta´ contenida en otra.
Definicio´n B.11. Sean A = (At)t≥0 y F = (Ft)t≥0 dos filtraciones en el mismo espacio
de probabilidad (Ω,F , P ). Entonces A es una subfiltracio´n de F si At ⊂ Ft para todo
t ∈ R+.
F puede verse como la filtracio´n de informacio´n completa y A como la filtracio´n de
observacio´n actual en un nivel ma´s bajo. Si Z tiene una F-representacio´n SSM, entonces
la proyeccio´n a la filtracio´n de observacio´n A es dada por la esperanza condicional Ẑ
con Ẑt = E [Zt| At]. Este resultado es presentado en el Teorema de proyeccio´n que se da
a continuacio´n.
Teorema B.2. Teorema de Proyeccio´n. Sea Z un proceso estoca´stico con F-representacio´n
SSM y sea A una subfiltracio´n de F. Entonces Ẑ con
Ẑt = Ẑ0 +
∫ t
0
f̂udu+ M (B-5)
es una A-martingala, donde
1. Ẑ es A-adaptada con trayectorias cadlag c.s. y Ẑt = E [Zt| At] para todo t ∈ R+;
2. f̂ es A-progresivamente medible con f̂t = E [ft| At] para casi todo t ∈ R+ (medida
de Lebesgue);
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3. M es una A-martingala.
Si adicionalmente, Z0,
∫∞
0
|fu| du ∈ L2 y M ∈ M20, entonces Ẑ0,
∫∞
0
∣∣∣f̂u∣∣∣ du ∈ L2 y
M ∈M20.
Definicio´n B.12. Procesos Puntuales: Un proceso puntual sobre R+ puede ser des-
crito por una sucesio´n creciente de variables aleatorias o por su correspondiente pro-
ceso de conteo. Un proceso puntual (univariado) es una sucesio´n creciente de varia-
bles aleatorias positivas (Tn) , n ∈ N, las cuales tambie´n pueden tomar el valor +∞:
0 < T1 ≤ T2 . . .. Otra forma de describir un proceso puntual es por medio de un proceso
de conteo N = (Nt)t≥0, con
Nt =
∑
n≥1
I (Tn (ω) ≤ t) = ma´x
n≥1
{Tn ≤ t} . (B-6)
el cual es, para cada realizacio´n de ω, una funcio´n de salto continua a derecha con sal-
tos de magnitud 1 y N0 (ω) = 0. Nt cuenta el nu´mero de puntos Tn que ocurren hasta
el tiempo t (Aven & Jensen 1999). De la ecuacio´n anterior se desprende la relacio´n
Nt ≥ n⇔ Tn ≤ t, esto equivale a decir que en el tiempo t han ocurrido por lo menos n
eventos si, y so´lo si, el n-e´simo evento ocurrio´ antes de t.
Un proceso estoca´stico puntual Nt para cada realizacio´n ω debe satisfacer (Ross 1970),
a. Nt (ω) ≥ 0.
b. Nt (ω) es un valor entero.
c. Si s < t entonces Ns (ω) ≤ Nt (ω).
d. Para s < t, [Nt (ω)−Ns (ω)] es el nu´mero de eventos en el intervalo (s, t].
Un proceso de conteo se dice que tiene incrementos independientes si el nu´mero de
eventos que ocurren en intervalos de tiempo, que no se traslapan, son independientes.
Un proceso estoca´stico se dice que tiene incrementos estacionarios si la distribucio´n del
nu´mero de eventos que ocurren en cualquier intervalo depende so´lo de la longitud del
intervalo de tiempo. En otras palabras, el proceso tiene incrementos estacionarios si el
nu´mero de eventos en el intervalo (t1 + s, t2 + s] (esto es, Nt2+s −Nt1+s) tiene la misma
distribucio´n que el nu´mero de eventos en (t1, t2], para todo t1 < t2, y s > 0.
Sea Nt un proceso de conteo integrable con representacio´n SSM bajo la filtracio´n F
Nt = At + Mt =
∫ t
0
λsds + Mt, (B-7)
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donde, (λt)t≥0 es un proceso no negativo. Entonces, λ es llamado el proceso de F-
intensidad de N (Aven & Jensen 1999).
La forma ma´s comu´nmente utilizada para modelar la confiabilidad de un sistema es a
trave´s de procesos estoca´sticos puntuales. Un proceso estoca´stico puntual es un modelo
de probabilidad que describe un feno´meno f´ısico que esta´ caracterizado por la ocurrencia
de eventos aleatorios a lo largo del tiempo continuo. En la modelacio´n de la confiabilidad,
los eventos son las fallas que presenta el sistema a lo largo del tiempo de operacio´n (o
de cualquier otra medida de informacio´n sobre el uso actual del sistema). Bajo este
escenario, las fallas del sistema observadas a trave´s del tiempo t ≥ 0, ocurren en los
tiempos T1 ≤ T2 ≤ . . ., donde el tiempo Ti (i = 1, 2, . . .) es medido desde cero y es
llamado tiempo de llegada de la i-e´sima falla. Si los tiempos de reparo son despreciables,
entonces los tiempos entre llegadas Xi = Ti − Ti−1 (T0 = 0, i = 1, 2, . . .) representan los
tiempos de operacio´n entre la (i− 1) y la i-e´sima falla, y constituye el patro´n de falla
del sistema (Pham 2003).

C. Resultados del estudio de
simulacio´n
En este Anexo se presentan las Tablas de resultados del estudio de simulacio´n llevado a
cabo para evaluar el desempen˜o de las bandas de confianza propuestas, sobre los cuales
se basan los resultados gra´ficos y ana´lisis presentados en el Cap´ıtulo 5.
Tabla C-1.: ĈP para el sistema 1 de 3 con di (t) = cie
−t
M G n = 10 n = 30 n = 50 n = 100 n = 500 n = 1000
100 500 0.8754 0.9216 0.9368 0.9428 0.9464 0.9458
1000 0.8785 0.9280 0.9353 0.9425 0.9553 0.9514
5000 0.8759 0.9279 0.9326 0.9430 0.9512 0.9470
10000 0.8728 0.9241 0.9369 0.9424 0.9467 0.9489
500 500 0.8712 0.9257 0.9323 0.9442 0.9488 0.9516
1000 0.8704 0.9233 0.9388 0.9399 0.9504 0.9508
5000 0.8703 0.9229 0.9338 0.9440 0.9447 0.9484
10000 0.8658 0.9179 0.9356 0.9458 0.9502 0.9443
1000 500 0.8719 0.9240 0.9378 0.9445 0.9489 0.9508
1000 0.8749 0.9196 0.9336 0.9424 0.9517 0.9492
5000 0.8742 0.9180 0.9348 0.9422 0.9486 0.9504
10000 0.8719 0.9188 0.9302 0.9436 0.9494 0.9496
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Tabla C-2.: ĈP para el sistema 1 de 3 con di (t) = ci (1− tW−1) e−t
M G n = 10 n = 30 n = 50 n = 100 n = 500 n = 1000
100 500 0.8604 0.9096 0.9313 0.9408 0.9487 0.9502
1000 0.8567 0.9121 0.9299 0.9414 0.9526 0.9455
5000 0.8483 0.9132 0.9295 0.9402 0.9495 0.9436
10000 0.8582 0.9147 0.9302 0.9399 0.9476 0.9498
500 500 0.8540 0.9084 0.9240 0.9423 0.9471 0.9491
1000 0.8467 0.9117 0.9239 0.9357 0.9451 0.9457
5000 0.8456 0.9100 0.9230 0.9319 0.9466 0.9455
10000 0.8443 0.9085 0.9246 0.9374 0.9451 0.9452
1000 500 0.8466 0.9087 0.9242 0.9372 0.9438 0.9488
1000 0.8462 0.9073 0.9372 0.9445 0.9502 0.9507
5000 0.8435 0.9200 0.9352 0.9398 0.9451 0.9487
10000 0.8684 0.9181 0.9342 0.9409 0.9489 0.9439
Tabla C-3.: ĈP para el sistema 2 de 4 con di (t) = cie
−t
M G n = 10 n = 30 n = 50 n = 100 n = 500 n = 1000
100 500 0.8909 0.9341 0.9438 0.9448 0.9488 0.9427
1000 0.8889 0.9292 0.9404 0.9472 0.9486 0.9420
5000 0.8934 0.9353 0.9447 0.9493 0.9495 0.9429
10000 0.8897 0.9371 0.9423 0.9462 0.9504 0.9437
500 500 0.8866 0.9278 0.9425 0.9490 0.9493 0.9481
1000 0.8918 0.9365 0.9355 0.9445 0.9488 0.9470
5000 0.8877 0.9310 0.9364 0.9454 0.9482 0.9466
10000 0.8878 0.9320 0.9328 0.9419 0.9500 0.9454
1000 500 0.8871 0.9290 0.9381 0.9466 0.9529 0.9564
1000 0.8899 0.9302 0.9347 0.9480 0.9513 0.9515
5000 0.8880 0.9313 0.9368 0.9398 0.9492 0.9507
10000 0.8807 0.9323 0.9441 0.9448 0.9511 0.9483
99
Tabla C-4.: ĈP para el sistema 2 de 4 con di (t) = ci (1− tW−1) e−t
M G n = 10 n = 30 n = 50 n = 100 n = 500 n = 1000
100 500 0.8720 0.9265 0.9355 0.9453 0.9471 0.9440
1000 0.8754 0.9233 0.9351 0.9452 0.9496 0.9475
5000 0.8751 0.9245 0.9346 0.9379 0.9439 0.9419
10000 0.8785 0.9268 0.9335 0.9397 0.9464 0.9393
500 500 0.8777 0.9251 0.9371 0.9409 0.9475 0.9465
1000 0.8706 0.9201 0.9317 0.9446 0.9474 0.9460
5000 0.8697 0.9258 0.9328 0.9377 0.9458 0.9440
10000 0.8753 0.9190 0.9291 0.9433 0.9479 0.9446
1000 500 0.8781 0.9208 0.9304 0.9442 0.9483 0.9481
1000 0.8690 0.9221 0.9307 0.9434 0.9455 0.9513
5000 0.8694 0.9218 0.9252 0.9358 0.9485 0.9474
10000 0.8726 0.9167 0.9306 0.9463 0.9474 0.9456
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