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Abstract
We present Hölder estimates and Hölder gradient estimates for a class of free boundary
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and the unsteady transonic small disturbance equation.
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1. Introduction
We study a class of free boundary value problems for quasilinear elliptic equations
with mixed boundary conditions. Speciﬁcally for a bounded open set  = {X =
(x, y), (x) > y} ⊂ R2 we consider
Qu = Di(aij (X, u)Dju)+ b(X, u,Du) = 0 in , (1.1)
Mu = i (X, ′, u)Diu+ 0(X)u = g(X),
Gu = G(X, ′, u) = 0
}
on  = {(x, y); y = (x)}, (1.2)
u = (X) on  =  \ . (1.3)
The interesting features of the problem are a part of the boundary forms a free boundary
problem and the rest of the boundary forms a Dirichlet condition where the governing
operator Q fails to be elliptic. Namely, the position  is determined by the nonlinear
operator G and the elliptic coefﬁcients [aij ] of the equation Qu = 0 vanish at u = ,
that is, det[aij (X,(X))] = 0. We have an oblique derivative boundary condition on
the free boundary  and  · 0 where  is an inward normal. Here notice that we
even allow  to be tangent to some points on .
More precisely, we assume the following basic conditions throughout the paper;
A. Ellipticity: For  ∈ R2 \ {0} there exist 	 and 
 such that
0	(X, z)|2|aij (X, z)ij
(X, z)|2|, aij = aji
and 	(X,) = 0.
Assume that 	(X, z) > 0 if z > .
B. Free boundary: There exists a function  such that
′(x) = (x, , u) on  (1.4)
and  satisﬁes
G(X, ′, u) = G(X,(x, , u), u) = 0 on . (1.5)
C. Obliqueness: The oblique boundary  = (1,2) satisﬁes
||B(, u),  · 0, on  = {(x, y = (x))}, (1.6)
where B > 0 and  = (1, 2) = (′,−1)/
√
(′)2 + 1 is the unit inward normal
on .
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We set  = 0 ∪ + where
0 = {(x, (x) ∈ ; ·  = 1′ − 2 = 0},
+ = {(x, (x) ∈ ; ·  = 1′ − 2 > 0},
and let 0 ∩  = ∅.
We assume that both components of  cannot vanish at the same time, that is, at any
point on  we do not allow 1 = 0 and 2 = 0 at the same time. This implies that
1 = 0 on the set 0.
In addition on the set 0 we impose a natural condition, a Dirichlet boundary con-
dition u = 0(X), where 0 satisﬁes
1(X,0)(x, ,0)− 2(X,0) = 0. (1.7)
D. We let V1 = (a, (a)) and V2 = (b, (b)) denote corner points of  at which  and
 meet and set V = {V1, V2}. We let  satisfy a uniform exterior cone condition
on .
Remark. Notice that when  ·  = 0 at some point on  we have 1′ = 2 so if
1 = 0 there then 2 = 0 immediately. However, since we are assuming at least one
of i , i = 1, 2, is nonzero, it follows that 1 = 0 at the points where the obliqueness
fails.
Remark. Since we allow  ·  to be zero on 0, the governing operator does not
have an appropriate boundary condition on 0. This brings into question the well-
posedness of the problem. Thus we impose the extra boundary condition (1.7) which
is an immediate consequence of  being tangential to the boundary of the domain. In
fact, we treat these conditions equivalently and thus we shall not mention them any
further.
Remark. The operator M can be extended to functions which is not differentiable on
, see [19,21] for example. For X ∈  we write Mu(X)g(X) if
lim sup
t→0+
{
t−1[u(X + t(X))− u(X)] + 0(X + t(X))u(X + t(X))
}
g(X),
where (X) = (X, ′(x), u(X)). Also Mu(X)g(X) if M(−u(X)) − g(X) and
Mu(X) = g(X) if Mu(X)g(X) and Mu(X)g(X).
The main contributions in this paper are twofold. First, we establish Hölder deriva-
tive estimates for the tangential oblique boundary problem for the quasilinear elliptic
problem, see Section 2. We ﬁrst establish the necessary local weak Harnack inequality
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to obtain Hölder estimates under certain conditions and then improve regularity. Hölder
estimates for the tangential oblique boundary play the key role in obtaining higher
regularity and in establishing the existence result which is discussed in Section 3. We
obtain Hölder derivative estimates by converting the problem to an appropriate Dirichlet
boundary condition for a linear operator based on the governing problem, and then ap-
plying the related linear theories. We note that the weak Harnack inequality is obtained
for a general (in the sense that the coefﬁcients aij of the second order derivatives
depend on the gradients Du) class of quasilinear equation provided strict ellipticity
locally.
Second, we establish the existence result for the free boundary problem, see Section 3.
We point out that, to our knowledge, this is the ﬁrst work in solving general free
boundary problems for general quasilinear problems.
To establish the existence result, we ﬁrst consider the regularized problems by adding
an  term in the governing equation Qu = 0 and by adding an · term in the oblique
derivative boundary where  is the inward normal on . This ensures that the regularized
solutions are strictly elliptic and uniformly oblique. We ﬁrst verify that the regularized
operator is elliptic by showing that the solutions u satisfy u −  > 0 inside of the
domain provided certain structure conditions, and obtain L∞ a priori bound uniformly
in . We point out that our structure conditions simplify the structure condition that
was studied in [9].
The next important task is to apply the limiting argument. To do so we obtain strict
ellipticity, uniformly in , locally away from the degenerate Dirichlet boundary. We
then apply interior local Hölder estimates and interior local Schauder estimates, and
apply the tangential oblique boundary Hölder estimates and Hölder gradient estimates,
which we establish in Section 2, to obtain the necessary compactness and the limit.
Finally we check the boundary condition on the Dirichlet boundary. We construct
a local upper barrier uniformly in  and squeeze the sequence of regularized solu-
tions between the upper barrier and the lower barrier which is the C2 extension of 
and satisﬁes the structure conditions, see (3.28)–(3.31) in Section 3.2. At the points
where two boundaries meet, V = {Vi}, the analysis is rather complicated. For the
general nonconvex corners we obtain (u− )(s++1)/2 ∈ W 1,20 provided that the min-
imal eigenvalue 	(x, z) of [aij ] satisﬁes 	(x, z)	0|z − | for some constants 0
and 	0 > 0, where s = s(, sup |u|, sup |z|, sup ||), and thus u satisﬁes  in the
trace sense.
1.1. Motivating examples
This paper is motivated by the study of self-similar solutions for two-dimensional
hyperbolic systems of conservation laws. Conservation laws in two space dimension
are system of quasilinear PDEs of the form
H(U)t + F(U)x +G(U)y = 0, (1.8)
where U(x, y, t) is a vector of states, H is a vector of conserved quantities, and F
and G are ﬂux vectors. In applications, such as high-speed compressible gas ﬂow and
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elasticity, the functions H, F and G can be derived from Newtonian mechanics and
thermodynamic principles. In engineering applications like multi-phase ﬂow and porous
medium ﬂow, empirical modeling is used and the equations may form part of a larger
system.
Introducing self-similar variables  = x/t ,  = x/t reduces (1.8) to a system in two
variables
F˜ (U) + G˜(U) = −2H(U). (1.9)
The interesting feature is that it changes type: it is hyperbolic only far from the origin
(where the ﬂow is supersonic) but the characteristics corresponding to nondegenerate
modes of wave propagation become complex near the origin. The locus of change of
type also depends on the states. Resolving wave interactions in the subsonic region,
where the ﬂow is governed by degenerate elliptic or mixed type equations, plays a major
role in understanding two-dimensional self-similar problems. Typically, the subsonic
region is not known a priori and at least two types of boundary behaviors have been
classiﬁed.
First if the ﬂow is continuous across the sonic line then the governing equation
becomes degenerate there. Degeneracy occurs at the boundary across which the gov-
erning equation changes its type from hyperbolic (supersonic) to elliptic (subsonic).
Since such change occurs continuously, the governing equation degenerates only at the
boundary, and has a Dirichlet boundary condition there.
Second if transonic shock appears in the ﬂow then the ﬂow is discontinuous across
the sonic line and the boundary is unknown a priori. Thus it forms a nonlinear free
boundary problem. In this case the ﬂow is strictly hyperbolic on one side and elliptic
on the other side.
These boundary value problems arise in many different combinations in the study of
two-dimensional Riemann problems.
There have been a number of existence results for either partly or wholly degen-
erate Dirichlet boundary problems for simpliﬁed and speciﬁc equations of this type;
the unsteady transonic small disturbance (UTSD) equation [2,3], a singular anisotropic
quasilinear boundary value problem [11,12], and the pressure-gradient equations result-
ing from the dynamics of compressible gas ﬂow (Euler equations) [16,28,29]; and for
a class of the general equations of this type [9] provided a structure condition. In addi-
tion, uniqueness results for this class of problems including nonlinear wave equations
was established in [15].
Also some results have been obtained for transonic free boundary problems; perturbed
steady transonic shocks via free boundary problems [8], a subsonic ﬂow for the unsteady
transonic small disturbance equation with a free boundary [4], and a small perturbation
result for transonic shocks described by the potential equation [10]. Smallness of the
perturbation plays a crucial role in the proof of [10].
While all those works concerned either a Dirichlet boundary condition with partly
or wholly degenerate boundary, or a free boundary problem separately, the works in
[5,7] analyzed free boundary problems for degenerate elliptic equations for speciﬁc
equations. Especially in [5] the existence result for the subsonic solution of the UTSD
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equation for regular shock reﬂection problems was established, and in [7] the nonlinear
wave equation with a simple Riemann data was studied and a global solution to a
prototype problem for a Mach stem was established. We note that the results, [4,5,7],
do not involve small perturbations.
In the following sections we outline examples arising in conservation laws, which
fall into the class of equations studied in this paper.
1.1.1. The nonlinear wave system
The ﬁrst example is the nonlinear wave systems. The detailed derivation can be found
in [6] and it can be summarized as follows. From the compressible Euler equations for
isentropic ﬂow in two space dimensions:
t + (u)x + (v)y = 0,
(u)t + (u2+ p)x + (uv)y = 0,
(v)t + (uv)x + (v2+ p)y = 0,
(1.10)
where  is the density, (u, v) is the velocity and p() is the pressure, we ignore
the nonlinear velocity terms (assuming low velocities) and assume that the ﬂow is
irrotational. Denoting (m, n) = (u, v) as momenta, the system becomes
t +mx + ny = 0,
mt + px = 0,
nt + py = 0.
(1.11)
Write the system in self-similar coordinates  = x/t and  = y/t and reduce the
system to a single equation in terms of density
Q =
(
(c2()− 2) − 
)

+
(
(c2()− 2) − 
)

+  +  = 0,
where c2() = dp/d is the local sound speed. It is easy to see that the governing
equation becomes elliptic (subsonic) when c2() > 2 + 2, degenerate (sonic) when
c2() = 2 + 2, and hyperbolic (supersonic) when c2() < 2 + 2. If one considers
the power-law relation p() = +1/(+ 1) where  > 0 is the ratio of speciﬁc heats,
then the local sound speed becomes c2 = . We note that the shallow water equation
[24] corresponds to  = 1 and the pressure-gradient equations [16,28,29] corresponds
to c2 = e.
We write  to be the sonic boundary. On , the governing equation becomes degen-
erate and has the Dirichlet boundary condition c2() = 2 + 2.
We write  = {(, ())} to be the transonic shock. On , the Rankine–Hugoniot
jump discontinuity conditions are
d
d
= [+ n][−+m] =
[−m]
[p()− m] =
[p()− n]
[n] , (1.12)
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where [f ] = f − fh, and can be reduced to
d
d
= −[] ±
√
[p]((2 + 2)[] − [p])
[p] − 2[] = −
[m]
[n] . (1.13)
The ﬁrst equation is equivalent to
G(, , ′,) ≡ ([p] − 2[])(′)2 + 2[]′ + [p] − 2[] = 0. (1.14)
Using the Rankine–Hugoniot conditions, by taking the derivate along the shock, we
can derive a nonlinear oblique derivative boundary condition i (, , ′,)Di = 0.
By using the ﬁrst equation (1.13) in , denoting the middle expression by (, ,),
we obtain a shock evolution equation (or using (1.14)) to determine the position of the
shock. Thus, on the subsonic (elliptic) region , a typical problem may be
Q = 0, c2() > 2 + 2 in ,
′() = (, ,), M = i (, , ′,)Di = 0 on ,
 = (c2)−1(2 + 2) on  =  \ .
A simple Riemann problem was discussed in [7]. In particular the work of [7] devoted
two sectorial Riemann data which gives rise to a prototype of a Mach reﬂection, and
the subsonic region is bounded by a transonic shock and a sonic circle, see Fig. 1.
There, i forms
1 = (2 + 2)(−′+ )(c2()+ (p()− p(1))/(− 1))
−2((p()− p(1))/(− 1))
{
−′(c2 + 2)+ (1− (′)2)(c2 − 2)
+ ′(−c2 + 2)
}
(1.15)
and
2 = ′(2 + 2)(−′+ )(c2()+ (p()− p(1))/(− 1))
−2((p()− p(1))/(− 1))
{
′(c2 − 2)+ (1− (′)2)(c2 − 2)
+ ′(c2 + 2)
}
, (1.16)
where 1 is the Riemann data, see the left ﬁgure in Fig. 1. Also
 ·  = 1′ − 2
= 2 (p()− p(1))
− 1
(′ + )
{
(c2 − 2)(′)2 + 2′+ c2 − 2
}
. (1.17)
414 E.H. Kim / J. Differential Equations 211 (2005) 407–451
ρ
 =(ρ
a
  a
  
x
y
, 0, n )
0
1
0
1
U0
, 0, 0)U =(
x=κ     y
x=κ     y
S
incident shock
ρ
1 <
ρ
0
 = 
U1
x/t
subsonic
Ω
region
Σ
S
incident shock
σ(degenerate boundary)U0
η = y/t
Mach stem (free boundary)
Ξ 0
ξ
Fig. 1. Riemann data and the subsonic region.
Note that for this problem, the ﬁrst factor in the above equation is always positive
due to  > 0 > 1, and the last factor is always positive due to the monotonicity of
 and  on , see [7]. In fact, the second factor is positive when  > 0 and ′ > 0
and negative when  < 0 and ′ < 0, and becomes zero at  = 0, that is  becomes
tangent only at a point, 0 ∈ , on the -axis where the domain is symmetric, and
limX→+0 1(X) < 0 and 
′(0) = 0, see the right ﬁgure in Fig. 1. At 0, since ′ = 0
there, the Dirichlet boundary condition (X, u) = 0 is imposed. On the degenerate
boundary , a constant boundary condition 2 + 2 = c2(0) is imposed, where 0 is
the Riemann data.
In general the position of 0, on which  becomes tangent, may be unknown a
priori and furthermore  may not be differentiable in terms of . We point out that in
establishing Hölder derivative estimates, it is necessary to have sup |zz(·, ·, z)| < ∞,
see Theorem 2.4 in Section 2.2. In the case when the position of 0 is unknown
and sup |zz| may be unbounded, since  is at least Lipschitz (due to the a priori
bound of u and so sup |′| = sup || < ∞), we can have Hölder boundary estimates,
Corollary 2.3 in Section 2.1, for u on  under certain conditions.
For the existence result, by letting u = c2() and rewriting the problem as Qu =
0, Mu = 0 and ′ = (X, , u) on  and u = c2(0) on , one can verify the
structure conditions (3.28)–(3.31) (or (3.32)) and thus the existence result follows by
Theorem 3.12. We point out that while in [7] the solution was obtained only in C0 at
0, it can be improved to be in C1+ near 0 where 0 <  < 1 by using Theorem 2.4
in Section 2.2.
1.1.2. The unsteady transonic small disturbance equation
Our second example is the unsteady transonic small disturbance (UTSD) equation,
ut + uux + vy = 0,
vx − uy = 0.
In [1,23], this system was established to model shock reﬂection by a wedge. In par-
ticular, the UTSD equation can be derived by the asymptotic reduction from the com-
pressible Euler equation [1] or the transonic full potential equation [23].
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Fig. 2. Riemann data and domains in the two coordinate systems.
Introducing self-similar coordinates ,  as before and denoting  =  + 2/4 we
can reduce the system into a single equation(
(u− )u + u2
)

+ u = 0.
Thus the problem is elliptic when u > , degenerate when u = , and hyperbolic
when u < . On the transonic shock  = {(), )}, the Rankine–Hugoniot jump
discontinuity conditions are
d
d
= [u
2/2− u]
[v − /2] =
[u/2− v]
[u] .
Using the Rankine–Hugoniot conditions, we obtain the shock evolution equation
d
d
= ±√− u ≡  equivalently G ≡ (′)2 − + u = 0,
where u = (u + uh)/2 and uh is the Riemann data; in particular it was studied with
uh = 1 in [4,5]; and the oblique derivate boundary condition is i (, ,′, u)Diu = 0
on  = {(), )}. Thus a typical boundary value problem is
Qu = ((u− )u + u/2) + u = 0, u >  in ,
′ = (, , u), i (, ,, u)Diu = 0 on ,
u =  on .
A number of works related to the UTSD equation can be found in [1,2,4,5,8,9,25] and
so on. Especially in [5], the regular reﬂection of a weak shock was studied. There, the
governing equation has the mixed boundary value problems; the free boundary on the
part of the boundary and the degenerate Dirichlet boundary on the other part of the
boundary, see Fig. 2. In [5],  = (1,2) =
(
′((7u+ 1)/8− ), (5u+ 3)/8− ), and
 · = −1+2′ = −′(u−1). Thus  becomes tangent on  when ′ = 0 or u = 1.
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The latter case is excluded due to the asymptotic analysis [4] which we discuss in the
following.
For the UTSD equation, the sonic region forms a parabola and thus the elliptic region
is unbounded. The analysis in [4] shows that the reﬂected shock approaches the curve
 = 1 (denoted by P1 in Fig. 2) asymptotically as  → ∞, i.e., () = 1 + O(1/).
Hence the problem was studied in a cut off domain (so that the domain is bounded),
and on the cut off boundary, 0, a Dirichlet boundary condition was imposed which
was prescribed from the asymptotic analysis in [4], see the right ﬁgure in Fig. 2. Notice
that in Fig. 2, there is a boundary on the /-axis, where the boundary condition is
u = 0, and this can be removed by reﬂecting the domain with respect to the /-axis.
For the problem studied in [5] the difﬁculty is handling both the free boundary and
the degenerate quasilinear equation, whereas the problem studied in [4] is handling the
free boundary only. Furthermore for both cases,  may become tangent, that is ′ = 0,
and in that case the position 0 on which  becomes tangent is unknown. Hence the
results in [4,5] are restricted in a small neighborhood where the uniform obliqueness is
insured, that is the region near where the degenerate boundary and the reﬂected shock
meet. Notice also that zz(·, ·, z) may be unbounded for an arbitrarily large , that is
Hölder derivative estimates (Theorem 2.4) cannot be employed. However, we point out
that the results in [4,5] can be improved by using Hölder estimates (Corollary 2.3 in
Section 2.1) to obtain the global solution as shown in Lemma 3.9 in Section 3.3.
2. Local Hölder estimates and Hölder derivative estimates for the tangential
oblique boundary
In this section we establish Hölder derivative estimates for the tangential oblique
boundary.
We ﬁrst establish the weak Harnack inequality which is similar to those of [21,22].
We note that the Hölder boundary estimates followed by the Harnack inequality hold
for a general class of quasilinear equations on the Lipschitz domain provided that 
does not vanish on  and has a certain direction.
Next, we improve the regularity to Hölder derivatives. We transform the governing
equation and the oblique derivative boundary to a Dirichlet boundary condition by
introducing v = (Mu − g)/(1 + |Du|0) and ﬁnding an appropriate operator acting on
the domain. This allows us to establish Hölder estimates for v which lead to Hölder
derivative estimates for u. The idea is essentially similar to that of [20] which was also
used in [7].
We recall the standard norms
|w|0: = sup

|w|,
|w|a: =
∑
||<k
|Dw|0: +
∑
||=k
sup
x =y∈
|Dw(x)−Dw(y)|
|x − y| ,
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where a = k+ with a nonnegative integer k and 0 <  < 1. We then deﬁne weighted
norms
|w|(b)
a: = sup
>0
a+b|w|a: , where  = {x ∈  : dist (x,) > }.
2.1. Hölder estimates on Lipschitz domains
To establish the weak Harnack inequality we ﬁrst cite a useful lemma from [19];
Lemma 2.1. Suppose u ∈ C0() ∩ C2() where  ⊂ Rn satisﬁes
aij (x)Diju+ bi(x)Diu+ c(x)u  f in , (2.1)
i (x)Diu+ (x)u  g on  (2.2)
for some measurable f and nonnegative constant g, and where det[aij ] = D1/n > 0
and bounded. Suppose there is a nonnegative constant b0 such that
‖b/D1/n‖Ln()b0, c0 in . (2.3)
If  points into  and there are constants 0 > 0 and 0 > 0 such that
 − 0, ||0 on , (2.4)
then
sup

u  g
0
+ C(n, b0)
(
diam()+ 0
0
)∥∥∥∥ fD1/n
∥∥∥∥
Ln(+)
. (2.5)
In order to establish Hölder estimates for the tangential oblique boundary problem
we consider the operator in a nondivergence form
Qu = aij (X, u,Du)Diju+ a(X, u,Du) in . (2.6)
Assume that there exist positive constants R′, 	 = 	(R′), 
, and ′, a nonnegative
constant b0, and b, c, f are nonnegative measurable functions with b ∈ LP , P > n,
and c and f in Ln such that for (X, z, p) ∈ × [−m0,m0] × R2,
a(X, z, p)  −	(b0|p|2 + b|p| + c|z| + f ), (2.7)
0 < 	||2  aij (X, z, p)ij
||2 in BR′(X), (2.8)
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and for (X, z) ∈ × [−m0,m0],
|(X, z)|  ′. (2.9)
We let X0 = 0, [R] = BR(X0) ∩  and [R] = BR(X0) ∩ . Assume that there
exist positive constants R′, , 0 and  such that
{(x, y) ∈ R2 : y0 − y > 0|x − x0|, |x − x0| < R′} ⊂ , (2.10)
|2||1| on [R′], (2.11)
01−  (2.12)
and a constant −m0u0m0, where u0 = 0 if f = g = 0, such that
1(X, u0)(X, u0)− 2(X, u0) = 0 for X ∈ 0. (2.13)
Assume also that there exists a positive constant 0 such that one of the following
conditions holds.
B1. 1 is discontinuous at X0 and
1 − 0 on {(x, y) ∈  : x > x0} ∩ BR′(X0)
and 10 on {(x, y) ∈  : x < x0} ∩ BR′(X0),
In addition, u = u0 at ′ = {X0} ⊂  such that (2.13) holds.
B2. One of the following condition holds:
1. 1 − 0 on {(x, y) ∈  : xx0} ∩ BR′(X0), and u = u0 on ′ = {(x, y) ∈  :
xx0} ∩ BR′(X0),
2. 10 on {(x, y) ∈  : xx0} ∩ BR′(X0), and u = u0 on ′ = {(x, y) ∈  :
xx0} ∩ BR′(X0),
with a constant u0 satisfying (2.13) on X ∈ ′.
To help understanding conditions B1 and B2 we discuss simple examples. For simplicity
we let X0 to be the origin and let ∩BR′ to be an upper half circle on which  lies
on the x-axis so that the inward unit normal becomes (0, 1). This implies that 2 = 0
on 0 where  becomes tangent.
The ﬁrst condition B1 is that 1 < 0 on the positive x-axis, 1 > 0 on the negative
x-axis, and u = u0 at the origin, see the left picture in Fig. 3.
The second condition B2 is either 1 < 0 on the positive x-axis and u = u0 on the
negative x-axis (the center picture in Fig. 3), or 1 > 0 on the negative x-axis and
u = u0 on the positive x-axis (the right picture in Fig. 3).
Remark. The conﬁguration of the nonlinear wave system we discussed in Section 1.1.1,
in fact, falls into condition B1. Namely, recall that  becomes tangent at 0, see the
right picture in Fig. 1. Near 0 on , 1 < 0 as X → +0 and 1 > 0 as X → −0 and
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Fig. 3. Examples of tangential .
the one point value u = u0 at 0 is evaluated by using ′ =  = 0. More precisely
recall (1.17). Then one can see that  · 0 for 0 and  · 0 for 0 due to
the second factor (′ and  change their signs) on the last equation. Hence  in (1.15)
and (1.16) holds for  > 0 and we need to set  = (−1,−2) from (1.15) to (1.16)
for  < 0. Furthermore, at 0 = (0, 0), using [p]/[] = 2 which is due to ′ = 0,
we get 1 = ([p]/[] − c2)[p]/[] < 0 because c2 > 2 = [p]/[], which is due to
 being a transonic shock, see [7] for details.
On the other hand, for the UTSD equation, the  becomes tangent when ′ =√
− (u+ 1)/2 = 0, see Section 1.1.2. This implies 1 = 0 and 2 > 0, and u =
2 − 1 > 1 where  > 1 is a constant due to ′ = 0; u > 1 and  > 1 are due
to the asymptotic analysis [4]; and thus u is a constant on 0 where  is a constant.
Moreover, using  = (u+ 1)/2 we have 2 = (5u+ 3)/8−  = (u− 1)/8 > 0. Hence
reversing the roles of 1 and 2 in condition B2 we can see that this conﬁguration
falls into the second case of B2.
Remark. Notice that
[R′] ⊂ {y = (x), |x − x0| < R′}
and 2 = 1′ on 0 ( becomes tangent). Thus if  is Lipschitz and  satisﬁes an
interior cone condition on , condition (2.10) follows by the interior cone condition
and |′|0. Furthermore, using  being tangential to , condition (2.11) follows by
|2| |′||1||1|. Therefore conditions (2.10)–(2.12) can be replaced by
|′|0 < 1 on [R′], (2.14)
where 0 =  and  satisﬁes the interior cone condition on  with Lipschitz .
We now establish the local weak Harnack inequality. The idea is based on that
of [21].
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Theorem 2.2. Let u ∈ C() ∩ C2() satisfy
Lu ≡ aijDiju  − a(X, u,Du), 0um0 in BR′(X0) ∩ ,
′ = , Mu = iDiu+ 0ug on  ∩ BR′(X0) (2.15)
with nonnegative constants m0 and g, and 0(X)0. Assume that the structure con-
ditions (2.7)–(2.13) and either B1 or B2 hold in BR′(X0) for a point X0 = (x0, y0 =
(x0)) ∈ 0 and a constant R′ > 0. Assume also that there exists  and R so that
B ′(4) ⊂ BR(X0)∩ where B ′ is a ball with radius 4 centered at a point inside of
. Then there exist 0 <  < 1, C = C(/R) and R0(R′) > 0 depending only on local
ellipticity in BR′ , m0, ′,0, b0m0, b, c, and 0 such that for RR0 the solution u
satisﬁes
(
1
|B ′()|
∫
B ′()
u
)1/
C
[
inf
BR(X0)∩
u+ R g
0
+ R
∥∥∥∥f	
∥∥∥∥
Ln
]
, (2.16)
where B ′(4) ⊂ BR(X0) ∩ .
Proof. Let X0 = (x0, y0) ∈ 0. We note that since we choose BR′ so that the ellipticity
is guaranteed, u can be replaced by (1−e−b0u)/b0 in BR0 , and thus we can let b0 = 0.
Also if we set b˜ = bDu/|Du| (with b˜ = 0 when |Du| = 0) and
Lv ≡ 1
	
aijDij v + b˜iDiv − cv,
then Luf in .
We now establish the Harnack inequality. For X0 ∈ 0 we take the radius R0 to be
bounded above by R′ so that we have either B1 or B2 in BR0(X0) ∩ .
Next we ﬁnd a ball B ′ so that for B ′(4) ⊂ [R], we can apply the interior Harnack
inequality, Theorem 9.22 in [14] or Theorem 9 in [26]:
(
−n
∫
B ′()
udX
)1/
 C0
(
inf
B ′()
u+ ‖f ‖Ln(B ′(2))
)
. (2.17)
Thus we estimate infB ′() u in terms of inf[] u.
For R0/4 we let
h =
(
(x − x0)2
(A)2
+ (y − y0)
2
(A)2
)1/2
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and deﬁne
H(A) = {x ∈  : h < 1}.
We take A1 sufﬁciently large so that [R] ⊂ H(A). Deﬁne u = u+K where
K = 
(∥∥∥∥ (Lu)+	
∥∥∥∥
Ln([R])
+ sup
[R]
(Mu)+
0
)
,
and let u∗ = infB ′() u.
We set w = 1− h and on H(A) ∩ ( \ ′) evaluate
 ·Dw  1√
1+ 20A
(|1| − 0|2|)
0√
1+ 20A
(1− 0)
using (2.11), (2.12) and |1|0 > 0. By taking q max{1,
√
1+ 20A/(1 − 0)}
and using 0w1, we have
 ·D(wq)  qwq−1 
0√
1+ 20A
(1− 0)wq0. (2.18)
We also evaluate
L(wq) = q(q − 1)wq−2
(
a11h
2
x + 2a12hxhy + a22h2y
)
+qwq−1 (−a11hxx − 2a12hxy − a22hyy)+ b˜ ·D(wq)− cwq
 q(q − 1)wq−2	(A)−2 + qwq−1	h−1(A)−2 + b˜ ·D(wq)− cwq
 −|˜b||D(wq)| − c.
Here we used the local ellipticity, that is,
aijDihDjh	(h2x + h2y) = 	(A)−2
and
−aijDijh  	h−1(A)−2.
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We now set B∗ = {X ∈ H(A) : u < u∗}, and extend  to be zero in H(A)\ (\′).
We deﬁne
b0 =
{−0 if X ∈  \ ′,
−1 otherwise
and
g =
{−(Mu)+ if X ∈  \ ′,
0 otherwise.
Let w1 = (u0+K)/(m0+K) if B∗ ∩′ = ∅ or w1 = 1 otherwise (thus clearly w11
because 0um0, and we consider m0 > 0 otherwise the solution is trivial), and
deﬁne w˜ = w1/q1 w. We let M1v = iDiv + b0v so that on B∗, if X ∈ ( \′) ∩ B∗
then by using (2.18) we get
M1(u∗w˜q − u) = u∗w1 ·D(wq)−  ·Du+ b0(u∗w1wq − u)
 u∗w10wq − 0(u∗w1wq − u)−  ·Dug,
or if X ∈ ′ ∩ B∗, that is u = u0, then since 0w1 we get
M1(u∗w˜q − u) = u− u∗w1wqu− u∗w1g
else if B∗ ∩H(A), that is u = u∗, then by using 0w˜1, we get
M1(u∗w˜q − u) = u− u∗w˜qu− u∗g
or if B∗ ∩ H(A), that is w˜ = 0, then M1(u∗w˜q − u) = ug.
Also in B∗ ⊂ H(A) we have
L(u∗w˜q − u) − u∗|˜b||D(w˜q)| − u∗c − cK.
Thus we apply the maximum principle, Lemma 2.1, in B∗, to get
u∗w˜q − uC(n,
/	)[K + u∗(1−n/P ‖b‖LP + ‖c‖Ln)].
We now ﬁnd 0 < 1 < 1 so that [R] ⊂ H(1A) and minH(1A) w˜ = w∗ > 0.
Hence we can deduce the above inequality further to get
u∗wq∗ − uC(n,
/	, ‖b‖LP , ‖c‖Ln)[K + u∗1−n/P ].
Now using uK and taking 1−n/P wq∗/(2C) we get u∗C1u where C1 = 2(C +
1)/wq∗ in H(1A). This implies
inf
B ′()
u = u∗C1( inf
H(1A)
u+K)C1( inf
[R]
u+K).
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Thus the weak Harnack inequality (2.16) follows by combining (2.17) with the last
inequality that we just obtained. This completes the proof. 
Remark. If there exists a nonnegative function u0 ∈ C0(′) where 0 < 0 < 1 so that
(2.13) holds on ′ then the same result holds by replacing w1 = min′(u0+K)/(m0+
K) if B∗ ∩ ′ = ∅. We note that if min′ u0 = K = 0 then the proof doesn’t hold
because w∗ becomes zero and thus one needs to either modify the proof or seek a
different method to obtain the result.
Now under the structure condition
|a(x, z, p)|	(b0|p|2 + b|p| + c|z| + f ), (2.19)
we have the following Hölder estimates which follow from the standard argument (see
[14, Theorem 8.22]; [22, Theorem 2.3]).
Corollary 2.3. Let u ∈ C() ∩ C2() satisfy
|u|  m0, Lu = aij (X, u,Du)Diju = −a(X, u,Du), in BR0 ∩ ,
′ = (X, , u), Mu = iDiu+ 0u = g on BR0 ∩ , (2.20)
where the structure conditions (2.19), (2.8)–(2.13) hold with a nonnegative constant
m0, 0, g ∈ C0() and 0(X)0. Assume B1 or B2 holds. Then there exist positive
constants  < 1, R′ = R′(R0) and C depending only on the local ellipticity in BR′ , m0,
′,0, b0m0, b, c, f, , g and 0, such that for R < R0 and X0 ∈ 0 any solution
u satisﬁes
|u|:BR(X0)∩{∪}C. (2.21)
2.2. Hölder gradient estimates
With the Hölder estimates we just obtained, we can now establish Hölder gradient
estimates at . The assumptions are the same as in Theorem 2.3 except the second
order coefﬁcients are now independent of the gradient of the solutions.
Theorem 2.4. Suppose that all the hypotheses of Corollary 2.3 hold. Let  ∈ C1,1
([a, b]) for some 1 ∈ (0, 1) and g,0 ∈ C0,1(). Let aij (X, z) ∈ C1( × R),
a(X, z, p) ∈ C1(× R× R2) and i (x, t, s, z) ∈ C2([a, b] × R× R× R).
Assume that supX∈,|z|m0 |zz(X, z)| < ∞. Assume further that for (X, z, p, r) ∈
× [−m0,m0] × R2 × S2 where S2 is the set of all real symmetric 2× 2 matrices,
|aX| + |az||p| + |ap||r| b˜0[d1−1(1+ |p|2)+ |p||r|] (2.22)
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for some positive constant b˜0, where d(X) = dist (X, ) for X ∈ . Let u ∈ C1(BR0∩
( ∪ )) ∪ C3(BR0 ∩ ) be a solution of
|u|  m0, aij (X, u)Diju+ a(X, u,Du) = 0, in BR0 ∩ ,
′ = (x, , u),
Mu = i (x, , ′, u)Diu+ 0(X)u = g(X) on BR0 ∩ . (2.23)
Then there exists a positive constant R′ = R′(R0) such that for every RR′,
|u|1+:BR∩(∪)C(1, 1,m0, |u|(−1)2 , R0,0,′,
(BR0), 	(BR0),), (2.24)
for any  < min{1, 1}.
Proof. We take a positive constant R0 so that |1|0 > 0 in BR0 ∩ . We extend
0, g and  to BR0 ∩  so that 0, g ∈ C2(BR0 ∩ ) ∩ C0,1( ∩ BR0), and  ∈
C2(BR0 ∩ ) ∩ C1,1( ∩ BR0), see [13, Lemma 2.8]; [17, Theorem 1.3]. For a given
solution u to (2.23) we set
v = u
1+ sup |Du| , and z =
Mu− g
1+ sup |Du| = iDiv + 0v − g
1. (2.25)
We construct a barrier function h for z on B ≡ BR0(X0)∩ ¯, to get a Hölder gradient
estimate of the solution of (2.23). Let  = z + ∗|x|2R−2 + h() where ∗ ≡ ′ +
sup |0|m0+ sup |g|, x = (x1, x2) = (x−x0, y−y0) = X−X0 and  is the regularized
distance function (from the boundary component ) which satisﬁes 1/d2, 0 <
0 |D|D and |D2|Dd1−1, see [17]. We let h(0) = 0, h > 0, h′ > 0 and
h′′ < 0, and we ﬁrst construct the lower barrier, −h, by ﬁnding a suitable function h
such that  > 0. Note that, since |Dv|1 and h is a positive function, we can insure
0 on B. Calculate
Di = jDij v +DijDjv + 0Div + vDi0 −Dig1 + 2∗R−2xi + h′i , (2.26)
whence
jDij v = Di− (DijDjv + 0Div + vDi0 −Dig1 + 2∗R−2xi + h′i ). (2.27)
We also have
Dij = kDijkv +DjkDikv +DikDjkv +DijkDkv (2.28)
+0Dijv + 2Di0Djv + vDij0 −Dijg1 + 2∗R−2ij + h′ij + h′′ij .
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In addition, since |u|(−1)2 K = K(C0, C1), where u satisﬁes (2.21) with 0 < 1 < 1
and C0, and using |u|C2loc()C1 the interior smoothness of u, we get estimates on the
derivatives of i (x, , ′, z) ≡ i (x, z) and aij (x, z).
|Di |  |i,x | + |i,z||Du|c(1+Kd2−1),
|D2i |  |i,x,x | + 2|i,x,z||Du| + |i,z,z||Du|2 + |i,z||D2u|
 c[
(
d1−2 +Kd1−2 +K2d21−2
)
+ (d1−1 +Kd1−1)|Du|
+|Du|2 + |D2u|],
 c[(1+Kd2−1)2 +Kd2−2],
|Daij |  |aij,x | + |aij,z||Du|ca(1+Kd1−1),
where we take 2 = min{1, 1}, and c and ca are positive constants. In deriving this
estimate, we use ′ = (x, , u) and its extension, see [13, Lemma 2.8], where
|′′|  |x | + |||′| + |z||Du|c(d1−1 +Kd1−1),
|′′′|  c(d2−2 +Kd2−2 +K2d22−2).
Using |1|0 > 0 we now solve the two equations in (2.27) along with aijDij v =
−a/(1+ sup |Du|), that is
aijDij vb0|Dv||Du| + b|Dv| + cu+ f b0Kd1−1 + f0, (2.29)
noting f0 = |b|0+|c|0m0+|f |0, as a linear system for the three derivatives Dijv. The
assumption that |1|0 > 0, coupled with the ellipticity of L, gives a uniform bound
c1(
, 	, ||0,0) on the inverse of the coefﬁcient matrix of the linear system. Here 

and 	 are the eigenvalues of [aij ] restricted to B. Furthermore, we can estimate the
right-hand sides of (2.27) and (2.29) using the estimates of |D| and |Dv|1. We get
|D2v|  c1(
, 	, ||0,0)
(
|D| + b0Kd2−1 + f0
+c(1+Kd2−1)+ (|0|(1−1)1 + |g|(1−1)1 )d2−1 + 2∗R−1 + h′D
)
 c2
(
|D| +Kd2−1 + ∗R−1 + h′D + 1
)
, (2.30)
where c2 = c2(
, 	, ||0,0, |0|(1−1)1 , |g|(1−1)1 , f0). Now we proceed to show  > 0
by constructing a linear elliptic operator for which  is a subsolution in B by choice
of the function h. By using (2.29), (2.30), the structure of a(x, z, p) (a is at most
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quadratic in p), and the estimates of Daij and Dki , k = 1, 2, (recall that |Dv|1),
we get
aijDijkv = −DkaijDij v −
(
ax/(1+ sup |Du|)+ azDkv + apiDikv
)
 |Daij ||D2v| + b˜0
(
d1−1[1+ |Du|] + |Du||D2v|
)
 (ca + b˜0)(1+Kd2−1)|D2v| + b˜0(1+Kd2−1)
 c3
[
(1+Kd2−1)|D| + (1+Kd2−1)2
+(∗R−1 + h′D)(1+Kd2−1)
]
,
where c3 = c3(
, 	,m0, ||0,0, b˜0, D, f0, |g|(2−1)2 , |0|(2−1)2 ). Thus, using (2.28)
and making the estimates indicated, we have
aijDij  c3||0
{
(1+Kd2−1)|D| + (1+Kd2−1)2
+(1+Kd2−1)(∗R−1 + h′)
}
+4∗
R−2 + 2
(1+Kd2−1)c1
{
|D| +Kd2−1 + 1+ h′D
}
+
c[Kd2−2 + (1+Kd2−1)2] + 
h′|ij | + h′′aijij
+
(|g|(2−1)2 + ||(2−1)2 )d2−2
 c4
{
(Kd2−1 + 1)|D| +Kd2−2 + (1+Kd2−1)2
+Kd2−1(∗R−1 + h′)
}
+4∗
R−2 + 
h′|ij | + h′′aijij + 
(|g|(2−1)2 + ||(2−1)2 )d2−2.
Here c4 is a constant depending on the same parameters as c3. Now we deﬁne
L1 ≡ aijDij− c4(Kd2−1 + 1)|D|
and we calculate
L1  c4
{
Kd2−2 + (1+Kd2−1)2 +Kd2−1(∗R−1 + h′)
}
+
Dh′d1−1 + 4∗
R−2 + 	h′′20 + 
(|g|(2−1)2 + |0|(2−1)2 )d2−2
(2.31)
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by using the local ellipticity, h′′ < 0 and |ij |Dd1−1. We now let h() = h0, for
any 0 <  < 2, so that
h′′ = h0(− 1)−2h0(− 1)d−2 < 0,
and h′d1−12−1h0d+1−2. Finally, we choose h0 = c(K2 + ∗R−) big enough,
noting that ∗(c4Kd2−1R−1 + 4
R−2)∗(c4K + 4
)R−d−2 ≡ c4KR−d−2 in
BR , and d1 ∈ (0, 1) small enough to get
L1 < 0 in BR ∀ Rd1.
We now deﬁne R ≡ min{R0, d1}. Therefore, by the maximum principle,  > 0 in B.
Similarly we get the upper bound for ; c3(K2+R−)d+2∗|x|2R−2 and hence
for |x1| |x2|R we get
||c4(K2 +KR−)d for dR.
We now derive the gradient bound for . From (2.31), we know that  satisﬁes
|aijDij|c2(Kd−1 + 1)|D| + c4(K2 +KR−)d−2 ≡ F
and denote the right-hand side of the last inequality to F. If we choose r3R/4 and
in B ′r = {|x1|2 + (x2 − r)2 < r2/36} then rd since d is the distance from . Hence
by Theorem 12.4 in [14], for some 0 <  = (
/	) < 1 and C = C(
/	), noting
the norm [w]∗: = supx =y∈ dx,y |w(x)−w(y)||x− y|− where dx = dist{x, } and
dx,y = min{dx, dy}, we get
[D]∗:B ′r  C
(
sup
B ′r
|| + sup
z∈B ′r
d2z |F/	|
)
C
(
sup
B ′r
|| + r+1|D|
)
 C(1+ |D|), (2.32)
where C = C(c5,
/	,K,R−, r). Now we apply Lemma 1 in [27] to (2.32) to get
|D(x0, y0 + r)|C and thus for 0 < d < 3R/4 and x0, y0 ± d ∈  by the estimates
(2.30) we now get
|D2v(x0, y0 + d)|c1[C(K2 +KR−)+ b0Kd−1] in BR/2(X0). (2.33)
Thus the Hölder gradient estimates follow by Lemma 2.1 in [13]
|v|1+C. (2.34)
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Finally we apply the interpolation inequality, [14, Lemma 6.32], with a small  > 0 to
get
|u|1+C(1+ |Du|0)C(1+ |u|1+ + C|u|0) (2.35)
and thus (2.24) holds. Therefore we get Hölder gradient estimates at  for the solution
u of (2.23). 
Remark. In hypothesis of Theorem 2.4 the smoothness of i (X, z) and u can be
relaxed.
Also clearly we can assume  ∈ C1,1 , g ∈ C2(), 0 ∈ C3() and condition 2.22
with 4 where 0 < i < 1 so that (2.24) holds for any  < min{1, i} where the
constant C also depends on i , 1 i4.
Finally the boundary condition Mu = i (X, u)Diu+ 0(X)u = g(X) can be gener-
alized to Mu = i (X, u)Diu + g(X, u) = 0 with sup |gzz(·, z)| < ∞ for |z|m0 and
for this case the constant C now depends on sup |gzz|.
Remark. Unlike Theorem 2.2, in proving Theorem 2.4, the direction of  does not
involve. Hence if  satisﬁes condition B1.; for example the conﬁguration of the nonlin-
ear wave equation which we discussed in Section 1.1.1, that is,  is needed to change
its sign near X0 to be pointed inward; then once we have Hölder estimates near X0
we can take the same sign of  near X0 so that we can apply Theorem 2.4 to get
Hölder gradient estimates for the solution u.
3. The existence result
In this section we discuss the existence result for the free boundary value problem
with the tangential oblique derivative boundary for the quasilinear degenerate elliptic
equation. We obtain the existence result in the following ways;
Step 1: For each 0 <  < 1, solve the regularized problems, and obtain ellipticity
inside of the domain and a priori bound uniformly in , see Section 3.1.
Step 2: Obtain a lower barrier to insure the local ellipticity which enables us to use
the Hölder estimates for the tangential oblique derivative boundary and local estimates
to obtain compactness, see Section 3.2.
Step 3: Apply the limiting argument and show that the limiting satisﬁes the governing
equation. Also verify the Dirichlet degenerate boundary condition. See Section 3.3.
In establishing Step 2, i.e. constructing the lower barrier, we impose structure
conditions (3.28)–(3.31) which simplify the structure condition that was studied
in [9].
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3.1. The regularized problems
We ﬁrst discuss the regularized free boundary problems. Since the coefﬁcients aij
in Eq. (1.1), Qu = 0, degenerates on the part of boundary , and  in Eq. (1.2),
Mu = g, becomes tangent on some part of , we regularize the governing operator in
the following way. For given 0 <  < 1 we consider
Qu = Qu+ u = Di(aij (X, u)Dju)+ u+ b(X, u,Du) = 0, u > , in ,
(3.1)
with the oblique boundary
Mu = (X,, u) · ∇u+ 0u = g on + = {(x, (x)) : 1′ − 2 > 0}, (3.2)
u = 0 on 0 = {(x, (x)) : 1(X,,0)′ − 2(X,,0) = 0}, (3.3)
where 0(X)0 and  = (x) satisﬁes the shock evolution equation
′ = (x, , u) on , |′|0 < 1 on 0, (3.4)
and with the Dirichlet boundary condition
u =  on . (3.5)
For the rest of the paper we denote aij = aij + ij , and assume that
A1. aij (X, z) ∈ C1(× R), i (X, z) ∈ C0(× R), 0, g ∈ C0() and 00.
In fact, since it is a quasilinear problem the elliptic regularization affects the corre-
sponding free boundary. Thus we now denote ,  and , respectively. Due to the
elliptic regularity, we now have uniform ellipticity in , that is,
0 < 	(X, z)
(X, z).
In the following subsections we discuss the existence of solutions for the regularized
problems. In Section 3.1.1 we discuss the ellipticity and a priori bound for the solutions
of the regularized problems, uniformly in . In Section 3.1.2 we establish the existence
result for the regularized problems. The proof of the existence result is a standard
application of the Schauder ﬁxed point theorem which has been used in many nonlinear
problems, see for examples [4,5,7,8,14,22] and so on.
3.1.1. The ellipticity and a priori bound
Before we show the existence of solutions to the regularized problems, in this section,
we ﬁrst establish a useful comparison lemma.
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We consider the nondivergent operator
Q˜u ≡ aij (X, u)Diju+ a(X, u,Du) = 0 in , (3.6)
where aij (x, z) ≡ aij (x, z)+ ij and
a(X, u,Du) =
∑
ij
aij,z(X, u)DiuDju+
∑
i,j
aij,xi (X, u)Dju+ b(X, u,Du).
If we know the solution is at least C1() (in fact, due to the regularization, we can
certainly obtain such smoothness provided u > ), the operator Q is equivalent to the
operator Q˜ and thus we use these two operators in the rest of the paper. Also we let
 = +  where  is the inward unit normal on  = {(x, (x))}, and
Mu = Mu+  · ∇u =  · ∇u+ 0u = g. (3.7)
For simplicity, for the rest of the paper, we assume that
A2. b(X, u,Du) = biDiu+ cu+ f, and denote b˜j =∑i aij,xi (X, u)+ bj , where c0
and b, c, f ∈ C0,0() with 0 < 0 < 1.
We mention that the technique also holds for the general class for a(x, u,Du) satisfying
the usual structure conditions.
To show the ellipticity inside of the domain we impose structure conditions on the
operators Q and M. That is, we assume that there exists an extension of  such that
 ∈ C2( ∪ ) ∩ C0() satisﬁes
Q = Di(aij (X,)Dj)+ biDi+ c = f > f in  (3.8)
and
M = (X,)∇+ 0 = g > g on +, (3.9)
for 0 <  < 1, and
0 >  on 0. (3.10)
Now we are ready to establish the following lemma.
Lemma 3.1. Assume that there exists an extension of  such that  ∈ C2( ∪ ) ∩
C0(

) satisﬁes (3.8)–(3.10). Then for each 0 <  < 1 the solution u for (3.6), (3.7),
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(3.3)–(3.5) satisﬁes
u −  > 0 in  ∪ . (3.11)
Proof. We deﬁne a cut off function u+ = max{u,} and let u be the solution to
Q1u
 = aij (X, u+)Diju + aij,z(X, u+)DiuDju + b˜j (X, u+)Dju + cu = f in ,
M1u
 = (X, u+)∇u + 0u = g on ,
u =  on .
Set w = u −  so that we can write
L(w) ≡ aij (X, u+)Dijw + aij,z(X, u+)DiwDjw + BjDjw + cw
= Q1u − aij (X, u+)Dij− aij,z(X, u+)DiDj− aij,x(X, u+)Dj
−biDi− c,
where
Bj =
∑
i
aij,z(X, u
+)Di+
∑
k
ajk,z(X, u
+)Dk+
∑
i
aij,x(X, u
+)+ bj .
(3.12)
We also have
N(w) ≡ (X, u+)∇w + 0w = M1u − (X, u+)∇− 0. (3.13)
Now the proof follows by a contradiction argument. Suppose not then there exists a
nonempty set D = {w − 0} ⊂ . If Xmin ∈ D is the minimum point which
is the interior of  then w(Xmin)0 (noting cw(Xmin)0), ∇w(Xmin) = 0 and
aijDijw
(Xmin)0. This implies L(w)0. However by the deﬁnition of the cut off
function, u+(Xmin) = (Xmin) and by (3.8), we get
0L(w)Q1u −Q = f − f < 0
Thus the minimum point cannot be inside of .
Now if Xmin ∈  then since it is the minimum point, with the outward normal
n = (−′, 1), we get
w(Xmin)
n
= −′wx + wy0 (3.14)
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and the tangential derivative becomes
wx + ′wy = 0. (3.15)
Thus combining (3.14) and (3.15) we have
wy(1+ (′)2)0 (3.16)
which implies wy0. Now consider the oblique boundary condition
1w

x + 2wy = (−1′ + 2)wy0, (3.17)
where the ﬁrst equation is due to (3.15) and the second inequality is due to wy0. Now
noting 0w(Xmin)0, by the deﬁnition of the cut off function, u+(Xmin) = (Xmin)
and by (3.9), we get
0N(w) = M1u −M = g − g < 0.
The contradiction is apparent. Therefore the set D is empty and thus we can replace
the cut off function u+ to u in the coefﬁcients as well. This completes the proof. 
Note that the proof holds for every  and it implies that the governing equation is
now elliptic in . Before we show the uniform a priori bound for the solution we
assume the following conditions.
H1. There exist constants 0, 0 < 	0
0 <∞, 
10 and b00 such that
	0zdet[aij (·, z)]
0z, (3.18)
|aij,z(·, z)|
1z−1, (3.19)
|b˜(·, z)|b0z, (3.20)
for z > max+ 1 large,
H2. There exist constants ′,∗ > 0, and q0 so that for X0 ∈  and BR(X0) ∩ ,
||′zq, and either  · (X0)∗zq or |1|∗zq in BR(X0) ∩ ,
(3.21)
for z > max+ 1 large where (X0) = (′(X0),−1)/
√
1+ (′(X0))2.
Lemma 3.2. If f = 0 and g = 0, assume that H1 and H2 are satisﬁed. If  ∈ C0,1
then there exists a nonnegative constant uM independent of  such that for each 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the solution u ∈ C2() ∩ C() of (3.3)–(3.7) satisﬁes
uuM ≡ uM(max

, |f |0, |g|0, 	0,
0,,
1b0,′,∗). (3.22)
Proof. For notational simplicity we drop the superscript  throughout the proof. We
deﬁne m = {X ∈  : u > m max + + 1} and let  = m+ h(x) where a constant
m and a function h ∈ C2 are to be determined. We ﬁnd h so that  is the upper
solution.
We ﬁrst consider when  > 0. For given (x0, y0) = X0 ∈  we can ﬁnd a
ball with radius R so that in BR(X0) ∩ , either (X0) · ∗uq (oblique), or |1|
∗uq (tangent). We let {Bi} be the set of balls of radius R each centered on 
which cover , let k be a C∞ partition of unity on  subordinate to this cover, and
let
hk(d) =
{
hk(sgn(1)(x − x0)) if |1|∗uq,
hk(1(x − x0)+ 2(y − y0)) if  · (X0)∗uq
for each Bk where (X0) = (1, 2) is the inward unit normal at X0. Now we deﬁne
h =∑khk . With h′k < 0 and in m with m being large we have either
N  = i (x, u)Di+ 0  k|1|h′k + hk · ∇kuq(∗h′k + hk′)
or else
N  = i (x, u)Di+ 0  k · (X0)h′k + hk|||Dk|uq(∗h′k + hk′).
Hence to get the upper solution we need h′k < −′hk/∗ + |g|0/∗.
We evaluate the governing equation. For Bk on which |1|∗uq > 0, we have
L = aij (x, u)Dij+ aij,z(x, u)DiDj+ b˜iDi+ c+ f
= a11h′′kk + 2a1j h′kDjk + hkaijDijk
+a11,z(h′k)22k + 2a11,zh′kD1k + aij,zh2kDikDjk
+b˜h′kk + hkb˜iDik + c+ f
 u(	0h′′k + (
0 + b0)(|h′k| + hk))
+u−1
1[(h′k)2 + |h′k| + h2k] + f.
A similar calculation holds for the other case as well.
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For each k we set hk(d) = (4R− d)	 > 0 where 0 < 	 < 1 and R sufﬁciently small
so that h′′k < 0
h′k < −′hk/∗ + |g|/∗
and
h′′k + (
0 + b0)/	0(|h′k| + hk) − 1.
We now let m = (
1 + 1)((2R)	−1 + 1)2 so that ((2R)	−1 + 1)2 > |f |0 for small R.
If m = ∅ then we are done. Otherwise for m with a sufﬁciently small R (so that m
is sufﬁciently large) we get
L  u−1(−m+ 
1[(h′)2 + |h′| + h2])+ f < 0 in m,
M  −mq |g| < g on m ∩ ,
  m on m \ .
Thus we have
L(− u) < 0 in m,
M(− u) < 0 on m ∩ ,
− u0 on m \ .
By the maximum principle we get  > u in m.
If  = 0 then with the same choice of hk , we can ﬁnd R small (m large) so that
	0h′′k + (
0 + b0)(|h′k| + hk) − |f |0 − 1 and L − |f |0 − 1 + 
1[(h′)2 + |h′| +
h2])/m+ f < 0 in m. This completes the proof. 
Remark. If f ≡ 0 and g ≡ 0, that is the case for the examples of the nonlinear
wave equation and the UTSD equation which we discussed in Section 1.1, the Hopf
maximum principle immediately gives u < uM ≡ max + in .
The proof of Lemma 3.2 implies that condition H2 can be replaced by the following
condition.
H2a. There exist constants ′,∗ > 0 and q, q10 such that on BR(X0) ∩  where
X0 ∈  either
|(·, z)|′zq,  · (X0)∗zq
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or
|(·, z)|′zq1 , |1|∗zq1 .
3.1.2. The existence result for regularized problems
We now establish the following theorem;
Theorem 3.3. Let  ∈ C0() and its extension  ∈ C2( ∪ ) ∩ C0() satisfy
(3.8)–(3.10). If f = 0 and g = 0 then assume that H1 and H2 (or H2a) are satisﬁed.
Assume also that either B1 or B2 holds and 0 ∈ C′(0). Then for each 0 <  < 1,
there exist solutions u ∈ C2,() ∩ C() and  ∈ C1,((a, b)) to (3.1)–(3.5) such
that
 < u < uM, in 
 \ , (3.23)
where 0 <  = ()0 < 1 and ||max.
To show this theorem, for given 0 < 1 < 1 which will be veriﬁed later, we ﬁrst
deﬁne a set S;
S =
 (x) ∈ C1+1([a, b]) :
(a) = a, |′(x0)|0
minmax,
m ≡ min(, u)′M ≡ max(, u)
 .
Here 00 < 1 and x0 is a known point on (a, b) so that (x0, (x0)) ∈ 0. For
example refer the symmetric point 0 in Section 1.1.1 and the point at which 0 (the
cut-off boundary) and  (free boundary) meet in Section 1.1.2.
The bound of  can be found by using the ellipticity of u on , that is  must
satisfy u > (x, ) on the transonic shock and thus one can verify the L∞ bound of 
depending on sup u and . Thus using the bound of  and u, and ′ being a solution
to the shock evolution equation ′ = , we also have ′ bounded as well.
Next for given  ∈ S we establish the existence result for the ﬁxed boundary problem;
Lu ≡ Di(aij (X, u)Dju)+ b(X, u,Du) = 0,
Nu ≡ (X,(X, u), u) · ∇u+ 0u = g on + = {(x, ) ∈  : 1′ − 2 > 0},
u = 0 on 0 = {(x, ) ∈  : 1′ − 2 = 0, |′|0}, u |= .
(3.24)
Although the proof is a standard application of the Schauder ﬁxed point theorem, for
the completeness of the paper, we include here.
Lemma 3.4. Suppose all the hypotheses of Theorem 3.3 hold. For given  ∈ S ⊂ C1,1
where  = {(x, )}, there exists a solution u ∈ C()∩C1,() which satisﬁes (3.24)
and (3.23).
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Proof. We deﬁne u = T u, recall that u+ = max{, u}, and show that the solution to
Lu ≡ Di(aij (X, u+)Dju)+ b(X, u+,Du) = 0,
Nϑ u ≡ ϑ(X, u+) · ∇u+ 0u = g on +,
u |0= 0 u |= ,
(3.25)
satisﬁes
‖u‖(−)1+ = sup
>0
1+−|u|1+;\ < M (3.26)
for some constants 0 < ,  < 1 and M (they are independent of ϑ and depend on ),
where  = {X ∈  : dist (X, )}.
First by Lemma 3.1 we get u >  in  \  and thus the operator L is elliptic with
the ratio depending on  and so we can eliminate the cut off and thus replace u+ by u
in the equations. Apply Lemma 3.2 to get uuM where the bound uM is given in the
lemma. Thus we have the L∞-bound uniformly in u and (3.23) follows immediately.
Now since the operator L is uniformly elliptic and since the operator Nϑ is uni-
formly oblique, we now get the interior Hölder estimates and the interior Schauder
estimates (treat as a linear problem) depending only on |u|0 and the ellipticity, which
depends on . Similarly we obtain the Hölder boundary estimates on , depending on
the ellipticity, |u|0 and ||0;; on + depending on the ellipticity (depending on ), the
obliqueness (depending on ϑ), ||0 and |u|0; and on 0 depending on the ellipticity,
|u|0 and |0|′;0 . Finally, the corner estimates on V are obtained with 0 <  < 1
independent of 1 and 1 using the height estimates (see Theorem 1 of [18]) which
depends on the corner angles, the ellipticity, the obliqueness and |u|0. Thus piece these
estimates together as in the proof of Lemma 6.20 in [14] to get (3.26).
Now to apply the ﬁxed point theorem we only need to show that the map T
is compact and continuous. By applying the Schauder estimates once more we get
|u|2+,locC(|u|0). Note that the corner Hölder estimates are obtained with  which
is independent of 1 and 1. Thus, noting the space H
(b)
a = {u; ‖u‖(b)a < ∞}, we get
T (H
(−1)
1+1 ) ⊂ H
(−)
2+ . This implies that for 1 <  since H
(−)
2+ is precompact in H
(−1)
1+1
and thus T is compact. Finally since T is compact in H(−1)1+1 , a suitable subsequence
of {Twm} converges in the H(−1)1+1 -norm to Tw. The same argument repeated on arbi-
trary subsequence of {wn} shows that Twn → Tw in H(−1)1+1 for the entire sequence.
This establishes the continuity of T on H(−1)1+1 . Therefore by the Schauder ﬁxed point
theorem there exists a ﬁxed point T u = u where u = u,ϑ.
We repeat the regularity arguments to obtain Hölder estimates independent of ϑ.
That is near the points of + ∩0 we apply Hölder estimates which we established in
Corollary 2.3 in Section 2, and away from these boundary points we use the standard
Hölder boundary estimates (since away from the boundary points, 0, either  is
uniformly oblique or u = 0). Hence piece these Hölder estimates and interior Schauder
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estimates together to obtain ‖u,ϑ‖(−)2+ M where constants 0 < ,  < 1 and M are
now independent of ϑ. Thus there exists a subsequence converging uniformly to a limit
u which satisﬁes the problem (3.24). This completes the proof. 
We are now ready to prove Theorem 3.3.
Proof of Theorem 3.3. We deﬁne a map J on S such that J = ˜ and satisﬁes
˜′(x) = (X, (x), u(x, )) and ˜(a) = a. (3.27)
By u being a solution to the ﬁxed boundary J maps S into itself. In addition since we
showed that ‖u‖(−)2+ M , and since ˜ satisﬁes (3.27) we get |˜|1+C. This shows
that the map J is compact in S, when 1 is chosen sufﬁciently small, and is continuous.
By the Schauder ﬁxed point theorem, there is a ﬁxed point ˜ =  ∈ C1,([a, b]) where
 = . Using the fact that Eq. (3.24) has a solution for this  and the corresponding
, we establish the existence of a solution (u, ) ∈ H(−)1+ ×C1, of the free boundary
problem (3.1)–(3.5) for sufﬁciently small  = () and  = ().
The regularity argument (such as Theorem 6.2 in [14]) ensures that the solution
u ∈ H(−)1+ is in fact in C2,(). This completes the proof. 
The regularity of the solution u can be improved under some smoothness of coef-
ﬁcients.
Corollary 3.5. Under the same hypotheses of Theorem 3.3 if i (X, z) ∈ C2( × R),
g,0 ∈ C0,1(), 0 ∈ C1,0(0) and  ∈ Ck,0() with  ∈ Ck,0 for k = 0, 1, 2,
then u ∈ C1,( ∪ ) ∩ Ck,( ∪ ) for k = 0, 1, 2, and  ∈ C2,((a, b)) where
0 <  min{0, 0} < 0.
Proof. If k = 0 then we redeﬁne the weighted norm to ‖u‖(−)1+ = supd d1+−
|u|1+;\d with d(X) = dist (X,), X ∈  and the corresponding space to H(−)1+ =
{‖u‖(−)1+ <∞} so that we can repeat the same argument as in the proof of Lemma 3.4
and Theorem 3.3 using Hölder gradient estimates, Theorem 2.4 in Section 2.2, to
get the existence result where u ∈ C2,() ∩ C1,( ∪ ) ∩ C() for  min
{0, 0}.
For k = 1, 2 we redeﬁne the weighted norm to ‖u‖(−)1+ = supdV d1+−V |u|1+;\dV
with dV = min{dist (X, Vi)} and the corresponding space so that we get u ∈ C2,()∩
C1,( ∪ ) ∩ Ck,( ∪ ) ∩ C() for k = 1, 2.
Now, the regularity of  can be improved from C1, to C2,, since ′ satisﬁes
equation (3.4), in which the entries on the right side have  ∈ C1, and u ∈ H(−)1+ ,
so  ∈ C2, on . 
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3.2. The lower barriers
To discuss the limiting arguments for the regularized sequence of solutions we need
to insure uniform ellipticity locally away from . Hence, in this section, we construct
a lower barrier to get the uniform ellipticity locally away from . Once we have the
lower barrier uniformly in  we apply standard regularity arguments to ﬁnd a convergent
subsequence followed by a local compactness argument excluding the tangential oblique
boundary, see Section 3.3.
To ﬁnd the uniform lower barriers we ﬁrst extend the structure conditions (3.8)
and (3.9). That is, we assume that there exists a C2 extension of  such that for
 ∈ C2( ∪ ) ∩ C0() there exist f and g independent of  so that
Q1 = Di(aij (X,+ )Dj)+ biDi+ cf(X) > f in , (3.28)
M1 = (X,+ )∇+ 0gg + 1 on +, (3.29)
0  + 1 on 0 (3.30)
with any 0′ < 1 and some constant 1 > 0 which is independent of . For a
nonnegative constant , f satisﬁes
lim
d→0
(f(X)− f (X))d− 0 with d(X) = dist (X,), X ∈ . (3.31)
We point out that condition (3.31) allows f to be even equal to f as X approaches
to .
Remark. From (3.8) and (3.9) if there exist f and g independent of  so that
Qff + d in  and Mgg + 1 on , (3.32)
for some positive constants  and 1, then there exists a positive constant ′ = ′(, 1)
such that for 0′ conditions (3.28), (3.29) and (3.31) hold.
We now establish the lower barriers:
Lemma 3.6. Assume the structure conditions (3.28)–(3.31) hold. If  satisﬁes the
interior ball condition on \V uniformly in  then there exists a function h independent
of  such that w = u − h in  \ .
Proof. Since  satisﬁes the uniform interior ball condition on , for 0 < R < 1
and X0 ∈  ∪ , we deﬁne (X) = 1− |X −X0|2/R2 where BR(X0) ∩  = ∅, and
consider h() = a with constants a > 0 and 0 <  < 1 to be determined later.
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Deﬁne H ≡ w − h = u − − h. Using Qu = 0 we get
0 = Qu
= aij (X, u)Dij (H + + h)+ aij,z(X, u)Di(H + + h)Dj (H + + h)
+b˜i (x, u)Di(H + + h)+ c(H + + h)
≡ L1H + L2h+ L3,
where
L1H ≡ aij (X, u)DijH + aij,z(X, u)DiHDjH
+[b˜i (x, u)+ 2aij,zDi(+ h)]DiH + cH,
L2h ≡ aijDijh+ aij,zDihDjh+ [2aij,zDi+ b˜j ]Djh+ ch,
L3 ≡ aij (X, u)Dij+ aij,z(X, u)DiDj+ b˜iDi+ c.
Evaluate
L2h = aij (X, u)a(a−1Dij+ a−2(a − 1)DiDj)
+aij,z(X, u)2a22(a−1)DiDj+ [2aij,zDi+ b˜j ]aa−1Dj+ ca,
and since we have the L∞ bound of u uniformly in  and  < 1, we get 0det
[aij (x, u) + ij ]
, |aij,z(X, u)|A and |2aij,zDi + b˜j |B. Thus we can ﬁnd
˜0 small enough so that
−L2h ˜aa−2(
(d|D2| + (a − 1)|D|2)+ A1aa|D|2
+Ba|D|)+ |c|∞˜a 02 
a−2.
In addition, if BR(x0) ∩ , by the choice of  small enough,
−N h = −(X, u) · ∇h− 0h ˜aa−1||0|D|0/2.
Now we let a = +2 so that h() = ˜+2 and apply the same contradiction arguments
as in the proof of Lemma 3.1, that is if u−−h0 then since u− > 0 in ∪
there exists 0∗ < 1 so that u =  + h − ∗ and thus L3 = Q1 and
N  = M1. Thus we get
L1H = −Q1− L2h and N H = −M1−N h.
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Since w0 = h on BR(x0) ∩  the contradiction point must be either interior of
BR(x0) ∩  or  ∩ BR(x0). At the interior contradiction point Xmin we get
0L1H = −Q1− L2hf (X)− f(X)+
0
2
d.
By (3.31) there exists a positive constant f such that f−f f d near the boundary
. Thus with 0f we get L1H < 0 which is a contradiction. For a ball away from
the boundary  since f is strictly positive inside of  there exists a constant fR > 0
depending on R such that f fR . Hence we choose 0 min{fR, f } so that L1H <
0 at Xmin. Also if Xmin ∈  ∩ BR(x0) then at Xmin apply the same argument as in
Lemma 3.1, and decrease 0 < 1 further, to get
0N H = g −M1−N h − 0/2 < 0.
Therefore we obtain the uniform local lower barrier. 
Remark. Since the lower barrier h is constructed uniformly in , as a consequence, h
is the lower barrier for solutions of (3.1)–(3.5).
This lemma implies that for BR ∩  = ∅ we have
	(X, u)	() > 0 in BR/2 ∩  \  (3.33)
for some constant 	() by using the assumption that 	(·, z) > 0 if z −  > 0. That
is, Q has now uniform ellipticity locally away from the degenerate Dirichlet boundary
.
We point out that (3.28) simpliﬁes the structure condition that was studied in [9].
3.3. The limiting solution
In this section, we discuss how to obtain a convergent subsequence from the regu-
larized solutions of equation (3.1)–(3.5), given by Theorem 3.3. The governing equa-
tions are locally elliptic uniformly in  due to the uniform lower barrier obtained in
Lemma 3.6. Therefore we apply the local compactness argument, the same argument
as in [5,7] and references therein, to get a limit u locally.
In the series of lemmas we establish the existence result for the limiting solution.
First we verify the limiting solution in . The technique is by now standard but for
completeness we include the proof.
E.H. Kim / J. Differential Equations 211 (2005) 407–451 441
Lemma 3.7. Suppose that hypotheses A.-D. and A1.-A2. are satisﬁed. Let  ∈ C0().
Assume that there exists an extension of  so that  ∈ C2( ∪ ) ∩ C0() satisﬁes
structure conditions (3.28)–(3.31). Furthermore, if f = 0 and g = 0, assume that
conditions H1 and H2 (or H2a) hold. Then there exist a limit u ∈ C2,() for some
0 <  < 1 and a limit (x) ∈ C1([a, b]) for some 0 < 1 < 1 such that u and 
satisfy equation Qu = 0 in .
Proof. The proof consists of two parts.
Part 1: We establish the limit  ∈ C([a, b]) with 0 <  < 1 of (x) and thus the
limit of the domain . In Theorem 3.3, we obtained a sequence  of solutions to
Eq. (3.4) in the set S. Since  < u < uM where uM is independent of  the last
property of the set S immediately gives C1 bounds on , uniformly in . Thus by the
Arzela-Ascoli theorem,  has a convergent subsequence, and the limit  ∈ C([a, b])
for all  ∈ (0, 1).
As a consequence, the corresponding subsequence  also has a limit, . In the
remaining proof, without further comment, we carry out the limiting argument using
the convergent subsequence of , which we again call .
Part 2: We show that the sequence u has a limit u ∈ C2,() for some 0 <  < 1
and u satisﬁes the equation Qu = 0. In addition,  < u < uM in . To get the results
we use local compactness arguments and uniform L∞ bounds for u:  < u < uM .
Our arguments are similar to those used in [12, Theorem 1].
Fix 1, a compact subset of . There exists an ′ (which depends on 1) such
that for all ′, 1. We now use the uniform L∞ bounds and treat the problem
as a linear equation. Due to Lemma 3.1 we have uniform ellipticity in 1 such that
0 < 	(1)det[aij ]
(M) and thus we ﬁrst apply local Hölder estimates from [14]
(Theorems 8.22 and 8.27) and ﬁnd that for 21 |u|C′ (2)C, where ′ ∈ (0, 1)
and C are independent of . With this estimate of the coefﬁcients of Q in (3.1), and
the boundedness of u, we apply the standard Schauder estimates of [14] (Theorems
8.32 and 6.2 for the interior, and Theorem 8.33 and Lemma 6.5 for the boundary
of 32) and get |u|C2,′ (3)C. By the Arzela–Ascoli theorem, there exists a
C2,(3)-convergent subsequence for any  < ′.
Now we let 1 vary and use a diagonalization argument to obtain a subsequence of
u which converges in C2,loc () to a limit u ∈ C2,() which satisﬁes Qu = 0 in .
Applying the maximum principle locally we get  < u < uM in . 
We now check the oblique boundary condition and the free boundary.
Lemma 3.8. Suppose all the hypotheses of Lemma 3.7 hold. Suppose also either B1
or B2 holds and 0 ∈ C1,0(0). Let
A3. a ∈ C1(× R× R2), i ∈ C2([a, b] × R× R× R), 0, g ∈ C1(),
and supX∈,min <z<uM |zz(X, z)| <∞
Then u ∈ C1,( ∪ ) for 0 <  < 1 and  ∈ C2,((a, b)) for 0 <  < 1, and u and 
satisfy Eqs. (3.2)–(3.4) on .
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Proof. We now show that the limiting solution satisﬁes the oblique boundary condition,
that is, the limits u and  satisfy
Mu = (x, , ′, u) · ∇u+ 0(X)u = g(X), and
′ = (x, , u), on  = {x, (x)}.
Now since  has a limit  in C for any  ∈ (0, 1)  also has a corresponding limit.
By taking the convergent subsequence  in C for any 0 <  < 1 we choose 0 so
small that for 0 the set
0 ≡ ∪ 0{x ∈ [a, b] : 1′ − 20, |′|(1+ 0)0 < 1}
is covered by {BR0} and u = 0 ∈ C1,0(0) so that
1(X,

0)(X,

0)− 2(X,0)c0 on 0,
for some positive constant c. On the rest of the set [a, b] \ 0 since  is oblique
uniformly in  we apply the standard Hölder boundary estimates. Now piece together,
using Theorem 2.3 in Section 2, the Hölder estimates near the points of 0, the stan-
dard Hölder estimates on the rest of the boundary and the interior Schauder estimates,
to obtain |u|(−1)2 bound uniformly in . Apply interior Schauder estimates once more
to get u ∈ C3(). Thus we can now apply Hölder derivative estimates (Theorem 2.4)
to get the uniform C1,2 bound where 0 < 21 < 1.
This leads to C2,2 bounds for  immediately. Thus there exists a subsequence of
 which has a limit  in C2,. With this limit and the uniform C1,2 estimates for
u we also ﬁnd a subsequence of u which has a limit u in C1,. Hence by a similar
argument as the one used in the proof of Lemma 4.3 in [5] we get
()′ = (X, u)→ (X, u) in C1,/2,
g = iDiu + 0u → iDiu+ 0u in C/2
and thus ′ = (X, u) which follows by  →  in C2,. 
If  is only Lipschitz then we get a weaker result;
Lemma 3.9. Suppose all the hypotheses of Lemma 3.7 hold. Suppose also either B1 or
B2 holds and 0 ∈ C0(0). Then u ∈ C′(∪) for 0 < ′ < 1 and  ∈ C1,′((a, b)),
and u and  satisfy (3.2)–(3.4) on  = {x, (x)}.
Proof. We only need to verify that u ∈ C′() and satisﬁes the oblique boundary
conditions.
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With the uniform Hölder estimates (Theorem 2.3 in Section 2) for the solutions u
using the same argument as in the previous theorem, we obtain C1, bounds for 
immediately. Thus there exists a subsequence of  which has a limit  in C1,/2. With
this limit and the uniform C estimates for u we also ﬁnd a subsequence of u which
has a limit u in C′ where ′ = /2. Hence ()′ = (X, u) → (X, u) in C/2 and
thus ′ = (X, u) which follows by  →  in C1,/2.
With these subsequences of u and , we now show that the limiting solution
satisﬁes the oblique boundary condition. For each  > 0 we have  · ∇u + 0u = g
where we write  ≡ (, u) on .
For given x ∈ (a, b] we let y = (x, (x)) and for each  we can rewrite the
boundary condition as a directional derivative
(y) · ∇u(y) = lim
t→0+
u(y + t(y))− u(y)
t
.
Now consider
0 
∣∣(u(y + t(y))− u(y))/t + 0(y)u(y)− g(y)∣∣

(|u(y + t(y))− u(y + t(y)|/t
+|(u(y + t(y))− u(y))/t + 0(y)u(y)− g(y)| + |u(y)− u(y)|/t
)
,
where (x, (x)) = y = lim→0 y. For the last term in the last inequality, using the
limit of u in C/2 and of  in C1+/2, the last term is bounded from above by
1
t
(|u(y)− u(y)| + |u(y)− u(y)|)  1
t
o/2(1),
where u is extended outside of  by preserving its C bound. Similarly the ﬁrst term
is also bounded from above by
1
t
o/2(1).
Hence we take  = t3/ so that the ﬁrst and the last terms vanish as t → 0. The
second term in the last inequality becomes bounded from above by |g(y) − g(y)| +
|0(y)u(y) − 0(y)u(y)| due to u being the solution for the regularized problem.
Hence using the continuity of g and 0, and the same argument as before, the second
term is bounded from above by o/2(1). Therefore we get
 · ∇u(y) = lim
t→0+
u(y + t(y))− u(y)
t
= g(y)− 0(y)u(y),
and thus  · ∇u+ 0u = g in a pointwise sense. 
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3.3.1. Boundary behavior of the limiting solution
The ﬁnal task is to study boundary behavior of u on the degenerate boundary .
There are many related results of degenerate boundary problems for some speciﬁc
problems [2,3,5,7,11,12,16] and references therein, and a few results for general prob-
lems [9,15]. We note that the problems considered in those papers excluding [5,7]
have a Dirichlet boundary condition only, while, in our case, the problem has a mixed
boundary condition.
To understand the limiting solution near the corner points Vi , i = 1, 2, we impose
the following structure condition:
C1. The minimal eigenvalue 	(X, z) of [aij (X, z)] satisﬁes 	(X, z)	0|z−| where
0 and some 	0 > 0 for all X ∈ .
Under this structure condition, for corner points which are not necessarily convex, we
establish the following lemma.
Lemma 3.10. Assume condition C1 holds. Then there exists a positive constant s de-
pending only on , sup |aij,z|, the local Lipschitz constant of , and sup ||, such that
the limiting solution u satisﬁes (u− )(s++1)/2 ∈ H 10,loc.
Proof. For notational simplicity we drop the superscript  throughout the proof. Set
w = u−  and recall
Lu = aij (X, u)Dijw + aij,z(X, u)DiwDjw + Bi(X, u,)Diw + cw (3.34)
= −F(X, u,),
where Bi is deﬁned in the proof of Lemma 3.1, (3.12), and
F = aij (X, u)Dij+ aij,z(X, u)DiDj+ b˜iDi+ c− f.
To establish the result we consider two cases.
First we consider that  is a nearly ﬂat boundary near the corner points Vi , that is, we
can ﬁnd a tangent line TVi so that  lies on TVi near Vi . Then we rotate the coordinates,
let x1 and y1 be the rotated orthogonal coordinate axes, and take R small enough so that
∩BR(Vi) lies on the x1-axis. Let  be the angle that the x0-axis makes with the line
x = xi . Then x0 = (x−xi) cos +(y−yi) sin  and y0 = −(x−xi) sin +(y−yi) cos .
Then with the new coordinate system the governing equation becomes
Lw + F = aijDijw + aij,zDiwDjw + BiDiw + cw + F
= tiaijtjDx0,x0w + 2tiaijnjDx0,y0w + ni aijnjDy0,y0w
+aij,ztitj |Dx0w|2 + 2aij,ztinjDx0wDy0w + aij,zni nj |Dy0w|2
+Bi[tiDx0w + ni Dy0w] + cw + F
≡ a˜ijijw + a˜ij,ziwjw + Bi[tiiw + ni jw] + cw + F,
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where t = (cos , sin ) and n = (− sin , cos ) and (1, 2) = (Dx0 ,Dy0) and so
on. Notice that since sup |u| <∞ uniformly in  we have a uniform bound for cw+F .
Also
Nw = i (X, u)Diw + 0w =  · t1w +  · n2w + 0w
≡ ˜iiw + 0w = N+ g ≡ g1.
Here we use ˜2 − R < 0 in BR(Vi) ∩  for some constant R because  lies on
the x1-axis,  = {(x) > y} and  is uniformly oblique on BR(Vi) ∩  for small R.
We now deﬁne the matrix Aij by
Aij =

a˜ij for i = 1, j = 1,
a˜i2˜j /˜2 for i = 2, j2,
a˜ij + a˜j i − a˜22˜i /˜2 for i = 1, j = 2.
Now since the difference between [˜aij ] and [Aij ] is an anti-symmetric matrix, we get
a˜ijijw = Aijijw.
We let  be the smooth cut-off function weighted on BR(Vi) and vanishing outside
of BR(Vi). We set B ≡ BR(Vi) ∩  and now estimate the integral of 2|Dw|2 by
multiplying the governing equation Lw + F = 0 for w by 2ws ;
−
∫
B
2wsa˜ijijw =
∫
B
2ws[Biiw + aij,ziwjw + cw + F ] (3.35)
By using a˜ijijw = Aijijw and by integration by parts, we get
−
∫
B
2wsa˜ijijw = −
∫
B
2wsAijijw
=
∫
B
2wsAijjwi+
∫
B
2wsAij,xijw
+
∫
B
2wsAij,zjwiw +
∫
B
2sws−1Aijjwiw
−
∫
{y=0}∩B
2ws [˜a22/˜2](g1 − 0w) dx. (3.36)
Using the minimal eigenvalue 	0|z− | the fourth term in (3.36) becomes∫
B
2sws−1Aijjwiw	0s
∫
B
2w+s−1|w|2.
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Notice that since Aij,zjwiw = aij,zjwiw equating (3.35) and (3.36) the third term
in (3.36) and the second term in (3.35) get canceled, and using the last inequality, we
get
	0s
∫
B
2w+s−1|w|2 
∫
B
[2ws
|w||| + 22ws |Bi ||w|]
+
∫
B
2wsf +
∫
{y=0}∩B
2ws [˜a22/˜2]g dx1,
where g = sup |g1| + sup |0||w|. Take s = max{, 1}. Using the Cauchy–Schwartz
inequality the ﬁrst integration in the right-hand side of the last inequality can be
rewritten as
2
∫
B
[ws
|w||| + 2ws |Bi ||w|]
1
∫
B
2ws+−1|w|2 + 

2
1
∫
B
ws+1−||2
+2
∫
B
2ws+−1|w|2 + 1
2
∫
B
2ws+1−|Bi |2.
Thus taking i , i = 1, 2, small enough, we get∫
B
2ws+−1|w|2  2
	s
C(
, 1, 2, sup u, |b|0, |f |0,B, |g|0,)
≡ C(
/	0, supw,R)
uniformly in w and . Hence taking  = 1 on B3R/4(X0) we get∫
B3R/4
ws+−1|w|2 = (s + + 1)
2
4
∫
B3R/4
|D(w(s++1)/2)|2  C(
/	0, supw,R)
in the trace sense. Thus we get
w(s++1)/2 = (u− )(s++1)/2 ∈ H 10 (B3R/4(X0) ∩ ).
Second, if  is curved then we need to transform the coordinates  = x and  =
(x) − y where (x) is deﬁned everywhere in BR(Vi), even outside of , preserving
|′| sup || and |D′| sup |xi | + sup |z|. Then we get
−[a11w + (2a11′ − 2a12)w + (a11(′)2 − 2a12′ + a22)w]
≡ −a˜ijDijw
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c1
(X,w)|Dw|2 + b∗|Dw| + f1(X,w,, F )
c∗w−1|Dw|2 + b∗|Dw| + f1(X,w,, F )
in  ∩ BR , where c1 = c1(sup |u|, sup |z|, sup ||) is a nonnegative constant and
b∗ = b∗(sup |Bi |, sup ||, sup |xi |,
) is in Lq , q > 2. The last inequality is obtained
by using the fact that the degree of degeneracy is of order  and since w is bounded
uniformly in L∞ we can ﬁnd a positive constant c∗ = c∗(c1, sup |w|) so that for small
t0 t0 the inequality c1
(X, t)c∗t−1 holds. And
Mw = 1w + (1′ − 2)w + 0w ≡ ˜Diw + 0w = g1
on ∩BR . Now deﬁne the matrix [Aij ] as before, replace [a˜ij ] by [Aij ], multiply the
inequality we just obtain by 2ws and perform integration by parts as we did in the
proof to get
	0(s − c∗)
∫
B
2w+s−1|Dw|2 
∫
B
[2ws
|Dw||D| + 22ws |Bi ||Dw|]
+
∫
B
2wsf1 +
∫
{=0}∩B
2ws [˜a22/˜2]g d.
Now take s = max{2c∗,, 1} and the rest of the proof follows. Notice that now s
depends on the Lipschitz constant of  and sup ||.
This completes the proof. 
Remark. For the rest of the degenerate Dirichlet boundary we can use a similar
integration by parts argument without transforming the coordinates as is done in The-
orem 2.7 in [9], that is, multiply the equation (3.1) by 2w = 2(u− ) and perform
integration by parts to get
(u− )+1/2 ∈ W 1,20,loc(). (3.37)
We point out that it was shown in [7] that the limiting solution of the nonlinear
wave equation is continuous up to the corner points provided both the convexity at Vi
and Riemann data satisfy a certain bound. These conditions allow them to construct a
local upper barrier uniformly in  which leads to continuity.
To show the continuity up to the degenerate boundary away from the corners, in
addition to condition C1, we also require the following structure conditions for the
governing equation.
C2. det[aij (·, z)] is nondecreasing in z.
C3. The boundary  is locally convex.
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Lemma 3.11. If conditions C1–C3 hold then the limit u satisﬁes u =  on  and u
is continuous up to  \ V .
Proof. We construct a local upper barrier  uniformly in . That is for given Xb =
(xb, yb) ∈  \ BR0(Vi) where R0 is the radius that we found in Lemma 3.10 and a
constant 0 < RR0, we construct  so that w = u −  near Xb and  = 0
at Xb. Once we ﬁnd the barrier, by taking a limit as an interior point X approaches a
boundary point Xb = (xb, yb) ∈ , we get
0 lim
X→Xb
u−  lim
X→Xb
 = 0.
Therefore u ∈ C(¯ \ V ).
For Xb ∈  \ {BR0(Vi)}, since  is locally convex, we let TXb be the tangent line
passing through Xb lying BR(Xb) ∩ , for some 0 < RR0, on one side of TXb .
Take orthogonal coordinate axes x1 and y1 so that the y1-axis is perpendicular to
TXb . Let  be the angle that the x1-axis makes with the line x = xb. Then x1 =
(x − xb) cos  + (y − yb) sin  and y1 = −(x − xb) sin  + (y − yb) cos , and the
governing equation (3.34) becomes
Lw + F = aijijwij + aij,ziwjwij + Biiwi + cw + F
≡ A1(X, u)11w + 2A2(X, u)12w + A3(X, u)22w
+aij,ziwjwij + Biiwi + cw + F,
where 1 = (cos , sin ), 2 = (− sin , cos ) and (1, 2) = (/x1, /y1) and
so on.
Let (y1) be a positive C2 function satisfying y1y1 + 1 = 0 and  |TXb= 0. Deﬁne
 = mx21 + K(y1)a on D ≡ {X ∈  : |x1 − xb| < R, |y1 − yb| < R} where
m = uMR−2, and constants K > 1 and 0 < a1/2 are to be determined later. We
now establish an appropriate inequality to obtain an upper barrier of form . From
the last equation, we evaluate
L1 ≡ A1(x, u)11+ A3(x,+ )22+ aij,z(x, u)ji+ Bi(x, u)i+ F
 
2m+ 	(x,+ )K(a)y1y1 + 2|aij,z(x, u)|L∞[K2((a)y1)2 +m2R2]
+|Bi(x, u)|L∞[K|(a)y1 | +mR] + F
 	0Ka[Ka(a − 1)a−22y1 +Kaa−1y1y1 ]
+AK2a22a−22y1 + b∗Kaa−1y1 + F1
 K22a−2a[	0(a − 1)+ Aa]2y1 −K2	0a2a−1 + b∗Kaa−1y1 + F1,
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where A = 2 sup |aij,z|, b∗ = sup |Bi | and F1 = Am2R2+2
m+b∗mR+ sup |F |. Now
take 0 < a < min{1/2, 	0/(	0+A)} and choose K big so that L1 < 0. On ∩D by
the deﬁnition of  we get w. On D ∩ , by the choice of m = uMR−2 and by
increasing K if necessary, we get uM .
We now show that w = u− in D. Suppose not then there exists a local mini-
mum Xmin such that (Xmin)w(Xmin), ∇(Xmin) = ∇w(Xmin), and ∑ aijDij (−
w)(Xmin)0.
Evaluate at Xmin to get
0 > L1− Lw
= A1(x, u)11(− w)+ 2A2(x, u)12(− w)+ A3(x, u)22(− w)
+[A3(x,+ )− A3(x,w + )]22.
Notice that since
22 = Ka(a − 1)a−22y1 −Kaa−1 > 0
by the choice of K big and 0 < a < 1, and since det[aii(x, z)] is nondecreasing in z,
at Xmin, we get
A3,z(− w)220.
Thus we get a contradiction at Xmin;
0 > L1− Lw
 aij (X, u)ijij (− w)0.
Therefore we obtain a local upper barrier and this completes the proof. 
Finally by Lemmas 3.7–3.11 we establish the following existence theorem.
Theorem 3.12. Suppose that hypotheses A.-D, A1.-A2 and C1 are satisﬁed. Assume
that there exists an extension of  such that  ∈ C2( ∪ ) ∩ C0() satisﬁes the
structure conditions (3.28)–(3.31). Assume also that either B1 or B2 holds and 0 ∈
C0(0). Furthermore, if f = 0 and g = 0, assume that conditions H1 and H2 (or H2a)
hold. Then the boundary value problem Qu = 0, (3.2)–(3.5) has solutions u ∈ C2,()∩
C( ∪ ) and  ∈ C1,([a, b]) for some 0 < ,  = (0) < 1, and the solution u
satisﬁes  < u < uM in  and (u − )(+s+1)/2 ∈ W 1,20,loc() where uM is a positive
constant from (3.22) and s = s(, supBR(Vi) |aij,z|, supBR(Vi) ||, supBR(Vi) |z|)0.
Furthermore, if C2 and C3 hold, then u ∈ C0( ∪  \ V ).
Moreover, if A3 holds and 0 ∈ C1,0(0), then u ∈ C1,′( ∪ ) and  ∈
C2,
′
((a, b)) for some 0 < ′ min{, } < 1.
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We point out that the conditions of Theorem 3.12 can be generalized slightly with
additional technical complications. Also the regularity of u on  is in fact higher on
the set + by using standard regularity results.
Remark. If the problems are speciﬁed, for examples the nonlinear wave equation
or the UTSD equation, see Section 1.1, then the regularity of the solution u may be
improved while, in Theorem 3.12, u ∈ C′( ∪ ), 0 < ′ < 1 provided  is locally
Lipschitz.
We note also that since the Dirichlet degenerate (sonic) boundary becomes  =
2 + 2 for the nonlinear wave equation and  =  =  + 2/4 for the UTSD
equation, both cases are C2() and satisfy the structure conditions (3.28)–(3.31). Thus
the existence results follow from Theorem 3.12.
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