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Abstract
Let Xt =
∫ t
0 fs dWs +
∫ t
0 gs ds be the anticipating smooth semimartingale and L
x
t be its generalized local
time. In this paper, we give some estimates about the quasi sure property of Xt and its quadratic variation
process 〈X〉t . We also study the fractional smoothness of Lxt and prove that the quadratic variation process
of Lxt can be constructed as the quasi sure limit of the form
∑
Δn
(L
ani+1
t − L
ani
t )
2
, where Δn = (ani , ani+1)
is a sequence of subdivisions of [a, b], an
i
= i(b − a)/2n + a, i = 0,1, . . . ,2n.
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1. Introduction
The quadratic variation of the local time of the 1-dimensional Brownian motion or, more
generally, a continuous martingale, was studied in Bouleau–Yor [3], Perkins [19], see also [23].
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partition Δn = (ani , ani+1) of [a, b] with mesh size converging to zero,
lim
n→∞
∑
Δn
(
L
ani+1
t −La
n
i
t
)2 = 4
b∫
a
Lxt dx (1.1)
in probability.
In the recent work of He–Ren [4], they proved that for smooth semimartingales this conver-
gence can be enhanced to hold quasi surely for ani = i(b − a)/2n + a, i = 0,1, . . . ,2n.
Note that, to give a more probabilistic approach for studying the anticipating stochastic in-
tegral, Tudor recently introduced in [28] the Itô–Skorohod integral which has more properties
(somewhat martingale-like property) than Skorohod integral, then he used the Itô–Skorohod in-
tegral to define the generalized local time. If the integrand is adapted, then the generalized local
time is the usual local time of the Itô integral, and there is a large number of results on this kind
of the local time (see Shigekawa [25], Nualart–Vives [17], Watanabe [29], Airault–Ren–Zhang
[1], Rosen [24], Marcus–Rosen [15], Kaspi–Rosen [9], He–Ren [4] and etc.). However, there
is few result on the local time of the anticipating stochastic integral (see Imkeller–Nualart [8],
Imkeller [7], Xiao–Zhang [30], Tudor[28] and references therein).
Recently, Liang [12] proved that the generalized local time Lxt , as a function of x, has the
same Besov regularity as the Brownian motion as a function of t . And then he proved that Lxt , as
a nonlinear function of ω, is in some fractional Sobolev space under certain conditions imposed
on the anticipating integrand via the technique of Malliavin calculus and the real interpolation
theory (see [13]).
Now, we can see, there exists a possibility to study the quasi sure properties of the generalized
local time. Motivated by [4,13,28], in this paper, we study in this line by looking at the quasi
sure properties of the quadratic variation of the generalized local time of anticipating smooth
semimartingales. In the present work we extend the results of Bouleau–Yor, Perkins and He–Ren
to the anticipating situation. We shall prove that for anticipating smooth semimartingales the
convergence in (1.1) still holds quasi surely for ani = i(b − a)/2n + a, i = 0,1, . . . ,2n.
It may happen that x → Lxt is a semimartingale (see Perkins [19]). But it is utter impossible
that it is a smooth semimartingale except in the trivial case (see [1, Theorem 2]). Hence the
results in [21] is not applicable here. In addition, for the anticipating stochastic integral, though
we transform it into the adapted situation, we will find the form of the integrand become more
complicated. So it is impossible for us to copy the method we use in the adapted situation.
This paper is organized as follows: in Section 2, we first give some necessary preliminary
about the generalized local time. Then we define the anticipating smooth semimartingale and
give some estimates in Section 3. Finally, in Section 4, we prove some quasi sure properties of
the generalized local time including its fractional smoothness and the quasi sure convergence of
its quadratic variation process.
2. Preliminaries
Now let us recall and fix some notations and notions. We shall work on the classical Wiener
space (Ω,F ,P;H), where Ω = C0([0, T ];Rd) is the space of continuous mappings from [0, T ]
to Rd and null at zero, H is the usual Cameron–Martin subspace
{h ∈ Ω: h is absolutely continuous and h˙ ∈ H˜ },
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Let {Wt = (W 1t , . . . ,Wdt )′, t ∈ [0, T ]} be the d-dimensional Brownian motion realized by the
coordinate process on (Ω,F ,P;H).
Given A a Borel subset of [0, T ], we denote FA the complete σ -algebra generated by{
W(G) :=
T∫
0
IG(t)dWt,G ⊂ A, G ∈ B
([0, T ])
}
.
Let Fs = F(s,T ]c , F t = F[0,t]c , then ∀s  t , F(s,t]c = Fs ∨ F t . For any fixed t > 0, we define
F ts =F(s,t]c (s  t), then obviously Ws ∈F ts .
We briefly recall some basic elements of the Malliavin calculus (cf. Nualart [16] or Huang–
Yan [6]). Let S be the class of smooth and cylindrical random variables of the form
F = f (Wh1 , . . . ,Whn),
where n ∈ N, h1, . . . , hn ∈ H , f ∈ C∞b (Rn). We define its derivative as the H -valued random
variable given by
∇F =
n∑
i=1
∂f
∂xi
(Wh1 , . . . ,Whn)hi .
Denote by DF = ∇˙F , then DF is a H˜ -valued function.
The adjoint of D, denoted by δ, is defined on the
D(δ) =
{
f ∈ L2([0, T ] ×Ω;Rd):
∣∣∣∣∣E
( T∫
0
(DtF,ft )Rd dt
)∣∣∣∣∣C‖F‖2,
for some C > 0, ∀F ∈ S
}
and it is given by the duality relationship
E
(
Fδ(f )
)= E
( T∫
0
(DtF,ft )Rd dt
)
, f ∈D(δ),F ∈ S.
We will use the notation
δ(f ) =
T∫
0
ft dWt
and we call δ(f ) the Skorohod integral of f .
Denote by Dα,p the Sobolev space of order α and of power p over Ω . The norm in Dα,p is
defined by
‖F‖α,p =
∥∥(I −L)α/2F∥∥
p
,
where L = −δD is the Ornstein–Uhlenbeck operator. For α = k ∈ N, by Meyer’s inequalities,
the norm ‖F‖k,p is equivalent to(
E
(|F |p)+ k∑E(‖DiF‖p
H˜⊗i
))1/p
.i=1
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∫ T
0 ‖ft‖pα,p dt)1/p .
We need the following simple lemma, which is necessary for proving our main result.
Lemma 2.1. (1) For every n ∈ N, α  0, p > 1, there exists a positive constant C(n,α,p) such
that
‖Fn‖α,p  C(n,α,p)‖F‖nα,np (2.1)
for all F ∈ Dα,np .
(2) For every α  β , p > 1, θ ∈ [0,1], there exists a constant C(α,p, θ) such that
‖F‖(1−θ)α+θβ,p  C(α,p, θ)‖F‖1−θα,p ‖F‖θβ,p (2.2)
for all F ∈ Dβ,p .
Proof. (2.1) comes from repeated uses of the inequality (see [11,29])
‖F ·G‖α,r  C‖F‖α,p‖G‖α,q, 1
p
+ 1
q
= 1
r
, p, q, r > 1.
(2.2) is deduced from
(Dα,p,Dβ,p)[θ] = D(1−θ)α+θβ,p (see Kusuoka [10])
and the Reiteration theorem (see [2,27]). 
Watanabe [29] defined the spaces Eα,p by
Eα,p = Dα,p, α ∈ N0,
Eα,p = (Dk,p,Dk+1,p)θ,p, α = k + θ,0 < θ < 1, k ∈ N0,
namely, if ε ∈ (0,1), we define
Kε(F ) = inf
F=F0+F1
(‖F0‖k,p + ε‖F1‖k+1,p), F ∈ Dk,p +Dk+1,p,
‖F‖∼α,p =
( 1∫
0
(
ε−θKε(F )
)p dε
ε
)1/p
,
then Eα,p = {F ∈ Lp(Ω): ‖F‖∼α,p < ∞}, where α = k + θ , 0 < θ < 1, k ∈ N0.
Watanabe used the real interpolation theory to prove the following comparison of two types
of spaces.
Theorem 2.2. ∀δ > 0, we have
Eα+δ,p ⊂ Dα,p ⊂ Eα−δ,p. (2.3)
The following generalized Ocone–Clark formula was given in Nualart–Pardoux [18]:
F = E(F |F ts )+
t∫
E(DuF |F tu)dWu, ∀F ∈ D1,2. (2.4)s
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F = E(F |F ts )+
t∫
s
E(DuF |Fus )dWu, ∀F ∈ D1,2. (2.5)
Given an open set O of Ω , its (α,p)-capacity (α  0,p > 1) is defined by
Cα,p(O) = inf
{‖F‖α,p: F  IO μ-a.s.},
and for any subset A ⊂ Ω , by
Cα,p(A) = inf
{
Cα,p(O): O is open and O ⊃ A
}
.
In [20, Theorem 3.1] and [26], authors proved the following quasi sure version of Kol-
mogorov’s criterion:
Theorem 2.3. Given a stochastic process {Xt, t ∈ [0, T ]d}.
(1) Suppose that α > 0, p > 1, there exist constants ε > 0, C > 0 and m ∈ N such that
(a) ∀t ∈ [0, T ]d , Xt ∈ Dα,p ,
(b) ∀s, t ∈ [0, T ]d , ‖(Xt −Xs)m‖α,p  C|t − s|d+ε ,
where |t − s| =∑di=1 |ti − si |, then X admits a (α,p)-modification X∗ and ∀(α,p)-q.s. ω,
X∗ is γ -order Hölder continuous with γ ∈ [0, ε/m).
(2) If for all α > 0 and p > 1, there exist constants ε(α,p) > 0, C(α,p) > 0 and m(α,p) ∈ N
such that (1) holds, then X admits a ∞-modification.
The following Comparison theorem of capacities comes from Hu–Ren [5] and Ren–Zhang
[22]:
Theorem 2.4. Assume that n ∈ N. If 0 < α  1, p > 2, αp > 2n, then there exists a constant
C(n,α,p) > 0 such that ∀A ⊂ Ω ,(
Cn,2(A)
)2  C(n,α,p)(Cα,p(A))p. (2.6)
3. Anticipating smooth semimartingale
The results of the following lemma can be found in Tudor [28].
Lemma 3.1. (1) Let
Mt =
t∫
0
fs dWs,
where f ∈ Lk,p(Rd) with k  3, p > 2, then there exists an unique v ∈ Lk−2,p(Rd) such that
Mt =
t∫
0
E(vs |F ts )dWs
for all t ∈ [0, T ].
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vt = ft + rt = DtMt,
rt =
t∫
0
Dtfs dWs.
(2) For every s  t and v ∈ L2([0, T ] ×Ω;Rd), g ∈ L2([0, T ] ×Ω), let us define Xts and Xt
by
Xts =
s∫
0
E(vu|F tu)dWu +
s∫
0
E(gu|F tu)du ∈F ts ,
Xt =
t∫
0
E(vs |F ts )dWs +
t∫
0
E(gs |F ts )ds,
then for all t ∈ [0, T ],{ s∫
0
E(vu|F tu)dWu: s  t
}
is an F ts -martingale and we have
lim
s↑t X
t
s = Xt, a.s. and L2.
(3) There exists a nonnegative process {Lxt : t ∈ [0, T ]} such that (Tanaka formula)
(Xt − x)+ = (−x)+ +
t∫
0
I(x.∞)(Xts)E(vs |F ts )dWs
+
t∫
0
I(x.∞)(Xts)E(gs |F ts )ds +
1
2
Lxt , (3.1)
(Occupation time formula) ∀Φ ∈ B(R),
t∫
0
Φ(Xts)
∣∣E(vs |F ts )∣∣2 ds =
+∞∫
−∞
Φ(x)Lxt dx, (3.2)
and
lim
s↑t L
t,x
s = Lxt , a.s. and L2,
where Lt,xs is the local time of Xts .
We call the process Lxt the generalized local time of Xt . Note that for any fixed x ∈ R, t → Lxt
is not a continuous function except that the integrand is adapted, which coincides the usual local
time.
Similar to Malliavin–Nualart [14] and Ren [21], we give
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Xt = Mt + Vt ,
where
Mt =
t∫
0
fs dWs, f = (f 1, . . . , f d),
Vt =
t∫
0
gs ds, gs ∈F ts ,∀s  t,
with
|‖f ‖|α,p + |‖g‖|α,p < +∞, ∀p  1, α  0, (3.3)
namely f ∈ Lα,p(Rd) and g ∈ Lα,p for all p  1, α  0.
The following lemma is easy to obtain, so we omit the proof.
Lemma 3.3. ∀p  2, α  0, there exists a constant C(α,p) > 0 such that
(1) ‖Xt‖α,p  C(α,p)
( t∫
0
‖fs‖pα+1,p ds +
t∫
0
‖gs‖pα,p ds
)1/p
, (3.4)
(2) ‖Xt −Xs‖α,p C(α,p)|t − s|1/2−1/p
( t∫
s
‖fu‖pα+1,p du+
t∫
s
‖gu‖pα,p du
)1/p
. (3.5)
Lemma 3.3, (2.1) and Kolmogorov’s criterion (Theorem 2.3) yields that M admits a ∞-
modification.
Let
rt =
t∫
0
Dtfs dWs,
and vt = ft + rt , then Lemma 3.1(1) follows that
Xt =
t∫
0
E(vs |F ts )dWs +
t∫
0
E(gs |F ts )ds,
and we can get the following estimates.
Lemma 3.4. ∀p  2, α  0, there exists a constant C(α,p) > 0 such that
(1) ∫ t0 ‖rs‖pα,p ds  C(α,p) ∫ t0 ‖fs‖pα+2,p ds,
(2) ∫ t0 ‖vs‖pα,p ds  C(α,p) ∫ t0 ‖fs‖pα+2,p ds.
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∫ s
0 ‖Dsfu‖pα+1,p du, so
t∫
0
‖rs‖pα,p ds  C(α,p)
t∫
0
t∫
u
‖Dsfu‖pα+1,p ds du
 C(α,p)
t∫
0
‖fu‖pα+2,p du
as desired. 
For s  t , let
Xts =
s∫
0
E(vu|F tu)dWu +
s∫
0
E(gu|F tu)du,
then by the similar procedure as the proof of Lemma 3.3 and using Lemma 3.4(2), we have
‖Xts‖α,p  C(α,p)
( s∫
0
‖fu‖pα+3,p du+
s∫
0
‖gu‖pα,p du
) 1
p
, (3.6)
Define 〈X〉t =
∫ t
0 |E(vs |F ts )|2 ds =
∫ +∞
−∞ L
x
t dx, where Lxt is the generalized local time of Xt
as in Lemma 3.1(3), so we can obtain
Lemma 3.5. ∀p  2, there exists a constant C(α,p) > 0 such that
(1) ∥∥〈X〉t∥∥α,p  C(α,p)
( t∫
0
‖fs‖2pα+2,2p ds
) 1
p
, (3.7)
(2) ∀s < t ,
∥∥〈X〉t − 〈X〉s∥∥α,p  C(α,p)|t − s| p−12p(α+1)
( t∫
0
‖fu‖2pα+3,2p du
) 1
p
. (3.8)
Then 〈X〉t has a ∞-modification.
Proof. (1) By 2.1, we have
∥∥〈X〉t∥∥α,p 
t∫
0
∥∥∣∣E(vs |F ts )∣∣2∥∥α,p ds  C(α,p)
t∫
0
‖vs‖2α,2p ds
 C(α,p)
( t∫
0
‖vs‖2pα,2p ds
) 1
p
C(α,p)
( t∫
0
‖fs‖2pα+2,2p ds
) 1
p
.
(2) Obviously,
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t∫
s
∣∣E(vu|F tu )∣∣2 du−
s∫
0
(∣∣E(vu|F su)∣∣2 − ∣∣E(vu|F tu )∣∣2)du
=
t∫
s
∣∣E(vu|F tu )∣∣2 du−
s∫
0
(∣∣E(vu|F su)∣∣+∣∣E(vu|F tu )∣∣)
× (∣∣E(vu|F su)∣∣− ∣∣E(vu|F tu )∣∣)du,
by Hölder inequality, we deduce that
E
∣∣〈X〉t − 〈X〉s∣∣p  C(p)
(
|t − s|p−1E
( t∫
s
|vu|2p du
)
+
(
E
s∫
0
(∣∣E(vu|F su)∣∣+ ∣∣E(vu|F tu )∣∣)2p du
) 1
2
×
(
E
s∫
0
∣∣E(vu|F su)−E(vu|F tu )∣∣2p du
) 1
2
)
 C(p)
(
|t − s|p−1
t∫
0
‖fu‖2p2,2p du+
( s∫
0
‖fu‖2p2,2p du
) 1
2
×
(
E
s∫
0
∣∣E(vu|F su)−E(vu|F tu )∣∣2p du
) 1
2
)
.
By Clark–Ocone formula 2.5, it follows that
(
E
s∫
0
∣∣E(vu|F su)−E(vu|F tu )∣∣2p du
) 1
2
=
( s∫
0
E
∣∣∣∣∣
t∫
s
E(Dαvu|F αu )dWα
∣∣∣∣∣
2p
du
) 1
2
 C(p)
( s∫
0
E
( t∫
s
∣∣E(Dαvu|F αu )∣∣2 dα
)p
du
) 1
2
 C(p)|t − s| p−12
( s∫
0
t∫
s
E
(|Dαvu|2p)dα du
) 1
2
 C(p)|t − s| p−12
( s∫
0
‖fu‖2p3,2p du
) 1
2
,
so we can conclude that E|〈X〉t − 〈X〉s |p  C(p)|t − s| p−12
∫ t
0 ‖fu‖2p3,2p du.
By (1) and (2.2),
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 C(α,p)|t − s| p−12p(α+1)
( t∫
0
‖fu‖2p3,2p du
) 1
p(α+1)
×
( t∫
0
‖fu‖2pα+3,2p du
) α
p(α+1)
 C(α,p)|t − s| p−12p(α+1)
( t∫
0
‖fu‖2pα+3,2p du
) 1
p
. 
By using the same way as in [21], we have
Theorem 3.6. The convergence:
lim
n→∞
2n−1∑
i=0
(Xtni+1∧t −Xtni ∧t )2 = 〈X〉t
holds uniformly in t ∈ [0, T ] q.s., where tni = i2−n.
4. Quasi sure properties of the generalized local time
Let
φxt = (Xt − x)+ − (−x)+,
Y xt =
t∫
0
I(x,∞)(Xts)dXs,
Zxt =
t∫
0
I(x,∞)(Xts)E(vs |F ts )dWs,
Axt =
t∫
0
I(x,∞)(Xts)E(gs |F ts )ds,
and ∀x < y,
φ
x,y
t = φxt − φyt ,
Y
x,y
t = Yxt − Yyt =
t∫
0
I(x,y](Xts)dXs,
Z
x,y
t = Zxt −Zyt =
t∫
I(x,y](Xts)E(vs |F ts )dWs,0
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x,y
t = Axt −Ayt =
t∫
0
I(x,y](Xts)E(gs |F ts )ds.
Then by occupation time formula (3.2),
〈Yx,y〉t =
t∫
0
I(x,y](Xts)
∣∣E(vs |F ts )∣∣2 ds =
y∫
x
Lzt dz,
and by Tanaka formula (3.1),
Lxt = 2(φxt − Yxt ) = 2(φxt −Zxt −Axt ). (4.1)
Lemma 4.1. For every p  2, there exists a constant C(p) > 0 such that
(1) E|φxt |p C(p)
( t∫
0
‖fs‖p1,p ds +
t∫
0
‖gs‖pp ds
)
, (4.2)
E|Yxt |p  C(p)
( t∫
0
‖fs‖p2,p ds +
t∫
0
‖gs‖pp ds
)
, (4.3)
E|Lxt |p  C(p)
( t∫
0
‖fs‖p2,p ds +
t∫
0
‖gs‖pp ds
)
, (4.4)
(2) E〈Yx,y〉pt  C(p)|x − y|p, (4.5)
E|φx,yt |p  C(p)|x − y|p, (4.6)
E|Yx,yt |p  C(p)|x − y|p/2, (4.7)
E|Lxt −Lyt |p  C(p)|x − y|p/2. (4.8)
Proof. We only prove (4.5). By (4.4),
E〈Yx,y〉pt = E
∣∣∣∣∣
y∫
x
Lzt dz
∣∣∣∣∣
p
 |x − y|p−1
y∫
x
E|Lzt |p dzC(p)|x − y|p. 
In what follows, C will denote a positive constant whose value may change from line to line.
For the smoothness in the sense of Malliavin calculus of generalized local times of anticipating
smooth semimartingales, Liang [13] proved the following result in the case of d = 1 and g = 0,
we give the proof here in details for reader’s convenience.
Theorem 4.2. Let X be an anticipating smooth semimartingale as Definition 3.2, and suppose
that there exists an (F ts )-adapted process ξs with
|‖ξ‖|p < +∞, (4.9)
such that |gs | |E(vs |F ts )| · |ξs | a.s. for any Lebesgue almost all s ∈ [0, t]. Then ∀t ∈ [0, T ],
Lxt ∈ Dα,p
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sup
t∈[0,T ]
‖Lxt ‖α,p < +∞ (4.10)
for all 0 α < 1/2, p > 1.
Proof. For ε ∈ (0,1), set
Yxε (t) =
t∫
0
Fxε (X
t
s)dXs,
where
Fxε (y) =
{1 if y > x + ε,
1
2ε (y − x + ε) if |y − x| < ε,
0 if y < x − ε.
Then |Fxε (y) − I(x,∞)(y)|  I(x−ε,x+ε)(y) and Fx′ε (y) = 12ε I(x−ε,x+ε)(y) a.e.. By B-D-G in-
equality, (4.5) and assumption we can conclude that
E|Yxε (t)− Yxt |p = E
∣∣∣∣∣
t∫
0
(
Fxε (X
t
s)− I(x,∞)(Xts)
)
dXs
∣∣∣∣∣
p
 C
(
E
∣∣∣∣∣
t∫
0
I(x−ε,x+ε)(Xts)
∣∣E(vs |F ts )∣∣2 ds
∣∣∣∣∣
p
2
+E
∣∣∣∣∣
t∫
0
I(x−ε,x+ε)(Xts)
∣∣E(gs |F ts )∣∣ds
∣∣∣∣∣
p)
 C
(
E〈Yx−ε,x+ε〉
p
2
t +E
∣∣∣∣∣
t∫
0
I(x−ε,x+ε)(Xts)
∣∣E(vs |F ts )∣∣|ξs |ds
∣∣∣∣∣
p)
 C
(
E〈Yx−ε,x+ε〉
p
2
t +
(
E
∣∣∣∣∣
t∫
0
I(x−ε,x+ε)(Xts)
∣∣E(vs |F ts )∣∣2 ds
∣∣∣∣∣
p) 12
×
( t∫
0
E|ξs |p ds
) 1
2
)
 C
(
E〈Yx−ε,x+ε〉
p
2
t + (E〈Yx−ε,x+ε〉pt )
1
2
)
 Cε
p
2 ,
i.e. ‖Yxε (t)− Yxt ‖p  Cε1/2, and then by (4.3), ‖Yxε (t)‖p  C.
On the other hand,
DYxε (t) = Fxε (Xt· )E(v·|F t· )I[0,t]
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t∫
0
Fx ′ε (Xts)DXtsE(vs |F ts )dWs +
t∫
0
Fx ′ε (Xts)DXtsE(gs |F ts )ds
+
t∫
0
Fxε (X
t
s)E(Dvs |F ts )dWsI(s,t]c +
t∫
0
Fxε (X
t
s)E(Dgs |F ts )dWsI(s,t]c
= :
5∑
i=1
Ii .
Trivially,
E‖I1‖p
H˜
= E
( t∫
0
(
Fxε (X
t
r )
)2∣∣E(vr |F tr )∣∣2 dr
) p
2
C
t∫
0
E|vr |p dr  C,
and then by Burkhölder inequality for Hilbert valued martingales, we have ∀q > 1,
E‖I2‖p
H˜
 Cε−pE
( t∫
0
I(x−ε,x+ε)(Xts)‖DXts‖2H˜
∣∣E(vs |F ts )∣∣2 ds
) p
2
= Cε−pE
( t∫
0
I(x−ε,x+ε)(Xts)
∣∣E(vs |F ts )∣∣ 2q ‖DXts‖2H˜ ∣∣E(vs |F ts )∣∣ 2(q−1)q ds
) p
2
 Cε−p
(
E
( t∫
0
I(x−ε,x+ε)(Xts)
∣∣E(vs |F ts )∣∣2 ds
) p
q
) 1
2
×
(
E
( t∫
0
‖DXts‖
4q
q−1
H˜
ds
) p(q−1)
q
) 1
4
(
E
( t∫
0
∣∣E(vs |F ts )∣∣4 ds
) p(q−1)
q
) 1
4
 Cε−p
(
E〈Yx−ε,x+ε〉pt
) 1
2q
( t∫
0
‖Xts‖
4pq
q−1
1, 4pq
q−1
) q−1
4q
( t∫
0
E|vs |4p ds
) q−1
4q
 Cε−p+
p
2q (by (4.7), (3.6) and Lemma 3.4(2)).
Similarly, E‖I3‖p
H˜
 Cε−p+
p
2q
.
Moreover,
E‖I4‖p
H˜
 CE
( t∫
0
(
Fxε (X
t
s)
)2∥∥E(Dvs |F ts )I(s,t]c∥∥2H˜ ds
) p
2
C
t∫
0
‖vs‖p1,p ds  C,
by the same method, we have E‖I5‖p
H˜
 C.
Hence, ‖Yxε (t)‖1,p  Cε−1+
1
2q , and
Kε(Y
x
t ) C(ε
1
2 + εε−1+ 12q ) Cε 12q ,
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‖Yxt ‖∼α,p C
( 1∫
0
ε−αpε
p
2q
dε
ε
) 1
p
 C
( 1∫
0
1
ε
1+αp− p2q
dε
) 1
p
< +∞.
Since q > 1 is arbitrarily close to 1, we complete the proof of the theorem by (2.3). 
In the following, we suppose that the anticipating smooth semimartingale X satisfies the con-
dition of Theorem 4.2.
Corollary 4.3. For every 0  α < 1/2, p  2, 0 < γ < 1/2 − α, there exists a constant
C(α,p,γ ) > 0 such that
‖Lxt −Lys ‖α,p  C(α,p,γ )|x − y|γ . (4.11)
Proof. By (2.2) and (4.10),
‖Lxt −Lys ‖α,p  C(α,p,γ )‖Lxt −Lys ‖
γ
α+γ
p ‖Lxt −Lys ‖
α
α+γ
α+γ,p
 C(α,p,γ )|x − y| γ2(α+γ ) C(α,p,γ )|x − y|γ . 
Let Δn = (ani , ani+1) be a sequence of subdivisions of [a, b], where ani = i(b− a)/2n + a, i =
0,1, . . . ,2n.
We can now state our main results.
Theorem 4.4. The convergence
lim
n→∞
2n−1∑
i=0
(
L
ani+1
t −La
n
i
t
)2 = 4
b∫
a
Lxt dx
holds (α,p)-q.s. and Dα,p for every 0 < α < 1/6, p > 1. Thus, in particular, it holds (∞,2)-q.s.
We need to prepare a series of lemmas for the proof.
Put
Xt(2−n) =
2n−1∑
i=0
(
L
ani+1
t −La
n
i
t
)2
,
and
Xt(s) =
{
Xt(2−n)+ 2n+1(s − 2−n)(Xt (2−n)−Xt(2−(n+1))) if 2−(n+1)  s  2−n,
4
∫ b
a
Lxt dx if s = 0.
In the following, we fix p  2.
Lemma 4.5. There exists a constant C(p) > 0 such that
sup
t∈[0,T ]
∥∥Xt(2−n)−Xt(0)∥∥pp C(p)(2−n) p−12 . (4.12)
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Xt(2−n)−Xt(0) = 4
(2n−1∑
i=0
[(
φ
ani ,a
n
i+1
t
)2 + (Yani ,ani+1t )2 − 2φani ,ani+1t Y ani ,ani+1t ]−
b∫
a
Lxt dx
)
= 4
2n−1∑
i=0
[(
φ
ani ,a
n
i+1
t
)2 + 2
t∫
0
Y
ani ,a
n
i+1
s dY
ani ,a
n
i+1
s − 2φa
n
i ,a
n
i+1
t Y
ani ,a
n
i+1
t
]
= 4
2n−1∑
i=0
[(
φ
ani ,a
n
i+1
t
)2 + 2
t∫
0
Y
ani ,a
n
i+1
s dZ
ani ,a
n
i+1
s
+ 2
t∫
0
Y
ani ,a
n
i+1
s dA
ani ,a
n
i+1
s − 2φa
n
i ,a
n
i+1
t Y
ani ,a
n
i+1
t
]
.
Trivially,∥∥∥∥∥
2n−1∑
i=0
(
φ
ani ,a
n
i+1
t
)2∥∥∥∥∥
p
p
 (2n)p−1
2n−1∑
i=0
E
∣∣φani ,ani+1t ∣∣2p
 C(2n)p−1(2n)(2−n)2p = C(2−n)p (by (4.6)).
Moreover, we have∥∥∥∥∥
2n−1∑
i=0
t∫
0
Y
ani ,a
n
i+1
s dZ
ani ,a
n
i+1
s
∥∥∥∥∥
p
p
= E
∣∣∣∣∣
t∫
0
(2n−1∑
i=0
Y
ani ,a
n
i+1
s I(ani ,a
n
i+1](X
t
s)
)
E(vs |F ts )dWs
∣∣∣∣∣
p
CE
( t∫
0
(2n−1∑
i=0
Y
ani ,a
n
i+1
s I(ani ,a
n
i+1](X
t
s)
)2∣∣E(vs |F ts )∣∣2 ds
)p/2
CE
t∫
0
∣∣∣∣∣
2n−1∑
i=0
Y
ani ,a
n
i+1
s I(ani ,a
n
i+1](X
t
s)
∣∣∣∣∣
p∣∣E(vs |F ts )∣∣p ds
= CE
t∫
0
(2n−1∑
i=0
∣∣Yani ,ani+1s ∣∣pI(ani ,ani+1](Xts)
)∣∣E(vs |F ts )∣∣p ds
C
2n−1∑
i=0
(
E
t∫
0
∣∣Yani ,ani+1s ∣∣4p ds
)1/4(
E
t∫
0
∣∣E(vs |F ts )∣∣4p−4 ds
)1/4
×
(
E
t∫
I(ani ,a
n
i+1](X
t
s)
∣∣E(vs |F ts )∣∣2 ds
)1/2
0
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2n−1∑
i=0
(2−n)p/2
(
E〈Yani ,ani+1〉t
)1/2 (by (4.7) and Lemma 3.4(2))
 C2n(2−n)p/2(2−n)1/2
= C(2−n)(p−1)/2 (by (4.5)),
and ∥∥∥∥∥
2n−1∑
i=0
t∫
0
Y
ani ,a
n
i+1
s dA
ani ,a
n
i+1
s
∥∥∥∥∥
p
p
= E
∣∣∣∣∣
t∫
0
(2n−1∑
i=0
Y
ani ,a
n
i+1
s I(ani ,a
n
i+1](X
t
s)
)
E(gs |F ts )ds
∣∣∣∣∣
p
 E
t∫
0
∣∣∣∣∣
2n−1∑
i=0
Y
ani ,a
n
i+1
s I(ani ,a
n
i+1](X
t
s)
∣∣∣∣∣
p∣∣E(gs |F ts )∣∣p ds
 E
t∫
0
(2n−1∑
i=0
|Ya
n
i ,a
n
i+1
s |pI(ani ,ani+1](Xts)
)∣∣E(vs |F ts )∣∣p|ξs |p ds

2n−1∑
i=0
(
E
t∫
0
∣∣Yani ,ani+1s ∣∣4p ds
)1/4(
E
t∫
0
∣∣E(vs |F ts )∣∣8p−8 ds
)1/8
×
(
E
t∫
0
|ξs |8p−8 ds
)1/8(
E
t∫
0
I(ani ,a
n
i+1](X
t
s)
∣∣E(vs |F ts )∣∣2 ds
)1/2
 C
2n−1∑
i=0
(2−n)p/2
(
E〈Yani ,ani+1〉t
)1/2 (by (4.7), (4.9) and Lemma 3.4(2))
 C2n(2−n)p/2(2−n)1/2
= C(2−n)(p−1)/2 (by (4.5)).
Finally, it is easily seen that∥∥∥∥∥
2n−1∑
i=0
(
φ
ani ,a
n
i+1
t
)
Y
ani ,a
n
i+1
t
∥∥∥∥∥
p
p
 (2n)p−1
2n−1∑
i=0
E
∣∣φani ,ani+1t Y ani ,ani+1t ∣∣p
 (2n)p−1
2n−1∑
i=0
(
E
∣∣φani ,ani+1t ∣∣2p)1/2(E∣∣Yani ,ani+1t ∣∣2p)1/2
 C(2n)p−12n(2−n)p(2−n)p/2
= C(2−n)p/2 (by (4.6) and (4.7)).
Summing these we obtain
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(∥∥∥∥∥
2n−1∑
i=0
(
φ
ani ,a
n
i+1
t
)2∥∥∥∥∥
p
p
+
∥∥∥∥∥
2n−1∑
i=0
t∫
0
Y
ani ,a
n
i+1
s dZ
ani ,a
n
i+1
s
∥∥∥∥∥
p
p
+
∥∥∥∥∥
2n−1∑
i=0
t∫
0
Y
ani ,a
n
i+1
s dA
ani ,a
n
i+1
s
∥∥∥∥∥
p
p
+
∥∥∥∥∥
2n−1∑
i=0
φ
ani ,a
n
i+1
t Y
ani ,a
n
i+1
t
∥∥∥∥∥
p
p
)
 C
(
(2−n)p + (2−n)(p−1)/2 + (2−n)(p−1)/2 + (2−n)p/2)
 C(2−n)(p−1)/2
as desired. 
Note that Xt is piecewise linear in s for any fixed t ∈ [0, T ], by (4.12) and usual Kolmogorov’s
criterion we conclude that
Corollary 4.6. For every p  2, there exists a constant C(p) > 0 such that
sup
t∈[0,T ]
∥∥Xt(s1)−Xt(s2)∥∥pp  C(p)|s1 − s2|(p−1)/2. (4.13)
So s → Xt(s) admit a continuous modification for any fixed t ∈ [0, T ], and the convergence:
lim
n→∞
2n−1∑
i=0
(
L
ani+1
t −La
n
i
t
)2 = 4
b∫
a
Lxt dx
holds a.s. and Lp for every p  1.
Lemma 4.7. There exists a constant C(β,p) > 0 such that
sup
s,t∈[0,T ]
∥∥Xt(s)∥∥β,p C(β,p) (4.14)
for every 0 < β < 1/6 and p > 1.
Proof. For 0 < ε < 1/2,
∥∥Xt(0)∥∥ε,p =
∥∥∥∥∥4
b∫
a
Lxt dx
∥∥∥∥∥
ε,p
 C
b∫
a
‖Lxt ‖ε,p dx  C, (by (4.10)),
and for 0 < γ < 1/2 − ε,
∥∥Xt(2−n)∥∥ε,p =
∥∥∥∥∥
2n−1∑
i=0
(
L
ani+1
t −La
n
i
t
)2∥∥∥∥∥
ε,p
 C
2n−1∑
i=0
∥∥Lani+1t −Lanit ∥∥2ε,2p (by (2.1))
 C2n2−2nγ = C2n(1−2γ ) (by (4.11)).
Then we have∥∥Xt(2−n)−Xt(0)∥∥  C(2−n)(2γ−1). (4.15)ε,p
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ξ = (6q − 2)β
q − 1 .
Set
δ = ξq
3q − 1 =
2qβ
q − 1 > 0,
then
ε = β + δ = (3q − 1)β
q − 1 =
ξ
2
<
1
2
.
Let now
γ = 1
2
− ε − η
2
<
1
2
− ε,
where 0 < η < 1 − ξ , then we have(
1
2
− 1
2q
)
δ
β + δ + (2γ − 1)
β
β + δ = 2γ
β
β + δ > 0.
Thus by (2.2) we obtain∥∥Xt(2−n)−Xt(0)∥∥β,p  ∥∥Xt(2−n)−Xt(0)∥∥β,q
 C
∥∥Xt(2−n)−Xt(0)∥∥ δβ+δq ∥∥Xt(2−n)−Xt(0)∥∥
β
β+δ
β+δ,q
 C(2−n)(
1
2 − 12q ) δβ+δ (2−n)(2γ−1)
β
β+δ (by (4.12) and (4.15))
= C(2−n)[( 12 − 12q ) δβ+δ +(2γ−1) ββ+δ ]
 C.
So ‖Xt(2−n)‖β,p C. 
At last, we can now give
Proof of Theorem 4.4. By (4.13) and (4.14), for any fixed m ∈ N and t ∈ [0, T ], we have∥∥(Xt(s1)−Xt(s2))m∥∥α,p  C∥∥Xt(s1)−Xt(s2)∥∥ mσα+σmp ∥∥Xt(s1)−Xt(s2)∥∥ mαα+σα+σ,mp
 C|s1 − s2|
mp−1
2p
σ
α+σ ,
where 0 < α < 16 , p  2, 0 < σ <
1
6 − α. Choosing m sufficiently big such that mp−12p σα+σ > 1,
we conclude that s → Xt(s) admits a (α,p)-modification for any fixed t ∈ [0, T ] by the quasi
sure version of Kolmogorov’s criterion (Theorem 2.3) and the first part of the theorem is therefore
proved. Combining the first part and Theorem 2.4 gives the second part and the proof is thus
finished. 
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