Abstract. Let K be a commutative field of characteristic zero, A be a domain containing K and ∂ be a locally nilpotent K-derivation of A. We give in this paper a description of the differential K-algebra (A, ∂) under the assumptions that the ring of constants A ∂ of ∂ is a PID, ∂ is fixed point free and its special fibers are reduced.
Introduction
Let K be a commutative field of characteristic zero, with K as its algebraic closure, and let A be a commutative ring with unity containing K. A K-derivation ∂ of A is called locally nilpotent if for any a ∈ A there exists m ≥ 1 such that ∂ m (a) = 0. When A = K[V ] is the coordinate ring of an affine algebraic variety V defined over K, a locally nilpotent K-derivation of A corresponds to an action of the group G a = (K, +) on the variety V defined by a regular map K × V −→ V with coefficients in the field K.
Given a locally nilpotent K-derivation ∂ of a K-domain A, i.e., a domain containing K, we let A ∂ be its ring of constants and s ∂ = ∂(A) ∩ A ∂ be its plinth ideal; see [2] for more details on the plinth ideal. Given a prime ideal p of A ∂ , the derivation ∂ uniquely extends to A ⊗ A ∂ A . Thus, Miyanishi's result essentially concerns the case of a UFD endowed with a fixed point free locally nilpotent derivation. In this paper we show that the result holds true under the weaker assumptions that ∂ is fixed point free, A ∂ is a PID and the special fibers of (A, ∂) are reduced. This is a nontrivial generalization of Miyanishi's result since it goes beyond the factorial case. However, even in the case where A ∂ is a DVR, the techniques developed in this paper do not apply when ∂ is not fixed point free or when some of the special fibers of ∂ are not reduced.
Basics
In this section we recall the basic facts on locally nilpotent derivations to be used in this paper, and we refer to the books [4, 1, 2] for more details. We also recall the concept of affine modification [3] . Throughout this paper all the considered rings are commutative with unity.
Locally nilpotent derivations.
Let A be a ring and ∂ be a locally nilpotent derivation of A. We let A ∂ be the ring of constants, also called the kernel, of ∂. An element s of A is called a slice of ∂ if ∂(s) = 1. The following fundamental result characterizes locally nilpotent derivations having a slice; see [7] . 
Affine modifications.
We recall in this subsection the concept of affine modification and refer to [3] for more details. 
Proposition 2.3. Let A be a a ring containing K and A[c −1 i] be an affine modification of A with locus (i, c). Let ∂ be a locally nilpotent K-derivation of A such that ∂(c) = 0 and ∂(i) ⊆ i. Then ∂ may be lifted in a unique way to a locally nilpotent
When a locally nilpotent derivation δ of an affine modification A[c −1 i] is obtained from a locally nilpotent derivation ∂ of A by using Proposition 2.3, we will say that δ is the affine modification of ∂ with locus (i, c).
Statement of the main result
Given a ring B and g = g 1 , . . . , g r a list of polynomials in B[z 1 , . . . , z r+1 ], we let Jac(g, .) be the Jacobian derivation associated to g; i.e., for any f ∈ B[z 1 , . . . , z r+1 ], the polynomial Jac(g, f ) is the determinant of the Jacobian matrix of (g, f ) with respect to z 1 , . . . , z r+1 .
Assume The following theorem is the main result of this paper. . It is also worth mentioning that we do not need to assume A to be finitely generated over A ∂ since this property is automatically satisfied.
Proof of the main result
The main idea behind the proof of Theorem 3.1 is the following construction. Let A be a K-domain and ∂ be a locally nilpotent K-derivation of A such that A ∂ is a UFD and s ∂ is principal. Let c = ∂(s) be a generator of the plinth ideal s ∂ and write c = c 1 · · · c r for a square-free factorization of c; i.e., the c i 's are square-free and c i+1 | c i . We consider the following sequence of affine modifications and ideals: 
Proof. Let p be a prime factor of c and let us first prove that A/pA has transcendence degree at most 1 over Since ∂ is irreducible it induces a nonzero F p -derivation of A/pA and so A/pA is transcendental over F p according to the fact that F p has characteristic zero and A/pA is reduced.
Recall that an ideal i of a ring A is called zero-dimensional if the quotient ring
A/i has Krull dimension 0. Recall as well that two ideals i and j of A are called co-maximal if i + j = A. The following lemma concerns reduced zero-dimensional ideals of a polynomial ring over a PID. c, h 1 (z 1 ), . . . , h r (z 1 , . z 1 ), . . . , h r (z 1 , . . . , z r ) such that h j = h i,j mod p j for any i, j. Now the fact that i is the intersection of the q i 's implies that h j ∈ i for any j. Since moreover the q i 's are pairwise co-maximal we have i = q i , which shows that i is generated by c, h 1 , . . . , h r . Even if it means removing the content of h j , which is necessarily co-prime with c, we may assume that h j is primitive. On the other hand, since each z 1 ), . . . , h r (z 1 , . . . , z r ) with coefficients in A ∂ such that the following hold:
Lemma 4.3. Let B be a PID and let i be a reduced zero-dimensional ideal of the polynomial ring B[z] = B[z 1 , . . . , z r ]. In case B is not a field we assume that i ∩ B = (0). Then the ideal i is generated by a triangular system
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use p is a prime factor of c, with c = p i q and gcd(p, q) = 1, then we have
Proof. We will prove the assertions i) and ii) by induction on i. Let us write c 1 = p 1 , . . . , p t , where the p j 's are prime and pairwise distinct, and recall that each A j = A/p j is reduced by assumption. By Lemma 4.2, A j is of transcendence degree 1 over F j = A ∂ /p j . Moreover, ∂ induces a fixed point free locally nilpotent F j -derivation δ j on A j . Let B j be the ring of constants of δ j and notice that B j is algebraic over F j by Lemma 4.1.
Let 
. We have thus proven the properties i) and ii) for i = 1.
Assume that i) and ii) hold for i ≤ r. Let us write T 
is reduced and zero-dimensional.
Let φ :
be the A ∂ -algebra homomorphism defined by φ(z i ) = s i . Clearly, φ is onto. Since moreover i r is reduced and zero-dimensional, so is the ideal i = φ −1 (i r ). We may thus find a generating system c i+1 , Given two ideals i and j of a ring A recall that i : j stands for the quotient ideal of i and j. In case j is generated by a single element c we use the notation i : c instead of i : cA. The sequence (i : j n ) n is ascending, and so n (i : j n ) is an ideal of A denoted by i : j ∞ . In case j is generated by a single element c we use the notation i : c ∞ instead of i : (cA) ∞ .
Lemma 4.5. Let A be a domain, i be an ideal of A and let c ∈ A. Let j = i : c ∞ and assume that j ⊆ cA + i. Then for any n ≥ 1 we have j ⊆ c n j + i. As a consequence, if j is finitely generated, then we have i = j.
Proof. Let a ∈ j and let v ∈ N be such that c v a ∈ i. Since j ⊆ cA + i we can write a = ca 1 + b 1 , where a 1 ∈ A and b 1 ∈ i. This gives c v a = c v+1 a 1 + c v b 1 , and so we have c v+1 a 1 ∈ i since both c v a and c v b 1 belong to i. Therefore a 1 ∈ j, and so a ∈ cj + i. We have thus proven that j ⊆ cj + i.
The fact that j ⊆ c n j + i for any n ≥ 1 follows immediately from the inclusion j ⊆ cj + i. In case j is finitely generated we have c n j ⊆ i for n large enough, and so j ⊆ i. Since i ⊆ j we have the equality i = j.
