We use vector error correction models to examine the interdependence between the high and the low price tiers during the latest housing market boom and bust. For 118 of the 364 US statistical areas analyzed, the tiered price indexes are bound by a long-run relationship. In general, low tier homes appreciated more than high tier homes in the past two decades. In contrast to previous periods of high volatility, however, low tier homes appreciated more during the boom and lost more value during the bust of the market. We find a shift in the long-run equilibrium during the bubble -the cointegration parameter that ties the tiers together is greater in absolute value during the bubble period compared to the periods of more moderate appreciation and depreciation rates. Moreover, the shift in the long-run equilibrium can be explained by differences in subprime originations across housing markets. We also find that short run price dynamics is driven by momentum in both segments of the market.
Introduction
The dynamics of U.S. housing prices has been extensively studied in the literature since the real estate market boom and bust of the past decade. Most of the analyses examine the dynamics of price indices for the nation and for different geographic regions. As a result, we now have a better understanding of the contributing forces to the bubble and the relationship between housing prices and various fundamental factors, e.g. construction costs, 1 loan-to-value and price-to-rent ratios, 2 interest rates, lending standards, 3 demographic variables, etc. (see, e.g. (Mayer 2011 ) for a survey).
Most studies are based on aggregate indices that condense the appreciation and depreciation rates of all houses in a metropolitan area into a single measure. While this approach provides insights into the relationship between aggregate prices and fundamentals, it masks the effects arising from the interactions among different segments of the housing market. Recent life cycle models, however, demonstrate that these interactions are important as they have implications not only for the relationship between various house price tiers, but, through their effects on credit constraints, on the price dynamics of the entire housing market (Stein (1995) and Ortalo-Magné and Rady (1999) and (2006)). Thus, identifying trends and relationships between segments of local housing markets facilitates not only a comparison across time periods and geographic areas, but also affords tests of market efficiency and informs future theoretical research on housing markets.
In this paper we study the housing price dynamics at a disaggregated level in 364 U.S. statistical areas using the Zillow Home Value tiered indices during the time period from April 1996 through November 2014. These indices are constructed with a hedonic adjustment methodology intended to capture effects that are due to market trends only. The entire market is stratified in three tiers according to market value -bottom, middle, and top-and the indices track the appreciation and depreciation rates of these three segments over time.
We estimate a vector error correction model which accounts not only for the long run relationship between price tiers, but also for their short run dynamics. We then allow the cointegrating parameters to vary over time by using a rolling regression specification. We thus create a panel of estimated cointegrating parameters and examine how the cointegrating relationship between tiers differs during the period before and during the housing bubble.
Our analysis generates a number of new insights. First, in agreement with studies of previous time periods (see, e.g. Poterba (1991) and Mayer (1993) for the period in a number of metropolitan areas) we find that, for the entire data panel, 4 and for the time series of about half of the metropolitan areas, 5 the low and the high price tiers are non-stationary in levels but are stationary in first differences (i.e. are integrated of order one).
Our second and probably most unexpected finding is the tendency of low tier homes to appreciate faster than properties at the high end of the market prior to the housing market bust. After the burst of the bubble, however, low tier homes depreciate faster than high tier properties. As we discuss in more detail in the next sections, this pattern stands in contrast to previous periods of market volatility. We quantify the extent of this phenomenon for all metropolitan areas using cointegration tests between the price tiers. We find that price tiers are cointegrated, i.e. they are bound by a long run relationship in 118 statistical areas. This suggests that the price tiers are driven by the same common factors that pull the series together in the long run (Mayer 1993) . Cointegration in our context can also be interpreted as evidence in support of the efficient market hypothesis in the long run. Meese and Wallace (1994) find that house prices are cointegrated with home owner cost of capital and rents for the time period 1970-1988, a finding that they similarly interpret as evidence for the efficient market condition in real estate. They find, however, that the present value relation does not hold in the short run.
Third, the short run dynamics between the tiers exhibits strong positive correlation between current appreciation rates and lagged appreciation rates for both high and low tier homes. As suggested by Case and Shiller (1990) , this is evidence for momentum and information inefficiency in the housing market. While Case and Shiller (1990) report autoregressive coefficients on the magnitude of 0.3, when broker down in tiers, we find coefficients for the majority of the metropolitan areas in excess of 0.5. Because we find that tiers are cointegrated, commonly used univariate models or vector autoregressive models to assess momentum (as the ones presented in Case and Shiller 1990) would be subject to an omitted variable bias. Our assessment of momentum relies on estimates from vector-error correction models thus taking into account the long-run relationship between tiers. Our finding that dynamics of real estate prices is driven by momentum in both market segments also accords well with the recent empirical evidence on social influences in the housing market. Pan and Pirinsky (2013) , for instance, show that the probability of a household to purchase a home is positively correlated with the home ownership rate of ethnic peers 4 Panel augmented Dickey-Fuller unit root tests as proposed by Pesaran (2007) reject the null of a unit root in the first difference both for the low and the high tier at the 1 % significance level. 5 Augmented Dickey-Fuller unit root test cannot reject the null of a unit root in levels and reject the null of a unit root in first differences at conventional statistical levels for 176 out of the 364 statistical areas. residing in the same area and report that this effect is particularly strong among younger, less educated, and poorer individuals. As these individuals are likely to be the buyers of starter homes, we also conduct formal tests and find that momentum is significantly stronger for the low tier market segment in about half of the geographic areas.
Fourth, the cointegrating parameter β is smaller than negative one. That is, for each dollar of price appreciation in the high tier, the low tier appreciates by a greater amount in the long run. This result is consistent with recent life cycle models of housing markets. Ortalo-Magné and Rady (2006) show that, after a positive income shock or shock to credit constraints, "starter" homes appreciate proportionally and "trade up" homes appreciate less than proportionally to the magnitude of the shock in the new steady state. However, Ortalo-Magné and Rady (2006) also find that the high tier is more volatile in the transition to the new steady state -a feature that does not accord to our results. Using vector error correction models, Gallin (2006) studies the time series of prices, rents, and the rent-to-price ratios for the period 1994-2005. He finds that this ratio helps predict changes in real prices (but not real rents) over a 4-year period. To our knowledge, we are the first to study the short run and long run dynamics of the time series of different segments of the market during the recent market bubble.
Finally, we estimate a rolling regression specification of a vector-error correction model by estimating the cointegrating factor β for windows of 100 months thus obtaining a time series of realizations of this parameter for the 118 statistical areas in which the price tiers are cointegrated. With the resulting panel of metropolitan areas we test for differences between the cointegrating parameters for the periods prior to and during the bubble. We find a statistically and economically significant shift in the long run equilibrium. As statistical areas enter into the bubble period, the cointegration coefficient increases in absolute value reaching a peak around the time when the local housing market bubble bursts. That is, prices of low tier homes are relatively more volatile compared to the prices of high tier homes during the bubble period. We also find that the cointegration relationship between the tiers is sensitive to percentage of subprime originations in local areas while the dependence on demographic factors such as population and income is not statistically significant.
The rest of the paper is organized as follows. Section "Data" presents a description of the dataset and provides details on the Zillow tiered home price indices. Sections "Existence of a Long-run Equilibrium and Price Convergence", "Estimating the Long-run Equilibrium and Short-run Dynamics" and "Stability of the Long-run Equilibrium" present the empirical results, and deal with stationarity of the time series and unit root tests, long run and short run dynamics, and equilibrium stability, respectively. In Section "Comparison to Previous Bubble Periods" we review the similarities and differences between the latest and previous housing market cycles. Section "Explaining the Tiered Price Dynamics" explores to what extent demographic variables, lending practices and autocorrelation in appreciation rates (momentum) can explain the observed price dynamics during the bubble period. Section "Conclusion" summarizes the main findings and implications.
Data
This study uses the seasonally adjusted monthly low and high tier segments of the Zillow Home Value Index (ZHVI). 6 The ZHVI as well as the Case-Shiller index (CSI) capture changes in single-family home prices over time. We opted for the ZHVI over the CSI for two key reasons. First, the ZHVI is a hedonic price index that, as explained in Dorsey et al. (2010) , overcomes limitations of repeat-sales indexes such as the CSI. The ZHVI is constructed from the same deed records as the CSI but includes also the properties that sold just once during the relevant period in addition to the repeat sales transactions used for the construction of the CSI index. Further, ZHVI utilizes attributes of individual houses such as size and the number of bedroom and bathrooms thus capturing their changes over time. Guerrieri et al. (2013) provide a detailed discussion on the similarities and differences between the two indices and report a correlation coefficient of 0.96 between their appreciation rates during the time period from 2000 to 2006. Second, while the CSI is constructed only for twenty metropolitan statistical areas, the ZHVI covers a much larger number of areas. Our sample includes the low tier and high tier segments of the ZHVI for 364 statistical areas and spans the period from April 1996 through November 2014. 7 This allows us not only to study the dynamics for a large number of areas, but also to exploit existing cross-sectional differences. 8 The ZHVI and CSI are monthly indexes designed to reflect changes due to market trends only and not to physical changes in individual houses or neighborhoods. The tiered indexes are obtained by assigning properties into one of three price tiers. The thresholds for the price tiers are determined from the distribution of home values within each statistical areas in such a way that an equal number of homes appear in each tier. The repeat sales methodology used in the CSI entails forming pairs of recorded prices from arms-length transactions of the same property. While repeatsales indexes contain valuable information on the dynamics of prices, there are some concerns when using repeat sales indices to estimate autoregressive model specifications as the ones studied here. They are related to the potential bias and efficiency loss due to the inclusion only of properties which sold more than once in a given period. These houses constitute only a relatively small subsample of the entire market. The ZHVI that we use is created from estimated sales prices of every home, not just the ones that have recently been sold. Hedonic measures of house prices more accurately reflect changes in the characteristics of individual houses, but requires high quality data on a number of additional characteristics of houses. The ZHVI uses home 6 The data is obtained from the online real estate database Zillow, available at http://www.zillow.com/ research/ 7 The statistical areas include both metropolitan and micropolitan statistical areas. 8 An alternative index that can be used for an analysis of house price dynamics is the repeat sales index constructed by the Office of Federal Housing Enterprise Oversight (OFHEO). This index, however, is limited to houses for which mortgages were provided by Fannie Mae and Freddy Mac thus excluding the subprime segment of the market. For a discussion on the use of indexes in studying house price dynamics see Miao et al. (2011). attributes that include physical facts about the home and land, prior sale transactions, tax assessment information and geographic location.
In the Appendix we present the list of the 364 statistical areas used in this study. For practical reasons, in Table 1 we present the summary statistics of the low tier (LOWTIER) and the high tier (HIGHTIER) indexes for only a selected group of areas. In particular, following an alphabetical order, we include the first four and the last four areas as well as the descriptive statistics for the whole sample. We have 224 geographic area time series in the sample comprising a total of 81,536 tiered index observations. All indices are equal to 100 on April 1996.
Existence of a Long-run Equilibrium and Price Convergence
We denote by LOWTIER SA t and HIGHTIER SA t the low and high price tiers, respectively, for a given statistical area (SA) during month t. With the following linear combination of these two price tiers,
we say that a long-run equilibrium exists if for a given constant β the difference d 
is integrated of order zero, I (0).
We also define convergence between price tiers if the long-term forecast of both price tiers is the same:
where t denotes the information set at time t. Price convergence is first tested by restricting β in Eq. 1 to be equal to negative one. There is a number of unit root tests that can be used to analyze the stationarity of d SA t in Eq. 1 and convergence in Eq. 2. In this paper we employ the GLS augmented DF tests as originally proposed by Dickey and Fuller (1979) along with the more recent panel unit root test proposed by Pesaran (2007) . 9 We initially test for the stationarity for the variables in levels (LOWTIER . This is done for every time series in the sample as well as for the pooled panel. Table 2 presents the unit root test results for the first four and the last four statistical areas -organized in alphabetical order-as well as the panel unit root test for all the 364 SAs in our panel. The first and fifth columns report the ADF t-statistics, τ df , for the tiers in levels showing very little evidence of stationarity. We reject the unit root null at at least 10 % level for LOWTIER York , LOWTIER Yuba City , and LOWTIER Yuma . All the other SA high and low tiers reported in the table have a unit root, which means that shocks are permanent. Overall at a 10 % significance level 306 (364−58) of the 364 low tiers and 320 (364 − 44) of the 364 high tiers have a unit root. Columns three and seven show that for the series in differences the low tiers in 244 SAs and the high tiers in 255 SAs are stationary. Combining these results with the results in levels we find that at 10 % significance level, 176 of the series are integrated of order one, I (1). Keeping track of these 176 SAs is important because this is the set of SAs for which we will test for a cointegrating relationship. The bottom part of Table 2 shows the Pesaran (2007) panel results. Both levels are non-stationary, while both first-differences are stationary. The null hypothesis in this test is that all series are non-stationary and the alternative is that only a fraction of the series are stationary. 9 The Pesaran (2007) test uses a system of ADF regressions:
where the statistic of interest (Z adf ) is distributed standard normal standard normal. It is based on means of individual ADF t-statistic (τ df ) for each SA.
Table 2
Unit Root tests
(5)
(8) number of SA for which the corresponding null hypothesis is rejected at 10 %, 5 % and 1 % significance levels Column 9 in Table 2 presents the tests for the existence of a long-run equilibrium while imposing the restriction that β in Eq. 1 is equal to one. This test for the stationarity of LOWTIER SA t − HIGHTIER SA t can also be viewed as a test for the existence of price convergence between tiers as defined in Eq. 2. The results show important evidence of price convergence (and long-run equilibrium) between price tiers. From the eight SAs we report, only for York and Yuma there is no evidence of convergence at a 10 % significance level. Overall at a 10 % level there is no evidence of convergence for 97 of the 364 SAs in the sample (i.e., there is evidence of convergence for about 3/4 of the areas). In line with these findings theZ adf statistic for the panel fails to reject the null that price convergence (long-run equilibrium) exists. The constraint in these tests is that it is assumed that β = −1. In the next section we provide cointegration tests that analyze the existence of a long-run equilibrium with an unrestricted β.
Estimating the Long-run Equilibrium and Short-run Dynamics
While Eq. 1 characterizes the long-run equilibrium, this simple specification is unlikely to capture the true data generating process. We therefore estimate a more flexible vector-error correction model which accounts both for the long-run equilibrium and the short-run dynamics around the long-run equilibrium. The model is described by the following equations:
where ε Lt and ε H t are white-noise disturbance terms that may be correlated. The term in parenthesis, which is the same as d SA t in Eq. 1, captures the long-run equilibrium dynamics. The left-hand side variables capture the short-run dynamics, while α L and α H are the speed-of-adjustment coefficients. If deviations are positive (i.e., d SA t > 0) and we have a negative β, the low tier index is relatively larger than the high tier index and it is reasonable to believe that we will have a decrease in the low tier index (i.e., LOWTIER SA t < 0) and an increase in the high tier index (i.e., HIGHTIER SA t > 0). Hence, we would expect α L to be negative and α H to be positive. The lag dependent variables in this system of equations are included to control for serial correlation and to test for momentum.
Note that if there is no cointegrating relationship between the price tiers, that is, if we restrict α L = α H = 0, Eqs. 3 and 4 define a Vector Autoregressive model. Our vector-error correction model thus is a generalized version of an autoregressive specification that allows us to test for momentum in the dynamics of price tier. From Eqs. 3 and 4 we can see, for example with k = 1, that a positive coefficient a LL can be interpreted as a momentum effect in LOWTIER. That is, an increase (decrease) in the low tier price in the last period, LOWTIER SA t−1 , is associated with an increase (decrease) in the price in the current period, LOWTIER SA t . Likewise a H H would capture the momentum in HIGHTIER. While each of these coefficients a LL and a H H come from separate equations, the estimation of the vector-error correction model as a system of equations allows us to test whether momentum is particularly greater for a specific tier. 10 The estimation of the vector-error correction model follows the methods in Johansen (1988) and Johansen and Juselius (1990) . While Engle and Granger's (1987) two-step error-correction model may also be used in this context, the Johansen's error-correction model yields more efficient estimates of the cointegrating coefficients. This is because it is a full information maximum likelihood estimator which allows testing for cointegration in the system of equations in a single step without requiring a specific variable to be normalized. Moreover, it avoids carrying over the errors from the first step into the second, and does not require any prior assumptions regarding the causality of the variables.
In Table 3 we present tests for the existence of a cointegration relationship between the high and the low tier in each statistical area. As we are testing for cointegration between two time series in each statistical area, the number of cointegrating equations can be at most one, which occurs when a coefficient β exists such that the error terms ε Lt and ε H t defined in Eqs. 3 and 4 are stationary. 11 The maximum eigenvalue statistic reported in columns 1 and 2 presents a likelihood-ratio test of the null hypothesis that there are exactly r cointegrating equations against the alternative that there are r + 1 cointegrating equations. Based on this test, the null hypothesis of no cointegration between the price tiers can be rejected for Aberdeen WA, Albany GA, Winston-Salem NC, and Wooster OH at the 5 % significance level. The null hypothesis of the trace statistic reported in columns 4 and 5 is that there are no more than r cointegrating equations. Consistent with the findings in Lütkepohl et al. (2001) , the maximum eigenvalue in columns 1 through 3 and the trace statistic in columns 4 through 6 yield similar results. The number of cointegrating equations reported in columns 3 and 6 is equal to one in 63 and 62 of the 176 statistical areas, respectively. 12 We interpret this as a mixed evidence of a cointegrating relationship between tiers when no breaks are allowed based on the maximum eigenvalue and trace statistic. 10 Note that, under the existence of a long-run equilibrium between price tiers, simpler autoregressive (AR) or vector-autoregressive (VAR) specifications of the first-differences of the price tiers would provide biased estimates of the momentum coefficients. An AR would not control for the link between price tiers, while a VAR would be missing the dynamics around the long-run equilibrium. 11 In general, with n time series, there might exist up to n − 1 cointegrating vectors. Johansen's (1988) approach can be used to estimate these distinct relationships. 12 Notice that we only work with the 176 SAs that have both tiers integrated of order one, to follow the definition of cointegrating relationship. The number of cointegrating equations in a vector error correction model can also be determined by minimizing the Hannan and Quinn information criterion (see e.g. Gonzalo and Pitakaris (1998) , Aznar and Salvador (2002) ). For every SA in which the maximum eigenvalue and the trace statistic found a single cointegrating equation, the minimum Hannan-Quinn statistic also found a single cointegrating equation. However, the minimum Hannan-Quinn finds evidence of cointegration in more statistical areas. The last column reports that a cointegrating relationship exists for Aberdeen WA, Albany GA, Winston-Salem NC, Wooster OH, and Youngstown OH. Overall based on this criteria there exists a cointegrating relationship in 118 of the areas. We will use this set of 118 SAs when estimating the vector-error correction model. It is possible that the lack of cointegration between some of the housing tiers is due to the fact that the Johansen methods do not allow for shifts. Table 4 presents the cointegration tests proposed by Gregory and Hansen (1996a) and Gregory and Hansen (1996b) that include regime and trend shifts. The test's null hypothesis is no cointegration against the alternative of cointegration with changes in level and trend. We run this test only for the 58 statistical areas in which the minimum HannanQuinn statistics did not find a cointegrating equation. The different columns in Table 4 present three test statistics, the ADF-type test, the Z α -type test and the Z ttype test for eight of the SAs and a summary of the overall results. These tests Perron (1989) , Banerjee et al. (1992) , Perron and Vogelsang (1992) , and Zivot and Andrews (1992) . The Z α -type statistic is the one that finds the most evidence supporting the existence of cointegrating relationships. Overall at a 10 % significance level there is a cointegrating relationship for 51 of the 58 SAs. Columns 2, 5, and 7 estimate the dates of the shifts. Table 5 presents the maximum likelihood estimation of the system of Eqs. 3 and 4 for each of the 118 SAs that have both tiers integrated of order one and for which a cointegration equation exists. 13 The lag length is selected based on the Akaike Information criterion. The long-run equilibrium is captured by the cointegrating vector [1, β] , with the estimates of β being reported in column 9. The results show that there Table 5 Vector error correction exists important heterogeneity in the point estimates of β across SAs with the average β being −1.121. This long-run equilibrium has an interesting interpretation. On average we have LOWTIER t = 1.121 · HIGHTIER t . That is, a one point increase in the high tier price index is linked with a 1.121 points increase in the low tier index. Without any assumptions of the causality between LOWTIER and HIGHTIER, a β coefficient that is greater than one (in absolute value) means that fluctuations of the low tier are larger than fluctuations in the high tier. In the next section we analyze the role of the housing bubble for the stability of β.
From the estimates of a LL and a H H reported in Table 5 we can see that there is strong evidence for momentum in both tiers. At the 1 % level a LL and a H H are both statistically significant for all the 118 SAs in this sample. The momentum in the low tier ranges between 0.464 for Provo, UT to 0.994 for Key West, FL and a similar range is observed for the high tier. Given the estimate of β that indicates that fluctuations in the low tier are larger than in the high tier, we also explore whether the momentum effect is stronger in the low segment of the market. Column 10 provides the p-values of the null of a LL = a H H versus the alternative a LL > a H H . The results show that at a 10 % significance level we reject the null for 63 of the 118 areas in this sample. One of the interpretations for the observed momentum effect is buyer irrationality in the real estate market (Pan and Pirinsky, 2013) . Enders (2010) p. 367 explains that at least one of the speed of adjustment terms in Eqs. 3 and 4 must be nonzero to establish that the short run dynamics responds to deviations from long run equilibrium. Column 11 reports the p-values of testing the null hypothesis α L = α H = 0. We find that at 10 % significance level, the null is rejected for 112 of the 118 statistical areas in the sample. We will next use these 112 SAs in our analysis of the stability of the long-run equilibrium.
Stability of the Long-run Equilibrium
The estimation of the system of Eqs. 3 and 4 assumes that β is time invariant. This is potentially a strong assumption given the woes faced by the housing markets since the onset of the subprime crisis. To assess the stability of the long-run equilibrium relationship (LOWTIER SA t−1 + βHIGHTIER SA t−1 ) we use a rolling regression approach in which we allow β to change over time. 14 For a given window of size w we estimate the system of Eqs. 3 and 4 using the first w observations, [1, w] . Then we estimate the system again using the sample [2, w + 1] and so forth until we exhaust the data using the subsequent samples [2,
. This procedure generates a sequence {β t } of coefficients that characterize the dynamics of the cointegrating equation. Because we do this for every statistical area i we actually obtain a panel of β it estimates. Using this panel, we analyze how the housing bubble has affected the long-run relationship between price tiers. The model we estimate is the following:
where I is an indicator function capturing the period of bubble formation and burst. It assumes the value of one during the time of the bubble, i.e. when |τ i − t| ≤ θ , where τ i denotes the time at which the housing bubble in metropolitan area i bursts and θ is a positive integer that captures the time distance away from the burst. 15 The coefficient of interest δ captures any shift in the cointegrating coefficient β it in the neighborhood around the burst of the bubble. μ i is the statistical area time-invariant specific effect, and η it is the remaining stochastic term. We use θ = (3, 6, 12) as robustness checks to account for the uncertainty regarding the beginning and end dates of the bubble. Figure 1 illustrates the shift in the long-run equilibrium during the bubble for the sample of 112 SAs that comply with the conditions for a vector error correction model. In the upper part of the figure we have the average low and average high 15 The time of the burst τ i is obtained as the date in which LOWTIER SA t for the corresponding SA reaches its maximum. In the lower part we plot the average βs across SAs along with their 95 % confidence intervals. 16 The salient feature of Fig. 1 is that during the early years of the sample β appears very stable and close to −1. This means that the long-run relationship between LOWTIER and HIGHTIER was very close to a one-to-one relationship -for every point in the appreciation of the LOWTIER index, the HIGHTIER index would also appreciate by one point. However, around the date of the burst during the bubble years β appears to be larger in absolute value suggesting a higher appreciation and depreciation of the low tier. The formal analysis of any possible shift in the long-run relationship between LOWTIER and HIGHTIER follows the estimation of Eq. 5. The results are presented in Table 6 . Different columns report different sets of estimates of β prior to the bubble burst (β PRE ), during the bubble (β DUR ), and the difference between the two (β DUR − β PRE ). The odd-numbered columns present pooled regression estimates while the even-numbered columns report fixed effects estimates that control for any time-invariant SA specific characteristic. For example with θ = 3 the estimates in the second column indicate that during the six months period around the bubble burst, a one point increase (decrease) in the HIGHTIER index was associated with a 1.238 points increase (decrease) in the LOWTIER index. This implies that the rate of appreciation (depreciation) of the low tier housing prices was greater than the rate of appreciation (depreciation) of the high tier housing prices.
Column 2 also shows that the point estimate of β PRE is closer to −1, but the pvalue associated with the null of β PRE = −1 shows strong evidence against the null. The difference between β PRE and β DUR is statistically significant at at least 1 %. Consistent with Fig. 1 , differences in the appreciation/depreciation rates between LOWTIER and HIGHTIER are greater around the bubble burst. Columns 3 through 6 present robustness checks to account for the uncertainty about the beginning and end of the bubble periods. Columns 3 and 4 consider a six-month window (θ = 6), while columns 5 and 6 a one-year window (θ = 12). All the point estimates are statistically significant at at least 1 % level. The last row in Table 6 (above the number of observations) presents the p-values of the null hypothesis that β PRE = β DUR with the alternative that β PRE > β DUR . The results across columns indicate strong evidence against the null hypothesis -the β coefficient shifted away from one around the bubble periods. The point estimate in the last column reads that the difference in the appreciation/depreciation rates between the two price tiers is 0.166 smaller in the years leading to the bubble period than during the bubble.
As a robustness check and to see if a larger number of statistical areas meet the requirements for the estimation of vector error correction models, we take the natural logarithms of HIGHTIER and LOWTIER and follow the same steps as before for the transformed variables. The unit root tests, cointegration tests, and the estimation of these additional vector error correction models with the variables resulted in a set of 123 statistical areas. We obtain new βs from rolling regression of the variables in logarithms and then estimated Eq. 5 again. The results are reported in Table 7 . As the new variables are logarithm transformations, the interpretation of the βs is in terms of percentage changes. Column 6 indicates that a one percentage increase (decrease) in HIGHTIER is associates with a 1.106 % increase (decrease) in LOWTIER in the period prior to the bubble. The elasticity increases to 1.289 during the bubble period with the difference between the period prior to the bubble and the bubble period being statistically significant. The results are robust to changes in the length of the bubble period θ as observed across different columns. One concern when studying the link between market segments is the existence of a spurious correlation if any of the segments has a trend (deterministic or stochastic). Granger and Newbold (1974) explain that spurious correlation may still exist even after detrending. In the estimation of the vector error correction models we need the variables to be stationary, in addition to having a cointegrating relationship. This approach means that we only estimate the βs for the statistical areas for a reduced sample where there is a genuine relationship and where a long-run relationship exists. If the focus is on the appreciation and depreciation rates and we are not interested in distinguishing between long-and short-run dynamics, we can implement a much simpler analysis by using the whole sample. 17 Figure 2 presents the scatterplots and the histograms of the returns of the low and high segments. The histograms and data points on the scatterplot with black border correspond to the observations prior to the bubble, while the gray histograms and data points correspond to the periods during the bubble. Figure 2 shows a relationship between the returns of the high and low segments that is close to a one-to-one as the data points appear to be scattered around the 45 o line. Moreover the returns for both segments appear to be lower prior to the bubble. A Wilcoxon test of the null hypothesis that the distributions are the same prior and during the bubble finds strong evidence against the null for both price segments. In addition, simple t-tests with the null of equality between means prior and during the bubble also find strong support against the null. This evidence using the whole sample is consistent with the shifts in the betas. In the next two sections we compare our results to the literature on the price dynamics during previous bubble periods. Moreover, we present some cross-sectional characteristics that might help explain the observed variation in the βs.
Comparison to Previous Bubble Periods
One of the unique aspects of the recent housing bubble, as supported by our estimates of β, was the tendency of low tier homes to appreciate faster during the boom and to fall more precipitously during the bust of the market. This feature stands in stark contrast to previous housing market cycles. Smith and Tesarek (1991) find that during the boom period between 1970 and 1985 in Houston, high value homes appreciated at an annual rate of 9 % while low value homes appreciated by only 8.3 %. In the subsequent downturn period 1985-1987, however, high-quality houses lost nearly 30 % of their value while low quality houses depreciated by only 18 %. Seward et al. (1992) document similar price dynamics during the same time period for St. Petersburg, Florida. The only exception known to us is the study by Case and Shiller (1994) who compare Los Angeles and Boston during the period 1983-1993. For the most part the price tiers move closely together in both cities, yet in Boston the low tier continued to rise as the upper tier flattened out and then fell more sharply during the downturn of the market. The Boston housing market exhibited a similar trend during the recent housing bubble as well. Poterba (1991) presents a more comprehensive analysis of house prices over the time period 1970-1982 in four cities: Atlanta, Chicago, Dallas, and Oakland. He reports that houses in the top quartile appreciate faster than houses in the bottom quartile. Probably most closely related to the present paper is the study by Mayer (1993) . Analyzing the same four cities, he concludes that "...homes do not appreciate at the same rate, but that more of the volatility occurs among high-priced homes." He offers two explanations for his findings. The one is that periods of rising prices mitigate the down payment constraints for trade up homes (see, e.g. Stein (1995) ). The other is that periods of home appreciations improve the "balance sheet" of households leading to an increased demand for luxury goods, in particular more expensive houses. Our rolling regression approach leads us to conclude that low tier homes in the entire panel appreciated faster during the price run-up and depreciated more precipitously after the bubble burst after controlling for metropolitan area-specific fixed effects (see Table 6 ).
Explaining the Tiered Price Dynamics
In this section we explore to what extent demographic variables, lending practices, and behavioural factors (momentum) can explain the observed price dynamics during the bubble period.
Demographic Variables and Lending Practices
When viewed as entirely investment assets, according to the efficient market hypothesis, different houses should experience roughly the same rates of appreciation if we assume that they are linked to the same market risk factors. Further, according to the construction cost viewpoint, if house prices merely reflect the variation in construction inputs, in markets without substantial frictions, price tiers should exhibit roughly the same patterns over time (Poterba (1991) ). If this pattern holds in the long-run we should observe a β = −1. The dynamics of our rolling estimates of β over time presented in Fig. 1 suggests, Tables 6 and 7 also support this conclusion. We find strong evidence that β deviates away from −1 during the bubble period. These observed equilibrium shifts may be the result of demographic factors and behavioral forces related to demand. We therefore further investigate the impact of subprime lending practices as well as the effect of population and income on the β coefficients. Following Mayer and Pence (2009) we use "high-priced" loans as a proxy for subprime loans. Under the Home Mortgage Disclosure Act (HMDA), most originators must report attributes of mortgage applications. Avery et al. (2007) explain that HMDA covers over 80 percent of all home loans and it is considered the most comprehensive source of mortgage data. As in Mayer and Pence (2009) , we classify a loan as "high-priced" if the annual percentage rate (APR) is at least three percentage points above the Treasury benchmark for first-lien mortgages and if the APR is five percentage points over that benchmark for junior liens. We construct the variable HIGHERPRICED ∈ [0, 1] that measures the proportion of higher-priced loans in the statistical area. We then augment the regression Eq. 5 to include this variable along with the statistical area characteristics POPULATION (measured in number of individuals), and INCOME (measured in thousands of dollars per year). The results from this regression are reported in Table 8 . Consistent across all columns we find that HIGHERPRICED has a negative and statistically significant effect on β. 18 Higher proportion of high-priced loans is associated with a greater divergence between price segments. There results provide further evidence for the role of the mortgage lending channel for the housing market boom and bust. Mian and Sufi (2009) show that areas with high latent demand for credit (as measured by the percentage of mortgage applications rejected in 1996) saw the sharpest mortgage credit expansion and experienced the fastest increase in house prices in the 2001-2005 period. Credit was extended to borrowers with low credit records, who presumably constituted over proportionally buyers of low tier properties. Further evidence for this conjecture is provided by Landvoigt et al. (2012) . In their analysis of the San Diego housing market they conclude that "cheaper credit for poor households was a major driver of prices, especially at the low end of the market." Along similar lines, Pavlov and Wachter (2011) show that financial deregulation, in particular the use of interestonly and subprime mortgages accentuates the real estate cycle and the price response to demand shocks. Using a novel measure of a housing bubble, Berkovec et al. (2012) further show that Alt-A and subprime market shares are correlated with the bubble.
The contribution of our analysis is in providing further evidence that the equilibrium shift between the high and the low price tiers that we observe during the bubble period is related to subprime lending. The estimated effects of the bubble indicator variable I |τ i −t|≤θ on our cointegration estimates β is consistent with the estimate of β DUR − β PRE reported in Tables 6 and 7 , while POPULATION and INCOME are not statistically significant when controlling for statistical area specific characteristics in the fixed effects estimates in column 6.
Momentum Effects
In his Journal of Economic Perspectives summary article to the symposium on bubbles, Stiglitz emphasized the central role of momentum and positive feedback for the formation of bubbles in asset markets. He wrote that a bubble occurs "if the reason that the price is high today is only because investors believe that the selling price will be high tomorrow." (Stiglitz (1990) , p. 13). The literature on housing market has since then taken two distinct approaches to identifying momentum and positive feedback.
The one approach relies on surveys of households regarding their expectations about future prices. Piazzesi and Schneider (2009) analyze responses from the Michigan Survey of Consumers and report that in the early 2000s an increasing number of households have become optimistic about future expected price appreciation rates after observing steady increase in prices for several years. They dub these optimistic households "momentum traders" and document that their percentage peaked to 20.2 percent in 2005 reaching a 25 year high. Using a search model to capture market frictions in the housing market, they show that that even a small number of momentum traders can drive up the prices significantly without increasing trading volume and market shares.
The other approach examines the correlation between lagged and current appreciation rates in housing price time series exploiting the idea that in the presence of momentum overly optimistic expectations transform into self-fulfilling prophecies during the buildup of the bubble. These correlations are commonly taken as an indication that housing markets are not weak form efficient. Shiller (1989, 1990 ) study the housing markets in Atlanta, Chicago, Dallas, and San Francisco/Oakland for the years 1970 to 1986 and find that appreciation rates of the previous year enter with an estimated coefficient of 0.3 in their autoregressive model specifications. Lags of more than one period are negatively related to current appreciation rates, although the coefficient is not statistically significant. More recently, Beracha and Skiba (2011) study autoregressive models of price appreciation in 381 metropolitan areas in the US during the 1983-2008 sample period and quarterly lags. While the one period lag appears to be negatively correlated -an indication of a slight mean reversion-the two and three period lags are positive and significant with coefficients on the magnitude of 15 % and 24 %, respectively. Our estimates of a LL and a H H in Table 5 are in line with a positive momentum and go beyond Schiller (1989, 1990 ) by providing separate estimates for different market segments. Our empirical specification is more detailed in the sense that we study momentum for each price tier taking into account that the price tiers are bound by a long-run relationship. We find a strong evidence of momentum in both market segments.
Conclusion
It is now generally accepted that that the bust of the US residential housing market was a major cause for the deepest financial crisis in the US since the Great Depression (Mian and Sufi 2009) . The events leading to the financial turmoil in the US and globally raised awareness about the systemic links between the housing market, the financial sector and the broader economy. Thus, understanding the price dynamics of residential real estate in the US during this period has been front and center in the recent academic literature on real estate. Most of the studies focus on aggregate indexes to identify global trends and information transmission mechanisms nationally and between various metropolitan areas (Miao et al. 2011) .
This article broadens the scope of the existing literature by studying the links between market segments within statistical areas. Taking advantage of a large sample of US statistical areas, we analyze the conditions for the existence of a long-run relationship between the price tiers for each area. We estimate vector-error correction models with rolling windows and create a panel of cointegration coefficients. Using this approach, we establish that the cointegration parameter that bounds the tiers together is greater during the bubble period compared to the period of more moderate price movements. That is, according to the equilibrium relationship, low tier homes appreciate and depreciate at greater rates during the bubble. We also find evidence that the shift is linked to the percentage of subprime loan originations. While controlling for the existence of a long-run relationship, we find strong evidence of positive momentum in both tiers. Our analysis carries implications for a variety of participants in the real estate market. To current homeowners and prospective homebuyers it may suggest strategies regarding the timing of their decision to get into the market, sell their homes, or move up the property ladder . To real estate investors and property developers it may shed light on the sources of financial risks. Given that mortgage default rates are linked not only to the characteristics of the borrowers, but also to home prices, our findings bear implications also to mortgage lenders and mortgage insurers. Probably the most important message is that mortgage insurance premiums have to take into account not only the risk profile of borrowers but also the price dynamics of the relevant housing market segment.
