This paper treats Martin-Löf's type theory as an open-ended framework composed of (i) flexibly extensible languages into which various forms of objects and types can be incorporated, (ii) their uniform, effectively given semantics, and (iii) persistently valid inference rules. The class of expression systems is introduced here to define an openended body of languages underlying the theory. Each expression system consists of two parts: the computational part is a structured lazy evaluation system with a bisimulationlike program equivalence; the structural part is a system of strictly positive inductive definitions for type constructors in terms of partial equivalence relations. Types and their objects are uniformly and inductively constructed from a given expression system as a type system, which can provide a semantics of the theory. Building on these concepts, this paper presents two main results. First, all the inference rules of the theory are sound; that is, they remain valid in every type system built from an extension of an initial expression system. This result gives a characterization of the class of types that can be introduced into the theory. Second, each type system is complete with respect to the underlying bisimulation-like program equivalence. This result provides a useful form of type-free equational reasoning in the theory.
Introduction
The study presented in this paper was motivated by a few questions arising from the following statements a by Martin-Löf [33] : This paper provides answers to these questions by presenting a mathematical interpretation of the "open-endedness" property in Martin-Löf's Intuitionistic Type Theory (ITT) [33, 34] .
b This semantical property, which was presented only implicitly in [33, 34] but which played a vital role in the design of the theory, is studied here from the mathematical viewpoint.
Aspects of Open-Endedness in ITT
In his semantical explanation [33, 34] of ITT, Martin-Löf explained the meaning of the selected basic concepts, types and their objects, by purely semantical means [35] in terms of the "primitive" notion, methods. For example, a judgement of the form "A type," which asserts that A is a type, means that the method A has a canonical type as its value, where the canonical type denoted by A is defined by prescribing how a canonical object of the type is formed as well as how two equal canonical objects of the type are formed. The only limitation on this prescription is that the equality relation in each canonical type must be reflexive, symmetric, and transitive. Another kind of judgement, of the form "a ∈ A," presupposes that A is a type and asserts that a is an object of type A. This means that the method a has as its value a canonical object of the canonical type denoted by A. In this semantical explanation there is no intensional restriction on the method a.
From this explanation the following statements can be inferred:
• if we have the judgement "N type," then the type N of natural numbers conb Among the many versions of ITT, the one treated in this paper is often called Martin-Löf's polymorphic type theory (with extensional equality types). (See [38] for details.) Its universes are formulated hereà la Russell rather thanà la Tarski [34] .
sists not only of 0, succ(0), succ(succ(0)), . . . but also of possible future objects such as 10+10, 10 10 , 10000!, and "a natural number expressed by using some real-valued functions introduced later"; • if we have a judgement "f ∈ N → N," then the object f is applicable to every possible future object of N; • if we have a hypothetical judgement "C(x) type (x∈ N → N)," then the family C of types over N → N is defined in such a way as to anticipate the introduction of new objects of N → N; • if we have a hypothetical judgement "F (X) ∈ U 0 (X ∈ U 0 )," then the function c F on the first universe U 0 is defined so that new, previously unimagined types may be introduced later.
The first three statements can be viewed as aspects of the open-endedness of objects; the last can be viewed as an aspect of the open-endedness of types. These are not explicitly presented in Martin-Löf's papers but are implicit in his semantical explanation.
A similar kind of explanation can also be found in the Brouwer-HeytingKolmogorov interpretation of fundamental logical connectives; indeed, proofs of the propositions built from such connectives are semantically explained in terms of the primitive notion, methods. (See [45] , for example.) Consequently, the openendedness of proofs follows.
In brief, the open-endedness property in ITT is what enables ITT to incorporate new objects and types. This interesting property, however, must be expressed in a more specific and clearly understandable form so that it may be used to design new systems for programming and mathematics. One approach to this expression is to imagine that there is a certain series of languages underlying the theory and to define open-endedness to be the property that the inference rules of the theory remain valid under extensions of an initial underlying language. This approach leads us to an informal and general definition of open-endedness.
Informal Definition of Open-Endedness
In general, a theory-that is, a framework composed of languages, their semantics, and inference rules-is called open-ended provided that when a programmer or a mathematician using the theory works in an initial language L 0 whose semantics M (L 0 ) is given by a mapping M , the following hold for every possible sequence L 0 L 1 L 2 · · · of extended languages: Two remarks about this definition should be made here: they explain the significance and nontriviality of the open-endedness property.
c The "identity" X.X is an example of such a function. The structural recursion on the universe, however, cannot be allowed because it implies that the universe is closed. (See Section 5.) Remark 1. 1 The present paper is primarily concerned with a basic theory for "interactive" proof-development systems. Since these systems need to support the dynamic and partial reasoning processes of human thought, it should be possible for newly invented concepts, such as novel proof techniques and original data types, to be introduced into the current language of such a theory. Instead of "adding" them from outside the language, we could of course restrict ourselves to "defining" them within the language. The flexibility inherent in being able to add them, however, is more important than the stability resulting from being able to introduce them only by defining them. This is because such definitions are sometimes impossible; and, even when they are possible, they often force us to handle very delicate and complicated encodings. It is essential that each concept be introduced in its most appropriate form. This paper, therefore, considers a theory whose languages can be extended by "adding" new concepts instead of only by "defining" them. The semantical anticipation and validity persistence properties are indispensable if such a theory is to be sensible. Indeed, ITT, the successful basis of such interactive proof-development systems as those described in [13, 38] , is proved here to be openended.
Remark 1.2
The present paper considers a "semantics" to be a "term model" since its concern is for a particular kind of semantics whose domain becomes larger and larger as the interpreted language extends. Combined with the postulation that languages can be extended by "additions," this consideration implies that the semantical anticipation and validity persistence properties are not trivial.
Overview of This Paper
This paper presents a mathematical interpretation of the open-endedness property in ITT; that is, it formally demonstrates semantical anticipation and validity persistence with regard to ITT.
First, the class of expression systems is introduced to define an open-ended body of languages underlying the theory. Each expression system consists of two parts. The "computational" part is an untyped programming language called an evaluation system. It specifies a set of canonical operators, a set of noncanonical operators, and a set of evaluation rules. These in turn generate the set of canonical terms (which are "values" of programs), the set of noncanonical terms (which are "programs" to be evaluated), and the evaluation relation between two terms. In other words, evaluation systems determine the operational semantics for expression systems. The "structural" part of an expression system is a prescription system. It grants to special canonical operators the privileges of type constructors, and it assigns to each of the type constructors the following:
• a kind-every type constructor in ITT may be regarded as a map that assigns a new canonical type to each bundle of "families of types" and associated "functions," and the concept of kind is abstracted from the domains of such maps;
• an equality prescription, which can serve as a strictly positive inductive definition of the equality relation in each canonical type formed by the type constructor-the class of such prescriptions is systematically defined by using the kind of the type constructor. (Details are presented in Section 2.)
Second, the concept of extension of an expression system is defined in such a way as to preserve the meaning of the original expression system. The binary relation induced by the concept of extension turns out to be a partial ordering of expression systems. (Details and examples are presented in Section 3.)
Assume that a language underlying the theory is specified as an expression system L. Then types and their objects can be uniformly and inductively-that is, effectively-constructed from L as a particular form of term model, the type system M L . This type system is a partial mapping from the set of terms to the set of partial equivalence relations in the set of terms and can provide a semantics of ITT. Indeed, statements of the following forms:
T type, T = T , t ∈ T, and t = t ∈ T will respectively be interpreted as
The construction of M L is based on the concept of kind. The validity of the inductive definition of M L is guaranteed by this "kind-based" construction and is intrinsically due to predicativity in ITT. (Details are presented in Section 4.)
Building on these concepts, this paper presents two main results: "soundness" and "completeness."
The present paper shows that the inference rules given by Martin-Löf [33, 34] are sound ; that is, they remain valid in every type system built from an extension of the initial expression system containing all the type constructors presented explicitly in [33, 34] . Thus, it completes the mathematical interpretation of the open-endedness property in ITT. (Details are presented in Section 5.)
The soundness result provides a characterization of the class of types that can be introduced into the theory. Specifically, it stipulates that the class should consist of types representable in some type system built from an extension of the initial expression system. We can use this criterion to determine whether specific new types can be validly added.
The three questions-(Q1), (Q2), and (Q3)-asked at the beginning of this section can then be answered as follows:
(A1) Terms of expression systems are primitive forms of expression. (A2) They can be validly added to the theory whenever they are terms of some extension of the initial expression system. (A3) The theory works because its inference rules are built up to meet every series of type systems indexed by a sequence of expression systems that are extended successively from the initial expression system.
"Completeness"
The construction of type systems from given expression systems has so far been used to show the soundness of the inference rules of the theory. This construction, however, has an interesting character in itself. This is the second subject of the present paper.
Each evaluation system C-the computational part of an expression systemis an untyped programming language and gives rise to a natural concept of a bisimulation-like program equivalence ∼ C , which formulates an observational indistinguishability between two programs. Specifically, the equivalence ∼ C can be characterized as follows: if two terms of C are related by ∼ C and the evaluation of one of them terminates, then so does that of the other; furthermore, the two resulting values have the same outermost form and the corresponding components are also related by ∼ C . This equivalence can be regarded as a generalization of Abramsky's applicative bisimulation [1] . For ∼ C to be useful, however, equals should be substitutable for equals. Indeed, it can be shown that ∼ C is a congruence, that is,
The present paper shows a fundamental relationship between these congruences and type systems. That is, given an expression system L with an evaluation system C as its computational part, the type system M L is complete with respect to the congruence ∼ C : if T is a type in M L and T ∼ C T , then T and T are equal types in M L , and if t is an object of type T in M L and t ∼ C t , then t and t are equal objects of T in M L .
The completeness result provides a useful form of type-free equational reasoning. Specifically, the following form of reasoning can be allowed in ITT: "T type" and "T = T " can be inferred from "T type," provided that T ∼ C T ; moreover, "t ∈ T " and "t = t ∈ T " can be inferred from "t ∈ T ," provided that t ∼ C t . In particular, because the congruence ∼ C contains the redex-contractum relation underlying in ITT, we can freely replace redexes with contracta (and vice versa) when reasoning about objects and their types.
Consider, for example, the two types (N → Bool) → U 0 and apply(λ(x.x→ U 0 ), apply(λ(x.x→ Bool), N)).
Their equality is intuitively apparent because the former can be obtained from the latter by contracting the β-redexes. Formally, however, ITT [33, 34] has no general form of its computational inference rules that guarantees this kind of equality. Instead, to prove equality within the framework of ordinary logical inference rules of introduction or elimination form, we would have to find types for the redexes and show that these types are appropriate. The appropriate types for λ(x.x→ U 0 ), λ(x.x → Bool), and N should be U 0 → U 1 , U 0 → U 0 , and U 0 , respectively. The equational reasoning presented in this paper for a large class of inductively defined types generally eliminates this inefficiency and is valuable in practice, as supported by such experimental studies as the one described in [13] . Furthermore, this type-free equational reasoning can be generalized from the open-endedness viewpoint. The generalized form, which is the highlight of the present paper, is useful in cases where the underlying languages are continually being extended by adding new programming concepts. (Details and examples are presented in Section 6.)
Related Work
There are two views of ITT: "untyped" and "typed."
1.4.1. "Untyped" approach Computational languages underlying ITT can, in general, be untyped. MartinLöf has promoted this view and, in particular, has proposed that lazy evaluation plays a fundamental role [33, 34] . For example, u ≡ λ(z.apply(z, z)) and succ(0) + succ(apply(u, u)) are considered to have u itself and succ(0 + succ(apply (u, u) The "untyped" view has also been promoted and developed by Allen, by Howe, and by Aczel, Carlisle, and Mendler. The present paper also deals with this view. This paper's formulation of the open-endedness property in ITT is a natural generalization of Allen's non-type-theoretical (but mathematically comprehensible) reinterpretation [6] of ITT. Indeed, Allen's reinterpretation, which is closely related to such realizability-like interpretations as those by Beeson [11] , by Smith [41] , and by Harper [20] , is essentially the same as the single construction of the "minimal" type system from the initial expression system.
The formulation presented in this paper can also be viewed as a structural extension of Howe's result of computational open-endedness [24] in that Howe's can, in fact, be obtained by restricting the present formulation to allowing only extensions of the computational part of the initial expression system. Introducing the concept of a prescription system as the extensible structural part of an expression system, the present paper also treats the open-endedness of types.
The concept of an evaluation system-a generalization of an untyped λ-calculus-was introduced by Howe. In [23, 24, 10, 25] , he used the approach of Plotkin [39] and Kahn [26] to extract a simple but fairly general operational structure from Martin-Löf's informal description of the evaluation of terms [33, 34] and thereby developed the concept of a structured lazy evaluation system, which is essentially the same as that of an evaluation system used in the present paper. The syntax of evaluation systems has its origin in the work of Aczel [2] . Combinatory reduction systems [29] and expression reduction systems [28] are also developments from Aczel's work. We are also indebted to Howe for the definition of bisimulationlike program equivalences and for the proof that they are congruences.
The completeness result-that is, M L is complete with respect to ∼ C -was first sketched in [23] ; however, it was shown only for some restricted class of L containing a specific collection of type constructors. In other words, a proof sketch was given based on a case-by-case analysis of several basic type constructors. Clarification was not given for how each new type incorporated into ITT should be defined to make M L still complete with respect to ∼ C . The present paper demonstrates that this completeness result can be extended to a general class of inductively defined types. This is proved "uniformly" (instead of "on a case-by-case basis") based on the uniform construction of types. In particular, it is shown that the "sequentiality" structure, which is found in the evaluation rules of each evaluation system and which is essential in proving ∼ C to be a congruence, also plays an important role in the inductive definitions of types so that M L is complete with respect to ∼ C .
Howe also constructed a classical model of ITT: into the computational part of the initial expression system, he introduced as new noncanonical operators a large collection of "oracles" for all functions in a certain set-theoretical universe, thereby creating a classical model in which schemas for the law of the excluded middle are valid [24] . (From a foundational viewpoint, this result corresponds to the well-known fact that the Brouwer-Heyting-Kolmogorov interpretation serves as a classical semantics when methods are understood to mean set-theoretical functions. From a practical viewpoint, this result may be applied to program development using classical objects.) Howe's construction based on computational open-endedness is also applicable to the present formulation.
Aczel, Carlisle, and Mendler [37, 5] proposed the concept of an open-ended framework, thereby initiating a systematic approach to analyzing a series of extended languages and their semantics: the target example was the Logical Theory of Constructions (LTC) [41] .
While ITT regards the concepts of type and elementhood as fundamental, LTC treats the concepts of proposition and truth as fundamental. There is, however, a close relationship between the two theories: from a syntactical viewpoint, they each can in principle be translated into the other, as shown by Smith [41] and by Aczel et al. [5] ; from a semantical viewpoint, Aczel's construction of Frege structures [3] , which provide models of LTC, is closely related to Allen's reinterpretation of ITT [6, 7] . Concerning the "untyped" view, the two theories may be regarded as based on essentially the same class of untyped computational languages. Indeed, the concept of a computation triple, which was presented by Aczel et al. [5] for LTC, is closely related to the concept of an evaluation rule, which was formulated by Howe [23, 24, 10, 25] for ITT and is also used in the present paper.
The approach of [37, 5] for LTC, however, considered a specific series of languages. Other possible language extensions were not discussed; nor has an effective procedure for expanding a semantics as the interpreted language extends been presented. The formulation presented here for ITT considers language extensions in general and also provides an effective procedure for expanding a semantics.
In the present paper, the class of equality prescriptions for type constructors is formulated on the basis of the theory of inductive definitions. Within the framework of "untyped" languages, Martin-Löf [32] , Feferman [18, 19] , Hayashi and Nakano [22] , Tatsuta [43, 44] , Kobayashi and Tatsuta [30] , Hayashi and Kobayashi [21] , and Kameyama [27] developed their theories of inductive definitions for intuitionistic predicate logic. Each of these theories, appropriately modified, would be an alternative basis for the study presented in this paper.
"Typed" approach
The "typed" view of ITT has also been embodied in several formulations of ITT, where a certain form of dependently typed λ-calculus has been used as the kernel of rules for types and objects. The present paper can also be compared with the work dealing with this view. In particular, it is noteworthy that the role the mechanism for inductive definitions developed in this paper plays in the "untyped" approach is similar to the role Dybjer's inductive definitions play in the "typed" approach.
In [15, 16] , Dybjer treated a more rigid variant of ITT, e which is based on a dependently typed λ-calculus, and presented a useful general schema for introducing new inductively defined (families of) types. This schema is related to the formalization of inductive definitions by Backhouse, Chisholm, Malcolm, and Saaman [8] and by Coquand and Paulin [14] . In a recent paper [17] , Dybjer and Setzer have shown an internalization of this schema.
Inductive definitions described in this paper may be more complex than Dybjer's, since they involve untyped computational languages and refer directly to lazy evaluation relations. The present "untyped" approach, however, provides several advantages. One is that this approach can overcome the practical expressiveness problem that results from using elimination operators to codify recursive functions. (See Section 3.) Moreover, this view enables us to type programs expressed as fixedpoints provided that they can be considered total functions. (See [42] , for example.) And type-free equational reasoning presented in this paper may also be listed as one of the valuable features of the "untyped" approach.
Another point is that Dybjer gave a rather direct set-theoretical semantics. For example, a function type A → B was interpreted as the set of all set-theoretical functions from the set denoted by A to the set denoted by B. In other words, the domain of his interpretation was fixed and "full" from the beginning. The present paper, in contrast, treats a special kind of semantics whose domain expands naturally as the interpreted language extends. Note that a "full" semantics like Dybjer's can, of course, be obtained by using Howe's method of constructing a classical model of ITT [24] .
Expression Systems
An expression system, a formulation of a language underlying ITT, is denoted by a pair L = (C, S): the computational part C, called an evaluation system, determines the operational semantics for L; the structural part S, called a prescription system, refers to C and specifies a system of equality prescriptions for type constructors.
Computational Part: Evaluation Systems
An evaluation system [23, 24, 10, 25 ]-a generalization of an untyped λ-calculus-is denoted by a quadruple C = (K, N, α, R): K, N , and α determine the terms of C, and R stipulates how they should be evaluated. Also presented here are two basic examples of evaluation systems:
is the lazy λ-calculus, that is, the untyped λ-calculus with lazy evaluation;
is the "initial" evaluation system containing all the operators presented explicitly in [33, 34] . (Although the version of ITT treated in the present paper is essentially the same as that in [33, 34] , the notation used to describe it is mainly that in [38] .)
Canonical operators, noncanonical operators, and their arities
A set of operators is specified as the union of two disjoint sets: a set K of canonical operators and a set N of noncanonical operators. A function α from
provides each operator ρ with its arity α(ρ), which specifies the number and binding structure of the operator's arguments.
, and α λ (apply) = (0, 0). And the constituents K 0 , N 0 , and α 0 of the initial evaluation system C 0 are as follows:
, natrec, listrec, judge, when, apply, eapply, split, wrec ,
The language described below provides a systematic notation for expressions involving binding structure. The set of closed terms of arity m is denoted by T m C . In particular, the set of closed terms is denoted by T C . Each closed term is regarded as a "program" to be evaluated if it is noncanonical; otherwise it is viewed as a "value" of a program. A valuation is a map that assigns an arbitrary element of T m C to each variable of arity m. The domain of a valuation can of course be extended so that every term schema of arity m can be assigned an element of T m C . In this paper, a, b, c, . . . are usually syntactical variables that vary through term schemas of appropriate arities; s, t, u, . . . are usually syntactical variables that vary through closed terms of appropriate arities; and x, y, z, . . . are usually syntactical variables that vary through variables. These notational conveniences, however, are not adhered to strictly.
Evaluation rules
Let H be a set of variables of any arities. An expression of the form
is sequential in H if it satisfies the following conditions:
The concept of sequentiality plays a key role throughout the present paper. Consider a set R of evaluation rules, each having the form
f and satisfying the following conditions:
(i) a is a noncanonical simple term schema and b is a variable;
and b n is the same as b.
Example 2.2 The evaluation rule of the lazy λ-calculus C λ is given by
The operator eapply, which was not presented in [33, 34] , is used here for "eager" functional application.
. It immediately follows that the evaluation considered here is lazy in the following sense:
Determinism
f The number n of premises of an evaluation rule can, in general, be an arbitrary ordinal number. This generalization is essential to the construction of a classical model of ITT [24] .
In this paper, hereafter, we assume that every evaluation system C is deterministic; that is, t ⇓ C s and t ⇓ C u imply s ≡ u for every t, s, and u. The initial evaluation system C 0 , for example, is deterministic; induction on elements in ⇓ C0 shows that for every t and s such that t ⇓ C0 s, t ⇓ C0 u implies s ≡ u for every u.
The determinism of the computational languages underlying ITT has been assumed either explicitly or implicitly in several studies [6, 7, 24, 20, 47] as well as in the original account of the theory by Martin-Löf himself [33, 34] . This is because ITT could fall into inconsistency if nondeterminism were introduced into ITT's computational languages and we required ITT's judgemental equality to be "extensional" in the sense that a = b ∈ A (or A = B) means that the "values" of a and b (or A and B) are equal. Consider, for example, what would happen if McCarthy's amb-operator [36] were introduced with the following evaluation rules:
The statements amb(0, succ(0)) = 0 ∈ N and amb(0, succ(0)) = succ(0) ∈ N would be considered valid because amb(0, succ(0)) has 0 and succ(0) as its values; however, the validity of these statements would imply by symmetricity and transitivity that 0 = succ(0) ∈ N.
Bisimulation-like equivalences
The most explicit benefit from following Howe's definition of evaluation systems is proof of the fact that a certain bisimulation-like program equivalence becomes a congruence [23, 24, 25] . This congruence is essential in presenting several results in the following sections.
A notational convenience is introduced here: if φ is a binary relation in T C and if s and s are lists s 1 , . . . , s n and s 1 , . . . , s n of closed terms of the respective arities
. . , u ki )) for every i and for every list u 1 , . . . , u ki of closed terms.
For each binary relation φ in T C , define [φ] C as follows: for each t and t in
C , the theory of coinductive definitions [4, 9] guarantees the existence of such ≤ C . It readily follows that ≤ C is reflexive and transitive. The sequentiality in evaluation rules plays a vital role in proving the following theorem. is used to show that
Theorem 2.3 ([23, 24, 25]) The preorder ≤ C is a precongruence; that is, s ≤
The bisimulation-like equivalence ∼ C , which is featured in this paper, is defined as ≤ C ∩ ≥ C . It can be viewed as an observational indistinguishability between two terms of C. By Theorem 2.3, the equivalence ∼ C becomes a congruence; that is, t ∼ C t and s ∼ C s imply t(s) ∼ C t (s ). It should be noted that, by virtue of the determinism of C, if t ⇓ C s, then t ∼ C t if and only if s ∼ C t .
Structural Part: Prescription Systems
According to Martin-Löf, a canonical type is defined by prescribing how a canonical object of the type is formed as well as how two equal canonical objects of the type are formed [33, 34] . A mathematical interpretation of such "prescription" is presented below.
The following is a sketch of a standard approach using partial equivalence relations (PERs). For each evaluation system C, let P C be the set of evaluationpreserving PERs in T C . In other words, P C is the set of symmetric and transitive
. Given a set of equality prescriptions and an arbitrary C, we can use Allen's methods [6] The approach outlined above can be extended to cover all the type constructors presented explicitly in [33, 34] . Indeed, the equality prescriptions for the basic type constructors N n , N, List, Eq, +, Π, Σ, and W can be inductively defined as follows.
(Also see similar type definitions in the literature [11, 41, 6, 5] .)
This paper extracts a general pattern from these definitions of specific equality prescriptions and presents a certain schema for treating them uniformly. This schema is original in that it is derived by focusing on the role that the concept of sequentiality plays in the inductive definitions of equality prescriptions. Let C = (K, N, α, R) be an arbitrary evaluation system. A prescription system on C is denoted by a triple S = (D, κ, ): D fixes a set of special canonical operators called type constructors; for each type constructor ∆, κ(∆) specifies the number and structure of arguments with which ∆ can form canonical types; and the equality prescription [[∆]] for ∆ is generated from (∆). Also presented here is a basic example of a prescription system: the "initial" prescription system S 0 = (D 0 , κ 0 , 0 ) is defined on the initial evaluation system C 0 and contains all the type constructors presented explicitly in [33, 34] .
Type constructors and their kinds
In general, every type constructor in ITT may be regarded as a map that assigns a new canonical type to each bundle of "families of types" and associated "functions." Consider, for example, the following formation rule:
The type constructor ∆ can be regarded as a map that assigns a new canonical type to each bundle having two components such that (i) the first component of the bundle has three layers of families of types whose second layer is accompanied by two unary functions and (ii) the second component consists of a single type accompanied by a 0-ary function. From the domains of such maps, the concept of "kind" can be abstracted. For example, the kind of ∆ will be given as 12 31 . A set of type constructors is specified as D ⊂ K. Let K be the set
of strings. (When S and S are sets of strings, the concatenation of S and S is denoted by SS and the Kleene closure of S is denoted by S * .) A function κ from D to K provides each ∆ ∈ D with its kind κ(∆) ∈ K.
Example 2.4
The constituents D 0 and κ 0 of the initial prescription system S 0 are as follows:
if ∆ is Π, Σ, W.
The following are basic operations associated with kinds: If ξ ∈ K has the form In terms of these operations, every type constructor ∆ can be regarded as a map that assigns a new canonical type to each bundle of the following form: For the sake of concise presentation, the concept of a bundle is introduced formally. For each ξ ∈ K, a ξ-bundle is a sequence of the form
such that all T i,j , t i,j,k are closed terms of arity j−1. Each type constructor ∆ will take a κ(∆)-bundle Γ as its arguments in order to constitute a canonical type ∆(Γ). To guarantee this, we impose on κ the condition that β(κ(∆)) should be equal to α(∆) for every ∆ ∈ D.
Each ξ-bundle is interpreted as a ξ-structure, which is a sequence
(For each φ ∈ P C , the set {s | φ(s, s)} is denoted by |φ|.) Moreover, each ξ-structure must be extensional [33, 34] in the sense that for every i, j, and k,
Equality prescriptions for type constructors
Consider the following definition of an equality prescription:
This is the inductive definition of the equality prescription for N * , which is an integrated form of the finite types N n (n ≥ 0). Intuitively, [n, m] ∈ N * is equivalent to m n ∈ N n . This example is an adaptation of the material that was treated by Dybjer [15] as an example of an inductively defined family of types. An observation about this example is that the definition of [[N * ]] can be decomposed into two parts. First, the following three expressions are implicitly used in the definition of [[N * ]] to determine the "operational" property of each t and t :
Second, the following three formulae corresponding to q 1 , q 2 , and q 3 are used to determine the "logical" property of each t and t :
From these, [[N * ]] can be immediately reconstructed.
This observation leads to the definition of the constituent of a prescription system S = (D, κ, ): is a function that assigns to each ∆ ∈ D a pair (Q, {A q } q∈Q ), where Q is called a "selector" and A q a "κ(∆)-formula" for q.
Selectors.
A selector is a set Q of expressions, sequential in {a 1 }, of the form
. (This definition implies that a 1 should be a variable.) Also, assume that two members, When q ∈ Q is of the form
is denoted by V(q). A distinct set obtained from V(q) by renaming each element in it is fixed and denoted by V (q); q is an arity-preserving bijective map from V (q) to V(q). If t is a closed term and V is a valuation, then the t-interpretation t [[q]]
V C of q under V is that t ≡ V (a 1 ) and
ξ-formulae. For each ξ ∈ K, fix a set of special variables f i,j,k of arity j − 1 such that 1 ≤ i ≤ |ξ|, 1 ≤ j ≤ ξ i , and 1 ≤ k ≤ ξ i,j . These variables are treated here as "function symbols" of the corresponding arities. Then the ξ-terms are inductively defined as follows:
Also fix a binary predicate symbol X and a set of (j + 1)-ary predicate symbols P i,j such that 1 ≤ i ≤ |ξ| and 1 ≤ j ≤ ξ i . Then the ξ-formulae are inductively defined as follows: a and a are ξ-terms, then X(a, a ) is a ξ-formula;  (ii) if a 1 , . . . , a j−1 , a, a are ξ-terms, then P i,j (a 1 , . . . , a j−1 , a, a ) 
Thus, to make [[A]]
where V ⊕ q V is a valuation such that
Actually, the conditions on Q guarantee that q and hence A q (and also V and V in substance) will be uniquely determined for each t and t because the evaluation relation ⇓ C is deterministic. This can be rephrased as the slogan: "operational" determinism implies "logical" determinism.
Three additional conditions must be imposed on each ξ-formula A q . (In fact, all the examples shown in this section satisfy these conditions.) First, each A q should be contextual in the sense that [ φ) is well-defined for every V , Φ, and φ. Second, to guarantee the validity of the inductive definitions, every occurrence of X in each A q should be strictly positive, that is, not in the left scope of any ⇒.
Third, each A q should be balanced in the sense that
for every V , V , V , Φ, and φ. Here φ Sy and φ Tr are defined respectively as φ Sy (t, t ) ⇔ φ(t , t) and φ Tr (t, t ) ⇔ ∀t . (φ(t , t ) ⇒ φ(t, t ) ). This condition, combined with "operational" (and hence "logical") determinism, guarantees that each [[∆]] C reconstructed from (∆) will be a function from the set of κ(∆)-structures to P C . Indeed, if a κ(∆)-structure Φ is given and if ϕ is φ Sy or φ Tr where φ is
implies ϕ(t, t ) for every t and t . Hence φ ⊂ φ Sy and φ ⊂ φ Tr . , ) ) be arbitrary expression systems. If the following conditions hold, L is called an extension of L:
Extensions of Expression Systems
where f | Z denotes the restriction of a function f to its subdomain Z. It is easy to see that the binary relation induced by the concept of extension is a partial ordering of expression systems. From a computational viewpoint, the following lemma holds.
Lemma 3.1 (Computational Conservativity) If L = (C , S ) is an extension of L = (C, S), then t ⇓ C s and t ∈ T C imply t ⇓ C s for every t and s.
Proof. Assume that C = (K , N , α , R ) and C = (K, N, α, R) . The lemma is proved by induction on elements in ⇓ C . Since it is trivial when t is canonical, assume that for an evaluation rule r ∈ R of the form ρ(c) ⇓ b a 1 ⇓ b 1 & · · · & a n ⇓ b n and for a valuation V , two terms t and s can respectively be written as V (ρ(c)) and V (b). Because t ∈ T C , ρ must be in N ; hence r ∈ R. Therefore it suffices to prove that V (a i ) ⇓ C V (b i ) for every i. This follows immediately from the induction hypothesis and the sequentiality condition on r.
Examples of Computational Extensions
Along the lines presented above, richer languages can be obtained by building extensions of the "initial" expression system L 0 = (C 0 , S 0 ). The generality of the "untyped" approach used here can be illustrated by a few examples of extensions whose evaluation rules fall outside the traditional pattern for elimination forms.
Example 3.2 The expression system
is the extension of L 0 with the even-operator. Let K even and N even be K 0 and N 0 ∪{even}, respectively. The arity of each operator is given by
The set R even of evaluation rules is
Having three evaluation rules, the even-operator calculates by recursion whether its argument number is even. This direct, brief characterization of the operator should be compared with the operator's traditional definition in terms of such elimination operators as "natrec." This example demonstrates that the present approach can overcome the practical expressiveness problem resulting from using elimination operators to codify recursive functions.
Example 3.3
The expression system L por = ((K por , N por , α por , R por ), S 0 ) is the extension of L 0 with a "parallel or" operator. Let K por and N por be K 0 and N 0 ∪{por}, respectively. The arity of each operator is given by
The set R por of evaluation rules is
(Note that true, false, and Bool are definitionally equal to 0 2 , 1 2 , and N 2 , respectively.)
is the extension of L 0 with the loop-operator. Let K loop and N loop be K 0 and N 0 ∪ {loop}, respectively. The arity of each operator is given by
The set R loop of evaluation rules is
Let k(c) be definitionally equal to loop(c, xy.cons(x, apply(y, succ(x)))). Then for each closed term n denoting a natural number, k(n) can informally be regarded as a method of generating the infinite list of increasing numbers starting with n. By virtue of the laziness of the evaluation considered here, however, it has cons(n, apply(λ(v.k(v)), succ(n))) as its unique value. The statement car(k(x))= x ∈ N (x ∈ N), where car(c) is definitionally equal to listrec(c, nil, xyz.x), will hence be valid in the semantics for L loop presented in Section 4.
Examples of Structural Extensions
By building extensions of the "initial" expression system L 0 , a large class of inductively defined types can also be incorporated successively. Several examples follow.
Example 3.5 The expression system
is the extension of L 0 with an integrated form of the finite types N n (n ≥ 0). This was partially described in Section 2.2.2 and is elaborated here. Let K N * and N N * be K 0 ∪ {N * , [·, ·]} and N 0 ∪ {diagrec}, respectively. The arity of each operator is given by
The kind of each type constructor is given by
As already mentioned in Section 2.
if ∆ is N * ; otherwise it is 0 (∆). Using the selector {q 1 , q 2 , q 3 } above gives the set R N * of evaluation rules as
Example 3.6
The expression system L = ((K , N , α , R ), (D , κ , ) ) is the extension of L 0 with "intersection" types. Let K and N be K 0 ∪ { , both} and N 0 ∪ {bothpeel}, respectively. The arity of each operator is given by
The set R of evaluation rules is
if ∆ is ; otherwise it is 0 (∆). Since the type theory treated in this paper is a purely polymorphic version of ITT, the introduction of "intersection" types will be of interest even though it precludes a direct, classical set-theoretic interpretation. (Consider, for example, N → N and (N → N) → (N → N). When they are viewed as ordinary sets, their intersection is empty. But when they are viewed as types, the intersection defined in this paper contains the polymorphic identity λ (x.x) .) The extension of L 0 with "union" types would be obtained in a similar fashion; in particular, the equality prescription for "union" would be
However, because the formula included fails to be balanced, the extension is no longer an expression system.
is the extension of L 0 with "subset" types. Let K {·|·} and N {·|·} be K 0 ∪ {{·|·}, sub} and N 0 ∪ {subpeel}, respectively. The arity of each operator is given by
The set R {·|·} of evaluation rules is
if ∆ is {·|·}; otherwise it is 0 (∆). For more advanced treatment of "subset" types, see [38, 46] .
It should be noted that an occurrence of the pattern A ∧ (A ⇒ B) can be found in the description of {·|·} ({·|·}). (Also recall the descriptions of 0 (Σ) and 0 (W).) In [3] , the abbreviation A ∧ ⇒ B is used for A ∧ (A ⇒ B) . From a foundational viewpoint, A ∧ (A ⇒ B) is different from A ∧ B in that it can become a proposition on a weaker condition. This difference would be important if the present mechanism of inductively defining types were formalized in an extended variant of LTC that treats as fundamental the concept of proposition as well as the concept of truth. (For details of LTC, see [41, 37, 5] .)
Type Systems
This section explains how a semantics of ITT can be obtained when the underlying language is specified as an expression system; the semantics will be provided by a certain form of a term model, a "type system."
Let L = (C, S) be an arbitrary expression system, where C = (K, N, α, R) is an evaluation system and S = (D, κ, ) is a prescription system on C. In obtaining a semantics of ITT we need to consider not only a set of ordinary type constructors but also the set {U n | n ≥ 0} of universes. Accordingly, the following additional conditions are imposed on L:
Inductive Definitions of Type Systems
A type system τ over C is a subset of T C × T C × P C . Intuitively, τ (T, T , φ) means that T and T are equal types with φ representing their respective equalities. In particular, τ is regular if it satisfies the following conditions:
φ))) .
A regular type system can thus be regarded as a partial mapping from T C × T C to P C whose domain is in P C . The regularity of τ not only expresses the adequacy of τ but also is essential to proving the validity of each inference rule in the semantics provided by τ .
A type system σ over C is called a base
for some type constructor ∆ ∈ D of kind ξ = κ(∆), for some ξ-bundles Γ ≡ (T i,j , t i,j,k ) 1≤i≤|ξ|, 1≤j≤ξi, 1≤k≤ξi,j and Γ ≡ (T i,j , t i,j,k ) 1≤i≤|ξ|, 1≤j≤ξi, 1≤k≤ξi ,j , and for some ξ-structure
Here Bun ξ C (τ, Γ, Γ , Φ) means that two ξ-bundles Γ and Γ are equal in τ with Φ representing their respective denotations. It is precisely defined as follows: for every i, j, and k, Define the two type systems τ fun and τ sytr over C as
Lemma 4.1 (Regularity of Type Systems
) For each expression system L, the type systems S n L (n ≥ 0), M n L (n ≥ 0), S L ,{(T, T , φ) | ∀ϕ. (µ σ L (T, T , ϕ) ⇒ φ = ϕ)} and {(T, T , φ) | µ σ L (T , T, φ) ∧ ∀T ∀ϕ. (µ σ L (T , T , ϕ) ⇒ φ = ϕ ∧ µ σ L (T, T , φ))}, respectively. Then it can be proved that I σ L (τ fun ) ⊂ τ fun ; therefore, µ σ L ⊂ τ fun . It can also be proved that I σ L (τ sytr ) ⊂ τ sytr ; therefore, µ σ L ⊂ τ sytr . And µ σ L is evaluation-preserving since I σ L (µ σ L ) = µ σ L .
Semantics of ITT
A statement has one of the following forms:
Here, x 1 , . . . , x n are distinct variables and T, T , t, t , T 1 , . . . , T n are closed terms of the respective arities n, n, n, n, 0, . . . , n − 1. The sequence
The type system M L provides a semantics of ITT when the underlying language is specified as L. In fact, the property M L |= Θ of a statement Θ in L, which property is that Θ is valid in M L , can be defined as follows:
For a hypothesis-free statement, the definition is simply given as follows:
"Soundness"

Validity Persistence of Inference Rules
The system of inference rules given in [33, 34] can be formalized as the deduction system ITT 0 , which is built up in the language L 0 . When L is an arbitrary extension of L 0 , the property ITT 0 L Θ of a statement Θ in L means that a derivation of Θ can be obtained in ITT 0 by using a valuation of L to get instances of inference rules. The following theorem uses Lemma 4.1 and shows that the inference rules given in [33, 34] are sound.
Theorem 5.1 (Validity
Proof. Let L = (C, S) be an arbitrary extension of L 0 . The theorem is proved by induction on the structure of the derivation of Θ. Consider only the case in which the derivation ends up with an instance
of the hypothesis-free second Π-elimination rule. The treatment of the other cases follows a similar pattern.
By the induction hypothesis, there exists φ such that t ∈ N 0 (≡ ⊥) was true for some t, then t would be an element of the empty set.
Corollary 5.2 enables each example of an aspect of open-endedness shown informally in Section 1.1 to be elaborated in terms of the formal concepts developed in this paper. For instance, the second example "if we have a judgement f ∈ N → N, then the object f is applicable to every possible future object of N" can be given the following formal expression. 
for every extension L of L and for every closed term e of L . Unfortunately, this will be refuted with the present semantics.
Monotonicity and Conservativity
Some observations on a series {M L } of type systems might be helpful here. (for each n ≥ 0) together with the following set of evaluation rules, which are used to express the structural recursion on the universes [38] :
Take as L an arbitrary extension of L urec that contains a fresh type constructor. And take as Θ
This is a counterexample of the monotonicity of M.
Claim 5.5 M is not conservative.
Take as L the extension L {·|·} of L 0 with "subset" types, which is described in Example 3.7. Take as L the extension of L {·|·} obtained by adding the large collection of "oracles" introduced by Howe [24] . And take as Θ
This is a counterexample of the conservativity of M.
6. "Completeness"
Completeness of Type Systems
One of the theoretical goals of this paper is to relate the type system M L (which is denotational, involving the concept of types, and inductively defined) to the congruence ∼ C (which is operational, type-free, and coinductively defined). The following theorem shows that M L is complete with respect to ∼ C . The proof uses the sequentiality and strict positivity conditions on the inductive definitions of types.
Theorem 6.1 (Completeness of Type Systems
Proof. Assume that C = (K, N, α, R) and S = (D, κ, ). A type system τ over C is called total if
for every T , S, and φ such that τ (T, S, φ). It will be demonstrated below that Define the type system τ tot over C as
As the former is immediate, we will only consider the latter.
Assume that K L (τ tot )(T, S, φ). That is,
for some ∆ ∈ D of kind ξ = κ(∆), for some ξ-bundles Γ and Υ, and for some ξ-structure Φ such that Bun ξ C (τ tot , Γ, Υ, Φ). If T ∼ C T , then there exists Γ such that T ⇓ C ∆(Γ ) and Γ ∼ C Γ . And if S ∼ C S , then there exists Υ such that S ⇓ C ∆(Υ ) and Υ ∼ C Υ . Then it can be proved that Bun
Assume that (∆) = (Q, {A q } q∈Q ), and define ϕ(t, s) as
The following immediately implies φ ⊂ ϕ and thus completes the proof of Theorem 6.1:
implies ϕ(t, t ) for every t and t . By virtue of Theorem 2.3 and the sequentiality of each q, this is an immediate consequence of the following, which can be proved by induction on the construction of A q : if V (e) ∼ C W (e) for every e ∈ V(q) and if
. Note that the strict positivity condition on A q is used to prove the case for implication.
The converse of Theorem 6.1 says that M L is correct with respect to ∼ C . That is, M L |= T = T implies T ∼ C T , and M L |= t = t ∈ T implies t ∼ C t for each expression system L = (C, S). Unfortunately, this is not true because the definition of ∼ C does not take typehood into account. For example, the statement
does not hold. A correct and complete model is called fully abstract. In [31] , Loader presented the fully abstract model of a λ-calculus with inductively defined types. The calculus is, however, "typed" and hence strongly normalizing; moreover, it is quite simple in that it covers only the propositional fragment of inductively defined types. (That is, "dependent types" are not treated.)
Type-Free Equational Reasoning
As a corollary of Theorem 6.1, a form of type-free equational reasoning can be obtained. This can be generalized, however, in view of the open-endedness property in ITT. For ITT to be sensible as an open-ended framework, each inference rule must be persistently valid with respect to language extension. (As already shown in Theorem 5.1, the inference rules given by Martin-Löf [33, 34] are basic examples of such rules.) In other words, ITT allows every form of inference rule as long as it remains valid in each semantics constructed from an extension of an initial underlying language. In view of this open-endedness property, a generalized form of type-free equational reasoning can be formulated. moreover, statements "t ∈ T " and "t = t ∈ T " in L * can be inferred from "t ∈ T " in L, provided that t ∼ C * t .
Proof. Consider only the latter part of the corollary and assume that t ∈ T in the language L and t ∼ C * t . Let L * * = (C * * , S * * ) be an arbitrary extension of .cons(x, w) ), z)).
Here append(c, d) is defined using the "eager" version of functional application; its usual definition is listrec (c, d, xyz.cons(x, z) ).
A problem here is that the program reverse(c) is rather inefficient. It can be transformed to a better one, reverse1(c), with a "tail-recursive" form: It is easy to show that these two programs-simple but inefficient reverse(c) and somewhat tricky but more efficient reverse1(c)-are observationally indistinguishable; that is, reverse(c) ∼ C0 reverse1(c) holds for every closed term c of C 0 . Assume that we have a program of the form . . . apply(λ(w.reverse(w)), c) . . . of type T . To obtain a better program, we only have to replace reverse with reverse1:
. . . apply(λ(w.reverse1(w)), c) . . . ∈ T.
The validity of this inference is guaranteed by Theorem 2.3 and Corollary 6.2. Also guaranteed is the equality of the two programs:
. . . apply(λ(w.reverse(w)), c) . . . = . . . apply(λ(w.reverse1(w)), c) . . . ∈ T.
A more natural and comprehensible way of introducing an efficient version of reverse is to simply add to C 0 a new program-forming operator together with the associated evaluation rules. Let K rev2 be K 0 and let N rev2 be N 0 ∪ {rev2}. And α rev2 (ρ) is (0, 0) if ρ is rev2; otherwise it is α 0 (ρ). Let R rev2 be cons(a, d) ) ⇓ e .
Thus the evaluation system C rev2 = (K rev2 , N rev2 , α rev2 , R rev2 ) is obtained. The new program form reverse2(c), which is as efficient as reverse1(c), is given by reverse2(c) ≡ rev2(c, nil).
Again it is easy to show that reverse(c) ∼ C rev2 reverse2(c) holds for every closed term c of C rev2 . Although the underlying language is extended by addition, we can also use Corollary 6.2 to obtain a better program by simply replacing reverse with reverse2.
Concluding Remarks
This paper has treated ITT as an open-ended framework with the following three layers:
(i) an underlying expression system L consisting of (a) an evaluation system C with the program equivalence ∼ C and (b) a prescription system S defining a collection of type constructors, into which various forms of objects and types can be incorporated successively; (ii) the PER-based type system M L constructed from L; (iii) inference rules to be interpreted in M L .
To guarantee this framework to be sensible, the present paper has shown that all the inference rules of the theory are sound; that is, they are valid in every M L whenever L is an extension of an initial expression system. Moreover, ∼ C and M L have been related by showing that M L is complete with respect to ∼ C . This result has been used to present a useful form of type-free equational reasoning.
Since the present framework deals with not a specific series of languages but instead language extensions in general, the resulting uniformity in type constructions can be used to prove a variety of results on types "uniformly" instead of "on a case-by-case basis," as exemplified in Lemma 4.1 and Theorem 6.1.
Several improvements, of course, may be possible. First, the syntax of the underlying languages used in this paper is restricted for the sake of simplicity and hence has limited expressive power. For example, operators having higher-order arities, such as "funsplit" [38, 12] , are not supported in the present syntax.
Second, some useful classes of types that could be introduced into the theory are not treated in the present framework. Two examples are "quotient" types [13] and unions of disjoint types, both of which are formed by "conditional" typeconstructors. The problem is that, in the present formulation, the equality prescription for each type constructor is required to generate PERs for any argument structures, whereas the type constructor forming quotient types, for example, only works when one of its arguments represents an equivalence relation.
Third, the present formulation focuses on language extensions and associated semantics-expansions; possible extensions of inference rules are not discussed sufficiently. Instead, the present paper only explains a principle that the theory can allow every form of inference rule as long as it is persistently valid. A syntactical exposition of the class of inference rules that are validated by this principle, however, is particularly important for implementing the theory. An extension of Dybjer's rules [15, 16] , for example, would constitute the core of that class.
Fourth, the present mechanism of inductively defining types can be formalized in a single formal language: an extended variant of LTC might provide such a language. This possible formalization seems closely related to the work by Sato [40] and would generalize the results shown by Smith [41] and by Aczel et al. [5] .
Finally, the practical value of the equational reasoning presented in this paper needs to be substantiated by further experiments within a variety of proofdevelopment systems implementing ITT and its family. Two different approaches may be possible-to combine a foreign equational prover with ITT or to internalize ∼ C within an extension of ITT. This is important future work.
