We propose an L p -norm-based sparse regularization model for license plate deblurring, which is motivated by distinctive properties of license plate images. For the blurred images, general deblurring methods may restore a good overall visual effect. However, in real-life traffic surveillance system, the deblurring results may be not good for license plates. The main reason lies in that general deblurring methods do not give sufficient thought to the features of license plate, which could be important priors for deblurring. Focusing on this issue, analysis on the statistical distribution characteristics of the license plates are launched, based on which an L p -norm-based regularization model is proposed. Furthermore, alternating direction method of multipliers are introduced to solve the model. Experimental results demonstrate that the proposed model performs favorably against the state-of-the-art license plate image deblurring methods.
I. INTRODUCTION
With the increasing number of vehicles, traffic violations such as running the red light and hit-and-run increase rapidly. As a result, license plate recognition (LPR), a process that extract vehicle license plate information, has been greatly developed and utilized in numerous trafficrelated problems [1] - [4] . Unfortunately, although the drive recorders or surveillance cameras perform much better than before, the license plates of vehicles are often blurred due to various reasons. As a result, this brings great challenges to LPR. Summarily speaking, license plate deblurring is very important in the traffic surveillance system.
There are several factors that give rise to the blurring corruption on the license plate images. The first factor is the surrounding environment. For example, the effects of illumination intensity, snow and fog, may increase the possibility of the blur. The second factor comes from the movements of the vehicle. For example, when the vehicles run a red light, they are often in a very fast speed, therefore, the captured images The associate editor coordinating the review of this manuscript and approving it for publication was Pengcheng Liu . are likely to be blurred. The third factor is the monitor system. For the scenario of static cameras, since that the surveillance cameras are often placed at higher positions, far away from the target vehicle, so the collected image is low-resolution, resulting in poor image quality. Moreover, the performance of the drive recorders is also an important factor. They can provide a wealth of information when an accident occurs, and the recorded information can be used as evidences [5] . However, the snapshots from a drive recorder also suffer from serious blur, especially when the relative speed of vehicles is high, the road surface is not flat, or the light field is low.
Focusing on license plate deblurring issue, a few license plate deblurring methods have been proposed [6] - [9] . Most of above methods developed based on the assumption that the images or videos only suffer from the low resolution or defocus blur, rather than motion blur and other blur. Under this assumption, the overall distribution of pixels' intensity do not change too much. However, when the license plates suffer motion blur or other type of blur, which would change the overall distribution of pixels' intensity, general recognition methods would fail in this situation. Authors in [10] proposed an L 0 -regularized deblurring model for text image, based on which, authors in [11] introduced L 0 -norm based deblurring method into LPR process. However, the experimental results in Fig.1 indicate that L 0 -norm can not best reflect the histogram of license plate images.
The aim of this paper is to recover license plates under the blurring corruption, especially the defocus blurring and the motion blurring. The statistical distribution characteristics of the license plates is first analyzed, based on which, a new deblurring method is proposed. Specifically, the major contributions of this paper are summarized as follows.
• We discuss on the statistical distributions of the license plates, and obtain the conclusion that the gradient histogram of the ground-truth approximately obey the Hyper-Laplacian distribution. With above consideration, we propose an L p -norm-based regularization deblurring model.
• For the numerical scheme, we introduce the alternating direction method of multiplier algorithm to solve the propsed model, which can ensure the convergence and obtain the satisfying results.
• In the experiment section, we give detailed discussion on the key parameters, and analyze their effects on the deblurring performance.
The remainder of the paper is organized as follows. In Section 2, We propose new deblurring model, design the numerical algorithm and analyze the advantage of the proposed model. In Section 3, we present some experimental results obtained by our method and evaluate our method by both objective metrics and visual effects. We conclude the paper and present some guidelines for future work in Section 4.
II. THE PROPOSED MODEL AND ALGORITHM A. THE PROPOSED MODEL
The degradation problem of image blur is usually modeled as
where f is the degraded image, H is modeled as the blur kernel, n is the Gaussian noise and u is the desired groundtruth. Under the assumption that content and background regions have nearly uniform intensity values in text images, Authors of [10] suggested an L 0 regularization on the image intensity and its gradient, and proposed the deblurring model
Based on (2), authors in [11] proposed a closed loop, in which an L 0 -norm based deblurring method and a license plate recognition process are carried out alternatively.
Taking defocus blur and motion blur as examples, we analyze the features of license plate images and observe the influences of blurring on license plate images. The experimental results are shown in Fig.1 , where (a) is the groundtruth, (b) is the defocus blurred license plate with the defocus blur kernel selected as Gaussian kernel with range 7×7, (c) is the motion blurred license plate with the motion blur kernel selected as a horizontal direction linear kernel with length = 15, and (d) is the degraded version with defocus blur and motion blur simultaneously existing. (e-h) are the intensity histograms of (a-d), respectively. (i-l) are the histograms of the gradient of (a-d), respectively. From the second row of Fig.1 , it can be seen that the intensity histograms the blurred license plates perform slightly more uniform and smooth than that of the ground-truth, both with the defocus blur and the motion blur. However, since that the background of license plates is complex than the text, not just black and white anymore. As a result, the L 0 -norm penalty on the image intensity in (2) is not suitable for license plate image deburring. In the third row of Fig.1 , the gradient histogram of the groundtruth in Fig.1 (i) performs sparsely. More precisely, it approximately obeys a Hyper-Laplacian distribution. The gradient histograms of the blurred license plate images in Fig.1 (j-l) are no longer sparse. They are much more uniform and smooth. So a sparse norm is desired to regularize the prior of the gradient.
In Fig.2 , we plot the averaged gradient histogram of license plates, together with the Gaussian type, Laplace type and Hyper-Laplace type distribution. It is observed that the gradient histogram is more closely approximated to the Hyper-Laplace distribution.
Based on the above analysis, we introduce L p norm into the deblurring method, and formulate the license plate deblurring model as
where p is an important parameter, and was suggested to float in [0.5, 0.8] [12] . In this paper we first model the range of the parameter as p ∈ [0, 1], then discuss its impact on the deblurring quality in the experimental section. Specifically, if p is selected as 0, problem (3) is similar with the deblurring model in [10] , and if p = 1, ∇u p p degrades as the well-known total variation (TV) norm ∇u 1 .
B. NUMERICAL ALGORITHM
Taking advantage of the result in [13] , we introduce the alternating direction method of multiplier (ADMM) algorithm to Algorithm 1 Deblurring Algorithm for License Plate Images Input: Choose a group of intial point {u 0 , d 0 , H 0 , λ 0 }, the proper parameters {p, α, β, µ}, and generate new iteration via the following scheme. 1: for k = 1, 2, · · · , do 2: Update u:
solve the minimization problem (3), To derive the ADMM algorithm for our model, we introduce a new variable and reformulate (3) as the following constrained minimization problem
The corresponding augmented Lagrangian function is
where λ is the scaled Lagrangian multiplier, and µ is the penalty parameter. The ADMM for (5) is shown as Algorithm 1.
In the following, we analyze the resulting sub-problems, and show that they can be easily handled with. In addition to the trivial task of updating the Lagrange multiplier λ, there are three main sub-problems at each iteration, and we will discuss them one by one.
• u-subproblem. The u-related subproblem is equivalent to
Since the objective function in (6) is differentiable, the closed-form solution can be calculated through the following formula.
where F denotes 2− dimension Fourier transform, F −1 denotes 2− dimension inverse Fourier transform,ā denotes complex conjugate of a, ''•'' stands for the component-wise multiplication, and the division is operated component-wisely. = |x|, and calculate y through the following iterative process: 3: for k = 1, 2, · · · , J 4:
= |x| − p · s · (y (k) ) p−1 , 
The problem is regarded as a generalized soft thresholding method in [12] , and formularized as
where GST refers to the generalized soft-thresholding operator defined as in Algorithm 2. Noting that the iteration number in Algorithm 2 is empirically selected as J = 2 or 3, with which we can obtain satisfactory results.
• H -subproblem. The H -related subproblem amounts to solve
The closed-form solution for (10) is
where I denotes identity operator.
C. ADVANTAGES OF OUR MODEL
It is noted that if p = 1, the problem in (3) degenerates into the TV-norm based deblurring method [14] , [15] , which tends to produce staircase effects during the deblurring process. If p = 0, deblurring model (3) degenerates into the L 0 regularized model [10] . It is known that the prior x 0 counts the number of nonzero-intensity pixels. However, if the image does not contain zero-gradient pixels, it always appears as x 0 ≡ C, where C is the total number of pixels in the license plate image and it is a constant. Therefore, the minimization problem would fall into a trivial solution.
Compared to the above two scenarios, the proposed model with L p (0 ≤ p ≤ 1)-norm is more competitive. On the one hand, the regularization with 0 < p < 1 can better describe the distribution of the gradient for the license plate image. Therefore, the proposed model can better restore the image edges and details, and obtain the better debluring results. On the other hand, our model can be regarded as the generalized form of the other two ones, which make the proposed method has more significance for promotion and application.
III. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, several experimental results are reported to validate the proposed method. 389 images taken from the LP databases of [16] - [19] are tested, and six of which are displayed in Fig.3 . Without loss of generality, we mainly report the experimental results under the mixture form of the defocus and motion blur. The defocus blur is selected as a circular averaging filter H d with radius of 5. The motion blur consists of two causes: rotation unclock-wise through an angle θ (in degree) and shifting by L (in pixel). We consider H 1 : (L, θ) = (5, 15 • ), H 2 : (L, θ) = (5, 20 • ), and H 3 : (L, θ) = (5, 25 • ), respectively. Three mixed-blurring kernels of defocus and Fig.4 . Furthermore, we also add i.i.d. white Gaussian noise in the simulation process to show the robustness of our method to noise.
We utilize the peak signal-to-noise ratio (PSNR) and the structure similarity index (SSIM) as performance measures, which are respectively defined as
where u 0 is the original image, u is the restored image, µ u and µ u 0 denote there means, σ 2 u and σ 2 u 0 represent their variances, respectively. σ is the covariance of u and u 0 , and c 1 > 0, c 2 > 0 are constants. For PSNR, a higher value implies better quality of the restored image. For SSIM, its value will be closer to 1 when the restored image more similar to the ground-truth.
In the following, we first discuss the parameter setting in Algorithm 1, especially the influence of the parameter p on the performance of the deblurring model. Then we report the experimental results of the proposed method and its comparison with the state-of-the-art methods.
A. CRITERIA OF CHOOSING PARAMETERS
To start up the deblurring algorithm, the parameter p, α, β and µ are needed to be given. p is model parameter, which will be particularly analyzed in the below paragraph. α and β are regularization parameters to keep balance among the terms in problem (3) . Through a lot of experiments, the best parameter α can be chosen from the range [8, 10] , and than 0.0004. Summarizing above results, it is reasonable to take p = 0.7 as the representative selection of the scenario 0 < p < 1 in the following experimental tests.
B. COMPARISONS OF DEBLURRING RESULTS
We evaluate the performance of the proposed method, and compare it with state-of-the-art methods: the L 0 -norm based regularization model, i.e. the work in [10] , the L 1 -norm based regularization model, the license plate deblurring method in [11] and the license plate deblurring method for fast moving vehicle in [20] .
We first report the average PSNRs and SSIMs of the restored images by different methods in Table 2 . The best results are in bold font. It can be observed that the PSNRs and SSIMs of the proposed method are superior than that of other several methods. Taking the results in Fig.9 as example, it is to remove the H M 2 blur for the example ''test3". In terms of PSNR, our method improves L 0 -norm regularization, L 1 -norm regularization, method in [11] and method in [20] by 1.68dB, 0.95dB, 0.74dB and 0.63dB, respectively. In terms of SSIM, the proposed method improves these methods by 0.0112, 0.0132, 0.0048 and 0.0016, respectively. In a word, by utilizing L p -norm based regularization, the proposed method perform better than above methods.
For visual assessment, we show the deblurred results of test images in Figs.7-8 for H M 1 blur, Figs.9-10 for H M 2 blur, Figs.11-12 for H M 3 blur. Our method obtain better results than several previous methods. Taking the license plate images in Fig.11(f) as example, the restored result of our method is visually much better than others, and the license numbers are more easily to be recognized.
IV. CONCLUSION
In this paper, we discuss the statistical distribution characteristics of the license plates. Based on the statistical conclusion that the gradient histogram approximately obeys Hyper-Laplacian distribution, we propose an L p -norm-based regularization model for license plate deblurring. We introduce alternating direction method of multipliers to solve the model, and demonstrate its performance through a large number of experiments. The proposed model can be regarded as the generalized version of the existing L 0 and L 1 based deblurring method. Moreover, inspired by the variable parameter p in the L p -norm based regularization model, the regularization term can be optimized through parameter learning. This is the main direction of our future work. XUEZHI LI received the B.S. degree in mathematics and applied mathematics from Xinyang Normal University, China, in 1988, the M.S. degree in applied mathematics from the Chinese Academy of Sciences, Beijing, in 1991, and the Ph.D. degree in applied mathematics from the Institute of Mathematics and System Sciences, Chinese Academy of Science, Beijing, in 2001. He is currently the Vice President of Henan Normal University, and a Professor with the College of Mathematics and Information Science, Henan Normal University. His research interests include biological mathematics, distribution parameter system theory, numerical algorithm, and machine learning. VOLUME 8, 2020 
