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Abstract 
Grid cells in the dorsal segment of the medial entorhinal cortex (dMEC) show remarkable 
hexagonal activity patterns, at multiple spatial scales, during spatial navigation. How these 
hexagonal patterns arise has excited intense interest. It has previously been shown how a self-
organizing map can convert firing patterns across entorhinal grid cells into hippocampal place 
cells that are capable of representing much larger spatial scales. Can grid cell firing fields also 
arise during navigation through learning within a self-organizing map? A neural model is 
proposed that converts path integration signals into hexagonal grid cell patterns of multiple 
scales. This GRID model creates only grid cell patterns with the observed hexagonal structure, 
predicts how these hexagonal patterns can be learned from experience, and can process 
biologically plausible neural input and output signals during navigation. These results support a 
unified computational framework for explaining how entorhinal-hippocampal interactions 
support spatial navigation. 
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Introduction 
The discovery of grid cells in the entorhinal cortex1 has excited renewed interest in the 
field of animal navigation. Grid cells are found predominantly in superficial layers of the dorsal 
medial entorhinal cortex (dMEC) and get activated at locations corresponding to the vertices of a 
hexagonal lattice that spreads uniformly across the environment1,2. The lattice structure of 
neighboring cells has a similar period but is spatially offset in phase. Furthermore, the spacing of 
this lattice changes for the cells along the dorsomedial-ventrolateral gradient in the entorhinal 
cortex, with progressively larger spacing for more ventral cells1. Since the entorhinal cortex is 
the source of primary input to the hippocampus, it is thought that grid cells play a crucial role in 
the development of place cells3,4. It has been shown that a entorhinal-hippocampal self-
organizing map, with grid cell fields of multiple spatial scales as inputs, can give rise to 
hippocampal place fields that are capable of representing much larger, and behaviorally useful, 
spatial scales5 for navigation. This result raises the question of whether a similar self-organizing 
process can generate the hexagonal shape of grid cell fields themselves, thereby providing a 
unified explanation of the emergence of entorhinal-hippocampal spatial representations. The 
authors of the interference model of grid cell formation have speculated that some process of 
self-organization could be responsible for the hexagonal shape of the grid structure6,7. While 
their claim is not yet supported by modeling studies, it does demonstrate a growing consensus 
that self-organizing processes may play a key role in the formation of spatial representations in 
the brain. 
This article presents a neural model that shows how hexagonal grid cell firing fields of 
multiple phase and scale can be formed by a self-organizing map process, and explains why this 
self-organization results naturally in a regular hexagonal pattern. This new model is also able to 
overcome several problems that handicap the two currently most popular grid cell models – 
interference models6,8 and continuous attractor models9. 
The model predicts that the grid cells form their regular hexagonal pattern through a 
process of self-organized learning based on input from stripe cells that code directional 
displacement. The stripe cells are predicted to occur in layer III of entorhinal cortex, where they 
input to the grid cells in layer II. Displacement along a direction is a measure of the relative 
distance covered by the animal along that direction during a free movement in the environment. 
The directional displacement can be obtained by integrating the projection of linear velocity of 
the animal on that direction. Integration of velocity signals has been observed in other parts of 
the brain. For example, computational models have shown how Head Direction (HD) cells in the 
Lateral Mammilary Nuclei (LMN) integrate angular head velocity (AHV) signals to compute 
allocentric head direction10,11. A similar mechanism within the entorhinal cortex could be 
responsible for integrating linear velocity signals to compute directional displacement. This 
perspective gives rise to the name GRID (Grid-cell Regularity from Integrated Distance) model 
for the current proposal. 
The linear velocity along a direction can be obtained by modulating the movement 
velocity signal by the head-direction signal. Since the integration cannot continue indefinitely 
due to limited resources, at some point it has to reset back to zero and start again, in effect 
creating a periodicity in the output of the cells that are responsible for performing the integration 
operation. When observed in freely moving animal, this periodicity will cause the cell firing field 
to resemble parallel stripes oriented perpendicular to the cell’s preferred direction, hence the 
name stripe cells. Such periodicity is natural to AHV integration that yields 360º of allocentric 
HD, but in the context of linear velocity estimation, periodicity limits the spatial scale of the path 
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integration process. The stripe cells represent a one-dimensional periodic spatial code of a scale 
much smaller than that of place cells. To construct a two-dimensional large-scale place code 
from a one-dimensional small-scale stripe cell code, a two step process is suggested. The first 
step is to construct a two-dimensional periodic code of grid cells and then convert it to a large-
scale two-dimensional code of place cells by mechanisms described elsewhere5.  
Some evidence for the existence of cells with stripe-like firing fields is found in 
experimental results reporting the existence of conjunctive cells in layers III, V, and VI of the 
dorsal segment of medial entorhinal cortex (dMEC)2. Conjunctive cells have both directional and 
spatial specificity, and some of these cells have a stripe-like cell firing field reflected in their 
autocorrelograms. Hypothetical constructs similar to the activity of these cells are also used in 
some versions of the interference model of Burgess and colleagues ([6], Figure 2A; [7], Figure 
2f). However, further studies are needed to verify their existence. It is possible that the stripe 
structure will appear most clearly if one measures them relative to theta phase timings of stripe 
cell spikes ([7], Figure 2e; [12], Figure 2B). Cells in layer III of the entorhinal cortex show theta 
phase modulation in their firing. They are more restricted to a specific phase in the beginning 
and the end of firing and having much broader phase in the middle of firing13. Thus if one 
considers only the firing on the phase opposite of the starting phase, the firing field will look like 
a stripe in the middle of actual firing field. For simplicity, the model presented here does not 
investigate spike timings and takes a simplified approach similar to thresholding used by 
Burgess7 to convert between his Figure 2e showing phase-based stripe cells and Figure 2f 
showing firing field-based stripe cells. The model predicts that these stripe cells collectively 
cover multiple directions and multiple phases with shifted patterns of activity stripes. 
The interference model has shown that interaction of stripe patterns that are 60o apart will 
create a hexagonal grid pattern, but overlaying other sets of angular separations can generate 
markedly different patterns8. In other words, the locations of high activity of several stripe cells 
that are oriented 60o apart from each other form an hexagonal grid, but locations of high activity 
of stripe cells that are oriented at other sets of angles may create non-hexagonal patterns. 
However, these other patterns are not observed in the firing fields of experimentally recorded 
cells. Thus a mechanism must exist that naturally selects the orientations that are 60o apart over 
all other possible orientation combinations. The GRID model proposes that this mechanism is 
based on a simple trigonometrical relationship and the resulting frequencies of stripe cell 
coactivations when they are processed by the self-organizing maps that create grid cell receptive 
fields. 
Figure 1 
Let dθ represent the distance travelled by the animal along the direction θ and let l be the 
period length of the stripe cells. Then the stripe cell oriented along direction θ will get activated 
whenever dθ=nl, with n equal to any integer 1, 2, 3,… Consider the coactivation of the stripe cell 
oriented at 0o with stripe cells oriented at other angles. The stripe cell oriented along 0o will be 
active whenever d0=ml, with m equal to any integer 1, 2, 3,… Also, if the animal has covered 
distance d0 along 0o, then its relative displacement along direction θ is,  
 dθ = d0·cos(θ). (1) 
Coactivation of these two stripe cells will happen whenever both have covered multiples of 
lattice length; that is, when dθ=nl and d0=ml. Substituting this constraint into equation (1) gives 
nl = ml·cos(θ) or 
 cos(θ) = n/m  (2) 
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An example of this is shown in Figure 1 with n=4 and m=5. As the integers n and m 
increase, the distance needed to be covered to reach the next location with coactivation also 
increases. The larger this distance, the less frequent the coactivations of these stripe cells will 
happen while the animal runs in the environment. Thus, the most frequent coactivations will 
occur for the smallest possible non-trivial values of n and m: n=±1, m=±2, which leads to cos(θ) 
= ±½, or θ = ±60o±180o. Hence, most frequent coactivations will occur for angle differences 
between stripe cell orientations that are ±60o±180o apart, and this can and will be emphasized by 
a learning algorithm.  
The model presented here verifies the simple reasoning above within a competitive self-
organizing map learning process14,15,16 in the projections from stripe cells to map cells that will 
learn to become grid cells. This mechanism suggests that stripe cells exist in layer III or deeper 
layers of the dorsal segment of medial entorhinal cortex (dMEC) where conjunctive cells with 
some stripe properties have been recorded2. Stripe cells in the model initially project non-
specifically to layer II cells. Through a process of self-organization modeled below, the 
connectivity patterns that correspond to coactivations of stripe cells are reinforced among these 
projections. Due to the most frequent appearance of coactivations with n=±1, m=±2, the 
competitive dynamics of self-organizing map learning emphasizes projections from cells with 
orientations that are ±60o±180o apart over all others, which in turn creates the hexagonal 
positional representations characteristic of grid cells in layer II neurons. The model’s 
mathematical equations and simulations that verify the above reasoning are presented in the 
Methods and Results sections, respectively. 
Figure 2 
Results 
Computer simulations of the GRID model (Figures 3 and 4) verified the hypothesis that 
hexagonal grid structure may uniquely arise from a self-organizing map within entorhinal 
circuitry that integrates linear velocity to form a directional displacement code. While this code 
is 1-dimensional, it forms a basis from which 2-dimensional position information can be 
extracted through self-organized learning. The result of this learning process is a firing field that 
has a regular hexagonal structure. According to the GRID model, the scale of the projecting 
stripe cells determines the scale of the resultant grid. Figure 3 shows results for multiple spatial 
phases within the same spatial scale. Figure 4 shows formation of grid fields of multiple scales 
under different stripe cell scales. The quality of expression of the grid structure and its multiple 
phasic offsets is dependent upon the number of learning trials, the amount of coverage of the 
environment offered by the trajectory of the rat, and the size of the environment (results not 
shown). The denser the coverage of the trajectory, the more prominent are the grid structure and 
its multiple phases. 
Figures 3 and 4  
Discussion 
The GRID model explains how a self-organizing map from stripe cells to grid cells 
within the entorhinal cortex can lead to the formation of hexagonal grid cell firing fields. A self-
organizing map from entorhinal grid cells to hippocampal place cells can also lead to the 
formation of hippocampal place cell fields that can represent a much larger, and behaviorally 
useful, range of spatial scales than grid cells5. Our current results therefore contribute to a unified 
theory whereby the wide range of spatial scales observed in the brain that contribute to spatial 
navigation may result from similar laws of self-organized learning taking place at successive 
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levels within the entorhino-hippocampal system, and perhaps even in regions upstream and 
downstream alike. 
Moreover, the number of trials of model learning needed to form the grid cells is similar 
to the number of trials needed to form place fields from grid fields using a self-organizing map5. 
This implies that both the grid field and place field system may share the same plasticity 
dynamics and could be locked to the same time-scale of learning during navigation. 
By using non-specific connections with randomly assigned initial connection weights, the 
GRID model demonstrates that the observed hexagonal grid structure may be a natural outcome 
of self-organization and is not a product of either hard-wired design or of specific initial 
conditions, two weaknesses of previously proposed models of grid cells. 
There are mainly two types of models have been proposed in the past that address the 
problem of how the grid cell firing structure could form. The continuous attractor model9 of grid 
cell proposes that grid cell firing may be due to network-level dynamics resulting from recurrent 
connectivity within the population of grid cells. The grid pattern is maintained using 
symmetrically weighted connections between the cells while a set of asymmetrically weighted 
connections allow the activity pattern to shift based on velocity signals. The model maintains the 
periodic grid structure and performs path integration with respect to the animal’s movement. The 
network connections are finely tuned and the asymmetric weights distributed in a tailored 
manner across cells. This level of precision in connection weights is required for the dynamics of 
this model to function effectively and might be difficult to justify in a biological context without 
additional simulations showing how this weight structure can be formed in a natural way. 
Interference models propose that the grid pattern arises due to interference between a 
base oscillation frequency and multiple oscillations that have frequencies which are sensitive to 
velocity and head direction6,7,8. There has been considerable evidence of subthreshold 
oscillations in dMEC layer II stellate cells17,18. Furthermore, the frequencies of these oscillations 
correlate with the positions of cells along a dorso-ventral axis of the entorhinal cortex, and thus 
with the spatial scale of the grid19. So far there is a lack of evidence for the velocity-dependent 
input signal that could dynamically vary the subthreshold oscillation frequency with the velocity 
of the animal, which is one critical requirement of the interference model. To generate the 
hexagonal pattern, another crucial requirement of the interference model is the selective 
combination of the head direction modulation, which has to come from head direction cells with 
preferred directions that are 60o apart from each other. The model so far assumes that these 
specific head directions are selected as inputs through some self-organization process6. Other 
directions lead to dramatically different grid cell firing fields that have not been observed. 
Furthermore, while algorithmic level designs of this model have successfully shown a grid 
structure in multiple settings, a biophysically based model of this theory remains to be 
successfully simulated. As these algorithmic implementations are highly sensitive to noise13, the 
conversion of the model to a biological context might not function robustly. 
The GRID model presented here serves as a bridge that brings together the noise 
tolerance of the network-based continuous attractor model with the precision of the cell-based 
interference model. Introduction of self-organized learning, which was not present in either of 
these two classes of models, allows the GRID model to surpass previous models in several 
aspects. The network design of the GRID model is much simpler and biologically plausible in 
comparison to the continuous attractor models and does not require any finely tuned connections. 
In fact, most of the connections are adaptive and their connection weights start at random values. 
In comparison to the interference models, the GRID model relies more on network-level 
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dynamics and utilizes reasonably generic cellular properties and mechanisms. This leads to better 
noise tolerance of the resulting network. Furthermore, the structure of the grid cell firing arises 
due to self-organized learning and the model explains why the structure is hexagonal using a 
simple mathematical concept.  
The GRID model does, however, share some concepts with both types of models. One of 
the major tenets of both GRID and interference models is the existence of velocity-dependent 
stripe cells, which in the GRID model performs the role of linear velocity integration. According 
to both models, the spatial scale of the grid cells is a direct product of the spatial scale (frequency 
in the interference model) of the stripe cells. Therefore, it is predicted that these stripe cells also 
exhibit a gradient of spatial scales as is observed in the grid cells. 
The GRID model also includes attractor dynamics, which are a key component of self-
organizing maps14,15. Furthermore, since head direction cells can be modeled by a moving bump 
ring-attractor model11, stripe cells may also be modeled using such ring attractor designs. This 
makes the GRID model the first bridge between the two prevalent, and contrasting, cell-level and 
network-level theories. This unique position also allows the GRID model to incorporate and 
account for experimentally observed cell properties as well as maintain the robustness of 
network-based models, while building towards a unifying principle of self-organization which 
may underlie the development of the spatial codes of various sizes that are observed in many 
parts of the brain.  
Layer II stellate cells in the GRID model also, under certain conditions, exhibit 
membrane potential theta frequency oscillations (results not shown) similar to those observed 
experimentally19, but further studies need to be done to parametrically investigate the 
relationship between the frequency of these oscillations and spatial scale in the GRID model. It 
has also been shown how a self-organizing map model, with feedback from hippocampus to 
entrorhinal cortex, can help to explain the pattern of beta frequency oscillations25 that is observed 
during place cell learning26. Thus the present modeling framework promises to clarify not only 
how the entorhinal and hippocampal cortices may learn multiple spatial scales for spatial 
navigation, but also how they may support functionally distinct temporal oscillation frequencies 
that interact with these spatial representations during spatial navigation. 
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Methods 
 
Network Description 
Let axθ  be a stripe cell oriented along the allocentric directionθ , with spatial phase a , and 
period 0l . The cell axθ  is defined to have maximal activity at periodic positions dθ = 0nl a+ for 
all integer values of n within its firing field. In other words, cell axθ  will fire maximally 
whenever ( dθ modulo 0l ) = a , where the modulo operator computes the remainder when dθ is 
divided by 0l . In order to determine when a strip cell fires as an animal navigates, its velocity and 
distance traveled need to be computed relative to stripe cell receptive field properties. 
If at time t the animal is moving along a direction ϕ (t) with speed v(t), then the velocity 
vθ  along direction θ  is: 
( ) cos( ( ))v t tθ θ ϕ= − v(t). (3) 
The distance dθ , traversed along direction θ  is calculated by integrating the velocity: 
0
( ) ( )
t
d t v tθ θ= ∫ dt, (4) 
and then resetting the distance modulo the period 0l . This periodically reset distance is: 
( ) ( )s t d tθ θ= modulo 0l . (5) 
Thus, if the cell has a Gaussian-like firing profile, then its activity can be modeled as: 
2
0( ( ) ) /( ) s t a bax t e θθ
− −= .  (6) 
A Gaussian profile is chosen because of it natural occurrence in many cell firings.  
The distance variables ( )d tθ  were all initialized to 0.5. This value was selected so that 
the initial activity of the stripe cells was minimal. Starting with ( )d tθ  initially set to zero would 
cause maximal initial activity in the stripe cell with phase a equal 0. For simulations of multiple 
scales, the scale of the stripe cell was increased by increasing the ratio of 0l  to another scale 1l by 
an integer factor and simultaneously increasing the ratio of the width 0b  of the Gaussian in (5) to 
1b  so that 0 0
1 1
l b
l b
=  holds true.  
The activation Vj of the entorhinal II map cell j is defined by an on-center off-surround 
network whose cells obey membrane, or shunting, dynamics: 
 ( ) ( )2 2j j j aj a j j j kj k
a k
dV
AV B V w x V z D V p V
dt θ θθ
α⎛ ⎞= − + − + − +⎜ ⎟⎝ ⎠∑ ∑ . (7) 
In (7), A is the decay rate corresponding to the leak conductance, B and -D are excitatory and 
inhibitory saturation levels corresponding to respective reversal potentials, ajwθ is the synaptic 
weight from stripe cell axθ , 
2
jV  is on-center self-excitatory feedback with gain coefficient α  
which allows the cell to maintain persistent activity, jz is a habituative transmitter gate, pkj is the 
inhibitory connection strength which multiplies the inhibitory signal 2kV  from cell k in the off-
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surround to cell j. The recurrent self-excitation could also be realized by a non-specific cation 
afterdepolarization (ADP) current shown to exist in layer II stellate cells17,18. Indices θ  and a go 
through orientations from 080−  to 080+  in steps of 020 ,  and spatial phases, 0 to 0l  in steps of 
0
4
l , respectively. Index k goes through 5 entorhinal II map cells. The recurrent on-center off-
surround network with a nonlinear signal function such as 2V  enables the most highly activated 
cell to win the competition and suppress less activated cells, thereby triggering learning at the 
adaptive weights which abut the winning cell14,15,16. 
The adaptive weights ajwθ of axonal connections from stripe cells to map cells are 
governed by the competitive instar learning rule14,22,23  
2
,
2aj j a pqj aj pq
pq p q a
dw
V x w w x
dt
θ
θ θ
θ
λ
≠ ≠
⎛ ⎞⎛ ⎞= − −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑ ∑ , (8) 
where λ is the learning rate. In (8), learning is gated on and off by the postsynaptic cell output 
signal 2.jV  When a cell j wins the competition, it can hereby trigger learning. All the adaptive 
weights ajwθ  whose axons abut cell j compete for a conserved amount of total synaptic weight, 
scaled to 2 in (8). Increasing one weight decreases the other weights via the competitive 
inhibitory term 
,
.aj pq
p q a
w xθ
θ≠ ≠
∑  Note that this is not a passive decay. It is active competition for a 
conserved maximal synaptic weight. If there is no activity in any of the other stripe cells there 
will not be any synaptic depression at this synapse. Moreover, the rate of learning depends on the 
current state of the weights. If the cell already has well developed weights, then the cell has low 
plasticity unless new inputs can successfully drive a redistribution of already committed adaptive 
weights. The adaptive weights ajwθ  were initialized to random values between 0.025 and 0.05. 
Hence, with 36 such connections (see Simulation Set section below), the maximum of the total 
initial sum of weights in less than 1.8. With these initial values the learning law ensures that the 
total sum of the weights remains less than 2 for all time. 
A habituative transmitter gate zj in equation (7) prevents cells which win the competition 
early on from persistently winning and thereby preventing other cells from participating in map 
learning24. With transmitter habituation, all map cells can undergo similar amount of learning 
independently of animal running speed. Also when an animal remains stationary, habituative 
gating reduces the activity of the active grid cell. This reduces learning during stationary periods 
so that persistent activity will not drive the synaptic potentiation or depression to unreasonable 
levels. The habituative transmitter gate is defined by: 
( ) 221j j j aj a j
a
dz
z z w x V
dt θ θθ
η β α⎛ ⎞⎛ ⎞= − − +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑ , (9) 
where η  is the rate of activation/deactivation of the gate, term ( )1 jz−  defines the transmitter 
recovery rate to a target level 1, β scales the input- and positive-feedback-dependent rate of 
habituation
2
2
aj a j
a
w x Vθ θ
θ
α⎛ ⎞+⎜ ⎟⎝ ⎠∑ , which is the signal that jz  gates in equation (7). 
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Simulation Set  
Simulations were conducted on three spatial scales. In each case, a total of 36 stripe cells, 
(nine orientations at intervals of 20o with four spatial phases in each orientation), projected non-
specifically using initial random weights to a self-organizing map layer of putative grid cells. 
Five putative grid cells were used in the simulations. Each trial consisted of the rat running along 
a trajectory constructed from experimentally recorded trajectories2. Each simulation was made of 
5 trials. Given that the trajectory was constructed based on experimentally recorded 10 minutes 
runs, this simulation length corresponds to a total of 50 minutes of learning for the grid structure 
to emerge. We are not aware of data which measure precisely how long it takes to form grid cells 
in newborn animals. In the absence of such data, 50 minutes seems to be a reasonable amount of 
time, on a behavioral scale, for formation of grid cells.  
The spatial scale of the stripe cells was determined by setting the values of 0l and b in 
equations (5) and (6) and the four spatial phases were determined by setting the values of a 
(equation 5) to 0
0
nl
b
 (n = {0, 1, 2, 3}), respectively. 
 
Post-Processing   
The rate map provides a measure of the average model activity in small regions of space. 
It is used to illuminate the model’s grid structure as the model animal navigates around the 
simulated enclosure. The rate map is created by binning the 2D environment into 6400 squares 
(80 horizontal by 80 vertical). If ijR  are the different bins, with i and j ranging from 1 to 80, and 
( )tτ is the position of the rat at time t on the trajectory, then the average model activity ijX  in the 
bin ijR  is, 
( )
,ij
k
t T
ij
ij
V t
X
T
∈=
∑
   (10) 
where { | ( ) }ij ijT t t Rτ= ∈ . See Figures 3 and 4, left column. The rate map is smoothed using a 2D 
Gaussian convolution: 
      . ( , )ij ij
l m
Y X G l i m j= − −∑∑    (11) 
where 
      
( )2 2
2
2 .9( , )
l m
G l m e
− +
= ,   (12) 
and l and m range from -8 to +8. See figures 3 and 4, middle column. The autocorrelation 
between the fields with spatial lags of x and y was estimated as 
     
,
2 2( , )
ij i x j y
n
ij i xj y
n n
Y Y
r x y
Y Y
− −
− −
=
∑
∑ ∑ ,   (13) 
where the summation is over all n bins of { }ijR where rates for both ijY and ,i x j yY − −  are present. 
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Figure 1. Mechanism of coactivation of stripe cells of different preferred directions. The animal is 
moving distance l along the direction marked with arrow in panel (a). Two stripe cells with identical 
period a have directions as shown: one parallel to motion, another horizontal, with the angle θ between 
them. Grey squares show the areas of activity of both cells along their respective directions. Panel (b) 
shows the activity of these cells through time with dashed boxes highlighting the coactivation episodes. A 
perfect coactivations can only be achieved when cos(θ) is a rational number, 4/5 in the shown example. 
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Figure 2. Trigonometric principles underlying hexagonal structure formation. Intersection of stripes 
oriented at multiples of 60 deg. forms a hexagonal structure (top plot). This coactivation is based on 
relative velocity integration (bottom plot) as demonstrated in Figure 1. 
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Figure 3. Grid fields of multiple spatial phases. Movement trajectories were derived from 
experimentally recorded movement information (Sargolini et al. 2006). Five successive learning trials 
were conducted using the same trajectory. Firing fields of nearby cells from the same simulation run after 
the end of the fifth trial are shown. Each row in the figure shows firing fields of a putative grid cell of the 
self-organizing map. The leftmost column shows the normalized average firing rate map of the cell in 
each bin. The center column shows the normalized rate map smoothed using a Gaussian convolution 
filter. The rightmost column shows the autocorrelogram of the smoothed rate map. The results show that 
all the cells share the same spatial scale, but are offset in spatial phase. The spatial scale of the projecting 
stripe cells determines the spatial scale of the resultant grid cells. The scales of the stripe cells are 
controlled by the parameters 0l  and 0b  (in eq. 6 and 5 respectively). These were set to 0l = 4 and 0b =0.5, 
in these simulations 
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Figure 4. Grid fields of multiple spatial scales. The GRID model was tested for development of multiple 
spatial scales. One set of simulations was conducted for each scale of stripe cell used. Movement 
trajectories were derived from experimentally recorded movement information (Sargolini et al. 2006). 
Five successive learning trials were conducted using the same trajectory. Firing fields of one exemplar 
cell from each simulation run are shown. Each row in the figure shows firing fields of a putative grid cell 
of a particular scale. The leftmost column shows the normalized average firing rate map of the cell in 
each bin. The center column shows the normalized rate map smoothed using a Gaussian convolution 
filter. The rightmost column shows the autocorrelogram of the smoothed rate map. The results show that 
the scale of the grid cell is dependent on the scale of the projecting stripe cell. The scales of the stripe 
cells were controlled by the parameters 0l  and b (in eq. 6 and 5 respectively). Top row: 0l = 6 and 0b  
=1.125. Bottom row: 0l = 8 and 0b  =2  
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Tables: 
 
A B D η  β  
( )
kjp
k j≠  ( )
kjp
k j=  
α  λ  Integration 
Rate 
3 1 1.5 0.4 0.2 1.5  0 17.5 0.025 0.01 
Table 1. Parameter values common across all simulation trials are shown. The same values were used for 
simulations across the different scales. Integration was done using Euler’s method and the respective 
integration rate is given. 
