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ABSTRACT 
Let J be&“, or CnXn, the real linear space of all n x n hermitian matrices and 
the complex linear space of all n X n complex matrices, respectively. For 1 < p < 
q < n, the (p, q) numerical radius of A E is defined and denoted by 
rP 4( A) = (\Ep(X*AX)(: X E IID,,,, X*X = 19}, , 
where S&Y ) denotes the pth elementary c function on the eigenvalues of 
Y. We characterize the linear operators 4 o satisfy I-~,#( A)) = rP,$ A) for 
alf A E.&C 
Let be Fn or C, Xn, the real hear 
matrices and the complex he 
respectiveIy. For 1 < p < g G 22, 
defined and denoted by 
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etric function n the eigen- 
is defined and 
54 (A) = max(lzl: z E W&(A)}. 
Let 8, n denote the set of all strictly in~reasiug sequences of length q 
whose terms belong to the set (1, . . . , n)* For o E Q4,n and Y E C,,, let 
Y [ o] be the q X q principal submatrix of Y lying in the rows and columns 
indexed by w(l), . . . , w(q). Qne easily verifies that 
5w (A) = max{jE,(UAU*[o])l: o E Qq nt UJ* = I,,). * 
Since E (Y ) = tr C (Y ), where C&Y ) denotes the pth compound of Y (see 
e.g. [HPfur th d H l tie e r-u on and properties of compound matrices), one may 
replace E,(*) by tr C,(m) in the above definitions. The concept of (p, 4) 
numerical radius can also be considered in A q(F), the q th Grassmann 
space over Cn. In fact, if ~~~A~ is the pth derivation of A on A q(Cn), i.e., 
the linear operator determined by the formula 
9 
~q(~+tA) = t’D:( A), 
?-=O 
then (e.g., see [I?]) 
5w ( A) = rn~{l( (A)&‘, x”)l: 
le unit vector in A q(V)}. 
A) and rp,$A) specialize to the follo~ng 
f q = n, then we get the set ( 
particular, we get 
(c.i) (tr A) and (tr A( if p = 1, and 
&ii) (det A) and ldet Al if p = a%. 
The study of (p, 9) numerical ranges and I p, 4) ~~me~~a 
attracted the attention of many authors in the last few dec 
been shown that these concepts are very useful for studying matrices and 
linear operators (for example, see [2, 4, 12, 141 and their references). 
recently, the present author and his collaborators have discovered (se 
that the ( p, 4) numerical range is related to the study of a q-particle system 
with p-body interaction in quantum physics. This makes the subject more 
interesting. While many results have been obt~ned~ there are still many open 
problems on the subject that deserve further research, n pa~cular, there has 
been a great deal of interest in determining the structure of those linear 
operators satisfying 
rPJ +( A)) = r, J A) for all 1 
A linear operator on satisfying (1) [respectively, (2)] is called a ( p, 
numetical range preserver [respectively, ( p, 9) numerical radius preset 
The structure of ( p, 4) numerical range preservers h 
determined (for example, see 191 and its references). 
following special cases have been treated for the corresponding problem 
concerning ( p, q) numerical radius preservers (see 17, 8, 10, Xl]). 
(a) Suppose p = 1. A linear on J satisfies 
there exist a unitary matrix U an 
=Zn or Cnxn, with 1j_4j = I su 
(i) One h;tc 
24 
(iv) 9 = n/2 and 
2 
-(tr A)1 - UAW* 
n 
(6) 
(b) Suppose p = q < n. A linear operator $ on J satkfies (2) if and 
only if there exist a unitary matrix U and p E ff with 1~1 = 1 such that (3) or 
(4) holds. 
Cc) Suppose p = q = n. A linear operator 4 on d satisfies (2) if and 
only if 
+(A) = MAN for all A E (7) 
+(A) = MAtN for-all A EJ (8) 
for some , N E CnXn with ldet i = 1, and if =Pn then N = +M*. 
The purpose of this paper is to determine the structure of the ( p, q! 
numerical radius preservers for the other unknown cases. It has been shown 
in [P6] that there is no simple characterizatiou for ( p, q) numerical range 
preservers if ( p, 9) = (I, n) or (2, n.). One easily shows that the same 
conclusion holds for ( r), q) numerical radius preservers. Therefore, these two 
cases are excluded from our discussion. For all other cases, the structure of 
the ( p, q) numerical radius preservers is determined in the following two 
1. Let p, 9, n be integers such that 1 < p < 9 < n but (p, 
9) # (2, rd. A linear operator 4 on Zn satisfies 
we exist u unita trk U and = f 1 such that 
ra 
or 
25 
$(A) = pUA'U* for all A E q. 
THEOREM 2. Let p, q, n be Wegers such that I < 
4) + (2, n). A linear operator 4 on C,, n satisfies 
rp.q(4( A)) = rp q( A) 1 for all A E CnXn 
if and only if there exist p E C with IpI = 1, and a nonsingular matrix S, 
which is unitamj if q < n, such that 
t$( A) = PSAS-’ forall A E CnX, 
qi~( A) = /LSA’S-~ ford A E CnX,. 
The sufficiency parts of the theorems can be verified readily. To establish 
the necessity parts, we shall show that a ( p, q) numerical radius preserver 6 
on M=Zn or CnXn is nonsingular and maps the set of rank one matrices 
into itself. By the results on rank one preservers (for example, see [5] and 
[15]) we conclude that 
(i) if = q then (3) or (4) holds for some nonsingular U E @n Xfl and 
P = +l; 
then (7) or (8) holds 
0 
L nXn’ 
The proof is then completed in Section 3 
for some nonsingular 
by showing that U, , N etc. 
satisfy the conditions stated in the theorems. 
We shall use (&, E,,, . . . , IT,,,} to denote t 
PJ 
e a . ) n’ et 
z 
i,’ e e cl , < i, < 
tary symmetric function on 
e equ 
(see [I2, 
holds if A is normal. oreover, we have the following result 
orem 7.11). 
LEMMA 2.1. L& 1 G p G q < n. A matrix A E satisfies h, q( A) = 0 9 
if and only if A has less than p nonxero eigenvalues. 
LEMMA%. Let1<p<q~nbut(p,q)f(2,n).If~isa(p,q) 
numetical radius preserver on AC, then 4 is nonsingular. 
Proof. Suppose q = n. @ne can apply the arguments in the proof of 116, 
Lemma M] to snow that 4 is nonsingular. (Notice that although the proof in 
[16] is for the complex case, the same argument can be used to deal with the 
hermitian case.) 
Now suppose q < n. Assume that there exists a nonzero A ~4 satisfying 
u$( A) = 0. Then rP q(A) = r, ,(4( A)) = 0. It follows that h, q(A) = 0. By 
Lemma 2.1, we have k < p, ihere k is the number of nonzero eigenvalues 
of A. Now suppose k > 0. Let U be a unitary matrix such that UAW is in 
upper triangular form (actually in diagonal form if J’ = XQ with diagonal 
entries A,,..., A, such that iA,1 > l *- 2 l&l. If B = U*(C/&+i EJU, then 
B is hermitian and B) = 6, as rank < p. Since A + B has p nonzero 
eigenvalues, name e..,Ak,I ,..., 1 
which is a contradiction. 
# 0 and k = 0. 
ence (9) holds, which is a contradiction. 
ne matrices in te umerical radius. 
lex case are stated in 
roof for Lemma 2.4, 
covers the hermitian case. t is worth mentioning t at the results are 
motivated by mma 2 in [9]. 
LEMMA 2.3. Let 1 < p < q < n but (p, q) # (2, n). A nonxero 
A EX~ satisfies rank A = 1 f and only if for any B E q there 
positive number Y such that 
rpJ xA + B) < ,V(X + 1) for all x > 0. 
LEMMA2.4. Letl<p<q~nbut(p,q)#(Z,n),andletA~@,,, 
be nonxero. 
(a> Suppose 2 = p < q < n - 1. Then rank A = 1 if and only if 
rP,-$A) = 0. 
(b) Suppose 2<p<q<n but (p, q)#(3, n). Then rankA=l if 
and only iffor any B E cnXn there exists a posithe number v such that (10) 
holds. 
(c) Suppose ( p, q) = (2, n - l), (3, n). Then rank A = 1 or A2 = 0 if 
and only iffor any B E Q&, there mists a positive number v such that (10) 
holds. 
Proof. Notice that (a) is just a paxrtic::!ar case of [12: Theorem ‘%3(a)]. 
We prove parts (b) and (c) in the following. 
Let T’ be the collection of all matrices C in Q=,, ~ satisfying the condition 
that for any B E (lInXn there exists a positive number Y such that 
r-J xC + B) < -Y( x + 1) for all x > 0. 
First we show that A ~9 if rank A = 1. If rank A = I, then there exists a 
nonsingular S E Cnx n such that 
A' = SAS-’ = El2 AE 
11 as a nonzero 
or any R E CnXn let 
28 
an ence 
ecause of(U), orle easil ecks that C,( I + t( xA’ + B’)) = xP(t) + Q(t), 
matrices whose entries are polynomials of 
t. Thus 
Let A = C,(S)-‘A”C,(S) and B = C,(S)-‘B”C&S). Then for any decom- 
osabPe unit I xtor u A E A q(C) and any x > 0, 
where v = max{r( A), r( ZZ)). 
Next we show that if ( p, q) = (2, n - 1) or (3, n), and A” = 0, then 
A ~9’. Notice that if A2 = 0, then A is a nilpotent matrix and all the Jordan 
blocks in its rdan form have size less than 3. Assume rank A = r. Then 
there exists a nsin Iar matrix S such that 
1 4” t(xA” + i-hey are of the form 1 i- t OM? 
that at most one of the remaining two entries can be of the form t( k’ 
ence x(t, x) = Zi(tp X) = Xp(t) + $tj for some 
p(t) and q(t). As a result, 
D;( xA' -I- B') = xA” + B" with A”, B” ~a= 
Let A = C&S)-‘A’% (S) and i = C (S)-‘B”C (S). Then for any decom- 
posable unit vector u Aq~ A Q(cn) and &y x > 0, Zve see that (13) holds with 
7/ = max(r( A), r( &). 
To complete the proof of (b) and (cl, we show that (i) if 2 < p < 9 < n, 
(p, 9) # (3, n), and rank A > 1, then A 49, and (ii) if (p, 9) = (2, 
n - 1) or (3, n) and if rank A > 1 and A ~9, then A2 = 0. 
Suppose rank A > 1. Assume that A has k nonzero eigenvalues wit 
k > 0. Suppose SAS ’ is in upper triangular Jordan form with Ai(SAS- ’ )ii 
# 0 for i = 1, . . . , k, where S E Q=,, fi is nonsingular. Suppose 9 < n. If 
k > p, then r, ,(A) > h, ,(A) > 0 by Lemma 2.1. Let B = 0. We have 
rP,q(xA + B) 
p. If B 
=’ r, q( xA) 2 x Pr;,s( A), and hence A e 9. Suppose 2 < k i 
= s-l(Qzk+l 
Xkll-I” 
Eii)S then rP,q(~A + B) 2 h,,,(xA + B) 2 
i = 1 A., I, and hence A e P’. Suppose k = 1. Since rank A > 1, we may 
assume that (SAS- 1)23 = 1. Let B be such that 
. 
E,2 + Zr=, Eii if p > 3, 
SBS-’ = 
E 32 if (p, 9) = (2, n - 1). 
Then XA + B has eigenvalues 
P -3 
XA,, x1’2, -x1’2, 1,...,1‘, 0, . . . if p>3, 
xh,, x1’2, -x1’2, 0, . . . if (p, 9) = 
As a result, for ah x > 0 
30 
( if p>3, 31 if (p, 9) = (2, 
Then XA + B has eigenvalues 
P -3 
x2’3, qx2’3, 7)2x2’3, lyxyi, 0,. . . if p>3, 
x2/3, r/x213, q2x213, 0,. . . if (P,q) 
where T i.z: a primitive c:lbe-root of unity. As a result, for 
I 
at least three. 
that 
n - 1). 
= (2 4 - l), 
allx>O 
r, q(xA + B, ~ h, ,(XA + B) ~ 
i 
X2 if p&3, 
* . x4/3 if ( p 4) = 7 
(2, n _ 1) 
I 
and thus A &PC Now suppose the sizes of all Jordan blocks of A are less 
than three. Since rank A > 1, we may assume (SAS-‘),, = (SAS-‘),, = 1. 
if3<p<9<nand(p,9)#(3,n),let Bbesuchthat 
SBS-’ = 
i 
’ Eii if p 2 4, i=5 
if 3=p<q<n. 
Then XA + B has eigenvalues 
x1/2 ,x l/2 , -x1’2, -x1’2, l,...,l,O ,... if p&4, 
xV2 , x l/2 , -x1’2, -x1’2, 0, . . . if 3=p<q<n. 
As a result, for all x > 
x2 
x3/2 if 3=p<q<n. 
ete. 
ow we are rea e rank preserving pro a( 
numerical radius preserver. 
LEMMA 2.5. Let 1 < p 02btd(p,q)f( 
numerical radius presemer 0 =Zn or CnXn, then 
one mtrices into itsekf. 
Proof. Notice that if 4 prese e ( p, q) numerical radius, 
nonsingular by Lemma 2.2. Suppos Xn. If rank A 
ensure that for any B EZn there exists 2, > 0 satisfying 
r&xt#( A) + B) = rpq(xA + cfl(B)) G v( x + 1) for all x > 0 . , 
It fohows from Lemma 23 again that rank 4(A) = 1. 
Suppose = @nXrr’ Suppose 2 = p < q < n - 1. If rank A = 1, 
by Lemma 2.4(a) 
Since 4(A) is nonzero by Lemma 2.2, it follows that from Lemma 2. 
rank +(A) = 1. Suppose 2 < p < q < n but ( p, q) # (3, n). If rank A = 1, 
one can use Lemma 2.4(b) and the same argument in the hermitian case to 
conclude that rank +(A) = 1. 
Now suppose A= @nXrl, and +, y) = (2, n - 1) or (3, 82). 
that if A ~9, where 9 is the set of rank one matrices i 
nonzero eigenvalue, then rank c$( A) = 1. Notice that if rank 
belongs to the closure of Y. As a result, +( B) belongs to the closure 
set of rank one matrices, and hence rank 4(B) < 1. Since 4 is nonsingular 
by Lemma 2.2, we see than rank 4(B) = 1. 
If our claim is not true, then there exists A = u&E, 
is nonsingular, such that B = +(A) has rank larger 
c E @rrXn Lemma (2.4(c) ensures that there exists v 
rP,& xB + C) = r, &A + 3 -l(C)) < v( x + 1 
us _L < ra =r< ? 2-U-l 
nonsingular T E @nx n such that 
32 
where 
if n is even, 
x 
= (in i-3)/2 if nisodd. 
e subspace of UZnx ,z spanned by the matrices ~~,jT-‘, 1 < i < s 
Lemma 2.4(c), for any R E 7, C E a=, x tl, and A E Q=, there 
exists I/ > 0 such that 
r&[ AA + +-‘(R)] + C) = rp,q( x(AB + A) + 4(C)) < v( x -t 1) 
for all x > 0. 
Since A = &I$, S-‘, the matrix A A + $- ‘(R) is not nilpotent for suffi- 
ciently large A > 0. By Lemma 2.4(c), rank[ AA + t#F1(R)] = 1 for suffi- 
ciently large A > 0. ence S- ‘+- ‘( R)S is either Of the fOI7I-r Cr= 1 pi Eir or 
of the form Cr= r pi i. Since this is true for arbitrary R E 7, we see that 
4-r(~) c %’ or 9, where %F (9) is spanned by the matrices SEi,S-1 
(SE,iSwl)y 1 < i < n. Since dim V= n2/4 if n is even, dim %rr= (n2 - 1)/4 
if n is odd, and dim g = dim 9 = n, we see that n < 4. Since (p, q) = (2, 
n - 1) or (3, n), we conclude that n = 4 and hence B = &A) = T( E,, + 
nsingular, by a dimension argument we see that (i) 
-r(T) = 9. If (i) holds, we shall show that there 
exists a matrix C ch is a nontrivial linear combination of SE,, S-l and 
C) E 7, which will be a contradiction. One can show 
a similar argument, and the proof of the lemma will 
where K, L, 7 N E &x2- 
emma 2.4(e), for any C E @4X 4 and A E @, there exists v > 0 such that 
y Lemma .4(c), if Y(A) = A + 4(R), then 
(i) rank Y(h)) = 1 or 
(ii) rank Y(A)) > 1 and 
T-~(~(A)~)T = A -I- = 0. 
-I- 
Since condition (ii) holds for all sufficiently large A > 0, we conclude that 
M=K+N=K2=N2 = KL + LN = 0. Applying the same argument to 
R(p) = S(E,, + pE&?, I_C E C, one sees that 
+(R(p)) = T T-‘, 
_Mp = KF -t Np = K;1” = Nl = KpLp + LpNcL = 0. Since 
P(K, - K,) is a nilpotent matrix for any p E @, one readily sees that either 
K, is a zero matrix or K, is a multiple of K, = K. Thus there exists a 
nontrivial combination of 4( SE,, S-l) and +( SE&” ) haying the form 
TO L’ 
[ 1 o o T-’ E 7, 
which is the desired contradiction. 
3. PROOF OF THE T 
Proof of Theoip>ern 1. Let 1 <p <q <n and(p, 9)2(2, n). Suppose 
C#J is a ( p, q) numerical radius preserver on Zn. By Lemmas 2.2 and 2.5, 4 is 
nonsingular and maps the set of rank one matrices into itself, By 15, mma 
21, there exists ,ce = + 1 such that ~4 is of the form 
(i) A I-+ SAS* for all A or 
(ii) A I+ SA’S* for all 
To complete the proof we need to show that 
holds and S has sin 
54 (A) = rj” ( A) = ldet A+( A,). 
Proof. (a): Suppose X E Cc,, 4 satisfies X*X = Iq and 1 EP( X*AX)l = 
rp,$ A). Since X*AJC has at most p nonzero eigenvalues, we have 
(b): We may assume that A = A, @ A, with A, and A, sassing the 
hypotheses of the lemma. Furthermore, we may assume that A, = CI!&, + 
PE 121 where %, %z E @(n-p+l)x(n-p+l)* Then 
cp( A) = (det Alj(euE,l + PE,,), where E,,, E,, E C,, p)x$)g 
Thus ri( A) g r(~~(A)) = ldet A~lr(~~~~ + /3E,,) = ldet A,fr(A,). 
Let U be a ~nita~ mats such that U*AA = AI @ A\ @ 0, _P _ 1, where 
A;. E Gxz and the modulus of the (1, 1) entry of A\ equals r( A,). Let 
X E Gxy be obtained from I, by removing the ( p + l)th column and the 
last n - q - 1 columns. Then X*U*AAX = A, @ r( A&‘, &) O,_, and so 
r,^( A) < ldet A,lr( A,) = l~~~X*~*AUX)l < rp q( A). 1 
icing this with the result in (a), we get the conclusion. 
r = . 
Proof. is unitarily similar 
where CY = trAand(B]= 4-J -]trA]‘. 
[4, 18)) that W( ” ) A is an elliptical disk with 0 
JiFE-P=JI~ tr A A as the major axis. N 
may degenerate to a line 
event, r(A) = (]tr A] + 
LEMMA 3.3. Let n 2 2 and D, N E CnXn, where N is nonsin 
D = diag(d,, . . . , d,) with d, >, l *- 3 d, > 0. Suppose r( 
r( DUAU*N) f or any unitary matrix U and rank one matrix A. Then either 
(i) N is a diagonal matrix or 
0 ii n=2,d,=d,,and 
N= 
o Y 
[ I -Y O for some nonzero y E @. 
Proof. Let D and N satisfy the hypotheses of the lemma. Let 
where a E @, b, b’ E Q7-l with llbll = llb’ll. Then A’ = UAU” for some 
unitary U, and therefore r( DAN) = r( DA’N) by the hypotheses of the 
lemma. Suppose the first row of N equals [ x: I/*] where x E @ an 
y E Cn-‘. By Lemma 3.2, if D’ = diag(d,, . . . , d,), then 
Ixd,a + y*D’bl + y = 2r( N) = 2r(CA’N 
where 
Y = Id’? + II 1ai2 + II 3 
36 
at a # , xdp is not 
= k, + 
for all a E @, which is impossible. By the same ar~m~nts, one can show that 
only the diagonal entry in each row can be nonzero. Thus N is a wagons 
matrix. 
Suppose n = 2. Then y = y’ for any .tz, b, b’ E C with lb1 = Ib’[. It 
follows from Equation (15) that y 
alan ~-WY that there cam only be 
Thus either 
=Oorx = 0. By the same arguments, one 
one nonzero element in the second row. 
(i) N is a diagonal matrix, or 
(ii) N = [ x ’ Y]forsom o e nonzero y, x E C. 
Suppose (ii) holds. I_,et 
and A’ = 0 0 
[ 1 0 II* 
Then ~~~A~) = r( ‘N) implies cE,lyl = J,lzl. Let 
and A” = 
= d,l y 1. As a result, d, = d, a 
IV), and hence x = -y. 
4) f (2, n). Suppose 
y ILemma 2.5, m 
y ia heorem 6.31, we see that = P~ with 1 ELI = I, 
conclusion of Theorem 2 holds, Ry similar arguments, one can s 
conclusion of Theorem 2 is valid if (ii) holds. 
Now suppose 1 C ;p < q < r8. We may assume condi 
wise we can consider 41/ defined by #(A) = 4( A’) inste 
singular value decomposition REV, where U and V are u 
sag{ lurr, * l l , j.qJwith p, >, -60 >, pn > 0. We may assu 
otherwise we can consider J/ defined by @( A) = U*4 
4. Let 
and let qr 3 l -* >, qn > 0 be the singular values of N. We claim that 
NC2 = 0 = IV& Suppose A = 0, _p 
~ag(O,..=,O, ~~_P+l,..., 
f~, IP. Then +(A) = D’N, where I>’ = 
y,), has rank p. By Lemma 3.1(a), we have 
where II 0 II denotes the spectral nom]. Now suppose X and Y are unita~ 
matrices such that XN-‘Y = diag(Q, . . . . $). Let A = X*(I, @ 0,-,)X. 
Then 
< I&,( (b-‘( A))11 = I&,( ~-l~~-l)ll = ilc,( 
n 
-G llq II =5 rz- 
38 
we conclude &at pC = X, 633 X2 with _X, E 3 = 8, and hence Ns = 0. 
ldet BI = fdet A 1 cy)\i = tdet NdL It follows 
= ldet NJ \( r YN) \< hence (for example, see [6, 
= 6). There ore our claim is proved. P 
Next we show that either 
6) N, is a wagons matrix or 
0 ii ‘n - p = 2, pr = p, and N, = 
0 a 
I --a 0. 
Let L) = D, CEI D, with 63, E CPXP. Suppose A = A, 61 A,, where A, is a 
rankonematrixand A, = &., CD O,)NL’.Thenforany(n - p) X (n -p) 
unitary matrix U, 
r, & D, AJ, @ D, A, N2) = I-, ‘I( FAN) = r, J A) = rp 4( UA,U* g, A,) 
1 7 , t 
= r, J D,UA,U*N1 61 D, A, N,). , 
y Lemma M(b), 
= r( .D,UA,U*N,). 
y Lemma 3.3, we get t sired conclusion on IV,. 
Now apply the arguments in the preceding paragraphs to &-‘( A) = 
D-‘AN-‘; we see that N can also be written as N; CD wt;. with IV; E C, XP 
Q i is a beats, or 
0 ii n - p = 2, n., and N; = 
agonal matrices, then N can be written as 
+ (C!r, ll;i’ ‘Eii)N- ’ and A’ 
A’ are unitdy sir-dar, and hy 
ii ) . 
It follows that p, = p, and hence 
By [12, Theorem 6.31, we see that lull N = Al with 1 Al = 1. 
conclusion of Theorem 2 follows. 
Suppose at least one of N, or Ni is not a diagonal matrix. Then 
n=q+l=p+2. 
and 
First, assume that N, is a diagonal matrix but Nk is not. Then p, _ 1 = p, 
N is of the form 
Let A = 2E,, + <Cr=z ~;lEii)N-’ and A’ = 2E,,. t (C/_-z CL;lEii)N-‘. 
Then A and A’ are unitarily similar, and by Lemma 3.1(b), 
2hI = rp q( DAN) = rp q(A) = rp q( A’) = r, q( DA’N) = p,lbl. 3 3 9 , (18) 
Let A=2E,1 +(CP, p;lEii)N-’ and A’ =2EnTn_, +(Cip_2 ~7’E..)N-‘. I. L i -. 
Then A and A’ are unitarily similar, and by Lemma 3.1(b), - * ‘! 
p,lxl = r, q( DAN) = r, q( A) = r, q( A’) = r, ,(Dit’N) = ~P,M 
9 , 3 * 
Combining with (1s) we have 411~~ = pn, contradicting the fact that !+ >- p,,* 
Next assume that Ni is a diagonal matrix but N, is not. 
and N is of the form 
0 
-a 
Finally, assume t 
1 
= 
II - n7 m 
Let A = El1 + E,, + (C.f#+ pi ‘EJN-’ and A’ = E,, -I- E,__, n_ li + 
’ <c/t/J g- ‘E,,)Pr ? TIM-I A and A’ are unitarily similar and 
Let A = El2 + En1 + (Ciy,3 p;lE,i)N-’ and A’ = El, + E, n_l + 
(C ip,3 pi ‘E,,)hr-l* Then A and A’ are unita~~y similar, and by Lemma 
3. n(b), 
Combining with (EI), we have p1 = p, and hence (17) holds. By [12, 
Theorem 6.4, we see that p1 N = M with lhl = 1. This contradicts the fact 
that N, and IV; are not diagonal. 
eorems 1 and 2 and the results in [7, S-U], we see that 9, is a ( p, 
only if p@ is a ( p, q) numerical range 
e nice to find an 
NU 
are many other eneralizations of numerical range a 
radius. It would be nice to have a proof or a counter-example for 
statement: 
A linear operator 6 preserves a certain kind of 
radius if and only if ~4 preserves the corresponding 
for SOW scalar p with 1 pl = 1. 
ore generally, one can regard Wp,.$) and rP,J9 as special cases of 
unitary similarity invariant functions on matrices, i.e., those functions F 
satisfying F(A) = F(UAU*) for all A and for all unitary matrix U. 
be interesting to characterize the linear preservers of other unitary similarity 
invariant functions. Another interesting problem is to characterize those 
unitary similarity invariant functions F such that a linear operator 4 pre- 
serves F if and only if (3) or (4) holds for some unitary matrix 6’ and pi = 1. 
The authors would like to thank Bit-Shun Tam for pointing out some gaps 
in the original proofs and for some helpful comments. 
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