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1. Introduction
1.1. Main results. Let α, β be dimension vectors for a quiver Q without oriented cycles. If 〈α, β〉Q =
0, where 〈·, ·〉Q is the Euler form (or Ringel form), then we will define a number α ◦ β. This number
The first author was supported by NSF, grant DMS 0349019 and the second author was supported by NSF, grant
DMS 0300064.
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can be defined as the dimension of a space SI(Q, β)〈α,·〉 of semi-invariants (see Definition 2.5). It
was shown in [16] that α ◦ β can also be defined in terms of Schubert calculus. In the Schubert
calculus approach, α ◦ β counts the number of α-dimensional subrepresentations of a general (α+ β)-
dimensional representation. In the special case of the triple flag quiver, the number α ◦ β turns out
to a be Littlewood-Richardson coefficient cνλ,µ where the partitions λ(α, β), µ = µ(α, β), ν = ν(α, β)
depend on α and β. This allows us to prove many new results about LR-coefficients, and to extend
results about Littlewood-Richardson coefficients to the more general setting of quiver representations.
Knutson and Tao (see [28]) proved the saturation conjecture for LR-coefficients: if cNνNλ,Nµ > 0 for
some positive integer N , then cνλ,µ > 0 (see Theorem 1.4). It was shown in [13] that the saturation
theorem for LR-coefficients generalizes to quivers: if Nα ◦Mβ > 0 for some positive integers M,N ,
then α ◦ β > 0. Fulton conjectured that cνλ,µ = 1 implies that c
Nν
Nλ,Nµ = 1 for all positive integers
N . Knutson, Tao and Woodward proved this conjecture in [29] (see Theorem 1.6). Belkale gave a
geometric proof of this result (see [4]). Belkale’s proof generalizes to the quiver setting; we show that
if α ◦ β = 1, then Nα ◦Mβ = 1 for all positive integers N,M . A proof, following Belkale, is in the
Appendix. The description of Knutson, Tao and Woodward of the walls of the Klyachko cone in [29]
(see Theorem 1.5) generalizes to the quiver setting as well. In this paper, we extend this result by
giving a combinatorial description of the faces of the cone of arbitrary dimension (Theorem 5.1 and
Corollary 7.10). We also prove that, if a triple of partitions (λ, µ, ν) lies on a wall of the Klyachko
cone, then the LR-coefficient cνλ,µ is a product of smaller LR-coefficients (Theorem 7.14).
The main technical tool we introduce in this paper is the notion of Schur sequences. A Schur
sequence is a sequence of Schur roots α1, . . . , αs such that αi ◦ αj = 1 for all i < j. Schur sequences
are a natural generalizations of exceptional sequences, allowing imaginary Schur roots to appear
instead of only real Schur roots. Schur sequences occur naturally as the dimension vectors appearing
in the canonical decomposition of a dimension vector. In this paper we also study the dimension
vectors of the factors in a Jordan-Ho¨lder filtration of a σ-semi-stable representation. This leads to
the notion of the σ-stable decomposition of a dimension vector. Again, the dimensions in the σ-stable
decomposition form a Schur sequence. A crucial result is that every Schur sequence can be refined to
an exceptional sequence.
Before proving our main results, we review various notions such as perpendicular categories, ex-
ceptional sequences and stability for quivers.
The main results of the paper have interesting applications. We use exceptional sequences to
“embed” the category of representation of a quiver Q into the category of representations of another
quiver Q′. This is sometimes possible even when Q is not a subquiver Q′. Using this approach
we construct a triple of partitions (λ, µ, ν) lying on an extremal ray of the Klyachko cone, such
that cνλ,µ > 1. In [8], Calin Chindris and the authors constructed a counterexample to Okounkov’s
conjecture stating that LR-coefficients are log-concave functions of the partitions, using this embedding
method. The Embedding Theorem was also used by the first author to give examples of small Galois
groups in Schubert type problems (see [42][2.10,5.13]).
The current paper can be viewed as a culmination of the series of papers [13], [14], [15], [16]. It
provides the tools to systematically use the ideas of these papers.
1.2. Horn’s conjecture and related problems. A classical topic going back to Herman Weyl [43]
is to compare the eigenvalues of two Hermitian n× n matrices A,B with the eigenvalues of their sum
C := A+B. For a Hermitian matrix with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn define s(A) = (λ1, . . . , λn) ∈
Rn. One would like to understand the set
Kn := {(s(A), s(B), s(C)) ∈ R
3n | A,B,C Hermitian, C = A+B}.
It turns out that Kn is given by the trace equation
(1) λ1 + · · ·+ λn + µ1 + · · ·+ µn = ν1 + · · ·+ νn
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the weakly decreasing conditions
(2) λ1 ≥ · · · ≥ λn , µ1 ≥ · · · ≥ µn, ν1 ≥ · · · ≥ νn.
and finitely many inequalities of the form
(3)
∑
i∈I
λi +
∑
j∈J
µj ≥
∑
k∈K
νk
where I, J,K are subsets of {1, 2, . . . , n} of the same cardinality. We will denote the inequality (3) by
(⋆I,J,K). Horn made in 1962 a precise conjecture about triples (I, J,K) for which the corresponding
inequalities (⋆I,J,K) define Kn (see [21]). Horn’s conjecture provides a recursive procedure to determine
all those triples (I, J,K). This conjecture has been proved as a result of work by Klyachko, Totaro,
Knutson and Tao and others. We will state here a closely related statement about the recursive nature
of the inequalities defining Kn. For
I = {i1, i2, . . . , ir} ⊆ {1, 2, . . . , n}
with i1 < i2, . . . , ir we define
λ(I) = (ir − r + 1, ir−1 − r + 2, . . . , i2 − 1, i1).
Theorem 1.1. The set Kn ⊆ R
3n is given by the trace equation (1), the weakly decreasing condi-
tions (2) and all inequalities (⋆I,J,K) (see (3)) with 0 < r := |I| = |J | = |K| < n, such that
(λ(I), λ(J), λ(K)) ∈ Kr.
The theorem reflects the recursive nature of the cones Kn. Once we have determined the cones
K1, . . . ,Kn−1, we can determine a system of inequalities for the cone Kn.
A crucial part of the solution of Horn’s conjecture is its connection to the representation theory
of GLn(C). Irreducible representations Vλ of GLn(C) are parameterized by non-increasing integer
sequences λ = (λ1, . . . , λn). The Littlewood-Richardson coefficient c
ν
λ,µ is defined as the multiplicity
of Vν inside the tensor product Vλ ⊗ Vµ, i.e.,
cνλ,µ := dim(Vλ ⊗ Vµ ⊗ V
⋆
ν )
GLn(C).
Here V ⋆ν denotes the dual space of Vν and (Vλ⊗Vµ⊗V
⋆
ν )
GLn(C) denotes the GLn(C)-invariant tensors
in Vλ ⊗ Vµ ⊗ V ⋆ν . We define c
ν
λ,µ = 0 if λ, µ, ν are not weakly decreasing. Let us define
LRn = {(λ, µ, ν) ∈ (Z
n)3 | cνλ,µ 6= 0}.
The following results follow from Klyachko’s paper [27].
Theorem 1.2. Let R+ be the set of nonnegative real numbers. The cone R+LRn ⊆ R3n is equal to
Kn.
Theorem 1.3. The set Kn ⊆ R3n is given by the trace equation (1), the weakly decreasing condi-
tions (2) and all inequalities (⋆I,J,K) with 0 < r := |I| = |J | = |K| < n, such that
(λ(I), λ(J), λ(K)) ∈ LRr.
Finally, the missing link for Theorem 1.1 is proved by Knutson and Tao in [28].
Theorem 1.4 (Saturation Theorem). The set LRn ⊆ Z3n is saturated, i.e.,
LRn = R+LRn ∩ Z
3n.
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The Saturation Theorem can also be formulated as follows: if λ, µ, ν ∈ Zn such that cNνNλ,Nµ 6= 0 for
some positive integerN , then cνλ,µ 6= 0. By Theorems 1.2 and 1.4 we have LRn = Kn∩Z
3n. Combining
this with Theorem 1.3 implies Theorem 1.1. In [28], Knutson and Tao use their Honeycomb model to
prove Theorem 1.4. See also [5] for another version of the proof. A geometric proof of Theorem 1.4
was given by the authors in [13] and by Belkale in [3].
By Theorem 1.3, the set Kn is defined by (1), (2) and all inequalities (⋆I,J,K) for which c
λ(K)
λ(I),λ(J) 6= 0
are nonzero. C. Woodward was first to note that some of these inequalities are redundant: they follow
from the other inequalities. P. Belkale proved that all inequalities (⋆I,J,K) for which c
λ(K)
λ(I),λ(J) > 1
are redundant. This class includes the examples found by Woodward. As the following theorem by
Knutson, Tao and Woodward ([29]) shows, none of the remaining inequalities can be omitted.
Theorem 1.5. For n ≥ 3, Kn is defined by the equation (1), the inequalities (2) and all inequalities
(⋆I,J,K) for which c
λ(K)
λ(I),λ(J) = 1. None of the inequalities the inequalities can be omitted.
For n = 2, some of the inequalities (2) can be omitted. The cone Kn has dimension 3n− 1. The
inequality
(⋆I,J,K) :
∑
i∈I
λi +
∑
j∈J
µj ≥
∑
k∈K
νk
is necessary if and only if the hyperplane section{
(λ, µ, ν) ∈ (Rn)3
∣∣∣∑
i∈I
λi +
∑
j∈J
µj =
∑
k∈K
νk
}
∩ Kn
defines a facet (or wall) of the cone Kn.
Along the way, Knutson, Tao and Woodward also proved (see [29]) the following Theorem, which
was conjectured by W. Fulton.
Theorem 1.6. If cνλ,µ = 1 for some λ, µ, ν, then c
Nν
Nλ,Nµ = 1 for all nonnegative integers N .
A geometric proof of Theorem 1.6 using Schubert calculus was given by P. Belkale in [4].
1.3. The quiver method. A quiver is just a directed graph. If we attach vector spaces to the vertices
and linear maps to the arrows, we get a representation of that graph.
Let Q be a quiver without oriented cycles and K be an algebraically closed field. Suppose that
α ∈ NQ0 , where N = {0, 1, 2, . . .}, Q0 is the set of vertices of the quiver and NQ0 is the set of
dimension vectors. In [13] the authors studied the set Σ(Q,α) ⊆ ZQ0 of weights occurring in the
ring of semi-invariants on the space of α-dimensional representations Rep(Q,α) over the field K. We
showed that this set is given by one linear homogeneous equation and a finite set of homogeneous
linear inequalities. Thus the positive real span R+Σ(Q,α) ⊆ RQ0 forms a rational polyhedral cone
in RQ0 . In the particular case of the triple flag quiver Tn,n,n and a special dimension vector β the
cone R+Σ(Tn,n,n, β) turns out to be equal to the cone R+LRn defined above. Thus it is interesting
to study the properties of the general cones R+Σ(Q,α), in particular whether the statements listed
above concerning the cones R+LRn generalize to arbitrary quivers. If this is true, one could expect
that such technique would allow to prove stronger results about the cones R+LRn.
This program is carried out in the present paper for arbitrary quiver Q without oriented cycles.
The approach is based on studying the notions of semi-stable filtrations from Geometric Invariant
Theory in terms of quiver representations. As a result of this study we generalize Theorems 1.4, 1.5
and 1.6 above to arbitrary cones R+Σ(Q,α). We also obtain combinatorial description of faces of
all codimensions in the cones R+Σ(Q,α). For the case of faces of codimension one this is equivalent
to Theorem 1.5. In the special case of extremal rays the results imply that the semi-invariants
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with weights lying on an extremal ray of R+Σ(Q,α) form a subring isomorphic to the ring of semi-
invariants for quivers with two vertices and multiple arrows. This indicates that one needs to study
all quivers, not just the special class of triple flag quivers, so the quiver technique is the right tool
for studying similar questions. The cones R+LRn are also related to a problem of existence of short
exact sequences of abelian p-groups (see [19, 26]). Recent results of C. Chindris ([6, 7]) show that
quivers can be successfully applied to get similar results for longer exact sequences.
We use the developed techniques to prove some new results on the faces of cones R+LRn, in
particular a product formula for Littlewood-Richardson coefficients. The general approach explains
why one could expect such formula.
1.4. Organization. The paper is organized as follows. In Section 2 we give the basic notation and
review the needed results on quivers and their semi-invariants. In particular we review the content
of papers [9], [13], [38] and [39], in particular the Saturation Theorem for the cones R+Σ(Q,α), the
exceptional sequences and orthogonal categories.
There are some reformulations and extensions, notably the Embedding Theorem 2.39. Schofield’s
technique of orthogonal categories allows to embed the category of representations of a smaller quiver
(not necessarily a subquiver) into the category of representations of the original quiver. Theorem 2.39
shows that this embedding respects semi-invariants. This gives us a method for proving results about
the cones R+Σ(Q,α) by induction. This technique requires one to work with arbitrary quivers, not
just triple flag quivers.
We also formulate the Generalized Fulton’s Conjecture (Theorem 2.23) whose proof (essentially
due to P. Belkale, see [4]) is given in the Appendix.
In Section 3 we study the notions of semi-stability and stability of quiver representations. We
relate the geometric notion of (σ : τ)-stability and the algebraic notion of σ-stability, using the
approach of [34]. We introduce the notions of Harder-Narasimhan, Jordan-Ho¨lder filtrations, and their
combination - the HNJH filtrations. The key statement is Lemma 3.8 which shows that the subsets
of the representation space Rep(Q,α) where the dimensions of the factors of Harder-Narasimhan and
HNJH filtrations are constant are locally closed. Then, filtrations are used to define the σ-stable
decompositions and (σ : τ)-stable decompositions of dimension vectors, and to prove their basic
properties. In particular, Theorem 3.20 relates the semi-invariants in weights mσ for a dimension
vector α to those for the dimension vectors that are factors in σ-stable decomposition of α.
In Section 4 we introduce the key notions of Schur sequences and Schur quiver sequences, inspired
by the notion of exceptional sequences. These notions provide the tools for the descriptions of the
faces of the cones R+Σ(Q,α). Then we prove the Refinement Theorem (Theorem 4.11) which says
that every Schur sequence can be refined to an exceptional sequence. This theorem makes it easy to
understand Schur sequences in terms of exceptional sequences.
In Section 5 we prove the basic Theorem 5.1 giving a bijection between the faces of dimension n− r
in Σ(Q,α), and Schur quiver sequences of r dimension vectors summing to α. This is the main result
of the paper. Then we draw consequences for faces of codimension 1 and for extremal rays.
In Section 6 we study the dual problem of how the σ-stable decomposition of α varies when α varies
and σ is fixed. Theorem 6.4 gives a general combinatorial criterion of when α is σ-stable. We also
extend the notion of σ-stable decomposition to quivers with oriented cycles.
In Section 7 we apply our results to triple flag quivers and the cones R+LRn. We recover Theo-
rem 1.5 of Knutson, Tao and Woodward on faces of codimension one.
We also investigate the faces of R+LRn of arbitrary codimension. In particular we show that for
n ≤ 7 all weight multiplicities along extremal rays of the cones R+LRn are equal to 1, and for n = 8
we give an example of an extremal ray with weight multiplicities bigger than 1.
Finally we prove the product formula for Littlewood-Richardson coefficients (Theorem 7.14). It
shows that if a weight σ corresponding to a triple of partitions (λ, µ, ν) lies on a face of Σ(Tn,n,n, β)
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of positive codimension, then the Littlewood-Richardson coefficient cνλ,µ decomposes to a product of
smaller Littlewood-Richardson coefficients.
Acknowledgment. Both authors would like to thank Prakash Belkale for the permission to in-
clude his proof of the Fulton Conjecture, Calin Chindris for helpful discussions, and Jiarui Fei for
proofreading.
2. Preliminaries
2.1. Basic notions for quivers. A quiver Q is a quadruple Q = (Q0, Q1, h, t) where Q0 is a finite
set of vertices, Q1 is a finite set of arrows and h, t : Q1 → Q0 are maps. For each arrow a ∈ Q1, its
head is ha := h(a) ∈ Q0 and its tail is ta := t(a) ∈ Q1.
We fix an algebraically closed field K. A representation V of Q is a family of finite dimensional
K-vector spaces
{V (x) | x ∈ Q0}
together with a family of K-linear maps
{V (a) : V (ta)→ V (ha) | a ∈ Q1}.
The dimension vector of a representation V is the function dimV : Q0 → N defined by
(dim V )(x) := dimV (x), x ∈ Q0.
The dimension vectors NQ0 are contained in the set Γ := ZQ0 of integer-valued functions on Q0. A
morphism φ : V →W between two representations is the collection of linear maps
{φ(x) : V (x)→W (x) | x ∈ Q0}
such that for each a ∈ Q1 we have
W (a)φ(ta) = φ(ha)V (a).
We denote the (finite dimensional) linear space of morphisms from V to W by HomQ(V,W ).
A nontrivial path p in the quiver Q of length n ≥ 1 is a sequence p = anan−1 · · · a1 of arrows, such
that tai+1 = hai for i = 1, 2, . . . , n − 1. We define the head and the tail of the path p as hp := han
and tp := ta1 respectively. Besides the nontrivial paths one usually also defines a trivial path ǫx of
length 0 for every vertex x ∈ Q0 whose head and tail are equal to hǫx = tǫx = x. An oriented cycle is
a nontrivial path p satisfying hp = tp. Throughout this paper, we will assume that Q has no oriented
cycles, unless stated otherwise.
The category Rep(Q) = RepK(Q) of representations of Q over K is hereditary, i.e., the subobject
of a projective object is projective. This means that every representation has projective dimension
≤ 1, i.e., ExtiQ(V,W ) = 0 for all representations V,W and all i > 1.
Lemma 2.1 (See [35]). The spaces HomQ(V,W ) and ExtQ(V,W ) := Ext
1
Q(V,W ) are the kernel and
cokernel of the following linear map
(4) dVW :
⊕
x∈Q0
Hom(V (x),W (x)) −→
⊕
a∈Q1
Hom(V (ta),W (ha))
where dVW is given by
{φ(x) | x ∈ Q0} 7→ {W (a)φ(ta)− φ(ha)V (a) | a ∈ Q1}.
Let α, β be two elements of Γ. We define the Euler inner product (or Ringel form) by
(5) 〈α, β〉Q =
∑
x∈Q0
α(x)β(x) −
∑
a∈Q1
α(ta)β(ha).
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It follows from Lemma 2.1 and (5) that
(6) 〈dimV, dimW 〉Q = dimHomQ(V,W )− dimExtQ(V,W ).
We will omit the subscript Q and just write 〈·, ·〉 instead of 〈·, ·〉Q if there is no chance of confusion.
2.2. Semi-invariants for quiver representations. Suppose that V is a β-dimensional representa-
tion. Choose a basis of each of the vector spaces V (x), x ∈ Q0. The matrix of V (a) with respect to
the bases in V (ta) and V (ha) is an element of Matβ(ha),β(ta)(K), where Matp,q(K) denotes the p× q
matrices with entries in K. This way we can associate to V an element of the representation space
Rep(Q, β) :=
∏
a∈Q1
Matβ(ha),β(ta)(K)
The group
GL(Q, β) :=
∏
x∈Q0
GLβ(x)(K)
acts on Rep(Q, β) as follows
{A(x) | x ∈ Q0} · {V (a) | a ∈ Q1} := {A(ha)V (a)A(ta)
−1 | a ∈ Q1},
for {A(x) | x ∈ Q0} ∈ GL(Q, β) and {V (a) | a ∈ Q1} ∈ Rep(Q, β). The action of GL(Q, β) on
Rep(Q, β) corresponds to base changes in each of the vector spaces V (x) ∼= Kβ(x), x ∈ Q0. The orbits
of GL(Q, β) in Rep(Q, β) correspond to the isomorphism classes of β-dimensional representations of
Q.
Define SL(Q, β) ⊆ GL(Q, β) by
SL(Q, β) =
∏
x∈Q0
SLβ(x)(K).
We are interested in the rings of semi-invariants
SI(Q, β) = K[Rep(Q, β)]SL(Q,β).
The ring SI(Q, β) has a weight space decomposition
SI(Q, β) =
⊕
σ
SI(Q, β)σ
where σ runs through the multiplicative characters of GL(Q, β) and
SI(Q, β)σ = {f ∈ K[Rep(Q, β)] | g(f) = σ(g)f ∀g ∈ GL(Q, β)}.
Any character or weight of GL(Q, β) has the form
(7) {A(x) | x ∈ Q0} 7→
∏
x∈Q0
(detA(x))σ(x)
with σ(x) ∈ Z for all x ∈ Q0. This way, the multiplicative character (7) of GL(Q, β) can be identified
with σ ∈ Γ := ZQ0 .
If α ∈ Γ then we define
σ(α) =
∑
x∈Q0
σ(x)α(x).
We will identify the set of weights with Γ⋆ = HomZ(Γ,Z) ∼= ZQ0 . Note that Γ⋆ and Γ are canonically
isomorphic, but we still would like to distinguish between them.
Let us choose the dimension vectors α, β ∈ NQ0 such that 〈α, β〉 = 0. If V ∈ Rep(Q,α) and
W ∈ Rep(Q, β), then the matrix of dVW in (4) is a square matrix. Following [38] we define the
semi-invariant
c(V,W ) := det dVW
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of the action of GL(Q,α)×GL(Q, β) on Rep(Q,α)×Rep(Q, β). For a fixed V the restriction of c to
{V } ×Rep(Q, β) defines a semi-invariant cV in SI(Q, β). Schofield proved ([38, Lemma 1.4]) that the
weight of cV equals 〈α, ·〉. Note that 〈α, ·〉 can be viewed as an element in Γ⋆. Similarly, for a fixed
W the restriction of c to Rep(Q,α) × {W} defines a semi-invariant cW in SI(Q,α) of weight −〈·, β〉
([38, Lemma 1.4]).
Lemma 2.2 (Lemma 1 of [13]). Suppose that
0→ V1 → V → V2 → 0
is an exact sequence of representations of Q and 〈dimV1, β〉 = 〈dimV2, β〉 = 0, then as a function on
Rep(Q, β), cV is, up to a scalar, equal to cV1 · cV2 .
Theorem 2.3 (Theorem 1 of [13]). The ring SI(Q, β) is spanned by semi-invariants of the form cV for
which 〈dimV, β〉 = 0. It is also spanned by semi-invariants of the form cW for which 〈β, dimW 〉 = 0.
For a more general statement for quivers with oriented cycles, see [15, 41].
Remark 2.4. If 〈dim V, dimW 〉 = 0 then we have c(V,W ) = cV (W ) = cW (V ) = 0 if and only if
HomQ(V,W ) 6= 0 which is equivalent to ExtQ(V,W ) 6= 0 by Lemma 2.1.
It was also shown in [13] that
dimSI(Q, β)〈α,·〉 = dimSI(Q,α)−〈·,β〉.
Definition 2.5. For dimension vectors α, β with 〈α, β〉 = 0 we define
(α ◦ β)Q := dimSI(Q, β)〈α,·〉 = dimSI(Q,α)−〈·,β〉.
Again, we will drop the subscript Q most of the time and write α ◦ β instead of (α ◦ β)Q.
2.3. Representations in general position. A representation V is called indecomposable if it is not
isomorphic to the direct sum of two nonzero representations. The set of dimension vectors α for which
there exists an α-dimensional indecomposable representation can be identified with the set of positive
roots for the Kac-Moody algebra associated with the graph Q (where we forget the orientation).
This was proved in [22]. We will call a dimension vector α a root if there exists an indecomposable
representation of dimension α. Kac proved that 〈α, α〉 ≤ 1 for every root α. If α is a root, then we
will call α real if 〈α, α〉 = 1 and imaginary if 〈α, α〉 ≤ 0. We call α isotropic if 〈α, α〉 = 0.
A representation V is called a Schur representation (or a brick) if HomQ(V, V ) ∼= K. Note that
every Schur representation must be indecomposable. If Rep(Q,α) contains a Schur representation,
then α is called a Schur root.
A representation V is called in general position of dimension α if V ∈ Rep(Q,α) lies in a sufficiently
small Zariski open subset (“sufficient” here depends on the context). Suppose that α is a Schur root.
Since V 7→ dimHomQ(V, V ) depends upper semi-continuously on V ∈ Rep(Q,α), its minimal value 1
is attained on some open dense subset U ⊆ Rep(Q,α). This shows that a general representation of
Rep(Q,α) is indecomposable. Conversely, if a general representation of dimension α is indecomposable,
then α must be a Schur root (see [23, Proposition 1]).
We define
homQ(α, β) = min{dimHomQ(V,W ) | V ∈ Rep(Q,α),W ∈ Rep(Q, β)},
where min denotes the minimum. The function (V,W ) 7→ dimHomQ(V,W ) is upper semi-continuous,
so dimHomQ(V,W ) = homQ(α, β) if (V,W ) ∈ Rep(Q,α)×Rep(Q, β) is in general position (see [39]).
Similarly, we define
extQ(α, β) = min{dimExtQ(V,W ) | V ∈ Rep(Q,α),W ∈ Rep(Q, β)}.
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We will drop the subscript and write hom(α, β) and ext(α, β) if there is no confusion. From (5) follows
that
(8) 〈α, β〉 = hom(α, β) − ext(α, β).
Definition 2.6. If homQ(α, β) = extQ(α, β) = 0, then we write α ⊥ β and we will say that α is left
perpendicular to β.
By Remark 2.4 we have α ⊥ β if and only if α ◦ β 6= 0. Following Schofield, we write α →֒ β if a
general representation of dimension β contains a subrepresentation of dimension α. We write α։ β
if a general representation of dimension α has a factor of dimension β. The proof of the following
Theorem can be found in [39] for a base field of characteristic 0. For a proof that also works in positive
characteristic, see [10].
Theorem 2.7 (Theorem 3.3 of [39]). We have
α →֒ α+ β ⇔ extQ(α, β) = 0 (⇔ α+ β ։ β).
Definition 2.8. For a dimension vector β, we define
Σ(Q, β) = {σ ∈ Γ⋆ | SI(Q, β)σ 6= 0}.
Theorem 2.9 (see [13]). We have
Σ(Q, β) = {σ ∈ Γ⋆ | σ(β) = 0 and σ(γ) ≤ 0 for all γ →֒ β}.
For some γ →֒ β, the inequality σ(γ) ≤ 0 can be omitted because it follows from the other
inequalities. Later, we will describe a minimal list of inequalities for Σ(Q, β).
Theorem 2.10 (see [16]). Suppose that α, β are dimension vectors satisfying hom(α, β) = ext(α, β) =
0. Then a general representation of dimension α+β has exactly α◦β subrepresentations of dimension
α.
Lemma 2.11. Under the assumptions of Theorem 2.9, if V ∈ Rep(Q,α + β) is arbitrary such that
V has exactly r subrepresentations, where r is finite, then r ≤ α ◦ β.
Proof. Schofield constructs a variety Z := R(Q,α ⊂ α + β) (see [39]) and a projective morphism
p : Z → Rep(Q,α+ β) such that the fiber p−1(V ) of V ∈ Rep(Q,α+ β) can be identified with the set
of all subrepresentations of V . Let U ⊆ Rep(Q,α+ β) be the set of all V ∈ Rep(Q,α+ β) such that
the fiber p−1(V ) is finite. Because p is projective it follows by the semi-continuity of the dimension
of a fiber that U is open. Let us restrict p to p−1(U) → U . Now p : p−1(U) → U is a projective,
quasi-finite map, hence it is finite. It follows that all fibers have the same cardinality if counted with
multiplicity. It was shown in [10] that a general fiber of p is reduced (this is not immediately clear
in positive characteristic). Therefore, a general fiber is, set-theoretically, the largest among all fibers
p−1(V ), V ∈ U .

2.4. The canonical decomposition. Following Kac, we make the following definition.
Definition 2.12 (Section 4 of [23]). We call
α = α1 ⊕ α2 ⊕ · · · ⊕ αs
the canonical decomposition of α if a general representation of dimension α decomposes into indecom-
posable representations of dimensions α1, α2, . . . , αs.
For more details on the canonical decomposition, see [23, 14].
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Theorem 2.13 (Proposition 3 of [23]). The expression
α = α1 ⊕ α2 ⊕ · · · ⊕ αs
is the canonical decomposition if and only if α1, . . . , αs are Schur roots, and ext(αi, αj) = 0 for all
i 6= j.
Theorem 2.14 (Theorem 3.8 of [39]). Suppose that α has the canonical decomposition
α1 ⊕ α2 ⊕ · · · ⊕ αs
and p ∈ N. Then the canonical decomposition of pα is
[pα1]⊕ [pα2]⊕ · · · ⊕ [pαs],
where
[pβ] =


β⊕p := β ⊕ · · · ⊕ β︸ ︷︷ ︸
p
if β is a real or isotropic Schur root;
pβ if β is a non-isotropic imaginary Schur root.
Lemma 2.15 (Lemma 5.2 of [40]). Suppose that
α = α⊕r11 ⊕ α
⊕r2
2 ⊕ · · · ⊕ α
⊕rs
s
is the canonical decomposition of α, where α1, α2, . . . , αs are distinct dimension vectors and r1, . . . , rs
are positive integers. Then we may assume, after rearranging α1, . . . , αs, that homQ(αi, αj) = 0 for
all i < j.
In [14] an efficient algorithm was given to compute the canonical decomposition of a given dimension
vector. A similar recursive procedure was given in in [40]. Lemma 2.15 follows immediately from the
correctness of the algorithm in [14], because the output of the algorithm has the desired property.
For a representation V ∈ Rep(Q,α), we have
(9) 〈α, α〉 =
∑
x∈Q0
α(x)2 −
∑
a∈Q1
α(ta)α(ha) = dimGL(Q,α)− dimRep(Q,α).
On the other hand,
(10) dimGL(Q,α) = dimGL(Q,α)V + dimGL(Q,α) · V
where GL(Q,α)V is the stabilizer of V and GL(Q,α) · V is the orbit of V . Because GL(Q,α)V is
equal to the invertible elements of HomQ(V, V ), it follows from (6) that
(11) dimGL(Q,α)V = dimHomQ(V, V ) = 〈α, α〉 + dimExtQ(V, V ).
Adding (9), (10) and (11) yields
(12) dimRep(Q,α)− dimGL(Q,α) · V = dimExt(V, V )
(see also [23, Lemma 4] and [35]). In other words, dimExtQ(V, V ) is the codimension of the orbit of
V in Rep(Q,α).
Definition 2.16. If Rep(Q,α) contains a dense GL(Q,α)-orbit, then α is called a prehomogeneous
dimension vector.
From (12) follows that α is prehomogeneous if and only if there exists a representation V ∈
Rep(Q,α) satisfying ExtQ(V, V ) = 0.
Let us prove the following known fact.
Lemma 2.17. If α is a real Schur root, then α is prehomogeneous.
Proof. Suppose that α is a real Schur root and V ∈ Rep(Q,α) is a Schur representation. From
〈α, α〉 = 1 and dimHomQ(V, V ) = 1 follows that dimExtQ(V, V ) = 0 by (5) and (6). 
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Theorem 2.18 (See Proposition 4 in [23]). Suppose that
α = α1 ⊕ α2 ⊕ · · · ⊕ αs
is the canonical decomposition of α. Then α is prehomogeneous if and only of α1, . . . , αs are real
Schur roots.
2.5. The combinatorics of dimension vectors. We point out that many of the notions we just
introduced can be defined combinatorially. For example the quantity ext(α, β) can be, in principle,
computed using a recursive procedure using the following result.
Theorem 2.19 (Theorem 5.4 of [39]). We have
ext(α, β) = max{−〈α′, β′〉 | α′ →֒ α, β ։ β′} =
= max{−〈α, β′〉 | β ։ β′} = max{−〈α′, β〉 | α′ →֒ α}.
By Theorem 2.7, the conditions α′ →֒ α and β ։ β′ can be verified by computing ext-numbers for
smaller dimension vectors.
Using (8) we can also compute hom(α, β) recursively.
Corollary 2.20. The numbers hom(α, β), ext(α, β) do not depend on the base field K.
Proposition 2.21. (see [16]) The numbers α ◦ β do not depend on the base field K.
The numbers α ◦ β can be computed either in terms of Schur functors, or equivalently, in terms
of Schubert calculus. This way, α ◦ β can be expressed as a (perhaps large) sum of products of
Littlewood-Richardson coefficients. See [16] for more details.
The following definition will be important later.
Definition 2.22. Suppose that α, β ∈ NQ0 . We say that two dimension vectors α, β are strongly
perpendicular if
α ◦ β = 1
We will denote this by α ⊥⊥ β.
We have
α ⊥⊥ β ⇒ α ⊥ β ⇒ 〈α, β〉 = 0,
and none of the implications can be reversed. The following result will be crucial for this paper.
Theorem 2.23 (Generalized Fulton Conjecture, Belkale, see the Appendix). If α ◦ β = 1, then
pα ◦ qβ = 1
for all p, q ∈ N.
Remark 2.24. Theorem 2.23 can be thought of as a generalization of Fulton’s Conjecture (Theo-
rem 1.6). For partitions λ, µ, ν one can construct a quiver Q and dimension vectors α, β such that
α ◦ β = cνλ,µ, and α ◦ (nβ) = c
nν
nλ,nµ. We will explain this in more detail in Section 7.
A dimension vector α is a Schur root if and only if there exist no nonzero dimension vectors β, γ
with α = β + γ and ext(β, γ) = ext(γ, β) = 0. Therefore, the set of Schur roots does not depend on
the base field.
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2.6. Perpendicular categories.
Definition 2.25. A representation V is called exceptional if HomQ(V, V ) ∼= K and ExtQ(V, V ) = 0.
If V ∈ Rep(Q,α) is exceptional, then V is a Schur representation and α is a Schur root. Moreover,
〈α, α〉 = dimHomQ(V, V )− dimExtQ(V, V ) = 1− 0 = 1,
so α is a real Schur root. Conversely, if α is a real Schur root, then there exists a Schur representation
V ∈ Rep(Q,α). From
1 = 〈α, α〉 = dimHomQ(V, V )− dimExtQ(V, V ) = 1− dimExtQ(V, V )
follows that ExtQ(V, V ) = 0. This means that the orbit GL(Q,α) ·V is open and dense in Rep(Q,α).
Therefore, a general representation of dimension α is isomorphic to V . This shows that there is a
natural bijection between real Schur roots and exceptional representations.
Definition 2.26. Suppose that V is an exceptional representation. The right perpendicular cat-
egory V ⊥ is the full subcategory of RepK(Q) whose objects are all representations W such that
HomQ(V,W ) = ExtQ(V,W ) = 0. Similarly, we define the left perpendicular category
⊥V . as the
full subcategory of RepK(Q) whose objects are all representations W for which HomQ(W,V ) =
ExtQ(W,V ) = 0.
Note that if V ⊥ W then dimV ⊥ dimW (see Definition 2.6). Conversely, if α, β are dimension
vectors with α ⊥ β then there exist V ∈ Rep(Q,α) and W ∈ Rep(Q, β) with V ⊥W .
The subcategory V ⊥ (respectively ⊥V ) are closed under taking kernels, cokernels, direct sums,
images and extensions.
Theorem 2.27 (Theorem 2.2 of [38]). Suppose that V is a sincere representation, i.e., V (x) 6= 0 for
all x ∈ Q0. Then the categories V
⊥ and ⊥V are equivalent.
The equivalence in the Theorem is given by the Auslander-Reiten transform. If W is an object of
⊥V , then W does not contain any projective summands. Then one can define the Auslander-Reiten
translate τ(W ) of W . From Auslander-Reiten duality (see properties (5), (6), (7) on pages 75–76
in [36]) follows that τ(W ) lies in the right perpendicular category. The Auslander-Reiten transform
induces an equivalence of categories.
Theorem 2.28 (Theorem 2.3 of [38]). Suppose that V is an exceptional representation of a quiver Q
without oriented cycles and with n = #Q0 vertices. Then V
⊥ (resp. ⊥V ) is equivalent to RepK(Q
′)
where Q′ is a quiver without oriented cycles such that #Q′0 = n− 1.
Suppose we are in the situation of Theorem 2.28. The category V ⊥ ∼= RepK(Q
′) has exactly
n − 1 simple objects, say E1, E2, . . . , En−1. Now Q′ is the graph with vertices 1, 2, . . . , n − 1 and
ri,j := dimExtQ′(Ei, Ej) arrows from i to j for all i, j. We have
HomQ′(Ei, Ei) ∼= HomQ(Ei, Ei) ∼= K
for all i. This shows that E1, . . . , En−1 are Schur representations. The category V
⊥ is closed under
extensions, so every nontrivial extension of Ei with itself in the category Rep(Q) would yield a
nontrivial extension of Ei with itself in the category Rep(Q
′). Since ExtQ′(Ei, Ei) = 0, we have
ExtQ(Ei, Ei) = 0. Therefore, E1, . . . , En−1 are exceptional representations for Q. Let W be an
object of V ⊥ ∼= RepK(Q
′). Suppose that, as a representation of Q′, its dimension vector is α′ =
(α′1, . . . , α
′
n−1). Then W can be build up from extensions using α
′
i copies of Ei for i = 1, 2, . . . , n− 1.
This shows that the dimension vector of W , as a representation of Q is equal to
α :=
n−1∑
i=1
α′iεi
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where εi = dimQEi, the dimension vector of Ei seen as a representation of Q. Let us define
I : NQ
′
0 ∼= Nn−1 → NQ0
by
I(β1, . . . , βn−1) =
n−1∑
i=1
βiεi.
So if W is a representation of Q′ of dimension β, then W , viewed as a representation of Q, has
dimension I(β).
If W and Z are representations of Q′, then
HomQ(W,Z) ∼= HomQ′(W,Z)
because RepK(Q
′) is a full subcategory of RepK(Q). Since V
⊥ is closed under extensions, we also
have
ExtQ(W,Z) ∼= ExtQ′(W,Z).
From this follows that
(13) homQ′(β, γ) = homQ(I(β), I(γ))
and
(14) extQ′(β, γ) = extQ(I(β), I(γ)).
Now we also get
(15) 〈β, γ〉Q′ = homQ′(β, γ)− extQ′(β, γ) =
= homQ(I(β), I(γ)) − extQ(I(β), I(γ)) = 〈I(β), I(γ)〉Q.
Lemma 2.29. Suppose that β ∈ NQ
′
0 . Then β is a Schur root (for Q′) if and only if I(β) is a Schur
root (for Q).
Proof. If W is a Schur representation of dimension β for the quiver Q′, then W is also a Schur
representation of dimension I(β) as a representation of Q.
Conversely, suppose that I(β) is a Schur root. Then a general representation of dimension I(β)
is a Schur representation. Since there exists a representation of dimension I(β) in V ⊥, we have
that a general representation of dimension I(β) lies in V ⊥ (because V 7→ dimHomQ(V,W ) and
V 7→ dimExtQ(V,W ) are upper semi-continuous). A general representation of dimension I(β), can
be seen as a β-dimensional Schur representation for Q′. 
Theorem 2.30. If β, γ ∈ NQ
′
0 and β ⊥ γ, then
(I(β) ◦ I(γ))Q = (β ◦ γ)Q′ .
Proof. Choose W ∈ Rep(Q′, β + γ) in general position. So W has (β ◦ γ)Q′ subrepresentations of
dimension β. These subrepresentations correspond to I(β)-dimensional subrepresentations ofW , seen
as representations of Q. Suppose that Z is an I(β)-dimensional subrepresentation of W . Since Z
is a subrepresentation of W , HomQ(V,W ) = 0 implies HomQ(V, Z) = 0. Since 〈β, γ〉 = 0 we get
ExtQ(V, Z) = 0 as well. This implies that Z lies in V
⊥, so Z may be viewed as a representation of
Q′. As a representation of Q, W has exactly (β ◦ γ)Q′ subrepresentations. By Lemma 2.11 we obtain
(I(β) ◦ I(γ))Q ≥ (β ◦ γ)Q′ .
ChooseW ∈ Rep(Q, I(β)+ I(γ)) in general position. Then W has exactly (I(β)◦ I(γ))Q subrepre-
sentations of dimension I(β). We have HomQ(V,W ) = ExtQ(V,W ) = 0 (by semicontinuity) so W lies
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in V ⊥. We may viewW as a representation ofQ′ of dimension β+γ. Again, the I(β)-dimensional sub-
representations of W , seen as a representation of Q are exactly the β-dimensional subrepresentations
of W , seen as a representation of Q′. So as a representation of Q′, W has exactly
(I(β) ◦ I(γ))Q
subrepresentations of dimension β. Again, Lemma 2.11 implies that
(I(β) ◦ I(γ))Q ≤ (β ◦ γ)Q′ .
We conclude that
(I(β) ◦ I(γ))Q = (β ◦ γ)Q′

2.7. Exceptional Sequences. We will introduce exceptional sequences and their basic properties.
For more details, see [9, 37].
Definition 2.31. An exceptional sequence is a sequence E1, . . . , Er of exceptional representations
such that Ei ⊥ Ej for i < j.
Define εi := dimEi for all i. The matrix (〈εi, εj〉)i,j is lower triangular with 1’s on the diagonal,
and is therefore invertible. It follows that ε1, . . . , εr are linearly independent, hence r ≤ n := #Q0.
Definition 2.32. An exceptional sequence E1, . . . , Er is called maximal or complete if r = n.
Lemma 2.33 (Lemma 1 of [9]). If E1, E2, . . . , Ei, Ej , Ej+1, . . . , En is an exceptional sequence (i < j)
then there exist Ei+1, . . . , Ej−1 such that E1, E2, . . . , En is an exceptional sequence.
In particular, every exceptional sequence E1, . . . , Er can be extended to a maximal exceptional
sequence E1, . . . , En. To see this, consider the full subcategory of all representations V such that
Ei ⊥ V for i = 1, 2, . . . , r.
Let us denote this category by
E⊥1 ∩E
⊥
2 ∩ · · · ∩ E
⊥
r
or simply E⊥ where E = (E1, . . . , Er). Using Theorem 2.28 and induction on r we see that this
category E⊥ is equivalent to the category of representations Rep(Q′) of a quiver Q′ with n−r vertices
and with no oriented cycles. Let Er+1, . . . , En be the simple representations (pairwise non-isomorphic)
in E⊥ corresponding to the n−r vertices of Q′. We can order Er+1, . . . , En in such way that Ej ⊥ Ek
for all j, k with r+1 ≤ j < k ≤ n, because Q′ has no oriented cycles. Then E1, . . . , En is a (maximal)
exceptional sequence. Lemma 2.33 is proved in a similar fashion (see [9]).
Definition 2.34. If E1, E2, . . . , Er is an exceptional sequence, then we define C(E1, . . . , Er) as the
full subcategory of Rep(Q) which contains E1, . . . , Er and is closed under extensions, kernels of epi-
morphisms, and cokernels of monomorphisms.
Lemma 2.35 (Lemma 4 of [9]). If E1, . . . , En is a maximal exceptional sequence, then C(E1, . . . , Er)
is equivalent to the category
⊥Er+1 ∩ · · · ∩
⊥En =
⊥F
where F = (Er+1, . . . , En).
Lemma 2.36. Suppose that E1, E2, . . . , Er is an exceptional sequence, and HomQ(Ei, Ej) = 0 for all
i 6= j. Then E1, . . . , Er are exactly all simple objects in C(E1, E2, . . . , Er).
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Proof. Let D(E1, E2, . . . , Er) be the the smallest full subcategory of Rep(Q) which contains E1, . . . , Er
and which is closed under extensions. The objects of D(E1, . . . , Er) are all representations which allow
a filtration such that each factor is isomorphic to one of the representations E1, . . . , Er. We claim that
D(E1, . . . , Er) = C(E1, . . . , Er). To show this, it suffices to show that the category D(E1, . . . , Er) is
closed under taking kernels of epimorphisms and taking cokernels of monomorphisms. We will show
that D(E1, . . . , Er) is closed under taking cokernels of monomorphisms. Dualizing the arguments one
can then show that D(E1, . . . , Er) is also closed under taking kernels of epimorphisms. Suppose that
φ : V →W is a monomorphism and V,W are objects of D(E1, . . . , Er). We have filtrations
V = F 0(V ) ⊃ F 1(V ) ⊃ · · · ⊃ F s(V ) = {0}
W = F 0(W ) ⊃ F 1(W ) ⊃ · · · ⊃ F t(W ) = {0}
such that all quotients F i(V )/F i+1(V ), F i(W )/F i+1(W ) are isomorphic to one of the representations
E1, . . . , Er.
The case s = 0 is trivial. Suppose that s = 1. Then we have that V = F 0(V ) is isomorphic to one
of the representations E1, . . . , Er. We prove the statement by induction on t. If t = 1, then φ must
be an isomorphism because V and W are simple. So V/W = 0 and we are done. Suppose that t > 0.
Let ψ be the composition V →W →W/F 1(W ). Suppose that ψ = 0. Then V is a subrepresentation
of F 1(W ) By induction F 1(W )/V is an object of D(E1, . . . , Er), and W/F
1(W ) is also an object of
D(E1, . . . , Er). From the exact sequence
0→ F 1(W )/V → W/V →W/F 1(W )→ 0
follows that W/V is an object of D(E1, . . . , Er).
Suppose that ψ 6= 0. Both V and W/F 1(W ) are isomorphic to one of the E1, . . . , Er. Because
V and W/F 1(W ) are simple, they are isomorphic to each other and to Ei for some i. Since Ei is
exceptional and ψ is nonzero, we must have that ψ is an isomorphism. It follows that V +F 1(W ) = W
and V ∩ F 1(W ) = 0. But then
F 1(W ) = F 1(W )/(V ∩ F 1(W )) ∼= (F 1(W ) + V )/V = W/V
This shows that W/V is an object of D(E1, . . . , Er). We have proved the case s = 1.
Suppose now that s > 1. We will prove the theorem by induction on s. By the above, we now that
W/F s−1(V ) and V/F s−1(V ) are objects of D(E1, . . . , Er). From induction and the exact sequence
0→ V/F s−1(V )→W/F s−1(V )→W/V → 0
we conclude that W/V also is an object of D(E1, . . . , Er). We have proved that D(E1, . . . , Er) =
C(E1, . . . , Er).
Since every object in D(E1, . . . , Er) = C(E1, . . . , Er) has a subobject isomorphic to one of the
representations E1, . . . , Er, the only possible simple objects of C(E1, . . . , Er) are E1, . . . , Er. It is also
easy to see that each Ei is simple. Indeed, if W is a proper subrepresentation of Ei, then W has a
proper subrepresentation isomorphic to Ek for some k 6= i. But then Ek is a proper subrepresentation
of Ei which contradicts the assumption that HomQ(Ek, Ei) = 0.

As we have noted before, there is a bijection between real Schur roots and exceptional represen-
tations. Suppose that E1, . . . , Er are exceptional representations and let εi := dimEi. We have seen
that the orbit of Ei in Rep(Q, εi) is dense. From this follows that
dimHomQ(Ei, Ej) = homQ(εi, εj)
and
dimExtQ(Ei, Ej) = extQ(εi, εj)
for all i, j. This allows us to give a more combinatorial definition of an exceptional sequence.
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Definition 2.37. A sequence of dimension vectors ε1, . . . , εr is called an exceptional sequence if
ε1, . . . , εr are real Schur roots, and εi ⊥ εj for all i < j.
So if E1, . . . , Er is an exceptional sequence of quiver representations, then ε1, . . . , εr is an exceptional
sequence of dimension vectors, where εi = dimEi for all i. Conversely, suppose that ε1, . . . , εr is an
exceptional sequence of dimension vector. Since εi is a real Schur root, the exists a unique dense orbit
in Rep(Q, εi). Let Ei be a representation that lies in that orbit (Ei is unique op to isomorphism).
Then E1, . . . , Er is an exceptional sequence of representations.
Theorem 2.38 (Theorem 4.1 of [39]). Suppose that α, β are Schur roots such that ext(α, β) = 0.
Then hom(β, α) = 0 or ext(β, α) = 0. Moreover, if both α and β are imaginary, then hom(β, α) = 0.
Theorem 2.39 (Embedding Theorem). Suppose that ε1, . . . , εr is an exceptional sequence for the
quiver Q (without orientations). Suppose that 〈εi, εj〉 ≤ 0 for all i > j. We define a quiver Q′ with
vertices Q′0 = {1, 2, . . . , r}. We draw −〈εi, εj〉 arrows from i to j for all i > j. We define
I : NQ
′
0 ∼= Nr → NQ0
by
I(β1, . . . , βr) =
r∑
i=1
βiεi
for all β = (β1, . . . , βr) ∈ NQ
′
0 ∼= Nr.
(a) For all β, γ ∈ NQ
′
0 we have
homQ(I(β), I(γ)) = homQ′(β, γ),
extQ(I(β), I(γ)) = extQ′(β, γ),
〈I(β), I(γ)〉Q = 〈β, γ〉Q′ .
(b) The dimension vector β is a Schur root (for Q′) if and only if I(β) is a Schur root (for Q).
(c) For all β, γ ∈ NQ
′
0 with β ⊥ γ we have
(I(β) ◦ I(γ))Q = (β ◦ γ)Q′
Proof. Let Ei be a representation corresponding to the dense orbit in Rep(Q, εi). Then E1, E2, . . . , Er
is an exceptional sequence. For i > j we have
〈εi, εj〉 = hom(εi, εj)− ext(εi, εj) ≤ 0
Since hom(εi, εj) = 0 or ext(εi, εj) = 0 by Theorem 2.38, we must have hom(εi, εj) = 0. It follows
that HomQ(Ei, Ej) = 0 for i > j. From Lemma 2.36 we see that E1, E2, . . . , Er are exactly all simple
objects in C(E1, . . . , Er). We can extend E1, . . . , Er to a maximal exceptional sequence E1, E2, . . . , En
using Lemma 2.33. Now, we have equality
C(E1, . . . , Er) =
⊥Er+1 ∩ · · · ∩
⊥En
by Lemma 2.35.
Suppose that r = n − 1. Then we are exactly in the situation of Theorem 2.28. We note that
the definition of the quiver Q′ and the map I coincide with the definitions in the discussion after
Theorem 2.28. In particular, we get (see (13), (14), (15))
homQ′(β, γ) = homQ(I(β), I(γ))
extQ′(β, γ) = extQ(I(β), I(γ)).
and
〈β, γ〉Q′ = 〈I(β), I(γ)〉Q.
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Lemma 2.29 implies that β ∈ NQ
′
0 is a Schur root if and only if I(β) is a Schur root. Finally,
Theorem 2.30 implies that
(β ◦ γ)Q′ = (I(β) ◦ I(γ))Q.
If r < n, the theorem can be proved in a similar way, using induction on n− r. 
Theorem 2.39 allows us to “embed” the combinators of a quiver Q′ into the combinators of another
quiver Q, using exceptional sequences. This is a very useful tool. Of course, we would like to be able
to construct such exceptional sequences. Crawley-Boevey defined an action of the braid group on the
set of all maximal exceptional sequences and he proved that this action is transitive (see [9]).
So let us assume that Q is a quiver without orientations and n vertices. Assume that the vertices
are labeled by 1, 2, . . . , n. Since there are no oriented cycles, we can arrange the vertices in such way
that for every arrow i→ j in the quiver we have i > j. If Si is the simple representation corresponding
to the vertex i, then S1, S2, . . . , Sn is a maximal exceptional sequence.
The braid group Bn is the group given by generators s1, s2, . . . , sn−1 and relations
sisj = sjsi, if |i− j| ≥ 2 and
sisi+1si = si+1sisi+1
for i = 1, 2, . . . , n − 2. Let EQ be the set of all maximal exceptional sequences for Q. We will define
the action of Bn on EQ as follows. Suppose that E1, E2, . . . , En is a maximal exceptional sequence.
Let ε1, ε2, . . . , εn be their dimension vectors. Then we define
si(E1, E2, . . . , En) = (E1, . . . , Ei−1, E
′
i+1, Ei, Ei+2, . . . , En)
where E′i+1 is the unique simple object in
⊥Ei within the subcategory C(Ei, Ei+1). Let ε′i+1 be the
dimension vector of E′i+1. From Lemma 2.35 follows that C(Ei, Ei+1) = C(E
′
i+1, Ei). Therefore, we
have
Zεi + Zεi+1 = Zεi + Zε
′
i+1.
It follows that ε′i+1 = εi+1 + kεi or ε
′
i+1 = −εi+1 + kεi for some k ∈ Z. We know that 〈ε
′
i+1, εi〉 = 0.
There can only be two possibilities, namely
ε′i+1 ∈ {εi+1 − 〈εi+1, εi〉εi,−(εi+1 − 〈εi+1, εi〉εi)}.
This uniquely determines ε′i+1 because only one of two vectors on the right can lie in N
Q0 .
We also define
s−1i (E1, E2, . . . , En) = (E1, . . . , Ei−1, Ei+1, E
′
i, Ei+2, . . . , En)
where E′i is the unique simple object in E
⊥
i+1 within the subcategory C(Ei, Ei+1). Let ε
′
i = dimE
′
i.
One can prove that
ε′i ∈ {εi − 〈εi, εi+1〉εi+1,−(εi − 〈εi, εi+1〉εi+1)}.
One can show that this gives a well-defined action of the braid group Bn on the set EQ of maximal
exceptional sequences.
Theorem 2.40 ([9]). The action of Bn on EQ is transitive.
2.8. Stability and GIT-quotients. King studied in [24] moduli spaces for representations of quivers
(and more generally, finite dimensional algebras). Here we will study the moduli space of a quiver
Q without oriented cycles. Suppose that σ ∈ Γ⋆ is a weight. A representation V ∈ Rep(Q,α) is
called σ-semi-stable if there exists a positive integer m and a semi-invariant f ∈ SI(Q,α)mσ such that
f(V ) 6= 0. King gave the following nice characterization of σ-stable and σ-semi-stable representations.
Theorem 2.41 (Proposition 3.1 of [24]).
(1) A representation V is σ-semi-stable if σ(dim V ) = 0 and σ(dimW ) ≤ 0 for all subrepresenta-
tions W ⊆ V .
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(2) representation V is σ-stable if σ(dim V ) = 0 and σ(dimW ) < 0 for all nonzero, proper
subrepresentations W ⊂ V .
In King’s setup the inequalities go the other way. His convention for writing weights are opposite
to ours.
Example 2.42. Suppose that σ = 0. Then a representation is σ-stable if and only if it is simple.
Every representation is σ-semi-stable.
In general, σ-stable representations are indecomposable. Indeed, if V = V1 ⊕ V2 for some non-
trivial representations V1 and V2, then 0 = σ(dim V ) = σ(dim V1) + σ(dim V2), so σ(dim V1) ≤ 0
or σ(dim V2) ≤ 0. If d is a positive integer, then a representation V is σ-stable if and only if it is
(dσ)-stable. The set of σ-semi-stable representations in Rep(Q,α) is denoted by Rep(Q,α)ssσ . We will
assume that Rep(Q,α)ssσ is nonempty. In other words SI(Q,α)nσ 6= 0 for some positive integer n.
Recall that σ defines a character GL(Q,α)→ K⋆. Let GL(Q,α)σ be the kernel of this character.
Lemma 2.43. Suppose that σ is not divisible by the characteristic of K. The invariant ring of
K[Rep(Q,α)] with respect to GL(Q,α)σ is equal to
K[Rep(Q,α)]GL(Q,α)σ =
⊕
n≥0
SI(Q,α)nσ.
Proof. The inequality ⊇ is easy to see. We will prove ⊆. Suppose that f ∈ K[Rep(Q,α)]GL(Q,α)σ .
Then in particular
f ∈ SI(Q,α) =
⊕
τ∈Γ⋆
SI(Q,α)τ .
Write f =
∑
τ fτ with fτ ∈ SI(Q,α)τ for all τ ∈ Γ
⋆. Suppose that fη 6= 0. If η is not an integer
multiple of σ, then there exists an A ∈ GL(Q,α)σ such that η(A) 6= 1. But then∑
τ
fτ = f = A · f =
∑
τ
A · fτ =
∑
τ
τ(A)fτ
so fη = η(A)fη and fη = 0. So fη = 0 unless η is an integer multiple of σ. This shows that
f ∈
⊕
n∈Z SI(Q,α)nσ. We have assumed that there exists a nonzero t ∈ SI(Q,α)σ 6= 0 for some
positive n. This implies that SI(Q,α)−mσ = 0 for all m > 0, for if u ∈ SI(Q,α)−mσ then untm ∈
K[Rep(Q,α)]GL(Q,α) = K and u must be constant. But the only constant function in SI(Q,α)−mσ is
0. 
Let X = Spec(R) be the affine variety corresponding to the ring
R = K[Rep(Q,α)]GL(Q,α)σ =
⊕
n∈N
SI(Q,α)nσ.
(Here Spec denotes the spectrum of maximal ideals.) The inclusion R ⊆ K[Rep(Q,α)] corresponds
to a a morphism
ψ : Rep(Q,α)։ X
This morphism is an affine quotient with respect to a reductive group. Such a quotient map is known
to be surjective. Note that ψ−1(0) is exactly the complement of Rep(Q,α)ssσ in Rep(Q,α). Here 0 ∈ X
is the point corresponding to the homogeneous maximal ideal m =
⊕
n>0 SI(Q,α)nσ. Define
Y = Proj
(⊕
n≥0
SI(Q, σ)nσ
)
.
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There is a natural surjective map X \ {0} → Y . So we have a diagram
Rep(Q,α)ssσ //
&&NN
NN
NN
NN
NN
NN
X \ {0}

Y
The map π : Rep(Q,α)ssσ → Y is a GIT-quotient of Rep(Q,α). Note that this quotient depends on
σ. Again, the quotient π is surjective.
3. Stability
3.1. Harder-Narasimhan and Jordan-Ho¨lder filtrations. The notion of stability was compared
(see [34, Section 3]) to the stability defined through a slope of two additive functions. In the quiver
setting, the set of additive functions on the category can be identified with Γ⋆. Suppose that σ, τ ∈ Γ⋆
and τ(α) > 0 for all nonzero dimension vectors α. The slope of a representation V is defined by
µ(V ) :=
σ(dim V )
τ(dim V )
.
Definition 3.1. A representation V is called (σ : τ)-semi-stable if
µ(W ) ≤ µ(V )
for every proper subrepresentation W ⊆ V . It is called (σ : τ)-stable if
µ(W ) < µ(V )
for every proper subrepresentation W ⊂ V .
Rudakov showed (see [34, Lemma 3.2]) that the order ≺ defined by
V ≺W ⇔ µ(V ) < µ(W )
and equivalence relation defined by
V ≍W ⇔ µ(V ) = µ(W )
defines a stability order in the sense of [34, Section 1].
Remark 3.2. The notions of σ-stability and (σ : τ)-stability are closely related.
Suppose that V is a representation of Q and choose τ such that τ(α) > 0 for every dimension
vector α. For example, define τ(α) :=
∑
x∈Q0
α(x). If V is σ-(semi-)stable, then V is also (σ : τ)-
(semi-)stable.
Also, if V is (σ : τ)-(semi-)stable, and σ(dimV )/τ(dim V ) = a/b where a, b ∈ Z and b is positive,
then V is (bσ − aτ)-(semi-)stable.
Theorems 2 and 3 from [34] give immediately the following results.
Proposition 3.3. With the assumptions of Definition 3.1 we have:
(1) (Harder-Narasimhan filtration) Every object V has a filtration
V = F 0H(V ) ⊃ F
1
H(V ) ⊃ . . . ⊃ F
m
H (V ) ⊃ F
m+1
H (V ) = 0
such that
(a) each factor GiH(V ) = F
i
H(V )/F
i+1
H (V ) is (σ : τ)-semi-stable;
(b)
G0H(V ) ≺ G
1
H(V ) ≺ . . . ≺ G
m
H(V ).
The filtration with properties (a), (b) is unique.
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(2) (Jordan-Ho¨lder filtration) Every (σ : τ)-semi-stable object V has a filtration
V = F 0J (V ) ⊃ F
1
J (V ) ⊃ . . . ⊃ F
m
J (V ) ⊃ F
m+1
J (V ) = 0
such that
(a) each factor GiJ(V ) = F
i
J (V )/F
i+1
J (V ) is (σ : τ)-stable;
(b)
G0J (V ) ≍ G
1
J(V ) ≍ . . . ≍ G
m
J (V ).
The set of factors {GiJ(V )} is uniquely determined by the properties (a), (b).
In part (2), the Jordan-Ho¨lder filtration itself may not be unique.
Proposition 3.4. Suppose that a representation V has the Harder-Narasimhan filtration
V = F 0(V ) ⊃ F 1(V ) ⊃ · · · ⊃ Fm(V ) ⊃ Fm+1(V ) = 0.
If W is a nonzero subrepresentation of V then we have µ(W ) ≤ µ(Fm(V )). If moreover µ(W ) =
µ(Fm(V )), then W ⊆ Fm(V ).
Proof. This follows immediately from Proposition 1.9 and Proposition 1.13 in [34]. 
Remark 3.5. Of course, by taking the Harder-Narasimhan filtration and using a Jordan-Ho¨lder
filtration on each quotient, one obtains a filtration of an object V such that every quotient is (σ : τ)-
stable. Such a filtration we will call a Harder-Narasimhan-Jordan-Ho¨lder filtration or HNJH-filtration
for short.
Lemma 3.6. Let Q be a quiver and α0 = α, α1, α2, . . . , αm, αm+1 = 0 are dimension vectors. The
set of all V ∈ Rep(Q,α) of representations which allow a filtration
V = F 0(V ) ⊃ F 1(V ) ⊃ · · · ⊃ Fm+1(V ) = 0
with dimF i(V ) = αi is Zariski closed.
Proof. The proof goes exactly as in [39, Section 3]. 
The following Lemma follows immediately from the definition of σ-semi-stability.
Lemma 3.7. Suppose that V is a σ-semi-stable representation, and W is a subrepresentation with
σ(dimW ) = 0, then W is σ-semi-stable as well.
Lemma 3.8. Let Q be a quiver and let α0 = α, α1, α2, . . . , αm, αm+1 = 0 be dimension vectors.
(a) Define U = UHN (α0, α1, . . . , αm+1) as the set of all representations V ∈ Rep(Q,α) which
have a Harder-Narasimhan filtration
V = F 0(V ) ⊃ F 1(V ) ⊃ · · · ⊃ Fm+1(V ) = 0
with dimF i(V ) = αi for all i. Then U is locally closed.
(b) Define U = UHNJH(α0, α1, . . . , αm+1) as the set of all representations V ∈ Rep(Q,α) which
have a HNJH-filtration
V = F 0(V ) ⊃ F 1(V ) ⊃ · · · ⊃ Fm+1(V ) = 0
with dimF i(V ) = αi for all i. Then U is locally closed.
Proof. (a) Suppose that U is not locally closed. This means that U \U is not Zariski closed. Now U \U
is contained in the union of all sets of the form UHN (β0, . . . , βr+1). Since there are only finitely many
such sets, we can find β0, β1, . . . , βr+1 such that the Zariski closure of U
′ ∩ (U \ U) is not contained
in U \ U for U ′ = UHN (β0, . . . , βr+1). So we have U ′ ∩ U 6= ∅ and U
′ ∩ U 6= ∅.
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Let V ∈ U ∩ U ′. Since V ∈ U , it has a Harder-Narasimhan filtration
V = F 0H(V ) ⊃ F
1
H(V ) ⊃ . . . ⊃ F
m
H (V ) ⊃ F
m+1
H (V ) = 0
with dimF iH(V ) = αi for all i. Because V ∈ U
′, Lemma 3.6 implies that it also has a filtration
V = F̂ 0(V ) ⊃ F̂ 1(V ) ⊃ . . . ⊃ F̂ r(V ) ⊃ F̂ r+1(V ) = 0
with dim F̂ i(V ) = βi for all i.
Let V ′ ∈ U ∩ U ′. Because V ∈ U ′, it has a Harder-Narasimhan filtration
V ′ = F̂ 0H(V
′) ⊃ F̂ 1H(V
′) ⊃ . . . ⊃ F̂ rH(V
′) ⊃ F̂ r+1H (V
′) = 0
with dim F̂ iH(V
′) = βi. Because V
′ ∈ U , Lemma 3.6 implies that it has a filtration
V ′ = F 0(V ′) ⊃ F 1(V ′) ⊃ . . . ⊃ Fm(V ′) ⊃ Fm+1(V ′) = 0
with dimF i(V ′) = αi for all i.
By induction on i we will prove that F̂ r−i(V ) = Fm−iH (V ) and F
m−i(V ′) = F̂ r−iH (V
′).
We start the induction with the case i = 0. Since F̂ r(V ) is a proper subrepresentation of V ,
Proposition 3.4 implies that µ(βr) ≤ µ(αm). Similarly, because Fm(V ′) is a subrepresentation of V ′,
µ(αm) ≤ µ(βr)
by Proposition 3.4. So we get µ(αm) = µ(βr). Proposition 3.4 shows that F̂
r(V ) ⊆ FmH (V ) and
F̂ rH(V
′) ⊇ Fm(V ′). We obtain βr = αm, F̂ r(V ) = FmN (V ) and F̂
r
H(V
′) = Fm(V ′).
Suppose we already have shown that F̂ r−j(V ) = Fm−jH (V ) and F̂
r−j
H (V
′) = Fm−j(V ′) for all j < i.
Now F̂ r−i(V )/F̂ r−i+1(V ) is a subrepresentation of V/Fm−i+1H (V ) and F
m−i(V ′)/Fm−i+1(V ′) is a
subrepresentation of V ′/F̂ r−i+1H (V
′). Similar reasoning as before shows that
µ(βr−i − βr−i+1) = µ(αm−i − αm−i+1).
It follows that
F̂ r−i(V )/F̂ r−1+1(V ) ⊆ Fm−iH (V )/F
m−i+1
H (V )
and
Fm−i(V ′)/Fm−i+1(V ′) ⊆ F̂ r−iH (V
′)/F̂ r−i+1H (V
′).
We get βr−i − βr−i+1 = αm−i − αm−i+1 and equality in the previous inclusions. We conclude that
βr−i = αm−i, F
m−i
H (V ) = F̂
r−i(V ) and Fm−i(V ′) = F̂ r−iH (V
′).
We have proved by induction that βr−i = αm−i for all i. In particular we get r = m. We have
U = U ′. But then the Zariski closure of
U ′ ∩ (U \ U) = U ∩ (U \ U) = ∅
is contained in U \ U , contrary to our assumptions.
(b) Suppose that U is not locally closed. Then U \U is not Zariski closed. Now U \U is contained in
the union of all UHNJH(β0, . . . , βr+1). Since this is only a finite union, there exist β0, β1, . . . , βr+1 such
that the Zariski closure of U ′ ∩ (U \ U) is not contained in U \ U , where U ′ = UHNJH(β0, . . . , βr+1).
So we have U ′ ∩U 6= ∅ and U ∩U ′ 6= ∅. From (a) follows that elements of U and of U ′ have the same
dimensions in the Harder-Narasimhan filtrations, say
U ⊆ UHN (γ0, γ1, . . . , γt+1) ⊇ U
′.
for some dimension vectors γ0 = α, γ1, . . . , γt+1 = 0. It follows that
{α0, . . . , αm+1} ⊇ {γ0, . . . , γt+1}
and
{β0, . . . , βr+1} ⊇ {γ0, . . . , γt+1}.
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Let V ′ ∈ U ′ ∩ U . Now V ′ has also a filtration {F i(V ′)} with dimensions α0, α1, . . . , αm+1 by
Lemma 3.6. This filtration is a refinement of the Harder-Narasimhan filtration of V ′. The quo-
tients of this filtrations are (σ : τ)-semi-stable (see Remark 3.2 and Lemma 3.7). This means that
the filtration {F i(V ′)} can be refined to a HNJH-filtration. We deduce that m ≤ r. Considering a
representation V ∈ U ∩ U ′ implies the reverse inequality. Therefore m = r. If V ′ ∈ U ′ ∩ U , then
the filtration {F i(V )} with dimensions α0, α1, . . . , αm+1 Any HNJH-filtration of V ′ has r = m stable
factors. This implies that the filtration {F i(V )} cannot be further refined to a HNJH-filtration. This
means that it already is a HNJH-filtration. This shows that U ′ ∩ U ⊆ U . This contradicts the fact
that U ′ ∩ (U \ U) 6= ∅. 
Proposition 3.9. Let Q be a quiver without oriented cycles, σ, τ (τ(α) > 0 for all nonzero dimension
vectors) be weights and α be a dimension vector.
(a) There exists a nonempty open set U ⊆ RepK(Q,α) such that for V ∈ U the dimensions of the
factors of the Harder-Narasimhan filtration with respect to (σ : τ) of V are constant.
(b) There exists a nonempty open set U ⊆ RepK(Q,α) such that for V ∈ U the dimensions of the
factors of the HNJH-filtration with respect to (σ : τ) of V are constant.
(c) If a general representation of dimension α is σ-semi-stable, then there exists an nonempty
open set U ⊆ RepK(Q,α) such that for V ∈ U the dimensions of the factors of a Jordan-
Ho¨lder-filtration of V are constant.
Proof.
(a) There exist dimension vectors α0 = α, α1, . . . , αm, αm+1 = 0 such that
U = UHN (α0, . . . , αm+1)
lies dense in Rep(Q, β). Since U is locally closed by Lemma 3.8, we conclude that U is open and dense
in Rep(Q, β).
(b) goes similarly.
(c) Follows directly from (b) and Remark 3.2. 
Lemma 3.10.
(a) Suppose σ ∈ Γ⋆ is a weight and V,W are σ-stable representations of the quiver. If φ : V →W
is a morphism then either φ = 0 or φ is an isomorphism.
(b) Suppose that σ, τ ∈ Γ⋆ and τ(α) > 0 for all nonzero dimension vectors α. Assume that V,W
are (σ : τ)-stable representations with µ(V ) ≥ µ(W ), where µ = σ/τ . If φ : V → W is a
morphism then either φ = 0 or φ is an isomorphism.
Proof. This follows immediately from [34, Theorem 1(d)]. 
3.2. The σ-stable decomposition. Let Q be a quiver without oriented cycles.
Definition 3.11. Suppose that α is a dimension vector and σ is a weight such that σ(α) = 0. A
dimension vector α is called σ-(semi-)stable if a general representation of dimension α is σ-(semi-
)stable. The expression
α = α1 ∔ α2 ∔ . . .∔ αs
is called the σ-stable decomposition of a σ-semi-stable dimension vector α if a general representation
V of dimension α has a Jordan-Ho¨lder filtration with factors of dimension α1, α2, . . . , αs (in some
order).
Proposition 3.12. A dimension vector α is a Schur root if and only if α is σ-stable for some weight
σ.
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Proof. If α is σ-stable, then a general α-dimensional representation is σ-stable, hence indecomposable.
Conversely, if α is a Schur root, then α is σ-stable where
σ = 〈α, ·〉 − 〈·, α〉.
This follows from [39, Theorem 6.1]. 
Definition 3.13. Suppose that α is a dimension vector. Let σ, τ be weights. such that τ is positive
on nonzero dimension vectors. A dimension vector α is called (σ : τ)-stable if a general representation
of dimension α is (σ : τ)-stable. The expression
α = α1 ∔ α2 ∔ . . .∔ αs
is called the (σ : τ)-stable decomposition of α if a general representation V of dimension α has a
HNJH-filtration with factors of dimension α1, α2, . . . , αs (in some order).
Lemma 3.14. Let σ, τ be weights such that τ is positive on nonzero dimension vectors. Suppose that
α ∈ NQ0 has (σ : τ)-stable decomposition
α1 ∔ α2 ∔ · · ·∔ αs.
For any indices i1 < · · · < ir the (σ : τ)-stable decomposition of β = αi1 + αi2 + · · ·+ αir is
αi1 ∔ αi2 ∔ · · ·∔ αir .
Proof. After rearranging α1, . . . , αs we may assume that
Uα := UHNJH(α1 + · · ·+ αs, α1 + · · ·+ αs−1, . . . , α1, 0)
lies dense in Rep(Q,α). By Lemma 3.8, Uα is locally closed. Therefore, Uα is dense and open.
Let j1 < j2 < · · · < js−r such that
{1, 2, . . . , s} = {i1, . . . , ir} ∪ {j1, . . . , js−r}.
Then we have
α− β = αj1 + · · ·+ αjs−r
Suppose that the (σ : τ)-stable decomposition of β is
β1 ∔ β2 ∔ · · ·∔ βt.
Choose Vi ∈ Rep(Q,αi) (σ : τ)-stable for i = 1, 2, . . . , s. By Lemma 3.8, there exists an open dense
set Uβ ⊆ Rep(Q, β) and dimension vectors γ0 = α, γ1, . . . , γl+1 = 0 such that
V ′ ⊕ Vj1 ⊕ · · · ⊕ Vjs−r ∈ U
′
α := UHNJH(γ0, . . . , γl+1)
for all V ′ ∈ Uβ. Note that
γ0 − γ1, γ1 − γ2, . . . , γl − γl+1
is a rearrangement of
β1, . . . , βt, αj1 , . . . , αjs−r .
We have
V1 ⊕ V2 ⊕ · · · ⊕ Vs ∈ Uβ ⊕ Vj1 ⊕ · · · ⊕ Vjs−r ⊆ U
′
α.
This shows that U ′α ∩ Uα 6= ∅. Since Uα is open, we have U
′
α ∩ Uα 6= ∅. Therefore U
′
α = Uα. Hence
α1, α2, . . . , αr
is a rearrangement of
αj1 , . . . , αjr−s , β1, . . . , βt
and
β1, . . . , βt
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is a rearrangement of
αi1 , . . . , αir .

Corollary 3.15. Let σ be a weight and α be a σ-semi-stable dimension vector such that σ(α) = 0.
Suppose that α ∈ NQ0 has σ-stable decomposition
α1 ∔ α2 ∔ · · ·∔ αs.
For any indices i1 < · · · < ir the σ-stable decomposition of β = αi1 + αi2 + · · ·+ αir is
αi1 ∔ αi2 ∔ · · ·∔ αir .
Proof. This follows from Lemma 3.14 and Remark 3.2. 
Proposition 3.16. Suppose that α is a σ-stable dimension vector and p ∈ N. Then the σ-stable
decomposition of pα is
{pα} :=


p · α := α∔ · · ·∔ α︸ ︷︷ ︸
p
if α is real or isotropic
pα if α is imaginary and nonisotropic.
Proof. Suppose that the σ-stable decomposition of pα is
γ1 ∔ γ2 ∔ · · ·∔ γr
Let W ∈ Rep(Q,α) be a σ-stable representation. Then V = W p = W ⊕ · · · ⊕W is σ-semi-stable
and it has a filtration with factors of dimensions γ1, . . . , γr (see Lemma 3.6). This filtration can
be refined to a Jordan-Ho¨lder filtration of V whose factors are all isomorphic to the α-dimensional
representation W . This shows that γ1, . . . , γr are multiples of α. If α is real or isotropic, then the
canonical decomposition of pα is α⊕p. In particular, a general representation Z of dimension pα has
a filtration {F i(Z)} with factors of dimension α. This filtration can be refined to a Jo¨rdan Ho¨lder
filtration. But since the factors of the Jo¨rdan Ho¨lder filtration have dimensions that are multiples of
α, the filtration {F i(Z)} is already a Jordan-Ho¨lder filtration. Therefore r = p and γ1, . . . , γr = α.
Suppose α is imaginary and not isotropic. Then γi →֒ pα for some i. Assume that γi = qα. Then
qα →֒ pα, so extQ(qα, (p− q)α) = 0. It follows that
q(p− q)〈α, α〉 = 〈qα, (p− q)α〉 ≥ 0.
Since 〈α, α〉 < 0, we must have p = q. It follows that i = 1 and γ1 = pα. 
Proposition 3.17. If the σ-stable decomposition of α is
α = α1 ∔ α2 ∔ · · ·∔ αs
then the σ-stable decomposition of pα is
(16) pα = {pα1}∔ {pα2}∔ · · ·∔ {pαs}
for every positive integer p.
Proof. If β →֒ α then extQ(β, α − β) = 0. It follows that extQ(pα, p(α − β)) = 0 and mβ →֒ mα.
Suppose that V ∈ Rep(Q, pα). Then V has a filtration with factors V1, V2, . . . , Vs of dimensions
pα1, . . . , pαs. From Proposition 3.16 and Lemma 3.6 follows that if αi is isotropic or real, then each
Vi has a filtration such that all quotients have dimension αi. This shows that V has a filtration {F i(V )}
such that the dimensions of the factors are exactly all dimensions appearing on the right-hand side of
(16). Assume now that V is a general representation of dimension pα. Then all factors of the filtration
{F i(V )} are σ-semi-stable. There exists a Jordan-Ho¨lder filtration {(F ′)i(V )} which is a refinement of
the filtration {F i(V )}. IfW is any representation of dimension pα, thenW has a filtration {(F ′)i(W )}
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such that dim (F ′)i(W ) = dim (F ′)i(V ) by Lemma 3.6. Take now W = W1 ⊕W2 ⊕ · · · ⊕Ws with
W1, . . . ,Ws in general position of dimension pα1, . . . , pαs. The filtration {(F ′)i(W )} can be refined to
a Jordan-Ho¨lder filtration ofW . But we know that the dimensions of the factors of the Jordan-Ho¨lder
filtration ofW are exactly the dimensions appearing on the right-hand side of (16) by Proposition 3.16.
It follows that the filtrations {F i(W )} and {(F ′)i(W )} are the same, so the filtrations {F i(V )} and
{(F ′)i(V )} are the same. This shows that the factors of the Jordan-Ho¨lder filtration of V are exactly
given by the dimensions on the right-hand side of (16). 
Proposition 3.18. Let Q be a quiver without oriented cycles, σ be a weight and α be a σ-semi-stable
dimension vector. Let
α = c1 · α1 ∔ c2 · α2 ∔ · · ·∔ cs · αs
be the σ-stable decomposition where the αi are distinct. Then we have
(a) All αi are Schur roots;
(b) if ci > 1 then αi must be a real or an isotropic root;
(c) homQ(αi, αj) = 0 if i 6= j;
(d) after rearranging one may assume that αi ⊥⊥ αj for all i < j.
Proof.
(a) If general representations of dimension αi are decomposable, then a general representation of
dimension αi is not σ-stable. Since a general representation of dimension αi has a non-trivial Jordan-
Ho¨lder filtration, every representation of dimension αi has a nontrivial Jordan-Ho¨lder filtration by
Lemma 3.6. It follows that there are no σ-stable representations in dimension αi.
(b) If ci ≥ 2, then by Corollary 3.15, the σ-stable decomposition of 2αi is αi∔αi. In particular we
have αi →֒ 2αi, so extQ(αi, αi) = 0 and 〈αi, αi〉 ≥ 0.
(c) Let Vi and Vj be σ-stable representations of dimensions αi and αj respectively. From Lemma 3.10
follows that any nonzero homomorphism between Vi and Vj must be an isomorphism. Since αi 6= αj ,
we have HomQ(Vi, Vj) = 0 and therefore homQ(αi, αj) = 0.
(d) Suppose that there exists an r-cycle:
extQ(αi1 , αi2) 6= 0, extQ(αi2 , αi3) 6= 0, . . . , extQ(αir−1 , αir ) 6= 0, extQ(αir , αi1) 6= 0.
We assume that r ≥ 2 is minimal such that an r-cycle exists. After rearranging α1, α2, . . . , αr we may
assume that
extQ(α1, α2) 6= 0, extQ(α2, α3) 6= 0, . . . , extQ(αr−1, αr) 6= 0, extQ(αr, α1) 6= 0.
Also, by the minimality of r, extQ(αi, αj) = 0 if 1 ≤ i, j ≤ r, unless j = i or j ≡ i+ 1 (mod r). The
σ-stable decomposition of β = α1 + α2 + · · ·+ αr is
α1 ∔ α2 ∔ · · ·∔ αr
by Corollary 3.15. We have αi →֒ β for some i, and after cyclic relabeling we may assume that
α1 →֒ β, so extQ(α1, β − α1) = 0. If 3 ≤ i ≤ r, then we have extQ(αi, α2) = 0 by minimality of r. It
follows that extQ(α3+α4+ · · ·+αr, α2) = 0 or equivalently, β−α1 ։ α2. Consider an exact sequence
(17) 0→ V ′ → V → V ′′ → 0
with V ′, V, V ′′ of dimension β − α1 − α2, β − α1, α2 respectively, and V is in general position. Let W
be a general representation of dimension α1 and apply the functor HomQ(W, ·) to (17) to obtain a
long exact sequence
· · · → ExtQ(W,V
′)→ ExtQ(W,V )→ ExtQ(W,V
′′)→ 0.
Since ExtQ(W,V ) = 0, we have ExtQ(W,V
′′) = 0. It follows that extQ(α1, α2) = 0. Contradiction.
Therefore, there are no r-cycles. So it is possible to rearrange α1, . . . , αs such that extQ(αi, αj) = 0
for all i < j. Together with homQ(αi, αj) = 0 by (c) we get αi ⊥ αj for i < j.
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The number p = αi ◦ αj is finite and nonzero. We would like to show that p = 1. Suppose that
p ≥ 2. Let V be a general representation of dimension αi + αj . Then V has p ≥ 2 subrepresentations
of dimension αi (see Theorem 2.10). Let V1 and V2 be two distinct subrepresentations of V of
dimension αi. The σ-stable decomposition of αi + αj is αi ∔ αj by Corollary 3.15. This implies that
V1, V2, V/V1, V/V2 are σ-stable. Let ϕ : V1 → V/V2 be the composition V1 → V → V/V2. Since V1 and
V2 are distinct of the same dimension, ϕ is not equal the 0 map. Since V1, V/V2 are σ-stable ϕ must
be an isomorphism. This implies that αi = αj . Contradiction. So we conclude that p = αi ◦ αj = 1
and αi ⊥⊥ αj . 
Corollary 3.19. Let Q be a quiver without oriented cycles, σ, τ two weights with τ nonnegative on
nonzero dimension vectors, and let α be a dimension vector. Let
α = c1 · α1 ∔ c2 · α2 ∔ · · ·∔ cs · αs
be the (σ : τ)-stable decomposition where the αi are distinct.
(a) All αi are Schur roots;
(b) if ci > 1 then αi must be a real root or an isotropic root;
(c) after rearranging one can assume that αi ⊥⊥ αj for all i < j.
Proof. (a) and (b) follow from Proposition 3.18 (a), (b). Let µ = σ/τ . We may assume that µ(αi) ≥
µ(αj) for all i < j. We have homQ(αi, αj) = 0 for i < j by Lemma 3.10(b). Suppose that µ(αi) >
µ(αj). The (σ : τ)-stable decomposition of αi + αj is αi ∔ αj (see Lemma 3.14). We have either
αi →֒ αi + αj or αj →֒ αi + αj . Because µ(αi) > µ(αj), αi (and not αj) is the dimension of
the submodule in the Harder-Narasimhan filtration of αi + αj , so αi →֒ αi + αj . This shows that
extQ(αi, αj) = 0, and therefore αi ⊥ αj . Since the Harder-Narasimhan filtration is unique, a general
representation of αi + αj has a unique αi-dimensional subrepresentation. We conclude that αi ⊥⊥ αj
by Theorem 2.10.
We can arrange α1, α2, . . . , αs such that µ(α1) ≥ µ(α2) ≥ · · · ≥ µ(αs). Using Proposition 3.18(d)
and Remark 3.2 we see that we can even rearrange α1, . . . , αs such that αi ⊥⊥ αj for all i < j. 
Theorem 3.20. Suppose that σ is an indivisible weight. If
α = c1 · α1 ∔ c2 · α2 ∔ · · ·∔ cr · αr
is the σ-stable decomposition of α, then there exists an isomorphism
SI(Q,α)mσ ∼= S
c1(SI(Q,α1)mσ)⊗ S
c2(SI(Q,α2)mσ)⊗ · · · ⊗ S
cr(SI(Q,αr)mσ)
Proof. First we assume that the base field K has characteristic 0. Let
X := Rep(Q,α1)
c1 ⊕ Rep(Q,α2)
c2 ⊕ · · · ⊕ Rep(Q,αr)
cr .
We have a natural embedding
ϕ : X →֒ Rep(Q,α).
Let GL(Q,α)σ be the kernel of σ, where σ is interpreted as a multiplicative character GL(Q,α)→ K
⋆.
Let G be the stabilizer of X within GL(Q,α)σ . This group G is isomorphic to the intersection of
(Σc1 ⋉GL(Q,α1)
c1)× (Σc2 ⋉GL(Q,α2)
c2)× · · · × (Σcr ⋉GL(Q,αr)
cr )
and GL(Q,α)σ. Here Σc is the symmetric group on c elements. Let πX : X → X//G and π :
Rep(Q,α) → Rep(Q,α)//GL(Q,α)σ be the categorical quotients. The embedding ϕ induces a mor-
phism between categorical quotients
ψ : X//G→ Rep(Q,α)//GL(Q,α)σ .
We will show that ψ is an isomorphism.
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First we will show that ψ is dominant. Let V ∈ Rep(Q,α) be a general representation and suppose
V is σ-semi-stable, i.e., π(V ) 6= 0. Let
0 = F 0J (V ) ⊂ F
1
J (V ) ⊂ · · · ⊂ F
s
J (V ) = V
be a Jordan-Ho¨lder filtration with σ-stable quotientsGi(V ) = F i(V )/F i−1(V ). NowW :=
⊕
iG
i(V ) ∈
X lies in the GL(Q,α)σ closure of V . In particular ψ(πX(W )) = π(V ). This proves that ψ is surjective.
Note that W ∈ X is G-semi-stable if and only if all the summands in Rep(Q,αi) are σ-semi-stable.
In particular, if W ∈ X is G-semi-stable, then W σ-semi-stable, so W is GL(Q,α)σ-stable. This
shows that ψ−1(0) = {0}, so ψ is a finite map.
For a general representation V ∈ Rep(Q,α), the quotients of a Jordan-Ho¨lder filtration correspond-
ing to σ are unique up to permutation. This shows that a generic fiber of ψ consists of only one point.
So ψ is birational.
Because ψ is birational and finite, and Rep(Q,α)//GL(Q,α)σ is normal, ψ must be an isomorphism.
Now the graded coordinate ring of Rep(Q,α)//GL(Q,α)σ is
⊕
m≥0 SI(Q,α)mσ and X//G has graded
coordinate ring ⊕
m≥0
Sc1(SI(Q,α1)mσ)⊗ S
c2(SI(Q,α2)mσ)⊗ · · · ⊗ S
cr(SI(Q,αr)mσ).
In particular we get
SI(Q,α)mσ ∼= S
c1(SI(Q,α1)mσ)⊗ S
c2(SI(Q,α2)mσ)⊗ · · · ⊗ S
cr(SI(Q,αr)mσ)
for all m ≥ 0.
Suppose that K has arbitrary characteristic. We note that dimSI(Q, β)τ is independent of the base
field K (see [16]) for any dimension vector β and any weight τ . The vector spaces SI(Q,α)mσ and
Sc1(SI(Q,α1)mσ)⊗ S
c2(SI(Q,α2)mσ)⊗ · · · ⊗ S
cr(SI(Q,αr)mσ)
have the same dimension if K has characteristic 0. But then they have the same dimension even in
the case where K has positive characteristic. We have an isomorphism
SI(Q,α)mσ ∼= S
c1(SI(Q,α1)mσ)⊗ S
c2(SI(Q,α2)mσ)⊗ · · · ⊗ S
cr(SI(Q,αr)mσ)
although this isomorphism may not be canonical. If we replace the symmetric powers Sc by the divided
powers Dc, then the argument in characteristic 0 still shows that we have a canonical injective map
SI(Q,α)mσ →֒ D
c1(SI(Q,α1)mσ)⊗D
c2(SI(Q,α2)mσ)⊗ · · · ⊗D
cr(SI(Q,αr)mσ)
Comparing dimensions shows that this map is an isomorphism. 
4. Schur sequences
Proposition 3.18 and Corollary 3.19 motivates us to define Schur sequences. The notion of Schur
sequences is closely related to the notion of exceptional sequences (see Section 2.7). A Schur sequence
is similar to an exceptional sequence, but also imaginary Schur roots are allowed.
Definition 4.1. A sequence γ = (γ1, γ2, . . . , γs) is called a Schur sequence if
(1) γi is a Schur root for every i;
(2) γi ⊥⊥ γj for all i < j.
Lemma 4.2. If Rep(Q,α) has a dense GL(Q,α)-orbit or Rep(Q, β) has a dense GL(Q, β)-orbit, then
α ◦ β ≤ 1.
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Proof. If Rep(Q, β) has a dense GL(Q, β)-orbit, then there are no rational GL(Q, β)-invariants in
K[Rep(Q, β)]. In particular, any quotient of two semi-invariants of the same weight must be constant.
This shows that
α ◦ β = dimSI(Q, β)〈α,·〉 ≤ 1.
If Rep(Q,α) has a dense GL(Q,α)-orbit then the proof is similar. 
Remark 4.3. An exceptional sequence ε = (ε1, ε2, . . . , εs) is a Schur sequence. The space Rep(Q, εj)
has a dense GL(εj)-orbit, so by Lemma 4.2
εi ◦ εj = dimSI(Q, εj)〈εi,·〉 ≤ 1.
This shows that εi ⊥⊥ εj for all i < j.
Lemma 4.4. Suppose that α ⊥ γ and β ⊥ γ.
(a) If (α+ β) ◦ γ = 1, then α ◦ γ = 1 and β ◦ γ = 1;
(b) if extQ(α, β) = 0, α ◦ γ = 1 and β ◦ γ = 1 then (α+ β) ◦ γ = 1.
Proof. (a) Since α ⊥ γ and β ⊥ γ we have α ◦ γ ≥ 1 and β ◦ γ ≥ 1.
Choose f ∈ SI(Q, γ)〈α,·〉. Then we have
f SI(Q, γ)〈β,·〉 ⊆ SI(Q, γ)〈α+β,·〉.
This shows that
1 ≤ β ◦ γ = dimSI(Q, γ)〈β,·〉 = dim f SI(Q, γ)〈β,·〉 ≤ dimSI(Q, γ)〈α+β,·〉 = (α+ β) ◦ γ ≤ 1.
Hence we get β ◦ γ = 1. Similarly we obtain α ◦ γ = 1.
(b) Any (α + β)-dimensional representation V has an α-dimensional subrepresentation V ′. If
V ′′ = V/V ′ then cV = cV
′
· cV
′′
up to a scalar as functions on Rep(Q, γ) by Lemma 2.2. Since
SI(Q, γ)〈α+β,·〉 is spanned by semi-invariants of the form c
V (see Theorem 2.3), we have
SI(Q, γ)〈α+β,·〉 = SI(Q, γ)〈α,·〉 SI(Q, γ)〈β,·〉.
It follows that
1 ≤ (α+ β) ◦ γ ≤ (α ◦ γ)(β ◦ γ) = 1 · 1 = 1,
so (α+ β) ◦ γ = 1. 
Corollary 4.5. If γ1, γ2, . . . , γs is a Schur sequence, and pγi + qγi+1 is a Schur root, then
γ1, γ2, . . . , γi−1, pγi + qγi+1, γi+2, . . . , γs
is a Schur sequence.
Proof. This follows from Lemma 4.4(b) and Theorem 2.23. 
Remark 4.6. Suppose that α = α⊕c11 ⊕ α
⊕c2
2 ⊕ · · · ⊕ α
⊕cs
s is the canonical decomposition with all
αi distinct. By Theorem 2.13 extQ(αi, αj) = 0 for all i 6= j. After reordering we may assume that
homQ(αi, αj) = 0 for all i < j by Lemma 2.15. So αi ⊥ αj for all i < j. We claim that in fact
α1, α2, . . . , αs is a Schur sequence. This follows from the algorithm in [14] for finding the canonical
decomposition and Corollary 4.5.
Remark 4.7. Suppose that α = c1 · α1 ∔ c2 · α2 ∔ · · ·∔ cr · αr is a (σ : τ)-stable decomposition. By
Corollary 3.19 (c) we may assume that αi ⊥⊥ αj for all i < j. By Corollary 3.19(a), α1, . . . , αr is a
Schur sequence.
Definition 4.8. A Schur sequence γ = (γ1, γ2, . . . , γs) is called a quiver Schur sequence if 〈γj , γi〉 ≤ 0
for all i < j.
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Remark 4.9. Suppose that α = c1 · α1 ∔ c2 · α2 ∔ · · · ∔ cr · αr is a σ-stable decomposition. By
Proposition 3.18 (d) we may assume that extQ(αi, αj) = 0 for all i < j. By Proposition 3.18 (a),(c),
α1, α2, . . . , αr is a quiver Schur sequence.
Definition 4.10. Let γ = (γ1, . . . , γr), β = (β1, . . . , βs) be two sequences of dimension vectors. We
say that β is a refinement of γ if there exists a sequence 0 = b0 < b1 < . . . < br−1 < s = br such that
for each j = 1, . . . , r the dimension vector γj is a positive linear combination of βbj−1+1, . . . , βbj .
Theorem 4.11 (Refinement Theorem). Let γ = (γ1, . . . , γr) be a Schur sequence. Then there exists
an exceptional sequence ε = (ε1, . . . , εs) such that ε is a refinement of γ.
Proof. For a dimension vector α we define τ(α) =
∑
x∈Q0
α(x). We will prove the theorem by
induction on the number of vertices n in the quiver Q, and by induction on τ(γ1). If n = 1 there is
nothing to prove. If τ(γ1) = 0 then there is nothing to prove either since this is impossible.
Let us assume that in a Schur sequence the first dimension vector γ1 is a real Schur root. Let V be
the unique indecomposable representation corresponding to the dense orbit in Rep(Q, γ1). Then the
dimension vectors γ2, . . . , γr are Schur roots in the right orthogonal category V
⊥. By Theorem 2.28
the category V ⊥ is equivalent to the category of representations of a quiver Q′ with no oriented cycles
and n − 1 vertices. Let I : Nn−1 → NQ0 as in Section 2.6. We can write γi = I(δi). Then δ2, . . . , δn
is a Schur sequence for Q′. We can refine δ2, . . . , δn to an exceptional sequence ε = (ε1, . . . , εt) by
induction on n.
Then the sequence ε = (γ1, I(ε2), . . . , I(εn)) is clearly an exceptional sequence for Q which refines
γ.
Next, assume that γ1 is an imaginary root. Since γ1 ◦ γj = 1 for all j ≥ 2, it follows by induction
from Lemma 4.4 (b) that γ1 ◦ δ = 1 where δ = γ2+ · · ·+γr. Let γ⊥1 be the set of all dimension vectors
α with γ1 ⊥ α. By Theorem 2 from [13], R+γ⊥1 is a rational polyhedral cone in R
n−1. Suppose
that δ is in the interior of the cone. For each α ∈ γ⊥1 there exists β ∈ γ
⊥
1 such that α + β = pδ
for some positive integer p. From Lemma 4.4 (a) follows that γ1 ◦ α = 1. This shows that for all
σ ∈ Γ⋆, dim SI(Q, γ1)σ ≤ 1. Indeed, if SI(Q, γ1)σ 6= 0 then σ = −〈·, α〉 for some α ∈ γ
⊥
1 and
dimSI(Q, γ1)σ = γ1 ◦ α = 1. This implies that all GL(γ1)-invariant rational functions on Rep(Q, γ1)
are constant. From this follows that GL(γ1) has a dense orbit in Rep(Q, γ1). Therefore, γ1 must be
a real Schur root. Contradiction, so it follows that δ is not in the interior of R+γ
⊥
1 .
Let σ = −〈·, δ〉 and let us study the σ-stable decomposition of γ1. By Theorem 2.3 there exists a
β →֒ γ1 such that σ(β) = 0. In particular, the σ-stable decomposition of γ1 is nontrivial. Suppose
that
γ1 = c1 · β1 ∔ c2 · β2 ∔ · · ·∔ cl · βl
is the σ-stable decomposition of γ1. We may assume that βi ⊥⊥ βj for i < j. From γ1 ⊥⊥ δ = 1 and
Lemma 4.4 follows that βi ⊥⊥ γj for all j ≥ 2 and all i. Therefore
(18) γ′ = (β1, β2, . . . , βl, γ2, . . . , γr)
is a Schur sequence using Lemma 4.4 (a). Notice that β1 is smaller than γ1. Now τ(β1) < τ(γ1) so
by induction there exists an exceptional sequence which is a refinement of γ′. 
Corollary 4.12. Let γ = (γ1, . . . , γr) be a Schur sequence. Then the vectors γ1, . . . , γr are linearly
independent.
Proof. First assume that γ is an exceptional sequence. We have
〈γi, γj〉 =
{
1 if i = j,
0 if i < j.
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The matrix (
〈γi, γj〉
)n
i,j=1
is invertible, so γ1, . . . , γr are linearly independent.
If γ is not an exceptional sequence then it has a refinement which is an exceptional sequence. So
again, it follows that γ1, . . . , γr are linearly independent.

5. The faces of the cone R+Σ(Q,α)
As before, Σ(Q,α) denotes the set of all weights σ ∈ Γ⋆ such that α is σ-semi-stable. If α is a
sincere dimension vector, (i.e., α(x) > 0 for all x ∈ Q0,) then there is a bijection between α⊥ = {β ∈
NQ0 | α ⊥ β} and Σ(Q,α) by
β ∈ α⊥ ↔ σ := −〈·, β〉 ∈ Σ(Q,α).
Similarly there is also a bijection between Σ(Q,α) and ⊥α.
Let R+ be the set of nonnegative real numbers. We consider the cone R+Σ(Q,α) ⊆ R+ ⊗Z Γ⋆ ∼=
(Rn)⋆. This cone is of particular interest. For example, in a special case, this cone is equal to the
Klyachko cone. In this section, we will unravel the geometry of this cone.
The refinement Theorem (Theorem 4.11) allows us to obtain a beautiful description of the faces of
R+Σ(Q,α). Let us denote by Wr(Q,α) the set of all sets {γ1, . . . , γr} such that γ = (γ1, . . . , γr) is a
quiver Schur sequence of length r such that α =
∑r
i=1 aiγi with
(1) ai a positive integer for all i;
(2) if γi is imaginary and not isotropic, then ai = 1.
Let Fr(Q,α) be the set of faces of dimension n− r of R+Σ(Q,α).
Theorem 5.1. Let Q be a quiver without oriented cycles and let α be a dimension vector. For each
r, 1 ≤ r ≤ n− 1 there is a natural bijection
ψ(r) :Wr(Q,α)→ Fr(Q,α)
which sends the quiver Schur sequence γ = (γ1, . . . , γr) to the face
R+Σ(Q, γ1) ∩ . . . ∩ R+Σ(Q, γr) = R+Σ(Q,α) ∩ {σ ∈ (R
n)⋆ | σ(γ1) = · · · = σ(γr) = 0}.
The inverse bijection is obtained as follows. For a given face F we take a weight σ ∈ Γ⋆ in the relative
interior of F and associate to it the quiver Schur sequence coming from the σ-stable decomposition of
α.
Proof. Suppose that γ = (γ1, . . . , γr) ∈ Wr(Q,α). Let us first prove that
R+Σ(Q, γ1) ∩ . . . ∩ R+Σ(Q, γr)
is a face of codimension r in the space of dimension vectors. Clearly
Σ(Q, γ1) ∩ . . . ∩Σ(Q, γr) ⊆ Σ(Q,α) ∩ {σ ∈ Γ
⋆ | σ(γ1) = · · · = σ(γr) = 0}.
The converse inequality
Σ(Q, γ1) ∩ . . . ∩Σ(Q, γr) ⊇ Σ(Q,α) ∩ {σ ∈ Γ
⋆ | σ(γ1) = · · · = σ(γr) = 0}.
also holds: If α is σ-semi-stable, and σ(γ1) = · · · = σ(γr) = 0 then γ1, . . . , γr are σ-semi-stable. We
conclude that
Σ(Q, γ1) ∩ . . . ∩Σ(Q, γr) = Σ(Q,α) ∩ {σ ∈ Γ
⋆ | σ(γ1) = · · · = σ(γr) = 0}.
Using the saturation property, we get
R+Σ(Q, γ1) ∩ . . . ∩R+Σ(Q, γr) = R+Σ(Q,α) ∩ {σ ∈ (R
n)⋆ | σ(γ1) = · · · = σ(γr) = 0}
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By the refinement Theorem (Theorem 4.11) there exists an exceptional sequence ε = (ε1, . . . , εs)
which is a refinement of γ, i.e., there exists a sequence 0 = b0 < b1 < . . . < br−1 < n = br such that
for each j = 1, . . . , r the dimension vector γj is a positive linear combination of εbj−1+1, . . . , εbj .
We proceed by induction on r. Suppose that r = 1. Then α is a integer multiple of γ1. We have
Σ(Q,α) = Σ(Q, γ1). The cone R+Σ(Q,α) = R+Σ(Q, γ1) is given by one equality, σ(γ1) = 0 and many
inequalities of the form σ(β) ≤ 0 for all β →֒ γ1. There exists a weight τ such that γ1 is τ -stable.
This means that τ(β) < 0 for all β →֒ γ1 and β 6= 0, γ1. If we view σ, R+Σ(Q,α) inside the space
{σ ∈ (Rn)⋆ | σ(γ1) = 0} ∼= R
n−1
then R+Σ(Q,α) contains an open neighborhood of τ . This shows that R+Σ(Q,α) = R+Σ(Q, γ1) is a
cone of dimension n− 1. In particular R+Σ(Q,α) is a face of dimension n− 1.
Suppose that r > 1. Let Vi be the unique representation corresponding to the dense orbit
in Rep(Q, εi), for i = 1, 2, . . . , b1. The representations V1, . . . , Vb1 generate the full subcategory
C(V1, . . . , Vb1) of RepK(Q) which is closed under extensions, direct sums, and taking kernels and
cokernels. This category is equivalent to the category of representations of some quiver Q′ with b1
vertices and without oriented cycles. (See Lemma 2.35 and Theorem 2.28). The right orthogonal
category
(V1, . . . , Vb1)
⊥ = V ⊥1 ∩ · · · ∩ V
⊥
b1
is the category of representations of a quiver Q′′ with n − b1 vertices and without oriented cycles
(Theorem 2.28). Define I ′ : NQ
′
0 → NQ0 and I ′′ : NQ
′′
0 → NQ0 as in Theorem 2.39.
By the induction hypothesis, we can find linearly independent
τ ′1, . . . , τ
′
b1−1 ∈ Σ(Q
′, (I ′)−1(γ1)).
and linearly independent
τ ′′1 , . . . , τ
′′
n−b1−r+1 ∈ Σ(Q
′′, (I ′′)−1(γ2)) ∩ · · · ∩ Σ(Q
′′, (I ′′)−1(γr)).
Define σ′1, . . . , σ
′
b1−1
∈ Γ⋆ such that σ′i ◦ I
′ = τ ′i and σ
′
i ◦ I
′′ = 0 for i = 1, 2, . . . , b1 − 1. Define
σ′′1 , . . . , σ
′′
n−b1−r−1
∈ Γ⋆ by σ′′i ◦ I
′′ = τ ′′i and σ
′′
i ◦ I = 0 for i = 1, 2, . . . , n− b1 − r − 1. Then
σ′1, . . . , σ
′
b1−1, σ
′′
1 , . . . , σ
′′
n−b1−r+1 ∈ Σ(Q, γ1) ∩ · · · ∩ R+Σ(Q, γr)
are n− r linearly independent weights. This shows that the face
R+Σ(Q, γ1) ∩ · · · ∩ R+Σ(Q, γr)
has dimension n− r.
We have proved that the map ψ(r) defined above is well defined. Let us show that the inverse map
is well defined and that it is indeed an inverse. Let F be a face of dimension n − r of R+Σ(Q,α).
Take a weight σ ∈ Γ⋆ in the relative interior of F . Let
α = c1 · δ1 ∔ c2 · δ2 ∔ ·∔ cl · δl
be the σ-stable decomposition of α. Define F ′ = R+Σ(Q, δ1) ∩ · · · ∩ Σ(Q, δl). Since σ ∈ F ′ and σ is
in the relative interior of F , we have F ⊆ F ′.
Suppose that γ →֒ α and σ(γ) = 0. Then γ is a linear combination of the δi’s by the definition of
σ-stable decomposition. But the description of Σ(Q,α) given in Theorem 2.9 implies that
F ′ = R+Σ(Q,α) ∩ {σ ∈ (R
n)⋆ | σ(δ1) = · · · = σ(δl) = 0} ⊆
⊆ F = R+Σ(Q,α) ∩
⋂
γ,γ →֒α,〈γ,β〉=0
{σ ∈ (Rn)⋆ | σ(γ) = 0}
so we have F ′ ⊆ F . This concludes the proof of the Theorem. 
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Let us state the meaning of Theorem 5.1 in two extreme cases: for the walls of maximal dimension
of Σ(Q,α) and for extremal rays.
Corollary 5.2. Let Q be a quiver without oriented cycles and let α be a Schur root. Then the walls
of Σ(Q,α) (i.e., faces of dimension n− 2) are in one to one correspondence with the ways of writing
α = c1γ1 + c2γ2
where (γ1, γ2) is a quiver Schur sequence, c1, c2 positive integers with ci = 1 whenever γi is imaginary
and non-isotropic.
Let us consider an extremal ray σ in Σ(Q,α). It corresponds to the linear combination
α = c1γ1 + . . .+ cn−1γn−1
where (γ1, . . . , γn−1) is a quiver Schur sequence. Theorem 4.11 implies that at least n− 2 of the roots
γ1, . . . , γn−1 are real Schur roots. Consider the subring
SI(Q,α, σ) =
⊕
m≥0
SI(Q,α)mσ
By peeling off real roots from the left and from the right we can reduce the calculation of this ring to
the ring of semi-invariants for a quiver θ(ℓ) where θ(ℓ) is the Kronecker quiver θ(ℓ) with two vertices
and ℓ equioriented arrows.
Corollary 5.3. Let Q be a quiver with no oriented cycles and let α be a Schur root. Suppose that
σ ∈ Σ(Q,α) is indivisible and spans an extremal ray. Then there exists a positive integer n and a
Schur root β for the quiver θ(ℓ) such that
SI(Q,α, σ) ∼= SI(θ(ℓ), β).
Example 5.4. Let Q be the quiver
◦

◦ // ◦ ◦oo
◦
OO
and let α be the dimension vector
1
1 2 1
1
There are 8 walls of Σ(Q,α). They are given by the Schur sequences
0
1 2 1
1
,
1
0 0 0
0
(4 by symmetry)
1
0 1 0
0
,
0
1 1 1
1
(4 by symmetry).
There are 12 two-dimensional faces of the cone given by the sequences
1
0 1 0
0
,
0
1 1 0
1
,
0
0 0 1
0
(12 by symmetry).
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There are 6 extremal rays, given by the Schur sequences
1
0 1 0
0
,
0
1 1 0
0
,
0
0 0 0
1
,
0
0 0 1
0
(6 by symmetry).
The set Σ(Q,α) is a cone over a regular octahedron.
1-1 0
0
1
0-1 1
0
1
1-1 0
1
0
0-1 1
1
0
1-1 1
0
0
0-1 0
1
1
Example 5.5. Let Q be the quiver
◦

◦ // // ◦ ◦oo oo
and let α be the dimension vector
1
1 3 1
.
Now Σ(Q,α) has 6 walls corresponding to the Schur sequences
0
1 3 1
,
1
0 0 0
(3 by symmetry)
1
0 2 0
,
0
1 1 1
(3 by symmetry)
The are also 6 extremal rays which correspond to the Schur sequences
1
0 2 0
,
0
1 1 0
,
0
0 0 1
(6 by symmetry).
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The cone Σ(Q,α) is a cone over a hexagon.
1-1 0
2
2-1 0
1
2-1 1
0
0-1 1
2
0-1 2
1
1-1 2
0
6. More on the σ-stable decompositions
6.1. The set of σ-stable dimension vectors. In the previous section we studied, how the σ-stable
decomposition of α varies, when σ varies and α is fixed. This led to the description of the faces of
Σ(Q,α). In this section, we will study how the σ-stable decomposition looks like for a fixed weight σ.
Let us define Σ(Q, σ) as the set of all σ-semi-stable dimension vectors. Notice that
α ∈ Σ(Q, σ) ⇔ σ ∈ Σ(Q,α).
Lemma 6.1. Suppose that α ∈ Σ(Q, σ). There exists a sequence δ = δ1, . . . , δs of dimension vectors
such that
(1) α =
∑s
i=1 aiδi for some positive rational numbers a1, . . . , as;
(2) δ1, . . . , δs are linearly independent dimension vectors;
(3) each δi generates an extremal ray, i.e., there exists an extremal ray Ri of R+Σ(Q, σ) such
that Ri ∩ Σ(Q, σ) = Nδi.
Proof. This is trivial. 
Lemma 6.2. Suppose that α, β, δ1, . . . , δs are σ-stable, and β →֒ α.
(a) If α is a nonnegative integral combination of δ1, . . . , δs then so is β.
(b) If α is a nonnegative rational combination of δ1, . . . , δs then so is β.
Proof. Suppose that α =
∑s
i=1 aiδi for some integers a1, . . . , as. Note that δi is σ-stable for all i
because δi is not the sum of two smaller σ-semi-stable dimension vectors. Let Vi be σ-stable of
dimension δi for all i. Consider the representation
V = V a11 ⊕ V
a2
2 ⊕ · · · ⊕ V
as
s .
Now V has a semi-stable subrepresentation W of dimension β by Lemma 3.7. In a Jordan-Ho¨lder
filtration of W , only V1, . . . , Vs will appear, so β must be a nonnegative integral combination of
δ1, . . . , δs.
The second statement follows from the fact that for each positive integer m we have (see Theo-
rem 2.7)
β →֒ α ⇒ mβ →֒ mα.

Definition 6.3. For a sequence of roots α = (α1, . . . , αs) (all αi distinct) with 〈αi, αj〉 ≤ 0 for i 6= j,
we define a quiver Q(α) as follows. The set of vertices of Q(α)0 is equal to {1, 2, . . . , s}. For i 6= j
there are −〈αi, αj〉 arrows from i to j. There are 1− 〈αi, αi〉 arrows (loops) from i to i.
Theorem 6.4. Under the assumptions of Lemma 6.1 above, α is σ-stable if and only if
THE COMBINATORICS OF QUIVER REPRESENTATIONS 35
(1) either α = δi and δi is a real Schur root for some i,
(2) or 〈δi, α〉 ≤ 0 and 〈α, δi〉 ≤ 0 for all i, Q(δ) is path connected and α is indivisible if α is
isotropic.
Proof. First we prove that the conditions are necessary. Assume that α is σ-stable. For i 6= j we
have homQ(δj , δi) = 0 because δi, δj are σ-stable (see Lemma 3.10). Suppose that 〈α, δi〉 > 0. This
is only possible when δi is a real Schur root because 〈δj , δi〉 ≤ 0 for all j 6= i. In that case we have
homQ(α, δi) 6= 0, so α = δi because α and δi are σ-stable (see Lemma 3.10). Similarly, if 〈δi, α〉 > 0
then we have α = δi.
Consider the quiver Q(δ). Let S1 be the set of all k such that there is a path from 1 to k and let
S2 = S \ S1. Define
α1 =
∑
i∈S1
aiδi, α2 =
∑
i∈S2
aiδi.
There are no arrows from S1 to S2. This shows that 〈α1, α2〉 = 0. Choose an integer m such that mai
is a positive integer for all i. We have mα1 →֒ mα. Since α is σ-stable, the σ-stable decomposition
of mα is either mα or α ∔ · · ·∔ α by Proposition 3.16. Because mα1 is σ-semi-stable, mα1 must be
proportional to α. This can only happen if S2 = ∅. We have shown that the quiver Q(δ) is path
connected.
If α is isotropic, then α must be indivisible because of Proposition 3.17.
Clearly, if condition (1) is satisfied, then α is σ-stable. Suppose that (2) is satisfied. Suppose that
β →֒ α, β is σ-stable and β 6= 0, α. We will derive a contradiction. By Lemma 6.2, β =
∑s
i=1 biδi
such that the bi’s are nonnegative rational numbers. Define
T1 = Supp(β) := {i | 1 ≤ i ≤ s, bi 6= 0}
Let
T2 = {1, 2, . . . , s} \ T1 = {i | 1 ≤ i ≤ s, bi = 0}.
Assume that T2 6= ∅. Define
α1 =
∑
i∈T1
aiδi, α2 =
∑
i∈T2
aiδi.
Now α = α1 + α2. Because 〈δi, δj〉 ≤ 0 for all i 6= j, and because there must be at least one arrow
from T1 to T2, we get 〈β, α2〉 < 0. Since extQ(β, α− β) = 0, we get 〈β, α− β〉 ≥ 0, so 〈β, γ〉 > 0 with
γ = (α − β)− α2 = α1 − β =
∑
αi∈T1
(ai − bi)δi.
If
γ = γ1 ∔ γ2 ∔ · · ·∔ γr
is the σ-stable decomposition of γ, then 〈β, γj〉 > 0 for some j. We get that β = γj by Lemma 3.10.
But then
〈β, γj〉 = 〈β, β〉 = 〈β, α〉 − 〈β, α− β〉 ≤ 0.
Contradiction.
This shows that T2 = ∅ and T1 = Supp(β) = {1, 2, . . . , s}. Let γ = α − β. We have γ 6= 0, α.
We can find a σ-stable dimension vector γ′ such that γ ։ γ′ and therefore α ։ γ′. By a similar
argument as before we obtain Supp(γ′) = Supp(γ) = {1, 2, . . . , s}. Write γ =
∑s
i=1 ciδi with ci a
positive rational number for all i. We have
(19) 0 = 〈β, γ〉 =
s∑
i=1
ci〈β, δi〉.
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Since β and δi are σ-stable, and β 6= δi we get that homQ(β, δi) = 0 by Lemma 3.10. In particular,
〈β, δi〉 ≤ 0 for all i. Combined with 19 we conclude that 〈β, δi〉 = 0 for all i.
Let B = max{b1, . . . , bs}. Let S1 = {i | bi = B} and let S2 = {1, 2, . . . , s} \ S1. Suppose S2 6= ∅.
There must be an arrow from S1 to S2, say j → k with j ∈ S1 and k ∈ S2. Then
0 = 〈β, δk〉 ≤ bj〈δj , δk〉+ bk〈δk, δk〉
We know that bj > bk, 〈δj , δk〉 ≤ −1, and 〈δk, δk〉 ≤ 1. This leads to a contradiction.
So S2 = ∅ and bi = B for all i. From 〈β, δi〉 = 0 follows that for every i there is exactly one arrow
with tail i. Since Q(δ) is path connected, the quiver Q(δ) has to be a cycle. Now it easily follows
from 〈α, δi〉 ≤ 0 that α must be proportional to β and 〈α, α〉 = 0. Since α is indivisible in that case,
α = β. 
Remark 6.5. The previous theorem also provides us an inductive way of finding the σ-stable decom-
position, if α is σ-semi-stable, but not σ-stable. There are two cases.
In the first case 〈δi, α〉 > 0 or 〈α, δi〉 > 0 for some extremal dimension vector δi ∈ Σ(Q, σ). If
we know the σ-stable decomposition of the smaller dimension vector α − δi, we know the σ-stable
decomposition of α.
In the second case Q(δ) is not path-connected, say there is no path from i to j. Let S1 be the set
of all k such that there is a path from i to k and let S2 be the complement. There are no arrows from
S1 to S2. If we define
α1 =
∑
i∈S1
aiδi, α2 =
∑
i∈S2
aiδi.
For somem,mα1,mα2 are dimension vectors, andmα1 →֒ mα. If we know the σ-stable decomposition
of mα1 and mα2 then we know the σ-stable decomposition of mα and α. Now mα1 and mα2 have
smaller support than α.
Example 6.6. Let Q be the quiver
◦ //
@
@@
@@
@@

◦

◦ //
??
◦
and let σ be the weight
1 −1
1 −1
The extremal rays of the cone Σ(Q, σ) are given by the dimension vectors
δ1 =
1 1
0 0
, δ2 =
1 0
0 1
, δ3 =
0 0
1 1
, δ4 =
0 1
1 0
.
The quiver Q(δ) is
1 //
 
>>
>>
>>
>>
>>
>>
>>
>>
>
>>
>>
>>
>>
>>
>>
>>
>
>
>>
>>
>>
>>
>>
>>
>>
>
2
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
4
??                
??                
// 3
__>>>>>>>>>>>>>>>>
Any σ-stable dimension vector is a nonnegative rational combination of δ1, δ2, δ4 or a nonnegative
rational combination of δ2, δ3, δ4. Suppose α is σ-stable and not equal to δ1, δ2, δ3, δ4. If α is a
nonnegative rational combination δ1, δ2, δ4, then because the support has to be path connected, it
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is actually a nonnegative rational combination of δ2, δ4. Similarly, if α is a nonnegative rational
combination of δ2, δ3, δ4, then it must be in fact a nonnegative rational combination of δ2 and δ4.
Now it easily follows that the set of σ-stable dimension vectors is
δ1, δ2, δ3, δ4, aδ2 + bδ4 (a, b > 0, a, b ∈ Z, a ≤ 2b, b ≤ 2a).
The cone Σ(Q,α) is a cone over a square. In the diagram below, the coordinates should be interpreted
as projective coordinates.
11
00
10
01
00
11
01
10
12
21
21
12
The fat line in the middle of the square corresponds to the imaginary σ-stable dimension vectors. The
dashed lines distinguish the regions where the σ-stable decomposition looks different.
Some examples of σ stable decomposition are:
5 4
3 4
=
1 1
0 0
∔
4 3
3 4
1 4
5 2
=
0 0
1 1
∔
1 2
2 1
∔ 2 ·
0 1
1 0
.
6.2. σ-stable decomposition for quivers with oriented cycles. Doubling of the quiver, reduces
the σ-stable decomposition for quivers with oriented cycles, to the case of quivers without oriented
cycles. Suppose that Q is a quiver with oriented cycles. We define a new quiver Q̂ by Q̂0 = Q0×{0, 1}.
For every a ∈ Q1 we define an arrow â ∈ Q̂1 with tâ = (ta, 0) and hâ = (ha, 1) and for every x ∈ Q0
we define an arrow x̂ ∈ Q̂1 with tx̂ = (x, 0) and hx̂ = (hx, 1). For example, if Q is the quiver
◦ // ◦ // //oo ◦
then Q̂ is the quiver
◦
@
@@
@@
@@

◦
@
@@
@@
@@
@
@@
@@
@@
 




◦

◦ ◦ ◦
For a Q-dimension vector α, we define a dimension vector α̂ of Q̂ by α̂(x, 0) = α̂(x, 1) = α(x) for
all x ∈ Q0. Similarly, if σ is a weight of Q, we define a weight σ̂ of Q̂ by σ̂(x, 0) = σ̂(x, 1) = σ(x). We
define the weight τ of Q̂ by τ(x, 0) = 1 and τ(x, 1) = −1 for all x ∈ Q0. Note that for any α ∈ Q0, α̂
is τ -stable.
Proposition 6.7. Suppose that α is a dimension vector and σ is a weight for Q. Then α is σ-semi-
stable (stable) if and only if for some large positive integer m, α̂ is σ̂ +mτ-semi-stable (stable).
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Proof. Suppose that α is σ-semi-stable. If γ →֒ α̂ for some Q̂-dimension vector γ. Note that γ(x, 0) ≤
γ(x, 1) for all x ∈ Q0 because α̂(x, 0) = α̂(x, 1), and for a general representation V of dimension α̂
the map V (x̂) : V (x, 0)→ V (x, 1) is injective. If γ(x, 0) = γ(x, 1) for all x ∈ Q0 then γ is of the form
β̂ and β →֒ α. Then we have σ̂(γ) = σ(β) ≤ 0. Also we have (σ̂ +mτ)(γ) = σ̂(γ) ≤ 0.
Suppose that γ(x, 0) < γ(x, 1) for some x ∈ Q0. Then τ(γ) < 0 so in particular for m large enough
we will have (σ̂ +mτ)(γ) < 0.
Since there are only finitely many subdimension vectors γ, we can choose m large enough such that
(σ̂ +mτ)(γ) ≤ 0 for all γ →֒ α̂. This shows that α̂ is (σ̂ +mτ)-semi-stable.
Conversely, assume that α̂ is (σ̂ + mτ)-semi-stable for some m and β →֒ α. Then β̂ →֒ α̂, so
0 ≥ (σ̂ +mτ)(β̂) = σ̂(β̂) = σ(β). This shows that α is σ-semi-stable.
A similar statement with stable instead of semi-stable is easy to prove. 
Suppose now that Q is quiver, possibly with oriented cycles. Let us consider the 0-stable de-
composition. Clearly, every representation of Q is 0-semi-stable in the sense of Theorem 2.41. A
representation V is 0-stable if the only subrepresentations are 0 and V itself. In other words, 0-stable
representations are exactly simple representations. Notice that if there exists an α-dimensional simple
representation, then the general representation of dimension α is simple. We will call such dimension
vectors simple.
Corollary 6.8. Suppose that Q is an arbitrary quiver. For each x ∈ Q0 we define a dimension vector
δx by δx(y) = 0 for y 6= x and δx(x) = 1. A dimension vector α is simple if
(1) either α = δx and δx is real (i.e., 〈δx, δx〉 = 1);
(2) or 〈δx, α〉 ≤ 0 and 〈α, δx〉 ≤ 0 for all x ∈ Q0, the full subquiver of Q with vertices
Supp(α) := {x ∈ Q0 | α(x) 6= 0}
is path connected, and if α is isotropic, then α is indivisible.
Remark 6.9. A statement similar to Corollary 6.8 was proved in [30]. Theorem 6.4 is a generalization
of this result.
Example 6.10. Consider the quiver
1
    
  
  
  
>
>>
>>
>>
>
>>
>>
>>
◦
@@        
// 3
^^>>>>>>>
Suppose α that is the dimension vector (a1, a2, a3). We will find necessary and sufficient conditions for
α to be a simple dimension vector. Of course α can be equal to δ1, δ2, δ3. The conditions 〈δi, α〉 ≤ 0
and 〈α, δi〉 ≤ 0 give the inequalities
a1 ≤ a2 + a3, a2 ≤ a1, a3 ≤ a1 + a2
(other inequalities turn out to be redundant). If a3 = 0 and a1 = a2, then α is isotropic, so we must
have that a1 = a2 = 1 in that case. The only support of α which is not possible (because it is not
path connected) is {2, 3}, but this is already excluded by the inequalities.
From the inequalities and the remarks above it is easy to deduce that set of simple dimension
vectors is given by
(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 0, 0), (1, 1, 0), and all
{(a1, a2, a3) ∈ Z
3 | a1 ≤ a2 + a3, a2 ≤ a1, a3 ≤ a1 + a2, a3 > 0}
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In the picture shows how the simple decomposition looks like. We use projective coordinates.
A
B
C D
[0:1:0]
[1:0:0]
[0:0:1]
[1:1:0] [0:1:1]
E
[1:1:2]
Region A is defined by a1 ≤ a2 + a3, a2 ≤ a1, a3 ≤ a1 + a2. This will always define a simple
dimension vector except when a3 = 0 (and a1 = a2). In that case, the simple decomposition is
(a, a, 0) = a · (1, 1, 0).
Region B is defined by a2 + a3 ≤ a1. The simple decomposition in this region is
(a1, a2, a3) = (a1 − a2 − a3) · (1, 0, 0)∔ (a2 + a3, a2, a3) if c3 > 0 and
(a1, a2, 0) = (a1 − a2) · (1, 0, 0)∔ a2 · (1, 1, 0).
Region C is defined by a2 ≥ a1, 2a1 ≥ a3. The simple decomposition is
(a1, a2, a3) = (a2 − a1) · (0, 1, 0)∔ (a1, a1, a3) if c3 > 0 and
(a1, a2, 0) = (a2 − a1) · (0, 1, 0)∔ a1 · (1, 1, 0).
Region D is defined by a1 ≥ a2 and a3 ≥ a1 + a2. The simple decomposition here is
(a1, a2, a3) = (a3 − a1 − a2) · (0, 0, 1)∔ (a1, a2, a1 + a2).
Region E is defined by a2 ≥ a1, a3 ≥ 2a1. The simple decomposition in this region is
(a1, a2, a3) = (a2 − a1) · (1, 0, 0)∔ (a3 − 2a1) · (0, 1, 0)∔ (a1, a1, 2a1).
Example 6.11. Let Q be the quiver with 3 vertices (labeled 1, 2 and 3), with a loop at each vertex
and with arrows 1→ 2, 2→ 3 and 3→ 1. The set of simple dimension vectors is
(1, 0, 0), (0, 1, 0), (0, 0, 1), and all (a, b, c) with a, b, c > 0.
Notice that for example a dimension vector of the form (a, b, 0) (a, b > 0) is not simple because its
support is not path connected.
7. Littlewood-Richardson coefficients
7.1. The Klyachko cone. Polynomial representations of GLn are parametrized by non-increasing
integer sequences of length n. If λ = (λ1, . . . , λn) is such a sequence, then we denote the corresponding
representation by Vλ. We define
|λ| := λ1 + · · ·+ λn.
The Littlewood-Richardson coefficient cνλ,µ is defined by
dim(Vλ ⊗ Vµ ⊗ V
⋆
ν )
GLn .
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We would like to study the set
Kn = {(λ, µ, ν) ∈ (Z
n)3 | λ, µ, ν are non-increasing and cνλ,µ 6= 0}.
The cone R+Kn is the Klyachko cone. The Klyachko cone has dimension 3n − 1. Let Tp,q,r be the
quiver with p+ q + r − 2 vertices:
x1 // x2 // · · · // xp−2 // xp−1
""E
EE
EE
EE
E
y1 // y2 // · · · // yq−2 // yq−1 // xp
z1 // z2 // · · · // zr−2 // zr−1
<<yyyyyyyy
We use the convention yq = zr = xp. In [13] we have seen that if we take the dimension vector
β =
1 2 · · · n− 1
1 2 · · · n− 1 n
1 2 · · · n− 1
,
for Tn,n,n, then we can view dim SI(Q, β)σ as a Littlewood-Richardson coefficient as follows. If σ is
given by
σ =
a1 a2 · · · an−1
b1 b2 · · · bn−1 cn
c1 c2 · · · cn−1
,
then
dimSI(Q, β)σ = c
ν
λ,µ
where
λ = λ(σ) = (a1 + · · ·+ an−1, a2 + · · ·+ an−1, · · · , an−1, 0),
µ = µ(σ) = (b1 + · · ·+ bn−1, b2 + · · ·+ bn−1, · · · , bn−1, 0),
ν = ν(σ) = (−cn,−(cn + cn−1), . . . ,−(cn + cn−1 + · · ·+ c1)).
Conversely, if λ, µ, ν ∈ Zn, then
cνλ,µ = dimSI(Q, β)σ
where
σ = σ(λ, µ, ν) =
λ1 − λ2 λ2 − λ3, · · · λn−1 − λn
µ1 − µ2 µ2 − µ3 · · · µn−1 − µn λn + µn − ν1
νn−1 − νn νn−2 − νn−1 · · · ν1 − ν2
The set Σ(Q, β) is almost equal to Kn. In fact, we define a bijection
ψ : Σ(Q, β)× Z2 → Kn
by
ψ(σ, a, b) = (λ(σ) + a · 1, µ(σ) + b · 1, ν(σ) + (a+ b) · 1).
where 1 = (1, 1, . . . , 1) ∈ Nn. This bijection extends to an isomorphism of the cones R+Σ(Q, β)× R2
and R+Kn. The inverse of ψ is given by
(λ, µ, ν) 7→ (σ(λ, µ, ν), λn , µn).
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Recall that if σ = 〈α, ·〉, then dimSI(Q, β)σ = α ◦ β. The numbers α ◦ β can be interpreted as
Littlewood-Richardson coefficients even if α, β are arbitrary dimension vectors andQ = Tp,q,r where
p, q, r are arbitrary. This can be done as follows. Let us define
c˜λ,µ,ν = c˜
(n)
λ,µ,ν = dim(Vλ ⊗ Vµ ⊗ Vν)
SLn .
If c˜λ,µ,ν 6= 0, then |λ|+ |µ|+ |ν| must be a multiple of n, say mn. In that case
c˜λ,µ,ν = c
ν⋆
λ,µ
where
ν⋆ = (m− νn,m− νn−1, . . . ,m− ν1).
Definition 7.1. Let x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) be two nondecreasing sequences of
nonnegative integers. We define a partition P (x, y) by
P (x, y) = (x
yn−yn−1
n−1 , x
yn−1−yn−2
n−2 , . . . , x
y2−y1
1 , 0
y1).
Graphically, this partition can be found as follows. In the Euclidean plane we draw a square with
vertices (0, 0), (xn, 0), (0, yn), (xn, yn). and we plot the points
(x1, y1), (x2, y2), . . . , (xn, yn).
We take the region in the square above and left to those points. Viewed in the unit grid, the corre-
sponding partition P (x, y) can be read off.
Example 7.2. If x = (2, 4, 5, 6) and y = (1, 3, 3, 4) then P (x, y) = (5, 2, 2, 0) by the diagram below:
(2,1)
(4,3) (5,3)
(6,4)
We consider the quiver Tp,q,r. Let α and β be dimension vectors. We write α(x) = (α(x1), . . . , α(xp)),
α(y) = (α(y1), . . . , α(yq)) and in a similar way we define α(z), β(x), β(y), β(z).
Lemma 7.3.
α ◦ β = c˜λ,µ,ν
where
λ = P (α(x), β(x)), µ = P (α(y), β(y)), ν = P (α(z), β(z)).
Proof. This is an easy computation, see [13]. 
Remark 7.4. Note that if 1/p + 1/q + 1/r > 1, then Tp,q,r is a quiver of finite type and for all
dimension vectors α, β we have α ◦ β = 0 or α ◦ β = 1. For a partition λ = (λ1, . . . , λn) we define
j(λ) = #{i | λi+1 6= λi, 1 ≤ i ≤ n− 1}
If λ is trivial then j(λ) = 0, if λ is a box then j(λ) = 1 and if λ is L-shaped (fat hook) then j(λ) = 2. A
coefficient c˜λ,µ,ν can be obtained from the quiver Tp,q,r with p = j(λ)+1, q = j(µ)+1 and r = j(ν)+1.
In particular, we get the corollary below:
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Corollary 7.5. If
1
j(λ) + 1
+
1
j(µ) + 1
+
1
j(ν) + 1
> 1
then c˜λ,µ,ν equals 0 or 1.
Example 7.6. Let us consider the quiver T3,3,2:
◦ // ◦
@
@@
@@
@@
◦ // ◦ // ◦
◦
??
Let α, β be the dimension vectors
α =
1 3
1 2 4
2
, β =
1 2
0 2 3
1
.
Now α ◦ β is equal to the LR-coefficient c˜λ,µ,ν = 1 were λ = (3, 1), µ = (2, 1, 1) and ν = (2, 2).
λ µ ν
(3,1) (2,1,1) (2,2)
7.2. Walls of the Klyachko cone. Let us consider the quiver Q = Tn,n,n and the dimension vector
β =
1 2 · · · n− 1
1 2 · · · n− 1 n
1 2 · · · n− 1
.
Lemma 7.7. The dimension vector β above is a Schur root.
Proof. For n ≤ 2 this is an easy check that β is a real Schur root. For n ≥ 3 the dimension vector β
is indivisible and lies in the fundamental set (see [23, §1]). This implies that β is a Schur root by [23,
Theorem B (d)]). 
We will study the cone R+Σ(Q, β) which is essentially the Klyachko cone. The following Theorem
is equivalent to a result of Knutson, Tao and Woodward (see [29]). It gives a precise description of
the walls of the Klyachko cone.
Theorem 7.8. For every pair (β1, β2) with β = β1+β2, β1, β2 nondecreasing along arms, β1 ◦β2 = 1
the inequality σ(β1) ≤ 0 defines a wall of R+Σ(Q, β). All nontrivial walls can be uniquely obtained
this way.
Proof. Clearly β1 and β2 have at most jumps 1 along the arms of the quiver Q. It follows from
Lemma 7.7 that β1, β2 are Schur roots. Now either extQ(β2, β1) = 0 or homQ(β2, β1) = 0 by Theo-
rem 2.38 The first would give a nontrivial decomposition of β, therefore homQ(β2, β1) = 0 and β1, β2
is a quiver Schur sequence. This shows that σ(β1) ≤ 0 defines a wall by Theorem 5.1.
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For every wall, there exists a Schur sequence (β1, β2) such that that β = c1β1+c2β2 with ci positive
integers and the wall is defined by σ(β1) ≤ 0 by Theorem 5.1. Note that for Tn,n,n a Schur root either
has support on one arm (in which case it corresponds to a positive root of An−1), or it is nondecreasing
along each arm. Because β1 →֒ β, it is easy to see that β1 must also be nondecreasing. Indeed, for
a general representation of dimension β, the linear maps along the arms are injective, so these maps
are also injective for every subrepresentation. But β2 could have support on one arm. In that case
it follows from 〈β1, β2〉 = 0 that β2 is simple. The inequalities following from such a quiver sequence
are trivial, they say that the partitions λ, µ and ν must be weakly decreasing. If β1 and β2 are both
nondecreasing along the arms, then c1 = c2 = 1 because β = β1 + β2 and β jumps only by steps of 1
along the arms. 
We need to find all β1, β2 such that β = β1 + β2 and β1 ◦ β2 = 1. In that case σ(β1) ≤ 0 defines a
wall of Σ(Q, β). If we are dealing with a nontrivial wall, i.e., not λi ≥ λi+1, µi ≥ µi+1 or νi ≥ νi+1
for some i, then both β1 and β2 are increasing along the arms, with jumps at most 1. The fact that
β1 has jumps of at most 1, gives these inequalities a special form, namely, if we take
I = {i | β1(xi−1) = β1(xi), 1 ≤ i ≤ n},
J = {i | β1(yi−1) = β1(yi), 1 ≤ i ≤ n},
K = {i | β1(zi−1) = β1(zi), 1 ≤ i ≤ n},
(by convention β1(x0) = β1(y0) = β1(z0) = 0), then the inequality corresponding to β1 is
(20)
∑
i∈I
λi +
∑
i∈J
µi ≤
∑
i∈K
νn−i
Note that #I = #J = #K = β1(xn). Now (20) is a necessary inequality for the Klyachko cone if
β1 ◦ β2 = 1. If β1 ◦ β2 > 0 then (20) still defines a true inequality. Now β1 ◦ β2 is the value of a
Littlewood-Richardson coefficient for SLβ2(xn). Since β2(xn) < n we know necessary and sufficient
inequalities for the corresponding LR-coefficient to be nonzero. This explains the inductive nature of
the Klyachko inequalities.
Example 7.9. Consider the quiver T3,3,3 and
β =
1 2
1 2 3
1 2
.
The LR-coefficient cνλ,µ corresponds to dimSI(Q, β)σ where σ is given by
σ =
λ1 − λ2 λ2 − λ3
µ1 − µ2 µ2 − µ3 λ3 + µ3 − ν1
ν2 − ν3 ν1 − ν2
.
For example the sequence
1 2
0 1 2
0 1
,
0 0
1 1 1
1 1
is a Schur sequence, because c˜12,0,0 = c
2
2,0 = 1. This Schur sequence corresponds to the wall
λ1 + λ2 + µ2 + µ3 ≤ ν1 + ν2
By permuting the arms, we get the inequalities
λ2 + λ3 + µ1 + µ2 ≤ ν1 + ν2,
λ2 + λ3 + µ2 + µ3 ≤ ν2 + ν3.
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Other walls are given by the Schur sequences
1 1
1 1 2
0 1
,
0 1
0 1 1
1 1
(c˜
(1)
1,1,0 = c
2
1,1 = 1).
By permuting arms we get the inequalities
λ1 + λ3 + µ1 + µ3 ≤ ν1 + ν2,
λ1 + λ3 + µ2 + µ3 ≤ ν1 + ν3,
λ2 + λ3 + µ1 + µ3 ≤ ν1 + ν3.
1 1
0 0 1
0 0
,
0 1
1 2 2
1 2
(c˜
(2)
11,0,0 = c
11
11,0 = 1)
gives the inequalities
λ1 + µ3 ≤ ν1
λ3 + µ1 ≤ ν1
λ3 + µ3 ≤ ν3
The Schur sequence
0 1
0 1 1
0 0
,
1 1
1 1 2
1 2
(c˜
(2)
1,1,0 = c
11
1,1 = 1)
gives the inequalities
λ2 + µ2 ≤ ν1
λ2 + µ3 ≤ ν2
λ3 + µ2 ≤ ν2
Besides these, there are 6 trivial walls corresponding to the inequalities λ1 ≥ λ2 ≥ λ3, µ1 ≥ µ2 ≥ µ3
and ν1 ≥ ν2 ≥ ν3. The Schur sequence
0 2
1 2 3
1 2
,
1 0
0 0 0
0 0
implies the inequalities
λ1 ≥ λ2,
µ1 ≥ µ2,
ν2 ≥ ν3.
The Schur sequence
1 1
1 2 3
1 2
,
0 1
0 0 0
0 0
leads to the inequalities
λ3 ≥ λ3
µ2 ≥ µ3
ν1 ≥ ν2
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7.3. Faces of the Klyachko cone of arbitrary codimension. For the quiver Q = Tn,n,n, Theo-
rem 5.1 translates to:
Corollary 7.10. There is a 1–1 correspondence between the faces of codimension l of Kn and Schur
sequences (β1, . . . , βl+1) such that β = c1β1 + · · · + cl+1βl+1 for some positive integers c1, . . . , cl+1,
β1, . . . , βl+1 are Schur roots, and βi ◦ βj = 1 for all i < j.
However, If l > 1 then the ci may be larger than 1. There is no easy criterion for a dimension
vector to be a Schur root, but a fast algorithm for determining whether a dimension vector is a Schur
root was given in [14]. This makes it more difficult to find the faces of higher codimension. Still, we
obtain some interesting features.
Corollary 7.11. Suppose that (λ, µ, ν) lies in a face F of Kn of codimension l. Let j(λ), j(µ), j(ν)
be the number of jumps in λ, µ, ν respectively.
(a)
j(λ) + j(µ) + j(ν) ≤ 4n− 4− l,
(b) if c˜λ,µ,ν > 1 then
j(λ) + j(µ) + j(ν) ≤ 4n− 6− l.
Proof. Let β be the usual dimension vector for Tn,n,n. Now α ◦ β = c˜λ,µ,ν for some dimension vector
α. Let σ = 〈α, ·〉. Because σ is in a face of Σ(Q, β) of codimension l, exactly l+ 1 distinct dimension
vectors appear in the σ-stable decomposition of β. Suppose that the σ-stable decomposition of β is
β = c1 · β1 ∔ c2 · β2 · · ·∔ cl+1 · βl+1.
Whenever βi(xn) = 0, then βi has support on one arm and the equation σ(βi) = 0 corresponds to the
equation λj = λk, µj = µk or νj = νk for some j 6= k. Notice also that all βj ’s correspond to linearly
independent equations. It now follows that
j(λ) + j(µ) + j(ν) + #{i | βi(xn) = 0} ≤ 3n− 3.
Since
∑
j cjβj(xn) = n, we have #{j | βj(xn) > 0} ≤ n and #{j | βj(xn) = 0} ≥ l + 1 − n. Now (a)
follows.
If c˜λ,µ,ν > 1, then at least one of the βi’s is an imaginary Schur root, so βi(xn) ≥ 3. This shows
that #{j | βj(xn) > 0} ≤ n− 2 and (b) follows. 
The cone R+Σ(Q, β) has one 0-dimensional face, namely {0}. This corresponds to the the 2-
dimensional face of R+Kn consisting of all (λ, µ, ν), λ = (a, . . . , a), µ = (b, . . . , b), ν = (a+b, . . . , a+b).
It would be also interesting to study the extremal rays of the cone R+Σ(Q, β) (or equivalently the
3-dimensional faces of R+Kn). They span the cone Σ(Q, β) (or the Klyachko cone). The codimension
of the extremal rays is 3n− 4. One interesting question is, whether cνλ,µ = 1 whenever (λ, µ, ν) is on
an extremal ray of R+Kn (here by extremal ray we mean a 3-dimensional face of Kn). We first give a
positive result in this direction:
Corollary 7.12. If (λ, µ, ν) is in an extremal ray of R+Kn, and n ≤ 7, then cνλ,µ = 1.
Proof. Suppose that cνλ,µ > 1. Then c˜λ,µ,ν⋆ = c
ν
λ,µ > 1 for some partition ν
⋆. Then j(λ) + j(µ) +
j(ν⋆) ≥ 6 (this follows from Remark 7.4). So
6 ≤ 4n− 6− (3n− 4)
by Corollary 7.11 and we deduce that n ≥ 8. Contradiction. 
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Example 7.13. We study T8,8,8 with the weight
σ =
1 0 0 0 1 0 0
0 0 1 0 0 1 0 −3
0 0 1 0 0 1 0
The σ-stable decomposition of
β =
1 2 3 4 5 6 7
1 2 3 4 5 6 7 8
1 2 3 4 5 6 7
is
1 1 1 1 2 2 2
0 0 1 1 1 2 2 3
0 0 1 1 1 2 2
∔
0 0 0 0 1 1 1
0 0 1 1 1 1 1 1
0 0 0 0 0 0 0
∔
0 0 0 0 1 1 1
0 0 0 0 0 0 0 1
0 0 1 1 1 1 1
∔
0 0 0 0 0 0 0
0 0 0 0 0 1 1 1
0 0 1 1 1 1 1
∔
0 0 0 0 0 0 0
0 0 1 1 1 1 1 1
0 0 0 0 0 1 1
∔
0 0 0 0 1 1 1
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1
∔
δx2 ∔ 2 · δx3 ∔ 3 · δx4 + δx6 + 2 · δx7∔
δy1 ∔ 2 · δy2 ∔ δy4 ∔ 2 · δy5 ∔ δy7∔
δz1 ∔ 2 · δz2 ∔ δz4 ∔ 2 · δz5 ∔ δz7 .
Here for any vertex p of the quiver Q = T8,8,8 δp denotes the dimension vector of the simple represen-
tation corresponding to the vertex p. In the σ-stable decomposition of β, there are 21 distinct Schur
roots. The quiver T8,8,8 has 22 vertices, so this proves that σ is in an extremal ray of Σ(Q, β). The
LR-Richardson coefficient corresponding to β and σ is c˜λ,µ,ν where
λ = (2, 1, 1, 1, 1, 0, 0, 0), µ = (2, 2, 2, 1, 1, 1, 0, 0), ν = (2, 2, 2, 1, 1, 1, 0, 0).
The value of c˜λ,µ,ν is 2. In fact, for any N we have c˜Nλ,Nµ,Nν = N + 1.
7.4. A multiplicative formula for Littlewood-Richardson coefficients. Let β and Tn,n,n as
before.
Theorem 7.14. Suppose β = β1 + β2 and β1 ◦ β2 = 1. Let α be another dimension vector with
α ◦ β = c˜λ,µ,ν . Put σ = 〈α, ·〉. The inequality σ(β1) ≤ 0 translates to
(21)
∑
i∈I
λi +
∑
i∈J
µi ≤
∑
i∈K
νi.
where I, J,K are subsets of S = {1, 2, . . . , n} of the same cardinality. Suppose that equality in (21)
holds for (λ, µ, ν) ∈ (Zn)3. Define
λ∗ = (λi1 , · · · , λir ), I = {i1, i2, . . . , ir},
λ# = (λeı1 , · · · , λeın−r), S \ I = {˜ı1, ı˜2, . . . , ı˜n−r},
µ∗ = (µj1 , · · · , µjr ), J = {j1, j2, . . . , jr},
µ# = (µe1 , · · · , µen−r), S \ J = {˜1, ˜2, . . . , ˜n−r},
ν∗ = (νk1 , · · · , νjr ), K = {k1, k2, . . . , kr},
ν# = (νek1 , · · · , νekn−r), S \K = {k˜1, k˜2, . . . , k˜n−r}.
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Then we have
cνλ,µ = c
ν∗
λ∗,µ∗c
ν#
λ#,µ# .
Proof. If σ is in the interior of the wall, then the σ-stable decomposition of β is β1 ∔ β2 and by
Theorem 3.20 we get
cνλ,µ = α ◦ β = (α ◦ β1)(α ◦ β2) = c
ν∗
λ∗,µ∗c
ν#
λ#,µ# .
Assume σ is not in the interior of the wall. Suppose that the σ-stable decomposition of β1 is
c1 · γ1 ∔ · · ·∔ cr · γr
and that the σ-stable decomposition of β2 is
d1 · δ1 ∔ · · ·∔ ds · δs
Then the σ-stable decomposition of β is
c1 · γ1 ∔ · · ·∔ cr · γr ∔ d1 · δ1 ∔ · · ·∔ ds · δs.
Note that {γ1, . . . , γr} and {δ1, . . . , δs} are disjoint because γi ⊥⊥ δj for all i, j. By Theorem 3.20 we
get
cνλ,µ = α ◦ β =
∏
(α ◦ (ciγi))
∏
(α ◦ (diδi)) = (α ◦ β1)(α ◦ β2) = c
ν∗
λ∗,µ∗c
ν#
λ#,µ# .

Example 7.15. For n = 8, β = β1 + β2 with
β1 =
1 1 2 2 3 3 4
1 1 2 2 3 3 4 5
0 0 1 2 3 3 4
, β2 =
0 1 1 2 2 3 3
0 1 1 2 2 3 3 3
1 2 2 2 2 3 3
Now β1 ◦β2 = c˜
(3)
321,321,3 = c
552
321,321, so β1, β2 is a Schur sequence. The corresponding inequality for the
Klyachko cone is
λ1 + λ3 + λ5 + λ7 + λ8 + µ1 + µ3 + µ5 + µ7 + µ8 ≤ ν1 + ν2 + ν4 + ν5 + ν6.
or equivalently
λ2 + λ4 + λ6 + µ2 + µ4 + µ6 ≥ ν3 + ν7 + ν8.
If now these inequalities are equalities, then
cνλ,µ = c
ν∗
λ∗,µ∗c
ν#
λ#,µ#
where
λ∗ = (λ1, λ3, λ5, λ7, λ8), µ
∗ = (µ1, µ3, µ5, µ7, µ8), ν
∗ = (ν1, ν2, ν4, ν5, ν6)
and
λ# = (λ2, λ4, λ6), µ
# = (µ2, µ4, µ6), ν
# = (ν3, ν7, ν8).
For example, take λ = µ = (8, 4, 4, 2, 2, 0, 0, 0), ν = (10, 8, 7, 4, 3, 3, 3, 2).
Then cνλ,µ = c
ν∗
λ∗,µ∗c
ν#
λ#,µ#
where λ∗ = µ∗ = (8, 4, 2, 0, 0), ν∗ = (10, 8, 4, 3, 3), λ# = µ# = (4, 2, 0),
ν∗ = (−7, 3, 2). Indeed, cν
∗
λ∗,µ∗ = 5, c
ν#
λ#,µ#
= 2 and cνλ,µ = 10.
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Appendix: Belkale’s proof of Fulton’s conjecture
At the AMS Summer Institute on Algebraic Geometry Meeting in Seattle, Belkale explained his
geometric proof of Theorem 1.6 to the first author and how it generalizes to the more general quiver
setting. What follows below is a reconstruction of that proof. We are grateful to Prakash Belkale for
letting us include his proof in our paper.
For a nonnegative integer d, the Grassmannian of d-dimensional subspaces of the n-dimensional
vector space V is denoted by
Gr
(
V
d
)
.
Suppose that α, γ are dimension vectors for a quiver Q. We define
Gr
(
α
γ
)
=
∏
x∈Q0
Gr
(
Kα(x)
γ(x)
)
.
Hom(Kα,Kβ) =
∏
x∈Q0
Hom(Kα(x),Kβ(x)).
Following Schofield, we need to introduce the notion of the general rank of a morphism. For a morphism
φ : V →W between two representations of Q, define the rank function rk (φ) ∈ NQ0 by
rk (φ)(x) = dimK φ(x)(V (x)), x ∈ Q0.
Define the variety
H(α, β) = {(V,W, φ) ∈ Rep(Q,α)× Rep(Q, β)×Hom(Kα,Kβ) |
∀a ∈ Q1φ(ha)V (a) = W (a)φ(ta)}.
There is a natural projection p : H(α, β) → Rep(Q,α) × Rep(Q, β) such that the fiber of (V,W ) ∈
Rep(Q,α)×Rep(Q, β) can be identified with HomQ(V,W ). Suppose that Z ⊆ Rep(Q,α)×Rep(Q, β)
is an irreducible closed subset. There exists an open dense subset U ⊆ Z such U is smooth and
the fibers of p−1(U) → U have constant dimension. Then p−1(U) is irreducible. The rank depends
semi-continuously on (V,W, φ) ∈ p−1(U). So there exists an open dense subset U ′ ⊆ p−1(U) such that
rk (φ) is constant on U ′. The value of this rank is called the general rank of a morphism φ : V → W
with (V,W ) ∈ Z.
By symmetry, The Generalized Fulton Conjecture (Theorem 2.23) follows from
Theorem 7.16. If α ◦ β = 1, then α ◦ (nβ) = 1 for all n ≥ 0.
Proof. Assume that α ◦ β = 1 and α ◦ (nβ) > 1 for some n ≥ 0. Let us put σ = −〈·, β〉. Then
dimSI(Q,α)nσ = α ◦ (nβ).
We construct a quotient as in Section 2.8. Define the projective variety
Y = Proj
⊕
n≥0
SI(Q,α)nσ.
It has dimension > 0. Let
π : Rep(Q,α)ssσ → Y.
be the GIT quotient with respect to σ, where Rep(Q,α)ssσ ⊆ Rep(Q,α) is the dense, open subset of
σ-semi-stable representations. Let W ∈ Rep(Q, β) in general position. The Schofield semi-invariant
cW ∈ SI(Q,α)σ is nonzero becauseW is in general position. By assumption, dimK SI(Q,α)σ = α◦β =
1. So SI(Q,α)σ is spanned by cW . Also, ifW
′ ∈ Rep(Q, β) is any other representation then either cW ′
is identically 0 or cW ′ is equal to cW up to a scalar. By assumption, dimSI(Q,α)nσ = α◦ (nβ) > 1 for
some n. If f1, f2 ∈ SI(Q,α)nσ are linearly independent, then they must be algebraically independent.
This implies that the Krull dimension of the ring
⊕
n≥0 SI(Q,α)nσ is at least 2, and the dimension of
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Y is at least 1. The equation cW = 0 defines a nonnegative divisor on the projective variety Y . Clearly
this divisor is nonzero, because cW is not a constant. Let y ∈ Y such that CW (y) = 0. Since π is
surjective, we can choose V ∈ π−1(y) ⊆ Rep(Q,α)ssσ . It follows that cW (V ) = 0. Let D ⊆ Rep(Q,α)
be an irreducible component of the divisor
{Z ∈ Rep(Q,α) | cW (Z) = 0}
which contains V . In conclusion, D is a divisor of Rep(Q,α) containing σ-semi-stable representations,
and cW (V ) = 0 for all (V,W ) ∈ D × Rep(Q, β).
Let γ be the general rank of a homomorphism φ : V →W where (V,W ) ∈ D × Rep(Q, β).
Define
M˜ = {(V,W, V1,W1, φ) ∈ Rep(Q,α)× Rep(Q, β)×Gr
(
α
α−γ
)
×Gr
(
β
γ
)
×Hom(Kα,Kβ) |
φ : V →W is a morphism, ∀ x ∈ Q0 φ(V1(x)) = 0 and φ(K
α(x)) ⊆W1(x)}.
and
M = {(V,W, V1,W1, φ) ∈ M˜ | φ(K
α(x)) = W1(x)}.
We have that M˜ is a Zariski closed subset of
Rep(Q,α)× Rep(Q, β)×Gr
(
α
α−γ
)
×Gr
(
β
γ
)
×Hom(Kα,Kβ),
and M is open in M˜ and therefore it is locally closed. So M is a variety. If (V,W, V1,W1, φ) ∈ M
then φ : V →W has kernel V1, image W1 and rank γ = dimW1.
Define
N := {(V1,W1, φ) ∈ Gr
(
α
α−γ
)
×Gr
(
β
γ
)
×Hom(Kα(x),Kβ(x)) |
∀x ∈ Q0 φ(V1(x)) = 0, φ(K
α(x)) = W1(x)}.
Again N is locally closed, hence a variety. The projection p :M → Gr
(
α
α−γ
)
×Gr
(
β
γ
)
factors through
a morphism q : M → N and the projection r : N → Gr
(
α
α−γ
)
×Gr
(
β
γ
)
.
Let (V1,W1) ∈ Gr
(
α
α−γ
)
×Gr
(
β
γ
)
and consider the fiber r−1(V1,W1). This can be seen as the set
of all φ : Kα/V1 →W1 which induce an isomorphism at each vertex. So r
−1(V1,W1) ∼= GL(Q, γ) has
dimension ∑
x∈Q0
γ(x)2.
Note that r is actually a fiber bundle. We get
dimN = dimGr
(
α
α−γ
)
+ dimGr
(
β
γ
)
+
∑
x∈Q0
γ(x)2 =
=
∑
x∈Q0
(
γ(x)(α − γ)(x) + γ(x)(β − γ)(x) + γ(x)2
)
=
∑
x∈Q0
(
γ(x)(α− γ)(x) + γ(x)β(x)
)
.
The map q :M → N is a vector bundle. A fiber
q−1(V1,W1, φ)
is the set of all
(V,W ) ∈ Rep(Q,α)× Rep(Q, β)
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such that V (a)(V1(ta)) ⊆ V2(ha) ((α − γ)(ta)γ(ha) linear constraints) for all a and the restriction
of W (a) to W1(ta) is φ(ha)V (a)φ(ta)
−1 (γ(ta)β(ha) linear constraints) for all a. The dimension of
q−1(V1,W1, φ) is
dimRep(Q,α) + dimRep(Q, β)−
∑
a∈Q1
(
(α− γ)(ta)γ(ha)− γ(ta)β(ha)
)
.
Therefore,
dimM = dimfiber of q + dimN = dimRep(Q,α) + dimRep(Q, β)
−
∑
a∈Q1
(
(α − γ)(ta)γ(ha)− γ(ta)β(ha)
)
+
∑
x∈Q0
(
γ(x)(α − γ)(x) + γ(x)β(x)
)
=
= dimRep(Q,α) + dimRep(Q, β)− 〈α− γ, β − γ〉.
(Remember that 〈α, β〉 = 0). SinceM is a fiber bundle over the smooth irreducible variety Gr
(
α
α−γ
)
×
Gr
(
β
γ
)
with smooth irreducible fibers, we have that M is smooth and irreducible.
Consider now the projection s : M → Rep(Q,α) × Rep(Q, β). Since γ is the general rank of a
homomorphism φ : V → W for (V,W ) ∈ D × Rep(Q, β), we see that s(M) contains D × Rep(Q, β).
Since s(M) is irreducible and D×Rep(Q, β) has codimension 1, we must have s(M) = D×Rep(Q, β)
or s(M) = Rep(Q,α) × Rep(Q, β). The latter is impossible, because hom(α, β) = 0 and γ 6= 0.
Therefore s(M) = D × Rep(Q, β). The dimension of a general fiber of s is
dimM − dimD × Rep(Q, β) = dimM − dimRep(Q,α)− dimRep(Q, β) + 1 =
= −〈α− γ, β − γ〉+ 1.
Choose (V,W, V1,W1, φ) ∈ M in general position. Then (V,W ) ∈ D × Rep(Q, β) is in general
position. Then a general element in HomQ(V,W ) has rank γ. The fiber s
−1(V,W ) is the set of all
ψ ∈ HomQ(V,W ) of rank γ. Therefore,
dimExtQ(V,W ) = dimHomQ(V,W ) = dim s
−1(V,W ) = −〈α− γ, β − γ〉+ 1.
Suppose that V ′1 ∈ Rep(Q,α − γ) and W
′ ∈ Rep(Q, β) are both in general position. We know
that a general representation of dimension β has a γ-dimensional subrepresentation, because s(M) =
D × Rep(Q, β). So let W ′1 be a γ-dimensional subrepresentation of W
′. Define V ′ = V ′1 ⊕ W
′
1
and let φ′ : V ′ → W ′ be the projection V ′ ։ W ′1 ⊆ W
′. Now (V ′,W ′, V ′1 ,W
′
1, φ
′) ∈ M . Moreover
dimExt(V ′1 ,W
′) has the minimum possible value ext(α−γ, β). The set of all (V ′,W ′, V ′1 ,W
′
1, φ
′) ∈M
for which dimExtQ(V
′
1 ,W
′) is minimal (or equivalently dimHomQ(V
′
1 ,W
′) is minimal) is an open
dense subset of M . Since (V,W, V1,W1, φ) was assumed to be in general position, we may assume
dimExtQ(V1,W ) = ext(α− γ, β).
From Theorem 2.19 follows that there exists a δ →֒ α− γ such that
ext(α− γ, β) = −〈δ, β〉
Since V ∈ D is in general position, we know that V is σ-semi-stable. But V has a δ-dimensional
subrepresentation V2 ⊆ V1 ⊆ V . Hence
ext(α− γ, β) = −〈δ, β〉 = σ(δ) ≤ 0
by semi-stability. It follows that ext(α−γ, β) = 0 and ExtQ(V1,W ) = 0. From the long exact sequence
of Ext’s, the map ExtQ(V1,W )→ ExtQ(V1,W/W1) is surjective. So we also get ExtQ(V1,W/W1) = 0.
Now
(22) 0 = dimExtQ(V1,W/W1) = −〈α− γ, β − γ〉+ dimHomQ(V1,W/W1)
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and so
−〈α− γ, β − γ〉 ≤ 0
On the other hand, HomQ(V,W ) 6= 0, so
1 ≤ dimHomQ(V,W ) = dimExtQ(V,W ) = −〈α− γ, β − γ〉+ 1
We conclude that
−〈α− γ, β − γ〉 = 0.
From this follows that HomQ(V1,W/W1) = 0, by (22). We have an exact sequence
· · · → HomQ(V1,W/W1)→ ExtQ(V1,W1)→ ExtQ(V1,W )→ · · ·
Since the outer two are equal to 0, we get Ext(V1,W1) = 0. This implies that ext(α − γ, γ) = 0 and
(α−γ) →֒ α. If V ′ ∈ Rep(Q,α)\D, then V ′ has an (α−γ)-dimensional subrepresentation V ′1 . Define
W ′1 := V
′/V ′1 and letW
′
2 ∈ Rep(Q, β−γ) be any representation of dimension β−γ. SetW
′ = W ′1⊕W
′
2
and let φ′ : V ′ ։ V ′/V ′1 = W
′
1 ⊆ W
′ be the projection. We have (V ′,W ′, V ′1 ,W
′
1, φ
′) ∈ M , so
(V ′,W ′) ∈ s(M) and V ′ ∈ D. Contradiction!

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