Lagrange\u27s Interpolation, Chinese Remainder, and Linear Equations by Jiménez, Jesús
Lagrange’s Interpolation, Chinese Remainder, and Linear
Equations
Jesús Jiménez (Point Loma Nazarene University)
Jesús Jiménez earned his Ph.D. in Mathematics from the Univer-
sity of Utah, and the M.S. and B.S. from the National Autonomous
University of Mexico. His specializations are algebraic geometry and
cryptology. He spends time each summer teaching coding theory
and cryptography at the Center for Research in Mathematics at the
University of Guanajuato in Guanajuato, Mexico, as well as teaching
origami to Chiapas high schoolers using the theorems of geometry.
Abstract
We used the Gram-Schmidt orthogonalization algorithm to construct a solution to a system of
linear equation. Our approach was inspired by the construction of solutions to Lagrange’s inter-
polation polynomial problem or to a system of linear congruences as in the Chinese Remainder
Theorem.
1 Introduction
The standard approach for solving a system of m linear equations is to use Gaussian elimination by
means of elementary row operations to get a reduced system of equations that is equivalent to the
original one. In this paper we imitate the construction of solutions to the Lagrange’s interpolation
polynomial problem or to a system of linear congruences as in the Chinese Remainder Theorem.
We use the Gram-Schmidt orthogonalization algorithm to construct a reduced system of equations
that is equivalent to the given one. At each step of the algorithm one can decide if the system is
inconsistent or if a given linear equation is redundant in the system. If neither of these cases is true
we, construct a new equation whose coefficients are linear combinations of the previous ones. See
Algorithm 5 for the details. The algorithm returns either, (a) the system has no solution or (b) a
set of orthogonal vectors which are the rows of the reduced matrix. A linear combination of these
orthogonal vectors is a solution of the original system of linear equations.
2 Lagrange’s Interpolation
Theorem 1. Let
{(x1, y1), . . . , (xk−1, yk−1), (xk, yk)}
be a set of k points in R2. Set P (x) =
∏k
i=1(x − xi) and for 1 ≤ i ≤ k let Pi(x) =
P (x)
(x−xi) and
pi(x) = Pi(x)P (xi) . Then, for 1 ≤ i, j ≤ k we have pi(xj) = δij and the polynomial
p(x) = y1p1(x) + y2p2(x) + · · ·+ yk−1pk−1(x) + ykpk(x)
of degree less than or equal to k− 1 is a solution to the interpolation problem. See [2] Theorem 3.2
on page 109.
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3 Chinese Remainder Theorem
Theorem 2. Let n1, n2, . . . , nk−1, nk be positive integers such the greatest common divisor
gcd(ni, nj) = 1 for i 6= j, 1 ≤ i, j ≤ k. Let
x ≡ a1 mod n1, x ≡ a2 mod n2, · · · , x ≡ ak−1 mod nk−1, x ≡ ak mod nk
be a system of congruences. Set N =
∏k
i=1 ni and Ni = Nni . Since gcd(Ni, ni) = 1, there exist
integers ci such that ciNi ≡ 1 mod ni for 1 ≤ i ≤ k and ciNi ≡ 0 mod nj for i 6= j and 1 ≤ i, j ≤ k.
Then,
x = a1c1N1 + a2c1N2 + · · ·+ ak−1ck−1Nk−1 + akckNk
is a solution to the system of linear congruences. See [1] Proposition I.3.3 on page 21.
Let us take another look at Langrange’s interpolation problem. If p(x) is a polynomial in R[x] then
p(xi) = yi is equivalent to the existence of a polynomial qi(x) satisfying the equation
p(x) = qi(x) · (x− xi) + yi.
This last equation is equivalent to the congruence
p(x) ≡ yi mod (x− xi).
Therefore, Langrange’s interpolation problem is equivalent to solving the set of congruences p(x) ≡
yi mod (x − xi), 0 ≤ i ≤ k over the ring of polynomials R[x]. Since xi 6= xj for i 6= j, the
linear polynomials x − xi and x − xj are relatively prime. This implies that the congruences
p(x) ≡ yi mod (x−xi), 0 ≤ i ≤ k have a solution. This solution agrees with the solution constructed
in the Chinese Remainder Theorem over the ring of polynomials R[x].
4 Linear Equations
Consider the system of linear equations
a11x1 + a12x2 + · · ·+ a1nxn = b1
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
am1x1 + am2x2 + · · ·+ amnxn = bm
Let ai = [ai1, ai2, . . . , ai(n−1), ain], x = [x1, x2, . . . , xn−1, xn] and ai x be the dot product of ai and
x. Then, the system can be written as
a1 x = b1, a2 x = b2, . . . , am x = bm.
Definition 3. Let V be a subspace of Rn. The orthogonal complement of V in Rn, denoted V ⊥ is
the subspace
V ⊥ = {w in Rn such that v w = 0 for all v in V }.
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Lemma 1. Consider the system of linear equations
a1 x = b1, a2 x = b2, . . . , am x = bm.
Let 0 denote the zero vector in Rn. If ai 6= 0 for 1 ≤ i ≤ m and ai aj = 0 for i 6= j, 1 ≤ i, j ≤ m
then the vector











is well defined since ai ai 6= 0 and is a solution of the system of equations. Moreover, if y is
another solution to the system of equation then x− y is in span{a1,a2, . . . ,am}⊥.
Proof. Clearly x is in span{a1,a2, . . . ,am}. Since ai ai 6= 0 for 1 ≤ i ≤ m and ai aj = 0 for i 6= j,





















a2 ai + · · ·+
bi
ai ai








This shows that x is a solution to the system of equations. Assume that
x = x1a1 + x2a2 + . . .+ xmam and
y = y1a1 + y2a2 + . . .+ ymam
are two solutions of the given system of equations. Linearity of the dot product implies that
(x− y) ai = 0 for 1 ≤ i ≤ m. It follows that x− y is in span{a1,a2, . . . ,am}⊥.
Definition 4. Let Ar = {a1, a2, . . . ,ar} be a set of nonzero vectors in Rn such that ai aj = 0 for
i 6= j and Br = {b1, b2, . . . , br} be a set of real numbers. Let a be a vector in Rn and b be a real
number. Define the operators






























We observe that P(a, Ar) is the orthogonal projection of a onto span{a1,a2, . . . ,ar} and that
p(b, Br, Ar) will help us to keep track of the changes in the last column of the augmented matrix
associated to the system of equations.
Lemma 2. Let Ar = {a1, a2, . . . ,ar} be a set of nonzero vectors in Rn such that ai aj = 0 for
i 6= j. Let a be a vector in Rn then,
1. P(a, Ar) = 0 if and only if P(a, Ar) is in span{a1,a2, . . . ,ar}
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2. P(a, Ar) ai = 0 for 1 ≤ i ≤ r. Therefore, if P(a, Ar) 6= 0 then P(a, Ar) is orthogonal to ai
for 1 ≤ i ≤ r.
Proof. Let us start with
1. If P(a, Ar) = 0 then











and a is in span{a1,a2, . . . ,ar}. On the other hand, if a is in span{a1,a2, . . . ,ar} then there
exist real numbers a1, a2, . . . , ar such that a = a1a1 + a2a2 + · · ·+ arar. Since ai ai 6= 0 and
ai aj = 0 for i 6= j we have


















and it follows that P(a, Ar) = 0.
2. If P(a, Ar) = 0 then P(a, Ar) ai = 0 for 1 ≤ i ≤ r. So, assume P(a, Ar) 6= 0. Since ai ai 6= 0
and ai aj = 0 for j 6= i, 1 ≤ i, j ≤ r, we have,
P(a, Ar) ai =
(
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= a ai − a ai = 0.
Algorithm 5 (Orthogonal Row Reduction). Suppose we are given a system of linear equations
a1 x = b1, a2 x = b2, . . . , am x = bm.
1. Let ā1 = a1, A1 = {ā1}, b̄1 = b1, and B1 = {b̄1}.
2. Let ā2 = P(a2, A1) and b̄2 = p(b2, B1, A1)
(a) If ā2 = 0 and b̄2 6= 0 then the system of equations has no solution.
(b) If ā2 = 0 and b̄2 = 0 then by Lemma 2 part 1 a2 is a multiple of a1 and the equation
a2 x = b2 is redundant and can be deleted.
(c) If ā2 6= 0 set A2 = {ā1, ā2} and B2 = {b̄1, b̄2}
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3. Assume that Ai = {ā1, ā2, . . . , āi} and Bi = {b̄1, b̄2, . . . , b̄i} have been defined.
Let āi+1 = P(ai+1, Ai) and b̄i+1 = p(bi+1, Bi, Ai).
(a) If āi+1 = 0 and b̄i+1 6= 0 then the system of equations has no solution.
(b) If āi+1 = 0 and b̄i+1 = 0 then by Lemma 2 part 1 ai+1 is a linear combinations of the
vectors in Ai and since each vector āj in Ai is a linear combination of the vectors a1,
a2, . . . , ai the equation ai+1 x = bi+1 is redundant and can be deleted.
(c) If āi+1 6= 0 set Ai+1 = {ā1, ā2, . . . , āi+1} and B2 = {b̄1, b̄2, . . . , b̄i+1}
Continuing in this manner we either conclude that the system has no solution or we get a reduced
system of equations
ā1 x = b̄1, ā2 x = b̄2, . . . , ār x = b̄r
which by Lemma 1 has solution











We claim that x is also a solution of the original system of equations.
Proof. We will proceed using the strong principle of induction.
1. If n = 1 then x a1 = x ā1 = b̄1 = b1.
2. Assume that x ai = bi for 1 ≤ i ≤ k.
3. Now we will prove that x ak+1 = bk+1. Since
āk+1 = P(ak+1, Ak) = ak+1 −
(ak+1 ā1
ā1 ā1









ak+1 = āk+1 +
(ak+1 ā1
ā1 ā1























= x āk+1 +
ak+1 ā1
ā1 ā1


















The last equality follows from
b̄k+1 = p(ak+1, Ak, Bk) = bk+1 −
(ak+1 ā1
ā1 ā1
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5 Conclusion
In this paper we have given an alternative method for row reducing the augmented matrix associated
to a system of linear equations by using the Gram-Schmidt orthogonalization algorithm. This
approach was inspired by the construction of solutions to the Lagrange’s interpolation problem and
to system of congruences as in the Chinese Remainder Theorem. We believe that this algorithm
could be presented at the end of a linear algebra course as an application of the standard inner
product on Rn.
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