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The Fedoriuk-Maslov catastrophe theory of caustics and turning points is extended to solve the
bifurcation problems by the improved stationary phase method (ISPM). The trace formulas for
the radial power-law (RPL) potentials are presented by the ISPM based on the second- and third-
order expansion of the classical action near the stationary point. A considerable enhancement
of contributions of the two orbits (pair of consisting of the parent and newborn orbits) at their
bifurcation is shown. The ISPM trace formula is proposed for a simple bifurcation scenario of
Hamiltonian systems with continuous symmetries, where the contributions of the bifurcating parent
orbits vanish upon approaching the bifurcation point due to the reduction of the end-point manifold.
This occurs since the contribution of the parent orbits is included in the term corresponding to the
family of the newborn daughter orbits. Taking this feature into account, the ISPM level densities
calculated for the RPL potential model are shown to be in good agreement with the quantum results
at the bifurcations and asymptotically far from the bifurcation points.
I. INTRODUCTION
Semiclassical periodic-orbit theory (POT) is a powerful
tool for the study of shell structures in the single-particle
level density of finite fermionic systems [1–4]. This theory
relates the oscillating level density and shell-correction
energy to the sum over contributions of classical peri-
odic orbits. It thus gives the correspondence between
the fluctuation properties of the quantum dynamics and
the characteristics of the periodic motion embedded in
the classical dynamics.
Gutzwiller [2] suggested the semiclassical evaluation of
the Green’s function in the Feynman path integral rep-
resentation to derive the POT trace formula for the level
density if the single-particle Hamiltonian has no continu-
ous symmetries other than the time-translational invari-
ance. In this case, the energy E is the single integral of
motion for a particle dynamics in the mean-field poten-
tial. For a given E, all the generic periodic orbits (POs)
are isolated, i.e., any variation of the initial condition
perpendicular to the PO will violate its periodicity. The
original version of the POT was extended for Hamilto-
nians with continuous symmetries (extended Gutzwiller
approach), in particular for the rotational [O(n)] and
oscillator-type [SU(n)] symmetries [5–8]. Berry and Ta-
bor [9] derived the POT for integrable systems by ap-
plying the Poisson-summation method through the semi-
classical torus-quantization condition. It is also helpful
in the case of a high classical degeneracy of POs. Here
the classical degeneracy is defined by the number of inde-
pendent parameters K for a continuous family of classical
periodic orbits at a given energy of the particle.
Some applications of the POT to the deformations of
nuclei and metallic clusters by using phase-space vari-
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ables were presented in Refs. [4, 6, 8–11]. The pro-
nounced shell effects caused by the deformations have
been discussed. Within the improved stationary-phase
method [10–16] (ISPM), the divergences and discontinu-
ities of the standard stationary-phase method (SSPM)
[3–5, 8, 9] near the symmetry-breaking and bifurcation
points were removed.
Bifurcations of the isolated POs in non-integrable
Hamiltonian systems are classified by the normal-form
theory [17, 18], based on a pioneering work of Meyer on
the differentiable symplectic mappings [19]. The change
in the number of POs depends on the types of bifurca-
tions: from zero to two in the isochronous or saddle-node
bifurcations, from one to three in the period-doubling or
pitchfork bifurcations, and so on. In the integrable sys-
tems, the classical phase space is entirely covered by the
tori. The classical orbits on the rational tori (in which the
frequencies of the independent motions are commensu-
rable) form degenerate families of POs. In such systems,
the bifurcations mostly occur at a surface of the physical
phase-space volume occupied by the classical trajecto-
ries. For brevity, below, such a surface will be called the
end point. Note that even if the commensurability of
the frequencies is not fully satisfied at the end point, one
has a PO there because the mode with incommensurable
frequencies has zero amplitude. In the action-angle rep-
resentation (In,Θn) for the nth mode, it corresponds to
In = 0, where the variation of Θn will not generate a
family. Thus, the end-point POs have smaller degenera-
cies than those inside the physical region. With varying
potential parameter, a new PO family appears in the
transition from an unphysical to a physical region for a
rational torus where the frequencies of the end-point PO
become commensurable. It is considered as the bifurca-
tion of the end-point PO generating a new orbit family.
Such bifurcations take place repeatedly with varying po-
tential parameter and a new family of orbits with a higher
2degeneracy and different frequency ratio is generated at
each bifurcation point. Typical examples are the equato-
rial orbits with K = 1 in the spheroidal cavity where the
generic family has K = 2, and the circular orbits with
K = 2 in a spherical potential where the generic family
appears with K = 3.
Our ISPM is based on the catastrophe theory by Fe-
doriuk and Maslov for solving problems with caustic and
turning points in calculations of the integrals by using
the saddle-point method [13, 20–22]. In the SSPM, the
catastrophe integrals are evaluated by an expansion of
the action integral in the exponent up to second-order
terms and amplitude up to zeroth-order terms near the
stationary point, and the integration limits are extended
to an infinite interval. The trace formula based on the
SSPM encounters a divergence or discontinuity at the
bifurcation point. Such catastrophe problems are due
to the zeros (caustics) or infinities (turning points) of
the second-order derivatives of the action integral in this
expansion. Fedoriuk was the first to prove [20, 22] the
so-called Maslov theorem [21]: Each simple caustic or
turning point (having a finite nonzero third-order deriva-
tive of the action integral) leads to a shift of the phase
in the exponent of the catastrophe integral by −π/2
along the classical trajectory. This provides an extension
of the one-dimensional WKB formula to higher dimen-
sions. Thus, in the asymptotic region far from the caus-
tic and turning points, one can use second-order expan-
sions of the action integral (and zeroth-order expansions
of the amplitude) in the semiclassical Green’s function
taking into account the shift of the phase according to
the Maslov theorem. However, a proper foundation for
an extension of the Fedoriuk-Maslov catastrophe theory
(FMCT) to the derivations of the trace formulas near the
PO bifurcations, where one has to treat the semiclassical
propagators near the catastrophe points, is still an open
question.
Uniform approximations based on the normal-form
theories give alternative ways of solving the bifurcation
problems, see Refs. [4, 8, 18, 23–32]. The trace formula
valid near the bifurcation points is derived by calculat-
ing the catastrophe integral in local uniform approxima-
tions. It gives an indistinct combination of contributions
of bifurcating POs, and the asymptotic regions (where
each of the POs has a separate contribution to the trace
integral) are connected by a kind of the interpolation
through the bifurcations in the global uniform approxi-
mations. The ISPM provides much simpler semiclassical
formula in which one needs no artificial interpolation pro-
cedures over the bifurcations. Within the simplest ISPM,
the contributions of the bifurcating orbits are given sep-
arately through the bifurcation and they are basically in-
dependent of the type of bifurcation. This allows one to
give analytic expressions for the Gaussian-averaged level
densities and the energy shell corrections [4, 5, 33, 34].
In the present work we apply the FMCT to solve the
bifurcation problems that arise for some parameters of
the mean-field potential for the particle motion in the
end-point phase space. For the simplest but a rich exem-
plary case that nevertheless includes all of the necessary
points of the general behavior of the integrable systems,
we will consider the spherical radial power-law (RPL) po-
tential V ∝ rα as a function of the radial power parame-
ter α, which controls the surface diffuseness of the system
[28, 31, 35]. Some of these results are general for any inte-
grable and nonintegrable Hamiltonian systems, and can
be applied to a more realistic nuclear mean-field poten-
tial having the deformation. The spherical RPL model
has already been analyzed within the ISPM in Ref. [11].
Good agreement between the semiclassical and quantum
shell structures was shown in the level-density and energy
shell corrections for several values of the surface diffuse-
ness parameter including its symmetry-breaking and bi-
furcation values. Quantum-classical correspondences in
the deformed RPL models with and without spin-orbit
coupling were also studied and various properties of the
nuclear shape dynamics, such as the origins of exotic
deformations and the prolate-oblate asymmetries, have
been clarified [11, 31, 35–37]. Therefore, a proper study
of the general aspects of the bifurcation problem within
the ISPM, even taking the simplest spherical RPL po-
tential as an example for which one can achieve much
progress in analytical derivations, is expected to be help-
ful.
This article is organized in the following way. In Sec. II
we present a general semiclassical phase-space trace for-
mula for the level density as a typical catastrophe inte-
gral. Section III shows the Fedoriuk-Maslov method for
solving the simple caustic- and turning-point singularity
problems. Section IV is devoted to the application of
the FMCT to the local PO bifurcations for more general
Hamiltonian systems with continuous symmetries. Sec-
tion V presents the specific application of the ISPM trace
formula to the bifurcations in the spherical RPL poten-
tial model. Contributions of the bifurcating orbits to the
trace formula are discussed. In Sec. VI, we compare our
semiclassical results, obtained at a bifurcation point and
asymptotically far from bifurcations, with the quantum
calculations. These results are summarized in Sec. VII.
A more precise trace formula based on the third-order
expansions of the action integral is presented in the Ap-
pendix.
II. TRACE FORMULA
The general semiclassical expression for the level den-
sity, g(E) =
∑
i δ(E − Ei), is determined by the energy
levels Ei for the single-particle Hamiltonian Hˆ = Tˆ+V of
D degrees of freedom. The specific expression generic to
integrable and nonintegrable systems can be obtained by
the following trace formula in the 2D-dimensional phase
space [11–15]:
gscl(E) =
1
(2pi~)D Re
∑
CT
∫
dr′′
∫
dp′ δ (E −H(r′,p′))
× |JCT(p′⊥,p′′⊥)|1/2 exp
(
i
~
ΦCT − ipi2µCT − iφD
)
. (1)
3Here H(r,p) is the classical Hamiltonian in the phase-
space variables r,p and ΦCT is the phase integral
ΦCT≡SCT(p′,p′′, tCT) + (p′′ − p′) · r′′
= SCT(r
′, r′′, E) + p′ · (r′ − r′′) (2)
(see the derivations in Ref. [11]). In Eq. (1), the sum
is taken over all discrete classical trajectories (CTs) for
a particle motion from the initial point (r′,p′) to the
final point (r′′,p′′) with a given energy E [13]. A CT
can uniquely be specified by fixing, for instance, the final
coordinate r′′ and the initial momentum p′ for a given
time tCT of the motion along a CT. Here SCT(p
′,p′′, tCT)
is the classical action in the momentum representation,
SCT(p
′,p′′, tCT) = −
∫
p
′′
p′
dp · r(p) . (3)
Integration by parts relates Eq. (3) to the classical action
in the coordinate space,
SCT(r
′, r′′, E) =
∫
r
′′
r′
dr · p(r) , (4)
by the Legendre transformation [Eq. (2)]. The factor µCT
is the number of conjugate points along a CT with re-
spect to the initial phase-space point (r′,p′). They are,
e.g., the focal and caustic points where the main cur-
vatures of the energy surface (second derivatives of the
phase integral ΦCT) vanish. In addition, there are the
turning points where these curvatures become divergent.
The number of conjugate points evaluated along a PO
is called the Maslov index [21]. An extra phase compo-
nent φD , which is independent of the individual CT, is
determined by the dimension of the system and the clas-
sical degeneracy K [φD is zero when all orbits are isolated
(K = 0), as defined in Ref. [2]].
In Eq. (1) we introduced the local phase-space vari-
ables that consist of the three-dimensional (D = 3) coor-
dinate r = {x, y, z} and momentum p = {px, py, pz}.
It is determined locally along a reference CT so that
the variables (r‖ = x, p‖ = px) are parallel and (r⊥ =
{y, z},p⊥ = {py, pz}) are perpendicular to the CT
[2, 4, 6]. Here JCT(p′⊥,p′′⊥) is the Jacobian for the trans-
formation of the momentum component perpendicular to
a CT from the initial value p′⊥ to the final value p
′′
⊥.
For calculations of the trace integral by the stationary-
phase method (SPM), one may write the stationary-
phase conditions for both p′ and r′′ variables. According
to the definitions (2) and (3), the stationary-phase con-
ditions are given by(
∂ΦCT
∂p′
)∗
≡ (r′ − r′′)∗ = 0 ,(
∂ΦCT
∂r′′
)∗
≡ (p′′ − p′)∗ = 0 . (5)
The asterisk indicates that quantities in large parentheses
are taken at the stationary point. Equations (5) express
that the stationary-phase conditions are equivalent to the
PO equations (r′′,p′′)∗ = (r′,p′)∗. One of the SPM in-
tegrations in Eq. (1), e.g., over the parallel momentum
p′‖ in the local Cartesian coordinate system introduced
above, is the identity because of the energy conserva-
tion E = H(r′′,p′′) = H(r′,p′). Therefore, it can be
taken exactly. If the system has continuous symmetries,
the integrations with respect to the corresponding cyclic
variables can be carried out exactly. Notice that the ex-
act integration is performed finally also along a parallel
spatial coordinate (along the PO).
Applying the ISPM with the PO equations (5), ac-
counting for the bifurcations and the breaking of sym-
metries, one may arrive at the trace formula in terms of
the sum over POs [4, 10, 11]. The total ISPM trace for-
mula is the sum over all of POs [families with the classical
degeneracy K ≥ 1 and isolated orbits (K = 0)],
δg(E) ≃ δgscl(E) =
∑
PO
δgPO(E) , (6)
where
δgPO(E)=Re
{
APO exp
[
i
~
SPO(E)− iπ
2
µPO − iφD
]}
.
(7)
The amplitude APO depends on the classical degeneracy
K and the stability of the PO. In the exponent phase,
SPO(E) =
∮
p · dr is the action and µPO is the Maslov
index [2, 4, 5, 10, 11].
III. FEDORIUK-MASLOV CATASTROPHE
THEORY
In this section we present the essence of the ISPM, fol-
lowing basically the Fedoriuk-Maslov catastrophe theory
(see Refs. [20–22]).
A. Caustic and turning points
Let us assume that the integration interval in one of the
integrals of Eq. (1) over a phase-space variable ξ contains
a stationary catastrophe point where the second deriva-
tive of the phase integral Φ is zero [see Eq. (5)]. This
catastrophe integral I(κ, ǫ) can be considered as a func-
tion of the two dimensionless parameters
I(κ, ǫ) =
∫ ξ+
ξ−
dξ A(ξ, ǫ) exp [i κΦ(ξ, ǫ)] , (8)
where A(ξ, ǫ) is the amplitude and Φ(ξ, ǫ) the dimension-
less phase integral, which is proportional to ΦCT given by
Eq. (1). One of these parameters κ is related to a large
semiclassical parameter κ ∝ 1/~ → ∞, when ~ → 0,
through the relationship κΦ = ΦCT/~ (see also the Ap-
pendix for a clear example). Another critical parameter
4ǫ is a small dimensionless perturbation of the phase inte-
gral Φ(ξ, ǫ) [Eq. (2)] and the amplitude A(ξ, ǫ) through
the potential V (r, ǫ). For instance, ǫ can be a dimen-
sionless distance from the catastrophe point by perturb-
ing the parameter of a potential V (r, ǫ) [10], e.g., the
deformation and diffuseness parameters (see examples
in Refs. [4, 10, 11]). In Eq. (8), the integration limits
ξ± crossing the catastrophe point ξ
∗(0) are generally as-
sumed to be finite.
We assume also that the integral (8) has the simplest
(first-order) caustic-catastrophe point ξ∗(ǫ) at ǫ = 0 de-
fined by1
Φ′ (ξ∗) = 0, Φ′′ (ξ∗) = 0,
Φ′′′ (ξ∗) = O
(
ǫ0
)
at ξ∗ = ξ0 = ξ
∗(0), (9)
where the asterisk indicates that the derivatives with re-
spect to ξ are taken at ξ = ξ∗. The mixed derivative
(∂2Φ/∂ξ∂ǫ)∗, A∗ = A(ξ∗, ǫ), is assumed to be of the ze-
roth order in ǫ as well as the third derivative in Eq. (9).
In the limit ǫ→ 0 at large κ for the caustics, the two sim-
ple stationary points ξ∗(ǫ) coincide and form one caustic
point given by Eq. (9). To remove the indetermination,
let us consider a small perturbation of the catastrophe
integral I(ǫ, κ) [Eq. (8)] by changing ǫ through the phase
function Φ(ξ, ǫ) and the amplitude A(ξ, ǫ) near the caus-
tic point ǫ = 0. For any small nonzero ǫ we first study
the expansion of the function Φ(ξ, ǫ) over ǫ in a power
series near the stationary point ξ∗(ǫ) for a small ǫ,
Φ(ξ, ǫ) = Φ∗ +
1
2
Φ′′ (ξ∗) (ξ − ξ∗)2
+
1
6
Φ′′′ (ξ∗) (ξ − ξ∗)3 + · · · . (10)
Similarly, for the amplitude expansion, one has
A(ξ, ǫ) = A∗ +A′ (ξ∗) (ξ − ξ∗) + · · · . (11)
The asterisks in Eqs. (10) and (11) indicate that the
derivatives with respect to ξ are taken at ξ = ξ∗(ǫ) for
a small but finite ǫ, Φ∗ = Φ(ξ∗, ǫ). Using a small per-
turbation of the action Φ(ξ, ǫ) and amplitude A(ξ, ǫ) by
ǫ variations, one finds the first derivative in Eq. (9) and
the second derivative in Eq. (10) as small but nonzero
quantities. For asymptotic values of κ → ∞, one may
truncate the series (10) for the phase Φ(ξ, ǫ) in the ex-
ponent of the catastrophe integral I(κ, ǫ) [Eq. (8)] and
corresponding one (11) for its amplitude A(ξ, ǫ) at the
third and zeroth orders, respectively, keeping, however,
a small nonzero ǫ.
In the following, defining ξ as a dimensionless variable,
one can simply take the second derivative of a phase Φ
in Eq. (10), divided by 2, as the parameter ǫ,
ǫ =
1
2
Φ′′ (ξ∗) = σ|ǫ| , σ = sgn(ǫ) = sgn[Φ′′(ξ∗)] . (12)
1 In general, the caustic point of the nth order (n ≥ 1) is defined as
the point where the derivatives up to the (n+ 1)th order vanish
but the (n+ 2)th derivatives remain finite.
By definition of the simplest caustic point of the first or-
der [Eq. (9)], the third derivative of the phase Φ near the
caustic point ǫ = 0 is not zero at any small ǫ. Therefore,
one can truncate the expansion of the phase integral (10)
up to the third order as
Φ = Φ∗ + ǫ (ξ − ξ∗)2 + a (ξ − ξ∗)3 , (13)
where
a =
1
6
Φ′′′ (ξ∗) . (14)
Here we assume that A(ξ∗, ǫ) has a finite nonzero limit at
ǫ→ 0. Therefore, it can be cut at zeroth order in ξ− ξ∗,
namely, A(ξ, ǫ) ≈ A∗ = A(ξ∗, 0).
Following Refs. [20, 22], one can consider the linear
transformation of the coordinate from ξ to z as
ξ − ξ∗ = Υ+ Λ z , (15)
where
Υ = − ǫ
3a
, Λ =
1
(3a κ)1/3
. (16)
Notice that both coefficients of this linear transformation,
Υ(ǫ) and Λ(κ), depend on different critical parameters ǫ
and κ, respectively [Υ(0) = Λ(∞) = 0]. Substituting
Eq. (15) into Eq. (13), one can express the catastrophe
integral (8) in an analytical form,
I(κ, ǫ) = πΛA∗ exp (i κΦ∗ + 2iσ3 w3/2)
× [Ai(−w,Z−,Z+) + iGi(−w,Z−,Z+)] . (17)
The generalized incomplete Airy and Gairy integrals are
defined in a similar way as the standard ones but with
the finite integration limits,{
Ai
Gi
}
(−w, z1, z2)= 1
π
∫ z2
z1
dz
{
cos
sin
}(
−w z+ z
3
3
)
.
(18)
The argument w of these functions and finite integration
limits Z± in Eqs. (17) and (18) are given by
w =
κ2/3 ǫ2
(3a)
4/3
> 0, (19)
and
Z± = ξ± − ξ
∗
Λ
+ σ
√
w . (20)
As can be seen from a cubic form of the phase in paren-
thesis on the right-hand side of Eq. (18), the caustic
catastrophe can be considered as a crossing point of the
two simple close stationary-point curves for any small
nonzero ǫ,
z∗±(ǫ) = ±
√
w(ǫ) . (21)
They degenerate into one caustic point z∗±(ǫ)→ 0 (9) in
the limit ǫ → 0 because of w → 0 at any finite κ. The
5pξ
ξO
FIG. 1. Illustration of the phase-space flow around a PO at
the origin in the case of a regular trajectory on the torus.
Open and closed circles represent caustic points (∂pξ/∂ξ =
0) and turning points (∂pξ/∂ξ = ±∞), respectively. The
trajectory around the PO turns clockwise in the (ξ, pξ) plane
and the curvature Φ′′ ∝ ∂pξ/∂ξ changes its sign from positive
to negative when the trajectory crosses the caustic point. At
the crossings of the turning points, the curvature changes from
−∞ to +∞.
final result is a sum of the contributions of these station-
ary points. Note that, according to Eq. (19), the value of
w is large for any nonzero ǫ when κ becomes large. Nev-
ertheless, it becomes small for a large fixed finite nonzero
κ when ǫ is small. However, we may consider both cases
by using the same formula (17) because the two parame-
ters ǫ and κ appear in (19) through one parameter w for
a finite constant a.
B. The Maslov theorem
For any small nonzero ǫ, one may find a value of κ for
which w is so large that the two above-mentioned station-
ary points z∗±(ǫ) can be treated separately in the SPM.
At the same time, w can be sufficiently small that the
stationary points |z∗±| are much smaller than the inte-
gration limits |Z±|. In practice, it is enough to consider
Z+ > 0 and Z− < 0, and we split the integration in-
terval into two parts, i.e., from Z− to 0 and from 0 to
Z+, in order to separate the contributions of negative
and positive stationary points −√w and √w. Accord-
ing to the phase-space flow around the PO (see Fig. 1),
the curvature Φ′′ ∝ ∂pξ/∂ξ (pξ denotes the momentum
conjugate to ξ) will always change its sign from positive
to negative at the caustic catastrophe point [18]. Let us
consider such crossings with a catastrophe point. Out-
side the catastrophe point, where ǫ > 0 (σ = 1), the
stationary point ξ∗ corresponds to z∗+ and its contribu-
tion is given by the second integral over positive z. For
this integral, one can extend the upper integration limit
Z+ to infinity, like in the SSPM, because Z+ ∝ κ1/3 ≫ 1
and Z+ ≫ z∗+ =
√
w ∝ κ1/3ǫ for a small finite ǫ [see
Eq. (19)]. Within this approximation, one can use the
standard complete Airy and Gairy functions{
Ai
Gi
}
(−w) = 1
π
∫ ∞
0
dz
{
cos
sin
}(
−w z + z
3
3
)
. (22)
They correspond to the limits z1 = Z− = 0 and z2 =
Z+ = ∞ in Eq. (18). Using the asymptotic form of the
Airy and Gairy functions for w →∞,{
Ai
Gi
}
(−w)→ 1√
πw1/4
{
sin
cos
}(
2
3
w3/2 +
π
4
)
, (23)
one can evaluate the contribution I+ of the positive sta-
tionary point to Eq. (17), asymptotically far from the
caustic point (9). Then one obtains the same result as
one would get by the standard second-order expansion of
the phase Φ (and zeroth order of the amplitude A) at a
simple stationary point ξ∗,
I+(κ, ǫ) ≃ πΛA∗ exp
(
iκΦ∗ +
2i
3
w3/2
)
[Ai(−w)
+ iGi(−w)]→
√
2π
κ|Φ′′(ξ∗)|A
∗ exp
(
iκΦ∗ +
iπ
4
)
. (24)
On the other side of the crossing with the catastrophe
point, ǫ < 0 (σ = −1), the stationary point ξ∗ corre-
sponds to z∗−. Therefore, one should consider the other
part of the integral I− over the negative values of z. Ob-
viously, considering in an analogous way with a change
of the integration variable z → −z, one obtains
I−(κ, ǫ) ≃ πΛA∗ exp
(
iκΦ∗ − 2i
3
w3/2
)
[Ai(−w)
− iGi(−w)]→
√
2π
κ|Φ′′(ξ∗)|A
∗ exp
(
iκΦ∗ − iπ
4
)
. (25)
Comparing the rightmost expression in Eq. (25) with that
in Eq. (24), one sees a shift of phase by −π/2. Thus, the
famous Maslov theorem [21] on the shift of the phase Φ
by −π/2 at each simple caustic point (9) of the CT (in
particular, the PO) in the SSPM (i.e., the Maslov index is
increased by one) has been proved by using the Fedoriuk
catastrophe method [20].
For the case of a turning point, one has the conditions
(9) with only the replacement of zero by infinity in the
second derivative. In this case, Fedoriuk used a linear
coordinate transformation from z to z˜, which has the
form
z =
Λ˜
ǫ
z˜ + Υ˜, (26)
where Λ˜ and Υ˜ are new constants that are not singular
in ǫ (Λ˜ is independent of ǫ). This transformation reduces
the turning-point singularity to the caustic-point one. In-
deed, the divergent second derivative of the phase Φ over
the variable z is transformed, in a new variable, to its
zero value
1
2
(
∂2Φ
∂2z˜
)∗
=
Λ˜2
ǫ
(27)
(see the second paper in Ref. [20]). Therefore, one ob-
tains the same shift by −π/2 at each simplest turning
6point (per a sign change of one momentum component
perpendicular to the boundary) along a CT. Finally, the
next part of the Maslov theorem [21] concerning the
Maslov index generated by such a turning point has been
proved, too, within the same catastrophe theory of Fedo-
riuk [20].
IV. SYMMETRY-BREAKING AND
BIFURCATIONS
Assuming a convergence of the expansion [Eq. (10)] to
the second order, as shown in the preceding section, one
can use the same approach within the simplest ISPM2 of
second order2 to investigate the symmetry-breaking and
bifurcation problems in the POT. Therefore, one arrives
at a sum over the separate contributions of different kinds
of isolated and degenerated orbits, as in the derivation
of the Maslov theorem but within the finite integration
limits. The latter is important because the bifurcation
point is located at a boundary of the classically accessible
region. This section is devoted to the extension of the
FMCT to the bifurcation catastrophe problems.
In the presence of continuous symmetries, the station-
ary points form a family of POs that cover a (K+1)-
dimensional submanifold QPO of phase space, whereby
K is the classical degeneracy of the PO family. The in-
tegration over QPO must be performed exactly. In any
systems with continuous symmetries, it is an advantage
to transform the phase-space variables from the Carte-
sian to the corresponding action-angle variables (see, e.g.,
Ref. [8, 9]). Then the action ΦCT in Eq. (1) is indepen-
dent of the angle variables conjugate to the conserving
action variables and the integrations over these cyclic an-
gle variables are exactly carried out. For the integrable
case, for instance, integrating over the remaining action
variables and using the standard SPM, one obtains the
so-called Berry-Tabor trace formula [9]. Under the ex-
istence of additional symmetries such as SU(3) or O(4),
some of the integrations over the action variables can
also be performed exactly because of a higher degener-
acy. For partially integrable systems, the integrations
over partial set of cyclic variables also greatly simplify
the ISPM derivations of the trace formula (1) near the
bifurcations.
To solve the bifurcation problems, some of the SPM
integrations have to be done in a more exact way. For
definiteness, we will consider first a simple bifurcation
defined as a caustic point of the first order [Eqs. (10)
and (11)] where the degeneracy parameter K is locally
increased by one. In the SPM, after performing exact
2 We call the nth-order ISPM the ISPMn, in which we use the
expansion of the phase integral Φ up to the nth-order terms and
the amplitude up to the (n−2)th order near the stationary point.
The simplest ISPM for n = 2 is called the ISPM2.
integrations over a submanifold QPO, one uses an expan-
sion of the action phase ΦCT in phase space variables
ξ = {r′′,p′}⊥, perpendicular to QPO in the integrand of
Eq. (1) over ξ near the stationary point ξ∗,
ΦCT(ξ) = ΦPO +
1
2Φ
′′
PO(ξ
∗)(ξ − ξ∗)2
+ 16Φ
′′′
PO(ξ
∗)(ξ − ξ∗)3 + · · · , (28)
where
ΦPO = Φ
∗
CT = ΦCT(ξ
∗) , (29)
ξ∗ is the stationary point, ξ∗ = ξPO, and Φ
∗
CT =
ΦCT (ξ
∗) = ΦPO. To demonstrate the key point of our
derivations of the trace formula, we focus on one of the
phase-space variables in Eq. (1), denoted by ξ, which is
associated with a catastrophe behavior. In the standard
SPM, the above expansion is truncated at the second-
order term and the integration over the variable ξ is ex-
tended to ±∞. The integration can be performed analyt-
ically and yields a Fresnel integral (see, e.g., Refs. [4, 10]).
However, one encounters a singularity in the SSPM
that is related to the zero or infinite value of Φ′′PO(ξ
∗),
while Φ′′′PO(ξ
∗) remains finite in the simplest case under
consideration. This singularity occurs when a PO (iso-
lated or degenerated) undergoes a simple bifurcation at
the stationary point ξ∗ under the variation of a parame-
ter of the potential (e.g., energy, deformation, or surface
diffuseness). The SSPM approximation to the Fresnel
(error) functions by the Gaussian integrals breaks down
because one has a divergence.
Notice that the bifurcation problem is similar to the
caustic singularity considered by Fedoriuk within the
catastrophe theory (see Sec. III and Refs. [20, 22]). The
FMCT is adopted, however, for the specific position of
such a singularity at the end point in the phase-space
volume accessible for a classical motion (see the Intro-
duction and also Ref. [13]).
In systems with continuous symmetries, the orbit at
the end point causes the bifurcation where it coincides
with one of the rational tori that appears in the tran-
sition from the unphysical to the physical region. The
contribution of this end-point orbit is derived using a lo-
cal phase-space variable ξ along it, independently of the
torus orbits. Near the bifurcation point, the contribution
of these end-point orbits is mostly included to the new-
born orbit term. Therefore, we should consider a kind of
separation of the phase space occupied by the newborn
and end-point orbits to evaluate their contributions to
the trace integral near the bifurcation point. Below we
will call the latter an end-point manifold. By definition
of the end-point manifold, its measure is zero at the bi-
furcation limit where the minimal ξ− and maximal ξ+
coincide with the stationary point ξ∗, i.e.,
ξ− → ξ+ → ξ∗ (Φ′′PO → 0). (30)
Thus, although the contributions of POs participating in
the bifurcation are considered separately, the parent orbit
7contribution vanishes at the bifurcation point and there
no risk of double counting. To describe the transition
from the bifurcation point to the asymptotic region, one
should properly define the end-point manifold. We need
it to extract the additional contribution by the end-point
orbit that is not covered by the term for the newborn
orbit. The detailed treatment of such a transition is still
open, but is beyond the scope of the present paper.
We are ready now to employ what we call the im-
proved stationary-phase method [12–15] evaluating the
trace integral for the semiclassical level density. Hereby,
the integration over ξ in Eq. (1) is restricted to the fi-
nite limits defined by the classically allowed phase-space
region through the energy-conserving δ function in the
integrand of Eq. (1). The phase and amplitude are ex-
panded around the stationary point up to the second-
and zeroth-order terms in ξ − ξ∗, respectively, and to
higher-order terms if necessary.
In the simplest version of the ISPM (ISPM2), the ex-
pansion of the phase is truncated at second order, keeping
the finite integration limits ξ− and ξ+ given by the ac-
cessible region of the classical motion in Eq. (1). It will
lead to a factor like3
eiΦPO/~
∫ ξ+
ξ−
exp
[
i
2~Φ
′′
PO (ξ − ξ∗)2
]
dξ
∝ 1√
Φ′′
PO
eiΦPO/~ erf [Z−,Z+] , (31)
where erf(z1, z2) is the generalized error function,
erf(z1, z2) =
2√
π
∫ z2
z1
e−z
2
dz = erf(z2)− erf(z1), (32)
with the complex arguments
Z± = (ξ± − ξ∗)
√
− i
2~
Φ′′PO . (33)
Note that the expression (31) has no divergence at the bi-
furcation point where Φ′′PO(ξ
∗) = 0, since the error func-
tion (32) also goes to zero as
erf(Z−,Z+) ∝ Z+ −Z− ∝ (ξ+ − ξ−)
√
Φ′′PO . (34)
Thus, the factor
√
Φ′′PO in the denominator of Eq. (31)
is canceled with the same in the numerator. In addi-
tion, also taking into account Eq. (30) and the discussion
around it, one finds the zero contribution of the end-point
term in the trace formula at the bifurcation point, which
seems to be a consistent semiclassical picture.
This procedure is proved to be valid in the semiclassical
limit κ → ∞ by the FMCT [20–22]. In this way, we
3 For the case of several variables ξ for which we find find zeros and
infinities in eigenvalues of the matrix with second-order deriva-
tives of ΦPO(ξ) at ξ = ξ
∗, we diagonalize this matrix and reduce
the Fresnel-like integrals to products of error functions similar to
Eq. (31).
can derive the separate PO contributions that are free
of divergences, discontinuities, and double counting at
any bifurcation point. The oscillating part of the level
density can be approximated by the semiclassical trace
formula (6). In Eq. (6), the sum runs over all periodic
orbits (isolated or degenerated) in the classical system.
The term SPO(E) is the action integral along a PO. The
amplitude APO(E) (which, in general, is complex) is of
the order of the phase-space volume occupied by CTs.
The factor given in Eq. (31) depends on the degeneracies
and stabilities of the POs, respectively (see Sec. III).
Notice that any additional exact integration in Eq. (1)
with respect to a bifurcation (catastrophe) variable of the
improved SPM can lead to an enhancement of the ampli-
tude APO in the transition from the bifurcation point to
the asymptotic region. This enhancement is of the order
1/~1/2 as compared to the result of the standard SPM
integration. In particular, for the newborn family with
the extra degeneracy ∆K higher than that of the parent
PO, one has such enhancements of the order 1/~∆K/2
near the bifurcation.
The trace formula (6) thus relates the quantum oscil-
lations in the level density to quantities that are purely
determined by the classical system. Therefore, one can
understand the shell effects in terms of classical pictures.
The sum over POs in Eq. (6) is asymptotically correct to
the leading order in 1/~1/2 and it is hampered by con-
vergence problems [2]. However, one is free from those
problems by taking the coarse-grained level density
δgΓ,scl(E) =
∑
PO
δgsclPO(E) exp
{
−
(
ΓtPO
2~
)2}
, (35)
where Γ is an averaging width. The value of Γ is suffi-
ciently smaller than the distance between the major shells
near the Fermi surface (see Refs. [3–6, 10, 11]). Here
tPO = ∂SPO(E)/∂E is the period of the particle mo-
tion along a PO taking into account its repetition num-
ber. We see that, depending on the smoothing width Γ,
longer orbits are automatically suppressed in the above
expressions and the PO sum converges, which it usually
does not [2] for nonintegrable systems in the limit Γ→ 0.
Thus, one can highlight the major-shell structure in the
level density using a smoothing width that is much larger
than the mean single-particle level spacing but smaller
than the main shell spacing (the distance between major
shells) near the Fermi surface. Alternatively, a finer shell
structure can be considered by using essentially smaller
smoothing widths, which is important for studying the
symmetry-breaking (bifurcation) phenomenon associated
with longer POs.
It is an advantage of this approach that the major-shell
effects in δg(E) can often be explained semiclassically in
terms of only a few of the shortest POs in the system.
Examples will be given in Sec. V. However, if one wants
to study a finer shell structure, specifically at large defor-
mations, some longer orbits have to be included. Hereby,
bifurcations of POs play a crucial role, as it will be ex-
emplified in Sec. V.
8V. ISPM FOR THE SPHERICAL RPL
POTENTIAL MODEL
Let us apply the general FMCT to the RPL potential
as an analytically solvable example.
A. Scaling property
A realistic mean-field potential for nuclei and metallic
clusters is given by the well-known Woods-Saxon (WS)
potential
VWS(r) = − W0
1 + exp r−Ra
, (36)
where W0 is the depth of the potential, R is the nuclear
radius, and a is the surface diffuseness. As suggested in
Refs. [28, 31], this potential can be approximated by the
RPL potential for a wide range of mass numbers as
VWS(r) ≈ −W0 + W0
2
(r/R)α , (37)
with an appropriate choice of the radial power parameter
α. One finds good agreement of the quantum spectra for
the approximation (37) to the WS potential up to and
around the Fermi energy EF . Eliminating the constant
term on the right-hand side of (37), we define the RPL
model Hamiltonian as
H =
p2
2m
+ V0(r/R0)
α, V0 =
~
2
mR20
, (38)
where m is the mass of a particle and R0 is an arbitrary
length parameter.
In the spherical RPL model (38), as well as in general
spherical potential models, one has the diameter and cir-
cle POs that form the two-parameter (K = 2) families.
The diameter and circle POs have minimum and maxi-
mum values of the angular momentum L = 0 and LC ,
respectively. They correspond to the end points of the
energy surface H(Ir , L) = E implicitly given by the re-
lationship (see, e.g., Ref. [11])
Ir =
1
π
∫ rmax
rmin
prdr = Ir(E,L), (39)
where pr is the radial momentum
pr =
√
p2(E,L)− L2/r2, (40)
with p the particle momentum
p(E,L) =
√
2m [E − V (r)] . (41)
The integration limits rmin and rmax in Eq. (39) are func-
tions of the energy E and angular momentum L for a
given spherical potential V (r). In the spherical RPL po-
tential, they are defined by the two real roots of the tran-
scendent equation for the variable r:
pr(L, α) ≡
√
2m (E − V0(r/R0)α)− L2/r2 = 0 . (42)
Another key quantity in the POT is the curvature of the
energy surface (39)
K =
∂2Ir
∂L2
. (43)
Using the invariance of the equations of motion under
the scale transformation
r→ s1/αr, p→ s1/2p ,
t→ s1/2−1/αt for E → sE , (44)
one may factorize the action integral SPO(E) along the
PO as
SPO(E) =
∮
PO(E)
p · dr
=
(
E
V0
) 1
2
+ 1
α
∮
PO(E=V0)
p · dr ≡ ~EτPO . (45)
In Eq. (45) we define the dimensionless variables E and
τPO as classical characteristics of the particle motion
E = (E/V0)
1
2
+1/α (46)
and
τPO =
1
~
∮
PO(E=V0)
p · dr . (47)
We call them the scaled energy and the scaled period,
respectively. To realize the advantage of the scaling in-
variance under the transformation (44), it is helpful to
use E and τPO in place of the energy E and the period
tPO for the particle motion along a PO, respectively. In
the harmonic-oscillator (HO) limit (α → 2), E and τPO
are proportional to E and tPO, while in the cavity limit
(α→∞), they are proportional to the momentum p and
the geometrical PO length LPO, respectively.
The PO condition (5) determines several PO families in
the RPL potential, namely, the polygonlike (K = 3), the
circular, and the diametric (K = 2) POs. This condition
for the integrable spherical Hamiltonian is identical to a
resonance condition, which is expressed in the spherical
variables r, θ, ϕ as
ωr/ωθ = nr/nθ , ωθ ≡ ωϕ , (48)
where ωr, ωθ, and ωϕ are frequencies in the radial and an-
gular motion. Figure 2 shows these POs in the RPL po-
tential (38) in the (τ, α) plane, where τPO = τ(α,LPO) is
the scaled period for the PO specified by (nr, nθ), which
satisfies the resonance condition (48). As shown in this
figure, the polygonlike orbit M(nr, nθ) continues to ex-
ist after its emergence at the bifurcation point α = αbif
from the parent circular orbitMC (Mth repetition of the
primitive circle orbit C). The exceptions are the diame-
ter orbits M(2,1) that exist for all values of α and form
families with a higher degeneracy at the HO symmetry-
breaking point α = 2.
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FIG. 2. Scaled periods τPO (horizontal axis) of short peri-
odic orbits PO plotted as functions of the power parameter α
(vertical axis). Thin solid blue curves are circle orbits MC,
dashed green curves are diameter orbits M(2,1), and thick
solid red curves are polygonlike orbits M(nr , nθ) (nr > 2nθ)
which bifurcate from the circle orbits MC at the bifurcation
points indicated by open circles.
B. Three-parameter PO families
For the contribution of the three-parameter (K = 3)
families into the density shell correction δg(E) [Eq. (1)],
one obtains [11]
δgscl,P (E) = Re
∑
MP
AMP (E)
× exp
[
i
~
SMP (E) − iπ
2
µMP − iφD
]
. (49)
The sum is taken over families of the three-parameter
(K = 3) polygonlike orbits MP (P stands for polygon-
like, and M for the repetition number M = 1, 2, ...). In
Eq. (49), SMP (E) is the action along the PO,
SMP (E) = 2πM [nr Ir(E,L
∗) + nθ L
∗] , (50)
where Ir is the radial action variable in the spherical
phase-space coordinates [Eq. (39)]. The angular momen-
tum L∗ is given by the classical value for a particle motion
along the P orbit L∗ = LP in an azimuthal plane. The
numbers nr and nθ specify the orbit P with nr > 2nθ.
For the amplitude AMP [Eq. (49)], within the ISPM2,
one finds
AMP =
LP TP
π~5/2
√
MnrKP
erf
(Z+MP ,Z−MP ) eipi/4 , (51)
where KP represents the curvature (43) at L = L
∗ and
TP = Tnr,nθ is the period of the primitive (M = 1) poly-
gonlike orbit, P (nθ, nr). For a three-parameter family
at the stationary point L = L∗ determined by the PO
(stationary-phase) equation, one has
TP =
2πnr
ωr
=
2πnθ
ωθ
. (52)
The function erf(Z+MP ,Z−MP ) in Eq. (51) is given by the
generalized error function (32). Its complex arguments
Z±MP are expressed in terms of the curvature KP ,
Z−MP =
√
−iπM nrKP /~ (L− − LP ) ,
Z+MP =
√
−iπM nrKP /~ (L+ − LP ) . (53)
We used here the ISPM2 for the finite integration lim-
its within the tori, i.e., between the minimal L− = 0
and maximal L+ = LC values of the angular-momentum
integration variable for the K = 3 family contribution.
The phase factor µMP in Eq. (49) is the Maslov index
(see Sec. III) as in the asymptotic Berry-Tabor trace for-
mula. The amplitude (51) obtained for the formula (49)
is regular at the bifurcation points where the stationary
point is located at the end point L = L∗ = LC of the
action (L) part of a torus.
For the case of the power parameter α sufficiently far
from the bifurcation points, one arrives at the SSPM limit
of the trace formula (49) with the amplitude AMP , iden-
tical to the Berry-Tabor trace formula [9]
A
(SSP)
MP =
2LP TP
π~5/2
√
MnrKP
eipi/4. (54)
According to Sec. III, the Maslov index µMP of Eq. (49)
is determined by the number of turning and caustic
points within the FMCT (see Refs. [13, 20–22]),
µMP = 3M nr + 4M nθ , φD = −π/2 . (55)
The total Maslov index µ
(tot)
MP is defined as the sum of this
asymptotic part (55) and the argument of the complex
density amplitude (51) [10–14]. The total index µ
(tot)
MP
behaves as a smooth function of the energy E and the
power parameter α through the bifurcation point.
C. Two-parameter circle families in the ISPM2
For contributions of the circular PO families to the
trace formula (1), one obtains
δgscl,C(E) = Re
∑
M
AMC
× exp
[
i
~
SMC (E)− iπ
2
µMC − iφD
]
. (56)
The sum is taken over the repetition number for the circle
PO and M = 1, 2, ... . Here SMC (E) is the action along
the orbit MC,
SMC(E) =M
∫ 2pi
0
L d θ = 2πM LC , (57)
where LC is the angular momentum of the particle mov-
ing along the orbit C. For amplitudes of the MC-orbit
contributions, one obtains
AMC(E) =
iLC TC
π ~2
√
FMC
× erf
(
Z+p MC
)
erf
(Z−r MC ,Z+r MC) , (58)
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where TC = 2π/ωC is the period of a particle motion
along the primitive (M = 1) orbit C. Here, ωC is the
azimuthal frequency,
ωC = ωθ(L = LC) = LC/(mr
2
C) , (59)
rC the radius of the C orbit, and LC is the angu-
lar momentum for a particle motion along the C PO
[11, 28, 31, 38],
rC=R0
(
2E
(2+α)V0
)1/α
, LC=p(rC)rC . (60)
In Eq. (58), FMC is the stability factor (the trace of the
monodromy matrix)
FMC = 4 sin
2
(
πM
√
α+ 2
)
(61)
and J (p)MC is the Jacobian
J (p)MC = 2π(α+ 2)M KC r2C , (62)
where KC is the curvature for C orbits [38],
KC = − (α + 1)(α− 2)
12 (
√
α+ 2)3 LC
. (63)
The finite limits in the error functions of Eq. (58), Z±p MC
and Z±r MC , are given by
Z−p MC=0, Z+p MC=LC
√
− iπ
~
(α+ 2)MKC ,
Z−r MC =
(
rmin
rC
− 1
) √
iFMC
4π(α+ 2) ~MKC
,
Z+r MC =
(
rmax
rC
− 1
)√
iFMC
4π(α+ 2) ~MKC
, (64)
where rmin and rmax are the radial turning points spec-
ified below. The interval between them covers the CT
manifold including the stationary point rC .
Asymptotically far from the bifurcations (also far from
the symmetry breaking point α = 2), the amplitude (58)
approaches the SSPM limit
AMC(E)→ ASSPMC(E) =
2LC TC
π~2
√
FMC
. (65)
In these SSPM derivations, the radial integration limits
rmin and rmax turn into the asymptotic values
rmin = 0, rmax = R0E2/(2+α) . (66)
They are given by the two real solutions of Eq. (42) at
L = 0. The upper limit rmax was extended to infinity in
the derivation of Eq. (65) because the stationary point
rC is far away from both integration boundaries rmin and
rmax.
The Maslov index µMC in Eq. (56) is given by
µMC = 2M , φD = π/2 . (67)
For the calculation of this asymptotic Maslov index µMC
through the turning and caustic points [see the trace
formula (56) with the ISPM2 (58) and the SSPM (65)
amplitude], one can use the FMCT (Sec. III). The to-
tal Maslov index µ
(tot)
MC can be introduced as above (see
Refs. [10–14]).
Taking the opposite limit α → αbif = n2r/n2θ − 2 to
the bifurcations where FMC → 0, but far away from the
HO limit α = 2, one finds that the argument of the sec-
ond error function in Eq. (58), coming from the radial-
coordinate integration, tends to zero proportional to√
|FMC | [Eq. (64)]. Thus, as in a general case (Sec. IV),
the singular stability factor
√
FMC of the denominator
in Eq. (58) is exactly canceled by the same from the nu-
merator. At the bifurcation FMC → 0, one obtains
AISPMC(E)→
2LC
~3/2 ωC
√
iπ(α+ 2)MKCr2C
×erf
(
Z(+)p MC
)
(rmin − rmax) . (68)
Therefore, Eq. (58) gives the finite result through the
bifurcation. Taking the reduction of the end-point man-
ifold for the parent-orbit term, according to Eq. (30),
rmin → rmax → rC , (69)
the amplitude (58) vanishes at the bifurcation point [11]
[see Eq. (68)]. This is in line with general arguments for
the bifurcation limit [see Sec. IV around Eq. (30)].
As shown in the Appendix, following the FMCT
(Sec. III) one can derive the ISPM3 expression for the os-
cillating level density. One may note that the parameter
w given by Eq. (A3) can be considered as the dimension-
less semiclassical measure of the distance from a bifur-
cation. Similarly, as for the caustic catastrophe points,
in the case of the application of the FMCT (Sec. III) to
the bifurcation of the circular orbits (see also Sec. V),
one can use simply the ISPM2 (Sec. VC) as the sim-
plest approximation near the bifurcation, i.e., w . 1.
However, working out properly the transition itself from
the asymptotic SSPM radial-integration limits r± to the
same value rC at the bifurcation within its close vicinity
(w . 1) is left for future work.
D. Two-parameter diameter families
For the diameter-orbit (K = 2) family contribution to
the trace formula (1) for the RPL potential, the ISPM
is needed only near the symmetry-breaking at α = 2 of
the harmonic-oscillator limit [11]. For our purpose, we
simply use the SSPM approximation for the diameter
families, valid at the values of the power parameter α far
11
from the symmetry-breaking limit,
δgscl D(E) = Re
∑
M
AMD
× exp
[
i
~
SMD (E)− iπ
2
µMD − iφD
]
, (70)
where
AMD =
1
iπMKDωr~2
. (71)
The frequency ωr is expressed through the radial period,
Tr =
2π
ωr
=
∫ rmax
0
2mdr
p(r)
=
√
2mπ
E
rmaxΓ (1 + 1/α)
Γ (1/2 + 1/α)
,
(72)
where Γ(x) is the Gamma function. In Eq. (71), KD is
the diameter curvature [38]
KD =
Γ (1− 1/α)
Γ (1/2− 1/α) E
√
2πmR20V0
. (73)
For the Maslov index [Eq. (70)], one obtains
µMD = 2M , φD = −π/2 . (74)
E. TOTAL TRACE FORMULAS FOR THE
SPHERICAL RPL POTENTIAL
The total ISPM trace formula for the RPL potential is
the sum of the contribution of the K = 3 polygonlike (P )
families δgP (E) [Eqs. (49) with (51)], the K = 2 circular
(C) families δgC(E) [Eqs. (56) and (58) for the ISPM2
and Eqs. (A1) and (A2) for the ISPM3], and the K = 2
diameter (D) families δgD(E) [Eqs. (70) and (71)],
δgscl(E) = δgscl,P (E) + δgscl,C(E) + δgscl,D(E) . (75)
This trace formula has the correct finite asymptotic lim-
its to the SSPM: The Berry-Tabor result [Eqs. (49) and
(54)] for the P orbits (K = 3) and for C orbits (K = 2)
[Eqs. (56) and (65)]; see the same for D orbits [Eqs. (70)
and (71)]. Transforming the variable from the ordinary
energy E to the scaled energy E (46), one obtains the
trace formula for the scaled-energy level density,
δG(E) = δg(E)dE
dE =
∑
PO
δGPO(E), (76)
with
δGPO(E) =Re [APO(E)
× exp
(
iEτPO − iπ
2
µPO − iφD
)]
. (77)
The Fourier transform of this scaled-energy level density,
truncated by the Gaussian with the cutoff γ, is expressed
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as
Fγ(τ) =
∫
G(E)eiEτ e−(E/γ)2dE
=
∑
PO
A˜PO(τ)e−γ
2(τ−τPO)
2/4. (78)
This gives a function with successive peaks at the scaled
periods of the classical POs τ = τPO with the height
|A˜PO|, which is proportional to the amplitude APO of
the contribution of the orbit PO to the semiclassical level
density. Evaluating the same Fourier transform by the
exact quantum level density, one has
F (τ) =
∫ [∑
i
δ(E − Ei)
]
eiEτe−(E/γ)
2
dE
=
∑
i
eiEiτe−(Ei/γ)
2
, (79)
with
Ei = (Ei/V0)1/2+1/α . (80)
Thus, one can extract the contribution of classical peri-
odic orbits to the level density from the Fourier transform
of the quantum level density. In what follows we consider
the classical-quantum correspondence using this Fourier
transformation technique, in addition to the direct com-
parison of quantum and semiclassical level densities.
VI. COMPARISON WITH QUANTUM
RESULTS
Figure 3 shows the Fourier transform of the quantum-
mechanical level density G(E) for the RPL potential [see
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FIG. 4. Comparison of the quantum-mechanical (QM, black
solid line) and semiclassical (ISPM, red dashed line, and
SSPM, green dotted line) shell-correction scaled-energy level
density δGγ(E) [(82) and (84)], divided by E , as a function of
the scaled-energy E for α = 6.0 and averaging the parameters
(a) γ = 0.6, (b) γ = 0.2, and (c) γ = 0.1.
Eq. (79)]. At the HO limit α = 2, all the classical orbits
are periodic and form the four-parameter family for a
given energy. The Fourier transform exhibits the equidis-
tant identical peaks at τn =
√
2πn, corresponding to the
nth repetitions of the primitive PO family. With increas-
ing α, each peak is split into two peaks corresponding to
the diameter (D) and circle (C) orbits and the ampli-
tudes of the oscillating level density for these orbits are
decreased. However, one finds a growth of the peak at
τ ∼ 6.2 corresponding to the C orbit around the bi-
furcation point αbif = 7.0. Note that, approaching the
bifurcation, the contribution of the C orbit is strongly
enhanced until it forms a local family of POs with a
higher degeneracy at the bifurcation point. From this
point a trianglelike P (3,1) family bifurcates. This fam-
ily has high degeneracy K = 3. It remains important,
also for larger α > αbif . The above enhancement in the
Fourier peaks F (τ) is directly associated with the oscil-
lating ISPM level-density amplitude APO of the bifurcat-
ing PO family having a high degeneracy. This family is
a major term in the ~ expansion in the comparison with
the SSPM asymptotics (see Sec. IV and Ref. [11]). The
Fourier peak at τ ∼ 6.2 in Fig. 3 shows the enhancement
of the amplitude of the newborn P (3,1) family contribu-
tion including C(1,1) orbits as the end points (see the
Introduction and Sec. IV).
As the significance of bifurcations is confirmed through
the Fourier analysis [Eqs. (78) and (79)], let us now in-
vestigate the oscillating part of the scaled-energy level
densities averaged with the Gaussian averaging parame-
ter γ,
δGγ(E) =
∫
exp
[
−
(E − E ′
γ
)2]
δG(E ′)dE ′. (81)
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FIG. 6. Same as in Figs. 4 and 5 but for α = 8.0: (a) major
shell structure at γ = 0.6, (b) fine shell structure at γ = 0.2,
and (c) fine shell structure at γ = 0.1. The shortest POs
and their numbers taken into account in the calculations are
shown in the legends.
The semiclassical shell-correction density δGγ, scl(E) is
given by
δGγ, scl(E) =
∑
PO
δGPO(E) exp(−τ2POγ2/4) . (82)
[see Eq. (77) for δGPO]. For the quantum density, one
has
δGγ,QM = Gγ,QM − G˜QM , (83)
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where
Gγ, QM(E) =
∑
i
exp
[
−
(E − Ei
γ
)2]
. (84)
The smooth level density G˜QM is calculated for the scaled
spectrum Ei. For these calculations we employed the
standard Strutinsky averaging (over the scaled energy E),
finding a good plateau4 around the Gaussian averaging
width γ˜ = 2− 3 and curvature-correction degreeM = 6.
Figures 4–6 show good agreement of the coarse-grained
(γ = 0.6) and fine-resolved (γ = 0.1 − 0.2) semiclassical
and quantum results for δGγ(E) (divided by E) as func-
tions of the scaled energy E at α = 6.0, 7.0, and 8.0. At
α = 6, as well as α = 2 and 4, the analytic expressions
for all of the classical PO characteristics are available,
and can be used to check the precision of the numerical
calculations [11, 38]. The values α = 6 (Fig. 4) and 8
(Fig. 6) are taken as examples that are sufficiently far
from the bifurcation point α = αbif = 7 (Fig. 5). The
ISPM results at these values of α show good convergence
to the SSPM results. The C and D POs with the short-
est (scaled) periods τ are dominating the PO sum at a
large averaging parameter γ = 0.6 (the coarse-grained or
major-shell structure). Many more families with a rela-
tively long period τ at γ = 0.1 − 0.2 (the fine-resolved
shell structure) become significant in comparison with
the quantum results [11].
Figure 5 shows the results for the bifurcation point
α = 7 where the trianglelike (3,1) PO family emerges
from the parent C(1,1) family in a typical bifurcation sce-
nario. One also finds good agreement of the ISPM with
quantum results here. As the SSPM approximation fails
at the bifurcation, it is not presented in Fig. 5. As dis-
cussed above, the SSPM at the bifurcation yields a sharp
discontinuity of the P (3,1) amplitude and a divergent be-
havior of the C(1,1), in contrast to the continuous ISPM
components. Our results in Fig. 5 demonstrate that the
ISPM successfully solves these catastrophe problems of
the SSPM for all averaging parameters γ. In contrast
to the results shown in Figs. 4 and 6, the coarse-grained
(γ = 0.6) density oscillations at the bifurcation point
α = 7 (Fig. 5) do not contain any contributions from
the C(1,1) end-point term but instead the P (3,1) term
becomes dominant.
Note that many more families with relatively long pe-
riods τ become necessary to account for the fine-resolved
shell structures (γ = 0.1 − 0.2) [11]. For the exemplary
bifurcation α = 7.0, at smaller averaging parameters
(γ . 0.2) the dominating orbits become the bifurcating
newborn P (3,1) of the highest degeneracy K = 3 along
with the leading P (5,2), P (7,3), and P (8,3) POs which
4 It may worth pointing out that the quality of the plateau in the
SCM calculations of the level density is much better when using
the scaled-energy variable E rather than the energy E itself [38].
are born at smaller α (see Fig. 2). They include the par-
ent C-orbit end-point manifolds. As also shown in the
quantum Fourier transforms in Fig. 3, these POs yield
larger contributions at the bifurcation values of α and
are even more enhanced on their right in a wide region
of α.
VII. CONCLUSIONS
The Fedoriuk-Maslov catastrophe theory is extended
to simple bifurcation problems in the POT. Within the
extended FMCT, we overcome the divergence and dis-
continuity of semiclassical amplitudes of the standard
stationary-phase method, in particular, in the Berry-
Tabor formula near bifurcations. A fast convergence in
the PO expansion of the averaged level density for a large
Gaussian averaging parameter is shown too. This allows
one often to express significant features of the shell struc-
ture in terms of a few short periodic orbits. We have for-
mulated our ISPM trace formula for a simple bifurcation
scenario so that the parent orbits at the end points have
vanishing contributions at the bifurcation point, which
allows us to consider them everywhere separately from
the term for a newborn family of the periodic orbits.
The extended FMCT is used for derivations of the
trace formula in the case of the three-dimensional spheri-
cal RPL potential by employing the improved stationary
phase method. We presented a class of the radial power-
law potentials that, up to a constant, provides a good
approximation to the WS potential in the spatial region
where the particles are bound. The RPL potential is ca-
pable of controlling surface diffuseness and contains the
popular harmonic-oscillator and cavity potentials in the
two limiting cases of the power parameter α. Its advan-
tage is the scaling invariance of the classical equations
of motion. This invariance makes the POT calculations
and the Fourier analysis of the level density very easy.
The contribution of the POs to the semiclassical level
density and shell energies is expressed analytically (and
even all the PO characteristics are given explicitly, e.g.,
for α = 6) in terms of the simple special functions. The
quantum Fourier spectra yield directly the amplitudes of
the quantum level density at the periods (actions) of the
corresponding classical POs.
We have derived the semiclassical trace formulas that
are also valid in the bifurcation region and examined
them at the bifurcation catastrophe points and asymp-
totically far from them in the spherical RPL potential
model. They are based on the SPM improved to account
for the effect of the bifurcations by using the extended
FMCT. The ISPM overcomes the problems of singulari-
ties in the SSPM and provides the generic trace formula
that relates the oscillating component of the level den-
sity for a quantum system to a sum over POs of the
corresponding classical system. We showed good con-
vergence of this improved trace formula to the simplest
ISPM based on the second-order expansion of the clas-
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sical action at several characteristic values of the power
parameter α including the bifurcations and asymptoti-
cally far from them.
We obtained good agreement between the ISPM semi-
classical and quantum results for the level-density shell
corrections at different values of the power parameter
α, both at the bifurcations and far from them. Suffi-
ciently far from the bifurcation of the leading short POs
with a maximal degeneracy, one finds also good conver-
gence of the ISPM trace formulas to the SSPM approx-
imation. We emphasize the significant influence of the
bifurcations of short POs on the main characteristics of
oscillating components of the single-particle level density
for a fermionic quantum system. They appear in the sig-
nificant fluctuations of the energy spectrum (visualized
by its Fourier transform), namely, the shell structure.
In line with the general arguments of the extended
FMCT, the stationary points forming the circular-orbit
families are located at the end point of the classically
accessible region and they coincide with the newborn
family of the polygonlike orbits at the bifurcation. Tak-
ing into account the reduction of the end-point manifold
in the bifurcation limit, the parent C-family contribu-
tion is transformed into the newborn P -family term that
presents now their common result. Thus, one has the
separate contributions of the parent C and newborn P
orbits through the bifurcation scenario, but with no con-
cern about double counting.
Future work should study in detail the transition of
the ISPM trace formula from the bifurcation points to
its asymptotic SSPM region. This will enable us to un-
derstand more properly the shape dynamics of the finite
fermion systems. In particular, the improved stationary
phase method can be applied to describe the deformed
shell structures where bifurcations play an essential role
in formations of the superdeformed minima along a po-
tential energy valley [10, 11]. One of the remarkable tasks
might be to clarify, in terms of the symmetry-breaking
(restoration) and bifurcation phenomena, the reasons of
the exotic deformations such as the octupole and tetra-
hedral ones within the suggested ISPM. In this way, it
would be worth extending our present local bifurcation
FMCT to describe, e.g., a bridge (non-local) bifurcation
phenomenon found in a more realistic mean field in the
fermionic systems (see also Refs. [31, 35–37]).
Our semiclassical analysis may therefore lead to a
deeper understanding of the shell effects in the finite
fermionic systems such as atomic nuclei, metallic clus-
ters, trapped fermionic atoms, and semiconductor quan-
tum dots [4, 29, 30, 39–41]. Their level densities, con-
ductance, and magnetic susceptibilities are significantly
modified by shell effects. As a first step towards the col-
lective dynamics, the oscillating parts of the nuclear mo-
ment of inertia should be studied semiclassically in terms
of POs taking into account the bifurcations [42–45].
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Appendix A: The ISPM3 approximation
Following the FMCT (Sec. III), one can derive the im-
proved (ISPM3) contribution of the C orbits by taking
into account the third-order terms of the action expan-
sion [see Eq. (10)] in the integration over the catastrophe
variable r. Within the ISPM3, one obtains
δg
(3)
scl,C(E) = Re
∑
M
A
(3)
MC
× exp
[
i
~
SMC (E)− iπ
2
µMC +
2i
3
w3/2 − iφD
]
. (A1)
The ISPM3 amplitudes A
(3)
MC are given by
A
(3)
MC =
2Λ
√
LC
~5/2ωC
erf
(
Z+p,MC
)
√
2πi(α+ 2)MKC
×
[
Ai
(
−w,Z(−,3)MC ,Z(+,3)MC
)
+ iGi
(
−w,Z(−,3)MC ,Z(+,3)MC
)]
, (A2)
where
w = wMC =
[
κ1/3 FMC
4π(α+ 2)MKCLC(3a)2/3
]2
, (A3)
with
a =
r3C
6LC
Φ′′′CT (rC) , κ =
LC
~
. (A4)
The parameter ǫ of Eq. (8) [Eq. (12)] used in deriving the
above expressions is proportional to the stability factor
FMC [Eq. (61)],
ǫ =
FMC
4π(α+ 2)MKCLC
. (A5)
The incomplete Ai (Gi) integrals in Eq. (A2) are defined
by Eq. (18). The integration limits of these functions are
the same as those given by Eq. (20),
Z(±,3)MC =
r± − rC
rCΛ
+ σ
√
wMC , σ = sgn(ǫ) , (A6)
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where r± are the upper (r+ > rC) and lower (r− < rC)
limits for the radial integration. These integration lim-
its are defined in Eq. (66). In the bifurcation limit
α → αbif , both terms in square brackets in Eq. (A2)
[see also Eq. (A6)] go to zero for the same reason as in
the ISPM2 case. The incomplete Ai and Gi functions
of the integrand [Eq. (18)] have no singularities in the
bifurcation limit w → 0. In addition, the radial integra-
tion limits rmin and rmax approach the stationary point
r∗ = rC , which is the C-orbit radius [Eq. (69)]. This en-
sures the disappearance of the end-point manifold in this
limit and therefore, in line with the general arguments of
Sec. IV (see also Sec. VC), one finds the zero contribu-
tion of the circular orbit term exactly at this bifurcation.
In turn, the contribution of the circular orbit is included
in the newborn P orbit term.
In the opposite limit, sufficiently far from the bifur-
cation points, where the stability factor FMC(α) takes a
finite nonzero value, the second term in Eq. (A6) changes
with increasing ǫmuch faster (proportional to κ1/3ǫ) than
the first component (proportional to κ1/3). Thus, one
has |Z(±,3)MC | ≫ |z∗,±MC | in this limit. The ISPM3 expres-
sion [Eq. (A1) with Eq. (A2)] for the oscillating level
density suggests that the parameter w (w ∝ F 2MC ∝ ǫ2)
can be considered as a dimensionless measure of the dis-
tance from the bifurcation [see Eqs. (A3) and (A5)]. For
a large distance from the bifurcation w ≫ 1 [Eq. (A3)],
one can extend the radial integration limits as r− = 0
and r+ → ∞. In this limit, the incomplete Airy and
Gairy functions (18) can be approximated by the com-
plete ones (22). Since the argument w of these standard
functions [Eq. (A3)] at a finite stability factor FMC(α)
becomes large in the semiclassical limit κ ≫ 1, one can
use their asymptotic expressions (23). Thus, we arrive
at the same SSPM result [Eqs. (56) and (65)] for the C
family contributions as obtained from the ISPM2 C-trace
formula [see Eq. (A2) for its amplitude].
For the simplest catastrophe problem, the ISPM3
might become important when the PO is distant from
the bifurcation points to some extent but not asymptot-
ically far from them. It is also necessary for the higher-
order catastrophe problem, which is not found in the RPL
model discussed in this paper. The definition of the end-
point manifold might also be affected by the considera-
tion of higher expansion terms. This is also a problem to
be solved in the future in order to describe the transition
from a bifurcation vicinity to the asymptotic region.
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