ABSTRACT
INTRODUCTION
Data mining is a collection of techniques for efficient automated discovery of previously unknown, valid, novel, useful and understandable patterns in large databases [1] . Machine learning refers to a system that has the capability to automatically learn knowledge from experience and other ways [2] . Classification and prediction are two forms of data analysis that can be used to extract models describing important data classes or to predict future data trends [3] In this paper we analyze the performance of supervised learning algorithms such as Naïve Bayes, SVM Gaussian RBF kernel, RBF neural networks, Decision trees.J48and simple CART. These algorithms are used for classifying the WBC, WDBC, Pima Indians diabetes database and Breast tissue from UCI Machine learning depository (http://archive.ics.uci.edu/ml).We conducted our experiments using WEKA tool. These algorithms have been used by many researchers and found efficient in some aspects. The goal of this research is to find the best classifier which outperforms other classifiers in all the aspects. This paper is organized as follows. Related work is given in Section 2, Section 3 gives a brief description about the data mining algorithms and section 4 gives the description about the datasets used for this experiment. Section 5 gives the results obtained and the concluding remarks are given in Section 6 to address further research issues.
RELATED WORK
Large number of data mining algorithms has been developed in recent years for extraction of knowledge in databases. Of these many are supervised learning algorithms. These algorithms are mostly used for classification tasks. In a comparison of 10 learning algorithms over 11 datasets after calibration with Platt's method or isotonic regression SVM perform comparably to neural nets and nearly as well as boosted trees [4] . Gorman et al [5] reported that back propagation outperformed nearest neighbour for classifying sonar targets. Shadmehr et al [6] showed that the performance of Bayes algorithm is better. Kirkwood et al [7] developed a symbolic algorithm ID3 which performed better than discriminant analysis for classifying the gait cycle of artificial limbs. Spikvoska et al [8] found that a HONN (higher order neural network) performed better than ID3. Atlas et al [9] showed that back propagation performed better than Cart. Mitchell et al [10] compared many algorithms on the MONK's problem. Ripley [11] compared neural networks and decision trees on the Tsetse fly data. King et al [12] Statlog is the first comprehensive study that analyzed different data mining algorithms on large real world data sets. LeCun et al 13] compared several learning algorithms on a handwriting recognition problem. Cooper et al 14] evaluated supervised learning methods on real medical data set using accuracy. Bauer et al [15] did empirical analysis about different statistical methods such as bagging and boosting. Lim et al [16] compared decision trees and other methods using accuracy as the main criterion. Perlich et al [17] conducted comparison between decision trees and logistic regression. Provost et al [18] examined the issue of predicting probabilities of decision trees including smooth and bagged trees. Witten et al [19] presented the comparison of different tools and techniques of data mining. Present research work is dedicated to analyze five supervised learning methods over four disease datasets with accuracy, precision, recall and Matthews correlation coefficient as performance criterion.
DATA MINING ALGORITHMS

Naive Bayes
Naive Bayes classifier is a probabilistic classifier based on the Bayes theorem, considering a strong (Naive) independence assumption. Thus, a Naive Bayes classifier considers that all attributes (features) independently contribute to the probability of a certain decision. Taking into account the nature of the underlying probability model, the Naive Bayes classifier can be trained very efficiently in a supervised learning setting, working much better in many complex real-world situations, especially in the computer-aided diagnosis than one might expect [20] , [21] . Because independent variables are assumed, only the variances of the variables for each class need to be determined and not the entire covariance matrix.
( 1) where P is the probability, C' is the class variable and F 1 .......F n are Feature variables F 1 through F n The denominator is independent of C'.
Decision trees CART and J48
Decision trees are supervised algorithms which recursively partition the data based on its attributes; until some stopping condition is reached [3] Decision Tree Classifier (DTC) is one of the possible approaches to multistage decision-making. The most important feature of DTCs is their capability to break down a complex decision making process into a collection of simpler decisions, thus providing a solution, which is often easier to interpret [22] .
CART
The classification and regression trees (CART) methodology proposed by [23] is perhaps best known and most widely used. CART uses cross-validation or a large independent test sample of data to select the best tree from the sequence of trees considered in the pruning process. The basic CART building algorithm is a greedy algorithm in that it chooses the locally best discriminatory feature at each stage in the process. This is suboptimal but a full search for a fully optimized set of question would be computationally very expensive. The CART approach is an alternative to the traditional methods for prediction [23] [24] [25] . In the implementation of CART, the dataset is split into the two subgroups that are the most different with respect to the outcome. This procedure is continued on each subgroup until some minimum subgroup size is reached.
J48
Decision tree J48 [26] implements Quinlan's C4.5 algorithm [27] for generating a pruned or unpruned C4.5 tree. C4.5 is an extension of Quinlan's earlier ID3 algorithm. J48 builds decision trees from a set of labelled training data using the concept of information entropy. It uses the fact that each attribute of the data can be used to make a decision by splitting the data into smaller subsets.
J48 examines the normalized information gain (difference in entropy) that results from choosing an attribute for splitting the data. To make the decision, the attribute with the highest normalized information gain is used. Then the algorithm recurs on the smaller subsets. The splitting procedure stops if all instances in a subset belong to the same class. Then a leaf node is created in the decision tree telling to choose that class. But it can also happen that none of the features give any information gain. In this case J48 creates a decision node higher up in the tree using the expected value of the class.
J48 can handle both continuous and discrete attributes, training data with missing attribute values and attributes with differing costs. Further it provides an option for pruning trees after creation
Radial Basis Neural Networks
Radial Basis Function (RBF networks) is the artificial neural network type for application of supervised learning problem [28] . By using RBF networks, the training of networks is relatively fast due to the simple structure of RBF networks. Other than that, RBF networks are also capable of universal approximation with non-restrictive assumptions [29] . The RBF networks can be implemented in any types of model whether linear on non-linear and in any kind of network whether single or multilayer [28] .
The design of a RBFN in its most basic form consists of three separate layers. The input layer is the set of source nodes (sensory units). The second layer is a hidden layer of high dimension. The output layer gives the response of the network to the activation patterns applied to the input layer. The transformation from the input space to the hidden-unit space is nonlinear. On the other hand, the transformation from the hidden space to the output space is linear [30] . A mathematical justification of this can be found in the paper by Cover [31] .
Support Vector Machines
Support vector machines (SVM) are a class of learning algorithms which are based on the principle of structural risk minimization (SRM) [32] [33] . SVMs have been successfully applied to a number of real world problems, such as handwritten character and digit recognition, face recognition, text categorization and object detection in machine vision [34] , [35] , [36] . SVMs find applications in data mining, bioinformatics, computer vision, and pattern recognition. SVM has a number of advanced properties, including the ability to handle large feature space, effective avoidance of over fitting, and information condensing for the given data set.etc. [37] Each kind of classifier needs a metric to measure the similarity or distance between patterns. SVM classifier uses inner product as metric. If there are dependent relationships among pattern's attributes, such information will be accommodated through additional dimensions, and this can be realized by a mapping [38] . In SVM literature, the above course is realized through kernel function
Kernels can be regarded as generalized dot products [38] . For our experiments we used Gaussian RBF kernel. A Gaussian RBF kernel is formulated as The mean, standard error, and "worst" or largest (mean of the three largest values) of these features were computed for each image, resulting in 30 features. For instance, field 3 is Mean Radius, field 13 is Radius SE, and field 23 is Worst Radius. All feature values are recoded with four significant digits. Class distribution: 357 benign, 212 malignant
Wisconsin Breast Cancer Dataset
This has 699 instances (Benign: 458 Malignant: 241) of which 16 instances has missing attribute values removing that we have 683 instances of which 444 benign and 239 are malignant. Features are computed from a digitized image of a Fine Needle Aspiration (FNA) of a breast mass. Table 1 presents the description about the attributes of the WBC dataset 
Breast Tissue Dataset
This is a dataset with electrical impedance measurements in samples of freshly excised tissue from the Breast. It consists of 106 instances. 10 attributes: 9 features+1class attribute. Six classes of freshly excised tissue were studied using electrical impedance measurements. Table 2 presents the details about the 6 classes and number of cases that belong to those classes. Number of Instances: 768 Table 4 shows the class Distribution: (class value 1 is interpreted as "tested positive for diabetes" and 0 is interpreted as "tested negative for diabetes") The paper [39] dealing with this data base uses an adaptive learning routine that generates and executes digital analogs of perceptron-like devices, called ADAP. They used 576 training instances and obtained a classification of 76% on the remaining 192 instances.
RESULTS
Experiments were conducted in WEKA with 10 fold cross validation. Ten fold cross validation has been proved to be statistically good enough in evaluating the performance of the classifier [40] .
From the confusion matrix to analyze the performance criterion for the classifiers in disease detection accuracy, precision, recall and Mathews correlation coefficient (MCC) have been computed for all datasets. Accuracy is the percentage of predictions that are correct. The precision is the measure of accuracy provided that a specific class has been predicted. Recall is the percentage of positive labelled instances that were predicted as positive. MCC measures the correlation of the actual and predicted class. In general, MCC gives a more balanced measure for the performance than the typically used values sensitivity and specificity [41] , [42] .MCC is a special case of the linear correlation coefficient, and therefore also scales between +1 (perfect correlation) and -1 (anti correlation), with 0 indicating randomness. From the results we can see that the percentage of accuracy, precision, recall, MCC of SVM-RBF kernel is higher than that of other classifiers. SVM-RBF kernel always outperforms than the other classifiers in performance for both binary and multiclass datasets.
CLASS NUMBER OF INSTANCES
CONCLUSION
In this paper we compared the performance criterion of five supervised learning classifiers such as Naïve Bayes, SVM RBF kernel, RBF neural networks, Decision trees J48 and Simple CART on four real world datasets. As the real world datasets may have irrelevant noisy features they require lot of pre-processing to achieve satisfactory classification accuracy. The aim of this study is find out the classifier which can perform well on the real world data sets. In this study all the classifiers are used to classify the datasets namely WBC, WDBC, Pima diabetes and Breast tissue obtained from UCI machine learning depository without any pre-processing techniques. The experiments were conducted in WEKA with 10 fold cross validation. The results are compared and found that SVM RBF Kernel is excellent in performance than other classifiers with respect to accuracy, sensitivity, specificity and precision for both binary and multiclass datasets. Although other classifiers perform well in classification the behaviour varies differently for each dataset. SVM RBF Kernel always outperforms other classifiers for all datasets. In this comparative study more concentration is given towards the accuracy of the classifiers as this is concerned with disease detection. In future work accuracy as well as complexity of the algorithms will be calculated. Also we propose to analyze the linear and non linear SVM with and without dimensionality reduction techniques. 
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