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Use of Orthogonal Signaling in Sequential 
Decision Feedback 1 
ANTHONY J. KRAMER 
Sylvania Electronic Systems-West, Mountain View, California 94040 
Viterbi [Information and Control, 8, 80-92 (1965)] has previously 
considered the effect of sequential decision feedback on communica- 
tion over an additive white gaussian oise channel. In particular, he 
analyzed a suboptimum transmission scheme using M orthogonal 
signals and obtained an upper bound on the error probability. In the 
following presentation we propose a different suboptimum system for 
the same problem and obtain an exact expression for the error prob- 
ability. The error probability for our suboptimum scheme is always 
less than that for Viterbi's scheme and in fact shows significant 
improvement for rates near channel capacity. Figure 1 shows the 
improvement in terms of the channel reliability function (which is 
proportional to the negative xponent of the error probability)2 
I. INTRODUCTION 
In  this paper we study the sequential detection of M equally likely, 
equal-energy known signals {s~(t), i = 1, 2, - . .  , M} that  are corrupted 
by addit ive white gaussian noise with (two-sided) spectral density 
No~2. The noisy signals are available to the receiver as waveforms 
y(r)  = s~(r) + n( r ) ,  0 < r < t < oo 
(1) 
i=  1, or 2, . . . ,  or M. 
For convenience of notat ion we shall denote the observation 
{y(r),  0 =< r <= t} by yt ,  where t is allowed to be variable. 
In  sequential  decision feedback the receiver observes and operates on 
1 The major part of this research was carried out while the author was at Stan- 
ford University and was supported by a National Science Foundation Graduate 
Fellowship and Tri-Service Contract Nonr-225(83). 
2 A referee has brought it to the author's attention that Viterbi and Gallagher, 
in an unpublished manuscript, have obtained results equivalent to those of this 
paper. 
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the received signal yt until it is reasonably certain of being able to make 
the correct decision. When the receiver makes a decision it informs the 
transmitter by way of a noiseless delayless feedback channel to start 
sending a new signal. The assumption of a noiseless feedback may be 
justified in such situations a  telemetry from a satellite, where the trans- 
mitter on the satellite is of low power, but the ground-based receiver may 
have associated with it a feedback transmitter of extremely high power. 
The assumption of delayless transmission is justified when the channel 
delays are small compared to the expected time to decision. 
Viterbi (1965) gives the optimum sequential decision feedback scheme 
for M signals as a generalization from the binary signal case. The opti- 
mum scheme for M signals is to form at the receiver the M statistics 
P~(t) = Prob[si lyt] i = 1,2, . . .  ,M .  (2) 
As soon as Pi(t) reaches the value 1 - e for some i the transmission is
terminated and s~ is chosen as being sent. The transmitter is informed 
that a decision has been made by way of the feedback link so that it can 
start sending a new signal. The probability of error, Pc,  for this scheme 
is equal to e. Since we are considering equally likely equal-energy 
orthogonal signals corrupted by white gaussian oise, we have 
P¢(t) - P[yt ] s~]P[s¢] 
P[Y'] (3) 
_ exp [2Z~(t)/No] i = 1, 2, . . .  M 
M 
exp [2Zj( t ) /No] 
j= l  
where 
t 
Zi(t) = Jo y(u)s i (u)  du. (4) 
The problem here is to determine the expected time to reach a decision 
and to compare this with the fixed time required in a one-way system to 
ensure the same probability of error. I t  is very difficult to calculate the 
expected time to decision for the opt imum scheme since Pi(t) is a non- 
linear function of the (nonstationary gauss-markov) processes Zj ( t ) .  
For this reason we go to a suboptimum scheme where we can calculate 
the error probability and the expected time to decision. The suboptimum 
scheme also has the advantage that it is easier to implement in practice. 
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In the following sections we analyze a suboptimum decision feedback 
communication scheme and compare it with the conventional one-way 
scheme using orthogonal signaling and to a suboptimum decision feed- 
back scheme proposed previously by Viterbi (1965). The effect on the 
probability of error of setting a maximum allowable time to wait before 
making a decision is also considered. 
II. SUBOPTIMUM DECIS ION FEEDBACK 
We have M equally likely orthogonal signals s,(t), i = 1, 2, . . -  , 21I 
where 
j0 : ,  s~(u)ss(u) du = (5)  if i# j  for all t .  
The suboptimum scheme we propose is to form at the receiver the M 
statistics 
P[y, ] si] 
X~(t) = No In p[y~ [ noise only] i = 1, 2, . . . ,  M 
(o) 
P t 
= 2jo y (u )sdu)  du - St. 
As soon as X~(t) reaches the threshold value A for some i the transmis- 
sion is terminated and s¢ is chosen. 
Using the above suboptimum scheme we have to calculate both the 
expected time to decision and the expected error probability. An error 
occurs if one of the Xdt) other than that corresponding to the correct 
signal crosses the threshold level first. We observe that X¢(t) is a non- 
stationary gauss-markov process with 
f St if i = j E[Xi(t)[ si] = -St  if i # j (7a) 
Var [X d t)I ss] = 2NoSt (7b) 
f2NoS[min (t, r)] if i = j (7c) 
Coy [X~(t), X / r ) ]  = \0  if i # j 
The above implies that the X~(t) are independent of each other since 
they are uneorrelated gaussian random variables. 
For the following calculations we can assume without loss of generality 
that sl(t) was sent. By solving a Fokker-Planck equation for the X d t) 
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process with appropriate boundary conditions the probability density 
functions, p~(t), for the first level crossing of A by X~(t) can be shown to 
be (Darling and Siegert, 1953; Feller, 1950) 
A E p~( t) = ( 4~rNoS)~/~t312 exp 
p~( t) - ( 4~rNoS)~/~t3/2 exp 
Observe that 
(4-_st)21 
4NoSt  J (83) 
(A+St) 2] 
4No~ J i =2 ,3 , . . - ,M .  (8b) 
where 
p~(t) = p2(t) = ~pl(t)  i = 2 ,3 , . . . ,M ,  (9) 
~--  exp l - -  A 1. (10) 
Since pl ( t )  integrates to one, the processes X~(t) ,  i ~ 1, each have a 
probability I - ~ of never reaching the positive threshold level A. 
The  expected time for X1(t) to cross the level A is 
A 
T1 = tp l ( t )  dt = ~-. 
It is possible that one of the other processes X~(t), i ¢ 1, crosses the 
level .4 in less time. Therefore T, the expected time to decision will be 
less than or equal to T~, 
A 
T <T1-  S" (11) 
For low probabilities of error, T will be nearly equal to T1. To see this, 
let us write (with an obvious notation) 
7' = E[t I correct decision] Prob [correct decision] 
~- E[t I incorrect decision] Prob [incorrect decision]. 
A lower bound on T can be obtained by assuming that when an error 
occurs it occurs in zero time. Letting P, designate the error probability, 
this gives 
T > T1(1 -- Pe), 
which together with the upper bound of Eq. (11) yields, if P~ << 1 
1 - 1 - -  P~ <= T /T1  <= 1. 
SEQUENTIAL DECISION FEEDBACK 513 
Therefore, we shall take 
A 
fo rP~<<l ,T -  T i -  S" (12) 
The probability of error P~ is just the probability that Xi(t) reaches 
A before Xl(t) for some i ~ 1. Before obtaining an exact expression for 
P~ we shall show how an upper bound on Pe can be easily obtained. This 
is done by assuming that an error occurs if any of the X~(t), i ~ 1, first 
reaches A at any time irrespective of what X~(t) does. The probability 
of any one Xi(t), i ~ 1, ever reaching A is simply ~. This is easily seen 
from Eq. (9). Thus, we can use a union of events bound (which is valid 
even if the X~(t), i = 1, • • • , M are dependent random processes) to get 
P~ <_- Prob [any one of the Xi(t), i ~ 1 reaches A at any time] 
<= (M - 1)~. 
The exact expression for Pe is obtained as follows: 
P~ = Prob [any of the X~(t), i ~ 1 reaches A for the first time 
before Xl(t) reaches A] 
= 1 - Prob [all the X~(t), i ~ 1, reach A for the first time 
(or never reach A) after Xi(t) = A]. 
Since the processes X~(t) are independent we have 
[ Re = 1-- p~(t) (1 -- ~) q- p~(u) du dr, 
and using Eq. (9) gives 
f P~ -=- 1 --Jo pi(t) (1 - fl) pi(u) dujM-idt ] 
f ~ [ f o  t l  1 -- JO pl(t)  -- ~ pl(~) du. jM- ldt .  
] 
Now observe that f~ pi(u) du = Fl(t) and dFi(t) -- pi(t) dt, where 
F~(t) is the probability distribution function of pi(u). This gives by 
changing the variable of integration from t to F~(t) 
1 
= 1 - ~  [1 - ( l --~)M]. 
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Thus we have the followh~g exact expression for P~ : 
p~ = ME-  [1 -  (1 --E) ~] 
ME (13) 
We shall now obtain upper and lower bounds on P~. If ME _-< I we have 
M(M -- 1)8 2 M(M - -  1) (M-  2)# 3 
(1 - - f l )~± > 1- -  M# + 
( l -E )  "< 1 -ME+ 
This gives 
2 
M(M-  1)fl ~ 
2 
This gives 
1 F T (NoS R) 1 (17a) P~ <~exp L -  - -  
Re~ ~exp -- T N0-- R 1 - -~exp - T N0-- R . (17b) 
As T -+ ~ and R < S/No A= C (channel capacity for the infinite band- 
width additive gaussi~n oise channel) both upper and lower bounds on 
P~ approach each other. 
III. COMPARISON OF P~ FOR, VARIOUS SCHEMES 
We will compare the probability of error expressions for the best one- 
way orthogon~l signaling scheme (Scheme 1), Viterbi's suboptimum 
M- -1  
P~ < - -  # (14a) 
= 2 
Pe => (M- 1)E[I--2 I~_E]. (14b) 
Now define the average rate of information transmission as 
R = h~TM hats/see. (15) 
We are interested in the case where Pe is small. Thus we have from 
Eqs. (10) ~nd (12) 
# = exp --~-o forP~<<l.  (16) 
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decision feedback scheme (Scheme 2), and our suboptimum decision 
feedback scheme (Scheme 3). 
Scheme 1. For the one-way channel scheme we have (Wozeneraft and 
Jaeobs, 1965) 
p~l) < 12e-r(-~e-~) 0 < R ~ ¼C 
L 2e -r(~/~-v~)~ ¼C _-_ R _-_ C, 
where C = S/No and R = (ln M)/T hats/see. 
Scheme 2. For Viterbi's (1965) suboptimum feedback scheme 
e 
P(~) < [(1 + V~)e  -~((e/v/~)-~/~)~ (1/%/~)C =<_ R < C. 
Scheme 3. For our suboptimum feedback scheme 
i --T[ C--R] p~3) < ~e 0 =< R =< C. 
A plot of the exponents (channel reliability function) of the Pe ex- 
pressions is shown in Fig. 1, where we have defined E*(R) as 
-- E* (R)= r~lim[ l ln  P~I" 
From Fig. 1 we see that the channel reliability function for our subopti- 
mum scheme (Scheme 3) is always better than for either Viterbi's sub- 
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Fro .  1. Channel reliabiligy functions for orthogonal signaling. 
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optimum scheme or the one-way scheme. In fact at rates near channel 
capacity the reliability function of Scheme 3becomes much greater than 
either of the other two. Figure 2 is a plot of the ratio, % of the various 
reliability functions. 731 is the ratio of the reliability functions of Scheme 
3 and Scheme 1. ~'=1 is the ratio of the reliability functions of Scheme 2 
and Scheme 1. Figure 2 shows the dramatic improvement for rates near 
channel capacity of the reliability function of Scheme 3 over that of 
Scheme 1 or 2. 
For low rates the ratio of improvement, 731, approaches two. Viterbi 
(1965) has shown that in the binary signal case (which has a low rate for 
small error probabilities) the optimum decision feedback strategy gives a 
ratio of improvement of four over the conventional one-way scheme. The 
above difference in improvement is directly due to the suboptimum 
strategy we use. In the binary signal case the optimum decision feedback 
strategy continuously tests the hypothesis that sl was sent against he 
hypothesis that s2 was sent. From Eq. (6) we see that our suboptimum 
scheme simultaneously performs two independent tests. It continuously 
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FIo. 2. Ratio of channel reliability functions for orthogona] signaling. 
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tests the hypothesis that sl was sent against he hypothesis that no signal 
was sent, and it continuously tests the hypothesis that s~ was sent against 
the hypothesis that no signal was sent. 
IV. EFFECT ON P, OF SETTING A MAXIMUM DECISION TIME 
Although the expected time to decision for sequential decision feed- 
back is finite, it may be necessary on occasion to wait a much longer time 
than the expected time before any of the test statistics, Xdt ) ,  reaches 
the threshold level A. In a practical communication system we may only 
be willing to wait a fixed maximum time to make a decision. We shall 
now determine the effect on the probability of error of setting a maximum 
time, T~ that we are willing to wait to make a decision. If no decision 
occurs by time T,~ we can pick the signal s~ associated with the largest 
value of X~(T~) as having been transmitted. 
Without loss of generality assume s~(t) is transmitted. The probability 
of error is 
where 
PA = 
P~ = PA "+" PB, (18a) 
Prob [first level crossing occurs for some Xdt )  ~ Xl(t )  (18b) 
before time T,,] 
and 
PB = Prob [error occurs when a decision is made at time Tin]. (18c) 
An upper bound on Pa is easily obtained by taking away the restriction 
that the level crossing occurs before time Tm. When we do this we have 
that Px is upper bounded by the probability of error of the sequential 
decision feedback scheme with no maximum time to decision restriction. 
We have already calculated this probability. Thus, from Eqs. (10), (12), 
and (14a) we have 
1 1 [ S00Tl PA <~Mf l  < ~Mexp -- 
1 (19a) 
- 2 exp [ - -T(C -- R)], 
where 
lnM S 
R - T and C - No" (19b) 
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An upper bound on P ,  can be obtained by writiag P ,  as 
PB = Prob [error occurs when a decision is made at time T~] 
(20a) 
= Prob [XI(T~) < X~(T,,), i # 1 I D] Prob [D], 
where 
D={X~(t )  <A for i=  1 , . . . ,M ,  forallt imes t<T~};  (20b) 
that is, D is the event that no threshold crossing has occurred before 
time T,~. The complement of event D is 
D c = {X~(t) = A for some i and for some t < Tin}. 
Thus, 
Prob [D] + Prob [D c] _- 1. 
Using the above relations we can write 
Prob [XI(T~) < X~(T~), i # 1] 
= Prob[X~(T~) = X~(T~) , i  # 1]D]Prob[D] (21) 
+ Prob [X~(T~) =< X~(T,,), i # 1 [D c] Prob [De]. 
From Eqs. (20) and (21) we have the upper bound 
PB < Prob [X~(T~) =< X~(T~), i ~ 1]. 
We see that the upper bound on PB is just the error probability ~t time 
T,~ using M orthogonal signals with ~ fixed time to decision communica- 
tion scheme. An upper bound for this error probability is (Wozencraft 
and Jacobs, 1965) 
f2exp  -T.~ - Rm , 0 < R,. < C E - = ~ 4 £.~ -<_ 
R ~ C <R,~<C,  2 exp [--Tm(~¢/C -- V~)  ], ~- = = 
where 
If we define 
R~-  lnM and C - S 
Tm No" 
(22a) 
(22b) 
T~ (23) 
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where T is the expected time to decision [see Eq. (12)]. We get, using 
Eq. (15), 
h iM R 
Rm - -  
aT a 
Using these relations with Eqs. (18), (19), and (22) gives 
P~ <= ~exp[ - -T (C -  R)] -t- 2exp - -T  -- R 
(24a) 
for O <= R <- Ca 
- 4 
and 
for 
where 
Pe -<_ ½exp[-T(C -R) ]  + 2exp[ -T (  ~,/aC-- ~/~)2] (24b) 
4 -  
a-  T"  (24e) 
To have the same exponential behavior in the error probability as when 
no maximum time-to-decision constant is imposed [see Eq. (17)] requires 
T~ _-> 2T (25a) 
for 
and 
for 
o=<R_<_  c 
-2  
C 
-~R~C.  
2 - -  
We can see that for rates near channel capacity the max imum time to 
decision has to be only slightly greater than the expected time to decision 
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to obtain the same exponential behavior for the error probability as 
occurred when no maximum time-to-decision constant was imposed. 
V. DISCUSSION OF THE TWO SUBOPTIMUM SCHEMES 
It  is interesting to compare Viterbi's (1965) suboptimum decision 
feedback scheme with ours to see where they differ. Viterbi's suboptimum 
scheme is to compare the M statistics, Zdt),  of Eq. (4) with a threshold 
level A ~, and to terminate the transmission as soon as some Zdt  ) = A' 
by picking s~ as being sent. Our suboptimum scheme uses the test 
statistics, X~(t), of Eq. (6) and the threshold level A. Now we see that 
f st if i=  j E[Z~(t) l sj] \o if i~ j  
Var [Z~(t) l s j] No = -~St.  
Compare this to Eq. (7). The important thing to notice here is that when 
sl is sent Zi(t), i ~ 1, will be a gauss-markov process with zero drift; 
and Xi(t), i ~ 1, will be ~ gauss-markov process with a negative drift. 
Even though Xi(t) has a variance four times larger than Z~(t) it is easy 
to show that the probability of X~(t), i ~ 1, crossing a positive level 
A, is always less than the probability of Z~(t), i ~ 1, crossing a positive 
level A'. In fact, with probability one a zero drift gauss-markov process 
of the type Z~(t) will eventually cross any finite threshold level. How- 
ever, a negative drift gauss-markov process of type X~(t) will cross a 
positive threshold A with probability less than one even when it is ob- 
served for an infinite time. For the X~(t), i ~ 1, considered above this 
level crossing prob~bi]ity is equal to e -A/~0. 
We see that we can write the test statistic X~(t) in terms of the test 
statistic Z.~(t). That is, 
Xdt)  = 2Zdt) - St i = 1, 2, . . . ,  M. 
Relating this to the threshold levels we see that our suboptimum scheme 
is equivalent to using a nonstationary threshold in Viterbi's suboptimum 
scheme. That is, if we made 
A' A St =~+-~ 
and used the Zi(t), we would obtain the same results as with our sub- 
optimum scheme. 
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