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GENERALIZED ALGEBRAIC MORSE INEQUALITIES AND JET
DIFFERENTIALS
BENOIˆT CADOREL
Abstract. We give a fully algebraic proof of an important theorem of Demailly,
stating the existence of many Green-Griffiths jet differentials on a complex projective
manifold of general type. To this end, we introduce a new algebraic version of the
Morse inequalities, which we use in our proof as an algebraic counterpart to Demailly’s
and Bonavero’s holomorphic Morse inequalities.
Jet differentials are one of the fundamental tools that were developed in the last
decades to study complex hyperbolicity, and in particular the Green-Griffiths-Lang
conjecture:
Conjecture 0.1 (Green-Griffiths [GG80], Lang [Lan87]). Let X be a complex projective
manifold of general type. Then, there exists a proper algebraic subset Exc(X) ⊊ X, such
that X is Brody hyperbolic modulo Exc(X) i.e. for any non constant holomorphic map
f ∶ CÐ→ X, we have f(C) ⊆ Exc(X).
Recall that we say that a manifold X is of general type if its canonical line bundle
KX is big, i.e. if we have the maximal growth h0(X,K⊗mX ) ≥ C mdimX for some C > 0.
Non constant holomorphic maps CÐ→ X are usually called entire curves on X .
The relevance of jet differential techniques for the study of complex hyperbolicity
problems has first been evidenced by Green and Griffiths [GG80]. For any integers
k,m ≥ 1, they have constructed a vector bundle EGGk,mΩX Ð→ X , the so-called bundle
of Green-Griffiths jet differentials, whose local sections represent holomorphic ordinary
differential equations of order k and degree m on X (acting on germs of holomorphic
curves). The main interest of these jet differentials in view of Conjecture 0.1 comes
from the following fundamental theorem.
Theorem ([SY96, Dem97]). Let A be an ample line bundle on X. Let k,m ∈ N∗, and
let P ∈H0(X,EGGk,mΩX⊗O(−A)). Then, any non constant holomorphic map f ∶ CÐ→ X
is a solution to the differential equation P , i.e. P (f ;f ′, ..., f (k)) ≡ 0.
The theorem above is the first step of a general strategy to find restrictions on the
geometry of entire curves, in the hope of eventually proving the Green-Griffiths-Lang
conjecture. In many contexts, this strategy has permitted to obtain strong hyperbolic-
ity results e.g. for hypersurfaces of Pn+1 (see e.g. [DMR10, Be´r15, Bro17, Siu15, Den16,
Dem18, BK19], complements of hypersurfaces of Pn (see [Dar15, BD19]), surfaces of
general type (see [Bog77, McQ98, RR12])... The field of application of these jet differ-
ential techniques has also been recently extended to the orbifold setting by Campana,
Darondeau, and Rousseau in [CDR18].
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The strategy sketched above will work if we are able to prove the existence of many
global jet differential equations on a given manifold of general type. The most general
result in this direction is due to Demailly [Dem11], and can be stated as follows.
Theorem 1. Let X be a complex projective manifold of general type. Then, for a fixed
k ∈ N large enough, the Green-Griffiths sheaf of algebras EGGk,● ΩX is big, i.e. there is
maximal growth h0(X,EGGk,mΩX) ≥ Cmn+nk−1 with C > 0, if m≫ 1 is divisible enough.
In particular, if A is an ample line bundle on X, and if m≫ k ≫ 1, we have
H0(X,EGGk,mΩX ⊗O(−A)) ≠ 0.
The proof of Theorem 1 given by Demailly in [Dem11] is fundamentally analytic in
nature: it is based on the holomorphic Morse inequalities he introduced in [Dem85],
and that were later extended to the singular setting by Bonavero [Bon98].
Our main goal in these notes is to give a fully algebraic and, we hope, essentially
self-contained proof of Theorem 1. The general strategy will be to exhibit algebraic
counterparts to the concepts introduced in [Dem11]. In particular, we introduce a new
algebraic version of the holomorphic Morse inequalities.
0.1. Algebraic Morse inequalities. The current main candidate for an algebraic
version of the holomorphic Morse inequalities are the algebraic Morse inequalities of
Demailly [Dem96] and Angelini [Ang96]. In their simplest form, due to Siu [Siu93],
they can be stated as follows. Let X be a complex projective manifold of dimension
n, and let L be a line bundle on X . Assume that L = O(A − B), where A,B are nef
divisors on X . Then, for m≫ 1, we have
h0(X,L⊗m) − h1(X,L⊗m) ≥ mn
n!
(An − nB ⋅An−1) +O(mn−1).
In particular, if An > nB ⋅An−1, then h0(X,L⊗m) has maximal growth, and L is big.
A first natural idea to try to prove Theorem 1 with algebraic methods, is to ap-
ply these holomorphic Morse inequalities to the tautological line bundle of the Green-
Griffiths jet spaces. If X is a complex manifold, these jet spaces are projective fiber
bundles XGGk
πkÐ→ X (k ∈ N∗), each one endowed with an (orbifold) tautological line bun-
dle OGGk (1), such that (πk)∗OGGk (m) = EGGk,mΩX . Showing that EGGk,● ΩX is big for some k,
amounts to showing that OGG
k
(m) is big; in this situation, we can then try to apply the
previous algebraic Morse inequalities. To do this, we need to write OGGk (m) = O(A−B),
where A,B are nef divisors on XGGk , and then to compute A
N − NAN−1 ⋅ B, where
N = dimXGGk . A natural way to proceed is to remark that OGGk (m) is relatively ample,
and to choose B = π∗kH , where H is an ample divisor on X , sufficiently positive so thatO(A) = OGGk (m)⊗ π∗kO(H) is itself nef.
This general strategy has been followed by Diverio to the case where X is a hyper-
surface of Pn+1 of degree d in [Div08, Div09] (more precisely, Diverio deals with the
Demailly-Semple jet tower rather than with the spaces XGGk ). In this situation, he
shows the existence of many jet differentials of order k ≥ n, as soon as d ≥ d(n), for
some constant d(n) ∈ N. Unfortunately, this algebraic method does not seem to give
the bigness of EGGk,● ΩX when d ≥ n + 3 and k ≫ 1, which would be the expected bound
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on d according to Theorem 1. There seems here to be a discrepancy between the results
the algebraic and analytic methods can provide.
It seems to us this discrepancy comes from a too restrictive setting for the statement
of the algebraic Morse inequalities. Rather than dealing only with the case where
L = A −B, with A,B nef, it would be much more flexible to be able to deal with any
difference of effective divisors A,B.
In the following discussion, we propose to follow this idea, and to give accordingly
a new algebraic version of the Morse inequalities. We are quickly led to stating Morse
inequalities in terms of stratifications on our varieties, as follows. Let L Ð→ X be
a line bundle over a complex manifold, and let e be a trivialization of L over some
affine open subset U ⊆X , where X ∖U is the support of a Cartier divisor D such that
L = O(D). We can now extract a particular combinatorial data of this situation: 1)
write D = D+ −D−, where D+, D− are effective ; 2) note the multiplicities of e along
the irreducible components of D+ and D− ; 3) restrict L to D, and find a trivialization
of this restriction on a Zariski dense open subset of D ; 4) repeat this operation with
X replaced by D. Inductively, this defines a stratification Σ on X , with the data of
a trivialization e over Σ (see Section 1.1 for the proper definitions). Then the data of
Σ = (Σ,e) and of the multiplicities computed along the way permits to define truncated
Chern intersection numbers deg c1(X,Σ)n[≤i], for all 0 ≤ i ≤ n.
We can also extend these definitions to the case of Q-line bundles, to formulate
generalized Morse inequalities as follows.
Theorem 2. Let X be a normal projective variety of dimension n. Let L be a Q-line
bundle on X, and let Σ be a trivialized stratification adapted to L. Let M be another
line bundle on X. Then, for each integer 0 ≤ i ≤ n, and any m divisible enough, we
have
(i) (Strong Morse inequalities)
∑
0≤j≤i
(−1)j+ihj(X,M ⊗L⊗m) ≤ (−1)i (deg c1(L,Σ)n[≤i])mnn! +O(mn−1)
(ii) (Weak Morse inequalities)
hi(X,M ⊗L⊗m) ≤ (−1)i (deg c1(L,Σ)n[i])mnn! +O(mn−1)
(iii) (Asymptotic Riemann-Roch formula)
χ(X,M ⊗L⊗m) = (deg c1(L,Σ)n[≤n])mnn! +O(mn−1)
The core of our proof is very similar in spirit to the one of Angelini [Ang96]: it is
an induction on dimX , using quite standard dimensional considerations on long exact
sequences of coherent sheaves. However, some difficulties will appear due to the need
to work with the singular varieties appearing in our stratifications, as well as ramified
coverings used to deal with the Q-line bundles.
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0.2. Weighted projectivized bundles and jet spaces. To prove Theorem 1, a
natural idea would be to proceed as in [Dem11], and to apply the Morse inequalities
to the line bundles OGGk (1) Ð→ XGGk . In these notes, we will follow a rather different
strategy, which is based on two simplifying ideas (which seem also relevant in the
analytic context).
First of all, following a remark we made in [Cad17], we can reduce the study of the
jet spaces XGGk to the one of a weighted projectivized bundle, by using a construction
implicitly used in [Dem11]. Its geometric interpretation is the existence of a deformation
of XGGk into the weighted projectivized bundle Pk = PX(Ω(1)X ⊕...⊕Ω(k)X ), (see Section 2.1
for a proper definition), and of an (orbifold) line bundle over this family of deformations,
restricting to the tautological line bundles OGGk (1) Ð→ XGGk and Ok(1) Ð→ Pk. In this
situation, the semi-continuity properties of h0 − h1 (see [Dem95]) yields
(1) h0(XGGk ,OGGk (m)) − h1(XGGk ,OGGk (m)) ≥ h0(PGGk ,Ok(m)) − h1(PGGk ,Ok(m)).
This inequality can also be shown using a very simple argument on filtered algebras
which was communicated to me by L. Darondeau. To show that the left hand side is
large, we just have to bound from below the right hand side, which is in fact the h0−h1
of a natural graded algebra on EGGk,mΩX : this right hand side is equal to
(2) (h0 − h1)( ∑
l1+2l2+...+klk=m
Sl1ΩX ⊗ ...⊗ SlrΩX) ,
and we get to our first reduction step, which states that it is enough to bound from
below the quantity (2), which is completely described only in terms of the cotangent
bundle ΩX .
As another important reduction step, we can use a version of the splitting principle
implying that to get an asymptotic lower bound for (2), it is actually enough to deal
with the case where ΩX = L1 ⊕ ... ⊕ Ln is a direct sum of line bundles. We can then
expend (2) in terms of direct sums of various products of powers of the Li, and apply
the Morse inequalities to each one of the direct factors so obtained. This computation
eventually makes appear an integral over the standard (kn − 1)-dimensional simplex
∆kn−1; we can actually state the following general result (see Section 4.1 and Theorem
7 for more precise and general statements).
Theorem 3. Let X be a complex projective manifold of dimension n, and let L1, ...,Lr
be line bundles on X. Let a1, ..., ar ∈ N≥1. Fix a stratification Σ on X, and let e1, ...,er
be trivializations of the Li on Σ. Then, for all i (0 ≤ i ≤ n), there exists a piecewise
polynomial function υ[≤i] ∶ ∆r−1 Ð→ R, constructed explicitly in terms of (Σ,e1, ...,er),
such that for all m ∈ N:
χ[i](X, ⊕
a1 l1+...+arlr=m
L⊗l11 ⊗ ...⊗L⊗lrr )
≤
gcd(a1, ..., ar)
a1...ar
(n + r − 1
r − 1 )[∫∆r−1 υ[≤i]dP ]
mn+r−1
(n + r − 1)! + o(mn+r−1),(3)
where dP is the invariant probability measure on the simplex ∆r−1.
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Suppose now that we are given a trivialized stratification Σ = (Σ,e), adapted to
KX = L1 ⊗ ... ⊗ Ln. We can then construct trivializations ei of the Li on Σ (after
possibly refining Σ), whose tensor product gives back e. The next part of the work is
to estimate the integral in (3) as we apply this inequality to (2), letting k Ð→ +∞. This
estimation is very close to the computations done in [Dem11]: we can actually present
them in a probabilistic manner, further elaborating on Demailly’s Monte-Carlo method.
As in the analytic situation, we observe an ”averaging” phenomenon: as k Ð→ +∞, the
integral of (3) gets closer to its mean value over the simplex ∆r−1; a simple computation
shows that this mean value is proportional to deg c1(KX ,Σ)n[≤i].
Letting i = 1, this implies that Theorem 1 will be proved if we can find a stratification
for which deg c1(KX ,Σ)n[≤1] > 0, whenever KX is big. As often when passing analytic
arguments to an algebraic context, this stratification will actually exist only on some
ramified covering X ′ pÐ→ X , produced using Kawamata and Bloch-Gieseker lemmas.
Also, Σ will actually be adapted to an ample subsheaf of O(p∗KX) rather that to KX
itself.
Putting everything together, we get the following result, which implies immediately
Theorem 1.
Theorem 4. Let X be a projective manifold of general type, of dimension n. Then,
for all small ǫ > 0, there exists
(1) a generically finite, proper morphism p ∶X ′ Ð→ X;
(2) a decomposition p∗KX = A +E into ample and effective divisors;
(3) a trivialized stratification Σ on X ′, adapted to A, such that
deg c1(A,Σ)n[≤1] > (deg p)(vol(KX) − ǫ) > 0.
Moreover, when m≫ k ≫ 1, and m is divisible enough, we have
h0(X ′, p∗EGGk,mΩX) ≥ (log k)nn!(k!)n (deg c1(A,Σ)n[≤1] −O(
1
log k
)) mn+nk−1(n + kr − 1)! + o(mn+kr−1).
This implies that for k ≫ 1, p∗EGGk,● ΩX , and hence EGGk,● ΩX , is big.
0.3. Organization of the paper. These notes will essentially be divided in four parts.
In the first three of them, we prove our general results about Morse inequalities, and we
detail our reduction steps for the proof of Theorem 1. We will finally prove the main
theorem in the last part.
(1) Section 1: The basic definitions of trivialized stratifications and truncated in-
tersection numbers will be given in Sections 1.1 and 1.2. We will then prove
Theorem 2 in Section 1.3.
(2) Section 2: We will present the main setup of the proof of Theorem 1, as a
motivation for the more general results proved in Section 3.
(a) In Section 2.1, we recall the basic definitions of Green-Griffiths jet differen-
tials, and of direct sums of vector bundles. We then give our first reduction
step, which shows that it suffices to apply the Morse inequalities to the
symmetric powers of a weighted direct sum of the form Ω
(1)
X ⊕ ...⊕Ω(k)X .
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(b) In Section 2.2, we give a relative version of the results of Section 2.1, which
also shows that we can study twisted direct sums of the form O(−E) ⊗
(Ω(1)X ⊕ ... ⊕Ω(k)X ) for some effective divisor E. It will be important in the
proof of Theorem 1 to be able to deal with the case where KX is merely
big, and not necessarily ample.
(c) Section 2.3 is devoted to the version of the splitting principle mentioned
above: this is our second reduction step.
(3) Section 3: we prove Theorem 3, and we give a variant where we introduce twists
by an auxiliary Q-line bundle.
(4) Section 4: we put the results of Section 3 and 4 together: we explain how to
construct adapted stratifications in the case where KX is big, and we complete
the proof of Theorem 1.
(5) Annex: we gathered here some useful computations related to the integration
of linear forms over simplexes of Rm, and associated probability estimates.
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Grivaux, Henri Guenancia, Gianluca Pacienza and Erwan Rousseau for our enriching
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1. Truncated Chern classes
1.1. Stratifications. In the following, X will denote a normal complex projective va-
riety of dimension n. For us, a variety will be an irreducible and reduced complex
scheme.
The first concept we would like to define is a basic notion of stratification on X . It
will be constructed inductively, using the following elementary step.
Definition 1.1. Let Yn (resp. Yn−1) be a normal reduced scheme with irreducible
connected components, of pure dimension n (resp. n − 1). A morphism Yn−1 fÐ→ Yn is
called a stratum of Yn if it factors through a reduced Weil divisor Dn on Yn such that:
(a) Un =Xn ∖ Supp(Dn) is an open dense affine subset of X ;
(b) f ∶ Yn−1 Ð→ Dn is a proper birational morphism. In particular, f associates pairwise
the irreducible components of Yn−1 and of Dn.
We can now define a stratification as follows.
Definition 1.2. A stratification of X is a sequence of strata X0 Ð→ X1 Ð→ ...Ð→ Xn =
X .
We now define a notion of compatibility between a stratification Σ and a vector
bundle E, holding when there exists a trivialization of E over Σ, in the following sense.
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Definition 1.3. Let E Ð→ X be a vector bundle of rank r, and let Σ ≡X0 f0Ð→X1 f1Ð→
...
fn−1Ð→ Xn =X be a stratification of X .
A trivialization e of E over Σ, is the data, for each i (0 ≤ i ≤ n), of a trivialization(eij)1≤j≤r of q∗i E on Ui, where Ui =Xi ∖fi−1(Xi−1), and qi ∶ Xi Ð→ X is the natural map.
A trivialized stratification Σ = (Σ,e) for E is the data of a stratification Σ of X and of
a trivialization e of E over Σ.
We say that Σ is adapted to E if there exists a trivialization of E over Σ.
To deal with Q-line bundles, it will be useful to extend slightly the definition above.
Definition 1.4. Let L Ð→ X be a Q-line bundle, i.e. a formal root L = N⊗1/d, where
N is a line bundle on X , and d ∈ N≥1. Let (Σ,e) be a trivialized stratification for N .
We say will say that the formal data 1
d
e is a fractional trivialization of L on Σ; we will
simply call the data Σ = (Σ, 1
d
e) a trivialized stratification for L.
Note that the above definition also make sense if N is a standard line bundle. The
proof of the following proposition is straightforward.
Proposition 1.5. For any vector bundle E over X, there exists a trivialized stratifica-
tion for E.
Remark 1.6. Let Σ ≡ X0
f0Ð→ X1 f1Ð→ ... fn−1Ð→ Xn = X be a stratification. It has an
naturally associated tree, with vertices indexed by irreducible components of the Xi. If
v is such a vertex, indexed by an irreducible component V ⊆ Xi, then the children of
v are indexed by the irreducible components W of Xi−1 such that fi−1(W ) ⊆ V . The
leaves are in bijection with the points of X0. More precisely, this tree T satisfies the
following properties:
(1) to each node ν of T is associated an irreducible variety Vν ;
(2) to each arrow ν Ð→ µ in T is associated a morphism Vν Ð→ Vµ;
(3) if Cµ is the set of children of µ, the natural map cµ ∶ ⊔ν∈CµVν Ð→ Vµ is a stratum
of Vµ accordingly to Definition 1.1;
(4) the root of T is indexed by X , and the leaves are indexed by points.
Conversely, we see right away that the data of a tree satisfying the four conditions above
is equivalent to the data of a stratification of X . This alternative description will be
quite convenient for us to describe intersection computations.
The following definition is useful to construct stratifications adapted to several line
bundles at once.
Definition 1.7. We say that a stratum f ′1 ∶X ′1 Ð→X is a refinement of another stratum
f1 ∶ X1 Ð→ X , if X1 is isomorphic to a direct sum of components of X ′1, and if f1 factors
through f ′1, via the natural map X1 ↪X ′1.
Let Σ and Σ′ be stratifications of X , with their associated trees T and T ′. We say
that Σ′ is a refinement of Σ, if there is a embedding of trees ϕ ∶ T ↪ T ′, sending root on
root, such that the following hold: with the notations of Remark 1.6, we require that if
µ ∈ T , then Vϕ(µ) ≅ Vµ, and the stratum cϕ(µ) is a refinement of cµ.
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With the same notations, we say that Σ′ = (Σ′,e′) refines Σ = (Σ,e) if Σ′ refines Σ,
and if for any µ ∈ T , the trivializations e and e′ on Vµ and Vϕ(µ) correspond under the
identification Vµ ≅ Vϕ(µ).
Informally, Σ′ is a refinement of Σ if it is obtained from it by adding more boundary
components to the successive strata. It is then easy to prove the following.
Proposition 1.8. Let E,F Ð→ X be vector bundles, and let Σ be a stratification
adapted to E. There exists a stratification Σ′, refining Σ, and adapted to both E and
F .
1.2. Truncated first Chern classes. We now define a cycle group using the data of
a stratification on X . We choose to use rational coefficients: this will be well suited to
prove general Morse inequalities holding also for Q-line bundles.
Definition 1.9. Let Σ ≡ X0
f0Ð→ X1... fnÐ→ Xn = X be a stratification of X . For each k
(0 ≤ k ≤ n), the k-th cycle group of Σ is the free abelian group
ZΣk (X)Q = ⊕
V ⊆Xk
Q ⋅ [V ],
where V runs among the connected components of Xk. The total cycle group of Σ is
the direct sum ZΣ● (X)Q =⊕0≤k≤nZΣk (X)Q.
Note that for any stratification Σ, there are natural maps ZΣk (X)Q ρkÐ→ Zk(X)Q,
induced by the morphisms fi appearing in the stratification Σ. Here Zk(X)Q denotes
the k-th cycle group of X (see e.g. [Ful98]).
For any Q-line bundle LÐ→ X , and any trivialized stratification Σ = (Σ, 1
d
e) adapted
to L, we will now construct a truncated first Chern class as a particular endomorphism
of ZΣ● (X)Q. Let us first describe the elementary step of this construction.
Elementary step. Let Y be a complex projective variety of dimension n, and let
Y1
f1Ð→ Y be a stratum. Let L be a Q-line bundle over Y . Assume that a power
L⊗d is a standard line bundle admitting a trivialization e on the open affine subset
U1 = Y ∖ f1(Y1). Then e can be seen as a meromorphic section of L⊗d on Y : as such,
it has a well defined multiplicity mi ∈ Z at the generic point of any component Di of
the boundary divisor underlied by Y ∖U1. Remark that by definition of the first Chern
class, we have:
(4) c1(L) ∩ [Y ] =∑
i
mi
d
[Di] in An−1(Y )Q
where An−1(Y )Q denotes the (n− 1)-th Chow group of Y with rational coefficients (see
e.g. [Ful98]).
For each i, we let Vi ⊆ Y1 be the unique connected component such that f1(Vi) = Di
(see Definition 1.1, (b)). Let l ∈ {0,1}. We define a (n − 1)-cycle in Y1, as follows
(5) c1(L,f1)[l] ∩ [X] = ∑
(−1)lmi>0
mi
d
[Vi] in Zn−1(Y1)Q.
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The previous sum is designed so that Vi runs among the connected components of Y1
such that mi has the same sign as (−1)l.
Definition 1.10. Let l ∈ {0,1}. The truncated first Chern class of level l of (L,Σ) is the
endomorphism c1(L,Σ)[l] of ZΣ● (X)Q, whose action on the pure cycles [V ] ∈ ZΣ● (X)Q is
defined as follows. Write Σ ≡ X0
f0Ð→ ... fn−1Ð→ Xn = X . Let V be a connected component
of Xk, and let gk ∶ f−1k (V ) Ð→ V be the morphism induced by fk. We see immediately
from Definition 1.1 that gk is a stratum of V . For l ∈ {0,1}, we then define, following
(5):
(6) c1(L,Σ)[l] ∩ [V ] = c1(L, gk)[l] ∩ [V ] ∈ Zk−1(f−1k (V ))Q.
By Definition 1.9, Zk−1(f−1k (V ))Q is a direct summand of ZΣk−1(X)Q. This permits to
see the above cycle as an element of ZΣk−1(X)Q.
If l ∉ {0,1}, we extend the definition by c1(L,Σ)[l] = 0.
Definition 1.11. Let k and l be integers. We let c1(L,Σ)k[l] be the endomorphism of
ZΣ● (X)Q defined inductively as follows.
● If k = 1, we let c1(L,Σ)k[l] = c1(L,Σ)[l].● If k > 1, we let
(7) c1(L,Σ)k[l] = c1(L,Σ)k−1[l] ⋅ c1(L,Σ)[0] + c1(L,Σ)k−1[l−1] ⋅ c1(L,Σ)[1]
Note that the definition above provides c1(L,Σ)k[l] = 0 if l ∉ J0, kK.
The Morse inequalities of Theorem 5 will be stated in terms of the truncated Chern
classes, as in the following definition.
Definition 1.12. Let l and k be integers (0 ≤ l ≤ k). The l-truncated k-th power of the
first Chern class of (L,Σ) is the following endomorphism of ZΣ● (X)Q:
c1(L,Σ)k[≤l] =
l
∑
j=0
c1(L,Σ)k[j].
The terminology of truncated power can be justified easily as shown by the following
proposition, which is easy to show by induction on k.
Proposition 1.13. Let ρ ∶ ZΣ● (X)Q Ð→ Z●(X)Q be the natural map. For any k (0 ≤
k ≤ n), the (n − k)-cycle
ρ( c1(L,Σ)k[≤k] ∩ [X] ) ∈ Zn−k(X)Q
is a representative of the cycle class c1(L)k ∩ [X] ∈ An−k(X)Q.
As usual, we have a degree map that compute the total multiplicity of a 0-cycle.
Definition 1.14. Let ρ ∶ ZΣ● (X)Q Ð→ Z●(X)Q be the natural map. The degree map
deg ∶ ZΣ0 (X)Q Ð→ Q
is the composition degX ○ ρ, where degX ∶ Z0(X)Q Ð→ Q is the usual degree map, given
the sum of all multiplicities on the components of a 0-cycle.
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The next lemma provides a simple formula that will be prove useful in the upcoming
discussion. Consider a trivialized stratification Σ = (Σ, 1
d
e) for a Q-line bundle L on
X , and let Xn−1 the strata of dimension n − 1 appearing in Σ, with natural map f ∶
Xn−1 Ð→ X . Let e be the trivialization of L⊗d on X ∖f(Xn−1) provided by e. Let (Dk)
be the family of components of Xn−1, and mk be the multiplicities of e along the images
of these components by f . For each k, Σ induces by restriction a natural trivialized
stratification on Dk, that we denote by Σk. The following proposition tells us that the
truncated intersection numbers can be computed inductively using the data of the mk
and of the Σk.
Lemma 1.15. With the previous notations, denote by qk ∶ Dk Ð→ X the natural maps.
Then, we have, for any l ∈ J0, nK:
deg c1(L,Σ)n[≤l] = ∑
k
mk>0
mk
d
deg c1(q∗kL,Σk)n−1[≤l] + ∑
k
mk<0
mk
d
deg c1(q∗kL,Σk)n−1[≤l−1].
The proof of Lemma 1.15 is straightforward using the formula (7) and Definition
1.12.
Keeping the same notations as above, let T be the tree associated to Σ (see Remark
1.6). The trivialization 1
d
e provides us with a marking of all edges of T by a rational
number, as follows. If Dk is an irreducible component of Xn−1, labeling a vertex vk ∈ T ,
we mark the edge vk Ð→ r by µk = mkd (where r is the root of T ). Then, we mark
inductively the edges of all the trees based at the vk, using the trivialized stratifications
Σk on each Dk.
Definition 1.16. Let σ be a complete path in T , i.e. a path leading from the root r to
one of the leaves of T . We say that σ is a path of index l, if there are exactly l negative
markings on the edges of σ.
Then, by Lemma 1.15, and the construction of the markings on T , the following
proposition is straightforward.
Proposition 1.17. Let Σ = (Σ, 1
d
e) be as above, and let T be the tree associated to Σ,
with the markings provided by the trivialization 1
d
e. For any complete path in T , let Cσ
denote the product of the markings along the edges of σ. Then, for all l, we have
deg c1(L,Σ)n[l] = ∑
index(σ)=l
Cσ,
where, in the sum above, σ runs among all complete paths of T of index l.
Let us finish this section with a proposition showing that we can use arbitrarily
refinements of a stratification Σ to compute the truncated Chern classes.
Proposition 1.18. Let Σ = (Σ, 1
d
e) be a trivialized stratification, and let Σ′ = (Σ, 1
d
e′)
be a refinement of Σ. Then, for any l, we have
deg c1(L,Σ)n[l] = deg c1(L,Σ′)n[l].
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Proof. With the notations of Definition 1.7, we have an embedding of trees ϕ ∶ T Ð→ T ′
preserving the markings. Let v
sÐ→ w be an edge of T ′ which does not belong to
ϕ(T ), and satisfying w ∈ T . We show that s is given the multiplicity 0 for the marking
associated to 1
d
e′. Indeed, if V (resp. W ) is the irreducible variety labeling v (resp.
w), then V does not appear among the irreducible components of the stratum of W
given by Σ. Thus, if e is the trivialization of L⊗d given by e near the generic point of
W , then e must be invertible near the generic point of Im(V Ð→W ). This shows that
s is marked with 0. Hence, if σ is a complete path not included in ϕ(T ), it has one
edge s as above, and we have Cσ = 0. Hence, this path does not contribute to the sum
defining deg c1(L,Σ′)n[l] as in Proposition 1.17. This ends the proof. 
1.3. Morse inequalities. As before, let X be a normal complex projective variety of
dimension n.
Definition 1.19. Let F be a coherent sheaf on X , and let l be an integer (0 ≤ l ≤ n).
The l-th truncated Euler characteristic of F is the integer
χ[l](X,F) = l∑
j=0
(−1)j+lhj(X,F).
Note that the top hj appearing in this definition comes with a positive sign. We are
now in position to state and prove the following algebraic Morse inequalities.
Theorem 5 (Morse inequalities). Let L be a Q-line bundle on X, and let Σ = (Σ, 1
d
e)
be a trivialized stratification for L. Let M be another line bundle on X. Then, for each
integer i, and for any m divisible by d, we have
(i) (Strong Morse inequalities)
χ[i](X,M ⊗L⊗m) ≤ (−1)i (deg c1(L,Σ)n[≤i])mnn! +O(mn−1)
(ii) (Weak Morse inequalities)
hi(X,M ⊗L⊗m) ≤ (−1)i (deg c1(L,Σ)n[i])mnn! +O(mn−1)
(iii) (Asymptotic Riemann-Roch formula)
χ(X,M ⊗L⊗m) = (deg c1(L,Σ)n[≤n])mnn! +O(mn−1)
Remark 1.20. We will first prove this result under the assumption that L is a standard
line bundle (but we nevertheless assume that Σ = (Σ, 1
d
e), where e is a trivialization of
L⊗d on Σ, for some d ≥ 1). We will prove the general case in Section 1.4, after some
considerations about Bloch-Gieseker coverings.
Proof (Case where L is a standard line bundle). As usual, the weak Morse inequalities
follow from the strong ones, remarking that hi = χ[i] + χ[i−1]. Also, the asymptotic
Riemann-Roch formula can be obtained from the strong Morse inequalities, using χ =(−1)nχ[n] = (−1)n+1χ[n+1]. Thus, it suffices to prove the first point.
We will actually prove the seemingly more general proposition.
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Proposition 1.21. Under the hypotheses of Theorem 5, let p ∶ X ′ Ð→ X be a proper
generically finite morphism of degree D, and let M ′ be any line bundle on X ′. Then,
for each i, and any m divisible by d, we have
(8) χ[i](X ′,M ′ ⊗ p∗L⊗m) ≤ D(−1)i (deg c1(L,Σ)n[≤i])mnn! +O(mn−1).
Let us now prove Proposition 1.21 by induction on dimX .
Step 1. Initialization of the induction. If dimX = 0, then X ′ is just a union of
D scheme points. In this case, for each i ≥ 0 and each m divisible enough, we have
χ[i](X ′,M ′⊗ p∗L⊗m) = (−1)ih0(X ′,M ′⊗ p∗L⊗m) = (−1)iD, and deg c1(L,Σ)0[≤0] ∩ [X] =
deg[X] = 1, so the result holds in this case (with O(m−1) = 0).
Suppose now that the result has been proved for dimX ≤ n − 1. Write Σ ≡ X0 f0Ð→
...Xn−1
fn−1Ð→ Xn = X , and let e be the trivialization of L⊗d over the open affine subset
Un =Xn ∖ fn−1(Xn−1) given by e.
Let Dn =∑1≤j≤rmjFj ∈ Zn−1(X) be the Weil divisor of zeros and poles of the section
e, seen as a meromorphic section of L⊗d. For each j (1 ≤ j ≤ r), let Vj be the unique
connected component of Xn−1 such that f(Vj) = Fj , and let qj ∶ Vj Ð→X be the natural
map.
Step 2. We pass to a simpler birational model of X ′. By Lemma 1.22, it suffices to
prove Proposition 1.21 with X ′ replaced by any modification q ∶ X̃ ′ Ð→ X ′, M ′ replaced
by q∗M ′, and p replaced by p ○ q. Thus, we can suppose without loss of generality that
X ′ is a smooth complex projective manifold, and that the inverse image p−1(Dn) is a
divisor with simple normal crossings. By construction, the line bundle p∗L is trivialized
by the section p∗e on the open dense subset p−1(Un).
Thus, we have the following Cartier divisors identity on X ′:
D(p∗e) = ∑
1≤j≤s
m′jF ′j + ∑
1≤k≤s
akE
′
k
where each F ′j is a Cartier divisor on X ′ dominating Fj for some 1 ≤ j ≤ r, and each
E′k is a p-exceptional divisor, weighted with a coefficient ak ∈ Z. Note that if mj is the
multiplicity of e along Fj , then the projection formula yields, for all j:
∑
k
m′k deg(F ′k/Fj) =Dmj ,(9)
where the sum runs among all k such that F ′k dominates Fj .
Step 3. We use e to get a cyclic cover of X ′. The trivialization e can be seen as a
meromorphic section of p∗L⊗d on the open dense subset p−1(Un). It permits to form a
cyclic cover Xc Ð→ X ′ (by definition, Xc is the locus {[1 ∶ xd] = [1 ∶ p∗e]} ⊆ PX′(OX ⊕
p∗L)). Let Xnc be the normalization of Xc. We can again resolve the singularities of Xnc
be performing blowing-ups on centers projecting on the intersections of the different
F ′j , to obtain a smooth manifold X ′′. Let r ∶ X ′′ Ð→ X ′ and q ∶ X ′′ Ð→ X be the
natural maps. For each j, we can write r∗F ′j = ∑1≤l≤nj dlF ′′j,l + ∑l blE′′k , where the E′′k
are r-exceptional divisors. The line bundle q∗L has a canonical meromorphic section
e′′ (given by the pullback of the section x of O(1) Ð→ PX′(OX ⊕ p∗L). We have then(e′′)⊗d = q∗e as a meromorphic section of q∗L⊗d.
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We can write the divisor associated to this section e′′ as follows:
D(e′′) = ∑
1≤j≤r
∑
1≤l≤nj
m′′j,lF ′′j,l + ∑
1≤k≤r
ckE
′′
k ,
where the E′′k are q-exceptional. Note that for any l, all m′′j,l have the same sign as ml
(this sign is determined by whether or not p∗e is regular near F ′j). Also, the projection
formula gives d r∗D(e′′) = r∗D(r∗p∗e) = dD(p∗e). This yields
(10) m′j = ∑
1≤l≤nj
m′′j,l deg(F ′′j,l/F ′j)
In the following, we let M ′′ = r∗M ′.
Step 4. We bound from above the difference of two consecutive χ[i](M ′′ ⊗ q∗L⊗m).
Letting A = ∑m′′
j,l
>0m
′′
j,lF
′′
j,l + ∑ck>0 ckE′′k , and B = ∑mj,l<0(−m′′j,l)F ′′j,l + ∑ck<0 ckE′′k , we
obtain the two exact sequences
0 M ′′ ⊗ q∗L⊗(m+1) ⊗OX′′(−A) M ′′ ⊗ q∗L⊗(m+1) M ′′ ⊗ q∗L⊗(m+1) ⊗OA 0
0 M ′′ ⊗ q∗L⊗m ⊗OX′′(−B) M ′′ ⊗ q∗L⊗m M ′′ ⊗ q∗L⊗m ⊗OB 0
Taking an initial fragment of the long exact sequence associated to the first line, we
obtain
⋯ Ð→H i(M ′′⊗ q∗L⊗(m+1)(−A))Ð→
H i(M ′′ ⊗ q∗L⊗(m+1))Ð→H i(M ′′ ⊗ q∗L⊗(m+1) ⊗OA)Ð→ Z Ð→ 0.
where the cohomology groups are taken over X ′′. Since dimZ ≥ 0, taking the Euler
characteristic yields
0 ≤ dimZ = −χ[i](X ′′,M ′′ ⊗ q∗L⊗(m+1))
+χ[i](X ′′,M ′′ ⊗ q∗L⊗(m+1) ⊗OX′′(−A)) + χ[i](X ′′,M ′′ ⊗ q∗L⊗(m+1) ⊗OA)
Similarly, the second line yields:
0 ≤ χ[i](X ′′,M ′′ ⊗ q∗L⊗m)
− χ[i](X ′′,M ′′ ⊗ q∗L⊗m ⊗OX′′(−B)) + χ[i−1](X ′′,M ′′ ⊗ q∗L⊗m ⊗OB)
Summing these two equations, we obtain
χ[i](X ′′,M ′′ ⊗ q∗L⊗(m+1))−χ[i](X ′′,M ′′ ⊗ q∗L⊗m) ≤
(11)
χ[i](X ′′,M ′′ ⊗ q∗L⊗(m+1) ⊗OA) + χ[i−1](X ′′,M ′′ ⊗ q∗L⊗m ⊗OB)
Step 5. We write an upper bound on the right hand side of (11). Since we have
the identity of Cartier divisors A = ∑m′′
j,k
>0m
′′
j,kF
′′
j,k + ∑ck>0 ckE′′k , and each connected
component of X ′′ is integral (since X ′′ is normal), the sheaf OA admits a filtration
0 ⊆ F0 ⊆ ... ⊆ FN = OA, where the graded terms are given by short exact sequences
0Ð→ Fj Ð→ Fj+1 Ð→OC ⊗ (N∗C)l Ð→ 0.
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where C is one of the reduced components ofA, NC is the normal bundle to C, and where
0 ≤ l ≤ multA(D) (see Lemma 1.23). Taking the long exact sequences in cohomology
and the truncated Euler characteristic, we obtain:
χ[i](Fj+1⊗q∗L(m+1)⊗M ′′) ≤ χ[i](Fj⊗q∗L(m+1)⊗M ′′)+χ[i](C, (N∗C)l⊗(q∗L(m+1)⊗M ′′)∣C).
After summation, this gives
χ[i](X ′′,M ′′ ⊗ q∗L⊗(m+1) ⊗OA) ≤∑
j,k
∑
1≤l≤m′′
j,k
χ[i](F ′′j,k,(N∗F ′′
j,k
)l ⊗ q∗L⊗(m+1) ⊗M ′′′)
+∑
k
∑
1≤l≤ck
χ[i](Ek, (N∗Ek)l ⊗ q∗L(m+1) ⊗M ′′)(12)
where the first (resp. second) sum runs through the indexes j, k (resp. k) such that
m′′j,k > 0 (resp. ck > 0). Now, a standard argument shows that for any 1 ≤ l ≤ m′′j,k, we
have, as mÐ→ +∞,
χ[i](F ′′k ,(N∗F ′′
j,k
)l ⊗ q∗L(m+1) ⊗M ′′) = χ[i](F ′′k , q∗L⊗(m+1) ⊗M ′′) +O(mn−2)
Besides, since each E′′
k
is q-exceptional, we have, for any 1 ≤ l ≤ ck, as mÐ→ +∞:
χ[i](E′′k ,(N∗E′′
k
)l ⊗ q∗L(m+1) ⊗M ′′) = O(mn−2).
Inserting this in (12), we obtain
χ[i](X ′′,M ′′ ⊗ q∗L⊗(m+1) ⊗OA) ≤∑
j,k
m′′j,k χ[i](F ′′k , q∗L(m+1) ⊗M ′′) +O(mn−2).
where the sum runs among all j, k such that m′′j,k > 0. Similarly,
χ[i−1](X ′′,M ′′ ⊗ q∗L⊗m ⊗OB) ≤∑
j,k
(−m′′j,k)χ[i−1](F ′′k , q∗Lm ⊗M ′′) +O(mn−2).
where the sum runs among all k such that m′′j,k < 0.
Step 6. We write the final upper bound. Putting the last two equations in (11), and
summing over m, we finally obtain
χ[i](X ′′,M ′′ ⊗ q∗L⊗(m+1)) ≤
∑
l≤m
⎛⎜⎜⎜⎝
∑
j,k
m′′
j,k
>0
m′′j,k χ[i](F ′′j,k, q∗L⊗(l+1) ⊗M ′′) + ∑
j,k
m′′
j,k
<0
(−m′′j,k)χ[i−1](F ′′j,k, q∗L⊗l ⊗M ′′) +O(ln−2)
⎞⎟⎟⎟⎠
,
where the constants appearing in the O(ln−2)-terms do not depend on m. Since the
restrictions q ∶ F ′′j,k Ð→ Fl are finite dominant morphisms, we can now apply the induc-
tion hypothesis to each F ′′
j,k
. For any j, let Σl be the trivialized stratification induced
on Vl by Σ. Using the induction hypothesis, we get
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χ[i](X ′′,M ′′ ⊗ q∗L⊗(m+1)) ≤
∑
l≤m
⎛⎜⎜⎜⎝
∑
j,k
m′′
j,k
>0
m′′j,k deg(F ′′j,k/Fl) c1(q∗l L,Σl)n[≤i] + ∑
j,k
m′′
j,k
<0
(−m′′j,k)deg(F ′′j,k/Fl) c1(q∗l L,Σl)n[≤i−1]
⎞⎟⎟⎟⎠
+O(ln−2),
where for all j, k, we have written l to denote the index of the component Vl of Dn
dominated by F ′′j,k.
Now, (9) and (10) give ∑j,km′′j,kdeg(F ′′j,k/Fl) = Dml, where the sum runs among all
j, k such that F ′′
j,k
dominates Fl. Thus, since
χ[i](X ′,M ′ ⊗ p∗L⊗(m+1)) = 1
d
χ[i](X ′′,M ′′ ⊗ q∗L⊗m+1) +O(mn−1),
by Lemma 1.22, we obtain
χ[i](X ′,M ′ ⊗ p∗L⊗(m+1))
≤D (−1)i ⎛⎜⎝∑l
ml>0
ml
d
deg c1(q∗l L,Σk)[≤i] − ∑
k
mk<0
(−mk
d
) deg c1(q∗kL,Σk)[≤i−1]⎞⎟⎠∑l≤m
ln−1
(n − 1)!
+ ∑
l≤m
O(ln−2).
Since ∑1≤l≤m ln−1(n−1)! = m
n
n!
+ O(mn−1) and ∑l≤m ln−2 = O(mn−1), the conclusion then
comes immediately from Lemma 1.15. 
Let us mention briefly two classical lemmas that were used in the proof.
Lemma 1.22 (see [Dem11]). Let X be a reduced complex scheme of pure dimension n,
and let X ′ pÐ→ X be a dominant proper generically finite morphism of degree d. Then,
for any line bundles M and L on X, and any i ≥ 0, we have
χ[i](X ′, p∗M ⊗ p∗L⊗m) = d χ[i](X,M ⊗L⊗m) +O(mn−1).
The previous lemma can be proved by a standard application of Leray’s spectral
sequence. It suffices to remark the following two facts: first that Er,s2 =H
s(X,Rrp∗OX′⊗
M ⊗ L⊗m) has O(mn−1) dimension if r > 0, since then Rrp∗OX′ is a torsion sheaf
on X . Second, we have p∗OX′ ∣U ≅ O⊕dU for a Zariski open dense subset U ⊆ X , so
hi(X,p∗OX′ ⊗M ⊗L⊗m) = dhi(X,M ⊗L⊗m) +O(mn−1).
Lemma 1.23. Let X be an integral complex scheme on X, and let D1, ...,Dr be irre-
ducible Cartier divisors on X. For all 1 ≤ i ≤ r, let mi ∈ N, and define D = ∑imiDi.
Then there exists a filtration F1 ⊆ ... ⊆ FN = OD (where N = ∑imi), with successive
quotients given as follows:
0Ð→ Fi Ð→ Fi+1 Ð→N⊗kiDi Ð→ 0,
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for some 1 ≤ ki ≤mi, where NDi is the normal ODi-line bundle of Di.
Proof. Assume first that X = SpecA, where A is an integral ring, and that each Di
is given by some fi ∈ Di. Then, we define the Fi so that they are associated to A-
submodules of A/(fm11 ...fmrr ) of the form
Ma1,...,ar = (fa11 ...farr )/(fm11 ...fmrr )
with 0 ≤ ai ≤mi for all i. Since A is integral, we see thatMa1,...,ar ↪Mb1,...,br if ai ≥ bi for
all i. Also Ma1,...,ai+1,...,ar/Ma1,...,ai,...,ar ≅ (faii )/(fai+1i ) and this last A-module defines
the sheaf N⊗aiDi , supported on Di. The general case follows easily by covering X with
affine open subsets: the local definitions glue together. 
The algebraic Morse inequalities of Demailly and Angelini appear now as a particular
case of Theorem 5.
Theorem 6 (Demailly [Dem96], Angelini [Ang96]). Let X be projective variety of di-
mension n, and let L be a line bundle on X. Assume L = O(F −G), where F,G are
Cartier nef divisors. Then, for any i ∈ J0, nK, we have
χ[i](X,L⊗m) ≤ [ ∑
0≤j≤i
(−1)i+j(n
j
)F n−j ⋅Gj]mn
n!
+ O(mn−1).
Proof. As usual, we do not lose generality in assuming that X smooth, by replacing it
by some other birational modification. Also, replacing F (resp. G) by s(rF +A) (resp.
s(rG +A)) with r, s large, A an ample divisor, we can assume that both F and G are
very ample.
We are now going to exhibit a stratification Σ on X to which apply Theorem 5. Let
Xn = X . Since F and G are very ample, we can replace them by smooth members of
their linear equivalence class, and assume thatXn−1 = ∣F ∣+∣G∣ is a simple normal crossing
divisor. Let en be a meromorphic section of L which trivializes L on Un = Xn ∖Xn−1,
such that D(en) = F − G. Now, O(F ) and O(G) are very ample when restricted to
both E and F , so we can iterate this construction to produce stratifications on both
E and F . This gives a sequence of strata X0 Ð→ ... Ð→ Xn−2 Ð→ Xn−1 = ∣E∣ ⊔ ∣F ∣,
such that, for each i, L∣Xi admits a meromorphic section ei with D(ei) = Fi −Gi, whereO(Fi) = O(F )∣Xi , and O(Gi) = O(G)∣Xi . Putting this data together with Xn = X and
the trivialization en, we get the requested trivialized stratification Σ of L over X .
Now, by construction of Σ, if α ∈ ZΣk XQ, the cycle class of c1(L,Σ)[0] ∩ α (resp.
c1(L,Σ)[1] ∩ α) is equal to c1(F ) ∩ α (resp. −c1(G) ∩ α) in Ak(X). Consequently,
iterating Definition 1.11 yields, for any j ∈ J0, nK:
c1(L,Σ)n[j] ∩ [X] = ∑
T∈J1,nK∣T ∣=j
c1(L,Σ)[11∈T ] ∩ ... ∩ c1(L,Σ)[1n∈T ] ∩ [X]
= ∑
T∈J1,nK∣T ∣=j
(c1(F ))n−∣T ∣ ∩ (−c1(G))∣T ∣ ∩ [X]
= (−1)j(n
j
)F n−j ⋅Gj
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in A0(X) (here 1j∈T is equal to 1 if j ∈ T , and to 0 otherwise). By Theorem 5, this
gives the result. 
1.4. Bloch-Gieseker coverings. In this section, we explain how to lift a stratification
to a Bloch-Gieseker covering, and how to compute its truncated intersection numbers.
Consider an n-dimensional variety X equipped with a line bundle L, with a trivialized
stratification Σ = (Σ,e). Let A be a very ample line bundle on X , associated with an
embedding X ↪ PN . Fix d ∈ N∗, and let X̂ pÐ→X be the morphism obtained by taking
the cartesian product
X̂ PN
X PN
q
where q is the endomomorphism [z0 ∶ ... ∶ zN ] z→ [zd0 ∶ ... ∶ zdN] of PN . Recall that
this morphism is the base step of the Bloch-Gieseker construction (cf. [BG71], see also
[KM98] or [Laz04, Theorem 4.1]).
For each irreducible variety V appearing as a component of a stratum of Σ, the
morphism X̂ Ð→X induces a fibre product
(13)
V̂ X̂
V X
p
f
where V Ð→ X is naturally induced by Σ. Also, the maps between two strata V Ð→W
induce natural maps Ŵ Ð→ V̂ . Putting all the maps Ŵ Ð→ V̂ together, we get a
stratification Σ̂ on X̂ . We will call it the pull-back stratification of Σ by p. We can also
pull back the stratifications of L provided by e on the strata of Σ̂, to get a trivialization
ê of p∗L.
Then, we have a projection formula, as follows.
Lemma 1.24. Assume that X ↪ PN is in general position. With the previous notations,
let Σ̂ = (Σ̂, ê). We have then, for any j ∈ J0, nK:
deg c1(p∗L, Σ̂)n[≤j] = deg(p) ⋅ deg c1(L,Σ)n[≤j].
Proof. Let T be the marked tree associated to Σ. To prove this result, we are going
to describe the marked tree T̂ associated to Σ̂ in terms of T . Resume the notations of
the diagram (13). Remark that the construction above provides a natural morphism of
trees φ ∶ T̂ Ð→ T , sending the vertices labeled by the irreducible components of V̂ onto
the vertex labeled by V .
If X ↪ PN is in general position, then each f(V ) intersects each of the hyper-
planes {zi = 0} ⊆ PN transversally (in particular, this intersection is empty in the case
dim f(V ) = 0).
Recall, by Definitions 1.1 and 1.2, that each f ∶ V Ð→ f(V ) is birational onto its
image. This implies that if dimV ≥ 1, then dim f(V ) ≥ 1. In this case, the map V̂ Ð→ V
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is then a finite ramified cover of degree deg(p), and V̂ is irreducible. If dimV = 0, then
f(V ) is included in the locus where p is e´tale, and then V̂ is a finite union of deg(p)
reduced scheme points. This shows that if dimV ≥ 1 (resp. if dimV = 0), the fibre
φ−1(V ) contains exactly one (resp. deg(p)) vertex of T̂ . Similarly, if s is an edge of T
between two varieties of dimensions i and i + 1, then φ−1(s) contains 1 (resp. deg(p))
edges of T̂ if i > 0 (resp. i = 0).
For any V , the map p realizes an isomorphism around the generic point of f(V ) in the
local analytic topology (or in the e´tale topology). This has the following consequence:
let e be the trivialization of L on some open subset U ⊆ V provided by e, and let m be
the multiplicity of e along a strata projecting on a component W of V ∖U . Then, the
multiplicity of the pullback p∗e along each component of Ŵ is also equal to m. This
shows that if ŝ is an edge of T̂ , then ŝ and ϕ(̂s) have the same multiplicities.
We have then shown that T̂ can be described as the tree T where each leaf have been
replaced by deg(p) copies, each edge keeping the same multiplicity. The inverse image
by ϕ of complete path in T , consists in deg(p) paths in T̂ with the same multiplicities.
We can now conclude by Proposition 1.17. 
We are now ready to end the proof of Theorem 5 in the general case where L is any
Q-line bundle.
Proof of Theorem 5 in the general case. We assume now that assume that L = N⊗1/d is
a formal root of a standard line bundle, and we show how to prove the strong Morse
inequalities. We can perform a generic Bloch-Gieseker covering X̂
pÐ→ X , in order to
ensure that p∗N has a d-th root, that we will denote by L′. Now, if Σ̂ = (Σ̂, 1
d
ê) is the
pullback trivialized stratification of Σ, we can use the version of Theorem 5, valid in
the case where L is a line bundle, to get
(14) χ[i](X̂, (N ′)⊗m ⊗ p∗M) ≤ (−1)ic1(L′, Σ̂)n[≤i]mnn! +O(mn−1).
for m divisible by d.
Now, for such m, we have χ[i](X̂, (N ′)⊗m ⊗ p∗M) = χ[i](X̂, p∗L⊗m ⊗ p∗M) and by
Lemma 1.22, this is equal to (deg p)χ[i](X,L⊗m ⊗M) up to a O(mn−1) term. Also, by
Lemma 1.24, we have c1(L′, Σ̂)n[≤i] = deg(p) c1(L,Σ)n[≤i]. Substituting in both sides of
(14) and dividing by deg(p), we get the requested formula. 
2. Green-Griffiths jet bundles. Preparation of the proof
The main goal of this section is to introduce several reduction steps to simplify our
proof of Theorem 1. It will also serve as a motivation for Theorem 7, whose scope goes
beyond the study of Green-Griffiths jet differentials.
2.1. Weighted direct sums and Green-Griffiths vector bundles. Our proof of
Theorem 1 will come from an application of a variant of the Morse inequalities of
Theorem 5 to the symmetric powers of some particular weighted direct sums of vector
bundles. We give now a few definitions related to these objects, and to the Green-
Griffiths vector bundles. Most of these definitions can be found in [Dem12].
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Definition 2.1. Let X be a projective variety. We let E1, ...,Er be vector bundles on
X , and a1, ..., ar be positive integers. We will often refer to this data as to the one of a
weighted direct sum E = E
(a1)
1 ⊕ ...⊕E(ar)r .
For any such weighted direct sum, we define its m-th symmetric product to be the
vector bundle on X
(15) SmE = ⊕
a1l1+...+aklk=m
Sl1 E∗1 ⊗ ...⊗ Slk E∗k
The above terminology was used in [Cad17] to construct the weighted projective bun-
dles P(E) = ProjX(S●E), which were studied in particular by Al-Amrani [AA97].
Assume now that X is a complex smooth projective manifold, and let k ∈ N. We
denote by EGGk,● ΩX = ⊕m≥0EGGk,mΩX the graded algebra of Green-Griffiths jet differen-
tials of order k on X . By construction, the local holomorphic sections of EGGk,mΩX are
holomorphic differential equations of order k and of (weighted) degree m. We can then
define the Green-Griffiths jet spaces as XGGk = ProjX(EGGk,● ΩX). This projective bundle
comes with its natural tautological (orbifold) line bundle OGGk (1).
Recall that the algebra EGGk,● ΩX is endowed with a canonical Nk-filtration, that we
will denote by F●EGGk,● ΩX , and which is compatible with the structure of OX-algebra.
Its associated graded algebra is isomorphic to
(16) GrF (EGGk,● ΩX) ≅ S● (Ω(1)X ⊕ ...⊕Ω(k)X ) ,
where the right hand term is defined as in (15).
To prove Theorem 1, the strategy coming from [Dem11] is to control the growth of
χ[i](X,EGGk,mΩX) when X is a given manifold of general type. The next proposition
shows that, to do so, it is sufficient to control the growth of χ[i] on the graded term
(16).
Proposition 2.2. For any k,m ∈ N, and any 0 ≤ i ≤ n, we have
(17) χ[i] (X,EGGk,mΩX) ≤ χ[i] (X,Sm(Ω(1)X ⊕ ...⊕Ω(k)X )) .
Proof. The following simple argument has been communicated to me by L. Darondeau.
The proposition comes from the fact that for any vector bundle E Ð→ X , and any
filtration F●E, we have:
χ[i](E) ≤ χ[i](GrF (E)).
To prove this last fact, we can reason by induction on the length of the filtration: the
base case is when this length is equal to 2. Then, the result boils down to showing that
for any exact sequence 0Ð→ F Ð→ E Ð→ GÐ→ 0, we have χ[i](E) ≤ χ[i](F ) + χ[i](G).
The last formula follows directly from the long exact sequence in cohomology, as in
Step 4 of the proof of Theorem 5. 
Remark 2.3. When m is divisible enough, we can draw a more geometric picture for
the last proposition, using the Rees deformation (see [BG96, Cad17]). The latter yields
a graded sheaf E of OX×C-algebras over X × C, whose specialization to the central
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fiber X × {0} is identified to S● (Ω(1)X ⊕ ... ⊕ Ω(k)X ), and whose specialization to any
other fiber X ×{t} (t ≠ 0) identifies with EGGk,● ΩX . Projectivizing E over X ×C, we get a
morphism of varieties P Ð→ X×C. This can be seen as a family of projectivized bundles
(Pt Ð→X)t∈C, with natural identifications P0 ≅ P(Ω(1)X ⊕ ...⊕Ω(k)X ) and Pt ≅XGGk (t ≠ 0).
There is also a natural orbifold line bundle L Ð→ P, which restricts to the respective
tautological line bundles of XGGk and P(Ω(1)X ⊕ ...⊕Ω(k)X ). If m is divisible enough, the
standard line bundle L⊗m is flat over C since dimC = 1 and P is reduced. Thus, we can
apply the upper semi-continuity property of χ[i] (see Demailly [Dem95]) to obtain, for
a generic t ≠ 0,
χ[i](Pt,L⊗mt ) ≤ χ[i](P0,L⊗m0 ).
Now, we have χ[i](Pt,L⊗mt ) = χ[i](XGGk ,OGGk (m)) = χ[i](X,EGGk,mΩX), and the right
hand side identifies similarly with the right hand side of (17).
2.2. Relative version. Twists by ideal sheaves. In this section, we state a relative
version of Proposition 2.2, where we tensor additionally the sheaves ΩX by ideal sheaves
of the form O(−E), for some auxiliary effective divisor.
Let p ∶ X ′ Ð→ X be a morphism of projective manifolds, and let E be an effective
divisor on X ′. Then, for any k,m ∈ N, the vector bundle p∗EGGk,m admits a filtration with
graded term
p∗Sm(Ω(1)X ⊕ ...⊕Ω(k)X ).
This admits
(18) O(−mE)⊗ p∗Sm(Ω(1)X ⊕ ...⊕Ω(k)X )
as a subsheaf, and the OX′-module Em = O(−mE) ⊗ p∗EGGk,mΩ has a natural induced
filtration for which the graded module is isomorphic to (18).
In this context, the proof of Proposition 2.2 applied to Em yields the following result.
Proposition 2.4. Let p ∶ X ′ Ð→ X be a surjective morphism of projective manifolds of
dimension n, and let E be an effective divisor on X ′. Fix k ∈ N. Then, for any m ∈ N,
there exists a subsheaf Em ⊆ p∗EGGk,mΩX such that, for any i (0 ≤ i ≤ n), we have
χ[i] (X ′,Em) ≤ χ[i] (X ′,O(−mp∗E)⊗ p∗Sm(Ω(1)X ⊕ ...⊕Ω(k)X )) .
In particular, specializing Proposition 2.4 to i = 1, and applying the two inequalities
h0(p∗EGGk,mΩX) ≥ h0(Em) and h0 ≥ −χ[1], we obtain
Proposition 2.5. Let p ∶ X ′ Ð→ X be a surjective morphism of projective manifolds of
dimension n, and let E be an effective divisor on X ′. Then, for any k,m ≥ 1, we have
h0(X ′, p∗EGGk,mΩ) ≥ −χ[1] (X ′,O(−mp∗E)⊗ p∗Sm(Ω(1)X ⊕ ...⊕Ω(k)X ))
The point of Proposition 2.2 (or of the more general Proposition 2.5) is to permit
us to limit our study to the symmetric algebra S●(Ω(1) ⊕ ...⊕Ω(k)). In the following
sections, we will perform this study for the more general case of symmetric products of
the form Sm(E(1) ⊕ ...⊕E(k)), where E is any vector bundle with detE big. The goal
of the next section is to show that it is actually enough to study the case where E is a
direct sum of line bundles.
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2.3. Reduction to a sum of line bundles. The main goal of the present section is
to prove the following splitting principle, which will drastically simplify our application
of Morse inequalities to weighted direct sums.
Proposition 2.6. Let E = E
(a1)
1 ⊕ ... ⊕E(ar)r be a weighted direct sum over a complex
projective manifold X. Then, there exists a smooth modification p ∶ X̃ Ð→ X, and a
weighted direct sum E = E1
(a1) ⊕ ...⊕Er(ar) over X̃, such that
(1) each Ei is a direct sum of line bundles over X̃, of the same rank as Ei ;
(2) for each i, det(Ei) ≅ p∗ det(Ei),
(3) for any i (with 1 ≤ i ≤ dimX), we have the asymptotic inequality
χ[i](X,SmE) ≤ χ[i](X̃,SmE) +O(mn+rkE−1).
Remark 2.7. The item (2) implies in particular that det(Ei) is big if det(Ei) is.
We begin by a simple lemma.
Lemma 2.8. Let X be a projective complex manifold, and let E Ð→ X be a vector
bundle of rank m. There exists a smooth modification p ∶ X̃ Ð→ X such that p∗E
admits a total filtration by vector subbundles:
F1 ⊊ F2 ⊊ ... ⊊ Fm = p
∗E.
Proof. We proceed by induction on m = rkE. The case where rkE = 1 is trivial. Let us
assume that rkE ≥ 2.
Let U ⊆X be a Zariski open subset such that E∣U is trivialized by a frame (e1, ..., em).
Let F0 ⊆ E be the unique saturated subsheaf such that F0∣U = ⟨e1, ..., em−1⟩. Then, we
have an exact sequence
0Ð→ F0 Ð→ E Ð→ L0 Ð→ 0,
where L0 is a torsion free rank one coherent sheaf. By e.g. [Kob87, Chapter V, §5, 6],
L0 = L∨∨0 is a line bundle over X , and we have a natural identification L0 = I ⊗OX L0
for some ideal sheaf I over X . Now, use Hironaka’s principalization theorem to obtain
a smooth modification π ∶ X ′ Ð→ X such that π∗I = O(−E) as a subsheaf of OX′ , for
some effective Cartier divisor E. Let L = O(−E)⊗OX0 π∗L0: this sheaf is a line bundle,
and the morphism E ↠ L0 = I⊗L0 induces a natural surjection π∗E ↠ L. This map
is a surjection of locally free sheaves, hence its kernel is a subvector bundle F ⊆ π∗E,
and π
∗E/F = L. Since rkF < rkE, we can now apply the induction hypothesis to F
on the manifold X ′, and get a modification X̃ Ð→X dominating X ′, and satisfying our
requirements. 
We have then reduced to the case where the vector bundles are filtered by complete
flags of vector subbundles. Then, further reducing to direct sums of line bundles is not
hard.
Lemma 2.9. Let E1, ...,Em be vector bundles over a projective manifold X, and let
a1, ..., am ∈ N∗. Assume that each Ei admits a filtration by vector subbundles
(19) Ei,1 ⊊ ... ⊊ Ei,ri = Ei,
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where ri = rkEi. Let Li,1, ...,Li,ri be the successive line bundle quotients. Denote by
Ei = Li,1 ⊕ ...⊕Li,ri the graded bundle of the filtration (19). Then, for any i (1 ≤ i ≤ n),
and any m ≥ 1, we have
(20) χ[i](Sm(E(a1)1 ⊕ ...⊕E(ak)k )) ≤ χ[i](Sm(E1(a1) ⊕ ...⊕Ek(ak))).
Proof. We can use the same argument as in the proof of Proposition 2.2. Let E =
E
(a1)
1 ⊕ ... ⊕ E(ar)r , and E = E1(a1) ⊕ ... ⊕ Er(ar). The filtrations given in (19) induce a
natural filtration on S●E, with graded algebra equal to S●E. Now, we use again the
comparison result for χ[i] applied to a filtered vector bundle and to its graded terms,
to get
χ[i](X,SmE) ≤ χ[i](X,SmE).
This completes the proof. 
Proof of Proposition 2.6. By Lemma 2.8, there exists a modification p ∶ X̃ Ð→ X such
that all the direct summands of p∗E = p∗E(a1)1 ⊕ ...⊕p∗E(ar)r admit filtrations with direct
sums of line bundles as graded terms. The same Leray’s spectral sequence argument as
in Lemma 1.22 yields
χ[i](X,SmE) ≤ χ[i](X̃,Sm p∗E) +O(mn+rkE−1).
To conclude, it suffices to apply Lemma 2.9 to the weighted direct sum p∗E on X̃ . For
each i (1 ≤ i ≤ r), it yields a direct sum of vector bundles Ei, with detEi = det(p∗Ei),
and such that, for any m,
χ[i](X̃,Smp∗E) ≤ χ[i](X̃,SmE),
where E = E1
(a1) ⊕ ...⊕Er(ar). This ends the proof. 
3. Morse inequalities for symmetric products of weighted direct sums
3.1. Statement of the result. The main theorem of this section is an asymptotic
estimate on the growth of quantities of the form χ[i](X,N⊗m ⊗ SmE), where E is a
weighted direct sum of line bundles, and N is an arbitrary Q-line bundle; it will be the
central step in our proof of Theorem 1.
To simplify a bit the exposition, we have chosen to state first a result holding for
standard line bundles ; we will present its generalization to Q-line bundles later on.
Before stating this first result, we need to introduce a few notations.
Definition 3.1. Let m ∈ N. A m-dimensional simplex ∆ is a metric space isomorphic
to the convex envelop of m + 1 points in Rm, such that each p of them generate an
affine (p− 1)-space. We will sometimes write ∆ ○⊂ Rm to emphasize the fact that ∆ has
non-empty interior in Rm (or equivalently, that dim∆ =m) and to oppose this situation
to the case of a (m − 1)-dimensional simplex included in Rm.
For all (a1, ..., ar) ∈ Nr≥1, we define the (r − 1)-dimensional simplex
∆(a1,...,ar) = {(t1, .., tr) ∈ Rr ∣ ∑
i
aiti = 1} ⊆ Rr.
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For any m ∈ N, we will simply denote by ∆m the m-dimensional simplex ∆(1,...,1) (1
repeated m + 1 times).
Consider now a complex variety X of dimension n, and let L1, ...,Lr be line bundles
over X . Let Σ be a stratification adapted to all L1, ...,Lr , and for each i ∈ J1, rK, choose
a trivialization ei of Li over Σ. Let T be the tree associated to Σ. For each edge s inT , denote by msi the marking of s associated to the trivialization ei. For all i ∈ J1, nK,
we define a piecewise polynomial function on Rr, as follows.
Definition 3.2. Let (t1, ..., tr) ∈ Rr. Mark each edge s in T with the real number
t1m
s
1 + ... + trmsr. For each complete path σ in T , denote by Cσ the product of all
markings along the edges of σ. Then, for all i ∈ J1, nK, we let
υ[≤i](t1, ..., tr) = ∑
index(σ)≤i
Cσ,
where the sum runs among all the complete paths of index ≤ i in T , i.e. among the
paths with less than i negative markings.
It is easy to check that the functions υ[≤i] are piecewise polynomial, and homogeneous
of degree n, i.e. υ[≤i](λ ⋅ u) = λn υ[≤i](u) for λ ∈ R+. We can now state the following
theorem.
Theorem 7. Let a = (a1, ..., ar) ∈ Nr≥1, and consider the (r−1)-dimensional simplex ∆a,
according to Definition 3.1. Then, for all i ∈ J0, nK, we have the following asymptotic
upper bound.
χ[i](X,Sm(L(a1)1 ⊕ ...⊕L(ar)r ))
≤
gcd(a1, ..., ar)
a1...ar
(n + r − 1
r − 1 )[∫∆a υ[≤i]dP ]
mn+r−1
(n + r − 1)! + o(mn+r−1),
where P is the uniform probability measure on the simplex ∆a, i.e. the unique probability
measure which is the restriction of a translation invariant measure on Rr−1.
The proof of Theorem 7 will proceed in several steps. We will first give an extension of
Theorem 5 to a context where several line bundles are introduced. Then, we will apply
this estimate to give an upper bound on the χ[i](X,L⊗l11 ⊗ ... ⊗ L⊗lrr ), where (l1, ..., lr)
belongs to a small angular sector of Nr. Finally, we will sum over a covering of Nr by
such arbitrarily small angular sectors, to get a Riemann sum leading to the integral
appearing in Theorem 7.
3.2. Morse inequalities for several line bundles. Direct sums of line bundles.
Let X still denote a complex variety, and let L be a finite set of line bundles on X .
Assume Σ is a stratification on X , adapted to all L ∈ L. For each L ∈ L, we let eL be a
stratification of L on Σ, and we let Σ = (Σ, (eL)L∈L). The next definition will introduce
a quantity that will serve as leading coefficient for an upper bound on the numbers
χ[i](X,L⊗a11 ⊗ ...L⊗arr ) as a1, ..., ar Ð→ +∞, where L1, ...,Lr ∈ L are arbitrary elements.
Let T be the tree associated to Σ, and let E be the set of its edges. For all s ∈ E , we
let msL be the marking of e provided by the trivialization eL. Now, for any mapping
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φ ∶ E Ð→ L, we let Tφ be the marked tree where each edge s is labeled by the marking
ms
φ(s).
Definition 3.3. Let l ∈ J0, nK. For all φ ∶ E Ð→ L, and any complete path σ in T , we
let Cσ,φ be the product of the labels along the edges of σ in Tφ. We let
c(φ,Σ)[≤i] = ∑
index(σ)≤i
Cσ,φ,
where the sum runs among all complete paths in Tφ with less than i negative labels.
We let
(−1)ic(L,Σ)[≤l] = max
φ∶EÐ→L(−1)ic(φ,Σ)[≤l].
The previous definition mimicks Proposition 1.17 to provide the leading coefficient in
our version of Morse inequalities with several line bundles. Before stating this result,
let us introduce the following simplifying notation.
Notation. Let l = (lL)L∈L be a family of integers. We write L⊗l = ⊗L∈LL⊗lL . For all
L ∈ L, we write δL = (δL,L′)L′∈L, where δL,L′ = 1 if L = L′ and δL,L′ = 0 otherwise.
Proposition 3.4. With the notations above, let M be any line bundle on X.
Then for any i ∈ J0, nK, any m ∈ N, and any l = (lL)L∈L such that ∑L lL =m, we have
χ[i](X,L⊗l ⊗M) ≤ (−1)ic(L,Σ)[≤j]mn
n!
+O(mn−1).
Proof. Step 1. Initialization of the induction. The proof is very close to the one of
Theorem 5. We reason by induction on dimX . When dimX = 0, the result is trivial,
with O(m−1) = 0.
Let us assume that the result has been proved for all dimensions up to n − 1. Write
Σ ≡ X0
f0Ð→ ... Ð→ Xn−1 fn−1Ð→ Xn = X , and for each L ∈ L, let sL be the trivialization of
L over the open affine subset Un =Xn ∖ fn−1(Xn−1) provided by eL.
We can now argue as in the proof of Theorem 5: it suffices to prove the seemingly
more general proposition.
Proposition 3.5. Under the hypotheses of Theorem 3.4, let p ∶ X ′ Ð→ X be a proper
birational morphism, and let M ′ be any line bundle on X ′. Then, for each i, and any
m divisible by d, we have Then for any i ∈ J0, nK, any m ∈ N, and any l = (lL)L∈L such
that ∑L lL =m, we have
χ[i](X,p∗L⊗l ⊗M ′) ≤ (−1)ic(L,Σ)[≤j]mn
n!
+O(mn−1).
Thus, it suffices to deal with the case where X is smooth, and Dn = fn−1(Xn−1) has
simple normal crossing support. For simplicity of notations, we will conclude the proof
in the case where Dn is even irreducible (hence smooth). For all L ∈ L, we let mL be
the multiplicity of sL along the unique component of Dn.
Step 2. We bound the difference between terms given by two close r-uples. Let
l = (lL)L∈L be such that ∑L∈L lL = m, with m ≥ 1. Then, for some L ∈ L, we have
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l − δL ∈ NL. The same arguments as in Step 4 in the proof of Theorem 5 yield
χ[i](X,L⊗l ⊗M) −χ[i](X,L⊗(l−δL) ⊗M)
≤ 1{mL>0} mL χ[i](Dn,L⊗l ⊗M) + 1{mL<0} (−mL) χ[i−1](Dn,L⊗(l−δL) ⊗M)
+O(mn−2).
Let Σ′ be stratification induced on Dn by Σ, and let e′N be the trivializations of the
N ∈ L induced by the eN on Σ′. Writing Σ′ = (Σ′, (e′N)N∈L), we can apply the induction
hypothesis to obtain
χ[i](X,L⊗l ⊗M) −χ[i](X,L⊗(l−δL) ⊗M)
≤ (−1)i1{mL>0} mL c(L,Σ′)[≤i] mn−1(n − 1)! + (−1)i1{mL<0} mL c(L,Σ′)[≤i−1]
(m − 1)n−1
(n − 1)!
(21)
+O(mn−2).
Lemma 3.6. Let s be the edge linking the unique component of Xn−1 to Xn in T . Then
(−1)i(1{mL>0} mL c(L,Σ′)[≤i] + 1{mL<0} mL c(L,Σ′)[≤i−1])
= max
φ∶EÐ→L ∣ φ(s)=L(−1)ic(φ,Σ)[≤i],(22)
where the maximum in the right hand side runs among all φ such that φ(s) = L. In
particular, by Definition 3.3, the left hand side is bounded from above by (−1)ic(L,Σ)[≤i].
The lemma comes right away from Definition 3.3: it suffices to evaluate the maximum
on the right hand side, by distinguishing among the two possible signs of mL. Now,
since (m − 1)n−1 =mn−1 +O(mn−2), inserting (22) in (21) gives
χ[i](X,L⊗l ⊗M) − χ[i](X,L⊗(l−δL) ⊗M) ≤ (−1)ic(L,Σ)[≤i] mn−1(n − 1)! +O(mn−2).
Step 3. We sum these differences over a path leading to a given l. Consider now a
sequence l1, ..., lm = l, where for all j, we have lj = lj−1 + δLj for some Lj ∈ L. For all j,
we have ∑L(lj)L = j, so we can sum the last inequality for all lj , to get
χ[i](X,L⊗l) ≤ (−1)ic(L,Σ)[≤i] m∑
j=1
jn−1
(n − 1)! +O(mn−1).
This gives the result, since ∑1≤j≤m jn−1(n−1)! = mnn! +O(mn−1). 
Remark 3.7. If we replace Proposition 3.5 by the corresponding statement where p is a
generically finite morphism (see Proposition 1.21), and if we use the method of Step 3
in the proof of Theorem 5, it is possible to adapt the previous proof to the case where
the L ∈ L are standard line bundles endowed with fractional trivializations 1
dL
eL. The
definition of c1(L,Σ)[≤j] is obtained by replacing the markings mL by mldL .
Let us mention yet another variant, which will give a better estimate in Proposition
3.4 when l belongs to a narrow angular sector of NL.
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We assume that L = {L1, ...,Lr}, and we pick u1, ..., up ∈ Nr. For each i, we write ui =(ui,1, ..., ui,r), and we let Mi = L⊗ui . Each Mi is endowed with a natural trivialization fi
on Σ, given on a particular stratum by
(23) fi = (e1)⊗ui,1 ⊗ ...⊗ (er)⊗ui,r ,
where the ej are the trivializations of the Lj on the specified stratum. Let M ={M1, ...,Mp}, and ΣM = (Σ, (fj)j).
Using Definition 3.3 with L replaced byM, we can define the quantities c(M,ΣM)[≤i].
It is clear by construction that the latter are continuous piecewise polynomial functions
in the ui. More precisely, we have the following.
Lemma 3.8. There exists a continuous piecewise polynomial function ϕ[≤j] ∶ (Rr+)p Ð→
R, homogeneous of degree n, such that for all u1, ..., up ∈ Nr as above, we have
c(M,ΣM)[≤i] = ϕ[≤i](u1, ..., up).
Moreover, ϕ[≤j] depends only on p and on the data of Σ,e1, ...,ep.
Proof. By Definition 3.3, the real number c(M,ΣM)[≤i] is a sum of maxima and minima
of n-homogeneous piecewise polynomials functions in the markings of the trees Tφ. Each
one of these markings being a linear form in (u1, ..., ur) ∈ (Rr+)p by definition of the fi
(see (23)), we get the result. 
Comparing Definitions 3.2 and 3.3 with Lemma 3.8 gives the following simple relation
between ϕ[≤i] and υ[≤i]:
Lemma 3.9. For any t ∈∆a, we have
υ[≤j](t) = ϕ[≤j](t, ..., t).
We can now give the following refinement of Proposition 3.4 when l belongs to a
narrow cone of the form ∑j R+ ⋅ uj, for u1, ..., up ∈ Nr.
Proposition 3.10. Let a = (a1, ..., ar) ∈ Nr≥1 and u1, ..., up ∈ Nr be as before. For any
m ∈ N, we let Hm = {l = (lj) ∈ Nr ∣ ∑j ajlj = m}. Assume that there exists t ∈ ∆a and
λ, ǫ > 0 such that for all j ∈ J1, pK, we have ∥t − 1
λ
uj∥∞ < ǫ. Then, for any i ∈ J0, nK, any
m ∈ N, and any l ∈ (∑j R+ ⋅ uj) ∩Hm,
(24) χ[i](X,L⊗l ⊗M) ≤ (−1)i(ϕ[≤j](t) +O(ǫ))mn
n!
+O(mn−1),
where the constant appearing in the O(ǫ) term depends only on Σ,e1, ...,er and the aj.
Proof. Step 1. We determine a first asymptotic expansion for the right hand side of
(24). In this step, the uj are fixed, and only l and m are allowed to vary.
Since l ∈ (∑j R+ ⋅ uj) ∩ Nr, we can write l = d + v0, with d ∈ ∑j N ⋅ uj and v0 ∈
(∑j[0,1] ⋅ uj) ∩ Nr. In particular ∥v0∥∞ is bounded by a constant independent of m.
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Write d = q1 u1 + ... + qp up and let q = (q1, ..., qp). We have then
Ll ⊗M =M⊗q11 ⊗ ...⊗M⊗qpp ⊗L⊗v0 ⊗M
=M⊗q ⊗ (L⊗v0 ⊗M)
(recall that Mj = L⊗uj ). Since v0 is bounded, there is only a finite number of possibleL⊗v0 ⊗M that can appear in the previous equation. Thus, we can apply Proposition
3.4 applied with L (resp. Σ, resp. M) replaced by M (resp. ΣM, resp. L⊗v0 ⊗M), to
obtain
χ[i](X,L⊗l ⊗M) ≤ (−1)ic(M,ΣM)[≤i] (∑j qj)n
n!
+O((∑
j
qj)n−1).
Lemma 3.8 yields in turn:
(25) χ[i](X,L⊗l ⊗M) ≤ (−1)iϕ[≤i](u1, ..., up)(∑j qj)n
n!
+O((∑
j
qj)n−1).
Step 2. Keeping the uj fixed, we give an asymptotic expansion of the upper bound
(25) in terms of m. A direct computation shows that ∑j qj ≤ 1max ∥uj∥∞ 1mink ak (∑j ajlj) =
O(m), hence O((∑j qj)n−1) = O(mn−1).
Moreover, we have
m =∑
j
ajlj =∑
j
ajdj +∑
j
aj(v0)j
=∑
k
qk(∑
j
ajuk,j) +∑
j
aj(v0)j
=∑
k
qk(∑
j
ajλ(tj + rk,j)) +O(1)
where we let rk,j =
1
λ
uk,j − tj. Note that the O(1) term may depend on the uj and the
aj, but not on m. Also, we have ∣rk,j∣ ≤ ǫ by hypothesis. Thus, since ∑j ajtj = 1, still by
hypothesis, we have
m = (∑
k
qk)λ (1 +O(ǫ)) +O(1),
where the constant appearing in the O(ǫ) term may depend on the aj , but not on m
nor on the uj, and the constant O(1) may not depend on m.
Inserting this in (25), we get
χ[i](X,L⊗l ⊗M) ≤ (−1)iϕ[≤i](u1, ..., up)1 +O(ǫ)
λn
mn
n!
+O(mn−1).
Step 3. We show that the leading coefficient obtained at Step 2 is close to (−1)iυ[≤j](u).
By homogeneity, we have 1
λn
ϕ[≤i](u1, ..., up) = ϕ[≤i]( 1λu1, ..., 1λup). Since the definition
of the function ϕ[≤j] depends only on Σ,e1, ...,er, and since this function is uniformly
continuous in a compact neighborhood of ∆a, we have finally
ϕ[≤j](1
λ
u1, ...,
1
λ
up) = ϕ[≤j](t, ..., t) +O(ǫ),
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where the constant appearing in O(ǫ) may only depend on Σ,e1, ...,er and the aj. Since
υ[≤j](t) = ϕ[≤j](t, ..., t), this ends the proof. 
The line bundle L⊗l is one of the many line bundles appearing in the natural de-
composition of the symmetric product Sm(L(a1)1 ⊕ ... ⊕ L(ar)r ). To prove Theorem 7,
i.e. to obtain an upper bound on χ[i](X,Sm(L(a1)1 ⊗ ... ⊗ L(ar)r )), we will cover Nr by
narrow cones of the form ∑j R+ ⋅uj, and then apply inequality (24) to every line bundle
appearing in the decomposition. Summing over all the cones, and then letting their
width tend to 0, will yield the result.
Proof of Theorem 7. Let v1, ..., vn−1 be a basis of the primitive sublattice
H = {(z1, ..., zr) ∈ Zr ∣ ∑
i
aizi = 0} ⊆ Zr.
For m ∈ N, let Hm = {(ti) ∈ Rr ∣ ∑i aiti = m}: with the notations of Proposition 3.10,
we have then Hm = Hm ∩Nr. Let ǫ > 0. Let m0 ∈ N be such that m0 > maxi ∥vi∥∞ǫ .
Step 1. We construct a partition of m0 ⋅∆a in elementary polyhedral cells.
For all u ∈ Hm0 , we let C
○
u = u + ∑r−1j=0[0,1[⋅vj ⊆ Hm0 , and Cu = C○u ∩m0 ⋅ ∆a. The
following facts are easy to check.
Lemma 3.11. (1) Each Cu (u ∈ Hm0) is a rational polyhedron contained in m0 ⋅∆a.
We have ∪u∈Hm0Cu =m0 ⋅∆a and Cu ∩Cu′ = ∅ for u ≠ u′.
(2) We have, for any fixed m0, and any m ≥m0
card ((R+ ⋅Cu) ∩ Hm) = O (( m
m0
)r−1) .
as m Ð→ +∞. If Cu ⊆ ○∆a, the cardinal above is equivalent to (m/m0)r−1 as
mÐ→ +∞.
(3) card ({u ∈Hm0 ∣ Cu ∩ ∂(m0 ⋅∆a) ≠ ∅}) = O(mr−20 ) as m0 Ð→ +∞.
Proof of the lemma. The first point is clear. The third point is easy to check since
∂(m0 ⋅∆a) is a union of r−2 dimensional polyhedrons, and since all the Cu are isometric,
of diameter independent of m0.
Let us prove the second point. Let C = ∑r−1j=1[0,1[⋅vj: this is a fundamental domain
for the lattice H . If Cu ⊆
○
∆a, we have Cu = C○u = u +C, hence
(R+ ⋅Cu) ∩ Hm = R+ ⋅ (u +C) ∩Hm
= [ m
m0
u + m
m0
C] ∩Hm
Thus
card ((R+ ⋅Cu) ∩ Hm) = card([ m
m0
u + m
m0
C] ∩Hm)
= card( m
m0
C ∩H) +O(mr−2),
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where at the last line, we used the fact that ∂Hm is a union of r − 2 dimensional
polyhedrons. Now, C is a fundamental domain for H , so card( m
m0
C ∩H) ∼ ( m
m0
)r−1 as
mÐ→ +∞. This ends the proof in the case where Cu ⊆m0 ⋅ ○∆a. The proof of the general
claim follows in the same lines, using Cu ⊆ u +C. 
Step 2. We apply Proposition 3.10 to each cone R+ ⋅Cu.
Let u ∈ Hm0 . By construction, if u1, ..., up are the vertices of the polyhedron Cu, we
have ∥ u
m0
− 1
m0
ui∥∞ ≤ max ∥vi∥∞m0 ≤ ǫ. Thus, we are in the setting of Proposition 3.10: for
any m, and any (l1, ..., lr) ∈ (R+ ⋅Cu) ∩ Hm = (∑j R+ ⋅ uj) ∩Hm, we have
(26) χ[i](X,L⊗l11 ⊗ ...⊗L⊗lrr ) ≤ (−1)i (υ[≤j]( um0 ) +O(ǫ))
mn
n!
+O(mn−1).
where the constant in O(ǫ) do not depend on m0 nor on m.
Step 3. We sum over all cones R+ ⋅Cu. Using Lemma 3.11, we can sort the l ∈ Hm
among the cones R ⋅Cu to which they belong, and get:
χ[i](X,Sm(L(a1)1 ⊕ ...⊕L(ar)r )) = ∑
l∈Hm
χ[i](X,L⊗l11 ⊗ ...⊗L⊗lrr )
= ∑
u∈Hm0
⎛
⎝ ∑l∈(R+⋅Cu) ∩Hm χ
[i](X,L⊗l11 ⊗ ...⊗L⊗lrr )⎞⎠
Now, Step 2 permits to bound this from above by
(27) (−1)i ∑
u∈Hm0
⎛
⎝ ∑l∈(R+⋅Cu)∩Hm 1
⎞
⎠ ⋅ [(υ[≤j] (
u
m0
) +O(ǫ))mn
n!
+O(mn−1)] .
We can apply Lemma 3.11 (2), (3) to get an upper bound by
(28)
(−1)i ∑
u∈Hm0
( m
m0
)r−1 ⋅ [(υ[≤j] ( u
m0
) +O(ǫ))mn
n!
+O(mn−1)] +O ( m
m0
)r−1O(mr−20 )O(mn)
To get this formula from (27), we split the sum over u ∈ Hm0 in two, distinguishing
among the u for which Cu ∩ ∂(m0 ⋅∆a) ≠ ∅ (using Lemma 3.11 (3) bounds this part of
the sum by the second member of the formula above), and the other elements u ∈Hm0
(using Lemma 3.11 (2), (3) bound this part of the sum by the full expression above).
Thus, we have proved that for any fixed ǫ > 0, and any m0 >
C
ǫ
, we have
(29)
limsup
mÐ→+∞
χ[i](X,Sm(L(a1)1 ⊕ ...⊕L(ar)r ))
mn+r−1
≤
(−1)i
n!
⎛
⎝
1
mr−10
∑
u∈Hm0
υ[≤j] ( u
m0
)⎞⎠ +C1ǫ +
C2
m0
.
The constant C1 does not depend on m0. Indeed, in (28), the constant in the O(ǫ)
is independent of m0, and we have
1
mr−1
0
(∑u∈Hm0 1) = 1mr−10 card(Hm0) ≤ D for some
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constant D depending only on a. Also, the constant C2 comes from the second member
of (28) and does not depend on ǫ.
Step 4. We recognize a Riemann sum in the upper bound (29).
As the element u runs amongHm0 , the element t =
u
m0
runs among a lattice in ∆a, with
fundamental domain isometric to 1
m0
C. The latter has euclidian volume 1
mr−1
0
volr−1(C).
Thus, as m0 Ð→ +∞, we have
1
mr−10
∑
u∈Hm0
υ[≤j] ( u
m0
) = volr−1( 1m0C)
volr−1(C) ∑u∈Hm0 υ[≤j] (
u
m0
)
Ð→
m0Ð→+∞ volr−1(C)−1 ∫∆a υ[≤j] dvolr−1
Inserting this in (29) and letting ǫÐ→ 0 and m0 Ð→ +∞, we get
limsup
mÐ→+∞
χ[i](X,Sm(L(a1)1 ⊕ ...⊕L(ar)r ))
mn+r−1
≤ (−1)ivolr−1(C)−1 (∫
∆a
υ[≤j] dvolr−1) 1
n!
.
To conclude, it suffices to use Lemma 5.2, joint to the fact that dP = 1
volr−1(∆a)dvolr−1.

Remark 3.12. Using the modified version of Proposition 3.4 mentioned in Remark 3.7,
it is possible to adapt Theorem 7 to the case where the Li are standard line bundles
endowed with fractional trivializations 1
di
ei. The conclusion is unchanged, but we have
to modify the definition of υ[≤j] by replacing the msi by
msi
di
in Definition 3.2.
3.3. Twist by an auxiliary Q-line bundle. In the next section, we present the
version of Theorem 7 that we announced at the beginning of Section 4.1.
Let us recall the setting we introduced previously. We consider line bundles L1, ...,Lr
on a complex variety X of dimension n, as well as a stratification Σ of X , with trivial-
izations ei of the Li over Σ. Assume now that we are given an auxiliary Q-line bundle
N on X , so that Σ is also adapted to N , and let 1
d
g be a fractional trivialization of
N over Σ. For each edge s in the tree T associated to Σ, we let msi (resp. ps) be
the marking of s associated to ei (resp. g). We now adapt Definition 3.2 to take into
account our supplementary data.
Definition 3.13. Let (t1, ..., tr) ∈ Rr. Mark each edge s in T with the real number
t1m
s
1 + ... + trmsr + 1dps. For each complete path σ in T , denote by Cσ the product of all
markings along the edges of σ. Then, for all i ∈ J1, nK, we let
υN[≤i](t1, ..., tr) = ∑
index(σ)≤i
Cσ,
where the sum runs among all the complete path with a number of negative markings
≤ i.
We can now state the following corollary to Theorem 7.
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Corollary 3.14. Let a = (a1, ..., ar) ∈ Nr, and let P denote the uniform probability
measure on ∆a. Then, for all i ∈ J0, nK, and any m divisible enough by d, we have the
asymptotic upper bound
χ[i](X,N⊗m ⊗ Sm(L(a1)1 ⊕ ...⊕L(ar)r ))
≤
gcd(a1, ..., ar)
a1...ar
(n + r − 1
r − 1 )[∫∆a υN[≤i]dP ]
mn+r−1
(n + r − 1)! + o(mn+r−1).
Proof. Case 1. Assume first that N is a standard line bundle, and that d = 1. For each
1 ≤ i ≤ r, we let L′i = Li⊗N⊗ai . By construction of the symmetric product of a weighted
direct sum, we have, for any m ∈ N:
N⊗m ⊗ Sm(L(a1)1 ⊕ ...⊕L(ar)r ) = Sm(L′1(a1) ⊕ ...⊕L′r(ar)).
Hence, we can bound the χ[i] of the term above by applying Theorem 7. To do this,
we first need to produce a common trivialized stratification for all L′i.
Since Σ is adapted to all Li and N , it is adapted to all L′i. Furthermore, if ei (resp.
g) is the trivialization of Li (resp. N) on a strata U provided by ei (resp. g), we get
a trivialization of L′i on U by letting e
′
i = ei ⊗ g⊗ai . Let e′i be the trivialization of L′i
obtained by taking the e′i on all strata. Then, for any edge s in T , the marking of s
associated to ei is equal to m′i
s ∶=msi + ai ps.
We can now use Definition 3.2 to define the function υ[≤i] associated to the data(Σ, (e′i)1≤i≤r). Let t = (t1, ..., tr) ∈ ∆a, and let s be an edge of T . Then Definition
3.2 prescribes to mark s with the weight t1m′1
s + ... + trm′rs. Since t ∈ ∆a, we have
a1t1+ ...+artr = 1, and the previous weight is equal to t1m1s+ ...+ trmrs+ps. This shows
that the function υ[≤j] coincides on ∆a with the function υN[≤j] introduced in Definition
3.13. This reduces the required inequality to an application of Theorem 7 to the line
bundles L′i.
General case. In the setting where L is a Q-line bundle, with d > 1, we can adapt the
proof using the following instructions.
(1) Perform a Bloch-Gieseker covering to reduce to the case where L is a standard
line bundle;
(2) Construct the L′i as above;
(3) Instead of applying Theorem 7 to the L′i, apply its modified version mentioned
in Remark 3.12. According to this definition, we have to mark the s with
m′i
s =msi + ai p
s
d
. The same computation as above yields the result.

4. Proof of the main theorem
4.1. Statement of the result. We will now apply Corollary 3.14 to the situation of a
direct sum E(1)⊕ ...⊕E(k), where E is a direct sum of line bundles. The main result of
this section is an algebraic version of the main theorem [Dem11, Theorem 2.37]. Before
stating it, let us introduce a simplifying notation.
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Notation. If E is a vector bundle, and k an integer, we will denote by Ek the
weighted direct sum
Ek = E
(1) ⊕ ...⊕E(k).
Theorem 8. Let X be a complex projective manifold of dimension n, and let E =
L1 ⊕ ...⊕Lr be a direct sum of line bundles over X. For k ∈ N∗. Let N be an auxiliary
line bundle on X. For each k, we introduce the Q-line bundle
Nk = OX ( 1
kr
(1 + 1
2
+ ... + 1
k
)F) .
Assume that Σ is a stratification of X, adapted to detE ⊗N = L1 ⊗ ...⊗Lr ⊗N , and
let e be a trivialization of det E ⊗N over Σ. Let Σ = (Σ,e).
Then, for all j ∈ J0, nK, and all m≫ k ≫ 1, with m divisible enough, we have
χ[j](X,SmEk ⊗ N⊗mk ) ≤ (−1)j (log k)nn!(k!)r (c1(detE ⊗N,Σ)n[≤j] +O(
1
log k
)) mn+kr−1(n + kr − 1)!
+ o(mn+kr−1)
Let us place ourselves in the hypotheses of the theorem, and define a few objects that
will be useful in the proof.
Definition 4.1. By Propositions 1.8 and 1.18, we do not lose generality in assuming
that Σ is also adapted to L1, ...,Lr ,N . Under this hypothesis, we introduce trivializa-
tions e1, ...,er ,g of L1, ...,Lr ,N on Σ, such that the following holds. For any irreducible
component V appearing in the stratification Σ, if U ⊆ V is the complement of the natu-
ral strata on V , and if ei (resp. g, e) is the trivialization of Li (resp. N , resp. detE⊗N)
on U given by ei (resp. g, resp. e), we have
e1 ⊗ ...⊗ er ⊗ g = e.
Remark 4.2. It is always possible to find e1, ...,er ,g as in Definition 4.1, by first fixing
e1, ..., er , e on U , and then letting g = e ⋅ (e1)−1 ⋅ ... ⋅ (er)−1.
Let k = (1, ...,1,2, ...,2, ...., k, ..., k), where each number is repeated r times. Applying
Corollary 3.14 to the weighted direct sum Ek = L
(1)
1 ⊕ ...⊕L(1)r ...⊕L(k)1 ⊕ ...⊕L(k)r and
to the Q-line bundle Nk, we get
χ[i](X,N⊗mk ⊗ SmEk)
≤
1
(k!)r (
n + kr − 1
kr − 1 )[∫∆k υ
Nk[≤j] dP ] m
n+kr−1
(n + kr − 1)! + o(mn+kr−1)(30)
where υNk[≤j] ∶ Rkr+ Ð→ R is the function provided by Definition 3.13, and dP is the uniform
probability measure on ∆k.
The theorem will come directly from the following asymptotic estimate of the integral
term.
Proposition 4.3. We have, as k Ð→ +∞,
(31) ∫
∆k
υNk[≤j] dP =
(log k)n
(kr)n [c1(detE ⊗N,Σ)n[≤j] +O(
1
log k
)] .
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This proposition implies Theorem 8 right away: it suffices to insert (31) in (30), and
to remark that 1(kr)n (n+kr−1kr−1 ) = 1n!(1 +O( 1k)), with n, r fixed, and k Ð→ +∞.
4.2. Proof of Proposition 4.3. We propose to further elaborate on Demailly’s Monte-
Carlo approach, and to interpret the integral in (31) as the mean value of the random
variable υNk[≤j] depending of a uniform sorting in ∆k. The reader should compare (30)
with [Dem11, (2.17)]: even though the computations are closely related, our asymptotic
estimate is slightly different to the one of Demailly, as our random variables will depend
on random sorting inside ∆k, and not on a product ∆k−1×(S2r−1)k. We refer to Section
5.2 for some useful computations related to uniform random variables on simplexes.
Let T the tree associated to Σ, and let σ be a complete path in T . For all i ∈ J1, nK,
we denote by V σi the irreducible i-dimensional variety that appears along the labels of
σ (see Remark 1.6). We also denote by fi ∶ V σi Ð→ V σi+1 the natural map provided by the
stratification. Now, for all i ∈ J1, nK, and all j ∈ J1, rK, denote by dij(σ) the multiplicity
along fi−1(Vi−1) of the trivialization of Lj provided by ej . Also, let di(σ) (resp. pi(σ))
denote the multiplicity of the trivialization of detE = L1⊗...⊗Lr⊗N (resp. N) provided
by e (resp. g) along fi−1(V σi−1).
By our choice of e1, ...,er and e in Definition 4.1, the following property is straight-
forward.
Lemma 4.4. For all complete path σ in T , and for all i ∈ J1, nK, we have di(σ) =
di1(σ) + ... + dir(σ) + pi(σ).
In this setting, Definition 3.13 prescribes to compute υNk[≤j] as follows. Let
t = (tj,l)1≤j≤k,1≤l≤r ∈ ∆k.
For all i ∈ J1, nK and all complete path σ, mark the edge from V σi−1 to V
σ
i with the real
number
Aσi (t) = ∑
1≤j≤k,1≤l≤r
tk,ld
i
l(σ) + p′i(σ).
where p′i(σ) = [ 1
kr
(1 + 1
2
+ ... 1
k
)]−1 pi(σ).
Then, we have
(32) υNk[≤j](t) = ∑
σ complete path
[1{index(σ)≤j} ∏
1≤i≤n
Aσi (t)] ,
where 1{index(σ)≤j} = 1 if there are less that j negative values among the Aσi (t) (1 ≤ i ≤ n),
and 0 otherwise. Note that this index depends on t: we will not write explicitly this
dependence to lighten a bit the notations.
We will now interpret each Aσi (t), as well as υNk[≤j](t), as a random variable, using the
probability measure dP to draw a random element t ∈ ∆k. To simplify the presentation,
let us fix a complete path σ, and remove it for the time being from our notations. In
the next lemma, we give estimates on the expectancy value and the variance of the Ai.
Lemma 4.5. Let i ∈ J1, nK. Then,
(1) the expectancy value satisfies Ai is E(Ai) ∼ log kkr di as k Ð→ +∞
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(2) There is a constant Ci depending only on the dil (1 ≤ l ≤ r), such that
Var(Ai) ≤ Ci
k2
V.
Proof. We are in the situation of Section 5.2 : t = (tj,l)1≤j≤r 1≤l≤k is drawn with uni-
form law in the simplex ∆k, and Ai(t) is an affine function of t of the form Ai(t) =
∑1≤j≤k∑1≤l≤r tj,ldil + p′i.
(1) Since Ai is an affine function, it is easy to see that its mean value on ∆k is equal
to the average value of the images of the vertices of ∆k by Ai. These vertices are the
vj,k = (1l δj,j′δl,l′)1≤j′≤k,1≤l′≤r for 1 ≤ j ≤ k and 1 ≤ l ≤ r. The affine function Ai takes the
value 1
j
dil + p′i on vj,k. Thus
E[Ai] = 1
kr
∑
1≤l≤r
∑
1≤j≤k
(1
j
dil + p′i)
=
1
kr
∑
1≤j≤k
1
j
( ∑
1≤l≤r
dil + pi)
This gives the first point, since ∑1≤l≤r dil + pi = di by Lemma 4.4.
(2) This follows right away from Lemma 5.6: if M is the mean value of the random
variable (∑1≤l≤r Tldl)2, with T uniformly distributed in ∆r−1, the lemma provides the
result with Ci =
π2
3
M . 
We now state the fundamental lemma that will allow us to end the proof of Propo-
sition 4.3: it can be seen as a version of [Dem11, Lemma 2.25], adapted to our combi-
natorial context. Recall that we are working on a fixed path σ. We let jσ be the index
of this complete path for the trivialization e, i.e. the number of negative labels among
the di = di(σ).
Lemma 4.6. Let j ∈ J0, nK. Then, we have
∣ E(1{index(σ)=j} ∏
1≤i≤n
Ai) − δj,jσ ∏
1≤i≤n
E(Ai) ∣
≤ [ ∑
1≤p≤n
( ∏
1≤q≤p−1
E(A2q)) Var(Ap)( ∏
p+1≤s≤n
E(As)2)]
1/2
(33)
Proof. The proof is essentially the same as [Dem11, Lemma 2.25], and is based on the
following observation: let (a1, ..., at), (b1, ..., bt) ∈ Rt be such that there are exactly α
negative numbers among the ai, and β negative numbers among the bi. Then we have,
for any j:
∣1{j=α}∏
i
ai − 1{j=β}∏
i
bi∣ ≤ ∑
1≤p≤t
( ∏
1≤q≤p−1
∣aq ∣) ∣ap − bp∣ ( ∏
p+1≤s≤t
∣bs∣) .
This is easy to show by distinguishing among the possible values of j.
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This observation gives:
∣1{index(σ)=j}∏
i
Ai − 1{j=jσ}∏
i
E(Ai)∣ ≤
≤ ∑
1≤p≤n
( ∏
1≤q≤p−1
∣Aq∣) ∣Ap −E(Ap)∣ ( ∏
p+1≤s≤n
E(As))
Taking the expectancy value, we obtain
∣ E(1{index(σ)=j}∏
i
Ai) − 1{j=jσ}∏
i
E(Ai) ∣2
≤ E(∣1{index(σ)=j}∏
i
Ai − 1{j=jσ}∏
i
E(Ai)∣)
2
≤ E( ∑
1≤p≤n
( ∏
1≤q≤p−1
∣Aq ∣) ∣Ap −E(Ap)∣ ( ∏
p+1≤s≤n
E(As)))
2
≤ ∑
1≤p≤n
( ∏
1≤q≤p−1
E(A2p)) E(∣Ap −E(Ap)∣2) ( ∏
p+1≤s≤n
E(As)2) ,
where, at the last line, we used Cauchy-Schwarz inequality E(XY )2 ≤ E(X2)E(Y 2).
Since Var(Al) = E(∣Al −E(Al)∣2), we get the result. 
We are now ready to end the proof of Proposition 4.3, by summing the previous
estimates over all paths σ.
Proof of Proposition 4.3. Using (32), we can write
∫
∆k
υNk[≤j]dP = E[υNk[≤j]]
=∑
σ
E[1{index(σ)≤j} ∏
1≤i≤n
Aσi ]
≤∑
σ
[1{jσ≤j} ∏
1≤i≤n
E[Aσi ]] +∑
σ
⎡⎢⎢⎢⎣ ∑1≤l≤j ∣E(1{index(σ)=l} ∏1≤i≤nA
σ
i ) − δl,jσ ∏
1≤i≤n
E(Aσi ) ∣⎤⎥⎥⎥⎦
We can apply Lemma 4.6 to bound from above the second term of the right hand
side. By Lemma 4.5, (1), (2), the right hand side of (33) is bounded from above by a
term of the form C (log k)n−1
kn
, where the constant C does not depend on k. Thus, we get:
∫
∆k
υN[≤j]dP =∑
σ
1{jσ≤j} ∏
1≤i≤n
E[Aσi ] +O ((log k)n−1kn )
Using again Lemma 4.5, (1), we then obtain
∫
∆k
υN[≤j]dP =
(log k)n
(kr)n [∑σ (1{jσ≤j} ∏1≤i≤nd
i(σ))] +O((log k)n−1
kn
).
Now, the term between brackets is equal to c1(detE ⊗N,Σ)n[≤j], since the di(σ) are
the multiplicities of the trivialization e along the strata of Σ. This concludes the proof
of Proposition 4.3, and of Theorem 8. 
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4.3. End of the proof of the main theorem. Theorem 1 follows directly from
Proposition 2.5 and the following result. Again, if E is a vector bundle, we write
Ek = E(1) ⊕ ...⊕E(k).
Proposition 4.7. Let X be a smooth complex projective manifold of dimension n. Let
E Ð→X be a vector bundle of rank r, such that detE is big. For any ǫ > 0, there exists
(1) a generically finite projective morphism p ∶X ′ Ð→ X;
(2) a decomposition p∗ detE = A +G into ample and effective divisors;
(3) a trivialized stratification Σ on X ′, adapted to A, such that
deg c1(A,Σ)n[≤1] > (deg p)(vol(KX) − ǫ) > 0;
(4) a sequence of effective Q-divisors (Fk)k≥1 on X ′;
such that the following holds.
For m≫ k ≫ 0, and m divisible enough, we have,
χ[1] (X ′, Sm (Ek)⊗O(−mFk))
≤
mn+kr−1
(n + kr − 1)!
(log k)n
(k!)n (deg c1(A,Σ)n[≤1] −O(
1
log k
)) + o(mn+kr−1)(34)
Before proving the proposition above, let us explain how it permits to prove Theorem
4, and thus Theorem 1.
Proof. Let X be a projective manifold of dimension n, such that KX = detΩX is big.
Let ǫ > 0. We now apply Proposition 4.7 with E = ΩX , to obtain p ∶ X ′ Ð→ X and(Fk)k≥1 such that (34) holds. Then, Proposition 2.5 implies in turn that
h0(X ′, p∗EGGk,m) ≥ mn+kr−1(n + kr − 1)!
(log k)n
(k!)n (deg c1(A,Σ)n[≤1] −O((log k)−1))
+ o(mn+kr−1).
This implies that p∗EGGk,● ΩX is big. Since p is generically finite of degree deg(p), we
have, by Lemma 1.22,
vol(X ′, p∗EGGk,● ΩX) = deg(p) ⋅ vol(X,EGGk,● ΩX)
so EGGk,● ΩX is big, and this ends the proof. 
Since Theorem 4 holds for all ǫ > 0, we get the following corollary (implied by [Dem11,
Corollary 2.38]).
Corollary 4.8. Let X be a complex projective manifold, with KX big. For k ≫ 1, we
have:
vol(EGGk,● ΩX) ≥ (log k)n(k!)n (vol(KX) −O (
1
log k
)) .
We now finish with the proof of Proposition 4.7, which is based on Theorem 8. We
are essentially looking for a way to construct a natural stratification adapted to a line
bundle of the form A = detE ⊗N . If the latter were very ample, this would be easily
done by taking successive generic hyperplane sections. In the ample case, we can use
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the same idea, but we need to pass to a ramified cover ; this technique provides the
following result.
Lemma 4.9. Let X be a complex projective manifold of dimension n, and let A be an
ample line bundle on X. Then there exists a finite dominant morphism X ′
pÐ→ X and
a trivialized stratification Σ = (Σ,e) on X ′, adapted to p∗A, such that
deg c1(p∗A,Σ)n[≤1] = (deg p) (An).
Proof. Let m ∈ N be such that B = A⊗m is very ample. Using Bloch-Gieseker lemma
[BG71, KM98] (see also [Laz04, Theorem 4.1.10]), we find p1 ∶ X1 Ð→ X , finite, dom-
inant, such that p∗1B = C
⊗m, with C very ample (the fact that C can be chosen very
ample follows directly from the proof presented e.g. in [Laz04]).
Since C Ð→ X is very ample, it induces an embedding X1 ↪ PN . Intersecting X1 with
a generic flag PN−n ⊆ PN−n+1 ⊆ ... ⊆ PN , and using the standard trivialization of O(1)
on the successive PN−i ∖PN−i−1, we get a trivialized stratification Σ1 on X1, adapted to
C. This stratification satisfies
c1(C,Σ1)n[≤1] = c1(C,Σ1)n = (Cn).
where the first equality holds since all paths appearing in the graph associated to Σ1
have only positive markings (these markings are in fact all equal to 1).
The line bundle L = p∗1A⊗C⊗(−1) is such that L⊗m = OX1 , so there exists a finite e´tale
covering p2 ∶X ′ Ð→ X1 of degree m such that p∗2L ≅ OX′ . Thus, we have
(35) p∗2p
∗
1A ≅ p
∗
2C.
We let p = p1 ○ p2. The morphism X ′ pÐ→ X will be the required finite morphism ;
we just have to exhibit the trivialized stratification Σ on X ′. Taking the fiber prod-
ucts between p2 ∶ X2 Ð→ X1 and the irreducible components of the strata of Σ1, we
obtain a trivialized stratification Σ on X ′, adapted to p∗2C = p
∗A. This implies then
c1(p∗A,Σ)n[≤1] = c1(p∗2C,Σ)n = (p∗2Cn).
A repeated application of the projection formula finally yields
c1(p∗A,Σ)n[≤1] = (deg p2)(Cn)
= (deg p2)(deg p1)
mn
(Bn)
= (deg p)(An),
since (deg p1)(deg p2) = deg p, and (Bn) =mn(An). 
Proof of Proposition 4.7. Since L = detE is big, we can use Fujita’s approximate Zariski
decomposition theorem [Fuj94, DEL00], to obtain a modification p1 ∶ X1 Ð→ X and an
integer m such that
m(p∗1L) = A1 +G1,
where A1 is ample with (An1) ≥mn (vol(detE) − ǫ), and where G1 is an effective divisor.
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Now, we can use Kawamata’s covering lemma [Kaw82] (see also [Laz04, Proposition
4.1.12]) to find a finite dominant morphism p2 ∶ X2 Ð→ X1 such that p∗2G1 =mG2, where
G2 is effective. Then, if q = p2 ○ p1, we have
m(q∗L −G2) = p∗2A1
The divisor p∗2A1 is ample as the pullback of an ample divisor by a finite morphism, and(p∗2An) = (deg p2)(An). Thus, q∗L −G2 is itself ample, and by Lemma 4.9, there exists
a finite dominant morphism p3 ∶ X ′ Ð→ X2 and a trivialized stratification Σ, adapted
to the ample divisor A = p∗3(q∗L −G2), such that deg c1(A,Σ)n[≤1] = (An).
Let p = q ○ p3. The intersection number above can be computed by repeated applica-
tions of the projection formula:
(An) = 1
mn
(p∗3p∗2An1)
=
1
mn
(deg p3)(deg p2)(An1)
≥ (deg p) (vol(detE) − ǫ) ,
since p = p1 ○ p2 ○ p3, with deg p1 = 1. We have the requested inequality:
(36) deg c1(A,Σ)n[≤1] ≥ (deg p) (vol(detE) − ǫ)) .
To conclude, we let Fk =
1
kr
(1 + 1
2
+ ... + 1
k
)p∗3G2 for all k ≥ 1. We now apply Theorem
8 with X replaced by X ′, E replaced by p∗E and letting N = O(−p∗3G2). We have then
Nk = O(−Fk) and det(p∗E)⊗N = O(A), so Theorem 8 gives the result immediately. 
Remark 4.10. As it was the case in [Dem11], it is actually not necessary to use Fujita’s
approximation’s theorem to get Theorem 1, if we are not interested in the more precise
volume estimate of Theorem 4.8.
In the proof of Proposition 4.7, it suffices to take X1 =X and p1 = IdX , and to remark
that since L is big, then mL = A+G1 for some m≫ 1, A ample, and G1 effective. Then(An) > 0, and this is enough to find Σ so that deg c1(A,Σ)n[≤1] > 0. The final estimate
of Proposition 4.7 is still valid, and this is enough to prove Theorem 1.
5. Annex. Some computations on simplexes
For the convenience of the reader, we gather here a few classical or technical results
and computations which were used in the rest of the text.
5.1. Lattices and volumes of fundamental domains. Let a1, ..., ar ∈ N. Let H ={(t1, ..., tr) ∈ Zr ∣ ∑i aiti = 0}. Then H ⊆ Zr is a primitive sublattice, meaning
that Z
r/H is torsion-free. Hence, by the adapted basis theorem, there exists a ba-
sis (f1, ..., fr) of Zr such that (f1, ..., fr−1) is a basis of H . Let CH = ∑1≤i≤r−1[0,1] ⋅ fi
denote the associated fundamental domain of H .
For all n, we let voln denote the n-dimensional euclidian volume measure.
Lemma 5.1. The fundamental domain of H has volume volr−1 (CH) =
√∑1≤i≤r a2i
gcd(a1,...,ar) .
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Proof. The lattice H and its fundamental domain do not change if we replace ai by
ai
gcd(a1,...,ar) , hence we can suppose that gcd(a1, ..., ar) = 1. In this case, there exist
u1, ..., ur ∈ Z such that ∑i aiui = 1, and we can assume that fr = (u1, ..., ur).
Since (f1, ..., fr) is a basis of Zr, we have volr(∑1≤i≤r[0,1] ⋅ fi) = 1. Moreover,
volr( ∑
1≤i≤r
[0,1] ⋅ fi) = volr−1( ∑
1≤i≤r−1
[0,1] ⋅ fi) ⋅ ∥πH⊥(fr)∥eucl
= volr−1(CH) ⋅ ∥πH⊥(fr)∥eucl
where πH⊥(fn) is the orthogonal projection of fr onH⊥, and ∥⋅∥eucl is the euclidian norm.
Since H⊥ = R ⋅ (a1, ..., ar) by definition of H , a direct computation gives ∥πH⊥(fr)∥eucl =
1∥(a1,...,ap)∥eucl , hence the result. 
For the next lemma, we resume the notations introduced in Definition 3.1.
Lemma 5.2. Let a = (a1, ..., ar) ∈ Nr, and let ∆a = {(ti) ∈ Rr+ ∣ ∑i aiti = 1}. Then the
volume of ∆a is volr−1(∆a) = 1(r−1)! gcd(a1,...,ar)a1...ar volr−1(CH);
Proof. By Lemma 5.1, it suffices to show that volr−1(∆a) = 1(r−1)!
√∑1≤i≤r a2i
a1...ar
. To perform
this computation, we can for example use the standard parametrization of ∆a given by
ψ ∶ t ∈ ∆ z→ ( 1
a1
t1, ...,
1
ar−1
tr−1,
1
ar
(1 − ∑1≤i≤r−1 ti)), where ∆ = {(ti) ∈ [0,1]r−1 ∣ ∑i ti ≤
1} is the standard (r − 1)-dimensional simplex in Rr−1. We have then ψ∗(dvolr−1) =√
detGdvolr−1, where G = (⟨ψ∗(ei), ψ∗(ej)⟩)i,j is the Gram matrix of the vectors ψ∗(ei)
((ei)i being the canonical basis of Rr−1). A simple computation shows that detG =
1
∏i a2i ∑i a2i . Thus, we have volr−1(∆a) =
√∑i a2i
∏i ai volr−1(∆). To conclude, it suffices to
compute vol(∆) = 1(r−1)! , which is easy. 
5.2. Probability estimates on affine simplexes. We present now a few estimates for
the classical probability functional on random variables with values in affine simplexes.
The following computations are very close to the ones of Demailly in [Dem11], so we
tried to give only the necessary details. The main result of this section is Lemma 5.6,
which was used in the proof of Lemma 4.5.
Again, we use the notations introduced in Definition 3.1. Recall that for any m-
dimensional simplex ∆
○
⊂Rm, the uniform probability measure of ∆ is the measure dP∆ =
1
volm(∆)dvolm.
Since the uniform measure on ∆ is the unique probability measure which is the
restriction of a translation invariant measure on Rm, we see that if ∆1,∆2 ⊆ Rm are
m-dimensional simplexes, and if Ψ ∈ GL(Rm) is such that ∆2 = Ψ(∆1), then Ψ sends
the uniform measure of ∆1 on the uniform measure of ∆2.
Let now r, k ∈ N, and consider a random variable X drawn uniformly in the (kr − 1)-
dimensional simplex
∆k =∆(1,...,1,...,k,...,k) ⊆ Rkr−1
(each integer i ∈ J1, kK being repeated r times). We write X = (Xj,l)1≤j≤k,1≤l≤r.
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Lemma 5.3. For all j ∈ J1, kK and all i ∈ J1, rK, we let Yj = ∑1≤l≤rXj,l, and Zjl = Xj,lYj .
Then
(1) the random variables Zj = (Zj1 , ...,Zjr ) (1 ≤ j ≤ k) are of uniform law with values
in ∆r−1, and are pairwise independent. They are also independent of the Yj ;
(2) the random variable (Y ′1 , ..., Y ′k) = (Y1,2Y2, ..., kYk) takes its values in ∆k−1 ⊆ Rk.
Its density is
dP (y1, ..., yk) = (kr − 1)!(r − 1)k (y1...yk)r−1dvolk−1
Remark 5.4. The density above is a particular case of Dirichlet distribution : it also
appears naturally in Demailly’s estimates (see [Dem11, (2.16)]).
Proof. (1) This is easy to check.
(2) Let Y ′ = (Y ′1 , ..., Y ′k), and let, for all i, j, X ′i,j = jXi,j. Since the uniform measure
on a simplex is invariant under linear automorphisms of Rkr, we see that X ′ = (X ′i,j) is a
random variable with uniform law in the simplex ∆kr−1. We then have Y ′j =∑1≤l≤rX ′l,j.
Let π ∶ x ∈ ∆kr−1 ⊆ Rkr
+
z→ (∑1≤l≤r xl,1, ...,∑1≤l≤r xl,k) ∈ ∆k−1. We have by definition
Y ′ = π(X ′), so the probability law of Y is the image measure π∗(dP∆kr−1). If y ∈∆k−1,
we have π−1
∗
(y) = {(x1, x2, ..., xk) ∈ (Rr+)k ∣ ∀i, ∑1≤l≤r(xi)l = yi}. This set is a product
of k different (r − 1)-dimensional simplexes, and we see right away that its euclidian
volume is proportional to yr−11 ...y
r−1
k . Thus, the probability density of Y
′ in ∆k−1 is of
the form dP (y) = Cyr−11 ...yr−1k . To compute the constant C, we apply the normalization
∫∆k−1 dP (y) = 1, using inductively the formula ∫ 10 ya(1 − y)bdy = a!b!(a+b+1)! . A simple
computation yields C = (kr−1)!(r−1)!k , as announced.

Lemma 5.5. With the same notations as in Lemma 5.3, we have
(1) for all j ∈ J1, kK, E[Yj] = 1jk and E[Y 2j ] = 1j2 r+1k(kr+1) ≤ 2j2k2 .
(2) for all j, l ∈ J1, kK, with j ≠ l, we have E[YjYl] ≤ E[Yj]E[Yl] (i.e. the variables
Yj and Yk are negatively correlated).
Proof. For (1), we compute E[Yj] = 1jE[Y ′j ] = 1j ∫∆k−1 yjdP (y1, ..., yk). The formula for
dP (y) given in Lemma 5.3 gives the result. The computation of E[Y 2j ] is similar.
For the second point, we write E[YjYl] = 1jlE[Y ′j Y ′l ] = 1jl ∫∆k−1 yjyl dP (y). This gives
E[YjYl] = 1jl rk(kr+1) ≤ 1jk 1lk , hence the result by (1). 
Now, we let d1, ..., dr ∈ R, and we let T be a random variable of uniform law on
the (r − 1)-dimensional simplex ∆r−1 ⊆ Rr. Let S = ∑1≤l≤r dlTl. We check easily that
E[S] = 1
r ∑1≤l≤r dl.
Lemma 5.6. We let X = (Xj,l)1≤j≤k,1≤l≤r have the same meaning as before. Let A ∶ t ∈
∆k Ð→∑1≤j≤k∑1≤l≤r tj,ldl. Then, we have an upper bound
(37) Var[A(X)] ≤ 2
k2
⎛
⎝ ∑1≤j≤k
1
j2
⎞
⎠E[S2] ≤
π2
3k2
E[S2].
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Proof. Let W be the left hand side member of (37). We have A(X) = ∑j,lXj,l dl, so,
using the notations of Lemma 5.3, we can rewrite W as follows:
W =Var[ ∑
1≤j≤k
Yj ( ∑
1≤i≤r
diZ
j
i )] =Var[ ∑
1≤j≤k
YjSj]
where we let Sj =∑1≤l≤r dlZjl . By definition of the variance, we have
W =Var[ ∑
1≤j≤k
YjSj] = E[( ∑
1≤j≤k
YjSj)2] −E[ ∑
1≤j≤k
YjSj]2
Now, by Lemma 5.3, the variables Sj are pairwise independent for j ∈ J1, kK, and
they are also independent of the Yj. Also, by the same lemma, they have the same law
than S. This implies that for all j, we have E[YjSj] = E[Yj]E[Sj] = E[Yj]E[S], and
for all p ≠ q, E[YpYqSpSq] = E[YpYq]E[Sp]E[Sq] = E[YpYq]E[S]2. Thus, expanding the
computation yields
W = E[∑
j
Y 2j S
2
j ] +E[∑
p≠q
YpYqSpSq] −∑
j
E[YjSj]2 −∑
p≠q
E[YpSp]E[YqSq]
= E[∑
j
Y 2j ]E[S2] +∑
p≠q
(E[YpYq] −E[Yp]E[Yq]) E[S2] −∑
j
E[Yj]2E[S]2
By Lemma 5.5, (2), we get
W ≤∑
j
E[Y 2j ]E[S2] −∑
j
E[Yj]2E[S]2
≤∑
j
E[Y 2j ]E[S2],
and then the conclusion follows immediately from Lemma 5.5, (1). 
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