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OSCILLATORY PATTERNS IN THE GINZBURG-LANDAU MODEL
DRIVEN BY THE AHARONOV-BOHM POTENTIAL
AYMAN KACHMAR AND XINGBIN PAN
Abstract. We consider the Aharonov-Bohm magnetic potential and study the transition from
normal to superconducting solutions within the Ginzburg-Landau model of superconductivity.
We obtain oscillations consistent with the Little-Parks effect. We study the same problem but
for a regularization of the Aharonov-Bohm potential, which leads to an interesting Aharonov-
Bohm like magnetic field, and we prove that the transition between superconducting and normal
solutions is not monotone too. Our results show a mechanism to derive the Aharonov-Bohm
magnetic potential starting from a step magnetic field thereby presenting a new aspect of mag-
netic steps, besides their favoring of the celebrated edge states.
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1. Introduction
Non-monotone phase transitions, as the one observed in the Little-Parks experiment [32],
can be explained mathematically by the property of the lack of strong diamagnetism. The
question whether the lowest eigenvalue of the magnetic Laplacian is a monotone function of
the magnetic field strength had an early appearance in the literature [12]. Such monotonicity
has been established in several generic situations [2, 5, 13, 15, 17, 18] and has been related
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to the concentration of the ground states under a magnetic field of large intensity. Examples
violating this monotonicity property are usually related to defects of topological nature, like in
general tubular domains [24]. In disc domains, defects can be produced by the variation of the
magnetic field [19] or by imposing a boundary condition with a strong coupling parameter [28].
Recently, in [11], oscillations has been produced by a more general set-up related to the phase
space concentration properties of ground states.
The Aharonov-Bohm potential induces a topological defect by puncturing the domain, and it
yields periodic eigenvalues. We regularize the Aharonov-Bohm potential by considering a natural
approximation of it which does not cause a topological defect. Interestingly, the regularized po-
tential will still produce the same oscillatory behavior driven by the Aharonov-Bohm eigenvalue.
We make this observation rigorous within the Ginzburg-Landau model of superconductivity, and
as an outcome, we produce an interesting example of a non-monotone phase transition between
the superconducting and normal solutions, and at the same time, we show a new situation of the
lack of strong diamagnetism (Theorem 1.7 below). A notable feature of our results is their va-
lidity in a general simply connected domain, whereas the earlier results do hold in disc domains.
1.1. The Ginzburg-Landau model. Ginzburg and Landau introduced a phenomenological
model of the response of superconducting materials to applied magnetic fields. The behavior
of the material is described via the critical configurations of the Ginzburg-Landau functional,
defined as follows,
E [ψ,A] =
∫
Ω
(
|(∇− iA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx+
∫
Ω
|curl (A− F)|2 dx , (1.1)
where
• Ω ⊂ R2 represents the horizontal cross section of the superconducting sample ;
• κ ∈ (0,+∞) is the Ginzburg-Landau parameter ;
• F is a given vector field, the applied magnetic potential, such that curlF is the intensity
of a vertical applied magnetic field.
• (ψ,A) represents the superconducting properties of the material as follows:
– |ψ|2 measures the density of the superconducting electrons ;
– curlA measures the induced magnetic field in the sample.
In the two dimensional case we denote by curlA = ∂1A2 − ∂2A1. The parameter κ will be fixed
throughout this paper. For this reason, we skip it from the notation. On the opposite we will
consider the variation of the parameter h > 0, that we will introduce in order to display the
intensity of the applied magnetic field as follows. We rescale the Ginzburg-Landau functional in
(1.1) by writing A = hA and F = hF. Hence, we arrive at the new functional
Eh(ψ,A) =
∫
Ω
(
|(∇− ihA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx+ h2
∫
Ω
|curl (A− F)|2 dx . (1.2)
The variational space for this functional depends on the nature of the magnetic potential F. In
fact:
• If F ∈ H1(Ω;R2), then Eh(ψ,A) is well defined for all (ψ,A) ∈ H1(Ω;C)×H1(Ω;R2) .
• If F ∈ Lqloc(R2;R2) ∩ L2loc(R2 \ {0};R2) for some q ∈ (1, 2), then Eh(ψ,A) is well defined
for all ψ ∈ H1hF(Ω;C) and A ∈ H1(Ω;R2) + F, where ψ ∈ H1hF(Ω;C) means that
(∇− ihF)ψ ∈ L2(Ω;C2) and ψ ∈ L2(Ω;C) (see Sec. 2 below for the precise definition of
this space).
Hereafter the spaces of real-valued functions, complex-valued functions, and real vector-valued
functions are denoted by Lp(Ω), Lp(Ω;C), Lp(Ω;R2) respectively. However the norms in these
spaces are denoted by the same notation ‖ · ‖Lp(Ω).
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The case of a uniform applied magnetic field, curlF = 1, has been extensively studied in the
literature (see the two monographs [16, 36] and the references therein), particularly in the frame-
work of critical magnetic fields associated with the various phase transitions in the Ginzburg-
Landau model. Recently, the analysis of non-uniform applied magnetic fields matches with some
interesting physical phenomena like the Little-Parks effect [32] and the presence of edge states
that concentrate on curves [2, 4, 25, 34]. More precisely, non-uniform magnetic fields could pro-
duce defects of topological nature [19]. We would like to address this kind of behavior by proving
that a large uniform magnetic field applied on a small region of the sample (magnetic step)
produces an effective energy involving the Aharonov-Bohm potential (see Theorem 1.1 in this
paper); the later energy shows oscillations in the spirit of the Little-Parks effect (see Corollary 1.5
in this paper). Our contribution displays a new example where normal/superconducting oscil-
lations exist, and at the same, presents a new aspect of magnetic steps besides their celebrated
feature of producing edge states.
In this paper, we work under the hypothesis:
• Ω is open, bounded, simply connected domain and with a boundary of class C2 ;
• 0 ∈ Ω.
We fix ε0 > 0 so that D(0, ε0) := {x ∈ R2, |x| < ε0} ⊂ Ω.
1.2. Aharonov-Bohm potential. This is the vector field
FAB(x) =
( −x2
2π|x|2 ,
x1
2π|x|2
) (
x = (x1, x2) ∈ R2
)
, (1.3)
which satisfies
FAB ∈ Lploc(R2,R2) ∀ p ∈ [1, 2) and curlFAB = δ0 in D′(R2) . (1.4)
We introduce the space
HAB = H1hFAB(Ω;C)× (H1(Ω;R2) + FAB) , (1.5)
and the ground state energy
EAB(h) = inf{EABh(ψ,A) : (ψ,A) ∈ HAB} , (1.6)
where EABh(ψ,A) is defined by (1.2) for F = FAB, i.e.
EABh(ψ,A) =
∫
Ω
(
|(∇− ihA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx+ h2
∫
Ω
|curl (A− FAB)|2 dx . (1.7)
Note that EAB(h) > −∞ because
EABh(ψ,A) =
∫
Ω
(
|(∇− ihA)ψ|2 + κ
2
2
(1− |ψ|2)2 + h2|curl (A− FAB)|2
)
dx− κ
2
2
|Ω|
≥ −κ
2
2
|Ω| .
(1.8)
Note that the energy in (1.6) depends on κ, so we will denote it by EAB(h;κ) when we would
like to stress its dependence on κ.
In the Physics literature, it is more appropriate to integrate the magnetic energy on the whole
plane R2, i.e. to minimize the following energy functional
ER2ABh(ψ,A) =
∫
Ω
(
|(∇− ihA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx+ h2
∫
R2
|curl (A−FAB)|2 dx
on the space H1hFAB(Ω;C) × (H1(R2;R2) + FAB). This will yield the same ground state energy
as in (1.6), by the simple connectivity of the domain Ω (see [16, Sec. 10.5, p. 154]).
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1.3. Magnetic steps. For all ε ∈ (0, ε0), define the vector field
Fε(x) =


FAB(x) if |x| > ε ,
1
πε2
A0(x) if |x| < ε ,
(1.9)
where A0(x) :=
1
2(−x2, x1). Note that Fε ∈ H1loc(R2;R2) and generates the following magnetic
field
Bε := curlFε =
1
πε2
1D(0,ε) , (1.10)
which is an example of a magnetic step.
One interesting feature of magnetic steps is their manifestation of quantum mechanical edge
states, a celebrated phenomenon extensively studied for linear models [35, 26, 9]. For super-
conductors with large Ginzburg-Landau parameter, magnetic steps also produce edge states in
a non-linear framework [4] and enjoy an interesting analogy with piece-wise smooth domains
[2, 5, 7, 8] at the onset of superconductivity.
1.4. From magnetic steps to Aharonov-Bohm. We show a new feature of magnetic steps
related to the Aharonov-Bohm potential. The connection can be seen formally by comparing
(1.4) and
Bε → δ0 in D′(R2) as ε→ 0 .
To make this formal comparison precise, we introduce the following space
H = H1(Ω;C)×H1(Ω;R2) , (1.11)
and the following ground state energy
Eε(h) = inf{Eh,ε(ψ,A) : (ψ,A) ∈ H} , (1.12)
where Eh,ε(ψ,A) is defined by (1.2) for F = Fε, i.e.
Eh,ε(ψ,A) =
∫
Ω
(
|(∇− ihA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx+ h2
∫
Ω
|curl (A− Fε)|2 dx . (1.13)
The point now is to compare the ground state energies EAB(h) and Eε(h) (see (1.13) and (1.6)).
Theorem 1.1.
(1) For all h > 0,
lim
ε→0+
Eε(h) = EAB(h) .
(2) The function h 7→ EAB(h) is 2π-periodic.
(3) If h ∈ 2πZ,
EAB(h) = −κ
2
2
|Ω|
and the energy EABh(ψ,A) in (1.7) is minimized for
(ψ := ei
h
2pi
θ,A := FAB) ,
where (r, θ) denote the polar coordinates in R2.
Theorem 1.1 suggests that for small ε > 0, Eε(h) is approximately periodic in h.
AHARONOV-BOHM MAGNETIC FIELDS 5
1.5. Transition to the normal state. Given κ, h > 0, a critical point (ψ,A)κ,h of (1.7) is said
to be a normal solution (or trivial solution) if ψ = 0 everywhere in Ω; if ψ is not identically 0
on Ω, the critical point is said to be a superconducting solution.
In generic situations, all critical points become normal solutions after sufficiently increasing
the intensity of the applied magnetic field [20, 33]. For the Aharonov-Bohm potential, we will
prove that such transition does not occur. In fact, every critical point (ψ,A)κ,h displays an
oscillatory behavior by transitioning back and forth from normal to superconducting solutions.
Examples of this sort are rare in the literature and are usually observed in non-simply connected
domains ([19, 24]). On the opposite, generically, one observes a monotone transition from normal
to superconducting solutions [14, 16] on simply-connected domains.
For all h ≥ 0, we introduce the eigenvalue
λAB(h,Ω) = inf
{∫
Ω
|(∇− ihFAB)u|2 dx : u ∈ H1hFAB(Ω;C),
∫
Ω
|u|2 dx = 1
}
. (1.14)
This is the eigenvalue of the Aharonov-Bohm operator, −(∇−ihFAB)2, defined by the Friedrichs
theorem starting from the closed quadratic form (see [6])
H1hFAB(Ω;C) ∋ u 7→
∫
Ω
|(∇− ihFAB)u|2 dx .
Among the several existing self-adjoint extensions of the Aharonov-Bohm operator in L2(Ω;C),
we work in this paper with the Friedrichs extension [1, 10]. It has compact resolvent, hence the
eigenvalue λAB(h,Ω) is in the discrete spectrum (see [30]).
Notice that
λAB(h,Ω) < κ
2 =⇒ every minimizer of EABh is a superconducting solution . (1.15)
This follows by using the test configuration (tuh,FAB), with t sufficiently small and uh an
eigenfunction of λAB(h), so that
EAB(h) ≤ EABh(tuh,FAB) < 0 .
The result in Theorem 1.2 below complements (1.15). Its statement involves the constant C∗(Ω)
introduced below, whose definition is related to the following space
H1n0(Ω,div0) = {u ∈ H1(Ω;R2) : divu = 0 in Ω, ν · u = 0 on ∂Ω} , (1.16)
where ν is the unit outward normal vector on ∂Ω.
We introduce the following constant
C∗(Ω) =
1
λD(Ω)
(
2 +
|Ω|1/2
m∗(Ω)
)
, (1.17)
where
m∗(Ω) = inf
a∈H1n0(Ω,div0)\{0}
‖curl a‖2L2(Ω)
‖a‖2
L4(Ω)
and λD(Ω) = inf
u∈H10 (Ω)\{0}
‖∇u‖2L2(Ω)
‖u‖2
L2(Ω)
. (1.18)
In light of the compact embedding H1(Ω;R2) →֒ L4(Ω;R2) and the celebrated curl-div inequal-
ity (see [16, Prop. D.2.1]), ‖a‖H1(Ω) ≤ C‖curl a‖L2(Ω), holding in H1n0(Ω,div0), we see that
m∗(Ω) > 0. That λD(Ω) > 0 is a consequence of the Poincaré inequality; this is also the
principal eigenvalue of the Dirichelt Laplacian on Ω.
Theorem 1.2. If κ and h satisfy
0 < κ2 <
(
1 + C∗(Ω)
)−1
λAB(h,Ω) ,
then every critical point (ψ,A)κ,h of the functional EABh is a normal solution.
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Remark 1.3. Based on the existing results in the case of a uniform applied magnetic field and
large Ginzburg-Landau parameter [33, 14], one would expect that the result in Theorem 1.2 holds
asymptotically for κ2 ≤ λAB(h,Ω). However, in our present situation, the result is valid without
restriction on the asymptotic behavior of (κ, h), and for this reason, the minimizing magnetic
potential A is no more close to the applied potential FAB, so that the constant C∗(Ω) can not be
neglected in our estimates. It would be desirable to prove the existence of a sharp constant k∗(Ω),
independent of h, such that the conclusion in Theorem 1.2 holds for 0 < κ2 < k∗(Ω)λAB(h,Ω)
and fails otherwise.
Discussion of Theorems 1.1& 1.2.
For fixed h we define the critical value of the Ginzburg-Landau parameter κ by
κc(h) = inf{κ > 0 : the global minimizers of EABh are non-trivial}. (1.19)
Since non-trivial minimizers yield a negative ground state energy EAB(h;κ) (see (1.6)), we may
express κc(h) alternatively as follows
κc(h) = inf{κ > 0 : EAB(h;κ) < 0} .
Theorem 1.2 yields that κc(h) > 0. The conclusion (2) of Theorem 1.1 says that the function
h 7→ κc(h) is 2π-periodic. Recall that the value of κ depends on the material of the sample
and the environment temperature. In the case where the value of κ depends monotonically on
the temperature, the periodicity of κc(h) suggests that, subjected to the applied magnetic field
H = hδ0 which is produced by the potential hFAB, the critical temperature of the superconductor
is periodic in h. This phenomenon is consistent with the periodicity of critical temperature of a
thin cylindrical superconductor in an axial magnetic field [32, Fig. 1]. The complete verification
of the “periodicity in the quadratic background” observed in the Little-Parks experiments [32]
requires further study of the Ginzburg-Landau model with an applied magnetic field
H = h(δ0 + curlE)
with curlE 6= 0. Here we mention an interesting progress made in [19].
The behavior of the eigenvalue λAB(h,Ω), displayed in Theorem 1.4 below, is reminiscent of
the one in a domain with a single hole [22].
Theorem 1.4. The function h 7→ λAB(h,Ω) is continuous, 2π-periodic and satisfies
0 = λAB(0,Ω) < λAB(h) ≤ λAB(π,Ω), ∀h ∈ (0, 2π) .
In the special case where Ω is the disc D(0, R), Theorem 1.4 follows easily by decomposition
into Fourier modes and separation of variables [27, Prop. 2.1].
Combining the results in (1.15), Theorems 1.2 and 1.4, we can display the oscillations in the
critical points of the functional EABh .
Corollary 1.5. Assume that κ satisfies
0 < κ2 < (1 + C∗(Ω))−1λAB(π,Ω).
Consider the sequence (hn = πn)n≥1. It holds the following.
(1) If n is even, then every minimizer (ψ,A)κ,hn of EABh is a superconducting solution.
(2) If n is odd, then every critical point (ψ,A)κ,hn of EABh is a normal solution.
In the disc case, we recover the result obtained in our previous work [27]. However the result
in [27] is valid on a disc under the weaker condition when κ2 < c2∗λAB(π,D(0, R)), where c∗ is a
constant satisfying c2∗ < 1 + C∗(D(0, R)), see (1.17).
One more application of Theorem 1.4 concerns the stability of the normal solution, i.e. whether
it is a local minimizer of the functional EABh (so far we were concerned whether it is a global
minimizer). In Corollary 1.6 below, we see oscillations of the stability of the normal solution as
h varies.
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Corollary 1.6. We introduce the following critical Ginzburg-Landau parameter
κlocc (h) =
√
λAB(h; Ω) .
Then, the following properties hold.
(1) For κ ≤ κlocc (h), the normal solution is a local minimizer of EABh .
(2) For κ > κlocc (h), the normal solution is not a local minimizer of EABh(h), and every global
minimizer is non-trivial .
(3) The function h 7→ κlocc (h) is 2π-periodic.
The hessian of the functional EABh near the normal solution (0,FAB) is given by the quadratic
form
(ϕ,a) 7→ d
2
dǫ2
EABh(ǫϕ,FAB+ ǫa)
∣∣∣
ǫ=0
= 2
∫
Ω
(
|(∇− ihFAB)ϕ|2−κ2|ϕ|2+h2|curl a|2
)
dx . (1.20)
Item 1 in Corollary 1.5 then follows since the quadratic form in (1.20) will be positive. Item 2
follows by (1.15). Item 3 follows from Theorem 1.4.
1.6. Lack of strong diamagnetism for the magnetic step model. We return back to the
magnetic step model introduced in Sec. 1.4, which, by Theorem 1.1, converges to the Aharonov-
Bohm model. It is then natural to see normal-superconducting oscillations in the same manner
observed in Corollary 1.5.
We introduce the eigenvalue λ(hFε,Ω) as follows
λ(hFε,Ω) = inf{‖(∇− ihFε)u‖2L2(Ω) : u ∈ H1(Ω;C) & ‖u‖L2(Ω) = 1} , (1.21)
where Fε is the magnetic potential in (1.9).
The next theorem is the magnetic step analogue of the results in Theorem 1.4 and Corollary 1.5,
and is in fact consistent with the conclusion of Theorem 1.1.
Theorem 1.7. There exists ε0 > 0 such that, for all ε ∈ (0, ε0), the following holds.
(1) The function h 7→ λ(hFε,Ω) is not monotone increasing.
(2) Assume that 0 < κ2 < (1 + C∗(Ω))−1λAB(π,Ω), where C∗(Ω) and λAB(π,Ω) are intro-
duced in (1.17) and (1.14) respectively. Let hn = πn with n a positive integer. Then, for
ε sufficiently small:
(a) If n is even, every minimizer (ψε,Aε)κ,hn of Eh,ε is a superconducting solution.
(b) If n is odd, every critical point (ψε,Aε)κ,hn of Eh,ε is a normal solution.
The first part in Theorem 1.7 is a new counterexample of strong diamagnetism in a general
simply connected domain. The second part displays oscillations in the Little-Parks framework
for general simply connected domains too. Such phenomena where observed in disc domains
[19, 28] or in tubular non-simply connected domains [24].
2. Magnetic Sobolev space
2.1. Hypotheses. Throughout this section, we assume that
• U ⊂ R2 is open, bounded, simply connected and with a C2 boundary ;
• I = {x1, · · · , xN} ⊂ U ;
• UN = U \ {x1, · · · , xN} ;
• f ∈ Lq(U ;R2) ∩ L2loc(UN ;R2) is a given vector field, with 1 < q < 2 ;
• ∃ ε0 ∈ (0, 1), ∀ i ∈ {1, · · · , N}, D(xi, ε0) ⊂ U .
For all ε ∈ (0, ε0), we set Iε =
N⋃
i=1
D(xi, ε) ; clearly Iε ⊂ U .
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2.2. Definition of the magnetic Sobolev space. If ψ ∈ L2(U ;C) and f ∈ L2loc(U ;R2), then
fψ ∈ L1loc(U ;C2) and can be viewed as a distribution, i.e fψ ∈ D′(U ;C2). This allows us
to define the magnetic Sobolev space H1
f
(U ;C) in a straightforward manner. For a function
ψ ∈ L2(U ;C) to be in H1
f
(U ;C), we simply demand that the distribution ∇ψ− ifψ is a function
belonging to L2(U ;C2).
As long as f 6∈ L2loc(U ;R2), we can not insure any more that fψ ∈ D′(U ;C2), and the
condition ∇ψ − ifψ ∈ L2(U ;C2) will be meaningless, since we can not assign a distributional
sense of ∇ψ − ifψ in the whole domain U .
However, working under the hypotheses in Sec. 2.1, we can define the magnetic Sobolev space
H1
f
(UN ;C) since we know that f ∈ L2loc(UN ;R2), where UN = U \ {x1, · · · , xN}. Note that we
do not distinguish between the spaces L2(U) and L2(UN ), because the set I = {x1, · · · , xN} is
finite.
Let us examine more closely this particular situation. Pick ψ ∈ L2(U ;C); since f ∈
L2loc(UN ;R
2), we can view fψ as a distribution on UN , i.e. fψ ∈ D′(UN ;C2); the condition
(∇− if)ψ ∈ L2(U ;C2) then means
∃g ∈ L2(U ;C2), ∀ϕ ∈ C∞c (UN ;C),
∫
U
ψ(∂j + ifj)ϕdx = −
∫
U
gjϕdx , j = 1, 2. (2.1)
The problem is that we can not utilise a test function ϕ ∈ C∞c (U ;C), since the integral of fψϕ
on U would not make sense.
That is the motivation for the following general definition of the magnetic Sobolev space.
Definition 2.1. Under the Hypotheses of Sec. 2.1, we define the corresponding magnetic Sobolev
space on U as follows
H1f (U ;C) = {ψ ∈ L2(U ;C) : (2.1) holds} .
Remark 2.2. The characterization of Sobolev spaces by means of the notion of absolute continuity
on lines yields the pleasant property that W 1,q(U) = W 1,q(UN ) for all q ∈ [1,+∞) (see [21,
Thm. 6.1.3]). Consequently, if f ∈ L2loc(U ;R2), then Definition 2.1 coincides with the usual one,
i.e. the following condition holds for ψ ∈ H1
f
(U ;C) (compare with (2.1)):
∃g ∈ L2(U ;C2), ∀ϕ ∈ C∞c (U ;C),
∫
U
ψ(∂j + ifj)ϕdx = −
∫
U
gjϕdx , j = 1, 2 . (2.2)
Indeed, supposing that ψ ∈ L2(U ;C) such that g = (∇ − if)ψ in D′(UN ;C2), we see that
ψ ∈W 1,1(UN ∩K;C) = W 1,1(U ∩K;C) for any compact set K ⊂ U , and ∇ψ = g+ ifψ becomes
a locally integrable function on U , so (∇− if)ψ = g in D′(U ;C2) too.
Fortunately, our hypotheses on f will allow us to view fψ as a distribution on U whenever
ψ ∈ H1
f
(U ;C), thereby overcoming the technical difficulties in Definition 2.1. This is due to the
following lemma.
Lemma 2.3. Under the hypotheses in Sec. 2.1, H1
f
(U ;C) ⊂ Lp(U ;C), for all p ∈ [2,+∞).
Furthermore, for all ψ ∈ H1
f
(U ;C), we have
fψ ∈ L1(U,C2), |ψ| ∈ H1(U) and ‖∇|ψ|‖L2(U) ≤ ‖(∇− if)ψ‖L2(U) .
Remark 2.4. In light of Lemma 2.3, we see that fψ ∈ D′(U ;C2), and now, we can interpret the
condition (∇− if)ψ ∈ L2(U ;C2) as follows
∃ g ∈ L2(U), (∇− if)ψ = g in D′(U) .
We then can define the magnetic Sobolev space H1
f
(U) as follows
H1f (U ;C) = {ψ ∈ L2(U ;C) : (2.2) holds} . (2.3)
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Proof of Lemma 2.3.
Let ψ ∈ H1
f
(U ;C) and consider the distributional derivative, u := ∇|ψ|, in D′(UN ). We first
check that u is a measurable vector function. Indeed, we will prove that, in D′(UN ),
u = 1{ψ(x)6=0}ℜ
ψ(x)
|ψ(x)| ∇ψ(x) . (2.4)
Pick an arbitrary test function ϕ ∈ C∞c (UN ). Assume that I = {x1, · · · , xN}, ε0 > 0 and
suppϕ ⊂ U \ Iε0 (see Sec. 2.1). Since f ∈ L2loc(U \ I;R2), we know that ψ ∈ H1(U \ Iε0 ;C) and
(2.4) holds in D′(U \ Iε0), hence∫
U
|ψ(x)|∇ϕ(x) dx = −ℜ
∫
U
1{ψ(x)6=0}
ψ(x)
|ψ(x)| ∇ψ(x)ϕ(x) dx .
Next, we check that the function ∇|ψ| is in L2(U). Let ε ∈ (0, ε0). By the diamagnetic inequality
[31, Thm. 7.21, pp. 193], for almost every x ∈ U \ Iε, |∇|ψ| | ≤ |(∇− if)ψ|. Consequently,∫
Uε
|∇|ψ| |2 dx ≤ ‖(∇− if)ψ‖2L2(U) ,
and by monotone convergence,
‖∇|ψ|‖2L2(U\I) = limε→0+
∫
Uε
|∇|ψ| |2 dx ≤ ‖(∇− if)ψ‖2L2(U) < +∞ .
This proves that |ψ| ∈ H1(U \ I) (which coincides with the space H1(U)). Recalling the Sobolev
embedding, H1(U) →֒ Lp(U) for p ∈ [2,+∞), we finish the proof of Lemma 2.3. 
A useful variant of Lemma 2.3 is given below.
Lemma 2.5. For all (ψ,a) ∈ H1
f
(U ;C)× (H1(U ;R2) + f), it holds,
(1) (∇− ia)ψ ∈ L2(U ;C2) ;
(2) ‖∇|ψ|‖L2(U) ≤ ‖(∇− ia)ψ‖L2(U).
Proof. Let a = a−f . We know that a ∈ H1(U ;R2) →֒ L4(U ;R2). Consequently, aψ ∈ L2(U ;C),
by Hölder’s inequality and Lemma 2.3.Thus
‖(∇− ia)ψ‖L2(U) ≤ ‖(∇− if)ψ‖L2(U) + ‖aψ‖L2(U) < +∞ .
This proves (1). Noting that a ∈ L2(U ;R2), we see that (2) follows from Lemma 2.3. 
2.3. Compactness in the magnetic Sobolev space. In the next sections, we will work with
minimizing sequences of the functional with Aharonov-Bohm potential. We describe here the
procedure of extracting convergent sub-sequences.
We continue to work with hypotheses in Sec. 2.1 and under the additional assumption
f ∈ L∞loc(U \ I;R2). Recall the space H1n0(U,div0), of divergence free vector fields, introduced
earlier in (1.16).
Proposition 2.6. Let M > 0. Assume that (ψn, an)n≥1 ⊂ H1f (U ;C)×H1n0(U,div0) such that:
∀n ≥ 1 , ‖(∇− i(an + f))ψ‖L2(U) + ‖ψ‖L4(U) + ‖curl an‖L2(U) ≤M .
The following holds
(1) The sequences (|ψn|)n≥1 and (an)n≥1 are bounded in H1(U) and in H1(U,R2) respec-
tively ;
(2) The sequence ((∇− if)ψn)n≥1 is bounded in L2(U ;C2) ;
(3) For all ε ∈ (0, ε0), the sequence (ψn)n≥1 is bounded in H1(U \ Iε;C) ;
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(4) There exist (ψ, a) ∈ H1
f
(U ;C)×H1div(U ;R2) and a subsequence (ψnk , ank)k≥1 such that
lim inf
k→+∞
‖(∇− i(ank + f))ψnk‖L2(U) ≥ ‖(∇− i(a+ f))ψ‖L2(U)
lim
k→+∞
‖ψnk‖Lp(U) = ‖ψ‖Lp(U) (p ∈ {2, 4})
lim inf
k→+∞
‖curl ank‖L2(U) ≥ ‖curl a‖L2(U) .
Proof.
Step 1. Proof of (1)-(3).
By Lemma 2.5, the sequence (|ψn|)n≥1 is bounded in H1(U). By the curl-div inequality [16,
Prop. D.2.1], there exists C > 0 such that,
∀u ∈ H1n0(U,div0) , ‖u‖H1(U) ≤ C‖curlu‖L2(U) .
This proves (1). By the Sobolev embedding H1(U ;R2) →֒ Lp(U ;R2), we get that (an)n≥1 is
bounded in Lp(U ;R2), for all p ∈ [2,∞). By Hölder’s inequality,
‖anψn‖L2(U) ≤ ‖an‖L4(U)‖ψn‖L4(U) ,
and we get that (anψn)n≥1 is bounded in L2(U ;C2). By the Minkowski inequality,
‖(∇− if)ψn‖L2(U) ≤ ‖(∇− i(an + f))ψn‖L2(U) + ‖anψn‖L2(U) ,
which proves (2). Since U is bounded, L4(U ;C) →֒ L2(U ;C), hence (ψn)n≥1 is bounded in
L2(U ;C). Furthermore, f ∈ L∞(U \ Iε;R2) and
‖∇ψn‖L2(U\Iε) ≤ ‖(∇− if)ψn‖L2(U) + ‖fψn‖L2(U\Iε),
which proves (3).
Step 2. Extraction of the subsequence
By a diagonal sequence argument, the Banach-Alaoglu theorem and the compactness of the
embedding H1(U) →֒ Lp(U), p ∈ [2,∞), we can extract a subsequence (ψnk , ank)k≥1, functions
ψ ∈ H1loc(U \ I;C), ζ ∈ H1(U), a ∈ H1n0(U,div0) and w ∈ L2(U ;C2) such that
ψnk ⇀ ψ in H
1
loc(U \ I;C)
ψnk → ψ in Lploc(U \ I;C) (p ∈ [2,∞))
|ψnk | → ζ in Lp(U) (p ∈ [2,∞))
ank ⇀ a in H
1
n0(U,div0)
ank → a in Lp(U ;R2) (p ∈ [2,∞))
(∇− if)ψnk ⇀ w in L2(U ;C2) .
Step 3. ψ ∈ Lp(U ;C).
For all ε ∈ (0, ε0) and p ∈ [2,∞), |ψnk | → |ψ| in Lp(U \ Iε), hence |ψ| = ζ in Lp(U \ Iε). By
monotone convergence,
0 = lim
ε→0+
∫
U\Iε
∣∣ |ψ| − ζ ∣∣p dx = ∫
U
∣∣ |ψ| − ζ ∣∣p dx ,
hence |ψ| = ζ a.e. in U . Since ζ ∈ H1(U) →֒ Lp(U) with p ∈ [2,∞), we deduce that ψ ∈
Lp(U ;C) and consequently
lim
k→+∞
∫
U
|ψnk |p dx =
∫
U
|ψ|p dx (p ∈ [2,∞)) .
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Step 4. Convergence in Lp(U ;C).
We prove that ψnk → ψ in Lp(U) as follows. Fix ε ∈ (0, ε0). By the Hölder and Minkowski
inequalities, ∫
Iε
|ψnk − ψ|p dx ≤ |Iε|1/2
(∫
U
|ψnk − ψ|2p dx
)1/2
≤ M˜ |Iε|1/2,
where M˜ =
(
sup
k≥1
‖ψnk‖L2p(U) + ‖ψ‖L2p(U)
)p
< +∞; moreover, ψnk → ψ in Lp(U \ Iε;C). With
this in hand, we deduce that
0 ≤ lim sup
k→+∞
∫
U
|ψnk − ψ|p dx = lim sup
k→+∞
(∫
Iε
|ψnk − ψ|p dx+
∫
U\Iε
|ψnk − ψ|p dx
)
≤ M˜ |Iε|1/2 .
Sending ε to 0, we get the desired convergence, lim
k→+∞
∫
U |ψnk − ψ|p dx = 0.
Step 5. ψ ∈ H1
f
(U ;C).
Since f ∈ Lq(U ;R2) and ψ ∈ Lp(U ;C) for all q ∈ [1, 2) and p ∈ [2,+∞), we get that ψ and
fψ are distributions on U . Hence (∇− if)ψ ∈ D′(U ;C2).
By Step 4 above, we get that (∇− if)ψnk → (∇− if)ψ in D′(U ;C2). In light of Step 2 above,
the weak convergence of (∇ − if)ψnk to w in L2(U ;C2) yields the convergence in D′(U ;C2),
hence the identity (∇ − if)ψ = w in D′(U ;C2). This proves that (∇ − if)ψ ∈ L2(U ;C2), and
since ψ ∈ L2(U ;C), we eventually get that ψ ∈ H1
f
(U ;C).
Step 6. End of the proof of (4).
For all ε ∈ (0, ε0),∫
U
|(∇− i(ank + f))ψnk |2 dx ≥
∫
U\Iε
|(∇− i(ank + f))ψnk |2 ,
and (∇− i(ank + f))ψnk ⇀ (∇− i(a + f))ψ in L2(U \ Iε;C2) by Step 2 above; this yields
lim inf
k→+∞
∫
U
|(∇− i(ank + f))ψnk |2 dx ≥
∫
U\Iε
|(∇− i(a + f))ψ|2 dx .
By monotone convergence
lim inf
k→+∞
∫
U
|(∇− i(ank + f))ψnk |2 dx ≥ limε→0+
∫
U\Iε
|(∇− i(a+ f))ψ|2 dx =
∫
U
|(∇− i(a+ f))ψ|2 dx .
Finally, curl ank ⇀ curl a in L
2(U), which yields that
lim inf
k→+∞
∫
U
|curl ank |2 dx ≥
∫
U
|curl a|2 dx .

3. Minimizers with Aharonov-Bohm potential
In this section, we study the existence of minimizers of the GL functional in (1.7) along with
some of their properties.
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3.1. Gauge invariance. Using gauge invariance, we can restrict the minimization of the func-
tional in (1.7) to the space of divergence free vector fields; the advantage being that such vector
fields enjoy pleasant regularity properties.
Proposition 3.1. For all h > 0,
EAB(h) = inf{EABh(ψ,a+ FAB) : (ψ,a) ∈ H1hFAB(Ω;C)×H1n0(Ω,div0)} ,
where
• EAB(h) is introduced in (1.6) ;
• EABh is the functional introduced in (1.7) ;
• H1n0(Ω,div0) is the space introduced in (1.16).
Proof. Let (ψ,A := a+FAB) ∈ H1hFAB(Ω;C)×
(
H1(Ω;R2) +FAB
)
. By [16, Prop. D.1.1], there
exists ϕ ∈ H2(Ω) such that a˜ := a − ∇ϕ ∈ H1n0(Ω,div0). Setting ψ˜ = eihϕψ, it is clear that
(ψ˜, a˜) ∈ H1hFAB(Ω;C)×H1n0(Ω,div0) and EABh(ψ,a + FAB) = EABh(ψ˜, a˜+ FAB). 
3.2. Existence of minimizers. Next we establish the existence of minimizing configurations.
Proposition 3.2. For all h > 0, there exists (ψ,a) ∈ H1hFAB(Ω;C)×H1n0(Ω,div0) such that
EABh(ψ,a+ FAB) = EAB(h) .
Proof. We use the standard method of the calculus of variations. We choose a minimizing
sequence (ψn,an)n≥1 ⊂ H1hFAB(Ω;C)×H1n0(Ω,div0) such that
lim
n→+∞ EABh(ψn,an + FAB) = EAB(h) . (3.1)
By (1.8), there exists M > 0 such that,
‖(∇− ih(an + FAB))ψn‖L2(Ω) + ‖ψn‖L4(Ω) + h‖curl an‖L2(Ω) ≤M , ∀n ≥ 1 .
We can apply Proposition 2.6 with (ψn, an = han, f = hFAB). We get a subsequence (ψnk ,ank)k≥1
and a configuration (ψ,a) ∈ H1hFAB(Ω;C)×H1n0(Ω,div0) such that
EAB(h) = lim inf
k→∞
EABh(ψnk ,ank +FAB) ≥ EABh(ψ,a+ FAB) ≥ EAB(h) ,
where the identity on the left hand side follows from (3.1), and the last inequality on the right
hand side follows from the definition of EAB(h). 
Definition 3.3. Given h > 0 and a (ψ,a) ∈ H1hFAB(Ω;C)×H1n0(Ω,div0), we will use the
following terminology:
• (ψ,a)h is said to be a minimizing configuration of EABh if EABh(ψ,a + FAB) = EAB(h),
where EABh and EAB(h) are introduced in (1.7) and (1.6) respectively ;
• (ψ,a)h is said to be a critical configuration of EABh if ddtEABh(ψ + tϕ,a + FAB)
∣∣∣
t=0
= 0
and ddtEABh(ψ,a+ FAB + tb)
∣∣∣
t=0
= 0, for all (ϕ, b) ∈ H1hFAB(Ω;C)×H1n0(Ω,div0).
Remark 3.4. Obviously, every minimizing configuration is a critical configuration. Furthermore,
every critical configuration (ψ,a)h satisfies

−(∇− ihA)2ψ = κ2(1− |ψ|2)ψ in Ω ,
−∇⊥(curl a) = 1
h
Im
(
ψ(∇− ihA)ψ) in Ω ,
ν · (∇− ihA)ψ = 0 on ∂Ω ,
curla = 0 on ∂Ω ,
(3.2)
where A = a + FAB, ν is the outward unit normal vector on ∂Ω, and the operator ∇⊥ =
(−∂x2 , ∂x1) is the Hodge gradient.
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3.3. A priori estimates.
Proposition 3.5. There exists C0 > 0 such that, given a critical configuration (ψ,a)h ∈
H1hFAB(Ω;C)×H1n0(Ω,div0) of EABh, the following holds:
(1) a ∈ H2(Ω;R2) ;
(2) (ψ,a) ∈ C∞(Ω \ {0};C) × C∞(Ω \ {0};R2) ;
(3) ‖(∇− ihA)ψ‖L2(Ω) ≤ κ‖ψ‖L2(Ω) where A = a+FAB ;
(4) ‖ψ‖L∞(Ω) ≤ 1 ;
(5) ‖a‖H2(Ω) ≤
C0
h
κ‖ψ‖L2(Ω) .
Proof. Since a ∈ H1n0(Ω,div0), the second equation in (3.2) yields that curl a ∈ H1(Ω). By the
curl-div estimate (see [16, Prop. D.2.1]), a ∈ H2(Ω;R2) and
‖a‖H2(Ω) ≤ CΩ‖curl a‖H1(Ω) , (3.3)
where CΩ < +∞ depends on Ω only. This proves (1).
That (ψ,a) is smooth in Ω \ {0} follows by a bootstrapping argument (see [36, Prop. 3.6]).
The identity ddtE(ψ + tψ,A)
∣∣
t=0
= 0 yields that
E0(ψ,A) :=
∫
Ω
(
|(∇− ihA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx = −κ
2
2
∫
Ω
|ψ|4 dx ≤ 0 , (3.4)
which proves (3).
Now we prove (4). We introduce the following function
ψ˜ = [|ψ| − 1]+ ψ|ψ| :=
{
(|ψ| − 1) ψ|ψ| if |ψ| ≥ 1
0 if |ψ| ≤ 1 .
By Lemma 2.5, |ψ| ∈ H1(Ω), hence ψ˜ ∈ H1hFAB(Ω;C) because ψ ∈ H1FAB(Ω;C). So we can use
the identity ddtEABh(ψ + tψ˜,A) = 0, which reads as follows,
Re
∫
Ω
(
(∇− ihA)ψ · (∇− ihA)ψ˜ + (|ψ|2 − 1)ψψ˜
)
dx = 0 .
The rest of the proof is as [16, Prop. 10.3.1].
Finally, we prove (5). By the last equation in (3.2), curl a ∈ H10 (Ω), hence, by the Poincaré
inequality
‖curl a‖H1(Ω) ≤ C ′Ω‖∇(curl a)‖L2(Ω) ,
where C ′Ω depends on Ω only. Using (3.3) and the second equation in (3.2), we get
‖a‖H2(Ω) ≤
CΩC
′
Ω
h
∥∥Im(ψ(∇− ihA)ψ)∥∥
L2(Ω)
≤ CΩC
′
Ω
h
κ‖ψ‖L2(Ω) ,
where we used (3) and (4) to write the last inequality. 
3.4. The non-degenerate case. Our next result is that for a minimizing configuration the order
parameter is actually in the space H1(Ω;C) not just in the magnetic Sobolev space H1hFAB(Ω;C),
except for the degenerate case where h ∈ 2πZ. This is related to a magnetic Hardy inequality
[29] (see Lemma 3.7 below).
Proposition 3.6. Given r0, κ, h > 0 such that D(0, r0) ⊂ Ω, there exists C > 0 such that every
minimizing configuration (ψ,a)h of EABh satisfies:
2πα(h)‖FABψ‖L2(Ω) + ‖(∇− ihFAB)ψ‖L2(Ω) ≤ C ,
where
α(h) = inf
n∈Z
∣∣∣∣n− h2π
∣∣∣∣ . (3.5)
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In particular, for h 6∈ 2πZ, ψ ∈ H1(Ω;C).
The proof relies on the following one dimensional spectral analysis.
Lemma 3.7. For all h > 0,
inf
u∈H1per(0,2π)\{0}
∫ 2π
0
∣∣∣∣ ddθu− i h2πu
∣∣∣∣
2
dθ∫ 2π
0
|u|2dθ
= α(h)2 ,
where α(h) is introduced in Proposition 3.6 and
H1per(0, 2π) = {u ∈ H1(0, 2π) : u(0) = u(2π)}.
Proof. For all u ∈ H1per(0, 2π) let v = e−i
h
2pi
θu. Notice that v(0) = eihv(2π) and
q(u) :=
∫ 2π
0
∣∣∣∣ ddθu− i h2πu
∣∣∣∣
2
dθ =
∫ 2π
0
∣∣∣∣ ddθv
∣∣∣∣
2
dθ .
So we are led to determine the spectrum of the operator L = − d2dθ2 with the boundary condition
v(0) = eih v(2π) . (3.6)
It is easy to check that eiwθ is an eigenfunction associated with the eigenvalue λ := w2, w ∈ R, and
that the boundary condition in (3.6) reads as w+ h2π ∈ Z . The completeness of the Fourier basis
in L2(0, 2π) asserts that the spectrum consists exactly of the aforementioned eigenvalues. 
Proof of Proposition 3.6. Using (4)-(5) in Proposition 3.5, the Hölder inequality and the Sobolev
embedding H1(Ω) →֒ L4(Ω), we write
‖aψ‖L2(Ω) ≤ ‖a‖L4(Ω)‖ψ‖L4(Ω) ≤
C˜κ
h
,
for a constant C˜ independent of (κ, h). Consequently, by the Minkowski inequality and (3) in
Proposition 3.5, we get
‖(∇− ihFAB)ψ‖L2(Ω) ≤ κ|Ω|1/2 + C˜κ .
Now we express ‖(∇− ihFAB)ψ‖L2(D(0,r0)) in polar coordinates (r, θ) as follows
‖(∇− ihFAB)ψ‖2L2(D(0,r0)) =
∫ 2π
0
∫ r0
0
(
|∂rψ|2 + 1
r2
∣∣∣∣∂θ − i h2πψ
∣∣∣∣
2
)
rdrdθ .
Using Lemma 3.7, we infer the following estimate,
‖(∇− ihFAB)ψ‖2L2(D(0,r0)) ≥
∫ 2π
0
∫ r0
0
(
α(h)
r2
|ψ|2
)
rdrdθ =
(
2πα(h)
)2 ∫
D(0,r0)
|FABψ|2 dx .

Remark 3.8. The proof of Proposition 3.6 also yields that, for h 6∈ 2πZ, the space H1hFAB(Ω;C)
is embeded in the space H1(Ω;C) ∩ L2(Ω; |FAB|2 dx) with the following inequality
‖FABu‖2L2(Ω) ≤ Ch
(
‖(∇− ihFAB)u‖2L2(Ω) + ‖u‖2L2(Ω)
)
(u ∈ H1hFAB(Ω;C)) ,
with Ch a constant dependent of h.
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3.5. The degenerate case. We determine the minimizers of the functional in (1.7) in the
degenerate case where h ∈ 2πZ.
Proposition 3.9. Assume that h = 2πn0 with n0 ∈ Z. Then,
EAB(h) = −κ
2
2
|Ω|
and every minimizer (ψ,A) has the form
ψ = c ein0θ and A = FAB
with c ∈ C satisfying |c| = 1.
Proof. The inequality EAB(h) ≥ −κ22 |Ω| follows from (1.8). To obtain the reverse inequality, we
write
EAB(h) ≤ EABh(u,FAB)
with u = ein0θ. Using polar coordinates, we notice that
|(∇− ihFAB)u|2 = |∂ru|2 + 1
r2
∣∣∣∣
(
∂θ − i h
2π
)
u
∣∣∣∣
2
= 0 .
This proves that u ∈ H1hFAB(Ω;C), EABh(u;FAB) = −κ
2
2 |Ω| and (u,FAB) is a minimizer.
Now, assume that (ψ,a) is a minimizing configuration of EABh , i.e. EABh(ψ,a + FAB) =
EAB(h) = −κ22 |Ω|. Notice that a = 0, since a ∈ H1n0(Ω,div0) and (see (1.8))
−κ
2
2
|Ω|+ h2
∫
Ω
|curl a|2 dx ≤ EABh(ψ,a + FAB) = −
κ2
2
|Ω| .
The same argument yields that |ψ| = 1 and (∇− ihFAB)ψ = 0, since
−κ
2
2
|Ω|+
∫
Ω
(
|(∇− ihFAB)ψ|2 + κ
2
2
(1− |ψ|2)2
)
dx ≤ EABh(ψ,FAB) = −
κ2
2
|Ω| .
By introducing the ansatz ψ = c u, we find
0 = (∇− ihFAB)ψ = c(∇− ihFAB)u+ u∇c = u∇c
hence c must be a constant. Finally, the condition |ψ| = 1 yields that |c| = 1.

4. Minimizers with a magnetic step
In this section we study the minimizers of the functional Eh,ε introduced in (1.13). Since
this is associated with the magnetic potential Fε ∈ H1(Ω;R2), the corresponding magnetic field
Bε = curlFε is in L
2(Ω). Hence, we can use the results in [16, Thm. 10.2.1]. In particular, for
all h > 0 and ε ∈ (0, ε0], there exists a configuration (Ψ,A)h,ε ∈ H such that
Eh,ε(Ψ,A) = Eε(h) , (4.1)
where Eε(h) is introduced in (1.12). A configuration satisfying (4.1) is said to be a minimizer
of Eh,ε. Similarly as we did in Proposition 3.1, we can use the gauge invariance to select a
configuration
(ψε,aε)h ∈ H0 := H1(Ω;C)×H1n0(Ω,div0) (4.2)
such that (ψε,Aε := aε+Fε) is a minimizer of Eh,ε. Such a configuration is said to be aminimizing
configuration of Eh,ε. It satisfies the following properties (see [16, Prop. 10.3.1&Lem. 10.3.2]):
‖ψε‖L∞(Ω) ≤ 1 , (4.3)
‖(∇− ihAε)ψε‖L2(Ω) ≤ κ‖ψε‖L2(Ω) , (4.4)
‖curl aε‖L2(Ω) ≤
κ2
h
‖ψε‖L2(Ω) , (4.5)
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Furthermore, (ψε,aε)h is a solution of

−(∇− ihAε)2ψε = κ2(1− |ψε|2)ψε in Ω ,
−∇⊥(curlaε) = 1
h
Im
(
ψε(∇− ihAε)ψε
)
in Ω ,
ν · (∇− ihAε)ψε = 0 on ∂Ω ,
curlaε = 0 on ∂Ω .
(4.6)
Using (3.3) and the second equation in (4.6), we can prove that (see the proof of Prop. 3.5-(5)):
‖aε‖H2(Ω) ≤
C˜
h
, (4.7)
where C˜ does not depend on ε and h.
In the sequel, we study the behavior of the minimizing configurations of Eh,ε as ε approaches 0.
Proposition 4.1. Given ω ⊂ Ω \ {0} and h > 0, there exist ε0 ∈ (0, 1) and C > 0 such that, for
all ε ∈ (0, ε0], every minimizing configuration (ψε,aε)h of Eh,ε satisfies
‖ψε‖H2(ω) ≤ C .
Proof. For ε0 sufficiently small and ε ∈ (0, ε0], we have
ω ⊂ Ω \D(0, 2ε0) ⊂ Ω \D(0, ε) .
Hence Fε = FAB on ω˜ := Ω\D(0, ε0), it is smooth and the first equation in (4.6) reads as follows
−∆ψε + 2ih(aε + FAB) · ∇ψε + h2|aε + FAB|2ψε = κ2(1− |ψε|2)ψε in ω˜ ,
since div(aε) = div(FAB) = 0. Using (4.3), (4.4) and (4.7), we get
‖∆ψε‖L2(ω˜) ≤ Cˆ .
Note that, on ∂Ω, the following boundary condition holds (which results from the third equation
in (4.6) and the boundary condition on aε ∈ H1n0(Ω,div0), hence ν · aε = 0, see (1.16)):
ν · ∇ψε = ih(ν · FAB)ψε ,
with ν · FAB a continuous function on ∂Ω, by smoothness of the boundary. Consequently, we
can apply the L2-elliptic estimates and finish the proof (see [16, Thm. E.4.6]). 
Proposition 4.2. Given α ∈ (0, 1), h > 0 and a sequence (εn)n≥1 ⊂ R+ which converges to 0,
there exist (ψ∗,a∗) ∈ H1hFAB(Ω;C)×H1n0(Ω,div0) and a subsequence
(ψεn ,aεn , εn)n∈I ⊂ H1(Ω;C)×H1n0(Ω,div0)× R+
such that
(1) (ψεn ,aεn)h is a minimizing configuration of Eh,εn ;
(2) For every open set ω ⊂ Ω \ {0}, ψεn → ψ∗ in H1(ω;C) ;
(3) aεn → a∗ in H1(Ω;R2) ;
(4) ψεn , ψ∗ ∈ C0,αloc (Ω \ {0};C) and aεn ,a∗ ∈ C0,α(Ω;R2) ;
(5) ψεn → ψ∗ in C0,αloc (Ω \ {0};C) and aεn → a∗ in C0,α(Ω;R2) ;
(6) ‖ψ∗‖L∞(Ω) ≤ 1 ;
(7) ψεn → ψ∗ in Lp(Ω;C), for all p ∈ [2,+∞) ;
(8) (∇− ihFεn)ψεn ⇀ (∇− ihFAB)ψ∗ in L2(Ω;R2) ;
(9) lim inf
n→∞ Eh,εn(ψεn ,aεn +Fεn) ≥ EABh(ψ∗,a∗ + FAB) ,
where EABh is the functional introduced in (1.7).
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Proof. Consider a sequence (εn)n≥1 ⊂ R+ such that lim
n→∞ εn = 0. For all n ≥ 1, choose a
minimizing configuration (ψεn ,aεn)h of Eh,εn.
By Proposition 4.1, for all r ∈ (0, ε0], there exists C,N0 > 0 such that
‖ψεn‖H2(Ωr) ≤ C , ∀n ≥ N0 ,
where Ωr = Ω \ D(0, r). By a diagonal sequence argument, we can construct a function1
ψ∗ : Ω \ {0} → C and extract a subsequence of (ψεn)n∈I0 which is weakly convergent to ψ∗
in every H2(Ωr;C), r ∈ (0, ε0].
At the same time, (4.7) yields a function a∗ ∈ H2(Ω;R2) and a subsequence (aεn)n∈I1⊂I0
which converges weakly to a∗ in H2(Ω;R2).
In light of the estimates in (4.3)-(4.5), we see that the sequence
(
(∇−ihFεn)ψεn
)
is bounded in
L2(Ω;C2). So we can extract a subsequence
(
(∇− ihFεn)ψεn
)
n∈I2⊂I1 that is weakly convergent
in L2(Ω;C2), and denote its weak limit by g.
By compactness of the embedding H2(U) →֒ H1(U) and H2(U) →֒ C0,α(U ), we can extract
a further subsequence, (ψεn ,aεn)n∈I⊂I2 , which converges to (ψ∗,a∗) in H1(Ωr;C) ×H1(Ω;R2)
and in C0,α(Ωr;C)× C0,α(Ω;R2). This proves (2)-(5).
The estimate ‖ψ∗‖L∞(Ω) ≤ 1 follows from (4.3); actually, for every x ∈ Ω \ {0}, we can find
r > 0 such that x ∈ Ωr and consequently ψεn(x) → ψ∗(x). This proves (6) and also that
ψ∗ ∈ Lp(Ω;C) for all p ≥ 1.
We can prove that ψεn → ψ∗ in Lp(Ω;C) by repeating the argument used in the proof of
Proposition 2.6 (Step 4). In particular, we now know that
lim
n→+∞
∫
Ω
|ψ|p dx =
∫
Ω
|ψ∗|p dx . (4.8)
Now we prove that ψ∗ ∈ H1hFAB(Ω;C). Note that Fεn → FAB in Lq(Ω;R2) for all q ∈ [1, 2);
moreover, by (4.3), we deduce that
(∇− ihFεn)ψεn − (∇− ihFAB)ψεn = −ih(Fεn − FAB)ψεn → 0 in Lq(Ω;C2) .
Since g is the weak limit of (∇− iFεn)ψεn in L2(Ω;C2), we deduce the following convergence in
the distributional sense,
(∇− ihFAB)ψεn → g in D′(Ω \ {0};C2) .
Pick an arbitrary test function ϕ ∈ C∞c (Ω \ {0};C). By Hölder’s inequality,
|〈ψεn − ψ∗, (∇− ihFAB)ϕ〉| ≤ ‖ψn − ψ∗‖Lp(Ω)‖(∇− iFAB)ϕ‖Lq(Ω)
with 1p +
1
q = 1, p ∈ (2,+∞) and q ∈ (1, 2); this proves that (∇− ihFAB)ψεn → (∇− ihFAB)ψ∗
in D′(Ω \ {0};C2); consequently, (∇− ihFAB)ψ∗ = g ∈ L2(Ω;C2), which proves (8).
So far we proved the statements (1)-(8) of Proposition 4.2; it remains to prove the statement
(9). For n ∈ I sufficiently large and r sufficiently small, Fεn = FAB in Ωr; hence∫
Ω
|(∇− i(aεn + Fεn))ψεn |2 dx ≥
∫
Ωr
|(∇− i(aεn + FAB))ψεn |2 dx .
As a consequence of the foregoing inequality, we get
lim
n→∞
∫
Ωr
|(∇− i(aεn + FAB))ψεn |2 dx =
∫
Ωr
|(∇− i(a∗ + FAB))ψ∗|2 dx .
By monotone convergence, we get further
lim
r→0+
∫
Ωr
|(∇− i(a∗ + FAB))ψ∗|2 dx =
∫
Ω
|(∇− i(a∗ + FAB))ψ∗|2 dx .
1Initially, ψ∗ is defined on every Ωr, but can be defined pointwise on all of Ω\{0} as follows. Given x ∈ Ω\{0},
we can choose r so that x ∈ Ωr, then we set ψ∗(x) = lim
εn→0+
ψεn(x) .
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This argument yields that
lim inf
n→+∞
∫
Ω
|(∇− i(aεn + Fεn))ψεn |2 dx ≥
∫
Ω
|(∇− i(a∗ + FAB))ψ∗|2 dx . (4.9)
Collecting (4.8), (4.9) and the convergence established in (5), we finish the proof of (9). 
5. Proof of the main theorems
In this section, we prove our main Theorems 1.1, 1.2 and 1.4.
Proof of Theorem 1.1.
Lower bound. It follows from Proposition 4.2 that
lim inf
ε→0+
Eε(h) ≥ EABh(ψ∗,a∗ + FAB) ≥ EAB(h) . (5.1)
Upper bound.
The non-degenerate case. Assume that h 6∈ 2πZ and consider a minimizing configuration (ψ,a)
of EABh . By Proposition 3.6, ψ ∈ H1(Ω;C) and FABψ ∈ L2(Ω;C2). By dominated convergence,
lim
ε→0+
∫
D(0,ε)
|∇ψ − ihaψ|2 dx = 0 and lim
ε→0+
∫
D(0,ε)
|FABψ|2 dx = 0 . (5.2)
For all ε ∈ (0, ε0], |Fε| ≤ |FAB| in D(0, ε), hence, by (5.2),
lim
ε→0+
∫
D(0,ε)
|Fεψ|2 dx = 0 . (5.3)
Furthermore, for all ε ∈ (0, ε0],
EAB(h) = EABh(ψ,a+ FAB) ≥ Eh,ε(ψ,a+ Fε)−
∫
D(0,ε)
|(∇− ih(a+ Fε))ψ|2 dx
≥ Eε(h)−
∫
D(0,ε)
|(∇− ih(a+ Fε))ψ|2 dx .
Using (5.2) and (5.3), we get that
lim
ε→0+
∫
D(0,ε)
|(∇− ih(a+ Fε))ψ|2 dx = 0
and consequently
EAB(h) ≥ lim sup
ε→0+
Eε(h) . (5.4)
Combining this and (5.1), we get that (ψ∗,a∗) is a minimizing configuration of EABh .
The degenerate case. It remains to prove the inequality (5.4) when h = 2πn0 and n0 ∈ Z. We
introduce the test function defined in polar coordinates as follows
wε = χε,p(r)u(θ) (5.5)
where
p ∈ (0, 1) , χε,p(r) =
{(
r√
ε
)p
if 0 < r <
√
ε
1 if r ≥ √ε
and u(θ) = ein0θ .
Clearly, wε ∈ H1(Ω;C) and
lim
ε→0+
∫
Ω
|wε|2 dx = lim
ε→0+
∫
Ω
|wε|4 dx = |Ω| .
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Knowing that (∇ − iFAB)u = 0 (see the proof of Proposition 3.9), and that FAB = Fε in
Ω \D(0, ε), we get∫
D(0,
√
ε)
|(∇− ihFε)wε|2 dx
=
∫ 2π
0
(∫ √ε
0
|∂rwε|2rdr +
∫ √ε
ε
1
r
|(∂θ − in0)wε|2 dr +
∫ ε
0
1
r
∣∣∣∣
(
∂θ − in0r
2
ε2
)
wε
∣∣∣∣
2
dr
)
dθ
= 2π
∫ √ε
0
|χ′ε,p(r)|2rdr + 2π
∫ ε
0
n20
r
(
1− r
2
ε2
)2
|χε,p(r)|2dr
≤ π
(
p+
n20
p
εp
)
.
Writing Eε(h) ≤ Eh,ε(wε,Fε) then taking the limit as ε → 0+, we infer from the foregoing
considerations that
lim sup
ε→0+
Eε(h) ≤ πp− κ
2
2
|Ω| .
Now we send p to 0 and get
lim sup
ε→0+
Eε(h) ≤ −κ
2
2
|Ω|,
which yields the inequality in (5.4) in the case h ∈ 2πZ, thanks to Proposition 3.9.
End of the proof. Having proved that lim
ε→0+
Eε(h) = EAB(h), we get item (1) in Theorem 1.1;
the statements in item (3) follow from Proposition 3.9.
Now we need to prove the statement in item (2). Let h > 0; we will prove that EAB(h+2π) =
EAB(h). Indeed, let (ψ,a)h be a minimizing configuration of the functional EABh ; it is easy
to check that (ψnew,anew) := (e
iθψ, hh+2πa) is a minimizing configuration of EABh+2pi , since the
expression of the Laplacian in polar coordinates yields ∇(eiθ) = 2πFABeiθ. 
Proof of Theorem 1.2.
Let (ψ,a)κ,h be a critical configuration of EABh , i.e. a solution of (3.2). We denote by ‖ · ‖p
the usual norm in Lp(Ω). Expanding the term ‖(∇− ih(a+ FAB))ψ‖22, we find
‖(∇− ih(a+ FAB))ψ‖22 = ‖(∇− ihFAB)ψ‖2 − h2‖aψ‖22 − 2h〈j,a〉 ,
where
j = Im
(
ψ (∇− ih(a+ FAB))ψ
)
= −h∇⊥curl a
by the second equation in (3.2). Consequently, by integration by parts,
〈j,a〉 = −h〈∇⊥curla,a〉 = h〈curl a, curl a〉 = h‖curl a‖22 .
Therefore, after introducing the energy
E0(ψ,a+ FAB) = ‖(∇− ih(a+ FAB))ψ‖22 − κ2‖ψ‖22 +
κ2
2
‖ψ‖44
we get the useful identity
E0(ψ,a +FAB) = E0(ψ,FAB)− h2‖aψ‖22 − 2h2‖curl a‖22 . (5.6)
By the first equation in (3.2), E0(ψ,a + FAB) = −κ22 ‖ψ‖44 ≤ 0, hence we infer from (5.6) the
following estimate
0 ≥ (λAB(h) − κ2) ‖ψ‖22 − h2‖a‖24‖ψ‖24 − 2h2‖curl a‖22 , (5.7)
after applying the min-max principle and the Hölder inequality to estimate the terms ‖(∇ −
ihFAB)ψ‖22 and ‖aψ‖22 respectively.
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We estimate the term ‖curl a‖22 using the second equation in (3.2) as follows,
h2‖∇curl a‖22 =
∥∥ψ (∇− ih(a+ FAB))ψ∥∥22 ≤ ‖ψ‖2∞‖(∇− ih(a+ FAB))ψ‖22 ≤ κ2‖ψ‖22 ,
after using the estimates (3)-(4) in Proposition 3.5. Since curl a = 0 on ∂Ω, we get further
h2λD(Ω)‖curl a‖22 ≤ κ2‖ψ‖22 ,
where λD(Ω) is introduced in (1.18). As for the term ‖a‖24, we use the forgoing inequality and
the constant m∗(Ω) in (1.18); we obtain
h2m∗(Ω)‖a‖24 ≤ h2‖curl a‖22 ≤
κ2
λD(Ω)
‖ψ‖22 .
Plugging the two forgoing inequalities into (5.7) and using ‖ψ‖24 ≤ ‖ψ‖2∞|Ω|1/2 ≤ |Ω|1/2, we get
0 ≥ (λAB(h)− κ2 − C∗(Ω)κ2) ‖ψ‖22 ,
where C∗(Ω) is introduced in (1.17). This yields that ‖ψ‖22 = 0 when κ and h satisfy the relation
κ2 < (1 +C∗(Ω))−1λAB(h). 
Proof of Theorem 1.4.
Step 1.
Choose ε0 ∈ (0, 1) such that D(0, ε0) ⊂ Ω. For all ε ∈ (0, ε0), we introduce the auxiliary
eigenvalue, λε(h,Ω), in the perforated domain Ωε := Ω \D(0, ε), defined as follows,
λε(h,Ω) = inf
u∈H1ε (Ωε)
‖(∇− ihFAB)u‖2L2(Ωε)
‖u‖2
L2(Ωε)
. (5.8)
Note that the circulation of hFAB around the hole D(0, ε) is
Φ0 :=
1
2π
∫
∂D(0,ε)
FAB(x) · dx = h
2π
.
By [22, Thm. 1.1], for ε ∈ (0, ε0), h ≥ 0 and k ∈ Z, it holds the following,
λε(0,Ω) = 0 ≤ λε(h,Ω) ≤ λε(π,Ω) and λε(h+ 2kπ,Ω) = λε(h,Ω) . (5.9)
Furthermore, if h ∈ 2πZ, the function u0 = ei h2pi θ is a zero mode for the operator −(∇− ihFAB)2,
hence
∀h ∈ 2πZ , λε(h,Ω) = 0 = λAB(h,Ω) . (5.10)
We shall show that
lim
ε→0+
λε(h,Ω) = λAB(h,Ω) , ∀h ≥ 0. (5.11)
Then the 2π-periodicity of λAB(h,Ω) in h follows from (5.9).
Step 2.
Denote by u ∈ H1hFAB(Ω;C) a normalized ground state of λAB(h,Ω). By the min-max princi-
ple,
λAB(h,Ω) ≥ ‖(∇− ihFAB)u‖2L2(Ωε) ≥ λε(h,Ω)‖u‖2L2(Ωε) .
By dominated convergence,
lim
ε→0+
‖u‖2L2(Ωε) = ‖u‖2L2(Ω) = 1 .
Consequently,
λAB(h,Ω) ≥ lim sup
ε→0+
λε(h,Ω) . (5.12)
Step 3.
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Assume that 0 < r < ε0 and h 6∈ 2πZ. For all ε ∈ (0, r), denote by uε ∈ H1(Ωε;C) a
normalized ground state of λε(h,Ω); the eigenvalue equation −(∇ − ihFAB)2uε = λε(h,Ω)uε
yields that
‖uε‖H2(Ωr) ≤ Cr (5.13)
for some constant Cr independent from ε. Actually, by (5.12), λε(h,Ω) is bounded independently
of ε, FAB ∈ C∞(Ωr/2;R2) and uε satisfies the boundary condition ν · ∇uε = ihν ·FABuε on ∂Ω,
so we can use the standard elliptic estimates and write
‖uε‖H2(Ωr) ≤ Cˆr
(‖∆uε‖L2(Ω) + ‖uε‖L2(Ω)) ,
which yields (5.13). By a diagonal sequence argument, we can extract a sequence (uεn)n≥1 and
a function u∗ : Ω \ {0} → C such that (uεn)n≥1 converges to u∗ in H1(Ωr) for 0 < r < ε0.
It then results the following two inequalities,
‖u∗‖2L2(Ωr) = limn→+∞ ‖uεn‖
2
L2(Ωr)
≤ 1 ,
and
lim inf
ε→0+
λε(h,Ω) ≥ lim inf
n→+∞ λεn(h,Ω) ≥ lim infn→+∞ ‖(∇− ihFAB)uεn‖
2
L2(Ωr)
= ‖(∇− ihFAB)u∗‖2L2(Ωr) .
Sending r to 0 and using monotone convergence, we deduce that ‖u∗‖L2(Ω) ≤ 1, u∗ ∈ H1hFAB(Ω)
and
lim inf
ε→0+
λε(h,Ω) ≥ ‖(∇− ihFAB)u∗‖2L2(Ω) ≥ λAB(h,Ω)‖u∗‖2L2(Ω) . (5.14)
Let us prove that
lim sup
n→+∞
(
1
r2
‖uεn‖2L2(D(0,r)\D(0,εn))
)
< +∞ . (5.15)
The inequality in (5.15) results immediately from (5.12) and Lemma 3.7; in fact(
hα(h)
2πr
)2
‖uεn‖2L2(D(0,r)\D(0,ε)) ≤ ‖(∇− ihFAB)uεn‖2L2(D(0,r)\D(0,ε)) ≤ λε(h) .
It now results from (5.15)
‖uεn‖2L2(Ωr) = 1− ‖uε‖2L2(D(0,r)\D(0,εn)) ≥ 1− C˜r2 ,
where C˜ > 0 is independent from r and εn; consequently,
‖u∗‖2L2(Ωr) = limn→+∞ ‖uεn‖
2
L2(Ωr)
≥ 1− C˜r2 .
Sending r to 0, we get by monotone convergence that ‖u∗‖2L2(Ω) ≥ 1. Inserting this into (5.14),
we get
lim
ε→0+
λε(h,Ω) ≥ λAB(h,Ω) (h 6∈ 2πZ) .
Collecting this inequality, (5.12) and (5.10), we get (5.11) for h 6∈ 2πZ.
Step 4.
Let us prove that λAB(h,Ω) > 0 for h ∈ (0, 2π). Choose r > 0 so that D(0, r) ⊂ Ω. Suppose
that λAB(h) = 0. By the min-max principle and [27, Prop. 2.1], we write (u ∈ H1hFAB(Ω;C) is
the normalized ground state of λAB(h,Ω))
0 = λAB(h,Ω) ≥ λAB(h,D(0, r))
∫
D(0,r)
|u|2 dx ≥ α(h)
4r2
∫
D(0,r)
|u|2 dx ,
with α(h) > 0 for h ∈ (0, 2π), see (3.5). Hence, u = 0 on D(0, r); by the min-max principle and
the diamagnetic inequality,
0 = λAB(h,Ω) ≥ λN,D(Ω \D(0, r))
∫
Ω\D(0,r)
|u|2 dx ,
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where λN,D(Ω \D(0, r)) > 0 is the eigenvalue of the Laplace operator with Neumann condition
on ∂Ω and Dirichlet condition on ∂D(0, r). This proves that u = 0 on Ω \ D(0, r) too and
contradicts the fact that u is a normalized eigenfunction of λAB(h,Ω).
Step 5.
As mentioned above, that λAB(h) is 2π-periodic follows from (5.9) and (5.11). By Step 4,
λAB(h,Ω) = 0 iff h ∈ 2πZ.
To finish the proof of Theorem 1.4, it remains to show that λAB(h,Ω) is continuous at every
h0 ∈ [0, 2π). If h0 ∈ (0, 2π), the result is a simple application of the min-max principle, since,
in some neighborhood I0 ⊂ (0, 2π) of h0, the space H1hFAB(Ω;C) is simply D0 = H1(Ω;C) ∩
L2(Ω;C; |FAB|2 dx) (see Remark 3.8). Consequently, the following inequality2∣∣∣∣
∫
Ω
|(∇− ihFAB)u|2 dx−
∫
Ω
|(∇− ih0FAB)u|2 dx
∣∣∣∣
≤ |h− h0|1/2
∫
Ω
(|(∇− ih0FAB)u|2 + 2|h− h0| |FABu|2) dx (h ∈ I0, uD0) ,
yields3 lim
h→h0
λAB(h,Ω) = λAB(h0,Ω).
So we treat the case h0 = 0; we would like to prove that
lim
h→0+
λAB(h,Ω) = 0 . (5.16)
For all ε ∈ (0, ε0) and p ∈ (0, 1), we introduce the following quasi-mode
wε(x) =


1 if |x| ≥ √ε(
|x|√
ε
)p
if |x| < √ε
.
The min-max principle and a straight forward computation yields
0 < λAB(h) ≤
‖(∇− ihFAB)wε‖2L2(Ω)
‖wε‖2L2(Ω)
≤ C0(p+ h2 + ε) ,
for some constant C0 independent of h ∈ (0, 2π); sending ε, p and h to 0+, we get (5.11). 
Proof of Theorem 1.7.
Step 1.
The non-monotonicity of the function h 7→ λ(hFε,Ω) results from Theorem 1.4 and
lim
ε→0+
λ(hFε,Ω) = λAB(h,Ω) . (5.17)
Step 1.1. We prove the inequality
lim sup
ε→0+
λ(hFε,Ω) ≤ λAB(h,Ω) . (5.18)
We start with the case where h 6∈ 2πZ. The magnetic Sobolev space H1hFAB(Ω;C) is embedded
in H1(Ω;C) ∩ L2(Ω; |FAB|2dx) by Remark 3.8. In which case, we can use a normalized ground
state u of λAB(h,Ω) and write
λε(hFε,Ω) ≤
∫
Ω
|(∇− ihFε)u|2 dx =
∫
Ωε
|(∇− ihFAB)u|2 dx+
∫
D(0,ε)
|(∇− ihFε)u|2 dx .
2 It results from Cauchy’s inequality 2|ab| ≤ δa + δ−1b with δ = |h − h0|, a = (∇ − ih0FAB)u and b =
(h− h0)FABu.
3‖FABu‖
2
L2(Ω) ≤ Ch0‖u‖
2
L2(Ω) + ‖(∇− ih0FAB)u‖
2
L2(Ω), by Remark 3.8.
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We used that Fε = FAB on Ωε = Ω\D(0, ε); also on D(0, ε), we have the inequality |Fε| ≤ |FAB|.
Thus, by monotone convergence and Remark 3.8, we get
lim
ε→0+
∫
Ωε
|(∇− ihFAB)u|2 dx = lim
ε→0+
∫
D(0,ε)
|(∇− ihFε)u|2 dx = 0 ,
which allows us to get (5.18).
We still have to prove (5.18) in the case where h ∈ 2πZ. In which case λAB(h,Ω) = 0 by
Theorem 1.4. We use the trial state wε in (5.5) and write
λε(hFε,Ω) ≤ ‖(∇− ihFε)wε‖
2
2
‖wε‖22
≤ πp+ (2π)
−2p−1εp
|Ω|(1− πε) .
Taking the successive limits ε→ 0+ and p→ 0+, we get (5.18).
Step 1.2. We prove the inequality
lim inf
ε→0+
λ(hFε,Ω) ≥ λAB(h,Ω) . (5.19)
This inequality is trivial in the case where h ∈ 2πZ, because λAB(h,Ω) = 0 by Theorem 1.4. So
we handle the case where h 6∈ 2πZ. Let uε be a normalized ground state of λ(hFε,Ω). Since
Fε = FAB on Ωε = Ω \D(0, ε), we write by the min-max principle
λ(hFε,Ω) ≥ λε(h,Ω)
∫
Ωε
|uε|2 dx , (5.20)
where λε(h,Ω) is the eigenvalue introduced in (5.8), which satisfies lim
ε→0+
λε(h,Ω) = λAB(h,Ω).
Arguing as in the proof of Theorem 1.4, Step 3, we can extract a function u∗ ∈ H1hFAB(Ω;C), with
L2-norm equal to 1, and a sequence (εn) that converges to 0 so that uεn → u∗ in H1loc(Ω\{0};C).
Consequently, we infer (5.19) from (5.20).
Step 2.
If n is even and hn = πn, then by (5.17) and Theorem 1.4, lim
ε→0+
λ(hnFε,Ω) = 0. Thus, given
κ > 0, we can write λ(hnFε,Ω) < κ
2 for ε sufficiently small. But this yields that the minimizers
of the functional in (1.13) are non-trivial.
If n is odd, then by (5.17) and Theorem 1.4, lim
ε→0+
λ(hnFε,Ω) = λAB(π,Ω) > 0. Consequently,
given κ such that 0 < κ2 < (1+C∗(Ω))−1λAB(π,Ω), we can write κ2 < (1+C∗(Ω))−1λ(hnFε,Ω)
for ε sufficiently small. Now, we can repeat the argument of Theorem 1.2 and write, for any
critical point (ψε,Aε = aε + Fε)κ,hn ,
0 ≥ −κ
2
2
‖ψε‖44 = ‖(∇− ihnFε)ψε‖22 − κ2‖ψε‖22 +
κ2
2
‖ψε‖44 − h2n‖aεψε‖22 − 2h2n‖curl aε‖22
≥ (λ(hnFε,Ω)− κ2 − C∗(Ω)κ2)‖ψε‖22
which in turn yields that ‖ψε‖22 = 0. 
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