Introduction
The AURA (Advanced Uncertain Reasoning Architecture) project aims to develop a new class of architectures supporting high-performance knowledge based systems, particularly in real-time applications. The project commenced in August 1994 and builds on earlier work in the development of ADAM (Advanced Distributed Associative Memory) 1, 2 by the Advanced Computer Architecture Group at York.
Many of the problems being addressed in AURA are driven by the Mission System requirements, for example in future generations of aircraft. These requirements entail significant performance improvements in command and control functions such as data fusion, situation assessment, and sensor management.
The architectures under investigation offer a true integration of symbolic and neural network styles of reasoning in a unified framework. In AURA, the basic functional blocks are neural networks which can perform symbolic reasoning, as well as the pattern processing functions normally associated with neural networks. A further feature of the approach is that a powerful partial-match mechanism supports uncertain reasoning.
A central theme in the AURA approach concerns the development of techniques which allow inferences, expressed as production rules (or predicates), to be implemented as associative mappings. We are also considering specific features required in real-time applications, such as anytime functionality. An anytime algorithm is "an iterative refinement algorithm that can be interrupted and asked to provide an answer at any time." 3 There are several possible ways in which the AURA architecture can be used in the design of a knowledge based system. One of the simpler possibilities is to use AURA as a component or subsystem of a larger KBS.
In that case, the high-speed search abilities of AURA would complement many different styles of KBS. However, AURA also forms a basis for a new class of architectures, which perform reasoning tasks using associative mapping as the principal operational concept.
Associative Mappings
An associative mapping has been defined as a transformation between (typically input and output) patterns or equivalent vectorial representation. Associative mappings are viewed as optimal when the transformation minimises the effect of noise or other imperfections present in the input pattern. Under certain conditions (i.e. orthonormality of input patterns) it can be shown that correlation matrix memory (see below) implements optimal associative mappings.
Correlation Matrix Memory
The architecture under development implements associative mappings using a particular class of neural networks. These networks are based on binary correlation matrix memory (CMM), which stores information in the form of binary-valued weights in a two-dimensional array as shown below in Figure 1 . To form an associative mapping, binary input and output patterns are presented simultaneously at the edges of the array, and binary weights are set in the array at the row and column positions where both input and output patterns contain a binary '1'. The array is used to form multiple associative mappings. Successive presentations of input and output patterns result in further weights being set in the array, though existing set weights remain unaltered in this process. Thus, some weights become shared by two or more associative mappings.
Associative mappings are invoked during recall, when an input pattern alone is presented. The array of weights can be regarded as a matrix which, when multiplied by the input pattern (vector), produces a "sum" vector of positive integers. Finally, a thresholding operation is used to recover the original binary output pattern, which completes the mapping. Note that correct recall is possible even for imperfect input patterns, as in Figure 1b .
Binary CMMs are capable of very high speed associative learning and recall. The AURA project is developing methods which avoid problems of unreliable recall, which were previously associated with this type of network. Binary CMMs also support partial-match queries, where the query may be an inexact specification of the expression originally used to form the associative mapping.
Symbolic Reasoning based on Associative Mappings
Associative mappings have many potential applications in information systems, and particularly in knowledge based systems. Such mappings can be used to represent database tuples and relations. They can also represent the "antecedent-consequent" mapping needed for production rules and formulae in first order logic. They have already been used to represent frame-based knowledge, 5 and to implement multiple-hypothesis generation, similarity matching, and hypothesis selection in an experimental system.
Associative mappings also offer a promising approach to the represention and comparison of other knowledge structures. For example, associative mappings could be used to represent "cases" in a case-based reasoning system. 6 The AURA implementation of associative mappings has additional advantages here because of the very general type of partial match supported. AURA implicitly supports a combinatorial partial match, which succeeds if any X elements from Y of the two patterns are found to match (where: 1 ≤ X ≤ Y). This provides a very efficient mechanism for selecting those "cases" which "best" match the input to the system.
An Example of Anytime Processing using AURA
The way a task is represented can be a major factor in achieving anytime functionality. For example, a typical problem in mission systems such as object identification, could be expressed as a process of iterative refinement on the set of all possible solutions. Each subsequent refinement step would improve the solution, tending to reduce the size subset still containing the actual solution. This type of process may be interrupted at any time, and the most recent solution adopted as the best achievable in the time allocated.
To illustrate how this might be achieved using AURA, suppose we wish to implement an object classification system operating in real-time with anytime functionality. Such a system could form part of a mission system performing fusion of target data from multiple sensors, and classifying targets based on this data. The basic idea would be to use a CMM to store an associative mapping for each possible object classification. Each mapping would take the following form: a set of expected attributes for a particular object class would be associated with a class identifier (label). Sets of attributes for unknown objects are acquired in real-time, and the quality of available information for a given object tending to improve over time. However, in a realistic setting, an objects' attributes will often be missing or erroneous.
The partial matching ability in AURA can be used to find the closest matching class for an incomplete and noisy attribute set. In general, such a partial match will produce several possible class identifiers, which can be interpreted as a set of multiple hypotheses. One of these hypotheses will normally be the true object class. By maintaining the multiple hypothesis set until more information becomes available, the set can be refined until it becomes the singleton containing the true class. Note that at any stage during this refinement process, the computation can be interrupted to obtain the current set of identity hypotheses. In practice, each hypothesis could also be weighted according to likelihood, for example using prior probabilities.
Summary
The AURA project aims to develop new architectures for integrated symbolic and sub-symbolic (pattern) processing. These architectures will be based on a class of neural network called binary correlation matrix memory (CMM). The approach adopted supports optimal associative mappings, which are robust in the presence of noisy or imperfect inputs, and offer considerable flexibility in the representation of knowledge. An example of how AURA can provide anytime functionality in real-time identification has been described.
