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3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
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hermitiens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
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5.5.2 Définition du schéma hermitien (HB) pour le problème de Poisson
dans Ω = (a, b)3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
5.5.3 Exemples d’approximations de ∂u∂n sur ∂Ω . . . . . . . . . . . . . 165
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Introduction générale
La conception de schémas aux différences compacts d’ordre elevé pour l’équation de
Laplace dans un carré ou dans un cube est un thème classique en Mathématiques Ap-
pliquées et calcul scientifique. Les livres [10], [15], [20], [21], [24], [29], [33] traitent ce
problème comme une question éducative de base sur les méthodes numériques. Ces
dernières années, on a noté un regain d’intérêt sur cette question. On renvoie à [11]
pour une technique d’utilisation d’un solveur rapide dans la résolution de quelques
problèmes elliptiques non séparables. Dans [38] un schéma différence finie compact
d’ordre quatre est utilisé avec un algorithme multigrille pour la résolution de l’équation
de Poisson en trois dimensions. L’algorithme dans [8] est basé sur un solveur utilisant
la décomposition de la solution en une partie analytique et autre spectrale, cet algo-
rithme est optimal dans des cas particuliers. Dans [36], un schéma compact utilisant
la procédure multigrille V-cycle et l’extrapolation de Richardson donne une précision
d’ordre six pour la solution sur la grille grossière. On envoie à [30] pour quelques uti-
lisations de solveur de Poisson rapide dans l’étude des Streamers, quelques limitations
de schéma différence finie standard sont mentionnées à la fin de cet article.
Au dela du design de schémas numériques particuliers, qui traitent de la précision et
de la stabilité, la nécessité d’un solveur rapide efficace est un point crucial pour les
calculs pratiques. Sur cette question on renvoie à [5]. L’utilisation de tels solveurs dans
des géométries canoniques reste essentiel dans les codes de calcul en physique. Des
exemples sont la mécanique des fluides (Equations de Navier-Stokes compressibles et
incompressibles), [4], [16], [18], l’équation de Helmholtz [7], [9], les calculs en astrophy-
sique, [28], en géophysique [34].
Dans cette thèse, on introduit un schéma compact d’ordre quatre sur une grille cartésienne
pour le problème de Poisson dans un carré et dans un cube, dont le design est basé sur
le travail préléminaire de Croisille [12]. On appelle le schéma “schéma bôıte hermitien”
dans la suite car il combine une approche volumes finies (bôıte) avec un calcul her-
mitien de la dérivée comme dans les méthodes mixtes. Il fournit par construction une
1
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approximation de u et ∇u. De plus seulement les moyennes du terme source f(x, y)
sont utilisées au lieu des valeurs ponctuels f(xi, yj). C’est une propriété interessante
dans l’approximation de problèmes en electromagnétisme.
La partie essentielle du mémoire a consisté en la mise au point d’une procédure de
résolution rapide utilisant la décomposition de la matrice du schéma en une somme
d’une matrice diagonale (dans une base spectrale) et d’une matrice auxilliaire de rang
petit. La résolution est effectuée par un algorithme de résolution directe utilisant la
formule de Sherman-Morrison-Woodbury et la FFT (voir [6] ou [3] pour un contexte
différent). De plus on a poussé l’implémentation jusqu’à la mise en oeuvre en 3 di-
mensions dans un cube, afin de prouver l’intérêt de la méthode proposée pour les
applications.
Plan et présentation des résultats
Chapitre 1 : Algèbre des schémas aux différences sur Ω = (a, b)
Dans ce chapitre nous introduisons les notations utilisées dans la thèse. On introduit
la notion de fonction de grille qu’on utilise comme modèle de fonction discrète aux
noeuds du maillage. On rappelle aussi quelques opérateurs aux différences usuels. Pour
approcher les moyennes sur les cellules de maille on introduit l’opérateur de Simpson.
Nous rappellons ainsi quelques notations vectorielles et matricielles nécessaires pour la
construction des schémas bôıte. On présente les propriétés importantes des valeurs et
vecteurs propres de la matrice de Laplace T (opérateur à trois points), qui joue un rôle
fondamental dans les algorithmes de résolution rapide des schémas.
Chapitre 2 : Schémas bôıte hermitiens en dimension 1
Dans ce chapitre, nous rappellons la notion de schéma bôıte de Keller pour l’équation de
Poisson en dimension 1. On rappelle aussi le schéma bôıte en dimension 1 introduit par
J.P. Croisille [12] qui par construction utilise des approximations d’ordre 1 des dérivées
au bord. Ce schéma (appelé HB1) possède une matrice H1 diagonalisable dans la base
de vecteurs propres de la matrice du Laplacien T . En pratique, on observe un ordre 2
de convergence pour la solution et sa dérivée. On propose ensuite sur le même principe
un schéma bôıte d’ordre plus elevé qui utilise des approximations d’ordre 3 des dérivées
au bord. On donne une forme matricielle générale du schéma bôıte pour le problème
de Poisson en dimension 1. On en déduit la matrice du nouveau schéma bôıte obtenu
(appelé HB2). La matrice H2 associée au schéma HB2 s’écrit comme sommme d’une
matrice diagonale et d’une matrice de petit rang. Des résultats numériques montrent
que ce schéma est d’ordre 4 pour la solution et sa dérivée. Les courbes de convergence
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données à la fin de ce chapitre illustrent l’intérêt du nouveau schéma HB2 par rapport
au schéma HB1 et au schéma différence finie classique à trois points (appelé DF2).
Chapitre 3 : Schémas bôıte hermitiens sur géométrie cartésienne
On présente une généralisation en deux dimensions de la construction du schéma bôıte
1D pour le problème de Poisson sur un maillage carré. Après avoir rappelé les opérateurs
aux différences et les notations algébriques et vectorielles nécessaires, on introduit un
nouveau schéma de type bôıte hermitien sur une grille cartésienne pour le problème
de Poisson sur un carré. On observe un ordre de convergence de 4 pour la solution et
son gradient. L’effort principal a porté sur la conception d’une procédure de résolution
rapide basée sur la décomposition de la matrice associée comme une somme d’une ma-
trice diagonale (dans une base convenable) et une matrice de petit rang. On présente
ainsi une procédure de résolution rapide basée sur la formule de Sherman-Morrison-
Woodbury. Des résultats numériques montrent la convergence d’ordre 4 de ce schéma
en normes L2 et L∞ discrètes.
Chapitre 4 : Algorithmes de type bôıte hermitien
On introduit deux types d’algorithmes utilisant les schémas bôıte hermitiens en dimen-
sion 2 sur un maillage cartésien dans un carré.
• La première application concerne certains problèmes elliptiques non séparables. La
méthode itérative proposée utilise les méthodes de “shift” et de “scaling” de Concus
[11]. On présente trois algorithmes itératifs qui utilisent comme solveur de base les
schémas pour le problème de Poisson précédemment définis. Le premier algorithme
utilise le schéma HB1, le deuxième utilise le schéma HB2 et le troisième algorithme
utilise le schéma HB1 dans l’initialisation et le schéma HB2 pour les itérations. Ce
dernier algorithme est très intéressant lorsque la solution à calculer est oscillante. On
présente plusieurs résultats numériques prouvant l’efficacité des algorithmes proposés.
• La deuxième application concerne la méthode LDC introduite par W. Hackbusch
[22]. L’algorithme proposé dans cette partie utilise seulement deux niveaux de grille
et le domaine de raffinnement a été choisi a priori. La grille grossière ΩH qui est
une discrétisation de tout le domaine de calcul Ω et une grille fine Ωhl qui est une
discrétisation d’un sous-domaine Ωl ⊂ Ω où la solution est supposée posséder de forts
gradients. Le travail est inspiré de celui d’Anthonissen [2] qui utilise cette technique
avec le schéma de Laplace cinq points. Ici, on utilise cette méthode avec le schéma
HB2. Une interpolation spline P h,H est utilisée en dimension 2 pour obtenir des va-
leurs artificielles sur l’interface Γ entre la grille grossière et la grille fine. Des résultats
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numériques montrent l’intérêt de la méthode LDC combinée avec le schéma HB2.
Chapitre 5 : Schémas bôıte hermitiens en dimension 3
Le but de ce chapitre est d’obtenir un nouveau schéma bôıte pour le problème de Poisson
en dimension 3. La difficulté principale concerne l’obtention de la forme matricielle des
vecteurs correspondant aux conditions de bord. Après avoir obtenu la forme matricielle
générale du schéma bôıte en 3D pour le problème de Poisson, on donne un algorithme
de résolution des schémas bôıte HB1 et HB2. Le code de calcul est effectué en Matlab.
Comme en dimension 2, les schémas HB1 et HB2 sont respectivement d’ordre 2 et 4
pour la solution et son gradient.
Chapitre 1
Algèbre des schémas aux
différences sur Ω = (a, b)
1.1 Fonctions de grille
On considère un intervalle Ω = (a, b), a < b, de longueur L = b − a. Les lettres latines
sont utilisées pour des fonctions continues, comme u(x), v(x), x ∈ Ω. En général, nos
fonctions seront à valeurs réelles, de sorte que le produit scalaire dans L2(Ω) est donné
par
(u, v) =
∫ b
a
u(x)v(x)dx. (1.1)
La norme sur L2(Ω) est donnée par
‖u‖L2(Ω) = (u, u)1/2 =
( ∫ b
a
u2(x)dx
)1/2
. (1.2)
La norme sur L∞(Ω) est
‖u‖L∞(Ω) = sup
a≤x≤b
|u(x)|. (1.3)
On considère une grille différences finies régulière,
a = x0 < x2 < ... < xN−1 < xN = b, (1.4)
où
xi = a + ih, i = 0, 1, ..., N, h =
b − a
N
. (1.5)
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b bb bbc bc
h
x0 x1 x2 · · · · · · xN−2 xN−1 xN
Fig. 1.1: Grille en dimension 1. Les deux points de bord sont x0, xN (notés par “◦”).
Les points xi, i = 1, · · · , N − 1 sont les points intérieurs (notés par “•”).
Les points intérieurs sont les points x1, x2, · · · , xN−1. Les deux points de bord sont
x0 et xN (figure 1.1).
On discrétise une fonction donnée u(x) par des valeurs appropriées définies aux points
de grille. Nous distinguons deux niveaux de représentation des fonctions aux points de
grille.
(i) Si u(x) est une fonction donnée sur Ω = (a, b), on note u∗ la fonction de grille définie
par u∗i = u(xi), soit
u∗ = (u0, u1, ..., uN ). (1.6)
Du manière générale, une fonction de grille est une fonction définie sur la grille discrète
{xi}Ni=0. Lorsqu’une fonction de grille est considérée avec h > 0, fixé (h =
L
N
), elle
s’identifie avec les valeurs qu’elle prend aux points x0, x1, ..., xN ,
u = (u0, u1, ..., uN ). (1.7)
On note par l2h l’espace des fonctions de grille, avec h > 0 fixé. Cet espace est muni
d’un produit scalaire et d’une norme associée
(u, v)h = h
N∑
j=0
ujvj , |u|2h = h
N∑
j=0
u2j . (1.8)
Le sous-espace des fonctions de grille ayant des conditions au bord nulles en x0 = a et
xN = b, est notée par l
2
h,0. Pour des fonctions de grille u, v ∈ l2h,0 on a
(u, v)h = h
N−1∑
j=1
ujvj. (1.9)
On définit aussi la norme max pour une fonction de grille u
‖u‖∞ = max
0≤i≤N
|ui|. (1.10)
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(ii) On note par des lettres capitales les vecteurs et matrices dans les espaces vectoriels
réels. U ∈ RN+1 est
U = [u0, u1, u2, ..., uN ]
T ∈ RN+1. (1.11)
La norme euclidienne dans RN+1 est notée par |U |. Pour A ∈ MN+1(R), matrice réelle
d’ordre N + 1, on note
|A|2 = sup
U 6=0
|AU |
|U | . (1.12)
Si A est symétrique, alors |A|2 = ρ(A), où ρ(A) est le rayon spectral de A,
ρ(A) = max
i
|λi|, (1.13)
où les λi sont les valeurs propres de A. La norme sup de U ∈ RN+1 est
‖U‖∞ = max
0≤i≤N
|Ui|. (1.14)
La norme induite sur MN+1(R) est
‖A‖∞ = sup
U 6=0
|AU |∞
|U |∞
= max
1≤i≤N+1
N+1∑
j=1
|Ai,j|. (1.15)
La distinction entre fonctions de grille et vecteurs a plusieurs avantages. D’abord, elle
permet de faire une disctintion claire entre les deux classes d’opérateurs :
• Opérateurs aux différences finies, qui agissent naturellement sur des fonctions de
grille.
• Matrices qui agissent naturellement sur des vecteurs.
Les fonctions de grille contiennent toutes les échelles nécessaires dans le contexte phy-
sique, alors que les vecteurs sont sans dimension. De plus, le raisonnement au niveau
discret est plus naturel avec les fonctions de grilles. Il s’effectue d’une façon abstraite
à l’aide d’opérateurs aux différences. Par contre le codage effectif est effectué dans le
cadre de l’algèbre linéaire.
1.2 Opérateurs aux différences
On introduit quelques opérateurs aux différences usuels qui agissent sur des fonctions
de grille.
• Dérivée centrée
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L’opérateur δx est défini par
δxuj =
uj+1 − uj−1
2h
, 1 ≤ j ≤ N − 1. (1.16)
On le prolonge en j = 0, j = N par δxu0 = δxuN = 0.
• Dérivées décentrées
Les opérateurs δ+x et δ
−
x sont définis par



δ+x uj =
uj+1 − uj
h
, 0 ≤ j ≤ N − 1,
δ−x uj =
uj − uj−1
h
, 1 ≤ j ≤ N.
(1.17)
On les prolonge en j = 0, j = N par δ+x u0 = 0, δ
−
x uN = 0.
• Laplacien à trois points
Le laplacien à trois points est
δ2xuj =
uj+1 + uj−1 − 2uj
h2
, 1 ≤ j ≤ N − 1. (1.18)
On le prolonge en j = 0, j = N par δ2xu0 = δ
2
xuN = 0.
Proposition 1.1. Soit u(x) ∈ C4(Ω) et u∗ sa fonction de grille correspondante. On a
− δ2xu∗i + u′′(xi) = −
h2
4!
(
u(4)(ηi) + u
(4)(ςi)
)
, ηi, ςi ∈ (xi−1, xi+1). (1.19)
Preuve. On note t ∈ l2h,0 la fonction de grille “troncature”,
t(xi) = −δ2xu∗i + u′′(xi), i = 1, ..., N. (1.20)
On estime t(xi) à l’aide de la formule de Taylor-Lagrange de la façon suivante. En
développant u(xi + h) et u(xi − h), 1 ≤ i ≤ N − 1, on obtient
u(xi + h) = u(xi) + hu
′(xi) +
h2
2!
u′′(xi) +
h3
3!
u(3)(xi) +
h4
4!
u(4)(ηi), (1.21)
et
u(xi − h) = u(xi) − hu′(xi) +
h2
2!
u′′(xi) −
h3
3!
u(3)(xi) +
h4
4!
u(4)(ςi), (1.22)
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avec ηi ∈ (xi, xi + h) et ςi ∈ (xi − h, xi). Donc,
t(xi) = −
u(x + h) + u(x − h) − 2u(x)
h2
+ u′′(xi)
= −h
2
4!
(
u(4)(ηi) + u
(4)(ςi)
)
, 1 ≤ i ≤ N − 1.

• Opérateur de Simpson σx
L’opérateur σx est défini par
σxuj =
1
6
uj−1 +
2
3
uj +
1
6
uj+1, 1 ≤ j ≤ N − 1. (1.23)
On le prolonge au bord par σxu0 = σxuN = 0.
Proposition 1.2. On suppose ici que u(x) est au moins de classe C4. Sur un intervalle
[xi − h, xi + h], l’erreur ei(h) commis par l’approximation de Simpson définie par
ei(h) =
1
6
u(xi − h) +
2
3
u(xi) +
1
6
u(xi + h) −
1
2h
∫ xi+h
xi−h
u(x)dx, (1.24)
est tel que
ei(h) = O(h4). (1.25)
Preuve. En utilisant la formule de Taylor-Lagrange on obtient



u(xi + h) = u(xi) + hu
′(xi) +
h2
2
u′′(xi) +
h3
6
u′′′(xi) +
h4
24
u(4)(ςi), ςi ∈ (xi, xi + h),
u(xi − h) = u(xi) − hu′(xi) +
h2
2
u′′(xi) −
h3
6
u′′′(xi) +
h4
24
u(4)(ηi), ηi ∈ (xi − h, xi),
(1.26)
donc
1
6
u(xi−1) +
2
3
u(xi) +
1
6
u(xi+1) = u(xi) +
h2
6
u(2)(xi) +
h4
144
[u(4)(ηi) + u
(4)(ςi)]. (1.27)
Pour x ∈ [xi−1, xi+1] en utilisant à nouveau la formule de Taylor-Lagrange on obtient
u(x) = u(xi) + (x − xi)u′(xi) +
(x − xi)2
2
u(2)(xi) +
(x − xi)3
6
u(3)(xi) + ... (1.28)
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En intégrant (1.28) sur [xi−1, xi+1] on obtient
∫ xi+1
xi−1
u(x)dx =
∫ xi+1
xi−1
(
u(xi) + (x − xi)u′(xi) +
(x − xi)2
2
u(2)(xi) +
(x − xi)3
6
u(3)(xi) + ...
)
= 2hu(xi) +
h3
3
u(2)(xi) + O(h5),
donc
1
2h
∫ xi+1
xi−1
u(x)dx = u(xi) +
h2
6
u(2)(xi) + O(h4). (1.29)
Il résulte de (1.27) et (1.29) que
1
6
u(xi−1) +
2
3
u(xi) +
1
6
u(xi+1) −
1
2h
∫ xi+1
xi−1
u(x)dx = O(h4), (1.30)
d’où le résultat annoncé. 
1.3 Notations vectorielles et matricielles
Les notations vectorielles et matricielles utilisées sont les suivantes :
• Notations vectorielles
On considère les fonctions de grille u = [u0, u1, ..., uN ]
T . On note par U ∈ R(N−1) le
vecteur correspondant aux points intérieurs
U = [u1, u2, ..., uN−1]
T , (1.31)
et par Ũ ∈ R(N+1) le vecteur correspondant aux points intérieurs et aux points de bord
Ũ = [u0, u1, u2, ..., uN ]
T . (1.32)
On note (ej)1≤j≤N−1 la base canonique de R
N−1,
ej = [δ1j , δ2j , ..., δNj ]
T , (1.33)
où δij désigne le symbole de Kronecker :
δij =
{
1, si i = j,
0, si i 6= j.
(1.34)
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Le produit scalaire canonique de RN−1 est noté
< x, y >=
N−1∑
i=1
xiyi, x, y ∈ RN−1. (1.35)
• Opérateur vec1
Définition 1. Soient v = (vi)0≤i≤N ∈ l2h une fonction de grille et (ei)1≤i≤N−1 la base
canonique de R(N−1) définie en (1.33). On définit l’opérateur vec1 par
vec1 : L
2
h −→ R(N−1)
v −→ V = vec1(v)
avec
vec1(v) =
N−1∑
i=1
eivi. (1.36)
Matriciellement, l’opérateur vec1 crée à partir d’une fonction de grille v = (vi)0≤i≤N ,
un vecteur de taille (N − 1) formé des points intérieurs de v (c’est-à-dire les points
(vi)1≤i≤N−1). On peut écrire
V = vec1(v) = vec1[vi]1≤i≤N−1 = [v1, v2, .., vN−1]
T ∈ R(N−1). (1.37)
• Matrice de l’opérateur aux différences centrées
Pour u ∈ l2h,0 on peut aisément voir que
δxuj =
1
2h
(Ku)j , (1.38)
où K = (Ki,m)1≤i,m≤N−1 est la matrice antisymétrique donnée par
Ki,m =
{
sign(m − i), si |m − i| = 1,
0, si |m − i| 6= 1,
(1.39)
ou encore
K =


0 1 0 . . . 0
−1 0 1 . . . 0
...
...
... . . .
...
0 . . . −1 0 1
0 . . . 0 −1 0


(1.40)
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• Matrice du Laplacien centré
En agissant sur les fonctions de grille u ∈ l2h,0, la matrice T correspondant à l’opérateur
de Laplace à trois points, −h2δ2x, est la matrice symétrique définie positive définie par
Ti,m =



2, si |m − i| = 0,
−1, si |m − i| = 1,
0, si |m − i| ≥ 2,
(1.41)
c’est-à-dire
T =


2 −1 0 . . . 0
−1 2 −1 . . . 0
...
...
... . . .
...
0 . . . −1 2 −1
0 . . . 0 −1 2


∈ MN−1(R). (1.42)
Les vecteurs propres et les valeurs propres de la matrice T jouent un rôle important
dans la suite.
Proposition 1.3. Les vecteurs propres (Zk)1≤k≤N−1 et les valeurs propres (λk)1≤k≤N−1
de la matrice T sont



Zkj =
(
2
N
)1/2
sin(
kjπ
N
), 1 ≤ j ≤ N − 1, (a)
λk = 4 sin
2(
kπ
2N
). (b)
(1.43)
Preuve. On considère le problème
{
−δ2xzkj − λkzkj = 0, 1 ≤ j ≤ N − 1, (a)
zk0 = z
k
N = 0, (b)
(1.44)
où zkj représente la j-ème composante du vecteur propre z
k, k = 1, 2, ..., N −1, et δ2x est
donné en (1.18). L’équation (1.44) s’écrit
zkj−1 − 2 cos θkzkj + zkj+1 = 0, (1.45)
où θk est défini en fonction de λk par
λk = −2 + 2 cos θk. (1.46)
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La solution générale de (1.45) est (récurrence à 3 points)
zkj = c1 cos(jθk) + c2 sin(jθk), (1.47)
où c1 et c2 sont des constantes arbitraires. La condition (1.44)b entrâıne c1 = 0 et
θk = π
k
N , de sorte que



zk =
[
sin
πk
N
, sin
2πk
N
, ..., sin
(N − 1)πk
N
]T
,
λk = 4 sin
2
(
kπ
2N
)
.
(1.48)
On en déduit (1.43)b. On vérifie que
< zk, zl >=
N
2
δkl, (1.49)
δki est le symbole de kronecker (1.34). En notant Z
k ∈ RN−1 le vecteur de composantes
Zkj =
(
2
N
)1/2
zkj , 1 ≤ k ≤ N − 1, (1.50)
et on a
< Zk, Z l >= δkl, (1.51)
on obtient (1.43)a. 
D’après (1.51), les vecteurs (Zk)1≤k≤N−1 forment une base orthonormale de R
N−1.
Tout vecteur V ∈ RN−1 se décompose donc sur (Zk)1≤k≤N−1 sous la forme
V =
N−1∑
k=1
vkZ
k, (1.52)
avec
vk =< v,Z
k >, k = 1, 2, ..., N − 1. (1.53)
On introduit la matrice de passage de la base (ek)1≤k≤N−1 à la base des vecteurs
propres (Zk)1≤k≤N−1, notée Z. Cette matrice est symétrique orthonormale cas toutes
ses colonnes sont orthonormales d’après (1.49) donc on a
Z−1 = ZT = Z. (1.54)
On a
T = ZΛZ, (1.55)
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où Λ = diag(λ1, ..., λN−1) est la matrice diagonale formée des valeurs propres de T
données en (1.43)b.
Corollaire 1.3.1. La matrice T vérifie



‖T‖2 = 4 + O(
1
N2
), (a)
‖T−1‖2 =
π2
N2
+ O( 1
N4
). (b)
(1.56)
Preuve. La matrice T est symétrique donc
‖T‖2 = maxλk
1≤k≤N−1
= sin2
(
(N − 1)π
2N
)
. (1.57)
On a
sin2
(
(N − 1)π
2N
)
= 1 − cos2
(
(N − 1)π
2N
)
. (1.58)
Or
cos
(
(N − 1)π
2N
)
= cos(
π
2
− π
2N
) = sin(
π
2N
), (1.59)
on a sin(x) = x − x
3
6
+ ..., ce qui donne
x − x
3
6
≤ sin x ≤ x. (1.60)
Donc,
1 −
(
π
2N
)2
≤ sin2
(
(N − 1)π
2N
)
≤ 1 −
(
π
2N
− 1
6
( π
2N
)3)2
. (1.61)
On déduit de (1.61)
4 sin2
(
(N − 1)π
2N
)
= 4 − π
2
N2
+ O( 1
N4
), (1.62)
alors
‖T‖2 = 4 + O(
1
N2
). (1.63)
d’où (1.56)a. En plus,
‖T−1‖2 = min λk
1≤k≤N−1
= 4 sin2
(
π
2N
)
)
=
π2
N2
+ O( 1
N4
), (1.64)
d’où (1.56)b. 
• La matrice symétrique définie positive Ps correspond à l’opérateur σx défini en (1.23)
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est déduite de T par
Ps = I −
1
6
T. (1.65)
Donc
(Ps)i,j =



2
3
, i = j,
1
6
, |i − j| = 1,
0, |i − j| ≥ 2,
(1.66)
soit
Ps =


2
3
1
6
0 . . . 0
1
6
2
3
1
6
. . . 0
...
...
... . . .
...
0 . . .
1
6
2
3
1
6
0 . . . 0
1
6
2
3


∈ MN−1(R). (1.67)
Lemme 1.3.2. La matrice Ps vérifie les propriétés suivantes



||Ps||2 = 1 −
π2
6N2
+ O( 1
N4
), (a)
||P−1s ||2 = 3 + O(
1
N4
). (b)
(1.68)
Preuve. La matrice Ps est symétrique alors
‖Ps‖2 = max λk
1≤k≤N−1
(Ps)
= 1 − 1
6
λmin(T )
= 1 − π
2
6N2
+ O( 1
N4
),
d’où (1.68)a. De la même manière on démontre (1.68)b. 
• Les deux matrices F1 et F2 ∈ MN−1(R) suivantes sont utilisées dans la suite
F1 =


1 0 0 . . . 0
0 0 0 . . . 0
...
...
... . . .
...
0 . . . 0 0 0
0 . . . 0 0 1


, F2 =


−1 0 0 . . . 0
0 0 0 . . . 0
...
...
... . . .
...
0 . . . 0 0 0
0 . . . 0 0 1


. (1.69)
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On a 


F1 = e1e
T
1 + eN−1e
T
N−1 = [e1, eN−1]
[
eT1
eTN−1
]
, (a)
F2 = −e1eT1 + eN−1eTN−1 = [−e1, eN−1]
[
eT1
eTN−1
]
. (b)
(1.70)
Lemme 1.3.3. Les matrices F1 et F2 vérifient les relations
{
F2.F1 = F2, (a)
F2.F2 = F1. (b)
(1.71)
Preuve.
F2.F1 = (−e1eT1 + eN−1eTN−1)(e1eT1 + eN−1eTN−1)
= −e1eT1 e1eT1 − e1eT1 eN−1eTN−1 + eN−1eTN−1e1eT1 + eN−1eTN−1eN−1eTN−1
= −e1eT1 + 0 + 0 + eN−1eTN−1
= F2,
d’où (1.71)a.
F2.F2 = (−e1eT1 + eN−1eTN−1)(−e1eT1 + eN−1eTN−1)
= e1e
T
1 e1e
T
1 − e1eT1 eN−1eTN−1 − eN−1eTN−1e1eT1 + eN−1eTN−1eN−1eTN−1
= e1e
T
1 + 0 + 0 + eN−1e
T
N−1
= F1,
d’ où (1.71)b. 
Chapitre 2
Schémas bôıte hermitiens en
dimension 1
2.1 Le schéma bôıte de Keller
La notion de schéma bôıte a été introduite par H.B. Keller dans [25]. Il s’agit à l’ori-
gine d’une méthode numérique pour l’approximation de problèmes monodimensionnels
de diffusion. Le schéma de Keller s’apparente d’une part à la méthode des différences
finies car les inconnues discrètes sont situées aux noeuds du maillage. Elle s’apparente
d’autre part à la méthode des volumes finis car la discrétisation s’opère en moyennant
les équations sur les cellules du maillage.
Dans le cas des schémas bôıte, le maillage est utilisé à la fois pour localiser les incon-
nues au niveau des noeuds du maillage et pour localiser les volumes de contrôle sur
lesquels on effectue les moyennes des équations. L’inconvénient est que le nombre de
noeuds peut être différent du nombre de volumes en général : a priori, on n’a pas le bon
décompte entre nombre d’inconnues et nombre d’équations. Ceci n’est le cas ni pour
la méthode de différences finies, où la discrétisation se fait au niveau des noeuds, ni
pour la méthode de volumes finies, où les inconnues sont situées au niveau des volumes
de contrôle. Cependant pour des opérateurs elliptiques, H.B. Keller [25] a remarqué
qu’en considérant une formulation mixte, on obtient un décompte correct entre nombre
d’équations et nombre d’inconnues. L’illustration la plus simple est le problème ellip-
tique : {
−u′′ = f, x ∈ (0, 1),
u(0) = u(1) = 0.
(2.1)
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La formulation mixte de (2.1) s’obtient en introduisant v(x) = u′(x)



−v′ = f, x ∈ (0, 1), (a)
v = u′, x ∈ [0, 1], (b)
u(0) = u(1) = 0. (c)
(2.2)
En intégrant les équations (2.2)a,b sur des bôıtes Kj = [xj−1, xj ] de longueur h (figure
2.1) on obtient 


−vj − vj−1
h
= Π̄fj−1/2, 1 ≤ j ≤ N,
Π̄vj−1/2 =
uj − uj−1
h
, 1 ≤ j ≤ N,
u0 = uN = 0,
(2.3)
où Π̄vj−1/2 =
1
h
∫ xj
xj−1
v(x)dx. Dans (2.3) on a 2(N +1) équations et également 2(N +1)
inconnues. Donc
nombres d’équations = nombre d’inconnues. (2.4)
C’est-à-dire 2 × (N) bôıtes + 2C.L. = 2N inconnues + 2 inconnues.
Ici, nous introduisons un schéma du type précédent, mais qui utilise des “bôıtes recou-
vrantes” Kj = [xj−1, xj+1] de longueur 2h (figure 2.2) au lieu des bôıtes de longueur
h. Ceci permet d’obtenir une précision locale d’ordre 4. Le prix à payer est la nécessité
de définir une approximation de u′(0) et u′(1), qui ne peut être déduite simplement de
(2.3).
Dans la section 2.2, nous donnons une première version du schéma qui correspond à
Kj
h
b
xj−1
b
xj
b
xj+1
Fig. 2.1: Le stencil du schéma bôıte de keller : Kj = [xj−1, xj ]
un choix simple de l’approximation de u′(0) et u′(1). On montre que le schéma obtenu
de cette approximation possède une matrice diagonale dans la base spectrale de −δ2x
donnée en (1.43)a. De plus ce schéma vérifie un principe du maximum et du minimum
discret. On termine cette section en donnant quelques tests numériques prouvant l’ordre
2 du convergence du schéma pour les inconnues uj ≃ u(xj) et ux,j ≃ u′(xj). Dans la
section 2.3, nous introduisons une deuxième version qui correspond à un choix plus
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précis de u′(0) et u′(1). La matrice de ce schéma est une perturbation de rang petit
de la matrice du premier schéma. On donne une forme matricielle générale du schéma
bôıte hermitien en dimension 1. Après avoir étudié quelques propriétés de ce schéma,
nous donnons quelques résultats numériques prouvant l’intérêt du schéma. Des courbes
de convergence comparent plusieurs schémas numériques entre eux.
2.2 Schéma bôıte hermitien HB1
2.2.1 Design du schéma HB1
On considère le problème elliptique
{
−u′′(x) = f(x), x ∈ (a, b),
u(a) = ga, u(b) = gb.
(2.5)
Ce problème est bien posé en H10 (a, b) avec donnée f ∈ L2(a, b), ceci implique que u(x)
est continue et que u′(x) ∈ L2(a, b). En utilisant la variable auxilliaire v = u′(x), (2.5)
peut être réécrite sous forme mixte :



v′(x) + f(x) = 0, x ∈ (a, b), (a)
v(x) − u′(x) = 0, x ∈ [a, b], (b)
u(a) = ga, u(b) = gb. (c)
(2.6)
On appelle “schéma bôıte hermitien” (HB en abrégé), le schéma obtenu de la façon
suivante. On intègre les équations (2.6)a,b sur des “bôıtes” constitués des cellules Kj =
[xj−1, xj+1], de longueur 2h (figure 2.2). A la différence du schéma de Keller, les “bôıtes”
Kj
h
b
xj−1
b
xj
b
xj+1
Fig. 2.2: Le stencil du schéma bôıte hermitien : Kj = [xj−1, xj+1]
Kj , Kj+1 se recouvrent, Kj ∩Kj+1 = [xj , xj+1]. On suppose que u(x) est une solution
exacte C1[a, b] de (2.5) et v(x) := u′(x) ∈ C0[a, b] est sa dérivée. En intégrant l’équation
Chapitre 2. Schémas bôıte hermitiens en dimension 1 20
conservative (2.6)a sur les bôıtes Kj , 1 ≤ j ≤ N − 1, on obtient les identités
− v(xj+1) − v(xj−1)
2h
= Π0fj, 1 ≤ j ≤ N − 1, (2.7)
où Π0 est l’opérateur de moyenne sur Kj = [xj−1, xj+1], défini par
Π0vj =
1
2h
∫ xj+1
xj−1
v(x)dx. (2.8)
De même, l’identité (2.6)b est intégrée sur les bôıtes Kj,
1
2h
∫ xj+1
xj−1
u′(x)dx =
u(xj+1) − u(xj−1)
2h
, 1 ≤ j ≤ N − 1. (2.9)
Donc la solution exacte u(x) et sa dérivée v(x) = u′(x) vérifient les 2N identités,



v(xj+1) − v(xj−1) = −2h(Π0f)j, 1 ≤ j ≤ N − 1, (a)
2h(Π0v)j − [u(xj+1) − u(xj−1)] = 0, 1 ≤ j ≤ N − 1, (b)
u(x0) = ga, u(xN ) = gb. (c)
(2.10)
Pour avoir le bon décompte entre le nombre d’inconnues et le nombre d’équations du
système (2.10), on ajoute les deux équations v0 = u
′(a), vN = u
′(b). La solution exacte
u(x) du problème continu (2.5) et sa dérivée v(x) satisfont le système



v(xj+1) − v(xj−1) = −2hΠ0fj, 1 ≤ j ≤ N − 1, (a)
2h(Π0v)j − [u(xj+1) − u(xj−1)] = 0, 1 ≤ j ≤ N − 1, (b)
v(x0) = u
′(x0), v(xN ) = u
′(xN ), (c)
u(x0) = ga, u(xN ) = gb. (d)
(2.11)
Le système (2.11) constitue un ensemble de 2(N + 1) identités vérifiées par la solution
exacte de (2.6). On considère les inconnues (uj , ux,j), 0 ≤ j ≤ N , où uj ≃ u(xj), ux,j ≃
v(xj)(= u
′(xj)). Le système (2.11) consiste en :
• (2.11)a donne les (N − 1) relations
ux,j+1 − ux,j−1 = −2hΠ0fj , 1 ≤ j ≤ N − 1. (2.12)
Aucune approximation n’a encore été effectuée à ce stade. Noter que Π0fj doit être
approché par une formule de quadrature convenable.
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• Dans (2.11)b, pour 1 ≤ j ≤ N − 1, la moyenne de v(x) sur Kj = [xj−1, xj+1] est
Π0vj =
1
2h
∫ xj+1
xj−1
v(t)dt. (2.13)
On effectue l’approximation de Π0vj par la formule de Simpson (1.23),
Π0vj ≃ σxvj =
1
6
vj−1 +
2
3
vj +
1
6
vj+1, 1 ≤ j ≤ N − 1, (2.14)
alors l’équation (2.11)b, au niveau discret, devient
1
6
ux,j−1 +
2
3
ux,j +
1
6
ux,j+1 =
uj+1 − uj−1
2h
, 1 ≤ j ≤ N − 1. (2.15)
Les équations (2.12) et (2.15) s’expriment sous la forme



−ux,j+1 − ux,j−1
2h
= Π0fj, 1 ≤ j ≤ N − 1, (a)
1
6
ux,j−1 +
2
3
ux,j +
1
6
ux,j+1 =
uj+1 − uj−1
2h
, 1 ≤ j ≤ N − 1. (b)
(2.16)
Utilisant les notations différences finies, (2.16) se réécrit
{
−δxux,j = Π0fj, 1 ≤ j ≤ N − 1, (a)
σxux,j = δxuj , 1 ≤ j ≤ N − 1. (b)
(2.17)
Le système (2.17) constitue les deux identités de base du schéma bôıte hermitien “HB”.
On considère à présent la question de l’élimination de ux dans (2.17). En pratique on
approchera Π0fj par la formule du Simpson, c’est-à-dire,
Π0fj ≃ σxfj =
1
6
fj−1 +
2
3
fj +
1
6
fj+1, 1 ≤ j ≤ N − 1. (2.18)
Proposition 2.1. Supposons que (uj)j∈Z, (ux,j)j∈Z soient deux suites satisfaisant
{
−δxux,j = Π0fj, j ∈ Z, (a)
σxux,j = δxuj , j ∈ Z. (b)
(2.19)
Alors (uj)j∈Z vérifie
− uj+2 + uj−2 − 2uj
4h2
=
1
36
fj−2 +
2
9
fj−1 +
1
2
fj +
2
9
fj+1 +
1
36
fj+2. (2.20)
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Preuve. Notons par Ej , j ∈ Z, la j-ème équation du (2.19)a. En faisant la somme
1
6
Ej−1 +
2
3
Ej +
1
6
Ej+1 =
1
6
σxfj−1 +
2
3
σxfj +
1
6
σxfj+1, (2.21)
et en utilisant (2.19)b, on trouve que le terme de gauche du (2.21) vérifie



1
6
Ej−1 +
2
3
Ej +
1
6
Ej+1 = −
1
6
δxux,j−1 −
2
3
δxux,j −
1
6
δxux,j+1
= −uj+2 + uj−2 − 2uj
4h2
.
(2.22)
Le terme de droite de (2.21) vérifie



1
6
σxfj−1 +
2
3
σxfj +
1
6
σxfj+1 =
1
6
(
1
6
fj−2 +
2
3
fj−1 +
1
6
fj)
+
2
3
(
1
6
fj−1 +
2
3
fj +
1
6
fj+1)
+
1
6
(
1
6
fj +
2
3
fj+1 +
1
6
fj+2)
=
1
36
fj−2 +
2
9
fj−1 +
1
2
fj +
2
9
fj+1 +
1
36
fj+2,
d’où l’égalité (2.20) pour j ∈ Z. 
En revanche, pour 0 ≤ j ≤ N , le système (2.17) vérifie la relation (2.20) seulement
pour 2 ≤ j ≤ N −2. Il consiste en 2(N −1) équations pour 2N inconnues. Les identités
(2.17)a,b nécessitent donc une approximation de la dérivée v(x) aux points de bord
x0 et xN . Evidemment, on ne connait pas les dérivées au bord et donc les équations
(2.11)c seront remplacées par des approximations des dérivées au bord que l’on décrit
à présent.
• Première approximation des dérivées au bord ux,0, ux,N
Supposons que le prolongement par imparité aux points du bord de la solution exacte
u(x) soit une fonction régulière. Alors la dérivée v(x) = u′(x) est paire. Ceci donne que
les points vx,−1, vx,N+1 qui sont à l’extérieur du domaine [a, b] = [x0, xN ] vérifient
{
v−1 = v1,
vN+1 = vN−1.
(2.23)
On peut prolonger σx (1.23) au bord par



σxv0 =
1
6
v−1 +
2
3
v0 +
1
6
v1 =
2
3
v0 +
1
3
v1, (a)
σxvN =
1
6
vN−1 +
2
3
vN +
1
6
vN+1 =
2
3
vN +
1
3
vN−1. (b)
(2.24)
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Or



σxv0 ≃
1
2h
∫ x1
x−1
v(x)dx =
1
h
∫ x1
x0
u′(x)dx =
u1 − u0
h
, (a)
σxvN ≃
1
2h
∫ xN+1
xN−1
v(x)dx =
1
h
∫ xN
xN−1
u′(x)dx =
uN − uN−1
h
, (b)
(2.25)
on déduit de (2.24) et (2.25) les approximations de ux,0 et ux,N suivantes :



ux,0 =
3
2
(
u1 − u0
h
− 1
3
ux,1
)
,
ux,N =
3
2
(
uN − uN−1
h
− 1
3
ux,N−1
)
.
(2.26)
Le schéma HB (2.11) s’exprime donc en terme des fonctions de grille (u, ux) ∈ l2h × l2h
par : trouver (u, ux) ∈ l2h × l2h tel que



−δxux,j = Π0fj, 1 ≤ j ≤ N − 1, (a)
2
3
ux,N +
1
3
ux,N−1 =
uN − uN−1
h
, (b)
1
6
ux,j−1 +
2
3
ux,j +
1
6
ux,j+1 = δxuj , 1 ≤ j ≤ N − 1, (c)
2
3
ux,0 +
1
3
ux,1 =
u1 − u0
h
, (d)
u0 = ga, uN = gb. (e)
(2.27)
Le système (2.27) s’appelle schéma HB1.
2.2.2 Expression matricielle du schéma HB1
Commençons par déterminer la forme matricielle du système (2.17). Ensuite, on en
déduira la forme matricielle du schéma HB1 (2.27). Dans ce but, on dénote les valeurs
de bord par (voir figure 2.3)



UL = uL = u0,
UR = uR = uN ,
Ux,L = ux,L = ux,0,
Ux,R = ux,R = ux,N .
(2.28)
On rappelle que les vecteurs U, Ux ∈ RN−1 sont donnés en (1.31).
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b
UL
b
UR
b b b b b b b b b b b
U
h
Fig. 2.3: Les notations en dimension 1 sur Ω = (a, b). La grande boule à gauche
désigne le noeud x0 = a, celle à droite désigne le noeud xN = b. Les petites boules
désignent les noeuds xi, 1 ≤ i ≤ 11
Lemme 2.2.1. Les équations (2.17)a s’écrivent matriciellement sous la forme
− 1
2h
KUx −
1
2h
F2(e1Ux,L + eN−1Ux,R) = F, (2.29)
où F ∈ RN−1,
F = [Π0f1,Π
0f2, ...,Π
0fN−1]
T , (2.30)
et K est la matrice donnée en (1.40).
Preuve. (2.17)a donne



− 1
2h
ux,N +
1
2h
ux,N−2 = Π
0fN−1,
−ux,N−1 − ux,N−3
2h
= Π0fN−2,
......
−ux,3 − ux,1
2h
= Π0f2,
− 1
2h
ux,2 +
1
2h
ux,0 = Π
0f1.
(2.31)
Ce qui est équivalent à



− 1
2h
(KUx)N−1 −
1
2h
Ux,N = Π
0fN−1,
− 1
2h
(KUx)N−2 = Π
0fN−2,
......
− 1
2h
(KUx)2 = Π
0f2,
− 1
2h
(KUx)1 +
1
2h
Ux,0 = Π
0f1.
(2.32)
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Matriciellement (2.32) s’écrit
− 1
2h
KUx +
1
2h
e1Ux,L −
1
2h
eN−1Ux,R = [Π
0f1,Π
0f2, ...,Π
0fN−2,Π
0fN−1]
T . (2.33)
En plus on a,
1
2h
e1Ux,L −
1
2h
eN−1Ux,R = −
1
2h
(−e1eT1 + eN−1eTN−1)(e1Ux,L + eN−1Ux,R)
= − 1
2h
F2(e1Ux,L + eN−1Ux,R).
Enfin, (2.33) devient
− 1
2h
KUx −
1
2h
F2(e1Ux,L + eN−1Ux,R) = [Π
0f1,Π
0f2, ...,Π
0fN−2,Π
0fN−1]
T ,
d’où (2.29). 
Lemme 2.2.2. Les équations (2.17)b s’écrivent matriciellement sous la forme
PsUx +
1
6
(
e1Ux,L + eN−1Ux,R
)
=
1
2h
KU +
1
2h
F2(e1UL + eN−1UR), (2.34)
avec Ps, K, F2 les matrices données en (1.67), (1.40), (1.70) respectivement, UL, UR
sont les conditions de Dirichlet au bord et Ux,L, Ux,R sont les dérivées au bord.
Preuve. (2.17)b s’écrit



1
6
ux,N +
2
3
ux,N−1 +
1
6
ux,N−2 =
uN − uN−2
2h
,
1
6
ux,N−1 +
2
3
ux,N−2 +
1
6
ux,N−3 =
uN−1 − uN−3
2h
,
.......
1
6
ux,3 +
2
3
ux,2 +
1
6
ux,1 =
u3 − u1
2h
,
1
6
ux,2 +
2
3
ux,1 +
1
6
ux,0 =
u2 − u0
2h
.
(2.35)
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Ceci est équivalent à



(PsUx)N−1 +
1
6
Ux,N =
1
2h
UN −
1
2h
(KU)N−1,
(PsUx)N−2 =
1
2h
(KU)N−2,
......
(PsUx)2 =
1
2h
(KU)2,
(PsUx)1 +
1
6
Ux,0 =
1
2h
(KU)1 −
1
2h
U0.
(2.36)
En utilisant les notations (2.28), on obtient
PsUx +
1
6
e1Ux,L +
1
6
eN−1Ux,R =
1
2h
KU − 1
2h
e1UL +
1
2h
eN−1UR. (2.37)
On peut aisément vérifier que
− 1
2h
e1UL +
1
2h
eN−1UR =
1
2h
(−e1eT1 + eN−1eTN−1)(e1UL + eN−1UR)
=
1
2h
F2(e1UL + eN−1UR).
Donc (2.37) se réécrit
PsUx +
1
6
(e1Ux,L + eN−1Ux,R) =
1
2h
KU +
1
2h
F2(e1UL + eN−1UR). (2.38)

L’identité (2.34) permet de calculer le vecteur Ux en fonction des inconnues U et des
données au bord UL et UR,
Ux = P
−1
s
(
1
2h
KU +
1
2h
F2(e1UL + eN−1UR) −
1
6
(e1Ux,L + eN−1Ux,R)
)
. (2.39)
En remplaçant Ux dans (2.29) on obtient
− 1
4h2
(KP−1s K)U−
1
2h
(F2−
1
6
KP−1s )(e1Ux,L+eN−1Ux,R)−
1
2h
KP−1s F2(e1UL+eN−1UR) = F.
(2.40)
On peut écrire
{
e1UL + eN−1UR = [UL, 0, ..., 0, UR ]
T , (a)
e1Ux,L + eN−1Ux,R = [Ux,L, 0, ..., 0, Ux,R ]
T . (b)
(2.41)
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Noter que dans (2.40) la matrice KP−1s K n’est pas inversible et ceci nous empêche
d’utiliser une méthode de résolution par le complément de Schur par exemple. Pour
cela, en considérant le cas du problème (2.5) et les approximations (2.26) des dérivées
au bord, on exprime dans le lemme 2.2.3 suivant le vecteur e1Ux,L+eN−1Ux,R ∈ R(N−1)
dans (2.29) et (2.39) en fonction des vecteurs U,Ux ∈ R(N−1) et des données au bord
UL et UR ∈ R.
Lemme 2.2.3. En utilisant les approximations (2.26) des dérivées Ux,L et Ux,R au
bord, le vecteur e1Ux,L + eN−1Ux,R s’écrit matriciellement
e1Ux,L + eN−1Ux,R =
1
h
A1U − B1Ux +
1
h
C1(e1UL + eN−1UR), (2.42)
où les matrices A1, B1, C1 sont



A1 = −
3
2
F2, (a)
B1 =
1
2
F1, (b)
C1 = −
3
2
F1, (c)
(2.43)
avec les matrices F1, F2 sont données en (1.70).
Preuve. D’après (2.26), on peut écrire les dérivées au bord, ux,0 et ux,N sous la forme,



ux,0 =
1
h
(3
2
e1
)T
U −
(1
2
e1
)T
Ux −
1
h
(3
2
e1
)T
[UL, 0, .., 0, UR]
T ,
ux,N =
1
h
(
− 3
2
eN−1
)T
U −
(1
2
eN−1
)T
Ux +
1
h
(3
2
eN−1
)T
[UL, 0, .., 0, UR]
T ,
(2.44)
où e1, eN−1 sont respectivement le premier et le dernier élément de la base canonique
de RN−1. Les vecteurs U, Ux ∈ RN−1 sont donnés en (1.31), et UL = ga, UR = gb sont
les conditions de Dirichlet au bord. On a donc
e1Ux,L + eN−1Ux,R =
3
2h
(e1e
T
1 − eN−1eTN−1)U −
1
2
(e1e
T
1 + eN−1e
T
N−1)Ux
+
3
2h
(−e1eT1 + eN−1eTN−1)[UL, 0, ..., 0, UR ]T
=
1
h
A1U −
1
2
B1Ux +
1
h
C1(e1UL + eN−1UR),
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où A1, B1, C1 ∈ MN−1(R) sont telles que



A1 =
3
2
(e1e
T
1 − eN−1eTN−1) = −
3
2
F2, (a)
B1 =
1
2
(e1e
T
1 + eN−1e
T
N−1) =
1
2
F1, (b)
C1 =
3
2
(e1e
T
1 + eN−1e
T
N−1) =
3
2
F1, (c)
(2.45)
d’où le résultat (2.42). 
En utilisant le lemme 2.2.3, on peut établir une nouvelle forme matricielle du vecteur
Ux. En effet, on remplace dans (2.34), le vecteur e1Ux,L + eN−1Ux,R ∈ R(N−1) par son
expression (2.42). On obtient après quelques calculs



Ux =
1
2h
(Ps −
1
6
B1)−1(K −
1
3
A1)U
+
1
2h
(Ps −
1
6
B1)−1(F2 −
1
3
C1)(e1UL + eN−1UR).
(2.46)
Proposition 2.2. Le schéma HB1 (2.27) s’écrit matriciellement : trouver U ∈ RN−1
tel que
1
h2
H1U = F −
1
h2
G1(e1UL + eN−1UR), (2.47)
avec F ∈ R(N−1) donné en (2.30) et



H1 = −
1
4
(K − F2B1)(Ps −
1
6
B1)−1(K −
1
3
A1) −
1
2
F2A1, (a)
G1 = −
1
4
(K − F2B1)(PS −
1
6
B1)−1(F2 −
1
3
C1) −
1
2
F2C1, (b)
(2.48)
où les matrices A1, B1, C1 sont données au lemme 2.2.3.
Preuve. En remplaçant le vecteur e1Ux,L + eN−1Ux,R ∈ R(N−1) dans (2.29) par sa
valeur en (2.42) on obtient



− 1
2h
KUx −
1
2h
F2
( 1
h
A1U − B1Ux +
1
h
C1(e1UL + eN−1UR)
)
= − 1
2h
(K − F2B1)Ux −
1
2h2
F2A1U
− 1
2h2
F2C1(e1UL + eN−1UR)
= F.
(2.49)
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En remplaçant Ux ∈ R(N−1) dans (2.49) par sa valeur en (2.46), on obtient



− 1
4h2
(K − F2B1)(Ps −
1
6
B1)−1(K −
1
3
A1)U
− 1
4h2
(K − F2B1)(Ps −
1
6
B1)−1(F2 −
1
3
C1)(e1UL + eN−1UR)
− 1
2h2
F2A1U −
1
2h2
F2C1(e1UL + eN−1UR) = F.
(2.50)
En utilisant les matrices H1 et G1 en (2.48) on déduit (2.47). 
Corollaire 2.2.4. La matrice H1 (2.48)a est symétrique.
Preuve. En utilisant le lemme 1.3.3,
F2B1 = F2(
1
2
F1) = −
1
3
A1.
La matrice H1 en (2.48)a devient
H1 = −
1
4
(K +
1
3
A1)(Ps −
1
6
B1)−1(K −
1
3
A1) −
1
2
F2A1. (2.51)
Les matrices (Ps −
1
6
B1)−1, F2A1 sont symétriques car les matrices Ps, A1, B1, F2 le
sont. La matrice (K − 1
3
A1) vérifie
(K − 1
3
A1)T = −K −
1
3
A1, (2.52)
car la matrice K est antisymétrique et la matrice A1 est symétrique. Enfin,
(H1)T =
(
− 1
4
(K +
1
3
A1)(Ps −
1
6
B1)−1(K −
1
3
A1) −
1
2
F2A1
)T
= −1
4
(
(K +
1
3
A1)(Ps −
1
6
B1)−1(K −
1
3
A1)
)T
− 1
2
(F2A1)T
= −1
4
(K − 1
3
A1)T ((Ps −
1
6
B1)−1)T (K +
1
3
A1)T −
1
2
(F2A1)T
= −1
4
(−K − 1
3
A1)(Ps −
1
6
B1)−1(−K +
1
3
A1) −
1
2
F2A1
= H1.

Le résultat principal de cette section est le suivant.
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Proposition 2.3 (Forme diagonale de H1). La matrice H1 d’ordre (N − 1) en (2.47)
s’écrit
H1 = P−1s (T −
1
4
T 2), (2.53)
elle est donc symétrique définie positive diagonalisable dans la base (Zk)1≤k≤N−1 de
vecteurs propres (1.43) de la matrice T (1.42).
Preuve. Soient T la matrice de Laplace, u ∈ l2h,0 la fonction de grille solution du
schéma HB1 (2.27). On note U = vec1(u) ∈ R(N−1) le vecteur solution du schéma
HB1. On peut facilement démontrer que le vecteur (T 2 − 4T )U ∈ R(N−1) vérifie



(
(T 2 − 4T )U
)
N−1
= 3uN−1 − uN−3, (a)(
(T 2 − 4T )U
)
j
= uj+2 + uj−2 − 2uj , 2 ≤ j ≤ N − 2, (b)
(
(T 2 − 4T )U
)
1
= 3u1 − u3. (c)
(2.54)
Notons par Ej , 1 ≤ j ≤ N − 1, la j-ème équation du (2.27)a. On a



2
3
EN−1 +
1
6
EN−2 =
2
3
Π0fN−1 +
1
6
Π0fN−2,
1
6
Ej−1 +
2
3
Ej +
1
6
Ej+1 =
1
6
Π0fj−1 +
2
3
Π0fj +
1
6
Π0fj+1,
2
3
E1 +
1
6
E2 =
2
3
Π0f1 +
1
6
Π0f2,
(2.55)
D’autre part, on a



2
3
EN−1 +
1
6
EN−2 = −
2
3
ux,N − ux,N−2
2h
− 1
6
ux,N−1 − ux,N−3
2h
=
1
2h
(
− 2
3
ux,N +
2
3
ux,N−2 −
1
6
ux,N−1 +
1
6
ux,N−3
)
=
1
2h
(
− 2
3
ux,N −
1
3
ux,N−1 +
1
6
ux,N−1 +
2
3
ux,N−2 +
1
6
ux,N−3
)
.
(2.56)
En utilisant les relations suivantes déduites de (2.27)b,c



2
3
ux,N +
1
3
ux,N−1 =
uN − uN−1
h
,
1
6
ux,N−1 +
2
3
ux,N−2 +
1
6
ux,N−3 =
uN−1 − uN−3
2h
,
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on obtient de (2.56)



2
3
EN +
1
3
EN−1 =
1
2h
(
− uN − uN−1
h
+
uN−1 − uN−3
2h
)
=
1
2h
(
3uN−1 − uN−3
2h
)
− uN
2h2
.
(2.57)
En utilisant (2.54)a, (2.57) donne
2
3
EN +
1
3
EN−1 =
1
4h2
(
(T 2 − 4T )U
)
N−1
− uN
2h2
. (2.58)
De la même manière, on démontre
2
3
E1 +
1
3
E2 =
1
4h2
(
(T 2 − 4T )U
)
1
+
u0
2h2
. (2.59)
D’après (2.22) on a
1
6
Ej−1 +
2
3
Ej +
1
6
Ej+1 = −
uj+2 + uj−2 − 2uj
4h2
=
(
(T 2 − 4T )U
)
j
, 2 ≤ j ≤ N − 2.
On déduit de (2.56) que le vecteur solution U du schéma HB1 (2.27) vérifie



1
4h2
(
(T 2 − 4T )U
)
N−1
=
2
3
Π0fN−1 +
1
6
Π0fN−2 −
uN
2h2
,
1
4h2
(
(T 2 − 4T )U
)
j
=
1
6
Π0fj−1 +
2
3
Π0fj +
1
6
Π0fj+1, 2 ≤ j ≤ N − 2,
1
4h2
(
(T 2 − 4T )U
)
1
=
2
3
Π0f1 +
1
6
Π0f2 +
u0
2h2
,
(2.60)
Matriciellement, comme u0 = uN = 0, (2.60) s’écrit
− (T
2 − 4T )
4h2
U = PsF, (2.61)
avec F = vec1(Π
0f). Ce qui est équivalent à
−P−1s (T 2 − 4T )
4h2
U = F. (2.62)
En comparant avec (2.47), on trouve
H1 =
−P−1s (T 2 − 4T )
4
, (2.63)
d’où (2.53). 
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Corollaire 2.2.5. Les valeurs propres (µk)1≤k≤N−1 de la matrice H1 sont telles que
µk =
sin2(
kπ
N
)
2
3
+
1
3
cos(
kπ
N
)
. (2.64)
Preuve. Il résulte de la proposition 2.3 que les valeurs propres de la matrice H1 vérifient
µk =
λk −
1
4
λ2k
1 − 1
6
λk
, (2.65)
avec λk, 1 ≤ k ≤ N − 1 les valeurs propres de la matrice T données en (1.43)b. Alors
µk =
4 sin2(
kπ
2N
) − 16
4
sin4(
kπ
2N
)
1 − 2
3
sin2(
kπ
2N
)
=
4
4
sin2(
2kπ
2N
)
1 − 1
3
(2 − 2 cos2( kπ
2N
))
=
sin2(
kπ
N
)
1 − 1
3
(1 − cos(kπ
N
))
=
sin2(
kπ
N
)
2
3
+
1
3
cos(
kπ
N
)
.

2.2.3 Stabilité
On déduit de la proposition 2.3 les corollaires suivants :
Corollaire 2.2.6 (Existence et unicité de la solution du schéma HB1). Le schéma HB1
(2.27) possède une solution unique (U,Ux) ∈ RN−1 × RN−1.
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Preuve. D’après (2.65), toutes les valeurs propres (µk)1≤k≤N−1 sont strictement posi-
tives donc la matrice H1 est inversible et d’après (2.53) son inverse est donné par :
H−11 = (T −
1
4
T 2)−1Ps. (2.66)
Donc le schéma HB1 (2.27) admet une unique solution U ∈ RN−1. De plus le vecteur
gradient Ux ∈ RN−1 peut être calculé par (2.46).
Corollaire 2.2.7 (Stabilité L2 du schéma HB1). Le schéma HB1 est stable au sens
suivant
‖U‖2 ≤
1
4
‖F‖2, (2.67)
avec F ∈ R(N−1) donné en (2.30).
Preuve. D’après la proposition 2.3, les vecteurs propres (Zk)1≤k≤N−1 de la matrice
H1 forment une base orthonormale de RN−1. Donc pour tout U ∈ RN−1,
U =
N−1∑
i=1
αiZ
i, (2.68)
avec
αi =< U,Z
i >, 1 ≤ i ≤ N − 1. (2.69)
On en déduit
1
h2
(H1U,U) =
1
h2
(H1
N−1∑
i=1
αiZ
i,
N−1∑
j=1
αjZ
j) (2.70)
=
1
h2
N−1∑
i=1
µiα
2
i (2.71)
≥ 1
h2
min
1≤i≤N−1
(µi)
N−1∑
i=1
α2i (2.72)
≥ 1
h2
min
1≤i≤N−1
(µi)‖U‖22. (2.73)
On a
1
h2
min
1≤i≤N−1
(µi) =
1
h2
sin2(
π
N
)
2
3
+
1
3
cos(
π
N
)
≥ 1
h2
4
N2
= 4( indépendant deh),
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car
2
π
x ≤ sin(x). Donc
1
h2
(H1U,U) ≥ 4‖U‖22. (2.74)
En utilisant l’inégalité de Cauchy-Schwarz on obtient
‖U‖2 ≤
1
4
‖F‖2. (2.75)

2.2.4 Principe du maximum
Rappelons d’abord le principe du maximum et du minimum pour l’opérateur δ2x.
Lemme 2.2.8. Soit u = (ui)0≤i≤N ∈ l2h. Supposons que −δ2xui ≤ 0, 1 ≤ i ≤ N − 1,
alors
max
1≤i≤N−1
ui ≤ max(u0, uN ). (Principe du maximum). (2.76)
De même, si −δ2xui ≥ 0, 1 ≤ i ≤ N − 1, u vérifie
min
1≤i≤N−1
ui ≥ min(u0, uN ). (Principe du minimum). (2.77)
Preuve. Voir le livre [4].
Le schéma HB1 vérifie le principe du maximum et du minimum discret suivant.
Proposition 2.4 (Principe du maximum et du minimum). Soit u = (ui)0≤i≤N ∈ l2h la
solution du schéma HB1 (2.27). Supposons que fi ≤ 0, ∀1 ≤ i ≤ N − 1, alors
max
1≤i≤N−1
ui ≤ max{u0, uN}. (Principe du maximum) (2.78)
De même, si fi ≥ 0, 1 ≤ i ≤ N − 1, alors
min
1≤i≤N−1
ui ≥ min{u0, uN}. (Principe du minimum) (2.79)
Cela signifie que u atteint ses valeurs maxima et minima aux points de bord x0 et xN
quand f = 0.
Preuve. Supposons que fi ≤ 0, ∀ 1 ≤ i ≤ N − 1 alors
Π0fi ≤ 0, 1 ≤ i ≤ N − 1, (2.80)
Chapitre 2. Schémas bôıte hermitiens en dimension 1 35
d’après (2.20)
− ui+2 + ui−2 − 2ui
4h2
≤ 0, ∀2 ≤ i ≤ N − 2, (2.81)
Si N est pair, d’après le principe du maximum du lemme 2.2.8 on obtient



max
1≤k≤N−2
2
u2k ≤ max{u0, uN},
max
1≤k≤N−2
2
u2k+1 ≤ max{u1, uN−1}.
(2.82)
De même, si N est impair, d’après le principe du maximum du lemme 2.2.8,



max
1≤k≤N−1
2
u2k ≤ max{u0, uN−1},
max
1≤k≤N−1
2
u2k+1 ≤ max{u1, uN}.
(2.83)
Il en résulte pour tout N ,
max
2≤i≤N−2
ui ≤ max{u0, u1, uN−1, uN}. (2.84)
Donc pour démontrer (2.131) il suffit de démontrer que
max{u1, uN−1} ≤ max{u0, uN}. (2.85)
Supposons
max{u1, uN−1} = u1. (2.86)
D’après (2.27)a,
− δxux,j = Π0fj ≤ 0, ∀1 ≤ j ≤ N − 1, (2.87)
cela donne ux,0 ≤ ux,2 et ux,1 ≤ ux,3. D’après (2.27)c,d on a



2
3
ux,0 +
1
3
ux,1 =
u1 − u0
h
,
1
6
ux,1 +
2
3
ux,2 +
1
3
ux,3 =
u3 − u1
2h
≤ 0, car u3 ≤ u1.
(2.88)
Ensuite, on a
2
3
ux,0 +
1
3
ux,1 =
u1 − u0
h
≤ 1
6
ux,1 +
2
3
ux,2 +
1
6
ux,3 =
u3 − u1
2h
≤ 0, (2.89)
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car u3 ≤ u1, donc u1 ≤ u0. De plus
max{u1, uN−1} ≤ max{u0, uN}. (2.90)
Supposons
max{u1, uN−1} = uN−1. (2.91)
(2.27)b,c donnent



2
3
ux,N +
1
3
ux,N−1 =
uN − uN−1
h
,
1
6
ux,N−3 +
2
3
ux,N−2 +
1
3
ux,N−1 =
uN−1 − uN−2
2h
≥ 0, car uN−1 ≥ uN−2.
(2.92)
En plus, d’après (2.87), on a ux,N−2 ≤ ux,N et ux,N−3 ≤ ux,N−1 alors
2
3
ux,N +
1
3
ux,N−1 =
uN − uN−1
2h
≥ 1
6
ux,N−3 +
2
3
ux,N−2 +
1
6
ux,N−1 =
uN−1 − uN−3
2h
≥ 0,
(2.93)
car uN−1 ≥ uN−3, alors uN ≥ uN−1 ensuite
max{u1, uN−1} ≤ max{u0, uN}. (2.94)
Il résulte de (2.84) et (2.85) que
max
1≤i≤N−1
ui ≤ max{u0, uN}, (2.95)
d’où (2.131). De la même manière on démontre (2.79). 
2.2.5 Résultats numériques
Dans cette section on présente quelques résultats numériques prouvant l’intérêt du
schéma HB1. On résoud le problème de Poisson (2.5) sur Ω = (0, 1). La solution exacte
donne les conditions de Dirichlet sur la frontière. Le système linéaire résolu est (2.47).
On observe numériquement que le schéma HB1 est d’ordre 2 pour u et ux. Le calcul
est effectué en Matlab en utilisant la méthode directe pour inverser la matrice H1. Les
erreurs entre la solution exacte uex et la solution calculée u, ainsi que, l’erreur entre le
gradient exacte ux,ex et le gradient calculé ux, sont estimés par les normes L
2 et L∞
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N ‖u − uex‖h ‖u − uex‖∞ ‖ux − ux,ex‖h ‖ux − ux,ex‖∞
128 1.639(-4) 3.9853(-4) 6.39(-4) 8.036(-4)
Taux de conv. 2 1.99 2 2
256 4.098(-5) 1(-4) 1.592(-4) 2.008(-4)
Taux de conv. 2 1.99 2 2
512 1.024(-5) 2.505(-5) 3.9748(-5) 3.0201(-5)
Taux de conv. 2 1.99 2 2
1024 2.561(-6) 6.268(-6) 9.929(-6) 1.255(-5)
Taux de conv. 2 1.99 2 2
2048 6.404(-7) 1.568(-6) 9.4814(-6) 3.1375(-6)
Tab. 2.1: Erreur et taux de convergence de Schéma HB1 avec uex(x) = cos(πx
2) et
ux,ex(x) = −2πx sin(πx2)
N ‖u − uex‖h ‖u − uex‖∞ ‖ux − ux,ex‖h ‖ux − ux,ex‖∞
128 7.836(-5) 1.907(-4) 3.058(-4) 3.855(-4)
Taux de conv. 2 1.99 2 2
256 1.957(-5) 4.778(-5) 7.607(-5) 9.56(-5)
Taux de conv. 2 1.99 2 2
512 4.8929(-6) 1.1963(-5) 1.898(-5) 2.3976(-5)
Taux de conv. 2 1.99 2 2
1024 1.2223(-6) 2.993(-6) 4.7411(-6) 5.9926(-6)
Taux de conv. 2 1.99 2 2
2048 3.0578(-7) 7.4866(-7) 1.1848(-6) 1.4981(-6)
Tab. 2.2: Erreur et taux de convergence de Schéma HB1 avec uex(x) = sin(πx
3) et
ux,ex(x) = 3πx
2cos(πx3)
discrètes définies par



‖u − uex‖h =
[
h
N−1∑
i=1
(ui − uex(xi))2
]1
2 , (a)
‖u − uex‖∞ = max
i=1,...,N−1
|(ui − uex(xi))|. (b)
(2.96)
Test 1 : On considère la fonction uex(x) = cos(πx
2). On a f(x) = 4π2x2 cos(πx2). Les
résultats numériques sont donnés dans la table 2.1.
Test 2 : On considère la solution exacte uex(x) = sin(πx
3). Les résultats numériques
sont donnés dans la table 2.2. Le schéma HB1 est d’ordre 2 pour les deux inconnues
avec ux,ex(x) = 3πx
2 cos(πx3).
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N ‖u − uex‖h ‖u − uex‖∞ ‖ux − ux,ex‖h ‖ux − ux,ex‖∞
128 5.602(-6) 7.922(-6) 5.131(-10) 6.771(-10)
Taux de conv. 2.00 2.00 4.00 4.00
256 1.4005(-5) 1.980(-6) 3.196(-11) 4.231(-11)
Taux de conv. 2.00 2.00 4.00 3.99
512 3.501(-7) 4.951(-7) 1.995(-12) 2.647(-12)
Taux de conv. 2.00 2.00 4.00 4.00
1024 8.753(-8) 1.237(-7) 1.242(-13) 1.648(-13)
Taux de conv. 2.00 2.00 4.26 4.06
2048 2.188(-8) 3.094(-8) 6.476(-15) 9.881(-15)
Tab. 2.3: Erreur et taux de convergence de Schéma HB1 avec uex(x) = exp(−(x−
1
2
)2)
N ‖u − uex‖h ‖u − uex‖∞ ‖ux − ux,ex‖h ‖ux − ux,ex‖∞
128 9.054(-5) 5.374(-4) 4.4(-3) 2.29(-2)
Taux de conv. 4.07 4.08 4.10 4.14
256 5.365(-6) 3.162(-5) 2.554(-5) 1.3(-3)
Taux de conv. 4.01 4.02 4.02 3.95
512 3.312(-7) 1.949(-6) 1.572(-5) 8.408(-5)
Taux de conv. 4.00 4.00 4.00 4.00
1024 2.063(-8) 1.214(-7) 9.79(-7) 5.23(-8)
taux de conv. 4.00 4.00 4.00 4.00
2048 1.288(-9) 7.581(-9) 6.113(-8) 3.267(-7)
Tab. 2.4: Erreur et taux de convergence de Schéma HB1 avec
uex(x) = exp(−1000(x−
1
2
)2)
Test 3 : La solution exacte est uex(x) = exp(−(x −
1
2
)2). Le table 2.3 montre que le
schéma HB1 est d’ordre 2 pour les deux inconnues.
Test 4 : La table 2.4 montre qu’on a un taux de convergence de 4 dans certains cas,
tel que uex(x) = exp(−1000(x −
1
2
)2). Cette fonction est nulle au voisinage des points
de bord.
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2.3 Schéma bôıte hermitien HB2
2.3.1 Design du schéma HB2
Dans la section 2.2, on a vu que les relations (2.17) sont d’ordre 4. La perte de précision
qui donne un schéma numérique d’ordre 2 pour u et ux provient des conditions limites
d’ordre 1 (2.26).
Dans cette section, nous cherchons à construire des schémas bôıte d’ordre plus élevé.
Le principe est de remplacer la formule d’approximation d’ordre 1 des dérivées aux
bords par la formule d’ordre 3 décrite dans la proposition 2.5 suivante.
Proposition 2.5. Soit u(x) une fonction régulière sur [a, b]. Les dérivées ux,0 et ux,N
aux points x0 et xN respectivement, vérifient les relations d’ordre 3 suivantes :



1
3
ux,0 +
2
3
ux,1 =
1
h
(
1
6
u2 +
2
3
u1 −
5
6
u0
)
+ O(h3), (a)
1
3
ux,N +
2
3
ux,N−1 =
1
h
(
5
6
uN −
1
6
uN−2 −
2
3
uN−1
)
+ O(h3). (b)
(2.97)
Preuve. Montrons (2.97)a. Par la méthode des coefficients indéterminés, on considère
a priori au voisinage de x0 = a une relation de la forme
αux,0 + (1 − α)ux,1 = β
u1 − u0
h
+ γ
u2 − u0
2h
+ O(hn). (2.98)
On cherche les 3 paramètres α, β, γ tel que n soit maximum dans (2.98). On a



δ+x u0 =
u1 − u0
h
,
δxu1 =
u2 − u0
2h
.
(2.99)
Les formules de Taylor-Lagrange donnent les identités formelles



u1 = u0 + hux,0 +
h2
2
u
(2)
0 +
h3
6
u(3) + O(h4),
u2 = u0 + 2hux,0 +
(2h)2
2
u
(2)
0 +
(2h)3
6
u
(3)
0 + O(h4),
ux,1 = ux,0 + hu
(2)
0 +
h2
2
u
(3)
0 + O(h3).
(2.100)
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On obtient le système suivant :



β + γ = 1,
α +
β
2
+ γ = 1,
α
2
+
β
6
+
2
3
γ =
1
2
.
(2.101)
Ce qui donne la solution unique
α =
1
3
, β =
2
3
, γ =
1
3
, (2.102)
d’où (2.97)a. De la même manière au voisinage du point xN = b, on obtient (2.97)b. 
La proposition 2.5 représente la deuxième approximation des dérivées aux points du
bord. Le schéma bôıte hermitien considéré ici pour le problème de Poisson (2.5) est
donc formé des équations (2.17) et de deux équations (2.97). Le schéma s’écrit : trouver
(u, v) ∈ l2h × l2h tel que



−δxux,j = Π0fj, 1 ≤ j ≤ N − 1, (a)
σxux,j = δxuj, 1 ≤ j ≤ N − 1, (b)
1
3
ux,0 +
2
3
ux,1 =
1
h
(
1
6
u2 +
2
3
u1 −
5
6
u0
)
, (c)
1
3
ux,N +
2
3
ux,N−1 =
1
h
(
5
6
uN −
1
6
uN−2 −
2
3
uN−1
)
, (d)
u0 = ga, uN = gb. (e)
(2.103)
Ce schéma est appelé Schéma HB2 dans la suite.
2.3.2 Expression matricielle du schéma HB2
Dans cette section, on établit la forme matricielle générale du schéma bôıte hermitien
pour le problème (2.5), puis on en déduit celle du schéma HB2 (2.103). Ensuite, on
étudie quelques propriétés du système linéaire correspondant.
Afin d’obtenir une forme matricielle générale du schéma bôıte hermitien on utilise la
proposition suivante.
Proposition 2.6. Pour toute approximation linéaire des dérivées au bord Ux,L et Ux,R
en fonction de U, Ux et des données au bord UL, UR, il existe des matrices A, B, C ∈
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MN−1(R) telles que
e1Ux,L + eN−1Ux,R =
1
h
AU − BUx +
1
h
C(e1UL + eN−1UR). (2.104)
Preuve. Toute approximation de ux,0 en fonction de u = (ui)0≤i≤N , ux = (ux,i)0≤i≤N
et u0, uN possède la forme générale
ux,0 =
i=N−1∑
i=1
α0i ui +
N−1∑
j=1
β0j ux,j + γ
0
0u0 + γ
0
NuN , (2.105)
avec α0i , β
0
j , γ
0
0 , γ
0
N ∈ R.
De même, toute approximation de ux,N en fonction de u = (ui)0≤i≤N , ux = (ux,i)0≤i≤N
et u0, uN , possède la forme générale
ux,N =
N−1∑
i=1
αNi ui +
N−1∑
j=1
βNj ux,j + γ
N
0 u0 + γ
N
N uN , (2.106)
avec αNi , β
N
j , γ
N
0 , γ
N
N ∈ R.
Multiplions (2.105) par e1 de deux côtés, on obtient
e1ux,0 =
N−1∑
i=1
α0i e1ui +
N−1∑
j=1
β0j e1ux,j + γ
0
0e1u0 + γ
0
Ne1uN . (2.107)
Multiplions (2.106) par eN−1 de deux côtés, on obtient
eN−1ux,N =
N−1∑
i=1
αNi eN−1ui +
N−1∑
j=1
βNj eN−1ux,j + γ
N
0 eN−1u0 + γ
N
N eN−1uN . (2.108)
En utilisant les notations vectorielles (2.28) et en sommant (2.107) et (2.108), on obtient



e1Ux,L + eN−1Ux,R =
N−1∑
i=1
(α0i e1 + α
N
i eN−1)Ui +
N−1∑
j=1
(β0j e1 + β
N
j eN−1)Ux,j
+ (γ00e1 + γ
N
0 eN−1)UL + (γ
0
Ne1 + γ
N
N eN−1)UR.
(2.109)
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Or on a Ui = e
T
i U, Ux,j = e
T
j Ux, UL = e
T
1 e1UL, UR = e
T
N−1eN−1UR. Donc (2.109)
donne



e1Ux,L + eN−1Ux,R =
N−1∑
i=1
(α0i e1e
T
i + α
N
i eN−1e
T
i )U +
N−1∑
j=1
(β0j e1e
T
j + β
N
j eN−1e
T
j )Ux
+ (γ00e1e
T
1 + γ
N
0 eN−1e
T
1 )e1UL + (γ
0
Ne1e
T
N−1 + γ
N
N eN−1e
T
N−1)eN−1UR.
(2.110)
En notant A, B, C ∈ MN−1(R) les matrices



A = h
N−1∑
i=1
(α0i e1e
T
i + α
N
i eN−1e
T
i ),
B =
N−1∑
j=1
(β0j e1e
T
j + β
N
j eN−1e
T
j ),
C = h(γ00e1eT1 + γN0 eN−1eT1 + γ0Ne1eTN−1 + γNN eN−1eTN−1),
(2.111)
nous déduisons le résultat annoncé. 
Lemme 2.3.1. Le vecteur Ux ∈ R(N−1) possède la forme matricielle générale
Ux =
1
h
DU + 1
h
E(e1UL + eN−1UR), (2.112)
où les matrices D = D(A,B) et E = E(B, C) ∈ MN−1(R) sont définies par



D = 1
2
(Ps −
1
6
B)−1(K − 1
3
A),
E = 1
2
(Ps −
1
6
B)−1(F2 −
1
3
C).
(2.113)
Preuve. En remplaçant dans (2.34) le vecteur e1Ux,L + eN−1Ux,R ∈ R(N−1) par sa
forme matricielle générale en (2.104) on obtient
PsUx+
1
6h
AU−1
6
BUx+
1
6h
(e1UL+eN−1UR) =
1
2h
KU+
1
2h
F2(e1UL+eN−1UR). (2.114)
Donc
Ux =
1
2h
(Ps −
1
6
B)−1(K − 1
3
A)U
+
1
2h
(Ps −
1
6
B)−1(F2 −
1
3
C)(e1UL + eN−1UR).
Ce qu’il fallait démontrer. 
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Proposition 2.7. En utilisant l’approximation (2.104), la forme matricielle générale
du schéma HB associée au système (2.11) est : Trouver U ∈ R(N−1) tel que
1
h2
HU = F − 1
h2
G(e1UL + eN−1UR), (2.115)
où les matrices H = H(A,B) et G = G(B, C) ∈ MN−1(R) sont



H = −1
2
(
KD + F2(A− BD)
)
,
G = −1
2
(
KE + F2(C − BE)
)
,
(2.116)
ou de façon équivalente en utilisant (2.113),



H = −1
4
(K − F2B)(Ps −
1
6
B)−1(K − 1
3
A) − 1
2
F2A, (a)
G = −1
4
(K − F2B)(Ps −
1
6
B)−1(F2 −
1
3
C) − 1
2
F2C. (b)
(2.117)
Preuve. Après avoir remplacé le vecteur e1Ux,L + eN−1Ux,R ∈ R(N−1) dans (2.29) par
sa forme matricielle générale en (2.104), on obtient
− 1
2h
KUx −
1
2h2
F2AU +
1
2h
F2BUx −
1
2h2
F2(e1UL + eN−1UR) = F. (2.118)
En regroupant les termes, on obtient
− 1
2h
(K − F2B)Ux −
2
h2
F2AU −
1
2h2
F2C(e1UL + eN−1UR). (2.119)
En substitutant Ux par sa valeur en (2.112), ceci donne
− 1
h2
(KD + F2A− F2BD)U +
1
h2
(KE − F2BE + F2C)(e1UL + eN−1UR) = F, (2.120)
d’où (2.115). 
La proposition 2.7 donne la forme matricielle du schéma HB associée à (2.11) une fois
que les matrices A, B, C, sont connues. Ces dernières correspondent aux approxima-
tions des dérivées au bord. Dans la première approximation (2.26), la forme matricielle
du schéma HB1 (2.47) est obtenue en utilisant les matrices A1, B1, C1 données en
(2.43). Pour la deuxième approximation (2.97) on commence par le lemme suivant.
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Lemme 2.3.2. Les conditions aux limites (2.97) s’écrivent matriciellement sous la
forme
e1Ux,L + eN−1Ux,R =
1
h
A2U − B2Ux +
1
h
C2(e1UL + eN−1UR), (2.121)
où les matrices A2, B2, C2 ∈ MN−1(R) sont définies par



A2 = −2F2 +
1
2
(e1e
T
2 − eN−1eTN−2), (a)
B2 = 2F1, (b)
C2 =
5
2
F2, (c)
(2.122)
et les matrices F1, F2 ∈ MN−1(R) sont données en (1.70) et ga, gb sont les conditions
de Dirichlet au bord.
Preuve. D’après (2.97) les dérivées ux,0 et ux,N s’écrivent



ux,0 =
1
h
(2e1 +
1
2
e2)
T U − 2eT1 Ux −
5
2
eT1 (e1ga + eN−1gb),
ux,N =
1
h
(−2eN−1 −
1
2
eN−2)
T U − 2eTN−1Ux +
5
2
eTN−1(e1ga + eN−1gb).
(2.123)
On a ga = UL, gb = UR, (2.123) se réécrit
[ux,0, 0, ..., 0, ux,N ]
T =
1
h
(2e1e
T
1 +
1
2
e1e
T
2 − 2eN−1eTN−1 −
1
2
eN−1e
T
N−2)U
− 2(e1eT1 + eN−1eTN−1)Ux
+
5
2
(−e1eT1 + eN−1eTN−1)[ga, 0, ..., 0, gb ]T
=
1
h
A2U −
1
2
B2Ux +
1
h
C2(e1UL + eN−1UR),
où les matrices A2, B2, C2 ∈ MN−1(R) sont définies par



A2 = (2e1eT1 +
1
2
e1e
T
2 − 2eN−1eTN−1 −
1
2
eN−1e
T
N−2), (a)
B2 = 2(e1eT1 + eN−1eTN−1) = 2F1, (b)
C2 =
5
2
(−e1eT1 + eN−1eTN−1) =
5
2
F2. (c)
(2.124)
On en déduit (2.121). 
Noter que les deux matrices A2, B2 vérifient les propriétés suivantes :
{
A2 = A1 + δA1, (a)
B2 = B1 + δB1, (b)
(2.125)
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avec



δA1 =
1
2
(e1e
T
1 − eN−1eTN−1 + e1eT2 − eN−1eTN−2) = −
1
2
F2 +
1
2
(e1e
T
2 − eN−1eTN−2), (a)
δB1 =
3
2
(e1e
T
1 + eN−1e
T
N−1) =
3
2
F1. (b)
(2.126)
Une fois que l’on dispose des matrices A2, B2 et C2, en utilisant (2.117), les matrices
H2 = H2(A2,B2), G2 = G2(B2, C2) associées au schéma HB2 sont déduites de (2.117)



H2 = −
1
4
(K − F2B2)(Ps −
1
6
B2)−1(K −
1
3
A2) −
1
2
F2A2, (a)
G2 = −
1
4
(K − F2B2)(PS −
1
6
B2)−1(F2 −
1
3
C2) −
1
2
F2C2. (b)
(2.127)
(2.113) donne 


D2 =
1
2
(Ps −
1
6
B2)−1(K −
1
3
A2),
E2 =
1
2
(Ps −
1
6
B2)−1(F2 −
1
3
C2).
(2.128)
Enfin, d’après la proposition 2.7, le schéma HB2 (2.103) s’écrit en fonction de U ∈
R
(N−1) sous la forme du système linéaire suivant :
1
h2
H2U = F −
1
h2
G2(e1UL + eN−1UR). (2.129)
D’après le lemme 2.3.1 le vecteur Ux ∈ R(N−1) vérifie
Ux =
1
h
D2U +
1
h
E2(e1UL + eN−1UR). (2.130)
2.3.3 Principe du maximum pour le schéma HB2
Le schéma HB2 (2.103) vérifie le principe du maximum et du minimum discret suivant.
Proposition 2.8 (Principe du maximum et du minimum). Soit u = (ui)0≤i≤N ∈ l2h la
solution du schéma HB2 (2.103). Supposons que fi ≤ 0, ∀ 1 ≤ i ≤ N − 1, alors
max
1≤i≤N−1
ui ≤ max{u0, uN}. (Principe du maximum) (2.131)
De même, si fi ≥ 0, ∀ 1 ≤ i ≤ N − 1, u vérifie
min
1≤i≤N−1
ui ≥ min{u0, uN}. (Principe du minimum) (2.132)
Cela signifie que u atteint ses valeurs maxima et minima aux points de bord x0et xN .
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Preuve. Supposons que fi ≤ 0, ∀ 1 ≤ i ≤ N − 1 alors
Π0fi ≤ 0, 1 ≤ i ≤ N − 1. (2.133)
D’après (2.20)
− ui+2 + ui−2 − 2ui
4h2
≤ 0, ∀ 2 ≤ i ≤ N − 2. (2.134)
Si N est pair, d’après le principe du maximum du lemme 2.2.8 on obtient



max
1≤k≤N−2
2
u2k ≤ max{u0, uN},
max
1≤k≤N−2
2
u2k+1 ≤ max{u1, uN−1}.
(2.135)
De la même façon si N est impair, d’après le lemme 2.2.8 on a



max
1≤k≤N−1
2
u2k ≤ max{u0, uN−1},
max
1≤k≤N−1
2
u2k+1 ≤ max{u1, uN}.
(2.136)
Il en résulte que pour tout N ,
max
2≤i≤N−2
ui ≤ max{u0, u1, uN−1, uN}. (2.137)
Donc pour démontrer (2.131) il suffit de démontrer que
max{u1, uN−1} ≤ max{u0, uN}. (2.138)
Supposons par exemple que
max{u1, uN−1} = u1. (2.139)
On a
− δxux,j = Π0fj ≤ 0, ∀1 ≤ j ≤ N − 1. (2.140)
Cela donne ux,0 ≤ ux,2 et ux,1 ≤ ux,3. Le schéma HB2 (2.103) vérifie



1
3
ux,0 +
2
3
ux,1 =
2
3
u1 − u0
h
+
1
3
u2 − u0
2h
,
1
6
ux,0 +
2
3
ux,1 +
1
6
ux,2 =
u2 − u0
2h
.
(2.141)
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De plus
1
3
ux,0 +
2
3
ux,1 ≤
1
6
ux,0 +
2
3
ux,1 +
1
6
ux,2 ≤
u2 − u0
2h
.
Donc
2
3
u1 − u0
h
+
1
3
u2 − u0
2h
≤ u2 − u0
2h
.
En utilisant u2 ≤ u0, ceci donne
2
3
u1 − u0
h
≤ 2
3
u2 − u0
2h
≤ 0, (2.142)
donc
u1 ≤ u0, (2.143)
d’où (2.138). Supposons à présent que
max{u1, uN−1} = uN−1. (2.144)
Les équations (2.103)b,d donnent



1
3
ux,N +
2
3
ux,N−1 =
2
3
uN − uN−1
h
+
1
3
uN − uN−2
2h
,
1
6
ux,N−2 +
2
3
ux,N−1 +
1
6
ux,N =
uN − uN−2
2h
.
(2.145)
De plus d’après (2.140), ux,N−2 ≤ ux,N , donc
1
3
ux,N +
2
3
ux,N−1 ≥
1
6
ux,N−2 +
2
3
ux,N−1 +
1
6
ux,N =
uN − uN−2
2h
, (2.146)
car uN−1 ≥ uN−3, donc
2
3
uN − uN−1
h
+
1
3
uN − uN−2
2h
≥ uN − uN−2
2h
, (2.147)
ce qui donne
2
3
uN − uN−1
h
≥ 2
3
uN − uN−2
2h
≥ 0, (2.148)
car uN ≥ uN−2. On en déduit finalement
uN−1 ≤ uN , (2.149)
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d’où
max{u1, uN−1} ≤ max{u0, uN}. (2.150)
Enfin
max
1≤i≤N−1
ui ≤ max{u0, uN}, (2.151)
d’où (2.131). De la même manière on démontre (2.132). 
Corollaire 2.3.3 (existence et unicité). Le schéma HB2 (2.103) admet une solution
unique (u, v) ∈ l2h,0 × l2h.
Preuve. (2.103) est un système linéaire de 2N équations à 2N inconnues. Pour démontrer
l’existence et l’unicité de la solution, il suffit de démontrer Π0fi = 0, 1 ≤ i ≤ N − 1,
implique u = v = 0. Soit (u, v) ∈ l2h,0 × l2h tel que



−δxvj = 0, 1 ≤ j ≤ N − 1, (a)
1
3
vN +
1
3
vN−1 =
2
3
uN − uN−1
h
+
1
3
uN − uN−2
2h
, j = N, (b)
1
6
vj−1 +
2
3
vj +
1
6
vj+1 =
uj+1 − uj−1
2h
, 1 ≤ j ≤ N − 1, (c)
1
3
v0 +
2
3
v1 =
2
3
u1 − u0
h
+
1
3
u2 − u0
2h
, j = 0, (d)
u0 = 0, uN = 0. (e)
(2.152)
En utilisant le principe du maximum discret de la proposition 2.8, on obtient
ui = 0, ∀1 ≤ i ≤ N − 1, (2.153)
donc u = 0, alors U = vec1(u) = 0 ∈ R(N−1), ce qui prouve que la matrice H2 associée
au schéma HB2 est de noyau nul (Ker(H2) = {0}). Puisque c’est une matrice carrée,
elle est inversible, d’où l’existence et l’unicité de la solution du schéma HB2. 
2.3.4 Relation entre les schémas HB1 et HB2
Commençons par rapeller le résultat d’algèbre linéaire suivant.
Formule 1 (Formule de Sherman-Morrison-Woodbury). Soit N ≥ 1. Supposons que
A, B ∈ MN (R) soient deux matrices inversibles telles que
A = B + RST , (2.154)
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avec R, et S ∈ MN,n(R), n ≤ N. Alors l’inverse de la matrice A peut être écrit comme
A−1 = B−1 − B−1R(I + ST B−1R)−1ST B−1. (2.155)
Dans le cas où n << N, la matrice A est une perturbation de la matrice B de la forme
A = B + δB avec rg(δB) “petit”. Dans le cas où on peut facilement calculer l’inverse
de la matrice B, la formule (2.155) donne une méthode efficace pour inverser A. On
utilisera cette formule pour inverser les matrices associées au schéma HB2 en deux et
trois dimensions dans la suite. La formule (2.154) suggère l’algorithme de résolution de
AU = b suivant qui utilise (2.155).
Algorithme 1. - Etape 1 : Calcul de V1 = B
−1b. Stoker V1 dans V .
- Etape 2 : Calcul de V2 = S
T V1.
- Etape 3 : Calcul de V3 = (I + S
T B−1R)−1V2.
- Etape 4 : Calcul de V4 = RV3.
- Etape 5 : Calcul de V5 = B
−1V4.
- Etape 6 : Calcul de U = V − V5.
Proposition 2.9 (Lien entre les schémas HB1 et HB2). La matrice H2 s’écrit
comme une perturbation de la matrice H1 (2.53) sous la forme
H2 = H1 + δH, (2.156)
où δH est la matrice de rang 6,
δH = RST , (2.157)
avec R, S ∈ MN−1,6(R) sont donnés en (2.174) et (2.172).
Pour démontrer la proposition 2.9, on se sert du lemme suivant.
Lemme 2.3.4. L’inverse de la matrice (Ps −
1
6
B2) est donné par
(Ps −
1
6
B2)−1 = (Ps −
1
6
B1)−1 +
[
v1, v2
] [ vT1
vT2
]
, (2.158)
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où les deux vecteurs v1, v2 ∈ RN−1 sont



v1 =
1
2(α + β)
1
2
(Ps −
1
6
B1)−1
(√
2
2
e1 −
√
2
2
eN−1
)
,
v2 =
1
2(α − β) 12
(Ps −
1
6
B1)−1
(√
2
2
e1 +
√
2
2
eN−1
)
,
(2.159)
et les scalaires α, β sont



α = 1 − 1
4
eT1 (Ps −
1
6
B1)−1e1,
β =
1
4
eTN−1(Ps −
1
6
B1)−1e1.
(2.160)
Preuve du lemme 2.3.4.
La preuve est basée sur la formule de Sherman-Morrison-Woodbury (2.155). En utilisant
l’expression de la matrice B2 en (2.125)b, on obtient :
(Ps −
1
6
B2)−1 =
(
Ps −
1
6
B1 −
1
4
[e1, eN−1][e1, eN−1]
T
)−1
. (2.161)
Puisque [e1, eN−1] est une matrice de rang 2, la formule de Sherman-Morrison-Woodbury
permet de calculer l’inverse (2.161) par
(
Ps −
1
6
B1 −
1
4
[e1, eN−1][e1, eN−1]
T
)−1
= (Ps −
1
6
B1)−1
− 1
4
(Ps −
1
6
B1)−1[e1, eN−1](A−1)[e1, eN−1]T (Ps −
1
6
B1)−1,
où la matrice A ∈ M2(R) est
A = (I2 −
1
4
[e1, eN−1]
T (Ps −
1
6
B1)−1[e1, eN−1])−1, (2.162)
avec I2 la matrice identité d’ordre 2.
On écrit
A =
[
α β
β α
]
. (2.163)
Les scalaires α, β sont



α = 1 − 1
4
eT1 (Ps −
1
6
B1)
−1e1,
β =
1
4
eTN−1(Ps −
1
6
B1)
−1e1.
(2.164)
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L’inverse de la matrice d’ordre A est donné par
A−1 =
[
α β
β α
]−1
=
1
α2 − β2
[
α −β
−β α
]
,
A−1 se met sous forme diagonale par
1
α2 − β2
[
α −β
−β α
]
=
1
α2 − β2


√
2
2
√
2
2
−
√
2
2
√
2
2


[
α + β 0
0 α − β
]

√
2
2
−
√
2
2√
2
2
√
2
2

 .
On obtient finalement
−1
4
(Ps −
1
6
B1)−1[e1, eN−1](A−1)[e1, eN−1]T (Ps −
1
6
B1)−1 =
[
v1, v2
] [ vT1
vT2
]
,
où les vecteurs v1, v2 sont donnés en (2.159). On en déduit (2.161). 
Preuve de la proposition 2.9. En utilisant (1.71) et (2.125) on obtient



F2A2 = F2A1 −
1
2
F1 −
1
2
(e1e
T
2 + eN−1e
T
N−2),
F2B2 = F2B1 +
3
2
F2.
(2.165)
Donc la matrice H2 en (2.127a) peut s’écrire sous la forme
H2 = H(a)2 + H
(b)
2 , (2.166)
avec



H(a)2 = −
1
4
(K − F2B1)(Ps −
1
6
B2)−1(K −
1
3
A1) +
3
8
F2(Ps −
1
6
B2)−1(K −
1
3
A1) −
1
2
F2A1,
H(b)2 =
1
4
F1 +
1
4
(e1e
T
2 + eN−1e
T
N−2) −
1
24
(K − F2B2)(Ps −
1
6
B2)−1(F2 − e1eT2 + eN−1eTN−2).
(2.167)
En remplaçant (Ps −
1
6
B2)−1 par sa valeur donnée en (2.161), on obtient
H(a)2 = H1 + w1wT1 + w2wT2 + e1sT1 + eN−1sT2 , (2.168)
et
H(b)2 = r1(e1 + e2)T + r2(eN−1 + eN−2)T . (2.169)
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Les six vecteurs w1, w2, r1, r2, s1, s2 ∈ R(N−1) sont



w1 = −
1
2
(K +
1
3
A1)v1,
w2 = −
1
2
(K +
1
3
A1)v2,
(2.170)



r1 = −
1
24
(−K + 1
4
F2B2)(Ps −
1
6
B2)−1e1 +
1
4
e1,
r2 =
1
24
(−K + 1
4
F2B2)(Ps −
1
6
B2)−1eN−1 +
1
4
eN−1,
(2.171)



s1 = −
3
8
(−K − 1
3
A2T )(Ps −
1
6
B2)−1e1,
s2 =
3
8
(−K − 1
3
A2T )(Ps −
1
6
B2)−1eN−1.
(2.172)
Les scalaires α, β et les vecteurs v1, v2 ∈ RN−1 sont donnés en (2.159) et (2.160). En
sommant (2.168) et (2.169) on obtient
H2 = H1 + RST , (2.173)
où RST est la perturbation définie par
{
R = [w1, w2, e1, eN−1, r1, r2] ∈ MN−1,6(R),
S = [w1, w2, s1, s2, e1 + e2, eN−1 + eN−2] ∈ MN−1,6(R).
(2.174)

Noter que la non-symétrie de la matrice H2 est uniquement due à la matrice de per-
turbation δH = RST , qui reflète les conditions de bord. De plus, la forme (2.173) de la
matrice H2 joue un rôle très important en deux et trois dimensions dans les chapitres
3 et 5 pour obtenir un solveur très rapide .
2.3.5 Résultats numériques
Afin de tester le schéma HB2 en dimension 1, on donne d’abord quelques résultats
numériques pour les exemples déjà traités dans la section 2.2.5. La solution exacte
uex(x) fournit les conditions de Dirichlet au bord. On résoud le système linéaire (2.129).
Le calcul est effectué en Matlab en utilisant la méthode directe pour inverser la matrice
H2 (2.48). Les erreurs entre la solution exacte uex et la solution calculée u ainsi que
l’erreur entre le gradient exacte ux,ex et le gradient calculé ux, sont calculés en utilisant
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N ‖u − uex‖h ‖u − uex‖∞ ‖ux − ux,ex‖h ‖ux − ux,ex‖∞
128 1.221(-7) 2.451(-7) 3.269(-7) 4.915(-7)
Taux de conv. 3.95 3.95 3.95 3.95
256 7.854(-9) 1.578(-8) 2.114(-8) 3.171(-8)
Taux de conv. 3.98 3.98 3.97 3.97
512 4.978(-10) 1(-9) 1.343(-9) 2.031(-9)
Taux de conv. 3.99 3.99 3.98 3.98
1024 3.134(-11) 6.301(-11) 8.466(-11) 1.268(-10)
Taux de conv. 3.99 3.99 3.99 3.99
2048 1.970(-12) 3.961(-12) 5.314(-12) 7.961(-12)
Tab. 2.5: Erreur et taux de convergence de Schéma HB2 avec uex(x) = cos(πx
2)
N ‖u − uex‖h ‖u − uex‖∞ ‖ux − ux,ex‖h ‖ux − ux,ex‖∞
128 7.838(-7) 1.590(-6) 2.637(-6) 3.733(-6)
Taux de conv. 4.00 4.00 4.01 4.00
256 4.895(-8) 9.922(-8) 1.631(-7) 2.322(-7)
Taux de conv. 4.00 4.00 4.00 4.00
512 3.056(-9) 6.191(-9) 1.013(-8) 1.446(-8)
Taux de conv. 4.00 4.00 4.00 4.00
1024 1.908(-10) 3.865(-10) 6.315(-10) 9.021(-10)
Taux de conv. 3.99 3.99 4.00 4.00
2048 1.193(-11) 2.416(-11) 3.941(-11) 5.634(-11)
Tab. 2.6: Erreur et taux de convergence de Schéma HB2 avec uex(x) = sin(πx
3)
les normes L2 et L∞ discrètes définies par



‖u − uex‖h =
[
h
N−1∑
i=1
(ui − uex(xi))2
] 1
2
, (a)
‖u − uex‖∞ = max
i=1,...,N−1
|(ui − uex(xi))|. (b)
(2.175)
Test 1 : On considère la solution exacte régulière uex(x) = cos(πx
2) (conditions de
Dirichlet non homogènes). La table 2.5 montre que le schéma HB2 est d’ordre 4 pour
les deux inconnues, u et ux. Le schéma HB1 est d’ordre 2 dans ce cas (voir figure 2.4).
Test 2 : On considère la fonction exacte uex(x) = sin(πx
3). Les résultats sont in-
diqués dans la table 2.6. On observe la convergence d’ordre 4 du schéma HB2 pour les
deux inconnues u et ux. Le schéma HB1 est aussi d’ordre 4 pour ce cas (voir figure 2.5).
Test 3 : Le schéma HB2 est d’ordre 4 pour les deux inconnues u et ux, avec la solution
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N ‖u − uex‖h ‖u − uex‖∞ ‖ux − ux,ex‖h ‖ux − ux,ex‖∞
128 2.674(-10) 4.645(-10) 5.131(-10) 6.771(-10)
Taux de conv. 3.97 4.00 4.00 4.00
256 1.702(-11) 2.903(-11) 3.196(-11) 4.231(-11)
Taux de conv. 3.98 4.00 4.00 3.99
512 1.074(-12) 1.813(-12) 1.994(-12) 2.645(-12)
Taux de conv. 3.93 3.95 3.99 3.95
1024 7.034(-14) 1.170(-13) 1.247(-13) 1.705(-13)
Taux de conv. 3.68 3.66 4.01 3.89
2048 5.471(-15) 9.214(-15) 7.726(-15) 1.143(-14)
Tab. 2.7: Erreur et taux de convergence de Schéma HB2 avec uex(x) = exp(−(x−
1
2
)2)
N ‖u − uex‖h ‖u − uex‖∞ ‖ux − ux,ex‖h ‖ux − ux,ex‖∞
128 9.054(-5) 5.374(-4) 4.400(-3) 2.290(-2)
Taux de conv. 4.07 4.08 4.10 4.13
256 5.365(-6) 3.162(-5) 2.554(-4) 1.300(-3)
Taux de conv. 4.01 4.02 4.02 3.95
512 3.312(-7) 1.949(-6) 1.572(-5) 8.408(-5)
Taux de conv. 4.00 4.00 4.00 4.00
1024 2.063(-8) 1.214(-7) 9.790(-7) 5.223(-5)
Taux de conv. 4.00 4.00 4.00 4.00
2048 1.288(-9) 7.581(-9) 6.113(-8) 3.267(-7)
Tab. 2.8: Erreur et taux de convergence de Schéma HB2 avec
uex(x) = exp(−1000(x−
1
2
)2)
exacte uex(x) = exp(−(x −
1
2
)2). Les résultats numériques sont donnés dans la table
2.7. Le schéma HB1 est d’ordre 2 dans ce cas (figure 2.6).
Test 4 : On considère la solution exacte uex(x) = exp(−1000(x −
1
2
)2). Les résultats
numériques sont donnés dans la table 2.8. Pour ce cas, le schéma HB1 donne les mêmes
résultats numériques que le schéma HB2 (voir figure 2.7).
Afin d’illustrer graphiquement la vitesse de convergence de chacun de ces schémas, on
présente les courbes de convergence sur la même figure pour chacun des quatres cas
testés. Dans les tests 1, 2, et 3, le schéma HB1 et le schéma différence finie standard
(DF2) possèdent presque les mêmes courbes de convergence. Cependant, le schéma
HB1 calcule la dérivée ce qui n’est pas le cas pour le schéma classique. Dans le test 4,
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Fig. 2.4: A gauche, les solutions exacte et numérique avec uex(x) = cos(πx
2). A
droite, les courbes de convergence de 3 schémas.
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Fig. 2.5: A gauche, les solutions exacte et numérique avec uex(x) = sin(πx
3). A
droite, les courbes de convergence de 3 schémas.
le schéma HB1 et le schéma HB2 possèdent les mêmes courbes de convergence. Ce cas
est particulier parce que la fonction exacte est nulle au voisinage de bord. Dans tous
les tests proposés, le schéma HB2 est meilleur que les schémas HB1 et DF2.
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Chapitre 3
Schémas bôıte hermitiens sur
géométrie cartésienne
3.1 Introduction
Dans ce chapitre, on introduit un nouveau schéma aux différences de type bôıte her-
mitien sur une grille cartésienne. On se concentre sur le problème du Poisson dans
un carré. L’ordre de précision obtenu en pratique est 4 pour les deux inconnues u et
∇u. Ceci est particulièrement important pour les problèmes physiques dans lesquels on
souhaite évaluer un champ (électrique, magnétique, vitesse, ...).
Une fois que le schéma est mis au point, l’effort principal porte sur la conception d’une
procédure de résolution rapide. Celle-ci est basée sur la décomposition de la matrice du
schéma comme somme d’une matrice diagonale H1 dans la base spectrale (Z
k)1≤k≤N−1
(1.43) et d’une matrice auxilliaire δH1 de petit rang. On utilise ensuite la formule de
Sherman-Morrison-Woodbury (2.155) pour définir un algorithme rapide sur le modèle
de l’algorithme 1. De nombreux exemples numériques mettent en évidence l’intérêt du
schéma ainsi défini.
57
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3.2 Opérateurs aux différences en deux dimensions
On considère sur le carré Ω = (a, b)2 la grille de différences finies régulière
{
xi = a + ih, 0 ≤ i ≤ N,
yj = a + jh, 0 ≤ j ≤ N.
(3.1)
Le pas du maillage est h =
b − a
N
. En chaque point (xi, yj)0≤i,j≤N sont localisées les
inconnues ui,j.
• Fonctions de grille
On note L2h l’espace des fonctions de grille (ui,j)0≤i,j≤N et par L
2
h,0 le sous-espace de
L2h telles que ui,j = 0 pour i ∈ {0, N} ou j ∈ {0, N}.
• Le produit scalaire et la norme sur L2h sont définis par
(u, v)h = h
2
N∑
i,j=0
ui,jvi,j, |u|2h = h2
N∑
i,j=0
u2i,j. (3.2)
• Dérivées centrées
Les opérateurs δx et δy sont définis par



δxui,j =
ui+1,j − ui−1,j
2h
, 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N,
δyui,j =
ui,j+1 − ui,j−1
2h
, 0 ≤ i ≤ N, 1 ≤ j ≤ N − 1.
(3.3)
On les prolonge aux points de bord i ∈ {0, N}, j ∈ {0, N} par
{
δxu0,j = δxuN,j = 0, 0 ≤ j ≤ N,
δyui,0 = δyui,N = 0, 0 ≤ i ≤ N.
(3.4)
• Dérivées décentrées
Les opérateurs δ+x , δ
−
x , δ
+
y , δ
−
y sont définis par



δ+x ui,j =
ui+1,j − ui,j
h
, 0 ≤ i ≤ N − 1, 0 ≤ j ≤ N, (a)
δ−x ui,j =
ui,j − ui−1,j
h
, 1 ≤ i ≤ N, 0 ≤ j ≤ N, (b)
δ+y ui,j =
ui,j+1 − ui,j
h
, 0 ≤ i ≤ N, 0 ≤ j ≤ N − 1, (c)
δ−y ui,j =
ui,j−1 − ui,j
h
, 0 ≤ i ≤ N, 1 ≤ j ≤ N. (d)
(3.5)
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On les prolonge aux points de bord i ∈ {0, N}, j ∈ {0, N} par



δ+x uN,j = 0, 0 ≤ j ≤ N,
δ+x u0,j = 0, 0 ≤ j ≤ N,
δ+y ui,N = 0, 0 ≤ i ≤ N,
δ−y ui,0 = 0, 0 ≤ i ≤ N.
(3.6)
• Laplacien à trois points
Les opérateurs de Laplace δ2x et δ
2
y sont définis par



δ2xui,j =
ui+1,j + ui−1,j − 2ui,j
h2
, 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N,
δ2yui,j =
ui,j+1 + ui,j−1 − 2ui,j
h2
, 1 ≤ j ≤ N − 1, 0 ≤ i ≤ N.
(3.7)
On les prolonge aux points de bord i ∈ {0, N}, j ∈ {0, N} par
{
δ2xu0,j = δ
2
xuN,j = 0, 0 ≤ j ≤ N,
δ2yui,0 = δ
2
yui,N = 0, 0 ≤ i ≤ N.
(3.8)
• Opérateurs de Simpson
Les opérateurs de Simpson σx et σy sont définis par



σxui,j =
1
6
ui−1,j +
2
3
ui,j +
1
6
ui+1,j , 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N,
σyui,j =
1
6
ui,j−1 +
2
3
ui,j +
1
6
ui,j+1, 0 ≤ i ≤ N, 1 ≤ j ≤ N − 1.
(3.9)
On les prolonge aux points de bord i ∈ {0, N}, j ∈ {0, N}, par
{
σxu0,j = σxuN,j = 0, 0 ≤ j ≤ N,
σyui,0 = σyui,N = 0, 0 ≤ i ≤ N.
(3.10)
3.3 Notations algébriques
Dans cette section, on précise les notations vectorielles et matricielles utiles dans la
suite.
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• Opérateur vec2
Définition 2. Soient v = (vi,j)0≤i,j≤N ∈ L2h une fonction de grille et (ei)1≤i≤N−1 la
base canonique de R(N−1) définie par
(ei)j =
{
1, si j = i,
0, sinon.
(3.11)
On définit l’opérateur vec2 par
vec2 : L
2
h −→ R(N−1)
2
v −→ V = vec2(v)
avec
vec2(v) = vec2[vi,j]1≤i,j≤N−1 =
N−1∑
i,j=1
(ei ⊗ ej)vi,j . (3.12)
Matriciellement, l’opérateur vec2 crée à partir d’une matrice (vi,j)0≤i,j≤N de taille N +1
un vecteur de taille (N − 1)2 formé des points intérieurs de cette matrice (c’est-à-dire
les points (vi,j)1≤i,j≤N−1) dans l’ordre lexicographique sur (i, j). On peut écrire
V = [v1,1, v1,2, .., v1,N−1, v2,1, v2,2, .., v2,N−1, .., vN−1,1, vN−1,2, .., vN−1,N−1]
T . (3.13)
Exemple : Soient Ω = (0, 1)2, xi = ih, yj = jh, 0 ≤ i, j ≤ 3, et h = 1/N = 1/3. et
f(x, y) = ln(x + 2y + 1), on définit la fonction de grille f∗ = f∗i,j = ln(xi + 2yj + 1),
avec i, j = 0, 1, 2, 3. On suppose u = f∗, alors
U = vec2(u) = [ln(x1 + 2y1 + 1), ln(x1 + 2y2 + 1), ln(x2 + 2y1 + 1), ln(x2 + 2y2 + 1)]
T .
(3.14)
Définition 3. Soient v = (vi,j)0≤i,j≤N et (ei)1≤i≤N la base canonique de R
(N−1). On
définit les vecteurs Vi,: et V:,j ∈ R(N−1) par
Vi,: = vec1[vi,j]1≤j≤N−1 =
N−1∑
j=1
vi,jej , (3.15)
et
V:,j = vec1[vi,j ]1≤i≤N−1 =
N−1∑
i=1
vi,jei. (3.16)
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On peut écrire {
Vi,: = [vi,1, vi,2, .., vi,N−1]
T , (a)
V:,j = [v1,j , v2,j , .., vN−1, j]
T . (b)
(3.17)
Lemme 3.3.1 (Relations entre les opérateurs vec1 et vec2). Soient v = (vi,j)0≤i,j≤N ∈
L2h et V = vec2(v) ∈ R(N−1)
2
alors



V =
N−1∑
j=1
V:,j ⊗ ej , (a)
V =
N−1∑
i=1
ei ⊗ Vi,: . (b)
(3.18)
Preuve. On a par définition
V =
N−1∑
i,j=1
(ei ⊗ ej)vi,j,
alors
V =
N−1∑
i,j=1
(eivi,j ⊗ ej)
=
N−1∑
j=1
(
N−1∑
i=1
eivi,j ⊗ ej)
=
N−1∑
j=1
(V:,j ⊗ ej),
d’où (3.18)a. De la même manière on démontre (3.18)b. 
• Algèbre de Kronecker
Définition 4. Soient B une matrice de taille m × n et C une matrice de taille p × q,
m,n, p, q ∈ N. Leur produit de Kronecker est la matrice B⊗C de taille mp×nq définie
par
B ⊗ C =


b11C . . . b1nC
...
...
...
bm1C . . . bmnC

 . (3.19)
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Si A est une matrice de taille l × k. A ⊗ B ⊗ C est une matrice de taille lmp × knq,
définie par
A ⊗ B ⊗ C =


a11(B ⊗ C) . . . a1k(B ⊗ C)
...
...
...
al1(B ⊗ C) . . . alk(B ⊗ C)

 . (3.20)
Le produit de Kronecker intervient dans de nombreux contextes d’algèbre linéaire. On
renvoie aux livres [17, 23, 27] pour une présentation générale. On se limite à rappeler
les trois propriétés suivantes.
Proposition 3.1. Soient A, B, C, D, quatre matrices quelconques et α un scalaire,
alors
(i) α(A ⊗ B) = αA ⊗ B = A ⊗ αB. (3.21)
Si les produits AB et CD sont bien définis, on a
(ii) (A ⊗ B)(C ⊗ D) = AC ⊗ BD. (3.22)
Si de plus les matrices A et B sont inversibles alors le produit kroneckerien A ⊗ B est
inversible et vérifie
(iii) (A ⊗ B)−1 = A−1 ⊗ B−1. (3.23)
On donne dans la proposition suivante des propriétés élémentaires du produit krone-
ckerien dont on aura besoin pour l’écriture matricielle de notre schéma bôıte hermitien.
Proposition 3.2. Soient IN la matrice identité d’ordre N , v un vecteur dans R
N et
A une matrice de N lignes alors on a les deux égalités,
(i) (I ⊗ v)A = (A ⊗ v).
(ii) (v ⊗ I)A = (v ⊗ A).
Preuve. On montre (i). Pour toute matrice A ∈ MN (R) on a
A = A ⊗ 1. (3.24)
En utilisant (3.22) on obtient
(I ⊗ v)A = (I ⊗ v)(A ⊗ 1) = (A ⊗ v), (3.25)
d’où (i). De la même manière on démontre (ii). 
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3.3.1 Notations vectorielles
Soit u(x, y) une fonction régulière sur Ω = (a, b)2. En chaque point (xi, yj), 0 ≤ i, j ≤
N, de la grille de différences finies précisée au début de la section 3.2, trois inconnues
ui,j ≃ u(xi, yj), ux,i,j ≃
∂u
∂x
(xi, yj), uy,i,j ≃
∂u
∂y
(xi, yj) sont localisées. Les vecteurs
U, Ux, Uy ∈ R(N−1)
2
sont respectivement



U = vec2[ui,j ]1≤i,j≤N−1 = [u1,1, .., u1,N−1, u2,1, .., u2,N−1, .., uN−1,1, .., uN−1,N−1]
T ,
Ux = vec2[ux,i,j]1≤i,j≤N−1 = [ux,1,1, .., ux,1,N−1, ux,2,1, .., ux,2,N−1, .., ux,N−1,1, .., ux,N−1,N−1]
T ,
Uy = vec2[uy,i,j]1≤i,j≤N−1 = [uy,1,1, .., uy,1,N−1, uy,2,1, .., uy,2,N−1, .., uy,N−1,1, .., uy,N−1,N−1]
T .
(3.26)
Soient UB et UT ∈ R(N−1) associés aux valeurs de l’inconnue u avec ordonnés y = a
et y = b respectivement. De même, UL et UR ∈ R(N−1) sont les vecteurs associés aux
valeurs de l’inconnue u avec abscisses x = a et x = b respectivement (figure 3.1),



UL = vec1[u0,j]1≤j≤N−1 = [u0,1, .., u0,N−1]
T ,
UR = vec1[uN,j ]1≤j≤N−1 = [uN,1, .., uN,N−1]
T ,
UB = vec1[ui,0]1≤i≤N−1 = [u1,0, .., uN−1,0]
T ,
UT = vec1[ui,N ]1≤i≤N−1 = [u1,N , .., uN−1,N ]
T .
(3.27)
Les vecteurs de dérivées au bord par rapport à x sont notés par



Ux,L = vec1[ux,0,j]1≤j≤N−1 = [ux,0,1, ux,0,2, · · · , ux,0,N−2, ux,0,N−1]T ,
Ux,R = vec1[ux,N,j]1≤j≤N−1 = [ux,N,1, ux,N,2, · · · , ux,N,N−2, ux,N,N−1]T ,
Ux,B = vec1[ux,i,0]1≤i≤N−1 = [ux,1,0, ux,2,0, · · · , ux,N−2,0, ux,N−1,0]T ,
Ux,T = vec1[ux,i,N ]1≤i≤N−1 = [ux,1,N , ux,2,N , · · · , ux,N−2,N , ux,N−1,N ]T .
(3.28)
De même, les vecteurs de dérivées au bord par rapport à y sont notés par



Uy,L = vec1[uy,0,j ]1≤j≤N−1 = [uy,0,1, uy,0,2, · · · , uy,0,N−2, uy,0,N−1]T ,
Uy,R = vec1[uy,N,j]1≤j≤N−1 = [uy,N,1, uy,N,2, · · · , uy,N,N−2, uy,N,N−1]T ,
Uy,B = vec1[uy,i,0]1≤i≤N−1 = [uy,1,0, uy,2,0, · · · , uy,N−2,0, uy,N−1,0]T ,
Uy,T = vec1[uy,i,N ]1≤i≤N−1 = [uy,1,N , uy,2,N , · · · , uy,N−2,N , uy,N−1,N ]T .
(3.29)
On note les quatres valeurs de Dirichlet aux sommets par
ULB = u0,0, ULT = u0,N , URB = uN,0, URT = uN,N . (3.30)
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ULArête Gauche (Left) UR Arête Droite (Right)
UT
Arête Haut (Top)
UB
Arête Bas (Bottom)
ULT URT
ULB URBb
b
b
b
b
b
b
b
b
b
b
b
b
b
b b b b b
b b b b b
Fig. 3.1: Notations de la grille en dimension 2. Les lettres L et R correspondent à
“Left” et “Right”. Les lettres B et T correspondent à “Bottom” et “Top”.
Les dérivées sur les quatres sommets sont notées par



(Ux,LB, Uy,LB) = (ux,0,0, uy,0,0),
(Ux,RB , Uy,RB) = (ux,N,0, uy,N,0),
(Ux,LT , Uy,LT ) = (ux,0,N , uy,0,N ),
(Ux,RT , Uy,RT ) = (ux,N,N , uy,N,N ).
(3.31)
3.4 Fonctions de grille et algèbre de Kronecker
Les deux lemmes suivants jouent un rôle fondamental dans la dérivation du schéma
bôıte hermitien en dimension 2. Dans la suite, e0 et eN sont deux vecteurs nuls de
R
N−1.
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Lemme 3.4.1. Soit u = (ui,j)0≤i,j≤N ∈ L2h. Les deux opérateurs des dérivées centrées
(3.3) s’écrivent matriciellement sous la forme



vec2(δxu) = vec2[δxui,j]1≤i,j≤N−1 =
1
2h
(K ⊗ I)U − 1
2h
(e1 ⊗ I)UL +
1
2h
(eN−1 ⊗ I)UR, (a)
vec2(δyu) = vec2[δyui,j]1≤i,j≤N−1 =
1
2h
(I ⊗ K)U − 1
2h
(I ⊗ e1)UB +
1
2h
(I ⊗ eN−1)UT . (b)
(3.32)
Preuve. On a
δxui,j =
ui+1,j − ui−1,j
2h
, 1 ≤ i, j ≤ N − 1, (3.33)
donc
vec2(δxu) = [δxu1,1, δxu1,2, ..., δxu1,N−1, δxu2,1, ..., δxu2,N−1, ..., δxuN−1,1, ..., δxuN−1,N−1]
T ,
(3.34)
ce qui donne
vec2(δxu) =
1
2h
[u2,1 − u0,1, ..., u2,N−1 − u0,N−1, u3,1 − u1,1, ..., uN,1 − uN−2,1, ..., uN,N−1 − uN−2,N−1]T
=
1
2h
[u2,1, ..., u2,N−1, u3,1 − u1,1, ..., u3,N−1 − u1,N−1, ...,−uN−2,1, ...,−uN−2,N−1]T
− 1
2h
[u0,1, u0,2, ..., u0,N−1, 0, ..., 0, ..., 0, ..., 0]
T
+
1
2h
[0, 0, ..., 0, 0, ..., 0, ..., uN,1 , uN,2, ..., uN,N−1]
T
=
1
2h
(K ⊗ I)vec2(u) −
1
2h
(e1 ⊗ I)UL +
1
2h
(eN−1 ⊗ I)UR,
d’où (3.32)a. De la même manière on démontre (3.32)b. 
Lemme 3.4.2. Soit u = (ui,j)0≤i,j≤N ∈ L2h. Les deux opérateurs de Simpson (3.9)
s’écrivent matriciellement sous la forme



vec2(σxu) = vec2[σxui,j]1≤i,j≤N−1 = (Ps ⊗ I)U +
1
6
(e1 ⊗ I)UL +
1
6
(eN−1 ⊗ I)UR, (a)
vec2(σyu) = vec2[σyui,j]1≤i,j≤N−1 = (I ⊗ Ps)U +
1
6
(I ⊗ e1)UB +
1
6
(I ⊗ eN−1)UT . (b)
(3.35)
Preuve. On a par définition
vec2(σxu) =
N−1∑
i,j=1
(ei ⊗ ej)(σxu)i,j ,
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alors
vec2(σxu) =
N−1∑
i,j=1
(ei ⊗ ej)(
1
6
ui−1,j +
2
3
ui,j +
1
6
ui+1,j)
=
N−1∑
i,j=1
(
1
6
eiui−1,j ⊗ ej) +
N−1∑
i,j=1
(
2
3
eiui,j ⊗ ej) +
N−1∑
i,j=1
(
1
6
eiui+1,j ⊗ ej)
=
N−1∑
j=1
1
6
e1u0,j ⊗ ej +
N−1∑
j=1
N−1∑
i=2
1
6
eiui−1,j ⊗ ej +
N−1∑
i,j=1
2
3
eiui,j ⊗ ej +
N−1∑
j=1
N−2∑
i=1
1
6
eiui+1,j ⊗ ej
+
N−1∑
j=1
(
1
6
eN−1uN,j ⊗ ej)
=
1
6
(e1 ⊗ I)
N−1∑
j=1
u0,jej +
N−1∑
j=1
(N−1∑
i=1
(
1
6
ei+1ui,j +
2
3
eiui,j +
1
6
ei−1ui,j) ⊗ ej
)
+
1
6
(eN−1 ⊗ I)
N−1∑
j=1
uN,jej
=
1
6
(e1 ⊗ I)UL +
N−1∑
j=1
(
N−1∑
i=1
Psei ⊗ ej)ui,j +
1
6
(eN−1 ⊗ I)UR
=
1
6
(e1 ⊗ I)UL + (Ps ⊗ I)
N−1∑
i,j=1
(ei ⊗ ej)ui,j +
1
6
(eN−1 ⊗ I)UR
=
1
6
(e1 ⊗ I)UL + (Ps ⊗ I)U +
1
6
(eN−1 ⊗ I)UR,
d’où (3.35)a. De la même manière on démontre (3.35)b. 
3.5 Schéma bôıte hermitien en dimension 2
3.5.1 Introduction
On a vu dans la section 2.2 que le principe du schéma bôıte hermitien (HB) repose
sur :
• La formulation mixte (2.6).
• L’évaluation des moyennes sur [xj−1, xj+1] de (2.7) et (2.9).
Ici, on généralise ce point de vue pour obtenir un schéma bôıte hermitien en dimension
2. On se limite au problème de Poisson dans un carré mais le principe du schéma
est généralisable à d’autres types de problèmes. Dans la section 3.5.2 on établit un
système d’équations qui sera la base du schéma HB en dimension 2. Pour compléter ce
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système d’équations, on donne dans la section 3.5.3 deux exemples d’approximations
des dérivées normales
∂u
∂n
sur ∂Ω, déduites des approximations de dérivées au bord
utilisées au chapitre 2 pour construire les deux schémas HB1 et HB2.
Commençons par rappeler le théorème de la divergence dont on a besoin dans la suite.
Si Ω est un ouvert polygonal et ~u(x, y) un champ de vecteurs régulier, alors
∫
Ω
div~u dΩ =
∫
∂Ω
~u.~ndσ, (3.36)
avec ~u est le vecteur normal unitaire à ∂Ω dirigé vers l’extérieur.
3.5.2 Définition du schéma pour le problème de Poisson
On considère le problème de Poisson dans Ω = (a, b)2,
{
−∂2xu − ∂2yu = f, dans Ω, (a)
u = g, sur∂Ω. (b)
(3.37)
La fonction f(x, y) est le terme source et la fonction g(x, y) correspond aux données
de Dirichlet. En posant v1 = ∂xu et v
2 = ∂yu, (3.37) se réécrit sous la forme mixte



−
(
∂xv
1 + ∂yv
2
)
= f, dans Ω, (a)
v1 − ∂xu = 0, dans Ω̄, (b)
v2 − ∂yu = 0, dans Ω̄, (c)
u = g, sur∂Ω. (d)
(3.38)
Le domaine Ω est discrétisé par la grille (3.1). Pour obtenir la forme discrète de (3.38),
on utilise les bôıtes Ki,j centrées aux points (xi, yj) de longueur 2h (figure 3.2),
Ki,j = [xi − h, xi + h] × [yj − h, yj + h], ∀ 1 ≤ i, j ≤ N − 1. (3.39)
• Les moyennes de f sur chaque bôıte Ki,j sont données par
Π0fi,j =
1
4h2
∫
Ki,j
f(x, y)dxdy, 1 ≤ i, j ≤ N − 1. (3.40)
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h
h
(i−1,j−1) (i,j−1)
(i,j)
(i,j+1)
(i−1,j)
(i−1,j+1)
(i+1,j−1)
(i+1,j+1)
(i+1,j)
Fig. 3.2: Schéma HB en dimension deux. Le flux est intégré sur le contour noir de la
bôıte Ki,j = [xi − h, xi + h] × [yj − h, yj + h]
En utilisant le théorème de la divergence (3.36), (3.38)a devient (le vecteur normal
dirigé vers l’extérieur de ∂Ki,j est ~n(n1, n2) )
− 1
4h2
∫
∂Ki,j
(v1n1 + v
2n2) dσ = Π
0fi,j, 1 ≤ i, j ≤ N − 1. (3.41)
Le terme de gauche de (3.41) consiste en quatres intégrales monodimensionnelles cor-
respondant aux quatres faces de ∂Ki,j . Chaque intégrale est approchée par la formule
de Simpson. Ceci donne l’approximation suivante de (3.41),



− 1
(2h)2
{ [
1
6
ux,i+1,j−1 +
2
3
ux,i+1,j +
1
6
ux,i+1,j+1
]
−
[
1
6
ux,i−1,j−1 +
2
3
ux,i−1,j +
1
6
ux,i−1,j+1
]
+
[
1
6
uy,i−1,j+1 +
2
3
uy,i,j+1 +
1
6
uy,i+1,j+1
]
−
[
1
6
uy,i−1,j−1 +
2
3
uy,i,j−1 +
1
6
uy,i+1,j−1
]}
= Π0fi,j, 1 ≤ i, j ≤ N − 1.
(3.42)
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En utilisant les opérateurs aux différences δx, δy, σx, σy, (3.42) s’écrit
− (σy ◦ δx)ux,i,j − (σx ◦ δy)uy,i,j = Π0fi,j, 1 ≤ i, j ≤ N − 1, (3.43)
On utilise la notation ◦ pour la composition des opérateurs aux différences. (3.43) donne
(N − 1)2 équations.
• La relation entre u et v1 est déduite de (3.38)b,
1
2h
∫ xi+1
xi−1
v1(x, yj)dx =
u(xi+1, yj) − u(xi−1, yj)
2h
, 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N. (3.44)
La relation entre u et v2 est déduite de (3.38)c
1
2h
∫ yj+1
yj−1
v2(xi, y)dy =
u(xi, yj+1) − u(xi, yj−1)
2h
, 0 ≤ i ≤ N, 1 ≤ j ≤ N − 1. (3.45)
(3.44) et (3.45) donnent 2(N − 1)(N + 1) équations. Les termes de gauche de (3.44) et
(3.45) sont approchés par la formule de Simpson, ce qui donne



1
6
ux,i−1,j +
2
3
ux,i,j +
1
6
ux,i+1,j =
ui+1,j − ui−1,j
2h
, 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N,
1
6
uy,i,j−1 +
2
3
uy,i,j +
1
6
uy,i,j+1 =
ui,j+1 − ui,j−1
2h
, 1 ≤ j ≤ N − 1, 0 ≤ i ≤ N.
(3.46)
En utilisant les opérateurs δx, δy, σx, σy, (3.46) s’écrit



σxux,i,j = δxui,j, 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N,
σyuy,i,j = δyui,j, 1 ≤ j ≤ N − 1, 0 ≤ i ≤ N.
(3.47)
(3.47) donne 2(N − 1)(N + 1) équations.
• Les conditions limites naturelles sont



ui,0 = g(xi, y0), 0 ≤ i ≤ N, Arête Bas “B”
ui,N = g(xi, yN ), 0 ≤ i ≤ N, Arête Haut “T”
u0,j = g(x0, yj), 1 ≤ j ≤ N − 1, Arête Gauche “L”
uN,j = g(xN , yj), 1 ≤ j ≤ N − 1. Arête Droite “R”
(3.48)
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Ce qui donne 4N équations.
Finalement, en regroupant les systèmes (3.43), (3.47), (3.48), on obtient



−(σy ◦ δx)ux,i,j − (σx ◦ δy)uy,i,j = Π0fi,j, 1 ≤ i, j ≤ N − 1, (a)
σxux,i,j = δxui,j, 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N, (b)
σyuy,i,j = δyui,j, 1 ≤ j ≤ N − 1, 0 ≤ i ≤ N, (c)
ui,0 = g(xi, y0), 0 ≤ i ≤ N, (d)
ui,N = g(xi,N , yN ), 0 ≤ i ≤ N, (e)
u0,j = g(x0, yj), 1 ≤ j ≤ N − 1, (f)
uN,j = g(xN , yj), 1 ≤ j ≤ N − 1. (g)
(3.49)
Le système (3.49) est la base du schéma HB en dimension 2. Il constitue de (N − 1)2 +
2(N − 1)(N + 1)+ 4N équations. Par ailleurs, on a 3(N + 1)2 inconnues correspondant
aux u = (ui,j)0≤i,j≤N , ux = (ux,i,j)0≤i,j≤N , uy = (uy,i,j)0≤i,j≤N ∈ L2h. Pour obtenir le
bon décompte entre le nombre d’équations et le nombre d’inconnues on doit effectuer
des approximations de dérivées normales ux,0,j, ux,N,j, uy,i,0, uy,i,N , 0 ≤ i, j ≤ N .
C’est ce que l’on fait dans la section suivante.
3.5.3 Exemples d’approximations de ∂u
∂n
sur ∂Ω
Dans les sections 2.2.1 et 2.3.1, on a vu que le schéma HB en dimension 1 pour le
problème de Poisson nécessite la donnée d’une approximation de
∂u
∂n
sur le bord du
domaine de calcul. Ceci peut sembler non naturel, puisque le problème de Poisson ne
nécessite normalement que la donnée de u sur ∂Ω. Ici, l’approximation est nécessitée
par l’approximation de ∇u à l’intérieur du domaine. C’est le même problème pour une
approximation de type spline, où l’on doit également choisir une certaine approximation
au bord de u′(x) pour définir entièrement u′(x) à l’intérieur du domaine.
On a donné au chapitre 2 deux exemples d’approximation de la dérivée au bord pour
un problème de dimension 1 (2.1). Dans le premier exemple (2.26), ux,0 et ux,N sont
évaluées par les relations



2
3
ux,0 +
1
3
ux,1 =
u1 − u0
h
,
2
3
ux,N +
1
3
ux,N−1 =
uN − uN−1
h
.
(3.50)
En utilisant (3.50), on a défini le schéma bôıte hermitien appelé HB1 (2.27). Les
résultats numériques donnés au section 2.2.5 montrent que ce schéma est d’ordre 2
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pour u et ux. Pour améliorer l’ordre de précision on a introduit une seconde approxi-
mation (2.97),



1
3
ux,0 +
2
3
ux,1 =
1
h
(
1
6
u2 +
2
3
u1 −
5
6
u0
)
,
1
3
ux,N +
2
3
ux,N−1 =
1
h
(
5
6
uN −
1
6
uN−2 −
2
3
uN−1
)
.
(3.51)
(3.51) est d’ordre 3 en x0 = a et xN = b. On a obtenu le schéma HB2 (2.103) qui est
d’ordre 4 pour u et ux. Chacune de ces deux approximations (3.50) et (3.51) peut être
considérée comme une version discrète de l’opérateur appelé “Dirichlet-to-Neumann” :
(
u|(a,b), ux|(a,b), u(a), u(b)
)
−→
(
u′(a), u′(b)
)
. (3.52)
Dans cette partie, nous généralisons (3.50) et (3.51) au cas du problème de Poisson
dans un carré. Les dérivées normales par rapport à x, ux,0,j, ux,N,j, 0 ≤ j ≤ N et les
dérivées normales par rapport à y, uy,i,0, uy,i,N , 0 ≤ i ≤ N, sont écrites en fonction
des inconnues aux points intérieurs et des données de bord.
• Exemple 1 : On généralise (3.50) de la façon suivante. Le long des quatres arêtes du
carré Ω = (a, b)2 on considère les identités



2
3
ux,0,j +
1
3
ux,1,j =
u1,j − u0,j
h
, 0 ≤ j ≤ N, Arête Gauche “L”
2
3
ux,N,j +
1
3
ux,N−1,j =
uN,j − uN−1,j
h
, 0 ≤ j ≤ N, Arête Droite “R”
2
3
uy,i,0 +
1
3
uy,i,1 =
ui,1 − ui,0
h
, 0 ≤ i ≤ N, Arête Bas “B”
2
3
uy,i,N +
1
3
uy,i,N−1 =
ui,N − ui,N−1
h
, 0 ≤ i ≤ N. Arête Haut “T”
(3.53)
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En complétant le système (3.49) par les équations (3.53) on obtient le schéma HB1 en
dimension 2. Trouver u, ux, uy ∈ L2h solution du système



−(σy ◦ δx)ux,i,j − (σx ◦ δy)uy,i,j = Π0fi,j, 1 ≤ i, j ≤ N − 1, (a)
σxux,i,j = δxui,j, 1 ≤ i, j ≤ N − 1, 0 ≤ j ≤ N, (b)
σyuy,i,j = δyui,j, 1 ≤ i, j ≤ N − 1, 0 ≤ i ≤ N, (c)
2
3
ux,0,j +
1
3
ux,1,j =
u1,j − u0,j
h
, 0 ≤ j ≤ N, (d)
2
3
ux,N,j +
1
3
ux,N−1,j =
uN,j − uN−1,j
h
, 0 ≤ j ≤ N, (e)
2
3
uy,i,0 +
1
3
uy,i,1 =
ui,1 − ui,0
h
, 0 ≤ i ≤ N, (f)
2
3
uy,i,N +
1
3
uy,i,N−1 =
ui,N − ui,N−1
h
, 0 ≤ i ≤ N, (g)
ui,0 = g(xi, y0), 0 ≤ i ≤ N, (h)
ui,N = g(xi, yN ), 0 ≤ i ≤ N, (l)
u0,j = g(x0, yj), 1 ≤ j ≤ N − 1, (m)
uN,j = g(xN , yj), 1 ≤ j ≤ N − 1. (n)
(3.54)
• Exemple 2 : De la même façon, (3.51) est généralisée sur les quatre arêtes du Ω =
(a, b)2 par les quatres séries des relations



1
3
ux,0,j +
2
3
ux,1,j =
1
h
(
1
6
u2,j +
2
3
u1,j −
5
6
u0,j
)
, 0 ≤ j ≤ N, Arête Gauche “L”
1
3
ux,N,j +
2
3
ux,N−1,j =
1
h
(
5
6
uN,j −
1
6
uN−2,j −
2
3
uN−1,j
)
, 0 ≤ j ≤ N, Arête Droite “R”
1
3
uy,i,0 +
2
3
uy,i,1 =
1
h
(
1
6
ui,2 +
2
3
ui,1 −
5
6
ui,0
)
, 0 ≤ i ≤ N, Arête Bas “B”
1
3
uy,i,N +
2
3
uy,i,N−1 =
1
h
(
5
6
ui,N −
1
6
ui,N−2 −
2
3
ui,N−1
)
, 0 ≤ i ≤ N. Arête Haut “T”
(3.55)
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En complétant le système (3.49) par (3.55) on obtient le schéma HB2 en dimension 2.
Trouver u, ux, uy ∈ L2h solution du système



−(σy ◦ δx)ux,i,j − (σx ◦ δy)uy,i,j = Π0fi,j, 1 ≤ i, j ≤ N − 1, (a)
σxux,i,j = δxui,j, 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N, (b)
σyuy,i,j = δyui,j, 1 ≤ j ≤ N − 1, 0 ≤ i ≤ N, (c)
1
3
ux,0,j +
2
3
ux,1,j =
1
h
(
1
6
u2,j +
2
3
u1,j −
5
6
u0,j
)
, 0 ≤ j ≤ N, (d)
1
3
ux,N,j +
2
3
ux,N−1,j =
1
h
(
5
6
uN,j −
1
6
uN−2,j −
2
3
uN−1,j
)
, 0 ≤ j ≤ N, (e)
1
3
uy,i,0 +
2
3
uy,i,1 =
1
h
(
1
6
ui,2 +
2
3
ui,1 −
5
6
ui,0
)
, 0 ≤ i ≤ N, (f)
1
3
uy,i,N +
2
3
uy,i,N−1 =
1
h
(
5
6
ui,N −
1
6
ui,N−2 −
2
3
ui,N−1
)
, 0 ≤ i ≤ N, (g)
ui,0 = g(xi, y0), 0 ≤ i ≤ N, (h)
ui,N = g(xi, yN ), 0 ≤ i ≤ N, (l)
u0,j = g(x0, yj), 1 ≤ j ≤ N − 1, (m)
uN,j = g(xN , yj), 1 ≤ j ≤ N − 1. (n)
(3.56)
Le système (3.56) contient 3(N +1)2 inconnues et (N − 1)2 +2(N − 1)(N +1)+6(N +
1)+2(N−1) = 3(N+1)2 équations. Ceci donne un décompte correct entre les équations
et les inconnues.
3.6 Forme matricielle du schéma bôıte hermitien en di-
mension 2
Dans cette section, on montre que la structure algébrique des schémas HB1 et HB2 en
(3.54) et (3.56) respectivement, peut être exprimée de manière naturelle en utilisant le
formalisme du produit de Kronecker.
On introduit à présent toutes les identités dont on a besoin pour obtenir la forme
matricielle du schéma bôıte hermitien en dimension 2. Dans la suite de cette section,
on considère dans L2h, les trois fonctions de grille u = (ui,j), ux = (ux,i,j), uy =
(uy,i,j), 0 ≤ i, j ≤ N . Pour les vecteurs on utilise les notations vectorielles données
dans la partie 3.3.1 (voir figure 3.1).
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3.6.1 Forme matricielle générale des dérivées au bord
On a vu dans la section 2.3.2 la relation suivante des dérivées au bord
e1Ux,L + eN−1Ux,R =
1
h
AU −BUx +
1
h
C(e1UL + eN−1UR). (3.57)
Dans la relation (3.57), Ux,L et Ux,R sont les dérivées par rapport à x aux points x = a
et x = b respectivement. Le vecteur U ∈ R(N−1) est associé à la fonction de grille
u = (ui)0≤i≤N , c’est-à-dire
U = vec1(u) = vec1[ui]1≤i≤N−1 = [u1, u2, ...., uN−1]
T . (3.58)
Les vecteurs UL et UR sont les conditions de Dirichlet aux points x = a et x = b
respectivement. A, B et C sont des matrices d’ordre (N − 1).
En dimension 2, on va déduire de (3.57), une écriture matricielle générale pour toutes
les dérivées de bord. En appliquant (3.57) ligne par ligne et colonne par colonne on
obtient



e1Ux,L,j + eN−1Ux,R,j =
1
h
AU:,j − BUx,:,j +
1
h
C(e1UL,j + eN−1UR,j), 0 ≤ j ≤ N, (a)
e1Uy,i,B + eN−1Uy,i,T =
1
h
AUi,: − BUy,i,: +
1
h
C(e1Ui,B + eN−1Ui,T ), 0 ≤ i ≤ N. (b)
(3.59)
Ces relations généralisent de façon naturelle (3.57) pour i ou j fixé.
Lemme 3.6.1. • Les dérivées normales par rapport à x, Ux,LB, Ux,RB, Ux,LT , Ux,RT ∈
R sur les sommets du Ω = (a, b)2 vérifient
(i)



e1Ux,LB + eN−1Ux,RB =
1
h
AUB − BUx,B +
1
h
C(e1ULB + eN−1URB), (a)
e1Ux,LT + eN−1Ux,RT =
1
h
AUT − BUx,T +
1
h
C(e1ULT + eN−1URT ). (b)
(3.60)
• Les dérivées normales par rapport à y, Uy,LB, Uy,LT , Uy,RB , Uy,RT ∈ R sur les
sommets du Ω = (a, b)2 vérifient
(ii)



e1Uy,LB + eN−1Uy,LT =
1
h
AUL − BUy,L +
1
h
C(e1ULB + eN−1ULT ), (a)
e1Uy,RB + eN−1Uy,RT =
1
h
AUR − BUy,R +
1
h
C(e1URB + eN−1URT ). (b)
(3.61)
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Preuve. Pour j = 0, (3.59)a donne
e1Ux,L,0 + eN−1Ux,R,0 =
1
h
AU:,0 − BUx,:,0 +
1
h
C(e1UL,0 + eN−1UR,0). (3.62)
D’après la définition 3 on a
{
U:,0 = [u1,0, u2,0, ..., uN−1,0]
T = UB,
Ux,:,0 = [ux,1,0, ux,2,0, ..., ux,N−1, 0]
T = Ux,B.
(3.63)
En utilisant les notations de la partie 3.3.1 on obtient (3.60)a. De la même manière on
démontre (3.60)b et (3.61)a,b. 
Lemme 3.6.2. • Les dérivées tangentielles par rapport à x sur les arêtes “B” et “T”
du Ω = (a, b)2 vérifient



Ux,B =
1
h
DUB +
1
h
E(e1ULB + eN−1URB), (a)
Ux,T =
1
h
DUT +
1
h
E(e1ULT + eN−1URT ). (b)
(3.64)
• De même, les dérivées tangentielles par rapport à y sur les arêtes “L” et “R” du
Ω = (a, b)2 vérifient



Uy,L =
1
h
DUL +
1
h
E(e1ULB + eN−1ULT ), (a)
Uy,R =
1
h
DUR +
1
h
E(e1URB + eN−1URT ). (b)
(3.65)
Les matrices D = D(A,B) et E = E(B, C) sont données en (2.113).
Preuve. Pour j = 0, (3.49)b donne
σxux,i,0 = δxui,0, 1 ≤ i ≤ N − 1, (3.66)
soit
1
6
ux,i−1,0 +
2
3
ux,i,0 +
1
6
ux,i+1,0 =
ui+1,0 − ui−1,0
2h
, 1 ≤ i ≤ N − 1. (3.67)
Matriciellement, (3.67) se réécrit
1
6
e1Ux,LB + PsUx,B +
1
6
eN−1Ux,RB =
1
2h
KUB −
1
2h
e1ULB +
1
2h
eN−1URB . (3.68)
Chapitre 3. Schémas bôıte hermitiens sur géométrie cartésienne 76
On reconnait (3.60)a, on obtient la relation
(Ps −
1
6
B)Ux,B =
1
2h
(K − 1
3
A)UB +
1
2h
(F2 −
1
3
C)(e1ULB + eN−1URB). (3.69)
En utilisant les matrices D et E en (2.113), (3.69) s’écrit
Ux,B =
1
h
DUB +
1
h
E(e1ULB + eN−1URB), (3.70)
d’où (3.64)a. De la même manière on démontre (3.64)b et (3.65)a,b. 
Proposition 3.3. Les vecteurs Ux,L, Ux,R, Uy,B, Uy,T ∈ R(N−1), dérivées normales
par rapport à x le long des quatres arêtes “L”, “R”, “B”, “T” du carré Ω = (a, b)2,
vérifient



e1 ⊗ Ux,L + eN−1 ⊗ Ux,R =
1
h
(A⊗ I)U − (B ⊗ I)Ux +
1
h
(C ⊗ I)
(
e1 ⊗ UL + eN−1 ⊗ UR
)
, (a)
Uy,B ⊗ e1 + Uy,T ⊗ eN−1 =
1
h
(I ⊗A)U − (I ⊗ B)Uy +
1
h
(I ⊗ C)
(
UB ⊗ e1 + UT ⊗ eN−1
)
. (b)
(3.71)
Preuve. D’après (3.59)a, pour tout 1 ≤ j ≤ N − 1 on a
e1Ux,L,j + eN−1Ux,R,j =
1
h
AU:,j − BUx,:,j +
1
h
C(e1UL,j + eN−1UR,j). (3.72)
Pour tout W ∈ R(N−1), on peut écrire
W =
N−1∑
i=1
eiWi. (3.73)
Pour tout V ∈ R(N−1)2 , on peut écrire
V =
N−1∑
i=1
(ei ⊗ Vi,:) =
N−1∑
j=1
(V:,j ⊗ ej). (3.74)
avec {
Vi,: = [Vi,1, Vi,2, ..., Vi,N−1]
T ,
V:,j = [V1,j, V2,j , ..., VN−1,j ]
T .
(3.75)
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En utilisant (3.72), (3.73) et (3.75), on obtient
e1 ⊗ Ux,L + eN−1 ⊗ Ux,R = e1 ⊗ (
N−1∑
j=1
ejUx,L,j) + eN−1 ⊗ (
N−1∑
j=1
ejUx,R,j)
=
N−1∑
j=1
(e1 ⊗ ejUx,L,j) +
N−1∑
j=1
(eN−1 ⊗ ejUx,R,j)
=
N−1∑
j=1
(e1Ux,L,j + eN−1Ux,R,j) ⊗ ej
=
N−1∑
j=1
(
1
h
AU:,j − BUx,:,j + C(e1UL,j + eN−1UR,j)
)
⊗ ej
=
1
h
N−1∑
j=1
(AU:,j ⊗ ej) −
N−1∑
j=1
(BUx,:,j ⊗ ej)
− 1
h
N−1∑
j=1
(
C(e1UL,j + eN−1UR,j) ⊗ ej
)
=
1
h
N−1∑
j=1
(A⊗ I)(U:,j ⊗ ej) −
N−1∑
j=1
(B ⊗ I)(Ux,:,j ⊗ ej)
− 1
h
N−1∑
j=1
(C ⊗ I)(e1UL,j + eN−1UR,j)
=
1
h
(A⊗ I)U − (B ⊗ I)Ux +
1
h
(C ⊗ I)(e1UL + eN−1UR),
d’où (3.71)a. De la même manière on démontre (3.71)b. 
Corollaire 3.6.3. Les vecteurs des dérivées normales par rapport à x, Ux,L et Ux,R ∈
R
(N−1) vérifient



Ux,L =
1
h
(eT1 A⊗ I)U − (eT1 B ⊗ I)Ux +
1
h
(eT1 C ⊗ I)(e1 ⊗ UL + eN−1 ⊗ UR), (a)
Ux,R =
1
h
(eTN−1A⊗ I)U − (eTN−1B ⊗ I)Ux +
1
h
(eTN−1C ⊗ I)(e1 ⊗ UL + eN−1 ⊗ UR). (b)
(3.76)
Preuve. Multiplions (3.71)a de deux côtés par e
T
1 ⊗ I, on obtient
eT1 e1⊗Ux,L+eT1 eN−1⊗Ux,R =
1
h
(eT1 A⊗I)U−(eT1 B⊗I)Ux+
1
h
(eT1 C⊗I)(e1⊗UL+eN−1⊗UR).
(3.77)
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Comme eT1 eN−1 = 0, (3.77) devient
eT1 e1⊗Ux,L =
1
h
(eT1 A⊗I)U − (eT1 B⊗I)Ux +
1
h
(eT1 C⊗I)(e1⊗UL +eN−1⊗UR), (3.78)
or eT1 e1 ⊗ Ux,L = 1 ⊗ Ux,L = Ux,L, d’où (3.76)a. De la même manière on démontre
(3.76)b. 
3.6.2 Forme matricielle générale du schéma bôıte hermitien
Dans cette section, nous établissons l’un des résultats principaux de ce travail qui est
la forme matricielle des relations (3.49)a,b,c. Rappelons que (3.49)a,b,c consiste en la
forme mixte du schéma bôıte hermitien aux points intérieurs du maillage cartésien. Ce
système constitue la base du schéma HB en dimension 2, il consiste en :
- L’équation de conservation discrète
− (σy ◦ δx)ux,i,j − (σx ◦ δy)uy,i,j = Π0fi,j, 1 ≤ i, j ≤ N − 1. (3.79)
- Les deux équations pour le gradient discret (ux, uy)
{
σxux,i,j = δxui,j, 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N, (a)
σyuy,i,j = δyui,j, 1 ≤ j ≤ N − 1, 0 ≤ i ≤ N. (b)
(3.80)
Comme déjà mentionné à la section 3.5.2, les relations (3.79) et (3.80) représentent
(N − 1)2 + 2(N − 1)(N + 1) équations pour 3(N + 1)2 inconnues. Pour avoir le même
nombre d’équations et d’inconnues on a ajouté le système formé par les conditions li-
mites naturelles et l’un de deux exemples d’ approximations des dérivées normales au
bord (3.53) et (3.55).
Pour obtenir une forme matricielle générale du schéma bôıte on va considérer les ap-
proximations des dérivées au bord données par leur forme matricielle générale dans la
section 3.6.1.
Proposition 3.4. Les vecteurs dérivés Ux = vec2(ux) et Uy = vec2(uy) s’expriment
en fonction de U = vec2(u) sous la forme



Ux =
1
h
(D ⊗ I)U + 1
h
(E ⊗ I)(e1 ⊗ UL + eN−1 ⊗ UR), (a)
Uy =
1
h
(I ⊗D)U + 1
h
(I ⊗ E)(UB ⊗ e1 + UT ⊗ eN−1), (b)
(3.81)
où les matrices D = D(A,B) et E = E(B, C) sont données en (2.113).
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Preuve. On a
Ux =
N−1∑
j=1
(Ux,:,j ⊗ ej), (3.82)
avec Ux,:,j est la dérivée hermitienne par rapport à x sur la droite y = jh. (3.80)a donne
Ux,:,j =
1
h
DU:,j +
1
h
E(e1UL,j + eN−1UR,j), (3.83)
donc
Ux =
N−1∑
j=1
(
1
h
DU:,j +
1
h
E(e1UL,j + eN−1UR,j) ⊗ ej
=
1
h
(D ⊗ I)
N−1∑
j=1
(U:,j ⊗ ej) +
1
h
(E ⊗ I)
N−1∑
j=1
(e1UL,j + eN−1UR,j) ⊗ ej .
La décomposition de U à l’aide des vecteurs U:,j est
N−1∑
j=1
(U:,j ⊗ ej) = U (3.84)
et
N−1∑
j=1
(e1UL,j + eN−1UR,j) ⊗ ej =
N−1∑
j=1
(e1 ⊗ I)(UL,j ⊗ ej) +
N−1∑
j=1
(eN−1 ⊗ I)(UR,j ⊗ ej)
= (e1 ⊗ I)
N−1∑
j=1
UL,jej + (eN−1 ⊗ I)
N−1∑
j=1
UR,jej
= (e1 ⊗ I)UL + (eN−1 ⊗ I)UR
= (e1 ⊗ UL) + (eN−1 ⊗ UR).
Donc
Ux =
1
h
(D ⊗ I)U + 1
h
(E ⊗ I)
(
(e1 ⊗ UL) + (eN−1 ⊗ UR)
)
, (3.85)
d’où (3.81)a. De la même manière on démontre (3.81)b. 
Proposition 3.5 (Forme matricielle générale du schéma bôıte en dimension 2). Le
schéma bôıte hermitien formé des équations (3.49) et des approximations (3.59) des
dérivées au bord, possède la forme matricielle suivante,
1
h2
(
H⊗ Ps + Ps ⊗H
)
U = F − Gx − Gy, (3.86)
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où
• Le vecteur F correspond au terme source moyenné en (3.40),
F = vec2(Π
0f). (3.87)
• Les vecteurs Gx, Gy ∈ R(N−1)
2
correspondent aux conditions au bord non homogènes,



Gx =
1
h2
(G ⊗ Ps)(e1 ⊗ UL + eN−1 ⊗ UR)
+
1
6h2
(
HUB + G(e1ULB + eN−1URB)
)
⊗ e1
+
1
6h2
(
HUT + G(e1ULT + eN−1URT )
)
⊗ eN−1,
(3.88)
et 


Gy =
1
h2
(Ps ⊗ G)(UB ⊗ e1 + UT ⊗ eN−1)
+
1
6h2
e1 ⊗
(
HUL + G(e1ULB + eN−1ULT )
)
+
1
6h2
eN−1 ⊗
(
HUR + G(e1URB + eN−1URT )
)
.
(3.89)
• H = H(A,B) et G = G(B, C) les matrices données en (2.117).
Pour démontrer la proposition 3.5, on a besoin de deux lemmes suivants.
Lemme 3.6.4. • La fonction de grille (σy ◦ δx)ux dans (3.79) s’écrit matriciellement
en fonction de Ux sous la forme



vec2
(
(σy ◦ δx)ux
)
=
1
2h
(K ⊗ Ps)Ux (a)
+
1
2h
(F2 ⊗ Ps)
(
e1 ⊗ Ux,L + eN−1 ⊗ Ux,R
)
(b)
+
1
12h
(I ⊗ e1)KUx,B +
1
12h
(I ⊗ e1)F2(e1Ux,LB + eN−1Ux,RB) (c)
+
1
12h
(I ⊗ eN−1)KUx,T +
1
12h
(I ⊗ eN−1)F2(e1Ux,LT + eN−1Ux,RT ). (d)
(3.90)
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• La fonction de grille (σx ◦ δy)uy dans (3.79) s’écrit matriciellement en fonction de
Uy sous la forme



vec2
(
(σx ◦ δy)uy
)
=
1
2h
(Ps ⊗ K)Uy
+
1
2h
(Ps ⊗ F2)
(
Uy,B ⊗ e1 + Uy,T ⊗ eN−1
)
+
1
12h
(e1 ⊗ I)KUy,L +
1
12h
(e1 ⊗ I)F2(e1Uy,LB + eN−1Uy,LT )
+
1
12h
(eN−1 ⊗ I)KUy,R +
1
12h
(eN−1 ⊗ I)F2(e1Uy,RB + eN−1Ux,RT ).
(3.91)
Preuve. On montre (i). Pour v = δxux, (3.35)b donne
vec2
(
(σy ◦ δx)ux
)
= (I ⊗ Ps)V +
1
6
(I ⊗ e1)VB +
1
6
(I ⊗ eN−1)VT . (3.92)
avec V = vec2(v) = vec2(δxux), VB = vec1[δxux,i,0]1≤i≤N−1 et VT = vec1[δxux,i,N ]1≤i≤N−1.
On peut facilement démontrer que



VB =
1
2h
KUx,B +
1
2h
F2(e1Ux,LB + eN−1Ux,RB),
VT =
1
2h
KUx,T +
1
2h
F2(e1Ux,LT + eN−1Ux,RT ).
(3.93)
De plus, d’après le lemme 3.4.1, la forme matricielle de vec2(δxux) ∈ R(N−1)
2
est
vec2(δxux) =
1
2h
(K ⊗ I)Ux −
1
2h
(e1 ⊗ I)Ux,L +
1
2h
(eN−1 ⊗ I)Ux,R
=
1
2h
(K ⊗ I)Ux +
1
2h
(F2 ⊗ I)(e1 ⊗ Ux,L + eN−1 ⊗ Ux,R). (3.94)
En utilisant (3.93) et (3.94) dans (3.92), on obtient
vec2
(
(σy ◦ δx)ux
)
=
1
2h
(I ⊗ Ps)
(
(K ⊗ I)Ux + (F2 ⊗ I)(e1 ⊗ Ux,L + eN−1 ⊗ Ux,R)
)
+
1
12h
(I ⊗ e1)
(
KUx,B + F2(e1Ux,LB + eN−1Ux,RB)
)
+
1
12h
(I ⊗ eN−1)
(
KUx,T + F2(e1Ux,LT + eN−1Ux,RT )
)
.
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Ce qui est équivalent à
vec2
(
(σy ◦ δx)ux
)
=
1
2h
(K ⊗ Ps)Ux
+
1
2h
(F2 ⊗ Ps)
(
e1 ⊗ Ux,L + eN−1 ⊗ Ux,R
)
+
1
12h
(I ⊗ e1)KUx,B +
1
12h
(I ⊗ e1)F2(e1Ux,LB + eN−1Ux,RB)
+
1
12h
(I ⊗ eN−1)KUx,T +
1
12h
(I ⊗ eN−1)F2(e1Ux,LT + eN−1Ux,RT ).
d’où (3.90). De la même manière on démontre (3.91). 
Lemme 3.6.5. En considérant les approximations (3.59) des dérivées au bord de Ω =
(a, b)2. Les équations (3.80) permettent d’écrire les fonctions de grille (σy ◦ δx)ux et
(σx ◦ δy)uy sous les formes matricielles suivantes :



vec2
(
(σy ◦ δx)ux
)
= − 1
h2
(H⊗ Ps)U −
1
h2
(G ⊗ Ps)(e1 ⊗ UL + eN−1 ⊗ UR)
− 1
6h2
HUB ⊗ e1 −
1
6h2
G(e1ULB + eN−1URB) ⊗ e1
− 1
6h2
HUT ⊗ eN−1 −
1
6h2
G(e1ULT + eN−1URT ) ⊗ eN−1.
(3.95)


vec2
(
(σx ◦ δy)uy
)
= − 1
h2
(Ps ⊗H)U −
1
h2
(Ps ⊗ G)(UB ⊗ e1 + UT ⊗ eN−1)
− 1
6h2
e1 ⊗HUL −
1
6h2
e1 ⊗ G(e1ULB + eN−1ULT )
− 1
6h2
eN−1 ⊗HUR −
1
6h2
eN−1 ⊗ G(e1URB + eN−1URT ).
(3.96)
Preuve. On détaille chacun des quatres termes (a), (b), (c), (d) dans (3.90) et on les
exprime en terme de l’inconnue primale U et des données au bord.
• Terme (a)
En remplaçant Ux par sa forme (3.81)a, le terme (a) s’écrit
(a) =
1
2h
(K ⊗ Ps)Ux
=
1
2h2
(K ⊗ Ps)
(
(D ⊗ I)U + (E ⊗ I)(e1 ⊗ UL + eN−1 ⊗ UR)
)
.
• Terme (b)
Le terme (b) correspond à la dérivée normale le long de bord. D’aprés (3.71) et (3.81)a,
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il s’écrit sous la forme
(b) =
1
2h
(F2 ⊗ Ps)(e1 ⊗ Ux,L + eN−1 ⊗ Ux,R)
=
1
2h2
(F2 ⊗ Ps)
{
(A⊗ I)U − h(B ⊗ I)Ux + (C ⊗ I)(e1 ⊗ UL + eN−1 ⊗ UR)
}
=
1
2h2
(F2 ⊗ Ps)
{
(A⊗ I)U − (B ⊗ I)
(
(D ⊗ I)U + (E ⊗ I)(e1 ⊗ UL + eN−1 ⊗ UR)
)
+ (C ⊗ I)(e1 ⊗ UL + eN−1 ⊗ UR)
}
.
En regroupant les termes en U et e1 ⊗ UL + eN−1 ⊗ UR on obtient
(b) =
1
2h2
{(
F2(A−BD)⊗Ps
)
U +
(
F2(C−BE)⊗Ps
)
(e1⊗UL +eN−1⊗UR)
}
. (3.97)
• Terme (c)
Le terme (c) correspond aux dérivées tangentielles le long du côté “B”. En utilisant
(3.60) et (3.64), le terme (c) s’écrit
(c) =
1
12h2
(I ⊗ e1)K
(
DUB + E(e1ULB + eN−1URB)
)
+
1
12h2
(I ⊗ e1)F2
(
AUB − hBUx,B + C(e1ULB + eN−1URB)
)
.
En utilisant à nouveau (3.64), le terme (c) s’exprime sous la forme
(c) =
1
12h2
(I ⊗ e1)(KD + F2A)UB −
1
12h2
(I ⊗ e1)F2B
(
DUB + E(e1ULB + eN−1URB)
)
+
1
12h2
(I ⊗ e1)
(
KE + F2C
)(
e1ULB + eN−1URB
)
=
1
12h2
(I ⊗ e1)
(
KD + F2(A−BD)
)
UB
+
1
12h2
(I ⊗ e1)
(
KE + F2(C − BE)
)(
e1ULB + eN−1URB
)
.
En utilisant l’expression des matrices H et G dans (2.116), on obtient
(c) = − 1
6h2
HUB ⊗ e1 −
1
6h2
G
(
e1ULB + eN−1URB
)
⊗ e1. (3.98)
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• Terme (d)
De manière analogue, le terme (d) s’écrit
(d) = − 1
6h2
HUT ⊗ eN−1 −
1
6h2
G
(
e1ULT + eN−1URT
)
⊗ eN−1. (3.99)
En sommant les quatres termes (a), (b), (c), (d) on obtient (3.95). De la même manière
on démontre (3.96). 
Preuve de la proposition 3.5. L’équation de conservation (3.49)a donne
− vec2
(
(σy ◦ δx)ux
)
− vec2
(
(σx ◦ δy)uy
)
= vec2(Π
0f). (3.100)
En remplaçant vec2
(
(σy ◦ δx)ux
)
et vec2
(
(σx ◦ δy)uy
)
par leurs formes matricielles
(3.95) et (3.96), on obtient
− 1
h2
(H ⊗ Ps)U −
1
h2
(Ps ⊗H)U = F − Gx − Gy, (3.101)
avec F = vec2(Π
0f). Gx et Gy sont donnés en (3.88) et (3.89). 
Le paramètre laissé à l’utilisateur en (3.95) consiste en le choix de l’approximation
discrète de
∂u
∂n
sur ∂Ω. Ceci se traduit matriciellement par le choix des matrices A, B,
C en (3.59) qui à leur tour déterminent les matrices D, E en (2.113) et H, G en (2.117).
3.7 Le schéma bôıte hermitien HB1 en dimension 2
3.7.1 Forme matricielle du schéma HB1
Le Schéma HB1 a été établi en (3.54). Il résulte de la proposition 3.5 qu’il possède la
forme matricielle suivante
1
h2
(H1 ⊗ Ps + Ps ⊗H1) = F − Gx,1 − Gy,1, (3.102)
où
• Le vecteur F correspond au terme source moyenné en (3.40),
F = vec2(Π
0f). (3.103)
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• Les vecteurs Gx,1, Gy,1 ∈ R(N−1)
2
correspondent aux conditions de bord non ho-
mogènes,



Gx,1 =
1
h2
(G1 ⊗ Ps)(e1 ⊗ UL + eN−1 ⊗ UR)
+
1
6h2
(
H1UB + G1(e1ULB + eN−1URB)
)
⊗ e1
+
1
6h2
(
H1UT + G1(e1ULT + eN−1URT )
)
⊗ eN−1,
(3.104)
et 


Gy,1 =
1
h2
(Ps ⊗ G1)(UB ⊗ e1 + UT ⊗ eN−1)
+
1
6h2
e1 ⊗
(
H1UL + G1(e1ULB + eN−1ULT )
)
+
1
6h2
eN−1 ⊗
(
H1UR + G1(e1URB + eN−1URT )
)
.
(3.105)
• Les matrices A1, B1, C1 sont celles données en (2.43). Elles traduisent la forme parti-
culières des approximations des dérivées au bord. H1 = H1(A1,B1) et G1 = G1(B1, C1)
les matrices données en (2.48).
On définit la matrice H1 par
H1 = H1 ⊗ Ps + Ps ⊗H1. (3.106)
Le système (3.102) devient
H1U = h
2(F − Gx,1 − Gy,1). (3.107)
Les matrices Ps et H1 sont symétriques définies positives diagonales dans la base Zk,
avec les valeurs propres αk = 1−λk/6, µk respectivement. On en déduit que la matrice
H1 est symétrique définie positive, également diagonalisable dans la base Z
k ⊗Z l avec
la décomposition spectrale
H1 =
(
Z ⊗ Z
)(
M⊗ (I − Λ/6) + (I − Λ/6) ⊗M
)(
ZT ⊗ ZT
)
, (3.108)
où 


M = diag(µ1, µ2, ..., µN−1),
Λ = diag(λ1, λ2, ..., λN−1).
(3.109)
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Les valeurs propres de la matrice H1 sont
βk,l = µkαl + αkµl, 1 ≤ k, l ≤ N − 1. (3.110)
On montre dans la section suivante comment tirer parti de (3.108) pour définir un
algorithme rapide pour la résolution de (3.102).
3.7.2 Algorithme rapide pour le schéma HB1
Nous présentons un algorithme de résolution rapide du système linéaire (3.102). On
tire parti pour cela de la forme diagonale de la matrice H1 en (3.106). La résolution
repose sur la décomposition du vecteur h2(F − Gx,1 − Gy,1) ∈ R(N−1)
2
dans la base
orthonormale Zk ⊗ Z l de la matrice H1 ⊗ Ps + Ps ⊗ H1. Elle est effectuée par la
transformée en sinus rapide.
Algorithme 2. – Etape 1 : Ecrire le vecteur F̄ = h2(F − Gx,1 − Gy,1) dans la base
Zk ⊗ Z l, 1 ≤ k, l ≤ N − 1,
F̄Z =
N−1∑
k=1
N−1∑
l=1
F̄Zk,l(Z
k ⊗ Z l), (3.111)
avec
F̄Zk,l = (F̄ , Z
k ⊗ Z l), 1 ≤ k, l ≤ N − 1. (3.112)
Cette étape est effectuée par la transformation en sinus rapide [27] (voir l’annexe).
– Etape 2 : Calcul des composantes UZk,l de la solution dans l’espace de Fourier par
UZk,l =
F̄ zk,l
βk,l
, 1 ≤ k, l ≤ N − 1, (3.113)
avec βk,l les valeurs propres de la matrice H1 données en (3.110).
– Etape 3 : Calcul des composantes de U = (Ui,j)1≤i,j≤N−1 ∈ R(N−1)
2
dans la base
canonique
Ui,j =
N−1∑
k,l=1
UZk,lZ
k
i Z
l
j . (3.114)
Cette étape est effectuée par une transformation inverse en sinus rapide (voir l’annexe).
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Les étapes 1 et 3 sont O(N2log2(N)) parcequ’elles sont effectuées par une transforma-
tion en sinus rapide et l’étape 2 est O(N2), ce qui donne une complexité algorithmique
globale de O(N2log2(N)).
3.8 Mise en oeuvre du schéma HB1
3.8.1 Introduction
Dans ce qui précède, on a vu que le schéma bôıte hermitien se compose de deux types
d’approximations :
• L’approximation interne constituée par les trois relations (3.49)a,b,c. On a vu que
l’ordre de consistance de ces relations est quatre, cela est dû à l’approximation par la
formule de Simpson qui est d’ordre 4 (cf proposition 1.2 ).
• L’approximation au bord de ∂u
∂n
. On a donné deux exemples d’approximation de
∂u
∂n
. Le premier exemple (3.50), celui du schéma HB1, est d’ordre 1. Le deuxième
exemple (3.51), celui du schéma HB2, est d’ordre 3. Dans la section 3.10 on verra
que le schéma HB2 est d’ordre 4 en pratique pour u et ∇u. Autrement dit, le schéma
global a une erreur d’ordre toujours supérieur à ce que l’on pourrait déduire de l’ordre
d’approximation au bord. Noter que l’analyse numérique théorique du schéma HB2
semble à priori difficile.
Dans la partie 3.8.2, on donne des détails de l’implémentation des algorithmes 2 et 3.
Les parties 3.8.3 et 3.10.3 sont consacrées à la présentation d’une série de résultats
numériques obtenus avec les schémas HB1 et HB2 pour le problème de Poisson (3.37).
• Pour le schéma HB1, on observe en général un ordre de convergence 2 pour u et ∇u.
Un ordre de convergence 4 est observé pour u et ∇u dans certains cas particuliers.
• Pour le schéma HB2, on observe un ordre de convergence 4 pour u et ∇u.
On présente également les courbes de convergence de chacun des schémas bôıte HB1,
HB2 ainsi que le schéma différence finie standard à cinq points (DF2).
3.8.2 Détails de l’implémentation
On présente les détails de l’implémentation de la librairie HBoxLib developpée dans le
cadre de ce travail. Cette librairie contient des fonctions de calcul rapide de l’approxi-
mation par l’opérateur de Simpson et des fonctions de calcul des produits kroneckeriens
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avec des matrices particulières comme la matrice identité. Le développement a été ef-
fectué en Fortran 90. Les calculs sont effectués sur une machine de bureau.
Les ingrédients pour appliquer l’algorithme 2 sont les suivants :
1- Formule de Simpson en dimension 2
Pour le second membre F = vec2(Π
0f) en (3.87), f(x, y) est connue par −∆u(x, y) =
f(x, y). Soit f = (fi,j)0≤i,j≤N ∈ L2h la fonction de grille associée à f(x, y),
fi,j = f(xi, yj), 0 ≤ i, j ≤ N. (3.115)
On évalue Π0f = (Π0fi,j)1≤i,j≤N−1 ∈ L2h,0 en approchant l’opérateur de moyen Π0 en
(3.40) par la formule de Simpson (tensorielle),



Π0fi,j ≃ (σy ◦ σx)fi,j
=
1
36
fi−1,j−1 +
2
18
fi−1,j +
1
36
fi−1,j+1
+
2
18
fi,j−1 +
4
9
fi,j +
2
18
fi,j+1
+
1
36
fi+1,j−1 +
2
18
fi+1,j +
1
36
fi+1,j+1, 1 ≤ i, j ≤ N − 1.
(3.116)
2- Produit kroneckerien
Les vecteurs UL, UR, UB , UT ∈ R(N−1) des données de Dirichlet aux quatres arêtes du
carré ainsi que les valeurs de u aux quatres sommets du carré, ULB , ULT , URB , URT ,
sont connus par la condition de Dirichlet u = g au bord. Numériquement, le produit
kroneckerien de deux matrices quelconques d’ordre N − 1 nécessite normalement (N −
1)4 opérations, ce qui est prohibitif. Pour évaluer un tel produit, on calcule les vecteurs
Gx, Gy en (3.88) en utilisant (3.22). Cela donne :



Gx =
1
h2
(Ge1 ⊗ PsUL + GeN−1 ⊗ PsUR)
+
1
6h2
(
HUB + G(e1ULB + eN−1URB)
)
⊗ e1
+
1
6h2
(
HUT + G(e1ULT + eN−1URT )
)
⊗ eN−1,
(3.117)
et 


Gy =
1
h2
(PsUB ⊗ Ge1 + PsUT ⊗ GeN−1)
+
1
6h2
e1 ⊗
(
HUL + G(e1ULB + eN−1ULT )
)
+
1
6h2
eN−1 ⊗
(
HUR + G(e1URB + eN−1URT )
)
.
(3.118)
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(3.117) et (3.118) contiennent seulement des produits kroneckeriens de vecteurs, ce qui
est numériquement intéressant car ils nécessitent seulement (N − 1)2 opérations.
L’implémentation des vecteurs dérivés Ux et Uy donnés dans la proposition 3.4 est
effectuée en utilisant également la propriété (3.22) dans les produits kroneckeriens (E ⊗
I)(e1 ⊗ UL + eN−1 ⊗ UR) et (I ⊗ E)(UB ⊗ e1 + UT ⊗ eN−1) ∈ R(N−1)
2
. C’est-à-dire



Ux =
1
h
(
(D ⊗ I)U + (Ee1 ⊗ UL) + (EeN−1 ⊗ UR)
)
, (a)
Uy =
1
h
(
(I ⊗D)U + (UB ⊗ Ee1) + (UT ⊗ EeN−1)
)
, (b)
(3.119)
où les matrices D = D(A,B) et E = E(B, C) sont données en (2.113).
Pour les vecteurs (D⊗ I)U et (I ⊗D)U ∈ R(N−1)2 , on a implémenté des fonctions dans
la librairie HBoxLib qui nous permet de les calculer avec un coût de O(N2).
3- Transformée en sinus (dimension 1)
Soit TS1 l’application suivante
R
(N−1) −→ R(N−1)
x = (xi)1≤i≤N−1 −→ y = TS1(x)
(3.120)
tel que y = (yj)1≤j≤N−1 avec yj =
N−1∑
i=1
xi sin(
ijπ
N
), 1 ≤ j ≤ N − 1.
Numériquement, y peut être calculé par un algorithme rapide avec un coût O(N log2(N)).
Ici, cf annexe pour l’algorithme rapide de calcul de TS1(x).
4- Transformée en sinus (dimension 2)
Soit TS2 l’application suivante
{
R
(N−1) × R(N−1) −→ R(N−1)2
x = (xi,j)1≤i,j≤N−1 −→ y = TS2(x)
(3.121)
tel que y = (yk,l)1≤k,l≤N−1 avec
yk,l =
N−1∑
i,j=1
xi,j sin(
ikπ
N
) sin(
jlπ
N
), 1 ≤ k, l ≤ N − 1. (3.122)
Numériquement, y peut être calculé par un algorithme rapide avec un coût O(N2log2(N)),
cf annexe pour l’algorithme rapide de calcul de TS2(x).
4- Transformée en sinus (dimension 3)
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Soit TS3 l’application suivante
R
(N−1)
R
(N−1) × R(N−1) −→ R(N−1)2
x = (xi,j,k)1≤i,j,k≤N−1 −→ y = TS3(x)
(3.123)
tel que y = (yl,m,n)1≤l,m,n≤N−1 avec
yl,m,n =
N−1∑
i,j,k=1
xi,j,k sin(
ilπ
N
) sin(
jmπ
N
) sin(
knπ
N
), 1 ≤ l,m, n ≤ N − 1. (3.124)
Numériquement, y peut être calculé par un algorithme rapide avec un coût O(N3log2(N)),
cf annexe pour l’algorithme rapide de calcul de TS3(x).
On présente l’implémentation de l’algorithme 2.
Algorithme 2 (Implémentation).
– Etape 1 : On a F̄ = h2
(
F − Gx,1 − Gy,1
)
∈ R(N−1)2 . On calcule F = vec2(Π0f)
comme indiqué en (3.116). Gx,1 et Gy,1 sont calculés comme indiqué en (3.117) et
(3.118). On obtient F̄ . Le calcul des F̄Zk,l coefficients de F̄ dans la base Z
k ⊗ Z l
s’obtient de la façon suivante. Le vecteur F̄ ∈ R(N−1)2 s’écrit
F̄ =
N−1∑
i,j=1
F̄i,j(ei ⊗ ej). (3.125)
Or
F̄Zk,l = (F̄ , Z
k ⊗ Z l)
=
N−1∑
i,j=1
F̄i,j(ei ⊗ ej , Zk ⊗ Z l),
(3.126)
et
(ei ⊗ ej , Zk ⊗ Z l) = (Zk ⊗ Z l)T (ei ⊗ ej)
= ((Zk)T ⊗ (Z l)T )(ei ⊗ ej)
= (Zk)T ei ⊗ (Z l)T ej
= Zki ⊗ Z lj
= Zki Z
l
j
=
2
N
sin(
ikπ
N
) sin(
jlπ
N
),
(3.127)
donc les composantes F̄Zk,l sont
F̄Zk,l =
N−1∑
i,j=1
2
N
Fi,j sin(
ikπ
N
) sin(
jlπ
N
). (3.128)
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– Etape 2 : Le calcul des coefficients UZk,l du vecteur U dans la base Z
k ⊗Z l s’obtient
par
H1U = F̄
Z . (3.129)
(3.129) est équivalent à
H1
N−1∑
k,l=1
UZk,l(Z
k ⊗ Z l) =
N−1∑
k,l=1
F̄Zk,l(Z
k ⊗ Z l), (3.130)
ce qui donne
N−1∑
k,l=1
UZk,lβk,l(Z
k ⊗ Z l) =
N−1∑
k,l=1
F̄Zk,l(Z
k ⊗ Z l), (3.131)
avec βk,l les valeurs de H1. Z
k ⊗ Z l etant une base orthonormale on obtient
UZk,l =
F̄Zk,l
βk,l
, (3.132)
d’où (3.113). Numériquement, les coefficients U zk,l sont calculés par (N−1)2 divisions.
– Etape 3 : A l’étape 2, on a calculé les coefficients UZk,l de vecteur solution U dans la
base Zk⊗Z l. Dans cette étape, on calcule les coefficients Ui,j de U dans la base cano-
nique ei⊗ej . Ceci est effectué par la transformée inverse en sinus rapide (cf annexe).
3.8.3 Résultats numériques pour le schéma HB1
On montre quelques résultats numériques obtenus par le schéma HB1 en utilisant l’al-
gorithme 2. Le code de calcul est effectué en Matlab et Fortran 90. Le problème résolu
est (3.37) sur Ω = (0, 1)2. Pour mesurer les erreurs, on utilise la norme L2 discrète
définie par
‖uex − u‖h =
(
h2
∑
i,j
(uex(xi, yj) − ui,j)2
) 1
2
. (3.133)
Les vecteurs dérivés Ux et Uy sont calculés par (3.119) en remplaçant les matrices
D et E par les matrices D1 et E1. Les matrices D1 = D1(A1,B1) et E1 = E1(B1, C1)
sont obtenues à partir de (2.113) en remplaçant les matrices A, B, C par les matrices
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Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h T = TMatlab TF90 T/(N2log2(N))
128 × 128 5.873(−6) 1.617(−5) 0.29 s. 0.01 s. 2.528(-6)
Taux de conv. 1.99 1.87
256 × 256 1.468(−6) 4.420(−6) 0.57 s. 0.09 1.087 s.(-6)
Taux de conv. 2.00 1.89
512 × 512 3.670(−7) 1.191(−6) 3.19 s. 0.53 s. 1.352(-6)
Taux de conv. 2.00 1.90
1024 × 1024 9.177(−8) 3.179(−7) 20.46 s. 2.43 s. 1.951(-6)
Tab. 3.1: Erreur et taux de convergence pour le schéma HB1 avec
uex(x, y) = exp(−((x − 0.5)2 + (y − 0.5)2))
Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h T = TMatlab TF90 T/(N2log2(N))
128 × 128 5.674(−6) 1.318(−4) 0.33 s. 0.03 s. 2.877(-6)
Taux de conv. 4.02 4.03
256 × 256 3.474(−7) 8.038(−6) 0.64 s. 0.17 s. 1.220(-6)
Taux de conv. 4.00 4.00
512 × 512 2.160(−8) 4.993(−7) 3.21 s. 0.65 s. 1.360(-6)
Taux de conv. 4.00 4.00
1024 × 1024 1.348(−9) 3.116(−8) 20.62 s. 2.34 s. 1.966(-6)
Tab. 3.2: Erreur et taux de convergence du schéma HB1 avec
uex(x, y) = exp(−400((x − 0.5)2 + (y − 0.5)2))
A1, B1, C1 en (2.43) respectivement.
Test 1 : Ce cas correspond à la gaussienne
uex(x, y) = exp(−α((x − 0.5)2 + (y − 0.5)2)). (3.134)
Test 1.1 : α = 1. Ce cas correspond à la gaussienne avec des gradients modérés. Les
résultats numériques sont donnés dans la table 3.1. Observons la précision d’ordre 2
du schéma HB1 pour les trois inconnues. La taille du problème pour N = 1024 est
d’environ trois millions d’inconnues.
Test 1.2 : α = 400. Ce cas correspond à une gaussienne avec fort gradient. Les résultats
sont donnés dans la table 3.2 jusqu’un maillage de taille N = 1024 dans les directions
de x et y. On voit que le schéma HB1 est d’ordre 4 pour ce tel cas, car cette fonction
est nulle au voisinage des points de bord x0 et xN . Dans ce cas le schéma HB1 est
beaucoup plus précis que le schéma différence finie standard cinq points (DF2)(figure
3.6).
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Fig. 3.3: Temps calcul en Matlab et F90 pour le test 1.1
Test 2 : Dans ce cas, la solution exacte est uex(x, y) = ln(x + y
2 + 1). Les résultats
sont donnés dans la table 3.3. Le schéma HB1 est d’ordre 2 pour ce cas.
Test 3 : On considère ici le cas le plus difficile avec isolignes sur la première dia-
gonale. La solution exacte est uex(x, y) = cos(5π(x − y)3). Dans la table 3.4 le taux de
convergence du schéma HB1 est deux pour les trois inconnues. Une bonne précision est
atteinte sur la grille finale.
Test 4 : On présente dans la Table 3.5 des résultats numériques d’un cas présenté dans
[8] avec la solution exacte
uex(x, y) = exp(−30((x − 0.5)2 + (y − 0.5)2)) cos(20(x + y − 1)). (3.135)
Ce cas est difficile à calculer. Une bonne précision est atteinte sur la grille finale, moins
précise que celle obtenue en [8]. Noter que le schéma HB1 calcule les dérivées ce qui
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Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h ‖uy,ex − uy‖h T = TMatlab TF90 T/(N2log2(N))
128 × 128 4.820(−6) 2.596(−5) 3.058(-5) 0.29 s. 0.07 s. 2.528(-6)
T. C. 1.99 1.85 1.88
256 × 256 1.205(−6) 7.224(−6) 8.296(-6) 0.58 s. 0.10 s. 1.106(-6)
T. C. 1.99 1.87 1.89
512 × 512 3.014(−7) 1.975(−6) 2.225(-6) 3.37 s. 0.65 s. 1.428(-6)
T. C. 1.99 1.89 1.91
1024 × 1024 7.536(−8) 5.331(−7) 5.917(-7) 21.91 s. 2.35 s. 2.089(-6)
Tab. 3.3: Erreur et taux de convergence du schéma HB1 avec
uex(x, y) = ln(x + y
2 + 1)
Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h T = TMatlab TF90 T/(N2log2(N))
128 × 128 1.200(−3) 4.310(−2) 0.29 s. 0.03 s. 2.528(-6)
Taux de conv. 2.00 1.85
256 × 256 2.987(−4) 1.190(−2) 0.80 s. 0.10 s. 1.525(-6)
Taux de conv. 1.99 1.89
512 × 512 7.489(−5) 3.200(−3) 3.75 s. 0.625 s. 1.589(-6)
Taux de conv. 1.99 1.91
1024 × 1024 1.873(−5) 8.506(−4) 23.58 s. 2.35 s. 2.248(-6)
Tab. 3.4: Erreur et taux de convergence du schéma HB1 avec
uex(x, y) = cos(5π(x − y)3)
Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h T = TMatlab TF90 T/(N2log2(N))
128 × 128 2.572(−6) 3.619(−5) 0.29 s. 0.03 s. 2.528(-6)
Taux de conv. 3.34 3.07
256 × 256 2.534(−7) 4.285(−6) 0.67 s. 0.14 s. 1.277(-6)
Taux de conv. 2.29 2.16
512 × 512 5.163(−8) 9.592(−7) 3.59 s. 0.67 s. 1.521(-6)
Taux de conv. 2.02 2.00
1024 × 1024 1.270(−8) 2.390(−7) 22.45 s. 2.56 s. 2.141(-6)
Tab. 3.5: Erreur et taux de convergence du schéma HB1 avec
uex(x, y) = exp(−30((x − 0.5)2 + (y − 0.5)2)) cos(20(x + y − 1))
n’est pas le cas dans [8].
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3.9 Le schéma bôıte hermitien HB2 en dimension 2
3.9.1 Forme matricielle du schéma HB2
Il résulte de la proposition 3.5 que le schéma HB2 (3.56) possède la forme matricielle
suivante
1
h2
(H2 ⊗ Ps + Ps ⊗H2) = F − Gx,2 − Gy,2, (3.136)
où
• Le vecteur F correspond au terme source moyenné en (3.40),
F = vec2(Π
0f). (3.137)
• Les vecteurs Gx,2, Gy,2 ∈ R(N−1)
2
correspondent aux conditions de bord non ho-
mogènes,



Gx,2 =
1
h2
(G2 ⊗ Ps)(e1 ⊗ UL + eN−1 ⊗ UR)
+
1
6h2
(
H2UB + G2(e1ULB + eN−1URB)
)
⊗ e1
+
1
6h2
(
H2UT + G2(e1ULT + eN−1URT )
)
⊗ eN−1,
(3.138)
et 


Gy,2 =
1
h2
(Ps ⊗ G2)(UB ⊗ e1 + UT ⊗ eN−1)
+
1
6h2
e1 ⊗
(
H2UL + G2(e1ULB + eN−1ULT )
)
+
1
6h2
eN−1 ⊗
(
H2UR + G2(e1URB + eN−1URT )
)
,
(3.139)
où les matrices A2, B2, C2 sont les matrices données en (2.122) et H2 = H2(A2,B2), G2 =
G2(B2, C2) sont les matrices données en (2.127). On remarque que la structure matri-
cielle du schéma HB2 (3.136) conserve exactement la même forme que celle du schéma
HB1 (3.102).
En outre, en utilisant la structure de la matrice H2 (2.173), on obtient
H2 ⊗ Ps + Ps ⊗H2︸ ︷︷ ︸
H2
= (H1 ⊗ Ps + Ps ⊗H1)︸ ︷︷ ︸
H1
+
(
RST ⊗ Ps + Ps ⊗ RST
)
︸ ︷︷ ︸
δH
. (3.140)
Le système linéaire à résoudre est donc
H2U = h
2(F − Gx,2 − Gy,2). (3.141)
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Donnons maintenant la structure détaillée de la matrice δH.
La matrice Ps s’exprime sous la forme
Ps = Z diag(α1, · · · , αN1)ZT . (3.142)
On définit le vecteur Z ′,k ∈ R(N−1) par Z ′,k = α1/2k Zk. La matrice Z ′ ∈ MN−1(R) est
définie par
Z ′ = [Z ′,1, · · · , Z ′,N−1]. (3.143)
(3.142) se réécrit
Ps = Z
′Z ′,T . (3.144)
Donc la matrice δH en (3.140) peut s’écrire sous la forme
δH = RST ⊗ Ps + Ps ⊗ RST
=
[
R1 ⊗ Z ′, · · · , R6 ⊗ Z ′, Z ′ ⊗ R1, · · · , Z ′ ⊗ R6
]


ST1 ⊗ Z ′
...
ST6 ⊗ Z ′
Z ′,T ⊗ S1
...
Z ′,T ⊗ S6


= LMT .
Les matrices rectangulaires L, M ∈ M(N−1)2,12(N−1)(R) sont
L = [L1, · · · , L12], M = [M1, · · · ,M12], (3.145)
où les matrices Li, Mi ∈ M(N−1)2,(N−1)(R) sont, pour 1 ≤ i ≤ 6,
{
Li = Ri ⊗ Z ′, Li+6 = Z ′ ⊗ Ri,
Mi = Si ⊗ Z ′, Mi+6 = Z ′ ⊗ Si.
(3.146)
La base de notre algorithme rapide est la formule de Sherman-Morrison-Woodbury
(2.155). En appliquant cette formule à (3.140) on obtient l’inverse de la matrice H2 =
H1 + LM
T ,
H−12 = H
−1
1 − H−11 L
(
I12(N−1) + M
T H−11 L
)−1
MT H−11 . (3.147)
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(3.147) est la base de l’algorithme rapide détaillé dans la section suivante.
3.9.2 Algorithme rapide pour le schéma HB2
Cette section est consacrée à l’un des résultats les plus importants de ce travail. Il
consiste en une procédure rapide de résolution du système linéaire (3.141) en utilisant
(3.147). L’efficacité de cette procédure s’appuie sur deux éléments.
• La première est la formule de Sherman-Morrison-Woodbury (2.155). Elle permet de
ramener la résolution d’un système de la forme H2U = b à celles de systèmes linéaires
de la forme H1U = b.
• La transformée en sinus rapide. Ceci nous permet de résoudre à un coût de calcul de
O(N2log2(N)) les systèmes linéaires qui interviennent. L’algorithme correspondant à
(3.147) est le suivant.
Algorithme 3. – Etape 1 : Calcul de F̄ = h2(F −Gx,2−Gy,2) ∈ R(N−1)
2
. Résolution
de système linéaire
H1g = F̄ , (3.148)
par l’algorithme 2. Le vecteur g ∈ R(N−1)2 est stocké pour l’étape 7.
– Etape 2 : Calcul de vecteur MT g ∈ R12(N−1),
MT g =
[
MT1 g,M
T
2 g, ..,M
T
12g
]T
. (3.149)
Par exemple, la première composante MT1 g ∈ R(N−1) est
MT1 g =
[
(S1 ⊗ Z ′,1)T g, · · · , (S1 ⊗ Z ′,N−1)T g
]T
. (3.150)
Pour 1 ≤ l ≤ N − 1, la composante n◦l du vecteur MT1 g en (3.150) est



(S1 ⊗ Z ′,l)T g =
N−1∑
i=1
(S1)i
N−1∑
j=1
gi,jZ
′,l
j
= α
1/2
l
N−1∑
i=1
(S1)i
N−1∑
j=1
gi,jZ
l
j .
(3.151)
Les termes
N−1∑
j=1
gi,jZ
l
j, 1 ≤ i ≤ N − 1, (3.152)
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sont calculés par la transformée en sinus rapide en utilisant
N−1∑
j=1
gi,jZ
l
j =
(
2
N
) 1
2
N−1∑
j=1
gi,j sin
(
jlπ
N
)
. (3.153)
Cette méthode est utilisée dans (3.149) pour calculer MT2 g, ...,M
T
6 g. Considérons
ensuite les composantes de MT7 g,



(Z ′,k ⊗ S1)T g =
N−1∑
j=1
(S1)j
N−1∑
i=1
gi,jZ
′,k
i
= α
1/2
k
N−1∑
j=1
(S1)j
N−1∑
i=1
gi,jZ
k
i .
(3.154)
A nouveau, la transformée en sinus rapide est utilisée pour calculer
N−1∑
i=1
gi,jZ
k
i =
(
2
N
) 1
2
N−1∑
i=1
gi,j sin(
ikπ
N
). (3.155)
Les vecteurs MT8 g, ...,M
T
12g sont calculés de la même manière. Les N−1 transformées
en sinus rapide en (3.153) et (3.155) sont effectuées à un coût de O(2N2log2(N)).
Pour chaque 1 ≤ l ≤ N − 1, le produit scalaire en (3.151) ou (3.154) ajoute un coût
additionnel de 2N . Le coût des produits scalaires est donc 24N2. En total, le coût de
l’étape 2 est en O(12N2log2(N)) + 24N
2.
– Etape 3 : Résoudre le système linéaire auxiliaire dans R12(N−1).
(I12(N−1) + M
T H−11 L)w = M
T g. (3.156)
La complexité algorithmique de l’algorithme repose sur l’efficacité de cette résolution.
On utilise l’algorithme GMRES sans préconditionnement. Des détails sur l’implémentation
et le coût de calcul de cette étape sont donnés dans la section 3.10.2.
– Etape 4 : La solution w ∈ R12(N−1) de l’étape 3 est décomposée en
w = [w1, w2, ..., w12]
T , w1, w2, .., w12 ∈ RN−1. (3.157)
On note t ∈ R12(N−1) le produit t = Lw.
t = t1 + t2 + t3 + ... + t12, (3.158)
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avec



t1 = (R1 ⊗ [Z ′,1, · · · , Z ,′,N−1])w1 , t2 = (R2 ⊗ [Z ′,1, · · · , Z ′,N−1])w2,
...
t5 = (R5 ⊗ [Z ′,1, · · · , Z ′,N−1])w5 , t6 = (R6 ⊗ [Z ′,1, ..., Z ′,N−1])w6,
t7 = ([Z
′,1, · · · , Z ′,N−1] ⊗ R1)w7 , t8 = ([Z ′,1, · · · , Z ′,N−1] ⊗ R2)w8,
...
t11 = ([Z
′,1, · · · , Z ′,N−1] ⊗ R5)w11, t12 = ([Z ′,1, · · · , Z ′,N−1] ⊗ R6)w12.
(3.159)
Par exemple, on a pour 1 ≤ i, j ≤ N − 1,



(t1)i,j = (R1)i
N−1∑
l=1
(w1)lZ
′,l
j , (t2)i,j = (R2)i
N−1∑
l=1
(w2)lZ
′,l
j ,
(t11)i,j = (R5)j
N−1∑
k=1
(w11)kZ
′,k
i , (t12)i,j = (R6)j
N−1∑
k=1
(W12)kZ
′,k
i .
(3.160)
Chaque somme dans le membre de droite est calculée par sinus rapide, ce qui donne
un coût de calcul de O(12N2log2(N)). Chacun des 12 vecteurs t1, ..., t12 nécessite
également N2 multiplications. La somme en (5.149) demande 12N2 additions. Cela
donne donc un coût total de O(12N2log2(N)) + 24N
2.
– Etape 5 : Résolution du système linéaire dans R(N−1)
2
v = H−11 t, (3.161)
par l’algorithme 2. Le coût de calcul est O(2N2log2(N)) + O(N
2).
– Etape 6 : Assemblage de la solution U ∈ R(N−1)2 du système linéaire (3.136) par
U = g − v, (3.162)
où g et v ∈ R(N−1)2 sont donnés en (3.148) et (3.161) respectivement. Le coût de
calcul est O(N2).
– Etape 7 : Calcul si nécessaire des gradients hermitiens Ux et Uy en remplaçant dans
(3.119) les matrices D et E par les matrices D2 et E2. Les matrices D2 = D2(A2,B2)
et E2 = E2(B2, C2) sont obtenues à partir de (2.113) en remplaçant les matrices
A, B, C par les matrices A2, B2, C2 (2.122) respectivement. Ce calcul est décrit en
détail dans la section 3.8.2.
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Noter qúıl n’est à priori pas possible d’utiliser une méthode itérative classique utilisant
la matrice d’itération H−11 RS
T . En effet, on vérifie numériquement que le rayon spectral
de H−11 RS
T est 1.48. Ceci justifie l’intérêt de l’algorithme ci-dessus.
3.10 Mise en oeuvre du schéma HB2
3.10.1 Introduction
Dans cette section, on présente des détails pratiques de l’implémentation de l’étape 3
de l’algorithme 3 pour le schéma HB2. Les résultats principaux sont les suivants :
- Mise en evidence de l’efficacité algorithmique de l’algorithme 3 sur un PC de bureau.
On peut traiter une taille 4096 × 4096(16 millions d’inconnues, 48 millions avec les
gradients), [1].
- Mise en évidence du conditionnement modéré de la matrice auxiliaire.
3.10.2 Détail de l’implémentation de l’étape 3 (résolution du système
auxiliaire)
On détaille l’implémentation de l’étape 3 de l’algorithme 3 qu’on utilise pour résoudre
le système linéaire du schéma HB2 (3.136).
- Résolution de (3.156)
La matrice de ce système linéaire est
I12(N−1) + M
T H−11 L, (3.163)
avec
MT H−11 L =


MT1 H
−1
1 L1 M
T
1 H
−1
1 L2 .. M
T
1 H
−1
1 L12
MT2 H
−1
1 L1 M
T
2 H
−1
1 L2 .. M
T
2 H
−1
1 L12
.. .. .. ..
MT12H
−1
1 L1 M
T
12H
−1
1 L2 .. M
T
12H
−1
1 L12


. (3.164)
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Les matrices Mk et Lk ∈ M(N−1)2,N−1(R), 1 ≤ k ≤ 12 , sont données en (3.146).
Les matrices MTi H
−1
1 Lj s’écrivent



MTi H
−1
1 Lj = (Si ⊗ Z ′)T H−11 (Rj ⊗ Z ′), 1 ≤ i, j ≤ 6, (a)
MTi H
−1
1 Lj = (Si ⊗ Z ′)T H−11 (Z ′ ⊗ Rj), 1 ≤ i ≤ 6, 7 ≤ j ≤ 12, (b)
MTi H
−1
1 Lj = (Z
′ ⊗ Si)T H−11 (Rj ⊗ Z ′), 7 ≤ i ≤ 12, 1 ≤ j ≤ 6, (c)
MTi H
−1
1 Lj = (Z
′ ⊗ Si)T H−11 (Z ′ ⊗ Rj), 7 ≤ i, j ≤ 12. (d)
(3.165)
En écrivant les vecteurs Si, Rj ∈ R(N−1) dans la base orthonormale (Zk)1≤k≤N−1, on
obtient 


Si =
N−1∑
k=1
si,kZ
k,
Rj =
N−1∑
l=1
rj,lZ
l.
(3.166)
On a donc
Rj ⊗ Z ′ = Rj ⊗
[
Z ′,1, Z ′,2, ..., Z ′,N−1
]
=
[
Rj ⊗ Z ′,1, Rj ⊗ Z ′,2, ..., Rj ⊗ Z ′,N−1
]
,
et
Si ⊗ Z ′ = Si ⊗
[
Z ′,1, Z ′,2, ..., Z ′,N−1
]
=
[
Si ⊗ Z ′,1, Si ⊗ Z ′,2, ..., Si ⊗ Z ′,N−1
]
.
• Cas (a) dans (3.165). Pour 1 ≤ i, j ≤ 6, on a
MTi H
−1
1 Lj = (Si ⊗ Z ′)T H−11 (Rj ⊗ Z ′). (3.167)
Donc
(Si⊗Z ′)T H−11 (Rj⊗Z ′) =


(Si ⊗ Z ′,1)T H−11 (Rj ⊗ Z ′,1) .. .. (Si ⊗ Z ′,1)T H−11 (Rj ⊗ Z ′,N−1)
(Si ⊗ Z ′,2)T H−11 (Rj ⊗ Z ′,1) .. .. (Si ⊗ Z ′,2)T H−11 (Rj ⊗ Z ′,N−1)
.. .. .. ..
(Si ⊗ Z ′,N−1)T H−11 (Rj ⊗ Z ′,1) .. .. (Si ⊗ Z ′,N−1)T H−11 (Rj ⊗ Z ′,N−1)


.
(3.168)
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Or (Si ⊗ Z ′,l)T H−11 (Rj ⊗ Z ′,m) = 0 si l 6= m car la base Zk ⊗ Z l est orthonormale. Si
l = m, on a



(Si ⊗ Z ′,m)T H−11 (Rj ⊗ Z ′,m) = (
N−1∑
k=1
si,kZ
k ⊗ α1/2m Zm)T H−11 (
N−1∑
l=1
rj,lZ
l ⊗ α1/2m Zm)
= (
N−1∑
k=1
si,kα
1/2
m Z
k ⊗ Zm)T (
N−1∑
l=1
rj,lα
1/2
m β
−1
l,mZ
l ⊗ Zm)
=
N−1∑
k=1
αmsi,krj,kβ
−1
k,m,
(3.169)
avec βk,m les valeurs propres de la matrice H1 données en (3.110). L’équation (3.168)
donne
(Si⊗Z ′)T H−11 (Rj⊗Z ′) =


N−1∑
k=1
si,krj,kα1β
−1
k,1 0 .. 0
0
N−1∑
k=1
si,krj,kα2β
−1
k,2 .. 0
.. .. .. ..
0 0 ..
N−1∑
k=1
si,krj,kαN−1β
−1
k,N−1


.
(3.170)
Le coût de calcul de (3.170) est O(N2).
• Cas (c) dans (3.165). Pour 7 ≤ i ≤ 12, 1 ≤ j ≤ 6, on a
MTi H
−1
1 Lj = (Z
′ ⊗ Si)H−11 (Z ′ ⊗ Rj), (3.171)
alors (Z ′,l ⊗Si)T H−11 (Z ′,m ⊗Rj) = 0 si l 6= m car la base Zk ⊗Z l est orthonormale. Si
l = m
(Z ′,m ⊗ Si)T H−11 (Z ′,m ⊗ Rj) =
N−1∑
k=1
αmsi,kβ
−1
m,krj,k. (3.172)
D’où l’égalité entre les blocs (3.165)a et (3.165)d .
• Cas (b) dans (3.165). Pour 1 ≤ i ≤ 6, 7 ≤ j ≤ 12,
MTi H
−1
1 Lj = (Si ⊗ Z ′)T H−11 (Z ′ ⊗ Rj). (3.173)
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N 8 16 32 64 128 256 512
Cond. 11.3376 11.2784 11.2299 11.2015 11.1851 11.1757 11.1703
Tab. 3.6: Conditionnement de la matrice I12(N−1) + M
T H−11 L
On a
(Si⊗Z ′)T H−11 (Z ′⊗Rj) =


(Si ⊗ Z ′,1)T H−11 (Z ′,1 ⊗ Rj) .. .. (Si ⊗ Z ′,1)T H−11 (Z ′,N−1 ⊗ Rj)
(Si ⊗ Z ′,2)T H−11 (Z ′,1 ⊗ Rj) .. .. (Si ⊗ Z ′,2)T H−11 (Z ′,N−1 ⊗ Rj)
.. .. .. ..
(Si ⊗ Z ′,N−1)T H−11 (Z ′,1 ⊗ Rj) .. .. (Si ⊗ Z ′,N−1)T H−11 (Z ′,N−1 ⊗ Rj)


.
(3.174)
Or
(Si ⊗ Z ′,l)T H−11 (Z ′,m ⊗ Rj) = α
1/2
l si,mβ
−1
m,lα
1/2
m rj,l, (3.175)
alors
(Si⊗Z ′)T H−11 (Z ′⊗Rj) =


α
1/2
1 si,1β
−1
1,1α
1/2
1 rj,1 .. .. α
1/2
1 si,N−1β
−1
N−1,1α
1/2
N−1rj,1
α
1/2
2 si,1β
−1
1,2α
1/2
1 rj,2 .. .. α
1/2
2 si,N−1β
−1
N−1,2α
1/2
N−1rj,2
.. .. .. ..
α
1/2
N−1si,1β
−1
1,N−1α
1/2
1 rj,N−1 .. .. α
1/2
N−1si,N−1β
−1
N−1,N−1α
1/2
N−1rj,N−1


.
(3.176)
Le coût de calcul de (3.168) est O(N2).
• Cas (d) dans (3.165). Pour 7 ≤ i, j ≤ 12, on a
MTi H
−1
1 Lj = (Z
′ ⊗ Si)H−11 (Rj ⊗ Z ′), (3.177)
alors
(Z ′,l ⊗ Si)T H−11 (Rj ⊗ Z ′,m) = α
1/2
l si,mβ
−1
l,mα
1/2
m rj,l (3.178)
D’où l’égalité entre les blocs (3.165)b et (3.165)c.
Finalement, le coût de calcul de la matrice (3.163) est 72O(N2). On présente dans la
table 3.6 le conditionnement de la matrice (3.163). Il apparâıt clairement indépendant
de la taille de maillage N .
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3.10.3 Résultats numériques pour le schéma HB2
On donne quelques résultats numériques obtenus par le schéma HB2 pour le problème
de Poisson (3.37) sur Ω = (0, 1)2 en utilisant l’algorithme 3. Deux codes de calcul ont
été réalisés, le premier en matlab, le second en Fortran 90, sur un PC de processeur
Intel Core2 Duo, 2.8GHz, 3.48 Go de RAM. Le temps calcul en Matlab T = TMatlab est
calculé à l’aide des fonctions tic et toc. Le quotient T/(N2log2N) apparâıt constant
ce qui indique une complexité arithmétique O(N2log2N).
En Fortran 90, le code de calcul est séquentiel et utilise le compilateur g95 avec niveau
d’optimisation −O3. On utilise la librairie fftpack5.f90 pour la transformée en sinus
rapide, [35]. Le temps calcul TF90 est calculé en utilisant la fonction cputime.
On utilise la norme L2 discrète pour mesurer l’erreur
‖uex − u‖h =
(
h2
∑
i,j
(uex(xi, yj) − ui,j)2
) 1
2
. (3.179)
Rappelons que les conditions au bord non homogènes, qui sont données dans les vecteurs
Gx,2 et Gy,2 (3.138, 3.139), donnent une contribution additionnelle dans le membre de
droite. Les cas tests proposés sont les mêmes que pour le schéma HB1( voir la section
3.8.3).
Test 1 : On considère la fonction gaussienne uex(x, y) = exp(−α((x−0.5)2+(y−0.5)2))
comme solution exacte où α est une constante. Ce cas est introduit dans [8].
Test 1.1 : α = 1. Ce cas correspond à une gaussienne avec des gradients modérés
(figure 3.5). Les résultats sont présentés dans la table 3.7 jusqu’à une grille de taille
N = 1024 dans les directions x et y . Dans ce dernier cas, la taille du problème est d’en-
viron un million d’inconnues. La précision est d’ordre 4 pour les 3 inconnues u, ux, uy.
La figure 3.5 montre que le schéma HB2 donne une solution u plus précise que celles
obtenues par le schéma HB1 et le schéma à 5 points (DF2).
Test 1.2 : α = 400. Ce cas correspond à celui d’une gaussienne avec fort gradient
(figure 3.6). Les résultats sont présentés dans la table (3.8) jusqu’un maillage de taille
N = 1024 dans les directions de x et y. La figure 3.6 montre que les schémas HB1 et
HB2 possèdent la même précision, alors que le schéma DF2 est moins précis dans ce
cas.
Test 2 : On considère la solution exacte uex(x, y) = ln(x + y
2 + 1). Les résultats sont
donnés dans la table 3.9. Le nombre d’itérations de GMRES est ègal à 15. Notons que
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Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h T = TMatlab TF90 T/(N2log2(N)) GMRES it.
128 × 128 2.385(−10) 5.793(−10) 0.82 s. 0.17 s. 7.149(-6) 15
Taux de conv. 3.98 4.01
256 × 256 1.504(−11) 3.585(−11) 1.78 s. 0.60 s. 3.395(-6) 15
Taux de conv. 3.99 3.97
512 × 512 9, 444(−13) 2.284(−12) 7.23 s. 2.78 s. 3.064(-6) 15
Taux de conv. 4.02 0.79
1024 × 1024 5.796(−14) 1.319(−12) 55.84 s. 11.62 s. 5.325(-6) 15
Tab. 3.7: Erreur et taux de convergence du schéma HB2 avec
uex(x, y) = exp(−((x − 0.5)2 + (y − 0.5)2))
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Fig. 3.4: Temps calcul en Matlab et F90 pour le test 1.1
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Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h T = TMatlab TF90 T/(N2log2(N)) GMRES it.
128 × 128 5.674(−6) 1.318(−4) 0.96 s. 0.12 s. 1.207(-5) 12
Taux de conv. 4.02 4.03
256 × 256 3.474(−7) 8.038(−6) 2.79 s. 0.68 s. 7.677(-6) 14
Taux de conv. 4.00 4.00
512 × 512 2.160(−8) 4.993(−7) 12 s. 3.14 s. 7.337(-6) 16
Taux de conv. 4.00 4.00
1024 × 1024 1.348(−9) 3.116(−8) 64 s. 13.78 s. 8.805(-6) 17
Tab. 3.8: Erreur et taux de convergence du schéma HB2 avec
uex(x, y) = exp(−400((x − 0.5)2 + (y − 0.5)2))
Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h ‖uy,ex − uy‖h T = TMatlab TF90 T/(N2log2(N))
128 × 128 3.478(−10) 5.509(−9) 9.421(-9) 1 s. 0.14 s. 1.257(-5)
T. C. 4.00 3.96 3.99
256 × 256 2.167(−11) 3.526(−10) 5.917(-10) 2.94 s. 0.54 s. 8.090(-6)
T. C. 4.00 3.97 3.99
512 × 512 1.351(−12) 2.250(−11) 3.719(-11) 12.5 s. 2.56 s. 7.643(-6)
T. C. 4.00 3.41 3.74
1024 × 1024 8.420(−14) 2.109(−12) 2.782(-12) 71 s. 11.64 s. 9.768(-6)
Tab. 3.9: Erreur et taux de convergence du schéma HB2 avec
uex(x, y) = ln(x + y
2 + 1)
la précision de l’ordinateur 10−12 est atteinte pour N = 1024, comme c’est déjà observé
dans la décroissance du taux de convergence pour ux, uy.
Test 3 : On considère le cas où uex(x, y) = cos(5π(x − y)3). Ce cas est plus diffi-
cile avec des isolignes le long de la première diagonale. Le taux de convergence est à
peu près 4 pour les trois inconnues u, ux, uy. Les résultats sont donnés dans la table
3.10. Une très bonne précision est atteinte sur la grille finale avec N = 1024.
Test 4 : On présente dans la table (3.11) les résultats numériques d’un cas présenté
dans [8] avec la solution exacte
uex(x, y) = exp(−30((x − 0.5)2 + (y − 0.5)2)) cos(20(x + y − 1)). (3.180)
La fonction (3.180) présente de très forts gradients et des oscillations(figure 3.7). Une
très bonne précision est atteinte sur la grille finale, moins précise cependant que celle
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Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h T = TMatlab TF90 T/(N2log2(N)) GMRES it.
128 × 128 2.985(−5) 1.169(−3) 1 s. 0.26 s. 1.257(-5) 16
T. C. 3.99 3.78 3.79
256 × 256 1.869(−6) 8.402(−5) 3.1 s. 0.70 s. 8.530(-6) 16
T. C. 4.00 3.84
512 × 512 1.163(−7) 5.834(−6) 13.23 s. 2.60 s. 8.090(-6) 15
T. C. 4.00 3.95 3.85
1024 × 1024 7.240(−9) 3.967(−7) 76.23 s. 11.53 s. 1.048(-5) 15
Tab. 3.10: Erreur et taux de convergence du schéma HB2 avec
uex(x, y) = cos(5π(x − y)3)
Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h T = TMatlab TF90 T/(N2log2(N)) GMRES it.
128 × 128 2.440(−6) 3.308(−5) 0.99 s. 0.12 s. 1.245(-5) 13
Taux de conv. 4.00 4.00
256 × 256 1.518(−7) 2.056(−6) 2.8 s. 0.48 s. 7.704(-6) 12
Taux de conv. 4.00 4.00
512 × 512 9.480(−9) 1.283(−7) 11.69 s. 2.26 s. 7.148(-6) 12
Taux de conv. 4.00 4.00
1024 × 1024 5.923(−10) 8.021(−9) 62 s. 10.28 s. 8.530(-6) 12
Tab. 3.11: Erreur et taux de convergence du schéma HB2 avec
uex(x, y) = exp(−30((x − 0.5)2 + (y − 0.5)2)) cos(20(x + y − 1))
obtenue en [8]. Noter toutefois que le schéma HB fournit une approximation de l’in-
connue et du gradient, ce qui n’est pas le cas dans [8]. De plus, [8] utilise une méthode
de soustraction de singularité, ce qui n’est pas le cas ici. 1
1Le travail de ce chapitre et le chapitre précédent a été publié au Journal of Scientific Computing
dans l’article [1]
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Fig. 3.5: A gauche, la solution exacte uex(x, y) = exp(−(x − 0.5)2 − (y − 0.5)2). A
droite, des courbes de convergence.
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Fig. 3.6: A gauche, la solution exacte uex(x, y) = exp(−400(x−0.5)2−400(y−0.5)2).
A droite, des courbes de convergence.
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Fig. 3.7: uex(x, y) = exp(−30((x − 0.5)2 + (y − 0.5)2)) cos(20(x + y − 1)). A droite,
des courbes de convergence.
Chapitre 4
Algorithmes de type bôıte
hermitien
4.1 Introduction
Dans le chapitre 3 on a introduit une famille de schémas bôıte hermitiens pour le
problème de Poisson en géométrie cartésienne. Nous voulons à présent utiliser le schéma
pour des problèmes plus généraux.
• Une première application concerne des modèles elliptiques plus complexes que le
problème de Poisson. On veut résoudre des équations elliptiques non séparables du
type
− div(a(x, y)∇u) = f, surΩ, (4.1)
avec conditions au bord de Dirichlet. On introduit d’abord un schéma bôıte hermitien
pour de tels problèmes. Ensuite on résoud le schéma obtenu en adaptant l’algorithme
de Concus [11]. Le principe est d’utiliser une méthode de relaxation et d’adopter l’al-
gorithme 3 comme solveur de base.
• Une seconde application est la définition d’un schéma bôıte hermitien multiéchelle
pour le problème de Poisson (3.37). La méthode utilisée est de type “local defect correc-
tion”. Elle consiste en la décomposition du domaine Ω en deux grilles, l’une “grossière”
et l’autre “fine”. La résolution sur la grille fine est supposée plus précise que celle sur
la grille grossière. On applique cette méthode pour résoudre des problèmes de Poisson
dans un carré où la solution possède une région de “forte activité”, c’est-à-dire à fort
gradient.
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4.2 Définition du schéma (HB) pour certains problèmes
elliptiques non séparables
On considère le problème de Dirichlet pour l’équation elliptique à coefficients variables
suivante {
Lu(x, y) = f(x, y), (x, y) ∈ Ω, (a)
u(x, y) = g(x, y), (x, y) ∈ ∂Ω = Γ. (b)
(4.2)
Dans (4.2), Ω = (a, b)2 est un carré et L désigne l’opérateur elliptique
Lu(x, y) = − ∂
∂x
(
a(x, y)
∂u
∂x
(x, y)
)
− ∂
∂y
(
a(x, y)
∂u
∂y
(x, y)
)
. (4.3)
La diffusion est isotrope donnée par la fonction scalaire a(x, y) qui vérifie
0 < amin ≤ a(x, y) ≤ amax. (4.4)
On note également L0 = −∆,
L0u(x, y) = −
∂
∂x
(∂u
∂x
(x, y)
)
− ∂
∂y
(∂u
∂y
(x, y)
)
. (4.5)
Dans la suite on suppose que a(x, y), f(x, y) et g(x, y) sont telles que la solution u(x, y)
est suffisamment régulière. La positivité de a(x, y) implique que l’opérateur L est défini
positif. La méthode de Concus [11] consiste à effectuer le changement de variables
suivant
w(x, y) = [a(x, y)]1/2u(x, y), (4.6)
on suppose que a1/2 est deux fois différentiable. Dans ce cas, l’équation (4.2)a devient
a−1/2L ≡ −∆w + pw = q, (4.7)
avec {
p = a−1/2∆(a1/2),
q = a−1/2f.
(4.8)
Les conditions au bord pour w(x, y) sont
w(x, y) = a1/2(x, y)g(x, y), (x, y) ∈ Γ. (4.9)
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Le problème (4.2) est équivalent à
{
Mw(x, y) = q(x, y), (x, y) ∈ Ω,
w(x, y) = a1/2(x, y)g(x, y), (x, y) ∈ ∂Ω,
(4.10)
avec
M = −∆ + p. (4.11)
Donc la relation (4.6) transforme l’opérateur L en un autre opérateur dont la partie
différentielle d’ordre 2 est −∆. On introduit les deux variables v1 = ∂xu et v2 = ∂yu.
La forme mixte de (4.10) est



−∂xv1 − ∂yv2 − pw = q, dans Ω, (a)
v1 = ∂xw, dans Ω̄, (b)
v2 = ∂yw, dans Ω̄, (c)
w = a1/2g. sur ∂Ω. (d)
(4.12)
En mettant pw à droite dans (4.12)a on obtient



−∂xv1 − ∂yv2 = pw + q, dans Ω, (a)
v1 = ∂xw, dans Ω̄, (b)
v2 = ∂yw, dans Ω̄, (c)
w = a1/2g. sur ∂Ω. (d)
(4.13)
Noter que (4.13) est analogue à la forme mixte (3.38) du problème de Poisson (3.37).
Soient w, wx, wy ∈ L2h les fonctions de grille approchant w(x, y), ∂xw(x, y),
∂yw(x, y) respectivement. En suivant la même procédure que pour le schéma HB1 en
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(3.54), on déduit de (3.54) le système discret



−(σy ◦ δx)wx,i,j − (σx ◦ δy)wy,i,j − Π0(pw)i,j = Π0qi,j, 1 ≤ i, j ≤ N − 1, (a)
σxwx,i,j = δxwi,j , 1 ≤ i, j ≤ N − 1, 0 ≤ j ≤ N, (b)
σywy,i,j = δywi,j, 1 ≤ i, j ≤ N − 1, 0 ≤ i ≤ N, (c)
2
3
wx,0,j +
1
3
wx,1,j =
w1,j − w0,j
h
, 0 ≤ j ≤ N, (d)
2
3
wx,N,j +
1
3
wx,N−1,j =
wN,j − wN−1,j
h
, 0 ≤ j ≤ N, (e)
2
3
wy,i,0 +
1
3
wy,i,1 =
wi,1 − wi,0
h
, 0 ≤ i ≤ N, (f)
2
3
wy,i,N +
1
3
wy,i,N−1 =
wi,N − wi,N−1
h
, 0 ≤ i ≤ N, (g)
wi,0 = a
1/2(xi, y0)g(xi, y0), 0 ≤ i ≤ N, (h)
wi,N = a
1/2(xi, yN )g(xi, yN ), 0 ≤ i ≤ N, (l)
w0,j = a
1/2(x0, yj)g(x0, yj), 1 ≤ j ≤ N − 1, (m)
wN,j = a
1/2(xN , yj)g(xN , yj), 1 ≤ j ≤ N − 1. (n)
(4.14)
Le système (4.14) est le schéma HB1 pour le problème (4.10). De même, en suivant
la même procédure que pour le schéma HB2 en (3.56), on déduit de (3.56) le système
discret



−(σy ◦ δx)wx,i,j − (σx ◦ δy)wy,i,j − Π0(pw)i,j = Π0qi,j, 1 ≤ i, j ≤ N − 1, (a)
σxwx,i,j = δxwi,j , 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N, (b)
σywy,i,j = δywi,j, 1 ≤ j ≤ N − 1, 0 ≤ i ≤ N, (c)
1
3
wx,0,j +
2
3
wx,1,j =
1
h
(
1
6
w2,j +
2
3
w1,j −
5
6
w0,j
)
, 0 ≤ j ≤ N, (d)
1
3
wx,N,j +
2
3
wx,N−1,j =
1
h
(
5
6
wN,j −
1
6
wN−2,j −
2
3
wN−1,j
)
, 0 ≤ j ≤ N, (e)
1
3
wy,i,0 +
2
3
wy,i,1 =
1
h
(
1
6
wi,2 +
2
3
wi,1 −
5
6
wi,0
)
, 0 ≤ i ≤ N, (f)
1
3
wy,i,N +
2
3
wy,i,N−1 =
1
h
(
5
6
wi,N −
1
6
wi,N−2 −
2
3
wi,N−1
)
, 0 ≤ i ≤ N, (g)
wi,0 = a
1/2(xi, y0)g(xi, y0), 0 ≤ i ≤ N, (h)
wi,N = a
1/2(xi, yN )g(xi, yN ), 0 ≤ i ≤ N, (l)
w0,j = a
1/2(x0, yj)g(x0, yj), 1 ≤ j ≤ N − 1, (m)
wN,j = a
1/2(xN , yj)g(xN , yj), 1 ≤ j ≤ N − 1. (n)
(4.15)
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Le système (4.15) constitue le schéma HB2 pour le problème (4.10). Les deux systèmes
(4.14) et (4.15) contiennent 3(N +1)2 équations qui correspondent aux trois inconnues
w = (wi,j), wx = (wx,i,j), wy = (wy,i,j), 0 ≤ i, j ≤ N .
4.3 Forme matricielle du schéma bôıte hermitien
Dans cette section, on présente la forme matricielle du problème (4.10) en utilisant
le schéma bôıte hermitien. Le vecteur inconnu solution est noté par W ∈ R(N−1)2 et
les vecteurs dérivées sont notés par Wx,Wy ∈ R(N−1)
2
. Concernant les conditions au
bord, on garde les mêmes notations qu’à la section 3.3.1. Par exemple, WL représente
le vecteur des données au bord à l’intérieur de l’arête “gauche”(ou“L”) du domaine
carré, et WRB représente la donnée au bord au sommet “droite-sud”(ou “RB”) du
carré (figure 3.1).
Dans la suite de cette section, pour toute fonction de grille v = (vi,j)0≤i,j≤N ∈ L2h, on
utilise l’approximation suivante de la moyenne
Π0v ≃ (σy ◦ σx)v, (4.16)
avec Π0vi,j =
1
4h2
∫
Ki,j
v(x)dx, 1 ≤ i, j ≤ N − 1. C’est-à-dire on utilise la formule de
quadrature d’ordre 4 de Simpson (voir figure 3.2). La proposition ci-dessous fournit la
forme matricielle de (σy◦σx)v en fonction des vecteurs aux points intérieurs V = vec2(v)
et des données du Dirichlet au bord.
Proposition 4.1 (Forme matricielle de (σy ◦ σx)v). Pour toute fonction de grille
v = (vi,j)0≤i,j≤N ∈ L2h, on a



vec2
(
(σy ◦ σx)v
)
= (Ps ⊗ Ps)V
+
1
6
(e1 ⊗ Ps)VL +
1
6
(eN−1 ⊗ Ps)VR +
1
6
(Ps ⊗ e1)VB +
1
6
(Ps ⊗ eN−1)VT
+
1
36
(e1 ⊗ e1)VLB +
1
36
(eN−1 ⊗ e1)VRB
+
1
36
(e1 ⊗ eN−1)VLT +
1
36
(eN−1 ⊗ eN−1)VRT .
(4.17)
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Preuve. Pour v = σxv, la relation (3.35)a donne



vec2
(
(σy ◦ σx)v
)
= vec2
(
σy(σxv)
)
= (I ⊗ Ps)vec2(σxv) +
1
6
(I ⊗ e1)vec1(σxv)B +
1
6
(I ⊗ eN−1)vec1(σxv)T .
(4.18)
On peut aussi démontrer facilement les relations matricielles suivantes



vec1(σxv)B = PsVB +
1
6
VLB +
1
6
VRB ,
vec1(σxv)T = PsVT +
1
6
VLT +
1
6
VRT .
(4.19)
Donc en utilisant les relations suivantes déduites de la proposition 3.2



(I ⊗ e1)PsVB = (Ps ⊗ e1)VB ,
(I ⊗ eN−1)PsVT = (Ps ⊗ eN−1)VT ,
(I ⊗ e1)e1VLB = (e1 ⊗ e1)VLB ,
(I ⊗ e1)eN−1VRB = (eN−1 ⊗ e1)VRB ,
(I ⊗ eN−1)e1VLT = (e1 ⊗ eN−1)VLT ,
(I ⊗ eN−1)eN−1VRT = (eN−1 ⊗ eN−1)VRT ,
(4.20)
et en remplaçant vec2(σxv), vec1(σxv)B et vec1(σxv)T dans (4.18) par ses expressions
données en (3.35)a et (4.19)a,b, on obtient (4.17). 
Corollaire 4.3.1. Pour toute fonction de grille v = (vi,j)0≤i,j≤N nulle au bord (c’est-
à-dire v ∈ L2h,0), on a
vec2
(
(σy ◦ σx)v
)
= (Ps ⊗ Ps)V. (4.21)
Preuve. (4.21) se déduit de (4.17) car v ∈ L2h,0 alors les vecteurs WL, WR, WB , WT ∈
R
(N−1), ainsi que, les scalaires WLB , WLT , WRB et WRT sont tous nuls. 
L’intérêt principal de la proposition 4.1 et du corollaire 4.3.1 réside dans le calcul
explicite des matrices associées aux opérateurs M et −∆ + K.
Proposition 4.2. En appliquant le schéma bôıte hermitien, (4.10) s’écrit sous forme
matricielle
1
h2
(
H⊗ Ps + Ps ⊗H
)
W + vec2(Π
0(pw))
︸ ︷︷ ︸
MH
p,h
W
+Gx + Gy = Q, (4.22)
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avec W = vec2(w), Q = vec2(Π
0q) ∈ R(N−1)2 et Gx, Gy ∈ R(N−1)
2
sont les vecteurs
correspondant aux données de bord



Gx =
1
h2
(G ⊗ Ps)(e1 ⊗ WL + eN−1 ⊗ WR)
+
1
6h2
(
HWB + G(e1WLB + eN−1WRB)
)
⊗ e1
+
1
6h2
(
HWT + G(e1WLT + eN−1WRT )
)
⊗ eN−1,
(4.23)
et 


Gy =
1
h2
(Ps ⊗ G)(WB ⊗ e1 + WT ⊗ eN−1)
+
1
6h2
e1 ⊗
(
HWL + G(e1WLB + eN−1WLT )
)
+
1
6h2
eN−1 ⊗
(
HWR + G(e1WRB + eN−1WRT )
)
.
(4.24)
Les matrices H = H(A,B) et G = G(B, C) sont données en (2.117).
Preuve. Le problème (4.10) se réécrit
{
−∆w = q − pw, dans Ω, (a)
w = a1/2g. sur ∂Ω. (b)
(4.25)
Le problème (4.25) peut être formellement considéré comme un problème de Poisson
avec second membre q − pw. Donc la forme matricielle de (4.25) se déduit de la propo-
sition 3.5. Elle s’écrit
1
h2
(
H⊗ Ps + Ps ⊗H
)
W = vec2(Π
0(q − pw)) − Gx − Gy. (4.26)
Or
vec2(Π
0(q − pw)) = vec2(Π0q) − vec2(Π0(pw)). (4.27)
Donc (4.26) devient
1
h2
(
H⊗ Ps + Ps ⊗H
)
W = vec2(Π
0q) − vec2(Π0(pw)) − Gx − Gy. (4.28)
En posant Q = vec2(Π
0q) on déduit (4.22). 
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Corollaire 4.3.2. Les vecteurs dérivées Wx, Wy ∈ R(N−1)
2
du problème (4.10) sont



Wx =
1
h
(D ⊗ I)W + 1
h
(E ⊗ I)(e1 ⊗ WL + eN−1 ⊗ WR), (a)
Wy =
1
h
(I ⊗D)W + 1
h
(I ⊗ E)(WB ⊗ e1 + WT ⊗ eN−1), (b)
(4.29)
où D = D(A,B) et E = E(B, C) sont les matrices données en (2.113).
Preuve. Les équations (4.13)b,c de la forme mixte (4.13) sont exactement les mêmes
que celles de la forme mixte du problème de Poisson (3.38) (en prenant w au lieu de
u). Donc on déduit de la proposition 3.4 les formes matricielles des vecteurs dérivées
Wx et Wy données en (4.29). 
Corollaire 4.3.3. En utilisant le schéma bôıte hermitien, le problème
{
(−∆ + K)w = q, dans Ω, (a)
w = 0, sur ∂Ω, (b)
(4.30)
où K est une constante, possède la forme matricielle
1
h2
(H⊗ Ps + Ps ⊗H) + K(Ps ⊗ Ps)
︸ ︷︷ ︸
∆H
K,h
W
= Q, (4.31)
avec W = vec2(w), Q = vec2(Π
0q) ∈ R(N−1)2 .
Preuve. En supposant p(x, y) = K, on déduit de la proposition 4.2 que le problème
(4.30) possède la forme matricielle
1
h2
(
H⊗ Ps + Ps ⊗H
)
W + Kvec2
(
(σy ◦ σx)w
)
+ Gx + Gy = Q. (4.32)
Les conditions de Dirichlet homogènes (4.30)b entrainent
Gx = Gy = 0. (4.33)
De plus, le corollaire 4.3.1 donne
vec2
(
(σy ◦ σx)w
)
= (Ps ⊗ Ps)W, (4.34)
d’où (4.31). 
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4.4 Algorithme de Concus et Golub pour le schéma bôıte
hermitien
4.4.1 Introduction
On propose une méthode itérative pour la résolution numérique d’équations elliptiques
non séparables sous forme divergence en dimension deux dans un carré avec conditions
de Dirichlet au bord. Le problème doit être au préalable convenablement adimensionné.
La méthode est due à Concus et Golub [11]. Elle utilise entre autres le principe de
relaxation suivant. Supposons que le problème non séparable original soit
Lu = f. (4.35)
Après changement de variables, (4.35) s’écrit
Mw = q. (4.36)
Afin de résoudre (4.36), on considère une procédure itérative formulée par Concus et
Golub [11] pour les équations elliptiques du type (4.2) sur un carré. La méthode est
basée sur la forme modifiée de la méthode itérative (relaxation)
− ∆un+1 = −∆un − τ(Lun − f), (4.37)
où Lu = f est le problème original à résoudre et τ est un paramètre > 0. La difficulté
est que (4.37) peut avoir une convergence très lente dans le cas ou le rayon spectral
de la matrice d’itérations est proche de 1. L’idée principale introduite par Concus et
Golub est d’utiliser un “shift” dans (4.37). Considérons le problème (4.10) (problème
obtenu après “scaling”). Le schéma itératif utilisé est de la forme
(−∆ + K)wn+1 = (−∆ + K)wn − τ(Mwn − q), (4.38)
où K est une constante, τ est un paramètre > 0 et ∆ est l’opérateur de Laplace. La
résolution de (4.38) s’effectue en utilisant un solveur rapide de Poisson pour −∆ + K.
Dans notre cas, ce solveur est celui d’un schéma bôıte hermitien. En utilisant (4.11),
(4.38) devient
(−∆ + K)wn+1 = (−∆ + K)wn − τ(−∆ + p)wn + τq. (4.39)
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Dans [11], Concus et Golub utilisent le Laplacien à cinq points comme solveur de base
de −∆ + K. Ils ont ainsi montré que si la constante K est donnée par
K =
1
2
(min p + max p), (4.40)
où min p et max q dénotent les valeurs minimum et maximum de p(x, y) sur le carré
fermé Ω̄, alors le choix optimal de τ qui rend minimal le rayon de convergence de la
matrice d’itération associée à la méthode itérative considérée est
τ = 1. (4.41)
La relation (4.39) se simplifie sous la forme
(−∆ + K)wn+1 = (K − p)wn + q. (4.42)
Dans la suite on présente la résolution de problème (4.10) par le schéma bôıte hermitien
en utilisant la méthode itérative (4.38).
4.4.2 Schéma itératif utilisant le schéma bôıte hermitien
Le schéma itératif utilisé pour résoudre (4.10) est
(−∆ + K)wn+1 = (−∆ + K)wn − τ(Mwn − q). (4.43)
La forme discrète des opérateurs M et −∆ + K sont respectivement MHp,h et ∆HK,h.
D’après la proposition 4.2, pour w et q deux fonctions de grilles données, la forme
discrète de (w, q) −→ Mw − q est
MHp,hW − Q + Gx + Gy, (4.44)
avec
MHp,hW =
1
h2
(H⊗ Ps + Ps ⊗H)W + vec2(Π0(pw)). (4.45)
Noter que la matrice associée à l’opérateur discret MHp,h est donnée implicitement dans
(4.45). Pour obtenir sa forme explicite on doit donner explicitement la forme matricielle
du vecteur vec2(Π
0pw) ∈ R(N−1)2 . En pratique ceci n’est pas utilisé dans la méthode
itérative (4.43) car MHp,h intervient seulement dans le membre de droite de la relation
(4.43).
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Pour l’opérateur −∆ + K, la présence de cet opérateur des deux côtés de (4.43) a pour
effet d’annuler les vecteurs de conditions au bord de sa forme discrète. C’est pour cette
raison qu’on a imposé de conditions de Dirichlet homogènes en (4.30). On a vu au
corollaire 4.3.3 que l’opérateur discret associé à −∆ + K est
∆HK,h =
1
h2
(H⊗ Ps + Ps ⊗H) + K(Ps ⊗ Ps). (4.46)
Donc la forme discrète de (4.43) est
∆HK,hW
n+1 = ∆HK,hW
n − τ(MHp,hW n + Gx + Gy − Q). (4.47)
Finalement, (4.47) est une méthode itérative pour la résolution du problème (4.10).
Dans la suite on présente les étapes principales de l’itération (4.47).
Schéma itératif utilisant HB1
Le schéma itératif utilisant HB1 s’obtient à partir de (4.47) en remplaçant les matrices
H et G dans MHp,h, ∆HK,h, Gx, Gy par les matrices H1 et G1 en (2.48). On obtient
MH1p,hW =
1
h2
(H1 ⊗ Ps + Ps ⊗H1)W + vec2(Π0pw). (4.48)
Les vecteurs Gx,1 et Gy,1 correspondant aux conditions de bord sont



Gx,1 =
1
h2
(G1 ⊗ Ps)(e1 ⊗ WL + eN−1 ⊗ WR)
+
1
6h2
(
H1WB + G1(e1WLB + eN−1WRB)
)
⊗ e1
+
1
6h2
(
H1WT + G1(e1WLT + eN−1WRT )
)
⊗ eN−1,
(4.49)
et 


Gy,1 =
1
h2
(Ps ⊗ G1)(WB ⊗ e1 + WT ⊗ eN−1)
+
1
6h2
e1 ⊗
(
H1WL + G1(e1WLB + eN−1WLT )
)
+
1
6h2
eN−1 ⊗
(
H1WR + G1(e1WRB + eN−1WRT )
)
.
(4.50)
La matrice ∆HK,h devient
∆H1K,h =
1
h2
(H1 ⊗ Ps + Ps ⊗H1) + K(Ps ⊗ Ps). (4.51)
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Algorithme 4. • Initialisation : On choisit une fonction de grille quelconque w =
(wi,j)0≤i,j≤N telle que w|∂Ω = a1/2g. On obtient alors le vecteur initial W 0 = vec2(w) ∈
R
(N−1)2 , ainsi que les vecteurs des conditions au bord WL, WR, WB , WT ∈ R(N−1) et
les valeurs aux sommets WLB, WLT , WRB , WRT ∈ R. Ensuite, on choisit deux valeurs
pour τ et K(τ0 = 1,K0 = 0, par exemple).
• Itération : n = 0, 1, 2, ..., iter1
W n+1 = W n − τ0(∆H1K,h)−1(M
H1
p,h W
n + Gx,1 + Gy,1 − Q). (4.52)
- Etape 1 : Calcul des vecteurs Gx,1, Gy,1 et Q. On procède de la même façon qu’en
(3.117), (3.118) et (3.116).
- Etape 2 : Cette étape consiste en le calcul du produit matrice-vecteur MphW
n avec
MH1p,hW
n =
1
h2
(H1 ⊗ Ps + Ps ⊗H1)W n + vec2
(
Π0(pwn)
)
. (4.53)
Dans (4.53) pwn est la fonction de grille vérifiant (pwn)i,j = p(xi, yj)w
n
i,j , 0 ≤ i, j ≤ N .
Le calcul de vecteur vec2
(
Π0(pwn)
)
est analogue à celui du Q = vec2(Π
0q) donné en
(3.116).
Le produit matrice-vecteur (H1⊗Ps +Ps⊗H1)W n s’effectue en utilisant la transformée
en sinus rapide. (en utilisant la forme diagonale de la matrice H1 en (3.108)).
- Etape 3 : Le calcul de (∆H1K,h)
−1(MH1p,hW
n + Gx,1 + Gy,1 − Q) s’effectue en utilisant
l’algorithme 2.
Schéma itératif utilisant HB2
Le schéma itératif utilisant le schéma HB2 s’obtient à partir de (4.47) en remplaçant
les matrices H et G dans MHp,h, ∆HK,h, Gx, Gy par les matrices H2 et G2 données en
(2.127).
Algorithme 5. • Initialisation : On choisit une fonction de grille quelconque w =
(wi,j)0≤i,j≤N telle que w|∂Ω = a1/2g. On obtient alors le vecteur initial W 0 = vec2(w) ∈
R
(N−1)2 , ainsi, les vecteurs des conditions au bord WL, WR, WB , WT ∈ R(N−1) et les
valeurs aux sommets WLB , WLT , WRB , WRT . Ensuite, on choisit deux valeurs pour
τ et K(τ0 = 1,K0 = 0, par exemple).
• Itération : n = 0, 1, 2, ..., iter2
W n+1 = W n − τ0(∆H2Kx,h)−1(M
H2
p,hW
n + Gx,2 + Gy,2 − Q). (4.54)
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- Etape 1 : Calcul des vecteurs Gx,2, Gy,2 et Q. On procède de la même façon qu’en
(3.117), (3.118) et (3.116).
- Etape 2 : Cette étape consiste au calcul du produit matrice-vecteur MphW
n
MH2p,hW
n =
1
h2
(H2 ⊗ Ps + Ps ⊗H2)W n + vec2
(
Π0(pwn)
)
, (4.55)
avec pwn la fonction de grille vérifiant (pwn)i,j = p(xi, yj)w
n
i,j, 0 ≤ i, j ≤ N. Le calcul
de vecteur vec2
(
Π0(pwn)
)
est analogue à celui de Q = vec2(q) en (3.116).
Le produit matrice-vecteur (H2⊗Ps+Ps⊗H2)W n s’effectue en utilisant l’égalité (3.140).
- Etape 3 : Le calcul de (∆H2K,h)
−1(MH2p,hW
n + Gx,2 + Gy,2 − Q) s’effectue en utilisant
l’algorithme 3.
Schéma itératif utilisant HB1 et HB2
On présente un algorithme de résolution de problème (4.10) combinant les algorithmes
4 et 5.
Algorithme 6. • Initialisation : On utilise l’algorithme 4 pour l’initialisation avec un
critère d’arrêt. En effet, on choisit une fonction de grille quelconque v = (vi,j)0≤i,j≤N
telle que v|∂Ω = a1/2g. On obtient le vecteur V 0 = vec2(v) ∈ R(N−1)
2
et les vecteurs
des conditions au bord WL = vec1[v0,j ]1≤j≤N−1, WR = vec1[vN,j]1≤j≤N−1, WB =
vec1[vi,0]1≤i≤N−1 ,WT = vec1[vi,N ]1≤i≤N−1 ∈ R(N−1) ainsi que les quatres valeurs aux
sommets WLB = v0,0, WLT = v0,N , WRB = vN,0, WRT = vN,N . Ensuite, on choisit
deux valeurs pour τ et K (τ0 = 1, K0 = 0, par exemple) et une tolérance(tol = 10
−4
par exemple). On effectue les itérations suivantes en utilisant le schéma HB1.
• Pour ||V n+1 − V n||2 ≤ tol, faire
V n+1 = V n − τ0(∆H1K,h)−1(M
H1
p,hV
n + Gx,1 + Gy,1 − Q). (4.56)
Soit iter1 le nombre d’itérations de cette initialisation. Soit W 0 le vecteur initial W 0 =
V iter1.
• Itération : On utilise le schéma HB2 pour obtenir le vecteur solution. Soit iter2 le
nombre d’itérations choisi a priori.
Pour n = 0, 1, 2, ..., iter2
W n+1 = W n − τ0(∆H2K,h)−1(M
H2
p,h W
n + Gx,2 + Gy,2 − Q). (4.57)
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Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ iter1 iter2 temps(s.)
8 × 8 1.055(-12) 2.943(-12) 2.163(-12) 6.003(-12) 5 8 0.38
16 × 16 2.664(-13) 7.940(-13) 5.478(-13) 1.624(-12) 6 8 0.54
32 × 32 3.793(-13) 1.164(-12) 7.789(-13) 2.872(-12) 6 8 0.90
64 × 64 9.646(-14) 3.614(-13) 2.004(-13) 2.629(-12) 6 8 1.77
Tab. 4.1: Erreur et taux de convergence de Schéma HB2 avec
uex(x, y) = 2[(x −
1
2
)2 + (y − 1
2
)2] et a(x, y) = [1 + sin(
π
2
(x + y))]2
4.4.3 Résultats numériques
Dans cette partie nous donnons quelques résultats numériques pour le problème ellip-
tique (4.10) en utilisant les schémas donnés dans les algorithmes 5 et 6 pour résoudre
le problème (4.10) sur le carré Ω = (0, 1)2. Dans les tables de résultats numériques,
iter2 représente le nombre d’itérations indiqué dans chacun des algorithmes 5 et 6 et
iter1 représente le nombre d’itérations de l’initialisation indiqué dans l’algorithme 6.
Les conditions limites sont données par la solution exacte. Les erreurs pour la solution
exacte et sa dérivée sont calculées par les normes L2 et L∞ discrètes



‖uex − u‖h =
(
h2
N−1∑
i,j=1
(uex(xi, yj) − ui,j)2
) 1
2
,
‖uex − u‖∞ = max
i,j=1,..,N−1
|uex(xi, yj) − ui,j|.
(4.58)
Les vecteurs dérivés Wx, Wy ∈ R(N−1)
2
sont calculés à partir de (4.29). Dans chaque
table des résultats numériques on précise également le nombre d’itérations et le temps
calcul.
Test 1 : La solution exacte est uex(x, y) = 2[(x −
1
2
)2 + (y − 1
2
)2] avec a(x, y) =
[1 + sin(
π
2
(x + y))]2. On utilise l’algorithme 6. Les résultats donnés dans la table 4.1
montrent une convergence vers la solution exacte en 8 itérations.
Test 2 : On suppose uex(x, y) = x
2 + y2 et a(x, y) = δ + x + y (figures 4.1).
Test 2.1 : On suppose δ = 1. Les résultats obtenus par l’algorithme 5, sont donnés
dans la table 4.2.
Test 2.2 : On suppose δ = 0.1. Les résultats obtenus par l’algorithme 5, sont donnés
dans la table 4.3.
Dans les tests 2.1 et 2.2, une très bonne précision est atteinte sur la grille finale 128×128
en cinq itérations.
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Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ iter2 temps(s.)
16 × 16 4.484(-7) 3.843(-6) 2.302(-6) 2.191(-5) 5 0.22
T.C. 3.97 3.32 3.79 2.70
32 × 32 3.083(-8) 3.851(-7) 1.653(-7) 3.370(-6) 5 0.39
T.C. 3.99 3.39 3.89 2.78
64 × 64 1.939(-9) 3.662(-8) 1.113(-8) 4.901(-7) 5 0.91
T.C. 4.02 3.44 3.94 2.88
128 × 128 1.192(-10) 3.374(-9) 7.239(-10) 6.657(-8) 5 2.52
T.C. 4.06 3.46 3.97 2.93
256 × 256 7.122(-12) 3.062(-10) 4.616(-11) 8.686(-9) 5 8.21
Tab. 4.2: Erreur et taux de convergence de Schéma HB2 avec uex(x, y) = x
2 + y2 et
a(x, y) = 1 + x + y
après 5 itérations.
Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ iter2 temps(s.)
16 × 16 5.443(-6) 4.570(-5) 5.357(-5) 4.597(-4) 5 0.23
T.C. 3.64 2.84 3.05 2.06
32 × 32 4.364(-7) 6.360(-6) 6.443(-6) 1.101(-4) 5 0.46
T.C. 3.27 3.05 3.34 2.36
64 × 64 4.518(-8) 7.678(-7) 6.364(-7) 2.136(-5) 5 1
T.C. 0.95 2.67 3.30 2.53
128 × 128 2.335(-8) 1.201(-7) 6.421(-8) 3.677(-6) 5 2.7
T.C. 0.05 0.26 0.13 2.33
256 × 256 2.242(-8) 9.992(-8) 5.860(-8) 7.304(-7) 5 9.22
Tab. 4.3: Erreur et taux de convergence de schéma HB2 avec uex(x, y) = x
2 + y2 et
a(x, y) = 0.1 + x + y
après 5 itérations.
Test 3 : Cas d’un coefficient de diffusion oscillant.
Dans cet exemple, on considère un coefficient de diffusion de la forme
a(x, y) = (4 + sin(4πx) sin(4πy))2, (4.59)
avec solution exacte uex(x, y) = sin(2πx) sin(2πy).
Ce cas est difficile car a(x, y) et sa dérivée sont oscillantes (figures 4.2). La résolution
de (4.10) est effectuée par l’algorithme 6. On constate que les taux de convergence sont
compris entre 2 et 4 pour iter2 = 5 itérations (table 4.4) et entre 3 et 4 pour iter2 = 10
itérations (table 4.5). On renvoie à [8] pour davantage de commentaires sur la difficulté
de ce cas. Les résultats obtenus dans [8] sont un peu plus précis. Cependant, le schéma
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Fig. 4.1: Solution exacte uex(x, y) = x
2 + y2 (à gauche) et sa dérivée ∂xu(x, y) = 2x
(à droite)
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Fig. 4.2: solutions exacte uex(x, y) = sin(2πx) sin(2πy) (à gauche) et sa dérivée (à
droite)
HB2 calcule les dérivées ce qui n’est pas le cas dans [8].
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Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ iter1 iter2 temps(s.)
32 × 32 1.622(-4) 2.800(-3) 4.655(-4) 1.620(-2) 27 5 0.79
T.C. 3.82 3.79 3.72 2.81
64 × 64 1.144(-5) 2.689(-4) 3.484(-5) 2.300(-3) 28 5 1.82
T.C. 2.72 3.45 2.97 2.96
128 × 128 1.727(-6) 2.458(-5) 4.445(-6) 2.935(-4) 30 5 4.63
T.C. 2.00 3.23 2.19 2.96
256 × 256 4.451(-7) 2.608(-6) 9.715(-7) 3.768(-5) 31 5 13.86
Tab. 4.4: Erreur et taux de convergence du Schéma HB2 uex(x, y) = sin(2πx) sin(2πy)
et a(x, y) = (4 + sin(4πx) sin(4πy))2 après 5 itérations
Nx × Ny ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ iter1 iter2 temps(s.)
32 × 32 1.684(-4) 2.782(-3) 4.514(-4) 1.610(-2) 33 10 1.10
T.C. 3.91 3.38 3.80 2.80
64 × 64 1.119(-5) 2.671(-4) 3.241(-5) 2.300(-3) 33 10 2.57
T.C. 4.01 3.49 3.91 3.00
128 × 128 6.915(-7) 2.360(-5) 2.141(-6) 2.889(-4) 33 10 7.18
T.C. 3.99 3.50 3.56 3.00
256 × 256 4.350(-8) 2.079(-6) 1.814(-7) 3.545(-5) 33 10 21.69
Tab. 4.5: Erreur et taux de convergence du Schéma HB2 avec uex(x, y) =
sin(2πx) sin(2πy) et a(x, y) = (4 + sin(4πx) sin(4πy))2 après 10 itérations
4.5 Algorithmes de type “Local Defect Correction” pour
les schémas bôıte hermitiens
4.5.1 Introduction
La méthode Local Defect Correction (LDC) a été introduite par W. Hackbusch [22]
pour la résolution de problèmes elliptiques. Il s’agit d’un algorithme générique itératif
de type multiniveau pour la résolution d’un problème discret. Deux ou plusieurs grilles
de calcul sont utilisées.
Une analyse de l’algorithme LDC dans le contexte différences finies a été effectuée
par Ferket et al. [14] et Anthonissen [2] dans le contexte de problèmes en combustion.
Dans [2], l’algorithme LDC est combiné avec des techniques de grilles adaptatives, de
raffinement et de décomposition de domaines.
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Le principe de la méthode LDC est le suivant. On considère le problème elliptique
{
Lu = f, dans Ω, (a)
u = g, sur ∂Ω, (b)
(4.60)
où L est un opérateur différentiel linéaire elliptique, f et g sont respectivement le terme
source et la condition de Dirichlet au bord. Pour dicrétiser (4.60), on choisit d’abord
un maillage grossier global (de pas de discrétisation H), qu’on dénote par ΩH . Soit
LH un opérateur discret approchant l’opérateur continu L. Une approximation initiale
uHi , i = 0 sur Ω
H est obtenue par résolution du système
LHuHi = f
H . (4.61)
Dans (4.61), le vecteur fH contient le terme source f ainsi que les conditions de Diri-
chlet g. On suppose que LH est inversible.
Supposons de plus que la solution exacte u(x, y) de (4.60) possède une région de grande
“activité”. Ceci signifie par exemple qu’elle possède une région de fort gradient dans
une partie du domaine (figures 4.5, 4.6). On choisit un sous-domaine Ωl ⊂ Ω tel que
cette région de haute activité de u(x, y) soit contenue dans Ωl. Le sous domaine Ωl est
ensuite discrétisé par une grille fine locale (de pas de discrétisation h). On la dénote
Ωhl . La grille fine Ω
h
l est choisie telle que Ω
H
l ∩Ωl ⊂ Ωhl . C’est-à-dire les points grossiers
qui sont dans la région du raffinement sont aussi des points de la grille fine Ωhl . Pour
formuler un problème discret sur Ωhl , on doit définir des conditions au bord artificielles
sur Γ, l’interface entre Ωl et Ω \ Ωl (figure 4.3). Dans la suite, on utilise un opérateur
d’interpolation P h,H pour obtenir des conditions au bord artificielles sur Γ. L’opérateur
P h,H donne des valeurs aux points de la grille fine qui sont sur l’interface Γh en inter-
polant des valeurs aux points de la grille grossière qui sont sur l’interface ΓH .
Sur la partie ∂Ωl \ Γ, on obtient des conditions au bord en utilisant la condition de
Dirichlet g en (4.60)b.
Dans la simulation numérique, l’opérateur P h,H est basé sur une interpolation spline.
Sur la grille fine Ωhl on considère le problème discret suivant, à l’itération i = 0,
Lhl u
h
l,i = f
h
l − Bhl,Γuhl,i|Γ, (4.62)
où
uhl,i|Γ = P h,HuHi |Γ. (4.63)
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Fig. 4.3: Une grille grossière ΩH et une grille fine Ωhl . La région sombre est celle du
grande activité Ωl. L’interface Γ est pointillé. Les grands points gris sont les noeuds
intérieurs de la grille grossière. Les points noirs sont les noeuds intérieurs de la grille
fine. Noter que Γ = ∂Ωl dans ce cas.
Dans (4.62), i représente un indice d’itération et Bhl,Γ est une matrice carrée qui
représente la dépendance de la solution sur la grille fine par rapport aux conditions
au bord artificielles sur Γ. Dans (4.62), l’opérateur Lhl (supposé inversible) est une ap-
proximation discrète de l’opérateur L sur le sous-domaine Ωl. Dans le terme de droite
de (4.62), fhl contient le terme source f ainsi que la condition au bord de Dirichlet g
sur ∂Ωl \ Γ donnée en (4.60). Noter que Γ ∩ ∂Ω peut être vide comme sur la figure
4.3. On utilise ensuite la solution obtenue sur la grille fine uhl,0 pour reconstruire une
approximation sur la grille grossière. En effet, supposons que l’on connaisse la solution
exacte u(x, y) de (4.60). On définit le “défaut” de u(x, y) sur la grille ΩH par
dH = LH(u|ΩH ) − fH . (4.64)
Si l’on connait les valeurs du défaut dH , on les utilise pour trouver une approximation
plus précise sur la grille grossière. Ceci s’obtient en plaçant dH au membre de droite de
(4.61). Cependant, comme on ne connait pas la solution exacte du problème continu,
on ne peut pas calculer dH . On utilise alors l’approximation uhl,0 calculée sur la grille
fine pour approcher dH . En effet, pour tout i, indice d’itération, la fonction wHi , i = 0,
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est la fonction sur la grille grossière définie par :
wHi (x, y) =
{
uhl,i(x, y), (x, y) ∈ ΩHl ,
uHi (x, y), (x, y) ∈ ΩH \ ΩHl .
(4.65)
Pour chaque indice d’itération i on définit dHi par
dHi = L
HwHi − fH . (4.66)
dHi fournit une estimation de l’erreur de la discrétisation locale aux points de la grille
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
Fig. 4.4: La région de raffinement est la réunion de la partie grise et la partie noire.
Le “safety region” est la partie noire. Le défaut est calculé seulement dans la partie
grise. Dans ce cas, ΩHl et Ω
H
ǫ sont formés de 9 et 1 points respectivement
grossière sur tout ΩHl . On a observé qu’il est préférable de ne pas utiliser l’approxima-
tion (4.66) sur tous les points de ΩHl mais sur un sous-ensemble de Ω
H
l seulement. En
particulier, les points de la grille grossière situés près de ∂Ωl doivent être exclus. Ceci
amène à introduire un “safety region” noté par ΩHǫ (figure 4.4). L’estimation de l’erreur
locale de la discrétisation de la grille grosssière est placée dans le membre de droite des
équations correspondant aux points grossiers appartenant à l’ensemble ΩHǫ seulement.
On applique ensuite l’étape de correction sur la grille grossière pour trouver uHi , i = 1,
LHuHi =
{
fH(x, y) + dHi−1(x, y), (x, y) ∈ ΩHǫ ,
fH(x, y), (x, y) ∈ ΩH \ ΩHǫ .
(4.67)
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Comme (4.67) contient des estimations de l’erreur local de la discrétisation sur la grille
grossière, on s’attend à ce que uHi+1 soit une approximation plus précise que u
H
i . On
obtient alors une meilleur condition au bord sur Γ ainsi qu’une solution sur la grille
fine locale par (4.62) avec i = 1. En remplaçant i + 1 par la valeur i on obtient une
méthode itérative.
En effectuant des itérations sur l’indice i, on obtient l’algorithme suivant :
Algorithme 7 (LDC avec le domaine de raffinement Ωl choisi à priori). • Initialisation
- Résoudre le problème (4.61) sur la grille grossière ΩHavec i = 0. On obtient le vecteur
uH0 .
- Résoudre le problème (4.62) sur la grille fine locale Ωhl avec i = 0. On obtient le
vecteur uhl,0.
• Itération i = 1, 2...
- Calculer W Hi−1 par (4.65).
- Calculer dHi−1 par (4.66).
- Résoudre le nouveau problème (4.67) sur la grille grossière ΩH . On obtient le vecteur
uHi .
- Résoudre le problème (4.62) sur la grille fine locale Ωhl . On obtient le vecteur u
h
l,i.
En pratique, une ou deux itérations suffisent souvent pour obtenir une approximation
satisfaisante sur la grille composée ΩH,h, c’est-à-dire la grille formée de la réunion de
la grille grossière et la grille fine locale, ΩH,h = ΩH ∪ Ωhl .
L’algorithme 7 est une version élémentaire de la méthode LDC. Plusieurs généralisations
sont possibles :
• Usage de plusieurs grilles fines locales. Noter que les problèmes locaux sont indépendants
les uns des autres et peuvent être résolus simultanément. Raffinement récursif où une
grille fine locale peut être une grille grossière pour une autre grille fine locale.
• Usage de discrétisations différentes. On renvoie à [2] pour une analyse détaillée du
comportement de la convergence pour le problème du Poisson résolu avec le schéma
aux différences finies classique à cinq points.
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4.5.2 Schéma bôıte hermitien et algorithme LDC en dimension 1
Dans cette section, on utilise la méthode LDC présentée à la section 4.5.1 combinée
avec le schéma bôıte hermitien. On considère le problème
{
−u′′(x) = f(x), x ∈ Ω = (a, b),
u(a) = ga, u(b) = gb.
(4.68)
On discrétise Ω par la grille (1.4-1.5) avec pas de maillage H = 1/N . On note les points
discrets par xHi = a + iH, 0 ≤ i ≤ N . La grille grossière est ΩH . Les vecteurs inconnus
sont UH et UHx ∈ R(N−1) tels que UHi ≈ u(xHi ) et UHx,i ≈ u′(xHi ). Pour éviter toute
confusion entre les variables, on effectue un changement des notations pour la suite
{
H = hc, (Pas demaillage grossier)
h = hf . (Pas demaillage fin)
(4.69)
D’après ce qu’on a vu au chapitre 2 dans la proposition 2.7, le schéma bôıte hermitien
associé au problème (4.68) possède la forme matricielle
1
h2c
HUhci = F −
1
h2c
G(e1ga + eN−1gb), (4.70)
avec F = vec1(Π
0f). En comparant avec (4.61) on trouve



Lhc =
1
h2c
H,
fhc = F − 1
h2c
G(e1ga + eN−1gb).
(4.71)
En résolvant (4.70) on obtient le vecteur solution Uhci , i = 0, sur Ω
hc et le vecteur
solution globale Ũhci ∈ R(N+1)
Ũhci = [ga, U
hc
i,1 , U
hc
i,2 , ..., U
hc
i,N−1, gb]
T . (4.72)
Le domaine Ωl a été choisi a priori tel que Ωl = (a1, b1), avec a1, b1 deux scalaires fixés
entre a et b, a ≤ a1 < b1 ≤ b. Le choix des a1 et b1 est adapté tel que pour tout N il
existe i0 et j0 entre 1 et N − 1 tels que
a1 = x
hc(i0), b1 = x
hc(j0), (4.73)
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c’est-à-dire a1 et b1 sont deux points de la grille grossière Ω
hc . Pour que Ωhl possède le
même nombre de points que ΩH , on choisit a1 et b1 tels que b1−a1 =
b − a
2
. Supposons
que l’on connaisse les valeurs ga1 = u(a1) et gb1 = u(b1) où u(x) est la solution exacte.
Alors sur le domaine Ωl on peut écrire
{
−u′′l = fl, dans Ωl,
ul(a1) = ga1 , ul(b1) = gb1 ,
(4.74)
avec ul = u|Ωl et fl = f |Ωl . On discrétise à nouveau Ωl par la grille (1.4-1.5) avec
hf =
hc
2
. On obtient les points discrets x
hf
i , x
hf
i = a1 + ihf , 0 ≤ i ≤ Nf , avec
Nf =
b1 − a1
hf
. Noter l’égalité entre N et Nf quand b1 − a1 =
b − a
2
. La grille fine
est Ω
hf
l . Les vecteurs inconnus sont U
hf
l et U
hf
l,x ∈ R(N−1) tels que U
hf
l,i ≈ ul(x
hf
i ) et
U
hf
l,x,i ≈ u′l(x
hf
i ), 1 ≤ i ≤ N − 1. La frontière entre Ωl et Ω est ∂Ωl = {a1, b1}. D’après
ce qu’on a vu au chapitre 2 dans la proposition 2.7, le schéma bôıte hermitien associé
à (4.74) est
1
h2f
HUhfi = Fl −
1
h2f
G(e1ga1 + eN−1gb1), (4.75)
avec Fl = vec1(Π
0fl). Le problème est que l’on ne connait pas en fait les valeurs ga1 et
gb1 sur ∂Ωl dans (4.74). Pour les approcher, on les remplace par les conditions au bord
artificielles {
ga1 ≈ Ũhc0,i0 ,
gb1 ≈ Ũhc0,j0,
(4.76)
avec i0 et j0 sont les indices des points a1 et b1 dans la grille grossière définis en
(4.73). Ici, en particulier, la frontière ∂Ωl = {a1, b1} est formée des deux points de la
grille grossière Ωhc donc il n’y a pas d’interpolation alors la matrice Bhcl,Γ est nulle. En
comparant (4.75) et (4.62) on obtient



L
hf
l =
1
h2f
H,
f
hf
l = Fl −
1
h2f
G(e1Ũhci0 + eN−1Ũ
hc
j0
).
(4.77)
En résolvant (4.75) avec i = 0
1
h2f
HUhfl,i = Fl −
1
h2f
G(e1Ũhci,i0 + eN−1Ũ
hc
i,j0
), (4.78)
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on obtient l’approximation U
hf
l,0 . D’après (4.65) le vecteur W
hc
i = (W
hc
i,j )1≤j≤N−1 vérifie
W hci =
{
Uhcl,i , dans Ω
hc
l ,
Uhci , dans Ω
hc \ Ωhcl .
(4.79)
Le vecteur de défaut dhci ∈ R(N−1) est calculé par
dhci =
1
h2c
HW hci − fhc . (4.80)
Finalement, l’algorithme utilisant LDC et le schéma bôıte hermitien est le suivant :
Algorithme 8. •Initialisation
- Résoudre le problème (4.70) sur la grille grossière Ωhc. Le vecteur solution est noté
Uhc0 ∈ R(N−1).
- Résoudre le problème (4.78) sur la grille fine locale Ω
hf
l . Le vecteur solution est noté
U
hf
l,0 ∈ R(N−1).
• Itération i = 1, 2, ...
- Calculer le vecteur W hci−1 par (4.79).
- Calculer le vecteur de défaut dhci−1 par (4.80).
- Résoudre sur la grille grossière
1
h2c
H(Uhci )j =
{
fhcj + d
hc
i−1,j , x
hc
j ∈ Ωhcǫ ,
fhcj , x
hc
j ∈ Ωhc \ Ωhcǫ ,
(4.81)
avec ǫ > 0. Le vecteur solution est noté Uhci ∈ R(N−1).
- Résoudre le problème (4.78) sur la grille fine. Le vecteur solution est noté U
hf
l,i ∈
R
(N−1).
4.5.3 Résultats numériques
Dans la section 4.5.2 on a donné la description générale de l’algorithme LDC couplé
au schéma bôıte hermitien. L’algorithme utilisé ici se déduit de l’algorithme 8 en rem-
plaçant les matrices H et G utilisées dans (4.75) et (4.78) par les matrices H2 et G2
données en (2.127).
Dans cette section on donne quelques résultats numériques prouvant l’intérêt de schéma
bôıte HB2 d’ordre 4 combiné avec l’algorithme LDC. On utilise la norme L∞ discrète
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hf ‖uex − u‖∞ ‖ux,ex − ux‖∞ points de grille
1/128 1.289(−4) 3.778(−3) 128
Taux de conv. 4.00 4.00
1/256 7.832(−6) 2.391(−4) 256
Taux de conv. 4.00 4.00
1/512 4.861(−7) 1.482(−5) 512
Taux de conv. 4.00 4.00
1/1024 3.033(−8) 9.246(−7) 1024
Taux de conv. 4.00 4.00
1/2048 1.887(−9) 5.775(−8) 2048
Tab. 4.6: Erreur et taux de convergence pour le test 1 sur une grille uniforme
hc ‖uex − uhf ,hc‖∞ ‖ux,ex − uhf ,hcx ‖∞ points de grille
1/64 1.289(−4) 3.778(−3) 96
Taux de conv. 4.00 4.00
1/128 7.832(−6) 2.391(−4) 192
Taux de conv. 4.00 4.00
1/256 4.861(−7) 1.482(−5) 384
Taux de conv. 4.00 4.00
1/512 3.033(−8) 9.246(−7) 768
Taux de conv. 4.00 4.00
1/1024 1.887(−9) 5.775(−8) 1536
Tab. 4.7: Erreur et taux de convergence pour le test 1 sur une grille composée
pour estimer l’erreur
‖uex − u‖∞ = max
i=1,..,N−1
|uex(xi) − ui|. (4.82)
Test 1 : On considère la gaussienne uex(x) = exp(−500(x−
1
2
)2). Cette fonction a une
région de haute activité autour de x =
1
2
. Les résultats obtenus sur la grille composée
sont comparés avec ceux calculés par le schéma HB2 sur une grille uniforme avec pas de
maillge fin hf . Observons qu’une précision identique est obtenue par les deux approches
avec moins de points sur la grille composée.
Test 2 : Ici, on suppose que la solution exacte est uex(x) =
1
2
[tanh 50((x − 1
2
))+1] sur
Ω = (0, 1). Cette fonction possède un fort gradient autour de x =
1
2
, donc on choisit
Ωl = (
1
4
,
3
4
) et Ωǫ = (
1
4
+ ǫ,
3
4
− ǫ) avec ǫ = 1
16
.
Dans les deux tests précédents, on voit constate qu’une grille de taille N = 1024 donne
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hf ‖uex − u‖∞ ‖ux,ex − ux‖∞ points de grille
1/256 3.481(−5) 3.500(−3) 256
Taux de conv. 4.02 4.08
1/512 2.082(−6) 2.061(−4) 512
Taux de conv. 4.01 4.02
1/1024 1.291(−7) 1.269(−5) 1024
Taux de conv. 4.00 4.00
1/2048 8.062(−9) 7.904(−7) 2048
Taux de conv. 3.99 4.00
1/4096 5.0406(−10) 4.935(−8) 4096
Tab. 4.8: Erreur et taux de convergence pour le test 2 sur une grille uniforme
hc ‖uex − uhf ,hc‖∞ ‖ux,ex − uhf ,hxx ‖∞ points de grille
1/128 3.481(−5) 3.500(−3) 192
Taux de conv. 4.02 4.08
1/256 2.082(−6) 2.061(−4) 384
Taux de conv. 4.01 4.02
1/512 1.291(−7) 1.269(−5) 768
Taux de conv. 4.00 4.00
1/1024 8.062(−9) 7.904(−7) 1536
Taux de conv. 3.99 4.00
1/2048 5.0406(−10) 4.935(−8) 3072
Tab. 4.9: Erreur et taux de convergence pour test 2 sur une grille composée
la même précision qu’un calcul direct sur une grille de taille N = 2048.
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Fig. 4.5: La solution exacte du test 2 (à gauche) et sa dérivée (à droite)
4.5.4 Schéma bôıte hermitien avec LDC en dimension 2
Dans cette partie, on utilise la méthode LDC avec le schéma bôıte hermitien pour
résoudre le problème de Poisson dans le carré Ω = (a, b)2
{
−∆u = f, dans Ω = (a, b)2,
u = g, sur∂Ω.
(4.83)
Le domaine Ω est discrétisé par la grille (3.1) avec un pas de maillage hc =
1
N
. Les
points de discrétisation sont xhci = a+ ihc, 0 ≤ i ≤ N, et yhcj = a+ jhc, 0 ≤ j ≤ N . La
grille grossière est Ωhc. Les vecteurs inconnus sont Uhc , Uhcx , U
hc
y ∈ R(N−1)
2
. Comme
on l’a déjà vu au chapitre 3 dans la proposition 3.5, le schéma bôıte hermitien associé
au problème (4.83) possède la forme matricielle
1
h2c
(H ⊗ Ps + Ps ⊗H)Uhc = F − Ghcx − Ghcy , (4.84)
avec F, Ghcx et G
hc
y ∈ R(N−1)
2
donnés en (3.87), (3.88) et (3.89) respectivement. En
comparant avec (4.61) on trouve



Lhc =
1
h2c
(H ⊗ Ps + Ps ⊗H),
fhc = F − Ghcx − Ghcy .
(4.85)
La résolution de (4.84) donne le vecteur solution initial Uhc0 ∈ R(N−1)
2
. Le domaine Ωl
a été choisi a priori tel que Ωl = (a1, b1) × (c1, d1) où a1, b1, c1, d1 sont des scalaires
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fixés tels que a ≤ a1 < b1 ≤ b et a ≤ c1 < d1 ≤ b. Le choix des a1, b1, c1, d1 est tel que
les points (a1, c1), (a1, d1), (b1, c1), (b1, d1) sont des points de la grille grossière Ω
hc .
C’est-à-dire il existe i0, i1, j0, j1 entre 1 et N − 1 vérifiant
{
a1 = x
hc(i0), b1 = x
hc(i1),
c1 = y
hc(j0), d1 = y
hc(j1).
(4.86)
i0, i1, j0, j1 sont les indices des points a1, b1, c1, d1 dans la grille grossière. On veut
que la grille grossière et la grille fine possèdent le même nombre de points, pour cela
on choisit a1, b1, c1, d1 vérifiant



b1 − a1 =
b − a
2
,
d1 − c1 =
b − a
2
.
(4.87)
L’interface ∂Ωl entre le domaine Ωl et Ω est le carré donné par
∂Ωl = [a1, b1] × {c1}︸ ︷︷ ︸
∂Ωl,B
∪ [a1, b1] × {d1}︸ ︷︷ ︸
∂Ωl,T
∪{a1} × [c1, d1]︸ ︷︷ ︸
∂Ωl,L
∪{b1} × [c1, d1]︸ ︷︷ ︸
∂Ωl,R
. (4.88)
On note ul = u|Ωl et fl = f |Ωl . Supposons pour l’instant que l’on connaisse les condi-
tions de Dirichlet gl sur ∂Ωl. On considère sur Ωl le problème de Poisson
{
−∆ul = fl, dans Ωl,
ul = gl, sur ∂Ωl.
(4.89)
Le domaine carré Ωl est discrétisé par (3.1) avec pas de maillage hf =
hc
2
. On obtient
les points x
hf
i = a1 + ihf , 0 ≤ i ≤ N et y
hf
j = a1 + jhf , 0 ≤ j ≤ N . Le domaine discret
local est Ω
hf
l . Les vecteurs inconnus discrets sont U
hf
l , U
hf
l,x , U
hf
l,y ∈ R(N−1)
2
. D’après
ce qu’on a vu au chapitre 3 dans la proposition 3.5, le schéma bôıte hermitien associé
au problème (4.89) possède la forme matricielle suivante
1
h2f
(H⊗ Ps + Ps ⊗H)Uhfl = Fl − G
hf
x − Ghfy , (4.90)
avec Fl, G
hf
x , G
hf
y ∈ R(N−1)
2
donnés en (3.87), (3.88) et (3.89). En general, la condition
limite gl n’est pas connue. De la même façon qu’en (4.76), on approche gl à l’aide de
Uhc |Γ, la restriction de la solution grossière sur Γ.
Ici, en deux dimensions, pour avoir des données pour les points de la frontière artificielle
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on utilise l’opérateur d’interpolation spline en deux dimensions P hf ,hc décrit à la section
4.5.5. Les vecteurs de données au bord artificielles sont notés U
hf
ΓL
, U
hf
ΓR
, U
hf
ΓB
, U
hf
ΓT
∈
R
(N−1), où ΓL, ΓR, ΓB, ΓT représentent les quatres arêtes du Γ. Les données sur
les quatres sommets de Γ sont notées par U
hf
ΓLB
, U
hf
ΓLT
, U
hf
ΓRB
, U
hf
ΓRT
. On obtient les
vecteurs G
hf
x , G
hf
y . En comparant (4.90) avec (4.62) on obtient



Lhf =
1
h2f
(H ⊗ Ps + Ps ⊗H),
f
hf
l,Γ − B
hf
l,Γu
hf |Γ = Fl − Ghfx − Ghfy .
(4.91)
La résolution de (4.90) donne le vecteur solution initial U
hf
0 ∈ R(N−1)
2
sur la grille fine
locale Ω
hf
l . Le “safety region” est Ωǫ = (a1 + ǫ, b1 − ǫ) × (c1 + ǫ, d1 − ǫ) avec ǫ > 0.
D’après (4.65) le vecteur W hc ∈ R(N−1)2 vérifie
W hc =
{
Uhcl , dans Ω
hc
l ,
Uhc, dans Ωhc \ Ωhcl .
(4.92)
Le vecteur de défaut dhc ∈ R(N−1)2 est calculé par
dhc =
1
h2c
(H ⊗ Ps + Ps ⊗H)W hc − fhc. (4.93)
4.5.5 Interpolation de bord par spline cubique
Dans cette partie, on détaille la construction des vecteurs de conditions au bord arti-
ficielles sur Γ = ∂Ωl \ (∂Ω ∩ ∂Ωl) en utilisant une interpolation par spline cubique des
valeurs de Γhc = Γ ∩ Ωhc .
•Fonctions de grille sur la grille grossière
Au vecteur Uhc ∈ R(N−1)2 calculé sur la grille grossière correspond la fonction de grille
uhc = (uhci,j)0≤i,j≤N dans L
2
hc
. Numériquement ceci consiste à construire une matrice
uhc ∈ MN+1(R) à partir du vecteur Uhc ∈ R(N−1)
2
et des données au bord ∂Ωhc .
(Uhc , UhcL , U
hc
R , U
hc
B , U
hc
T , U
hc
LB , U
hc
LT , U
hc
RB , U
hc
RT ) −→ uhc , (4.94)
telle que
uhci,j = U
hc
(N−1)(i−1)+j , 1 ≤ i, j ≤ N − 1. (4.95)
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Les valeurs de uhc sur les quatres arêtes de ∂Ωhc sont



uhc(xhc0 , y
hc
j ) = U
hc
L,j, 1 ≤ j ≤ N − 1,
uhc(xhcN , y
hc
j ) = U
hc
R,j, 1 ≤ j ≤ N − 1,
uhc(xhci , y
hc
0 ) = U
hc
B,i, 1 ≤ i ≤ N − 1,
uhc(xhci , y
hc
N ) = U
hc
T,i, 1 ≤ i ≤ N − 1.
(4.96)
De plus, les valeurs de uhc aux quatres sommets de ∂Ωhc sont



uhc(xhc0 , y
hc
0 ) = U
hc
LB,
uhc(xhc0 , y
hc
N ) = U
hc
LT ,
uhc(xhcN , y
hc
0 ) = U
hc
RB ,
uhc(xhcN , y
hc
N ) = U
hc
RT .
(4.97)
On procède de la même manière pour les vecteurs Uhcx , U
hc
y ∈ R(N−1)
2
. On obtient
ainsi les fonctions de grille uhcx , u
hc
y avec u
hc
x,i,j ≈ ∂xu(xhci , yhcj ) et uhcy,i,j ≈ ∂yu(xhci , yhcj )
.
• Fonctions de grille sur la grille fine
Au vecteur U
hf
l ∈ R(N−1)
2
calculé sur la grille fine correspond la fonction de grille
u
hf
l = (u
hf
l,i,j)0≤i,j≤N ∈ L2hf . On a
u
hf
i,j = U
hf
(N−1)(i−1)+j , 1 ≤ i, j ≤ N − 1. (4.98)
Les valeurs de uhf sur les quatres arêtes de ∂Ω
hf
l sont



u
hf
l (x
hf
0 , y
hf
j ) = U
hf
l,L,j, 1 ≤ j ≤ N − 1,
u
hf
l (x
hf
N , y
hf
j ) = U
hf
l,R,j, 1 ≤ j ≤ N − 1,
u
hf
l (x
hf
i , y
hf
0 ) = U
hf
l,B,i, 1 ≤ i ≤ N − 1,
u
hf
l (x
hf
i , y
hf
N ) = U
hf
l,T,i, 1 ≤ i ≤ N − 1.
(4.99)
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De plus, les valeurs de uhf aux quatres sommets de ∂Ω
hf
l sont



u
hf
l (x
hf
0 , y
hf
0 ) = U
hf
l,LB ,
u
hf
l (x
hf
0 , y
hf
N ) = U
hf
l,LT ,
u
hf
l (x
hf
N , y
hf
0 ) = U
hf
l,RB ,
u
hf
l (x
hf
N , y
hf
N ) = U
hf
l,RT .
(4.100)
De la même manière on obtient à partir des vecteurs U
hf
x et U
hf
y les deux fonctions de
grille u
hf
l,x et u
hf
l,y avec u
hf
x,i,j ≈ ∂xu(x
hf
i , y
hf
j ) et u
hf
y,i,j ≈ ∂yu(x
hf
i , y
hf
j ) .
•Interpolation spline
Il est plus efficace de réaliser une interpolation polynômiale par morceaux, qu’une
interpolation globale. Soit s(x), a ≤ x ≤ b, un polynôme défini par morceaux par
s(xj) = u(xj), j = 0, 1, .., N, (4.101)
où les valeurs x0 = a < x1 < ... < xN = b. Pour x̄, s(x̄) est déterminé par quelques
valeurs (xi, u(xi)) avec xi proche de x̄.
Spline cubique : s(x) est un polynôme cubique par morceaux.
s(x) = sj(x)|[xj ,xj+1], j = 0, 1, ..., N − 1. (4.102)
Sur chaque intervalle, on a les relations de collocation
sj(xj) = u(xj), sj(xj+1) = u(xj+1). (4.103)
Il faut deux autres conditions pour déterminer un polynôme cubique
s(x) = a0 + a1x + a2x
2 + a3x
3. (4.104)
On interpole de plus les dérivées en (xj , u
′(xj)), (xj+1, u
′(xj+1)). On réalise donc une in-
terpolation de type Hermite. Les valeurs u′(xj) peuvent être remplacées par des valeurs
approchées de la dérivée, évaluées par ailleurs. On a
sj(x) = u(xj) + u
′(xj)(x − xj) + c2(x − xj)2 + c3(x − xj)3. (4.105)
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Le système linéaire de deux équations à deux inconnues
{
sj(xj+1) = u(xj+1),
s′j(xj+1) = u
′(xj+1),
(4.106)
donne la solution



c2 =
3(u(xj+1) − u(xj))
(xj+1 − xj)2
− 2u
′(xj) + u
′(xj+1)
xj+1 − xj
,
c3 =
2(u(xj) − u(xj+1))
(xj+1 − xj)3
+
u′(xj) + u
′(xj+1)
(xj+1 − xj)2
.
(4.107)
Soit u(x, y) ∈ C1((a, b)2). On déduit de (4.105) les polynômes d’interpolation Sjxi , 0 ≤
i ≤ N − 1, 0 ≤ j ≤ N, et Siyj , 0 ≤ i ≤ N, 0 ≤ j ≤ N − 1, définis par



Sjxi(x) = S
j
x(xi;x) = u(xi, yj) + ∂xu(xi, yj)(x − xi) + cj2(x − xi)2 + c
j
3(x − xi)3, x ∈ [xi, xi+1],
Siyj (y) = S
i
y(yj; y) = u(xi, yj) + ∂yu(xi, yj)(y − yj) + di2(y − yj)2 + di3(y − yj)3, y ∈ [yj, yj+1].
(4.108)
Les coefficients cj2, c
j
3, d
i
2, d
i
3 sont déduites de (4.107),



cj2 =
3
(
u(xi+1, yj) − u(xi, yj)
)
(xi+1 − xi)2
− 2∂xu(xi, yj) + ∂xu(xi+1, yj)
xi+1 − xi
,
cj3 =
2
(
u(xi, yj) − u(xi+1, yj)
)
(xi+1 − xi)3
+
∂xu(xi, yj) + ∂xu(xi+1, yj)
(xi+1 − xi)2
,
(4.109)
et



di2 =
3
(
u(xi, yj+1) − u(xi, yj)
)
(yj+1 − yj)2
− 2∂yu(xi, yj) + ∂yu(xi, yj+1)
yj+1 − yj
,
di3 =
2
(
u(xi, yj) − u(xi, yj+1)
)
(yj+1 − yj)3
+
∂yu(xi, yj) + ∂yu(xi, yj+1)
(yj+1 − yj)2
.
(4.110)
Sous forme discrète sur la grille grossière Ωhc , on remplace les fonctions exactes u, ∂xu, ∂yu
par les fonctions de grille uhc , uhcx , u
hc
y respectivement.
Le but de cette interpolation est d’évaluer les vecteurs des conditions au bord U
hf
ΓL
, U
hf
ΓR
, U
hf
ΓB
, U
hf
ΓT
∈
R
(N−1) ainsi que les quatres valeurs U
hf
ΓLB
, U
hf
ΓLT
, U
hf
ΓRB
, U
hf
ΓRT
. Par exemple, on évalue
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le vecteur U
hf
ΓB
= (U
hf
ΓB ,i
)1≤i≤N−1 ∈ R(N−1) par
U
hf
ΓB ,i
= u
hf
l (x
hf
i , c1) =



uhc(x
hf
i , c1), si x
hf
i ∈ Ωhcl ,
Sj0(x
hf
i−1;x
hf
i ), sinon,
(4.111)
avec u
hf
l la fonction de grille fine correspondante.
4.5.6 Mise en oeuvre de l’algorithme LDC
Dans cette partie, on décrit un exemple de mise en oeuvre de l’algorithme précédent.
On utilise :
1- Domaine de raffinement choisi a priori.
2- Couplage avec HB2, ce qui signifie que les matrices H et G sont remplacées par les
matrices H2 et G2 en (2.127). L’algorithme est le suivant :
Algorithme 9. •Initialisation
- Résoudre le probléme (4.84) sur la grille grossière Ωhc. Le vecteur solution est noté
Uhc0 ∈ R(N−1)
2
.
- Résoudre le problème (4.90) sur la grille fine Ω
hf
l . Le vecteur solution est noté U
hf
l,0 ∈
R
(N−1)2 .
• Itération i = 1, 2, ...
- Calculer le vecteur W hci−1 ∈ R(N−1)
2
par (4.92).
- Calculer le vecteur dhci−1 ∈ R(N−1)
2
par (4.93).
- Résoudre sur la grille grossière
1
h2c
(H ⊗ Ps + Ps ⊗H)Uhci =



fhc + dhci−1, dans Ω
hc
ǫ ,
fhc, dans Ωhc \ Ωhcǫ ,
(4.112)
avec ǫ > 0. Le vecteur solution est noté Uhci ∈ R(N−1)
2
.
- Résoudre le problème (4.90) sur la grille fine. Le vecteur solution est noté U
hf
l,i ∈
R
(N−1)2 .
4.5.7 Résultats numériques
Dans cette section, on présente des résultats numériques préléminaires obtenus par
le schéma HB2 pour le problème de Poisson sur le domaine Ω = (0, 1)2. On choisit
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Fig. 4.6: La solution exacte du test 1 (à gauche) et sa dérivée (à droite).
une grille grossière uniforme Ωhc dans Ω avec pas de discrétisation hc. On choisit une
grille uniforme Ω
hf
l dans Ωl avec pas de discrétisation hf . Le “safety region” est tel que
Ωǫ = (ǫ,
1
2
−ǫ)2 avec ǫ = 1/16. L’opérateur P hf ,hc est l’interpolation cubique par spline.
La raison de ce choix est que l’interpolation cubique par spline préserve la précision
d’ordre 4 du schéma.
Les erreurs sont estimées en utilisant les normes L2 et L∞ discrètes



‖uex − u‖h =
(
h2
∑
i,j
(uex(xi, yj) − ui,j)2
) 1
2
,
‖uex − u‖∞ = max
i,j=1,..,N−1
|uex(xi, yj) − ui,j|.
(4.113)
Test 1 : Le terme source f et la condition de bord g sont choisis tel que la solution
exacte soit
uex(x, y) = tanh[25(x + y −
1
3
)] + 1. (4.114)
Cette fonction possède un fort gradient dans la région Ωl = (0,
1
2
)2 (voir figure 4.6).
Les résultats numériques sont présentés dans les tables 4.10 et 4.11.
Test 2 : On considère la solution exacte
uex(x, y) = exp
(
− 400((x − 1
4
)2 − (y − 1
4
))2
)
. (4.115)
Cette fonction possède un fort gradient dans la région Ωl =]0,
1
2
[×]0, 1
2
[ (voir figure 4.7).
Les résultats numériques sont donnés dans les tables 4.12 et 4.13. Dans les deux tests
précédents, on obtient avec le calcul direct sur une grille N = 512 la même précision
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hf ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ nbre de points CPU(s.)
1/64 2.236(−4) 9.100(−3) 2.600(-3) 1.406(-1) 4096 0.50
T. C. 4.37 4.13 4.03 3.01
1/128 1.018(−5) 5.180(−4) 1.558(-4) 1.740(-2) 16384 0.80
T. C. 4.11 3.97 3.64 3.63
1/256 6.255(−7) 3.302(−5) 1.271(-5) 1.400(-3) 65536 1.97
T. C. 4.01 3.98 3.85 3.85
1/512 3.872(−8) 2.081(−6) 8.793(-7) 9.694(-5) 262144 7.80
Tab. 4.10: Erreur et taux de convergence du test 1 sur une grille uniforme
hc ‖uex − uhf ,hc‖h ‖ux,ex − uhf ,hcx ‖h ‖uex − uhf ,hc‖∞ ‖ux,ex − uhf ,hcx ‖∞ n. points CPU(s.)
1/64 1.053(−5) 5.692(−4) 1.584(−4) 1.740(−2) 7168 0.66
T. C. 4.07 4.10 3.64 3.63
1/128 6.265(−7) 3.304(−5) 1.271(-5) 1.400(-3) 28672 1.62
T. C. 4.01 3.98 3.85 3.85
1/256 3.879(−8) 2.084(−6) 8.794(-7) 9.693(-5) 114688 5.05
T. C. 4.00 3.99 3.93 3.92
1/512 2.412(-9) 1.308(-7) 5.768(-8) 6376(-6) 458752 21
Tab. 4.11: Erreur et taux de convergence du test 1 sur une grille composée
avec ǫ = 1/16
0
0.2
0.4
0.6
0.8
1
0
0.5
1
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
0
0.5
1
−5
0
5
Fig. 4.7: A gauche la solution exacte du test 2 et à droite sa dérivée.
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hf ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ nbre de points CPU(s.)
1/128 5.674(-6) 1.318(-4) 1.366(-4) 2.4(-3) 16384 0.76
T. C. 4.02 4.03 4.03 4.03
1/256 3.474(−7) 8.038(−6) 8.342(-6) 1.467(-4) 65536 1.81
T. C. 4.00 4.00 4.00 4.00
1/512 2.160(−8) 4.993(−7) 5.183(-7) 9.113(-6) 262144 6.39
Tab. 4.12: Erreur et taux de convergence du test 2 sur une grille uniforme
hc ‖uex − uhf ,hc‖h ‖ux,ex − uhf ,hcx ‖h ‖uex − uhf ,hc‖∞ ‖ux,ex − uhf ,hcx ‖∞ n. points CPU(s.)
1/64 5.674(-6) 1.318(-4) 1.366(-4) 2.4(-3) 7168 0.68
T. C. 4.02 4.03 4.03 4.03
1/128 3.474(−7) 8.038(−6) 8.342(-6) 1.467(-4) 28672 1.67
T. C. 4.00 4.00 4.00 4.00
1/256 2.160(−8) 4.993(−7) 5.183(-7) 9.113(-6) 114688 5.04
T. C. 4.00 4.00 4.00 4.00
1/512 1.348(−9) 3.116(−8) 3.235(-8) 5.686(-7) 458752 19.7
Tab. 4.13: Erreur et taux de convergence du test 2 sur une grille composée
avec ǫ = 1/16
qu’une grille composée de taille N = 258.
Chapitre 5
Schémas bôıte hermitiens en
dimension 3
5.1 Introduction
Le but de ce chapitre est de présenter un nouveau schéma bôıte hermitien en trois
dimensions. Les schémas aux différences en dimension 3 constituent un enjeu très im-
portant pour les applications. Ici, on se limite au problème de Poisson avec conditions
aux limites de Dirichlet comme exemple prototype. Le principe du schéma présenté est
une généralisation du schéma en deux dimensions. On se concentre ici sur la façon de
généraliser le schéma R2 en R3, en particulier sur les aspects algébriques.
5.2 Opérateurs aux différences en trois dimensions
On considère le maillage du cube Ω = (a, b)3 par la grille de différences finies régulière



xi = a + ih, 0 ≤ i ≤ N,
yj = a + jh, 0 ≤ j ≤ N,
zk = a + kh, 0 ≤ k ≤ N.
(5.1)
Le pas du maillage est h =
b − a
N
. Les inconnues discrètes sont localisées aux points
(xi, yj , zk)0≤i,j,k≤N . Les points intérieurs sont les points (xi, yj, zk) avec 1 ≤ i, j, k ≤
N − 1 et les points frontières sont les points (xi, yj, zk) avec i ∈ {0, N} ou j ∈ {0, N}
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ou k ∈ {0, N}. Toutes les notions introduites en deux dimensions au chapitre 3 se
généralisent en trois dimensions. On précise en détail cette généralisation dans ce qui
suit.
• Fonctions de grille
On note L2h l’espace des fonctions de grille (vi,j,k)0≤i,j,k≤N et par L
2
h,0 le sous-espace de
L2h telles que vi,j,k = 0 aux points frontières.
• Le produit scalaire et la norme sur L2h sont définis pour u, v ∈ L2h par
(u, v)h = h
3
N∑
i,j,k=0
ui,j,kvi,j,k, |u|2h = h3
N∑
i,j,k=0
u2i,j,k. (5.2)
• Dérivées centrées
Les opérateurs aux dérivées centrées δx, δy, δz sont définis par



δxui,j,k =
ui+1,j,k − ui−1,j,k
2h
, 1 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N,
δyui,j,k =
ui,j+1,k − ui,j−1,k
2h
, 1 ≤ j ≤ N − 1, 0 ≤ i, k ≤ N,
δzui,j,k =
ui,j,k+1 − ui,j,k−1
2h
, 1 ≤ k ≤ N − 1, 0 ≤ i, j ≤ N.
(5.3)
On prolonge δx, δy, δz à tous les points de bord par



δxu0,j,k = δxuN,j,k = 0, 0 ≤ j, k ≤ N,
δyui,0,k = δyui,N,k = 0, 0 ≤ i, k ≤ N,
δzui,j,0 = δzui,j,N = 0, 0 ≤ i, j ≤ N.
(5.4)
• Dérivées décentrées
Les opérateurs aux dérivées décentrées δ+x , δ
−
x , δ
+
y , δ
−
y , δ
+
z , δ
−
z sont définis par



δ+x ui,j,k =
ui+1,j,k − ui,j,k
h
, 0 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N, (a)
δ−x ui,j,k =
ui,j,k − ui−1,j,k
h
, 1 ≤ i ≤ N, 0 ≤ j, k ≤ N, (b)
δ+y ui,j,k =
ui,j+1,k − ui,j,k
h
, 0 ≤ j ≤ N − 1, 0 ≤ i, k ≤ N, (c)
δ−y ui,j,k =
ui,j−1,k − ui,j,k
h
, 1 ≤ j ≤ N, 0 ≤ i, k ≤ N, (d)
δ+z ui,j,k =
ui,j,k+1 − ui,j,k
h
, 0 ≤ k ≤ N − 1, 0 ≤ i, j ≤ N, (e)
δ−z ui,j,k =
ui,j,k−1 − ui,j,k
h
, 1 ≤ k ≤ N, 0 ≤ i, j ≤ N. (f)
(5.5)
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On prolonge δ+x , δ
−
x , δ
+
y , δ
−
y , δ
+
z , δ
−
z à tous les points de bord par



δ+x uN,j,k = 0, 0 ≤ j, k ≤ N,
δ+x u0,j,k = 0, 0 ≤ j, k ≤ N,
δ+y ui,N,k = 0, 0 ≤ i, k ≤ N,
δ−y ui,0,k = 0, 0 ≤ i, k ≤ N,
δ+z ui,j,N = 0, 0 ≤ i, j ≤ N,
δ−z ui,k,0 = 0, 0 ≤ i, j ≤ N.
(5.6)
• Laplacien à trois points
Les opérateurs aux dérivées secondes centrées δ2x, δ
2
y , δ
2
z sont définis par



δ2xui,j,k =
ui+1,j,k + ui−1,j,k − 2ui,j,k
h2
, 0 ≤ i ≤ N, 1 ≤ j, k ≤ N − 1,
δ2yui,j,k =
ui,j+1,k + ui,j−1,k − 2ui,j,k
h2
, 0 ≤ j ≤ N, 1 ≤ i, k ≤ N − 1,
δ2zui,j,k =
ui,j,k+1 + ui,j,k−1 − 2ui,j,k
h2
, 0 ≤ k ≤ N, 1 ≤ i, j ≤ N − 1.
(5.7)
On prolonge δ2x, δ
2
y , δ
2
z à tous les points de bord par



δ2xu0,j,k = δ
2
xuN,j,k = 0, 0 ≤ j, k ≤ N,
δ2yui,0,k = δ
2
yui,N,k = 0, 0 ≤ i, k ≤ N,
δ2zui,j,0 = δ
2
zui,j,N = 0, 0 ≤ i, j ≤ N.
(5.8)
• Opérateurs de Simpson
Les opérateurs de Simpson σx, σy, σz sont définis par



σxui,j,k =
1
6
ui−1,j,k +
2
3
ui,j,k +
1
6
ui+1,j,k, 1 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N,
σyui,j,k =
1
6
ui,j−1,k +
2
3
ui,j,k +
1
6
ui,j+1,k, 1 ≤ j ≤ N − 1, 0 ≤ i, k ≤ N,
σzui,j,k =
1
6
ui,j,k−1 +
2
3
ui,j,k +
1
6
ui,j,k+1, 1 ≤ k ≤ N − 1, 0 ≤ i, j ≤ N.
(5.9)
On prolonge σx, σy, σz à tous les points de bord par



σxu0,j,k = σxuN,j,k = 0, 0 ≤ j, k ≤ N,
σyui,0,k = σyui,N,k = 0, 0 ≤ i, k ≤ N,
σzui,j,0 = σyui,j,N = 0, 0 ≤ i, j ≤ N.
(5.10)
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5.3 Notations algébriques
Dans cette section, on donne les notations matricielles et vectorielles utiles dans la
suite. Elles généralisent de façon naturelle les notations vues dans la section 3.3.
• Opérateur vec3
Définition 5. Soient v = (vi,j,k)0≤i,j,k≤N ∈ L2h une fonction de grille et (ei)1≤i≤N−1
la base canonique de R(N−1). On définit l’opérateur vec3 par
vec3 : L
2
h −→ R(N−1)
3
v −→ V = vec3(v)
avec
vec3(v) =
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)vi,j,k. (5.11)
Matriciellement, l’opérateur vec3 crée à partir d’une fonction de grille (vi,j,k)0≤i,j,k≤N ,
un vecteur de taille (N − 1)3 formé des points intérieurs de cette fonction de grille (les
points (vi,j,k)1≤i,j,k≤N−1) en utilisant l’ordre lexicographique sur (i, j, k).
Exemple : Soit Ω = (0, 1)3. On considère la grille de différences finies



xi = ih, 0 ≤ i ≤ 3,
yj = jh, 0 ≤ j ≤ 3,
zk = kh, 0 ≤ k ≤ 3.
(5.12)
avec h = 1/N = 1/3. Soit f(x, y, z) = cos(x + y2 + 3z + 1), on introduit la fonction
de grille f∗ = (f∗i,j,k) avec f
∗
i,j,k = cos(xi + y
2
j + 3zk + 1), i, j, k ∈ 0, 1, 2, 3. On suppose
u = f∗. Alors on a
U = vec3(u) = [cos(x1 + y
2
1 + 3z1 + 1), cos(x1 + y
2
1 + 3z2 + 1), cos(x1 + y
2
2 + 3z1 + 1), cos(x1 + y
2
2 + 3z2 + 1),
cos(x2 + y
2
1 + 3z1 + 1), cos(x2 + y
2
1 + 3z2 + 1), cos(x2 + y
2
2 + 3z1 + 1), cos(x2 + y
2
2 + 3z2 + 1)]
T .
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Définition 6. Soit v = (vi,j,k)0≤i,j,k≤N ∈ L2h. On définit les vecteurs Vi,:,:, V:,j,:, V:,:,k ∈
R
(N−1)2 par



Vi,:,: = vec2[vi,j,k]1≤j,k≤N−1 =
N−1∑
j,k=1
(ej ⊗ ek)vi,j,k, (a)
V:,j,: = vec2[vi,j,k]1≤i,k≤N−1 =
N−1∑
i,k=1
(ei ⊗ ek)vi,j,k, (b)
V:,:,k = vec2[vi,j,k]1≤i,j≤N−1 =
N−1∑
i,j=1
(ei ⊗ ej)vi,j,k, (c)
(5.13)
où vec2 est l’opérateur donné en (3.12).
Définition 7. Soit v = (vi,j,k)0≤i,j,k≤N ∈ L2h une fonction de grille. On définit les
vecteurs Vi,j,:, Vi,:,k, V:,j,k ∈ R(N−1) par



Vi,j,: = vec1[vi,j,k]1≤k≤N−1 =
N−1∑
k=1
ekvi,j,k, (a)
Vi,:,k = vec1[vi,j,k]1≤j≤N−1 =
N−1∑
j=1
ejvi,j,k, (b)
V:,j,k = vec1[vi,j,k]1≤i≤N−1 =
N−1∑
i=1
eivi,j,k, (c)
(5.14)
où vec1 est l’opérateur donné en (1.36).
Lemme 5.3.1. Soient v = (vi,j,k)0≤i,j,k≤N ∈ L2h une fonction de grille et V = vec3(v)
alors on a 


V =
N−1∑
j,k=1
(V:,j,k ⊗ ej ⊗ ek), (a)
V =
N−1∑
i,k=1
(ei ⊗ Vi,:,k ⊗ ek), (b)
V =
N−1∑
i,j=1
(ei ⊗ ej ⊗ Vi,j,:). (c)
(5.15)
Preuve. On démontre par exemple (5.15)a. Par définition de l’opérateur vec3 (5.11)
on a
V = vec3(v)
=
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)vi,j,k.
Chapitre 5. Schémas bôıte hermitiens en dimension 3 152
On en déduit
V =
N−1∑
j,k=1
N−1∑
i=1
(ei ⊗ ej ⊗ ek)vi,j,k
=
N−1∑
j,k=1
(
N−1∑
i=1
eivi,j,k ⊗ ej ⊗ ek)
=
N−1∑
j,k=1
(V:,j,k ⊗ ej ⊗ ek),
d’où (5.15)a. De la même manière on démontre (5.15)b,c. 
• Notations vectorielles
De la même façon qu’à la section 3.3, les lettres capitales désignent des vecteurs et les
lettres miniscules désignent des fonctions de grille.
• On note U, Ux, Uy, Uz ∈ R(N−1)
3
les vecteurs associés aux points intérieurs des
fonctions de grille u, ux, uy, uz, respectivement,



U = vec3(u) = vec3[ui,j,k]1≤i,j,k≤N−1,
Ux = vec3(ux) = vec3[ux,i,j,k]1≤i,j,k≤N−1,
Uy = vec3(uy) = vec3[uy,i,j,k]1≤i,j,k≤N−1,
Uz = vec3(uz) = vec3[uz,i,j,k]1≤i,j,k≤N−1.
(5.16)
• Soient UL, UR ∈ R(N−1)
2
les vecteurs associés aux conditions limites de Dirichlet aux
points intérieurs des faces gauche “L” et droite “R” du cube,
{
UL = vec2[u0,j,k]1≤j,k≤N−1 = [u0,1,1, .., u0,1,N−1, u0,2,1, .., u0,2,N−1, .., u0,N−1,1, .., u0,N−1,N−1]
T ,
UR = vec2[uN,j,k]1≤j,k≤N−1 = [uN,1,1, .., uN,1,N−1, uN,2,1, .., uN,2,N−1, .., uN,N−1,1, .., uN,N−1,N−1]
T .
(5.17)
• De même, UB , UT ∈ R(N−1)
2
sont les vecteurs associés aux conditions limites de
Dirichlet aux points intérieurs des faces inférieure “B” et supérieure “T” du cube
{
UB = vec2[ui,0,k]1≤i,k≤N−1 = [u1,0,1, .., u1,0,N−1, u2,0,1, .., u2,0,N−1, .., uN−1,0,1, .., uN−1,0,N−1]
T ,
UT = vec2[ui,N,k]1≤i,k≤N−1 = [u1,N,1, .., u1,N,N−1, u2,N,1, .., u2,N,N−1, .., uN−1,N,1, .., uN−1,N,N−1]
T .
(5.18)
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• De plus UF , UC ∈ R(N−1)
2
sont les vecteurs associés aux conditions limites de
Dirichlet à l’intérieur des faces arrière “F” et avant “C” du cube (figure 5.1),
{
UF = vec2[ui,j,0]1≤i,j≤N−1 = [u1,1,0, .., u1,N−1,0, u2,1,0, .., u2,N−1,0, .., uN−1,1,0, .., uN−1,N−1,0]
T .
UC = vec2[ui,j,N ]1≤i,j≤N−1 = [u1,1,N , .., u1,N−1,N , u2,1,N , .., u2,N−1,N , .., uN−1,1,N , .., uN−1,N−1,N ]
T .
(5.19)
Les vecteurs associés aux valeurs de Dirichlet aux points “intérieurs” des douzes arêtes
ULFface L ∩ faceF URF faceR ∩ faceF
UTF
faceT ∩ faceF
UBF
faceB ∩ faceF
ULTF URTF
ULBF URBFb
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b b b b b
b b b b b
Fig. 5.1: Notations correspondent à la face “arrière” ou “F” du cube Ω. Le vecteur
UF est formé de petites boules. Les grands boules désignent l’intersection entre cette
face et les autres faces du Ω.
du cube sont notés
ULB , URB , ULT , URT , ULF , URF , ULC , URC , UBF , UTF , UBC , UTC ∈ R(N−1). (5.20)
La figure 5.1 illustre graphiquement ces notations. Par exemple, on a
{
ULB = vec1[u0,0,k]1≤k≤N−1 = [u0,0,1, .., u0,0,N−1]
T ,
ULF = vec1[u0,j,0]1≤j≤N−1 = [u0,1,0, .., u0,N−1,0]
T .
(5.21)
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• Les valeurs de Dirichlet sur les huit sommets du cube sont (figure 5.1) notées
{
ULBF = u0,0,0, ULBC = u0,0,N , ULTF = u0,N,0, ULTC = u0,N,N ,
URBF = uN,0,0, URBC = uN,0,N , URTF = uN,N,0, URTC = uN,N,N .
(5.22)
5.4 Fonctions de grille et algèbre de Kronecker
Dans cette section, on introduit des relations algébriques utiles dans la suite. Les lemmes
suivants sont utilisés pour établir la forme matricielle du schéma bôıte hermitien en
dimension 3 dans la section 5.6. Dans la suite, e0 et eN sont deux vecteurs nuls de
R
N−1.
Lemme 5.4.1. Pour toute fonction de grille v = (vi,j,k)0≤i,j,k≤N ∈ L2h on a



vec3(δxv) =
1
2h
(K ⊗ I ⊗ I)vec3(v) −
1
2h
(e1 ⊗ I ⊗ I)VL +
1
2h
(eN−1 ⊗ I ⊗ I)VR, (a)
vec3(δyv) =
1
2h
(I ⊗ K ⊗ I)vec3(v) −
1
2h
(I ⊗ e1 ⊗ I)VB +
1
2h
(I ⊗ eN−1 ⊗ I)VT , (b)
vec3(δzv) =
1
2h
(I ⊗ I ⊗ K)vec3(v) −
1
2h
(I ⊗ I ⊗ e1)VF +
1
2h
(I ⊗ I ⊗ eN−1)VC . (c)
(5.23)
Preuve Par définition de l’opérateur vec3 (5.11) on a
vec3(δxv) =
N−1∑
i,j,k=1
(e1 ⊗ ej ⊗ ek)(δxvi,j,k)1≤i,j,k≤N−1.
Donc
vec3(δxv) =
1
2h
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)(vi+1,j,k − vi−1,j,k)
=
1
2h
( N−1∑
j,k=1
(eN−1 ⊗ ej ⊗ ek)vN,j,k +
N−2∑
i=1
N−1∑
j,k=1
(ei ⊗ ej ⊗ ek)vi+1,j,k
−
N−1∑
i=2
N−1∑
j,k=1
(ei ⊗ ej ⊗ ek)vi−1,j,k −
N−1∑
j,k=1
(e1 ⊗ ej ⊗ ek)v0,j,k
)
=
1
2h
( N−1∑
i,j,k=1
((ei−1 − ei+1) ⊗ ej ⊗ ek)vi,j,k
)
− 1
2h
(e1 ⊗ I ⊗ I)
N−1∑
j,k=1
(ej ⊗ ek)v0,j,k
+
1
2h
(eN−1 ⊗ I ⊗ I)
N−1∑
j,k=1
(ej ⊗ ek)vN,j,k.
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Or ei−1 − ei+1 = Kei, 1 ≤ i ≤ N − 1, donc
vec3(δxv) =
1
2h
( N−1∑
i,j,k=1
(Kei ⊗ ej ⊗ ek)vi,j,k
)
− 1
2h
(e1 ⊗ I ⊗ I)
N−1∑
j,k=1
(ej ⊗ ek)v0,j,k
+
1
2h
(eN−1 ⊗ I ⊗ I)
N−1∑
j,k=1
(ej ⊗ ek)vN,j,k
=
1
2h
(
(K ⊗ I ⊗ I)
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)vi,j,k
)
− 1
2h
(e1 ⊗ I ⊗ I)
N−1∑
j,k=1
(ej ⊗ ek)v0,j,k
+
1
2h
(eN−1 ⊗ I ⊗ I)
N−1∑
j,k=1
(ej ⊗ ek)vN,j,k
=
1
2h
(K ⊗ I ⊗ I)vec3(v) −
1
2h
(e1 ⊗ I ⊗ I)VL +
1
2h
(eN−1 ⊗ I ⊗ I)VR,
d’où (5.23)a. De la même manière on démontre (5.23)b,c. 
Lemme 5.4.2. Pour toute fonction de grille v = (vi,j,k)0≤i,j,k≤N ∈ L2h, on a
(i)



vec2(δxv)B =
1
2h
(K ⊗ I)VB −
1
2h
(e1 ⊗ I)VLB +
1
2h
(eN−1 ⊗ I)VRB , (a)
vec2(δxv)T =
1
2h
(K ⊗ I)VT −
1
2h
(e1 ⊗ I)VLT +
1
2h
(eN−1 ⊗ I)VRT , (b)
vec2(δxv)F =
1
2h
(K ⊗ I)VF −
1
2h
(e1 ⊗ I)VLF +
1
2h
(eN−1 ⊗ I)VRF , (c)
vec2(δxv)C =
1
2h
(K ⊗ I)VC −
1
2h
(e1 ⊗ I)VLC +
1
2h
(eN−1 ⊗ I)VRC . (d)
(5.24)
(ii)



vec2(δyv)L =
1
2h
(K ⊗ I)UL −
1
2h
(e1 ⊗ I)ULB +
1
2h
(eN−1 ⊗ I)ULT , (a)
vec2(δyv)R =
1
2h
(K ⊗ I)UR −
1
2h
(e1 ⊗ I)URB +
1
2h
(eN−1 ⊗ I)URT , (b)
vec2(δyv)F =
1
2h
(I ⊗ K)UF −
1
2h
(I ⊗ e1)UBF +
1
2h
(I ⊗ eN−1)UTF , (c)
vec2(δyv)C =
1
2h
(I ⊗ K)UC −
1
2h
(I ⊗ e1)UBC +
1
2h
(I ⊗ eN−1)UTC . (d)
(5.25)
(iii)



vec2(δzv)L =
1
2h
(I ⊗ K)UL −
1
2h
(I ⊗ e1)ULF +
1
2h
(I ⊗ eN−1)ULC , (a)
vec2(δzv)R =
1
2h
(I ⊗ K)UR −
1
2h
(I ⊗ e1)URF +
1
2h
(I ⊗ eN−1)URC , (b)
vec2(δzv)B =
1
2h
(I ⊗ K)UB −
1
2h
(I ⊗ e1)UBF +
1
2h
(I ⊗ eN−1)UBC , (c)
vec2(δzv)T =
1
2h
(I ⊗ K)UT −
1
2h
(I ⊗ e1)UTF +
1
2h
(I ⊗ eN−1)UTC . (d)
(5.26)
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Preuve. On a par définition de l’opérateur vec2 (3.12)
vec2(δxv)B = vec2[(δxv)i,0,k]1≤i,k≤N−1 =
N−1∑
i,k=1
(ei ⊗ ek)(δxv)i,0,k.
Donc
vec2(δxv)B =
1
2h
N−1∑
i,k=1
(ei ⊗ ek)(vi+1,0,k − vi−1,0,k)
=
1
2h
(N−2∑
i=1
N−1∑
k=1
(ei ⊗ ek)vi+1,0,k −
N−1∑
i=2
(ei ⊗ ek)vi−1,0,k
+
N−1∑
k=1
(eN−1 ⊗ ek)vN,0,k −
N−1∑
k=1
(e1 ⊗ ek)v0,0,k
)
=
1
2h
N−1∑
i,k=1
(
(ei−1 − ei+1) ⊗ ek
)
vi,0,k −
1
2h
(e1 ⊗ I)
N−1∑
k=1
ekv0,0,k
+
1
2h
(eN−1 ⊗ I)
N−1∑
k=1
(ek ⊗ vN,0,k).
Or ei−1 − ei+1 = Kei, 1 ≤ i ≤ N − 1, donc
vec2(δxv)B =
1
2h
(K ⊗ I)VB −
1
2h
(e1 ⊗ I)VLB +
1
2h
(eN−1 ⊗ VRB),
d’où (5.24)a. De la même manière on démontre (5.24)b,c,d, (5.25) et (5.26). 
Lemme 5.4.3. Pour toute fonction de grille v = (vi,j,k)0≤i,j,k≤N ∈ L2h on a
(i)



vec1(δxv)BF =
1
2h
KVBF −
1
2h
e1VLBF +
1
2h
eN−1VRBF , (a)
vec1(δxv)BC =
1
2h
KVBC −
1
2h
e1VLBC +
1
2h
eN−1VRBC , (b)
vec1(δxv)TF =
1
2h
KVTF −
1
2h
e1VLTF +
1
2h
eN−1VRTF , (c)
vec1(δxv)TC =
1
2h
KVTC −
1
2h
e1VLTC +
1
2h
eN−1VRTC . (d)
(5.27)
(ii)



vec1(δyv)LF =
1
2h
KULF −
1
2h
e1ULBF +
1
2h
eN−1ULTF , (a)
vec1(δyv)LC =
1
2h
KULC −
1
2h
e1ULBC +
1
2h
eN−1ULTC , (b)
vec1(δyv)RF =
1
2h
KURF −
1
2h
e1URBF +
1
2h
eN−1URTF , (c)
vec1(δxv)RC =
1
2h
KURC −
1
2h
e1URBC +
1
2h
eN−1URTC . (d)
(5.28)
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(iii)



vec1(δzv)LB =
1
2h
KULB −
1
2h
e1ULBF +
1
2h
eN−1ULBC , (a)
vec1(δzv)LT =
1
2h
KULT −
1
2h
e1ULTF +
1
2h
eN−1ULTC , (b)
vec1(δzv)RB =
1
2h
KURB −
1
2h
e1URBF +
1
2h
eN−1URBC , (c)
vec1(δzv)RT =
1
2h
KURT −
1
2h
e1URTF +
1
2h
eN−1URTC . (d)
(5.29)
Preuve. D’après la définition de vec1 (1.36) on a
vec1(δxv)BF = vec1[(δxv)i,0,0]1≤i≤N−1 =
N−1∑
i=1
ei(δxv)i,0,0.
Donc
vec1(δxv)BF =
1
2h
N−1∑
i=1
e1(vi+1,0,0 − vi−1,0,0)
=
1
2h
(
N−1∑
i=1
eivi+1,0,0 −
N−1∑
i=1
eivi−1,0,0)
=
1
2h
N−2∑
i=1
eivi+1,0,0 + eN−1vN,0,0 − e1v0,0,0 −
N−1∑
i=2
eivi−1,0,0
=
1
2h
eN−1vN,0,0 −
1
2h
e1v0,0,0 +
1
2h
N−1∑
i=1
(ei−1 − ei+1)vi,0,0.
Or on a ei−1 − ei+1 = Kei, 1 ≤ i ≤ N − 1, donc
vec1(δxv)BF =
1
2h
eN−1VRBF −
1
2h
e1VLBF +
1
2h
N−1∑
i=1
Vi,BF
=
1
2h
KVBF −
1
2h
e1VLBF +
1
2h
eN−1VRBF ,
d’où (5.27)a. De la même manière on démontre (5.27)b,c,d, (5.28) et (5.29). 
Lemme 5.4.4. Pour toute fonction de grille v = (vi,j,k)0≤i,j,k≤N ∈ L2h on a



vec3(σxv) = (Ps ⊗ I ⊗ I)V +
1
6
(e1 ⊗ I ⊗ I)VL +
1
6
(eN−1 ⊗ I ⊗ I)VR, (a)
vec3(σyv) = (I ⊗ Ps ⊗ I)V +
1
6
(I ⊗ e1 ⊗ I)VB +
1
6
(I ⊗ eN−1 ⊗ I)VT , (b)
vec3(σzv) = (I ⊗ I ⊗ Ps)V +
1
6
(I ⊗ I ⊗ e1)VF +
1
6
(I ⊗ I ⊗ eN−1)VC . (c)
(5.30)
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Preuve. Par définition de l’opérateur vec3 (5.11) on a
vec3(σxv) =
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)(σxv)i,j,k.
Donc
vec3(σxv) =
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)(
1
6
vi−1,j,k +
2
3
vi,j,k +
1
6
vi+1,j,k)
=
1
6
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)ui−1,j,k +
2
3
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)vi,j,k +
1
6
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)vi+1,j,k
=
1
6
N−1∑
j,k=1
(e1 ⊗ ej ⊗ ek)v0,j,k +
1
6
N−1∑
i=2
N−1∑
j,k=1
(ei ⊗ ej ⊗ ek)vi−1,j,k
+
2
3
N−1∑
i,j,k=1
(ei ⊗ ej ⊗ ek)vi,j,k +
1
6
N−2∑
i=1
N−1∑
j,k=1
(ei ⊗ ej ⊗ ek)vi+1,j,k +
1
6
N−1∑
j,k=1
(eN−1 ⊗ ej ⊗ ek)vN,j,k
=
1
6
(e1 ⊗ I ⊗ I)
N−1∑
j,k=1
(ej ⊗ ek)v0,j,k +
N−1∑
i,j,k=1
(
(
1
6
ei−1 +
2
3
ei +
1
6
ei+1) ⊗ ej ⊗ ek
)
vi,j,k
+
1
6
(eN−1 ⊗ I ⊗ I)
N−1∑
j,k=1
(ej ⊗ ek)vN,j,k.
Or
1
6
ei−1 +
2
3
ei +
1
6
ei+1 = Psei, 1 ≤ i ≤ N − 1, donc
vec3(σxv) =
1
6
(e1 ⊗ I ⊗ I)VL + (Ps ⊗ I ⊗ I)V +
1
6
(eN−1 ⊗ I ⊗ I)VR,
d’où (5.30). De la même manière on démontre (5.30)b,c. 
Lemme 5.4.5. Pour toute fonction de grille v = (vi,j,k)0≤i,j,k≤N−1 ∈ L2h on a
(i)



vec2(σxv)B = (Ps ⊗ I)VB +
1
6
(e1 ⊗ I)VLB +
1
6
(eN−1 ⊗ I)VRB , (a)
vec2(σxv)T = (Ps ⊗ I)VT +
1
6
(e1 ⊗ I)VLT +
1
6
(eN−1 ⊗ I)VRT , (b)
vec2(σxv)F = (Ps ⊗ I)VF +
1
6
(e1 ⊗ I)VLF +
1
6
(eN−1 ⊗ I)VRF , (c)
vec2(σxv)C = (Ps ⊗ I)VC +
1
6
(e1 ⊗ I)VLC +
1
6
(eN−1 ⊗ I)VRC . (d)
(5.31)
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(ii)



vec2(σyv)L = (Ps ⊗ I)VL +
1
6
(e1 ⊗ I)VLB +
1
6
(eN−1 ⊗ I)VLT , (a)
vec2(σyv)R = (Ps ⊗ I)VR +
1
6
(e1 ⊗ I)VRB +
1
6
(eN−1 ⊗ I)VRT , (b)
vec2(σyv)F = (I ⊗ Ps)VF +
1
6
(I ⊗ e1)VBF +
1
6
(I ⊗ eN−1)VTF , (c)
vec2(σyv)C = (I ⊗ Ps)VC +
1
6
(I ⊗ e1)VBC +
1
6
(I ⊗ eN−1)VTC . (d)
(5.32)
(iii)



vec2(σzv)L = (I ⊗ Ps)VL +
1
6
(I ⊗ e1)VLF +
1
6
(I ⊗ eN−1)VLC , (a)
vec2(σzv)R = (I ⊗ Ps)VR +
1
6
(I ⊗ e1)VRF +
1
6
(I ⊗ eN−1)VRC , (b)
vec2(σzv)B = (I ⊗ Ps)VB +
1
6
(I ⊗ e1)VBF +
1
6
(I ⊗ eN−1)VBC , (c)
vec2(σzv)T = (I ⊗ Ps)VT +
1
6
(I ⊗ e1)VTF +
1
6
(I ⊗ eN−1)VTC . (d)
(5.33)
Preuve. Par définition de l’opérateur vec2 (3.12) on a
vec2(σxv)B =
N−1∑
i,k=1
(ei ⊗ ek)(σxv)i,0,k
=
N−1∑
i,k=1
(ei ⊗ ek)(
1
6
vi−1,0,k +
2
3
vi,0,k +
1
6
vi+1,0,k)
=
1
6
N−1∑
i,k=1
(ei ⊗ ek)vi−1,0,k +
2
3
(ei ⊗ ek)vi,0,k +
1
6
N−1∑
i,k=1
(ei ⊗ ek)vi+1,0,k
=
1
6
N−1∑
k=1
(e1 ⊗ ek)v0,0,k +
1
6
N−1∑
i=2
N−1∑
j=1
(ei ⊗ ek)vi−1,0,k +
2
3
N−1∑
i,k=1
(ei ⊗ ek)vi,0,k
+
1
6
N−2∑
i=1
N−1∑
k=1
(ei ⊗ ek)vi+1,0,k +
1
6
N−1∑
k=1
(eN−1 ⊗ ek)vN,0,k
=
1
6
(e1 ⊗ I)
N−1∑
k=1
ekv0,0,k +
N−1∑
i,k=1
(
(
1
6
ei−1 +
2
3
ei +
1
6
ei+1) ⊗ ek
)
vi,0,k
+
1
6
(eN−1 ⊗ I)
N−1∑
k=1
ekvN,0,k.
Or
1
6
ei−1 +
2
3
ei +
1
6
ei+1 = Psei, 1 ≤ i ≤ N − 1, donc
vec2(σxv)B =
1
6
(e1 ⊗ I)
N−1∑
k=1
ekv0,0,k +
N−1∑
i,k=1
(Psei ⊗ ek)vi,0,k +
1
6
(eN−1 ⊗ I)
N−1∑
k=1
ekvN,0,k
=
1
6
(e1 ⊗ I)VLB + (Ps ⊗ I)VB +
1
6
(eN−1 ⊗ I)VRB ,
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d’où (5.31)a. De la même manière on démontre (5.31)b,c,d, (5.32) et (5.33). 
Lemme 5.4.6. Pour toute fonction de grille v = (vi,j,k)0≤i,j,k≤N ∈ L2h on a
(i)



vec1(σxv)BF = PsVBF +
1
6
VLBF +
1
6
VRBF , (a)
vec1(σxv)BC = PsVBC +
1
6
VLBC +
1
6
VRBC , (b)
vec1(σxv)TF = PsVTF +
1
6
VLTF +
1
6
VRTF , (c)
vec1(σxv)TC = PsVTC +
1
6
VLTC +
1
6
VRTC . (d)
(5.34)
(ii)



vec1(σyv)LF = PsVLF +
1
6
VLBF +
1
6
VLTF , (a)
vec1(σyv)LC = PsVLC +
1
6
VLBC +
1
6
VLTC , (b)
vec1(σyv)RF = PsVRF +
1
6
VRBF +
1
6
VRTF , (c)
vec1(σyv)RC = PsVRC +
1
6
VRBC +
1
6
VRTC . (d)
(5.35)
(iii)



vec1(σzv)LB = PsVLB +
1
6
VLBF +
1
6
VLBC , (a)
vec1(σzv)LT = PsVLT +
1
6
VLTF +
1
6
VLTC , (b)
vec1(σzv)RB = PsVRB +
1
6
VRBF +
1
6
VRBC , (c)
vec1(σzv)RT = PsVRT +
1
6
VRTF +
1
6
VRTC . (d)
(5.36)
Preuve. On a par définition de l’opérateur vec1
vec1(σxv)BF =
N−1∑
i=1
ei(σxv)i,0,0
=
N−1∑
i=1
ei(
1
6
vi−1,0,0 +
2
3
vi,0,0 +
1
6
vi+1,0,0)
=
1
6
N−1∑
i=1
eivi−1,0,0 +
2
3
N−1∑
i=1
eivi,0,0 +
1
6
N−1∑
i=1
eivi+1,0,0
=
1
6
e1v0,0,0 +
1
6
N−1∑
i=2
eivi−1,0,0 +
2
3
N−1∑
i=1
eivi,0,0
+
1
6
N−2∑
i=1
eivi+1,0,0 +
1
6
eN−1vN,0,0
=
1
6
e1v0,0,0 +
N−1∑
i=1
(
1
6
ei−1 +
2
3
ei +
1
6
ei+1)vi,0,0 +
1
6
eN−1vN,0,0.
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Or on a
1
6
ei−1 +
2
3
ei +
1
6
ei+1 = Psei, 1 ≤ i ≤ N − 1, donc
vec1(σxv)BF =
1
6
e1v0,0,0 +
N−1∑
i=1
Pseivi,0,0 +
1
6
eN−1vN,0,0
=
1
6
e1VLBF + PsVB +
1
6
VRBF ,
d’où (5.34)a. De la même manière on démontre (5.34)b,c,d, (5.35) et (5.36). 
5.5 Schéma bôıte hermitien en dimension 3
5.5.1 Introduction
Dans la section 2.2, on a vu le principe du schéma bôıte hermitien repose sur :
- La formulation mixte (2.6).
- L’évaluation des moyennes sur [xj−1, xj+1] de (2.7) et (2.9).
Ce point de vue est généralisé en trois dimensions pour le problème de Poisson dans un
cube. En utilisant le théorème de la divergence (3.36), on établit un système d’équations
qui sera la base du schéma HB en trois dimensions. Pour compléter ce système, on
donne dans la section 5.5.3 deux exemples d’approximations des dérivées normales
∂u
∂n
sur ∂Ω déduites des approximations des dérivées au bord utilisées au chapitre 2.
5.5.2 Définition du schéma hermitien (HB) pour le problème de Pois-
son dans Ω = (a, b)3
On considère le problème de Poisson dans le cube Ω = (a, b)3
{
−∆u = f, dans Ω,
u = g, sur ∂Ω.
(5.37)
La forme mixte du (5.37) s’obtient en introduisant v1 = ∂xu, v
2 = ∂yu, v
3 = ∂zu,



−
(
∂xv
1 + ∂yv
2 + ∂zv
3
)
= f, dans Ω (a)
v1 − ∂xu = 0, dans Ω̄, (b)
v2 − ∂yu = 0, dans Ω̄, (c)
v3 − ∂zu = 0, dans Ω̄, (d)
u = g, sur ∂Ω. (e)
(5.38)
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Le domaine Ω = (a, b)3 est discrétisé par la grille (5.1). Les bôıtes sur lesquelles on fait
les moyennes (5.38)b,c,d sont Ki,j,k, centrées aux points (xi, yj , zk) de longueur 2h (voir
figure 5.2), c’est-à-dire pour 1 ≤ i, j, k ≤ N − 1,
Ki,j,k = [xi − h, xi + h] × [yj − h, yj + h] × [zk − h, zk + h]. (5.39)
A chaque point (xi, yj, zk), 0 ≤ i, j, k ≤ N, sont localisées les quatres inconnues
2h
b (i, j,k)
b
(i+1, j+1,k+1)
b (i+1, j+1,k−1)
b (i+1, j−1,k+1)
b (i+1, j−1,k−1)
b
(i−1, j−1,k+1)
b
(i−1, j−1,k−1)
b
(i−1, j+1,k+1)
b
(i−1, j+1,k−1)
Fig. 5.2: Schéma HB en trois dimensions. Le flux est intégré sur la surface de ce cube
Ki,j,k = [xi − h, xi + h] × [yj − h, yj + h] × [zk − h, zk + h].



ui,j,k ≃ u(xi, yj , zk),
ux,i,j,k ≃ ∂xu(xi, yj, zk),
uy,i,j,k ≃ ∂yu(xi, yj, zk),
uz,i,j,k ≃ ∂zu(xi, yj , zk).
(5.40)
On a donc quatre fonctions de grille u, ux, uy, uz ∈ L2h.
Établissons d’abord la forme discrète de (5.38).
• On intègre l’équation conservative (5.38)a sur la bôıte Ki,j,k (figure 5.2). Le membre
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de droite de (5.38)a s’écrit
Π0fi,j,k =
1
(2h)3
∫
Ki,j,k
f(x, y, z) dxdydz. (5.41)
En utilisant le théorème de la divergence (3.36), le membre de gauche de (5.38)a s’écrit
− 1
4h2
∫
∂Ki,j,k
(v1n1 + v
2n2 + v
3n3) dσ = Π
0fi,j,k, 1 ≤ i, j, k ≤ N − 1, (5.42)
où ~n(n1, n2, n3) est le vecteur normal dirigé vers l’extérieur de ∂Ki,j,k. La relation (5.42)
comporte six intégrales bidimensionnelles associées aux six faces du cube. Chacune de
ces intégrales est approchée par la formule de Simpson bidimensionnelle. Par exemple
sur la face arrière du cube Ki,j,k qui correspond à z = zk−1 et ~n(0, 0,−1) on a
1
4h2
∫ yj+1
yj−1
∫ xi+1
xi−1
∂zu(x, y, z)dydx ≃
(
(σy ◦ σx)uz
)
i,j,k−1
, 1 ≤ i, j ≤ N − 1. (5.43)
En utilisant les opérateurs aux différences δx, δy, δz en (5.3) et σx, σy, σz en (5.9),
l’équation (5.42) s’écrit
− (σz ◦ σy ◦ δx)ux,i,j,k − (σz ◦ σx ◦ δy)uy,i,j,k − (σy ◦ σx ◦ δz)uz,i,j,k = Π0fi,j,k, (5.44)
avec 1 ≤ i, j, k ≤ N − 1.
Le symbole ◦ désigne la composition des opérateurs. L’expression (5.44) donne (N −1)3
équations.
• La relation suivante entre les fonctions exactes u(x, y) et v1(x, y) est déduite de
l’identité (5.38)b,
v1(x, y) = ∂xu(x, y), sur Ω̄. (5.45)
En intégrant (5.45) sur le segment [xi−1, xi+1] × {yj} × {zk}, on obtient l’identité
1
2h
∫ xi+1
xi−1
v1(x, yj , zk)dx =
u(xi+1, yj, zk) − u(xi−1, yj, zk)
2h
, 1 ≤ i ≤ N−1, 0 ≤ j, k ≤ N.
(5.46)
La relation suivante entre les fonctions u(x, y) et v2(x, y) est déduite de (5.38)c
v2(x, y) = ∂yu(x, y), sur Ω̄. (5.47)
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En intégrant (5.47) sur le segment {xi} × [yj−1, yj+1] × {zk}, on obtient l’identité
1
2h
∫ yj+1
yj−1
v2u(xi, y, zk)dy =
u(xi, yj+1, zk) − u(xi, yj−1, zk)
2h
, 1 ≤ j ≤ N−1, 0 ≤ i, k ≤ N.
(5.48)
De même, la relation suivante entre les fonctions u(x, y) et v3(x, y) est déduite de
(5.38)d
v3(x, y) = ∂yu(x, y), sur Ω̄, (5.49)
En intégrant (5.49) sur le segment {xi} × {yj} × [zk−1, zk+1], on obtient l’identité
1
2h
∫ zk+1
zk−1
v3(xi, yj , z)dz =
u(xi, yj , zk+1) − u(xi, yj , zk−1)
2h
, 1 ≤ k ≤ N−1, 0 ≤ i, j ≤ N.
(5.50)
On approche à présent v1(x, y) par la fonction de grille ux ∈ L2h, c’est-à-dire ux,i,j,k ≃
v1(xi, yj , zk). En approchant l’intégrale de droite de (5.46) par l’opérateur de Simpson
σx (5.9) on obtient l’identité discrète suivante
σxux,i,j,k = δxui,j,k, 1 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N. (5.51)
On en déduit que (5.51) est une approximation hermitienne de (5.38)b.
De même, en approchant v2 et v3 par les fonctions de grille uy et uz ∈ L2h respective-
ment, on obtient
{
σyuy,i,j,k = δyui,j,k, 0 ≤ i, k ≤ N, 1 ≤ j ≤ N − 1, (a)
σzuz,i,j,k = δzui,j,k, 0 ≤ i, j ≤ N, 1 ≤ k ≤ N − 1, (b)
(5.52)
où σy, σz sont donnés en (5.9). Les identités (5.52)a,b sont des approximations hermi-
tiennes de (5.38)c,d basées sur l’approximation des intégrales par la formule de Simp-
son. Le décompte des équations et des inconnues est à ce stade 3(N − 1)(N + 1)2
équations correspondant aux (5.51-5.52) pour 4(N + 1)3 inconnues correspondant aux
u = (ui,j,k), ux = (ux,i,j,k), uy = (uy,i,j,k), uz = (uz,i,j,k) ∈ L2h, 0 ≤ i, j, k ≤ N .
• Les conditions limites de Dirichlet s’écrivent :



ui,j,0 = g(xi, yj , z0), 0 ≤ i, j ≤ N, Face “F”
ui,j,N = g(xi, yj , zN ), 0 ≤ i, j ≤ N, Face “C”
ui,0,k = g(xi, y0, zk), 0 ≤ i ≤ N, 1 ≤ k ≤ N − 1, Face “B”
ui,N,k = g(xi, yN , zk), 0 ≤ i ≤ N, 1 ≤ k ≤ N − 1, Face “T”
u0,j,k = g(x0, yj , zk), 1 ≤ j, k ≤ N − 1, Face “L”
uN,j,k = g(xN , yj, zk), 1 ≤ j, k ≤ N − 1. Face “R”
(5.53)
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Ce qui donne 2(N + 1)2 + 2(N − 1)(N + 1) + 2(N − 1)2 = 6N2 + 2 équations.
En regroupant (5.44), (5.51), (5.52) et (5.53) on obtient



−(σz ◦ σy ◦ δx)ux,i,j,k − (σz ◦ σx ◦ δy)uy,i,j,k
−(σy ◦ σx ◦ δz)uz,i,j,k = Π0fi,j,k, 1 ≤ i, j, k ≤ N − 1, (a)
σxux,i,j,k = δxui,j,k, 1 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N, (b)
σyuy,i,j,k = δyui,j,k, 0 ≤ i, k ≤ N, 1 ≤ j ≤ N − 1, (c)
σzuz,i,j,k = δzui,j,k, 0 ≤ i, j ≤ N, 1 ≤ k ≤ N − 1, (d)
ui,j,0 = g(xi, yj, z0), 0 ≤ i, j ≤ N, (e)
ui,j,N = g(xi, yj, zN ), 0 ≤ i, j ≤ N, (f)
ui,0,k = g(xi, y0, zk), 0 ≤ i ≤ N, 1 ≤ k ≤ N − 1, (g)
ui,N,k = g(xi, yN , zk), 0 ≤ i ≤ N, 1 ≤ k ≤ N − 1, (l)
u0,j,k = g(x0, yj, zk), 1 ≤ j, k ≤ N − 1, (m)
uN,j,k = g(xN , yj , zk), 1 ≤ j, k ≤ N − 1. (n)
(5.54)
Le système (5.54) constitue les relations de base du schéma bôıte hermitien en dimension
3. Il consiste en (N−1)3+3(N−1)(N+1)2+6N2+2 équations pour 4(N+1)3 inconnues.
Pour obtenir le bon décompte entre le nombre d’équations et le nombre d’inconnues,
on complète le système (5.54) par des approximations des dérivées normales au bord
ux,0,j,k, ux,N,j,k, 0 ≤ j, k,≤ N , uy,i,0,k, uy,i,N,k, 0 ≤ i, k ≤ N , uz,i,j,0, uz,i,j,N , 0 ≤
i, j ≤ N .
Comme on l’a déjà fait en dimension 1 et 2 dans les chapitres 2 et 3, on présente dans
la section suivante deux exemples d’approximations de ces dérivées au bord.
5.5.3 Exemples d’approximations de ∂u
∂n
sur ∂Ω
5.5.3.1 Schéma HB1
En dimension 1, le premier exemple d’approximations des dérivées au bord en (2.26)
est 


2
3
ux,0 +
1
3
ux,1 =
u1 − u0
h
, “L”
2
3
ux,N +
1
3
ux,N−1 =
uN − uN−1
h
. “R”
(5.55)
En dimension 2, ceci est généralisé en (3.53).
En dimension 3, on généralise (5.55), sur les six faces du cube Ω = (a, b)3 par les 6
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relations



2
3
ux,0,j,k +
1
3
ux,1,j,k =
u1,j,k − u0,j,k
h
, 0 ≤ j, k ≤ N, Face “L”
2
3
ux,N,j,k +
1
3
ux,N−1,j,k =
uN,j,k − uN−1,j,k
h
, 0 ≤ j, k ≤ N, Face “R”
2
3
uy,i,0,k +
1
3
uy,i,1,k =
ui,1,k − ui,0,k
h
, 0 ≤ i, k ≤ N, Face “B”
2
3
uy,i,N,k +
1
3
uy,i,N−1,k =
ui,N,k − ui,N−1,k
h
, 0 ≤ i, k ≤ N, Face “T”
2
3
uz,i,j,0 +
1
3
uz,i,j,1 =
ui,j,1 − ui,j,0
h
, 0 ≤ i, j ≤ N, Face “F”
2
3
uz,i,j,N +
1
3
uz,i,j,N−1 =
ui,j,N − ui,j,N−1
h
, 0 ≤ i, j ≤ N. Face “C”
(5.56)
(5.56) donne 6(N + 1)2 équations.
En complétant (5.54) par (5.56) on obtient le système discret :



−(σz ◦ σy ◦ δx)ux,i,j,k − (σz ◦ σx ◦ δy)uy,i,j,k
−(σy ◦ σx ◦ δz)uz,i,j,k = Π0fi,j,k, 1 ≤ i, j, k ≤ N − 1, (a)
σxux,i,j,k = δxui,j,k, 1 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N, (b1)
σyuy,i,j,k = δyui,j,k, 0 ≤ i, k ≤ N, 1 ≤ j ≤ N − 1, (b2)
σzuz,i,j,k = δzui,j,k, 0 ≤ i, j ≤ N, 1 ≤ k ≤ N − 1, (b3)
2
3
ux,0,j,k +
1
3
ux,1,j,k =
u1,j,k − u0,j,k
h
, 0 ≤ j, k ≤ N, (c1)
2
3
ux,N,j,k +
1
3
ux,N−1,j,k =
uN,j,k − uN−1,j,k
h
, 0 ≤ j, k ≤ N, (c2)
2
3
uy,i,0,k +
1
3
uy,i,1,k =
ui,1,k − ui,0,k
h
, 0 ≤ i, k ≤ N, (c3)
2
3
uy,i,N,k +
1
3
uy,i,N−1,k =
ui,N,k − ui,N−1,k
h
, 0 ≤ i, k ≤ N, (c4)
2
3
uz,i,j,0 +
1
3
uz,i,j,1 =
ui,j,1 − ui,j,0
h
, 0 ≤ i, j ≤ N, (c5)
2
3
uz,i,j,N +
1
3
uz,i,j,N−1 =
ui,j,N − ui,j,N−1
h
, 0 ≤ i, j ≤ N, (c6)
ui,j,0 = g(xi, yj , z0), 0 ≤ i, j ≤ N, (d1)
ui,j,N = g(xi, yj , zN ), 0 ≤ i, j ≤ N, (d2)
ui,0,k = g(xi, y0, zk), 0 ≤ i ≤ N, 1 ≤ k ≤ N − 1, (d3)
ui,N,k = g(xi, yN , zk), 0 ≤ i ≤ N, 1 ≤ k ≤ N − 1, (d4)
u0,j,k = g(x0, yj, zk), 1 ≤ j, k ≤ N − 1, (d5)
uN,j,k = g(xN , yj, zk), 1 ≤ j, k ≤ N − 1. (d6)
(5.57)
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On a au total :
– (5.57)a est la forme discrète de l’équation conservative (5.38)a.
– (5.57)b1 ,b2,b3 sont les formes discrètes des équations (5.38)b,c,d.
– (5.57)c1,c2,c3,c4,c5,c6 sont des approximations des dérivées normales sur les six faces du
cube.
– (5.57)d1 ,d2,d3,d4,d5,d6 sont les conditions de Dirichlet sur les six faces du cube données
en (5.38)e.
Le système (5.57) consiste en (N−1)3+3(N+1)2(N−1)+6(N+1)2+6N2+2 = 4(N+1)3
équations pour 4(N + 1)3 inconnues qui correspondent aux u, ux, uy, uz . Le système
(5.57) est le schéma HB1 en dimension 3.
5.5.3.2 Schéma HB2
En dimension 1, les approximations d’ordre 3 en (2.97) sont données par



1
3
ux,0 +
2
3
ux,1 =
1
h
(
1
6
u2 +
2
3
u1 −
5
6
u0
)
, “L”
1
3
ux,N +
2
3
ux,N−1 =
1
h
(
5
6
uN −
1
6
uN−2 −
2
3
uN−1
)
. “R”
(5.58)
En dimension 2, (5.58) est généralisé en (3.55).
En dimension 3, la généralisation de (5.58) sur les six faces du cube Ω = (a, b)3 est



1
3
ux,0,j,k +
2
3
ux,1,j,k =
1
h
(
1
6
u2,j,k +
2
3
u1,j,k −
5
6
u0,j,k
)
, 0 ≤ j, k ≤ N, Face “L”
1
3
ux,N,j,k +
2
3
ux,N−1,j,k =
1
h
(
5
6
uN,j,k −
1
6
uN−2,j,k −
2
3
uN−1,j,k
)
, 0 ≤ j, k ≤ N, Face “R”
1
3
uy,i,0,k +
2
3
uy,i,1,k =
1
h
(
1
6
ui,2,k +
2
3
ui,1,k −
5
6
ui,0,k
)
, 0 ≤ i, k ≤ N, Face “B”
1
3
uy,i,N,k +
2
3
uy,i,N−1,k =
1
h
(
5
6
ui,N,k −
1
6
ui,N−2,k −
2
3
ui,N−1,k
)
, 0 ≤ i, k ≤ N, Face “T”
1
3
uz,i,j,0 +
2
3
uz,i,j,1 =
1
h
(
1
6
ui,j,2 +
2
3
ui,j,1 −
5
6
ui,j,0
)
, 0 ≤ i, j ≤ N, Face “F”
1
3
uz,i,j,N +
2
3
uz,i,j,N−1 =
1
h
(
5
6
ui,j,N −
1
6
ui,j,N−2 −
2
3
ui,j,N−1
)
, 0 ≤ i, j ≤ N. Face “C”
(5.59)
Chapitre 5. Schémas bôıte hermitiens en dimension 3 168
En complétant le système (5.54) par (5.59) on obtient



−(σz ◦ σy ◦ δx)ux,i,j,k − (σz ◦ σx ◦ δy)uy,i,j,k
−(σy ◦ σx ◦ δz)uz,i,j,k = Π0fi,j,k, 1 ≤ i, j, k ≤ N − 1, (a)
σxux,i,j,k = δxui,j,k, 1 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N, (b1)
σyuy,i,j,k = δyui,j,k, 0 ≤ i, k ≤ N, 1 ≤ j ≤ N − 1, (b2)
σzuz,i,j,k = δzui,j,k, 0 ≤ i, j ≤ N, 1 ≤ k ≤ N − 1, (b3)
1
3
ux,0,j,k +
2
3
ux,1,j,k =
1
h
(
1
6
u2,j,k +
2
3
u1,j,k −
5
6
u0,j,k
)
, 0 ≤ j, k ≤ N, (c1)
1
3
ux,N,j,k +
2
3
ux,N−1,j,k =
1
h
(
5
6
uN,j,k −
1
6
uN−2,j,k −
2
3
uN−1,j,k
)
, 0 ≤ j, k ≤ N, (c2)
1
3
uy,i,0,k +
2
3
uy,i,1,k =
1
h
(
1
6
ui,2,k +
2
3
ui,1,k −
5
6
ui,0,k
)
, 0 ≤ i, k ≤ N, (c3)
1
3
uy,i,N,k +
2
3
uy,i,N−1,k =
1
h
(
5
6
ui,N,k −
1
6
ui,N−2,k −
2
3
ui,N−1,k
)
, 0 ≤ i, k ≤ N. (c4)
1
3
uz,i,j,0 +
2
3
uz,i,j,1 =
1
h
(
1
6
ui,j,2 +
2
3
ui,j,1 −
5
6
ui,j,0
)
, 0 ≤ i, j ≤ N, (c5)
1
3
uz,i,j,N +
2
3
uz,i,j,N−1 =
1
h
(
5
6
ui,j,N −
1
6
ui,j,N−2 −
2
3
ui,j,N−1
)
, 0 ≤ i, j ≤ N. (c6)
ui,j,0 = g(xi, yj, z0), 0 ≤ i, j ≤ N, (d1)
ui,j,N = g(xi, yj, zN ), 0 ≤ i, j ≤ N, (d2)
ui,0,k = g(xi, y0, zk), 0 ≤ i ≤ N, 1 ≤ k ≤ N − 1, (d3)
ui,N,k = g(xi, yN , zk), 0 ≤ i ≤ N, 1 ≤ k ≤ N − 1, (d4)
u0,j,k = g(x0, yj, zk), 1 ≤ j, k ≤ N − 1, (d5)
uN,j,k = g(xN , yj , zk), 1 ≤ j, k ≤ N − 1. (d6)
(5.60)
Au total on a
– (5.60)a est la forme discrète de l’équation conservative (5.38)a.
– (5.60)b1 ,b2,b3 sont les formes discrètes des équations (5.38)b,c,d.
– (5.60)c1,c2,c3,c4,c5,c6 sont des approximations des dérivées normales sur les six faces du
cube.
– (5.60)d1 ,d2,d3,d4,d5,d6 sont les conditions de Dirichlet sur les six faces du cube données
en (5.38)e.
Le système (5.60) consiste en (N−1)3+3(N+1)2(N−1)+6(N+1)2+6N2+2 = 4(N+1)3
équations pour 4(N + 1)3 inconnues qui correspondent aux u, ux, uy, uz . Le système
(5.60) est le schéma HB2 en dimension 3.
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5.6 Forme matricielle du schéma bôıte hermitien en di-
mension trois : cas général
5.6.1 Introduction
En dimension 1, au chapitre 2, on a vu que le schéma bôıte hermitien pour le problème
de Poisson (2.1) possède la forme matricielle
1
h2
HU = F − Gx, (5.61)
avec H ∈ MN−1(R) et F, Gx ∈ R(N−1).
En dimension 2, au chapitre 3, on a vu que le schéma bôıte hermitien pour le problème
de Poisson (3.37) possède la forme matricielle suivante
1
h2
(H⊗ Ps + Ps ⊗H)U = F − Gx − Gy, (5.62)
avec H, Ps ∈ MN−1(R) et F, Gx, Gy ∈ R(N−1)
2
.
Dans ce qui suit, nous cherchons la forme matricielle générale du schéma bôıte hermitien
pour le problème de Poisson (5.37) en dimension trois.
5.6.2 Forme matricielle générale des dérivées au bord
En dimension 1, au chapitre 2 on a vu que toute approximation des dérivées au bord
Ux,L et Ux,R en fonction des points de bord UL, UR et des points intérieurs U vérifient
la relation
e1Ux,L + eN−1Ux,R =
1
h
AU − BUx +
1
h
C(e1Ux,L + eN−1Ux,R), (5.63)
avec A, B, C ∈ MN−1(R).
En dimension 2, ceci est généralisé en (3.59).
En dimension 3, la relation (5.63) est généralisée de la façon suivante. Sur chaque
segment du maillage du cube (a, b)3 on applique (5.63). Pour j et k fixés entre 0 et N ,
on déduit de (5.63) sur le segment (a, b) × {yj} × {zk} la relation suivante
e1Ux,L,j,k+eN−1Ux,R,j,k =
1
h
AU:,j,k−BUx,:,j,k+
1
h
C(e1UL,j,k+eN−1UR,j,k), 0 ≤ j, k ≤ N.
(5.64)
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Pour i et k fixés entre 0 et N , on déduit de (5.63) sur le segment {xi} × (a, b) × {zk}
la relation suivante
e1Uy,i,B,k+eN−1Uy,i,T,k =
1
h
AUi,:,k−BUy,i,:,k+
1
h
C(e1Ui,B,k+eN−1Ui,T,k), 0 ≤ i, k ≤ N..
(5.65)
Pour i et j fixés entre 0 et N , on déduit de (5.63) sur le segment {xi} × {yj} × (a, b)
la relation suivante
e1Uz,i,j,F +eN−1Uz,i,j,C =
1
h
AUi,j,:−BUz,i,j,:+
1
h
C(e1Ui,j,F +eN−1Ui,j,C), 0 ≤ i, j ≤ N.
(5.66)
5.7 Dérivées normales
Lemme 5.7.1. Les dérivées normales par rapport à x, y, z, sur les huit sommets
“LBF”, “RBF”, “LBC”, “RBC”, “LTF”, “RTF”, “LTC”, “RTC” du cube Ω =
(a, b)3, vérifient
(i)



e1Ux,LBF + eN−1Ux,RBF =
1
h
AUBF − BUx,BF +
1
h
C(e1ULBF + eN−1URBF ), (a)
e1Ux,LBC + eN−1Ux,RBC =
1
h
AUBC − BUx,BC +
1
h
C(e1ULBC + eN−1URBC ), (b)
e1Ux,LTF + eN−1Ux,RTF =
1
h
AUTF − BUx,TF +
1
h
C(e1ULTF + eN−1URTF ), (c)
e1Ux,LTC + eN−1Ux,RTC =
1
h
AUTC − BUx,TC +
1
h
C(e1ULTC + eN−1URTC). (d)
(5.67)
(ii)



e1Uy,LBF + eN−1Uy,LTF =
1
h
AULF − BUx,LF +
1
h
C(e1ULBF + eN−1ULTF ), (a)
e1Uy,LBC + eN−1Uy,LTC =
1
h
AULC − BUy,LC +
1
h
C(e1ULBC + eN−1ULTC), (b)
e1Uy,RBF + eN−1Uy,RTF =
1
h
AURF −BUy,RF +
1
h
C(e1URBF + eN−1URTF ), (c)
e1Uy,RBC + eN−1Uy,RTC =
1
h
AURC − BUy,RC +
1
h
C(e1URBC + eN−1URTC). (d)
(5.68)
(iii)



e1Uz,LBF + eN−1Uz,LBC =
1
h
AULB − BUz,LB +
1
h
C(e1ULBF + eN−1ULBC), (a)
e1Uz,LTF + eN−1Uz,LTC =
1
h
AULT − BUz,LT +
1
h
C(e1ULTF + eN−1ULTC), (b)
e1Uz,RBF + eN−1Uz,RBC =
1
h
AURB − BUz,RB +
1
h
C(e1URBF + eN−1URBC), (c)
e1Uz,RTF + eN−1Uz,RTC =
1
h
AURT − BUz,RT +
1
h
C(e1URTF + eN−1URTC). (d)
(5.69)
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Preuve. (5.67)a se déduit de (5.64)a avec j = 0 et k = 0. De la même manière on
démontre (5.67)b,c,d, (5.68) et (5.69). 
Lemme 5.7.2. Les dérivées normales par rapport à x, y, z, sur les huit arêtes
“LB”, “RB,” “LT”, “RT”, “LF”, “RF”, “LC”, “RC” du cube Ω = (a, b)3, vérifient
les relations



e1 ⊗ Ux,LB + eN−1 ⊗ Ux,RB =
1
h
(A⊗ I)UB − (B ⊗ I)Ux,B +
1
h
(C ⊗ I)(e1 ⊗ ULB + eN−1 ⊗ URB),
e1 ⊗ Ux,LT + eN−1 ⊗ Ux,RT =
1
h
(A⊗ I)UT − (B ⊗ I)Ux,T +
1
h
(C ⊗ I)(e1 ⊗ ULT + eN−1 ⊗ URT ),
e1 ⊗ Ux,LF + eN−1 ⊗ Ux,RF =
1
h
(A⊗ I)UF − (B ⊗ I)Ux,F +
1
h
(C ⊗ I)(e1 ⊗ ULF + eN−1 ⊗ URF ),
e1 ⊗ Ux,LC + eN−1 ⊗ Ux,RC =
1
h
(A⊗ I)UC − (B ⊗ I)Ux,C +
1
h
(C ⊗ I)(e1 ⊗ ULC + eN−1 ⊗ URC).
(5.70)


e1 ⊗ Uy,LB + eN−1 ⊗ Uy,LT =
1
h
(A⊗ I)UL − (B ⊗ I)Uy,L +
1
h
(C ⊗ I)(e1 ⊗ ULB + eN−1 ⊗ ULT ),
e1 ⊗ Uy,RB + eN−1 ⊗ Uy,RT =
1
h
(A⊗ I)UR − (B ⊗ I)Uy,T +
1
h
(C ⊗ I)(e1 ⊗ URB + eN−1 ⊗ URT ),
Uy,LF ⊗ e1 + Uy,RF ⊗ eN−1 =
1
h
(I ⊗A)UF − (I ⊗ B)Uy,F +
1
h
(I ⊗ C)(ULF ⊗ e1 + URF ⊗ eN−1),
Uy,LC ⊗ e1 + Uy,RC ⊗ eN−1 =
1
h
(I ⊗A)UC − (I ⊗ B)Uy,C +
1
h
(I ⊗ C)(ULC ⊗ e1 + URC ⊗ eN−1).
(5.71)


Uz.LF ⊗ e1 + Uz,LC ⊗ eN−1 =
1
h
(I ⊗A)UL − (I ⊗ B)Uz,L +
1
h
(I ⊗ C)(ULF ⊗ e1 + ULC ⊗ eN−1),
Uz,RF ⊗ e1 + Uz,RC ⊗ eN−1 =
1
h
(I ⊗A)UR − (I ⊗ B)Uz,R +
1
h
(I ⊗ C)(URF ⊗ e1 + URC ⊗ eN−1),
Uz,BF ⊗ e1 + Uz,BC ⊗ eN−1 =
1
h
(I ⊗A)UB − (I ⊗ B)Uz,B +
1
h
(I ⊗ C)(UBF ⊗ e1 + UBC ⊗ eN−1),
Uz,TF ⊗ e1 + Uz,TC ⊗ eN−1 =
1
h
(I ⊗A)UT − (I ⊗ B)Uz,T +
1
h
(I ⊗ C)(UTF ⊗ e1 + UTC ⊗ eN−1).
(5.72)
Preuve. La preuve est analogue à celle de la proposition 3.3. 
Lemme 5.7.3. Les vecteurs Ux,L, Ux,R ∈ R(N−1)
2
des dérivées normales par rapport
à x sur les deux faces “gauche”(x = a) et “droite”(x = b) du cube Ω = (a, b)3 vérifient
les relations



(e1 ⊗ I ⊗ I)Ux,L + (eN−1 ⊗ I ⊗ I)Ux,R =
1
h
(A⊗ I ⊗ I)U − (B ⊗ I ⊗ I)Ux
+
1
h
(C ⊗ I ⊗ I)
(
(e1 ⊗ I ⊗ I)UL + (eN−1 ⊗ I ⊗ I)UR
)
,
(5.73)
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Les vecteurs Uy,B, Uy,T ∈ R(N−1)
2
des dérivées normales par rapport à y sur les deux
faces “bas”(y = a) et “haut”(y = b) du cube Ω = (a, b)3 vérifient les relations



(I ⊗ e1 ⊗ I)Uy,B + (I ⊗ eN−1 ⊗ I)Uy,T =
1
h
(I ⊗A⊗ I)U − (I ⊗ B ⊗ I)Uy
+
1
h
(I ⊗ C ⊗ I)
(
(I ⊗ e1 ⊗ I)UB + (I ⊗ eN−1 ⊗ I)UT
)
,
(5.74)
Les vecteurs Uz,F , Uz,C ∈ R(N−1)
2
des dérivées normales par rapport à z sur les deux
faces “arrière”(z = a) et “avant”(z = b) du cube Ω = (a, b)3 vérifient les relations



(I ⊗ I ⊗ e1)Uz,F + (I ⊗ I ⊗ eN−1)Uz,C =
1
h
(I ⊗ I ⊗A)U − (I ⊗ I ⊗ B)Uz
+
1
h
(I ⊗ I ⊗ C)
(
(I ⊗ I ⊗ e1)UF + (I ⊗ I ⊗ eN−1)UC
)
,
(5.75)
Preuve. D’après les notations (5.17) on a



Ux,L = vec2[ux,0,j,k]1≤j,k≤N−1 =
N−1∑
j,k=1
(ej ⊗ ek)Ux,L,j,k,
Ux,R = vec2[ux,N,j,k]1≤j,k≤N−1 =
N−1∑
j,k=1
(ej ⊗ ek)Ux,R,j,k.
(5.76)
Donc
(e1 ⊗ I ⊗ I)Ux,L + (eN−1 ⊗ I ⊗ I)Ux,R = (e1 ⊗ I ⊗ I)
N−1∑
j,k=1
(ej ⊗ ek)Ux,L,j,k
+ (eN−1 ⊗ I ⊗ I)
∑
j,k=1
(ej ⊗ ek)Ux,R,j,k
=
N−1∑
j,k=1
(e1 ⊗ ej ⊗ ek)Ux,L,j,k +
N−1∑
j,k=1
(eN−1 ⊗ ej ⊗ ek)Ux,R,j,k
=
N−1∑
j,k=1
(e1Ux,L,j,k ⊗ ej ⊗ ek) +
N−1∑
j,k=1
(eN−1Ux,R,j,k ⊗ ej ⊗ ek)
=
N−1∑
j,k=1
(
(e1Ux,L,j,k + eN−1Ux,R,j,k) ⊗ ej ⊗ ek
)
.
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En utilisant (5.64),
(e1 ⊗ I ⊗ I)Ux,L + (eN−1 ⊗ I ⊗ I)Ux,R =
N−1∑
j,k=1
(
1
h
AU:,j,k ⊗ ej ⊗ ek) −
N−1∑
j,k=1
(BUx,j,k ⊗ ej ⊗ ek)
+
1
h
(
C(e1UL,j,k + eN−1UR,j,k) ⊗ ej ⊗ ek
)
=
1
h
(A⊗ I ⊗ I)U − (B ⊗ I ⊗ I)Ux
+
1
h
(C ⊗ I ⊗ I)
(
(e1 ⊗ I ⊗ I)UL + (eN−1 ⊗ I ⊗ I)UR
)
,
d’où (5.73). De la même manière on démontre (5.74) et (5.75). 
5.8 Dérivées tangentielles
Lemme 5.8.1. Les vecteurs Ux,BF , Ux,BC , Ux,TF , Ux,TC ∈ R(N−1), dérivées tan-
gentielles par rapport à x sur les quatres arêtes “BF”, “BC”, “TF”, “TC” du cube
Ω = (a, b)3, vérifient



Ux,BF =
1
h
DUBF +
1
h
E(e1ULBF + eN−1URBF ), (a)
Ux,BC =
1
h
DUBC +
1
h
E(e1ULBC + eN−1URBC), (b)
Ux,TF =
1
h
DUTF +
1
h
E(e1ULTF + eN−1URTF ), (c)
Ux,TC =
1
h
DUTC +
1
h
E(e1ULTC + eN−1URTC). (d)
(5.77)
Les vecteurs Uy,LF , Uy,LC , Uy,RF , Uy,RC ∈ R(N−1), dérivées tangentielles par rapport
à y sur les quatres arêtes “LF”, “LC”, “RF”, “RC” du cube Ω = (a, b)3, vérifient



Uy,LF =
1
h
DULF +
1
h
E(e1ULBF + eN−1ULTF ), (a)
Uy,LC =
1
h
DULC +
1
h
E(e1ULBC + eN−1ULTC), (b)
Uy,RF =
1
h
DURF +
1
h
E(e1URBF + eN−1URTF ), (c)
Uy,RC =
1
h
DURC +
1
h
E(e1URBC + eN−1URTC). (d)
(5.78)
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Les vecteurs Uz,LB, Uz,LT , Uz,RB, Uz,RT ∈ R(N−1), dérivées tangentielles par rapport
à z sur les quatres arêtes “LB”, “LT”, “RB”, “RT” du cube Ω = (a, b)3, vérifient



Uz,LB =
1
h
DULB +
1
h
E(e1ULBF + eN−1ULBC), (a)
Uz,LT =
1
h
DULT +
1
h
E(e1ULTF + eN−1ULTC), (b)
Uz,RB =
1
h
DURB +
1
h
E(e1URBF + eN−1URBC ), (c)
Uz,RT =
1
h
DURT +
1
h
E(e1URTF + eN−1URTC). (d)
(5.79)
Preuve. D’après (5.54)b on a
σxux,i,j,k = δxui,j,k, (5.80)
pour j = 0, k = 0, on obtient
σxux,i,0,0 = δxui,0,0. (5.81)
Donc
1
6
ux,i−1,0,0 +
2
3
ux,i,0,0 +
1
6
ux,i+1,0,0 =
ui+1 − ui−1
2h
, 1 ≤ i ≤ N − 1. (5.82)
Matriciellement, on obtient
1
6
e1Ux,LBF +PsUx,BF +
1
6
eN−1Ux,RBF = −
1
2h
e1ULBF +
K
2h
UBF +
1
2h
eN−1URBF . (5.83)
En utilisant la relation (5.67)a, (5.83) devient
(Ps −
1
6
B)Ux,BF =
1
2h
(K − 1
3
A)UBF +
1
2h
(F2 −
1
3
C)(e1ULBF + eN−1URBF ). (5.84)
En utilisant les matrices D et E en (2.113) on obtient
Ux,BF =
1
2h
DUBF +
1
2h
E(e1ULBF + eN−1URBF ), (5.85)
d’où (5.77)a. De la même manière on démontre (5.77)b,c,d, (5.78) et (5.79). 
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Lemme 5.8.2. Les vecteurs Ux,B, Ux,T , Ux,F , Ux,C ∈ R(N−1)
2
, dérivées tangentielles
par rapport à x sur les quatres faces “B”, “T”, “F”, “C” du cube Ω = (a, b)3, vérifient



Ux,B =
1
h
(D ⊗ I)UB +
1
h
(E ⊗ I)
(
(e1 ⊗ I)ULB + (eN−1 ⊗ I)URB
)
, (a)
Ux,T =
1
h
(D ⊗ I)UT +
1
h
(E ⊗ I)
(
(e1 ⊗ I)ULT + (eN−1 ⊗ I)URT
)
, (b)
Ux,F =
1
h
(D ⊗ I)UF +
1
h
(E ⊗ I)
(
(e1 ⊗ I)ULF + (eN−1 ⊗ I)URF
)
, (c)
Ux,C =
1
h
(D ⊗ I)UC +
1
h
(E ⊗ I)
(
(e1 ⊗ I)ULC + (eN−1 ⊗ I)URC
)
. (d)
(5.86)
Les vecteurs Uy,L, Uy,R, Uy,F , Uy,C ∈ R(N−1)
2
, dérivées tangentielles par rapport à y
sur les quatres faces “L”, “R”, “F”, “C” du cube Ω = (a, b)3, vérifient



Uy,L =
1
h
(D ⊗ I)UL +
1
h
(E ⊗ I)
(
(e1 ⊗ I)ULB + (eN−1 ⊗ I)ULT
)
, (a)
Uy,R =
1
h
(D ⊗ I)UR +
1
h
(E ⊗ I)
(
(e1 ⊗ I)URB + (eN−1 ⊗ I)URT
)
, (b)
Uy,F =
1
h
(I ⊗D)UF +
1
h
(I ⊗ E)
(
(I ⊗ e1)UBF + (I ⊗ eN−1)UTF
)
, (c)
Uy,C =
1
h
(I ⊗D)UC +
1
h
(I ⊗ E)
(
(I ⊗ e1)UBC + (I ⊗ eN−1)UTC
)
. (d)
(5.87)
Les vecteurs Uz,L, Uz,R, Uz,B, Uz,T ∈ R(N−1)
2
, dérivées tangentielles par rapport à z
sur les quatres faces “L”, “R”, “B”, “T” du cube Ω = (a, b)3, vérifient



Uz,L =
1
h
(I ⊗D)UL +
1
h
(I ⊗ E)
(
(I ⊗ e1)ULF + (I ⊗ eN−1)ULC
)
, (a)
Uz,R =
1
h
(I ⊗D)UR +
1
h
(I ⊗ E)
(
(I ⊗ e1)URF + (I ⊗ eN−1)URC
)
, (b)
Uz,B =
1
h
(I ⊗D)UB +
1
h
(I ⊗ E)
(
(I ⊗ e1)UBF + (I ⊗ eN−1)UBC
)
, (c)
Uz,T =
1
h
(I ⊗D)UT +
1
h
(I ⊗ E)
(
(I ⊗ e1)UTF + (I ⊗ eN−1)UTC
)
. (d)
(5.88)
Preuve. D’après (5.54)b on a
σxux,i,j,k = δxui,j,k, 1 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N, (5.89)
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ceci est équivalent à
1
6
ux,i−1,j,k +
2
3
ux,i,j,k +
1
6
ux,i+1,j,k =
ui+1,j,k − ui−1,j,k
2h
. (5.90)
Matriciellement, l’équation (5.90) s’écrit
1
6
e1Ux,L,j,k + PsUx,:,j,k +
1
6
eN−1Ux,R,j,k = −
1
2h
e1UL,j,k +
1
2h
U:,j,k +
1
2h
eN−1UR,j,k,
(5.91)
ce qui donne
Ux,:,j,k =
1
h
DU:,j,k +
1
h
E(e1UL,j,k + eN−1UR,j,k). (5.92)
On a par définition de l’opérateur vec2 en (3.12)
Ux,B = vec2[ux,i,0,k]1≤i,k≤N−1
=
N−1∑
i,k=1
(ei ⊗ ek)ux,i,0,k
=
N−1∑
i,k=1
(Ux,:,0,k ⊗ ek).
Or d’après (5.92) pour j = 0 on a
Ux,:,0,k =
1
h
DU:,0,k +
1
h
E(e1UL,0,k + eN−1UR,0,k). (5.93)
Donc
Ux,B =
N−1∑
k=1
(Ux,0,:,k ⊗ ek)
=
1
h
N−1∑
k=1
(DU:,0,k ⊗ ek) +
1
h
N−1∑
k=1
(
E(e1UL,0,k + eN−1UR,0,k) ⊗ ek
)
=
1
h
(D ⊗ I)
N−1∑
k=1
(U:,0,k ⊗ ek) +
1
h
(E ⊗ I)
N−1∑
k=1
(e1UL,0,k + eN−1UR,0,k) ⊗ ek
=
1
h
(D ⊗ I)UB +
1
h
(E ⊗ I)
(N−1∑
k=1
e1UL,0,k ⊗ ek +
N−1∑
k=1
eN−1UR,0,k ⊗ ek
)
=
1
h
(D ⊗ I)UB +
1
h
(E ⊗ I)
(
(e1 ⊗ I)ULB + (eN−1 ⊗ I)URB
)
,
d’où (5.86)a. De la même manière on démontre (5.86)b,c,d, (5.87) et (5.88). 
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5.9 Expression du gradient (Ux, Uy, Uz) en fonction de U
Proposition 5.1. • Le vecteur Ux ∈ R(N−1)
3
s’exprime en fonction de U, UL, UR par
Ux =
1
h
(D ⊗ I ⊗ I)U + 1
h
(E ⊗ I ⊗ I)
(
(e1 ⊗ I ⊗ I)UL + (eN−1 ⊗ I ⊗ I)UR
)
. (5.94)
• Le vecteur Uy ∈ R(N−1)
3
s’exprime en fonction de U, UB, UT par
Uy =
1
h
(I ⊗D ⊗ I)U + 1
h
(I ⊗ E ⊗ I)
(
(I ⊗ e1 ⊗ I)UB + (I ⊗ eN−1 ⊗ I)UT
)
. (5.95)
• Le vecteur Uz ∈ R(N−1)
3
s’exprime en fonction de U, UF , UC par
Uz =
1
h
(I ⊗ I ⊗D)U + 1
h
(I ⊗ I ⊗ E)
(
(I ⊗ I ⊗ e1)UF + (I ⊗ I ⊗ eN−1)UC
)
. (5.96)
Preuve. D’après (5.54)b on a
σxux,i,j,k = δxui,j,k, 1 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N. (5.97)
Ceci est équivalent à
1
6
ux,i−1,j,k +
2
3
ux,i,j,k +
1
6
ux,i+1,j,k =
ui+1,j,k − ui−1,j,k
2h
. (5.98)
Matriciellement, on obtient
1
6
e1Ux,L,j,k + PsUx,:,j,k +
1
6
eN−1Ux,R,j,k = −
1
2h
e1UL,j,k +
1
2h
U:,j,k +
1
2h
eN−1UR,j,k,
(5.99)
avec Ps la matrice donnée en (1.67). En utilisant les matrices données en (2.113), la
relation (5.99) donne
Ux,:,j,k =
1
h
DU:,j,k +
1
h
E(e1UL,j,k + eN−1UR,j,k). (5.100)
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On a
Ux = vec3[ux,i,j,k]1≤i,j,k≤N−1
=
N−1∑
j,k=1
(Ux,.,j,k ⊗ ej ⊗ ek)
=
N−1∑
j,k=1
( 1
h
DU:,j,k +
1
h
E(e1UL,j,k + eN−1UR,j,k)
)
(ej ⊗ ek)
=
1
h
N−1∑
j,k=1
(DU:,j,k ⊗ ej ⊗ ek) +
1
h
N−1∑
j,k=1
(
E(e1UL,j,k + eN−1UR,j,k)
)
(ej ⊗ ek)
=
1
h
(D ⊗ I ⊗ I)
N−1∑
j,k=1
(U:,j,k ⊗ ej ⊗ ek)
+
1
h
(E ⊗ I ⊗ I)
N−1∑
j,k=1
(
(e1 ⊗ ej ⊗ ek)UL,j,k + (eN−1 ⊗ ej ⊗ ek)UR,j,k
)
=
1
h
(D ⊗ I ⊗ I)U + 1
h
(E ⊗ I ⊗ I)
(
(e1 ⊗ I ⊗ I)UL + (eN−1 ⊗ I ⊗ I)UR
)
,
d’où (5.94). De la même manière on démontre (5.95) et (5.95). 
5.10 Forme matricielle générale du schéma bôıte hermi-
tien
On a mentionné dans la section 5.6 que le système (5.54) constitue les relations de
base du schéma HB en trois dimensions, donc afin d’obtenir une forme matricielle du
schéma, on traduit matriciellement les équations de ce système.
Proposition 5.2. La fonction de grille (σz ◦ σy ◦ δx)ux s’écrit matriciellement en
fonction de U = vec3(u) et des données de Dirichlet au bord de Ω = (a, b)
3 sous la
forme
vec3
(
(σz ◦ σy ◦ δx)ux
)
= − 1
h2
(H⊗ Ps ⊗ Ps)U − Gx, (5.101)
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où Gx ∈ R(N−1)
3
est le vecteur



Gx =
1
h2
(G ⊗ Ps ⊗ Ps)
(
(e1 ⊗ I ⊗ I)UL + (eN−1 ⊗ I ⊗ I)UR
)
+
1
6h2
(I ⊗ e1 ⊗ Ps)
{
(H⊗ I)UB + (G ⊗ I)(e1 ⊗ ULB + eN−1 ⊗ URB
}
+
1
6h2
(I ⊗ eN−1 ⊗ Ps)
{
(H⊗ I)UT + (G ⊗ I)(e1 ⊗ ULT + eN−1 ⊗ URT )
}
+
1
6h2
(I ⊗ I ⊗ e1)
{
(H⊗ Ps)UF + (G ⊗ Ps)(e1 ⊗ ULF + eN−1 ⊗ URF
}
+
1
6h2
(I ⊗ I ⊗ eN−1)
{
(H⊗ Ps)UC + (G ⊗ Ps)(e1 ⊗ ULC + eN−1 ⊗ URC)
}
+
1
36h2
(I ⊗ I ⊗ e1)(I ⊗ e1)
(
HUBF + G(e1ULBF + eN−1URBF )
)
+
1
36h2
(I ⊗ I ⊗ e1)(I ⊗ eN−1)
(
HUTF + G(e1ULTF + eN−1URTF )
)
+
1
36h2
(I ⊗ I ⊗ eN−1)(I ⊗ e1)
(
HUBC + G(e1ULBC + eN−1URBC)
)
+
1
36h2
(I ⊗ I ⊗ eN−1)(I ⊗ eN−1)
(
HUTC + G(e1ULTC + eN−1URTC)
)
.
(5.102)
Pour démontrer la proposition 5.2 on utilise la relation suivante



vec3
(
(σz ◦ σy ◦ δx)ux
)
= (I ⊗ I ⊗ Ps)vec3
(
(σy ◦ δx)ux
)
+
1
6
(I ⊗ I ⊗ e1)vec2
(
(σy ◦ δx)ux
)
F
+
1
6
(I ⊗ I ⊗ eN−1)vec2
(
(σz ◦ δx)ux
)
C
.
(5.103)
Dans le lemme 5.10.1, on donne la forme matricielle du vecteur vec3
(
(σy ◦ δx)ux
)
∈
R
(N−1)3 .
Dans le lemme 5.10.2, on donne les formes matricielles des vecteurs vec2
(
(σz ◦ δx)ux
)
F
et vec2
(
(σz ◦ δx)ux
)
C
∈ R(N−1)2 .
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Lemme 5.10.1. Le vecteur vec3
(
(σy ◦ δx)ux
)
∈ R(N−1)3 s’écrit matriciellement sous
la forme



vec3
(
(σy ◦ δx)ux
)
= (K ⊗ Ps ⊗ I)Ux
+
1
2h
(F2 ⊗ Ps ⊗ I)
(
(e1 ⊗ I ⊗ I)Ux,L + (eN−1 ⊗ I ⊗ I)Ux,R
)
− 1
6h2
(I ⊗ e1 ⊗ I)
(
(H⊗ I)UB + (G ⊗ I)(e1 ⊗ ULB + eN−1 ⊗ URB)
)
− 1
6h2
(I ⊗ eN−1 ⊗ I)
(
(H⊗ I)UT + (G ⊗ I)(e1 ⊗ ULT + eN−1 ⊗ URT )
)
.
(5.104)
Preuve. En posant v = δxux, on déduit de (5.30)b que
vec3(σy ◦ δx)ux = (I ⊗ Ps ⊗ I)vec3(δxux)
+
1
6
(I ⊗ e1 ⊗ I)vec2(δxux)B +
1
6
(I ⊗ eN−1 ⊗ I)vec2(δxux)T .
Pour v = ux, la relation (5.23)a donne
vec3(δxux) =
1
2h
(K ⊗ I ⊗ I)Ux +
1
2h
(F2 ⊗ I ⊗ I)
(
(e1 ⊗ I ⊗ I)Ux,L + (eN−1 ⊗ I ⊗ I)Ux,R
)
.
Donc,



vec3(σy ◦ δxux) =
1
2h
(K ⊗ Ps ⊗ I)Ux
+
1
2h
(F2 ⊗ Ps ⊗ I)
(
(e1 ⊗ I ⊗ I)Ux,L + (eN−1 ⊗ I ⊗ I)Ux,R
)
+
1
6
(I ⊗ e1 ⊗ I)vec(δxux)B +
1
6
(I ⊗ eN−1 ⊗ I)vec(δxux)T .
(5.105)
Or pour v = ux, (5.24)a donne
vec2(δxux)B =
1
2h
(K⊗I)Ux,B +
1
2h
(F2⊗I)
(
(e1⊗I)Ux,LB +(eN−1⊗I)Ux,RB
)
. (5.106)
En remplaçant dans (5.106) les vecteurs Ux,B et (e1 ⊗ I)Ux,LB + (eN−1 ⊗ I)Ux,RB par
ses expressions en (5.86)a et (5.70)a respectivement, on obtient
vec2(δxux)B = −
1
h2
(H ⊗ I)UB −
1
h2
(G ⊗ I)(e1 ⊗ ULB + eN−1 ⊗ URB), (5.107)
avec H, G les matrices données en (2.116). De la même manière on obtient
vec2(δxux)T = −
1
h2
(H⊗ I)UT −
1
h2
(G ⊗ I)(e1 ⊗ ULT + eN−1 ⊗ URT ). (5.108)
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Enfin, en remplaçant dans (5.105) les vecteurs vec2(δxux)B et vec2(δxux)T par ses
expressions en (5.107) et (5.108) respectivement, on conclut (5.104). 
Lemme 5.10.2. Les vecteurs vec2(σy ◦δxux)F et vec2(σy ◦δxux)C ∈ R(N−1)
2
s’écrivent
matriciellement sous la forme



vec2(σy ◦ δxux)F = −
1
h2
(
(H⊗ Ps)UF + (G ⊗ I)(e1 ⊗ ULF + eN−1 ⊗ URF )
)
− 1
6h2
(I ⊗ e1)
(
HUBF + G(e1ULBF + eN−1URBF )
)
− 1
6h2
(I ⊗ eN−1)
(
HUTF + G(e1ULTF + eN−1URTF )
)
,
(5.109)
et



vec2(σy ◦ δxux)C = −
1
h2
(
(H⊗ Ps)UC + (G ⊗ I)(e1 ⊗ ULC + eN−1 ⊗ URC)
)
− 1
6h2
(I ⊗ e1)
(
HUBC + G(e1ULBC + eN−1URBC)
)
− 1
6h2
(I ⊗ eN−1)
(
HUTC + G(e1ULTC + eN−1URTC)
)
.
(5.110)
Preuve. Pour v = δxux, la relation (5.32)c donne
vec2(σy◦δxux)F = (I⊗Ps)vec2(δxux)F +
1
6
(I⊗e1)vec1(δxux)BF +
1
6
(I⊗eN−1)vec1(δxux)TF .
(5.111)
Pour v = ux, la relation (5.24)c donne
vec2(δxux)F =
1
2h
(K ⊗ I)Ux,F +
1
2h
(F2 ⊗ I)(e1 ⊗ Ux,LF + eN−1 ⊗ Ux,RF ). (5.112)
En remplaçant dans (5.112) les vecteurs Ux,F et e1 ⊗Ux,LF + eN−1 ⊗Ux,RF ∈ R(N−1)
2
par ses formes en (5.86) et (5.70) respectivement, on obtient
vec2(δxux)F = −
1
h2
(
(H⊗ Ps)UF + (G ⊗ Ps)(e1 ⊗ ULF + eN−1 ⊗ URF )
)
, (5.113)
avec H, G les matrices données en (2.116). D’autre part, pour v = δxux on déduit de
(5.27)a
vec1(δxux)BF =
1
2h
KUx,BF +
1
2h
(e1Ux,LBF + eN−1Ux,RBF ). (5.114)
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En remplaçant dans (5.114) les vecteurs Ux,BF et e1Ux,LBF + eN−1Ux,RBF ∈ R(N−1)
par ses formes données en (5.77) et (5.67)a respectivement, on obtient
vec1(δxux)BF = −
1
h2
HUBF −
1
h2
G(e1ULBF + eN−1URBF ), (5.115)
avec H, G les matrices données en (2.116). De la même manière on obtient
vec1(δxux)TF = −
1
h2
HUTF −
1
h2
G(e1ULTF + eN−1URTF ). (5.116)
En utilisant (5.113), (5.115), (5.116) dans (5.111) on conclut (5.109). De la même
manière on démontre (5.110). 
Preuve de la proposition 5.2. D’après (5.30)c on a



vec3
(
(σz ◦ σy ◦ δx)ux
)
= (I ⊗ I ⊗ Ps)vec3
(
(σy ◦ δx)ux
)
+
1
6
(I ⊗ I ⊗ e1)vec2(σy ◦ δxux)F
+
1
6
(I ⊗ I ⊗ eN−1)vec2(σy ◦ δxux)C .
(5.117)
En remplaçant les vecteurs (e1⊗I⊗I)Ux,L +(eN−1⊗I⊗I)Ux,R et le vecteur Ux par les
expressions données en (5.73) et (5.94) respectivement et les vecteurs vec2(σy ◦ δxux)F
et vec2(σy ◦ δxux)C par les expressions obtenues au lemme 5.10.2 on obtient (5.101). 
Proposition 5.3. Le vecteur vec3
(
(σz ◦ σx ◦ δy)uy
)
∈ R(N−1)3 s’écrit en fonction de
U = vec3(u) et des données de Dirichlet au bord de Ω = (a, b)
3 sous la forme
vec3
(
(σz ◦ σx ◦ δy)uy
)
= − 1
h2
(Ps ⊗H⊗ Ps)U − Gy, (5.118)
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avec



Gy =
1
h2
(Ps ⊗ G ⊗ Ps)
(
(I ⊗ e1 ⊗ I)UB + (I ⊗ eN−1 ⊗ I)UT
)
+
1
6h2
(e1 ⊗ I ⊗ Ps)
{
(H⊗ I)UL + (G ⊗ I)(e1 ⊗ ULB + eN−1 ⊗ ULT
}
+
1
6h2
(eN−1 ⊗ I ⊗ Ps)
{
(H⊗ I)UR + (G ⊗ I)(e1 ⊗ URB + eN−1 ⊗ URT )
}
+
1
6h2
(I ⊗ I ⊗ e1)
{
(Ps ⊗H)UF + (Ps ⊗ G)(UBF ⊗ e1 + UTF ⊗ eN−1
}
+
1
6h2
(I ⊗ I ⊗ eN−1)
{
(Ps ⊗H)UC + (Ps ⊗ G)(UBC ⊗ e1 + UTC ⊗ eN−1)
}
+
1
36h2
(I ⊗ I ⊗ e1)(e1 ⊗ I)
(
HULF + G(e1ULBF + eN−1ULTF )
)
+
1
36h2
(I ⊗ I ⊗ e1)(eN−1 ⊗ I)
(
HURF + G(e1URBF + eN−1URTF )
)
+
1
36h2
(I ⊗ I ⊗ eN−1)(e1 ⊗ I)
(
HULC + G(e1ULBC + eN−1ULTC)
)
+
1
36h2
(I ⊗ I ⊗ eN−1)(eN−1 ⊗ I)
(
HURC + G(e1URBC + eN−1URTC)
)
.
(5.119)
Proposition 5.4. Le vecteur vec3
(
(σy ◦ σx ◦ δz)uz
)
∈ R(N−1)3 s’écrit en fonction de
U = vec3(u) et des données de Dirichlet au bord de Ω = (a, b)
3 sous la forme
vec3
(
(σy ◦ σx ◦ δz)uz
)
= − 1
h2
(Ps ⊗ Ps ⊗H)U − Gz, (5.120)
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avec



Gz =
1
h2
(Ps ⊗ Ps ⊗ G)
(
(I ⊗ I ⊗ e1)UF + (I ⊗ I ⊗ eN−1)UC
)
+
1
6h2
(e1 ⊗ Ps ⊗ I)
{
(I ⊗H)UL + (I ⊗ G)(ULF ⊗ e1 + ULC ⊗ eN−1)
}
+
1
6h2
(eN−1 ⊗ Ps ⊗ I)
{
(I ⊗H)UR + (I ⊗ G)(URF ⊗ e1 + URC ⊗ eN−1)
}
+
1
6h2
(I ⊗ e1 ⊗ I)
{
(Ps ⊗H)UB + (Ps ⊗ G)(ULB ⊗ e1 + URB ⊗ eN−1)
}
+
1
6h2
(I ⊗ eN−1 ⊗ I)
{
(Ps ⊗H)UT + (Ps ⊗ G)(ULT ⊗ e1 + URT ⊗ eN−1)
}
+
1
36h2
(I ⊗ e1 ⊗ I)(e1 ⊗ I)
(
HULB + G(e1ULBF + eN−1ULBC)
)
+
1
36h2
(I ⊗ e1 ⊗ I)(eN−1 ⊗ I)
(
HURB + G(e1URBF + eN−1URBC)
)
+
1
36h2
(I ⊗ eN−1 ⊗ I)(e1 ⊗ I)
(
HULT + G(e1ULTF + eN−1ULTC)
)
+
1
36h2
(I ⊗ eN−1 ⊗ I)(eN−1 ⊗ I)
(
HURT + G(e1URTF + eN−1URTC)
)
.
(5.121)
Proposition 5.5. Le schéma bôıte hermitien en dimension 3 pour le problème de
Poisson (5.37) possède la forme matricielle générale suivante
1
h2
(H⊗ Ps ⊗ Ps + Ps ⊗H⊗ Ps + Ps ⊗ Ps ⊗H)U = F − Gx − Gy − Gx, (5.122)
où F = vec3(Π
0f) et Gx, Gy, Gz sont donnés en (5.102), (5.119), (5.121) respective-
ment.
Preuve. La relation (5.54)a s’écrit matriciellement sous la forme
−vec3(σz ◦σy ◦δxux)−vec3(σz ◦σx ◦δyuy)−vec3(σy ◦σx ◦δzuz) = vec3(Π0f). (5.123)
En remplaçant dans (5.123) les vecteurs vec3(σz ◦ σy ◦ δxux), vec3(σz ◦ σx ◦ δyuy) et
vec3(σy ◦σx ◦δzuz) ∈ R(N−1)
3
par leurs formes matricielles obtenues en (5.101), (5.118)
et (5.120) respectivement, on obtient (5.122). 
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5.11 Solveurs rapides
5.11.1 Solveur rapide pour le schéma HB1
Il résulte de la proposition 5.5 que le schéma HB1 (5.57) possède la forme matricielle
suivante
1
h2
(H1 ⊗ Ps ⊗ Ps + Ps ⊗H1 ⊗ Ps + Ps ⊗ Ps ⊗H1)︸ ︷︷ ︸
H1
U = F−Gx,1−Gy,1−Gz,1, (5.124)
où le vecteur F correspond au terme source moyenné,
F = vec3(Π
0f). (5.125)
Les vecteurs Gx,1, Gy,1, Gz,1 sont obtenus à partir des vecteurs Gx (5.102), Gy (5.119),
Gz (5.121) en remplaçant les matrices H,G par les matrices H1, G1 en (2.48). Le
système linéaire (5.122) est réécrit comme
H1U = h
2(F − Gx,1 − Gy,1 − Gz,1), (5.126)
où la matrice H1 est
H1 = H1 ⊗ Ps ⊗ Ps + Ps ⊗H1 ⊗ Ps + Ps ⊗ Ps ⊗H1. (5.127)
Rappelons que Z l est une base de diagonalisation de H1 (avec valeurs propres µl), ainsi
que de Ps (de valeurs propres αl = 1−λl/6 avec λl donnés en (1.43)b). Donc Z l⊗Zm⊗Zn
est une base de diagonalisation de H1 avec valeurs propres βl,m,n données par
βl,m,n = µlαmαn + αlµmαn + αlαmµn, 1 ≤ l,m, n ≤ N − 1. (5.128)
Ceci permet de résoudre (5.126) par l’algorithme rapide suivant.
Algorithme 10. (Algorithme rapide pour le schéma HB1)
– Etape 1 : Décomposer le terme source f = h2(F − Gx,1 − Gy,1 − Gz,1) sur la base
orthonormale Z l ⊗ Zm ⊗ Zn de R(N−1)3 qui est la base de diagonalisation de H1.
On rappelle que µl et αl = 1 − 16λl sont les valeurs propres des matrices H1 et Ps
respectivement. Cette étape consiste à calculer les coefficients fZl,m,n = (f, Z
l ⊗Zm ⊗
Zn) et elle est effectuée par la transformation en sinus rapide, [27].
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– Etape 2 : Calculer les composantes UZl,m,n de la solution dans l’espace de Fourier
par
UZl,m,n =
fZl,m,n
βl,m,n
, 1 ≤ l,m, n ≤ N − 1. (5.129)
– Etape 3 : Assembler les composantes de la solution en utilisant la décomposition du
vecteur U ∈ R(N−1)3 dans la base Z l ⊗ Zm ⊗ Zn par
Ui,j,k =
N−1∑
l,m,n=1
UZl,m,nZ
l
iZ
m
j Z
n
k . (5.130)
Cette étape est effectuée par la transformation inverse en sinus rapide.
Les étapes 1 et 3 sont O(N3log2(N)) et l’étape 2 est O(N
3), ce qui donne un algorithme
O(N3log2(N)) en total.
5.11.2 Résultats numériques pour le schéma HB1
Dans cette section, on donne quelques résultats numériques préléminaires obtenus par
le schéma HB1 concernant la résolution du problème du Poisson (5.37) sur Ω = (0, 1)3.
Les erreurs sont évalués par les normes L2 et L∞ discrètes



‖uex − u‖h =
(
h3
∑
i,j,k
(uex(xi, yj, zk) − ui,j,k)2
) 1
2
, (a)
‖uex − u‖∞ = max
i,j,k=1,..,N−1
|(uex(xi.yj, zk) − ui,j,k)|. (b)
(5.131)
Le code de calcul est effectué en Matlab. Le maillage varie entre N = 8 (N = 23) et
N = 128 (N = 27) dans chaque direction. La taille de système linéaire à résoudre pour
N = 128 est d’environ deux millions d’inconnues pour la solution u. Le temps calcul
T est évalué à l’aide des fonctions tic et toc. Le quotient T/(N3log2(N)) apparâıt
clairement constant, ce qui montre une complexité algorithmique O(N3log2(N)).
Test 1 : On considère la solution exacte uex(x, y, z) = cos(πx) cos(πy) cos(πz). Les
résultats sont donnés dans la table 5.1. Le schéma HB1 est d’ordre 2 pour les quatres
inconnues u, ux, uy, uz.
Test 2 : On considère la solution exacte uex(x, y, z) = ln(1+x+y
3 + z2). Les résultats
sont donnés dans la table 5.2. On observe l’ordre 2 du schéma HB1 pour les quatres
inconnues.
Test 3 : On considère la Gaussienne uex(x, y, z) = exp(−((x− 0.5)2 +(y− 0.5)2 +(z−
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Nx × Ny × Nz ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ T(s.)
8 × 8 × 8 5.700(−3) 3.350(-2) 3.260(-2) 1.470(-1) 0.77
T. C. 1.92 1.73 1.66 1.42
16 × 16 × 16 1.500(−3) 1.010(-2) 1.030(-2) 5.480(-2) 1.36
T. C. 1.93 1.75 1.93 0.86
32 × 32 × 32 3.918(−4) 3.000(-3) 2.700(-3) 3.010(-2) 3.90
T. C. 1.99 1.80 1.96 0.96
64 × 64 × 64 9.863(−5) 8.577(-4) 6.920(-4) 1.540(-2) 18.64
T. C. 1.99 1.83 1.99 0.98
128 × 128 × 128 2.471(−5) 2.411(-4) 1.738(-4) 7.800(-3) 131
Tab. 5.1: Erreur et taux de convergence du schéma HB1 avec
uex(x, y, z) = cos(πx) cos(πy) cos(πz)
Nx × Ny × Nz ‖uex − u‖h ‖ux,ex − ux‖h ‖uy,ex − uy‖h ‖uz,ex − uz‖h T(s.) T/(N3log2(N))
8 × 8 × 8 1.100(−3) 2.500(-3) 3.400(-3) 3.600(-3) 0.89 5.794(-4)
T. C. 1.92 1.47 1.62 1.58
16 × 16 × 16 2.902(−4) 9.019(-4) 1.100(-3) 1.200(-3) 1.34 8.178(-5)
T. C. 1.97 1.64 1.74 1.70
32 × 32 × 32 7.402(−5) 2.895(-4) 3.294(-4) 3.681(-4) 3.93 2.398(-5)
T. C. 1.99 1.73 1.79 1.77
64 × 64 × 64 1.862(−5) 8.719(-5) 9.468(-5) 1.075(-4) 18.60 1.182(-5)
T. C. 1.99 1.79 1.83 1.82
128 × 128 × 128 4.662(−6) 2.518(-5) 2.649(-5) 3.040(-5) 131 8.923(-6)
Tab. 5.2: Erreur et taux de convergence du schéma HB1 avec
uex(x, y, z) = ln(1 + x + y
2 + z3)
0.5)2)). Les résultats sont donnés dans la table 5.3. Le schéma HB1 est encore d’ordre
2 dans ce cas.
Test 4 : On considère la solution exacte uex(x, y, z) = exp(−30((x−0.5)2 +(y−0.5)2)+
(z − 0.5)2) cos(20(x + y + z − 1)). Les résultats numériques sont donnés dans la table
5.4. Dans ce cas on constate que le schéma HB1 est observé d’ordre 4 pour les quatres
inconnues u, ux, uy, uz.
5.11.3 Solveur rapide pour le schéma HB2
Il résulte de la proposition 5.5 que le schéma HB2 (5.57) possède la forme matricielle
suivante
1
h2
(H2 ⊗Ps ⊗Ps + Ps ⊗H2 ⊗Ps + Ps ⊗Ps ⊗H2)U = F −Gx,2 −Gy,2 −Gz,2, (5.132)
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Nx × Ny × Nz ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ T(s.)
8 × 8 × 8 1.500(−3) 2.100(-3) 3.700(-3) 7.500(-3) 0.77
T. C. 2.03 1.40 1.98 1.05
16 × 16 × 16 3.669(−4) 7.923(-4) 9.340(-4) 3.600(-3) 1.36
T. C. 1.99 1.68 2.00 1.08
32 × 32 × 32 9.192(−5) 2.471(-4) 2.330(-4) 1.700(-3) 3.86
T. C. 1.99 1.78 2.00 1.11
64 × 64 × 64 2.299(−5) 7.196(-5) 5.821(-5) 7.859(-4) 18.57
T. C. 2.00 1.83 2.00 1.03
128 × 128 × 128 5.750(−6) 2.022(-5) 1.454(-5) 3.827(-4) 132.30
Tab. 5.3: Erreur et taux de convergence du schéma HB1 avec
uex(x, y, z) = exp(−(x − 0.5)2 − (y − 0.5)2 − (z − 0.5)2)
Nx × Ny × Nz ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ T(s.) T/(N3log2(N))
16 × 16 × 16 8.1(−3) 1.094(-1) 1.234(-1) 1.477 1.37 8.483(-5)
T. C. 4.60 4.60 4.54 4.46
32 × 32 × 32 3.339(-4) 4.5(-3) 5.3(-3) 6.70(-2) 3.93 2.398(-5)
T. C. 4.10 4.11 4.09 4.06
64 × 64 × 64 1.934(-5) 2.662(-4) 3.105(-4) 4(-3) 18.57 1.180(-5)
T. C. 3.96 3.86 3.98 4.01
128 × 128 × 128 1.242(-6) 1.785(-5) 1.961(-5) 2.478(-4) 132.05 8.991(-6)
Tab. 5.4: Erreur et taux de convergence du schéma HB1 avec
uex(x, y, z) = exp(−30((x − 0.5)2 + (y − 0.5)2) + (z − 0.5)2)) cos(20(x + y + z − 1))
où le vecteur F correspond au terme source moyenné,
F = vec3(Π
0f). (5.133)
Les vecteurs Gx,2, Gy,2, Gz,2 sont obtenus à partir des vecteurs Gx (5.102), Gy (5.119),
Gz (5.121) en remplaçant les matrices H, G par les matrices H2, G2. On donne main-
tenant une procédure de résolution directe du nouveau schéma HB2 d’ordre 4 en di-
mension trois.
En utilisant la structure de la matrice H2 en (2.156), on obtient
H2 ⊗ Ps ⊗ Ps + Ps ⊗H2 ⊗ Ps + Ps ⊗ Ps ⊗H2︸ ︷︷ ︸
H2
= (H1 ⊗ Ps ⊗ Ps + Ps ⊗H1 ⊗ Ps + Ps ⊗ Ps ⊗H1)︸ ︷︷ ︸
H1
+
(
RST ⊗ Ps ⊗ Ps + Ps ⊗ RST ⊗ Ps + Ps ⊗ Ps ⊗ RST
)
︸ ︷︷ ︸
δH
.
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Le système linéaire (5.134) devient
H2U = f, (5.134)
où f = h2(F −Gx,2−Gy,2 −Gz, 2). La matrice δH = RST ⊗Ps ⊗Ps +Ps ⊗RST ⊗Ps +
Ps ⊗ Ps ⊗ RST est une perturbation de petit rang de H1. Sa structure est la suivante.
La matrice Ps est exprimée par
Ps = Z diag(α1, · · · , αN1)ZT . (5.135)
Définissant le vecteur Z ′,l = α
1/2
l Z
l, la matrice Z ′ d’ordre (N − 1) est
Z ′ = [Z ′,1, · · · , Z ′,N−1]. (5.136)
De plus,
Ps = Z
′Z ′,T . (5.137)
Donc δH peut être écrite sous la forme
δH = RST ⊗ Ps ⊗ Ps + Ps ⊗ RST ⊗ Ps + Ps ⊗ Ps ⊗ RST .
On en déduit que δH se met sous la forme OQT où les matrices rectangulaires O, Q ∈
M(N−1)3,18(N−1)2(R) sont
O = [O1, · · · , O18], Q = [Q1, · · · , Q18], (5.138)
avec les matrices Oi, Qi ∈ M(N−1)3,(N−1)2(R), i = 1, .., 6 sont
{
Oi = Ri ⊗ Z ′ ⊗ Z ′, Oi+6 = Z ′ ⊗ Ri ⊗ Z ′, Oi+12 = Z ′ ⊗ Z ′ ⊗ Ri,
Qi = Si ⊗ Z ′ ⊗ Z ′, Qi+6 = Z ′ ⊗ Si ⊗ Z ′, Qi+12 = Z ′ ⊗ Z ′ ⊗ Si.
(5.139)
De même qu’en dimension deux, la base de l’algorithme rapide proposé est la formule
de Sherman-Morrison-Woodbury (2.155) appliquée à la matrice (5.134). Rappellons
qu’elle consiste en l’écriture de l’inverse de la matrice H2 = H1 + OQ
T sous la forme
H−12 = H
−1
1 − H−11 O
(
I18(N−1)2 + Q
T H−11 O
)−1
QT H−11 . (5.140)
L’algorithme suivant effectue la résolution de (5.134) en utilisant (5.140). Les indica-
tions de complexité de calcul sont données à chaque étape de l’algorithme. Notons que
Chapitre 5. Schémas bôıte hermitiens en dimension 3 190
l’implémentation de cet algorithme reste simple en utilisant les opérations vectorielles
standard dans Matlab ou (Fortran 90).
Algorithme 11. (Algorithme rapide pour le schéma HB2)
– Etape 1 : Soit f = h2(F − Gx,2 − Gy,2 − Gz,2) ∈ R(N−1)
3
le vecteur terme source.
Résoudre le système linéaire
H1g = f. (5.141)
Il est résolu en utilisant l’algorithme 10 à un coût de O(N3log2(N)). Le vecteur
g ∈ R(N−1)3 est stocké pour l’étape 7.
– Etape 2 : Calculer le vecteur QT g ∈ R18(N−1)2 ,
QTg =
[
QT1 g,Q
T
2 g, .., Q
T
18g
]T
. (5.142)
On a par exemple pour QT1 g,
QT1 g =
[
QT1,i,jg
]T
, 1 ≤ i, j ≤ N − 1. (5.143)
avec
(QT1,i,jg) = (S1 ⊗ Z ′,i, Z ′,j)T g
=
N−1∑
i=1
(S1)i
N−1∑
j,k=1
gi,j,kZ
′,j
l Z
′,k
m
= α
1/2
l
N−1∑
i=1
(S1)i
N−1∑
j,k=1
gi,j,kZ
j
l Z
k
m.
Les termes
N−1∑
j,k=1
gi,j,kZ
j
l Z
k
m, 1 ≤ i ≤ N − 1, (5.144)
sont calculés par FFT en utilisant
N−1∑
j,k=1
gi,j,kZ
j
l Z
k
m =
(
2
N
) 1
2
N−1∑
j,k=1
gi,j,k sin
(
ljπ
N
)
sin
(
mkπ
N
)
. (5.145)
– Etape 3 : Assembler la matrice d’ordre 18(N − 1)2 entre parenthèses dans (5.140).
C’est la matrice non-symétrique
I18(N−1)2 + Q
TH−11 O, (5.146)
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où
QT H−11 O =


QT1 H
−1
1 O1 Q
T
1 H
−1
1 O2 .. Q
T
1 H
−1
1 O18
QT2 H
−1
1 O1 Q
T
2 H
−1
1 O2 .. Q
T
2 H
−1
1 O18
.. .. .. ..
QT18H
−1
1 O1 Q
T
18H
−1
1 O2 .. Q
T
18H
−1
1 O18


.
Les matrices Ok et Qk, 1 ≤ k ≤ 18, d’ordre (N − 1)3 × (N − 1)2 sont données en
(5.139). Chaque matrice MTk H
−1
1 Ll est de nouveau calculée par FFT. Noter que la
matrice (5.146) est calculée une fois pour toute.
– Etape 4 : Résoudre le système linéaire d’ordre 18(N − 1)2 × 18(N − 1)2
(I18(N−1)2 + Q
T H−11 O)w = Q
Tg. (5.147)
La complexité de calcul de tout l’algorithme s’appuie sur l’efficacité de cette résolution.
Elle est résolue ici par la méthode GMRES (sans préconditionnement). Les résultats
numériques montrent un coût de calcul O(N3log2(N)). La solution w ∈ R18(N−1)
2
est décomposée en blocs
w = [w1, w2, ..., w18]
T , w1, w2, .., w18 ∈ R(N−1)
2
. (5.148)
– Etape 5 : Calcul du produit t = Lw, w ∈ R18(N−1)2 , t ∈ R(N−1)3
t = t1 + t2 + t3 + ... + t18, ti ∈ R(N−1)
3
, (5.149)
avec



t1 = (R1 ⊗ [Z ′,1, · · · , Z ,′,N−1] ⊗ [Z ′,1, · · · , Z ,′,N−1])w1,
...
t6 = (R6 ⊗ [Z ′,1, ..., Z ′,N−1] ⊗ [Z ′,1, ..., Z ′,N−1])w6,
t7 = ([Z
′,1, · · · , Z ′,N−1] ⊗ R1 ⊗ [Z ′,1, · · · , Z ′,N−1])w7,
...
t12 = ([Z
′,1, · · · , Z ′,N−1] ⊗ R6 ⊗ [Z ′,1, · · · , Z ′,N−1])w12,
t13 = ([Z
′,1, · · · , Z ′,N−1] ⊗ [Z ′,1, · · · , Z ′,N−1] ⊗ R1)w13,
...
t18 = ([Z
′,1, · · · , Z ′,N−1] ⊗ [Z ′,1, · · · , Z ′,N−1] ⊗ R6)w18.
(5.150)
Le calcul du vecteur t ∈ R(N−1)3 en (5.149) est donc O(N3log2(N)).
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– Etape 6 : Résolution du système linéaire dans R(N−1)
3
v = H−11 t, (5.151)
via le solveur FFT rapide comme à l’étape 1. Le coût de calcul est O(N3log2(N)).
– Etape 8 : Assemblage de la solution U ∈ R(N−1)3 par
U = g − v, (5.152)
où g, v ∈ R(N−1)3 sont donnés en (5.142-5.151). Le coût est O(N3).
– Etape 8 : Calcul des gradients hermitiens Ux, Uy, Uz ∈ R(N−1)
3
en utilisant (5.94),
(5.95), (5.96).
Noter que l’utilisation d’une méthode itérative classique avec la matrice d’itération
H−11 RS
T n’est pas envisageable car le rayon spectral est autour 1.48. Ceci justifie
l’intérêt de l’algorithme 11.
5.11.4 Résultats numériques pour le schéma HB2
Dans cette section, on montre quelques résultats numériques préléminaires qui prouvent
l’efficacité du schéma HB2 d’ordre 4 dans différents cas de calcul de résolution de
problème de Poisson (5.37) sur Ω = (0, 1)3. Le code de calcul final est effectué en
Matlab. Le temps calcul T est évalué à l’aide des fonctions matlab tic et toc. Noter
que le temps T pourrait être notablement réduit en utilisant un language compilé
comme Fortran 90( en dimension deux, nous avons observé une réduction du temps
calcul d’un facteur 5, cf les figures 3.3 et 3.4). Ici, on se concentre sur la complexité
arithmétique en fonction de la taille N de problème. On donne en particulier le quotient
T/(N3log2(N)). Il apparait constant ce qui indique une complexité algorithmique de
O(N3log2(N)). Le maillage varie entre N = 8 = 2
3 et N = 128 = 27 dans les trois
directions. Les erreurs L2 et L∞ discrètes utilisées pour estimer les erreurs sont



‖uex − u‖h =
(
h3
∑
i,j,k
(uex(xi, yj , zk) − ui,j,k)2
)1
2
,
‖uex − u‖∞ = max
1≤i,j,k≤N−1
|(uex(xi.yj, zk) − ui,j,k)|. (b)
(5.153)
Test 1 : On considère la fonction uex(x, y, z) = cos(πx) cos(πy) cos(πz) comme solution
exacte. Les résultats sont donnés dans la table 5.5. On observe la précision d’ordre
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Nx × Ny × Nz ‖uex − u‖h ‖ux,ex − ux‖h ‖uy,ex − uy‖∞ ‖uz,ex − uz‖∞ T(s.)
8 × 8 × 8 2.8344(−4) 1.5(-3) 1.5(-3) 1.5(-3) 2.64
T. C. 4 3.8 3.8 3.8
16 × 16 × 16 1.7644(−5) 1.147(-4) 1.147(-4) 1.147(-4) 8.49
T. C. 4.08 3.828 3.828 3.828
32 × 32 × 32 1.044(−6) 8.0785(-6) 8.0785(-6) 8.0785(-6) 33.40
T. C. 4.07 3.84 3.84 3.84
64 × 64 × 64 6.1915(−8) 5.6367(-7) 5.6367(-7) 5.6367(-7) 152.61
T. C. 4.04 3.86 3.86 3.86
128 × 128 × 128 3.7541(−9) 3.885(-8) 3.885(-8) 3.885(-8) 911.11
Tab. 5.5: Erreur et taux de convergence du schéma HB2 avec
uex(x, y, z) = cos(πx) cos(πy) cos(πz)
Nx × Ny × Nz ‖uex − u‖h ‖ux,ex − ux‖h ‖uy,ex − uy‖h ‖uz,ex − uz‖h T(s.)
8 × 8 × 8 2.0897(−5) 3.8499(-5) 7.0151(-5) 1.0292(-4) 3.23
T. C. 4.26 3.564 4.04 3.82
16 × 16 × 16 1.0879(−6) 3.2545(-6) 4.2489(-6) 7.2749(-6) 9.59
T. C. 4.1 3.62 3.84 3.84
32 × 32 × 32 6.309(−8) 2.6329(-7) 2.965(-7) 5.05(-7) 38.45
T. C. 4 3.70 3.8 3.86
64 × 64 × 64 3.8013(−9) 2.0146(-8) 2.1186(-8) 3.461(-8) 170.40
T. C. 4 3.77 3.83 3.88
128 × 128 × 128 2.3308(−10) 1.4738(-9) 1.4896(-9) 2.3439(-9) 864.80
Tab. 5.6: Erreur et taux de convergence du schéma HB2 avec
uex(x, y, z) = ln(1 + x + y
3 + z2)
quatre pour les quatres inconnues u, ux, uy, uz.
Test 2 : On considère le problème de Poisson avec la solution exacte uex(x, y, z) =
ln(1 + x + y3 + z2). Observons dans la table (5.11.4) l’ordre 4 du schéma HB2. Noter
la singularité du gradient à proximité du bord. Le schéma HB2 est d’ordre 4 pour les
quatres inconnues. Une très bonne précision est atteinte sur la grille finale.
Test 3 : On considère la gaussienne uex(x, y, z) = exp(−((x− 0.5)2 + (y − 0.5)2 + (z −
0.5)2)). Les résultats sont donnés dans la table 5.7. Le schéma HB2 est d’ordre 4 dans
ce cas.
Test 4 : On considère dans la table 5.8 des résultats numériques avec la solution exacte
uex(x, y, z) = exp(−30((x−0.5)2 +(y−0.5)2 +(z−0.5)2)) cos(20(x+y + z−1)). Cette
fonction est oscillante et plus difficille à calculer que les exemples précédents. Le schéma
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Fig. 5.3: Courbes de convergence pour le test 2 de u (à gauche) et ux (à droite)
Nx × Ny × Nz ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ T(s.) T/(N3log2(N))
8 × 8 × 8 3.404(−5) 5.127(−5) 8.653(-5) 1.953(-4) 2.79 2.6(-3)
T. C. 4.76 3.97 4.36 3.79
16 × 16 × 16 1.251(−6) 3.263(-6) 4.196(-6) 1.412(-5) 8.95 7.880(-4)
T. C. 4.40 4.18 4.22 3.98
32 × 32 × 32 5.924(−8) 1.792(-7) 2.236(-7) 8.925(-7) 32.41 2.853(-4)
T. C. 4.11 4.13 4.12 3.61
64 × 64 × 64 3.420(−9) 1.020(-8) 1.279(-8) 7.306(-8) 148.52 1.362(-4)
T. C. 4.01 4.06 4.06 3.41
128 × 128 × 128 2.111(−10) 6.090(-10) 7.631(-10) 6.863(-9) 853 8.383(-5)
Tab. 5.7: Erreur et taux de convergence du schéma HB2 avec
uex(x, y, z) = exp(−((x − 0.5)2 + (y − 0.5)2 + (z − 0.5)2))
HB2 est encore d’ordre 4 dans ce cas.
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Nx × Ny × Nz ‖uex − u‖h ‖ux,ex − ux‖h ‖uex − u‖∞ ‖ux,ex − ux‖∞ T(s.) T/(N3log2(N))
8 × 8 × 8 2.533(−1) 3.469 2.538 25.030 3.10 2.9(-3)
T. C. 4.96 4.98 4.36 4.08
16 × 16 × 16 8.1(−3) 1.095(-1) 1.236(-1) 1.477 9.02 7.944(-4)
T. C. 4.60 4.60 4.54 4.45
32 × 32 × 32 3.339(−4) 4.5(-3) 5.3(-3) 6.71(-2) 29.74 2.618(-4)
T. C. 4.11 4.12 4.09 4.06
64 × 64 × 64 1.928(−5) 2.584(-4) 3.101(-4) 4(-3) 130.47 1.196(-4)
T. C. 4.02 4.02 4.00 4.02
128 × 128 × 128 1.183(−6) 1.582(-5) 1.934(-5) 2.451(-4) 677 6.660(-5)
Tab. 5.8: Erreur et taux de convergence du schéma HB2 avec
uex(x, y, z) = exp(−30((x − 0.5)2 + (y − 0.5)2 + (z − 0.5)2)) cos(20(x + y + z − 1))
Conclusion
Dans ce mémoire, nous présentons un nouveau schéma aux différences d’ordre 4 pour
le problème de Poisson dans un carré et dans un cube avec conditions limites de Di-
richlet. Ce schéma généralise l’approche donnée par Croisille [12]. La conception du
schéma est basée sur une formulation mixte combinant l’approximation de gradient
par une dérivée hermitienne d’ordre 4 avec une formulation conservative discrète sur
des bôıtes de longueur 2h. L’étude comporte les deux aspects suivants.
• Premièrement, montrer qu’une précision d’ordre 4 est obtenue pour les deux incon-
nues, la solution et son gradient.
• Deuxièmement, donner un algorithme de résolution directe rapide basé sur la formule
de Sherman-Morrison-Woodbury et la transformée en sinus rapide. Plusieurs résultats
numériques montrent que la complexité algorithmique est en O(N2log2(N)) en dimen-
sion 2 et O(N3log2(N))en dimension 3.
De très bonnes performances de calcul ont été obtenues sur une machine de bureau. A
titre d’exemple, un calcul sur un maillage 1024 × 1024 est effectué en moins de cinq
secondes sur un PC ordinaire. Ce solveur sert de préconditionnement à des problèmes el-
liptiques non réguliers. Une autre application concerne les maillages cartésiens multiéchelle.
Ce type de maillages permet une résolution locale également d’ordre 4 sur des zones
raffinées. Le raffinement est récursif.
Les schémas bôıte sont actuellement de plus en plus étudiés. Ils sont étudiés par I. Greff
[19] pour différents problèmes elliptiques avec les méthodes d’éléments finis. Ils ont été
récemment étudié par J.B. Perot [32].
Les perspectives principales de ce travail sont les suivantes :
- Généralisation des schémas bôıte sur grille cartésienne à des problèmes avec obstacles.
La méthode envisagée est de type “embedded boundary”.
- Utilisation du schéma présenté pour des applications en physique des particules.
L’opérateur de moyenne Π0fi,j dans (3.40) correspond à la charge électrique dans la
bôıte Ki,j. Le schéma sert dans ce cas à calculer le potentiel et le champ électromagnétique
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aux points de grille.
- Utilisation du schéma pour des modèles complexes d’équations elliptiques, comme
MEMS(Microelectromechanical Systems), [13], [26], [31], [37].
Annexe
Transformée en sinus rapide
Cet annexe est consacré à donner en détail l’implémentation de la transformée en sinus
utilisée dans les chapitres 3 et 5.
En Matlab, les fonctions dst et idst permettent de calculer la transformée en sinus
directe “forward” et la transformée inverse en sinus “bakward”. Elles sont identiques à
une constante près. La fonction y = dst(x) est définie par
x ∈ RN−1 −→ y ∈ RN−1 (5.154)
avec
yj =
N−1∑
i=1
xi sin(
ijπ
N
), j = 1, 2, ..., N − 1. (5.155)
De même, x = idst(y) calcule la transformée inverse en sinus rapide du vecteur y ∈
R
(N−1) avec
xj =
2
N
N−1∑
i=1
yi sin(
ijπ
N
), j = 1, 2, ..., N − 1. (5.156)
Les calculs (5.155) et (5.156) peuvent être effectués à un coût O(NLog2(N)). Ces
fonctions sont normalisées, c’est-à-dire l’appel de la fonction dst suivi de l’appel idst
(et vice versa) reproduit le même vecteur original (avec erreur d’arrondi).
Dans cette thèse, on a utilisé les fonctions dst et idst pour calculer les transformées
en sinus qui interviennent dans les algorithmes 2 et 3. En effet, les coefficients F̄Zk,l, 1 ≤
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k, l ≤ N − 1, dans l’étape 1 de l’algorithme 2 sont calculés de la façon suivante :



F̄Zk,l =
N−1∑
i,j=1
2
N
Fi,j sin(
ikπ
N
) sin(
jlπ
N
)
=
2
N
∑N−1
i=1
N−1∑
j=1
Fi,j sin(
jlπ
N
)
︸ ︷︷ ︸
ai,l
sin(
ikπ
N
),
(5.157)
où F = vec2(Π
0f) ∈ R(N−1)2 et où a = (ai,l)1≤i,l≤N−1 est la matrice carrée d’ordre
N − 1 donnée par
ai,l =
N−1∑
j=1
Fi,j sin(
jlπ
N
)
=
(
dst(F ((i − 1)(N − 1) + 1 : i(N − 1)))
)
l
, 1 ≤ i, l ≤ N − 1.
Donc
F̄Zk,l =
N−1∑
i=1
ai,l sin(
ikπ
N
)
=
2
N
(
dst(a(:, l))
)
k
.
De même, les coefficients Ui,j, 1 ≤ i, j ≤ N − 1, de l’étape 3 de l’algorithme 2 sont
calculés à partir des coefficients UZk,l, 1 ≤ k, l ≤ N−1, de l’étape 2 de la façon suivante :
Ui,j = (U, ei ⊗ ej)
= (
N−1∑
k,l=1
UZk,lZ
k ⊗ Z l, ei ⊗ ej)
=
N−1∑
k,l=1
UZk,l(e
T
i Z
k ⊗ eTj Z l)
=
N−1∑
k,l=1
UZk,lZ
k
i Z
l
j
=
2
N
N−1∑
k,l=1
UZk,l sin(
kiπ
N
) sin(
ljπ
N
).
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On obtient
Ui,j =
2
N
N−1∑
l=1
N−1∑
k=1
UZk,l sin(
kiπ
N
)
︸ ︷︷ ︸
bi,l
sin(
ljπ
N
)
=
2
N
N−1∑
l=1
bi,l sin(
ljπ
N
).
Donc
Ui,j =
(
idst(b(i, :))
)
j
, i, j = 1, ..., N − 1, (5.158)
avec b = (bi,l)1≤i,l≤N−1 la matrice carrée d’ordre N − 1 donnée par
bi,l =
N−1∑
k=1
UZk,l sin(
kiπ
N
)
=
N
2
(idst(UZ(l : inc : (N − 2)(N − 1) + l)))i, 1 ≤ i, l ≤ N − 1,
où UZ = vec2[U
Z
k,l]1≤k,l≤N−1 ∈ R(N−1)
2
et l’incrémentation inc = N − 1. Ce qui donne
b(:, l) =
N
2
idst(UZ(l : inc : (N − 2)(N − 1) + l)), l = 1, ..., N − 1. (5.159)
Par ailleurs, l’implémentation des transformées en sinus en 3D dans le chapitre 5 qui
sont utilisées dans les algorithmes 10 et 11 peut être déduite de (5.157) et (5.158).
En Fortran 90, on a utilisé les subroutines dsint1f et dsint1b pour les transformées
en sinus rapide “forward”et “backward” respectivement. Ces subroutines sont dans la
librairie fftpack5.f90 de Swarztrauber, [35]. La subroutine dsint1i sert pour l’ini-
tialisation des tableaux d’entrée de dsint1f et dsint1b.
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2.6 A gauche, les solutions exacte et numérique avec uex(x) = exp(−(x −
1
2
)2). A droite, les courbes de convergence de 3 schémas. . . . . . . . . . 56
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3) . 53
2.7 Erreur et taux de convergence de Schéma HB2 avec uex(x) = exp(−(x−
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exp(−((x − 0.5)2 + (y − 0.5)2 + (z − 0.5)2)) . . . . . . . . . . . . . . . . 194
5.8 Erreur et taux de convergence du schéma HB2 avec uex(x, y, z) =
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