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Résumé— Cet article propose des méthodes de prédiction
linéaire de processus aléatoires pour l’identification boîte
noire et la simulation de systèmes dynamiques non-linéaires
à temps continu. La méthode d’identification proposée uti-
lise des observations bruitées du vecteur d’état à des instants
quelconques. Elle comporte deux étapes distinctes. La pre-
mière est l’estimation des dérivées temporelles de l’état et
la deuxième est l’approximation du champ de vecteurs gou-
vernant la dynamique. Pour la simulation du système, nous
proposons un nouveau schéma d’intégration numérique per-
mettant de prendre en compte de manière consistante l’er-
reur d’approximation du champ de vecteur.
Mots-clés— Identification de systèmes non-linéaires à temps
continu ; méthodes non-paramétriques ; processus gaussien.
I. Introduction
Cet article propose une approche par processus aléatoires
pour l’identification boîte noire et la simulation de systèmes
dynamiques non-linéaires à temps continu définis par une
équation différentielle ordinaire (EDO)
x˙ = f(x,u) , (1)
avec x ∈ Rd (l’état du système), u ∈ Rq (la commande), et
f : Rd×Rq 7→ Rd une application non-linéaire de classe C1
(le champ de vecteur). Supposons f inconnue et x observé
aux instants t1 < · · · < tn. Nous nous fixons deux objectifs
dans cet article. Le premier est d’estimer f à partir des
observations x(t1), . . . ,x(tn). Lorsque f a été estimée, un
second objectif est de simuler le système, c-à-d de prédire
l’état pour tout t > tn, connaissant {u(s) ; s ≤ t}.
La méthode des délais (delay embedding en anglais) est
une approche classique pour identifier de manière non-
paramétrique un système à temps continu. Concrètement,
supposons les observations régulièrement espacées et no-
tons xk le vecteur (xk−τ , . . . ,xk), avec xi := x(ti), et uk
le vecteur (uk−τ , . . . ,uk), avec ui := u(ti). Sous certaines
conditions, l’état du système aux instants ti peut être ap-
proché en utilisant une équation de récurrence
xk = g(x
k−1,uk−1) , (2)
où g est une fonction choisie dans un certain espace de
fonctions, typiquement un espace de splines ou plus géné-
ralement un espace de Hilbert à noyau reproduisant (voir
par exemple [4, 7]).
Dans de nombreux cas cependant, il serait préférable de
conserver la représentation à temps continu du système,
c’est-à-dire d’estimer f directement à partir des observa-
tions. En identification paramétrique il existe un certain
nombre d’approches classiques : modèle dépendant de l’état
[13], estimation fondée sur des techniques d’algèbre diffé-
rentielle [3], la méthode de la fonctionnelle de moment de
Poisson (voir par exemple [6]), etc. À notre connaissance,
aucune approche non-paramétrique n’a encore été propo-
sée en temps continu. Dans cet article, nous proposons une
méthode d’estimation de f en deux étapes. La première
étape consiste à approximer la dérivée de l’état à partir
des observations. La seconde étape consiste à construire
une approximation de f à partir des observations et des
estimées de la dérivée. Comme indiqué ci-dessus, nous uti-
lisons une modélisation par processus aléatoires (PA) : un
premier PA, fonction du temps, est utilisé pour modéliser
l’état du système et un second PA, fonction de l’état x et
de la commande u, modélise le champ de vecteurs f . L’uti-
lisation d’un tel cadre probabiliste permet de quantifier fa-
cilement et de manière consistante les erreurs d’estimation
produites à chaque étape. De plus, les modèles aléatoires
considérés permettent de proposer une méthode de simu-
lation originale d’EDO.
Cet article est organisé de la manière suivante. La sec-
tion II rappelle des notions fondamentales de prédiction
linéaire de processus aléatoires. Les sections III et IV pré-
sentent nos méthodes d’identification et de simulation.
Pour finir, la section V fournit un exemple illustratif.
II. Prédiction linéaire de processus aléatoires
Dans cette section, nous rappelons brièvement les prin-
cipes de prédiction linéaire (PL) et de krigeage intrin-
sèque (KI) [5]. Le KI est apparu en géostatistique (voir
par exemple [2]) et sera utilisé ici pour construire des ap-
proximations de fonctions non-linéaires. Considérons une
fonction z : T → R, où T est un ensemble de paramètres
(T ⊆ Rd, par exemple). Nous souhaitons construire une
approximation de z à partir d’un nombre fini d’observa-
tions z(ti), i ∈ {1, . . . , n}. Une idée classique est de modé-
liser z(t) par un PA et de calculer la moyenne des réalisa-
tions du PA qui interpolent les observations. En général,
on ne sait pas calculer cette moyenne de manière efficace
mais la théorie de la PL et du KI permet d’en obtenir une
approximation linéaire par rapport aux observations (On
parle aussi de meilleur prédicteur linéaire non-biaisé).
Soit (Ω,A,P) un espace de probabilité et notons ξ :
Ω × T → R un PA du second ordre, c-à-d un ensemble
de variables aléatoires de variances finies indexées par les
éléments de T. Notons m(t) := E[ξ(t)] la moyenne de ξ(t)
et k(t, s) := Cov(ξ(t), ξ(s)), t, s ∈ T, sa fonction de cova-
riance. Comme z est supposée être une réalisation incon-
nue du processus ξ, chaque observation z(ti) correspond à
une réalisation de la variable aléatoire ξ(ti). De nombreuses
propriétés découlent des caractéristiques de la covariance,
notamment dans le cas de processus aléatoires gaussiens.
En particulier, lors de la mise en place du modèle aléatoire,
il est essentiel de choisir k selon la régularité, la différen-
tiabilité, les propriétés spectrales, etc. de z. Par manque
de place, nous ne parlerons pas de ces aspects, qui sont
largement étudiés dans la littérature statistique. En pra-
tique, la covariance est choisie dans une classe de fonctions
définies positives paramétrées. Les paramètres sont habi-
tuellement estimés en utilisant un critère d’adéquation aux
observations, comme le maximum de vraisemblance [8].
A. Éléments de prédiction linéaire
Les processus aléatoires à moyenne nulle sont tels que
leur fonction de covariance est un produit scalaire de
L2(Ω,A,P). En effet si ∀t ∈ T , m(t) = 0, alors ∀t, s ∈ T,
(ξ(t), ξ(s))L2 = E[ξ(t)ξ(s)] = k(t, s). Notons H l’espace
de Hilbert engendré par le processus à moyenne nulle ξ,
c-à-d le complété de l’espace vectoriel dont les éléments
sont des combinaisons linéaires des variables aléatoires ξ(t),
t ∈ T, muni du produit scalaire (ξ(t), ξ(s))L2 = k(t, s).
Soit ξ0 une variable aléatoire dans H. Supposons ob-
servé un ensemble fini de variables aléatoires ξi ∈ H,
i = 1, . . . , n. Le meilleur prédicteur linéaire de ξ0 à par-
tir de ξ1, . . . , ξn correspond à la meilleure approximation
pour la norme L2 de ξ0 par une variable aléatoire ξ̂0 de
HS = vect{ξ1, . . . , ξn}. E[(ξ0 − ξ̂0)2] (la moyenne du carré
de l’erreur entre la variable et son prédicteur) est minimi-
sée si et seulement si ξ̂0 est la projection orthogonale de
ξ0 sur HS . Par conséquent, ξ̂0 est une combinaison linéaire
des VA ξ1, . . . , ξn et les coefficients de cette combinaison
s’obtiennent comme solution d’un système d’équations li-
néaires. Nous donnerons plus de détails dans la section sui-
vante.
B. Krigeage intrinsèque
Le krigeage intrinsèque permet d’obtenir un prédicteur
linéaire lorsque la moyenne de ξ(t) est une fonction linéai-
rement paramétrée inconnue. Nous rappelons dans cette
section les principaux résultats [5].
Tout PA ξ peut s’écrire comme somme d’un PA de
moyenne nulle et d’une fonction déterministe (la moyenne
de ξ). Dans cet article, nous restreignons la présentation





αipi(t) + η(t) , (3)
où η(t) est un PA de moyenne nulle et où les pi forment
une base de polynômes à d variables. Notons P l’espace
de dimension m engendré par les fonctions {pi}i=1,...,m et
Hη l’espace de Hilbert engendré par η. Lorsque m(t) est
connue, les résultats de la section précédente peuvent être
réutilisés en considérant la prédiction de ξ(t)−m(t). La dif-
ficulté de l’extension de la PL au cas où m(t) est inconnue
vient du fait que les espaces Hη et P sont de natures diffé-
rentes, et donc, il n’y a pas de produit scalaire canonique
dans l’espace engendré par ξ pour appliquer le théorème de
projection orthogonal.
Pour remédier à cette difficulté et travailler aisément avec
les PA ayant une moyenne inconnue dans P , Matheron [5]
introduit la notion de processus aléatoire généralisé (PAG)
qui étend celle de PA. Soit Λ˜ l’espace vectoriel des mesures
à support fini, c-à-d l’espace des combinaisons linéaires∑n
i=1 λiδti , où δt est la mesure de Dirac en t. Soit Λ˜P⊥
le sous-ensemble des éléments de Λ˜ qui s’annulent sur P .




λiz(ti) = 0 , ∀ z ∈ P .
Si ξ(t), t ∈ T, est un PA du second ordre, l’application
linéaire








étend ξ(t) sur Λ˜. (λ, µ)Λ˜ := (ξ(λ), ξ(µ))H définit un produit
scalaire sur Λ˜. Soit Λ le complété de Λ˜ muni de ce produit
scalaire. Nous pouvons étendre ξ(λ) sur Λ par continuité et
nous obtenons alors un PAG. Notons que pour tout λ ∈ Λ,
E[ξ(λ)] = 〈λ,m(·)〉, et pour tout λ =
∑
i λiδti ∈ Λ˜ et
µ =
∑
j µjδsj ∈ Λ˜,
k(λ, µ) := Cov[ξ(λ), ξ(µ)] =
∑
i,j
λiµjk(ti, sj) . (4)
k(λ, µ) peut être étendu sur Λ par continuité de l’opéra-
teur de covariance. Notons aussi ΛP⊥ le complété de Λ˜P⊥
muni de la norme issue du produit scalaire (·, ·)Λ. Puisque
λ ∈ ΛP⊥ filtre toute fonction de P , si la moyenne de ξ(t) est
dans P , alors ∀λ ∈ ΛP⊥ , ξ(λ) est une variable aléatoire de
moyenne nulle. Remarquons également que ∀λ, µ ∈ ΛP⊥ ,
k(λ, µ) = (λ, µ)Λ.
Nous rappelons maintenant les principaux résultats du
KI. Soit ξ un PA de moyenne m(t) ∈ P et de covariance
k(t, s). Soient ξ0, ξ1, . . . , ξn des variables aléatoires dans
H = vect{ξ(t) ; t ∈ T}. Pour tout i ∈ {0, 1, . . . , n}, il
existe un élément λi ∈ Λ tel que ξi = ξ(λi). Considé-
rons un modèle d’observations avec bruit additif de sorte
que les observations correspondant à des réalisations des
VA ξobsi = ξi + εi, i = 1, . . . , n, où les εi sont des VA, de
moyennes nulles, indépendantes de ξ(t), et de matrice de
covariance Kε.
Le prédicteur du krigeage intrinsèque de ξ0 à partir des

















de ξ0 sur HS = vect{ξobsi , i = 1, . . . , n}, telle que la va-
riance de l’erreur de prédiction ξ0 − ξ̂0 est minimisée sous
la contrainte
λ0 − λ̂0 = λ0 −
n∑
i=1
a0,iλi ∈ ΛP⊥ . (6)
Les coefficients a0,i, i = 1, . . . , n, sont solutions d’un sys-















où K est la matrice carré d’ordre n dont les coefficients sont
k(λi, λj), i, j = 1, . . . , n, P est une matrice de dimension
m × n dont les coefficients sont 〈λj , pi〉 pour j = 1, . . . , n
et i = 1, . . . ,m, µ0 est un vecteur de coefficients de La-
grange, k0 est un vecteur de taille n avec comme coefficients
k(λi, λ0) et p0 est une vecteur de taille m de coefficients
〈λ0, pi〉, i = 1, . . . ,m.
La variance de l’erreur de prédiction, qui correspond à
l’incertitude de la prédiction, est donnée par
σ̂0
2 : = Var[ξ0 − ξ̂0]











Cette variance, également appelée variance de krigeage,
permet de donner des intervalles de confiance sur la pré-
diction. Dans les paragraphes suivants, nous utiliserons les
notations suivantes{
K(ξ0 | ξobs1 , . . . , ξ
obs
n ) := a0
T ,
V(ξ0 | ξobs1 , . . . , ξ
obs
n ) := Var[ξ0 − ξ̂0] .
(9)
C. Prédiction des dérivées
Dans cette section, nous rappelons comment utiliser le
krigeage intrinsèque pour estimer les dérivées d’un PA à
partir d’observations ponctuelles [10]. Pour simplifier l’ex-
posé, supposons T = R. Rappelons qu’un PA ξ(t) du second
ordre de moyenne nulle et de fonction de covariance k(t, s)




(ξ(t + h)− ξ(t)) (10)
converge en moyenne quadratique lorsque h → 0. La li-
mite existe si et seulement si ∂2k(u, s)/∂u∂s existe au point
(t, t). Si ξ(t) est différentiable en moyenne quadratique pour
tout t, le processus limite est appelé le processus dérivé et
nous le notons ξ˙. Les dérivées d’ordre supérieur sont obte-





k(t, s) . (11)
Nous étendons maintenant la notion de différentiabilité
aux PAG. Soit τh : Λ → Λ l’opérateur de translation tel
que pour λ =
∑







Un PAG {ξ(λ) ; λ ∈ Λ} est dit différentiable en moyenne
quadratique en λ ∈ Λ si ξ(λh) converge en moyenne qua-
dratique lorsque h→ 0. Quand la limite existe, on la note
ξ˙(λ). Si ∂2k(u, s)/∂u∂s existe en (t, t) pour tout t ∈ R,
alors ξ(λ) est différentiable en moyenne quadratique pour
tout λ [voir 10]. Remarquons que si ξ˙(λ) existe, il existe
également λ˙ ∈ Λ tel que ξ˙(λ) = ξ(λ˙).
Les dérivées d’ordre r sont notées ξ(r)(λ) et les éléments





















Nous invitons le lecteur à se reporter à [10] pour plus de
détails.
III. Méthode d’identification en deux étapes
Dans cette section, nous présentons une méthode d’iden-
tification boîte noire de systèmes non-linéaires à temps
continu à partir d’un nombre fini d’observations (pouvant
être bruitées) du vecteur d’état1.
Pour éviter de compliquer les notations, la présentation
sera faite dans le cas d’un état scalaire (d = 1). La générali-
sation à plusieurs dimensions est immédiate (comme nous
le verrons dans l’exemple de la section V). Comme indi-
qué dans l’introduction, la méthode comporte deux étapes.
L’objectif de la première étape est d’estimer la dérivée de
l’état x. La seconde étape consiste à calculer une approxi-
mation f̂ de f .
A. Estimation des dérivées de l’état
Soit {xobsi , i = 1 . . . n} un ensemble d’observations brui-
tées de l’état aux instants ti, qui peuvent être irréguliè-
rement espacés. Notre objectif est d’estimer x˙(t), t ∈ R, à
partir des observations. Considérons un PA X ∈ R différen-
tiable en moyenne quadratique, indicé par R, de moyenne
m constante mais inconnue, et de fonction de covariance
kX (au moins) deux fois différentiable. Supposons de plus
que x est une réalisation de X , et que le bruit est modé-
lisé par des variables aléatoires Vi, i = 1, . . . , n, i.i.d, de
moyenne nulle et variance connue σ2V . Donc, pour tout i,
xobsi est une réalisation de la variable aléatoire
Xobsi := X(ti) + Vi. (12)
En utilisant les résultats de la section II-C, la dérivée
de x en ti, i = 1 . . . n, peut être estimée en calculant le
prédicteur ̂˙X(ti) par KI de X˙(ti) à partir de Xobsj , j =
1, . . . , n. Concrètement, pour tout i = 1, . . . , n, x˙(ti) peut
être estimé par
̂˙x(ti) = KX(X˙(ti)|Xobs)xobs , (13)
avec








La notation KX indique que la covariance kX est utilisée
pour calculer les coefficients du krigeage. La variance de
l’erreur d’estimation est donnée par VX(X˙(ti)|Xobs).
1Cette méthode pourrait également être appliquée si le vecteur
d’état n’était que partiellement observé à condition que la partie man-
quante se déduise par opérations linéaires (par exemple intégration ou
dérivation) sur les composantes observées. En effet le krigeage permet
de prédire toute opération linéaire sur un PA. Par manque de place
nous n’aborderons pas ce point.
B. Approximation du système
L’étape suivante de notre méthode d’identification est
l’approximation de la fonction f : R×Rq → R en utilisant
les dérivées estimées par (13). (Si d > 1, chaque composante
fi, i = 1, . . . , d, de f doit être estimée séparément.) Suppo-
sons que f est une réalisation d’un PA F , indicé par x et u,





où (x,u), (x′,u′) ∈ R × Rq. Comme mentionné à la sec-
tion II-B, m(x,u) peut être une constante inconnue ou un
polynôme en x et u, ce qui permet d’inclure des connais-
sances a priori sur f (par exemple, on peut imposer à F
une tendance linéaire suivant x ou u [11]). Pour l’approxi-
mation de f , deux cas sont à considérer suivant que le bruit
d’observation est faible ou fort.
Lorsque le bruit d’observation est faible, nous suppo-
sons que l’erreur d’observation (la différence entre xobsi et
x(ti)) peut être négligée. Alors, pour tout i, la dérivée es-
timée (13) peut être vue comme une réalisation de F au
point (xobsi ,u(ti)) ≈ (x(ti),u(ti)). L’erreur d’estimation de
la dérivée de l’état est prise en compte en introduisant une
variable gaussienne Wi indépendante de moyenne nulle et
de variance égale à VX (X˙ (⊔〉)|Xobs). Ainsi, pour tout i, dé-
finissons la variable aléatoire F obsi := F (x
obs
i ,u(ti)) +Wi.
Pour tout x et u, le prédicteur F̂ (x,u) par KI de F (x,u)
à partir des variables F obsi , i = 1, . . . , n, peut être utilisé
pour obtenir une approximation de f(x,u), s’écrivant
f̂(x,u) = KF
(
F (x,u) | Fobs
) ̂˙x (14)
avec
Fobs = (F obs1 , . . . , F
obs
n )
T et̂˙x = (̂˙x(t1), . . . , ̂˙x(tn))T .
La notation KF indique que la covariance kF est utilisée
pour calculer les coefficients du krigeage.
Dans le cas d’un bruit fort, l’erreur sur la position de l’ob-
servation de F doit être prise en compte. Le modèle d’obser-
vation peut s’écrire F obsi := F (x(ti) + Vi,u(ti)) +Wi, avec
Vi le bruit d’observation de l’état. Bien sûr, la covariance
entre F obsi et F (x






Cependant, la covariance peut être calculée et un prédic-
teur similaire à (14) peut être obtenu à nouveau. Dans la
littérature du krigeage, la modification de la fonction de
covariance due à des incertitudes sur la position d’obser-
vation est un problème classique (voir [2], p. 74–80). Bien
qu’important en pratique, le cas du bruit fort ne sera pas
développé dans cet article par manque de place.
Après la deuxième étape de la méthode d’identification,
une approximation f̂ de f est obtenue. Nous pouvons en-
suite utiliser un solveur classique d’EDO pour simuler le
système x˙ = f̂(x,u). Cependant, nous pensons que l’erreur
d’approximation de f doit être prise en compte durant la
simulation. Dans la section suivante nous proposons une
méthode d’intégration qui utilise le point de vue des PA
présenté précédemment afin de tenir compte de cette er-
reur d’approximation.
IV. Simulation
Dans cette section nous proposons une méthode d’inté-
gration numérique de l’équation différentielle (1) fondée sur
une modélisation aléatoire du vecteur d’état. Comme dans
la section III, nous supposerons que d = 1 pour simplifier
la présentation. Le schéma d’intégration proposé est une
méthode à pas multiples (voir par exemple [1]) dont un







βjf(xn−j ,u((n− j)h)) , n ≥ 0 ,
(15)
où h est le pas d’intégration et xn est la prédiction de
x(nh) étant données les conditions initiales x0 := x(0),
x−1 := x(−h), x−2 := x(−2h), . . . Dans les méthodes clas-
siques, les coefficients αi et βj sont obtenus par minimi-
sation de l’erreur de prédiction en supposant une approxi-
mation polynomiale de x. Dans la méthode proposée, les
coefficients sont obtenus comme résultat de la meilleure
prédiction linéaire du PA X .
Dans un premier temps, supposons f connue. Pour pré-
dire xn+1 à partir de xn, . . . , xn−q, q ≥ 0, considérons le
prédicteur X̂((n+ 1)h) par KI de X((n+ 1)h) à partir de
X(nh) et X˙((n−q)h), . . . , X˙(nh). Alors, une prédiction de




X(nh), X˙((n− q)h), . . . , X˙(nh)
)
x♯n , (16)
avec x♯n := (xn, x˙n−q, . . . , x˙n)
T et, pour tout i,
x˙i := f(xi,u(ih)) . (17)
Remarque 1 Le prédicteur (16) est un cas particulier
de (15) avec p = 0 (voir Figure 1). Quand p = 0, la stabilité
du schéma d’intégration (15) est assurée si α0 ≤ 1 [1].
Dans (16), on a α0 = 1 en raison de (6). Ceci explique
notre choix de considérer une prédiction linéaire sans les
termes X((n− 1)h), X((n− 2)h), etc.
Remarque 2 Supposons la covariance stationnaire,
ce qui implique qu’il existe une fonction kiso telle que
k(t, t′) = kiso(h), avec h = |t− t′|. Alors la méthode d’in-
tégration proposée est consistante. De plus si kiso(h) est s





= O(hs). Nous ne fournissons pas la preuve de ce
résultat par manque de place.
Lorsque f est estimée, il est possible de prendre en
compte l’erreur d’approximation de f dans le schéma d’in-
tégration proposé précédemment. Dans ce cas, nous consi-
dérons à la place de (16) le prédicteur linéaire X̂((n+1)h)
par KI deX((n+1)h) à partir deX(nh) et X˙((n−i)h)+W˜i,
i = 0, . . . , q, où les W˜i sont des variables aléatoires indé-
pendantes de moyennes nulles et de variances égales à
VF (F(§\−〉,u((\ − 〉)〈)) | F
obs
| , | =∞, . . . , \).
Ici, W˜i représente l’incertitude de x˙((n− i)h) due à l’erreur
d’approximation de f . Bien sûr, f sera remplacé par f̂ pour
le calcul de x˙i dans (17).
V. Expérience
Dans cette section, nous présentons quelques résultats
expérimentaux pour illustrer les procédures d’identification
et de simulation proposées. Nous considérons une équation





Fig. 1. Illustration du schéma d’intégration proposé
différentielle non-linéaire de type Lotka-Volterra comman-
dée{
x˙1(t) = f1(x1, x2, u1) = αx1 − βx1x2 + u1 ,
x˙2(t) = f2(x1, x2, u2) = −γx2 − δx1x2 + u2 ,
(18)
avec α = γ = 1, β = 0.2, δ = 0.5 et
u1(t) = 5 cos
2(t/ exp(1)) cos2(t) ,
u2(t) = 5 cos
2(t/ exp(1)) sin2(π2 t) .
L’ensemble des observations est constitué de n = 40
échantillons du vecteur d’état aux instants 0, h, . . . , (n −
1)h, avec h = 0.5, simulés en utilisant un solveur d’EDO
standard et altéré par un bruit blanc gaussien de loi
N (′,∞′−△). Les composantes de l’état sont modélisées par
deux PA indépendants X1 et X2 de moyenne inconnue
et constante et de covariance choisie dans la classe des
fonctions de Wendland (voir par exemple [12]). La classe
des fonctions de Wendland fournit des covariances station-
naires à support compact. Ici, la fonction de classe C6










h = |t − s|, a été utilisée comme fonction de covariance à
la fois pour X1 et pour X2. Les paramètres σ2 et ρ ont
été estimés par maximum de vraisemblance [8]. La figure 2
montre les composantes du vecteur d’état et leurs dérivées,
estimées suivant la première étape de la procédure d’iden-
tification par KI (Section III-A).
L’étape suivante de la procédure d’identification consiste
à obtenir une approximation de f . Ici, les deux composantes
de f sont modélisées par deux PA indépendants F1 et F2,





2 et une fonction de covariance
généralisée s’écrivant kF (x,x) = a1h − a3h3 + a5h5, avec
h = ‖x−x′‖. Les paramètres ai ≥ 0 sont estimés par maxi-
mum de vraisemblance. Les figures 3 et 4 illustrent l’ap-
proximation de la première composante de f obtenue sui-
vant la deuxième étape de notre méthode d’identification.
Notons que les choix que nous avons effectués pour les co-
variances découlent de considérations classiques (voir [9]).
Après que f a été estimée, nous prédisons la trajectoire
du système à partir de t = 20. Dans la figure 2, nous mon-
trons le résultat de la simulation obtenue par la méthode
présentée à la section IV. L’erreur de prédiction reste petite
et ne grandit pas avec le temps.
VI. Conclusion
L’approche originale que nous proposons pour l’identifi-
cation boîte noire et la simulation de systèmes non-linéaires
Fig. 3. Représentation de f1(x1, x2, 0) = x1 − 0.2x1x2.
 
 


















Fig. 4. Lignes de niveau dans le plan (x1, x2) de la différence
en valeur absolue entre f1(x1, x2, 0.47) et son approximation
bf1(x1, x2, 0.47) obtenu par notre méthode. Les cercles indiquent
la position des observations.
à temps continu se fonde sur les processus aléatoires et le
krigeage intrinsèque. Ce cadre probabiliste permet la quan-
tification des erreurs d’approximation et l’élaboration na-
turelle d’un schéma d’intégration consistant. De plus des
résultats expérimentaux prometteurs ont été obtenus.
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