As the important infrastructure of power transmission systems, the power transmission lines are vulnerable during the peak power transmission periods. They usually meet many faults that may cause large area blackouts because of heavy loads. This article proposes a supervisory control strategy to promote the detection and restoration of power transmission failures during the peak or off-peak periods. The faults occurring in power transmission lines can be detected, and fault restoration schemes can be selected by supervisors. Moreover, the architecture of distributed control systems is proposed to perform message switching among supervisors. A coordination protocol that is executed by each supervisor is proposed to selected fault restoration schemes. The proposed strategy can not only detect and restore power transmission failures but also improve the utilization rate of available loads in power transmission systems. The proposed distributed control systems and coordination protocol are modeled by synchronized Petri nets. The correctness of fault restoration is verified using the mathematical methods of Petri nets. Finally, the complexity of the proposed distributed control systems and coordination protocol is discussed, and a real-world example is given.
Introduction
As an important energy, electric energy is transmitted from remote power stations to users by traditional power transmission systems (PTSs) that are generally composed of many distributed electrical substations (ESs) and power transmission lines. However, the power transmission lines are vulnerable. They usually suffer faults because of heavy loads, human damage, equipment damage, and natural disasters. These faults may cause large area blackouts. Battery energy storage systems 1 can be installed at ESs for load leveling and relay protection. 2 If faults occur in ESs, their battery energy storage systems can continually supply electric power for their output. Nevertheless, the electric power supply is temporary because the capacities of battery energy storage systems are limited. Therefore, the faults should be detected and restored urgently.
Smart grids are safe and reliable power systems, which usually are constructed by coalescing distributed control systems (DCSs) into traditional PTSs. 3 Faults occurring in traditional PTSs should be detected and restored by DCSs. Therefore, reliable and safe DCSs are extreme importance for fault detection and restoration in smart grids.
Expert control systems can be used to play the roles of DCSs for fault detection and restoration in traditional PTSs. Minakawa et al. 4 present a fault diagnosis expert system for electric power systems. Chien et al. 5 propose a Bayesian network for fault diagnosis on distribution feeders based on expert knowledge. Ma et al. 6 construct a multi-back propagation expert system to implement fault diagnosis in power systems. In these methods, the faulty states of power systems can be detected according to the knowledge of their proposed expert systems. The expert knowledge is updated and optimized by learning system information. However, the system information may also be interfered because of fault occurrences. Furthermore, the reliability and security of expert control systems may also be affected.
Multi-agent methods have high function reconfigurable characteristics, which can be used to implement DCSs. Momoh 7 designs a control system based on multi-agent methods to perform fault detection and restoration for a navy ship system. Xu and Liu 8 propose a multi-agent architecture to implement fault restoration in micro-grids. Each bus in a micro-grid is assigned with a node agent. Tong et al. 9 present a DCS with a fault restoration algorithm. The faults can be located by collecting wide-area information in the DCS. In these methods, the faults are detected and restored by agents. Nevertheless, these DCSs are neither formally modeled nor verified by any formal method.
The function blocks (FBs) of IEC 61499 10 provide a standard structure to model DCSs. A FB is an encapsulated algorithm unit that can be designed as a device. Higgins et al. 11 present a DCS by the form of FBs to perform power system automation. Vyatkin et al. 12 prove the feasibility of using decentralized multi-agent control logic to perform fault detection and restoration in power distribution networks based on FBs. The presented method is simulated at a MATLAB-based simulation environment. However, FBs cannot provide any formal verification method to verify the correctness of these presented DCSs.
As a class of formal paradigms, Petri nets 13 are also used to perform fault detection and restoration in discrete event systems. Antonio et al. 14 concern with an online model-based fault diagnosis of discrete event systems with interpreted Petri nets. Lira et al. 15 focus on the modeling design of flexible assembly system control. The proposed method constructs a sequence of steps for fault detection based on Petri nets. Dimitri and Edouard 16 present an approach to perform fault detection and identification of discrete event systems based on Petri nets. Mahulea et al. 17 study the effect of fluidization on fault diagnosis using purely logic Petri net models. Renganathan and Bhaskar 18 discuss a Petri net approach to achieve fault diagnosis in a typical bottle-filling plant. Lefebvre 19 concerns fault diagnosis for discrete event systems based on partially observed Petri nets by analyzing observation sequences. Cabral et al. 20 propose a Petri net approach to perform online fault diagnosis for discrete event systems based on the construction of a Petri net diagnoser. Basile et al. 21 investigate a procedure for fault diagnosis of labeled time Petri net systems. The fault diagnosis is performed using a modified state class graph. Wang et al. 22 propose an online fault diagnosis approach for timed discrete event systems based on timed Petri nets in which all transitions are partitioned into observable and unobservable.
The DCSs of smart grids are typical discrete event systems. Researchers also use Petri nets to study fault detection and restoration in power systems. Ghainani et al. 23 present a fault diagnosis system in power systems based on fuzzy timing Petri nets. Shi et al. 24 mainly investigate fault diagnosis issues of micro-grids using timed-colored Petri nets. Zhang et al. 25 investigate the temporal constraint between event occurrences in power systems. The proposed method is suitable for online fault diagnosis in large-scale power systems. Sun et al. 26 use fuzzy Petri nets to build fault diagnosis models aiming to accurately diagnose faults if the incomplete alarm information of protective relays and circuit breakers is detected. Wang et al. 27 present a fault diagnosis program to facilitate accurate fault judgment, and the fault diagnosis methods are optimized using comprehensive knowledge representation. Calderaro et al. 28 report a method to detect and localize faults in smart grids. The behavior of smart grids is formalized using Petri nets. The faults can be computed by incidence matrix operations. However, the structures of the proposed Petri net models depend on the number of trip thresholds. 28 The incidence matrixes of Petri net models are complex for large-scale smart grids. The fault restoration and formal description are also neglected. Especially, they do not consider the special environments of peak periods. This article uses Petri nets to formally model traditional PTSs, and the proposed methods are verified using the mathematical methods of synchronized Petri nets during the peak power transmission periods.
In smart grids, the output loads of ESs are generally inconstant along with the fluctuations of electricity demands that are affected by the peak periods of work, feast days, holidays, climate changes, and so on. It is necessary to balance the electricity demands for guaranteeing stable power transmission during the peak periods. One can forecast the peak periods and schedule the power transmission. However, it is difficult to forecast faults in traditional PTSs since the fluctuations of electricity demands may result in many faults. Furthermore, it is complex to detect and restore faults during the peak periods. Salat and Osowski 29 present an approach to locate faults in high-voltage power transmission lines during the peak periods. The presented approach depends on the application of support vector machine. Evrenosoglu and Abur 30 provide a fault location approach for three terminal lines during the peak periods. The proposed algorithm is tested using MATLAB-based environments. These approaches only focus on the fault location and accuracy improving problems. They do not consider fault restoration during the peak periods. The formal verification for their methods is also neglected.
By reviewing the aforementioned methods, many methods consider fault diagnosis, detection, location, or restoration in traditional PTSs. Some studies focus on the fault detection and location at some special environments. However, they do not consider fault restoration during the peak periods. The formal verification for their methods is also neglected. The losses caused by faults are generally more serious during the peak periods. Therefore, all faults should be detected and restored during the peak and off-peak periods.
In this article, the structures of traditional PTSs are simplified into three layers and are formally modeled using synchronized Petri nets. Each ES is controlled by a supervisor. If faults occur in the input lines of the ES during peak or off-peak periods, the faults can be detected by the supervisor. Moreover, each ES can be preconnected with other ESs. A fault restoration set of preconnected ESs can be selected to collectively restore faults if the faults are detected, where the fault restoration only considers the power transmission restoration but not the failure equipment restoration. Furthermore, the architecture of DCSs based on traditional PTSs is proposed to perform message switching among supervisors. A coordination protocol is proposed to perform the selection of fault restoration sets for each fault during the peak or off-peak periods. Finally, the correctness of fault detection and restoration is verified using the mathematical methods of synchronized Petri nets. The main contributions of this article are concluded as follows: We also propose a coordination protocol to perform the restoration of power transmission failures during peak and off-peak periods. The proposed coordination protocol can improve the utilization of available loads in traditional PTSs by computing fault restoration sets. 4. Finally, the correctness of fault restoration is verified using the mathematical methods of synchronized Petri nets.
The rest of this article is organized as follows: The basics of synchronized Petri nets are introduced. The structure of traditional PTSs is simplified and formally modeled using synchronized Petri nets. The structures of supervisors and DCSs for fault detection and restoration are proposed. Furthermore, a coordination protocol is proposed to choose fault restoration sets. Moreover, an example is given, and the complexity of the proposed DCSs and coordination protocol is discussed. Finally, we conclude this article.
Basics of synchronized Petri nets
We assume that the readers are familiar with the basics of Petri nets. Only some key concepts of synchronized Petri nets are provided. More details of Petri nets can be found in Murata 31 and David and Alia.
32
A typical discrete event control system is composed of four units: a plant, a supervisor, the sensor readings, and the control actions, 33 as shown in Figure 1 . The plant and supervisor are two discrete event systems, which are assumed to run concurrently. The supervisor is used to monitor and control the plant to avoid forbidden operations. The states of plant can be transmitted to supervisor by the sensor readings. The control events of supervisor can be transmitted to plant by the control actions. An external state change of a discrete event system is called an external event (it can be considered as a control event and transmitted by a control action), and an internal state change of a discrete event system is called an internal event. 32 More details of discrete event control systems can be found in David and Alia. 32 Synchronized Petri nets are a class of event-driven Petri nets in which the firing of a transition is triggered by a specific external event. 32 They can be used to describe discrete event control systems. In a synchronized Petri net N s = (P, T , F, W , E, Sync), 8t 2 T , t is associated with an event (t is said to be receptive to the event). Transition t is enabled at a
. The enabling degree of t for marking M, denoted by q or q(t, M), is the integer q such that q min
If q.0, transition t is q-enabled. If t is enabled and its associated event occurs, t will continuously occur q times. Figure 2 (a) shows a synchronized Petri net that contains two external events E 1 and E 2 , where transitions t 1 and t 2 are receptive to event E 1 , transition t 3 is receptive to event E 2 , and transition t 4 is receptive to always occurring event e. Figure 2 (b) shows the evolution of markings, where the event sequence is T . The synchronized Petri net is only receptive to event E
1 . This means that the occurrence of any other event will not affect marking M 0 . Therefore, the first event E 2 of sequence Z does not alter anything. As soon as event E 1 occurs, t 1 fires twice. We can obtain a new marking M 1 = (0, 2, 0, 0)
T . At marking M 1 , only transition t 2 is 2-enabled. When the second occurrence of event E 1 in sequence Z occurs, t 2 also fires twice. A new marking M 2 = (0, 0, 2, 0)
T is obtained. At marking M 2 , only t 3 is 2-enabled. When the third occurrence of event E 1 occurs, it does not alter anything. When event E 2 occurs, t 3 fires twice, and a new marking M 3 = (0, 0, 0, 2) T is obtained. At marking M 3 , t 4 is 2-enabled, and t 4 fires immediately since t 4 is receptive to always occurring event e. The synchronized Petri net returns to marking M 0 . Let s = t 1 t 1 t 2 t 2 t 3 t 3 t 4 t 4 . Then, s ! = (2, 2, 2, 2) T . We have
T is unstable since transition t 4 is receptive to an alwaysoccurring event e. At marking M 2 = (0, 0, 2, 0)
T , transitions t 3 and t 4 will fire if event E 2 occurs.
Traditional PTSs
A traditional PTS generally is a complex power network, which is composed of many distributed ESs and power transmission lines. In order to facilitate its formal description, we simplified its structure as follows:
The distributed ESs are hierarchically simplified into three layers, that is, high-, medium-, and low-voltage ESs, according to the three power transmission processes, that is, transmission, subtransmission, and distribution, as shown in Figure 3 . The transmission power voltages are gradually declined from high voltages to low voltages during transmission processes. Therefore, it can be concluded that the electric power is In a traditional PTS, each ES can be abstracted to a place, and the electric power transmission between two ESs can be abstracted to a transition with an alwaysoccurring event e. The power transmission from an ES to other ESs can be discretized and abstracted to the token transmission from a place to other places. Therefore, a traditional PTS can be modeled by using synchronized Petri nets. W T : F T ! N is a mapping that assigns a number of electric power loads to a power transmission arc.
where e is the always-occurring event. 
The loads of p I À p O are the available loads of p (denoted as p A ). Note that p A can be supplied to other ESs.
For any ES, its input and output lines usually meet faults because of heavy loads, human damage, equipment damage, and natural disasters, especially during the peak periods. If a fault occurs in its input lines, its electric power cannot be transmitted from its upstream ES and a large area blackout will occur. For example, if a fault occurs in the input lines of ''Export House'' in Figure 4 (a), this means that t 7 cannot fire to add tokens to p 5 t in Figure 4(b) . A large area blackout may occur in ''Export House'' and its downstream ESs.
In
, ES p i may be preconnected with other ESs by emergence power transmission lines and electric switches that are opened in initial states. The preconnected ESs can supply their available loads to p i by closing related electric switches. Therefore, power transmission failures can be restored and large area blackouts can be carried off in p i . The electric switches can also be abstracted to the places of synchronized Petri nets. They are closed if their corresponding places have enough tokens. Otherwise, the electric switches are opened. The selection of preconnected ESs for p i should consider the implementation costs because of the geographical distances between p i and its preconnected ESs. Furthermore, the preconnected ESs should have enough power to be supplied to p i if a fault occurs in the input lines of p i . Definition 2. Let N T be a traditional PTS with
is the set of electric switches with
where Figure 5 shows the part of a safe PTS that is based on the traditional PTS depicted in Figure 4 (b) 6
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In a safe PTS, its faults can be restored by solutions. However, before that, the faults should be detected and the corresponding electric switches should be closed.
Fault detection
In order to detect and restore faults in a safe PTS, 8p
i is monitored and controlled by a supervisor that contains a fault detector, a fault controller, and a network message interface, as shown in Figure 6 .
Fault detector:
It contains an electric current sensor to monitor the input lines of p t i . If a fault occurs during the upstream power transmission processes, the electric currents of the input lines will disappear. The fault can be detected by the electric current sensor because of the electric current disappearance in the input lines. Then, a ''Fault'' message will be sent to an internal fault controller. Fault controller: If a ''Fault'' message is received from the fault detector, the solutions of p t i will close corresponding electric switches by a network message interface. Network message interface: It is used to communicate with other supervisors.
All supervisors can construct a DCS by connecting their network message interfaces. Any two supervisors can communicate with each other. The constructed DCS is a typical discrete event system. Similarly, all supervisors can be modeled as places, and the message transmission among supervisors can be modeled as transitions in synchronized Petri nets. The messages transmission from a supervisor to other supervisors can be modeled as the token transmission from a place to other places. In Figure 7 , we assume that a message will be sent from supervisor p Figure 7 . A distributed control system.
In this DCS, we have Z½ p
, and E T is obtained. At marking M 1 , we have a marking M n = (0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0) T T . According to M 1 and transition sequence s 2 = t 0 2 t 6 t 7 , marking M n can also be verified as follows 
Coordination protocol
Let p t be an ES, p d be the supervisor of p t , and S p t = fp tO . This means that p t i can supply power to p t to restore the power transmission failure. However, a thorny problem may appear during peak power supply periods, that is
The fault cannot be restored if we only consider single solution p t i . In this section, a coordination protocol is proposed to solve this problem.
Optimal solution group
For an ES p t , if a fault is detected and the fault cannot be restored by any one of its solutions during the peak power supply periods, several solutions can be selected to simultaneously supply electric power to p t .
Definition 6. Let S p t = fp if
then Z = E 
The supervisor of p t will send a message to the supervisors of these ESs contained in O p t , and these supervisors will close corresponding electric switches to supply electric power to p t . Then, a fault is restored. Figure 8 shows the synchronized Petri net model of supervisors based on Algorithm 2, where place p 4 is the input/output interface. At initial states, only p 1 has a token (it represents that this ES is working normally). If a fault is detected, an event F is triggered, and a token is added to p 2 . If t 2 fires, n tokens (''request'' messages) are added to p 3 and p 4 , respectively, and n event sequences Z 1 À Z n are generated, where the n tokens represent that this ES has n solutions p Figure 9 shows the combined structure of p 
After two tokens are transmitted to supervisors p 
In the two methods presented by Zhabelova and Vyatkin 3 and Vyatkin et al., 12 a remotely operated switch (ROS) sends a message to a middle ROS that will deliver this message to an FB to ask for power supply. We have b 12 and b x y = xy for Momoh. 7 If y = x, comparing the DCSs presented in the three methods and our proposed DCS. The advantage of our proposed DCS is shown in Figure 10 with the increase of x.
In the example of previous section, we assume that p . The utilized available loads are 0 kW. In our proposed method, the fault can be restored by an optimal solution group presented in the example of previous section. The utilized available loads are p tO 4 = 3 kW. Therefore, the utilization of available loads is improved in traditional PTSs by computing the optimal solution group for each fault. Table 1 shows the comparison of the proposed DCS and other existing DCSs. It is clear that the proposed method is superior by comparing with other existing methods in terms of fault restoration during peak periods.
Conclusion
In this article, the structure of traditional PTSs is simplified by dividing ESs into three layers. The formal description of traditional PTSs is introduced. A methodology is proposed to design DCSs for the simplified traditional PTSs. The faults that occur in the input lines of ESs can be detected by supervisors. Compared with existing studies, the advantage of the proposed method is that the optimal solution groups can be computed to restore faults by executing the proposed coordination protocol during peak and off-peak periods. The proposed coordination protocol can improve the utilization of available loads in traditional PTSs. Moreover, the NCLs are optimized in the designed DCSs. The correctness of fault restoration is verified using the mathematical methods of synchronized Petri nets.
There are some disadvantages for the proposed method. The designed DCSs can detect and restore power transmission faults but cannot diagnose faults. Each ES should be preconnected with other ESs for its fault restoration. It may increase the implementation complexity of the proposed method. In addition, the proposed method is lack of appropriate simulation tools. The limitation of the proposed method is that each ES should have at least one solution group to ensure the fault restoration if a fault is detected by its supervisor. In future work, we plan to deal with these problems. A fault diagnosis method should be proposed to promote failure equipment repair. The number of preconnected lines between any ES and its solutions should be optimized. The structures of traditional PTSs and the proposed DCSs will be simulated using the FBs of IEC 61499. Furthermore, the proposed methods will be implemented in programmable logic controllers (PLCs) by converting the controlled Petri net models into ladder logic diagrams that are the most popular programming language for programming PLCs. The purpose is to enhance the integrity of the proposed methodology from the conceptual design to real implementation.
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