Starting from general Jacobi polynomials and raising operators which we explicitly determine. By reordering of multiplication and differentiation operators we derive new operator identities for the whole set of Jacobi polynomials which may be applied to arbitrary functions and provide then function identities. In this way we derive a new "convolution identity" for Jacobi polynomials and compare it with a known convolution identity of different structure for Gegenbauer polynomials. In short form we establish the connection of Jacobi polynomials and their related orthonormalized functions to the eigensolution of the Schrödinger equation to Pöschl-Teller potentials.
P u α β
we derive for the Ultras- and raising operators which we explicitly determine. By reordering of multiplication and differentiation operators we derive new operator identities for the whole set of Jacobi polynomials which may be applied to arbitrary functions and provide then function identities. In this way we derive a new "convolution identity" for Jacobi polynomials and compare it with a known convolution identity of different structure for Gegenbauer polynomials. In short form we establish the connection of Jacobi polynomials and their related orthonormalized functions to the eigensolution of the Schrödinger equation to Pöschl-Teller potentials.
Introduction
The applications of the Classical Orthogonal polynomials in physical sciences are immense. To the Classical Orthogonal polynomials belong in one-dimensional case (one variable) the Jacobi polynomials with their special case of Ultraspherical polynomials the last including the Legendre polynomials and the Chebyshev polynomials of first and second kind and on the other side the Hermite and Laguerre polynomials. The last are better classified as two-dimensional polynomials with relicts and close transformation relations to both the Hermite and the Laguerre polynomials in one-dimensional case.
One of the best older sources about Classical Orthogonal polynomials in general theory and to the Jacobi polynomials, in particular, is the monograph of Szegö [1] who also gave the modern and most general definition of this class of polynomials with the symmetries already implemented in the notation
and with the best standardization. A recommendable older representation with a chapter about Jacobi polynomials which uses already its modern definition is contained in the book of Jackson [2] . A very comprehensive work with a chapter about the Classical Orthogonal polynomials is in the second volume of the monographs of Bateman and Erd'elyi [3] about Higher Transcendental Functions and also very comprehensive are the Collections of Formulae and Tables of Magnus, Oberhettinger and Soni [4] and of Gradshteyn and
Ryzhik [5] and, furthermore, the collaborative work of Abramomitz and Stegun [6] with the chapter of Hochstrasser about Orthogonal polynomials. A monograph from Kusnetsov [7] has a long chapter about Orthogonal polynomials but it is not translated into English. However, the next two monographs to cite are translated into English. A very readable book with a large chapter about Orthogonal polynomials which includes many of their applications is that of Lebedev [8] and also another book in Russian of this time from Nikiforov and Uvarov [9] presents the general theoy of the Classical Orthogonal polynomials and its specialization together with applications in an appealing way. Also very readable is the monograph of Rainville [10] about special functions including the general theory of orthogonal poynomials and more detailed representations about the Jacobi polynomials and of ultraspherical polynomials or equivalently the Gegenbauer polynomials and their special cases of Legendre polynomials. In the work of Luke [11] we also find a large representative chapter about orthogonal polynomials with the general theory and with detailed consideration of Jacobi polynomials and of their special cases. A derivation of all one-dimensional Classical
Orthogonal polynomials from a general definition and with proof of their completeness one finds in the monograph of Chihara [12] . A representation of the Classical Orthogonal polynomials including the Jacobi polynomials (with notation ( ) formulae difficult to find at other places is the monograph of Srivastava and
Manocha [15] .
In more recent time, the collaborative NIST-handbook [16] of Mathematical
Functions with the chapter of Koornwinder, Wong, Koekoek and Swarttouw [17] about Orthogonal polynomials is a very comprehensive work. A modern introduction to Orthogonal polynomials is contained in the monograph of Andrews, Askey and Roy [18] (see also [19] ).
The representation of the Jacobi polynomials in a chapter of the monograph of Carlson [20] is a little uncommon and unusual but possibly more general as in other representations (biorthogonality with Jacobi functions) and the author generally does not write the upper indices of the Jacobi polynomials (it is difficult then to consider contiguous relations where they change in one formula)
and it deals with also Laguerre polynomials under the heading of the chapter about Jacobi polynomials. A special monograph about the Chebyshev polynomials with their application in mathematical approximation theory but with only very shortly mentioning (p. 35) their superclasses of Ultraspherical polynomials, Gegenbauer polynomials and of Jacobi polynomials is that of Rivlin [21] . In short form one finds a lot of formulae for Orthogonal polynomials also in a book of Bell [22] which we cite mainly for a formula to Hermite polynomials (see footnote in Section 5). Possibly, there exist further excellent representations of the Orthogonal polynomials.
Many classes of polynomials and of Higher Transcendental Functions possess
a group-theoretical background and were intensively studied in application of quantum mechanics to the theory of angular momentum that means to the [24] and Van der Waerden [25] as pioneers. The classical representation from the mathematical side is given in the monograph of Vilenkin [26] .
It rests to a considerable part on the work of the Russian school of mathematicians to the representations of groups, in particular, of Gelfand, Naimark and others and of Vilenkin himself (e.g., [27] [28] ). Other representations of a group-theoretical background of Orthogonal polynomials and Special functions are given, e.g., by Miller [29] [30] [31] and by Van der Jeugt [32] in the collection [33] . The monograph of Dunkl [34] is about Orthogonal polynomials of several variables (see also already cited [14] ) but it treats in addition their grouptheoretical background.
The main purpose of this article is to join an approach to the Ultraspherical polynomials which leads, in particular, to an alternative definition of this class of Furthermore, we find an operator identity for the more general case of Jacobi polynomials which among others leads to a convolution identity for the Jacobi polynomials similarly to the Vandermond convolution formula for the binomial coefficients. We also have accumulated in the past some more or less new applications of Ultraspherical polynomials mainly connected with 2D-matrices and functions of them and of their special cases of Chebyshev polynomials which, however, we cannot include into this article. In recent time we elaborated in detail the Weyl correspondence of classical phase-space functions to quantum-mechanical operators where the Jacobi polynomials find their application in many facets and not only in their simplest special cases. A main result was shortly communicated in [35] but the material for representation became too much to be packed into present work and we intend to make this separately.
Some results and formulae in the article are formulated for the whole set of Jacobi polynomials and some only for its subset of Ultraspherical polynomials.
The reason for this restriction to Ultraspherical polynomials was in these cases that we could not obtain up to now a generalization for the whole set of Jacobi polynomials which may be fairly difficult as some generating functions for both sets suggest.
Basic Relations for General Jacobi Polynomials
We give in this Section without a proof a few basic known formulae for the general Jacobi polynomials
. The integers ( ) , 0,1, 2, n n =  denote the degree of the polynomials in the variable u which is a real or complex variable and α and β are two parameters which usually take on real values.
A lot of formulae for them can be found in [1] and in short form in [3] [5] [6] [17]. The Ultraspherical polynomials The Jacobi polynomials were defined in the now generally accepted notation
by Szegö [1] in the Rodrigues-like form for Classical Orthogonal polynomials (e.g., [3] ) as follows
from which by applying the Leibniz rule for the multiple differentiation of a product of functions follows immediately the explicit representation
Using the commutation relation of the operator u ∂ ∂ with the operator
which is the weight function of the Jacobi polynomials we find from (2.1) the following useful modification of the definition
and if we bring the function ( )
The standardization of the Jacobi polynomials is
In [1] are also given relations to older definitions by Jacobi, Jordan, Stieltjes, 
This relation becomes important in Section 12 when we derive a convolution identity for Jacobi polynomials.
The Jacobi polynomials 
where starting from the basic definition of the Hypergeometric series of ( ) 2 1 , ; ; F a b c z one has to apply the transformation of the factorials 
or equivalently by substitution j n k = − of the summation index
The transition from (2.7) to (2.8) can also be made directly on the level of the polynomials that is demonstrated in Appendix A.
From (2.1) follows the symmetry property
1 .
In connection of (2.7) and (2.8) with this symmetry one may write down 4 equivalent definitions of the Jacobi polynomials by the Hypergeometric function ( ) 2 1 , ; ; F a b c z which all are given in [3] (Chap. 10.8, Equation (16)).
By differentiation of
with respect to variable u one finds (most easily) using (2.8) From this follows the expansion of
Apart from the special case α β = which we consider beginning with Section 3 and a few other special cases which we do not discuss here it is not possible to
give for the Jacobi polynomials
of argument zero simple formulae of multiplicative type others than the sum formulae which follow from the basic explicit relations for
by specialization.
We abbreviate the weight function of the Jacobi polynomials
Using the recurrence relation ( )
which can be checked by the given explicit representations for the Jacobi polynomials one may derive the following well-known second-order differential equation for the Jacobi polynomials (e.g,
We introduce now the functions Connected with these orthonormality relations are the completeness relations in
. 
with a self-adjoint operator in front of We mention that in [37] and also in [38] 
The first derivative of 
From (2.19) we find a differential equation for α β < ) to energy eigenvalues n E according to (we set 1 =  and masses also equal to 1) we found (see also [10] , p. 62, Equation (2))
where ( ) , α β are parameters which can be chosen arbitrarily. The expansion of n u in a sum over Jacobi polynomials is There exists yet another transformation relation for the Jacobi polynomials
which is only possible if one of the upper indices α or β is an integer k n ≥ − and which we write in the form
Its origin comes also from one of the general transformation relations for the Hypergeometric function ( ) 2 1 , ; ;
F a b c z if in addition to a or b equal to negative integers n − (polynomial case) the third parameter c is equal to an integer k n ≥ − (see, e.g., [5] , third of Equations 9.131, [36] , Equation 2.1. (23)).
In other case the relation is also true but leads outside from the Jacobi polynomials to the corresponding Hypergeometric function since the lower index n k + is then no more an integer.
The basic recurrence relation for the Jacobi polynomials with fixed upper indices possesses the form (e.g., [1] [3] and others) 
and the corresponding relation for raising the index (
There is a large number of contiguous relations where in addition to the lower index n or alone also one or both upper indices ( ) 
Basic Relations for Ultraspherical Polynomials
As already said the special case α β = of the Jacobi polynomials 
In the following we do not translate every formula for the Ultraspherical poly- 
The Gegenbauer polynomial 
In this and many other formulae in literature it is often used the Pochhammer symbol
as abbreviation for the so-called "shifted" factorials or Gamma function.
From (2.10) follows for the symmetry of the Ultraspherical polynomials
This means that Specifically, this is the transformation relation given in [36] (2.1.5, Equation (28) 
where the argument u is transformed in a quadratic function of u as new argument. This shows also that the Jacobi polynomials with unequal upper indices 1 2 α β ≠ =  are also Ultraspherical polynomials. We mention yet in this connection that due to the transformation relation (2.30) which changes one of the upper indices and which for α β = takes on the form
the upper indices must not necessarily be equal for representations of Ultraspherical polynomials.
The weight function for Ultraspherical polynomials is
From (2.15) we obtain the differential equation for Ultraspherical polynomials
One of the forms of the differential equation for Ultraspherical polynomials multiplied with the square root of the weight function is
The orthonormalized functions
satisfy the same differential equation as in (3.9) that means
The orthonormality relation for the Ultraspherical polynomials possesses the
and the completeness relation for the interval [ ]
The operation of lowering the degree of the Ultraspherical polynomials
and the corresponding operation of raising the degree specialized from (2.34)
They form the starting point in Section 9 for the explicit determination of the connection of the Ultraspherical polynomials to the ( )
Explicit Expressions for the Ultraspherical Polynomials
We now derive and compile explicit sum representations for the Ultraspherical polynomials. Using the symmetry (3.3) we find from (2.9) The factor ( )
Therefore after changing the order of summations we find
that after evaluation of the inner sum leads to the known explicit representation
usually found in other indirect way. A direct proof of this evaluation is given in Appendix B.
3 Using the duplication formula for the argument of the Gamma function one finds from (4.4) the equivalent representation
Thus we obtained the two equivalent basic representations of the Ultraspherical
by an expansion in powers of the variable u that was not possible in such simple way for the general Jacobi polynomials where the vanishing for odd n is due to the symmetry (3.4). If we write down the expansion (2.12) in special case α β = we have after changing the index of
and by comparison of (4.4) with (5.2) or directly from (4.6) we find
The expression for ( )
(or its generalization for non-integer α ). It is interesting that we met already the case 0 α = when considering the expansion of ( ) 
Alternative Representation of Ultraspherical Polynomials
We derive in this Section an alternative explicit representation of the Ultraspherical polynomials which becomes important for our further considerations.
We start from the representation (4.4) of
which we write in a slightly different form and make the following transformations using the binomial formula and reordering of the arising double sum 
With the evaluation of the inner sum which we make in detail in Appendix B we obtain the following substantial new representation of the Ultraspherical
One can also make the inverse transition from this representation to the representation (4.4) by expansion of ( )
into a Taylor series in powers of 2 u and evaluation of the arising (inner) sum.
We make now the following coordinate transformation u x ↔ ( )( )
The variable u in the interval [ ] 
is a polynomial of the variable x of degree n and we introduce for it multiplied by a factor for practical purpose a new notation
or in representation by the Hypergeometric function ( )
In Appendix C we give tables of the polynomials 
or if we use the standard notation for the Bessel functions 
We have now obtained a very interesting formula for the polynomials
onto the monomials n x . Although this operator depends on α as a fixed parameter it does not depend on the degree n of the polynomial 4 . 4 This is in great analogy to the Hermite polynomials ( ) n H x which can be generated from the monomials x n by the formula [35] [40] ( ) ( )
 as an alternative definition and which in some of our paper of the last years plaid an important role. The oldest source for this formula which we found up to now, however, without a citation there is the book of Bell [22] (p. 159).
From the differential Equation (3.8) for
follows via the trans- 
From (5.10) follows that they obey the following differential equation with a self-adjoint operator in front ( )
In addition we define now the following set of functions 
Investigation of the Relatives to the Ultraspherical Polynomials and a Generating Function
We continue in this section the investigation of the relatives 
and with the explicit representation
Immediately we see that the powers 
1 2
The reciprocal functions to 
Operator identities can be applied to arbitrary functions (here 
.
Therefore, the operator x ∂ ∂ is the lowering operator for the sets of poly-
The case of the raising operator is more difficult and we delay this problem to Section 9 where we describe the ( ) 
This is not a pure raising relation for the polynomials 
that means with the definition of
We used the commutation relation 
Back Transformation to the Ultraspherical Polynomials and Their Alternative Definition
In this section we make the inverse transformation from the polynomials 
If one goes now back from the coordinate x to the coordinate u by relations (5.3) one finds 
This may be considered as an alternative definition of the Ultraspherical polynomials in comparison to the Rodrigues definition (3.3) (see footnote 2 in Section 5) which on the first glance seems to be awkward but if we look nearer to it we discover also some interesting features and representations, in particular, 
For the use of the Ultraspherical polynomials with the variable u in the range 1 u ≥ we can make the substitution by the Hyperbolic Cosine 
. ! n n n I sh n ch P ch sh n sh sh 
One difficulty in last definitions as explained is that the operators
are not "disentangled" as pure series in the differentiation operator θ ∂ ∂ and depend on the degree n of the polynomials.
Here is the right place to mention the following known interesting relations [1] [3] that leads immediately to (we change temporarily vari-
After transformation to the variable u according to (5.3) one finds
that after the substitution At least the second of these generating functions for the Legendre polynomials ( ) n P u is known (see [10] , p. 165, Equation (5)) but it does not belong to the best-known generating functions and is rarely considered in the corresponding literature.
Unitary Irreducible Representations of Lie Algebra
( )
In [41] it was proved in a very general way that a quantum-mechanical system with a quadratic spectrum of the energy levels n E as function of n ordered by arising energy possesses a Lie algebra . Such a transition is called Inönü-Wigner contraction (see [41] ). This procedure is applicable to the Ultraspherical polynomials and their relatives and the orthonormalized functions determined by them.
We may see this from the differential equation for the Ultraspherical poly- 
Instead of 1 K and 2 K one may introduce the lowering operator K − and the
They obey the commutation relations
By the substitutions 1 
where k is a fixed parameter of the representation one may construct the whole algebra of ( ) (2) following Gel'fand, Naimark et al. [27] . The finitedimensional representations of SU(2) become non-unitary (or, more specifically, "quasi-unitary" according to used notion in [26] ) for the transition from SU (2) 
This means that the states , k n can be generated from the lowest state , 0 k
By construction the unitary irreducible representations with parameter k terminate to below with the state to n = 0. Formulae (6) 
For the sum and difference of the operator products K K − + and K K + − one finds
The operator C defined by
commutes with all operators of the Lie algebra . The left-hand sides of (8) represents two different factorizations of the main part of the operator of the differential equations. These are, in principle, the Infeld-Hull factorizations [43] and in next Section we find the factors explicitly for the Ultraspherical polynomials.
Abstract equations of the form ( The lowering operator for the polynomials
under fixed parameter α is given in (3.14) and the raising operator is also known. Starting from the relation for lowering in (3.14) one may make in straight-forward way the transition to the normalized functions
via their definition in (3.10) and find a lowering relation which can be written in the form
where we write in braces a sum of Hermitean operator and an anti-Hermitean operator that makes the transition to the raising operator by adjunction easier † u u
The first operator ( )
in braces is not independent on n and therefore not a linear operator in usual sense because it depends on the index of the function
to which it is applied and we have to take this into account and come in rigorous way by inspection of the general relations for the Lie algebra ( )
given in last Section to the raising relation
By comparison of the right-hand sides of (9.1) and (9.2) with the right-hand sides in (8.6) one finds the connection of the parameter α in .6). At the end of this Section we will make a remark how one may obtain genuine operators which do not depend on n but this is more a principal action than an action to apply in praxis.
We discuss now the orthonormalized functions 
. using the differential equations it should be possible to transform it into a form independent of n that, however, we do not make here.
The operation of lowering in (9.4) was written in a form two sum terms where the first is a Hermitean (or self-adjoint) operator and the second an antiHermitean operator. By Hermitean conjugation we find from the left-hand side an operator which raise the index from 1 n − to n and if we rise the index n by a step of 1 we find the following operation of raising ( )
The operations (9.1) and (9.4) and also (9.2) and (9.5) or widely analogous and may also be obtained by the coordinate transformation u x ↔ given in (5.3).
In Appendix D we compile these relations using non-Hermitean operators in , , a b c and where H is an operator which we call Hamilton operator. We may formally solve the quadratic Equation (9.6) for n with the solution
Inserting for n the operator on the right-hand side in the formulae for the lowering and raising operator one obtains it in the general operator form. The sign has to be chosen in such a way that it corresponds to non-negative n . For example, in the realization of ( ) 
Generating Functions for Jacobi Polynomials
In this and the following Sections we derive some formulae for general Jacobi
. The best-known and basic linear generating function for general Jacobi polynomials is ( [1] and, e.g., [3] called then Gegenbauer polynomials (e.g., [10] ). This basic generating function alone justifies their independent introduction in comparison to the Ultraspherical polynomials as special case of the Jacobi polynomials with a separate name.
A further generating function for Jacobi polynomials which is remarkable for its symmetry and for its factorization into a product with factors depending only on one of the parameters ( ) , α β is (Koornwinder et al. [17] , p. 449, Equation It can be easily derived using the explicit representation (2.2) of the Jacobi polynomials by reordering the arising double sum.
We direct now our attention to the following generating function for the Jacobi polynomials
which can be derived from (2.7) as follows (see also [15] , p. 82)
where we made the substitution n k l − = of the summation indices and made a reordering of the summation. Using the Taylor series for ( )
In contrast to (10.1), the upper indices of the Jacobi polynomials in this generating function are not fixed parameters.
From this one finds the following alternative formula for the polynomials
In the special case α β = of ultraspherical polynomials we obtain from (10.6)
Apart from bilinear and even trilinear generating functions for Jacobi polynomials we find in Chap. 2 of the monograph of Srivastava and Manocha [15] also more general generating functions from type (10.6) where the upper indices are not pure parameters. Furthermore, we mention that we did not find up to now a generating function for the general Jacobi polynomials which generalizes the generating function (7.16) for the Ultraspherical polynomials.
Operator Ordering and Operator Disentanglement for General Jacobi Polynomials
In some regions of physics, in particular, in quantum optics and in the theory of 
where ( ) 
The correctness for arbitrary n can be proved by complete induction and since this proof is relatively simple, we do not write it down here.
We mention that the operators 
where we made the substitution j k l = + of the summation indices and applied a reordering of the sum terms in the finite sums. By comparison with (2.7) we find that the inner sum can be evaluated according to 11.10) and the disentanglement relation (11.9) to "normal ordering" can be written in the following final form
This is an operator identity which may be applied to arbitrary functions Using the Taylor series of the exponential function we may derive from
where we changed in an intermediate step the order of summations in the double sum. For the sum on the right-hand side of (11.11) we may apply the generating function (10.6) and we find the operator identity in the form
It is easy to see that this operator identity is correct in its Taylor series in powers of t up to linear terms in t and we checked by computer that this is also the case up to quadratic terms in t .
For an arbitrary function ( ) x ϕ we find in similar way the more general operator identity
where
the j -th derivative of ( ) x ϕ which is to take for x t u ∂ = ∂ in the formula.
In the case α β = of Ultraspherical polynomials the operator disentanglement formulae (11.11) takes on the form 7 This or (12) and formula (11) are analogous to corresponding operator identities for Hermite polynomials and thus for the Heisenberg-Weyl group as follows
with parameter λ and due to 
In next section, we apply the derived operator identities to different functions and obtain in this way function identities. 
Derivation of Function Identities and a Convolution Identity for Jacobi Polynomials
For example, by applying (11.11) to the functions ! n u n one obtains the identity of the following functions on both side exp log 1 log 1 .
By series expansion of both sides in powers of t one can check this identity for low powers of t (we made it up to powers 2 t ).
The main purpose of this Section is the application of the operator identity 
If we now use the following definition of the Ultraspherical polynomials
which follows directly from specialization of (3.3) and insert this into (12.4) we obtain the following identity of polynomials on the left-hand and on the righthand side.
This is a kind of convolution representation of arbitrary Jacobi polynomials
and is similar to Vandermond's convolution identity for binomial coefficients.
Using the operator identity (11.11) with the substitutions α α γ → − and β β δ → − and formula (2.6) which is equivalent to the definition of the Jacobi polynomials but contains two free parameters γ and δ we may generalize the convolution identity (12.6) as follows 
In connection with the derived function identities of the "convolution-type" we mention here yet the following identity of a similar type which, however, in simple way can be formulated only for the Gegenbauer polynomials .
Relation (12.9) follows then by identification of the coefficients to equal powers n t of the arbitrary t on both sides. In contrast to the derived convolution identities (12.7) the identities (12.9) do not involve the upper indices in the summation and it seems to be not easy to extend (12.9) to more general simple function identities for general Jacobi polynomials.
With the known values of the Ultraspherical polynomials for argument 0 u = given in (4.8) the identity (12.6) takes on the form
In special case α β = this leads to the following sum evaluation 
Conclusion
We derived new functions and representations for Jacobi and for the Ultras- We established a new operator identity for the general case of the Jacobi polynomials which is a kind of operator disentanglement and insofar it is related to reordering of non-commuting operators to normal ordering (all differential operators behind the multiplication operators) and is important and well known in quantum optics for the annihilation and creation operators of the HeisenbergWeyl group and also in the theory of differential equations. Operator identities can be applied to arbitrary functions and they provide then function identities.
In this way we could prove a kind of convolution theorem for the Jacobi polynomials with a certain similarity to the Vandermond convolution identity for binomial coefficients. Sometimes it was difficult to find out within the immense literature to polynomials whether or not a particular formula or approach is already known or is it novel and our main attention was directed to the correctness of the formulae.
The Jacobi polynomials Weyl correspondence between classical phase-space functions to quantummechanical operators. This was shortly communicated in [41] and an article to this is in preparation.
Appendix A. Transformation of the Explicit Sum Expression for the Jacobi Polynomials Formula (2.1) can be transformed in the following way which is identical with (2.8). In the last step we used the sum evaluation 
Appendix B. Evaluation of Two Finite Sums
We prove in this Appendix by the same method the evaluation of two finite sums by expressions of multiplicative type. One method for a proof is the following. We transform the sum as follows (the upper limit 2 j of the summation is here extended to ∞ ; intermediately we make the variable substitution 1 x ε = + ) ( ) ( ) ( 
