The role of the mirror system in action understanding has been widely debated. Some authors have suggested that the mirror system plays an important role in action understanding (Rizzolatti and Sinigaglia, 2010) , whereas others have claimed that direct evidence to support this view is lacking (Hickok, 2009) . If mirror neurons have an active role in action understanding rather than passive visuomotor transformation during action observation, they should respond differently to the observation of actions depending on the intentions of the observer. In this fMRI study, twenty participants observed identical actions under different instruction contexts. The task was either to understand the actions, identify the physical features of the actions, or passively observe the actions. A multi-voxel pattern analysis revealed unique patterns of activation in ventral premotor cortex and inferior parietal lobule across the different contexts. The results suggest that ventral premotor and inferior parietal areas respond differently to observed actions depending on the mindset of the observer. This is consistent with the view that these regions do not merely process observed actions passively, but play an active role in action understanding.
Introduction
According to the 'direct-matching' hypothesis, people understand actions by directly mapping the visual representation of an action to an equivalent motoric representation of the action in their own motor system. The 'mirror system' has been suggested to be the underlying network responsible for this visuomotor transformation ).
Mirror neurons fire both when an action is performed, and when a similar or identical action is passively observed (Rizzolatti and Craighero, 2004) . These neurons were discovered during single-cell recordings in monkey areas F5, PFG and AIP (Gallese et al., 1996 Rizzolatti and Sinigaglia, 2010) . Mirror neurons have also been described in humans (Mukamel et al., 2010) , and it has been hypothesized that a similar parieto-frontal 'mirror' mechanism is present in the human brain (for recent reviews see Cattaneo and Rizzolatti, 2009; Fabbri-Destro and Rizzolatti, 2008; Iacoboni and Dapretto, 2006; Rizzolatti and Fabbri-Destro, 2010; Molenberghs et al., 2011) .
Several different brain mechanisms might underpin action understanding (Brass et al., 2007; Saxe, 2005 Saxe, , 2006 , but Rizzolatti & Sinigaglia (2010) claim that the parieto-frontal 'mirror' mechanism is the only system that allows an individual to understand the action of others 'from the inside' by allowing the observer a first-person grasp of the motor goals and intentions of other individuals. According to this view, mirror neurons in higher motor areas play an important role in the cognitive understanding of actions (Blakemore and Decety, 2001; Rizzolatti and Sinigaglia, 2010) . A number of single-cell studies in monkeys have provided evidence of a role for mirror neurons in action understanding. Umilta et al. (2001) found that a subset of mirror neurons in ventral premotor cortex respond to goal-directed actions even when the final part of the action is hidden from view. The authors concluded that the missing parts of the actions were internally generated in the monkey brain and therefore involved in action recognition. Kohler et al. (2002) found that some mirror neurons in the ventral premotor cortex not only respond to the observation and execution of an action but also to the sound of that action, supporting the view that these neurons code the goal of an action, irrespective of input modality.
In a more recent single-cell study, Umilta and colleagues (2008) trained monkeys to grasp an object with 'normal' and 'reverse' pliers. With the normal pliers monkeys closed their hand to grasp the object whereas with the reverse pliers they opened their hand to achieve the same goal. Despite the different actions involved, mirror neurons in ventral premotor cortex were active in both conditions consistent with the coding of a common goal (grasping an object).
These studies suggest that mirror neurons in monkeys do not simply represent the movement characteristics of an action, but in fact encode the goal of that action. In humans, fMRI studies have revealed very similar activations within the mirror system in response to robotic (Gazzola et al., 2007) and tool actions (Peeters et al., 2009) , suggesting that this human mirror network also codes the goal of the action rather than the physical features of the action itself.
Repetition suppression refers to the observation that repeated presentations of a sensory stimulus consistently reduce blood-oxygen-level dependent (BOLD) responses relative to presentations of a novel stimulus. In humans, fMRI repetition suppression paradigms have been used to examine activity within the human mirror system (Chong et al., 2008; Kilner et al., 2009 ). These studies have also provided evidence that the goals of actions are represented within the inferior parietal lobule (Hamilton and Grafton, 2006) and ventral premotor cortex (Lestou et al., 2008) , two regions assumed to contain mirror neurons. Further evidence for the role of the mirror system in action understanding comes from a study by Calvo Merino et al. (2006) , in which the authors had expert male and female ballet dancers observe genderspecific dance movements. This allowed for the control of visual knowledge, as all actions were equally known to all participants, but only half of the actions observed were within the participant's own expert motor repertoire. The observation of movements specific to one's own motor repertoire elicited greater activation in premotor and parietal areas relative to opposite-gender moves. The authors concluded that mirror circuits have a purely motor response over and above visual representations of action, and that we understand actions not only by visual recognition, but also motorically.
Further evidence for a crucial role of mirror areas in action understanding comes from a study by Pobric & Hamilton (2006) , in which transcranial magnetic stimulation (TMS) of the pars opercularis impaired perceptual judgments about other people's actions, suggesting that this region of the ventral premotor cortex is necessary for the perception of action. Behavioral studies have also shown that the intention (Liepelt et al. 2008a ) and the goal ) of an observed action can influence motor simulation.
To understand an action, both the goal of the observed action and the intention of the person performing that action must be encoded (Kilner and Frith, 2008) . Fogassi et al. (2005) showed that mirror neurons in the inferior parietal lobule of the monkey (see Bonini et al., 2010 for similar properties in area F5) not only encode the goal of an observed motor act but also discriminate identical motor acts (e.g., grasping) according to the context in which they are embedded (e.g., 'grasping to eat' versus 'grasping to place'). The authors concluded that because the discriminated motor act was part of a chain leading to the final goal of the action, this neuronal property allows the monkey to predict the goal of the observed action and, thus, to 'read' the intention of the acting individual. Evidence for the role of the mirror system in intention understanding in humans comes from an fMRI study by Iacoboni and colleagues (2005) . In this study actions were presented in different contexts (e.g., grasping a cup in the "before tea" context suggested grasping a cup to drink; by contrast, grasping a cup in the "after tea" context suggested grasping a cup to clean up). They found that the ventral premotor cortex was more active when participants watched actions that were imbedded in a context that facilitated understanding of the actor's intentions, compared with observation of actions without such a context. Unfortunately, in the study of Iacoboni et al. (2005) the stimulus features in the video clips were different between the conditions, making it unclear if the difference in activation was related to the context or the difference in visual presentation. Intention understanding in novel, non-stereotypic situations, on the other hand, does not appear to be mediated by a mirror neuron network that encodes observed actions "motorically", but rather by an inferential interpretative system in the superior temporal sulcus, posterior STS and anterior fronto-medial cortex, which analyse the visual features of the action (Brass et al., 2007; Kilner and Frith, 2008; Liepelt et al., 2008b) .
Recently, evidence for the role of the mirror system in action understanding has been questioned. Hickok (2009) argued that no evidence from monkey data directly tests this theory, and evidence from humans makes a strong case against the position. According to Hickok (2009) , if mirror neurons are crucial for action understanding, lesions in areas that contain mirror neurons, such as area F5 in monkeys and Brodmann area 44 in humans, should lead to impairments in action understanding; however, this does not appear to be the case.
After listing eight problems for the mirror neuron theory of action understanding, Hickok (2009) concludes that, although it seems entirely possible that motor experience can augment conceptual understanding in some situations, in others mirror-like activity appears to reflect sensory-motor associations that are devoid of meaningful conceptual content.
If the fronto-parietal mirror network has no active role in action understanding, as Hickok (2009) suggests, we would expect the pattern of activation in these regions during action observation to be the same whether participants try to understand the action or they simply observe the same action passively, with no task instructions. Contrary to previous fMRI studies in which stimulus features differed between the conditions (e.g., Iacoboni et al., 2005) or in which participants had to prepare different actions to identical video clips (Decety et al., 1997; Grèzes et al., 1999) , we presented participants with a set of identical action-video clips to which identical actions had to be prepared. We only changed the context in which participants watched the actions in separate experimental conditions. In one condition, participants merely observed each successive action but were not required to make any explicit judgment about it. In a second condition, participants were instructed to make a judgment on the physical features of the action. In the third condition, participants had to make a judgment on the meaning of the action. We included a 6 s delay period between observing actions and making a judgment about the actions which allowed us to examine BOLD activation related purely to the perception of actions in the video clips completely independent of any brain activity associated with the response-period of the trial (see Methods section for details). If mirror areas are influenced by the intention of the observer through top-down modulation Teufel et al., 2010) , the ventral premotor cortex and inferior parietal lobule would respond differently to the observation of identical actions. On the other hand, if mirror areas only have a passive role in action observation, and automatically simulate the observed actions regardless of context, we expect these regions to show a similar pattern in all three conditions. Because mirror neurons only represent a small proportion of the neurons in these areas (Gallese et al., 1996 we expected only subtle differences between our conditions. Therefore, in addition to a classical SPM analysis we also performed a more sensitive multi-voxel pattern analysis (Etzel et al., 2009; Haxby et al., 2001 ).
Methods
Participants. Twenty volunteers (mean age = 21.3 years; standard deviation = 1.45 years; 9 males) completed the experiment. All participants were right-handed, had normal or corrected-to-normal visual acuity, and had no history of mental or neurological diseases. between the three conditions. This was followed by a video clip, 1 s in duration. Stimuli were video clips of forty different pantomimed, goal-directed hand actions (e.g., clicking a pen; hammering a nail; scratching a surface; shooing a fly, etc.), taken from the study of Chong et al. (2008) . There were 40 movie clips in total, each clip appearing in each condition once during the experiment. The object toward which each action was directed (e.g., pen, hammer) was not present in any of the clips. Observation of an object can also activate the motor system but these neurons are known as canonical neurons (Murata et al., 1997) rather than mirror neurons. Therefore to avoid the activation of these canonical neurons we used pantomimed hand actions. Each action was carefully chosen to be as distinct from the others as possible and showed images of the action being performed by the right hand of an actor viewed from a third person perspective against a black background. Only the torso and right hand of the actor were visible. Each video clip was followed by a 6 s delay during which a fixation cross remained on the screen. A long delay was used to make it possible to analyze the data before the Go or NoGo cue (see fMRI analysis for details). After the delay a Go or NoGo cue (3 s duration) indicated whether participants should make a response. The NoGo cue (50 % of the time) was always indicated by the letter "N", but the Go cue differed depending on the condition. The Go-NoGo task design forced participants to wait until the cue, at the end of the delay period, before making any responses. It also allowed us to verify that our analysis of activity during the delay period following the action video was not influenced by the response-period of the trial, by showing no brain activity differences between between Go-NoGo trials during this interval.
A text cue with two options (e.g., 'knock door' or 'paint canvas' ?) indicated a Go trial in the "Understand action" condition and participants had to press a left or right button to indicate the side of the matching stimulus. The correct stimulus was randomly matched with an incorrect stimulus and the position of the correct stimulus (left or right) was counterbalanced across trials in all conditions. A picture with two different hand actions indicated a Go trial in the "Observe physical features" condition, and again participants had to press a left or right button to indicate the correct response. During the "Respond left or right" condition, a text message ("Press Left" or "Press Right") was presented and participants had to press the response button indicated by the text. In the Baseline condition a fixation cross remained on the screen for the total duration of the trial (12 s fMRI Preprossing. All data were preprocessed and analyzed using SPM8 (Wellcome Department of Imaging Neuroscience, Institute of Neurology, London; http://www.fil.ion.ucl.ac.uk/spm), implemented in Matlab (Mathworks Inc., USA). EPI volumes were realigned to the first image of each run for movement correction using a leastsquares approach and six-parameter rigid body spatial transformations (Friston et al., 1995) .
A mean EPI volume was obtained during realignment, and the structural MRI was coregistered with that mean volume. The structural scan was normalized to the Montreal Neurological Institute (MNI) T1 template using nonlinear basis functions. The same deformation parameters were applied to the EPI volumes. The EPI volumes were spatially smoothed using a 8 mm FWHM isotropic Gaussian filter. The time series for each voxel was high-pass filtered to 1/128 Hz.
Because we were interested in activations associated with the perception of hand actions, rather than those linked to manual responses on Go trials, each of the three trial types (Understand, Observe and Respond) was modeled ( Figure 2 ) by a series of 6 box-car functions with a duration of 2 seconds (Finite Impulse Response sets). The peak of the delayed hemodynamic response associated with the perception of the video clips was expected 5 seconds (Miezin et al., 2000) after the start of the video clip. Therefore the 4 th box-car function (Figure 2 ) was selected for analyses using SPM. Note that the end of this 4 th box-car was 1 s before presentation of the Go or NoGo cue; thus, differences in activations between conditions cannot be attributed to movement execution (see Cunnington et al., 2006 for a similar procedure).
fMRI analysis
Analyses based on the General Linear Model in SPM. For all active conditions, we contrasted activation while participants watched action videos with that obtained during the fixation baseline. To identify the brain network involved in the perception of actions across all conditions we performed a null conjunction analysis (Nichols et al., 2005) . Additionally, pairwise comparisons between each of the conditions were performed. As a control measure we also contrasted all Go trials with all NoGo trials to make sure differences between conditions were not related to different Go cues. Specific contrasts calculated in the first-level analyses were then compared in second-level random-effects group analyses using singlesample t-tests (Holmes and Friston, 1998) . For all contrasts, significant activation was defined by a cluster-level probability threshold of P FWE < 0.05 corrected for the whole brain search volume (with clusters defined by the voxel-level threshold P < 0.001).
Multi-Voxel Pattern Analysis (MVPA).
We further investigated differences in activation patterns across the three experimental conditions ("Understand action", "Observe physical features" and "Respond left or right") using the Princeton MVPA toolbox (http://code.google.com/p/princeton-mvpa-toolbox/wiki/Main). We were particularly interested in two regions previously associated with the mirror system: Inferior Parietal Lobule (IPL) and Ventral Premotor Cortex and adjacent pars opercularis (vPM). Two regions of interest (ROI) were defined a priori using MRIcroN. The ROI in the left IPL had a 20 mm radius and was centered around a voxel with the following MNI coordinates: x = -48, y = -37, z = 31. This location (transformed from Talairach into MNI coordinates) was activated during observation and execution of actions in a previous fMRI study of the mirror system (Molenberghs et al., 2010 ). An homologous image was created for the right IPL and combined with the left IPL to make a bilateral ROI. The same procedure was used for the bilateral vPM ROI (-54, 14, 7) . This loaction (transformed from Talairach into MNI coordinates) was also selected on the basis of being activated during observation and execution of actions in a previous fMRI study on the mirror system (Iacoboni et al., 1999 ).
To ensure above-chance classification was not due to some artifact in the data such as scanner drift, subject movement, or some other confound, we selected a control region in a bilateral temporal ROI (-47, -2, -23). This region was chosen for two reasons. First, the control region was located far away from the other two regions and therefore didn't overlap with them. Second, this temporal region has a role in higher level semantic processing (Visser et al., 2010) . If no significant classification is found in this temporal region it supports the conclusion that above-chance classification in the other two regions is unlikely to be attributable to differences in semantic processing between the three conditions. The ROIs were used as a mask to load in the raw EPI voxel data in MATLAB using the Princeton MVPA toolbox. We z-scored the data to normalize the response amplitudes of individual voxels relative to the average of the entire time course within each run. This minimised baseline differences across runs and reduced the impact of outliers. To maximise the sensitivity of the classification analyses, we first used an ANOVA to perform the feature selection and restricted our analysis to the most relevant voxels. As a regressor we used the information from the 4 th TR after the start of each of the three relevant conditions ("Understand action", "Observe physical features" and "Respond left or right"). As mentioned above, this corresponded with the peak of the BOLD response associated with observation of actions in the video clips (Figure 2) . The other time points were removed from the analysis. Cross-validation classification was performed with a backprop classifier, with no hidden layers, implemented in the toolbox. Classification was performed for each of the three conditions per ROI for each of the 5 runs using the information from the 4 other runs.
Each run was set aside, in turn, as the test data; the remaining runs were then used to train the classifier. This procedure was repeated 5 times until all runs had been assigned once as the test data, allowing for an unbiased estimate of the overall classification performance. First we performed a three-way classification for each ROI between the three conditions. If the pattern of activation between the three conditions is the same, the classifier should perform at chance level (33.33 %). Hit rates (= percentage correct classifications) across all three conditions were calculated per run and, per participant using the Princeton MVPA toolbox. Hit rates were then averaged across the five runs and calculated for all participants. Significant threeway classifications across participants were followed up by pairwise classifications. To compare the mean hit rate across all the participants with chance level, we used one-sample t tests (33.33 % for the three-way classifications and 50% for the pairwise classifications).
Results

Behavioral Results.
Response Times. Mauchly's test indicated that the assumption of sphericity had been violated (chi-square = 10.57, p <.05). Degrees of freedom were therefore corrected using Greenhouse- fMRI Results.
As expected no difference was found between Go and NoGo trials confirming that the analysis of the 4 th box function during the delay period (see Figure 2 for details) was not influenced by any differences in the Go cue or responses, and reflected activity only associated with observation of the action video. All three conditions activated a similar parieto-frontal network compared with the Baseline condition ( Figure 3 ). This network included the inferior parietal lobule and ventral premotor cortex, both of which are known to be activated during action observation. The pairwise comparisons revealed no significant differences between any of the three conditions at the whole brain level; nor were there any significant differences using a small volume correction when analyses were restricted to the IPL and vPM ROIs described in the MVPA methods.
Multi-Voxel Pattern Analysis (MVPA).
Because we only expected subtle difference between the conditions we performed a more sensitive MVPA. MVPA can detect small differences in the pattern of activation between different conditions (Etzel et al., 2009; Haxby et al., 2001) . If the ventral premotor cortex and inferior parietal lobule respond the same to the observation of action video clips irrespective of context we would expect classification performance to be at chance level. We combined left and right regions of interest because a paired t-test showed that there was no difference between right and left vPM, t(19) = 0.31, p = 0.76 and left and right IPL, t(19) = 1.05, p = 0.31.
1) Ventral Premotor Cortex (vPM).
MVPA performed within the vPM revealed above chance (33.3 %) classification ( Figure 4A ) between the three conditions across participants (t(19) = 3.1, p = 0.006; M = 36.5 %, SD = 4.7 %). Significant pairwise decoding ( Figure 4B) above chance level (50 %) was further found between the "Understand action" and "Observe physical features" (t(19) = 2.3, p = 0.04; M = 53.3 %, SD = 6.5 %), "Respond left or right"
and "Observe physical features" (t(19) = 2.7, p = 0.02; M = 53.4 %, SD = 5.7 %) and "Respond left or right" and "Understand action" (t(19) = 3.0, p = 0.007; M = 55.9 %, SD = 8.7 %) conditions.
2) Inferior Parietal Lobule (IPL).
The three-way MVPA within the IPL also revealed a significant classification above chance ( Figure 4A ) across participants (t(19) = 3.2, p = 0.005; M = 37.6 %, SD = 6.1 %). Significant pairwise decoding ( Figure 4C ) was further found between the "Understand action" and "Observe physical features" (t ( showed that the pattern in BA44 (p = 0.015) and IPL (p = 0.007) was significantly different from that in the control region.
Discussion
In this study we set out to determine whether two cortical regions (vPM and IPL) commonly associated with the mirror system respond differently to the observation of actions depending on the intention of the observer. A parieto-frontal network was significantly active during the observation of pantomimed goal-directed actions, irrespective of the context. This is consistent with previous results showing that pantomimed goal-directed actions, even when the objects to which actions are directed are not present, automatically activate this mirror network (Buccino et al., 2001; Chaminade et al., 2005; Chong et al., 2008; Decety et al., 1997; Dinstein et al., 2007; Iacoboni et al., 1999; Molenberghs et al., 2010; Montgomery et al., 2007) . The classical SPM analysis yielded no significant differences between the three contexts, but a more sensitive MVPA analysis found significant classification performance above chance level in the ventral premotor cortex and inferior parietal lobule across all of the three context conditions. A control region within the temporal cortex showed no significant classification above chance level, so we can rule out that the results for the vPM and IPL were caused by scanner drift, participant movement, or some other confound such as a difference in the degree of high-level semantic processing across the conditions.
Because only a relatively small proportion of the neurons (17 % in area F5 in monkeys; Gallese et al., 1996) in the vPM and IPL are mirror neurons, it is no surprise that the classical SPM analysis was not sensitive enough to pick up differences between the conditions. The MVPA analysis, on the other hand, revealed that these regions have an active role in action understanding, as opposed to merely being involved in the passive encoding of observed actions (Iacoboni et al., 2005) . This is the first fMRI study that to use identical video clips in all three context conditions, thus therefore we can rule out that distinct stimulus features across the conditions were the cause of the different activation patterns. The significant classification also cannot be attributed to differences in action execution or in the Go cue because only fMRI data obtained before the execution phase ( Figure 2) were used in the classification. The RT results show that it took longer to respond in the "Understand action"
condition and accuracy results showed that participants were more accurate in the "Respond left or right" condition. These results were expected because of the difference in difficulty between the different Go cues. Note also that participants responded after the Go cue. There were thus no implications of the RT and accuracy data for the imaging results, since we only analysed BOLD information before the onset of the Go cue (see Figure 2 for details). In both the "Understand action" and "Observe physical features" condition participants had to pay attention to the actions, so differences in attention also cannot explain our results. Nor can differences in action preparation account for our results, because in all three conditions participants had to prepare identical actions (left or right button responses). The context, on the other hand, was the only difference between the three conditions; therefore, we can reasonably conclude that the different activation patterns in three action observation conditions resulted from differences in the intention of participants while they were observing actions.
Contrary to previous studies we did not investigate action understanding by manipulating the context (Liepelt et al., 2009) or the goal (Iacoboni et al., 2005) of the observed action;
instead, we changed the mindset of observers by changing the kind of judgment they were cued to make on identical video clips. The different patterns of activation in vPM and IPL are in line with previous findings which have shown top-down modulation effects on mirror system activity Teufel et al., 2010) .
The current results suggest that when we try to understand an observed action we extract different information compared with than when we passively observe the same action. The fronto-parietal action-observation network is typically seen as passively encoding actions onto our own motor system regardless of the intentions of the observer, but our data show that there are subtle differences in this network depending on the context in which actions are observed. The mental state of an observer influenced the perception of the action in a topdown manner (Teufel et al. 2010) . This is contrary to the classical bottom-up view of action understanding in which brain regions involved in the encoding of an action feed one-way information to different brain regions involved in the interpretation of that action. We can only speculate on the underlying mechanisms responsible for this different activation pattern but a possible explanation comes from a specific type of mirror neurons called ''logically related'' neurons (Iacoboni et al., 2005; Pellegrino et al., 1992) . This subset of mirror neurons does not respond to the observation and execution of the same action, but they respond to the execution of a functionally related action (e.g. observation of grasping a peanut and execution of opening the mouth). These neurons therefore respond relative to the meaning of the observed action to the observer. If the observed action has no relevance to the observer, as in our Respond condition, these neurons will respond differently compared to when the action is relevant to the observer, as in the two other conditions. Even if both conditions have relevance to the observer but the goal is different, as for the "Understand action" and "Observe physical features" conditions, we would expect to see a different pattern of activation depending on the type of relevance to the observer. Contrary to a previous fMRI study (Iacoboni et al., 2005) , we used identical video clips in all our conditions, therefore our results are the first to show clear fMRI evidence for the role of the mirror system areas in action understanding.
In conclusion, we have shown unique patterns of activation in IPL and vPM depending on what information people have to extract from an observed action. These findings are consistent with previous studies (Iacoboni et al., 2005; Pobric & Hamilton, 2006; Umilta and et al., 2008) that have suggested that mirror regions have an active role in action understanding. 
