A new characterization of bivariate copulas is given by using the notion of Dini derivatives. Several examples illustrate the usefulness of this result.
Introduction
A (bivariate) copula is a distribution function on I 2 := [0, 1] 2 whose univariate margins are uniformly distributed. Specifically, C : I 2 → I is a copula if it satisfies the following properties:
(C1) C(x, 0) = C(0, x) = 0 for every x ∈ I, i.e. C is grounded, (C2) C(x, 1) = C(1, x) = x for every x ∈ I, (C3) C is 2-increasing, that is, for every x 1 , y 1 , x 2 , y 2 ∈ I, x 1 ≤ x 2 and y 1 ≤ y 2 , it holds C(x 1 , y 1 ) + C(x 2 , y 2 ) ≥ C(x 1 , y 2 ) + C(x 2 , y 1 ).
1)
are called, respectively, rightside upper and lower Dini derivatives of f at x. Note that the rightside Dini derivatives take values in [−∞, +∞] . Given two continuous functions f 1 , f 2 , it is easy to show that:
for every point x that admits finite Dini derivatives of f 1 and f 2 . Moreover, the above inequalities become equalities when f 2 is differentiable.
Obviously, if f is increasing on [a, b] , then D + f (x) and D + f (x) are nonnegative for every x ∈ [a, b). For our purposes, the converse of the previous implication will be crucial (see ( Lojasiewicz, 1988, Theorem 7.4.14) ).
Lemma 2.1. If f is continuous on [a, b] , D + f (x) > −∞ except for at most a countable subset in [a, b] , and D + f (x) ≥ 0 almost everywhere in [a, b] , then f is increasing on [a, b] .
In the following, for every function H : [x 1 , x 2 ] × [y 1 , y 2 ] → R, we denote by H y the horizontal section of H at the point y ∈ [y 1 , y 2 ], defined by
The following lemma will be essential in the sequel.
Lemma 2.2. Let H : I 2 → R be a continuous function such that D + H 0 (x) and D + H 1 (x) are finite for every x ∈ I \ Z , where Z is a countable subset of I. The following statements are equivalent:
(1) H is 2-increasing.
(2) For each x ∈ I \ Z , the following conditions hold:
and D + H y (x) are finite for every y ∈ I;
(3) For each x ∈ I \ Z 1 , where Z 1 is a countable subset of I, the following conditions hold:
Proof. We will prove (1) ⇒ (2) ⇒ (3) ⇒ (1).
(1) ⇒ (2): Let x be in I \ Z . Since H is 2-increasing, it follows that, for every y, z ∈ I such that y < z and for every h ∈ [0, 1 − x], we have
and, as a consequence,
In the same way, we obtain D + H y (x) ≤ D + H z (x). In particular, for every y ∈ I, we have
Thus, rightside upper and lower Dini derivatives of H y (x) are finite for every y ∈ I and for every x ∈ I \ Z .
(2) ⇒ (3): trivial.
(3) ⇒ (1): Let x 0 , y, z be in I, z > y. Let f x 0 : I → R be the function defined by
Since f x 0 (x 0 ) = 0, in order to prove that H is 2-increasing, it suffices to show that, for arbitrary y, z ∈ I such that z > y, f x 0 is increasing. Now, for every x ∈ I \ Z , we have:
and, as a consequence of (3) (C3') C is continuous; (C4') there exists a countable set Z ⊂ I such that, for every x ∈ I\Z , the following conditions hold:
is finite for every y ∈ I,
From the previous characterization, it follows that, when we would like to prove that a function C : I 2 → I is a copula we can replace the proof of the 2-increasing property (C3) with the verification of (C3') and (C4'). In particular, when C : I 2 → I admits continuous first partial derivatives, we obtain the following well-known characterization.
Corollary 2.4. Let C : I 2 → I be a function that admits continuous first partial derivatives. Then, C is a copula if, and only if, C satisfies (C1), (C2) and, for every x ∈ I, y → ∂C(x, y) ∂x is increasing on I.
Here, we would like to connect the characterization of Theorem 2.3 with the notion of quasi-copula, a generalization of the concept of copula introduced by Alsina et al. (1993) . We recall that C : I 2 → I is a quasi-copula if it is increasing in each variable, 1-Lipschitz, i.e., for every x 1 , x 2 , y 1 , y 2 ∈ I,
and satisfies (C2) (compare with Genest et al. (1999) ). In particular, for a quasi-copula C it follows that 0 ≤ D + C y (x) ≤ 1 for every x ∈ [0, 1) and y ∈ I. Thus, as a consequence of Theorem 2.3, the following characterization holds.
Corollary 2.5. Let C be a quasi-copula. Then C is a copula if, and only if, for every x ∈ I \ Z , where Z is a countable subset of I,
Example 2.6. Let C : I 2 → I be given by C(x, y) = xy + f (y) sin(2πx), where
As shown by Genest et al. (1999) , C is a quasi-copula, but not a copula. In fact, it is easy to show that
hence, from the continuity of D + C y (x) with respect to y, and Corollary 2.5, it follows that C is not a copula.
Applications
In this section we show how the new characterization given by Theorem 2.3 can be used for defining new families of copulas by generalizing existing methods.
Patchwork of copulas
In the recent literature, several researchers have considered constructions of bivariate copulas obtained by "patching" or "gluing" two or more copulas that take the same values on some subsets of the unit square, like diagonals and sections: see, for example, Nelsen (2006) Let us consider two closed subsets Ω and Ω of I 2 such that Ω ∪ Ω = I 2 and Γ = Ω ∩ Ω . Let A : Ω → I and A : Ω → I be continuous functions such that A(x, y) = A (x, y) for every (x, y) ∈ Γ. Define the patchwork of A and A as the continuous function C A,A : I 2 → I given by
Suppose that, for every point x 0 ∈ I \ Z , where Z is a countable subset of I, the intersection of the line x = x 0 with Γ either is empty or consists of one point (x 0 , y 0 ) such that:
there exists ε = ε (x 0 ,y 0 ) > 0 for which the segment joining (x 0 , y 0 ) with (x 0 + ε, y 0 ) is entirely contained either in Ω or in Ω ,
Possible sets Γ are shown in Figure 1 . Note that the set Z could contain, for instance, all points x 0 ∈ I such that the intersection of Γ and the line x = x 0 consists of a segment, or the intersection is just given by the point (x 0 , y 0 ), but Γ "oscillates" near (x 0 , y 0 ) and the condition (b) is not fulfilled. Proof. In view of Theorem 2.3, we should just verify that C A,A satisfies conditions (C1), (C2), (C3') and (C4'). Since A, A are copulas, the first three conditions are easily proved. Moreover, A, A are 1-Lipschitz and, hence, it is easy to show that D + C y (x) is finite for every x ∈ [0, 1) and y ∈ I. Now, for concluding the proof it suffices to show that, for all
The following cases should be considered.
1. If the line x = x 0 does not intersect Γ, then C coincides with either A or A on the segment {x 0 } × I and, in both cases, ϕ x 0 is increasing.
2. If the line x = x 0 intersects Γ at the point (x 0 , y 0 ), then:
• for every y < y 0 and for a sufficiently small ε y = ε > 0, C = A on [x 0 , x 0 + ] × {y},
• for every y > y 0 and for a sufficiently small
Now, ϕ x 0 (t) is increasing for every t ∈ [0, y 0 ) and for every t ∈ (
. Therefore, due to condition (c), Thus, the assertion is true.
Note that the previous result includes as special case all the constructions related to the patchwork of copulas coinciding on the diagonal section, i.e. Γ = {(x, x) | x ∈ I}: see (Durante et al., 2007a; Nelsen et al., 2008) . Moreover, it also applies to all the cases where two copulas A and A coincides on a given Γ being the graph of a continuous and strictly increasing function of I. For instance, Γ could be the opposite diagonal section of I 2 or an affine section (for such cases, see, for example, (Klement and Kolesárová, 2007; De Baets et al., 2009) ).
Copulas derived from suitable 2-increasing functions
Here we describe a method for obtaining copulas starting with some arbitrary 2-increasing functions with suitable properties. First, we need the following auxiliary result.
Lemma 3.2. If the function H : I 2 → R is 2-increasing, increasing in each variable and 1-Lipschitz, then, for every i ∈ {1, 2, 3, 4}, the functions C i : I 2 → I defined by
are also 2-increasing, increasing in each variable and 1-Lipschitz.
Proof. It can be easily verified that, for every i ∈ {1, 2, 3, 4}, C i is increasing in each variable and 1-Lipschitz. Then, it remains to check only the 2-increasing property of C i . Since all the proofs can be similarly done, we just show here that C 1 = C is 2-increasing. First, observe that, for all y ∈ I and all x ∈ [0, 1), 0 ≤ D + H y (x) ≤ 1, and, for every x ∈ I, the functions Ψ 1 (y) = H(x, y) and Ψ 2 (y) = y − H(x, y) are increasing on I (note that Ψ 2 is increasing because of H is 1-Lipschitz).
Consider the following subsets of I 2 :
Suppose that Ω and Ω are nonempty (otherwise, the proof is trivial). Therefore, we have
Let x 0 ∈ [0, 1). In order to prove that C is 2-increasing, it suffices to show that the function
is increasing in t ∈ I. The proof will then follow by using Lemma 2.2. Let y 0 ∈ I such that H(x 0 , y 0 ) = y 0 (when such a point does not exist, the proof is immediate). Since Ψ 2 is increasing, we have that C(x 0 , y) = H(x 0 , y) for every y > y 0 and, analogously, C(x 0 , y) = y for every y < y 0 . Now, since H is increasing in first variable, we get that, for sufficiently small ε > 0, if H(x 0 , y) ≥ y, then H(x 0 + ε, y) ≥ y as well. In this case C(x 0 + ε, y) = C(x 0 , y) = y and D + C y (x 0 ) = 0. Thus, ϕ x 0 (t) = 0 for every t ∈ [0, y 0 ]. Moreover, since H is continuous, we get that, for sufficiently small ε > 0, if H(x 0 , y) < y then H(x 0 + ε, y) < y as well. In this case C(x 0 + ε, y) = H(x 0 + ε, y), C(x 0 , y) = H(x 0 , y) and D + C y (x 0 ) = D + H y (x). Therefore, ϕ x 0 (t) = D + H t (x) for every t ∈ [x 0 , 1]. Since H is 2-increasing, it follows that ϕ x 0 is increasing on I.
Proposition 3.3. If the function H : I 2 → R is 2-increasing, increasing in each variable and 1-Lipschitz, then the function C : I 2 → I defined by C(x, y) = max(min(x, y, H(x, y)), 0, x + y − 1) (3.6) is a copula.
Proof. It is easy to show that the function C given by (3.6) satisfies (C1), (C2) and (C3'). In order to prove that C is 2-increasing it is enough to apply Lemma 3.2, since C can be obtained as a suitable combination of the functions C i defined by (3.2)-(3.5).
Intuitively speaking, copulas of type (3.6) can be obtained by forcing a suitable function H, which satisfies all the properties of a copula apart from the boundaries conditions (C1) and (C2), to be bounded from above by the copula M (x, y) = min(x, y), and from below by the copula W (x, y) = max(x + y − 1, 0). This construction is, hence, trivial in the case H is a copula and, hence, C = H. In all other cases, it may give several other copulas. When H(x, y) ≥ W (x, y) on I 2 , it reduces to the construction described by Durante et al. (2007b) , which includes the diagonal copulas given by Fredricks and Nelsen (1997) .
Here we show another possible use of copulas of type (3.6). Jaworski (2004) has shown how to construct copulas with a given leading part that is homogeneous of degree 1, i.e. copulas C such that, for every (x, y) ∈ R 2 + = [0, +∞) 2 , the ray-like limits lim t→0 + C(tx, ty) t exist and are equal to a prescribed homogeneous function Q : R 2 + → R of degree 1. It can be verified that such function should be non-negative, grounded, 2-increasing and bounded by the minimum, i.e. Q(x, y) ≤ min(x, y) for every (x, y) ∈ R 2 + . Such constructions have been used for the risk estimation of bivariate extreme events (compare also with (Jaworski, 2006; Joe et al., 2008; Joe and Li, 2009) ). Below we extend this result to copulas with homogeneous leading part of degree d > 1.
Proposition 3.4. Let Q : R 2 + → R + be a 2-increasing function, which is homogeneous of degree d, d > 1, and Lipschitz on I 2 . Then, there exists a copula C such that, for all (x, y) ∈ (0, +∞) 2 ,
Proof. Let Λ be the Lipschitz constant of the restriction of Q to I 2 , i.e.
If Λ ≤ 1, then we consider the function C : I 2 → R + defined by C(x, y) = max(min(x, y, Q(x, y)), x + y − 1).
Since the margins x → Q(x, 0) = x d Q(1, 0) and y → Q(0, y) = y d Q(0, 1) are increasing and Q is 2-increasing, it can be proved that Q is increasing in each argument, when the other is held fixed. Thus, from Proposition 3.3 it follows that C is a copula. Since d > 1, we get that, for all (x, y) ∈ (0, +∞) 2 and for any sufficiently small t > 0, C(tx, ty) = max(min(tx, ty, Q(tx, ty)), tx + ty − 1)
If Λ > 1, then we consider the function C * : I 2 → R + defined by
The same arguments used as above imply that C * is a copula. Consider, now, the copula C that is an ordinal sum of C * and the copula M (x, y) = min(x, y) with respect to the intervals (0, a) and (a, 1), where a 1−d = Λ, i.e.
min(x, y), otherwise.
So, for every (x, y) ∈ [0, a] 2 , easy calculations show that C(x, y) = max(min(x, y, Q(x, y)), x + y − a), and, in the same way as above, we get that, for all (x, y) ∈ (0, +∞) 2 and for any sufficiently small t > 0,
which is the desired assertion.
Modification of an absolutely continuous copula
A well-known class of copulas is the Farlie-Gumbel-Morgenstern family (FGM, for short), whose members are given, for every α ∈ [−1, 1], by
A complete survey on FGM models of dependence is given by Drouet-Mari and Kotz (2001) . From a construction viewpoint, FGM copulas are obtained by means of a suitable modification of the copula Π(x, y) = xy, expressing the independence among random variables, with some suitable functions f (x) and g(y) (compare with (Rodríguez-Lallena andÚbeda-Flores, 2004; Cuadras, 2009)), or, in other terms, by means of some modification of the density of the copula Π (compare with (Rüschendorf, 1985) ). Here we propose a method for defining new copulas by modifying an absolutely continuous one (similar ideas have been considered in Kim and Sungur (2004) ).
Proposition 3.5. Let C be an absolutely continuous copula with a continuous density c and let f, g : I → R be continuous functions such that
Then the following conditions are equivalent:
(ii) For every x, y ∈ [0, 1),
Proof. First, note that, since
we obtain that
is continuous in both x and y. Moreover, for a fixed x ∈ I, we get
Now, let us introduce two auxiliary functions, depending on the parameter x ∈ [0, 1), given by
Since, for a constant a ∈ R, we have Conversely, suppose that Eq. (3.8) is valid. Then the Dini derivatives of Ψ x (y) and Φ x (y) are nonnegative. Hence both Ψ x (y) and Φ x (y) are increasing and D + H y (x) is increasing in y as well. It is also finite, since H 0 (x) = H(x, 0) = C(x, 0) = 0 and H 1 (x) = H(1, x) = C(x, 1) = x, which imply that D + H 0 (x) = 0 and D + H 1 (x) = 1. Therefore, due to Theorem 2.3, H is a copula.
When C = Π, the previous characterization should be compared with (Rodríguez-Lallena andÚbeda-Flores, 2004, Theorem 2.3).
