ABSTRACT In this paper, we explore a scalable deep reinforcement learning (DRL) method for environments with multi-agents. Due to the explosive increase of the input dimensionality with the number of agents, most existing DRL methods are only able to cope with single-agent settings, or for only a small number of agents. To address this problem, we adopt a centralized training with decentralized execution framework, in which an observation embedding is used to reduce the curse of dimensionality. Perturbations are injected into the parameter space of the actor network for each agent to encourage exploration. The experiments demonstrate the effectiveness of the proposed approach on both cooperative and competitive environments.
I. INTRODUCTION
Deep reinforcement learning has recently made exciting progress in single agent settings, including AlphaGo [1] , [2] and Atari games [3] . Agents interact with the environment and execute actions, which makes the environment transfer to the next state. Learned policies map sensor inputs to control outputs with an end to end manner. While the polices of agents work well, most of these settings consider only one agent.
In many environments of the real world, there is more than one agent that need to interact with each other to complete a task. Even in some complex settings, the agents are completely competitive, e.g. football competition with teams of robots [4] , Atari game Pong [5] and traffic control [6] . Traditionally, common ideas are that we can solve these problems in a centralized framework. Totally centralized Q value [7] is the function of joint states and actions, which can be seen as an effective method for the environment with only a few agents. Recent works have proposed a decentralized actor centralized critic model, which trains one central critic network for all agents [8] or one critic for every agent [9] , but uses decentralized actor networks to choose actions based on
The associate editor coordinating the review of this manuscript and approving it for publication was Bilal Alatas. local information. These may work well when the number of agents is small, but become intractable when the number of agents increases. Further, the input space of the critic network grows quickly with the number of agents, leading to parameters growing explosively.
In this work, we try to solve multi-agent cooperative and competitive problems using reinforcement learning(RL) combing with deep neural network(DNN). Compared to the previous works [8] , [9] , our focus is on scaling the algorithm to scalable settings and exploratory behaviors. Specifically, our approach extends the previous works in several directions, including the observation embedding and parameter noise injection in multi-agent environments. The embedding layer is to reduce the dimensionality of the observation, whose parameters are shared between allied agents, so it is computationally efficient. Noise adds perturbations to parameters of actors, which encourages agents to explore more and break the local optimum. The ablation experiments show that our approach works well in cooperative, competitive, and mixed settings, while some prior work focusing only on cooperative environments [8] .
The main contributions of this work are 1). An improved algorithm for scalable Multi-Agent Reinforcement Learning (MARL) via observation embedding. The dimension of observation is reduced through embedding layer, which maps the observation space into a compact one. Features are extracted through this compact space and embedding parameters of homogeneous agents are shared, which makes our algorithm be applicable to scalable environments. 2). Parameter noise adds perturbations to parameter space, which encourages exploration.
The rest of the paper is organized as follows. In section II related work are discussed, followed by some background knowledge in section III. We present the main approach in section IV and report experimental results in section V. Conclusion is put in section VI.
II. RELATED WORK
MARL has been studied over decades. The representative approaches are tabular based methods including fully cooperative Team-Q learning [10] , fully competitive Minimax-Q learning [11] and mixed dynamic Nash-Q learning [12] . But these methods are limited to only a few agents.
Recently, deep learning has been applied to MARL, which leads to a crossed area-deep MARL. This area integrates the development of deep learning, game theory, and reinforcement learning(RL). Recent works focuses on solving non-stationarity [9] , communication problems [6] , [13] , [14] and credit assignment [15] - [17] . Lowe [9] et al. proposed an actor-critic method that uses separate centralized critic for every agent which take in all other agents' states and actions as inputs. At test time, each agent chooses an action only using local information. This reduces the non-stationarity of the multi-agent setting, as separate centralized critics make the state transition dynamic stable from the perspective of each agent. The stable transition makes the past experience replay-one of the techniques for DQN [18] -be successfully used in the multi-agent environment. COMA [8] is another similar method but uses only one critic network for every agent.
We adopt the framework of centralized training with decentralized execution, which is similar to the previous works [8] , [9] . The main differences are that leveraging the power of embedding makes this framework more scalable. This technical is originated from a natural language processing method word2vec [19] , [20] , which makes it easier to represent large sparse word vectors.
Another key technique of our approaches is that perturbations of parameters boost exploration of actions. This encourages the agent to explore more and avoid converging to a local optimum. Action noise is a way to encourage exploration, directly injecting perturbations into action space. ε-greedy can be viewed as a kind of action noise that chooses the valuable action in a probability of 1-ε and the other actions in a probability of ε. This kind of stochastic policy injects noise to action space, while parameter noise adds perturbations to parameter space [21] . Rueckstiess et al. [22] pointed out that whether actions could be produced consistently by these two types of noise. Evolution strategies [23] , [24] show that the addition of parameter noise leads to better exploration, which increases the variety of behaviors.
Plappert et al. [21] investigate how parameter noise can be combined with on-policy Trust Region Policy Optimization (TRPO) [25] , or off-policy DQN [3] , [18] and DDPG [26] .
III. BACKGROUND A. MULTI-AGENT REINFORCEMENT LEARNING (MARL)
MARL is rapidly expanding, and a wide variety of approaches learning policies in multi-agent settings. It integrates developments in the areas of reinforcement learning, game theory, and direct policy search methods [7] . Challenges in MARL includes the curse of dimensionality, non-stationarity, the exploration-exploitation trade-off, and coordination. The exponential growth of the state-action space in the number of agents leads to computational complexity. Each agent is changing its policies during learning, and the environment appears non-stationary from the perspective of any individual agent.
B. DEEP DETERMINISTIC POLICY GRADIENTS (DDPG)
DDPG is a model-free off-policy actor-critic algorithm, applicable to continuous action space. It is an extension of the policy gradient framework, combing DPG [27] and DQN [3] , [18] . Recall that DQN stabilizes the learning of Q-function by experience replay and the delayed updating target network. DQN works in discrete space, and DDPG extends it to continuous space with the actor-critic framework while learning a deterministic policy. The actor and critic are approximated with deep neural networks, and the former is updated using the sampled policy gradient:
and the latter is updated by minimizing the loss:
where
In this paper, we utilize DDPG to explore in continuous state space and discrete action space. The testing environment will be introduced in Section V.
C. MULTI-AGENT DEEP DETERMINISTIC POLICY GRADIENT (MADDPG)
MADDPG [9] is a multi-agent extension of DDPG. The policy µ of an agent takes an action using local information and the critic is centralized which utilizes joint observations and actions as inputs. The gradient of the expected return J (θ i ) = E[R i ] for an agent i is:
where x and a are sampled from replay buffer D, µ i is the deterministic policy w.r.t. parameter θ i . The centralized action-value function Q µ i is updated as: where
. . , µ θ N } is the set of target policies with delayed updating parameters θ i .
IV. OUR APPROACH A. MADDPG-EN
At our multi-agent settings, we adopt a similar centralized critic decentralized actor framework like MADDPG and COMA. However, every agent has a critic network taking as input observations and actions of the other agents. Every agent keeps its own reward function, which makes the agent be cooperative, competitive or mixed. If we add observation embedding layer and parameter noise, the gradient of the expected return J (θ i ) for an agent i is wrote as:
where x emb is the outputs of the embedding layer,μ i is the deterministic policy after adding perturbations, Q is a centralized action-value function that takes as input the embedding information and the actions of agents. The critic network is updated by minimizing the square loss:
where y is a target value generated through the discounted output of the target critic network plus a reward r of the agent i. Fig. 1 is the framework of our MARL approach. Every agent has an actor-critic framework, in which target networks are delayed updated. After network parameters are initialized, every agent chooses an action a in the current state x according to their own actor network, changes the environment to the next state x and receives the reward signal r. A tuple (x, a, r, x ) will be stored into the replay buffer. The critic network is updated according to the temporal-difference error (TD error) and the actor network is updated according to the gradient of the policy.
B. OBSERVATION EMBEDDING
In our multi-agent environments, every agent can catch the information that other agents emit, like velocity and policy of allies, or position of adversaries. The different information has a different structure (dimensionality and value size) and is located in different areas in the observation space, which is loose for the critic network, as shown in Fig. 2 . Thus, we add an observation embedding layer to reduce the observation dimensionality. The loose observation X is embedding in another compact Y , that is f : X E → Y . We trained the embedding matrix E alone with the main critic network using temporal-difference error. Parameters sharing of allies is used, which is to reduce the computation. Note that some important information like velocity, position, and communication, et al. are transformed into a onedimensional vector, which is fed into the critic network of every allied agent. Observation embedding can be seen as a structure-preserving map. We will demonstrate the effect of the observation embedding in Section V.
C. PARAMETER NOISE
We investigate the applicability of parameter noise in multiagent settings. We write the policy of agent as µ θ , with θ being the parameter. The perturbed policy is denoted as µ θ , with perturbed parameter θ = θ + N (0, σ 2 ) by adding Gaussian noise to the parameter vector. Replay data is collected with perturbed networks, while the networks are trained with a non-perturbed manner. For producing consistent behaviors, parameter noise is only injected at the start of every episode. We refer to the adaption of noise scaling from Matthias's paper [21] :
where α ∈ R is a scaling factor and δ ∈ R is a threshold. But we use different threshold because of different sensitivity to noise for a different agent. δ is defined as a running mean:
where n ∈ R is the number of an episode that manually specified. That is, a different threshold for the distance between the original and perturbed policy of different agents is used. Furthermore, we use early stopping for noise injection to reduce perturbations in the later stages of training. Early stopping is a usual method used in deep learning for avoiding overfitting. In this paper, the stopping criterion is defined as:
where R(t) is an averaged reward at the episode t, n ∈ N and n < t, α is a threshold. This criterion means if the difference value between the averaged reward at tand moving mean value of n episodes before t is small enough, there is no need to inject perturbations any more.
D. ALGORITHM
The MADDPG-EN algorithm adopts centralized learning with decentralized execution framework, takes a more compact observation as input and injects perturbations into parameter space. The pseudo-code is shown in the Appendix.
V. EXPERIMENTS A. EXPERIMENTAL SETUP 1) MULTI-AGENT ENVIRONMENTS
We introduce two multi-agent environments including cooperative and mixed tasks. The environments are implemented in the multi-agent framework [28] introduced by Mordatch et al. [29] . The first environment is cooperative navigation, in which n agents must reach a set of n landmarks through physical actions with no collision. They observe the position of the landmarks and the other agents, select actions to cover the landmarks and avoid colliding with each other. They are rewarded based on the proximity of any agent to each landmark and penalized when colliding. The second environment is cooperative-competitive chasing with one food, in which n slower cooperative predators must chase the faster prey and the prey must escape and eat the food. There is a leader in predators, who can communicate with his allies and tell them the positions of the agents. The predators are rewarded by colliding the prey while the prey is penalized, and rewarded through eating the food. The slower agents can observe the positions and velocities of the agents. Furthermore, MADDPG-EN algorithm is used in the predator agents, while DDPG is used in the prey agent.
2) HYPERPARAMETERS
The actor and critic networks are optimized by Adam [30] with a learning rate 10 −2 . The soft target update factor τ is 10 −2 and the discount factor γ 0.95. We use 2 fully connected layers with 64 units respectively and with the rectifier function. The layer normalization is used before each fully connected layer. The observation embedding layer has different units for different scaling environment with no activation function. For example, the embedding has 20 units in 2 vs. 1 predator-prey setting, 40 units in 5 vs. 1 and 60 units in 10 vs. 1. We train our model at least 6×10 4 episodes and every episode has 25 steps. Parameter noise is injected at the start of every episode for consistent actions and parameter scale is adapted every 200 steps. The noise is a normal distribution with µ = 0 and initial σ = 0.1. The initial threshold δ = 0.2 is adapted with the running mean distance between no-perturbed policies and perturbed ones(Formula (8)). We use early stopping for noise injection to reduce perturbations in the later training.
B. RESULTS AND ANALYSIS
To evaluate applicability and performance of our algorithm in multi-agent environments, we tested it in two settings, one is a cooperative navigation task and the other is a mixed one-cooperative-competitive chasing. Despite the simplicity of the cooperative task, it needs more training episodes (15×10 4 ) than the mixed environment (6×10 4 ). In particular, the DDPG algorithm is only used in the prey agent in the mixed environment because of no cooperator for it. The code is implemented based on Tensorflow [31] , Gym [32] and multi-agent particle environment [29] . We provide some summaries of our results here, including averaged reward curves and states of termination of the cooperative navigation environment. Every averaged reward curve is computed 6 times with a continuous error bar, illustrated in Fig.4, Fig.6 , Fig.7 and Fig.8 . First, we evaluate the scalability of our algorithm in contrast with the baseline algorithm MADDPG, recently proposed for centralized training decentralized executing. Fig.4 illustrates that the averaged episode reward with or without observation embedding in the cooperativecompetitive chasing environment 10 vs. 1, from which we can see that the reward of the observation embedding is higher than that of no embedding. Fig.5 shows the number of all trainable parameters with/without observation embedding, from which we can see that observation embedding reduces parameters number and this is one of the reasons for scalability of our algorithm. These results demonstrate that our algorithm-with observation embedding-is competitive with no observation embedding in scalability. Secondly, we evaluate the exploration of parameter noise in multi-agent settings. We test three different noise mode with two kinds of scalability in these two multi-agent environments. Fig.6 shows averaged rewards on cooperative navigation with three agents and three landmarks. While all curves of these noise modes converge and the gap between them is narrow (in practice, parameter noise is slightly higher than the other two noises, action noise and no-noise are almost the same), states of termination are quite different. The predators of parameter noise almost occupy three landmarks (Fig.6 upper right) , while action noise or no-noise is not (lower right). Fig. 7 shows averaged rewards of the predators per episode through three different noise modes. The fastrising reward curve before about 5000 episodes illustrates that the predators rapidly learn the polices to get rewards by chasing the prey. However, the averaged rewards drop quickly, because the prey learns his policy to escape from the predators' chasing. After about 6×10 4 episodes, three noise patterns in the 2 vs. 1 environment converge, while the rewards of action noise and no-noise in the 5 vs. 1 environment decline yet. This demonstrates that there needs more exploration in the 5 vs. 1 environment for action noise and no-noise, and they cannot complete the goal in this limited episode.
Finally, we evaluate the performance of parameter noise with/without early stopping, illustrated in Fig.8 . The role of parameter noise is to add perturbations to parameter space for more exploration. It would be counterproductive to inject perturbations since parameters will converge with the training proceeds. Thus, early stopping is to reduce the influence on parameter space in the later episodes of training. 
VI. CONCLUSIONS
In this paper, we have investigated a centralized training method with decentralized execution for multi-agent settings via observation embedding and parameter noise. The embedding layer is to reduce computation through dimensionality reduction and parameters sharing. Perturbations to parameter boost exploration of actions. We experimentally demonstrate that our algorithm is competitive than an existing SOTA algorithm MADDPG. One downside of our approach is that for the applications requiring hundreds to thousands of agents, the input is too large for the critic network. These applications are to study social phenomena emerging, whose key method is parameter-sharing. However, our approach is suitable for the cooperative-competitive mixed environment.
APPENDIX
See Algorithm 1. for step = 1 to max_step do 5: for each agent i, a i =μθ
x , r ← execute a = (a 1 , . . . , a N ) at state x 7: store (x, a, r, x') in replay buffer D 8:
if every n episode then 10: for agent i = 1 to N do 11: sample minibatch (x,a,r,x') from D 
