In 1946, Behrend gave a construction of thick subsets of {1, 2, . . . , N } that do not contain 3 terms in arithmetic progression. In 2008, Elkin refined Behrend's construction to give slightly denser sets, and this work was subsequently simplified by Green & Wolf. This work extends the simplified Elkin construction to sets that do not contain 2D + 1 numbers that are of the form Q(−D), . . . , Q(0), . . . , Q(D), with Q a polynomial of degree D.
Introduction
We denote by r 3 (N) the maximum possible size of a subset of {1, 2, . . . , N} that does not contain 3 terms in arithmetic progression. Behrend proved that 
.
Proof of Theorem
Let M k be the (2k + 1) × (2k + 1) matrix whose i-th row, j-th column is (i − 1 − k) j . This matrix is of Vandermonde type, so that it has nonzero determinant. Let M ′ be the sum of the absolute values of the minors of M k corresponding to the final column, and set
Proof. The idea goes like this: Q(j) := P (j) 2 2 − r 2 − δ 2 is a degree 2k polynomial of j, and each of the 2k + 1 real numbers Q(−k), . . . , Q(0), . . . , Q(k) are close to zero. If they were all exactly zero, then Q would necessarily be identically zero. Just having that many values close to 0, however, is enough to guarantee that the leading coefficient of Q (which happens to be a i . We work the following degree 2k polynomial
What we need to show is that if Q(j) takes on values in (−2rδ, 2rδ) for j ∈ {−k, . . . , k}, then the leading coefficient is small. Let the coefficients of Q be q i , so that Q(j) = 2k i=0 q i j i and q 2k = a (k) 2 2 . Set q to be the column vector q 0 , q 1 , . . . , q 2k T , and set Q to be the column vector Q(−k), . . . , Q(0), . . . , Q(k) T . We have the system of equations M q = Q.
By Cramer's rule,
The triangle inequality gives
Note that V k depends only on k, and not on r, δ or any a (j) .
Lemma 2 (RL2).
Suppose that Q(j) is a polynomial with degree k, and set
and ℓ > k, then there is a vector P of polynomials with degrees at most k (and at least one component has degree k) and P (j) = x (j) . The leading coefficient of P is θq k mod 1, where q k is the leading coefficient of Q.
Proof. As the (k+1)-th differences of Q(0), Q(1), . . . , Q(ℓ) are zero, we know that the (k+1)-th differences of x (0) , x (1) , . . . , x (ℓ) are 0 modulo 1, i.e., all of their components are integers. We will show that in fact all of their components are strictly between −1 and 1, and so they must all be 0.
The (k + 1)-th differences are given by (valid only for k + 1 ≤ v ≤ ℓ)
As each component of
and also
Lemma 3 (RL3).
There is a positive constant c 1 so that for every natural numbers d, ℓ and sufficiently small positive real δ, the volume of
Proof. By dilation of the result, we may assume without loss of generality that D = 1. We may generate a uniformly random element of [0, 1) d by taking X = X 1 , . . . , X d , where the
which has a normal distribution as d → ∞. Taking r = d/3 and using the central limit theorem yields c 1 .
−Dd . For brevity, we set r := 2
d uniformly, and set
Since α is picked uniformly, we find that each n is in A with probability vol(S d,δ ), and consequently by linearity of expectation
with leading coefficient q D . For this to be in A( θ, α), we must have
and the leading term of P is θq D mod 1, where q D is the leading term of Q. By Lemma 1, the leading term of P has norm at most √ 2V D rδ. Thus, for any such progression (degree at most D, containing being in A implies that
where B d,δ is the d-dimensional ball with radius √ 2V D rδ. Since α, θ are taken independently, the two components in (1) are independent, and so the inclusion is satisfied for a particular progression with probability at most
There are at most N 2 choices of Q(0), q d , so the expected number of types of such progressions in A is at most
We now form a set F ( θ, α) by removing from A( θ, α) the Q(0) if A contains (2D + 1)-term D-progression contain Q(0). The expected size of F is at least (we write |F | in place of E [|F |] because there most be some instance that is at least as large as average)
We now set . This gives 
