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Abstract
Compared with other molecular liquids, water is highly structured due to its ability to
form up to four hydrogen bonds to its nearest neighbors, resulting in a tetrahedral
network of molecules. However, this network is highly dynamic, exhibiting fluctuations
and rearrangements that take place on femtosecond to picosecond time scales. The
transport of excess protons and proton holes in water makes exclusive use of water's
hydrogen bonding network. Compared to ions of similar size and charge density, both
hydronium and hydroxide ions exhibit anomalously high diffusion rates due to the fact
that water molecules that neighbor these ions can undergo a proton transfer reaction with
the ion. This allows the structural diffusion of the ion to occur apart from the
displacement of individual water molecules.
In this thesis we adopt a joint experimental and theoretical approach to
characterize the fluctuations of water's hydrogen bonding network and how these
fluctuations act to drive the structural diffusion of the aqueous hydroxide ion. The
experimental data that we present consists of a series of ultrafast nonlinear infrared
spectroscopies, in particular two-dimensional infrared spectroscopy (2D IR), applied to
the O-H stretching transition of a dilute solution of HOD in NaOD/D20. The frequency
of the O-H stretch, (OH, is highly sensitive to the configuration of its hydrogen bonding
partner. 2D IR spectroscopy allows us to measure rapid shifts in OH that reveal time
scales for changes in the local environment of the HOD molecule. The calculation of 2D
IR spectra from molecular dynamics simulations then allows us to make a direct
connection between the results of our experiments and the underlying dynamics of the
system that drive both hydrogen bond exchange and the structural diffusion of the
hydroxide ion.
2D IR spectra recorded for dilute HOD in D20 show a strong asymmetry,
preferentially broadening in the frequency region indicative of strained or broken
hydrogen bonds, indicating that these configurations are unstable and quickly return to a
hydrogen bond. The time scale over which the 2D spectra broaden, ~60 fs, is similar to
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the librational period of water and suggests that molecules exchange hydrogen bonding
partners though rapid, large amplitude rotations. Molecular dynamics simulations find
that the transition state for hydrogen bond exchange resembles a bifurcated hydrogen
bond. In roughly half of the examined exchange events, a second solvation shell water
molecule inserts across the breaking hydrogen bond. This suggests that hydrogen bond
rearrangements are tied to the restructuring of a water molecule's solvation shell.
Upon the addition of NaOD to HOD/D 20 solution, a large absorption continuum
appears to the low frequency side of the O-H stretch due to the formation of strong
hydrogen bonds between HOD molecules and OD ions. At early waiting times, 2D IR
spectra show large, offdiagonal intensity in this frequency range that rapidly relaxes
within ~110 fs. Modeling using an empirical valence bond simulation (MS-EVB) model
of aqueous NaOH suggests that as the 0-H stretching potential symmetrizes during
proton transfer events, overtone transitions of the shared proton contribute strongly to 2D
spectra. The rapid loss of offdiagonal intensity results from the spectral sweeping of
these vibrational overtones as the solvent modulates the motion of the shared proton. The
collective electric field of the solvent is found to be an appropriate reaction coordinate for
the formation and modulation of shared proton states.
Over picosecond waiting times, spectral features appear in the 2D IR spectra that
are indicative of the exchange of population between OH~ ions and HOD molecules due
to proton transfer. The construction of a spectral fitting model gives a lower bound of 3
ps for this exchange. Calculations of structural parameters following proton exchange
using the MS-EVB simulation model suggest that the observed exchange process
corresponds to the formation and breakage of hydrogen bonds donated by the HOD/OD~
pair formed as a result of the proton transfer. A full description of the structural diffusion
of the hydroxide ion requires both a description of the local hydrogen bonding structure
of the ion as well as the dielectric fluctuations of the surrounding solvent.
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Chapter 1
Introduction
1.1. Water is a Peculiar Liquid
While studying chemistry for the first time in high school, I remember being
surprised to learn that water is considered a strange liquid. After all, among the large
number of room temperature liquids, water is the one that everyone interacts with on a
daily basis. For many, their day begins and ends with water, from a hot shower in the
morning to brushing their teeth before bed, water is a part of everyone's daily routine.
However, despite the omnipresence of water in the world around us, it possesses a
number of anomalous properties that make it unique among liquids. Water expands when
it freezes which causes ice cubes to float, becomes less viscous when compressed at room
temperature, and possesses extremely high melting and boiling points for a molecule that
consists of only three atoms. In addition to these well known thermodynamic
peculiarities, water acts as an excellent solvent for many key chemical and biological
processes, such as the folding of proteins into their native structures and electron transfer
reactions that form a crucial part of cellular respiration.1 -3
The reason that such a simple liquid can display such complex behavior arises
from water's unique ability to accept and donate two hydrogen bonds. A hydrogen bond
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is a weak electrostatic interaction formed between an electropositive hydrogen atom and
an electronegative atom.4 Although -100 times weaker than a covalent bond, a hydrogen
bond is -10 stronger than other types of non-covalent interactions. 3  Whereas the
structures of most liquids are shaped by repulsive forces that cause liquid molecules to
organize in a manner resembling close packed spheres, the structure of water represents a
fine balance between these repulsive forces and attractive hydrogen bonding interactions.
The directionality of hydrogen bonds enables water to form an extended tetrahedral
network of molecules,5 the presence of which allows us to rationalize many of water's
odd properties. Ice floats because in the solid phase the average spacing between
molecules increases relative to the liquid to accommodate the formation of four hydrogen
bonds. Water's high melting and boiling points are the result of the extra attractive
hydrogen bonding interactions not present in other liquids that must be overcome to
trigger a phase transition.
Water's hydrogen bonding network also enables chemical reactions to occur that
are uniquely exclusive to water. The transport of excess protons and proton holes are
arguably the most important members of this class of reactions, forming the heart of
biological redox chemistry and energy conversion processes such as photosynthesis and
cellular respiration.6 It is well known that both the excess proton and the hydroxide ion
display anomalously high diffusion rates compared to ions of similar size and charge
density.7 The explanation for the rapid structural diffusion of these ions is that they can
utilize hydrogen bonds to accept or donate a proton, thereby leading to the translocation
of the ion. This process is illustrated schematically in Fig. 1-1 and is often referred to as
the Grotthuss mechanism in honor of Theodor Christian
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AB
Figure 1-1: Simplified representations of Grotthuss proton hopping in the case of (A)
the excess proton and (B) the hydroxide ion.
Johann Dietrich von Grotthuss who proposed that charge could be conducted through
water without the displacement of individual water molecules as an explanation for the
electrolysis of water in Volta's Galvanic cell.8 '9 This mechanism has often been invoked
when describing proton transfer within protein molecules. Excess protons can transfer
between amino acid residues or through trans-membrane protein channels by making use
of "water wires", chains of hydrogen bonded water molecules that can serve as
scaffolding for the motion of an excess proton.6"10 On the basis of proton mobility data,
an activation barrier of 2-3 kcal/mol has been estimated for the structural diffusion of the
excess proton." Given estimates of the strength of a hydrogen bond in water (5-6
kcal/mol),12 this is suggestive that hydrogen bond rearrangements play a role in guiding
the proton's motion.'3
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1.2. Water's Fluctuations make it Difficult to Characterize
Although we can build qualitative explanations for many of water's unique
properties by recognizing that it forms an extended hydrogen bonding network,
researchers still do not have a fundamental understanding of how water's structure
evolves with time. At room temperature, water maintains ~90% of the hydrogen bonds
formed in ice,2, yet the weak nature of hydrogen bonds allows the connectivity of this
network to rapidly fluctuate over time scales ranging from tens of femtoseconds to
picoseconds. 15-17 Intermolecular motions in liquid water are among the fastest found in
room temperature liquids. Librations or hindered rotations occur on a -50 fs time scale
whereas hydrogen bond stretching and O--O--O bending take place on 180 and 550 fs
time scales respectively.' 5 The pliability of water's hydrogen bonding network forms the
heart of aqueous reactivity, permitting water to rapidly respond to changes in the charge
distribution of solutes during the course of chemical reactions. 18 However, these rapid
motions also make it difficult to build a model that can fully describe the time dependent
evolution of the liquid. The mechanism by which a given water molecule breaks a
hydrogen bond to form one with a new partner remains an open question.
Even less understood than the mechanism that guides water's hydrogen bond
rearrangements is how the fluctuations of water's hydrogen bonding network act to guide
the motion of a proton from one water molecule to another. Although simplistic pictures
such as Fig. 1-1 allow us to rationalize the enhanced structural diffusion of protons and
proton holes in water, it is unclear from the figure what serves as the driving force for the
motion of the proton. Water is a polar liquid, and one might hypothesize that the same
type of dielectric fluctuations invoked by Marcus theory19,20 to describe electron transfer
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will also play a major role in guiding the motion of excess protons and proton holes.
However, a full description of the transport mechanism must also account for the fact that
both hydronium and hydroxide ions represent charged defects in water's hydrogen
bonding network. Neutron scattering measurements'2 1 2 2 and molecular dynamics (MD)
simulations23,24 have shown that both the hydronium and hydroxide ions possess
asymmetric solvation shells that are distinct from that of a water molecule. Hence, the
transport of a proton to or from each of these ions must also involve a rearrangement of
waters around the molecule that is to accept or donate a proton to the ion as well as a
reincorporation of the nascent molecule formed by the reaction back into water's
hydrogen bonding network. Such processes require the concerted motion of multiple
water molecules in the solvation shells of these ions, making the determination of an
appropriate reaction coordinate that can describe proton transfer difficult indeed.
1.3. Understanding Water Requires Understanding its Dynamics
Numerous structural descriptions of liquid water have been posited based on
decades of experiments and theoretical investigations. Broadly speaking, many of these
proposals can be labeled as either continuum models, which assume that liquid water is
comprised of a continuous distribution of hydrogen bonded configurations, or mixture
models, which instead suggest that two or more distinct hydrogen bonding species are
present in liquid water. 2  However, a strict description of water within the context of
either of these two types of models is misleading since both are largely defined in static
terms. By neglecting dynamics, these models neglect that only small barriers separate
different hydrogen bonding configurations in the liquid and that thermal fluctuations at
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room temperature have sufficient energy to drive large, rapid changes in the liquid's
structure.
Since water cannot be well characterized by instantaneous snapshots of the liquid,
this raises the question of what constitutes an appropriate criterion for the definition of a
hydrogen bond. Hydrogen bonds are often identified in MD simulations on the basis of
instantaneous geometric or energetic criteria,25-27 such as the distance between the oxygen
atoms of two neighboring water molecules and an angle describing their mutual
orientation. However a hydrogen bond definition based solely on instantaneous
parameters cannot differentiate between the breakage of a hydrogen bond and a large
amplitude but ultimately transient excursion about a stable hydrogen bonded state. The
same questions are equally applicable to proton transfer reactions. If the barriers for
proton transfer are sufficiently small, do isolated hydronium and hydroxide ions exist in
acidic or basic solution? Is it more accurate to describe these ions as being spread over
multiple water molecules, as H502* or H302~, or possibly even larger ions?
Instead of focusing on a static description of the liquid, an adequate picture of
water needs to include a description of both the liquid's stable configurations and the
characteristic time dependent fluctuations within these configurations. 2 8 Building such a
description is a substantial challenge because the motion of an individual water molecule
is coupled to the behavior of its neighbors. MD simulations provide evidence that
suggests that the breakage of a hydrogen bond is not a localized event, but requires the
correlated motion of many water molecules. Calculation of inherent structures of water,2 8
configurations that correspond to minima of the potential energy surface of the liquid,
have shown that large collective motions involving the displacement of many molecules
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are necessary to move from one inherent structure to the next.16,29 Recently, Laage and
Hynes3~2 have shown that in SPC/E water, a commonly used water simulation model,
hydrogen bond exchange events are correlated with a number of changes in the solvation
shell of the exchanging molecule. Leading up to the exchange, the new hydrogen bond
acceptor becomes under-coordinated as the original hydrogen bond acceptor becomes
over-coordinated, suggesting that density fluctuations may play a role in hydrogen bond
rearrangements.
The transport of protons and proton holes in water are also guided by collective
motions of the liquid. Zundel33' 34 hypothesized that fluctuations of the solvent
polarization in the vicinity of excess protons can serve as a means of guiding their
structural diffusion. More recently, Lapid et al. 2 showed that the transport of the excess
proton in water can be affected by the formation and breakage of hydrogen bonds as far
away as the second solvation shell of the excess proton. Petersen, Hatt, and Voth3s found
that in an empirical valence bond model that describes transport of the hydronium ion
(H30) the time scale for the ion to donate a proton to a neighboring water molecule
matches that for the breakage of a hydrogen bond. In the case of the hydroxide ion, it has
been suggested that changes in the solvation shell size of the ion plays a crucial role in
regulating its ability to accept a proton from a hydrogen bonded partner.24,36
It is clear from these observations that instead of asking questions regarding
water's structure, a better characterization of the liquid can be gained by asking what is
an appropriate interaction length for water. In other words, over what distance do the
motions of two water molecules remain correlated and what is the mechanism that
generates this correlation? The same questions can be asked with regards to proton
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diffusion in liquid water. To what extent is the motion of the excess proton or proton
hole dependent on the motions of individual water molecules near the charge defect?
How do the fluctuations of the surrounding liquid guide the motion of the charge defect
through the liquid? Clearly, hydrogen bonding will play a strong role in answering each
of these questions.
1.4. Experimental Probes of Water's Time Dependent Structure
Much of the scientific discussion regarding water's structure has focused on static
descriptions of the liquid because very few of the experimental probes exist that can
directly measure its dynamics. X-ray and neutron scattering measure the average
arrangement of molecules on molecular length scales, but are only slightly sensitive to
time dependent changes in the liquids structure.14' 37 Dielectric relaxation and nuclear
magnetic resonance dipolar relaxation experiments can be modeled to provide an average
reorientation time scale for water molecules, but they are not structurally sensitive and do
not directly observe these motions.38 Typical ultrafast techniques, such as electronic
solvation dynamics experimentsis,39 and optical Kerr effect measurements ''40'41 possess
femtosecond time resolution, but lack sensitivity to water's hydrogen bonding structure.
Time resolved ultrafast infrared spectroscopy can surmount many of these
experimental shortcomings since water's O-H stretching frequency is highly sensitive to
its local environment. To avoid complications due to the inter- and intramolecular
coupling of nearly degenerate oscillators, many experimentalists have chosen to
investigate dilute solutions of HOD dissolved in D20 (Fig. 1-2A). The O-H stretching
transition of such a solution is broad (-260 cm-1 FWHM) due to the large distribution of
hydrogen bonding geometries present in the liquid. Given an accurate map between
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Figure 1-2: (A) Infrared absorption spectrum of -l% HOD in D20. (B) Jointprobability distribution betweenCOOH and ROO calculated from MD simulation. From Ref.
42.
structure and 0-H frequency, we can monitor time-dependent changes in water's
hydrogen bonding structure by exciting the HOD molecules' 0-H stretching transition
with a series of temporally short infrared pulses and then watching how the frequencies
of excited molecules evolve with time.
Measurements of infrared spectra of hydrogen bonding crystals have established
that a correlation exists between the frequency of an 0-H stretching transition, coOH, and
Roo, the distance separating the two oxygen atoms of the hydrogen bond donor and330345-60435
acceptor.e- The correlation between pHand the strength of a hydrogen bond can be
understood by recognizing that the formation of a hydrogen bond adds an attractive force
that pulls on the 0-H stretching potential, causing it to broaden and thereby decreasing
CO0H. MD simulations using mixed quantum-classical approaches 7 42 46 47 have
established that the correlation between OH and R is preserved in liquid water (Fig. -
2B).
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While a hydrogen bond formed between two water molecules is very weak
compared to other types of hydrogen bonds present in other systems such as carboxylic
acid dimers, 48 the hydrogen bond formed between a water molecule and a hydronium or
hydroxide ion can become so strong that the hydrogen bonding proton becomes equally
shared between the water molecule and the ion. Whereas the O-H stretching potential for
a HOD molecule only experiences a weak perturbation due to the surrounding solvent
that results in a decrease of OH by -300 cm' relative to its gas phase value (3707 cm
1),49 the O-H stretching potential of a proton that participates in a hydrogen bond with
either a hydronium or hydroxide ion can be highly altered. In the extreme case of an
equally shared proton, the O-H stretching potential resembles a double well with a low or
even non-existent barrier50 and OOH can reach values as low as 600-700 cm- !51 In the
liquid phase, a large distribution of different shared proton states are present, causing
concentrated acids 33,34,5 2 and bases53 to have a very characteristic absorption continua that
ranges from low frequency up to the edge of the water O-H stretching transition (Fig. 1-
3). Zundel suggested that the absorption continua could be explained by the modulation
of the shared proton stretching potentials of H50 2+ and H302~ ions by polarization
fluctuations of the surrounding solvent, and used the existence of this spectral feature to
argue that H50 2+ and H302~ are the dominant species present in concentrated acids and
bases.33'34 Simulations of model A--H+--A systems54'55 support this conclusion, and show
that electric field fluctuations can lead to absorption bands covering a broad spectral
range. Since water's dielectric fluctuations are intimately tied to the collective motions
of water molecules, the large breath of this absorption feature may be related to water's
rapid intermolecular dynamics. This absorption continua is also present in solutions of
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Figure 1-3: Infrared absorption spectrum of H20 and absorption spectra of IM HCl and
NaOH solutions with the H20 background removed in order to highlight changes to the
water spectrum upon the addition of acid or base.
dilute HOD dissolved in DCl/D20 or NaOD/D2 0. 56~59 Just as in the case of dilute HOD
in D20, we can use femtosecond infrared pulses to track the changes in oOH across this
broad spectral range to infer how fluctuations in the hydrogen bonding environment
around shared protons allow them to form a stable covalent bond.
1.5. Thesis Outline
In this thesis I present the results of several ultrafast spectroscopic investigations
of water and aqueous hydroxide solutions that provide insight into how water's hydrogen
bonding network rearranges on femtosecond time scales and how these rearrangements
let the aqueous hydroxide ion accept a proton from one of its hydrogen bonding partners.
Chapter 2 serves as a brief introduction to nonlinear spectroscopy. In this chapter I use
perturbation theory to derive expressions for the calculation of nonlinear signals within a
number of different useful approximations. In particular, this chapter provides a
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2.4
description of two-dimensional infrared spectroscopy (2D IR), a correlation technique
whose observable is related to the joint probability of exciting a molecule with a given
initial frequency and then detecting it at a different frequency after a set waiting time.
The loss of correlation due to spectral diffusion, frequency shifts due to changes in the
local environment surrounding a chromophore, can be quantified through a number of
simple metrics that are developed in Chapter 3.
Chapter 4 describes the experimental methods used for the measurement of
nonlinear signals. The generation of ~45 fs mid-infrared pulses using a home-built
optical parametric amplifier 60 is described as well as the creation of variable delays
between these pulses using a five beam Mach-Zehnder interferometer. Collection
schemes for pump-probe, three pulse photon echo peak shift, transient grating, and 2D IR
experiments are described. This chapter concludes with a description of a novel
collection scheme that enables the rapid collection of 2D spectra entirely in the time
domain that uses a HeNe reference to determine one of the two time axes that comprise a
2D spectrum.
The results of experiments and MD simulations that describe how water's
intermolecular dynamics lead to rearrangements of the liquid's structure appear in
Chapter 5. Experimental 2D IR spectra display a pronounced asymmetry with increasing
waiting time. This asymmetric broadening shows that broken hydrogen bonded states do
not comprise a stable minimum on water's free energy surface. The time scale over
which this asymmetric broadening occurs suggests that hydrogen bond rearrangements
are primarily driven by librations. MD simulations find that the transition state for
hydrogen bond exchange in liquid water resembles a bifurcated hydrogen bond. The total
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exchange process resembles the insertion of a water molecule across a hydrogen bond
and can involve the correlated motion of waters as far away as the second solvation shell
of the exchanging molecule.
Chapters 6 and 7 describe experiments and simulations that examine the dynamics
of aqueous hydroxide solutions. Pump-probe and 2D IR measurements show the
presence of a broad spectral feature that decays with a 110 fs time scale. The calculation
of spectra from a multistate empirical valence bond simulation model (MS-EVB) of
aqueous sodium hydroxide shows that this feature is a spectral signature characteristic of
a proton that is equally shared within a transiently formed DO--H--OD~ ion that represents
the transition state for proton transfer. Calculations based on the MS-EVB model argue
that the collective electric field due to the surrounding solvent projected along the proton
transfer direction is an appropriate coordinate to describe the creation and relaxation of
these shared proton states. Although the motion of the proton appears to be directed by
dielectric fluctuations of the solvent in the vicinity of the shared proton, the proton
transfer reaction is not complete until the newly formed water molecule and hydroxide
ion are fully solvated by the surrounding water bath. This process is found to occur on a
time scale of ~7.5 ps on the basis of the MS-EVB simulation, and involves the formation
of an asymmetric solvation shell around the newly formed hydroxide ion. This solvation
process may serve as a microscopic explanation for the large rise in solution viscosity61
that occurs with increasing hydroxide ion concentration.
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Chapter 2
An Introduction to Nonlinear Vibrational Spectroscopy and
the Calculation of Third-Order Signals
2.1. Introduction
Nonlinear vibrational spectroscopy is a powerful tool that can be used to
characterize fluctuations in complex liquid systems. Linear spectroscopies, such as
absorption or reflection, are primarily sensitive to the distribution of vibrational
eigenstates of a system. By introducing short time delays between subsequent field-
matter interactions, nonlinear spectroscopy can be used to excite and track time
dependent changes in the set of frequencies associated with the vibrational transitions of
the system. Measurement of these time dependent shifts, or spectral diffusion, can be
used to infer the dynamic changes in the surrounding liquid that give rise to these
frequency shifts.1'2 Additionally, kinetic processes such as the transfer of vibrational
energy between oscillators3 or the exchange of molecules from one liquid environment to
another 4 can be observed using nonlinear spectroscopy. Unfortunately, the relationship
between the spectroscopic observables that are measured in a nonlinear experiment and
the underlying dynamics of the system is not simple. A methodology is required to relate
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these quantities and to allow the extraction of meaningful parameters from experiment
that can be used to describe the time evolution of the system under study.
The experiments described in this thesis fall under the general heading of four-
wave mixing spectroscopies. In a four-wave mixing experiment, three separate light
fields interact with a sample, creating a nonlinear polarization that then radiates a signal
field. Characterization of the emitted field can be used to infer different properties of the
system, including how long molecules remain vibrationally excited, how long it takes
them to reorient, and how long before they exchange liquid environments. Various types
of four-wave mixing experiments have different sensitivities to each of these properties.
Pump-probe and transient grating measurements primarily report on vibrational
population dynamics and the orientational relaxation of excited molecules, whereas
photon echo peak shift experiments can be used to track the spectral diffusion of excited
oscillators.' Arguably the most powerful among these techniques is two dimensional
infrared spectroscopy (2D IR), which provides a full characterization of the amplitude
and phase of the emitted signal field.5 8 The frequency domain representation of a 2D IR
spectrum is related to the joint probability of exciting a particular vibration at a given
initial frequency, oi, and then detecting it at a frequency, o3, after a fixed waiting period,
T2. 2D IR spectra detected as a function of T2 can be used to separate different
subpopulations that reside under a congested 1D lineshape based on how their dynamics
vary as a function of time. If these subpopulations have different spectral signatures, 2D
IR can also be used to observe their exchange through the appearance of cross peaks in
the 2D spectrum. 4'9
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The goal of this chapter is to provide a brief introduction to third-order nonlinear
spectroscopy within the confines of time-dependent perturbation theory. Equations that
can be used to calculate third-order signals based on experimentally measurable input
parameters or from the results of molecular dynamics (MD) simulations will be described
as well as the key approximations in their derivation. In particular, the development of
methods for the calculation of nonlinear signals on the basis of classical MD
simulations7' is a powerful approach to the interpretation of nonlinear experiments since
it allows us to build a direct connection between the experimental signals that we
measure and the microscopic system dynamics responsible for their generation. These
equations will be used in Chapters 5-7 to calculate third-order signals for the O-H
stretching transition of the HOD molecule in both D2 0 and NaOD solution. This chapter
will conclude by providing a brief introduction to different experimental third-order
techniques. While a full description of the measurement of nonlinear signals will be
reserved for Chapter 4, the sensitivity of each technique to liquid dynamics is discussed.
2.2. The Third-order Polarization
In a nonlinear spectroscopy experiment, a series of input electric fields act to
create a macroscopic polarization within a sample that then radiates a signal field. To
describe the process by which this signal field is generated, we define a Hamiltonian for
the total system:
Htotal )= H,id+ Hight + H,,,(t). (2-1)
Hliquid describes the behavior of the liquid in the absence of an external electric field and
includes the internal degrees of freedom of each individual molecule as well as their
intermolecular interactions. Hlight is the Hamiltonian for each laser pulse external to the
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liquid, while Hi,, describes the interaction between each electromagnetic field and the
liquid. When describing the liquid, we make a separation between the degrees of
freedom that interact with the light field, the system, and those that do not, the bath. This
allows us to write Hliquid as:
Hliqud = Hs (P,Q)+ H, (p, q)+ HSB (P, Q, p, ) (2-2)
where Q and P denote the positions and momenta of the set of system coordinates, while
q and p refer to those of the bath.*
Since we are primarily concerned with the dynamics of the liquid and
spontaneous emission does not contribute to the signal fields that are measured in
coherent third-order experiments, we can neglect Hfield in Eq. 2-1. In water, the
characteristic field-matter interaction length scales are on the order of Angstr6ms, which
is much smaller than the wavelengths of the infrared probing light (microns). This allows
us to make the electric dipole approximation, which allows us to treat each molecule as a
point dipole in a time dependent electric field.'0 Thus, we can write Hi,, simply as:
H,, (t) = -pL (Q, q, t).E(r, t) (2-3)
where p(Qq,t) is the dipole moment operator that depends on the both the microscopic
degrees of freedom of the system and the bath and:
E (r, t) = e (r) exp[i (k-r - co(t - tj)] + c.c. (2-4)
is the external field strength at position r and time t.
The macroscopic polarization generated by the interaction of each of the input
external fields and the system serves as a source term for the nonlinear signal field that is
* Throughout this chapter and in the remainder of this thesis, vector quantities will be represented using
bold type.
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measured during a four-wave mixing experiment. The total polarization of the sample is
given by the expectation value of the dipole operator:
P(r, t) = Tr [p(Q, q, t)p (t)], (2-5)
where p(t) denotes the density matrix of the system. The time dependence of the density
matrix is given by the Liouville-von Neumann equation:
ih at =( [ H 0,a (t), p(t).
We can simplify Eq. 2-6 by making the substitution p, (t) = e-'""u"'''p (t) e'fq"d
making this substitution and inserting Eq. 2-1 into Eq. 2-6, we obtain:
ih a! ( H,, (t), p, (t)].
(2-6)
Upon
(2-7)
We can obtain a solution for p, (t) by integrating both sides of Eq. 2-7 with respect to
time:
ihp, (t) = dt' [H,, (t'), P,(t')] (2-8)
By inserting the right side of Eq. 2-8 back into Eq. 2-7 and integrating iteratively, we can
develop a perturbative series for the density matrix:
p, (t) = p "(t), (2-9)
where each term is given by:
n1 f t t" I'
p(t) =f dt' dt'- 
_... fdt' ( Hin,(t'H (2-10)
In Eq. 2-10, each time point, t', represents a time-ordered point of interaction with an
external electromagnetic field. Substitution of this solution for the density matrix into Eq.
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2-5 yields a similar pertrubative solution for the polarization where each subsequent term
in the expansion describes an increasing number of field-matter interactions:
P (r, t) = I P(n) (,).(2-11)
n=1
The first order term describes the linear optical properties of the sample that can be
determined using absorption or reflection experiments. For isotropic media, each of the
even order terms in the expansion vanish due to symmetry." The lowest order nonlinear
term corresponds to the third-order polarization, P('), which can be measured using four-
wave mixing spectroscopies.
The most general way to describe the generation of the third-order polarization is
by defining a time dependent quantity, the third-order response function, R(3), that
describes the how the system behaves in response to three seperate field-matter
interactions. The third-order polarization can be represented as the convolution of this
quantity with each of the input electromagnetic fields, E (t):
P(3) (t)= Jdt, Jdt2 JdtR(3)(t 3,t 2,t,)E, (t - r 3)E, (t - T3- r 2)Er(t - r 3 - r2 -T1). (2-12)
0 0 0
In Eq. 2-12, ti and t2 refer to the time periods separating the three field-matter
interactions and t3 refers to the time between the third interaction and the detection of the
signal field (Fig. 2-1), while the indices a, P, and y denote the k vector of each excitation
field, ka, kg, and k. respectively. In practice, each of these three field-matter interactions
need not occur at the peak of each pulse, but can occur at any time within the pulse
envelope. We use a separate set of variables, T1, T2, and t 3 to denote time delays between
the peak of each excitation pulse and the detection of the signal field. According to
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Time
1 t2 - t3
Figure 2-1: Pulse sequence for third-order nonlinear spectroscopy. The labels r1 and r2
refer to the time delays between the peaks of each excitation pulse and T3 denotes the
time separating the peak of the third pulse and the detection of the signal field. In general,
the interaction of each field with the material system can occur at any time within the
envelope of each excitation pulse. The time periods ti, t2, and t3 are analogous to TI, r 2,
and T3 , but instead define the time periods between each field-matter interaction and the
detection of the signal field. In the impulsive limit where each excitation pulse is
infinitely short in time, these two sets of time delays are equal to one another.
Maxwell's equations, the signal field, Esg (t), recorded in a third-order experiment
corresponds to the time derivative of Eq. 2-12:13
Esig (t) Oc . (2-13)
at
Comparison of Eq. 2-10 and 2-12 shows that the third-order response function, R
consists of a triply nested commutator of the system's transition dipole operator evaluated
at the time of each field-matter interaction and the time of the signal field detection:
R(3) (t 3,t2 ,ti)= j ( 1)( 2)(t 3 ) [[[p0(t +t 2 +t),jp(t2 +t1)],p(t)],s(0)]. (2-14)
The Heaviside step functions, 9(t), are included as part of the response to enforce
causality and the angular brackets indicate an equilibrium ensemble average over the
liquid degrees of freedom.
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In the limit of delta function excitation pulses, the integrals in Eq. 2-12 vanish and
the measured signal in a third-order experiment is equivalent to R(3). In recent years,
many different methodologies have been developed that allow for the calculation of R(3 )
7-9,12,41
within a variety of different approximations.-,14-17 Section 2.4 of this chapter will
describe approximations that are used later in this thesis to calculate the third-order
response of the O-H stretching transition of a dilute amount of HOD dissolved in either
D20 or NaOD/D 20 solution. However, before these approximations can be described in
detail, the following section will first introduce a useful notation that enables us to
represent each of the terms that comprise the nested commutator of Eq. 2-14 pictorially.
2.3. A Pictorial Representation of the Third-order Response
We begin by expanding the commutator of Eq. 2-14. Doing so yields eight
separate terms, but only four unique terms are found since half of the terms represent the
complex conjugate of one of the other terms. By inserting the complete set of system
eigenstates, 1 = I n) (n , between the dipole matrix operators in each term, we can
n
rewrite Eq. 2-13 in terms of the system eigenstates:14
(3) ~ l ( 3 4R (3, t2 , ti)= - I R (t3 , t2,t)-R* (t, t2, t) (2-15)
where the four terms, R., are given by:
RI= I Pa(pab(t + t2+t)9b,(t2 + tl)9,d(tl)Lda(0))
abed
= 2 Pa(gab1(tl)9b,(t2 + t1)igcd (3 +2 + tl4da(0))
abcd
R3= d, (tl )b (t3 + t2+ t),ba (2 + ti )gad (0))
abcd
= Pa(pd 2 + c )b (3 +2 + b )qa (4 )gad (0)).
abcd
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Here, the set of indices {a, b, c, d} run over the eigenstates of the system, p, represents
the matrix elements of the transition dipole operator, p, = (i j ), and P, denotes the
probability that that population resides in eigenstate "a" at the time of the first field-
matter interaction. Assuming that the system is initially at equilibrium,
P,= exp[-Ea/kbT]/ exp[-E,/kbT].
The advantage that we gain by rewriting Eq. 2-16 in terms of the system
eigenstates is that each term in the equation can now be interpreted in terms of a set of
time-ordered field-matter interactions that link specific eigenstates of the system. For
example, if we look at the first term, R1, at t = 0 the first field-matter interaction creates a
coherent superposition between the "d" and "a" system eigenstates. The next interaction
at t = ti changes this coherence into a superposition of the "c" and "a" eigenstates and the
final interaction creates a "ba" coherence. The signal is emitted at t = t] + t 2 + t 3 and
involves radiating a photon with energy equivalent to the energy splitting between the "a"
and "b" eigenstates.
We can describe this series of interactions by making use of double-sided
Feynman diagrams,12 a convenient tool that lets us represent each of the terms in Eq. 2-16
pictorially. Fig. 2-2 displays the four diagrams that represent each of the four terms in Eq.
2-16. Time runs from the bottom of each diagram forward and the left and right hand
sides of the diagram represent the bra and ket of the density matrix respectively. Arrows
* It should also be noted that each of these four indices may refer to the same eigenstate. Thus in the
example outlined above, if "a" and "c" both refer to the ground state of a system and "b" and "d"
correspond to the system's first excited state, then the first interaction prepares a coherence between the
ground and excited state, and the second interaction converts this coherence to a ground state population
where no phase oscillation occurs. The third pulse generates a new ground-excited state coherence and
the signal is emitted with a frequency determined by the difference in energy between the ground and
excited states. As we shall see in Section 2.5, the formation of a population during the second waiting
period allows us to monitor spectral diffusion.
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R1  R2  R3  R4
t3 b a d c b c b c
t2 ca db a c bd
ti da da ad ad
aa aa aa aa
Figure 2-2: Feynman diagrams for each of the four terms that comprise Eq. 2-16. Time
runs forward from the bottom to the top of the diagram. The set of indices {ab,c,d}
denote the eigenstates of the system and the horizontal lines represent field-matter
interactions. The two indices listed for each time period denote the state of the system.
Mixed sets of indices represent a coherent superposition of two eigenstates whereas pairs
of identical indices denote the formation of a population in the listed eigenstate.
pointing toward a diagram represent the absorption of a photon while those pointing
away denote stimulated emission.* The side upon which an arrow is drawn denotes what
side of the density matrix the transition dipole operator is acting on and also denotes the
phase of the interaction, +k or -k which are represented by left or right pointing arrows
respectively. Keeping track of the phase of each interaction is important because the
conservation of energy dictates that both the wave vector and frequency of the signal
field be equal to the sum of the wave vectors and frequencies of the excitation fields:
ksig = k k k(17
S= + ).(2-17)
Sig - Ca ± O)
Here, as in Eq. 2-12, the subscripts a, P, and y denote the three excitation pulses
employed during the experiment.
: Since the Feynman diagrams in Fig. 2-2 represent an arbitrary level structure, it is not appropriate to draw
arrows on either side of the diagrams since the relative energies of the four eigenstates are not specified.
Fig. 2-3 in Section 2.5 presents the set of Feynman pathways for a two-level system and includes arrows
denoting absorption and emission.
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The description of the third-order response that we have outlined in this section
was originally developed for the treatment of a system containing only a ground and
excited state. i-20 However, the equations that we have used are general for any
multilevel system,'4'2 ' which allows us to model the vibrational systems that we describe
in the following chapters. To determine the specific set of excitation pathways for a
given system, we need to evaluate the sums in Eq. 2-16 with respect to the system
eigenstates, and the number of possible excitation pathways can rapidly escalate as the
system size increases. Many of these terms involve transitions between states of the
system that are not resonant with the excitation pulses used in the experiment and can be
ignored. This assumption is known as the rotating wave approximation 2 and holds well
for most vibrational systems. The phase matching conditions that appear in Eq. 2-17
allow us to further select against different excitation pathways. In any nonlinear
experiment, we are free to exhibit control over the wave vectors of the excitation fields.
For experiments performed using identical pulses in the boxcar geometry, such as those
described in the following chapters of this thesis, only signals emitted in the
ksig = -ka+ k, + k, phase matching direction need to be considered (See Section 2.5).
2.4. Useful Approximations for the Calculation of Spectroscopic Observables
Up to this point in the derivation of R('), we have only assumed that the
excitation fields can be described classically and that the form of the interaction between
the material system and the light fields is dipolar, which holds well for weak excitation
fields. While Eq. 2-16 is useful for building an interpretation of how each field-matter
interaction can act to drive transitions between different quantum states of the system, it
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is not easy to use it to directly calculate the third-order response. Calculation of the time
dependent quantum mechanical dipole operator is often only feasible for quantum
calculations carried out on small systems. To calculate experimental observables from
either MD simulations or from fitting models, we must first make further simplifications
to Eq. 2-16. The following subsections derive expressions that are used throughout the
following chapters of this thesis to calculate both linear and nonlinear signals.
2.4.1. Energy Gap Fluctuation Description of the Third-order Response
We can simplify the set of Rn described by Eq. 2-16 by rewriting the dipole
matrix elements as: pa (t) = exp[iHat/h] ab exp[-iHbt/h]. Making this substitution we
obtain:
R,= Pa(eiHa (t3 +t2 +t1 )/h abe-iHbt3/h beiH t2/h cditl/hj da
abcd
R2 = 1 Pa (eHat/h abe H ht2/h bce t/h cde-Hd(t3 +t2+t1)/h Pda
abcd (2-18)
- a cb g ba t 2 +ti)/hPad)
abcd
t= Pa e 1t) dce iHct/ lcbe-iHb(t3+t2 )/h Lba-IHat1/hpad)*
abcd
For many vibrational systems, it is valid to make the Condon approximation, which
neglects the dependence of the dipole matrix elements on the fluctuations of the bath. 2 2 2
Since the angled brackets in Eq. 2-18 denote an equilibrium average over the bath
degrees of freedom, this approximation allows us to move each of the dipole matrix
elements, p, outside of the average. However, for the case of hydrogen bonding
systems, it is well known that O-H bonds that participate in strong hydrogen bonds
display highly increased infrared absorption cross sections.2 3,24 In the case of dilute HOD
dissolved in D20, electronic structure calculations17,25-27 have predicted that the HOD
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molecule's transition dipole increases strongly as the frequency of the O-H st
decreases. Based on these observations, we will refrain from making the Co
approximation until we cannot proceed further without doing so.
At this point, it becomes useful to rewrite Eq. 2-18 in terms of the energy
fluctuations between the eigenstates of the system and a reference state. For
reference, we will choose the ground state of the system, denoted by the index
Although this choice is arbitrary, it will not affect the results we outline below.
implement this substitution, we make use of the identity:12
e-iHat/he iHbt/h = exp+ -- drHa, (r) (2
where Ha, =Ha - H and exp+ denotes a time-ordered exponential series:
exp, LdA(r) =1+ dr dr_1 .. .dr.A(rA)A(r_.). (r,
_0 n=1 0 0 0
retch
ndon
gap
our
"a.
To
-19)
(2-20)
Judicious usage of Eq. 2-19 as well as the insertion of the identity 1 = e-'""'/"e'H"'/ allows
us to rewrite Eq. 2-18 as:
R= 1P (pab (3 ±t 2 ± 1 exp+ r- - +2+6 Hba (r)dr exp+ L f1~t2 Hba (-)dr
x gc (th2 i exp. l+t2 HbL, (r) dr exp H (-r)dr
X ges ( 1)exp+ - Hda (r)dr p, (0)
R2= a ab Xp+ L IHba (r)dr exp+ f1+t2 Hba (r dr]
abcdhI h
X hc (t2 + + 2 Hca (r)dr exp Hea (r) dr
Xgcd (t3 +t2 + 1)exp+ [± f1 ~t2 t3Hda (z)d r pda (0)
(2-21a)
(2-21b)
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R3= pd , Q)exp+ - H (r) d-r exp+ Li 1+12+13 Ha (r)drj
x p, (3 +± 1 p L- r 2+t3 H, (r)dr exp+ H ()dr (2-21c)
x pa (t2 + tl) gad (O) exp+ Hda (,)drj)
R4= a P Kde (t2  tl )exp+ 1+12 Hec (r)dr exp+ -f Ha (r) dr
abcd - -h
x.bt3 +±t2+ ±4)exp +L- fli2t Hb~.d~X+~.1ba(r) dv]
xc ph ,M2M Hba (r)dr' exp+ H a (r d (2-21d)
x paa (tl )gad (0)eXp+ fl+t2Hd (r) )drj).
In Eq. 2-21, the time dependence of each dipole matrix element now occurs with respect
to our chosen reference state, p,, (t) = exp[iHat/h]p, exp[-iHat/h].
The expressions given above are exact in the limit of weak excitation fields where
the dipole approximation for field-matter interactions holds. Unfortunately, to evaluate
each term we need to have exact knowledge of the quantum dynamics of the system, a
daunting task for any liquid system. As a key simplifying approximation, we will make a
semiclassical approximation and assume that each term in Eq. 2-21 can be replaced by its
classical analogue. 2,15,28,29 This allows us to exchange each time ordered exponential in
Eq. 2-21 with an ordinary exponential function, giving the final result:
R= Pa(gab(t 3 +t 2 +tl)Igbc(t 2 +t) gcd Q1 p)da(O) Obd
abcd
R2= I (pa1b l)bc (t 2 + tl)gcd (t3 + t2+t (0 a>d
=abed ft)1b@ + t ±t) gd(t)03) (2-22)
R3 = IP pda(0)pgabo(2 + t),) (t3 + t2+ic 1 bcd
abcd
R4 = P (da (0)pab(tl) 9b, (t 3 + t 2 + t) ed 2 + ±t)(),,
abcd
where the set of dephasing functions, #kOj), are defined as:
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11+12 +13 11+12 1#0 = exp -i -)( dr - i fcoe,, (r) dr - i fcoda (r) dr11+[ 2 1 0
( +t2 +6 11 +t2  11
bcd =exp -i f (dbr )dr -i fcd()dr fO)da,(r)dr
11 +12 11 0
-(2-23)
tI +t2 +t3 11 +t2 ti
# )( =exp -i f s '0 (r jdr +i fmoc,(r jdr + i m, (r) dr
tI +tz ti 0
ti +t2 +6s ti+t2 11
# = f Co (r)dr+i f codb(r)dr +i foa()dr
ti +t2 11 0
and c, (t) Hi(t)/h.
Examining Eq. 2-22, we find that in each time period the system oscillates in a
coherent state and each field-matter interaction acts to change the two states that
comprise the coherence. Eq. 2-22 is a powerful result because it enables us to calculate
the third-order response directly from classical MD simulations. Over the course of the
past decade, numerous mixed quantum-classical techniques have been developed that
allow for the calculation of vibrational frequencies from a MD simulation. Many of these
techniques calculate quantum vibrational degrees of freedom by using either perturbation
theory30-32 or frequency maps derived from high level density functional theory25,27 or ab
initio33 calculations. The input to these calculations is generally the instantaneous
configuration of the simulated system, which allows for the calculation of a set of
trajectories of the energy of each system eigenstate, as well as the transition dipoles
linking these states. With a set of trajectories in hand, R(3 ) can be calculated using the
approximate result shown in Eq. 2-22. Chapters 5 and 7 present results where this
approach is used to calculate 2D IR spectra for the O-H stretching transition of HOD
dissolved in D20 and NaOD solution.
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2.4.2. Second Cumulant Approximation
The expressions derived in the previous section allow for the straightforward
calculation of nonlinear signals from fluctuating trajectories of the vibrational frequencies
and transition dipoles of a system. However, in the absence of a means of generating
such trajectories, further approximations need to be made to derive an expression for the
response that can be calculated from experimentally constrained fitting parameters.
Simplification of Eq. 2-20 can be made by rewriting it in terms of a series of energy gap
time correlation functions:
C,, (t - t= (9g,(t) W,, (t,)} (2-24)
where co,, = (E, - E)/h is the difference in energy between the eigenstate "n" and our
chosen reference eigenstate "a", and SWna (t) = 0na (t)-(w,0). The advantage gained by
making this transformation is that the set of time correlation functions, C,, (t), can serve
as parameters that can be adjusted to fit experimental results. Once a sufficient fit is
found, these time correlation functions provide an average measure of the time scale over
which fluctuations of the bath cause the system to undergo spectral diffusion.
We begin our simplification of Eq. 2-21 by first making the Condon
approximation so that the dipole matrix elements can be moved outside the brackets that
denote an equilibrium ensemble average. Each of the time-ordered exponential functions
that comprise Eq. 2-21 can then be expanded to second order using Eq. 2-20. Sung and
Silbey 4,21 have demonstrated that the results of this expansion can be written as:
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R= I. P'c ae - l( t - 2 -- 6)da]1 F ,t2,tl)
abcd
2= X Paabb9ccdida exp dc)3 ,db2 tda 1F2dt 32
abcd = (2-25)
= Ppp w 3 +(coca) 2 + W 3,2,)
abcd 
(Od I~ t 2It
R4 = I Ppabpbcpcdpda exp (obc) 3 ±(wdb )2 +(da1]F ] ,t 2 ,t).
abcd 
bd( l lIt
In Eq. 2-25, the frequency evolution of the system is now described through a series of
dephasing functions, Fc, (n3, 2' 1), that consist of integrals over a set of energy gap
correlation functions such as that in Eq. 2-24:
-ln (3,t2,lt )] =hbb () +h (t2) +hdd 1) +h (t3,t2)
+ h~c (t3,t2 + fb,* (t3,t1;2)
-i(,(2,Q,2, =he~,]+(hbb (2 )] +hdd t3 t2 1t)+(hc (tsl t2)
+h-d 3 ±2 1,3 )[bd 2, 3 ±2 1
-l (t), t2,t j] = [(tg))* +h, (t3 H+ h +h a *(t3 + 2, tl
-b ft, Qt3 + t2; t2 b fd (3' 1' 2t
-In([F(, t2,t Of =hk, (t0 )+hdd t2 1t)+(hbb (3 + 2)be -h6- t t+t2
+ h* (2 + )- fd @2 1, t3 + 2;3
where:
hm()= Jdr2 JdrCn, (r 2 - T) (2-27)
0 0
t2  '1
hn,(t2,ti)= fdr2 fdr]Cn,(r 2 ±i' 1) (2-28)
0 0
t2  'I
fn (t2,t;t3)= t dr 2 fdiC,, (r 2 ""+t(). (2-29)
0 0
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Unfortunately, this simplification of Eq. 2-21 comes with a cost. Choosing to
describe the fluctuations of the system using only energy gap correlation functions that
are each dependent on a single time period is equivalent to assuming that the fluctuations
of the system obey Gaussian statistics. This has the consequence that any computed
multidimensional lineshape will be symmetric with respect to the antidiagonal axis,
implying that the dynamics of molecules that absorb at both low and high frequencies are
identical. In the case of water, molecules that absorb at low O-H stretching frequencies
participate in strong hydrogen bonds while those that instead absorb at high frequency are
involved in weak or broken hydrogen bonds, and there is little reason to assume that
frequency fluctuations of the O-H lineshape obey Gaussian statistics. We will indeed
show that this is the case Chapter 5. Pronounced asymmetries are present in measured
2D IR spectra that result from the instability of broken hydrogen bonding
configurations.34-36 Nevertheless, this formalism at least allows us to characterize the
average time scale for spectral diffusion in water and, in the case of concentrated NaOD
solutions, this formalism can be extended to determine an average time scale for the
structural diffusion of the deuteroxide ion.
2.4.3. Linear Absorption Lineshapes
Although linear absorption lineshapes primarily provide information on the
distribution of eigenstates within a system and are only moderately sensitive to their
dynamics, the calculation of linear absorption spectra can provide an additional constraint
when fitting spectroscopic models or developing methods for calculating vibrational
§ Another way of stating this is that the coupling between the system and bath, HSB, is linear in the bath
coordinate. Sung and Silbey14 assume this as part of their derivation and under this condition, Eq. 2-25 is
an exact result.
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frequencies from MD simulations. One of the advantages of the perturbative treatment of
nonlinear spectroscopy outlined in this chapter is that it can easily be generalized to any
"n" order spectroscopy, including linear spectroscopy.
Following Eq. 2-11 we find that the linear polarization can be written as:
P(i) (t) = JdtR() (t, ) E (t - r) (2-30)
0
where ti refers to the time between the single field-matter interaction and the detection of
the linear signal field. In Eq. 2-30, the first order response function, R(1) (tj), is given by:
Rh \(t1)= -h(t)p h),p(0). (2-31)
The linear absorption lineshape is proportional to the Fourier transform of the signal field
induced by P(') (t). Using the same set of semiclassical approximations that were made
to derive Eq. 2-22, we find that R(') (t,) can be rewritten as:'2,15 ,2 8
R(1) (t)= 2P, pb 1)a (0) exp -i Jwb, (r)dr. (2-32)
ab 0
Within the confines of the Condon and second Cumulant approximations, R(') (t,) further
simplifies to:12 "5
R(1) (t) = Pa1 1a2 exp[-i(ba)t - 91()] (2-33)
ab
where:
g (t)= fdr (t - r) (3W5ba (r &Oba (0)). (2-34)
0
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2.4.4. Treatment of Population Relaxation and Reorientation
It should be noted that in the equations derived above, we have neglected any line
broadening contributions that result from vibrational energy relaxation. The overall
decay of the nonlinear signal due to this process can be added into the above formalism
empirically,9'37'3" but the means by which this is accomplished are often dependent on the
exact details of the system under study. Vibrational population relaxation of the HOD
molecule is accounted for phenomenologically when modeling the experimental data
presented in Chapters 5 and 6, and a description of how this is accomplished appears in
detail in these chapters.
The third-order polarization is a vector quantity whose polarization is dependent
on that of each of the three excitation pulses used in the experiment. When calculating
Eq. 2-22 from a MD simulation, it is possible to directly calculate the projection of the
dipole at the time of each field-matter interaction along the polarization direction of the
excitation pulse. In the case where we do not posses an atomistic description of the
system, the effects of reorientation can be included in Eq. 2-25 by assuming that the
orientational and vibrational degrees of freedom of the system are separable. This allows
the set of Rn that comprise Eq. 2-25 to be written as:14
4
R(tt2t) e (t3,t2, tj) Rna"cd(t3, t2 ,t') (2-35)
n=1 IJKL abcd
Here, the functions Yn and Rn describe the orientational and vibrational responses
respectively, and the indices {I, J, K, L} refer to the directional unit vectors in the
laboratory frame (i.e. X, Y, and Z). The set of Rabcd are identical to that found in Eq. 2-
25, but lack the orientational information contained in the dipole matrix elements:
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Rabcd 
_ a ab'bc cdda bat 3  ca) 2  da) 1]F (t,t 2,t.)
R2 - a = 9ab I1bbc Icd Ijda exp[ (adc) 3 -i( db)t 2 -i(d 1) ] F4} d (t3 ,t 2 ,t)
Rabc Oj od.(2-36)Raabcd a=ab J bc I1gIcd dal eXp-W bc)t 3 +( ca)t 2 +'(Oda)]F 1 d (t3 t 2,t,)
Rabcd a b I bc Icd pdaj exp [-i(obc )t3 db 2 + (Oda t]F d (t 3 t 2,t1 ).
Analytical expressions for the set of Y, can be derived for a single vibration: 39' 40
Yzzzz (t 3 , t 2 , t)= C1 (t )1+ 4c 2 (t 2 )c (t3 )
I1 (2 t 1(3)(-7
YzzYY ( 3 , t2,t) = 9c 1  -- c2 (t2 c,(t3) (2-37)
1YZY ( 3,t 2, 1) ZYZY ( 3,t2 , = 1 1 ( 1 )c2 () 1 (3)
where c, (t)= G ((t)n(0))), P, denotes the nth order Legendre polynomial and, n(t)
is a unit vector representing the orientation of the transition dipole of the probed vibration.
Time scales associated with the decay of P, can be inferred on the basis of dielectric
relaxation experiments41 while nuclear magnetic resonance dipolar relaxation42 and
polarization dependent infrared pump-probe experiments 43' 44 can be used to measure P2 .
2.5. Vibrational Echo Spectroscopy and Other Probes of Vibrational Dynamics
Now that we have a theoretical description for the generation of the third-order
polarization, how can we use this formalism to interpret nonlinear signals in terms of the
dynamics of individual molecules? This connection between theory and dynamics can be
best made by making use of a simple example system. Fig. 2-3 displays the Feynman
diagrams for a two-level system consisting of a ground state, |0), and a first excited state,
1) .12 These diagrams can be divided into two separate categories based on phase
matching. Rephasing diagrams correspond to signals emitted in the ksg = -+k +k
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00 1 1 00 11
01 01 10 10
00 00 00 00
ksig = -k1+k2+k3  ksig = +k1-k2+k3
Figure 2-3: Feynman diagrams for a two-level system with ground state 10) and
excited state I) . These diagrams can be divided into rephasing and nonrephasing
excitation pathways on the basis of phase matching.
direction while nonrephasing diagrams are instead emitted along kig = ki - k2+k3
where the subscripts 1, 2, and 3 denote the order of interaction of each signal field.
In both of the rephasing diagrams, the first field-matter interaction places the
system into a coherent superposition between the ground and excited states. In a liquid
sample, this corresponds to the excitation of many different oscillators that each have
slightly different vibrational frequencies due to fluctuations of the surrounding
environment. The coherence that is prepared for each individual molecule will oscillate
between the ground and excited state at a frequency given by the energy difference
between these two states. Due to the distribution of vibrational frequencies across the
sample, the oscillation of the ensemble averaged coherence will dephase with time.
The second interaction in the rephasing pulse sequence causes the state of the
system to collapse into either the ground or excited state. During this time spent in a
population state, fluctuations of the surrounding solvent can lead to shifts in the energy
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gap between the 10) and 1) states. The third pulse then creates a second coherence
between the ground and excited state, but with a phase opposite to that of the coherence
created during the first time period. This flip in the sign of the phase means that if
frequency memory was not lost during the time spent in a population state, when t3 is
equal to ti a compete rephasing of the original coherent state will occur (Fig. 2-4).
Physically, the rephasing of the original coherence corresponds to a macroscopic
alignment of the dipoles of the excited oscillators. This serves as a source term that
radiates a signal field, the vibrational echo. However, if the frequencies of the excited
molecules are randomized during the population period, then the strength of the echo
signal will be decreased and peaked near T3 = 0. By systematically varying the length of
the population period, we can obtain a direct measure of the time scale over which
fluctuations of the bath cause the system to undergo spectral diffusion, tc.
Nonrephasing diagrams do not posses the ability to generate a vibrational echo
since the coherences created by the first and third excitation pulses oscillate with the
same phase. However, measurement of these diagrams is important in experiments that
record the third-order response as a function of the ri time axis. In the time domain, the
nonrephasing diagrams form the negative portion of this timing axis.1 Upon Fourier
transformation to the frequency domain, the summation of rephasing and nonrephasing
spectra leads to the cancellation of dispersive wings that appear in the transformed data,
yielding a purely absorptive lineshape. 45
Of course, when more energy levels are added to the system, the number of
different excitation pathways probed by the experiment increases and the interpretation of
the measured signal becomes more complicated. Since vibrations are inherently
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Figure 2-4: Schematic illustration of the generation of a vibrational echo. The green,
blue, and yellow traces represent the phase of three separate oscillators with slightly
different vibrational frequencies. At 1l = 0, the initial excitation pulse prepares a state
where each oscillator is in phase. Over time, these oscillators dephase due to their
slightly different vibrational frequencies. The second pulse stops the phase of the
oscillation by preparing a population state, while the third pulse creates a second
coherence but with a phase opposite to that prepared by the initial pulse. In (A)
frequency memory is retained during 12, and when T3 = 1 , the original coherent state
formed at r1 = 0 is regained. This leads to the emission of a strong echo signal peaked
along the T1 = T3 axis. In (B) T2 is lengthened, which allows the fluctuations of the
surrounding solvent environment to randomize the phases and vibrational frequencies of
each oscillator. This prevents the rephasing of the initial coherence, and the echo signal
peaks near T3 = 0. The time scale necessary for this loss of frequency memory is denoted
the correlation time, te.
multilevel systems, in the case of single vibrational transition, such as the O-H stretching
transition of dilute HOD in D20, we need to consider not only transitions involving the
v = 0 and 1 states, but also transitions involving the v = 2 state. Carrying out the sum in
Eq. 2-16 over these three vibrational states, we obtain the eight Feynman diagrams
displayed in Fig. 2-5.3 The Si and Su sets of diagrams correspond to rephasing,
ksig = -ki+k 2 +k 3 , and nonrephasing, ksg =+kI -k 2 +k 3, responses respectively. Si
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Figure 2-5: Feynman diagrams for a three-level vibrational system. The labels SI, S1, and
S11 refer to rephasing, nonrephasing, and two-quantum diagrams respectively. In the
boxcar geometry used for vibrational echo experiments, the Sm diagrams contribute to the
signal only when all three pulses overlap.
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and SI both contain two diagrams that oscillate in a coherence between the v = 0 and 1
states during both 11 and T3 and exist in either the ground state or first excited state during
T2. These diagrams represent stimulated emission from the first excited state and the
formation of a ground state hole, and lead to positive peaks in 2D IR spectra. The third
diagram in each set describes a photoinduced absorption involving the v = 2<-1 transition,
which contributes a negative, anharmonically shifted peak to 2D IR spectra.
The Smll diagrams are unique to multilevel systems and represent signals emitted
in the ksig =+k + k2- k 3 phase matching direction. Although these diagrams are
selected against in the boxcar geometry that is commonly used for echo experiments,
when all three pulses overlap the time ordering between them becomes ambiguous, and
these diagrams can contribute to the response.38 In the following chapters, calculations of
the third-order response will largely be made assuming impulsive excitation of the system,
and contributions to the nonlinear response from Siml processes will be ignored unless
noted.
In the case that two separate vibrational transitions fall within the bandwidth of
the excitation pulses, a vibrational echo due to each isolated transition will be observed.
However, if these two transitions are coupled, new signals can be observed that are
generated by the exchange of energy between the two vibrations during the waiting
period. 6 Fortunately, each of these separate contributions to the third-order signal can be
separated by using coherent multidimensional spectroscopy.
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2.5.1. Two-Dimensional Infrared Spectroscopy
Two-dimensional infrared (2D IR) spectroscopy is the vibrational analogue of
other types of coherent multidimensional spectroscopies, such as two-dimensional NMR
and electronic spectroscopy. These spectroscopies are able to identify different
contributions to a nonlinear signal field by spreading the signal across two frequency
axes.s, As with all third-order vibrational techniques, three infrared electromagnetic
fields stimulate the emission of a signal field. In 2D IR spectroscopy, this signal is
detected interferometrically by overlapping it with a fourth reference pulse called the
local oscillator (Fig. 2-6A), which allows for the complete characterization of the phase
and amplitude of the signal field. A 2D IR spectrum is constructed by scanning the -I
and T3 time delays for a fixed value of T2. Fourier transform of the Ti and r3 time axes
yields a frequency domain 2D spectrum with complimentary frequency axes, oi and os.
The mi frequency axis of a 2D spectrum corresponds to the frequency of interaction
between the first laser pulse and the system, whereas the o3 axis corresponds to the
frequency of the detected signal field.
For every peak that appears in the linear infrared spectrum of a sample, a
corresponding peak will appear along the diagonal axis of a 2D spectrum. The shape of
each transition is dictated by the degree of inhomogeneity associated with the transition.
As the waiting period between excitation and detection, T2, is increased, transitions that
dephase faster than T2 take on homogeneous, round shapes, whereas peaks comprised of
an inhomogeneous distribution of transition energies remain diagonally elongated (Fig. 2-
7). Metrics that quantify time dependent changes in the shape of peaks in 2D spectra due
to spectral diffusion are given in Chapter 3. Couplings between vibrational states give
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A Two Dimensional IR Spectroscopy
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T1 T2 T3 0 -
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VVjVVVTm ka ky
B Vibrational Echo and Transient Grating
Ea Ep EY ksig = -kak3+ky
T1 T2 0EsigIakO
Okak
Time k
C Pump-probe
Epump Eprobe ksig = kprobe
Esig kprobe
VV~jVVTm kpump
Figure 2-6: Pulse sequences, geometries, and phase matching conditions for (A) 2D IR
spectroscopy, (B) vibrational echo peak shift and transient grating measurements, and (C)
pump-probe experiments. In the experiments pictured in (A) and (B), a boxcar geometry
is employed. Given the constraints imposed by wave vector matching, the signal is
emitted in the missing corner of the box formed by the excitation pulses. In 2D IR
spectroscopy, an additional reference field is overlapped with the signal that allows phase
sensitive detection of the emitted signal field. In the pump-probe experiment, both a +k
and -k interaction are generated by the pump pulse, causing the signal field to be emitted
along the direction of the probe.
rise to cross peaks between transitions that appear along the diagonal axis. As t2 is
increased, new cross peaks can appear that indicate the flow of population from one
transition to another.48 Since vibrational transitions are inherently multilevel systems, for
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Figure 2-7: Schematic illustration of the information content of 2D IR spectra. For the
anharmonic vibrations studied here, peaks in 2D IR spectra appear as positive/negative
doublets. The positive peak corresponds to the ground state bleach of the v = 0-I
transition whereas the negative peak is due to excited state absorption of the v = 2<-
transition and is anharmonically shifted along o3. At T2 = 0, diagonal peak appears for
each excited transition that is elongated along the diagonal axis (upper left panel). As T2
increases and the system undergoes spectral diffusion, the peaks assume a round,
homogeneous lineshape (lower left). Couplings between different vibrational transitions
give rise to cross peaks in the T2 = 0 2D spectrum (upper middle). Chemical exchange
processes can lead to the appearance of cross peaks with increasing waiting time (upper
and lower right). The kinetics that give rise to this process will be discussed in Chapter 6.
each positive peak that appears in a 2D IR spectrum, a corresponding negative peak
appears that is anharmonically shifted along the o axis. This negative feature
corresponds to a photoinduced absorption involving a v = 2 <- 1 transition (See Fig. 2-5).
Since a strong correlation exists between the frequency of the O-H stretching transition of
dilute HOD dissolved in either D20 or NaOD solution and the local hydrogen bonding
environment, the time scales over which experimental 2D spectra are observed to
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broaden as well as asymmetries in the 2D lineshapes are related to the fluctuations of the
water bath that act to drive both hydrogen bond rearrangements and the motion of excess
protons in water.
2.5.2. Vibrational Echo Peak Shift Spectroscopy
2D IR spectroscopy provides a full characterization of the third-order signal field.
However, the measurement of the full third-order polarization can be quite difficult, since
it requires that interferometric stability on the order of a few hundred nm be maintained
over the course of the experiment. 2D IR measurements can also be time consuming,
since three time delays must be scanned. Simpler measurements can be used to obtain
subsets of the information that is contained in a 2D spectrum. These measurements are
equivalent to measuring projections or slices of the third-order response function.
Vibrational echo peak shift spectroscopy is the homodyne analogue of the 2D IR
experiment. The pulse sequence for a peak shift measurement is identical to that used for
2D IR, but no reference pulse is interfered with the emitted signal field. Thus, the
measured echo intensity is equivalent to the absolute value of the third-order signal field
integrated along the _C3 time axis: 1,2,49
Iecho (r2,r 1) oc dr3 EIg (r3 2,1'r1 ) 2. (2-38)
Due to the rephasing contributions to the vibrational echo described above and illustrated
in Fig. 2-4, for T2 = 0, a strong echo signal peaked at a positive value of CI will be
observed. As T2 increases and the vibrational frequencies of the system become
randomized due to fluctuations of the surrounding environment, the echo will decrease in
intensity and peak at increasingly smaller values of r1. The value of 1 that maximizes
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the emitted echo signal for a given value of t2 is referred to as the echo peak shift, and its
decay is related to the loss of frequency memory due to spectral diffusion. Since the
observable that is measured in peak shift spectroscopy is not dependent on the total
amplitude of the recorded signal field, the peak shift is largely insensitive to effects due
to population relaxation.
A major advantage that peak shift spectroscopy possesses with respect to 2D IR
experiments is that the peak shift experiment does not require that stages be scanned
interferometrically and only two time delays (verses three in 2D IR) need to be controlled.
This allows for the rapid collection of data as a function of the waiting period, T2.
Unfortunately, the simplistic interpretation of the peak shift experiment given above is
only valid in the situation where the excitation pulses interact with a single vibrational
transition. Since the peak shift is not a phase sensitive measurement, it cannot
differentiate signals from different transitions based on their frequency of vibration. The
peak shift is also fairly insensitive to the presence of vibrational couplings that give rise
to cross peaks in 2D IR spectra. Despite these disadvantages, we shall see in Chapters 5
and 6 that the peak shift is a useful technique that can indicate how the dynamics of a
system vary as a function of an external variable, such as temperature or the
concentration of a particular species.
2.5.3. Pump-Probe and Transient Grating Spectroscopy
In a pump-probe experiment, only a single pulse, the pump, is used to excite the
sample, and the effect of the excitation is determined by measuring the change in
transmission of a reference probe pulse that is time delayed with respect to the pump. In
terms of the third-order formalism described above, the first pump interacts twice with
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the sample, once along both the +kpump and -kpump directions. The probe then stimulates
the emission of the signal field along the +kprobe direction, enabling the probe to also
serve as the experiment's local oscillator. Since the first two field-matter interactions
occur within the envelope of the pump pulse, ri is effectively equal to zero, which
precludes the generation of a photon echo and lowers the sensitivity of the measurement
to spectral diffusion.50 Instead, the pump pulse rapidly creates an excited population state,
and the decay of the pump-probe signal reports on how quickly energy flows out of this
state and into the remaining modes of the system.
Because molecules preferentially absorb when the polarization of the excitation
field lies parallel to the axis of the molecule's transition dipole, a change of the pump-
probe signal can also be caused by the reorientation of excited molecules into or out of
the plane of the probe pulse. For a molecule that engages in diffusive reorientation, the
contribution to the pump-probe signal due to reorientation can be canceled by orienting
the pump and probe pulses at the magic angle (54.70) with respect to each other.40 This
angle can be derived by recognizing that the pump pulse excites a cos2 0 distribution of
molecules that will diffusively reorient to an isotropic distribution with time. The magic
angle corresponds to the angle where these two normalized angular distributions are
equivalent. Hence, signals measured at this angle are invariant to reorientation.
A relationship between the signals measured by pump-probe and 2D IR
experiments can be derived by making use of the projection-slice theorem. This theorem
states that the ID projection of a 2D frequency domain spectrum onto a line that passes
through the origin and has an angle 0 between it and the horizontal axis forms a Fourier
transform pair with the equivalent slice through the 2D time domain signal.' 46 This has
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the consequence that the projection of a 2D frequency domain spectrum onto the o3 axis
is equivalent to the frequency resolved pump-probe signal.
Transient grating experiments are similar to pump-probe measurements in that
they mainly probe vibrational population dynamics and the reorientation of molecules.
While the first two interactions in a pump-probe measurement are both derived from the
pump pulse, in a transient grating experiment these two interactions come from two
separate pulses with different k vectors that are temporally overlapped in the sample.
The third pulse then stimulates the emission of a signal field in a background free
direction, generally allowing for improved signal to noise relative to a pump-probe
measurement. Unfortunately, this improved signal to noise comes at a cost in that the
transient grating experiment is a homodyne measurement. In the case that multiple
vibrations contribute to the third-order polarization, the measured transient grating signal
will contain cross terms between the signals generated by each of these separate
vibrations that are not present in the pump-probe experiment. Additionally, terms due to
the nonresonant excitation of vibrational transitions near those of interest can make large
contributions to the signal field,37'5' further complicating the analysis of transient grating
experiments. Nonetheless, as with the peak shift experiment the transient grating
technique can prove to be very useful when looking for changes in the dynamics of a
system as an external variable is systematically changed.
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Chapter 3
Characterization of Spectral Diffusion from 2D Lineshapes
3.1. Introduction
The dynamics of molecules in the condensed phase are commonly studied with
experiments that characterize transition energy fluctuations and spectral diffusion. 1-6
Since the vibrational or electronic energy gap of a molecule depends on interactions with
its surroundings, such experiments can report on the configurational changes of the local
environment and the time-scales for the evolution of the bath. As described in the
previous chapter, a number of ultrafast four-wave mixing techniques capable of tracking
the frequency dynamics of molecules have been developed. The spectral relaxation in
such experiments is commonly modeled by making use of the Condon and second
Cumulant approximations, which allows characterization of the amplitude and time scale
of frequency fluctuations and spectral diffusion in terms of an energy gap time
correlation function:1' 7
C(r) =(O0 (r)jo 0 (0)). (3-1)
Here, q. = (E - EO)/h, and denotes the difference in energy between the ground state
of the system, |0), and the first excited state, 1), and S (r) = o (r)-( O).
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Although this simplistic description of a system's dynamics breaks down if the
fluctuations of the system do not obey Gaussian statistics,8 C(r) remains a useful
parameter since it describes the average time scale over which the system reorganizes
itself.
Perhaps the most widely used spectroscopy for the determination of C(r) is the
three pulse photon echo peak shift experiment. 2,9 In certain limits, the peak shift
measurement is directly proportional to C(r), providing a readily available semi-
quantitative approach to characterizing spectral diffusion.0-12 However, a quantitative
analysis depends on experimental pulse parameters, meaning that a trial form for C (r) is
often guessed, used to calculate the nonlinear observable, and then iteratively adjusted to
give the best agreement with the measured data. Since this procedure is involved,
experimental observables that can be more directly related to C(r) would be highly
advantageous.
Two dimensional optical and infrared spectroscopy are the newest methods that
are being used to provide a measure of C(r).6,13-17 The two-dimensional lineshape is a
characterization of how a distribution of frequencies evolves with time.5'6'8 15'17'18 The 2D
spectrum is closely related to the joint probability that a molecule has an initial
vibrational frequency oi and reaches a final vibrational frequency 03 after a waiting
period, T2 . Thus, a static inhomogeneous lineshape is diagonally elongated, a
homogeneous system is symmetric, and the spectral diffusion observed by changing T2
leads from one limit to the other. Several quantities that can be calculated from changes
to a 2D lineshape as a function of T2, have been related to the decay of C (r). Many
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groups have noted the similarity between C(r) and the tilt of the node in either
imaginary 2D electronic lineshapes or absorptive 2D IR lineshapes.5 ,17-1 9 Fayer and co-
workers14 have suggested that the linewidth of the 2D spectrum for a constant value of
(03, the dynamical linewidth, is related to C(r) . Hamm has shown that the covariance of
the normalized 2D spectrum is equal to C (r) under certain limits, 2 0 while Pshenichnikov
and co-workers have proposed an analysis of the ellipticity of the 2D lineshape to
determine C(r) .21
The goal of this chapter is to show how, within certain approximations, different
observables obtained from 2D spectra are related to the frequency correlation function,
C (r). In addition to previous suggestions, we propose new metrics that characterize the
decay of C(r) independent of lifetime amplitude decay, and analytically demonstrate
their relationship to C(r). We then calculate these same metrics without making the
restrictive approximations that enabled their derivation and include the effects of finite
duration excitation fields in the calculation to test how well each metric estimates C(r)
when a more realistic calculation of the third-order polarization is performed. While
these metrics are no longer directly equal to C(r) when these calculations are
performed, they still track the shape of the correlation function at early waiting times and
show similar asymptotic behavior for large waiting times. The validity of these
relationships is also analyzed for two-level and three-level systems, characteristic of
single electronic and vibrational resonances, respectively.
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3.2. Response Function Formalism
The modeling of spectral evolution in Fourier transform 2D IR 6,7,22 and electronic
1,23-25 experiments is based on the third-order nonlinear response function, R(') (T 3, T2, 1 ) .
R( 3> describes the evolution of the system during three consecutive time intervals and, in
the short pulse limit, is directly proportional to the signal measured in these experiments.
By assuming that the fluctuations of the transition frequency follow Gaussian statistics
(second-order Cumulant approximation) and that the transition moment is independent of
the bath variables (Condon approximation), the response function for a simple two-level
system can be expressed in terms of a single dynamical quantity, the frequency
correlation function, C(r). 1
Although analytical, the expressions are cumbersome. * However, the form can be
greatly simplified through two further approximations. Here we make the short time
approximation that assumes that the dephasing dynamics described by C (r) negligibly
impact the evolution of the response during r, and r-, and for simplicity examine the
high temperature limit in which C(r) is real. Then, one can express R(3> as a sum of
two terms, the rephasing and nonrephasing responses:12,
17
,
26
R(3) (T3,T2,1)= R(313,2,11) + R3>(, I_"T2,1, (3-2)
where:
~e3)= expL-C(0)(r +r +2rr3C(r 2))+ Q(± 1 + 'r3) -z2 /1j O('1 )( 3). (3-3)
* See Section 2.4.2 of Chapter 2 for a full description of the calculation of the third-order response function
within the limits of the Second Cumulant approximation.
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Here 0(r) is the unit step function, C(r) is the normalized frequency correlation
function C(r) = (&ae (r)39.1 (0))/(0co ), and 0 = (w1 ). Population relaxation,
characterized by a time scale T, has been included phenomenologically.
Due to the difference in the sign of the oscillation of the phase during the two
coherence periods, r1 and T3, the "-" term in Eq. 3-3 describes rephasing processes that
give rise to a strong echo response as long as the waiting time, r2 , is short enough that
C(r) has not significantly decayed. The "+" term however simply decays away
monotonically, closely resembling a free induction decay. As described in Chapter 2, due
to their sensitivity to C (r) the behavior of rephasing signals are most commonly used to
characterize spectral diffusion. We note that a result of the short time approximation is
that the rephasing signal shows no decay along the diagonal axis for r 2 = 0.
The 2D spectra that are analyzed for signatures of spectral diffusion are obtained
from a two-dimensional Fourier transformation with respect to the T1 and T3 evolution:
S ,2, - Xp [-cz 1 -i) 3 3 ]R (r, r2,ri)dridr3 . (3-4)
The complex 2D correlation spectra (Se = S', + iS,") as a function of the conjugate
variables o1 and (o3 are obtained from a sum of rephasing and nonrephasing spectra
(SC = S (mg)+ S_( 3,-))-24,27 The real part or absorptive 2D IR correlation
spectrum, Sc, is most commonly presented, but we here also examine the 2D IR phase
spectrum S, = tan-1 [S('/S'].
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3.3. Analysis of Lineshapes
Fig. 3-1 shows examples of these spectra calculated for a two-level system for
waiting times short and long compared to the correlation time for C(r),
re = C (z) dr. These lineshapes are characteristic of the inhomogeneous and
homogeneous limits. Due to the difference in the sign of the phase accumulated during
the coherence periods, T1 and T3, in the rephasing spectrum (Eq. 3-3), a strong echo signal
is observed along the diagonal time axis (Ti = T3) when the frequency memory of the
system is largely preserved (i.e. C(r) has not decayed). In the frequency domain, this
leads to the rephasing spectrum being aligned along the diagonal axis (Fig. 3-1A).
Conversely, the phase of the nonrephasing spectrum is the same during both T1 and -13 ,
causing the frequency domain representation to be aligned along the antidiagonal axis
(Fig. 3-1B). For the inhomogeneous case, the amplitude of the rephasing signal is greater
than the nonrephasing signal, which leads to a diagonally elongated absorptive lineshape
(Fig 3-1C). In the homogeneous limit, the rephasing and nonrephasing amplitudes
equalize, giving a symmetric absorptive lineshape. t
This change in peak symmetry is also apparent in the phase spectrum of the
complex 2D lineshape as a change of orientation for the lines of constant phase. For the
complex rephasing and nonrephasing spectra, the lines of constant phase are oriented
along the diagonal and antidiagonal axes respectively and do not rotate with waiting time.
For early waiting times, the larger rephasing signal causes the lines of constant phase to
be preferentially oriented along the diagonal axis (Fig. 3-1D). As the intensity of the
t Within the Bloch limit it is assumed that C(r) decays infinitely fast during both 1 and T3, resulting in a
2D Lorentzian lineshape in the homogeneous limit.28 Under the short time expansion however, C() does
not decay during the coherence periods, instead yielding a 2D Gaussian lineshape.
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Rephasing Nonrephasing CorrelationSpectrum
C
(01
Figure 3-1: Illustration of 2D spectra in both the inhomogeneous (T2 >> Tc) and
homogeneous (T2 << T) limits. The rephasing (A) and nonrephasing (B) spectra are
aligned along the diagonal and antidiagonal axes respectively. For waiting times shorter
than the correlation time, the rephasing signal is much stronger than the nonrephasing
signal, causing the 2D surface (C) to be diagonally elongated. For waiting times much
larger than the correlation time, the rephasing and nonrephasing spectra equalize in
intensity leading to a symmetric lineshape. The phase (D) of the 2D surface (rephasing
plus nonrephasing) reflects this loss of correlation by rotating away from the diagonal to
become parallel to the (oi axis.
rephasing and non rephasing spectra equalize with increasing waiting time, the phase
lines rotate to become parallel with the coI axis.
The trends observed in Fig. 3-1 suggest a number of different spectral features
that can be analyzed to obtain C(r). Because the persistence of frequency memory is
reflected in the imbalance of amplitude between the rephasing and nonrephasing signals,
we postulate that the amplitude difference between these two signals is a measure of
C(r). We define a quantity, the inhomogeneity index, I, which is the normalized
difference between these two signals:
-83-
(03
t2 <tc
(03
Phase
D4
1 1
K2 og
..........................
I= - +
A_+ A.
(3-5)
Using:
A± (r2)=
0 0
R±3 > (r 3, 2 , r) dIdz-d- 3 (3-6)
and Eq. 3-3, we obtain:
A± (r2) exp[-r 2/ITI] ::F tan-1 (T2)
C (0) 1- C(r2)2 \, 
_ g(1- 2
(3-7)
Substitution of Eq. 3-7 back into Eq. 3-5 yields and expression for I(r 2 ):
(3-8)
This expression can be inverted to give a simple expression for C (r) in terms of I:
C(r2 )= sin ( )
For small values of I (i.e. for T2>Tc), C (r 2) and I(r 2 ) are directly proportional.
Furthermore, looking at Eq. 3-7, we can see that the sum of the integrated absolute values
of the rephasing and nonrephasing signals can be used to characterize the population
relaxation time scale:
A, + A_ = Cz. exp[-r2 (3-10)
The dependence of Eq. 3-10 on C(r 2) describes the amplitude decay of the coherent
polarization as the dipoles of the ensemble dephase, and disappears as the waiting time
becomes very large. Although the sum of rephasing and nonrephasing amplitudes
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I (T2) -- tan- _ T
71- Cr2)2
(3-9)
depends on C(r), the combination of sum and differences can be used to separate the
vibrational dynamics of population relaxation from those of frequency fluctuations and
spectral diffusion.
In addition to the inhomogeneity index, the slant of the spectral phase of the 2D
surface can be used to calculate C(r). Since the imbalance in intensity between
rephasing and nonrephasing signals tracks the decay of C (r), for early waiting times the
lines of constant spectral phase are primarily oriented along the diagonal axis. As T2
increases, the phase lines rotate to become parallel with the oi axis. Normally, Eq. 3-4
provides the Fourier transform relationship that is used to obtain the rephasing and
nonrephasing spectra. Rather than evaluating these separately, we note the symmetry of
Eq. 3-3 with respect to c1, and Fourier transform the sum of these two terms:
S(Co2 )exp[-r2 I]SC (s,1 I2,-
00 ~ 0
x dri dri exp 2 (r 2
0 -0.
(3-11)
+ r -2r 1 rC(r2) )i(A 1 1 +A r)
Here we have defined the detunings A1 = co, - Q and A3 = o - Q. Evaluating Eq. 3-12,
we obtain:
= exp[-r 2/TI]
2C (0) 1( - C(r-2)
C ()1 -4AA C(r 2 ) i(A 3 -A1C(r 2 )Ierf
Using this result, the phase spectrum is found to be:
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xexpr-!
(3-12)
se (A3 9r2, A,)
SO(A 3,r2 ,A1)=tan-1 -erfi A3 -A C( 2 ) (3-13)
2 C(0) (1 - Cff(r2)
where erfi (x) = -ierf (ix).
We have shown that rotation of the lines of constant phase are related to the
relaxation of C(r)."'1 In practice, extracting lines of constant phase from an
experimentally measured 2D surface is difficult since the data is sampled on a square grid
of points. As a more practical, yet equivalent approach, we calculate the slope of the
spectral phase along oI evaluated on resonance:
pq ( C(r2) 2 (3-14)Al o C(0) c (1l C(r2 )2
As with I, p can be inverted to give C(r):
2 2W7
C2r)= '6 C (3-15)
2+/32&0) IT
As the waiting time becomes large, p approaches zero. In this limit the correlation
function and p are directly proportional.
A third measure of C(r) is the ellipticity of the 2D lineshape. The width of a
peak appearing along the diagonal frequency axis of a 2D spectrum is related to the
inhomogeneous distribution of oscillators that comprise the transition while the
antidiagonal axis is related to their inherent homogeneous linewidth. 2 ,29 As the waiting
time is increased, the effective time resolution of the experiment increases and the 2D
lineshape becomes more circularly symmetric as molecules spectrally diffuse through the
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available distribution of frequencies. Pshenichnikov2 1 has suggested a definition for the
ellipticity:
E = a2 - b (3-16)
a2 +b2
where a and b are the linewidths of the 2D resonance along the diagonal and antidiagonal
axes, respectively. To determine these widths easily, we can rotate the reference frame to
the diagonal and antidiagonal axes A+ = (A3 ± A,)/,[2. The 2D surface then becomes:
exp[-r 2 /TJ 2 ( 2))+ A (1+(r2)) (3-1Sr" (A _, r2,A+)= 2cTo) P2r A - -2C(O)(1-+v)2) ]]-17)
2C (0) (1-(2 )2 2C (0) (1 - C(r2)
Setting either A+ or A_ to zero yields a simple 2D Gaussian lineshape. Taking a and b
to be the variance of these lineshapes, we find that the ellipticity is identical to the
correlation function:
E=C(r 2 ) (3-18)
An additional measure of C(r), put forth by Fayer and coworkers , is the
dynamical linewidth. This quantity is defined as the FWHM of a slice of the real part of
the 2D spectrum evaluated at A3 = 0. Using Eq. 3-12, we find that we can rewrite the
correlation function in terms of the dynamical linewidth, Fd:
F 2C~r2)-1-- y
81n(2)C(0)
Finally, we note that 2D data can be used to construct another common measure
of C (r), the peak shift. This observable measured in three pulse photon echo
experiments is given by the value of tc that maximizes the intensity of the rephasing
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signal integrated along T3 as a function of the waiting time. Several studies have
established the close relationship between the peak shift measurement and C (T) .10 For
the response function given in Eq. 3-3 , the peak shift as a function of waiting time,
denoted as r1*, is linearly dependent on C(r 2) in the limit where C(r 2 ) < 1 12,26
C(r2)= r* rC(0). (3-20)
Eq. 3-9, 3-15, 3-18, and 3-19 are the most important results of this work,
demonstrating how simple metrics obtained from 2D lineshapes can be formally related
to the correlation function within the limit of the short time expansion. Moreover, as the
waiting time becomes large, I, p, E, and r* all become linearly dependent on the
correlation function, which enables the long time decay of C (r 2) to be easily determined
from these quantities. For a vibrational system, additional contributions to the rephasing
and nonrephasing terms arise due to the anharmonically shifted v = 2<-1 transition. As
shown in Appendix 3.A, these additional contributions can be accounted for as a
straightforward extension of these results, leading to somewhat modified expressions for
the metrics described above.
3.4. Model Calculations & Discussion
Although, the expressions derived in the previous section are appealing because
they provide simple relationships between the 2D lineshape and C(r), they are derived
on the basis of several assumptions. The short-time approximation used above will by
definition break down for waiting times less than the correlation time of the bath, when
the phase evolution during r1 and T3 must be considered. Also, the derived equations
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neglect the effects of finite duration pulses and, for vibrational systems, the overtone
transition (v = 2<-1) must be taken into account during the third coherence period. These
effects cannot be neglected in a quantitative extraction of C(r) from peak shift
measurements, 30 and are thereby likely to influence the other observables.
To test how well the expressions given above hold in the case of fast vibrational
dynamics, we compare them to calculations of I, p, r*, E, and Fdyn for less restrictive
levels of approximation. More specifically, we have calculated the full third-order
response using the second Cumulant and Condon approximations.'' 7 For the purposes of
this calculation, two model correlation functions were used: (1) a simple exponential
decay with a correlation time of -e = 350 fs, and (2) our group's experimentally
determined correlation function for the O-H stretching frequency of dilute HOD in
D2 0,30 which has a similar correlation time, but is characterized by a sub-100 fs initial
decay, an underdamped oscillation, and a slower 1.4 ps decay. The effects of population
relaxation are taken into account in both cases in a manner similar to that described
previously,30 using T = 700 fs.+
The quantitative measures of 2D lineshape relaxation obtained from these
calculations are shown in Fig. 3-2. C(r 2 ) is plotted along with corresponding values of
I, p, r*, E, and Fdn normalized to their initial value for case 1 in Fig. 3-2A, and for case
2 in Fig. 3-2B. Since the dynamical linewidth increases with waiting time, its asymptotic
Two differences exist between the treatment of population relaxation in the current chapter and that of
Ref. 30. In Ref. 30 additional contributions to the nonlinear response from the dissipation of energy upon
vibrational relaxation were included, but are omitted here. Also, Ref. 30 assumed that one of the Feynman
pathways that contributes to the photobleach of the fundamental transition does not undergo vibrational
relaxation during T2 since it forms a ground state population during this time period. This is unphysical and
is corrected in the modeling in this chapter.
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Figure 3-2: (A) Comparison between the correlation function for case 1 (thick red line)
and the corresponding values of E (orange dash dotted), pl(thin green line), r;* (blue
dashed), Td,, (magenta dotted), and I (black long dashed) normalized to their value at c2 =
0. (B) The same as (A) but for case 2. The inset to (A) replots the data on a log scale to
highlight the similarity of the long time decay of these quantities.
value was calculated at 30 ps and subtracted from the calculated linewidth at all waiting
times before normalizing the decay. Although none of the metrics except the ellipticity
are explicitly equal to the correlation function in the short time approximation, the decay
of each of these metrics is qualitatively similar to that of C (r 2 ) for both examined cases.
Moreover, after the correlation time, the decay time scales for I, p, r*, and E
quantitatively match that of C(r 2) for both trial correlation functions. Since the short
time approximation assumes that C(r) is constant during both of the coherence periods,
we expect the largest difference between the metrics and C (r) to be present at short
waiting times, where C (r) is changing most rapidly.
Fig. 3-3A and 3-3B plots C(r) and the inversion expressions described in Eq. 3-
9, 3-16, 3-20, 3-21 and 3-22 calculated from the quantities displayed in Fig. 3-2A and
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Figure 3-3: (A) Comparison between C (r2 ) for case 1 (thick red line) and the inversion
expressions given by Eq. 3-9 (black long dashed), 3-15 (thin green line), 3-18 (orange
dash dotted), 3-19 (magenta dotted) and 3-20 (blue dashed). The data are normalized
such that their long time tails overlap. (B) The same as (A) but for case 2.
3-2B respectively. In the short time limit, the decay of each of these metrics is the same
as the normalized correlation function. However, outside of this limit, each of these
metrics differ from C(r) at early waiting times. For both model correlation functions
used for these calculations, the initial values of the metrics are often too small. For case
2, the relative amplitude of the short time decay of the observables is smaller than that of
C(r), and the first recurrence of the underdamped oscillation occurs earlier than that of
C(r). This effect is due to a phase shift of the oscillation rather than a change of its
frequency.
The origin of these discrepancies lies in the fact that the system evolves during the
ti and T3 periods. Even for a 2D lineshape that corresponds to r2 = 0, spectral diffusion
occurs over a time period roughly given by the time scale for the decay of the signal
§ Outside of the short time approximation, the T2 = oo value of the dynamical linewidth differs from
81n(2)C(O) as given in Eq. 3-19. Thus, in Fig. 3-3A and 3-3B this quantity has been replaced with the value
of F,, at T2= 30 ps, by which time spectral diffusion is fully complete for both cases.
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along these two time dimensions. The starting point for each of the metrics no longer
corresponds to the same point in time as the zero time value of C(r). However, the
behavior of the metrics away from T2 = 0 is largely unaffected by the spectral evolution
during the two coherence periods, as reflected in the lack of change of the oscillation
frequency of the beat in case 2, and the similarity of the decay constant of the long time
tails of each of the metrics for both model correlation functions. Thus, even outside of
the short time limit, the equations derived from that approximation for different metrics
can be used to quantify the decay of the correlation function at long r2.
Although none of the metrics entirely reproduce the behavior C(r) at early
waiting times, some of the metrics are more similar to C(r) than others. For the bare
variables plotted in Fig. 3-2A and 3-2B, I, pi, and E are very similar to the correlation
function, almost perfectly matching C (r) for the exponential decay. Fdy, differs greatly
from C(r), decaying too rapidly for both trial correlation functions. However, the
inversion equation for this quantity agrees well with the trial correlation functions.
Interestingly, for case 2 the time scale and intensity of the beats in the peak shift match
those of C(r) better than those of I, pE, and Fd, . An explanation for this comes from
the fact that the all of the metrics except for the peak shift depend on the decay of the
correlation function in both the t1 and T3 dimensions. While the peak shift is dependent
upon the full decay of the response in the T3 dimension, in the T1 dimension its value is
only dependent on the peak of the echo response. Because of this, the effective time that
C (r) must remain constant for the short time approximation to hold is smaller for the
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Figure 3-4: Comparison between A.. + A+ for both case 1 (blue dashed), case 2 (black
long dashed), and an exponential decay of T, = 700 fs (thick red line). The data were
normalized such that their long time tails overlapped.
peak shift than for the other metrics, which causes the peak shift to have a large initial
value and show recurrences later than the other metrics.
We test our ability to separate population relaxation effects from spectral
evolution in Fig. 3-4. Plotted is an exponential decay with a time scale of T = 700 fs
compared with the sum of rephasing and nonrephasing amplitude for the two cases
studied. As suggested by Eq. 3-10, these two quantities decay with a time scale of T for
waiting times longer than the C(r) correlation time. The deviation in the short time
behavior reflects the amplitude decay due to the dephasing of radiating dipoles, and is far
less significant for the case 2 correlation function with its abrupt short time decay.
For 2D IR spectroscopy of a vibrational system, the contributions of the
anharmonically shifted overtone transition (v = 2<- 1) must be taken into account during
the second coherence period. Expressions for the metrics described in Section 3.3 can be
derived taking into account the presence of the overtone and are given in Appendix 3.A.
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In addition, finite duration pulses complicate the analysis of the measured signals in a 2D
experiment by effectively mixing rephasing and nonrephasing signals for waiting times
smaller than the pulse duration and by windowing the frequency dependent response of
the system by the pulse spectrum. Some of the metrics we have identified rely on the
difference between the rephasing and nonrephasing signals, and the mixing of these
signals when the pulses overlap will tend to decrease the amplitude of these metrics. We
analyze the effect of anharmonically shifted overtone transitions and finite duration
pulses on the extraction of C(r) from the 2D lineshape metrics in Fig. 3-5. Using the
method described in Ref. 30, 2D lineshapes with these effects were calculated for the
case 2 correlation function assuming an anharmonicity of 250 cm4 and 45 fs transform
limited pulses centered on resonance with the v = 1 <-0 transition.
Fig. 3-5 presents a comparison of these effects with the inversion expressions for
a two-level system, a three-level system (Eq. 3-A5, 3-A10, and 3-A 11), and a three-level
system that accounts for finite pulse length. The addition of the overtone transition
affects each of the metrics displayed in the figure in a similar fashion, effectively adding
a constant offset to each of them without changing the shape of the decay. The inclusion
of finite duration pulses blurs out the features of each metric, decreasing the intensity of
the recurrence and initial value of the metrics. The exception to this is the peakshift,
which displays a larger initial value upon the inclusion of finite duration pulses. We find
in each case that a qualitative agreement is clear between each metric and C (r 2 ), but that
a quantitative description of the short time decay ( 2 << Tc: in our case a few tens of
femtoseconds) cannot be solely obtained from the use of any of the variables studied.
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Figure 3-5: Comparison between C(r) for case 2 (thick red line) and the inversion
expressions for r * (A), E (B), p (C), and I (D) for a two-level system (black long
dashed), three-level system (thin green line), and three-level system taking into account
finite duration pulses (blue dashed). The inversion expressions for a two-level system are
given by Eq. 3-9, 3-15, 3-18, and 3-20 and for a three-level system by 3-A5, 3-A10, and
3-A11. Since the three-level and two-level inversion expressions for the ellipticity are
identical, the result from the three-level calculation is not presented.
In conclusion, we have tested the ability for a number of variables that quantify
the spectral relaxation of 2D lineshapes in waiting time dependent experiments to
characterize the dynamics of molecules. Within the confines of the short time expansion
for the third-order response, each of these metrics can be formally related to the
frequency correlation function C(r). Outside of this approximation, these relationships
break down, but each of the metrics is still sensitive to the form and time scales
associated with the decay of the correlation function. Traditionally, in order to obtain
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C (r) from a third-order measurement, a trial form of C (r) is guessed, used to calculate
the signal, and then varied to give the best fit with the data. The use of these metrics
provides an excellent qualitative description of C(z) and for longer T2, excellent
quantitative agreement. In the case where the frequency fluctuations of a system do not
obey Gaussian statistics, these metrics can be applied to different portions of the resulting
asymmetric 2D lineshape to highlight the difference in dynamics described by different
portions of the 2D spectrum.3 1 Since these variables can be quickly and easily obtained
from experimental data, they should find broad use in the analysis of 2D lineshapes.
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3.A. Appendix: Analysis of Lineshapes for a Three-level System
For experiments on a single vibration, photoinduced absorption from the v = 1
state to v = 2 state is possible during the second coherence period. By assuming that the
dynamics of the v = 2-I transition are perfectly correlated with those of the v = 1<-0
transition and that harmonic scaling of the transition dipoles holds (P21 = 'P10), we can
rewrite the response function given in Eq. 3-3 as:
S± (rTr 2 ,r1 )= (1- exp[iA r3 ])0(r,) 0(r)
- C(0) -(3-A1)
xexpLc (r2 +r 32r rC(r2))- 2 /T+ i(rT- r+) (3-A
where A is the anharmonicty between the v = 1<-0 and v = 2<-I transitions,
A = (co) -(co 21 ). Using Eq. 3-Al, we can solve for all of the quantities described above.
Since the response function including the v = 2-I contribution is a sum of two terms, it
is more mathematically convenient to integrate IS 2 as opposed to |S in order to
calculate the inhomogeneity index. Defining:
B( (r 2 )= 1S (r 3 , 12, 1 )drldr, (3-A2)
0 0
we find that in the limit where C (r2 ) < 1,
exp[-2r 2/Til)1(r2 
2)
(3-A3)
ah C (T2) nd A2
-F tan- 
- exp 
- C ( ) 1 -_ ,T ) )
and the inhomogeneity index is:
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B -B,=2 tan- 1T2 r-exp A2  . (3-A4)
B + B V (1 _2)2) e 4C (0)(1 - U(r 2 )2
This gives the approximate result:
C (2)=sin LI(1 - exp[- A2/4C (0)]). (3-A5)
The sum of the rephasing and nonrephasing amplitude is,
B,+B = xexp[-2r 2/T] I A2 (3-A6)
C(0) 1- U(r2) \1 4C (0) (1 - C(r2 )2_
which again is dominated by the lifetime decay and exhibits a dependence on the
correlation function for small waiting times. Notice that since we are integrating the
square of the absolute value of the 2D surface, the sum of rephasing and nonrephasing
amplitude in Eq. 3-A6 decays twice as fast as the result in Eq. 3-10.
Taking the Fourier transform of Eq. 3-Al in a manner analogous to that described
in Section 3.3, we obtain the complex 2D surface:
exp [- 2 /T FA 2±+A 2-2A 3AIC (T 2 )Sc (A3, *2, A1)_ 721] ap + 1 - AC )2)
2C (0) 1-_C (r_2)2_) 2C (0) (1 -C(r2) (3-A7)
x (1 - erf [irio]) - exp -A+2AAC- (T2) A3(1- erf [721]
2C (0) (1 - C('r2)2)
where the quantities y,( and y21 are defined as:
_ A3 -AC(r 2 ) 3A8
2C(0)(1- - r2)
A3 +A-AC(r 2 )
71 2C(0)(1 2 (3-A9)
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In the limit where the normalized correlation function has significantly decayed, we can
solve for C(r 2) in terms of p8:
C_ __)= p C 0 -exp[-A2 2C(O)]) +(erfi[A 2C(O)]) . (3-AlO)
A ) erfi [A 2C(O)]
Rotating the frequency axes to calculate the ellipticity shows that the antidiagonal and
diagonal axes of the 2D surface are now a sum of both a positive and negative Gaussian
lineshapes with equal linewidths. Thus the ellipticity can be easily calculated by fitting
the diagonal and antidiagonal slices with a sum of two Gaussians of equal linewidth.
Finally, when C(r 2 ) < 1, we can solve for the peakshift in terms of the
frequency-frequency correlation function:
C(0)(exp[A2 2C(0)]- 1)
C(r2) = T1 (3-A1 1)
Aerfi [A 2C(0)]
and the dynamical linewidth is unchanged from Eq. 3-17. Note that for large values of
the waiting time, I, p, r*, E are all linearly dependent on C(r 2 ), as in the case for a two-
level system.
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Chapter 4
Generation of Sub-50 fs Mid-Infrared Pulses and the
Measurement of Nonlinear Infrared Signals
4.1. Introduction
Due to the sensitivity of vibrational modes to fluctuations of the local solvent
environment, time resolved infrared spectroscopy provides us with a means to understand
how molecules interact in the condensed phase. In the case of water, nonlinear infrared
experiments allow us to study the steps that lead to the rearrangement of hydrogen bonds
and how these rearrangements act to guide chemical reactions, such as aqueous charge
migration. The time scales for intermolecular motions in water are exceedingly fast,
ranging from tens of femtoseconds to picoseconds. Thus, the generation of intense, sub-
100 fs infrared pulses is needed to accurately probe water's intermolecular dynamics. As
of yet, no solid state media has emerged that allows for the direct generation of high
power, tunable, femtosecond pulses in the mid-infrared spectral region associated with
molecular vibrations. Instead, many researchers have utilized parametric frequency
down-conversion to generate pulses in the mid-infrared. Optical parametric amplifiers
(OPA) pumped with the output of commercially available Ti:sapphire amplifiers have
been used to generate 50-400 fs pulses with center wavelengths that are tunable from 3-
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20 pm.' OPAs based on the down-conversion of amplified 800 nm pulses using KNbO 3
have been able to generate pulses centered near 3 pim, the peak of water's O-H stretching
transition, that are as short as five cycles of the infrared field (-50 fs). 2,3
Two-dimensional infrared spectroscopy (2D IR) is a powerful technique for the
study of vibrational dynamics since it allows us to correlate the fluctuations of a
particular vibrational eigenstate with the other vibrations of the system. The two axes of
a 2D spectrum represent the frequency that a molecule is initially excited at, oi, and the
frequency at which the excited vibration is detected, o, after a set waiting period, T2. To
construct a 2D spectrum, we might imagine using narrow band laser to excite molecules
in a narrow frequency range and then use a time delayed broad band laser pulse to read
out their final set of vibrational frequencies. We can then change the frequency of the
excitation pulse to construct the o1 axis while spectral detection of the broadband probe
will yield the o0 axis. 4 This method is often referred to as a "double resonance"
experiment, and is appealing due to its simplicity. However, by choosing to use a narrow
band excitation pulse a trade off is made between the frequency resolution of the
excitation axis and the time resolution of the experiment. This typically limits the ability
of double resonance experiments to examine processes that occur on time scales shorter
than a picosecond.5
Fortunately, we can overcome these limitations by replacing the narrowband
excitation pulse with a pair of broadband pulses. In the frequency domain, such a pulse
pair forms a frequency grating, with a spacing given by the time delay separating the
pulse pair. Scanning this time delay is analogous to scanning the frequency of the narrow
band excitation pulse in a double resonance experiment with the exception that the
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experimental time resolution is not set by the width of the excitation pulse but by the
dephasing time of the excited vibration. 5,6 Typically, the three excitation pulses in
broadband 2D IR experiments are not collinear, and the signal is emitted in a background
free direction. Phase sensitive detection of this field can be achieved by interfering it
with a reference pulse, referred to as the local oscillator, and then either scanning the
local oscillator in time with respect to the signal or by spectrally dispersing the
overlapped signal-local oscillator pair onto a multichannel array detector. Fourier
transformation of the detected time domain signal is then used to obtain the frequency
domain 2D IR spectrum.
The superior time resolution of broadband 2D IR comes with the additional
complication that a precise knowledge of the time delays between each of the excitation
pulses and the local oscillator is necessary to properly extract the absorptive 2D IR
spectrum from the Fourier transform. Absolute timing errors between pulses can alter the
tilt of 2D lineshapes while random shifts in the step size between subsequent points can
lead to the appearance of side bands or ghost peaks in 2D spectra.7 Unfortunately, the
size of the errors that can lead to these distortions is quite small. Periodic timing errors
on the order of 10% of the carrier oscillation period can significantly distort 2D
lineshapes.8 For the O-H stretching transition of the HOD molecule which absorbs near 3
ptm, a 10% timing shift corresponds to a ±150 nm error on a retroreflecting linear stage.
This level of error is close to the typical accuracy obtainable with commercial translation
states that use linear encoders to determine their position. For the measurement of a 2D
spectrum, one would like to have a stepping accuracy in excess of /50, which
corresponds to a step size tolerance of only ±30 nm for 3 ptm mid-infrared pulses and
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retroreflecting delay stages. Hence, many groups have developed methods that allow for
the precise determination of the timing axis. These methods range from the measurement
of a reference interferogram that can be used to post-process data after an experiment,' 10
the active stabilization of timing delays through a HeNe reference, 1 the creation of time
delays using variable thickness windows instead of retroreflecting mirrors to decrease the
timing delay created for the same distance of stage travel,12,13 or the construction of
interferometers wherein scanning a single stage moves a pair of time delays that
systematically cancels timing errors due to fluctuations in pulse pointing.'
4
'"
5
This chapter will provide a description of the laser system and Fourier transform
interferometer that we have used to perform nonlinear infrared experiments that probe the
O-H stretching transition of dilute HOD dissolved in both D20 and concentrated NaOD
solution. This system utilizes a home built OPA pumped with the output of a Ti:sapphire
amplifier to generate sub-50 fs pulses centered at 3 pm.3 The output of this OPA is fed
into a five beam Mach-Zehnder interferometer that generates the pulse sequences used
for a number of third-order experiments, including the measurement of absorptive 2D IR
spectra. A description of the steps that we take to ensure the proper measurement of high
signal-to-noise absorptive 2D IR spectra, which includes the proper calibration of
translation stages and balanced detection, will be provided as well as a description of a
novel technique that allows for the measurement of 2D spectra fully in the time domain.
4.2. Generation of Mid-Infrared Pulses
An overview of the experimental equipment necessary for the generation and
detection of nonlinear infrared signals is given in Fig. 4-1. Sub 50-fs 3 pm pulses are
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Figure 4-1: Description of the experimental setup used for nonlinear vibrational
spectroscopy experiments. A commercial Ti:sapphire amplifier pumps a home built 3
pm OPA that generates 45 fs pulses. A Mach-Zehnder interferometer is used to split the
generated infrared pulse into five indepdently controllable replicas for use in nonlinear
measurements.
generated in a home built p-barium borate/potassium niobate (BBO/KNbO3) based OPA
that is pumped by the output of a commercially available Femntopower Compact Pro
Ti:sapphire amplifier. 3'8 The amplified 800 nm source consists of a Nd:YVO4 Spectra
Physics Millennia Vs that powers a Femtosource Scientific Pro oscillator (76 MHz, ~10
fs duration, ~100 nm FWHM, 500 mW when modelocked), the output of which seeds a
multipass amplifier after passing through a stretcher comprised of a glass slab and chirp
mirrors that precompensate for third-order dispersion. The first four passes through the
thermoelectrically cooled Ti:sapphire amplifier crystal increase the peak intensity of the
oscillator output by -5x 104 . Additional amplification occurs after passing the amplified
pulse train through a Pockels cell (Lasermetrics), which reduces the repetition rate to 1
kHz to match that of the Spectra Physics Evolution X Nd:YLF diode laser used to pump
the amplifier. Five additional passes occur after the Pockels cell, bringing the output
pulse energy up to 0.8-1.1 mJ. The beam size of the amplifier output is increased to 2 cm
using a telescope and then passed through a compressor consisting of two prism pairs and
a set of chirp mirrors with dispersion opposite that of the mirrors in the stretcher.
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Figure 4-2: (A) Spectra of the Ti:sapphire oscillator seed and the amplified Ti:sapphire
pulse. (B) Background free second Harmonic autocorrelation of the amplified
Ti:sapphire pulse. The measured FWIHM corresponds to a pulse duration of -35 fs
assuming a Gaussian pulse profile.
Fig. 4-2 plots typical spectra of the oscillator and amplifier as well as a second harmonic
autocorrelation recorded using a 0.01 mm thick BBO crystal mounted on a 2 mm UV-
grade fused silica window (EKSMA). The measured autocorrelation FWHM is
consistent with a pulse duration of~35 fs assuming a Gaussian pulse shape.
3 pm infrared pulses are generated by pumping a home built BBO/KNbO 3 OPA
using ~0.5 mJ of the multipass amplifier output. The design of this OPA has been
described in extensive detail elsewhere,3 so only a brief description is given here. 1% of
the input amplified 800 nm pulse is used to seed a white light continuum by focusing it
into a [0001]-cut sapphire plate (Meller Optics). The focusing of the 800 nm pulse and
collimation of the white light continuum is performed using reflective focusing mirrors to
minimize the dispersion applied to the generated continuum pulse. The white light seed
and ~35% of the 800 nm pump are then mixed in a BBO crystal cut for type I phase
matching (Casix), which amplifies the spectral components of the white light continuum
centered near 1.1 pim, the difference frequency between 800 nm and 3 ptm. BBO was
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chosen for this initial amplification stage due to its high damage threshold, but it carries
the disadvantage that it has an absorption resonance near 3 tm, which precludes it as a
means of directly generating 3 ptm pulses. The output of the BBO crystal is reflected off
of a custom beamsplitter (Cascade Optical) that is designed to reflect only the amplified
1.1 pm light and the reflected beam is overlapped with the remainder of the 800 nm
pump pulse in a 1 mm thick KNbO 3 crystal (type II, Spectrogen Inc.), which results in the
generation of 3 pm pulses. The flat tuning curve of KNbO 3 near 3 pm ensures that the
crystal can support the large spectral bandwidth needed to generate a short IR pulse.2
However, its large dispersion limits the crystal length to relatively short thicknesses (-1
mm). After collimation, the IR beam has a diameter of 9 mm and is overlapped with a
HeNe beam to aid in the alignment of optics. The overlap with the HeNe is
accomplished using a 2 mm thick Ge Brewster plate. In the mid-infrared spectral range,
many optical materials have opposite signs of second order dispersion. The thickness of
the Ge plate was selected to add positive second order dispersion that balances the
negative dispersion that arises from the CaF2 optics in the interferometer. On a day-to-
day basis, additional corrections for dispersion can be made by inserting ZnSe or CaF2
windows into the beam which add positive or negative second order dispersion,
respectively.3,16 The OPA as well as the remaining experimental setup is enclosed in a
series of Plexiglas boxes and purged with dry air to remove the effects of atmospheric
water absorption that can decrease the high frequency side of the pulse spectrum.
The results of a transient grating FROG of the IR pulse measured by frequency
resolving the nonresonant response of a CaF2 window placed at the sample position is
plotted in Fig. 4-3A. A fit of the displayed FROG gives a FWHM of 48 fs for the pulse
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Figure 4-3: Pulse characterization of the 3 pm pulse generated by the OPA. (A) A
transient grating FROG performed using the nonresonant response of CaF2. (B) A fit to
the FROG data gives an electric field duration of 48 fs with flat temporal phase. (C) The
spectral range over which the infrared pulse can be tuned by rotation of the KNbO3
crystal.
electric field with nearly flat temporal phase (Fig. 4-3B). Typical retrieved pulse
durations are in the range of 45-50 fs,17 although pulses as short as 42 fs have been
observed. Pulse bandwidths generally range from 350-400 cm 1 and pulse energies of -5
pJ are common. Due to the large acceptance bandwidth of KNbO3, the center frequency
of the pulse can be tuned by rotation of the KNbO3 crystal in the second stage of the
OPA. Fig. 4-3C plots measured pulse spectra that highlight the spectral range over which
the OPA is easily tunable. The OPA is capable of generating pulses with bandwidths
centered at wavelengths as long as 4 pm, although the energy output of the OPA in this
spectral range is quite low.
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4.3. Acquisition of Vibrational Echo Signals
The generation of third-order signals requires precise control over the
polarization, timing, and wave vector of each excitation pulse utilized in the experiment.
Such control is achieved through the use of a modified Mach-Zehnder interferometer,
pictured schematically in Fig. 4-4A,1 8 which divides the infrared pulse generated by the
OPA into five independently controllable replica pulses. The interferometer employs 3
mm thick custom CaF2 50/50 beamsplitters and compensation plates (Thin Film
Laboratory) and each interferometer arm is designed to contain two passes through a
CaF2 window to ensure that the dispersion of each pulse is equal at the sample position.
Independent polarization control of each pulse is obtained by inserting a MgF2 k/2
waveplate/CaF2 wire grid polarizer pair (Alphalas and Molectron, respectively) into each
arm of the interferometer. Computer controlled, motorized translation states (Aerotech
ANT-25L, 50 nm reproducibility, ±150 nm resolution) mounted with 2" gold corner cube
retroreflectors are used to generate time delays between each pulse.
The five replica pulses that are generated by the interferometer serve as the three
excitation pulses used in a third-order pulse sequence (Fig. 4-4B), the local oscillator
used in 2D IR experiments, and a tracer that follows the signal path of the background
free signal generated in nonlinear experiments. The tracer is primarily used for the
alignment of optics and is blocked during experiments. The three excitation pulses are
focused into the sample using a right angle uncoated gold off-axis parabolic mirror with
an effective focal length of 10 cm (Janos). The relative time delays between each
excitation pulse are determined by using a 0.3 mm thick AgGaS2 crystal (EKSMA) for
pair wise, second harmonic autocorrelations.
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Figure 4-4: (A) Schematic showing one half of the Mach-Zehnder interferometer used
for nonlinear experiments. M - Gold mirror. BS - 50/50 3 mm thick CaF2 beamsplitter.
C - 3 mm thick CaF2 compensation plate. WP - MgF2 tunable zero order /2 waveplate.
P - CaF2 wire grid polarizer. The interferometer is designed such that each excitation
beam contains 25% of the OPA output while the tracer and local oscillator each contain
only 12.5%. (B) General pulse sequence for third-order spectroscopy employing
heterodyne detection. In homodyne measurements, no reference field is used. (C)
Boxcar geometry employed for vibrational echo and transient grating experiments.
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Fig. 4-4C shows the boxcar geometry used for vibrational echo experiments. The
three excitation pulses occupy three corners of the box and stimulate the emission of a
signal field into the box's missing corner, ksig = -kak+ky, where the indices a, P, and y
each refer to specific arms of the interferometer. By changing the order in which the
pulses along the ka and kg wave vectors interact with the sample, both rephasing (ksig =
-ki+k 2+k3) and nonrephasing (ksig = +ki-k 2+k3) signals can be measured and summed to
yield absorptive 2D IR spectra. The alignment of the boxcar can be optimized by
maximizing the nonresonant response of a CaF2 window that is emitted when all three
excitation pulses are overlapped and time coincident on the window. This response can
also be dispersed and collected as a transient grating FROG measurement, which allows
retrieval of the temporal phase and amplitude of the pulse.
In experiments whose main focus was to study the behavior of dilute HOD in
D20, samples were flowed using a 50 ptm Sapphire nozzle (Meller Optics) to avoid the
strong nonresonant response from CaF2 windows that masks the sample response at
waiting times less than 200 fs. Experiments involving the use of NaOD solutions could
not be flowed due to the large increase in solution viscosity with increasing NaOD
concentration. Instead, NaOD solutions were held between two 100 nm thick Si3 N4
windows (Norcada) within a home built Teflon sample cell with a path length of 100 ptm.
The Si 3N4 windows were found to give no nonresonant signal when excitation pulses
overlap in the sample, consistent with measurements by Cowan et. al.19 However, due to
poor index matching between air and the Si 3N4 , a back reflected signal could be detected
during 2D IR measurements. This signal was removed by inserting a small piece of
Parafilm (-25 ptm thick) into one side of the sample cell so that the two Si3 N4 windows
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were held at a small angle with respect to one another. This caused the back reflected
signal to propagate in a different direction than the signal field. HOD/NaOD solutions
were prepared by first diluting a 40% NaOD solution (99.5% deuteration; Cambridge
Isotope Laboratories) with D20. A small amount of H20 was then added to give an
absorbance less than 0.4. The amount of H20 needed to achieve this was ~1% of the
solution volume.
4.3.1. Calibration of Stages for Interferometric Measurements
The measurement of purely absorptive broadband 2D IR spectra remains
challenging due to the fact that 2D lineshapes can be easily distorted by improper control
of the time delays between the excitation pulses. The fast Fourier transform routine that
is commonly used to calculate frequency domain 2D spectra requires both a uniform step
size between points and knowledge of the zero timing between each excitation pulse.
Errors in either of these quantities can alter the shape of the transformed spectra or, in the
worst cases, add ghost peaks to the spectra. Errors due to nonuniform step size are often
related to the fact that a linear encoder is used to determine the position of each of the
mechanical delay stages that control the relative timing of each excitation pulse. When a
stage is required to stop at a position between two marks on the encoder, it must perform
an interpolation to determine the point at which it should stop moving. Inaccuracies in
this interpolation due to round-off or other complicating factors can lead to systematic
step size errors. Although the stages used for the experiments described in Chapters 5
and 6 are quite accurate (± 150 nm with a reproducibility of 50 nm), errors on the order of
150 nm correspond to /1 0 at 3 pm and can lead to the appearance of large side bands
that distort experimental 2D spectra.
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Since these improper step size errors are primarily due to inaccuracies in each
mechanical stage's linear encoder, we can correct these errors by optically calibrating
each stage.1 8 This is accomplished by scanning each stage along the entire length of its
travel and recording an interferogram using the alignment HeNe tracer that copropagates
with each infrared pulse. For each stage, the interferogram is measured using quadrature
detection. One arm of the HeNe is passed through a k/4 wave plate to circularly
polarize it, while the other HeNe arm travels through a k/2 wave plate before it is
recombined with the circularly polarized HeNe beam on a 50/50 beamsplitter. The
recombined beam is then passed through a polarizing beam cube that allows detection of
the interference in both the horizontal and vertical directions on two matched ThorLabs
det210 photodiode detectors. The angle of the k/2 wave plate is adjusted to ensure that
the fringe depth measured by both detectors is equal. Due to the phase shift between the
horizontal and vertical components in one arm of the interferometer due to the k/4 wave
plate, the detected S and P components of the interference correspond to the sine and
cosine of the accumulated phase between the two arms. This phase can be extracted by
taking the inverse tangent of the ratio of two measured interferograms:
#= tan-' j, (4-1)
where Ip and Is correspond to the measured S and P components of the interferogram.
For perfect stage motion, the accumulated phase should increase linearly with the
difference in path length between the two stages with a slope given by the inverse of the
HeNe wavelength:
d#= 47c dx. (4-2)
AHeNe
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In Eq. 4-2, d# refers to the change in accumulated phase due to a change in the stage
position of length dx and AHeNe denotes the HeNe wavelength of 632 nm.* Deviations of
the measured phase from Eq. 4-2 are largely due to errors that stem from the inaccuracy
of the encoder.
Fig. 4-5A displays a sample of the extracted timing error plotted in fs for a 150
pm long section of the stage, the length of which corresponds to a 1 ps time delay. The
extracted error is found to be on the order of k/10 (1 fs at 3 pm) and is quite periodic. To
correct this error, we take advantage of the high reproducibility of our delay states (50
nm) and have constructed a look up table that contains the measured stage error for a
given position on each delay stage. When the Labview software that operates a stage
directs it to move to a certain position, the software corrects the distance of travel by the
measured stage error contained in the lookup table. Before applying this correction, a
Fourier transform of a measured HeNe interferogram contained numerous side bands due
to inaccuracies in the stage step size (Fig. 4-5B). However, after applying the correction
and measuring a second HeNe interferogram, a single peak is observed in the Fourier
transform centered at the HeNe wavelength. The measured phase error after the stage
calibration is significantly improved, on the order of k/60 at 3 pm. Because this error is a
property of the encoder, once a stage has been calibrated, there is no need to repeat the
calibration unless a significant change has been made to the physical position of the stage
on the optical table. Repeating the calibration procedure once every -6 months was
found to be sufficient to maintain k/60 phase stability within the interferometer.
* Note, there is an extra factor of 2 included in Eq. 4-2 to account for the fact that the beam is retroreflected
from the moving stage.
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Figure 4-5: (A) Timing error extracted using the stage calibration procedure described in
the text. The strong periodicity of the error suggests that it is due to a systematic error of
the linear encoder used to determine the stage position. (B) Fourier transform of a HeNe
interferogram recorded before and after applying the stage calibration. Without the
calibration, numerous side bands appear. By applying the calibration, a single strong
peak at the HeNe wavelength of 632 nm is observed with minimal side bands.
4.3.2. Photon Echo Peak Shift Experiments
In a photon echo peak shift experiment, the emitted echo signal is measured as a
function of both 1ri and T2. The peak shift corresponds to the value of r1 that maximizes
the signal intensity for a given value of r2. No reference pulse is used to collect the echo,
hence the intensity of the echo signal is integrated along the T3 time axis. As described in
Chapter 2, the decay of the peak shift with increasing T2 is related to the average time
scale over which the system undergoes spectral diffusion. For vibrational systems that
rapidly dephase, such as the O-H stretching transition of water, the initial value of the
peak shift can be quite small (<30 fs) 2 1 and accurate knowledge of the timings between
each pulse is needed prevent errors that can distort the measured peak shift.
Precise determination of the peak shift is typically accomplished by adopting an
equilateral triangle geometry. While this geometry is not perfectly phase matched, its
symmetry allows for the simultaneous emission of two echo signals that are symmetric
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with respect to r1. The echo peak shift then is simply the point equidistant between the
peaks of the two echo signals. In the boxcar geometry pictured in Fig. 4-4C, a similar
detection scheme can be used to determine T1 = 0. The first two pulses in the vibrational
echo experiment generate a pair of two pulse echo signals that are emitted above and
below this excitation pulse pair (Fig. 4-6). These two echo signals are symmetric with
respect to Ti, which allows for a determination of Ti = 0 within ±5 fs. This timing
correction can also be used in 2D IR measurements to aid in the determination of the
absolute phase of the signal.
The detection of both the echo signal as well as the two pulse echoes used to
correct the T1 time axis was accomplished through the use of a set of single channel liquid
nitrogen cooled InSb detectors (Infrared Systems Development), which were gated using
a boxcar integrator (Stanford Research Systems SR-250). The boxcar outputs were each
fed into a separate lock-in amplifier referenced to the phase of an optical chopper that
modulated one of the excitation beams at 500 Hz, which allowed for the subtraction of
scatter from the other two excitation beams. In practice, it was found that removing
scatter even at the cost of losing echo signal intensity by irising off the echo response was
crucial for the success of the experiment. At very long waiting times, when the signal is
small due to vibrational population relaxation, any type of scatter that propagates at a
wave vector similar to that of the signal can interfere with it at the detector, yielding an
echo response that contains spurious interference fringes that prevent a proper
determination of the maximum of the echo response.
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Figure 4-6: Example two pulse echo signals measured during a photon echo peak shift
experiment. The two measured signals are symmetric about r = 0.
4.3.3. Two-Dimensional Infrared Spectroscopy
In a 2D IR experiment, the emitted signal field is overlapped with a reference
pulse, the local oscillator, using a beamsplitter and the interference between these two
fields is detected using a square law detector. The intensity measured at the detector is
proportional to the amplitude of the sum of the two fields:
IdE =|Esig +E = IEsigj2 +IEw| 2 + Esig|IEwIcos(s g -#) (4-3)
where #sig and #LO correspond to the phase of the signal field and the local oscillator
respectively. The IESig[ term is often small and can be ignored while the |EwI 2 term can
be removed by either using an optical chopper or by balanced detection of the two local
oscillator/signal pairs generated by the beamsplitter (See below). The retrieved signal is
then linearly proportional to the amplitude of the signal field and depends on the phase of
the signal relative to that of the local oscillator. Knowledge of the absolute phase of the
local oscillator (i.e. the time delay between it and the signal) as well as that of each of the
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excitation pulses is needed to prevent mixing of the real and imaginary parts of the signal
upon Fourier transformation. These values can be determined to an accuracy on the order
of a single 3 pm infrared fringe (±5 fs) using second harmonic autocorrelations, but this
alone is not precise enough to prevent distortions to the 2D spectra upon Fourier
transformation. To correct for small errors in the absolute timing of each pulse, we
multiply each measured 2D rephasing and nonrephasing spectrum by a constant phase
correction factor:
#R = exp [ioZA-rR + 3 43 -4
(4-4)#NR = exp[icoArINR + k0 3A 3 ]
Here, the set of Ar values denote the small timing error of each stage.t The value of each
of these parameters is set to satisfy the projection-slice theorem, 7 which in the context of
2D IR spectroscopy has been used to show the equivalence of a spectrally dispersed
pump-probe measurement and the projection of the absorptive Fourier transform 2D
correlation spectrum onto the o frequency axis.9,24 For each measured 2D spectrum, a
corresponding dispersed pump-probe is measured at the same value of the waiting time.
The set of A r values in Eq. 4-4 are then varied until agreement between the projection of
the 2D spectrum and the measured dispersed pump-probe is found (Fig. 4-7).
The measurement of a broadband 2D IR spectrum requires that the interference
between the overlapped signal/local oscillator pair be detected by either spectrally
resolving the interference or by scanning the local oscillator in time with respect to the
signal field. We have utilized both of these approaches for the collection of
multidimensional spectra, and a schematic description of these two methods appears in
t Different values are used for the c I timing error for the rephasing and nonrephasing spectra since this time
axis is determined by scanning two separate motorized translation stages in the boxcar geometry.
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Figure 4-7: Comparison between the projection onto the o3 axis of a 2D IR spectrum for
a sample of -1% HOD dissolved in 10.6M NaOD/D20 measured a waiting time of 50 fs
and a dispersed pump-probe of the same sample solution measured at a corresponding
waiting time. The value of the constant phase added to the 2D spectrum (Eq. 4-4) was
adjusted until sufficient agreement between the O3 projection and the pump-probe
measurement was found. This ensures that the 2D lineshape obtained upon Fourier
transformation corresponds to the absorptive response of the sample.
Fig. 4-8. In the mixed time/frequency domain approach, the overlapped signal and local
oscillator are spectrally dispersed onto a multichannel infrared array detector. By
spectrally dispersing the interferogram, the interference between the local oscillator and
the signal is collected simultaneously at each frequency that comprises the o3 axis of the
2D spectrum, thereby eliminating the need to scan the local oscillator stage. Collection
of the excitation dimension of a 2D spectrum is obtained by scanning the Ti time delay,
yielding a mixed time/frequency 2D data set. A numerical Fourier transform of the data
along the Ti axis yields a frequency domain 2D spectrum.
This mixed time/frequency domain scanning method was adopted to collect the
2D spectra that appear in Chapter 5 and some of the spectra found in Chapter 6. After the
sample, the signal and local oscillator fields were combined using a 50/50 beamsplitter,
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Figure 4-8: Schematic descriptions of the experimental layouts used to record 2D
spectra using (A) mixed time/frequency domain detection and (B) pure time domain
detection. The signal emitted by the sample is denoted by the long dashed red line, while
the HeNe tracers that copropagate with the third IR excitation field and the local
oscillator are represented by the dotted blue and cyan lines respectively. LO - Local
oscillator. PCB - Polarizing beam cube. WP - Wave plate. PD - Photodiode. MCT -
Mercury Cadmium Telluride. Mono - Grating monochromator.
generating two overlapped signal/local oscillator pairs that were both collected by
spectrally dispersing each using a Triax 190 single grating spectrometer (Jobin Yvon)
onto a single strip of a 2 x 64 liquid nitrogen cooled multichannel HgCdTe array detector
(Infrared Systems Development). The frequency detected by each pixel on the array was
determined by Fourier transforming a measured interferogram between the local
oscillator and the nonresonant response generated by a CaF2 window placed at the sample
position. A 2D correlation spectrum for a set value of r2 was measured by scanning the
E, and Ep time delays shown in Fig. 4-4 to generate rephasing and nonrephasing spectra
respectively. For the data that appears in Chapter 5, the ri time axis was moved in step
sizes of 2 fs and scanned for a total range of 400 fs, 200 fs each for rephasing and
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nonrephasing spectra. This total scan range was slightly increased to 500 fs to record the
data in Chapter 6, and was again evenly split between rephasing and nonrephasing
spectra. An optical chopper was used to modulate one of the excitation beams at 500 Hz,
which allowed for the subtraction of homodyne contributions to the measured
interferogram. The timing between the signal and local oscillator was set by ensuring
that the interferograms measured at a delay of ±600 fs between the signal and local
oscillator were identical. Data were zero padded to 2048 time points along the t1 axis
before Fourier transformation.
Two different array/spectrometer pairs were used for the collection of 2D data.
Both spectrometers used a 75 g/mm grating optimized for the reflection of 3 pm light,
however slight differences in the design of the spectrometer resulted in different spectral
resolutions for both experimental setups. The resolution of the spectrometer/array used
to record the spectra in Chapter 5 was found to be -5 cm-1/pixel which allowed a total
bandwidth of 320 cm-1 to be dispersed onto the array. This bandwidth is somewhat
smaller than that of each of the excitation pulses and also limited the ability to
simultaneously record spectra for both the v = 1 -0 and anharmonically shifted v = 2<- 1
stretching transitions of the HOD molecule. For each 2D correlation spectrum, two
separate experiments were run back to back with the spectrometer centered at a frequency
near the peak of the v = 1 -0 and v = 2<-I transitions. The measured data where Fourier
transformed, phased separately, and then averaged together in the spectral range of
overlap (~20 cm'1) between the two recorded spectra to give a 2D correlation spectrum
that spans -550 cm-1 along the (03 axis. The data in Chapter 6 recorded using mixed
time/frequency detection were measured using the second spectrometer/array setup which
-123-
100
- 0 0
-
-40 -
U) ~U)00
-
-40
.100 
~~~-801'. . . . . .
-200 -100 0 100 200 2900 3100 3300 3500 3700
T1 (fs) o33/27c (cm-1)
Figure 4-9: Demonstration of balanced detection in both the time and frequency
domains. The solid blue and red dashed traces in (A) correspond to the interference
measured at two vertically displaced pixels of the array. As r1 is scanned, the
interference between the signal and local oscillator measured at these two pixels is out of
phase. Significant noise obscures the signal which peaks at 11= 50 fs. Subtraction of the
data measured by each pixel allows removal of much of the scatter and local oscillator
intensity fluctuations that are common to both pixels, yielding the clear interferogram
shown in black. (B) The two spectrally dispersed out of phase signals at r1, = 0 fs are
shown in dashed red and blue. Their subtraction yields the spectrum in black.
had a frequency resolution of 8.1 cm'/pixel. This resolution was large enough to
measure a 2D correlation spectrum without having to move the spectrometer grating.
Due to the change in the phase of a pulse that occurs upon reflection, there is a 7!
phase shift between the two signal/local oscillator pairs generated by the beam splitter
(Fig. 4-9). The detection of both pairs and their subsequent subtraction allows for the
removal of any homodyne contribution to the interferogram due to the local oscillator and
also reduces scatter that is common to both overlapped signal/local oscillator pairs. The
quality of the noise suppression that results from the subtraction is highly sensitive to
variations in the local oscillator intensity placed on each stripe as well as the alignment of
each beam into the spectrometer. To ensure that the signal/local oscillator interference
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was equal for both stripes, a delay of 600 fs between the signal and local oscillator was
introduced, which created a number of interference fringes in the detected response. The
alignment into the array as well as small changes in the polarization: and intensity of the
local oscillator were made to ensure that the measured interference was 7C phase shifted
and equal in intensity on both stripes of the array. Additional small corrections for
variations in signal intensity between the two stripes were made in software by
normalizing the interferogram measured on each stripe by the intensity of the local
oscillator measured on that stripe. When properly performed, balanced detection can
result in a lOx signal-to-noise improvement.
Fig. 4-10 shows a sample 2D spectrum of dilute HOD in D20 at a waiting time of
200 fs recorded using this scanning procedure. For each Ti value, the data spread across
the (3 axis was averaged for 1500 laser shots, which allowed the surface to be recorded
in -10 minutes. Along the ri time axis the signal oscillates at the frequency of detection
along the o dimension. TI values less than zero correspond to the portion of the signal
due to nonrephasing excitation pathways while positive Ti values denote the rephasing
portion of the 2D spectrum. The fact that the rephasing portion of the spectrum extends
further in T, shows that at this waiting time spectral diffusion is not yet complete. Fourier
transform of the Ti time dimension yields the absorptive correlation spectrum pictured to
the right in Fig. 4-10. The positive tilt of the spectrum along the diagonal axis is a result
of the residual frequency memory retained at this waiting time.
While time/frequency detection of 2D spectra eliminates the need to scan the local
+ The 50/50 beam splitters employed for the recombination of the signal and local oscillator are slightly
polarization dependent. By making small changes in the local oscillator polarization, the amount of the
local oscillator that travels alongside both of the two signal replicas created by the beamsplitter can be
adjusted.
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Figure 4-10: Example 2D spectrum recorded using mixed time/frequency domain
detection. The sample consists of-1% HOD dissolved in D20 and the measured waiting
time corresponds to T2 = 200 fs. The signal that appears along the negative portion of the
-i time axis is due to nonrephasing processes whereas the signal at positive T1 time delays
arises from rephasing pathways. Fourier transformation of the spectrum along T1 yields
the spectrum displayed to the right.
oscillator stage, there are some disadvantages to this technique that can be overcome by
switching to a pure time domain detection scheme. For example, in time/frequency
detection, the spectral resolution along the o>3 dimension is set by the dispersion of the
grating and the spacing of the pixels in the array detector, which are not adjustable
parameters. In the case where the dispersion of the grating poorly matches the width of
the vibrational transition of interest, multiple 2D spectra must be recorded and patched
together. In time domain scanning, the spectral resolution is instead set by the total
length of time scanned along the T3 dimension and the signal sampling rate, which can be
adjusted depending on experimental needs and constraints. A second disadvantage of
time/frequency scanning is that by spectrally dispersing the signal, the total energy of the
signal field is dispersed along the elements of the array, which decreases the intensity that
is detected per pixel with respect to that measured on a single channel detector. This
intensity/pixel loss coupled with the fact that many infrared gratings are at most -70%
efficient means that very weak signals can be more easily detected using time domain
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scanning vs. mixed time/frequency detection. Lastly, infrared array detectors are
generally quite expensive, often costing in the range of $70,000-$90,000. The pair of
liquid nitrogen cooled single channel detectors we employed for time domain detection
cost only ~$3,000, making this technique an attractive alternative in the absence of funds
for a multichannel array detector.
Of course, the major disadvantage of direct time domain detection is that the local
oscillator needs to be scanned in time with respect to the signal field, which can be
extremely time consuming. For example, a 2D surface obtained by scanning the r1 and r3
time delays a total of 500 fs in each dimension using 2 fs steps and an acquisition time of
60 ms per time point would take 1 I hour. This estimate does not include time spent
moving each stage from point to point as well as the equilibration time for the detection
electronics (-120 ms/point), which can triple the length of the measurement. A long
acquisition time for a 2D surface makes the measurement problematic since small
changes in the path length of any of the interferometer arms over this time period can
distort the results of the measurement. For systems with narrow spectral features and
long dephasing times, the constraints on the phase stability of the system are increased
since a longer time delay in both the c11 and T3 dimensions must be scanned.
We have devised a method that allows us to rapidly acquire 2D spectra in the time
domain by using a fast scanning technique that is analogous to the operation of many
commercial FT-IR interferometers. In such an instrument, a spectral interferogram is
measured by moving one arm of the interferometer at constant velocity as data is
continuously collected. The interference fringes of a HeNe tracer that copropagates with
the infrared light are counted to determine the position of the stage at each time point.
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Our experimental setup is displayed in Fig. 4-8B. Similar to the mixed time/frequency
domain approach described above, balanced detection of the signal field is employed
using two single channel liquid nitrogen cooled InSb detectors (Infrared Systems
Development) that are each gated using separate boxcar integrators. Instead of step
scanning the T3 time delay for a given ri value, we rapidly acquire data along this time
axis by moving the local oscillator stage at constant velocity starting from a negative r3
value (typically 200-300 fs before the emission of the signal field) to a large, positive
time delay. As the stage moves, the interference between the signal and local oscillator is
measured for each laser shot using a 250 kilo-samples per second DAQ card (National
Instruments). Once a rapidly scanned T3 data set is measured, T1 is incremented using a 2
fs step size made with respect to the calibrated lookup table described in Section 4.3.1
and another rapid T3 scan is performed until a full (Ti, T3) data set spanning a T1 range of
250 fs for both rephasing and nonrephasing signals is obtained. When the two boxcar
outputs were properly balanced, it was found that homodyne contributions could be
adequately removed from the measured temporal interferograms by subtraction of the
signals alone, eliminating the need to modulate the signal field using an optical chopper
as the local oscillator stage is scanned. Using this technique, a full 2D correlation
spectrum can be measured in under 8 minutes. While this acquisition time is comparable
to that of the mixed time/frequency method described above, the time/frequency
technique could only be used to measure spectra up to a waiting time of 1.5 ps due to
population relaxation of the HOD molecule (Ti = 700 fs25 ). Instead, due to the enhanced
signal-to-noise of the direct time domain measurement, spectra up to waiting times of 10
ps were measured (See Chapter 6).
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Figure 4-11: Determination of the T3 time axis for a rapidly scanned time domain 2D
spectrum. (A) In quadrature interferograms recorded between the HeNe tracer of the
local oscillator and the third excitation beam as the local oscillator is moved at constant
velocity. (B) The extracted r3 time delay as a function of time. (Inset) The phase
extraction procedure is accurate enough to show that the stage overshoots its final
position by -15 nm before backtracking to its target final position. (C) The extracted
velocity profile for the stage motion. Since it is not constant, the data acquired during a
fast scan is first interpolated to an equally spaced grid of points before Fourier
transformation.
To determine the value of T3 that corresponds to each individual laser shot,
quadrature detection of the interference between the HeNe alignment beams that
copropagate with the local oscillator and the third excitation pulse is used. The
quadrature detection setup that is employed is identical to that already described in the
context of the stage calibrations in Section 4.3.1. This interference is measured using two
matched photodiodes and is acquired at a 1 kHz sampling rate using the DAQ card
described above. An example section of an interferogram acquired during the
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measurement of a 2D surface is given in Fig. 4-11 A. The velocity of the moving stage is
set at 58 nm/ms so that -5 points along each HeNe fringe are recorded as the local
oscillator stage moves. This has the added benefit that the measured infrared
interferogram is highly oversampled (-25 pts/infrared fringe), which allows the easy
elimination of spurious data points due to fluctuations in laser intensity. Once a pair of in
quadrature interferograms is recorded, the phase of the interference can be unwrapped
and used to determine the T3 time axis using:
A r3 -- IHeNe A#, (4-5)4rc
where A#0 and A r3 refer to the accumulated phase and T3 time delay relative to the starting
point of the scan. Fig. 4-11 B displays the time axis determined from the interferogram
shown in Fig. 4-11A. After a brief equilibration period of ~150 ms, the velocity of the
stage appears to be roughly constant, giving an equal spacing between each of the
acquired points. However, upon closer inspection we find that the stage velocity displays
small deviations from constant velocity (Fig. 4-11 C). To correct for the variations in the
velocity profile, the recorded data is interpolated to an evenly spaced grid with a point
separation of 2 fs. The time domain data set was zero padded to 2048 points along both
dimensions prior to Fourier transformation.
An example of a 2D time domain spectrum of the O-H stretching transition of a
solution of dilute HOD in D20 at a waiting time of 200 fs measured using the described
fast scanning technique appears in Fig. 4-12. Interference fringes are observed to
oscillate in phase along the antidiagonal time axis, indicating that no phase drift due to
interferometer instabilities occurs over the course of the measurement. Slices along the
'r1 and T3 dimensions of the 2D data set show strong modulation depths along both the
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Figure 4-12: Example 2D spectrum recorded in the time domain using the rapid
scanning procedure described in the text. As in Fig. 4-10, the sample consists of a
solution of -1% HOD in D20 and the data was recorded for a waiting time of 200 fs.
Strong fringe modulation is observed along both the rapidly (i3) and step scanned (t 1)
time dimensions. A 2D Fourier transform yields a frequency domain spectrum that
displays no discernable ghost peaks or other transform errors.
rapidly and step scanned dimensions. A two dimensional Fourier transform of the time
domain data yields the frequency domain correlation spectrum displayed in the right
portion of Fig. 4-12. This spectrum is comparable in signal-to-noise to that obtained
using mixed time/frequency domain detection despite the fact that each measured (t1, r3)
time point corresponds to a single laser shot.
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Chapter 5
Structural Rearrangements in Water Viewed Through Two-
Dimensional Infrared Spectroscopy
5.1. Introduction
Although key to many chemical and biological processes, a molecular
understanding of how the structure of liquid water evolves with time continues to
challenge researchers. The structures of many simple liquids are dictated by repulsive
Lennard-Jones forces that prevent the interpenetration of neighboring molecules. While
interactions of this type are at play in liquid water, its structure is equally shaped by
attractive forces due to water's unique ability to both accept and donate two hydrogen
bonds. Due to the directionality of these attractive interactions, liquid water forms an
extended tetrahedral network held together by hydrogen bonds.' While strong compared
to other attractive intermolecular forces, hydrogen bonds are 2-3 orders of magnitude
weaker than many common covalent bonds. At room temperature, thermal fluctuations
allow water's tetrahedral network to rearrange over time scales that range from
femtoseconds to picoseconds.23 The rapid nature of these fluctuations, coupled with the
water molecule's large dipole moment forms the heart of aqueous reactivity, allowing
water to rapidly respond to changes in solute electronic structure4 and guide the motion of
protons through solution.5
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When discussing the "structure" of liquid water, it is common to adopt a
perspective based on instantaneous configurations of the liquid and the variation of
hydrogen bond distances and angles within these liquid "snapshots." The distribution of
structures in liquid water under ambient conditions remains a topic of debate' 7 despite
decades of experiments, theory, and computer simulation. Some researches picture water
as a continuum of hydrogen bonding configurations that fluctuate about an average
structure whereas others describe water as a mixture of two or more distinct, stable
hydrogen bonding species.8 Experimentalists often implicitly evoke this latter view of
water when fitting components to features that appear in Raman and infrared absorption
measurements. The presence of isosbestic points have often been looked to as a means of
justifying a two component model of water.9'10 However, calculations by Geissler" have
shown that isosbestic points can arise in linear spectra even for a continuous distribution
of transition frequencies. Recent x-ray absorption measurements have added a new side
to this debate by calling into question water's tetrahedral arrangement of molecules,
suggesting instead that water forms ring or chain structures in which each molecule
accepts and donates one weak and one strong hydrogen bond.6,12,
13
Attempts such as these to describe water's structure solely in terms of the
instantaneous structure of the liquid can be misleading because they ignore the fact that
only small barriers exist between different liquid configurations. In an instantaneous
"snapshot" of the liquid, many water molecules will be engaged in large fluctuations
about a stable configuration, and it is difficult to separate these unstable transient
fluctuations from those that correspond to minima on water's free energy surface. Only
by following the dynamics of water molecules can stable liquid configurations be
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identified. A perspective that we adopt here is that questions regarding water's structure
can be better addressed by rephrasing them in terms of its dynamics. Specifically, what
are the magnitude and time scales over which hydrogen bonding configurations in water
fluctuate, and what is the mechanism by which hydrogen bonds rearrange in water?
Given that many definitions of a hydrogen bond are based on instantaneous geometric
criteria,14" 5 should we instead consider a hydrogen bond definition that includes a
characteristic time scale?
A large number of the conceptual descriptions that have been proposed for
water's structure have been steeped in the language of static configurations since many of
the traditional experimental probes used to study liquids cannot view changes in water's
structure over femtosecond time scales. Neutron and X-ray scattering measure the
average spacing between atoms in the liquid, but these experiments are not time
resolved. 16' 17  Infrared absorption and Raman scattering measurements provide
information on the distribution of different structures present in the liquid, but are only
marginally sensitive to liquid dynamics.' 8 Dielectric relaxation and nuclear magnetic
resonance dipolar relaxation can measure an average reorientation time scale of water
molecules within some approximations, but these techniques cannot distinguish the
fluctuations due to different subensembles that may exist in the liquid.19 Optical Kerr
effect measurements 2,20,21 and electronic solvation dynamics experiments 4,22 have
femtosecond time resolution, but are often difficult to interpret due to a lack of a well
defined relationship between the observable in these experiments and the underlying
dynamics of water's hydrogen bonding network.
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From a computational perspective, classical molecular dynamics (MD)
simulations have allowed researchers to test proposals for water's structure in
microscopic detail. Simulations clarify the types of orientational and translational
fluctuations that water molecules undergo within a stable configuration on femtosecond
time scales and suggest that hydrogen bond rearrangements on picosecond or longer time
scales involve the loosely correlated motion of many molecules. 14,23-25 However, MD
simulations are based on models often parameterized to reproduce bulk thermodynamic
properties, and it is not clear whether their predictions for microscopic fluctuations are
accurate. Simulations need to be compared with experimental benchmarks to prove their
validity for the description of water dynamics.
Two-dimensional infrared spectroscopy (2D IR) has the ability to fill the gap
between experiment and simulation due to both its high time resolution and structural
sensitivity. The time resolution of a 2D IR experiment is set by the dephasing time of the
vibration under study, which generally lies in the sub-picosecond range for many
commonly studied vibrational transitions. In the case of water, nonlinear infrared
experiments have primarily focused water's OH stretching transition since the frequency
of this transition, (OOH, shifts depending on the strength of the hydrogen bond formed by
the O-H bond.2 5 -2 The formation of a hydrogen bond weakens the bond, broadening the
proton stretching potential and decreasing (OOH- Water molecules participating in strong
hydrogen bonds tend to absorb on the low frequency side of the 0-H line shape, whereas
molecules in weak or broken hydrogen bonds absorb at higher frequency.
Experimentalists have primarily studied isotopically dilute solutions of HOD in D2 0 to
avoid complications due to the intramolecular and intermolecular couplings of degenerate
-138-
oscillators, allowing fluctuations in (OH to be interpreted solely in terms of changes in
the HOD molecule's local environment.3 ,28-31 2D IR spectroscopy enables us to measure
time dependent shifts in (OOH that can be related to changes in water's hydrogen bonding
structure. Recent advances in simulation techniques have allowed for the development of
mixed quantum-classical methodologies that can be used to calculate multidimensional
spectra from classical simulation models, 26,32-36 thereby allowing the origin of spectral
features observed in 2D IR experiments to be determined in mechanistic detail.
This chapter describes the results of ultrafast 2D IR measurements that have
provided new information on the stability of different hydrogen-bonding configurations
in liquid water. 37-4 0 A 2D IR spectrum is related to the probability of observing a
molecule at given initial and final frequencies after a fixed waiting period. 2D IR spectra
of the O-H stretching transition of HOD in D20 are found to be highly asymmetric. As
the waiting time increases, the 2D spectrum preferentially broadens on the high
frequency side of the lineshape over a time scale of ~60 fs, consistent with librations
(hindered rotations) of water molecules. This broadening indicates that configurations
wherein molecules participate in weak or broken hydrogen bonds are unstable and
reorient rapidly to return to a hydrogen bonded configuration. MD simulations support
this conclusion and suggest that water molecules undergo a large-angle reorientation
during the course of hydrogen bond exchange. The transition state for hydrogen bond
rearrangements can be well described as a bifurcated hydrogen bond. Roughly half of the
hydrogen bond exchange events in the simulation are found to involve the insertion of a
water molecule across a hydrogen bond, suggesting that hydrogen-bond exchange in
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water is a correlated process that involves the coordinated motion of many water
molecules.
5.2. Experimental and Theoretical Methods
A detailed description of the measurement and interpretation of 2D IR spectra
appear in Chapters 2 and 4 of this thesis, so only a brief description is given here. The
2D IR spectra that appear in Fig. 5-3 were recorded at zzzz polarization (parallel
excitation beams and signal field) using the mixed time-frequency detection method
described in Section 4.3.3. The sample for these measurements consisted of a -1%
solution of dilute HOD in D20 prepared by adding a small amount of H20 to a D20
solution and was flowed as a 50 tm jet using a sapphire nozzle. The ID metrics
displayed in Fig. 5-4 and the 2D anisotropy spectra in Fig. 5-15 were calculated from
surfaces acquired using the pure time domain technique also described in Section 4.3.3.
For these experiments, the sample was held between two 100-nm thick Si 3N4 windows
using a home made Teflon cell.
MD simulations employing the commonly used simple point charge/extended
(SPC/E) empirical water potential were performed to aid in the microscopic interpretation
of experimentally measured 2D lineshapes. The simulations were carried out using a
home built simulation code that has been described elsewhere.3 5 '41 A periodically
replicated box consisting of a single HOD molecule and 107 D20 molecules was
simulated using the Velocity-Verlet algorithm with a 3 fs time step. This time step was
sufficient to keep the energy fluctuations of the system on the order of 10 -4 of the average
system energy. Unless noted otherwise, simulations were performed at 298 K and the
size of the simulation box was set to reproduce the density of D2 0 at this temperature,
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1.104 g/cm 3.42 Velocities were rescaled every 10 ps to ensure that the temperature did
not deviate significantly from the equilibrium set value.
The calculation of 2D IR spectra from MD simulation requires a methodology for
the calculation of vibrational frequencies. The approach that we have employed uses a
model Hamiltonian:27,35
H = HS + HB + HSB (5-1)
that describes the interaction of a single quantum mechanical degree of freedom, the O-H
stretching vibration (Hs), with the classical translational and rotational degrees of
freedom of the bath (HB). Hs is taken from a Morse potential fitted to gas phase data by
Reimers and Watts.43 We can make an adiabatic separation between the system and bath
coordinates since the motions of the bath are typically much slower than the vibrational
period of the O-H bond. For a given bath configuration, the total potential energy of the
system is only a function of the displacement along the O-H bond, and we can calculate
HsB by stretching the bond. Generally, HSB varies slowly along this coordinate, and a
Taylor series truncated at second order can provide a sufficient approximation for the
system-bath Hamiltonian. With an estimate of HSB in hand, the shift in the energy of
each of the system eigenstates due to HSB can be determined using time independent
second order perturbation theory:
E(2) = (n|HSB In)+ (I ) (5-2)
k,ntk E(0 -E( -
where the set of {E(0 ,jn)} represents the unperturbed energies and eigenstates of the
system. With a fluctuating frequency trajectory in hand, 2D IR spectra can be calculated
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using the results of Chapter 2. Section 5.6 describes in detail the calculation of 2D
spectra of the HOD molecule using a set of fluctuating frequency trajectories.
5.3. Frequency-Structure Correlations
Before we can interpret the frequency shifts measured in 2D IR experiments in
terms of the time evolution of water structure, we must first establish a clear connection
between 0 OH and intermolecular structure. It has been known for some time from studies
of hydrogen bonding crystals that a correlation exists between (oOH and Roo, the oxygen-
oxygen separation between the hydrogen bond donor and acceptor.44 Modeling of
infrared spectroscopy with classical MD simulations using mixed quantum-classical
approaches has established the underlying physical origin of this observation. Near-
perfect correlation is found between (OH and the projection of the electric field from all
other molecules in the simulation along the O-H bond at the position of the proton (Fig.
5-1A).27  This can be understood by recognizing that the first order perturbative
correction to the isolated O-H frequency due to the motions of the surrounding liquid
resembles a Stark-shift Hamiltonian." Due to its close proximity to the proton, the
dominant contribution to the field is from the oxygen of the nearest hydrogen bonding
partner. Changes in the position of this partner relative to the O-H bond induce changes
in O0H.
With a structural description of (OH, simulations can be used to explore its
sensitivity to hydrogen bonding configuration. Fig. 5-1B displays the static frequency
distribution for OOH calculated from the MD simulations described in the previous section.
By defining a hydrogen bond using geometric criteria such as Roo and the hydrogen
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Figure 5-1: (A) Joint probability distribution of O)OH calculated from MD simulation and
the projection of the total electric field due to the surrounding water bath onto the HOD
molecules O-H bond at the position of the proton. From Ref. 35. (B) Static frequency
distribution for OH (green) which is divided up into HB (red) and NHB (blue) based on
geometric criteria (Roo < 3.5 A and HOO angle < 30').
bonding angle,14' 15 we can divide up the oOH distribution into contributions from
hydrogen bonding (HB) and non-hydrogen bonding (NHB) configurations. At any given
time, -10% of the O-H bonds in the simulation correspond to NHB and absorb
preferentially on the high frequency side of the line shape.
5.4. Scenarios for Hydrogen Bond Exchange
Given the correlation between OH and the HOD molecule's hydrogen bonding
configuration, one can study the dynamics by which a hydrogen bond switches from one
acceptor to another. Two limiting scenarios, concerted and stepwise hydrogen bond
rearrangements, are distinguished by their view of NHB configurations and are described
by the free energy surfaces in Fig. 5-2. In a stepwise process, a thermal fluctuation
ruptures the initial hydrogen bond, but a new acceptor for that bond is not yet available.
The entropically stabilized (or dangling) hydrogen bond persists until another fluctuation
presents a new hydrogen bond acceptor. In this case, HB and NHB occupy stable
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Figure 5-2: Cartoon free energy surfaces describing hydrogen bond exchange for (A) a
mixture picture of water and (B) a continuous distribution of structures. In both cases,
the free energy along OOH (aboVe) is the same but the dynamics along this coordinate will
differ.
minima on water's free energy surface with a barrier larger than kT separating them (Fig.
5-2A). An alternative view is that the rearrangement of hydrogen bonds from one
acceptor to another happens in a single concerted step involving the correlated motion of
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multiple molecules including the HB donor and the initial and final hydrogen bond
acceptors. Here, NHB configurations are not stable and form a saddle point visited
during the course of hydrogen bond exchange (Fig. 5-2B). In both pictures, the free
energy projected along the frequency axis is the same, but qualitatively different
dynamics will be observed in oOH. If NHB configurations form a metastable state, a
separation of time scales between the relaxation within both the NHB and HB wells and
the exchange between them will be observed. If NHB configurations are unstable, they
should return to the HB wells on a time scale of the intermolecular motions of the liquid.
2D IR measurements can discriminate between these scenarios by tracking how the
stretching frequencies of molecules in a given initial configuration change with time.
5.5. Two-Dimensional Infrared Spectroscopy of HOD in D2 0
Fig. 5-3 shows 2D IR spectra for a 1% solution of HOD in D20 as a function of
T2-38 At early waiting times the spectra appear diagonally elongated, but broaden as T2
increases and become largely homogeneous by a waiting time of 700 fs. The loss of
frequency memory in 2D IR lineshapes can be quantified by a number of one-
dimensional metrics, including the ellipticity of the line shape,4 5 the slope of the nodal
line separating the fundamental and overtone transitions,37' 4 6'4 7 and the center line slope.4 8
Chapter 3 shows how, within certain approximations, many of these metrics can be
related to the decay of a frequency correlation function:
C(r 2) = (SWOH (r 2 )oOH (0)), (5-3)
where o6OH (t) = 'e0OH (t) - (00H). C(r2) describes the time period over which the
system retains memory of its initial excitation frequency. Fig. 5-4 displays two of these
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Figure 5-3: 2D IR spectra for a -1% HOD in D20 solution recorded at zzzz polarization
as a function of waiting time.
metrics, the slope of the spectral phase along the ci frequency axis evaluated at (ci, 03)
= 3400 cm', the peak of the linear absorption of the 0-H stretching transition, and the
photon echo peak shift reconstructed from the 2D data. Both of the calculated metrics
show a sub-100 fs decay, a recurrence near 150 fs due to an underdamped hydrogen bond
oscillation (0-H---O oxygen-oxygen stretch), and a slower picosecond decay. This slow
decay component has often been associated with the time scale for hydrogen bond
breakage and reformation, 25,49 although we instead interpret this time scale more
generally as that for hydrogen bond equilibration and structural deformation of the first
solvation shell about a water molecule3 5 (See Section 5.7). The dashed green curves that
appear in both plots are derived from 2D spectra calculated using our previously
extracted C(r) that was determined on the basis of photon echo peak shift
measurements. 3 These calculations use the second order Cumulant approximation
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Figure 5-4: (A) The slope of the spectral phase evaluated at the peak of the 0-H
stretching transition and (B) the photon echo peak shift calculated from 2D IR data (red
squares) each provide measures of the average time scale for the spectral diffusion of oOH-
These experimentally determined metrics agree well with predictions based on our
previously extracted frequency-frequency correlation function (green dashed).
described in Chapter 2 to calculate 2D lineshapes and also account for effects due to
finite pulse duration when calculating the nonlinear polarization.38 The calculations are
able to well reproduce the experimentally derived peak shift decay and the time scales but
not the magnitude of the decay of the slope of the spectral phase.
More interesting are the frequency-dependent changes to the 2D spectra with
increasing T2. The T2 = 0 spectrum shows that the high frequency side of the line shape
(OH > 3500 cm 1) is broader along the antidiagonal axis than at low frequency (oOH <
3300 cm-1), leading to a pear-like shape. As T2 increases, the discrepancy in line width
between the high and low frequency sides becomes more distinct as the blue side of the
line shape broadens while at lower frequency it remains compact. If molecules forming
strong and weak hydrogen bonds behave similarly, a line shape that is symmetric about
the diagonal axis should be observed at all waiting times. The asymmetry of the 2D line
shape indicates that molecules in HB configurations undergo qualitatively different
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Figure 5-5: The first moment of the positive amplitude of slices of the 2D IR spectra for
set values of (oi.
relaxation that those in NHB geometries.
This difference in dynamics can be quantified by examining vertical slices
through the 2D spectra.39  By analogy with hole-burning experiments, such slices
correspond to the relaxation of a subensemble prepared at a given frequency, and their
time-dependent evolution can be quantified through their first moments (Fig. 5-5). The
first moment of slices taken at oi = 3250 cm-1 displays a sharp increase toward band
center followed by a pronounced recurrence at 130 fs. This recurrence is indicative of the
hydrogen bond oscillation observed in the 1D metrics displayed in Fig. 5-4, but it is more
prominent. This strong recurrence indicates that the vibrational frequencies of hydrogen
bonded oscillators are rapidly modulated as the distance between the proton and the
hydrogen bonding partner changes. At high frequency, no oscillation is observed and the
first moment returns to band center within 100 fs (time constant of ~60 fs). If NHB
species are stable, they should persist longer than the time scale of the slowest
intermolecular motions of the liquid (~200 fs). Given the time scale and the
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completeness of this decay, NHB configurations do not correspond to stable minima on
water's free energy surface. Furthermore, the time scale for the relaxation of the high
frequency side of the lineshape corresponds well with that for librations in water,
implying that reorientational motion plays an important role in hydrogen bond
rearrangement.
5.6. 1D and 2D Lineshapes Calculated from Classical MD Simulations
MD simulations can be used to determine the molecular origins of the spectral
relaxation observed in 2D IR spectra in atomistic detail. Once a fluctuating frequency
trajectory has been calculated using the methodology described in Section 5.2, 2D IR
spectra can be calculated using Eq. 2-22 of Chapter 2. Due to the use of an isotopically
dilute system, the 0-H stretch of the HOD molecule is largely decoupled from all other
vibrations of the system and only the v = 0, 1, and 2 states of the 0-H stretch need to be
considered when calculating 2D spectra. Carrying out the sum in Eq. 2-22 over just these
three eigenstates yields the following expression for the third-order polarization in the
limit of delta function pulses:
S (T3, 2 ,r1) = 2(p O)(rL +± 2 + r)p4)( 2  +r i)() )p )(O) #b 1)
J(35 2 10 (z ± ± 1)p ti ( 2  ± 1)p ) ( TOR1)p4 (O ) 0 1)), (5-4)
- ( p ( L ( () (2 I , + R 2) 1)0( 0 ) #0 (2 ) ,
where:
T1 +T 2 +T 3
l) exp [4i f0 (t)dt -i cqo (t')dt'
o i)2 (5 -5 )
# =exp Ti aq (t) dt - if oJ2(t')dt'
0 rI +r2
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In Eq. 5-4 and 5-5, S- and S, denote the signal due to rephasing and nonrephasing
excitation pathways, respectively. These two types of signals are measured separately
and summed to yield a 2D IR spectrum. pnm represents the projection of the dipole
operator onto the direction of either the "ith" excitation field or the local oscillator:
pnm(t) = (nlp (t)- ,|m), (5-6)
and co,, (t) = (E, (t) - E, (t))/h. We can rewrite the expression for the dipole matrix
elements in a form more conducive to calculation via MD simulation by expanding p to
first order in the O-H stretching coordinate, roH, about the minimum of the potential,
req:33
p(i ~(nlp -, m)+(n rOH(d9/drH),,OH e -M) = 'r ., (5-7)
Here, rm is the matrix element of the position operator, rm = (n ro Im). pi' is the
magnitude of the derivative of the dipole operator evaluated at the minimum of the
stretching potential, p'= (dp/droOH eq , and J^a is the dot product of the unit vectors
pointing along the O-H bond* and one of the excitation fields or the local oscillator.
The Condon approximation assumes that both rm and t'are independent of the
bath degrees of freedom, which means that only a change in the orientation of the HOD
molecule can affect the dot products in Eq. 5-4. However, this approximation is not
expected to hold in the case of hydrogen bonding systems since it is well known that a
large increase in the infrared absorption cross section accompanies an increase in
* As Ref. 33 has noted, in the gas phase the transition dipole of the 0-H stretch of the HOD molecule is not
oriented along the 0-H bond but is rotated by 25.20 from this axis, while in ice the transition dipole rotates
to lie along the 0-H bond.5 0 Following Ref. 33, we assume that in the liquid phase the O-H transition
dipole lies along the bond axis since the hydrogen bonding configurations found in water are on average
not significantly different from those found in ice.
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Figure 5-6: (A) IR and Raman spectra of dilute HOD in D20 recorded at 20 *C. (B)
Extracted value of pemp for different temperatures. Raman spectra were taken from Ref.
54.
hydrogen bonding strength. In the case of dilut e HOd specthe results of DFT
calculations carried out on water molecule clusters predicted a dramatic breakdown of the
Condon approximation.Whis2,5 The results showed a strong correlation between p' and
mOH, with p' increasing with decreasing OOH. The calculations also showed that the
Raman polarizability of the stretching transition has only a small dependence on oO0H-
Experimental Raman and IR absorption data of dilute HOD in D20 Support this
conclusion (Fig. 5-6). The peaks of the Raman and infrared lineshapes corresponding to
COOH are shifted by ~50 cm-1 and the Raman spectrum shows a shoulder on the high
frequency side of the lineshape that is absent in the infrared spectrum. Equations for the
infrared absorption and Raman scattering intensities appear in Ref. 55. Comparison of
these expressions shows that is it possible to extract the frequency dependence of ptOH
t While a strong correlation between p' and OOH was observed in Ref. 33, only a slight dependence of the
matrix elements, rn,., on COOH was found. For the spectra calculated in this chapter, we have chosen to
ignore the frequency dependence of ram. Instead, we assume that r,.. does not differ significantly from the
values calculated from the eigenfunctions of the unperturbed potential of Reimers and Watts." Under this
assumption, we find that rn,. scales nearly harmonically, r, = (1.0125) Nr.
-151-
...........................................
from the square root of the ratio of the infrared and Raman lineshapes provided that the
Raman polarizability is frequency independent. We have used this assumption to
calculate an empirically determined transition dipole, pitemp, which is shown in Fig. 5-6B.
P'emp displays a nonlinear dependence on oOH, and across the range of frequencies that
comprise the bulk of the infrared absorption lineshape (3270 to 3530 cm-1), pemp varies
by a factor of 1.45 at 20 "C. Although both the Raman and IR lineshapes shift and
change in intensity with increasing temperature due to a weakening of water's hydrogen
bonding network, pemp is only slightly temperature dependent. This suggests that this
method of extracting the transition dipole is robust over a number of different liquid
configurations. To use ptemp in the calculation of linear and nonlinear spectra from our
MD model, we fit temp at 20 'C with a sixth order polynomial:
empf/f, = -8.7258374 x 10-13cm 5 5 +1.51752318 x 10-8 cm 4 H
-1.04185686 x 10-4cm 3 O +0.36002993cm 2 m 2 (5-8)
-622.081735cm OOH + 429953.22
where Lref corresponds to the value of pLemp calculated for (OOH= 3650 cm-.
Fig. 5-7A examines the influence of non-Condon effects on linear absorption
spectra by comparing the lineshape calculated within the Condon approximation to that
calculated by including non-Condon effects through the use of pemp. The lineshape
calculated within the Condon approximation is asymmetric due to the presence of a
shoulder on the high frequency side of the lineshape. When we account for the increase
in the 0-H transition dipole with decreasing frequency, we find that the peak of the
absorption lineshape decreases by 10 cm-1, and the lineshape's high frequency shoulder is
suppressed. This comparison between the Condon and non-Condon lineshapes resembles
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Figure 5-7: (A) Comparison between absorption lineshapes calculated using our
simulation model and experiment. The inclusion of non-Condon effects shifts the
lineshape to lower frequency and suppresses its high frequency shoulder. The calculated
non-Condon lineshape has a linewidth (F WHM = 165 cm-) much to narrow compared to
experiment (FWHM = 260 cm 1) and is peaked to the blue of the experimental absorption
lineshape. (B) 2D IR spectra calculated within the Condon approximation and with the
inclusion of non-Condon effects.
that of the experimental Raman and infrared lineshapes displayed in Fig. 5-6A. However,
this is only a qualitative resemblance since the linewidths of the calculated lineshapes are
much too narrow with respect to experiment and are peaked to the blue of the
experimental spectra. The lack of agreement between experiment and simulation in part
reflects the simulation's inability to properly reproduce the full set of possible liquid
configurations.
In Fig. 5-7B, we plot a similar comparison between Condon and non-Condon
lineshapes for 2D IR spectra calculated for two waiting times, 0 fs and 300 fs. Similar to
the experimental data in Fig. 5-3, the spectra calculated within the Condon approximation
appear diagonally elongated at T2 = 0, but have broadened significantly at high frequency
by T2 = 300 fs. Similar to the ID case, the inclusion of non-Condon effects acts to shift
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the center frequency of the 2D spectra to a smaller value along the diagonal axis and
suppresses the asymmetry of the lineshape at high frequency. However, even after the
application of these effects, the calculated 2D spectra still appear distinctly asymmetric,
indicating a difference in dynamics between molecules in strong hydrogen bonds and
those participating in weak or broken hydrogen bonds.
In Fig. 5-8A, we examine the time dependence of the 2D IR spectra calculated
from the simulation model that account for non-Condon effects. The calculated spectra
reproduce the experimentally observed time dependent asymmetry and center diagonal
frequency well but are too narrow along the diagonal axis, indicating that the magnitude
of the fluctuations in the simulation may be too small relative to experiment. Fig. 5-8B
displays the photon echo peak shift calculated from the simulation data. Similar to the
experiment, 27 this data displays a bi-exponential decay and an underdamped hydrogen
bond oscillation. The calculated peak shift qualitatively resembles the frequency-
frequency correlation function calculated from an MD frequency trajectory (Fig. 5-8C)
although the magnitudes of the decay components and hydrogen bond oscillation differ.
In general, each of the time scales associated with the simulated frequency correlation
function are faster than those observed in our experimentally determined C(r). The
hydrogen bond oscillation occurs at 120 fs in the simulation vs. 180 fs in the experiment
and the long decay time constant is -750 fs, which is about half that found
experimentally (1.4 ps). 3 This disagreement between experiment and simulation has been
attributed to the simulation's simplistic treatment of intermolecular interactions. For
example, allowing the charges on each of the molecular sites of the water simulation
model to fluctuate in response to environmental changes has been shown to slow the
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Figure 5-8: (A) Calculated 2D IR spectra (B) photon echo peak shift and (C) frequency-
frequency correlation function for the simulation model described in the text. Spectra
were calculated for zzzz polarization.
fluctuations associated with the rearrangement of hydrogen bonds.56' 57 Nonetheless, the
qualitative agreement between the simulation and experiment suggests that we can use
classical simulations to understand the origin of the observed asymmetries in 2D IR
spectra in mechanistic detail.
In Section 5.5, we highlighted the difference in dynamics exhibited by molecules
in different hydrogen bonding configurations by calculating the first moment of slices
taken along the 03 dimension for values of o, at both high and low frequency. On the
low frequency side of the lineshape, these slices display a strong hydrogen bond
oscillation while at high frequency, they rapidly decay on the time scale of librational
motion (Fig. 5-5). Fig. 5-9A plots the equivalent result calculated from our simulation
model. Similar to experiment, the first moment of slices taken on the low frequency side
of the lineshape (coi = 3300 cm'1) displays an initial rapid increase towards the center of
the O-H stretching transition that gives way to a recurrence at 100 fs due to a strong,
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Figure 5-9: (A) The first moment of the positive amplitude of slices taken through the
2D IR spectra calculated from our simulation model for set values of oi. (B) Comparison
between the frequency-frequency correlation function (black) calculated from the
simulation model described in the text and correlation functions calculated with the
additional constraint that the initial value of OOH be above 3600 cm-1 or below 3300 cm'.
These two correlation functions correspond to the relaxation of HB and NHB
configurations.
underdamped hydrogen bond stretch. At high frequency (cor = 3600 cm-1) a similar
hydrogen bond oscillation is found and peaks at a slightly later time (120 fs) indicating
the formation of a weaker hydrogen bond than that formed by molecules that initiate at
lower frequency. However, this result lies in contrast to the experiment which shows no
evidence for such an oscillation at high frequency. This disagreement with experiment
may indicate that either our treatment of non-Condon effects overemphasizes
contributions to the 2D IR lineshape due to hydrogen bonded water molecules or that the
simulation potential is biased in favor of hydrogen bonding.
As an alternative to these slices, we can separately follow the relaxation of HB
and NHB species by defining a frequency-frequency correlation function similar to C ()
but with the additional constraint that the initial value of O)OH is either above or below a
given cutoff frequency. Fig. 5-9 displays the frequency correlation function displayed in
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Fig. 5-8C and two additional correlation functions that have been calculated by applying
the constraint that either OOH(0)> 3600 cm' or OOH(0) < 3300 cm~1. These correlation
functions provide information that is complimentary to the first moments displayed in Fig.
5-5, but avoid complications due to non-Condon effects and the v = 21-I transition that
interferers with the fundamental v = 1<-0 transition. The correlation function
corresponding to HB (low frequency) shows a rapid initial decay and a strong hydrogen
bond oscillation, indicating that molecules in strong hydrogen bonds undergo large
frequency shifts as the hydrogen bond expands and contracts. However, 2D IR spectra at
low frequency appear narrow because HB configurations are relatively stable. Even
though molecules in strong hydrogen bonds experience large changes in vibrational
frequency as the hydrogen bonds expand and contract, motional narrowing averages these
fluctuations over the period of the hydrogen bond oscillation, yielding a narrow 2D IR
spectrum (See Appendix 5.A).
In the case of NHBs, no oscillation consistent with an underdamped hydrogen
bond is observed. This correlation function can be well fit with a sum of two nearly
equal amplitude exponential decays with time constants of 90 and 670 fs. While the slow
decay time is similar to that observed in the total frequency-frequency correlation
function, the fast time scale corresponds to twice the librational period of the HOD
molecule in this simulation model (45 fs), which lends support to the conclusion drawn
from the experimental 2D IR spectra that librations play a role in the relaxation of NHB
configurations. Even though the correlation functions in Fig. 5-9 show that the spectral
diffusion of NHB is slower than that of HB, there is no restoring force that causes these
molecules to remain at high frequency and they largely return to the median of the O-H
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frequency distribution within the time scale of intermolecular motions of the liquid. This
overdamped behavior leads to the preferential broadening on the high frequency side of
the calculated 2D IR lineshapes when the effects of motional narrowing are taken into
consideration.
5.7. Energetics of Water's Hydrogen Bonding Network
Before continuing our discussion of the heterogeneous dynamics that exist
between HB and NHB, it is worth discussing the origin of the 1.4 ps decay component
that appears in the experimental O-H stretch frequency-frequency correlation function.3
This decay component implied as an indicator of the time scale associated with the
breakage and reformation of hydrogen bonds. 25,4 9 On the basis of MD simulation, Fecko
et al.27 found that many additional parameters associated with water structure, such as
Roo, electric field fluctuations at the position of the proton, and the tetrahedrality of a
water molecule's first solvation shell, each show similar decay time scales. This lead
them to propose that this decay corresponds not just to hydrogen bond breakage and
reformation involving the HOD molecule, but instead to a global restructuring time scale
that includes the exchange of water molecules into and out of the HOD molecule's
solvation shell. The energy required to drive this restructuring can be determined by
examining the temperature dependence of C (r).
Fig. 5-10A displays frequency-frequency correlation functions calculated from
our simulation model at eight representative temperatures. While the amplitude and time
scale of the initial sub-100 fs decay is found to be largely invariant to temperature, the
slower decay component of the correlation function decreases with increasing
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Figure 5-10: Temperature dependence of (A) C(r) and (B) P2(r) calculated from the
simulation model. Each trace was fit using a sum of two exponential decays and the time
constants determined from the slower decay rate were used to construct the Arrhenius
plots in (C) and (D).
temperature, changing from 980 fs at 3 *C to 370 fs at 90 *C. Each of the pictured
correlation functions was fit to a bi-exponential decay and the inverse log of the slow
time constant of each fit was used to construct the Arrhenius plot displayed in Fig. 5-10C.
A linear fit to the data yields an activation energy of 2.4 kcal/mol, which is roughly half
the energy estimated for a hydrogen bond in water on the basis of dielectric constant data
(5-6 kcal/mol). 8
Provided that this time scale describes the reorganization of the local solvation
shell about a water molecule, other structural parameters should show similar temperature
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dependencies. Fig. 5-1OB plots the decay of p2 (I) (2 (roH (1)40"H (0))) , where P2
denotes the second Legendre polynomial and rOH is the orientation of the O-H bond
vector. The decay of this quantity gives the time scale over which the O-H bond
undergoes reorientation. Similar to the frequency-frequency correlation functions
displayed in Fig. 5-10A, the calculated orientation correlation functions exhibit a bi-
exponential decay with a picosecond decay component that decreases in value with
increasing temperature. The extracted activation energy is found to be 3.0 kcal/mol,
which is close to that determined from the temperature dependence of C(r). Although
the decay time scales are roughly three times longer for p 2 (r), ranging from 3.4 ps at 3
'C to 0.96 ps at 90 0C, the similar activation energy to C(r) implies that the long decay
of each of these order parameters is due to a restructuring process that involves the
evolution of the solvation shell about the HOD molecule.
5.8. Reorientation During Hydrogen Bond Exchange
The experimental and theoretical results described in Sections 5.5 and 5.6 support
that hydrogen bond exchange scenario proposed in Fig. 5-2B. Broken hydrogen bonds
form a conduit passed through as a water molecule exchanges hydrogen bonding partners.
However, a proper reaction coordinate for hydrogen bond exchange is not obvious. It is
to be expected that the rearrangement of hydrogen bonds involves many water molecules,
as described through studies of the vibrational modes associated with inherent structures,
configurations of the liquid that correspond to minima of the liquid's potential energy
surface. ,24 The local motions involved and the relevant length scale over which the
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Figure 5-11: (A) Frequency distribution of molecules in bifurcated geometries relative
to the total frequency distribution and (B) average relaxation behavior of oOH about HB
exchange events. The dashed red line denotes the average value of 00H in the simulation,
3458 cm'.
motions of water molecules are coupled remains unclear. The observation that NHB
configurations return to HB frequencies on the time scale of librational motion suggests
that reorientation of the O-H bond is critical for switching. It is reasonable to assume that
the transition state for switching resembles a bifurcated hydrogen bond. This hypothesis
can be tested using the simulation model. A bifurcated transition state suggests that the
differences in distance between the lines connecting the hydrogen of the HOD molecule
and the two oxygen atoms of the initial and final acceptors, Ar = R, - R2, can serve as a
reaction coordinate for hydrogen bond exchange. Fig. 5-11 A plots the frequency
distribution for molecules with Ar = 0.39 Compared with the total frequency distribution,
molecules in bifurcated geometries are blue-shifted and follow essentially the same
frequency distribution as NHB configurations. Fig. 5-11 B shows that bifurcated
molecules quickly return to frequencies indicative of hydrogen bonds, with time
constants of 80 and 500 fs. These time scales are similar to those observed for the NHB
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Figure 5-12: Free energy surface for OH and the hydrogen bond exchange coordinate,
Ar. Black contours correspond to units of kT. The dashed red contour contains 98% of
molecules in NHB configurations, and the blue line is a representative exchange
trajectory from MD simulation.
frequency-frequency correlation function in Fig. 5-9B and roughly correspond to twice
the librational period and that for structural rearrangement of the liquid.
Fig. 5-12 shows the free energy surface calculated as a function of coOH and Ar. It
closely resembles that proposed in Fig. 5-2B. The high frequency side of the line shape
serves as a passage for hydrogen bond exchange, and no stable minimum is observed in
the NHB region. Plotted on top of this surface is a sample trajectory wherein a HOD
molecule undergoes underdamped oscillations in the HB region before rapidly moving
through the NHB region to form a new hydrogen bond. It should be noted that only 35%
of the molecules that enter the NHB region go on to form a new hydrogen bond. A
highly blue-shifted frequency is not a unique indicator of the transition state for hydrogen
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bond exchange. 59 Rather, a blue-shifted frequency can arise from either molecules
undergoing exchange or large fluctuations about a stable hydrogen bond. In both of these
cases, we would observe the rapid motion of a blue-shifted frequency to the center of the
O-H stretching transition, indicating the return of these molecules to a hydrogen bonded
state.
A detailed description of the reorientational motion of water molecules in the
process of switching has been presented in the recent simulations of Laage and
Hynes.59~61 They suggested that a number of geometric parameters that describe liquid
structure undergo large changes concomitant with hydrogen bond exchange. The
exchange occurs as a rapid, large angle rotation of the HOD molecule (~68*) concurrent
with an increase in Roo for the original hydrogen bond acceptor and a decrease in Roo for
the new acceptor. Leading up to the exchange, the original hydrogen bond acceptor
becomes over-coordinated and the new hydrogen bond acceptor becomes under-
coordinated, suggesting that density fluctuations may play a role in the exchange.
5.9. The Connection Between Reorientation and Frequency Shifts
Given the role that reorientation plays in hydrogen bond exchange, experiments
that probe molecular reorientation such as pump-probe anisotropy measurements should
display a dependence on OOH- MD results support this conclusion, finding that the
magnitude of the inertial decay time scale in orientational correlation functions is
enhanced for molecules initially at high frequency. 25 Experimental attempts to measure
frequency dependence of the anisotropy have yielded conflicting results due in part to the
differing pump and probe frequencies used as well as a lack of pulses short enough to
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Figure 5-13: Joint probabilities for angular reorientation. Plotted is the average value of
the cosine of the angle rotated through by molecules that start at a frequency, oi, and
reach a frequency, of, after a time, T.
resolve the inertial decay.62-64 Recent work by Moilanen et. al.
65 has shown a slight
frequency dependence to the anisotropy decay of the O-D stretch of HOD in H20.
Although the first 100 fs of the decay was not resolved, at a delay time of 100 fs the
anisotropy at high frequency has decayed to a lower value than at low frequency.
In Fig. 5-13, we extend the frequency dependent orientational correlation
functions shown in Ref. 25 to two dimensions. For a given value of time, T, we examine
each pair of MD time steps spaced by T and determine the initial and final values of (OOH
for the HOD molecule, oi and of. We then determine cos(9), where 0 is the angle
between the O-H bond vectors of the initial and final configurations. Fig. 5-13 shows the
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average value of cos(0) plotted as a function of T, oi, and oif. Even at values of T as
early as 30 fs the value along the diagonal axis is largest at low frequency, suggesting
that molecules that remain in strong hydrogen bonds undergo smaller angular fluctuations
than molecules in weak or broken hydrogen bonds. Also apparent is an inverted "L"
shape that indicates that molecules that undergo exchange from red to blue frequencies
must undergo a larger degree of reorientation with respect to molecules that remain at
hydrogen bonded frequencies.
Although the orientational correlation functions displayed above show strong
evidence of a frequency dependence to angular reorientation, experiments that can
directly measure this distribution are not yet available. Reorientation time scales are
typically measured in nonlinear experiments through the construction of the anisotropy
parameter from polarization dependent pump-probe experiments. Since pump-probe
experiments and 2D IR spectroscopy both rely on the third-order nonlinearity of the
sample, equations relating the tensor elements of pump-probe signals equally apply to 2D
IR spectroscopy.66 This allows us to construct a 2D anisotropy surface using:
sZZ -sz
r = S"(5-9)
Szzzz + 2Syy
where S-- and S=,, correspond to 2D signals measured with the first two excitation
pulses polarized parallel and perpendicular to the third excitation pulse and signal field
respectively. Fig. 5-14A displays 2D anisotropy surfaces calculated from the simulation
model for the v = 1 <-0 transition as a function of waiting time. At t2 = 0, the anisotropy
uniformly adopts a value of 0.4. However, by T2 = 120 fs, the anisotropy has decayed to
a lower value at high frequency along the diagonal axis and in the off-diagonal regions,
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Figure 5-14: (A) Calculated 2D IR anisotropy spectra from MD simulation. The dashed
green contour on each surface indicates the point where the isotropic response (S, +
2Szzyy) is equal to 10% of its maximum value. (B) Slices of the calculated spectra for 0),
= 3300 cm-1 and 3600 cm~' as a function of 12 . The size of the plotted symbols represents
the amplitude of the computed isotropic response for each slice, which tracks how the
motionally narrowed population of molecules initially on the high and low frequency
sides of the absorption line shape return to band center.
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indicating that molecules prepared in NHB states undergo a large degree of reorientation
along the course of returning to a hydrogen bond. This behavior qualitatively resembles
that of the orientational joint probabilities displayed in Fig. 5-13 and suggests that the
measurement of 2D anisotropy surfaces may be a way to directly view concerted
hydrogen bond rearrangements.
Slices through the calculated 2D anisotropy for oi = 3300 cm' and 3600 cm' are
shown in Fig. 5-14B. For molecules that initiate at high frequency, the anisotropy relaxes
from 0.4 to a uniform value of 0.25 within 300 fs. For those molecules that manage to
return to hydrogen bonded frequencies within 24 fs, a mean rotation of 300 is necessary.
For molecules that initiate from strongly hydrogen bonded states, little change in
anisotropy is observed in the first 300 fs. Only as molecules transition to NHB
configurations are significant drops in the anisotropy observed.
Fig. 5-15 plots three experimentally measured 2D anisotropy surfaces for a -1%
solution of HOD in D20. zzzz and zzyy spectra were subsequently recorded for a given
waiting time by rotating the wave plates and polarizers of the first two excitation pulses.
Measured zzzz and zzyy spectra were phased separately using dispersed pump-probe
measurements recorded for the appropriate polarization. At T2 = 100 fs we observe a
strong decrease of the anisotropy from 0.4 to 0.24 as we move along the diagonal axis
from 3300 cm-1 to 3460 cm'. This variation in the value of the anisotropy is much larger
than that found in the simulation. In the offdiagonal region we find that the anisotropy is
lower than along the diagonal axis at low frequency, similar to the simulated 2D
anisotropies, and lends support to the notion that reorientation is necessary to move from
HB to NHB. As the waiting time increases, the anisotropy decays further at all
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Figure 5-15: (A) Experimental and (B) simulated 2D anisotropy spectra. The simulated
spectra includes contributions from the anharmonically shifted v = 2<-I transition for a
proper comparison to the measured experimental data. The dashed green contour in each
plot indicates where the absolute value of the absorptive isotropic response (S,, + 2Szzyy)
is equal to 10% of its maximum.
frequencies, but the general frequency dependent trends are preserved, giving the spectra
an inverted "L" shape at all waiting times similar to the joint probabilities displayed in
Fig. 5-13.
While the general trends observed in the experimental data are consistent with the
calculations displayed in Fig. 5-14, it must be kept in mind that the presence of the v =
2<-I transition complicates the measurement of 2D anisotropy spectra and, at present,
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prevents a full quantitative analysis of the results. The v = 2<-I transition interferers
strongly with the v = 1<-0 transition at low frequency, causing the anisotropy adopt
values well above 0.4, the theoretical maximum value of the anisotropy, near the node
separating these two oppositely signed signals. How far this interference extends along
the diagonal axis is difficult to estimate, and the larger change in the experimentally
measured anisotropy with frequency may be the result of this interference. Nonetheless,
the data appears to support the conclusions we have drawn regarding the exchange of HB
and NHB.
5.10. Switching Through Water Insertion
Although the jump diffusion model put forth by Laage and Hynes 9-61 and the
instability of NHB configurations determined by our 2D IR experiments are consistent,
questions remain about the mechanism for hydrogen bond exchange. The results of our
experiments and simulations suggest that hydrogen bond exchange involves the
correlated motion of at least three water molecules, the hydrogen bond donor and the
original and new acceptors. However, it is unclear whether this correlated exchange
involves the motion of water molecules beyond the first or second solvation shells. Work
examining inherent structures in water seems to suggest that such correlations do exist,
but the determination of the length scale over which these correlations extend is
difficult. 23 The minima of the free energy surface in Fig. 5-12 near Ar = ±1.25 A implies
that hydrogen bond switching involves the exchange of water molecules in the first and
second solvation shells of the switching molecule, which necessitates the rearrangement
of molecules outside of this molecule's first solvation shell.
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Figure 5-16: Snapshots taken from MD simulation over the course of a water insertion
event.
One proposal that can address these questions is a rearrangement process that
involves the insertion of a second solvation shell water molecule across a hydrogen bond.
Fig. 5-16 shows snapshots from a simulation of SPC/E water that illustrate the course of a
hydrogen bond exchange event. The switching hydrogen atom, HsW, undergoes a large
angular rotation that breaks the hydrogen bond between it and Oa, forming a new
hydrogen bond with Ob. At the bifurcated transition state for the exchange event, one of
the hydrogen atoms covalently bonded to Ob has formed a hydrogen bond to Oa. If we
examine these three water molecules after the switching event, we find that the new
hydrogen bond acceptor has inserted across the original hydrogen bond formed by Hs,
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and 0 a. Such an insertion mechanism would provide for concerted rearrangements of
multiple molecules in a dense liquid. We observe that in -50% of the hydrogen bond
exchange events that occur in the MD simulation a hydrogen bond is formed between the
original and new hydrogen bond acceptors, which suggests that this water insertion
mechanism is quite robust. Naturally, microscopic reversibility requires that the
expulsion of a water molecule from a hydrogen bonded chain to form a new hydrogen
bond will also be present in a roughly equal number of cases.
5.11. Conclusions
Through the use of a combination of 2D IR experiments and classical MD
simulations we have gained new insight into the dynamic structure of liquid water.
Hydrogen bonding defects are found to be extremely short lived, returning to HB
configurations on the time scale of water's fastest intermolecular motions. The rotation
of individual water molecules is found to play a strong role in hydrogen bond exchange,
and a bifurcated transition state is consistent with the experimental and theoretical results.
Hydrogen bond switching involves the concerted motion of at least three water molecules
although the collective participation of molecules as far away as the second solvation
shell is implicated.
The detailed nature of these results is possible because 2D IR spectroscopy has
the unique ability to identify short lived transition states provided that a spectroscopic
signature of that state exists. In this case, NHB configurations could be identified due to
the way that the dynamics of these configurations project onto OOH- In the following two
chapters, we will use 2D IR spectroscopy to identify signatures of a transition state for
the proton transfer reaction between a water molecule and a hydroxide ion in aqueous
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solution. When a hydroxide ion accepts a proton from one of its hydrogen bonding
partners, the stretching potential of the shared proton is highly perturbed, and can be best
envisioned as a double well potential whose exact shape is rapidly modulated by the
motion of molecules surrounding the complex. As this potential responds to the
fluctuations of the surrounding liquid, the vibrational transitions associated with the
potential undergo large changes in frequency, and transitions between vibrational
eigenstates of the potential that are normally disallowed can begin to carry a great deal of
oscillator strength. These effects give rise to a strong, transient spectral signature that 2D
IR can observe and use to determine the lifetime of these shared proton states. 36
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5.A. Appendix. The Role of Motional Narrowing in 2D Lineshapes
A point on a 2D spectrum is commonly interpreted as the probability of observing
a molecule at given initial and final frequencies after a set waiting period. While this
analogy is attractive due to its simplicity, it neglects the fact that the time resolution in a
broadband 2D IR experiment is set by the dephasing time of the vibration under study.
Even at T2 = 0, 2D spectra are broadened due to dynamics that take place during the T i
and T3 coherence periods. Spectra can appear motionally narrowed when exchange
processes or coherent dynamics occur on the time scale of the dephasing time of the
probed vibration.
Given that the dynamics that guide hydrogen bond rearrangements in water are
quite fast, we have used the MD simulation to calculate two-dimensional joint probability
distributions for comparison with simulated 2D lineshapes to investigate the role of
motional narrowing in 2D IR spectra of HOD in D20. These distributions represent the
probability of observing the evolution of an initial instantaneous frequency, oi, to a final
frequency, o, after a time period, T2:
P(CI03,2 ) - OH 2C0 (T 3 H00 ( ) ~ 0 )(5-Al)
We can relate this expression to an absorptive 2D spectrum by first recognizing that the
delta functions in Eq. 5-Al can be rewritten as the Fourier transform of a cosine:
3(Wco (r) - co)= dre-'49e (5-A2)
Using this relationship, we can rewrite Eq. 5-Al as:
= dr 0drie-'eVe-"' (exp[-iwoH (r 2)v 3 -oH (O)zr]) (5-A3)
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By applying the Condon approximation and neglecting contributions due to rotations and
the v = 2<-i transition, the two-dimensional Fourier transform of Eq. 5-4 can be
rewritten in a form similar to Eq. 5-A3:
S± ( 3 ,w1 ,r 2) = 2 d r2 f dri-, f e'"e-" exp[TiWoH (t)), T - i( (O )3 r 3]) (5-A4)
-00 -- c
where we have used the definition of the time average:
(A), =! A(r)dr, (5-A5)
t0
to rewrite the integrals over r1 and 13 as the average of (OH during these time periods. In
the static limit where frequencies do not evolve during the coherence periods, Eq. 5-A3
and 5-A4 yield identical results. However, if the system evolves during either 11 or t3, a
motionally averaged lineshape will result.
The first two columns of Fig. 5-Al displays a comparison between the joint
probability distributions determined from our simulation model and 2D spectra calculated
within the Condon approximation and neglecting contributions due to both reorientation
and the v = 2<-I transition. At T2 = 0, the joint probability is simply a straight line
stretched along the diagonal axis since no frequency evolution has occurred. As T2
increases, the probability distribution broadens rapidly at low frequency, a result that is
not observed in calculated 2D spectra. This broadening is maximized at T2 = 60 fs, but as
T2 increases to 120 fs the distribution narrows. The driving force behind this rapid
broadening and contraction is the underdamped hydrogen bond stretch observed in the
simulation's frequency-frequency correlation function (Fig. 5-8C). 60 and 120 fs
correspond to the half and full periods of this oscillation. The high frequency side of the
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Figure 5-Al: Joint probability distributions of OOH (left), 2D IR spectra calculated using
Eq. 5-A4 (middle), and joint probability distributions calculated after averaging the OH
frequency trajectory using a sliding 120 fs window.
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distribution is also found to broaden rapidly, but the range of spanned frequencies is not
as large as on the red side of the distribution.
While the joint probability shows a large, rapid broadening at low frequency, the
calculated 2D spectrum preferentially broadens at high frequency as in the experiment.
Motional narrowing leads to this result by averaging over the strong hydrogen bond
oscillation observed at low frequency. Eq. 5-A4 suggests that we can approximate the
effects of motional narrowing by recalculating the joint probability distribution after
averaging the frequency trajectory over a sliding window the size of which roughly
corresponds to the dephasing time of the O-H stretch. The third column of Fig. 5-Al
shows the results of this calculation using a window size of 120 fs, the period of the
hydrogen bond oscillation in the simulation. As expected, no sign of this oscillation is
observed in the time averaged joint probability distributions. Instead, the high frequency
side of the lineshape is found to preferentially broaden in a manner similar to that of the
calculated 2D spectra.
We are left with the conclusion that while molecules in strong hydrogen bonds
rapidly experience a large breath of frequencies as a hydrogen bond expands and
contracts, the underdamped nature of this motion causes measured 2D IR spectra to
remain quite narrow on the low frequency side of the lineshape. In contrast, the high
frequency side is observed to preferentially broaden in 2D IR spectra since no strong
restoring force exists to return molecules that leave NHB configurations back to their
initial configurations.
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Chapter 6
Different Stages of Proton Transfer in Aqueous Hydroxide
Solutions Visualized using Ultrafast Infrared Spectroscopy
6.1. Introduction
Under ambient conditions, one in every 1014 water molecules will dissociate,
yielding both a hydronium, H30, and a hydroxide ion, OH~. While the equilibrium
properties and thermodynamics of solutions of these ions are well understood, a
description of their microscopic structure and behavior continues to elude researchers.
Hydronium and hydroxide ions both display anomalously high diffusion rates compared
to ions of similar size and charge density.' Researchers have rationalized this excess
diffusion by recognizing that each ion can undergo a proton transfer reaction with a
neighboring water molecule, leading to a translocation of the ion's structural motif rather
than the diffusion of a specific set of covalently bound atoms. Thus, water's hydrogen
bonding network serves as a scaffolding upon which excess protons and protons holes
can migrate. This conceptual picture of proton transport is prevalent in the discussion of
systems where the motion of the proton is highly unidirectional, such as membrane
proteins that serve as proton pumps,2 proton transfer among different residues of a protein
molecule,3 or the conduction of protons between water molecules confined within carbon
nanotubes.4 Hydrogen bonded water chains present in the core of these systems are
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thought to serve as "water wires" along which excess protons can be conducted from one
location to another.5
While the motion of protons along hydrogen bonds provides an elegant general
picture of proton conduction in water, many questions concerning the details of this
mechanism remain unanswered. Most notably, what is the structure of the excess proton?
Researchers commonly identify two limiting configurations, the Eigen cation, 6 a triply
solvated hydronium ion (H30-3H20), and the Zundel ion,7 a proton equally shared
between two water molecules (H502+ or H20- H*--OH 2). Proton transport is often
described in terms of the exchange between these two species. 8,9 The energy that
separates these configurations is small, on the order of a hydrogen bond (2-3 kcal/mol),10
which allows Eigen-like and Zundel-like structures to interconvert as the hydrogen
bonding network surrounding the excess proton fluctuates over femtosecond to
picosecond time scales." The length scale over which hydrogen bond fluctuations can
influence proton transport can be quite large. Polarization fluctuations of the solvent
were hypothesized by Zundel7,12 to play a strong role in the structural diffusion of the
excess proton, while recent multistate empirical valence bond molecular dynamics (MS-
EVB) simulations have shown that the breakage and formation of hydrogen bonds as far
away as the second solvation shell of the excess proton can affect the proton's motion.' 3
Given the strong coupling of the motion of the proton to that of the surrounding hydrogen
bonding network, this suggests that the structure of the excess proton cannot be described
simply in terms of static Eigen and Zundel cations, but instead as a rapidly evolving
continuum of structures that oscillates between these two limiting cases.8 Thus, a more
appropriate description of the ion can be gained by asking questions regarding its
-184-
dynamics. What are the primary fluctuations of the hydrogen bonding network that act to
guide the motion of the proton? Over what time and length scales do these fluctuations
occur?
Similar questions also exist regarding the transport of the hydroxide ion.
Traditionally, the structural diffusion of this ion has received much less experimental and
theoretical investigation compared to that of the excess proton and a great deal of debate
still exists regarding both the limiting structures of the ion and its transport mechanism.
An initial proposal for the transport of the ion described it as the mirror image of that of
the hydronium ion and postulated the existence of two limiting structures, a triply
solvated H70 4 ~ ion (HO-3H20) and a H3 02~ ion (HO--H--OH~) that are the analogues of
the Eigen and Zundel structures of the excess proton. 14 The rate limiting step in this
mechanism was suggested to be the cleavage of a hydrogen bond in the first solvation
shell of a H70 4 ~ ion, which promotes its conversion into a H302~ structure since the
hydrogen bonding connectivity of this structure will be identical on either side of the ion.
This picture is supported by DFT based ab initio simulations which found that while the
hydroxide ion most often accepts three hydrogen bonds, the ion's coordination number is
quite labile, and the H302~ ion comprises a prominent subspecies that is formed during
proton transfer events.' 5
Recent Car-Parrinello molecular dynamics (CPMD) simulations have called this
mechanism into question.16~18 The results of these simulations suggest that the three lone
pair electrons on the oxygen atom of the hydroxide ion can blend together, forming a ring
of delocalized charge that can accept up to four hydrogen bonds from surrounding water
molecules. Under ambient conditions, the most stable form of the ion is found to be a
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"hypercoordinated" H9 05 ion. The simulations also suggest that a breakage of a
hydrogen bond to this 4-coordinate complex facilitates proton transfer since the two
oxygen atoms of a H3 02~ ion can each support up to 3 hydrogen bonds (including the
shared proton). Tuckerman et al. 19 describe this mechanism as "presolvation" because
the transport of the OH~ ion only occurs when solvent fluctuations prepare a liquid
configuration that can optimally solvate the proton transfer transition state.
While the concept of presolvation provides an insightful view of proton transport
in aqueous hydroxide solutions, care must be used when interpreting CPMD simulations
since their results display a strong dependence on the density functional employed for the
simulation.19,20 The results described above made use of the BLYP density functional.
However, simulations performed with the PW91 functional were found to contain few 4-
coordinate structures, instead containing primarily 3-coordinate hydroxide ions.
Moreover, a simulation performed with the HCTH density functional only contained 4-
coordinate ions. While the conclusions drawn from the BLYP based simulations are
supported by the fact that the diffusion constant calculated for the ion agrees best with
experiment with respect to simulations using other density functionals, the diffusion
constant calculated from BLYP based simulations is still only -2/3 of the value
determined on the basis of experiment.19 The origin of this discrepancy is as of yet
unclear.
Debate between these conceptual views of the transport of the hydroxide ion
continues in part due to the lack of definitive experimental evidence that supports one
picture over the other. Thermochemical measurements21 and infrared spectra 22 of gas
phase clusters suggest that the oxygen atom of the hydroxide ion accepts only three
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hydrogen bonds, consistent with the formation of an H703- ion. In contrast, neutron
scattering 23,24 and x-ray diffraction results imply a coordination number between 3 and
4 that varies with the concentration of the ion, consistent with CPMD simulation, and
found that the ion's hydrogen atom donates only a weak hydrogen bond to the
surrounding liquid. Measurements of infrared absorption spectra of the O-D stretch of
dilute HOD in alkali hydroxide solutions were interpreted as showing no evidence for the
formation of a stable H3 02~ ion.26 However, this conclusion was reached on the
assumption that the measured infrared spectra can be decomposed into a series of
contributions from species with different solvation shell structures, which is dubious
given that the fluctuations of water's hydrogen bonding network are expected to drive the
rapid exchange of different solvation shell structures of the ion.
Raman spectra support the conclusion reached from neutron scattering
experiments regarding the donation of a hydrogen bond by the hydroxide ion. At high
concentration, a narrow peak appears on the high frequency side of the O-H stretching
transition that has been attributed to the weakly hydrogen bound OH~ stretch. 27,28 Recent
core-level photoelectron emission measurements 29 have found evidence of a transiently
formed hydrogen bond to the hydrogen atom of the hydroxide ion but were unable to
determine the lifetime of this interaction. This raises the question if the formation of such
a bond is important in the transport of the hydroxide ion.
Time resolved measurements have provided evidence for both fast and slow
relaxation time scales involving the hydroxide ion. Nienhyus et al.30 observed a fast
decay of 160 fs in transient hole burning measurements of the O-H stretch of dilute HOD
dissolved in a 10 M NaOD solution, and attributed this decay to HOD molecules in the
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solvation shell of OD~ ions that undergo induced population relaxation when the OD~ ion
accepts a proton from a neighboring water molecule. The authors also reported that the
rotational anisotropy of this system showed no visible decay during the first 1.7 ps after
excitation, which implies that while the transfer of the charge defect can be quite fast,
hydrogen bond dynamics in concentrated hydroxide solutions can be quite slow. At
much lower hydroxide ion concentrations (40 mM KOH), rotational anisotropy
measurements 31 of the charge transfer to solvent band of the hydroxide ion were
demonstrated to track that reported for the reorientation of water at temperatures above
290 K, and implies that the reorientation of the hydroxide ion is dictated by the
surrounding solvent. Below this temperature, the time scale for the anisotropy decay
increases above that of water, which suggests that the formation of strong hydrogen
bonds between the ion and the solvent cause the ion to drag its solvation shell along with
it as it reorients.
From the discussion above it is clear that there is little experimental consensus
concerning the structure and dynamics of the aqueous hydroxide ion. Gas phase studies
and scattering experiments give different results for the average size of the ion's
solvation shell. While the hydrogen bonding to the proton of the ion is certainly weak on
average, it is unclear if the formation of a bond to this proton facilitates the ion's ability
to accept a proton from a hydrogen bonded partner. Transient studies show a mixture of
time scales that range from very fast (160 fs) to picosecond or longer time scales and it is
not clear what processes these time scales represent or how each contributes to the ion's
structural diffusion.
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Nonlinear infrared spectroscopy provides a unique means of probing the structural
diffusion of the hydroxide ion since the frequency of the 0-H stretching transition, o)OH,
of a dilute solution of HOD dissolved NaOD/D 20 is sensitive to the strength of the
hydrogen bond formed by the HOD molecule. Short, linear hydrogen bonds between a
HOD molecule and an OD~ ion appear red shifted from the main O-H stretching band
whereas weak hydrogen bonds of the type formed by the proton of an OH~ ion appear at
high frequency. Time dependent changes in oOH result from the dynamics of the solvent
that enable the donation of a proton from a HOD molecule to an OD~ ion and the
subsequent solvation of the newly formed ion.
In this and the following chapter, we present the results of a series nonlinear
infrared experiments32 carried out on an isotopically dilute solution of HOD dissolved in
NaOD/D 20 and the calculation of spectra from a recently developed MS-EVB simulation
model 33,34 of aqueous NaOH. Upon the addition of NaOD, a new spectral feature appears
in both pump-probe and transient grating measurements that relaxes on a 110 fs time
scale. Two-dimensional infrared spectroscopy (2D IR) experiments show that this
feature corresponds to a broad component that absorbs across the entire frequency range
probed by the experiments. In Chapter 7, we will show that spectra calculated from the
MS-EVB simulations indicate that this spectral feature arises from Zundel-like states,
wherein a proton is delocalized between a HOD molecule and a deuteroxide ion. Once
the decay of this feature is complete, photon echo peak shift measurements display an
offset that increases linearly with NaOD concentration, indicating a slowing of the
dynamics of the system. Beyond a waiting time of ~2 ps however, the offset observed in
the peak shift decays uniformly to zero primarily as the result of a non-equilibrium
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heating of the bath modes surrounding excited HOD molecules after they have undergone
population relaxation. 2D IR spectra measured for waiting times in this picosecond
regime show the existence of new spectral features that are indicative of chemical
exchange between the center of the 0-H stretching transition and the high frequency side
of the lineshape, a spectral range indicative of the absorption of the OH~ ion.
We have built a spectral model that can qualitatively explain the behavior of the
measured pump-probe, echo peak shift, and 2D IR spectra that takes into account the
effects of both chemical exchange between different species induced by proton transfer to
the hydroxide ion and the heating of the bath upon vibrational energy relaxation. The
results of this model suggest that while protons shared in Zundel-like configurations
undergo rapid relaxation within 110 fs, the solvation of the newly formed hydroxide ion
is much slower, occurring over a time scale of at least 3 ps. The existence of this
relatively slow relaxation time scale associated with the solvation of a newly formed OD-
charge defect may in part help to explain the strong increase in solvent viscosity with
increasing NaOD concentration.
6.2. Experimental Methods
A description of the acquisition of pump-probe and vibrational echo signals is
contained in Chapter 4, consequently only a brief description of the experimental setup
and sample preparation is given here. Samples were prepared through the dilution of
40% NaOD (99.5% deuteration; Cambridge Isotope Laboratories) and 40% KOD (98%
deuteration; Aldrich) stock solutions with D20. A small amount of H20 (typically less
than 1% of the sample volume) was added to each solution to give an absorbance of the
O-H stretch no greater than 0.4 after subtraction of the D20 background. FT-IR
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measurements were performed by holding each sample solution between two CaF2
windows with a path length of 50 pim. Due to the overwhelming nonresonant response
that arises from CaF2 windows when all three pulses are overlapped in the sample,
solutions used for nonlinear experiments were held between two Si 3N4 windows
(Norcada) within a home built Teflon sample cell with a path length of 100 tm. 500 nm
thick windows were used for photon echo peak shift experiments while all other
measurements were carried out using 100 nm windows. Both sets of windows were
found to give no measurable nonresonant response. Due to poor index matching with air,
a significant back reflected signal could be measured during 2D IR experiments. To
remove this signal a small piece of Parafilm (-25 pm thick) was inserted into one side of
the sample cell so that the two Si3N4 windows were held at a small angle with respect to
one another, and caused the back reflected signal to propagate in a different direction
than the signal.
Pump-probe experiments were performed using 45 fs pulses containing -350 cm'
of bandwidth centered at 3325 cm-. The polarization of each beam was controlled with
X/2 wave plates (Alphalas) and CaF2 wire-grid polarizers (Molectron). The pump pulse
was oriented at the magic angle (54.70) with respect to the probe to remove effects due to
the reorientation of excited molecules.35 The probe was passed through an analyzing
polarizer and a narrow band-pass filter (FWHM -50 cm', Spectrogon) centered at 3400
cm' after the sample to reduce interference with the v = 2<-I transition. To reduce noise
from fluctuations of the pump intensity, a weak reflection of the pump pulse before the
sample was used for shot-to-shot normalization.
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The pulses used for transient grating and photon echo peak shift measurements
were also 45 fs in duration, but centered at 3375 cm-. Similar to the pump-probe
experiments, transient grating measurements were carried out with the first two excitation
pulses set at the magic angle with respect to the third pulse to suppress contributions to
the signal due to diffusive reorientation. The echo peak shift measurements were carried
out at zzzz polarization (all pulses parallel) to help enhance the low signal intensity at
waiting times longer than a few picoseconds. In both measurements, the excitation
pulses were arranged in a boxcar geometry and a single channel liquid nitrogen cooled
InSb detector (Infrared Systems Development) gated by a boxcar integrator (Stanford
Research Systems SR-250) was used to detect the background free signal. One of the
excitation pulses was modulated at 500 Hz using an optical chopper, which allowed the
boxcar output to be detected using a lock-in amplifier. In the case of the peak shift
experiments, the pair of two pulse echo signals stimulated by the first two excitation
pulses were also collected to properly calibrate the zero timing position of the T1 time
axis. These two signals were recorded simultaneously with the three pulse echo signal
using two separate single channel InSb detectors.
All of the 2D IR spectra that appear in this chapter were recorded using the time
domain acquisition technique described in Chapter 4 with the exception of the difference
spectra that appear in Fig. 6-7, which were measured using the mixed time-frequency
scanning technique also described in Chapter 4. All spectra were recorded using ~45 fs
pulses and at zzzz polarization. The excitation pulses were centered at 3400 cm 4 for all
presented data sets with the exception of the spectra shown in Fig. 6-6, which were
measured using pulses centered at 3350 cm'. The larger contribution of the photo
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induced absorption of the v = 2<-I transition to the spectra in Fig. 6-6 is due to this small
shift in the center frequency of the excitation pulses.
6.3. Infrared Spectroscopy of Isotopically Dilute Hydroxide Solutions
Fig. 6-1 displays linear absorption spectra of 1% HOD dissolved in NaOD/D 20
solution as a function of NaOD concentration. As this concentration increases, the
spectra broaden significantly to low frequency. This broadening is similar to that
observed in strong acids or bases, 7,36-38 which display a continuum absorption that spans
the entire mid-infrared region below the peak of the O-H stretching transition (See Fig. 1-
3). The formation of a hydrogen bond imparts an attractive perturbation to the O-H
stretching potential, causing it to broaden and decreasing OOH. In the case of a mid-
strength hydrogen bond to water, this decrease is -300 cm' relative to the gas phase.
However, in the case of a hydrogen bond formed between a HOD molecule and an OD-
ion, the interaction between the ion and HOD molecule is much stronger, yielding
frequency shifts well in excess of 400 cm-. During proton exchange, this interaction
increases to the point that the proton becomes equally shared between the two species. In
this case, the proton stretching potential is better described as a double well potential with
a vanishingly small barrier separating the two wells, 39 resulting in a very large red shift of
(OOH. Argon predissociation spectra of the gas phase H302~ ion have shown that the
shared proton stretching transition can reach values as low as 697 cm'. 4 0 In the liquid, it
is expected that the stretching potential of the bridging proton will be modulated by the
surrounding solvent. The broad absorption that appears across the mid-infrared range is
the result of a continuum of shared proton structures that rapidly evolve and interconvert
with time.7
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Figure 6-1: FT-IR spectra of -1% HOD in varying concentrations of NaOD/D 20
normalized to the absorption maximum. For each presented spectrum, a background of
the appropriate concentration of NaOD/D20 was subtracted before normalization so that
only contributions to the spectra due to proton (H) vibrations are pictured. As the NaOD
concentration increases, a new feature appears at 3600 cm~' because of the OH- stretch,
and a strong broadening appears at low frequency because of HOD molecules hydrogen
bonded to OD~ ions. We can broadly label the frequency regions corresponding to the
OH~ stretch, HOD molecules hydrogen bonded to D20, and HOD molecules that donate a
hydrogen bond to an OD~ ion by iCeI, ow, and cosoi, respectively.
In addition to the continuum absorption at low frequency, a peak at 3600 cm~1 is
also found to appear with increasing NaOD concentration. Although this peak is only a
small shoulder in the infrared spectra of Fig. 6-1, Raman spectra of alkali hydroxides
display a strong, sharp scattering peak at ~3610 cm~1 that has been attributed to the OH~
stretch.2 7 ,2 8,4 1,42 Because of the negative charge on the OH~ ion, its proton can only act as
a weak hydrogen bond donor. This leads to a blue shift of its O-H stretching frequency
relative to that of a HOD molecule hydrogen bonded to D20. Neutron scattering results
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support this conclusion drawn from the spectra, finding little evidence for the presence of
a hydrogen bond donated by the hydroxide ion. 23,24
As an initial test of how the dynamics of the system change upon the addition of
NaOD, we performed pump-probe transient absorption measurements of the O-H
stretching transition (Fig. 6-2). The addition of deuteroxide was found to lead to the
appearance of a fast decay component whose amplitude grows monotonically with
hydroxide concentration. To properly determine the time scale of this fast decay feature,
we must also account for the fact that the HOD/D 20 trace also shows a small rapid decay
at early waiting times. This initial fast decay as well as the small oscillations in the signal
at early waiting times are due to the influence of the underdamped hydrogen bond stretch
that modulates (oOH (see Chapter 5) and these contributions to the pump-probe signal can
be reproduced by calculations using our group's previously measured O-H stretch
frequency-frequency correlation function that take into account the finite time duration of
the excitation pulses.43"4 To include this coherent contribution due to HOD molecules
interacting with the D20 bath, the decay trace for HOD/D20 was fit with a single
exponential function and the residual was then fit using a pair of damped exponential
decays. This residual was included in each of the subsequent biexponential fits for the
NaOD solutions, but the ratio of the amplitude of the residual and that of the long decay
component determined from the fit to the HOD/D 20 decay trace was held constant.
Following our fitting procedure, we find that the decay of each trace can be well
described using only two decay time constants, 710 and 110 fs, whose relative
contributions to the measured decay change with concentration. The 710 fs decay time
scale is consistent with previous measurements of the vibrational lifetime of the O-H
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Figure 6-2: (A) Pump-probe decay traces of the 0-H stretching region for differing
concentrations of NaOD, along with biexponential fits determined as described in the text.
As the NaOD concentration decreases, the measured decay acquires a fast component of
110 fs. (B) Relative amplitudes of the fast and slow decay components to the measured
pump-probe signal.
stretch of HOD in D20.43 -6 The rapid decay time scale was hinted at in transient hole
burning measurements of a 10 M NaOD solution, where a decay on the order of the
experimental time resolution, ~160 fs, was observed.30
Since changes in 0 0H are largely determined by the configuration of the proton's
hydrogen bonding partner, we believe that this fast decay time scale is associated with a
process involving the deuteroxide ions present in solution. Previous measurements of
water dynamics in electrolyte solutions have shown that the observed water dynamics in
ultrafast infrared experiments primarily reflect interactions between water and dissolved
anions.47 Cations were found to only have a minimal influence on the measured
dynamics.48 However, in the absence of a control experiment it is unclear whether the
Na* ions present in solution have a direct influence on the measured decay traces. To
determine if there is any contribution due to the counterion to the measured data in Fig.
6-2, we carried out transient grating measurements of HOD dissolved in both NaOD/D20
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Figure 6-3: Transient grating decay traces for ~I% HOD in NaOD/D 20 and KOD/D 20as a function of the deuteroxide concentration. The decay traces for both sets of solutions
are quite similar, suggesting that the rapid initial decay that appears with increasing
concentration is due to the influence of the OD~ ion and not the cation.
and KOD/D 20 as a function of the deuteroxide concentration (Fig. 6-3). Since the first
two pulses in the transient grating measurement prepare an excited population state, the
decay of the grating signal is largely related to vibrational population relaxation, similar
to the pump-probe measurement. However, since the signal in a transient grating
experiment is not phase resolved, it is related to the square of the pump-probe decay
which complicates the extraction of decay time scales from the data. Nonetheless, the
transient grating signals for NaOD solutions appear qualitatively similar to the pump-
probe transient displayed in Fig. 6-2. As the NaOD concentration increases, an initial
rapid decay of the transient grating signal is observed, consistent with the growth of the
110 fs decay component found in the pump-probe data. The transient grating decay
traces measured for KOD solutions are almost identical to those measured using NaOD
solutions in terms of both the amplitude and time scale of each decay component. This
leads us to the conclusion that the observed fast decay is entirely due to the influence of
OD- ions.
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Figure 6-4: (A) Photon echo peak shift of HOD in NaOD/D20 measured for solutions of
increasing NaOD concentration. (B) The value of the peak shift at m = 600 fs increases
linearly with NaOD concentration and suggests that the presence of NaOD slows the
overall dynamics of the system.
To determine how the presence of OD- ions influences the spectral diffusion of
the surrounding water, we measured the decay of the photon echo peak shift of 0ooH as a
function of the NaOD concentration (Fig. 6-4A). As described in Chapter 3, the decay of
the echo peak shift can be related to a frequency-frequency correlation function for CO0H,
-gowhere &J)H r=O (OOH). In the case of
HOD/D2 0, the peak shift displays a sub-100 fs decay, a recurrence at 160 fs due to the
oscillation of an underdamped hydrogen bond, and a longer 1.2 ps decay time scale.
With increasing NaOD concentration, the initial decay of the peak shift appears to remain
largely the same, however the offset of the peak shift at longer waiting times is found to
increase. Fig. 6-4B plots the value of the peak shift at a waiting time of 600 fs and shows
that this offset increases linearly with increasing NaOD concentration. The lack of an
observed decay over this range of waiting times suggests that the addition of NaOD slows
down the average dynamics of the system. This decrease in the overall time scale for
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spectral diffusion is not unexpected given that the viscosity of alkali hydroxide solutions
are known to strongly increase with the number of dissolved hydroxide ions.49
More interesting is the fact that at concentrations greater than 5.3 M, after a
waiting time of ~80 fs the peak shift undergoes a large increase before reaching its offset.
If the peak shift decay originated from a single vibrational transition, an increase in the
peak shift would indicate that this transition becomes more inhomogeneous with waiting
time, a surprising result. More likely, the complicated behavior of the peak shift
indicates the presence of multiple absorbing species under the O-H lineshape, each with
different spectral diffusion time scales and vibrational lifetimes. This prevents a simple
analysis of the peak shift in terms of C(r) . A more specific explanation for this
recurrence may be that the rapidly decaying feature observed in both the pump-probe and
transient grating measurements undergoes rapid spectral shifts, leasing to an initial decay
of the peak shift. As this component undergoes relaxation, the contribution to the peak
shift due to the slower dynamics of the solvent will come to dominate the signal, causing
the observed rise in the peak shift.
In Fig. 6-5 we expand the time axis of Fig. 6-4 and plot the decay of the peak shift
out to 10 ps. Unexpectedly, at a waiting time of ~2 ps each of the measured peak shift
traces were found to decay uniformly to zero regardless of the deuteroxide concentration.
One possible intriguing explanation for this decay is that it is due to proton transfer. As
spectral diffusion slows down due to the increased viscosity of the solution, proton
transfer can serve as a means of converting a high frequency free Of stretch into a lower
frequency, water-like stretch. This shift in frequency associated with this exchange
would cause a decrease in the measured peak shift. CPMD simulations have suggested
-199-
OO4 A2.6M
430 *5.3M
07.9M
10.6M
. 20 V15.1M
10
X 0
0 2468 10
T2 (ps)
Figure 6-5: The photon echo peak shift data of HOD in NaOD/D20 displayed in Fig. 6-
4A, but now plotted for waiting times up to 10 ps.
that in deuterated solutions, the structural diffusion of the OD~ ion occurs on a 1.7 ps time
scale,20 which would agree well with our experimental results provided that the decay is
in fact due to proton transfer.
An equally plausible second explanation is that the decay of the peak shift is
dueto a non-equilibrium heating of the solvent surrounding excited HOD molecules.
When an excited molecule undergoes vibrational relaxation, the energy deposited in the
O-H stretch by the excitation pulses eventually funnels down to the low frequency modes
of the bath, making the local solvent environment surrounding the HOD molecule appear
as if it has been heated. 50 This can shift the absorption spectrum of the molecule so that
the initially prepared photobleach of the 0-H stretch does not refill upon population
relaxation. In pump-probe measurements, this "hot ground state" absorption contributes
a static offset to the decay that persists over 10's of picoseconds."
5 1 In photon echo
peak shift measurements of HOD/D20, it has been shown that both recurrences and
decays of the peak shift at time delays corresponding to a few ps can be observed
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depending on both the bandwidth and center frequency of the excitation pulses.s253 Echo
peak shifts measured with pulses tuned to the red edge of (OH can show strong
recurrences near waiting times of 2 ps due to interference effects that arise from
relaxation induced heating.50 If we wish to determine if information concerning the
structural diffusion of the OD~ ion is contained in the decay of the echo peak shift, it is
clear that we must first develop a model that can account for the effects of non-
equilibrium heating.
6.4. Observation of Proton Transfer Dynamics using 2D IR Spectroscopy
From the experiments described in the previous section, we find evidence for both
fast and slow spectral dynamics. As a new spectral feature that relaxes on a 110 fs time
scale is found to appear with increasing NaOD concentration, the overall dynamics of the
system appear to slow down. Additionally, the process that leads to the relaxation of the
peak shift measurements near 2 ps is unclear. To help explain the origin of these spectral
features, we carried out 2D IR measurements of the 0-H stretching transition as a
function of NaOD concentration. 2D IR is well suited the study of short-lived species
that arise and disappear during the course of proton transport because it combines the
time resolution needed to observe transient species with the frequency resolution
necessary to isolate their spectral signatures. Additionally, time scales for the exchange
of different species that absorb under a congested linear spectrum can be measured by
observing the growth of cross peaks between different transitions that appear along the
diagonal axis of a 2D spectrum.
2D IR spectra for 10.6 and 5.3 M NaOD are plotted against spectra of neat
HOD/D 20 in Fig. 6-6A. As T2 increases, we find that the 10.6 M NaOD data remains
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Figure 6-6: 2D IR spectra for 10.6 M NaOD, 5.3 M NaOD, and neat HOD:D20 as a
function of waiting time. The shaded green region highlights a spectral range showing
strong off-diagonal broadening at early waiting times that quickly relaxes as -r2 increases
(See Fig. 6-7). (B & C) The slope of the spectral phase at the peak of the 0-H stretching
transition of HOD:D20 and the echo peak shift constructed from the 2D data. The
increasing offsets of these metrics with NaOD concentration show that the addition of
NaOD slows the picosecond dynamics of the system.
strongly elongated along the diagonal axis while the data measured for neat D20 Solution
is found to broaden, becoming more homogeneous with waiting time. We can quantify
the loss of frequency memory in each of the pictured spectra through the use of two of
the metrics for quantifying spectral diffusion in 2D lineshapes described in Chapter 3.
Fig. 6-6B and 6-6C display the slope of the spectral phase along the e), dimension
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evaluated at ((oI, (03)= 3400 cm 4 , the peak of the linear absorption of the O-H stretching
transition in D20 solution, and the echo peak shift calculated from the 2D data.* Both of
these metrics appear qualitatively similar to the peak shift data displayed in Fig. 6-4A.
The addition of NaOD leads to an increase in the offset of these metrics in the 100 fs - 1
ps waiting time range, and reflects the conclusion drawn from the peak shift data that the
addition of NaOD slows the average dynamics of the system.
While the diagonal elongation of the 2D spectra corroborates the general
observations drawn from the decay of the peak shift, the more interesting feature
observed in the spectra is the strong off-diagonal broadening that is present in the NaOD
spectra at early waiting times whose intensity scales linearly with increasing NaOD
concentration (Fig. 6-7A). This broadening is observed at all probed frequencies and
quickly relaxes as -T2 increases, nearly disappearing from the spectra by a waiting time of
100 fs (Fig. 6-7B). This collapse of intensity with increasing t 2 is the opposite of what is
expected in 2D IR exchange experiments, where cross peaks or off-diagonal intensities
appear over the time scale during which two species exchange environments. 54 Off-
diagonal intensity can also be observed in systems containing coupled oscillators."
However, given that the solutions under investigation are isotopically dilute, the
probability of two separate O-H oscillators encountering each other is small. Instead, the
large broadening observed at early waiting times shows that a subset of O-H vibrations
samples the entire probed frequency range within a few tens of femtoseconds. At sub
~100 fs waiting times, the measured 2D spectra consist of a superposition of two spectral
* To calculate the peak shift, the time domain 2D data was Fourier filtered to remove the 3 pm carrier
oscillations. The resulting time domain envelopes were then squared, projected onto the , time axis, andfit using a Gaussian lineshape to determine the peak of the envelope.
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Figure 6-7: Intensity of the off-diagonal region of the 2D IR spectra as a function of
NaOD concentration and waiting time. (A) The integrated area e)i = 3050 - 3150 cm~1
and (3 = 3450 - 3550 cm-' for T2 = 60 and 200 fs normalized by the integrated absolute
value spectrum at the earliest recorded waiting time for each data set. The green boxes
overlaid on the spectra in (C) and Fig. 6-6 denote the integrated frequency region. (B)
The decay of this integrated spectral range as a function of t 2. (C) Difference spectra for
waiting times of 60 and 200 fs calculated as noted in the text. Contours are plotted in
equal increments relative to the maximum of each computed spectral difference.
features, a diagonally elongated lineshape corresponding to the relaxation of HOD
molecules moving in a slowed D20 bath and a broad feature that has moved across the
frequency range probed by our excitation pulses within a few tens of femtoseconds.
Given that the fast relaxation of the off-diagonal intensity of the 2D data occurs on a time
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scale similar to that observed in the pump-probe measurements in Fig. 6-2, these two
spectral features appear to have a common origin.
We can attempt to isolate the lineshape associated with the rapidly decaying
spectral feature by trying to remove the contribution to the spectra due to the relaxation
of HOD/D 20 through the calculation of difference spectra between data recorded for
NaOD/D20 and neat D20 solution. Since we want to isolate the spectral features
associated with the rapid decay observed in the pump-probe measurement, each 2D IR
data set for a given NaOD concentration was normalized to the peak of the dispersed
pump-probe measurement at T2 = 200 fs before subtraction. By this waiting time, the 110
fs feature in the pump-probe spectra has largely disappeared, leaving only the response of
the remaining system. Fig. 6-7C plots difference spectra calculated at two waiting times,
60 and 200 fs. At all concentrations, the calculated difference spectra at a given waiting
time appear similar, but with decreasing signal-to-noise as the NaOD concentration
lessens and the spectral differences between the spectra for NaOD solution and D20
become small. At T2 = 200 fs, we find that the intensity of the NaOD 2D spectra is
increased relative to D20 along the diagonal axis, but decreased in the regions above and
below the diagonal. A difference spectrum of this type is what we would assume for the
subtraction of a homogenous 2D lineshape from a diagonally elongated inhomogeneous
lineshape. The difference spectrum at this waiting time simply indicates the slowing of
the average dynamics of the water bath observed in both the peak shift measurement and
the spectral diffusion metrics calculated from the 2D spectra.
At T2 = 60 fs, the difference spectra appear qualitatively different. Positive
intensity appears throughout the majority of the pictured spectral range and supports our
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hypothesis that a subset of the O-H oscillators in the system rapidly samples the 3 pm
frequency range. The small negative features that appear in the difference spectra can be
explained by noting that the difference spectra at T2 = 200 fs shows that the remaining
response of the system cannot be properly subtracted due to the slowing of the system
dynamics with increasing concentration. The difference spectra at r2 = 60 fs are then a
superposition of the difference observed at T2 = 200 fs and a broad feature that absorbs
across the entire plotted frequency region.
Different scenarios can be put forth that can explain the existence of this rapidly
decaying spectral feature. A fast decay component has previously been observed in IR
transient hole burning measurements of isotopically dilute hydroxide solutions.30 The
authors of that report hypothesized that as a deuterium atom is transferred back and forth
between an OD~ ion and a D20 molecule, the hydrogen bonds of the remaining spectator
water molecules in the OD~ solvation shell will be rapidly modulated, leading to the
observed relaxation. A second explanation is that the spectral feature arises from
transferring protons themselves as the O-H stretching potential flattens during proton
transfer, causing a large decrease in OH. Such spectral evolution of shared protons has
been invoked as an explanation for the absorption continua in IR spectra of strong acids
and bases.7 Another explanation recognizes that as the O-H stretching potential broadens
during proton transfer, transitions from the ground state to higher lying vibrational states
can move into resonance with the probing pulses. A continuum of rapidly evolving
structures with different proton potentials will allow a continuum of excitation pathways
involving these states to contribute to the measured 2D IR spectra. This creates the
possibility for excitation pathways involving vibrational overtone transitions that are
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Figure 6-8: Cartoon illustrating how the eigenstates of the 0-H stretching potential shift
leading up to a proton transfer event. For a well localized proton (left) only the v = 1 -0
transition is expected to fall with the spectral bandwidth of the excitation pulses (grey
shaded region). As the proton potential broadens as the proton becomes delocalized, the
v = 1<-0 transition exits the experimentally probed frequency region and the v = 2-O
transition can move into the bandwidth of the excitation pulses.
traditionally neglected in the calculation of nonlinear vibrational spectra to contribute to
the experimental 2D data.
In Fig. 6-8 we plot a series of one-dimensional O-H stretching potentials that
serve as an illustrative example of this last possibility. Each of the pictured 1 D potentials
is plotted so that the energy of the lowest eigenstate of the system is the same and the
shaded grey region of each plot represents the frequency region accessible by our
experiments. The O-H stretching potential pictured on the left represents a HOD
molecule that participates in a weak hydrogen bond with a deuteroxide ion. The proton is
localized on the HOD molecule and we expect only the v = 1 (00 transition to be resonant
with our excitation pulses. As the proton becomes more equally shared with the OD~ ion,
the v = 1 (-0 transition will gradually red shift and in the extreme case of an equally
shared proton pictured on the right, this transition will exit our experimentally accessible
frequency region. However, as this occurs other transitions of the potential can move
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into the bandwidth of the excitation pulses, such as the v = 2-O transition in the case
pictured. Given that v = 2-O transition of the shared proton stretch of the H302~ ion in
the gas phase is predicted to appear as low as 1718 cm' for an equally shared proton,5 6
and that a nonlinear scaling of the O-H transition dipole with frequency is known to
occur, 57'5 it is reasonable that overtone transitions of such Zundel-like species absorb
strongly in the frequency range of our experiments. Rapid fluctuation of the stretching
potential can then lead to contributions to the signal that arise from a sequence of v =
1<-0 and v = 2-O excitations during the short period over which the proton is
delocalized.
In Chapter 7 we will present 2D IR spectra calculated from an MS-EVB
simulation of aqueous hydroxide that lend support to this hypothesis. The rapid decay
observed in both the measured pump-probe and 2D IR spectra can be explained through
the inclusion of excitation pathways that involve overtone transitions of Zundel-like
states.32 The rapid modulation of the O-H potential that occurs during the course of
proton transfer causes the frequencies of these transitions to sweep through a large
frequency range within a few 10s of fs, thereby yielding the broad lineshapes observed
experimentally. Since these excitation pathways are only accessible when a proton is
delocalized within a DO--H--OD~ complex, the 110 fs time scale that we measure in
pump-probe experiments corresponds to the time needed for the proton potential to shift
in such a way as to localize the proton on either of the two oxygen atoms of the complex.
6.5. Signatures of Chemical Exchange Processes in 2D IR Spectra
Although we now possess a qualitative explanation for the rapidly decaying
feature that appears in our measurements at short waiting times, the process that leads to
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the decay of the echo peakshift at a waiting time near 2 ps is still unclear. To further
investigate the origin of this relaxation process, we carried out 2D IR measurements for
waiting times up to 10 ps and a subset of these spectra are displayed in Fig. 6-9.
Examining the spectra recorded for HOD in D20, at T2 =1 ps, we find that the
nodal line separating the v = 1<-0 and v = 2<-I transitions has rotated to be nearly
parallel to the oi axis, indicating that spectral diffusion is largely complete by this
waiting time. As T2 increases further, the negative peak corresponding to the v = 2<-I
transition disappears from the 2D spectrum. The loss of this transition can be attributed
to the vibrational relaxation of the v = 1 -0 transition that occurs on a 710 fs time scale
and the corresponding rise of the "hot ground state" absorption described near the end of
Section 6-3. Upon vibrational relaxation, energy deposited in the 0-H stretching
transition of a HOD molecule is passed to other modes of the system and eventually
reaches the low frequency modes of the surrounding bath molecules. The excitation of
these bath modes makes the system appear as if it is heated, which slightly decreases the
degree of hydrogen bonding in the system and shifts the O-H lineshape to higher
frequency as a result. This spectral shift prevents the ground state hole formed by the
excitation pulses from refilling upon vibrational relaxation, and gives rise to a long
lasting bleaching signal.44'50 53 The calculation of 2D IR spectra of HOD/D 20 for waiting
times well past the vibrational lifetime of the 0-H stretch have shown that measured
spectra can be well reproduced by a decorrelated 2D lineshape that when projected onto
the mo axis approximates the linear absorption spectrum of the O-H stretch, and
resembles the difference of the linear absorption spectrum recorded at room temperature
and a temperature elevated by 1-2 "C when projected along the o3 axis.51'53'59
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Figure 6-9: 2D IR spectra for 10.6 M NaOD, 5.3 M NaOD, and neat HOD/D2 0 for
waiting times between 1 ps and 6 ps. Over this range of waiting times, 2D spectra of
HOD/D20 simply display signatures of non-equilibrium heating. Spectra for NaOD
solution show similar signatures of heating, but are also suggestive of exchange between
the free OH~ stretch near 3600 cm~' and the main HOD/D20 absorption band near 3400
c #.
In the 2D spectra measured for 10.6 M NaOD solution, we observe spectral
changes that are consistent with the disappearance of the v = 2*-i transition due to
vibrational relaxation, but with a few important differences with respect to the spectra
recorded for neat D20. As the v = 2*-i transition disappears due to the growth of the hot
ground state, we observe a shift of negative amplitude along the direction of the diagonal
axis to frequencies near 3600 cm~' along the oi axis. This is most prominently seen in
the 2D spectra for t2 = 3 ps, where only a small negative peak is observed below the
diagonal axis at oi = 3600 cm~'/ 3 = 3450 cm~1. This frequency region along the oi axis
is indicative of the free OH~ stretch that appears in the FT-IR spectra in Fig. 6-1. The
persistence of the photoinduced absorption of the OH~ v = 2*-i transition beyond the
appearance of the hot ground state absorption at lower frequency suggests that the
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vibrational lifetime of the OH~ stretch is longer than the 710 fs lifetime of the O-H stretch
of HOD dissolved in D20. This result is not unexpected since the main pathway for the
vibrational relaxation of the O-H stretch of the HOD molecule is believed to be
intramolecular in origin and involves the transfer of energy from the O-H stretch to the
molecule's first bending overtone. 60'6 1 Since the OH~ ion possesses no vibrational modes
other than its stretch, it can only undergo vibrational relaxation through intermolecular
pathways. Vibrational lifetimes for similar diatomic molecules in D2 0 that undergo
relaxation by intermolecular energy transfer can be quite slow, reaching time scales as
long as 71 ps in the case of the CN ion.62 Given the low density of high frequency
acceptor modes present in an isotopically dilute solution of HOD/NaOD, we expect the
vibrational lifetime of the OH- ion in these solutions to be longer than that of the HOD
molecule.
Additional examination of the 2D spectrum of 10.6 M NaOD at a waiting time of
3 ps shows the growth of a new positive spectral feature below the negative v = 2<-I
peak of the OH- stretch at oi = 3600 cm-1/o3 = 3300 cm~1. The appearance of this
positive spectral feature is reflected above the diagonal axis by an intensification of the
ridge extending away from the diagonal axis along o3 = 3600 cm-1. Both of these
spectral features are found to increase with waiting time and are suggestive of the growth
of a cross peak between the free OH~ stretch at 3600 cm-1 and the main HOD/D20
absorption band near 3400 cm-1. The growth of such a peak would indicate an exchange
process wherein an OH- ion accepts a deuteron from a hydrogen bonded D20 molecule to
form HOD and the reverse process whereby a HOD molecule donates its deuteron to a
nearby OD- ion. In each case, the solvation of the newly formed species will lead to a
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shift of their vibrational frequencies, giving rise to a cross peak in the 2D IR spectrum
that appears over the characteristic time scale of the exchange process.
To highlight the growth of this cross peak feature, we have calculated difference
spectra of the 2D surfaces measured for 10.6 M NaOD and D20 solutions (Fig. 6-10A).!
At a waiting time of 600 fs, we see that the 10.6 M NaOD data is more intense along the
diagonal axis between 3300 and 3600 cm-1, which reflects both the presence of the OH-
absorption near 3600 cm-' and the fact that spectral diffusion slows with increasing
NaOD concentration. Near a waiting time of 2 ps, we see a ridge beginning to extend
horizontally along the oi axis at 03 = 3600 cm' that strengthens with waiting time.
Likewise, as T2 increases we gradually observe a change in the region below the diagonal
at 0oi = 3600 cm-1 from negative to positive, consistent with the appearance of a new peak.
Due to interference with the v = 2<-I transition, the growth of the off-diagonal intensity
below the diagonal axis does not have the same asymptotic limit as that found above the
diagonal axis. Nevertheless, the growth of intensity in both off-diagonal regions can be
well described by a rising exponential with a time constant of 1.9 ps. This time scale is
similar to the delay time at which the echo peak shift measurement in Fig. 6-5 is observed
to have completed its decay, and suggests that the decay of the peak shift may be the
result of the appearance of cross peaks in the 2D spectra.
However, before any definitive conclusions can be reached concerning the
appearance of new peaks in the 2D spectra over this range of waiting times, we must first
* To best remove the contributions to the difference spectra due to HOD molecules interacting with D20,
each measured 2D spectrum was convolved with the band-pass filter used in the pump-probe measurements
along the o axis and the result was integrated to approximate the pump-probe signal from each sample.
The 10.6 M NaOD data set was then scaled by a single multiplicative constant to make the long time decay
of its calculated pump-probe signal match that calculated from the HOD/D 20 spectra before subtraction to
give the difference spectra in Fig. 6-10.
-212-
A 360 7i, [6][7 ]0
A 3400 2- B
~3200 ,0-'
. ps ps I .- 
,
p3400 n Above Diagonal
a C0 -8 * Below Diagonal
3200 + 0
.ps2 4 6 8 10
3200 3600 3200 3600 3200 3600 3200 3600 C2 (ps)o1 /27cc (cm-1)
Figure 6-10: (A) Difference 2D IR spectra of HOD in 10.6 M NaOD and D20. (B)
Plots of the integrated difference in the off-diagonal regions highlighted by the shaded
green squares above and below the diagonal axis (or = 3300 - 3400 cm- 1, (03 = 3550 -
3600 cm-1 and its reflection about the diagonal). The growth of excess intensity in these
regions can be well described by an exponential function with a 1.9 ps time constant.
determine how the non-equilibrium heating effects that greatly alter the spectra of neat
HOD/D20 affect the 2D spectra of NaOD solutions. The growth of a decorrelated "hot
ground state" absorption may create spectral features that resemble exchange cross peaks.
Additionally, given that we expect the O-H stretch of HOD and the free hydroxide ion
stretch to have different vibrational lifetimes, it is not clear how the growth of intensity
displayed in Fig. 6-10B is related to the exchange time scale between these two types of
hydride stretches. To account for how each of these effects influence our measured
spectra, we apply a fitting model that accounts for the varying population relaxation of
different hydride species, their exchange, and the effects of non-equilibrium heating.
This model can adequately reproduce our measured FT-IR, pump-probe, echo peak shift,
and 2D IR data, and allows us to estimate a lower bound for the exchange of the free OH~
stretch and the main HOD absorption band due to proton transfer.
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6.6. Treatment of Chemical Exchange in 2D IR Lineshapes
Chemical exchange refers to a process by which two states of a system
interconvert with one another under equilibrium conditions. Many processes that occur
in liquid solution at room temperature, such as molecular isomerization, 63 the transport of
protons, and the migration of molecules into and out of the solvation shell of a solute64
can be viewed as chemical exchange reactions. 2D IR spectroscopy can be used to
deduce the time scale over which an exchange process occurs by measuring the growth of
cross peaks between vibrational modes that correspond to the initial and final states of the
exchange reaction. 64-66 A schematic illustration of 2D spectra indicating the presence of
chemical exchange appears in Fig. 6-11 A. In this example, a molecule undergoes an
exchange process that converts it from state "a" to state "b". The exchange causes a
corresponding shift in the frequency of one of its vibrations, changing it from "0a" to
"ob". At T2 = 0, no exchange has yet occurred, and the 2D IR spectrum simply contains
the diagonal peaks corresponding to the inhomogeneously broadened (oa and (ob
transitions. As the waiting time increases past the characteristic exchange time scale for
states a and b, cross peaks appear between the two diagonal peaks, indicating the
exchange. The intensities of the diagonal peaks that appear at Oa and ob are related to the
vibrationally excited populations of a and b respectively, whereas the intensities of the
cross peaks are related to the excited population that exchanges between these two states.
Fig. 6-11B displays an example calculation of how each of these excited
populations vary as a function of time. In the case of the diagonal peaks, the excited
populations in a and b simply decrease with increasing T2 due to vibrational relaxation.
As T2 increases and exchange is allowed to proceed, the number of excited molecules that
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Figure 6-11: (A) Schematic illustration of chemical exchange in 2D IR lineshapes. As
the waiting time increases past the time scale over which a molecule in state "a" converts
to a state "b" (Tex), cross peaks appear between the vibrational transitions associated with
these two states. (B) Cartoon showing the vibrational excited populations in state a, state
b, and that which has interchanged between the two states as a function of waiting time.
have exchanged from a + b builds, but as T2 increases further this population gradually
decays due to vibrational relaxation. The time scale for the growth of the cross peak
represents a competition between the vibrational lifetimes of a and b and the exchange
rate between these transitions. In the case that the vibrational lifetimes of the two
exchanging transitions are much longer than the exchange rate of these transitions, the
exchange time scale may be estimated from a simple fitting of the amplitude of the
exchange peaks, but more generally a modeling of the behavior of the full 2D spectrum
as a function of T2 is needed to properly determine the exchange time scale. 67 Since the
exchange process occurs at chemical equilibrium, detailed balance dictates that an equal
number of molecules exchange from state a + b and from state b + a. This causes the
cross peaks that appear in the 2D spectra to be equal in intensity.
Recently, theoretical methods67' 68 have been developed that allow a description of
chemical exchange processes to be incorporated into the commonly used perturbative,
semi-classical modeling formalism of 2D IR spectra within the context of the Condon
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and second Cumulant approximations.+ These two approximations neglect the variation
of the O-H transition dipole with vibrational frequency and asymmetries that appear in
the shape of peaks of the 2D spectrum respectively. While the results of the previous
chapter have stressed that these approximations break down in the case of HOD/D 20, by
making these two approximations, we can use our experimental data to extract an
exchange time scale between the free OH- stretch and the main HOD/D20 vibrational
transition. Following the formalism outlined in Ref. 67, we can describe exchange
between the two states of our example, a and b, according to the reaction scheme:
Ta ka-b Tb
+- a.7 b- (6-1)
kb--).
where kab denotes the rate constant for exchange from a -> b and T" denotes the
vibrational lifetime of state a. The left and right pointing arrows represent vibrational
relaxation which leads to a decrease of all peaks in the 2D spectrum, and is explicitly
included in this model.
Since 2D IR experiments are performed using polarized excitation fields,
orientational relaxation can rotate molecules out of the plane of the excitation fields and
also cause a decrease in the intensity of features in the 2D spectrum. 69 Orientational
relaxation of the O-H stretch of HOD in D20 can be well described by a bi-exponential
decay, involving a small, rapid 50 fs component due to librational motion which gives
way to a 3 ps decay that describes the diffusive reorientation of the HOD molecule and
hydrogen bond exchange events.44' 70 Given that this 3 ps time scale is much longer than
those associated with both spectral diffusion and vibrational relaxation, the contribution
T A description of the calculation of 2D IR spectra within these two approximations is given in detail in
Section 2.4.2 of Chapter 2.
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to the third-order response due to orientation was found to be small on time scales longer
than 100 fs.71 Furthermore, for 10 M NaOD solution, pump-probe anisotropy
measurements have shown that no detectable orientational relaxation occurs within the
first 1.7 ps following vibrational excitation.30  Since we are primarily interested in
exchange processes that occur in this concentration regime, we will make the simplifying
assumption that the orientational contribution to the third-order response can be neglected.
Note, this does not necessarily mean that we assume that reorientation does not play a
role in the solvation of new species formed during the course of proton transport.
Molecular dynamics simulations have recently shown that large, rapid rotations of water
molecules plays a role in the migration of water molecules into and out of the solvation
shell of the Cl- anion. 72 The change in the size of the hydroxide ion's solvation shell that
is believed to play a role in guiding the transport of the ion'9,20 necessitates the
reorientation of molecules as they enter and leave the solvation shell. We are simply
neglecting the line broadening processes that are due to the reorientation of the frame of
each excited molecule.
For the reaction scheme given in Eq. 6-1, it is possible to derive the following
expressions for the populations of vibrationally excited molecules in state a (Na), state b
(Nb), and those that have transferred from a + b (N,b) and from b + a (Nba) :67
N (t) = Na (0) e-" (cosh (8t) - y sinh (p8t))
Nb (t) = NO (0)e-" (cosh(p8t) + y sinh(pt))
Na-_b (t) = Na (0) k"-** e sinh (8t ) (6-2)
Nb., (t) = N (0) kba ea' sinh(pt)
where the parameters a, J, and y are given by:
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kab+kb ±la+ lTb
a k-> _> + 1 1
2
pJ= ja2 _ba +k +kb.>Q"l) (6-3)
1T" 1I +ka-, -k
2p8
As noted above, since the system is at chemical equilibrium the rate of transfer from a -
b is related to that for transfer from b + a by detailed balance:
Na (O) ka-b = N (O) ka.. (6-4)
Feynman diagrams that describe each of the excitation pathways relevant to
chemical exchange appear in Fig. 6-12. Each of the pictured pathways begins with a
molecule initially in state a that then undergoes exchange during the waiting time. An
equivalent set of Feynman pathways can be drawn for molecules that are in state b at the
start of the experiment. During the waiting time, a molecule can participate in multiple
exchange events, and only molecules that undergo an odd number of exchanges will
contribute to the formation of cross peak in the 2D spectrum. The diagrams that appear
on the left side of Fig. 6-12 describe the rephasing and nonrephasing pathways that
correspond to these successful exchange events. Molecules that instead participate in an
even number of exchanges will contribute to the diagonal peaks of the 2D spectrum (right
side of Fig. 6-12) since they have returned to state a by the end of t2. Of course,
exchange can also take place during the two coherence periods, T1 and 'C3 , but these
periods are often quite short compared to the time scale over which exchange processes
are expected to occur. Given that the echo signal of the O-H stretch finishes its decay by
(TI, T3)= 250 fs and we are interested in exchange processes that occur on picosecond or
longer time scales, in our modeling we neglect exchange that may occur during the
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Figure 6-12: Feynman pathways describing chemical exchange. In each diagram, the
dotted green line that appears during T2 denotes a series of exchange events. In thediagrams labeled successful exchange, an odd number of exchanges occur, resulting in a
net conversion of a -> b. Conversely, the diagrams on the right describe instances where
an even number of exchange events occur, which result in the loss of correlation of
transitions appearing along the diagonal axis.
coherence periods.
In the formalism set forth by Kwak et al.67 an additional assumption is made that
the frequency fluctuations of state b are not correlated with those of state a. Under this
assumption, dynamics that occur during the waiting time are ignored, and peaks that
appear due to exchange are simply equivalent to the product of the one dimensional
lineshapes associated with Oa and ob. The validity of this assumption in the system
described here is questionable. The difference in frequency between the O-H stretches of
a HOD molecule hydrogen bonded to D20 and an OH~ ion comes about due to the fact
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that these two types of 0-H bonds possess different hydrogen bonding configurations.
After an OH- ion accepts a deuteron from a hydrogen bonded partner, the decrease of its
O-H stretching frequency will be induced by changes in the organization of the D20
molecules in its first solvation shell, and may involve the formation of a hydrogen bond
to the newly formed HOD molecule. These solvation processes can occur on a time scale
that is long enough as to invalidate the assumption of an instantaneous jump in frequency
upon chemical exchange. However, in the absence of a better theory for the calculation
of 2D lineshapes using a simplistic fitting model, we will make this assumption and note
where its breakdown may influence the results of the model calculations.
6.7. Model of Chemical Exchange in Isotopically Dilute Deuteroxide Solution
With the ability to model exchange between two vibrational transitions in hand,
we can begin to build a spectral model for proton transfer in isotopically dilute
deuteroxide solutions. Since our nonlinear experiments primarily focus on vibrational
transitions that appear in the spectral region centered near 3 pim, we will only include 0-
H vibrations in our model that appear in this frequency range. Examining the FT-IR
spectra in Fig. 6-1, we can identify three spectral features that correspond to different
types of O-H oscillators. The deuteroxide free spectrum shows that HOD molecules
hydrogen bonded to D20 primarily absorb near 3400 cm' (ow). As NaOD is added to
the system, we see the appearance of the free OH- absorption near 3600 cm~1 (oin) and
the growth of a broad continuum absorption to the red side of the O-H stretch due to
HOD molecules that donate a hydrogen bond to OD- ions (osol). We will attempt to
model each of our experiments by assuming that these three different types of O-H
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species each give rise to a separate peak in the linear absorption spectrum and that
exchange between a subset of these species can be observed in 2D IR experiments.
Fig. 6-13 displays exchange processes that may be observed in 2D IR experiments.
In Fig. 6-13A, a proton is transferred from a HOD molecule to an OD ion, forming a new
HOD molecule. While the v = 1<-0 transition associated with this shared proton state
absorbs at low frequency, outside of the range of our experiments, overtone transitions of
shared proton states can make a strong contribution to the third-order signal (See Chapter
7). Our spectral model must account for the transient signal that arises from these
configurations at short waiting times. Fig. 6-13B shows an example of an exchange
event where the deuterium atom of a HOD molecule is passed to an OD~ ion, creating a
new OH ion. Exchange of this type will result in a cross peak between oiw and oIon and
will be accounted for in our model. In Fig. 6-13C we see an exchange scenario that
would lead to a cross peak between coso and ow, wherein a HOD molecule hydrogen
bonded to an OD~ ion breaks its hydrogen bond and migrates out of the OD~ solvation
shell. While a cross peak is expected to appear due to this process, given that the
majority of our experimental data was recorded using excitation pulses tuned in closer
resonance with ow and 01 on, we expect this process to make minimal contributions to our
measurements and neglect exchange of this type in our analysis. Lastly, Fig. 6-13D
pictures an exchange process involving two separate OD~ ions that we only expect to take
place at high concentration, but would lead to a cross peak between osoi and OIOn. In this
process a HOD molecule forms hydrogen bonds to two OD~ ions, and the transfer of the
HOD molecule's deuterium atom results in the formation of a new Off ion. However,
since we expect exchange of this type to occur only at high concentration and given that
-221-
A B
C SD
0on
Figure 6-13: Different types of exchange processes that can contribute to 2D IR spectra.
Only processes of the type pictured in A and B are included within our spectral model.
our excitation pulses were centered on ow and Olon to better view exchange between
these transitions, we will not include exchange of the type pictured in Fig 6-13D in our
model.
We begin our description of the third-order response, ST"'', by writing it as a sum
of three separate terms:
S'"'"' = SDiag + SCross + Senn. (6-5)
Sdag denotes the diagonal contributions to cow, OIon, and osoi and the transient signature
of Zundel-like configurations that appears at short waiting times. The diagonal
contributions to ow and coon are further subdivided among molecules that do not engage
in exchange during T2 (SW's and Slon,s , Eq. 6-9) and those that engage in an even number
of exchange events (Sw,'x and SIon,Ex, Eq. 6-14):
SDiag = SW,S + SIon,S + SWEx + Slon,Ex + Ssol + SZundel. (6-6)
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S" crcontains the contributions to the nonlinear response from successful exchange
events between lon and ow that give rise to cross peaks between these two transitions in
the 2D spectra (Eq. 6-13):
Scross = Sw->Ion + SIon-*W. (6-7)
Finally, S'"' describes the thermal redistribution of energy within the sample upon
vibrational relaxation:
Stherm = sW,herm + Soon,Therm ± nonTherm ± s (6-8)
In Eq. 6-8, SW'The' , SIonThe, and Ssohe' each describe long lived ground state
bleaches that are related to the vibrational relaxation of ow, o0 on, and iosoi (Eq. 6-15),
while SThe" describes a thermal signal generated by the D20 bath (Eq. 6-17).52,53 In each
of the following subsections, we will provide expressions for each of the terms in Eq. 6-6
through 6-8 and provide a description of the methodology we used to determine each of
the unknown parameters that appear in each term.
6.7.1. Treatment of Diagonal and Exchange Cross Peaks
The expressions that we employ for the diagonal peaks due to ow, OIon, and (Osoi
in the absence of exchange are derived from the expressions for the third-order response
given in Section 2.4.2 of Chapter 2, and allow us to calculate 2D lineshapes using a
frequency-frequency correlation function for each transition. These correlation functions
will serve as a set of fitting parameters that will be optimized to match the experimental
data. For ow, the rephasing and nonrephasing contributions to the third-order response
can be calculated by evaluating the sum in Eq. 2-25 over the set of Si and S11 diagrams
that appear in Fig. 2-7, giving the result:
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SR 3 t  t2' t 1)= 14NW (t2) Xp [i (c1w0 tj - i (o )t3 -(, t1 3)/2Tw
(F (t3 ,, t) Fo)W0 (t 3, t2, t - W 2  W2NW (t 2)( 0101 (3,140 21)+
xexp [i (tqv tj - i (cq,) t- -(t, + 3t3)/2Tw ] F.(,2 ( t3, t2, ti)
S W' (t3 t2 t gW 1NWS(6-9)
SN ( 3 2 ) 1 N (t 2 )exp -i(wo) t -i(ww) t -(t, +t3)/2Tw(F ( t,)w t2 , tI) F (t2, t2t2 20N (t2)
xexp -i W)t W t - + 3t3)/2Tw F0,(2) (ts t2,9 ti( 10 ) t
The definitions of the dephasing functions Fl]d (t3 ,t2 are given in Eq. 2-26 of Chapter
2, {pio, p21} and {(Oio, 021} denote the transition dipole matrix elements and frequencies
of the v = 1 -0 and v = 2 - 1 transitions, and the superscript W denotes that each of these
parameters correspond to HOD molecules hydrogen bonded to D20. § Expressions
describing the behavior of the isolated diagonal peaks of 0 1on and (Oso, can be similarly
written.
In Eq. 6-9 we have included the effects of population relaxation during the ti and
t3 time periods by assuming that relaxation during these coherence periods can be
described as a superposition of the corresponding relaxation times for population states.
Thus, defining F, =1/T, , we have Fab =(Faa+ Fbb)/2.44 7 3  We also assume that the
relaxation time scales for higher lying vibrational excited states scale as a harmonic
oscillator linearly coupled to a harmonic bath, Faa = aF 1 .74'75 By using these scaling
§ For consistency, in writing Eq. 6-4 we have adopted the notation of Chapter 2, and use the variables ti, t2,
and t3 to denote the time periods between each field matter interaction and the detection of the third-order
signal. The variables 11, T2, and T3 denote the peak of each of the excitation pulses and local oscillator. In a
real experiment, with finite duration pulses, these two sets of variables are not necessarily the same.
However, for the model presented here, wherein we neglect the finite duration of the excitation pulses,
these sets of indices are interchangeable.
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relationships, we can describe the vibrational relaxation of ow, (Oon, and osoi by
specifying a single time scale for the relaxation of each transition.
Population relaxation during T2 is described through extension of the results given
Eq. 6-2. In our model, chemical exchange is assumed to lead to a loss of frequency
correlation, so the contribution to N, (t) and Nh (t) in Eq. 6-2 from population that
undergoes an even number of exchanges during t2 must be determined. Kwak et al.67
accomplish this by calculating N, (t) in the absence of any exchange by setting k,,b to
zero. The difference between the population of state a and Na (t) calculated with a
nonzero value of k,_,b then gives the population that engages in multiple exchanges,
NEx(t)= Na (t;ka_, =0) - Na (t). Through the conservation of population, we can
likewise determine the number of molecules that do not engage in any exchange events
during t 2 , NS (t) = N, (t) - N,"(t).
Each of the dephasing functions that appear in Eq. 6-9 are comprised of a sum of
integrals over a set of energy gap correlation functions (See Eq. 2-26):
1 T2
h. (t)= Jdr 2 JdrC. (r 2 - 11) (6-10)
0 0
where:
Cn(t -t)=(9 (t) (to)). (6-11)
To calculate each of the dephasing functions in Eq. 6-9, we must first specify a set of
frequency-frequency correlation functions for (ow, colon, and cosoi. To reduce the number
of unique correlation functions that must be determined, we will assume that harmonic
scaling relationships apply, which allows us to describe the fluctuations of high lying
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vibrational states of a potential in terms of the fluctuations between the ground and first
excited state: C22 (t)= 2C2, (t) = 2C 2 (t)= 4C,, (t) = 4C(t). 44' As a functional form for
C (t), C' (t), and Cs" (t), we will use a sum of two exponentially decaying functions,
a static offset, and an underdamped oscillatory decay to account for the hydrogen bond
oscillation that appears in the data at early delay times:
C'(t) = Asatic + Afat exp[-t/ ,as] I+ A, 10 exp[-t/r,,(|
+ A0, exp[-t/rS ](cos(wOOCt) + (roc /osc)sin (coct)).
Since the hydroxide ion can only donate a weak hydrogen bond, we disregard the
oscillatory component of C(t) when describing the behavior of coin, and set
cos(woct) + (r0 /cosc)sin(coct) = 1. The choice of this functional form is motivated by
our previous measurements on HOD/D 20, 4 4 which used a similar functional form to
model both pump-probe experiments and the decay of the photon echo peak shift.
By examining the Feynman diagrams in Fig. 6-12, we can write down
contributions to the third-order response that correspond to exchange between 1Olon and
ow. The rephasing and nonrephasing contributions to the off-diagonal peaks for OIon -
ow are:
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Io-Wion 1 2 1*W 12 NI ( [/ i(,Ion \) t. w TI-n - 2wi(13, W 2  N ,IOn0 (t 2 )exp i(o", - i(,,Tw - /2T'"" -t3/2T
x (exp[-h"* (ti)- h (t3 )]+ exp[-hon* (t) - h'* (t))
p p2"" N1  _ (2 )exp[ ico")t - i(oW')3 - t,/2T'" - 3t/2Tw
xexp[nhjg (t,) - h (ts)] (6-13)
S'"-"(t 3,t 2 ,) = " N,_ ( 2 )eXp2iP12 -') on ) t- - t, /2T '"" - t1/2T
x (exp[hj() - h(3)]+ exp (i4* (t)- (t)])
- p o N _,(t 2 )exP(- o""t W -ti( t, -/2T' - 3t/ 2 Tw
x exp[-ho" (t)- h') (t h3)]
where the functions,h ,Qt), are defined by Eq. 6-10. A similar set of expressions exist
for the process ow -> oon. In writing Eq. 6-13, we make the assumption that the
exchange process induces a loss of frequency correlation and Eq. 6-13 is simply related
to the product of the linear absorption spectra of (olon and (ow. We can also write out the
contribution to the (ow diagonal peak due to molecules that participate in multiple
exchange events, which are assumed to induce the loss of frequency correlation:
SW,Ex WN (t2)exp [i )t, -i(w,,)t3 -(t, +TtE)/2TX
x (exp [-h *(ti) - h (t3)] + exp [-ho *(t) - h *(t3))
- 2 2 Nx (t 2 )exp[i wJ)t -i(wmw)t3- (t, + 3t3)/2Tw
x exp[-h"* (tj) - hW (ts)]
A s with E . 6(6-14)SNWEx t3' t2 9 ti JW1 Nwf (t2) eXp -i (w, t), -im t3 - (t, + t3)1T
x (exp [-hro (t,) hr. (t3)] + exp [-hro (t, ) -hr.* (t3)1
-g 11 i4 1,2 Nwf (t2) exp [-io wt, - )~ t3 -O t)2
x exp[ 
-hwo (t,) 
- h1(t3)]
As with Eq. 6-13, a similar set of expressions for (oion can be written based on Eq. 6-14.
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To account for the broad, transient contribution to the experimental 2D IR data
that we observe at early waiting times due to protons shared in a Zundel-like
configuration, we include an additional transition along the diagonal axis that is centered
at the same frequency as (ow, and whose linewidth is set such that it covers the entire
experimental frequency range:
S undel (32,1)undel ndel e Zundel - Zundel 3  2 3 /Zundel
SF(3)Zunde t ,2,t + F(4)Zundel (6 2 1
s~unel ( '101 3!1 1 101 2(6-15)
Si"d"l (ttt)= KZunde/ xp[ (lZundel -)1  unde ) 3 1(, +22 + 3) 2 Zundel
(F(I)iu""e''(t I2, ) +F(2)Zundel 3 2
Since we do not know the number of transiently shared protons that contribute to this
peak, we forgo the inclusion of an explicit transition dipole and number density in Eq. 6-
15 and instead describe the intensity of this feature using an empirical scaling factor,
KZundel, whose value is set based on the scaling between the relative contributions of the
fast and slow components of the pump-probe signal (Fig. 6-2B). The frequency
fluctuations of this transition are described using a single exponential decay with a time
constant of 35 fs, as determined from our fits to the echo peak shift data (See Section
6.8.2).
We believe that the decay of this feature is due to the vibrational frequencies
associated with a shared proton moving out of the bandwidth of our pump pulses as the
proton forms a stable covalent bond. The decay of this feature is not necessarily related
to population relaxation. However, no theoretical treatment yet exists for the calculation
of broad, transient signals such as that which arises from Zundel-like configurations
using a set of simple fitting parameters. The main purpose of this spectral model is to
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provide an estimate of the time scale for the exchange of oin and Gow, which we expect to
have a value of a few picoseconds. To ensure that this feature does not contribute to the
signal at delay times where chemical exchange is believed to occur, we input a relaxation
time of 110 fs, consistent with our pump-probe measurements. This choice is purely one
of convenience as it allows us to include a transient feature in our model so that we can
match the behavior of the peak shift and pump-probe at short delay times. Our decision
is not meant to mean that we believe the disappearance of Szunsel is the result of
population relaxation.
6.7.2. Treatment of Thermal Effects
We also include contributions to the signal that come about due to heating of the
bath upon the relaxation of excited molecules. It has been shown that this thermalization
effect results in a ground state bleach that persists over picosecond time scales. 44'5 The
lineshape of this bleach resembles the linear absorption spectrum of the sample when
projected along the o1 frequency axis and the difference of the linear absorption spectrum
measured at room temperature and a temperature elevated by a few degrees when
projected along the (03 frequency axis.44'51-53 To describe this heating effect, we include
the additional contribution to the response:
x exp [-h * (t,) - h(t3)] 1-|JAp' 1 exp[-iAcos't3
Therm (t 3 , t2 ,) =K 10 N) () (ex)(6- 6)
SNTherm (t 3 2 t 1 ) = K, Nw (0) Nrm (t2 )exp[-i(aw.t, -iow 6t 1
xexp[-h§ (t,) -h" (t3 )] 1 - Apgw 2 exp[-iAwo't 3]).
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We also include analogous expressions for both osoi and (oon in our model. Eq. 6-16
represents a difference spectrum between the product of the linear absorption spectrum of
(ow multiplied along both the oi and o3 axes and this same quantity which has been
shifted by Aco3' along the o axis and decreased in intensity by Atw . These two
fitting parameters are set such that the projection of the thermal response onto the (o3
frequency axis at a waiting time of 10 ps matches the experimentally measured dispersed
pump-probe signal. Ktherm is an adjustable parameter that sets the intensity of the thermal
signal relative to that of the resonant contributions to the third-order response. This
parameter is determined by matching the offset of the experimental pump-probe signal.
The growth of this thermal response with t2 is described by the term Nher. (t2
and researchers have postulated different functional forms for the growth of the thermal
signal. Yeremenko et. al. 2 and Fecko et. al.44 have assumed that the growth of this signal
can be well described by an exponential growth towards an asymptotic limit. Since the
relaxation of the HOD molecule is believed to proceed through a series of intramolecular
modes before populating the low frequency modes of the bath,61 76 Rezus and Bakker 7
postulated that the growth of the thermal response could be described by assuming that
the 0-H stretch relaxed first to an intermediate state before reaching the low frequency
modes of the system. We have chosen to describe Nher. (2) using this latter approach.
The analytical solution for the growth of the thermal signal is then given by:'
( 1Tw)exp[-t2/ T,']-(I 1T,'')exp[t2 (6-17)Nihe. (t2 + -- W 11T Int 61
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where T"' is the lifetime of the intermediate state, which will be adjusted to properly fit
the experimental data.
As a final contribution to the third-order response, we note that Yeremenko and
coworkers52 5 3 have found that an additional contribution to the thermal signal can
originate from the direct excitation of the D20 solvent. Although the absorptive
component of the O-D stretch is well detuned from the 3 pm region of the mid-infrared
spectrum that we are probing, the dispersive component of this transition has a large tail
that extends to high frequency and facilitates the non-resonant excitation of the O-D
stretch. Since this excitation process is non-resonant, we expect the thermal signal that
arises from the relaxation of the O-D stretch to be nT/4 phase shifted from the signal field,
and should not contribute to the absorptive third-order response measured in heterodyne
detected experiments such as pump-probe and 2D IR spectroscopy. However, homodyne
measurements such as the photon echo peak shift and transient grating, which contain
contributions from both absorptive and dispersive changes of the sample, will be
sensitive to this thermal signal. We add the following term used by Yeremenko and
coworkers5 2,5 3 to account for the non-resonant absorption of D2 0:
SD2 " ( 3o, t2, )= e KD20 (1 - exp[- t2 /TD20 ])Sps, (Ow) (6-18)
where KD20 is a scaling factor that is determined by matching the decay of the peak shift
experiment, and iD20 is the vibrational lifetime of the O-D stretch of D20, which is set to
the experimentally determined value of 400 fs. 78 The phase factor at the start of this term
ensures that it is 7c/4 phase shifted from the signal field. Since the O-D stretch is largely
detuned from the frequency range probed by our experiments, the spectral shape of the
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thermal signal is simply given by the experimental pulse spectrum multiplied in both the
o)i and (03 dimensions, Spse (c 3 ,ac,), normalized to its maximum value.
6.7.3. Constraints for Fitting Parameters
Admittedly, this model contains a large number of fitting parameters, but many of
these values can be constrained based on both our measurements and experiments by
other groups. Table 6-1 provides a summary of the methods that we have used to
determine each of the parameters that comprise our model. Values of the center
frequencies and transition dipole strengths of ow, 01on, and oso1 are found by fitting FT-
IR spectra as a function of NaOD concentration. Based on these values, we calculate the
values of the transition dipole matrix elements and center frequencies for the v = 2<-I
transitions of (ow, (Oon and osoi using DFT generated frequency maps described in
Chapter 7.
To determine the frequency-frequency correlation functions that describe the
spectral diffusion of ow, oon, and (osol, we used our previously determined C (r) for
HOD/D 20 44 as an initial guess for the correlation function of each transition. The
calculated decay of the echo peak shift was found to be very sensitive to the parameters
that comprise each correlation function, which allowed amplitudes of each component in
these functions to be determined by fitting the peak shift decay. As will be discussed in
greater detail in Section 6.8.2, during the course of fitting the data we found that we
could adequately reproduce the peak shift decay at each NaOD concentration by varying
only the amplitudes of each component of the correlation function. The initial values of
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Parameter Constraint/Principle Method of
Determination
soW) o) , " , p" Determined from FT-IR spectra (Fig. 6-1)
2) (2n ) 2, ,W ,2n ,Io2 Calculated using DFT based frequency and
transition dipole maps (See Chapter 7)
(Zoundel) Constrained to match (0')
TW TZundeI Determined from the bi-exponential fit to1 1the pump-probe data (Fig. 6-2)
Determined from the amplitudes of the fast
KZundel and slow components of the pump-probe
decay (Fig. 6-2B)
TiSol Constrained to match T
Determined from the behavior of the peak
TInt, KW K , KIo O shift decay (Fig. 6-5) and pump-probe (Fig.
6-2) at - 2 > 1.5 ps
D20 From Ref. 78
Awo3 , jA 0  Determined from fits to dispersed pump-
probe data at T2= 10 ps
Zundel Determined from fits to the peak-shift at T2Tc < 200 fs, held constant for all [NaOD]
Cw (0), C"n (0), CS"I (0), CZundel (0) Determined from fits to FT-IR spectra,
held constant for all [NaOD]
Affast Aliw I Aosc , Astatic Determined from fits to peak shift data
(Fig. 6-5)
Constrained from our previous work on
Vas,, r ,w I e HOD/D 20 (Ref. 44), held constant for all
[NaOD]
T an Floated to fit 2D IR data
TIonsW Floated to fit 2D IR data
Table 6-1: Summary of each of the parameters contained by our spectral model as well
as a description of their principle means of determination. Many of the parameters can be
constrained on the basis of either our 1 D measurements (Pump-probe, echo peak shift,
and FT-IR data) or literature values. This leaves only two free parameters when fitting
the 2D IR spectra.
CW (r), Cn (r), and Cs" (r) were set to match the linewidth of the experimental FT-IR
spectra. We found that we did not need to vary these linewidths with the concentration of
NaOD.
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Time scales for population relaxation were determined from magic angle pump-
probe experiments. Parameters describing thermalization effects were initially unknown,
but the amplitude and rate of growth of the thermal signal was found to be sensitive to the
asymptotic behavior of the peak shift and pump-probe signals at large waiting times.
Parameters that govern the shape of the "hot ground state" absorption were set to match
the results of dispersed pump-probe measurements carried out at 2 = 10 ps. At this
waiting time well past the vibrational lifetime of the O-H stretch, thermal effects are
expected to dominate the third-order signal.
On the basis of our 1D measurements alone (FT-IR, pump-probe, and echo peak
shift), we can constrain all of the parameters that enter into our fitting model except for
two, the vibrational lifetime of the OH~ stretch, T'" , and the exchange time scale
between (0 1on and cow, rlon-W These two parameters were adjusted iteratively to fit our
experimental 2D IR spectra at a NaOD concentration of 10.6M.
6.8. Comparison Between Model Calculations and Experiment
6.8.1. FT-IR and Magic Angle Pump-Probe Experiments
In Fig. 6-14 we present a comparison between our experimental FT-IR spectra
and that calculated using our spectral model as a function of NaOD concentration. In
fitting the FT-IR data, the values of the transition dipole matrix elements, linewidths of
each transition, and the center frequencies (wco) and (_ "") were held constant across
the entire data series. (wI"') was allowed to vary linearly with NaOD concentration. A
set of tables containing the parameters used to fit each of our experimental observables
appears in Appendix 6.B of this chapter. Near quantitative agreement with the measured
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Figure 6-14: (Left) Comparison between experimental FT-IR spectra (black) and that
calculated from our spectral model (red dotted) as a function of NaOD concentration.
(Right) Comparison between the pump-probe signals displayed in Fig. 6-2 and that
calculated from the spectral model (cyan). Good agreement is found for the overall
scaling between the fast and slow contributions to the pump-probe decay, although a
slight disagreement is observed between the data at short delay times since the model
does not account for the finite duration of the excitation pulses.
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Density
[NaOD] (M) % Nw % Nsoi % Nlo" (g/mL)
0.0 1.000 0.000 0.000 1.10
1.1 0.953 0.037 0.010 1.16
2.6 0.885 0.092 0.023 1.21
5.3 0.772 0.181 0.046 1.30
7.9 0.678 0.253 0.070 1.38
10.6 0.591 0.314 0.094 1.45
15.1 0.469 0.392 0.139 1.55
Table 6-2: Percentage of hydrogen atoms that neighbor D20 (% Nw), an OD- ion (%
Nsoi), or exist as OH~ (% Nion) as estimated from the know densities of NaOH solutions at
different concentrations and from neutron scattering data. Also included is the density of
NaOD solutions under the assumption that the spatial composition of these solutions is
identical to NaOH.
spectra is obtained for frequencies above 3100 cm-1 except in the case of 10.6 M NaOD
solution, where the peak corresponding to ow appears at too high a frequency since our
model does not allow its center frequency to vary with concentration.
The relative populations of each of the species that contribute to (Ow, 0Ion, and
(osol as a function of NaOD concentration was needed as an input to the fitting routine.
These values were estimated from a combination of the known densities of NaOH
solutions49 ** and neutron scattering results, 24 which provide an estimate of how the
coordination number of the 0H~ ion changes with NaOH concentration. Table 6-2
displays our estimates of the relative populations of hydrogen atoms whose nearest
neighbor is a D20 molecule, an OD~ ion, or exist as an 0H~ ion as a function of NaOD
concentration. In determining these values, we have assumed that no hydrogen bonds are
donated to the Na* ion, that only 0-H bonds that are directly hydrogen bonded to the
oxygen atom of a OD~ ion contribute to osoi, and that on average, only a minor amount of
** To calculate the values listed in Table 6-2, we have assumed that the spatial composition of an
isotopically dilute HOD in NaOD/D20 solution is identical to that of a NaOH solution of equivalent
concentration since values for the density of NaOD solutions are not readily available. Given that the
molarity of pure D20 only varies by -0.5% from that of pure H20, we believe that this assumption is valid.
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ion pairing occurs in solution. This last assumption is expected to break down at
concentrations near 10.6 M and above, where only 4.8 water molecules exist per OD~ ion.
Also displayed in Fig. 6-14 is the agreement between our spectral model and the
pump-probe data pictured in Fig. 6-2. In general, the agreement is quite good and the fits
reproduce both the magnitude of the fast decay component of the pump-probe and the
offset at large values of T2 that is largely determined by the magnitude of the thermal
contribution to the third-order response. The insets to each plot display the comparison
with the data on a logarithmic scale and highlight that in each case the decay of the
experimental pump-probe signal is preceded by a slight rise that is not captured by our
model since it does not take into account the finite time duration of the excitation pulses.
Nevertheless, the fact we can reproduce the remaining aspects of the pump-probe signal
gives us further confidence in the ability of our model to provide a qualitative picture of
the dynamics of charge migration within deuteroxide solution.
6.8.2. Photon Echo Peak Shift
Fig. 6-15 shows a comparison between the photon echo peak shift calculated from
the model and the experimental data of Fig. 6-4 and 6-5. The decay of the peak shift is
highly sensitive to the form of the frequency-frequency correlation functions used for ow,
mion, and osol. As a starting point, for each transition we used a correlation function that
is similar to our previously measured C(t) for HOD/D20. 43' 44'7 9 This function contains
three decay components, an exponential 110 fs decay, an underdamped oscillation at with
a frequency of 160 cm- corresponding to an underdamped hydrogen bond stretch, and a
longer 1.4 ps exponential decay. This functional form was used as an initial input for
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Figure 6-15: Comparison between the experimental echo peak shift data displayed in
Fig. 6-4 and 6-5 and that calculated from our spectral model. The decay of the peak shift
near -2 ps at all concentrations is found to largely be the result of solvent induced heating.
Cw (t) and Cs" (t), but since the OH~ stretch is only weakly hydrogen bonded, we
removed the underdamped oscillatory component of C'" (t) and retained only its fast
and slow decay components. The amplitudes of the various components of CW (t),
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CS"I (t), and C'"" (t) were then varied to fit the decay of the echo peak shift at each
NaOD concentration. While iteratively fitting the data, we found that CW (t) and Cs" (t)
often converged to the same functional form. Thus, to eliminate superfluous fit
parameters from our model we have constrained both of these functions to vary only in
terms of their time zero values to properly fit the linear absorption spectrum. Likewise,
the relative scaling of the fast and slow components of C" (t) matched that of CW (t)
and Cso'(t), so have also set this ratio to be the same. This enables us to describe
spectral diffusion through the use of a single frequency-frequency correlation function for
each NaOD concentration.
The inset to each panel of Fig. 6-15 displays the behavior of the peak shift up to a
waiting time of 1 ps. At all concentrations smaller than 5.3 M NaOD, we observe an
initial fast decay followed by a recurrence due to an underdamped hydrogen bond
oscillation that is well reproduced by our fitting model. At higher concentrations, the
initial fast decay is still present, but then gives way to a rise in the peak shift signal. This
rise is due to the relaxation of the broad, transient contribution to the third-order response
from Zundel-like states and is captured by our fitting model at concentrations of 7.9 and
10.6 M NaOD. While our model is unable to match the initial value of the peak shift of
the 15.1 M NaOD data, presumably due to an improper treatment of the lineshape of the
Zundel-like feature, our model is able to describe the rise in the peak shift in the 0.2-1 ps
waiting time regime.
When fitting the data for waiting times between 0.2 - 2 ps, we discovered that we
could not adequately reproduce the observed increase in the value of the peak shift with
NaOD concentration without the inclusion of a static offset. The relative contribution of
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Figure 6-16: The static contribution to the frequency-frequency correlation function
determined from our spectral model. This static component is found to follow the
increase in solvent viscosity with NaOH concentration. This suggests that the viscosity
increase may be related to new relaxation pathways associated with the structural
diffusion of OD~ ions.
this static component to C(t) is plotted in Fig. 6-16. With increasing NaOD
concentration, the intensity of the offset first appears to grow linearly, but near a
concentration of 5.3 M, the increase in the offset deviates from linearity. The amplitude
of the static component matches well the increase in the viscosity of aqueous NaOH with
concentration. Given that at concentrations of 5.3 M and below, our fitting model
requires a small but significant contribution from the 1.4 ps relaxation time scale to
properly fit the data in the 0.2 - 1 ps waiting time regime, we believe that we are justified
in positing the existence of a relaxation time scale that is longer than our experimental
window of a few ps.
The existence of a long relaxation time scale in electrolyte solutions is supported
by 2D IR measurements of the O-D stretch of HOD in NaBr solution which displays a
slow down of spectral diffusion with increasing NaBr concentration.8 0 Although this
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result was interpreted as showing a slow down of the dynamics of water's hydrogen
bonding network with electrolyte concentration, pump-probe studies 47'8' have suggested
that the water dynamics outside of anion solvation shells are only weakly affected by the
presence of the anion. Likewise, molecular dynamics simulations 72 ,82 have suggested that
the initial behavior of water molecules near anionic solvation shells are similar to that of
bulk water. Recent simulations8 3 of aqueous NaBr have suggested the existence of an
additional slow time scale in the 6 - 40 ps range associated with rearrangements of the
solvation shell of the Br~ ion. These rearrangements involve the exchange of water
molecules into and out of the ion's solvation shell and may play a role in the diffusion of
the ion. While we are unable to determine a value for this long time relaxation process
due to interference that arises from the "hot ground state" absorption near 2-3 ps, this
slow relaxation process may be related to the solvation of a newly formed HOD molecule
following proton transfer, and may serve as a partial microscopic explanation for the
increase in viscosity observed in these solutions. In Chapter 7, we will use a MS-EVB
simulation model of aqueous NaOH to show that the structural diffusion of the hydroxide
ion involves processes that occur in the 5-10 ps time scale range.
At a waiting time of -2 ps we observe a decay of the peak shift to zero that is
independent of NaOD concentration. This decay is suggestive of chemical exchange but
may also be explained by solvent induced heating. The fits from our model show that
both of these processes contribute to the decay of the peak shift, but that the solvent
induced heating effect forms the dominant contribution to the decay. At a waiting time of
1 ps and concentration of 10.6 M, varying the exchange time scale rIonW, defined as
rIon-W = 1/kionWI from 500 fs to 1 ns changed the value of the ps by only 2 fs. At all
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other values of T2 at this concentration, the variation of the calculated peak shift with
rIon-W was generally smaller than 2 fs, leading us to conclude that the peak shift is
relatively insensitive to frequency shifts induced by the exchange process in Fig. 6-13B.
We can perhaps rationalize this insensitivity by examining Table 6-1. Even at high
concentration, the number of hydrogen atoms that form OH ions is small relative to the
number of HOD molecules hydrogen bonded to D20. This means that the contribution of
exchange events to the total third-order signal will be small relative to the signals due
simply to the dynamics of (oio and (ow. However, since exchange events appear as
spectrally separated cross peaks in 2D IR experiments, measurements of this type are
better suited to the determination of rIof3W .
It is worth noting that while we can reproduce the overall decay of the peak shift
near -2 ps, our model cannot well reproduce the recurrence in the peak shift near 1.5 ps
at concentrations of 5.3 M and below. A recurrence of this type has been shown to arise
in echo peak shift measurements of HOD in D20 using pulses that are somewhat longer
than ours (90 fs) when the pulses are tuned toward the red edge of the O-H absorption
spectrum.50 Yeremenko and coworkers5 2,53 demonstrated that this recurrence grows in
intensity as the experimental pulse spectrum is narrowed and detuned farther from
resonance with the O-H stretch, and that this feature can be reproduced by taking into
account both the thermal redistribution term displayed in Eq. 6-18 as well as a change in
the refractive index of the D20 solvent upon the transfer of vibrational energy to the low
frequency modes of the bath. In an earlier version of our model, we included this change
in the solvent refractive index but found that it only had a minimal effect on the
calculated peak shift. However, we have found that by artificially narrowing and red
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shifting our experimental pulse spectrum, we can better reproduce the recurrence near 1.5
at low NaOD concentration. It is well known that the transition dipole of the O-H stretch
of the HOD molecule increases with the strength of the hydrogen bond to the proton.
57
'
58
This non-Condon effect can bias our experimental measurements in favor of signals that
arise from the low frequency side of the O-H absorption lineshape despite the fact that
our pulses span a large portion of 0 0H. The lack of inclusion of these effects in our
spectral model may explain our inability to properly reproduce the recurrence present in
our experimental results.
6.8.3. Determining an Exchange Time scale from 2D IR Measurements
In Fig. 6-17 we plot a comparison between our experimental 2D IR data measured
for 10.6 M NaOD solution and the spectra calculated from our spectral model using a
value of rIon-W = 3 ps, which was determined to be the optimum value of the exchange
time from a least squares fitting of the 2D IR data. The simulation model reproduces
many of the features found in the experiment, such as the appearance of the v = 2<-1
transition of the OH~ stretch with increasing waiting time, and the asymmetry of the 2D
spectra along the diagonal axis that persists at large values of T2. Also reproduced are the
elongation of the diagonal Off peak near 3600 cm along the coi axis and the appearance
of a positive feature below the diagonal at (o1 , 03) = (3600 cm-1, 3300 cm-1). These two
features were postulated in Section 6.5 to correspond to cross peaks denoting chemical
exchange. By plotting different contributions to our model, we indeed find that
enhancement in these regions is due to cross peaks that appear as a result of chemical
exchange. While the elongation of the 2D spectra above the diagonal axis is primarily
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Figure 6-17: Comparison between experimentally measured 2D IR spectra for a NaOD
concentration of 10.6 M (A) compared to the results of our spectral model (B). The
spectra calculated from our model were convolved with the experimental pulse spectrum
used to measure the data shown in (A) along both the em and o3 dimensions.
due to chemical exchange, the peak that appears below the diagonal results from both
chemical exchange and the growth of the hot ground state absorption, which complicates
the determination of ron-W from our spectral model. Interference between these features
as well as the fact that the vibrational relaxation time scales of the system are faster than
the determined exchange rate can explain why the optimum exchange time scale differs
from the 1.9 ps rise observed above and below the diagonal axis of the experimental 2D
data (Fig. 6-10B).
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Beyond a waiting time of ~6 ps, the 2D spectrum predicted by our model is no
longer observed to change, indicating a completion of the growth of the thermal response.
This calls into question our ability to determine if the optimum value of rIon-W instead
corresponds to a value that is larger than 3 ps, as estimated from our model. To test the
ability of our model to uniquely determine a value of rIon-W9 in Fig. 6-18 we compare our
experimental 2D spectra to spectra calculated from our model for TIonW = 500 fs, which
would correspond to extremely rapid exchange, rIonW = 3 ps as optimally determined
from our model, and r10n-4 = 1 ns, which would lead to effectively no exchange over our
experimental time window.
Examining the spectra calculated using an exchange time of 500 fs, we find that
the cross peak ridge that appears above the diagonal is much too intense at T2 = 0.6 ps.
To highlight this observation, to the right of the 2D data we plot a comparison of slices of
the experimental and calculated spectra along the ci axis for a value of o = 3600 cm-1 at
this waiting time. Along this direction, the calculated spectra for TIonW = 500 fs appears
bimodal, with two peaks centered near 3400 cm-1 and 3525 cm-'. The higher frequency
of these two peaks is due to the diagonal peak of oIon, while the peak at lower frequency
corresponds to a cross peak between ow and coon, indicating the exchange of these two
transitions. Unfortunately, this bimodal distribution due to the exchange of ow and colon
is not seen in the experimental data at this waiting time, and indicates that rIonW must be
larger than 500 fs. Increasing rIon-W to 3 ps acts to suppress the peak at 3400 cm-I and
increases the agreement with experiment, but does not completely remove the exchange
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Figure 6-18: Comparison of spectra calculated from our spectral model using three
different values of rj,,,n,. While the best agreement with experiment is found for rT onw
= 3 ps, interference effects due to solvent induced heating lead us to the conclusion that
this value should be interpreted as a lower limit for r1,,flw. To the right of the pictured
2D spectra, are horizontal slices of the experimental and calculated spectra taken along
(03 = 3600 cm' for three different waiting times, 0.6 ps, 3.0 ps, and 10.0 ps.
peak. This shows that we can at least rule out exchange time scales that are smaller than
3 ps.
Increasing the waiting time to 3 ps, we find that the experimental 2D data now
appears broadened above the diagonal axis, suggesting the conversion of molecules
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initially excited at ow to Comin. This is observed more prominently in the oi slice shown
to the right of the 2D data, which now shows a shoulder peaked near 3350 cm' that is
indicative of the exchange of ow and Colo. If we compare this experimental slice to that
calculated from our model for r10n-, = 3 ps, we find that while the model calculation is
peaked at too high a frequency, the intensity of the shoulder at lower frequency due to the
exchange of (ow and oinl agrees well with experiment. Eliminating exchange from our
model by increasing rIon-W = 1 ns, we find that the shoulder at 3400 cm- becomes
suppressed, and suggests that some degree of chemical exchange is needed to model our
data.
To determine the optimum value of rv1 0-, , one would like to examine a
comparison between experimental and calculated 2D IR spectra for waiting times at least
two or three times longer than ron,,. However, the growth of thermal effects prevents
us from measuring signatures of proton transfer that may occur past a waiting time of -6
ps. 2D IR spectra calculated at this waiting time for different values of rIon-W are nearly
indistinguishable since the thermal signal that arises from the relaxation of the O-H
stretch dominates the nonlinear signal. By T2 = 10 ps, the calculated spectra lie on top of
one another, as indicated by the mol slices taken at this waiting time. Since the thermal
response prevents a comparison between our calculations and experiment at longer
waiting times, we view our optimal fit value of r10n-, = 3 ps as a lower bound for the
solvation time scale of a newly formed OH~ ion upon proton transfer.
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6.8.4. Implications of the Exchange Time Scale
While this result is somewhat disappointing since we cannot uniquely determine
the time scale of hydroxide ion solvation following proton transfer, we can use our lower
bound to gain some insight into the structural diffusion of the ion under the assumption
that the actual transport time scale does not differ significantly from 3 ps. Much of the
discussion in this chapter has been written in the language of a single proton transfer
event between a water molecule and a hydroxide ion and the subsequent solvation of the
products of this reaction. However, given that protons are believed to be able to rapidly
transfer along hydrogen bonded chains, can concerted proton transfer reactions occur
wherein the hydroxide ion charge defect hops from one water molecule to another? Halle
and Karlstr6m8 4 investigated this prospect for the hydronium ion and concluded that
under ambient conditions, it is unlikely that protons are transferred in a concerted manner.
However, it is unclear if this is the case for the OH~ ion.
The diffusion constant for a three dimensional random walk is given
by D= (f2 )/6At , where f denotes the hopping distance and At is the time between
hops.85  The diffusion constant of the deuteroxide ion determined from mobility
measurements is 0.32 A2 /ps. 84 Using this value of the diffusion constant and our estimate
of the exchange time scale of 3 ps, we estimate a value of 2.4 A for f. This distance
nearly matches the experimentally determined value of 2.3 A for the separation of the
oxygen atoms of the hydroxide ion and the water molecules in its first solvation shell
from neutron scattering data.24 This result implies that the correlation length for the
transport of the hydroxide ion does not extend past its first solvation shell. Correlated
proton hopping events on average do not occur in aqueous hydroxide.
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We can also ask questions regarding the solvation process that leads to the
formation of a cross peak. Given that the frequency of an O-H bond is largely
determined by the hydrogen bonding configuration at the proton, the observed time scale
for the growth of the cross peak must be related to how long it takes an OH~ ion to form a
new hydrogen bond once it has accepted a deuteron from a neighboring water molecule
to form HOD. The 3 ps exchange time scale that we observe is related to the
reincorporation of the OH- charge defect into water's hydrogen bonding network upon
proton transfer. In Chapter 5, we found that the fluctuations that drive the structural
rearrangement of water's hydrogen bonding network occur over a time scale of ~1.4 ps.
Our observed lower limit of 3 ps for charge migration is -2 times longer than this. This
result is not unexpected since the transport of a proton requires not only the solvation of
the new OH- ion, but also that of the newly formed water molecule. This requires the
loosely correlated motion of water molecules at least as far away as the second solvation
shell of the new ion. In the course of our modeling, we also found evidence for the
existence of a slow relaxation process that scales with the increase in the solution
viscosity. It is plausible that the observed increase in solvent viscosity is at least in part
due to the increasing contribution of the 3 ps solvation time associated with the formation
of an OH- charge defect upon proton transfer.
6.9. Conclusions
Through the use of a systematic series of ultrafast, nonlinear infrared
measurements performed on the O-H stretching transition of a dilute solution of HOD in
NaOD/D20, we have demonstrated the existence of at least two unique time scales
associated with the structural diffusion of deuteroxide ions. At very early delay times, we
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observe a feature that rapidly decays on a 110 fs time scale that we attribute to protons
that are shared in Zundel-like configurations. Protons that we excite in such
configurations are near the barrier for proton transfer, and the rapid disappearance of their
spectral signature indicates the time needed for these protons to commit to the formation
of a new, stable covalent bond. At longer time scales, we find evidence for a slow
relaxation process that leads to an increase of the photon echo peak shift in the 0.2 - 2 ps
waiting time regime. While we cannot resolve the value of this decay feature, we have
found that its amplitude appears to scale linearly with the increase in solvent viscosity.
2D IR spectra show the appearance of spectral features that are consistent with a
cross peak between the spectral range indicative of the O-H stretch of HOD molecules
that participate in hydrogen bonds with D2 0 and the non-hydrogen bonded Off
stretching transition that appears at high frequency. The growth of these features is best
reproduced by our spectral model when a time constant of 3 ps is used for the exchange
rate between a Off like stretch and a HOD molecule hydrogen bonded to D20, and
suggests that this corresponds to the time it takes the bath to solvate a newly formed
HOD molecule. However, due to interference effects that arise from a thermal signal
generated by the bath, the time scale we determine for this process should be viewed as a
lower limit of its potential value. The increasing contribution of this slow solvation
process to the dynamics of the system with increasing concentration of NaOD may in part
explain the large increase of solution viscosity upon the addition of NaOD.
At present, our interpretation of our experimentally observed time scales is largely
based on a combination of intuition and conjecture. In the next and final Chapter of this
thesis, we will attempt to place our interpretation on a solid theoretical framework by
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using a recently developed MS-EVB simulation model34 to make a mechanistic
connection between the spectra that we observe experimentally and the underlying
dynamics of the system. We will show that the relaxation of a proton equally shared in a
Zundel-like configuration is a highly collective process, involving dielectric fluctuations
of the surrounding solvent. These fluctuations are largely complete by ~1 ps and prevent
the back transfer of the proton. However, the solvent shells of the newly formed
hydroxide ion and water molecule continue to evolve on longer time scales. Most
notably, we find that the formation of a hydrogen bond to the newly formed HOD
molecule occurs on a 7.4 ps time scale and leads to the cross peak observed in our 2D IR
spectra. This presents a picture wherein a hierarchy of processes that range from tens of
femtoseconds to picoseconds make important contributions to the transport of the
hydroxide ion.
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6.A. Appendix. Calculation of Linear Absorption Spectra
The linear absorption spectra are that appear in Fig. 6-14 were calculated by
adding the effects of population relaxation to Eq. 2-33 of Chapter 2 which describes the
free induction decay of a vibrational transition within the second Cumulant and Condon
approximations. This gives the following result for the free induction decay of o)en:
S'"(t)= expi[n (mo"")t - t/TIon hon*(t,)]. (6-Al)
Similar expressions can be written for ow and oisoj. The absorption lineshape is simply
the Fourier transform of the sum of the free induction decays of ow, 0 1on, and osoi.
6.B. Appendix. Fit Parameters used for the Spectral Model
In Tables 6-B1 and 6-B2 we provide the best fit parameters for our spectral model.
Table 6-B 1 contains parameters that are independent of the sodium deuteroxide
concentration whereas the values in Table 6-B2 are allowed to vary with concentration.
In the course of modeling the hot ground state response, we found that the inclusion of a
thermal heating contribution due to osoil led to a long lived offset in the peak shift decay
that is not observed experimentally. Thus, we have excluded any thermal contribution
that arises from oso] from our model. The shape of the hot ground state absorption is
dictated by the two parameters |AplI and Ao3 which are initially set to match the form
of the dispersed pump-probe at a waiting time of 10 ps. Although the value of |Apo|I is
found to vary with NaOD concentration, possibly due to the change in the thermal
conductivity of the solvent upon the addition of NaOD, it was found that adequate
agreement with our experimental data could be reached by using the same values of
|Ap,0| and Ao3 for ow and colon at each concentration of NaOD. Also, as others have
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noted,5 2,s3 the intensity of the observed thermal response will be dependent on the number
of O-H oscillators in the system. For each sample, the concentration of added NaOD was
well controlled, however the amount of water that was added to each sample was
adjusted on a day to day basis to provide an optical density below 0.4, leading to a slight
variation in the amount of HOD present in each sample. We suspect that the lack of a
visible trend in the best fit values for K~e,,,,, K., , and KD20 is the result of this slight
variation in the O-H concentration of each sample.
In Tables 6-B3 and 6-B4 we list parameters used to construct the frequency-
frequency correlation function, C(t), which describes the spectral diffusion of (ow, )Ion,
and osoi. The functional form used for C(t) is given by Eq. 6-12 of the main text.
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/) " ' /o undel W 
W
3402 cm-' 3178 cm1  3578 cm-' 3413 cm-1 3402 cm- 1.0 1.394
19on n1 s10 2 IIg",1soi T T,'" T,so
0.90 1.255 1.565 2.195 0.71 ps 1.30 ps 0.71 ps
TZundel Int TD20 A wZundelI T, I3 Ion-).W ZC
0.11 ps 2.0 ps 0.40 ps 0.3285 cm' 3.0 ps 35.0 fs
Table 6-B1: Best fit parameters obtained from the model described in the text for terms
that do not vary as a function of deuteroxide concentration.
[NaOD] (co0') (aa1) K|p KW K'n K(M) (cm~1) (cm'1) Zundel 10 Therm Therm D20
0 NA NA NA 0.9986 60.0 NA 226.0
1.1 3208 3193 0.103 0.9984 47.0 37.6 75.9
2.6 3193 2823 0.266 0.9981 63.7 25.5 127.4
5.3 3167 2781 0.592 0.9977 35.0 43.7 46.8
7.9 3142 2741 0.740 0.9972 27.4 21.9 63.0
10.6 3116 2701 1.281 0.9968 19.9 9.95 106.4
15.1 3073 2635 1.324 0.9948 38.0 15.2 232.5
Table 6-B2: Best fit parameters obtained from the model for terms that are sensitive to
the amount of deuteroxide present in solution.
CW (0) C'n (0) CsoI (0) CZundel (0)
5.83 x 10~4 fs-2  1.46 x 10-4 fs-2  1.28 x 10-3 fs-2  1.17x 10-3 fs~2
fatalwYsc aosc
107 fs 1410 fs 104 fs 160 cm-
Table 6-B3: The time scales of components and initial values of the frequency-
frequency correlation functions used to model the presented experimental data.
[NaOD] (M) 0 1.1 2.6 5.3 7.9 10.6 15.1
Afast 0.4255 0.4712 0.5055 0.5209 0.3593 0.369 0.2547
Alow 0.2018 0.147 0.1168 0.1108 0.0857 0.0083 0
Aosc 0.3727 0.351 0.3467 0.3018 0.3549 0.2982 0.2725
Astatic 0 0.0308 0.031 0.0665 0.2001 0.3245 0.4728
Table 6-B4: Amplitudes of the four components that comprise C(t) as a function of
NaOD concentration.
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Chapter 7
An Examination of Reaction Coordinates for Proton Transfer
in Liquid Water using an Empirical Valence Bond Model of
Aqueous NaOH
7.1. Introduction
Building a mechanistic description for a chemical reaction that takes place in
liquid water is often a complex undertaking. Over small length scales, water's hydrogen
bonding network imposes a high degree of structure that is not normally found in simple
liquids. Changes in the structure of a reactant due to the formation or breakage of
individual hydrogen bonds between the reactant and water can alter the barrier for a
chemical reaction. For example, in the folding of small peptides, hydrogen bonds
between the protein backbone and water must often be broken to allow native contacts to
form between the protein residues.' Over length scales that span a few solvation shells in
size, water's well defined structure is gradually lost. Nevertheless, the behavior of water
molecules over these large length scales can be equally important in the description of a
chemical reaction. Although difficult to describe in terms of the motion of individual
molecules, the collective behavior of the liquid over long distances can give rise to both
density and dielectric fluctuations that play important roles in chemical reactions.
Collective coordinates of this type are at the heart of many theories for liquid phase
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chemical reactions, such as Marcus theory which uses the collective reorganization of the
solvent as a reaction coordinate for electron transfer.2 ,3
In aqueous proton transfer reactions, the formulation of a specific reaction
coordinate is often difficult because both local and collective processes play important
roles in guiding the motion of individual protons. In an extensive body of work,
Zundel4' 5 has sought to explain the broad mid-infrared absorption continua observed in
strong acids and bases as the result of polarization fluctuations of the solvent, and has
proposed that such fluctuations guide the motion of the proton. Ando and Hynes6,7
examined the dissociation of HCl in aqueous solution, and demonstrated that the initial
transfer of the proton to a water molecule is driven by changes of the solvent polarization.
However, the breakage of a hydrogen bond between a water molecule and the oxygen
atom of the newly formed H30* ion was also found to stabilize the ion, highlighting the
importance of both local hydrogen bond rearrangements and the collective fluctuations of
the liquid. Likewise, a multistate empirical valence bond molecular dynamics simulation
(MS-EVB) study of the aqueous H30' ion8 identified a number of hydrogen bond
creation and breakage events that can act to promote the transfer of a proton from the ion
to a hydrogen bonded partner. It was also found that the time scale for the ion's diffusion
mapped closely onto to that for hydrogen bond fluctuations of the liquid,9 which have
been shown to be related to fluctuations of the collective electric field of the solvent.' 0
In the case of autoionization, a Car-Parrinello molecular dynamics (CPMD)
study' found that upon the dissociation of a water molecule into a hydroxide and
hydronium ion, these two species rapidly travel along hydrogen bonded water "wires,"
which allows the newly formed ions to separate a distance of three or more water
-263-
molecules. While the breakage of the hydrogen bonded chain was found to be a principle
means of preventing the recombination of these ions, the length of the chain itself could
not provide a unique determination of the reaction's transition state. A second, collective
coordinate based on the solvent electric field was found to provide the driving force for
the reaction.
In studies of the structural diffusion of the hydroxide ion, researchers have largely
emphasized how changes in the local hydrogen bonding structure surrounding the ion
allows it to accept a proton from one of its hydrogen bonding partners. Recent CPMD
simulations' 2 - 5 have suggested that the most stable form of the aqueous hydroxide ion is
a "hypercoordinated" configuration, wherein the ion's oxygen atom accepts four
hydrogen bonds, but found that the number of hydrogen bonds accepted by the ion
decreases to three during proton transfer events. This led to the suggestion that the rate
limiting step for proton transfer is the breakage of a hydrogen bond to the ion. Such a
mechanism can be rationalized by recognizing that the transfer of a proton to a
hypercoordinated hydroxide ion results in a water molecule that accepts three hydrogen
bonds, and is energetically unfavorable. The breakage of a hydrogen bond allows the ion
to adopt a structure that can readily be reincorporated into water's hydrogen bonding
network upon proton transfer. Tuckerman, Chandra, and Marx14 named this process
"presolvation" since the solvent must adopt a configuration that preferentially solvates
the products of the proton transfer reaction before it can occur.
While this conduction mechanism has not gone without scrutiny, much of the
published criticism has focused not on the validity of the presolvation concept, but
instead questioned the relative stability of the three- and four-coordinate configurations
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found in the CPMD work.16 The role that collective coordinates play in the structural
diffusion of the hydroxide ion remains unaddressed by the presolvation mechanism.
While a hypercoordinated structure may represent a large barrier to proton transfer, once
this barrier has been lowered by conversion of the ion to a three-coordinate state, the
driving force that then leads to the transfer of a proton to the three-coordinate ion is not
obvious. Also unclear is the mechanism by which molecules exchange into and out of
the solvation shell of the ion. In bulk water, the rearrangement of hydrogen bonds is a
highly collective process, involving the loosely correlated motion of many water
molecules.171"8 The results of recent molecular dynamics simulations19-21 and our own
experimental work - suggest that hydrogen bond exchange is a concerted process
involving a large amplitude rotation of the exchanging molecule that occurs as a second
solvation shell water inserts itself across a first solvation shell hydrogen bond (See Fig. 5-
16). Given that the solvation shell structure of the ion can be quite different from that of
bulk water, it is unclear over what length and time scales the correlated motions of the
liquid act to accommodate a newly formed hydroxide ion into water's tetrahedral
hydrogen bonding network. Questions are also raised by the observation that the
viscosity of aqueous solutions is known to increase strongly upon the addition of sodium
hydroxide.2 s While this implies a slowing of the overall system dynamics, whether this
change is simply a slowing of the characteristic motions of the solvent due to the
presence of charged particles or instead due to the introduction of new solvation
processes specifically associated with the migration of the hydroxide charge defect is
uncertain.
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To address these issues, we have carried out a series of ultrafast, nonlinear
infrared experiments that probe the 0-H stretching transition of a dilute solution of HOD
dissolved in NaOD/D20. We chose to employ the O-H stretch as a vibrational probe
because its frequency, (OOH, is related to the strength of the hydrogen bond formed by the
proton. Changes in the local solvent environment about a HOD molecule due to the
formation of a hydrogen bond to OD~, the breakage of a hydrogen bond, or the formation
of a delocalized shared proton state, DO--H--OD-, each induce detectable changes in (OOH
that can be used to infer the system dynamics that promote the structural diffusion of the
hydroxide ion. In the preceding chapter, we demonstrated that our experimental results
show the existence of at least two new time scales that appear upon the addition of
sodium deuteroxide to HOD/D 20. At short time delays, a spectrally broad feature that
decays with a time constant of 110 fs was observed in pump-probe and 2D IR
experiments. In the 1-10 ps waiting time range, 2D IR spectra demonstrated features
consistent with the growth of cross peaks indicating exchange between the high
frequency OH~ stretch and the main HOD/D 20 band. The appearance of these exchange
features describes the time scale for the solvation of a newly formed OH~ ion upon proton
transfer. While heating effects complicated the extraction of a time scale for the growth
of this feature, our data enabled us to determine a lower limit of 3 ps for this solvation
process.
While our experiments allow us to measure time scales associated with the
structural diffusion of the hydroxide ion, it is difficult to build a mechanistic
interpretation of these time scales based solely on our experimental results. In recent
years, the interpretation of nonlinear infrared experiments has greatly benefited from the
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development of semiempirical methods that allow the calculation of nonlinear signals
from both classicalio,26 30 and ab initio based molecular dynamics simulations.31 32 These
techniques allow a direct connection to be made between the signals that are measured in
nonlinear experiments and the underlying dynamics of the system that give rise to these
signals. The calculation of spectroscopic observables also provides a new means of
validating classical simulation models. Simulation models are often optimized to
reproduce bulk thermodynamic properties, calling into question their ability to reproduce
microscopic dynamics. Comparison between experimental and simulated nonlinear
signals allows us to test the validity of the employed simulation model and the
semiemprical method used for the calculation of nonlinear signals 3 ' 34 while gaining
microscopic insight into the origin of the dynamics observed in experiments.
In this chapter, we provide a mechanistic interpretation of our experimentally
measured nonlinear spectra through the use of a newly developed MS-EVB simulation
model of aqueous hydroxide.35'36 To make a direct comparison between our
spectroscopic results and the dynamics found in the MS-EVB simulation, we have
devised a methodology for the calculation of nonlinear signals from this classical
simulation model that is able to reproduce the trends observed in linear infrared spectra of
HOD/D20 upon the addition of NaOD. Calculated 2D IR spectra indicate that the
transient feature observed at short waiting times is associated with excitation pathways
that involve the direct excitation of vibrational overtone transitions of Zundel-like
DO--H--OD~ states, wherein a proton is significantly shared between a HOD molecule and
a deuteroxide ion. When individual proton transfer events are examined, evidence in
support of the presolvation mechanism proposed on the basis of CPMD simulations is
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found, but we are unable to identify a unique transition state solely on the basis of a
decrease in hydroxide ion's coordination number. Instead, we find that the collective
electric field along the proton transfer direction is better suited to describe the creation
and relaxation of Zundel-like transition states. The relaxation of this coordinate largely
mimics that found for structural relaxation of the surrounding water bath, suggesting that
equilibrium fluctuations of the liquid provide the driving force for the proton transfer
reaction. While electric field fluctuations largely direct the motion of the shared proton,
we also observe an additional slow time scale of 7.4 ps associated with the breakage of a
hydrogen bond to the hydrogen atom of a newly formed hydroxide ion. This process
manifests itself through the growth of a cross peak in the calculated 2D IR spectra over
picosecond waiting times. The slow time scale associated with the process is believed to
be the result of the water molecules forming an asymmetric solvation shell around a
newly formed hydroxide ion upon proton transfer.
7.2. MS-EVB Simulation Model of Aqueous Sodium Hydroxide
The multistate, empirical valence bond method provides a convenient means of
simulating the breakage and formation of chemical bonds within the confines of a
classical molecular dynamics simulation.37' 38 In this approach, for each simulated atomic
configuration, a set of limiting states are identified that correspond to different possible
chemical bonding connectivities. These bonding configurations serve as a set of basis
states used to construct an EVB Hamiltonian wherein the energy of each state and the
coupling between them are determined on the basis of either quantum calculations or an
empirical parameterization based on a set of experimental observables. Once the EVB
Hamiltonian has been computed, it is subsequently diagonalized and the lowest energy
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eigenstate and its corresponding eigenvector denote the ground state potential energy and
the chemical bonding configuration of the system.
While MS-EVB simulation models have been employed for nearly a decade to
study the transport of the excess proton, 394 2 it is only within the course of the past year
that this methodology has been used to examine the transport of the hydroxide ion.4 3 The
model used for this study was developed by our collaborators at the University of Illinois
at Urbana-Champaign. 36 In this model, the offdiagonal elements of the EVB Hamiltonian
are parameterized to reproduce the results of ab initio electronic structure calculations
(MP2/aug-cc-pVDZ) of various configurations of the H3 02~ ion, while the diagonal
elements are based on a classical empirical simulation potential of aqueous NaOH that
does not allow for proton transfer.3 5 This empirical potential describes water molecules
using a flexible SPC/E model44 and treats the sodium cation as a Lennard-Jones particle
with a positive charge of 1.0 e.
The electron density of the hydroxide ion is treated in a unique manner in the
classical potential. Previous attempts to model the hydroxide ion using simple point
charges placed on the atom centers often result in the appearance of overcoordinated
structures, wherein the ion accepts 5 to 7 hydrogen bonds4 5 and donates a strong
hydrogen bond through its hydrogen atom. These results are inconsistent with neutron
scattering experiments, which suggest that on average the ion can only donate a weak
hydrogen bond and possesses a coordination number of 3.9.46'47 To correct this problem,
the empirical potential that we employ distributes the negative charge of the ion onto a
massless, charged ring instead of a point centered on its oxygen atom (Fig. 7-1). This
choice is motivated by the results of CPMD simulations that show that the negative
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Figure 7-1: Empirical charged ring model employed for the OI~ ion. From Ref. 36.
Instead of placing the charge of the oxygen atom at the atomic center, it is spread
uniformly along twenty massless positions along a ring perpendicular to the OH~ bond
axis.
charge of the ion is often distributed in space somewhat evenly about its oxygen atom.12
MS-EVB Simulations carried out employing this potential give an average coordination
number* of 3.7 for the ion and radial distribution functions similar to those found in the
CPMD simulations.36  The model gives a diffusion constant of 0.31 A2/ps for the
hydroxide ion, which is within a factor of two of the experimental value of the diffusion
constant, 0.53 A2/ps, determined on the basis of mobility measurements.48
The results presented in this chapter were derived using a pair of MS-EVB
simulation trajectories consisting of a single NaOH ion pair solvated by 214 H20
* One of the most commonly used hydrogen bonding definitions in water is one based on geometric criteria,
Roo < 3.5 A and a HOO angle less than 30* (See Fig. 5-1 of Chapter 5). We adopt this definition when
discussing hydrogen bonding, but drop the angular constraint when determining the coordination number of
the ion. Small changes in the cutoff values used in this definition were found to make only minor changes
to the results presented in this chapter.
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molecules in a cubic box with periodic boundary conditions (density = 1.01 g/cm3 ). The
system was equilibrated for 100 ps by using velocity rescaling (T 303.8 K) before
making a production run 900 ps in length in the NVE ensemble using the Velocity-
Verlet integrator. 49 For one trajectory, a 0.5 fs time step was used while a 1.0 fs step size
was employed for the other, but no discernable differences in the dynamics were detected.
Ewald summation was used to account for long-range electrostatic forces. The kinetic
energy was rescaled every 10 ps to compensate for minor energy drift. This energy
rescaling has been demonstrated to not affect the diffusion constant of the ion,36 leading
us to conclude that it does not disturb the dynamics of the system over the time scales of
interest.
7.3. Methodology for the Calculation of Vibrational Frequencies
Comparison between simulation and experiment can provide us with a means of
interpreting our experimental results in mechanistic detail. In Chapter 5, we employed a
method based on second order perturbation theory to calculate vibrational frequencies
from a classical water simulation model. However, given that the stretching potential of
a Zundel-like H302~ state is expected to resemble a double well, we anticipate that the
method used for the calculation of vibrational frequencies in Chapter 5,10 which describes
changes to the O-H stretching frequency through weak perturbations applied to a Morse
potential, will be unable to properly describe the spectral signatures associated with
proton transfer events. This has forced us to develop a new methodology 50 for the
calculation of both vibrational frequencies and transition dipoles that is derived from
semiempirical cluster-based mapping methods used in simulations of isotopically dilute
water.27,32,51-54
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Our methodology employs a Hamiltonian similar to that used in Chapter 5 to
describe the spectroscopy of dilute HOD in D2 0:
H=Hs+H B +HsB. (7-1)
Hs denotes the quantum mechanical degree of freedom probed by our experiments, the 0-
H stretch of the HOD molecule, while HB describes the remaining intra- and
intermolecular degrees of freedom of the system. In writing Eq. 7-1, we have made an
adiabatic separation between the O-H stretch and the modes of the bath. For liquid
configurations wherein the proton is localized on the HOD molecule, this assumption
holds well sine the motions of the bath are much slower than the O-H bonds vibrational
period. However, as a proton becomes shared between a HOD molecule and an OD~ ion,
its vibrational frequency is expected to decrease significantly. Infrared spectra of
concentrated bases display a broad absorption continuum that spans values from a few
hundred wavenumbers up to the low frequency side of the O-H stretch peaked at 3400
cm-.55 Gas phase measurements of the H302~ ion have shown that the shared proton
stretch can reach values as low as 697 cm .56 Thus, as the frequency of the O-H stretch
decreases during proton transfer, it can come into resonance with both the bending
transition of the HOD molecule as well as combination bands involving intermolecular
motions such as librations. In this case, our assumption of a lack of coupling between the
O-H stretch and the other modes of the system is not expected to hold. Despite this
shortcoming, as we shall see in the discussion that follows, we can still gain insight into
our experimental results through the use of this model. In the sections below, we will
note instances where this inadequacy of our model manifests itself in our results.
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To determine the shift in the energy of each of the system eigenstates due to the
coupling between the system and bath degrees of freedom, HSB, we use a map generated
from electronic structure calculations that links the shift in the energy of each eigenstate
to a collective coordinate that can be computed from the MS-EVB simulation at each
time step. To generate this map, we output a series of instantaneous atomic
configurations from the simulation. For each configuration, we select a hydrogen atom
and then form a cluster containing any water molecules whose oxygen atoms are within
9.286 A, half the simulation box size, of the selected hydrogen. We also include both the
Na+ and OH- ions present in the simulation if they fall within this distance criterion.
Although the simulation dynamics are propagated with an entirely protonated sample, in
constructing the cluster we assume that the selected hydrogen atom is that of a HOD
molecule and that all other hydrogens in the cluster are deuterons.! We then stretch the
O-H bond using DFT calculations (Gaussian 98: B3LYP 6-311+G(d,p)) in which all
molecules within 5 A of the selected hydrogen (16-18 molecules) are treated explicitly
and the remaining molecules in the cluster (100) are treated as point charges and
calculate the vibrational potential in 0.1 A steps (Fig. 7-2). The calculated potentials are
then fit to an 8th order polynomial and the vibrational frequencies and transition dipole
moments for transitions involving v ='0-3 are obtained from the 1D O-H stretching
potential through the discrete variable representation method using a basis set of 75
t From this point forward we will describe the simulation as if it consists of an isotopically dilute mixture
even though it consists of a fully hydrogenated system. When referring to multiple water molecules, the
designation of a given molecule as HOD or as an OH~ ion will indicate that we are examining the
vibrational frequencies of that molecule. Molecules referred to as D20 or OD may influence the behavior
of molecules whose frequencies we examine, but are assumed to be spectroscopically inactive. It should
also be kept in mind that each of the time scales that we determine from the simulation correspond to that
of a hydrogenated bath. Experimentally, we examined a dilute solution of HOD in NaOD/D20. While the
comparison of experimental and simulated time scales for motions involving the shared proton stretch are
appropriate, we expect simulated time scales for the motions of the bath to be faster than those inferred
from our experiments.
-273-
0.8 1.0 1.2 1.4 1.6
ROH (A)
Figure 7-2: Illustration of our procedure for the calculation of vibrational frequencies.
Clusters extracted from the MS-EVB simulation serve as an input to DFT electronic
structure calculations that are used to stretch an 0-H bond in the middle of the cluster.
This yields a ID potential energy surface from which the vibrational eigenstates and
transition dipole moments can be calculated. The set of calculated frequencies and
transition dipoles are then mapped onto a coordinate that can be easily calculated from
the simulation at each time step.
harmonic oscillator states and the reduced mass of the HOD molecule (0.954426 amu).
1205 separate clusters were analyzed to generate the frequency map. In 19% of these
clusters, the nearest neighbor to the HOD molecule is another water molecule, while 44%
of the clusters correspond to a HOD molecule that is hydrogen bonded to the hydroxide
ion. In the remaining clusters we stretch the O-H bond of the hydroxide ion itself. To
ensure a proper sampling of proton transfer events, -60% of the clusters where the HOD
molecule is in the solvation shell of the hydroxide ion were sampled at evenly spaced
intervals over 24 separate proton exchange events.
Once the frequencies and transition dipoles of each cluster have been determined,
a suitable mapping variable that can be calculated from the simulation at each time step at
low computational cost must be selected. Previous simulation studies of HOD/D20 have
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Figure 7-3: Correlation between the projection of the collective electric field onto the
0-H bond at the position of the proton, Ep,.,, and (oo calculated from clusters taken from
the MS-EVB simulation. For a given DOH--OD~ configuration, 8 = IrHO-rOH-I. An
equally shared proton corresponds to S= 0.
noted a strong correlation between OOH and the component of the electric field projected
along the O-H bond at the position of the proton.32,i,' 7  This represents a logical
coordinate to choose for the mapping of )OH since the first order perturbative correction
to the O-H frequency resembles a Stark shift Hamiltonian.10 In Fig. .7-3 we plot a
comparison between the frequency of the v = 1 <-0 transition (0oo) determined from our
cluster calculations and the collective electric field projected along the O-H bond. To
calculate the collective field, we have only included field contributions due to molecules
contained within each cluster, and assumed that the negative charge of the hydroxide ion
is localized on its oxygen atom. Calculations of the collective field including all
molecules in the simulation box as well as Ewald sums make only minor changes in the
calculated values of the field. 10'3 2 For values of the field below 0.06 a.u. (1 atomic unit =
51.442 V/A), a range indicative of HOD molecules hydrogen bonded to D20, we find
that the correlation between io and Eproj is approximately linear, similar to the results
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presented in Fig. 5-1 of Chapter 5. However, this linear correlation observed for weak to
strong hydrogen bonds is observed to break down for DO--H--OD~ structures when the
difference in O-H distances, 6, becomes small (6 < 0.25 A). At a value of Eproj = 0.15
a.u., the calculated values of Colo span a range between 600 cm-' and 2000 cm-1,
indicating that a variable better correlated with oio is needed for the mapping of
vibrational frequencies.
Recent simulations of a model parameterized to describe proton transfer in a
phenol-amine complex dissolved in chloromethane found a 1:1 mapping between the
difference in energy of the reactant and product wells of the O-H stretching potential and
its vibrational frequencies. 58 In Fig. 7-4B we plot the correlation between the frequency
of the v = 1<-0 transition, io, and the solvent coordinate, AEsol, calculated from the ID
potentials derived from the electronic structure calculations. AEsoi is defined as the
difference in energy of the O-H stretching potential evaluated at two distances, 1.0 and
1.5 A, which approximate the positions of the two minima of the potential for a proton
that is strongly shared between two oxygen atoms (Fig. 7-4A).1 For a proton localized on
a HOD molecule, we expect AEs0i to adopt a large value. As the proton becomes more
delocalized between two oxygen atoms, AEso0 will decrease and eventually reach a value
of zero for a proton that is equally shared in a Zundel-like configuration. This is exactly
the behavior observed in Fig. 7-4B. HOD molecules that donate hydrogen bonds to D2 0
display values of AEso0 in the range of 10000 - 23000 cm-1, while configurations in which
I This is not meant to mean that these two distances actually correspond to the minima of the potential for
an isolated H302~ ion. While physically motivated, these values were selected after computing AEsoi using
different positions for the calculation of the potential energy of the system. The values 1.0 A and 1.5 A
were found to give the largest change in AEso, with olo.
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Figure 7-4: (A) Schematic illustration of the solvation coordinate, AEoi, used as a
mapping variable for the calculation of vibrational frequencies. This parameter
corresponds to the difference in energy of the potential evaluated at two points close to
the minima of the double well potential for a proton shared between two oxygen atoms.
As the proton becomes equally shared, this parameter approaches zero. (B) Mapping
between AE,., and oio calculated from DFT calculations performed on clusters extracted
from the MS-EVB simulation. As in Fig. 7-3, 8 is defined as 8 = IrHO-rOH-I for a given
DOH--OD- configuration.
the proton is nearly equally shared (8 < 0.25 A) are clustered about AEsoi = 0. Likewise,
the stretching transition of the OH~ ion is found to adopt frequencies in the range of 3500
- 3700 cm~1, consistent with the appearance of a peak on the high frequency side of the
0-H stretching transition in Raman spectra of concentrated aqueous alkali solutions.59 -2
Although the mapping between AEsoI and joo is nonlinear, it is single valued and has a
high correlation coefficient, p = 0.955. Thus, AEs0 can be used for the calculation of
vibrational frequencies. Interestingly, no discontinuity is observed between points
calculated by stretching the bonds of HOD molecules and OH- ions despite the fact that
these are two distinct chemical species. This suggests that a general relationship between
AEsol and oIo may exist for many different types of O-H bonds.
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Unfortunately, the calculation of AEs01 using DFT at each simulation time step is
too computationally expensive to be practical. As an approximation of the solvent
coordinate determined on the basis of DFT, at each time step we stretch the O-H bond
and calculate AEsoi using the EVB potential. Tracing out the full 0-H stretching potential
in this fashion is inaccurate because the empirical model used for water parameterizes the
Lennard-Jones force solely in terms of the oxygen atom positions. Nonetheless, our
calculations suggest that although the computation of AEs01 in this manner is a poor
approximation to that derived from DFT, comparison of the two quantities shows that
they are linearly correlated (p = 0.95, See Appendix 7.A). Thus, as an initial step, we
map the solvation coordinate calculated using the empirical EVB potential, AEEVB, Onto
that estimated on the basis of DFT calculations, AEDFT, using this linear correlation. The
mapping shown in Fig. 7-4B is then subsequently used to calculate 0 io.
The green trace in Fig. 7-4B represents a 4th order polynomial fit to the calculated
data. In a subset of the calculated points, AEs01 is found to adopt a negative value,
indicating a preference for these configurations to engage in proton transfer. However,
the mapping between AEso0 and oio appears to behave symmetrically about AEsoi = 0, so
we have reflected our polynomial fit to the data about this point. Values of oi0 calculated
using this fit give a rms error of 54.8 cm-1 for HOD molecules hydrogen bonded to D2 0.
This is a comparable level of error to that obtained for a recent electric field-based
frequency map for HOD/D20.53 In Appendix 7.A, we give tables of the fit parameters
used to calculate the remaining vibrational frequencies of the potential and provide a
description of our methodology for the calculation of the transition dipole moments that
link the vibrational eigenstates of the potential.
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7.4. Correlations Between Frequency and Structure
With a methodology in place to calculate vibrational frequencies, we can now
directly test how changes in the hydrogen bonding configuration of the HOD molecule
are reflected by shifts in the vibrational frequencies of the O-H stretching potential. In
Fig. 7-5A we plot the correlation between (oo and 6, the difference between the O-H
bond length and the distance of the proton to its hydrogen bonding partner. The
yellow/red contours plotted in the figure correspond to HOD molecules hydrogen bonded
to D20 (hereafter referred to as HOD/D20), while the blue contours denote water
molecules in the solvation shell of the OD~ ion. At frequencies below 3400 cm', the
correlation between oio and 6 for molecules hydrogen bonded to D20 is relatively narrow
and approximately linear. At higher frequencies, the correlation widens due to the large
distribution of strained or broken hydrogen bonding geometries present in the liquid. The
calculated correlation between 6 and oio for HOD/D 20 appears similar to that which has
been calculated between oio and other geometric parameters such as the oxygen-oxygen
separation between the HOD molecule and its hydrogen bonding partner,26,3 1,57,63 and
lends support to the validity of our frequency calculation methodology.
Examining the correlation for the first solvation shell of the OD~ ion, we find that
the range of frequencies spanned by molecules in the ion's solvation shell is quite broad,
extending from values as low as -700 cm~ up to 3500 cm~ . While the range of possible
values of 6 for a given value of mIo is quite broad compared to that found for HOD/D20,
we do find an approximately linear correlation between 6 and oio below O1o = 3000 cm-'.
This indicates that we can interpret spectral shifts in oio in terms of changes in the
strength of the hydrogen bond formed to the ion. At higher frequencies, we find that the
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Figure 7-5: (A) Correlation between ~o and 8 for HOD molecules whose nearest
neighbor is D20 (yellow/red contours) and molecules within the first solvation shell of
the OD~ ion (blue/purple contours). (B) Static frequency distribution for HOD molecules
in the solvation shell of the OD~ ion (black). This distribution is subdivided into
contributions due to three- (red dotted) and four-coordinate (blue dashed) OD- ions.
correlation plots calculated for the solvation shell of the OD~ ion and for HOD/D20 do
not lie on top of each other. For an identical set of geometries, a hydrogen bond formed
to OD~ will more strongly perturb the HOD molecule's O-H stretching potential than one
formed to D20 due to the ion's negative charge, resulting in a larger red shift of oio.
In the MS-EVB model, we find that in 60% of the realized simulation
configurations, the OD~ ion has four nearest neighbors while in 38% of the configurations
it only has three neighboring waters. In a study of the hydroxide ion in gas phase clusters,
Li, Teige, and Iyengar"4 suggested that three- and four-coordinated hydroxide ions can be
differentiated on the basis of their vibrational spectra. In Fig. 7-5B we test our ability to
differentiate these two different types of ion configurations on the basis of oio. In black
we plot the total static frequency distribution for molecules in the ion's first solvation
shell, while in red and blue we plot the contributions to this distribution due to
configurations in which the ion's solvation shell consists of three or four water molecules,
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respectively. While we do find that molecules in three-coordinate configurations tend to
preferentially absorb at lower frequency, the frequency distributions of three- and four-
coordinate configurations are quite broad and overlapping. While gas phase spectra of
these two types of configurations may allow them to be differentiated,64 in the condensed
phase we conclude that it will be difficult to identify spectral signatures that can be used
to uniquely identify three- or four-coordinate hydroxide ions.
7.5. Signatures of Proton Transport in 1D Lineshapes
Before we can use our DFT-based frequency calculation methodology to compute
nonlinear vibrational signals, we must first verify that it can reproduce the salient features
of the linear absorption spectrum of dilute HOD in NaOD/D 20. In the absence of
lifetime effects, the absorption lineshape is proportional to the Fourier transform of the
linear response function, R (r) :65-67
R(1 (r)= p o (r) pjo (0)|exp -iao (t)dt (7-2)
In writing Eq. 7-2, we explicitly take into account the variation of the 0-H transition
dipole with frequency (non-Condon effects) by allowing pio to vary in time. The
variation of the O-H transition dipole has been demonstrated to play a strong role in the
vibrational spectroscopy of water5 2,68 and other hydrogen bonding systems. 69 We will
show that this variation plays an extremely important role in vibrational spectra
associated with the structural diffusion of the hydroxide ion.
To identify the spectral signatures associated with a HOD molecule simply
interacting with the D20 bath, we have calculated the 1 D lineshape for a HOD molecule
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Figure 7-6: (A) Comparison between the experimental absorption spectrum of 1% HOD
in D20 and that calculated for a HOD molecule that does not enter the solvation shell of
the OD~ ion. Although the calculated lineshape is red shifted by 36 cm~' relative to
experiment, its linewidth is quite comparable, validating to our simulation model. (B)
Static frequency distribution and absorption lineshape calculated for a HOD molecule
that spends 7.4% of the simulation trajectory in the solvation shell of the OD~ ion. The
large increase in intensity at low frequency is due to a strong non-linear variation of the
O-H transition dipole with oio.
that remains outside the solvation shell of the OD~ ion throughout the simulation run. In
Fig. 7-6A, we plot a comparison between the calculated lineshape and the linear
absorption spectrum of a solution of ~1% HOD dissolved in D20. While the calculated
lineshape appears to be shifted to lower frequency by 36 cm4 (oma = 3370 cm 1), its
linewidth of 252 cm'1 matches well with that found experimentally (260 cm-' FWHM).
The overall good agreement between the calculated and experimental lineshapes suggests
that our simulation model may be able to reproduce the salient features that appear in the
experimentally measured nonlinear signals described in Chapter 6.
In Fig. 7-6B, we extend our lineshape calculation to molecules in the solvation
shell of the OD~ ion. The red trace shows the static frequency distribution for a HOD
molecule that remains in the ion's solvation shell for 7.4% of the total simulation run.
Examining this frequency distribution, we find that the HOD molecule maintains a
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frequency centered near 3435 cm' when hydrogen bonded to D20. However, the
frequency distribution also contains a long tail that extends to values as low as -700 cm'
due to interactions between it and the OD~ ion. In blue we plot the calculated absorption
lineshape for this trajectory. While at high frequency we observe a red shift of -65 cm~1
and narrowing of the absorption spectrum relative to the static frequency distribution due
to non-Condon effects, the most striking feature seen in the absorption spectrum is the
large increase in intensity in the frequency region below 3000 cm-1, which corresponds to
the frequency range wherein the HOD molecule forms a hydrogen bond to the OD~ ion.
Even though the HOD molecule adopts a frequency below 2950 cm' for only 7% of the
total simulation run, this spectral range contributes 43.5% of the total integrated
absorption lineshape.
In Fig. 7-7A we plot the transition dipole of the v = 1 <-0 transition determined
from our cluster calculations as a function of its corresponding vibrational frequency, oio.
As oio decreases, we find that pi1o increases sharply. Previous work that examined non-
Condon effects in dilute HOD in D20 concluded that pio varied by as much as a factor of
1.45 across the O-H lineshape at 20 *C.70 Our results show that this observed increase in
tio with decreasing frequency continues into the low frequency region indicative of
protons shared in a DO--H--OD~ configuration. At a frequency of 1000 cm~1, pio is
roughly five times as intense as its value at 3406 cm-1, the peak of the experimental 0-H
stretch absorption lineshape of 1% HOD in D20. This large increase in the transition
dipole moment allows us to rationalize the large increase in intensity at low frequency in
the calculated linear absorption spectrum.
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Figure 7-7: (A) Dipole matrix elements for the v = 1 <-0 and v = 2-O transitions plotted
vs. their respective frequencies, io and 020. The green lines plotted on top of the data
represent cubic fits that are used to calculate gio and p20 from oio and 020. The shaded
region represents the frequency range probed in the experiments described in Chapter 6.
When O20 enters this range, its transition dipole is -2/3 that of 0o0. (B) A -6 ps section
of a frequency trajectory during which the observed proton partially transfers to the
hydroxide ion. During each of the attempted transfer events, the Q20 transition moves
within the experimentally probed frequency region (grey).
This very strong dependence of ptio on frequency is not unexpected. Zundel
originally proposed that the continuous absorption observed in strong acids and bases
results from the presence of highly polarizable H502+ or H302~ ions, respectively.
4
','
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The excess charge placed upon these species allows them to rapidly alter their structure in
response to dielectric fluctuations of the surrounding liquid environment, thereby
inducing large, rapid perturbations to the O-H stretching potential that can sweep its
vibrational frequency across the entire mid-infrared range. Of course, the converse of
this argument is also true. As the proton in the complex moves, the excess charge of the
complex can rapidly redistribute itself to minimize its associated energy, thereby leading
to a large variation in the dipole of the complex with the position of the proton. This
hypothesis can also explain why such a strong absorption is seen from shared protons
relative to the water stretching transition in strong acids and bases even though shared
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proton configurations states are present in much smaller quantities. In 10.6 M NaOH
solution, the molarity of H20 is 50.85 M (calculated using density data in Ref. 25), which
gives a water O-H bond concentration of 101.7 M. Even if every hydroxide ion in
solution participated in a strong H302~ ion, the concentration of these species would only
be 10.6 M, roughly 10% of that of water. However, the continuum absorption that
extends from the O-H stretch of HOD in 10.6 M NaOD to lower frequency is ~65% as
intense as the peak of the O-H stretch (See Fig. 6-1), and implies that the O-H transition
dipole must increase with decreasing frequency.
Simulations of a simple one dimensional model A--H--A* complex showed that
modulations to the O-H stretching potential are capable of inducing large continuous
absorption spectra with strong transition dipole moments, 71 lending support to Zundel's
proposal. More recent simulations using an MS-EVB simulation model of the excess
proton in water have shown that the bond lengths of the H30 ion are quite dynamic and
respond rapidly to changes in the structure of its first solvation shell.72 In the case of a
partially deuterated HOD 2* ion, these dynamic bond length changes will induce large
changes in the 0-H stretching frequency of the ion as well as its associated transition
dipole. In the case of the OH~ ion, CPMD simulations find that the three lone pair
electrons of the complex can effectively blend together forming a delocalized ring around
the ion's oxygen atom, but that as the ion begins to form a H302~ ion, this ring of charge
becomes polarized toward the shared hydrogen atom.1 This change in the electronic
structure of the ion suggests that small changes in the position of the shared proton can
induce large changes in the overall dipole moment associated with the ion.
-285-
An important corollary to these observations is that since the large increase in the
transition dipole of shared proton configurations is the result of a rapid redistribution of
the ion's charge as the shared proton moves and not due to the matrix element of the
position operator linking the v = 0 and 1 eigenstates, we expect not only a large increase
in tio as the proton becomes more delocalized but a large increase in each of the
transition dipole matrix elements of the potential (See Appendix 7.A for a description of
the calculation of transition dipole matrix elements). In Fig. 7-7A, in addition to p1io, we
have also plotted the transition dipole for the first vibrational overtone transition
determined from the cluster calculations, p20, against its corresponding vibrational
frequency, 0)20. Similar to the behavior of the fundamental transition, pL20 shows a strong
increase in intensity as (020 decreases. While for any given configuration t20 is at least an
order of magnitude smaller than pio, a striking observation is made when we examine the
3 pim frequency region that we have probed experimentally in Chapter 6. Within this
range of frequencies (2900 cm-1 - 3600 cm~1, grey shaded region), we find that t20 adopts
values that are ~2/3 of that of pio. If the vibrational potential of the HOD molecule
becomes distorted enough during proton transfer events that 020 can shift to low enough
frequency that it enters the bandwidth of our excitation pulses, it can generate a spectral
signature that will be strong enough to observe experimentally!
In Fig. 7-7B we plot an example frequency trajectory wherein the examined HOD
molecule undergoes multiple attempted proton transfer events with a neighboring OD~
ion. During these events, oi~o undergoes an extremely strong and rapid red shift as the 0-
H stretching potential broadens. However, as Colo decreases in value, so too do the higher
transitions within the vibrational potential. As in Fig. 7-7A, the shaded region in Fig. 7-
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7B represents the frequency range probed in our nonlinear infrared experiments. During
proton transfer events, 020 moves into this range when the proton becomes shared
between the HOD molecule and the OD~ ion. Given the large amplitude of pL20 when 020
falls into this frequency range, these observed rapid modulations of the O-H vibrational
potential suggest that excitation pathways exist wherein the first pulse can interact with
the v = 2<-O transition of a transferring proton in a Zundel-like state, but because of
shifts in the shape of the vibrational potential as the proton localizes, subsequent pulses
probe the fundamental transition of the now localized O-H stretch.
Before we can consider the implications these results have for the interpretation of
our nonlinear infrared experiments, we must first verify that the linear absorption spectra
predicted by our model is consistent with experiment. Unfortunately, making a proper
comparison is complicated by the fact that the MS-EVB simulation model that we have
employed has not yet been parameterized to include interactions between identical ions
(i.e. OH~/OH~ or Na*/Na* mutual repulsion), limiting us to simulations containing only a
single Na*/OH~ ion pair. Given the number of water molecules we have chosen to
simulate (214), our simulation box corresponds to a 0.26 M NaOH solution, a
concentration that is much smaller than that which we investigate experimentally.
Moreover, the simulation is run for a finite length of time that is much smaller than that
needed to allow each water molecule in the simulation to properly sample all possible
configurations available to it. Thus, each water in the simulation spends a different
amount of time in the solvation shell of the OD~ ion. This complicates a proper
determination of the quantitative scaling of intensities between the peak of the (OOH
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absorption spectrum near 3370 cm~1 and the continuum absorption band at lower
frequency.
As a means of estimating how the absorption spectra of the MS-EVB model will
change with increasing NaOD concentration, we make the assumption that we can
decompose the linear absorption spectrum shown in Fig. 7-6B into two contributions, the
peak centered near 3370 cm~1 due to HOD/D20 and the broad absorption centered near
1600 cm~1 due to HOD molecules hydrogen bonded to OD~. We then select different O-H
frequency trajectories from the simulation wherein the selected HOD molecule spends
differing amounts of time in the OD~ ion's solvation shell. Examining spectra for these
selected HOD molecules, we find that the intensity of the two spectral features appears to
change linearly as a function of residence time in the OD~ solvation shell. Based on the
known concentration dependence of the density of aqueous NaOH25 and estimates from
neutron scattering46 of how the coordination number of the OH- ion changes with NaOH
concentration, we can relate the percentage of the simulation time that each molecule
spends in the OD~ solvation shell to an effective NaOH concentration by assuming that
hydrogen bonds are statistically distributed between water and OD- ions (See Table 6-2).§
If we make the further assumption that the two broad spectral features that we identify do
not change with NaOD concentration, we can extrapolate their intensities to higher
deuteroxide concentration.
§ In performing this calculation, we have assumed that we have assumed that the spatial composition of a
NaOD solution is identical to that of a NaOH solution of equivalent concentration. As mentioned in the
previous chapter, the molarities of pure D20 and H20 only vary by ~0.5%, so we feel that this assumption
is valid. It is worth noting that the neutron scattering results described in the text46 '47 also require this
assumption since isotopic dilution experiments are used to separately determine the oxygen-oxygen,
oxygen-hydrogen, and hydrogen-hydrogen radial distribution functions.
-288-
- - 2.6M 10.6M: 02o 1 -10.6M La
1.6 - -5.3M .o .06 - -- 10.6M: "o
-. 05
1.2 
.04 -
.03.
~0.8-\\~0
V.02-
--
0.4-.01
0 .00. ...... 0~0 1000 2000 3000 4000 3500 4000 4500 5000
col2nc (cm-1) coI2,c (cm 1)
0.4 
- .12
C -- 2MNaOH f 6 cm 1
-4M NaOH *) c
0 ---- 7M NaOH 0 0 0e
-IOM NaOH CO
a 0.2
0 00.
.02-
0 -04000 5000 6000 7000 0 210
oM/2rc (cm- 1) NaOH Concentration (M)
Figure 7-8: (A) Linear absorption spectra calculated from the MS-EVB simulation
assuming that the spectrum can be decomposed into two separate features. Also plotted
is the contribution to the 10.6 M spectrum from (020 (dash dotted cyan), which forms a
non-negligible contribution to the overall absorption profile. (B) Close up of the high
frequency region above the peak of the o)10 contribution to the spectrum. In the case of
10.6 M NaOD, we find that the increase in absorption in this region is almost completely
due to (020. (C) Experimental NIR spectra of the overtone and stretch-bend combination
band of the 0-H stretch of aqueous Na0H solutions. (D) As the NaOH concentration
increases, the peak of the 0-H stretch overtone at 6900 cm 1 decreases linearly, while the
continuum absorption below the stretch increases. The intensity of the continuum
appears to increase with decreasing frequency.
In Fig. 7-8A we plot the results of this extrapolation. The basis fiunction used for
the scaling of the HODtD2 like response was taken from the calculated lineshape for
HOD molecules that do not enter the OD ion's solvation shell while the basis function
for the solvation shell response was determined by performing a singular value
decomposition analysis73 on a series of lineshapes calculated for HOD molecules with
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different residence times in the OD~ solvation shell. Contributions to the lineshape from
both the v = 1 -0 and v = 2-0 transitions are included in the analysis. From the figure,
we see that the qualitative features observed in spectra of concentrated bases55 are
reproduced. As the NaOD concentration increases, the peak of the HOD/D20 stretch is
found to decrease while intensity grows in at lower frequency. In our model, instead of
observing a largely featureless continuum absorption similar to that found in spectra of
concentrated acids and bases,4 we instead find a broad peak centered near 1600 cm- .
One likely explanation for this discrepancy is our assumption that a single coordinate,
AEsoi, can be used to uniquely map the vibrational frequencies and transition dipoles of
the O-H stretching potential is not valid. While the correlation between oi 0 and AEso0
displayed in Fig. 7-4B is quite good for large values of AEsoi, as this quantity approaches
zero the correlation is observed to decrease. A recent study of the gas phase F~(H 20) and
F~(D 20) complexes found that the frequencies and intensities of the vibrational transitions
of the bridging hydrogen stretch could not be adequately reproduced unless the heavy
atom O-F~ stretching coordinate was considered in addition to the O-H stretch.74 We
suspect that future versions of our frequency calculation methodology that takes into
account the oxygen-oxygen stretch of Zundel-like shared proton configurations may give
better agreement with experimental absorption spectra. Nevertheless, the qualitative
agreement between experiment and our simulation model suggests that we can use this
model as a means of interpreting our nonlinear experiments.
Fig. 7-7 shows that during proton transfer events, overtones of the O-H stretching
potential may move into the frequency range normally associated with hydride stretches
that are localized on a single HOD molecule. To determine the contribution of these
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transient excursions involving the v = 2<-0 overtone, in Fig. 7-8A we also plot the
contribution to the 10.6 M spectra due to this transition. Over the 2900 - 3600 cm-I
frequency range, the v = 2<-0 transition contributes 9.5% of the total integrated area of
the calculated 10.6 M NaOD absorption spectrum, a small but non-negligible amount.
Moreover, the contribution of this overtone in the frequency range normally associated
with the 0-H stretch fundamental makes a direct prediction about the spectra of
hydroxide solutions at higher frequency. If we examine the high frequency side of our
calculated lineshape, we find that there is an increase in absorption to the blue of the peak
of fundamental 0-H stretch that is entirely due to the overtone of HOD molecules that
form strong hydrogen bonds to OD~ (Fig. 7-8B).
To determine if this prediction from our model matches experiment, we recorded
spectra of NaOH solutions in the NIR frequency range between 3000 and 7200 cm~1 (Fig.
7-8C). In this range we find the presence of two peaks, the stretch bend combination
band at 5200 cm-1 and the overtone of the O-H stretch broadly centered at 6900 cm-1. As
the NaOH concentration is increased, we observe both of these bands to decrease
concurrent with the appearance of a continuous absorption over the entire examined
frequency range (Fig. 7-8D). Moreover, the intensity of the continuum absorption is
observed to increase with decreasing frequency, which is consistent with the variation of
p120 with 020 predicted by our frequency model. NIR spectra measured for the frequency
range corresponding to the third overtone (v = 3<-0) of the 0-H stretch in NaOH and
KOH solutions show similar evidence for the appearance of a continuum absorption that
extends from the peak of the third overtone to the high frequency side of the o20
absorption lineshape.75 Interestingly, at a NaOH concentration of 7 M, in Fig. 7-8C we
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observe the appearance of the overtone of the OH~ stretch on the high frequency side of
the O-H stretch overtone transition. The separation between these two overtone features
is much greater than that observed for their fundamental transition (See Fig. 6-1), and
may afford a clearer means of measuring spectral features due to the exchange of these
two types of hydride stretches.
7.6. Calculation of the Third-order Response Including Forbidden Transitions
In Chapter 2, we described much of the theoretical framework that is commonly
used for the calculation of nonlinear infrared signals and applied this in Chapter 5 to
calculate 2D IR spectra of isotopically dilute HOD in D20. In this system, the O-H
stretch of the HOD molecule is weakly anharmonic, and only transitions that obey the
typical dipole selection rules associated with vibrational spectroscopy (Av = ±1) needed
to be considered. However, due to the large frequency shifts that occur during proton
transfer events and the strong increase in the O-H transition dipole that accompanies
these shifts, to properly calculate 2D spectra of dilute HOD in NaOD/D 20 we must
consider interaction pathways wherein overtone transitions of the HOD molecule can be
directly excited.
In Fig. 7-9 we plot each of the Feynman pathways that are possible when
overtone transitions involving a change in vibrational quantum number of ±2 are allowed.
In addition to the six Feynman diagrams normally considered for an isolated vibrational
system (Fig. 7-9A), we find a similar set of excitation pathways involving only Av = +2
transitions (Fig. 7-9B) as well as pathways involving mixed excitation of Av = ±1 and +2
transitions (Fig. 7-9C). Half of this set of mixed excitation pathways describes processes
wherein the first pair of excitation pulses excites the v = 2<-O transition of a proton
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Figure 7-9: Feynman pathways that allow for vibrational transitions involving a change
in quantum number of ±2 in addition to the normally allowed Av = ±1 transitions. (A)
Feynman diagrams for transitions with Av = ±1 only. (B) Diagrams for transitions only
involving Av = ±2. (C) Diagrams involving both Av = ±1 and Av = ±2 transitions that
form a population state during 12. (D) Feynman pathways containing both Av = ±1 and
Av = ±2 excitations that form a vibrational coherence during the waiting time.
shared between a HOD molecule and an OD~ ion and due to shifts in the proton potential
as the proton localized on either oxygen atom of the complex, the third excitation pulse
interacts with either the newly formed molecule's v = 1 <-0 transition or other Av = +1
transitions that fall within the bandwidth of the excitation pulse. Likewise, the other half
of this set of pathways describes instances where the coio transition of a localized proton
of a HOD molecule is excited, but subsequent pulses excite vibrational overtones due to
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the formation of a Zundel-like configuration. A last subset of Feynman pathways
wherein a coherence between the v = 1 and v = 2 eigenstates of the system oscillates
during the waiting time is also possible (Fig. 7-9D). For this pathway to contribute to the
measured experimental data, the O-H potential must fluctuate rapidly, so that both OIo
and 020 fall into resonance with the excitation pulses during the t1 coherence period.
Provided that the fluctuations of the vibrational potential are fast enough, these diagrams
may contribute strongly to vibrational echo experiments like the photon echo peak shift
and 2D IR spectroscopy, but will not contribute strongly to pump-probe spectra since 11
is limited to the excitation pulse length in these experiments.
With this set of Feynman diagrams in hand, we can write out expressions for the
third-order response of the system using the methodology outlined in Section 2.4.1 of
Chapter 2. More specifically, we can use the semiclassical result given by Eq. 2-22 to
write out the following expression for the response in the limit of delta function pulses:
S,(r372,71 ~ , 1 + r2+ r 3 )j eri +r2c1a()#(3r,1)
abcdefij
T +T 2
$,( 3,12,r1 ) = exp ±i ab(t)dt i f (COd(()-ab(t))dt (7-3)
0 lT
TI +T 2 +T 3
+i f(We,(t)-wed(0h wab(t) dt
"I + "2
where S. and S+ represent the rephasing and nonrephasing responses respectively. Eq. 7-
3 is written in a form applicable to the Feynman pathways that appear in Fig. 7-9, and is
not generally true otherwise. To calculate the full third-order response, we must evaluate
Eq 7-3 for each of the Feynman pathways that appear in Fig. 7-9, replacing the pairs of
indices ab, cd, ef, and ij with the pair of eigenstates that are linked by each excitation
pulse, keeping in mind the sign associated with each diagram. Diagrams that return to
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the ground state after T3 denote either photo bleaching of the ground state or stimulated
emission and are positively signed since they add to the signal field. Conversely,
excitation pathways that result in the formation of an excited population state correspond
to photo induced absorption, which detracts from the signal field and is negatively signed.
In writing Eq. 7-3, we have written each of the transition dipole matrix elements as
vectors for completeness. However, each 2D spectrum that we present in this chapter has
been calculated without taking into account the orientation of the excited molecule.
In calculating 2D IR spectra, we wish to uniquely identify the spectral signatures
associated with proton transfer events. However, since these events are somewhat rare,
the calculation of 2D spectra from a frequency trajectory of a single HOD molecule will
be biased towards the bulk water response. To isolate the spectral features of hydrogen
atoms in the course of proton exchange we locate each proton transfer event in the
simulation and calculate the third-order response windowed in time about this point. To
identify transfer events, we find each instance in the simulation trajectory where the
proton of a water molecule in the OD~ solvation shell becomes equidistant from its own
oxygen atom and the OD~ oxygen (6 = 0). Based on this criterion, 5609 proton transfer
events are found. By using a geometric definition to identify proton transfer events, a
number of events are found that do not result in the stable transfer of the proton (i.e. a
shared proton rattling back and forth multiple times in a Zundel-like configuration before
forming a stable chemical bond). We select against these back transfer events by only
counting a proton transfer as successful if the next subsequent proton transfer event
involves a different hydrogen atom. By applying this secondary criterion, only 892
(15.9%) of the identified proton transfer events are found to lead to the successful
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structural diffusion of the OH- ion. 2D IR spectra of the exchanging proton during these
successful transfer events are then calculated using Eq. 7-3 and a time origin that
precedes the transfer event by 250 fs. The time origin is then stepped up to a point 250 fs
after the transfer and the 2D spectra calculated for each time origin are summed and
averaged over each proton transfer event to determine the vibrational response of Zundel-
like configurations. Mathematically, we can write this time windowed response as:
SmT(""3,r2,73)= - (9ig("'1+r"2 +r"3),f(Z +r2)Icadi)aao(0)0((r3J2,r,)
abcdefij (7-4)
x 0(0) E(z-1  + )E(r, + r 2)E(r )E(0))
where 0(0) =1 if a stable proton transfer event occurs within ±250 fs after 'r, = 0.
Otherwise, 0(0) = 0. The size of this chosen time window does somewhat affect the
quantitative values for the intensities of different contributions to the third-order response,
but does not change the qualitative picture that we present on the basis of the calculated
spectra. We have also included in Eq. 7-4 the spectral windowing effects of real pulses
by multiplying the calculated response by the amplitude of the experimental pulse
spectrum* at the frequency of each interaction. This is not formally equivalent to a true
real pulse convolution since we still assume that each interaction occurs at the peak of
each pulse, but it does allow us to determine which interaction pathways can contribute to
the measured 2D signal given the finite bandwidth of our excitation pulses. As with Eq.
7-3, Eq. 7-4 is written explicitly for the Feynman pathways that appear in Fig. 7-9, and is
not applicable to a system with an arbitrary level structure.
** To perform this convolution, the experimental pulse spectrum was fit using a Gaussian lineshape that
was used to calculate the windowed 2D response. The Gaussian fit to the data was centered at 3345.9 cm'1
and had a FWHM of 408.6 cm~1.
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7.7. 2D IR Spectra of Proton Transfer Events
In Fig. 7-10 we plot a comparison between 2D IR spectra calculated during proton
transfer events and spectra calculated for water molecules hydrogen bonded to D20. The
spectra representing HOD/D 20 are similar to that calculated from other classical
simulation models that take into account non-Condon effects,34' 53 such as the one
presented in Chapter 5 of this thesis (See Fig. 5-8A as an example).24 In sharp contrast,
the spectra of HOD molecules undergoing proton transfer are quite broad, with positive
intensity peaked at 3300 cm 1, but covering the entire spectral range spanned by our
excitation pulses. Moreover, the proton transfer peak is observed to rapidly decay, and
has nearly disappeared within 200 fs. In Chapter 6, we suggested that the decay of
intensity in the region above the diagonal axis was largely due to large spectral shifts of
the v = 2<-0 transition associated with proton transfer events. To test this hypothesis, in
Fig. 7-11 A we plot the integrated intensity of the offdiagonal region (green shaded boxes
in Fig. 7-10) of the calculated 2D spectra. As T2 increases, the spectra calculated for
HOD/D20 displays a small growth of intensity in this region as the spectra broaden and
rotate due to hydrogen bond rearrangements and exchange. The displayed fit to the data
corresponds to a rising exponential function with a time constant of 500 fs, which well
describes the behavior of the data up to a waiting time of 18 ps. The behavior observed
for molecules engaging in proton transfer is quite different. Instead of an initial rise, we
find that the offdiagonal region of the spectra relaxes rapidly. Although oscillations
appear in the spectra, notably at 180 fs, and may possibly be due to modulations of the
O-H potential by low frequency modes such as the oxygen-oxygen stretch of the Zundel-
like state, we can broadly describe the behavior of the spectra up to T2= 500 fs using a
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Figure 7-10: 2D IR spectra for HOD molecules that do not encounter the OD~ ion
(Upper) and for HOD molecules engaging in proton transfer (Lower). Contours are
plotted relative to the maximum positive signal at t2 = 0. The shaded region represents
the spectral range that was integrated to yield the data presented in Fig. 7-10.
single exponential decay with a time constant of 40 fs. This observation is qualitatively
consistent with the rapid 110 fs decay time scale observed in our experimental pump-
probe spectra and the rapid loss of offdiagonal intensity in measured 2D IR spectra
presented in Chapter 6.
To further understand the origin of the observed decay, in Fig. 7-11 B we plot the
contributions to the decay of the offdiagonal intensity due to each of the four sets of
Feynman pathways displayed in Fig. 7-9. The dominant contribution to the decay
(-55%) comes from the excitation pathways in Fig. 7-9B, wherein the v = 2<-0 transition
is directly excited. Since our simulation model does not include effects due to vibrational
population relaxation or the reorientation of excited molecules out of the plane of the
excitation pulses, the calculated decrease in intensity of these Feynman pathways must be
the result of ultrafast spectral sweeping. The first set of excitation pulses interacts with
the v = 2<-0 transition of the shared proton, but as the proton localizes on either oxygen
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Figure 7-11: The integrated area ol = 3000 -3100 cm~' and o3 = 3500 -3600 cm' of
the 2D IR spectra displayed in Fig. 7-10 for HOD molecules either hydrogen bonded to
D20 or engaging in proton transfer. Each spectrum was normalized to the integrated
absolute value spectrum calculated at T2 = 0 before calculating the displayed integrated
intensity. (B) Contributions to the offdiagonal intensity of the proton transfer spectra
from each of the four sets of Feynman pathways displayed in Fig. 7-9. The majority of
the amplitude of the decay at early waiting times (-55%) is due to dipole forbidden
pathways involving direct excitation of the v = 2<-0 vibrational transition.
atom of the Zundel-like complex during T2, the frequency of the v = 2<-0 transition
moves out of the frequency region probed by our experiments.
We also find a strong contribution to the decay of the offdiagonal region (-37%)
simply due to pathways involving the fundamental v = 1 (0 transition (Fig. 7-9A). In the
case of these diagrams, a decrease in intensity is observed when a molecule is labeled
before the proton exchange occurs. At a waiting time near 600 fs, we begin to see an
increase in the intensity of the offdiagonal contribution due to these diagrams. This
increase indicates the completion of the proton transfer event and the appearance of a
more bulk like HOD/D20 response. This growth of intensity also appears in the
contribution to the offdiagonal intensity from diagrams involving an initial excitation of
the first overtone and subsequent probing of the fundamental transition, indicating the
completion of the proton transfer event. While this predicted growth of intensity is
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interesting, we do not find experimental evidence for this recurrence. One potential
explanation for the absence of this phenomena from the experimental data is that as the
frequencies associated with Zundel-like configurations undergo rapid spectral sweeping,
these frequencies will eventually come into resonance with the HOD bending transition
or one of its associated overtones that can serve as a sink for the transfer of vibrational
energy. Nonetheless, in the sub-ps regime, our results lend support to our initial
hypothesis that the spectral sweeping of vibrational overtone transitions of the O-H
potential can strongly contribute to the rapid decrease of intensity found in our
experimental pump-probe and 2D IR data.
Interestingly, we find that the contribution to the 2D spectra from excitation
pathways wherein a coherence is prepared that oscillates during T2 is quite small. For
these diagrams to contribute to the third-order response, the O-H potential must oscillate
rapidly enough that during the r1 coherence period (~100 fs) interactions at oio and (o20
both occur. While the fluctuations of the potential can be quite large and rapid as
evidenced by the frequency trajectories in Fig. 7-7B, they are on average not large
enough to generate a significant signal from the oscillatory Feynman pathways in Fig. 7-
9D when the finite bandwidth of the excitation pulses is properly accounted for. In a
previous report, 50 we presented 2D IR spectra calculated from the MS-EVB simulation
model that did not explicitly account for the limited bandwidth of the excitation pulses,
which caused the calculated spectra to show a strong contribution from these excitation
pathways. Since the subset of these oscillatory Feynman pathways that appear along the
diagonal axis correspond to nonrephasing processes, the calculated spectra in this report5 0
had an overall dispersive character. While we no longer believe that these processes
-300-
contribute strongly to our experimental data, if the spectral bandwidth of the excitation
pulses could be greatly increased, perhaps through the extension of continuum generation
methods commonly used to generate terahertz pulses to the mid-infrared,76 unique
spectral signatures due to these processes may possibly be observed.
Our conclusion that the decay observed in the 2D spectrum is due to spectral
sweeping of the overtone transition of the O-H stretch suggests that a portion of our
measured nonlinear signal may in fact be due to the D20 bath. As Zundel-like D302~ ions
are formed, the first overtone of the O-D stretch is expected to sweep through the 3 ptm
frequency region probed by our experiments. A calculation of the relative contribution of
the D20 response to the 2D spectra on the basis of the MS-EVB simulation is currently
beyond the scope of our work as it would require the calculation of maps that relate the
vibrational frequencies and transition dipoles of the O-D stretch to AEsoi. However, we
did find that the use of a procedure similar to that used to construct the concentration
dependent absorption spectra shown in Fig. 7-8A, when applied to the calculation of 2D
data, was able to give spectra in which the intensity of the offdiagonal region
qualitatively matched that observed experimentally. A measurement of the nonlinear
signal simply due to the fully deuterated liquid was not possible since the stock solutions
used for the preparation of experimental samples were not isotopically pure. However,
the intensity of the measured signal does increase with the amount of added H20,
suggesting that the measured response is due to the 0-H stretch. While we cannot
entirely rule out the contribution of D302~ ions to our measured spectra, we note that even
if they do make a strong contribution to the spectra, our explanation that the observed
decay is due to spectral sweeping of Zundel-like configurations is unchanged. Simply
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more ions would contribute to the decay observed at early waiting times than would be
assumed given the isotopic concentration of the sample.
7.8. Linear and Nonlinear Spectra of the Free OH- Ion Stretch
In addition to the rapid decay time scale discussed in the previous section, the
experimental 2D IR spectra presented in Chapter 6 displayed the growth of new spectral
features that are consistent with the appearance of a cross peak signifying the exchange of
population between the OH~ stretch centered near 3600 cm-1 and the main O-H stretching
band at 3400 cm-1. Modeling of the experimental data placed a lower limit of 3 ps as the
time scale for this exchange process, whose origin was attributed to the solvation of the
newly formed water/ion pair upon proton transfer. To determine if the results of the MS-
EVB simulation support this interpretation of the experimental results, we have used our
methodology for the calculation of vibrational transitions to investigate how the
frequency of the OH- stretch changes during proton transfer events.
In Fig. 7-12, we present both the static frequency distribution and corresponding
absorption spectrum calculated from frequency trajectories in which the monitored
hydrogen atom exists for at least 500 fs as an OH- ion. To emphasize the spectral
features of the ion, each frequency trajectory was windowed so that it only contained the
20 ps range preceding the formation of a hydroxide ion containing the selected hydrogen
and the 10 ps following this ion's conversion to a HOD molecule. Examining the static
frequency distribution (blue) we find the presence of a sharp, narrow feature peaked at
3692 cm-1 due to the free OH stretch. This frequency distribution bears a qualitative
resemblance to Raman spectra of concentrated alkali hydroxide solutions, 59-62 which
show a strong, narrow peak associated with the OH~ stretch in the 3610 cm-' - 3640 cm-
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Figure 7-12: Comparison between the static frequency distribution and absorption
spectra calculated for frequency trajectories wherein the investigated hydrogen atom
exists as an OH~ ion for a minimum of 500 fs. The appearance of the sharp OH~ peak in
the static frequency distribution agrees well with Raman spectra of alkali hydroxide
solutions, while the decrease of this feature in the absorption spectrum is consistent with
our measured FT-IR spectra of HOD in NaOD/D20.
spectral range. According to a standard geometric definition of a hydrogen bond (Roo <
3.5 A & HOO angle 5 300) we find that the ion only donates a hydrogen bond for 1.6% of
the total simulation run. The narrowness of this feature as well as its high frequency
relative to HOD/D2 0 reflects this lack of a hydrogen bonding partner. In the calculated
linear absorption spectrum (red dashed), we find that the sharp OH~ feature present in the
static frequency distribution has undergone a drastic decrease in intensity relative to the
peak of the main O-H stretching transition due to non-Condon effects. This result is
consistent with our measured spectra of HOD in NaOD/D 20 solution (Fig. 6-1), wherein
the strong OH~ peak found in Raman spectra of alkali hydroxide solutions is only visible
as a shoulder on the high frequency side of the O-H stretch.
In Fig. 7-13A we plot a comparison between 2D IR spectra of the OH~ ion
frequency trajectories (labeled "exchange") and corresponding spectra calculated for
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Figure 7-13: 2D IR spectra calculated for HOD/D20 and for frequency trajectories
wherein the monitored hydrogen atom spends a set amount of time as the OH~ ion. To
emphasize spectral features associated with the proton transfer reaction, this latter set of
frequency trajectories have been windowed about proton transfer events as described in
the text. In (A) we plot the full response while in (B) we remove the contribution of the
negative v =2<-i transition to highlight the growth of cross peaks signaling exchange
between OH and HOD.
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HOD/D 20. Examining the HOD/D 20 spectra, we find that by the second waiting time
pictured, 2.4 ps, the spectra appear completely homogeneous, as indicated by the round
shape and decrease in the vertical tilt of the nodal line separating the positive v = (-0
peak from the negative v = 2<-i peak, signaling that spectral diffusion is complete.
Beyond this waiting time, the calculated HOD/D20 spectra are not observed to change.
The spectra calculated for the Of frequency trajectories reflect these features of the
HOD/D 20 lineshape, but in addition show distinct features due to the Off ion stretch. At
T2 = 0, we see that the O-f spectra appear elongated along the diagonal axis with respect
to the HOD/D 20 spectra due to the appearance of the Of stretch near 3650 cm~1. As T2
increases, we observe the growth of positive intensity to the left and below the OH~ peak
due to the appearance of cross peaks indicating the return of the Off stretch to the main
HOD absorption band. The growth of these cross peaks is highlighted by the difference
spectra included in Fig. 7-13A. Along the diagonal axis we see a large negative feature
due to the loss of signal from HOD/D 20, but in the offdiagonal regions between the Off
stretch and the peak of the HOD/D 20 response, we find the appearance of positive
intensity indicating exchange between these two transitions. Due to the small frequency
separation between the OH~ stretch and the peak of the HOD/D20 absorbance, we do not
observe isolated cross peaks in the offdiagonal region but instead find a smearing of
positive intensity. Additionally, interference between these exchange features and the
negative v = 2<-I transition causes the exchange spectral features to appear asymmetric
about the diagonal axis. We can eliminate this latter effect by removing the contribution
" The procedure for the calculation of the difference spectra is identical to that used for the calculation of
the experimental difference spectra in Fig. 6-10. Briefly, we construct the dispersed pump-probe from each
calculated 2D spectrum, and then normalize one 2D data set to the other by matching the tails of the
calculated pump-probe signals.
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Figure 7-14: (A) Integrated intensity of the bleach only spectra of Fig. 7-13B within the
spectral range o, = 3300 cm'1 - 3400 cm-1 and o3 = 3600 cm-1 - 3700 cm-1. The green
lines represent biexponential and triexponential fits to the observed growth of intensity in
this spectral range for the HOD/D 20 and exchange 2D spectra, respectively. (B)
Integrated difference between the 2D exchange and HOD/D20 spectra within the spectral
range integrated in (A). The red line represents a biexponential fit to the data with time
constants of 75 fs and 7.7 ps, which approximately match the short and long time scales
of the growth of the exchange spectra in (A).
to the 2D spectra from the v = 2<-1 transition (Fig. 7-13B), which allows us to clearly
see the appearance of two separate peaks above and below the diagonal axis as T2
increases. A slight asymmetry in the intensity of the two cross peaks remains due to our
choice for the time window applied to each frequency trajectory to bias the calculated
spectra about proton transfer events, but the time scales for the appearance of both
exchange peaks are identical.
In Fig. 7-14A, we plot the integrated intensity of the cross peak that appears
above the diagonal axis in the absence of contributions from the v = 21-I transition. In
the case of HOD/D20, the growth of intensity in this spectral range is well described by a
biexponential rise towards an asymptotic limit with time constants of 30 and 465 fs. This
latter time constant is nearly the same as that observed for the growth of intensity in the
offdiagonal region integrated in Fig. 7-11 A and we attribute it to changes in the HOD
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lineshape associated with the loss of frequency correlation. Examining the cross peak
region of the exchange spectra, we observe a slow growth of intensity due to the
transformation of HOD molecules to OH- ions. This feature can be fit well using a
triexponential function, giving time scales of 18 fs, 395 fs, and 7.4 ps. The first two time
scales approximately map onto that observed for the HOD/D 20 response while the latter
time scale we hypothesize to correspond to the solvation of the newly formed D20/OH-
molecular pair upon proton transfer. Qualitatively, this time scale is consistent with our
estimate of a lower bound of 3 ps for this process based on our experimental data.
7.9. Reaction Coordinates for the Structural Diffusion of the OH Ion
Given the agreement between our experimental and simulated 2D data, we can
now use the simulation to test different possible reaction coordinates for the structural
diffusion of the hydroxide ion. In CPMD simulations employing the BLYP density
functional, two principle time scales associated with the proton transfer reaction have
been identified, a 180 fs time scale corresponding to "proton rattling" events wherein a
proton within a Zundel-like configuration preferentially associates with either oxygen of
the ion multiple times and a slower 1.7 ps process that acts to gate the formation of a
Zundel-like configuration.15 Given that these simulations use a fully deuterated bath
whereas our experiments examine the transfer of a hydrogen atom, we feel that the time
scale for proton rattling agrees well with our experimental value of 110 fs and
qualitatively agrees with the rapid 40 fs decay observed in calculated 2D spectra from our
MS-EVB simulation model. To determine the identity of the slower 1.7 ps process, the
authors of Ref. 15 noted that this slow time scale matched well the lifetime of
hypercoordinated hydroxide ion configurations, and suggested that the breakage of a
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Figure 7-15: (A) Average number of hydrogen bonds donated to the OD- ion during
proton transfer events. r = 0 is defined as the point where 8 = 0. At this point, the
average number of hydrogen bonds accepted by the ion is 3.27, suggesting that an
additional coordinate is needed to describe the transport of the ion. (B) Distribution of
the values of 8 found for three- and four-coordinate OD~ ions. For each ion configuration,
we identity the smallest value of 6 among the hydrogen bonds donated to the complex
and only use these values to construct the plotted histograms.
hydrogen bond donated to the ion acts to gate the proton transfer event.
In Fig. 7-15A we plot the average number of hydrogen bonds accepted by the
hydroxide ion before and after proton transfer events. As with the 2D data shown in Fig.
7-10, we exclude back transfer events that do not result in the structural diffusion of the
ion from this average. During proton transfer events, we indeed find that the number of
hydrogen bonds donated to the ion decreases from 3.66 to 3.27, supporting the general
picture determined from analysis of the CPMD simulations. However, the observation
that the size of the ion's solvation shell does not decrease uniformly to 3 reflects the fact
that -27% of the proton transfer events in the MS-EVB simulation occur from four-
coordinate configurations. This point is emphasized by Fig. 7-15B, which plots the
distribution of 6 values found for both three and four coordinate configurations. While
three-coordinate configurations generally have smaller values of 6 than hypercoordinated
-308-
ones, the distributions are quite broad and overlapping. At 6 = 0, a three-coordinate
configuration is only 2.3x as likely when proton rattling is taken into account. These
observations show that although the coordination number of the ion is certainly correlated
with proton transfer events, it cannot provide a unique identification of the proton transfer
transition state.
Because the vibrational spectroscopy of the proton is inseparable from the proton
transfer coordinate, a meaningful variable should be able to describe both the motion of
the proton and the accompanying frequency shifts of its vibrational potential. The time
scale over which the frequencies of the vibrational potential return to their equilibrium
values should be reflected in the behavior of an appropriate reaction coordinate. In Fig.
7-16 we plot the average values of the frequencies and transition dipoles of the
transferring proton during proton transfer events. Echoing the observations made on the
basis of the calculated 2D lineshapes presented in Fig. 7-10, we find that 0>20 indeed
enters the spectral range that we have investigated experimentally during the formation of
a Zundel-like state. Likewise, at 6 = 0, p20 adopts a value similar to that of p io for a
water molecule whose fundamental frequency is equal to the peak of the HOD/D20
frequency distribution (3370 cm-1). About r = 0, we see strong oscillations in each of the
calculated frequencies and transition dipoles that are reminiscent of the rapid spectra
sweeping inferred from the 2D data. These oscillations have a period of -90 fs (370
cm-1), and may correspond to the oxygen-oxygen stretch of a strongly hydrogen bound
Zundel-like configuration, the compression and expansion of which can rapidly induce
changes in the associated 0-H stretching frequencies of the potential.
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Figure 7-16: Average frequencies (A) and transition dipoles (B) of protons transfering
to an OD~ ion. In (A) the shaded region denotes the spectral range viewed by our
experiments while the dashed grey line in (B) corresponds to the value of pio for a HOD
molecule with a vibrational frequency of oio = 3370 cm-1.
Beyond T = 200 fs, we find that the relaxation of each of the vibrational
transitions back to values resembling HOD/D 20 is somewhat slow. This slow return
qualitatively explains the lack of contributions to the calculated 2D spectra from the
mixed excitation pathways that oscillate during the waiting time given in Fig. 7-9. While
the perturbations to the 0-H stretching potential are quite large during proton transfer
events, on average the rate of change in the shape of the potential is not fast enough to
drive transitions involving both oio and 020 within a few tens of femtoseconds. In the
case of olo, the return to its equilibrium values can be well fit using a biexponential
function with time constants of 460 fs and 4.6 ps (Fig. 7-17A). These time constants are
similar to the intermediate and slow decay time scales observed for the growth of cross
peaks in the 2D exchange spectra in Fig. 7-14A. The intermediate time scale was also
found in spectra calculated for HOD/D20 leading us to hypothesize that it is related to the
relaxation of the water bath. In Fig. 7-17B we present two time correlation functions
calculated for isolated water molecules that do not encounter the OD~ ion: the frequency-
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Figure 7-17: (A) <oio> following a proton transfer event at r = 0 (black) and a
corresponding biexponential fit (red) with time constants of 460 fs and 4.6 ps. (B)
Frequency-frequency, C(r), and hydrogen bonding, k(r), time correlation functions for
HOD/D20. The long time decay time scale of both of these functions falls within the
range of 500 fs - 600 fs, which allows us to ascribe this as the characteristic time scale
for fluctuations of the bath.
frequency time correlation function, C(r)=(ae (r) 1 (0)) - (g , and the hydrogen
bonding time correlation function,7 7 k(r) = (h(r)h(0)), where h(r) is equal to 1 if at
time T the examined 0-H bond participates in a hydrogen bond and is 0 otherwise. Other
than a difference in the amplitude of the decay in the sub-100 fs regime, both correlation
functions appear to decay at the same rate. Biexponential fits to both correlation
functions give decay time scales of 535 fs and 610 fs for C(r) and k(r), respectively,
which both are similar to the 460 fs rise of oio following proton transfer events. This
suggests that the same motions of the liquid that act to drive hydrogen bond fluctuations
and rearrangements act to stabilize the newly formed HOD molecule following proton
transfer. A more appropriate reaction coordinate for the proton transfer reaction is not
necessarily one that is dependent on the positions and momenta of a specific set of atoms,
but one which describes the collective behavior of the liquid, similar to that commonly
used in Marcus theory2 3 to describe electron transfer.
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Simulations of autoionization in water have found that this process is driven by
strong transient electric fields11 that arise due to the collective fluctuations of the liquid.
Zundel has also proposed that the motion of a proton between a donor and acceptor
molecule responds adiabatically to fluctuations of the electric field generated by the
surrounding solvent.5 Our spectral calculations show that the frequency of the O-H
stretching transition is well correlated with proton exchange events and previous
molecular dynamics simulations' 0 57 have shown a strong correlation between oio and the
projection of the collective electric field of the surrounding solvent onto the O-H bond at
the proton position (See Fig. 5-1). These observations argue that the collective electric
field serves to describe both the vibrational spectroscopy of the O-H stretch and the
proton transfer reaction.
Motivated by these observations, we have examined the behavior of the collective
electric field during proton transfer events. In performing these calculations, we have
assumed that the charge of the OD- ion is localized on the atomic centers. Since the
charge of H302~ is expected to be symmetrically distributed about the ion when 6 = 0, the
calculation of the electric field in the manner caused some spurious results near the point
of transfer due to the assumption of an instantaneous jump of charge from one oxygen
atom of the complex to the other. To correct discontinuities in the calculated fields, we
have assumed that the charge placed on the oxygen and hydrogen atoms of the water
molecule hydrogen bound to the OD~ ion are identical to those used in the
parameterization of the ion. While this assumption no longer allows us to properly
account for the correct charge of the system, no spurious dynamics are observed in our
values for the calculated field.
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In Fig. 7-18A, we plot a histogram of values calculated for the projection of the
collective electric field due to all other atoms in the simulation box along the line
connecting the nearest neighbor proton to the oxygen atom of the OD~ ion, EAcceptor. In
general, the field projected along this direction adopts a positive value, indicating that the
collective field due to the surrounding solvent acts to stabilize the HOD bond. Also
plotted in Fig. 7-18A is a histogram of the field along this direction calculated at points
where the proton is equally shared between the HOD molecule and the OD- ion (6 = 0).
At these proton transfer points, we find EAcceptor has decreased to zero, indicating that the
solvent no longer electrostatically opposes the breakage of the 0-H bond. In Fig. 7-18B
we plot both the time dependence of EAcceptor as well as the projection onto the O-H bond
axis of the HOD molecule at the position of the proton, EDonor. Leading up to the proton
transfer, we find that EDonor is nearly equal and opposite to EAcceptor, which reflects the fact
that the hydrogen bond formed to the OD~ ion is nearly linear. The proton transfer event
itself results in a rapid, sharp inversion in the signs of both EDonor and EAcceptor, implying
that the solvent is rearranging in such a way as to destabilize the donor bond in favor of
the acceptor bond.
A crude measure of the length scale over which charge fluctuations are important
can be obtained by excluding different sets of atoms from the field calculation. In Fig. 7-
18C we plot the behavior of EAcceptor and EDonor calculated by excluding the field
contributions of the donor and acceptor atoms themselves. In this case, the asymptotic
1+ In much of the recent literature (For example, Ref. 10, 53, and 54) that has examined the connection
between electric field fluctuations in water the vibrational frequencies of the HOD molecule, the projection
of the electric field along the 0-H bond does not include the intramolecular contribution due to the HOD
molecule's oxygen and deuterium atoms. For an inflexible water molecule, the field contribution due to
these atoms simply constitutes a large, constant offset. However, in the case examined here, the imbalance
of the field contributions between the OD- ion and the atoms of the HOD molecule plays a strong role in
determining the behavior of the shared proton, so they are included in the calculations presented in Fig. 7-
18A and 7-18B as described in the text.
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Figure 7-18: (A) Histograms of the collective electric field due to all atoms in the
simulation projected along the EAcceptor direction for each simulation time step (black) and
for shared proton configurations only (8 = 0, dashed red). (B) Projection of the total
electric field along the donor bond that is broken and the acceptor bond that is formed
during proton transfer. (C) Same as in (B), but excluding the field contributions due to
the five atoms pictured in the inset to (A).
limits of the field appear to have decreased by roughly an order of magnitude, which is to
be expected given the 1/r2 scaling of the electric field strength with distance.
32
Nonetheless, the observed behavior is qualitatively identical to that displayed in Fig. 7-
18B. EAcceptor and EDonor exchange about the point of proton transfer, showing that the
motion of water molecules outside of the first solvation shell is correlated with the proton
transfer event.
In this model, the fluctuating electric field is a better predictor of proton transfer
events than four- to three-coordinate switching. However, these processes are not
mutually exclusive because the first solvation shell of the hydroxide ion and the proton
donor necessarily make the largest contributions to the electric field. Although the data
in both Fig. 7-18B displays some oscillations due to underdamped intermolecular modes
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such as the oxygen-oxygen stretch that modulates the data in Fig. 7-16, a crude
exponential fit to EDonor beginning at 200 fs gives a decay time scale of 415 fs. This
decay rate is similar to the ~500 fs time scale for the fluctuations of water's hydrogen
bonding network found in this simulation model, suggesting that water dynamics form
the heart of the field fluctuations that drive the motion of the proton.
7.10. Solvation of the DOD-0- Ion Following Proton Transfer
While we now have a description of the proton transfer reaction in the sub-ps
regime, we still have yet to build an explanation for the longer 7.4 ps rise of the
calculated cross peak between the OH~ ion stretch and the main HOD absorption band.
Examining our calculated frequency map in Fig. 7-4B, we find that the set of frequencies
calculated for OH~ ions lies on top of the points calculated for HOD molecules when the
HOD stretch falls within the frequency range spanned by the OH~ stretch. This implies
that the shift of the OH- stretch to high frequency with respect to a hydrogen bonded
HOD molecule is not due to the extra electron of the ion directly influencing the O-H
stretching potential, but instead reflects the lack of a strong hydrogen bond to the ion.
This suggests that the decrease in the stretching frequency of the OH~ ion upon its
conversion to a HOD molecule will be highly correlated with the formation of a hydrogen
bond to the O-H group.
Fig. 7-19A plots the average frequency of the OH~ stretch following a proton
transfer event that converts the ion to a HOD molecule. The decay of the average
frequency is surprisingly slow, fitting to a single exponential decay of 7.8 ps within the
calculated signal-to-noise, and matches well the slow rise of the cross peak in the
calculated 2D data. This long time scale is reflected in the behavior of the hydrogen
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Figure 7-19: Average behavior of structural parameters associated with the O-H stretch
of a newly formed HOD molecule following proton transfer (light blue hydrogen
identified in the cartoon): (A) oo, (B) h(t), (C) RH...O, and (D) No.
bonding function, h (r), following the proton transfer event. At r = r-=, h (r) on
average has a value of 0.11, which reflects the hydroxide ion's predisposition against the
formation of a hydrogen bond to its proton. Following the conversion of the OH~ ion to a
HOD molecule, h(r) displays an initial fast increase (225 fs) followed by a slow rise
(8.4 ps) towards the asymptotic limit of 0.9 calculated for HOD/D 20, indicating the slow
formation of a hydrogen bond. The slow time scale observed for the formation of this
bond is consistent with the slow growth of the exchange peak in our calculated 2D IR
spectra.
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Of course, given that the rearrangements of the water bath occurs on a time scale
that is roughly an order of magnitude faster than the hydrogen bond formation implied by
Fig. 7-19A and 7-19B, it is not necessarily clear as to why this latter process is so slow.
Fig. 7-19C plots the average distance between the hydrogen of the newly formed HOD
molecule and the nearest neighboring oxygen atom, RH...O, which displays a
biexponential decay that reflects the rise of h (r). The initial decay of RH...O suggests
that the decrease in the charge of the newly formed HOD molecule following proton
transfer allows waters arrayed about the HOD's hydrogen atom that were initially
repulsed by the negative charge of the ion to fill some of the empty space above the
molecule. To test this hypothesis, in Fig. 7-19D we have plotted the average value of the
number of oxygen atoms within a hemisphere with a radius of 4.0 A centered on the
hydrogen atom of the new HOD molecule, (NO). This distance corresponds to the
minimum following the second peak in the water Hydrogen/Oxygen radial distribution
function, go(r), calculated for this simulation model. Thus, the growth of (NO)
following proton transfer describes how long it takes the liquid surrounding the HOD
molecule to adopt a structure resembling bulk water.
At r = r 0 , we find that No on average adopts a value of 0.65, well below the
limiting value of 2.1 calculated on the basis of gH0 (r) for a water molecule well
separated from the hydroxide ion.3 5 This value is indicative of the asymmetric solvation
shell of an OH~ ion. While the ion forms a number of strong hydrogen bonds to its
oxygen atom, in our simulation model the density of water molecules about the ion's
hydrogen atom is smaller than in bulk water since the formation of a hydrogen bond to
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the ion's weakly positive hydrogen atom is not strong enough to overcome the
electrostatic repulsion due to the ion's negative charge. As t increases, (NO) displays a
biexponential rise similar to h (r), consistent with the formation of a hydrogen bond to
the new HOD molecule. However, the slower of the two time scales associated with
(NO) is 17.1 ps, which is approximately twice as long as the 7.4 ps time scale that we
observe for the rise of the cross peaks in the 2D IR spectra (Fig. 7-14). This implies that
a hierarchy of time scales exists for the solvation of the newly formed HOD molecule.
While the growth of the exchange cross peak in the calculated 2D IR spectra is indicative
of the formation of a hydrogen bond to the new HOD molecule, this molecule's solvation
shell continues to evolve beyond the 7.4 ps time scale observed for the formation of a
hydrogen bond to the HOD molecule, and gradually approaches that of water on a much
longer time scale. The formation of this hydrogen bond is a part of a larger process that
involves an increase in the density of water molecules around the newly formed HOD
molecule. Given that water molecules near the ion's hydrogen atom are initially repulsed
by the ion, these molecules perhaps form a hydrogen bonded cage about the ion as a
means of incorporating the OH~ charge defect into water's hydrogen bonding network
with minimal energetic cost. Upon the transfer of a proton to the ion, the hydrogen
bonding contacts between these water molecules must break to allow them to properly
solvate the newly formed HOD molecule. The breakage of these hydrogen bonds may
explain why the collapse of density around this molecule following proton transfer is
slower than the hydrogen bond fluctuations of bulk water.
Of course, microscopic reversibility dictates that a similar process occurs in the
solvation of the newly formed OD- ion, only in reverse. As more OD~ ions are added to
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solution, the relative contribution to the overall dynamics of the system from the slow
solvation of the OD- charge defect following proton transfer will increase. This may
provide a partial explanation for the large increase in the viscosity of alkali hydroxide
solutions with increasing ion concentration.
7.11. Summary and Conclusions
Our investigations of the structural diffusion of the hydroxide ion in dilute
aqueous NaOH solution have shown that this process is highly collective, requiring the
loosely correlated motion of multiple water molecules. Through the use of the MS-EVB
simulation, we have identified three principle time scales associated with this process.
(1) A 40 fs time scale associated with "proton rattling" events wherein a shared proton is
quickly transferred back and forth between the oxygen atoms of a Zundel-like H302~ ion
that represents the transition state for the proton transfer reaction. As the proton's motion
is rapidly modulated by the fluctuations of the surrounding solvent, the vibrational
frequencies associated with the shared proton undergo large, rapid changes, causing a
decay in the intensity of 2D IR spectra calculated about proton transfer events. (2) The
motion of the system away from the transition state is largely guided by electrostatic
fluctuations of the surrounding environment occur with a characteristic time scale of
~500 fs. The range over which these fluctuations are important decreases with distance,
and changes in the size of the solvation shell of the ion can play an important role since
molecules in this solvation shell will make the largest contributions to the collective
electric field that guides the motion of the transferring proton. (3) As a final step, we
observe a 7.4 ps time scale that corresponds to the solvation of the water molecule
formed by the proton transfer event. This process corresponds to the formation of a
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hydrogen bond to the new water molecule and is part of a larger process by which the
density of waters surrounding the new water molecule increases following the proton
transfer reaction. Each of these time scales qualitatively map onto the experimental data
that we presented in the preceding chapter, which found that proton rattling occurs on a
time scale of 110 fs and the solvation of the newly formed water molecule and hydroxide
ion following a proton transfer event occurs with a lower bound of 3 ps.
These results show that a proper description of the structural diffusion of the
hydroxide ion requires the usage of a mixture of local hydrogen bonding coordinates that
describe the solvation of the products of the reaction and a collective coordinate that
represents the electric field fluctuations of the surrounding solvent that guide the motion
of shared protons in Zundel-like configurations. This latter coordinate is the same that is
largely responsible for hydrogen bond rearrangements in liquid water,'0 and shows that
the same types of fluctuations that act to drive the evolution of water's hydrogen bonding
network are those responsible for the transport of the OH~ charge defect.
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7.A. Appendix. Calculation of Frequencies and Transition Dipole Moments
As described in the main text of the chapter, we calculate vibrational frequencies
by making use of a map generated from DFT that relates the instantaneous vibrational
frequencies of the HOD molecule to the solvation coordinate, AEsol. To calculate
frequencies at each simulation time step, we make use of the linear correlation between
AEso1 calculated using DFT, AEDFT, and that estimated by stretching the O-H bond using
the empirical simulation force field, AEEVB. This latter quantity can be readily computed
at each simulation time step with little cost. Fig. 7-AlA shows the correlation between
AEDFT and AEEVB. Although the spread of points is somewhat large, the two quantities
are linearly related with a correlation coefficient of p = 0.95. In Fig. 7-4B of the main
text we display the frequency map connecting AEDFT and olo. Fig. 7-Al plots the
remaining frequency maps for (020, 03o, and 040, as well as 4 th order polynomial fits to
each map (See Table 7-A2 for a list of fit coefficients). As the proton becomes shared
between two oxygen atoms (i.e. as AEDFT+0), each of the calculated vibrational
frequencies are found to decrease. In particular, 020 undergoes a strong red shift,
bringing it into the experimentally probed frequency range.
The calculation of transition dipole moments is performed in a manner similar to
that of Corcelli and Skinner.5 2 The dipole matrix element for the transition between
vibrational states n and m is defined as:
nm = (njpLm). (7-Al)
We expand p to first order in the O-H stretching coordinate, roH, about the minimum of
the potential:
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Figure 7-Al: (A) Mapping between the solvation coordinate calculated from the cluster
calculations, AEDFT, and that calculated using the simulation force field, AEEVB. (B - D)
Empirical maps linking 020, 030, and O40 to AEDFT. As with Fig. 7-4B, we separately
label points calculated for clusters wherein the stretched O-H bond corresponds to a HOD
molecule hydrogen bonded to D20, hydrogen bonded to OD-, or an OH~ ion.
(7-A2)P~nm ,z:l n ILg + rQJT~a1ldaroH) )= trrOH eq
where r, = (n rOIM) , 9'= (dp/dr0) ,=rq and u is the orientation of the O-H
transition dipole which we take to be the O-H bond vector. We obtain the matrix
elements, rnm, from the eigenstates of the DVR calculation used to determine the
vibrational frequencies.
Typically, p' is independent of the vibrational coordinate for weakly anharmonic
systems, but this has been shown to break down in the case of hydrogen bonding systems
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Figure 7-A2: Correlation between the projection of the collective electric field of the
solvent along the 0-H bond at the position of the proton, Eproj, and the magnitude of the
derivative of the electric dipole moment, g'. Eproj is calculated in a manner identical to
that used to construct Fig. 7-3.
such as water where p' is found to strongly vary with the magnitude of the electric field
projected along the O-H bond.52 68 For each of the examined clusters, we determine p'
by calculating the static dipole moment at five points about the minimum of the potential,
project each onto the O-H bond axis, and then numerically differentiate the projection.
We indeed find that pt' varies strongly with the magnitude of the electric field projected
along the O-H bond at the position of the proton, Eproj (Fig. 7-A2). Over the range of
field strengths indicative of a hydrogen bond between HOD and D20, the correlation
between Eproj and p' appears to be linear, consistent with previous simulations of HOD
in D20/H 20.12,5 3,68 As Eproj increases beyond this range, we observe a deviation from
linearity. The green line in Fig. 7-A2 represents a quadratic fit to p':
p'/p'g, = -180.6625 EPrj (a.u.)2 +82.820 Ep,,j/a.u.+1, (7-A3)
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where Eproj is in atomic units and p'g, represents the value of p' calculated at the gas
phase value of oio, 3707 cm-.78
The frequency dependence of the transition dipole for a given vibrational
transition is dictated by the product of p' and the matrix element, r,,, for the transition.
Fig. 7-7A of the main text plots pio = p'ro and p20 = p'r20 against their respective
vibrational frequencies, oio and o 20 . The green lines plotted on top of the data represent
cubic fits to jio and pt20, which are used to calculate these quantities from their
respective frequencies. Although the correlation between onm and ptnm beaks down
somewhat at low frequency, it is clear that as both oi0 and 0)20 decrease, a strong increase
in pto and p20 is observed. In Fig. 7-A3, we plot corresponding transition dipole maps
for other transitions of the O-H vibrational potential that are pertinent to the experiments
described in this thesis, namely the two dipole allowed transitions, pt21 and pa32, and the
dipole forbidden transitions, pLM and p 2. Each of the pictured transition dipole moments
are plotted against pie , which was the parameter found to have the highest degree of
correlation to each dipole. At small values of pte, the correlation between this parameter
and the other transition dipoles of the potential appears approximately linear, but as pio
approaches a value of 0.4, a sharp increase followed by a decrease of each transition
dipole is observed. We do not seek to put forth an explanation for this observed behavior,
and have simply chosen to fit each of the plotted transition dipole maps using a functional
form that can adequately reproduce the behavior of each dipole when its corresponding
frequency falls into our experimentally accessible frequency range. In the case of p,1
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NCE,
N
IIol (D) Ip1l (D)
Figure 7-A3: Empirical maps used for the determination of p21, F32, 931, and L42 on the
basis of pio. Each transition dipole is fit using a function that can reproduce the dipole's
variation with changes in the O-H stretching potential. We do not ascribe any specific
meaning to the choice of functional form, having chosen ones solely based on their
ability to reproduce the calculated data.
and p,32, a quadratic function added to a Gaussian lineshape gives good agreement with
the calculated dipole maps. For p.3, and p 2, a sum of Gaussian and Lorentzian
lineshapes is used to fit the transition dipoles. Tables 7-A3 and 7-A4 list the set of
parameters that describe the fits pictured in Fig. 7-7A and 7-A3.
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1.5
II101 (D) 19Iol (D)
....... .............
Correlation
Empirical Relationship Coefficient
AEDFT =1.4769AEEVB + 1819cm- 0.949
Table 7-Al: Empirical relationship between AEDFT and AEEVB. AEEVB is in units of cm .
Table 7-A2: Empirical relationships between AEDFT and the transition frequencies:
n,,m =a +bIAEDFT I+ cAEDFT 2 + dAEDFT 3 +eAEDFT 4. AEDFT is in units of cm~1
matrix element a/D b/D-cm c/ D-cm2 d/ D-cm3
110 1.8336 -1.2973 x 10~3 4.7136 x 10-7  -6.8016x 10~
1
pL20 0.77529 -3.2758 x 10~4  5.2584 x 10~8 -3.0474 x 10~2
Table 7-A3: Empirical relationships between p1nm and their respective frequencies:
1 1
n =abwn +c 2 +dw3 -
= a + bcn, + cc2,, +dnm . (Onmis in units of cm-'.
Fit Parameter 121 j132 1131 1-42
a/D -8.56 x 10-4 -1.372 x 10-3 0.0 -6.013 x 10-2
b 1.4429 1.7933 -- --
c/D -0.285 -0.475 -- --
AgID 0.22 0.25 0.12472 0.15808
xg /D 0.65 0.59 0.57474 0.53661
c-/D 0.15 0.15 0.20513 0.37703
A /D2 -- -- 1.4274 x 10-2  1.3649 x 10-2
x, /D -- -- 0.47734 0.40965
F/D -- -- 0.15178 0.11723
Table 7-A4: Empirical relationships between ptnm and 11t0. pnm is described by:
11nm= a + + cpjto 2 + Ag exp[-(po - Xg) 2/2u.] + A, (F/2)/((itlo - x,)2 -(F/2),
where 10j- is in units of Debye.
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