In recent years, fixed-point theorems have attracted increasing attention and have been widely investigated by many authors. Moreover, determining a fixed point has become an interesting topic. In this paper, we provide a constructive proof of the general Brouwer fixed-point theorem and then obtain the existence of a smooth path which connects a given point to the fixed point. We also present a non-interior point homotopy algorithm for solving fixed-point problems on a class of nonconvex sets by numerically tricking this homotopy path.
Introduction
In recent years, fixed-point theorems have attracted increasing attention and have been widely investigated by many authors (e.g., [1] [2] [3] [4] and the references therein) because these theorems play important roles in mechanics, physics, differential equations, and so on. The determination of a constructive proof of the fixed-point theorem and therefore finding a fixed point became an attractive topic. The homotopy method, as a globally convergent algorithm, is a powerful tool in handling fixed-point problems (e.g., [5] [6] [7] [8] [9] [10] and the references therein). The general Brouwer fixed-point theorem states that if a bounded closed subset in is diffeomorphic to the closed unit ball, then any continuous self-mapping in it has a fixed point. However, the abovementioned results generally require certain convexity assumptions; thus, the traditional homotopy method cannot be used to handle the general Brouwer fixed-point theorem. Until 1996, Yu and Lin [11] combined the ideas of interior point methods and homotopy methods to propose a homotopy interior pathfollowing method (see [12] [13] [14] [15] [16] [17] for more details) that provides a constructive proof of the general Brouwer fixed-point theorem on a class of nonconvex subsets, without constructing a homeomorphism for transforming the bounded closed set to the closed unit ball. In [18, 19] , the authors furthermore extended the results in [11] to more general nonconvex sets with inequality and equality constraint functions by replacing the gradient mappings with the newly introduced 2 mappings.
The expansion of the scope of initial point selection to improve the computational efficiency of an algorithm is an important research area. In [20] , we applied appropriate perturbations to the constraint functions and developed a new homotopy method to expand the scope of initial point selection, but involving the inequality constraint cases only. In [21] , using similar perturbations to the inequality constraints in [20] , we mainly extended the results in [18] to unbounded cases by providing a set of unbounded conditions. It should be pointed out that the results in [18, 19] excluded the initial point selection; in addition, the researchers excluded the equality constraint cases, although the results in [20, 21] expanded the scope of initial point selection. It is difficult to 2 Mathematical Problems in Engineering construct appropriate perturbations and to guarantee the regularity of the homotopy matrix for the existence of the equality constraints. To overcome the difficulties mentioned above, we apply new perturbations to the equality constraints and construct a new homotopy matrix to guarantee its regularity. Therefore, we develop a non-interior point homotopy path-following method for solving fixed-point problems with inequality and equality constraints. We can select initial points easily and thus considerably improve the computational efficiency of the algorithm by using the new approach.
This paper is organized as follows. Section 2 introduces two parameters and constructs appropriate perturbations to the constraint functions to develop a non-interior point homotopy path-following method for solving fixed-point problems with equality and inequality constraints. Section 3 presents several experimental examples to illustrate the results in this paper.
Main Results
In this section, we use the following notations:
: ≥ 0}, ++ = { ∈ : > 0}, and ( ) = { ∈ {1, . . . , } : ( ) = 0}.
In [18] , we extended the results in [11] to more general sets under the following assumptions:
(A 1 ) 0 is nonempty and is bounded. In this study, we introduce the following parameters to construct appropriate perturbations to the constraint functions: 
Besides, the matrix ∇ℎ( ) ∇ (∑ =1 ( , )) is nonsingular.
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(C 4 ) When = 0, 1, for any ∈ ( ), we have
From the geometric perspective in 2 , we explain that the results in [18] are extended to more general nonconvex sets. Set 1 = { + ∑ ∈ ( ) ( ) + ( ) }; note that ∑ ∈ ( ) ( )+ ( ) is the linear combinations of ( ) ∈ , = 1, . . . , , and ( ) ∈ , = 1, . . . , , and the set 1 is not a bending cone surrounded by several radials or beelines; thus, many nonconvex sets cannot satisfy assumption (A 3 ) in [18] . However, set 2 = { +∑ ∈ ( ,0) ( , )+∑ =1 ( , V )}. Note that ( ) ∈ , = 1, . . . , , and ( ) ∈ , = 1, . . . , , are the special cases of ( , ) ∈ , = 1, . . . , , and ( , V ) ∈ , = 1, . . . , ; in many cases, 2 may be a bending cone surrounded by several curves because ( , ), = 1, . . . , , and ( , V ), = 1, . . . , , are arbitrary functions of , = 1, . . . , , V , = 1, . . . , . This point enables many nonconvex sets to not satisfy assumption (A 3 ) but to satisfy assumption (C 4 ).
To solve fixed-point problems, we construct the following new homotopy equation:
where = ( , , )
We rewrite ( , (0) , ) as (0) ( , ) for a given (0) . The zero-point set of (0) is
Lemmas 1-4 will be used in the proof of our main results.
Lemma 1 (see [22] ). Let Φ : +1 → be a 1 map and 0 a regular value of Φ. Then,
Lemma 2 (see [22] 
where ℎ is the Jacobi matrix of ℎ and and denote the tangent spaces of and at , respectively.
In this paper, = {0}; thus, Lemma 3 corresponds to Lemma 4.
Lemma 4 (parameterized Sard's theorem). Let ⊂
and ⊂ be open sets and Φ : × → be a map, where
is a regular value of Φ, then, for almost all ∈ , 0 is a regular value of Φ ≡ Φ( , ⋅). (7) Proof. We denote ( , (0) , ) by ( , (0) , , ) when is considered as a variable. Let the Jacobian matrix of ( , 
Lemma 5. Let be defined as in
Because ∇ℎ( ) is a matrix of full row rank, ( , Proof. Assume that Γ (0) is an unbounded curve. Then, there exists a sequence of points {(
Because ( ) and (0, 1] are bounded, hence there exists a subsequence of points (denoted also by
‖ → ∞, and → * as → ∞. From the homotopy equation (7), we obtain
Let
If ( * ) ̸ = 0, from (12), one obtains
The sixth to ninth parts in the left-hand side of (16) tend to infinity as → ∞, but the other five parts are bounded, which is impossible. Therefore, the projection of the smooth curve 
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When * = 0, the index set is 0 ( * , 0) = { ∈ {1, . . . , } : lim
(1) If * = 1, from (12), we obtain
By assumptions (C 2 ), (C 3 ), and (20), we obtain
where * ≥ 0. Therefore, from (20) and (21), we obtain * + ∑ ∈ ( * ,1)
which contradicts assumption (C 4 ).
(2) If 0 < * < 1, from (12), we obtain
When → ∞, because ( * ) and ( ) , ∉ ( * , * ), are bounded, the right-hand side of (23) is bounded. But, by assumption (C 2 ), if ( ) → ∞, ∈ ( * , * ), then the left-hand side of (23) tends to be infinite. This results in a contradiction.
(3) If * = 0, then the proof is similar to that of (12) because the nonempty index set 0 ( * , 0) ⊂ ( * , 0). Now, we aim to prove our main result, that is, Theorem 7.
Theorem 7.
Let be defined as in (7) and let assumptions
there exists a 1 curve ( ( ), ( )) of dimension 1 such that
When ( ) → 0, ( ) tends to be point
Proof. By Lemmas 5 and 6, we obtain that there exists a
, it is easy to show that (0) ( (0) , 1)/ is nonsingular. By Lemma 2, we conclude that Γ (0) is diffeomorphic to a unit interval.
Let ( * , * ) be a limit point of Γ (0) , and then the following cases may occur:
(a) (
. When = 1, the homotopy equation (7) becomes
From (26) and (27), we obtain ∈ 0 (1). Then, assumption (C 4 ), together with (25), yields that = (0) . By assumption (C 2 ), we obtain = 0, = 1, . . . , . Besides, it follows from (27) that = (0) . Then, (25)-(27) have a unique solution
In case (c), we prove that * ∉ + . If * ∈ + , then there exist 0 ∈ {1, . . . , } and a sequence of points
When → +∞, because ( ) and (0, 1] are bounded, the left-hand side of (28) tends to be 0. Simultaneously, the righthand side of (28) tends to be * (0)
, which is strictly less than 0. This results in a contradiction. Then, we prove that * ∉ ( * ). If * ∈ ( * ), then there exist 0 ∈ {1, . . . , } and a sequence of points
This contradicts Lemma 6; thus, case (c) is also impossible.
From the above discussion, we conclude that case (a) is the only possible case. Therefore, * is a solution of (7) when = 0, and * is a fixed point of Φ( ) in .
By differentiating the first equation in (24), we obtain Theorem 8, which, together with Theorem 7, can reduce various predictor-corrector algorithms (see [8] and the references therein).
Theorem 8. The homotopy path Γ (0) is determined by the following initial value problem to the ordinary differential equation:
where is the arc length of the curve Γ (0) .
In implementing the predictor-corrector algorithm, we must proceed along the positive direction of the unit tangent vector V at a point on Γ (0) . The criterion that determines the positive direction is based on the condition that V maintains the sign of the determinant of ( (0) ( , ) , V) . In the first iteration, the sign is determined by the following lemma. at the initial guess
where
The tangent vector V (0) at ( (0) , 1) satisfies
where V
1 ∈ + + and V
2 ∈ 1 . From (32), we obtain V
Therefore, the determinant of (
Because
2 ) > 0, and
is (−1) + +1 .
Numerical Results
In this section, the numerical results provided below are obtained through the predictor-corrector algorithm. In each example, we set 1 = 1 ⋅ − 3, 2 = 1 ⋅ − 6, and ℎ 0 = 0.02. The behavior of homotopy paths is graphically illustrated, which can deliver a visual insight into the performance of our computer code. Computational results are summarized in Table 1 , where (0) denotes the initial guess, IT is the number of iterations, is the value of ‖ (0) ( ( ) , )‖ when the algorithm stops, and * is the fixed point.
Let ( , ) = ∇ ( ) and ( , ) = (24+2( 1 −2), 2( 2 −1)) , and then assumptions (C 1 )-(C 4 ) are satisfied. Based on the results of this study, we select initial points 
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