In this article, we evaluate several integrals of scalar valued functions of matrix arguments. These results are useful in computing expected values of trace functions of random matrices.
Introduction
Several generalizations of the Euler's gamma function are available in the scientific literature. The multivariate gamma function, which is frequently used in multivariate statistical analysis, is defined by B m (n 1 /2, n 2 /2) , Y > 0, respectively. Thus multivariate gamma and multivariate beta functions frequently occur in the densities of random matrices (e.g., see Gupta and Nagar [2] ) and hence play pivotal role in multivariate statistical analysis. In this article we evaluate integrals which are closely connected to multivariate gamma and multivariate beta integrals. In multivariate statistical analysis these results are useful in computing expected values of trace functions of random matrices. Define f 1a , f 1b , f 2a and f 2b as
where g, h, i, j are non-negative integers. In sections 3,4,5, and 6, respectively, for specific values of g, h, i, j, we give explicit evaluations of f 1a , f 1b , f 2a and f 2b .
Some Known Results
Let C κ (X) be a zonal polynomial of an m × m symmetric matrix X corresponding to the ordered partition κ = (k 1 , . . . , k m ),
For small values of k, explicit formulas for C κ (X) are available as (James [4] ),
+ 240(tr X)(tr X 4 ) + 384(tr X 5 )],
In an unpublished article, Kitchen [5] has tabulated zonal polynomials for k = 7 through k = 9 and has also included tables for k ≤ 6 given earlier by James [4] . From the above results, it is straightforward to show that (also see Mathai, Provost and Hayakawa [3] ),
The generalized hypergeometric coefficient (a) κ is defined as
with (a) r = a(a + 1) · · · (a + r − 1) = (a) r−1 (a + r − 1) for r = 1, 2, . . ., and (a) 0 = 1. Using (1), computation of (a) κ has been done for all the ordered partition of k. These coefficients are given in Table 1 for k ≤ 5.
For an ordered partition ρ of r, ρ = (r 1 , . . . , r m ),
and (1) a (a) (2) a(a + 1) (a) (1 2 ) a(a − 1/2) (a) (3) a(a + 1)(a + 2) (a) (2,1) a(a + 1)(a − 1/2) (a) (1 3 ) a(a − 1/2)(a − 1) (a) (4) a(a + 1)(a + 2)(a + 3) (a) (3, 1) 
respectively. The coefficients (−a+(m+1)/2) ρ , for r ≤ 5, are given in Table 2 .
Lemma 2.1. Let Z be an m × m complex symmetric matrix whose real part is positive definite and let T be an m × m arbitrary complex symmetric matrix. Then
Lemma 2.2. Let Z be an m × m complex symmetric matrix whose real part is positive definite and let T be an m × m arbitrary complex symmetric matrix. Then 
Lemma 2.4. Let T be an m×m arbitrary complex symmetric matrix. Then
Lemma 2.1 and Lemma 2.3 are given in Constantine [1] . Results given in Lemma 2.2 and Lemma 2.4 were derived by Khatri [6] .
Type 1(a) Integrals
Consider the integral
Writing (tr X 2 ) in terms of zonal polynomials and integrating the resulting expression by using (4), we obtain
Now, substituting for (a) (2) , (a) (1 2 ) , C (2) (B) and C (1 2 ) (B) above, we have
Writing (tr X 3 ) in terms of zonal polynomials and integrating the resulting expression by using (4), we get Following the procedure described above, we evaluate f 1a (g, h, i, j) explicitly for selected values of g, h, i, j given by 
Type 1(b) Integrals
Writing (tr X −2 ) in terms of zonal polynomials and integrating the resulting expression by using (5), we get obtains
Now, substituting for (−a + (m + 1)/2) (2) , (−a + (m + 1)/2) (1 2 ) , C (2) (B −1 ) and C (1 2 ) (B −1 ) above, we have
.
Writing (tr X −3 ) in terms of zonal polynomials and integrating the resulting expression using (5), we obtain
(−a + (m + 1)/2) (2,1)
Similarly, following the procedure described above, we get
Type 2(a) Integrals
Writing (tr(BX)
2 ) in terms of zonal polynomials and integrating resulting expression by using (6), one obtains
Now, substituting for (a) (2) , (a + b) (2) , (a) (1 2 ) , (a + b) (1 2 ) , C (2) (B) and C (1 2 ) (B) above, we have
Similarly, we get
Type 2(b) Integrals
Writing tr(X −1 B) 2 in terms of zonal polynomials and integrating the resulting expression by using (7), one obtains 
Applications
As an illustration, we will compute the expected value of tr W 5 , where the random matrix W follows a Wishart distribution with parameters n and Σ. By using the density of W given in Section 1, we have Now, comparing the right hand side of the above expression with that of f 1a (g, h, i, j) given in Section 1, it is straightforward to see that E(tr W 5 ) = f 1a (1, 5, 0, −) with a = n/2 and B = 2Σ. Finally, substituting appropriately in the expression for f 1a (1, 5, 0, −) given in Section 3, we obtain E(tr W 5 ) = n (tr Σ) 5 + 10(n + 1)(tr Σ) 
