Results from molecular dynamics simulations of phase separation in a quenched polymer solution are presented for both two-and three-dimensional systems. Simulations clearly demonstrate the existence of a networklike pattern formation at an early to intermediate time regime for sufficiently dense polymer solutions. This network structure, however, relaxes at late times as the minimization of the interface energy wins over the elastic stress of the network. A crossover of domain growth exponent from a smaller value at intermediate times to the Lifshitz-Slyozov value of 1/3 at late times is seen in three-dimensional ͑3D͒ simulations of network breakup. Our results for the late-time growth exponent and dynamical scaling of the structure factors strongly indicate that the late-time growth kinetics of quenched polymer solutions belong to the same universality class of small molecular mixtures.
I. INTRODUCTION
Phase behavior in polymer solutions [1] [2] [3] [4] [5] and polymer blends 6, 7 is important to understand due to their role as model systems and their tunability to specific technological applications. Polymer solutions and polymer blends are particularly well suited to the experimental investigation of the dynamics of general nonequilibrium systems, as the longchain molecules comprising the mixtures have long diffusion times which allow one to follow structure formation over experimental time scales. Theoretical investigation of phase separation in a quenched polymer mixture, however, is an extremely challenging subject. For a proper understanding of the dynamics of phase separation in a polymer mixture, one needs to incorporate polymer-specific effects such as conformation and entanglement of the chain molecules on the dynamic process, in addition to the inherent nonlinearity present in the coarsening of quenched binary liquid mixtures. 8, 9 Thus, the important objectives in the study of phase separation in polymer mixtures are: ͑i͒ to look for a possible dynamical universality with small molecular liquid mixtures, and ͑ii͒ to discover any unique characteristics originating from the presence of long-chain molecules in the mixture.
In small molecular liquid mixtures, domain growth is controlled by a variety of transport mechanisms due to the coupling of the order parameter to hydrodynamics. [8] [9] [10] After an initial transient, the characteristic size of the domains, R(t), grows with a power law R(t)ϳt n , where n is the domain growth exponent. The value of n depends on the mechanism controlling the growth of domains. Domain growth at early times is governed by a diffusive mechanism theoretically identified by Lifshitz and Slyozov. 11 This mechanism leads to a growth law given by: R(t)ϳt 1/3 . At late times, hydrodynamic effects become important and the growth exponent increases from the Lifshitz-Slyozov value of nϭ1/3. Depending on whether viscous forces 12 or inertial effects 13 of the fluid mixture dominate, the growth exponent can be nϭ1 or nϭ2/3, respectively.
For polymer blends of critical composition, it is generally accepted that the dynamics of phase separation belongs to the same universality class as simple liquid mixtures. While the behavior of critical blends seems to be well understood, polymer blends of certain off-critical compositions exhibit a novel phenomenon called ''spontaneous pining'' of domain growth. Some experiments suggest that for offcritical quenches, domain growth slows down or even ceases soon after the percolation-to-cluster transition ͑PCT͒ takes place in the blend [14] [15] [16] after a temperature quench. This novel phenomenon was explained in terms of a barrier for transport of polymer chains across the disconnected phaseseparated domains. 14, 17, 18 More recently, this has been explained 19 in terms of a crossover between two mechanisms when a PCT transition takes place in an off-critical blend: the initial hydrodynamic coarsening of percolated domains yielding a fast R(t)ϳt growth, and a subsequent slow Lifshitz-Slyozov coarsening ͓R(t)ϳt 1/3 ͔ of dispersed droplets after the PCT transition takes place. Some indication of this crossover has been observed in recent experiments 20 and simulations. 21 For quenched polymer solutions, many experiments suggest a universality 1,2 with small molecular mixtures, and point out that phase separation in polymer mixtures can be understood in terms of a simple dynamical model 10 called model H. However, Tanaka, 3 in his recent experiments, has observed the formation of a spongelike network structure 4, 5 during the evolution process of quenched polymer solutions and has identified this most unusual and polymer-specific pattern formation with viscoelastic effects. 22 Tanaka has also suggested that phase separation in polymer solutions may actually belong to a different dynamical universality class, as the anomalously slow growth of the domains and the unusual morphology seen in his experiments cannot be reconciled with the late-time pattern formation in simple liquid mixtures. Recent theoretical effort 23, 24 has also been directed toward an understanding of the network pattern formation and the associated viscoelastic effects. A detailed understanding of such a network pattern formation will be of utmost importance not just in phase-separating polymer solutions, but also in other diverse complex fluid systems such as gels, 25 interpenetrating network of cross-linked polymers, 26 telechelic polymers, 27 and polymeric surfactants. 28 Taniguchi and Onuki 24 have carried out a numerical simulation of a coarsegrained dynamical model in two dimensions ͑2D͒, and found that the network domain structure is stabilized to a very late time. They found that in the absence of viscoelastic stress the growth law exponent is controlled by hydrodynamic interactions and the characteristic size of domains grows with time as R(t)ϳt 2/3 . However, the model used by Taniguchi and Onuki neglects the inertial terms in the Navier-Stokes equation, and it is known that the growth exponent for such a viscosity-dominated model in two dimensions 29 is actually 1/2 ͑and not 2/3͒. Thus the applicability of their model toward network pattern formation is not clear. Termonia 30 has simulated the kinetics of structure formation in three dimensions ͑3D͒ upon quenching a polymer solution inside a twophase region by using a lattice Monte Carlo method. It was observed in this work that the continuous polymer structure breaks into isolated spherical aggregates progressively at the percolation-to-cluster transition and the domain size grows as Rϳt 1/4 . Muratov 31 has introduced a kinetic model of coarsening of transient polymer networks during the intermediate stages of phase separation in polymer systems. This model explicitly takes into account the effect of the connectivity of polymer chains and further shows that during the intermediate stages the size of domains grows according to a slow coarsening law Rϳt 1/(dϩ3) . Thus, various theoretical models suggest that polymer chain connectivity and the associated viscoelasticity significantly alter the dynamics of phase separation in polymer solutions. But there are still remarkable discrepancies between various experiments, simulations, and theoretical models. For example, comprehensive experimental studies of Haas and Torkelson 2 show that the growth law for quenched polymer solutions is identical to the small molecular systems at late times. This raises serious doubts about the importance of viscoelastic effects on the late-time dynamics of a phase-separating polymer solution.
To understand the origin of the discrepancy between various experiments and to characterize the formation and subsequent relaxation of the network domain structure, we have carried out extensive molecular dynamics ͑MD͒ simulations in both two ͑2D͒ and three dimensions ͑3D͒ in a model with explicit polymer chain conformations. Some of our results for the two-dimensional study have recently been published as a short Letter. 32 The main results of our study are the following. During the early to intermediate stages of the coarsening process, a networklike structure is formed by the minority polymer-rich phase and solvent regions are encapsulated by the thin polymer-rich walls. This network pattern formation takes place for monomer concentrations larger than the overlap threshold 33 c*(N) for the polymer chain length N. At late times, however, the interfacial energy wins over the elastic stress and the network breaks into small, disconnected polymer-rich domains. We also find that the growth exponent characterizing the domain formation in this case is given by a purely diffusive value of nϳ1/3.
II. MODEL AND NUMERICAL PROCEDURE
The molecular dynamics method that we have implemented here is similar to the one previously employed by Grest and co-workers. 34 To simulate a constant temperature ensemble, the monomers are coupled to a heat bath and the equations of motion read as
where ⌫ is the monomer friction coefficient and W i (t), which describes the random force of the heat bath acting on each monomer, is a Gaussian white noise with zero mean and satisfies the fluctuation-dissipation relation,
͑2͒
The potential U i consists of two parts, U LJ and U chain . Here U LJ is a Lennard-Jones ͑LJ͒ potential acting between any pair of monomers,
where r c is the cutoff distance beyond which the LJ interaction is set to be zero and rϭ͉r i Ϫr j ͉ and r i , r j are the locations of the i and jth monomers, respectively. The parameter ⑀ is the LJ energy parameter and is the LJ length parameter. The LJ interaction is a purely repulsive potential if the cutoff distance r c ϭ2
, but has an attractive part when r c ϭ2.5. U chain is the finite-extendable nonlinear elastic ͑FENE͒ ͑anharmonic spring͒ potential acting between pairs of successive monomers along a chain,
in which k is the energy parameter of the potential, r is the distance between two neighboring monomers of the same chain, and R 0 is a length parameter which describes the extension range between two successive monomers. We have chosen kϭ30 and R 0 ϭ1.5, which make chain crossing practically impossible. We use the reduced units throughout this study. The LJ energy parameter ⑀ is the unit of energy, and the LJ length parameter is the unit of length. So the unit of time is (m/⑀) 1/2 and the unit of temperature is ⑀/k B , where k B is the Boltzmann constant.
We have integrated the equations of motion following an accurate scheme developed by van Gunsteren and Berendsen 35 which uses a bivariate distribution of Gaussian random numbers for the stochastic forces. 36 A very fast Gaussian random number generator 37 and a link-cell list 38, 39 for calculating the forces help to make the integration quite efficient. Time steps ͑⌬͒ of 0.01-0.015 ͑in reduced units͒ produce stable integration at temperatures of interest. The structure formation of the system during the phaseseparation process is measured by the time-dependent structure factor S(k,t). This structure factor is defined as
where ͗͘ is the average concentration of the system which remains constant during the evolution of phase separation, r, rЈ run over the system after a discretization in units of has been done, and N L is the total number of such discretized lattice sites. The angular brackets ͗͘ denote an ensemble average which can be carried out by making several independent runs. We expect the evolution process to be isotropic and calculate the spherically averaged structure factor S(k,t) by averaging the angular parts of the structure factor S(k,t) over a number of shells.
We also compute the time-dependent pair correlation function, which is defined as
as the inverse Fourier transform of the structure factor S(k,t). Similar to the spherically averaged structure factor, we also compute a spherically averaged pair correlation function G(r,t). The correlation function is then normalized so that its magnitude is unity at rϭ0, and we define a normalized correlation function,
g͑r,t ͒ϭG͑ r,t ͒/G͑ 0,t ͒. ͑7͒
A similar normalization is used for the spherically averaged structure factor S(k,t) by noting that
so that a normalized structure factor s(k,t) is defined as
The above normalization procedure allows us to make a more reasonable comparison of the shape of the scaling functions for different volume fractions of the system. Generally, within the coexistence region of the system, the structure factor s(k,t) develops a peak at a finite value of the wave number k m (t) which decreases with time. Also, the height of the peak s͓k m (t),t͔ increases with time. Usually the location of the structure factor's maximum, k m , is used experimentally as a measure of the ͑inverse of the͒ characteristic domain size at some time t. However, due to the small finite size of the computer simulation systems, it is difficult to precisely determine the location of the peak k m (t) and the height of the peak s(k m (t),t) of the structure factor. One common practice is to consider the location of the first zero of the real-space correlation function g(r,t) as a reliable measure of the average domain size. This quantity is evaluated by fitting a cubic polynomial to the four points closest to the first zero of g(r,t) and finding the polynomial's root.
The late stages of the phase-separation process in a binary liquid mixture can be described in terms of scaling with a time-dependent length, the domain size R g (t). The fundamental assumption of scaling is that, in the late stages of the process, only one length, R g (t), is relevant. This characteristic length represents a measure of the typical domain size and increases with time. A major feature coming from this description is that the pair correlation function g(r,t) and the structure factor s(k,t) depend on time through R g (t) only, that is,
where d is the dimensionality of the system and the functions G and F are the time-independent universal scaling functions for the system. As will be discussed shortly, we have explored the possibility of a dynamical scaling behavior for the structure factor in quenched polymer solutions for a comparison with small molecular liquid mixtures.
III. RESULTS

A. Two-dimensional simulations
The initial configurations of the quench simulations were prepared in the following way. The first monomer of each chain was placed randomly in the simulation box. The rest of each chain was then generated from a self-avoiding random walk in two dimensions. This initial configuration was then equilibrated by introducing a purely repulsive interaction among all the monomers. Typically about 200 000 MD steps with ⌬ϭ0.01 was enough to ensure the preparation of a uniform homogeneous state. We checked that the structure factor of such a state was very narrow with a peak at kϭ0. Every quench run started with a different uniform state. Physical quantities were then calculated from an ensemble average of 10-20 individual runs.
Before performing the quench simulations, we have first estimated 40 the -temperature for this model in two dimensions. In order to determine the -temperature, a single chain of certain length is put in the simulation box and its end-toend distance and the radius of gyration are monitored for different temperatures. For this calculation, the length of the simulation box is chosen to be bigger than the chain length. We repeat such calculations for chains of different length. In the limit of extremely long chains, the -temperature is characterized by the fact that its end-to-end distance exhibits a random walk scaling: R N 2 ϳN. Above the -temperature R N 2 ϳN 2 , where is the Flory exponent ͑ϭ3/4 in two dimensions͒. Below the -temperature the chain collapses. Thus, a plot of R N 2 /N vs N ͑or log N͒ for different temperatures would enable us to determine the -temperature. Such a plot is shown in Fig. 1 . For temperature between Tϭ0.8 and T ϭ1.0, the slope of the curve goes to zero and we infer that in two dimensions, T (r c ϭ2.5)Ϸ0.9 in reduced units, where is the standard LJ parameter and r c is the cutoff distance.
We now discuss how we have carried out the quench in our simulation. A quench of a polymer solution from a high-temperature single phase to a temperature below T should produce a phase separation of the polymer chains from the solution. Rather than carrying out such a temperature quench, we have prepared the solution as a good solvent for the polymer chains by using a cutoff distance r c ϭ2 1/6 . For this cutoff distance, the LJ interaction is purely repulsive and this is an efficient way of producing an initial condition of a single, homogeneous state of the system at any temperature. We chose the initial temperature to be below T (r c ϭ2.5), but kept the cutoff at r c ϭ2 1/6 and then abruptly increased the cutoff to r c ϭ2.5 at time tϭ0. The evolution of the system is then monitored at various times after such a quench, and various quantities are measured to quantify the growth law of domains and the dynamical scaling behavior of the scattering intensity.
We have considered system sizes of 128 2 and 256 2 and considered chain lengths up to Nϭ100 for monomer concentrations of about 20% and 30%. We have also carried out simulations for short chains of length Nϭ10. 
FIG. 1. R N
2 as a function of chain length N for different temperatures. For temperature between Tϭ0.8 and Tϭ1.0, the slope of the curve goes to zero and we infer that in two dimensions, T (r c ϭ2.5)Ϸ0.9 in reduced units. than this c*. We point out that in two dimensions this overlap threshold c*ϳN
. For Nϭ100 and Nϭ10, c* is about 0.1 and 0.32, respectively.
In Figs. 2 and 3 we show two typical sets of evolutions for Nϭ100 and for polymer area fraction 30% and 20%, respectively. Note that in all of these cases, the polymer-rich phase is minority phase, and one expects nucleation and growth of circular droplets in a corresponding case of small molecular mixture. However, for these concentrations the polymer-rich phase at early times is made out of a percolating network structure while the solvent regions are enclosed by the network even though the solvent area fraction is much larger than the polymer area fraction. Another interesting observation is that the network is connected by thin polymerrich regions. The morphology of this network domain structure closely resembles the experimental observation of Tanaka 3 and the network structure obtained in a simulation of a coarse-grained model. 24 This network, however, coarsens in time and at late times starts breaking into disconnected polymer-rich elongated domains for a monomer concentration of 30%. For a slightly lower area fraction of 20% with Nϭ100 ͑see Figs. 3͒, the network is present at very early times but it quickly breaks up into polymer-rich droplets, albeit noncircular ones. In contrast, a similar quench for N ϭ10 even with the large area fraction of 30% produces droplets of the polymer-rich phase without forming any visible network structure ͑see Fig. 4͒ .
A log-log plot of R g (t) vs t for the area fraction 30% ͑corresponding to the case presented in Figs. 2͒ in Fig. 5͑a͒ yields a straight line with a slope of about nϭ0. 29 . We do not observe any crossover from a smaller exponent of 1/(d ϩ3) to a larger exponent of nϭ1/3 as has been suggested by Muratov. 31 This is possibly because there is no entanglement in two dimensions: 41 even in a 2D melt of polymers the chains curl up into soft disk and there is no entanglement. To test whether the growth law might actually be governed by an extended Lifshitz-Slyozov theory 42 of diffusive domain growth such as: R g (t)ϭaϩbt 1/3 , we plot in Fig. 5͑b͒ R g (t) vs t 1/3 and find that the straight-line fit works extremely well. This is consistent with the growth law found in binary liquid mixtures at early to intermediate times before hydrodynamic effects become important. 8, 9 Next, we explore the possibility of a dynamical scaling behavior of the structure factor for a detailed comparison with small molecular mixtures. As discussed in the previous section, according to the dynamical scaling hypothesis, 8, 9 the structure factor behaves as:
where d is the system dimensionality and F(x) is a timeindependent scaling function. A plot of s(k,t)/R g (t)
2 vs kR g (t) in Fig. 6 shows that dynamical scaling holds reasonably well at late times. The corresponding log-log plot of this scaling function is shown in Fig. 7 and we find that for large values of k the structure factor satisfies the well-known Porod's law: 8, 9 s(k,t)ϳk Ϫ3 in two dimensions. Thus, even though the conformation of the phase-separated domains is quite different for the polymer case in comparison with a small molecular liquid mixture, the standard description of the phase separation kinetics in terms of a growth law exponent and scaling behavior of the structure factor remain valid nevertheless.
B. Three-dimensional simulations
All our simulations in three dimensions have been carried out in a system size of 64 3 with periodic boundary con- FIG. 5 . ͑a͒ Log-log plot of R g (t) as a function of coarsening time t for a 30% polymer solution in 2D with chain length Nϭ100 at a quench temperature Tϭ0.5. The straight line is a least-square fit of slope 0.29. ͑b͒ Domain size R g (t) as a function of t 1/3 for a 30% polymer solution in 2D with chain length Nϭ100 at a quench temperature Tϭ0.5. The straight-line fit works quite well over the time span of the MD simulation. The fit also works for a quench temperature of Tϭ0.75.
FIG. 6. Scaled structure factor S(k,t)/R g (t)
2 vs kR g (t) for a 30% polymer solution in 2D with chain length Nϭ100 at a quench temperature Tϭ0.5. Scaling seems to hold reasonably well at late times.
ditions. The -temperature of the system in 3D is known to be 40 T Ϸ3 in reduced units. We have considered two different final quench temperatures below the -temperature: T ϭ2.5 and Tϭ1.
In the first set of runs we have considered a monomer volume fraction of 30% ͑i.e., total number of monomers in the systemϭ80 000͒ and considered two different chain lengths Nϭ250 and Nϭ50. Note that the overlap thresholds in 3D for Nϭ250 and Nϭ50 are c*(Nϭ250)Ϸ1.2%, and c*(Nϭ50)Ϸ4.4%, respectively. So a concentration of 30% is much above the overlap threshold for both of these chain lengths considered. In Fig. 8 we show a log-log plot for R g vs t for a quench to Tϭ2.5 with both the chain lengths considered. As can be seen from this graph, the data for both Nϭ50 and Nϭ250 fall close to each other and the straight line is a fit to the data with an exponent of nϭ0.31, suggesting Lifshitz-Slyozov-type growth of domains. Another set of quenches for Nϭ50 at the same concentration was carried out for a final quench temperature of Tϭ1. Figure 9 shows a log-log plot for R g vs t for this quench. For this set we find a growth exponent of nϭ0.32, again suggesting a LifshitzSlyozov-type growth of domains.
In Fig. 10 we show a series of snapshots from the time evolution of the quenched polymer solution with a density 30% and Nϭ50. From this figure, we see that the polymerrich phase forms an interconnected spongelike network in this dense system. The network structure does not break into several isolated clusters even at the latest time considered in the simulation (tϭ4000). It is interesting to note that even if the network structure does not break into isolated droplets, the growth exponent over this time interval is still given by nϭ1/3 as shown above. The interconnected structure of the system evolves similarly to the interconnected structure in a critical quench of small molecular binary mixtures, 43 where
2 ) vs ln(kR g (t)) for a 30% polymer solution in 2D with chain length Nϭ100 at a quench temperature Tϭ0.5. The tail of the structure factor decays as k Ϫ3 .
FIG. 8. Log-log plot of R g (t) as a function of coarsening time t for a 30% polymer solution in 3D with chain lengths Nϭ250, and Nϭ50 at a quench temperature Tϭ2.5. The straight line is a least-square fit of slope 0.31. also a growth exponent of nϭ1/3 has been observed in the diffusive regime.
In Fig. 11 a typical set of time evolution for Nϭ50 and the polymer volume fraction 10% is shown. Although the polymer-rich phase is a minority phase, we do not observe nucleation and growth of spherical droplets as in small molecular liquid mixtures. At early stages the polymer-rich phase forms a percolating network structure. As time progresses, the network now consists of clusters connected by thin polymer-rich belts bridging between clusters. At late times, this network coarsens and starts breaking up into several disconnected polymer-rich domain clusters. This breaking up of the network structure plays a significant role in the growth of domains. As Muratov 31 has pointed out, the motion of the polymer chains slows down after the cluster-belt morphology is formed because the force imposing on the attaching point of the chain at one cluster is compensated by an opposite force coming from another cluster on which the chain is also attached. Muratov has introduced a kinetic model of coarsening of the transient polymer network for entangled chains during the intermediate stages of phase separation in polymer systems and has shown that the domain size of the cluster during the intermediate stages grows according to an unusual coarsening scaling law Rϳt 1/(dϩ3) . It was also predicted that after the network structure breaks up, the coarsening scaling law at very late stages will cross over to a Lifshitz-Slyozov coarsening scaling law Rϳt 1/3 . In Fig. 12 our results for the domain size as a function of time are shown in a log-log plot. From this figure, we can see that there are two stages for the growth of the domain size of the polymer clusters. At intermediate times the growth exponent is nϭ1/4, while at late times, we recover the Lifshitz-Slyozov growth exponent of nϭ1/3. The separating point between these two growth laws is around log(t)ϳ2.45, which corresponds to tϳ281. When compared to the timing of the breaking up of network structure in Fig.  11 , we find that the first stage of the domain growth corresponds to the period when a break up of the network structures is taking place. After the network structure breaks up into several clusters, the growth law crosses over to the Lifshitz-Slyozov law of Rϳt 1/3 . Although we see a crossover from a smaller exponent to an exponent of nϭ1/3 as suggested by Muratov, the exponent observed by us while the network is breaking up is somewhat larger than the predicted value of 1/(dϩ3). This difference is understandable, as the chains in the simulations are not entangled for the concentrations and chain lengths considered in the simulation. 44 For such unentangled chains ͑Rouse chains͒, the early time growth exponent 45 is known to be larger than 1/(dϩ3). A similar exponent of nϭ1/4 has also been found by Termonia 30 in a 3D Monte Carlo simulation. Termonia observes that at the percolation-to-cluster transition, the polymer network breaks into isolated aggregates and the domain size grows as Rϳt 1/4 during the simulation. In the simulation of Termonia, however, a crossover of the domain growth exponent from nϭ1/4 to nϭ1/3 was not observed.
In Figs. 13͑a͒ and 13͑b͒ we plot s(k,t)/R g (t) 3 vs kR g (t) to explore dynamical scaling of the structure factor in 3D for concentrations cϭ30% and cϭ10%, respectively. Scaling holds during the phase-separation process in both cases. From a log-log plot of the scaling function for the structure factor in 3D ͑Fig. 14͒, it can be seen that for large k values the structure factor also satisfies Porod's law: s(k,t)ϳk Ϫ4 in three dimensions.
IV. CONCLUSIONS
In small molecular mixtures, surface tension is the main driving force behind the coarsening and growth of circular domains. In polymer solutions with the two components having widely different viscoelastic properties, it is possible that the viscoelastic stress would retard the formation of circular droplets and stabilize a network structure of elongated polymer-rich domains. From a numerical study of a coarsegrained model, Taniguchi and Onuki have suggested this mechanism to explain the network pattern formation seen in Tanaka's experiments. Although our MD simulations of a chain model seem to agree with this general view, some comments are in order. First, hydrodynamic interactions are screened 46 due to a violation of global momentum conservation in the constant-temperature stochastic MD simulation method that we have used. Even in the absence of hydrodynamics, the elastic nature of the polymer chains is a sufficient ingredient to produce a network pattern formation. For this reason, it is not surprising that the growth-law exponent found here is a purely diffusive one for all the area/volume fractions considered. Muratov 31 has introduced a kinetic model of coarsening of transient polymer networks during the intermediate stages of phase separation in polymer systems with entangled chains. This model explicitly takes into account the effect of the connectivity of polymer chains and shows that during the intermediate stages the growth of domains is slow and is given by: Rϳt 1/(dϩ3) . At late stages, Muratov's model suggests that the growth exponent is given by the Lifshitz-Slyozov result. Although we see a crossover of domain growth exponent from a somewhat smaller value of about 1/4 to the Lifshitz-Slyozov value of 1/3 in our 3D simulations of network breakup, the exponent at the intermediate stages is larger than that predicted by Muratov. This is possibly due to the fact that the chains used in the simulations are not entangled. We do not see any evidence of a crossover in growth exponent in two dimensions.
The chain lengths used in our MD study are quite smaller than those in a real, experimental study. Thus, the time scales ͑and the solution concentration͒ over which the network forms and subsequently relaxes is expected to be quite different in experimental situations. When one compares the time scales of MD with experimental time scales, it becomes immediately clear that the network structure can last only over an early to intermediate time regime of experimental time scales. In addition, our simulations also demonstrate that the network pattern formation can be seen at early stages only when the monomer concentration is larger than the overlap threshold c*. Since the overlap threshold is a function of the molecular weight or chain length, the network pattern formation at early stages can only be seen for those choices of N and monomer concentration c, such that cϾc*(N). For example, the overlap threshold concentration for Nϭ100 in two dimensions is about c*Ϸ0.1 and a network pattern formation for Nϭ100 is only seen for concentrations several times larger than this value. Thus it is not surprising that in experiments with dilute or barely semidilute polymer solutions one would not observe this remarkable pattern formation at late times. This conclusion is supported by the experiments of Haas and Torkelson which have been carried out to a much later time than Tanaka's. In contrast to Tanaka's observations, Haas and Torkelson do not find a network pattern formation for any value of the volume fraction of the polymer.
In summary, we have carried out molecular dynamics simulations of phase separation in a quenched polymer solution. Simulation clearly demonstrate the existence of a networklike pattern formation at an early to intermediate time regime for sufficiently dense polymer solutions. Although our model calculation does not include hydrodynamic interactions, the elastic nature of the polymer chains seems to be sufficient to capture the correct physics of network pattern formation. This network structure, however, relaxes at late times as the minimization of the interface energy wins over the elastic stress of the network. This explains why various experiments carried out to various time regimes claim contradictory results. Our results also strongly indicate that the true late-time growth kinetics of quenched polymer solutions belong to the same universality class of small molecular mixtures.
FIG. 13. ͑a͒ Scaled structure factor s(k,t)/R g (t)
3 vs kR g (t) for a 30% polymer solution in 3D with chain length Nϭ50 at a quench temperature Tϭ1. ͑b͒ Scaled structure factor s(k,t)/R g (t) 3 vs kR g (t) for a 10% polymer solution in 3D with chain length Nϭ50 at a quench temperature Tϭ1.
FIG. 14. Plot of log(s(k,t)/R g (t)
3 ) vs log(kR g (t)) for a 10% polymer solution in 3D with chain length Nϭ50 at a quench temperature Tϭ1. The tail of the structure factor decays as k Ϫ4 . 
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