Abstract: We consider a random surface in R d tesselating the space into cells and a random vector eld u which is smooth on each cell but may jump on . Assuming the pair ( ; u) stationary we prove an inversion formula expressing the probability of an event under the stationary probability in terms of the Palm probability P de ned by the random surface measure associated with . This result involves the ow of u induced on the individual cells and generalizes a fundamental inversion formula for stationary point processes on the line. We apply this result to derive some general properties of P as, for instance, an invariance property. Under the assumption that the ow can be de ned for all time points, we derive conditions that are necessary and su cient for the ow to be volume-preserving. Our nal application deals with the spherical contact distribution in stochastic geometry.
Introduction
Suppose we have a tessellation of R d (such as the one depicted in Figure 1 for d = 2) and a function h : R d ! R, both depending on chance in such a way that they are jointly translation-invariant under the ruling probability measure P. What could we do in order to estimate the expectation Eh(x), x 2 R d ? One way of going about it would be to choose an arbitrary x, then draw a realization of both the tessellation and the function h, integrate h over, say, a sphere of large radius and center x, say S(x), and divide by the volume V of the sphere. Of course, we don't need to draw a realization of the tessellation in order to do this integration, unless we perform the integration in a peculiar way, which requires some additional structure. Within each open cell of the tessellation, suppose we also have a eld u(x) of velocity vectors de ning a ow (t; x) crossing the cell, where the \time" parameter t ranges over an interval containing t = 0, and such that (0; x) = x, (t + s; x) = (t; (s; x)). Then we could go about the integration as follows (in terms of R 2 ). We partition the boundary of the tessellation into segments of (small) length l. For each \regular" such segment we have exactly two adjacent cells, each with a ow, and each of these ows will either be parallel to the segment, end at it, or start at it. For each ow starting there we take the strip between the ow lines starting at the segment boundary and integrate the function h over this strip. Summing up over all segments within the sphere S(x) we obtain the integral of h over S(x) (up to discrepancies resulting from incomplete strips near the boundary of S(x)). In Figure 1 three such segments are featured, contributing 0, 1, or 2 strips to this sum, respectively. Dividing by L, the total length of tessellation boundary within the sphere, yields an average contribution per segment. Multiplying this by L=V yields our estimate for E h(x)]. The factor L=V estimates the \intensity" of the tessellation boundary. Making all this precise is the content of Section 2 and results -laid down in where denotes the random surface formed by the tessellation boundary, is its intensity, E denotes expectation with respect to the Palm probability of , and where this expectation is taken of a random quantity which can be interpreted as the contribution of a \typical" in nitesimal segment on to the peculiar integration described above. Formula (1.1) is valid for velocity elds u(x) which are divergence-free within each cell, but this property can often be gained by force (see Remark 2.3).
The model for which (1.1) is derived allows for more general surface processes than just those pertaining to a tessellation. Apart from regularity assumptions essentially all we need is that partitions R d n into countably many open components such that only nitely many of these intersect any given bounded set and such that coincides with the boundary of the union of these components. Thus, random structures as the one depicted in Figure 2 are included, where the shaded area represents one of the connected components produced by . (Figure 2 shows two cells with \fringes", which is also allowed.)
The random eld h and the random surface have to be jointly spatially homogeneous but may otherwise be related to each other in various close or less close degrees. For instance, h(x) may be independent of . At the other extreme, may be a function of h in the way that, for instance, is the set of points where h is discontinuous. In such a case one might call an \imbedded" set of points for the random eld h, and the right-hand side of (1.1) would be an expression computed at imbedded points. If such a point of view prevails, then the eld h would be the primary object of interest. If, instead, the focus is on , then one can vary h and view (1.1) as a relationship between the basic probability measure P and the Palm probabilitiy P . In fact, (1.1) is a strict generalization of a well known inversion formula for Palm probabilities of point processes on the line (see e.g. Baccelli and Br emaud, 1994) . Our formula can also be considered as a speci c version of a general inversion formula in Mecke (1967) . However (1.1) is not a consequence of Mecke's result. There are also examples where the primary physical dependence is between and the velocity eld and hence the stochastic ow. Another aspect of our model is that some of the cells generated by might actually represent \empty" space or \holes" carrying no ow. The union of all such holes will be denoted by . The generality of the framework allowable for formula (1.1) is an important aspect, and the detailed model description as well as the proof of (1.1) is the content of Section 2. The remainder of the paper, Sections 3{5, are devoted to applications, based on suitable versions of Theorem 2.1. In Section 3 it is assumed that at most one ow line starts from a given point x 2 (up to a negligible set of points). This allows following the ow across cell boundaries either ad in nitum or until getting stopped by a ow parallel to the boundary, or by empty space. Theorem 3.1 is a version of Theorem 2.1 in which the successive times of such crossings are prominent. In Section 4 it is assumed that these successive times form a point process \unbounded at both ends", i.e. that the ow can be followed into past and future ad in nitum. This ow has a velocity eld that willin general -not be continuous at the crossing points. Such a ow may still be volume preserving, and we derive necessary and su cient condition for it to be. An important tool for the proof is an invariance property of the Palm probability P that can be proved with the help of Theorem 3.1.
Finally, in Section 5, the situation is, in a sense, the opposite of Section 3. We assume that all points of n (up to a negligible set) are starting points of exactly two ow lines, both ending at . A typical situation is illustrated in Figure 3 . Figure 3 shows a tessellation made up of convex polytopes, each of which has a spherical \kernel". The kernels comprise and hence carry no ow. The boundaries of the polytopes comprise n . Apart from corners a point x 2 n is the starting point of two straight ow lines each pointing to the centre of the corresponding kernel. More general tessellations, kernels, and ow lines are equally possible. A corresponding version of Theorem 2.1 is stated and applied to a germ-grain model, yielding a result about the so-called spherical contact distribution for this model. The paper closes with an Appendix summarizing facts about the Palm calculus. Models of the type covered by Theorem 2.1 appear in many di erent elds. A very recent one is discussed in Molchanov, Surgailis and Woyczinski (1997) , aimed at explaining the large-scale structure of the universe. Formula (1.1) has the potential to aid in the analysis of such models. all singular boundary points of R d n is closed and is assumed to satisfy H d?1 (S( )) = 0 and to depend measurably on ! 2 . We further assume that = f (x) : x 2 R d g is a normal eld of , i.e. a random vector eld of unit vectors such that (x) is normal to whenever x 2 R( ).
Our basic assumption is that the triple ( ; ; S( )) be stationary. To have some orientation of the normals allows labeling half-spaces. Choosing the orientation stationary is not necessary but adds some notational convenience. Stationarity is expressed in terms of an abstract measurable ow f x : x 2 R d g of isomorphisms on the basic probability space ( ; F; P) such that P x = P for all x 2 R d (see Appendix for more details). For instance we have y = fx ? y : x 2 g. We can and will assume that both and S( ) are measurable with respect to the -eld ( ) generated by . Without risk of ambiguity we shall henceforth use as a shorthand for the triple ( ; ; S( )).
We now equip our model with additional structure. Moreover, u G is assumed to be smooth on G and divergence-free. For a possible generalization of the latter condition of incompressibility we refer to Remark 2.3. We assume that the limits
exist for all x 2 G and pertain to the boundary @G of G. We assume that the vector eld u G can be continuously extended to G R(G), where R(G) is the set of all regular boundary points of G. This extension is still denoted by u G . Henceforth, we refer to a set of the type fy : (t; x) = y for a t with G (x) t G (x)g as a ow line (in G).
The points ( G (x); x) and ( G (x); x) are the corresponding starting and end points. If x 2 @G is a starting point of a unique ow line, then we extend the de nitions of G (x) and G (t; x), 0 t G (x), in the natural way. For all other x 2 @G we let G (x) = 0. If x 2 @G is the end point of a unique ow line then we can de ne G (x) and G (t; x), G t 0, in the natural way. Our nal assumption on G is that the union of all ow lines starting in regular boundary points covers G up to a set of Lebesgue measure 0. That is to say that
(2.7) where H d denotes Lebesgue measure on R d , G + := f G (t; x) : x 2 @ + G \ R(G); 0 < t < G (x)g and @ + G is the set of all boundary points which are starting points of exactly one ow line.
Still suppressing the dependence on ! 2 we now de ne (t; x) := G (t; x) if x 2 G 2 G 0 ( ) and G (x) 
otherwise, and we introduce the closed set
where G cl denotes the closure of G. All the mappings introduced up to this point are of course assumed to be measurable in all their arguments. The pair (u; ) is assumed to be stationary jointly with , and we also assume that Eju i (0)j < 1; i = 1; : : : ; d;
where u i (x) is the ith component of u.
If x 2 G for some G 2 G 0 ( ), then we de ne ( (x); (x)) := ( G (x); G (x)). In the next section we will extend the de nition of (x) ( (x)) also to such x 2 which are end points (starting points) of a unique ow line. Note that, for x = Y (x + t (x)) (2.9) whenever these limits exist and set Y ? (x) = Y + (x) := 0 otherwise. The main result of this paper provides a relationship between the stationary probability measure P and the Palm probability P associated with the random surface measure generated by :
where the intensity :
is assumed to satisfy 0 < < 1.
We use the notation Z + (x) := hu + (x); (x)i; Z ? (x) := hu ? (x); (x)i; x 2 R d : The distribution P ((Z + (0); Z ? (0)) 2 ) could be interpreted as rose of directions with respect to u, see Stoyan, Kendall and Mecke (1995) for a constant u. Theorem 2.1 Let ( ; ; u) be as described above and let h = fh(x) : x 2 R d g be a non-negative random eld which is stationary jointly with and vanishes on . Then to B R(B). Assume for the moment fh(x)g is bounded and that Y has integrable components. Using (2.12) and the vecor eld fY (x)g, it follows exactly as in the proof of Theorem 3.1 in Last and Schassberger (1996) t; x)) = u( x !; (t)); (!; x) < t < (!; x); d dt (t) = u( x !; (t)); ( x !; 0) < t < ( 1 !; 0); where we have used stationarity of the vector eld u to get the rst relationship. Assume now that x 2 G 2 G 0 ( ). Then G ? x 2 G 0 ( ( x (!)) and (t) 2 G ? x for ( x !; 0) < t < ( 1 !; 0). Since is a maximal ow (see Lang, 1995) , we see that ( ( x !; 0); ( x !; 0)) ( (!; x); (!; x)) and = on the smaller interval. Since is also a maximal ow we obtain also the other conclusion and (2.16), (2.15) follow. Using this and stationarity of h it is now easy to prove that Y , Y + and Y ? are all stationary. 2
As a corollary we can express the generalized contact distribution P( (0) 2 j0 = 2 ) in terms of the Palm probability P . In particular, this distribution is absolutely continuous. Remark 2.4 Our analytic assumptions on the ow G , G 2 G 0 ( ), can be weakened.
For example, it is not necessary that the vector eld u G is continuous on the two-sided regular boundary points of G. (The fringes in Figure 2 are examples of two-sided boundary points.) To keep things simple, we have tried to avoid additional technicalities.
Excursions
In the present section we continue to work within the model of Section 2. The aim is to establish a fairly straightforward modi cation of Theorem 2.1, formulated as Theorem 3.1. This formula will be the basis of developments in Section 4. The idea is to follow the ow across boundaries between adjacent G 2 G 0 ( ). For this purpose we de ne successive crossing times and crossing points as follows.
Let + ( ? ) denote the set of all x 2 , which are starting points (end points) of exactly one ow line. First we extend the de nitions of , and . For x 2 + we set For x 2 R d we now inductively de ne a sequence ( n (x); n (x)), n 2 Z, as follows.
First we let
( 1 (x); 1 (x)) := ( (x); ( (x); x)) if x = 2 ( ) or x 2 + ; (0; x) otherwise. For n 1 we de ne ( n+1 (x); n+1 (x)) := ( n (x) + ( n (x)); ( ( n (x)); n (x))) if n (x) 2 + ; ( n (x); n (x)) otherwise. Further we de ne ( 0 (x); 0 (x)) := (0; x) if x 2 ( ); ( (x); ( (x); x)) otherwise, and for n 0 ( n?1 (x); n?1 (x)) := ( n (x) + ( n (x)); ( ( n (x); x); n (x))) if n (x) 2 ? ; ( n (x); n (x)) otherwise.
Note that we adopt here the convention to keep stepping on place whenever the ow cannot be followed any further. In particular we start stepping on place whenever we get to a point of where two ow lines start or two ow lines end. We want to exclude this by imposing in addition the condition that n S( ) fx : Z + (x) 0; Z ? (x) 0g:
In fact, it can be directly checked that this is equivalent to requiring that n S( ) ( + fZ + = 0g) \ ( ? fZ ? = 0g): We further extend the de nition of the ow to satisfy (t; x) = (t ? n (x); n (x)); n (x) t < n+1 (x):
This determines ( ; x) on the interval ( ?1 (x); 1 (x)), where 1 (x) := supf n (x) : n 1g; ?1 (x) := inff n (x) : n 0g; and for all other t we de ne (t; x) such that becomes a measurable function of all its arguments. where n := n (0).
Proof. In analogy to (2.15) and (2.16) one can prove by induction that n (x) = n (0) x and ( x !; t; 0) = (!; t; x) ? x; (!; x; t) 2 R d R; ?1 (x) < t < +1 (x): (3.6)
Hence the vector-eld fY (x)g is stationary and the arguments of the proof of Theorem 2.1 can be readily modi ed to yield (2.14), where now (cf. also ( Substituting into (2.14) and taking into account assumption (3.2), yields assertion (3.5). 2
Remark 3.2 The formulation of the above theorem is for n 1. The theorem holds for n 0 in exactly the same formulation provided that the union of all ow lines ending in regular boundary points of G 2 G 0 ( ) covers G up to a set of Lebesgue measure 0. The -valued process f (s;0) : 0 < s 1 g describes an excursion of a particle starting in the typical point 0. Adapting the terminology of Pitman (1987) we could call Q = P the equilibrium excursion law. Similarly as for point processes on the line (see also Neveu, 1977) we have the following result, where we assume that = ; for simplicity.
Theorem 3.3 Let ( ; u) be as described above and assume that = ;. Then P ( 
4 Characterization of volume preserving ows
In this section we consider the model of the previous section, i.e. we let ( ; ; u) be as described in Section 2 and assume that (3.1) is satis ed. We assume for simplicity that = ; (see Remark 4.6 for possible generalizations). We further assume that (3.4) determines the ow on (R d n S( )) R, i.e.
1 (x) = 1; ?1 (x) = ?1; x = 2 S( ): The preceding lemma would justify the de nition of the Palm probability P N of N with respect to the family of shifts f# t g, provided that P is invariant under these shifts (0)h (4.9) for all h as in Theorem 3.1.
Assume now that P is stationary under # t . By the inversion formula (see Mecke, 1967) to obtain a probability measure P 00 which is stationary under f# t g. This inverse construction yields moreover that Q is the Palm probability of P 00 (with respect to N and f# t g).
But (3.7) shows that P = P 00 completing the proof of the theorem. 2
Remark 4.3 Equation (4.9) generalizes a well-known invariance property of Palm probabilities on the real line (see e.g. (3.2.3) in Baccelli and Br emaud, 1994) . Assuming, for simplicity, that Z ? (0) # 6 = 0, (4.9) can be rewritten as
In heuristic terms we can express this as follows. If 0 is a typical point of , then ( 1 ; 0) is a typical point under the probability measure Z + (0)=(Z ? (0) #)dP . The latter density can also be interpreted geometrically.
Combining results in Geman and Horowitz (1975) and Mecke (1975) with Theorem 4.2 yields the announced characterization of volume preserving ows.
Theorem 4.4 Let ( ; u) be as described above. Then the ow is volume preserving i (4.5) is satis ed.
Proof. We apply Theorem 10(i) in Geman and Horowitz (1975) with Z(!) := (!; t; 0) for a xed t 2 R. Since by (3.6),
x + Z( x !) = x + ( x !; t; 0) = (!; t; x); this theorem yields that (!; t; ) is P-almost surely volume preserving i P is invariant under # t . Therefore Theorem 4.2 yields the assertion. 2
Remark 4.5 In statistical uid mechanics (see e.g. Monin and Yaglom, 1971) Remark 4.6 The results of this section can be generalized to some cases, where 6 = ; and where the divergence of u does not vanish on R d n (
). This can be accomplished as follows. As in Remark 2.3 we assume that there exists a scalar eld K such that div Ku = 0 on R d n ( ). We can take here K(x) = 0 for x = 2 and we further assume that K 0 and 0 < EK(0) < 1. The de nition (4.2) of the ow f# t g is extended by setting # t ! := ! for 0 2 (!). Assumption (4.1) is replaced by 1 (x) = 1; ?1 (x) = ?1; x = 2 ( S( )):
Because there is now ow in , it is no further restriction of generality to assume that n (x) 2 0 for all x = 2 ( S( )) and all n 2 Z, where 0 is a stationary random 
An application to hitting times
In this section we specify our model in such a way that the ow (which is de ned outside ) is directed towards . We formulate a version of Theorem 2.1 and then apply this to an example of a germ-grain model, obtaining a result about the time it takes to hit a grain.
The model ( ; ; u) is as in Section 2. We let 0 be the stationary random closed set de ned as the closure of n @ and assume that H d?1 ( 0 \ ) = 0 P ? a:s:
Furthermore we assume that, outside S( ), no point of @ is a starting point of a ow line and each point of 0 is starting point of exactly two ow lines ending on @ . For typical examples see Figure 3 . In the theorem below P 0 and 0 denote the Palm probability and the intensity of the random measure H d?1 ( 0 \ ). In this section we need only to assume 0 < 1 but not < 1. (0)) equals 0. Using (5.1) and the de nition of Palm probability the assertion easily follows rst for special h(x) and then for a general h(x) as considered in the theorem. 2
Now we turn to our example of a germ-grain model (see e.g. Stoyan, Kendall and Mecke, 1995, and the Appendix) . In this case specifying ( ; ; u) begins with specifying rather than . Our is assumed to be of the form Well known facts about the distance function r(x) (see e.g. Gilbarg and Trudinger, 1977) can be used to show that indeed div Kv = 0 on R d n ( Remark 5.5 In stochastic geometry the conditional distribution of r(x) occuring on the left-hand side of formula (5.5) is called the spherical contact distribution of the germ-grain model. Our result shows that the statistics of the distance to from a typical point in space can be obtained by suitably evaluating the distances from the skeleton to the grains. If all grains start growing in outer normal directions at the same time and at the same speed, then r(x) is the time it takes for x to be reached by one of the grains. Accordingly, the skeleton comprises the points where grains meet.
Theorem 5.2 can be reformulated using the Palm probability P @ of the random measure H d?1 (@ \ ) whose intensity is denoted by @ . The proof can be based on a purely analytic relationship between the surface elements of 0 and @ :
Theorem 5.6 Assume that the germ-grain model satis es @ < 1 and let fh(x) : x 2 R d g be a non-negative, stationary eld. Then
where E @ denotes expectation with respect to P @ , (z) is chosen as the outer normal to at a regular boundary point z 2 R( ), and (z) := r(x) if there is a unique x 2 0 with z 2 (x).
A version of Theorem 5.6 for stationary germ-grain models with general convex grains has to be formulated in terms of the generalized curvature measures of . As in Last and Schassberger (1997) , who dealt with the distribution of the pair (r(x); v(x)), the proof can be based on a integralgeometric formula on the parallel volume of . 6 Appendix: Palm calculus All random elements are de ned on the probability space ( ; F; P). Assume that x : ! , x 2 R d , is a family of measurable isomorphisms such that (!; x) 7 ! x ! is measurable, x y = x+y ; x; y 2 R d and P x = P; x 2 R d :
A random measure on R d (see Kallenberg, 1983 ) is called stationary if for all measurable f : R d ! R + . If 0 < < 1, then we can de ne the Palm probability P := ?1 Q of . We refer to Mecke (1967) for the de nition of Q and P in a canonical framework. We may interpret P as the conditional probability given that 0 is a \typical" point of . An example of a random measure is ( ) := card fi : i 2 g, where f i : i 2 Ng is a (simple) point process of pairwise distinct points in R d (see Kallenberg, 1983 ) that are not allowed to accumulate in bounded sets. Here and in the main text we tacitly assume that a point process has an in nite number of points. We will make no di erence between a point process and its associated random measure.
A process Z = fZ(x) : x 2 R d g with values in some arbitrary measurable space is called stationary if Z(0) is measurable and Z(!; x) = Z( x !; 0) for all ! 2 and x 2 R d , where 0 is the zero vector. If, in addition, is a stationary random measure then we refer to fZ(x)g as being stationary jointly with because both objects are adapted to the same \ ow" f x : x 2 R d g. In this case it might be helpful to think in terms of the marked (or weighted) random measure R 1f(x; Z(x)) 2 g (dx), see Stoyan, Kendall and Mecke (1995) . If the intensity is nite then E Z 1f(x; Z(x)) 2 g (dx) = Z Z 1f(x; z) 2 gH d (dx)M(dz); where M := P (Z(0) 2 ) is the mark distribution of the marked random measure. The Palm probability P itself is an example of a mark distribution: take Z(!; x) = x !. If is de ned by a point process as above then we can de ne the mark Z n := Z( n ) of the point n . The set f( n ; Z n ) : n 2 Ng is called a marked point process. It is stationary in the sense that card fi : ( i (!); Z i (!)) 2 (A + y) Bg = card fi : ( i ( y !); Z i ( y !)) 2 A Bg:
If, conversely, f( n ; Z n ) : n 2 Ng is a stationary marked point process we can de ne Z(x) := Z n if x = n for some n 2 N and give Z(x) an arbitrary xed value otherwise. Then fZ(x) : x 2 R d g is a stationary process and the mark distribution M = P (Z (0) 2 ) is the distribution of the mark of a typical point of . A random closed set (see Matheron, 1975 
