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1. Productos escalares
Una funcio´n a dos variables, definida como sigue:
ψ : V ×W −→ E (1)
donde V,W, E son espacios vectoriales sobre un mismo campo, que cumple:
(a) ψ(u+ v, w) = ψ(u, w) + ψ(v, w)
(b) ψ(αv, w) = αψ(v, w)
(c) ψ(v, w+ z) = ψ(v, w) + ψ(v, z)
(d) ψ(v, αw) = αψ(v, w)
se denomina funcio´n bilineal, porque es lineal en cada una de sus variables.
Cuando el campo K corresponde al campo C de los nu´meros complejos, la propiedad (d) se
transforma en:
(d)’ ψ(v, αw) = αψ(v, w)
en este caso se dice que ψ es una funcio´n cuasibilineal, porque es lineal en la primera variable
y semilineal en la segunda.
Si en (1) se sustituye E por K, se tienen funciones bilineales o cuasibilineales en las que el espacio
vectorial codominio es el campo de escalares, en este caso R o C y se llaman formas bilineales
en el primer caso y formas hermitianas en el segundo.
Es de intere´s para la realizacio´n de este trabajo contar con la simetr´ıa de las formas (recue´rdese
lo que sucede con los productos escalares), as´ı se hace necesario definirlas en un mismo espacio
V , esto es,
ϕ : V × V −→ K (2)
de manera que
ϕ es sime´trica, cuando
ϕ(u, v) = ϕ(v, u) ∀u, v ∈ V
ϕ es antisime´trica cuando
ϕ(u, v) = −ϕ(v, u) ∀u, v ∈ V
En este caso si u = v, ϕ se anula.
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Ana´logamente, para las formas hermitianas;
ψ(v, w) = ψ(w, v) ∀v ∈ V, ∀w ∈ W
se dice sime´trica hermitiana, y
ψ(v, w) = −ψ(w, v) ∀v ∈ V, ∀w ∈ W
se llama antisime´trica hermitiana
Cabe destacar que se puede realizar un trabajo paralelo con la teor´ıa de formas hermitianas,
pero este se limita aqu´ı, al tratamiento de formas sobre el campo de los nu´meros reales.
Ejemplo 1.1. El producto escalar usual en Rn
〈·〉 :Rn × Rn −→ R
(x, y) −→
n∑
i,j=1
xiyj
(a) Linealidad en la primera variable
〈x+ y, z〉 =
n∑
i,j=1
(xi + yi)zj
=
n∑
i,j=1
xiyj +
n∑
i,j=1
yizj
= 〈x, z〉+ 〈y, z〉
(b) Homogeneidad
〈αx, y〉 =
n∑
i,j=1
αxiyj
= α
n∑
i,j=1
xiyj
= α〈x, y〉
La prueba es ana´loga para la segunda variable.
(c) Simetr´ıa 〈x, y〉 =
n∑
i,j=1
xiyj
=
n∑
i,j=1
yjxi
= 〈y, x〉
En consecuencia, 〈·〉 es un ejemplo de una forma bilineal sime´trica
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Ejemplo 1.2.
ϕ :Rn ×Rn −→ R
(x, y) −→
n−1∑
i,j=1
xiyj − xnyn
es fa´cil ver que es otro ejemplo de forma bilineal sime´trica.
La representacio´n matricial (en una base ordenada fija) de la forma bilineal esta´ dada por
Aφ =
⎡
⎢⎣
φ(e1, e1) φ(e1, e2) . . . φ(e1, en)
...
... . . .
...
φ(en, e1) φ(en, e2) . . . φ(en, en)
⎤
⎥⎦
y se tiene el siguiente resultado φ(v, w) := vBwt
Demostracio´n.
φ(v, w) = φ(
n∑
i=1
ciei,
n∑
j=1
djej)
=
n∑
i=1
ci
n∑
j=1
djφ(ei, ej)
=
n∑
i=1
ci
n∑
j=1
djbij
= (c1
n∑
j=1
djb1j + . . .+ cn
n∑
j=1
djbnj)
=
[
c1 . . . cn
] ·
⎡
⎣
∑n
j=1 djb1j∑n
j=1 djb2j∑n
j=1 djbnj
⎤
⎦
=
[
c1 . . . cn
] ·
⎡
⎢⎣
b11 . . . b1n
... . . .
...
bn1 . . . bnn
⎤
⎥⎦ ·
⎡
⎢⎣
d1
...
dn
⎤
⎥⎦
= vBwt
As´ı, el ejemplo 1 es representado mediante la matriz identidad In en la base cano´nica y el ejemplo
2 es descrito por la matriz,
M =
⎡
⎢⎢⎢⎣
1 0 . . . 0
0 1 . . . 0
...
. . . . . .
...
0 . . . 0 −1
⎤
⎥⎥⎥⎦
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de manera que
1. 〈x, y〉 = xIyT
2. ϕ(x, y) = xMyT
1.1. Espacio Eucl´ıdeo
Un espacio vectorial real V de dimensio´n n, provisto de una forma bilineal sime´trica φ que
satisface:
φ(x, x) > 0, x = 0 (3)
se llama un espacio real eucl´ıdeo.
Tambie´n se dice que es un espacio dotado de una forma positiva no degenerada porque su forma
cuadra´tica no posee vectores iso´tropos (es decir, vectores no nulos tales que ϕ(x, x) = 0, vectores
ortogonales a s´ı mismos).
V es un espacio vectorial de n dimensiones, 〈·〉 es de signatura (n, 0), corresponde a lo que se
llama ordinariamente geometr´ıa euclideana de n dimensiones
Conceptos geome´tricos
Dados dos vectores de V , x = (x1, . . . , xn) y x′ = (x′1, . . . , x
′
n) se define la distancia euclideana
entre x y x′ como:
dE(x, x′) = ‖x− x′‖ =
√
〈x− x′, x− x′〉
=
√
(x1 − x′1)2 + . . .+ (xn − x′n)2
1.2. Espacio Seudoeucl´ıdeo
Para el caso particular, en que la forma bilineal sime´trica ϕ descrita en el ejemplo 2, es de
signatura (n− 1, 1), corresponde a lo que se llama ordinariamenteGeometr´ıa de Minkowski
n-dimensional.
De manera que su forma cuadra´tica asociada puede ser nula, positiva o negativa.
As´ı, (Rn, ϕ) es un espacio seudoeucl´ıdeo, denominado espacio de Minkowski.
Conceptos geome´tricos
Obse´rvese que ‖x‖ toma valores complejos.
La distancia minkowskiana entre dos vectores de V , se determina por:
dM(x, x′) = ‖x− x′‖ =
√
ϕ(x− x′, x− x′)
=
√
(x1 − x′1)2 + . . .+ (xn−1 − x′n−1)2 − (xn − x′n)2
(4)
2. Productos escalares sobre Mn(C)
Se trabajan dos productos escalares definidos sobre el espacio de matrices con entradas complejas
y se generalizan.
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Ejemplo 2.1. Producto escalar de Fro¨benius
〈A,B〉F = Tr(B∗A).
1. 〈A,B〉F = Tr(B∗A)
= Tr(ATB∗T )
= Tr(ATB∗T )
= Tr(A∗B)
= 〈B,A〉F .
2. 〈αA,B〉F = Tr(B∗αA)
= Tr(αB∗A)
= αTr(B∗A)
= α〈A,B〉F .
3. 〈A+ B,C〉F = Tr(C∗(A+B))
= Tr(C∗A+ C∗B)
= Tr(C∗A) + Tr(C∗B)
= 〈A,C〉F + 〈B,C〉F .
4.
〈A,A〉F =
n∑
i,j=1
|aij|2 ≥ 0.
5. 〈A,A〉F = 0, si y solamente si, A = 0, en efecto,
⇐] Si A = 0, A∗ = 0. 〈A,A〉F = Tr(A∗A) = Tr(A2) = Tr(AA) = 0.
⇒] Si se supone que 〈A,A〉F = 0 y A = 0. Como A = 0, existen i, j tales que aij = 0 y por
tanto Tr(A∗A) = 0. Esto contradice que A = 0.
Se puede definir un producto escalar de valor real que permita inducir una nocio´n de a´ngulo en
Mn(C): es suficiente tomar la parte real del producto ya definido.
Ejemplo 2.2. 〈A,B〉Re := Tr(BTReARe + BTImAIm) es un producto escalar sobre Mn(C), en
donde, ARe y BRe denotan las partes reales y, AIm y BIm sus partes imaginarias, respectiva-
mente.
Sean A,B y C ∈Mn(C) y α ∈ R
1. 〈A,B〉Re = Tr(BTReARe + BTImAIm)
= Tr(BTReARe) + Tr(B
T
ImAIm)
= Tr(BTReARe)
T + Tr(BTImAIm)
T
= Tr(ATReBRe) + Tr(A
T
ImBIm)
= Tr(ATReBRe + A
T
ImBIm)
= 〈B,A〉Re.
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2. 〈αA,B〉Re = Tr(αBTReARe + αBTImAIm)
= αTr(BTReARe + B
T
ImAIm)
= α〈A,B〉Re .
3. 〈A+B,C〉Re = Tr(CTRe(ARe + BRe) + CTIm(AIm + BIm))
= Tr(CTRe(ARe + BRe))
+ Tr(CTIm(AIm + BIm))
= Tr(CTReARe +C
T
ReBRe)
+ Tr(CTImAIm + C
T
ImBIm)
= Tr(CTReARe) + Tr(C
T
ReBRe)
+ Tr(CTImAIm) + Tr(C
T
ImBIm)
= Tr(CTReARe) + Tr(C
T
ImAIm)
+ Tr(CTReBRe) + Tr(C
T
ImBIm)
= Tr(CTReARe +C
T
ImAIm)
= +Tr(CTReBRe + C
T
ImBIm)
= 〈A,C〉Re + 〈B,C〉Re .
4.
〈A,A〉Re =
n∑
i,j=1
|αij|2 +
n∑
i,j=1
|βij|2 ≥ 0.
donde αij y βij corresponden a los elementos de la parte real e imaginaria, respectivamente de
la matriz A.
5. 〈A,A〉Re = 0, si y solamente si, A = 0.
⇐] Si A = 0 entonces ARe = 0 y AIm = 0, por tanto 〈A,B〉Re = Tr(BTReARe +BTImAIm) = 0.
⇒] Por otro lado, si 〈A,A〉Re = 0, entonces Tr(ATReARe + ATImAIm) = 0, en consecuencia
ARe = 0 y AIm = 0 y as´ı, A = 0.
A continuacio´n se muestra la estrecha relacio´n existente entre los dos productos escalares
Corollary 2.1. 〈A,B〉Re = (〈A,B〉F )
Demostracio´n. Sean A = ARe + iAIm y B = BRe + iBIm.
〈A,B〉F = 〈ARe + iAIm, BRe + iBIm〉F
= Tr((BRe + iBIm)∗(ARe + iAIm))
= Tr((BTRe − iBTIm)(ARe + iAIm))
= Tr(BTReARe + iB
T
ReAIm
− iBTImARe +BTImAIm)
= Tr(BTReARe +B
T
ImAIm)
+ iT r(BTReAIm −BTImARe)
= 〈A,B〉Re + iT r(BTReAIm −BTImARe)
(5)
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de donde se deduce que
(〈A,B〉F ) = 〈A,B〉Re .
Corollary 2.2. Si D,E ∈Mn(C) son matrices definidas positivas, entonces
〈A,B〉ED = Tr(B∗EAD)
es un producto escalar en Mn(C).
Demostracio´n.
Tr(B∗EAD) = vec(A)Tvec((EB∗D)T )
= vec(A)Tvec(DTBET )
= vec(A)T (E ⊗DT )vec(B)
= vec(A)T (ET ⊗D)Tvec(B)
= ((ET ⊗D)vec(A))Tvec(B)
= 〈(ET ⊗D)vec(A), vec(B)〉
= 〈vec(A), vec(B)〉ET⊗D
Conceptos Geome´tricos
Ortogonalidad: Sn(C)⊥ = ASn(C) respecto a 〈·, ·〉F .
Demostracio´n. Sean A ∈ Sn(C) y B ∈ ASn(C).
⇐] Como B es antisime´trica B = B−BT2 , entonces se tiene que
〈A,B〉F = Tr(B∗A) = Tr
((
B −BT
2
)∗
A
)
=
1
2
Tr((B∗ − B)A)
=
1
2
{Tr(B∗A)− Tr(BA)}
=
1
2
{Tr((B∗A)T )− Tr(BA)}
=
1
2
{Tr(ATB)− Tr(BA)}
=
1
2
{Tr(AB)− Tr(AB)}
= 0.
Esto implica que B ∈ Sn(C)⊥ y en consecuencia ASn(C) ⊆ Sn(C)⊥.
⇒] Por otro lado, si B ∈ Sn(C)⊥, Tr(B∗A) = 0 para toda A ∈ Sn(C). Basta hacer la prueba
con elementos de la base cano´nica de Mn(C), sea Ers = (ersij )n×n tales que
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ersij =
{
1 si (i, j) = (r, s)
0 en otro caso.
Conside´rese la matriz sime´trica Ers + Esr, entonces
〈Ers +Esr, B〉F = 0
Tr(B∗(Ers + Esr)) = 0
Tr(B∗Ers) + Tr(B∗Esr) = 0.
Esto significa que brs + bsr = 0, es decir, brs = −bsr. Por lo tanto, B es antisime´trica.
Norma ‖ A ‖.= 〈A,A〉 12.
El a´ngulo α que forman dos matrices A y B ∈Mn(C) no nulas, puede calcularse mediante
Cos(α) =
〈A,B〉Re
‖ A ‖F ‖ B ‖F .
Sean A y B matrices no nulas, la Proyeccio´n Ortogonal de A sobre B, respecto a un
producto interior 〈·, ·〉 esta´ dada por
πB(A) =
〈A,B〉
〈B,B〉B.
En particular, si B = In y 〈·, ·〉 es el producto interior de Fro¨benius o el generado por su parte
real, se tiene que
πI(A) =
〈A, I〉
〈I, I〉 I =
Tr(A)
n
I.
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