We present an algorithm based on continuation techniques that can be applied to solve numerically minimization problems with equality constraints. We focus on problems with a great number of local minima which are hard to obtain by local minimization algorithms with random starting guesses. We are particularly interested in the computation of minimal norm solutions of underdetermined systems of polynomial equations. Such systems arise, for instance, in the context of the construction of high order optimized differential equation solvers. By applying our algorithm, we are able to obtain 10th order time-symmetric composition integrators with smaller 1-norm than any other integrator found in the literature up to now.
Introduction
We are concerned with the numerical solution of constrained minimization problems of the form minimize g(x)
(1) subject to f j (x) = 0, j = 1, . . . , m,
where g : R n → R is the objective function, and f j : R n → R, j = 1, . . . , m ≤ n, are the equality constraints. We exploit the ability to follow implicitly defined curves to join a point that locally minimizes a problem with k constraints with points that locally minimize the same problem but with an added constraint. This way, the minimization problem with constraints can be afforded as a sequence of problems, starting from a problem with less constraints than the original, whose local minima can be known, and by adding step by step the rest of constraints. A variety of local minimization methods for minimization problems with non-linear equality constrains are available. One of the ways consists in using a sequence of quadratic programming subproblems (SQP) which have to be solved successively. Since SQP methods were developed [1] [2] [3] , a great variety of research has been carried out focusing on this technique [4] [5] [6] [7] [8] . Many SQP algorithms are combined with trust region methods. The origin of trust region methods can be found in the classical Levenberg-Marquardt method [9, 10] . The first trust region strategy for equality constrained minimization problems is developed in [11] . Different strategies to define trust region subproblems are defined in [12] [13] [14] .
We focus on problems having a high number of local minima that are difficult to obtain by local minimization algorithms. We are interested in situations where the system of equality constraints (2) is highly nonlinear, in the sense that linear approximations of constraints are only valid in very small neighbourhoods. As a consequence, algorithms based on SQP methods and trust region algorithms may converge very slowly.
We are particularly interested in the computation of minimal norm solutions of under-determined systems of polynomial equations. With that aim, we consider constrained minimization problems of the form minimize x 2 (3) subject to p j (x) = 0, j = 1, . . . , m n,
where x is the Euclidean norm of x ∈ R n and each p j (x) is a polynomial of degree d j . More precisely, we are interested in computing points that locally minimize the Euclidean norm x under the polynomial constraints (4) . We note that the problems that we have in mind are too complex to apply algorithms that guarantee the computation of all local minimizers of the Euclidean norm. Hence, we aim at computing as many local minimizers as possible, and select those points with smallest norm. We stress that we do not particularly focus on the efficiency of the algorithms, but rather in the ability to compute (with reasonable computational resources) as many small norm solutions of (4) as possible.
Coming back to the general problem (1)-(2), one could try to solve that problem with a graduated optimization approach [15] [16] [17] , by subsequently considering a sequence of minimization problems P 0 , P 1 , . . . , P r , where for each k = 0, 1, . . . , r (for some r < m) the problem P k consists on finding x k ∈ R n that globally minimizes g(x) subject to the constraints x ∈ C k , where
Obviously, min
However, computing a guaranteed global minimum for each of the considered minimization problems P k may not be possible in practice. On the other hand, it may happen that, once a global minimizer x * k of the problem P k is computed, no feasible points of the constraints C k exists in the vicinity of x * k . This motivates us to consider a graduated local minimization approach based on relating the solutions of a sequence P 0 , . . . , P r of local minimization (rather than global minimization) problems. We propose an algorithm that starts by computing a set S 0 of points that locally minimize g(x) subject to x ∈ C 0 , and from them, by using path continuation techniques, subsequently computes, for each k = 1, . . . , r, a set S k of points that locally minimize g(x) subject to x ∈ C k . The algorithm will be considered successful if the minimum of g(x) over the points in S r is close to the global minimum of the problem (1)- (2) . We thus reduce the task of computing local minimizers of the original continuous constrained minimization problem to the task of exploring a discrete graph whose vertices are stationary points of the Lagrange functions of the constrained minimization problems.
The plan of the paper is as follows. The theoretical framework of the connecting algorithm is given in Section 2 and the precise algorithm proposed in the present work is described in Section 3. In Section 4, we treat in detail the case where the objective function g(x) is the Euclidean norm and the constraints are polynomials. In Section 5, we consider as benchmark problem the constrained minimization problems (corresponding to the construction of optimized 10th order composition integrators) considered in [18] .
Theoretical framework of the algorithm
In practice, we aim at computing a set of critical points of the function g(x) on the smooth manifold defined by the constraints (2), or equivalently, a set of stationary points (x, λ) (where x ∈ R n and λ = (λ 1 , . . . , λ m ) ∈ R m ) of the Lagrange function
such that the minimum of g(x) over this set of stationary points (x, λ) is expected to be close to the global minimum. The main idea will be to begin by computing a set S 0 of stationary points of the Lagrange function
corresponding to the minimization problem P 0 , and from them, obtain a set S 1 of stationary points of the Lagrange function
corresponding to the minimization problem P 1 , and so on. More precisely, the algorithm proposed in the present subsequently obtains, for each k = 0, 1, . . . , r − 1, non-singular zeros 1 of the map
. . .
with the aim of finally computing non-singular zeros of the map
1 z * ∈ R ℓ is said to be a non-singular zero of the map F : R ℓ → R ℓ if F (z * ) = 0 and the Jacobian matrix of F (z) at z = z * is invertible (and hence stationary points of the Lagrange function (6)). Of course, among all the possible zeros of the map (8) that can be computed in that way, we are interested in those having small values of g(x).
We will actually consider a more general class of problems consisting on the following: Consider a function G : R ℓ → R and a finite sequence
. . , r, of smooth maps with the property that F k (z)−F k−1 (z) identically vanish for ℓ−1 components. We aim at computing the minimum of G(z) over the set of non-singular zeros of F r (z) = 0. In the particular case of the constrained minimization problem (1)- (2)
, and the maps F k (x, λ) are given by (7)- (8) .
We work under the assumption that the non-singular zeros of F 0 (z) are easier to compute than those of F r (z). The main idea will be to compute, for k = 1, . . . , r and for each non-singular zero z k−1 of F k−1 (z), the non-singular zeros of F k (z) that are connected (in a sense to be defined in Section 2) to z k−1 . This will allow us to reformulate the original problem in terms of an oriented graph whose vertices are non-singular zeros of the maps F k (z), k = 0, 1, . . . , r.
Let us denote, for k = 0, 1, . . . , r the set of non-singular zeros of F k (z) as V k . Recall also that we aim at computing a non-singular zero of F r (z) = 0 that minimizes G(z). For each k ∈ {1, . . . , r},
• Let H k : R ℓ → R ℓ−1 be such that the components of H k (z) are the ℓ − 1 common components of F k−1 (z) and F k (z).
• Let U k be the subset of regular points of
(That is, the set of points z * ∈ R ℓ satisfying that H k (z * ) = 0 and that the Jacobian matrix of H k (z) at z = z * has full rank.) For any point z * ∈ U k , the implicit function theorem guarantees the existence of a unique smooth curve of points z of U k containing z * . Clearly, any non-singular zero of either
• We define an equivalence relation
there is a curve in U k containing both z ′ and z ′′ .
We will next consider an oriented graph G whose set of vertices is the
We will say that a zero z r of F r (z) can be reached from z 0 ∈ V 0 if there is a path of directed edges connecting z 0 with z r . That is, if there exists a sequence of points z k ∈ V k , k = 1, . . . , r − 1, such that, for each k ∈ {1, . . . , r}, (z k−1 , z k ) is an edge of G.
Obviously, there may be zeros of F r (z) that cannot be reached in that way from points in V 0 . One may hope that, with an appropriate choice of the sequence of maps F 0 , F 1 , . . . , F r , the minimum of G(z) over the zeros that can be reached from V 0 coincides with (or at least is close to) the minimum of G(z) over the set {z ∈ R ℓ : F r (z) = 0}.
Description of the proposed algorithm
In what follows, we assume that each V k is finite. This will be certainly the case if the components of each F k (z) are defined as polynomials.
In principle, one could compute all the vertices in V 0 (all the non-singular zeros of F 0 (z)), and successively compute, for k = 1, . . . , r, all the vertices of V k that are k-equivalent to some vertex in V k−1 . This would allows us to explore the whole oriented graph G and finally arrive to the minimum of
However, in the most problems of interest, and in particular, in the application examples considered in Section 5, the number of elements of each V k is exceedingly high for practical purposes. Due to that, we only explore G partially, by prescribing a threshold value G max , and actually constructing the subgraph of G corresponding to the subset of vertices z satisfying that G(z) ≤ G max .
For each k ∈ {1, . . . , r}, let w k : R ℓ → R be the component of F k (z) that is missing from the ℓ − 1 components of H k (z). In practice, the computation of the points in V k that are k-equivalent to a given point z k−1 ∈ V k−1 requires the ability to follow the (uniquely defined) curve of regular points of (9) containing z k−1 , while checking if w k (z) changes its sign along such a curve. This will guarantee that we compute all the non-singular zeros of F k (z) along that curve. (We may miss some singular zeros of F k (z), as w k (z) does not necessarily change its sign along the curve.)
The algorithm proceeds in a step-by-step manner for k = 1, . . . , r as follows: assume that a set S k−1 of non-singular zeros of F k−1 (z) have been computed whose value of G does not exceed G max .
• We begin by initializing S k as the empty set.
• For each z k−1 ∈ S k−1 , we find all the zeros of F k (z) that are kequivalent to z k−1 and include them in S k . In order to do that, the Figure 1 for an illustration for the case where ℓ = 2.) Choose an orientation of the curve of regular points of (9) containing z k−1 , and follow that curve in the forward direction starting from z k−1 while checking if w k (z) changes its sign, until one or the following occurs:
1. The curve arrives back to z k−1 . In that case, we stop searching for zeros of F k (z) that are k-equivalent to z k−1 . 2. A singular point of (9) is reached. In that case, follow the curve in the backward direction starting from z k−1 until some change of sign of w k (z) occurs or a singular point of (9) is reached. 3. A change of sign of w k (z) is found, which allow us to compute a zero z k of w k (z) along the curve, so that F k (z k ) = 0. In that case, if z k is already in S k , then stop following that curve, as it would mean that such a curve has been already explored with a different starting point
, and in any case, go on following the curve in the same direction, until another change of sign of w k (z) is found, or the curve arrives back to z k−1 , or a singular point of (9) is reached.
At the rth step, we get a set S r on non-singular zeros of F r (z). We choose among them those points z ∈ S r with smaller value G(z).
Some remarks on practical implementation aspects of our algorithm are made next:
• We apply our own implementation (written in C) of a continuation algorithm that follows implicitly defined curves with a parametriza-tion that is close to the arc length (referred to as pseudo-arc-length parametrization in [19] [20] [21] ), which computes the zeros of a target function along the curve.
• It is considered that a singular point of (9) is reached if certain numerical difficulties are encountered to follow the curve further: The step-size used to advance along the curve is chosen in an adaptive way, by requiring that approximately the same number of simplified Newton iteration is needed at each step to follow the curve within a prescribed accuracy. A step is rejected (and a new step with smaller step size is tried next) if the iteration does not converge for a given step-size. Having too many consecutive rejected steps is considered as an indicator of the proximity of a singular point in the curve.
• In practice, we want to prevent wasting computing time by following a curve of excessive length with no zeros of the target function. We thus stop following a curve in a given direction (as in the case when a singular point of (9) is achieved) if the curve is followed for a (pseudo-) arc length larger than a prescribed positive number L max .
• In order to avoid exploring the oriented graph G beyond practical computational limits, we consider (in addition to the use of the threshold G max ) a maximum number ℓ max of zeros of w k (z) to be computed along each of the two orientations of the curve that connects a given point z k−1 ∈ S k−1 with points in S k .
• The algorithm is easily implementable in a network of processors and parallelizable in several ways: on the one hand, the processors can treat separately each seed z k−1 and on the other hand, each step k may also start working as soon as the first element of S k is obtained.
Norm minimization subject to polynomial constraints
In this section we describe the application of our method to the case where the constraints are polynomial and the objective function g(x) is either the Euclidean norm.
We thus consider constrained minimization problems of the form
subject to p j (γ 1 , . . . , γ n ) = 0, j = 1, . . . , m n,
where p j (γ 1 , . . . , γ n ) is a polynomial of degree d j in the variables γ 1 , . . . , γ n . Assume that, for a prescribed positive integer r, we are able to compute some subset S 0 of the set of local minima of (10) subject to the constraints p j (γ 1 , . . . , γ n ) = 0, j = 1, . . . , m − r. Obviously, (10)- (11) is of the form (1)- (2), with g(γ 1 , . . . , γ n ) = (γ 1 , . . . , γ n ) 2 , where · denotes the Euclidean norm. Hence, the algorithm described in the previous section can be directly applied to that problem, giving as output a set S r of stationary points of the Lagrangian function of the problem (10)- (11) .
However, we have found that it is advantageous rewriting the problem in an equivalent form by applying a technique that is standard in the numerical solution of polynomial system of equations. This consists in rewriting the constraints as a system of homogeneous polynomials (i.e., polynomials consisting on the sum of monomials of the same degree) with an additional indeterminate, say γ 0 , and adding a constraint that confines the feasible points to a bounded set of R n+1 .
The problem (10)- (11) can be rephrased as the minimization of
subject to the constrains
Clearly, if (γ 0 , . . . , γ n ) is a solution of that constrained minimization problem, then (µ γ 0 , . . . , µ γ n ) is also a solution for each µ ∈ R. Hence, the same minimum is attained with the additional constraint (γ 1 , . . . , γ n ) 2 − R 2 = 0 (with some fixed R > 0), and in that case, the objective function can be replaced by R 2 /γ 2 0 . This is equivalent to the following:
where
and for each j ∈ {1, . . . , m}, we define the homogeneous polynomial
where d j is the degree of the polynomial p j (γ 1 , . . . , γ n ).
It is trivial to check that, provided that (γ * 0 , . . . , γ * n ) is a solution of (13)- (14) , then, (γ 1 , . . . , γ n ) = (γ * 1 /γ * 0 , . . . , γ * n /γ * 0 ) is a solution of (10)- (11). This is also true if the objective function in (13) is replaced by −γ 2 0 . Thus, instead of computing a set of stationary points of the Lagrangian function of the problem (10)- (11), we will compute a set of stationary points of the Lagrange function
This has advantages from the point of view of numerical stability, and in addition, it allows us to move along curves that include points with vanishing γ 0 (which in the original formulation would correspond to points at infinity).
Assume that, for a prescribed positive integer r, we are able to compute some set S 0 of points that locally minimize −γ 2 0 subject to the constraints P j (γ 0 , γ 1 , . . . , γ n ) = 0, j = 1, . . . , m − r + 1. We will apply our algorithm with the sequence of polynomial maps F k : R ℓ → R ℓ , k = 0, 1, . . . , r to be defined next in such a way that the points in S 0 are zeros of F 0 (z), and the stationary points of (16) correspond to zeros of F r (z).
In order to avoid working with large values of the Lagrange multipliers, we replace the vector of Lagrange multipliers (λ 1 , . . . , λ m+1 ) by a vector (λ 0 , λ 1 , . . . , λ m+1 ) such that m+1 j=0 λ 2 j − R 2 λ with some fixed R λ > 0. The stationary points of the Lagrange function (16) are then obtained by solving F r (x, λ) = 0, where x = (γ 0 , . . . , γ n ) ∈ R n+1 , λ = (λ 0 , . . . , λ m+1 ) ∈ R m+2 , and
with g(γ 0 , . . . , γ n ) = −γ 2 0 . In addition, we define for k = 0, 1, . . . , r − 1,
In the notation of Sections 2 and 3, we have that ℓ = n + m + 3, z = (x, λ), x = (γ 0 , . . . , γ n ), λ = (λ 0 , . . . , λ m+1 ), and G(x, λ) = −γ 2 0 . Our algorithm will produce a set S r of non-singular zeros
of F r (z). Among them, those with largest value of |γ * 0 |, correspond to candidates (γ 1 , . . . , γ n ) := (γ * 1 /γ * 0 , . . . , γ * n /γ * 0 ) to minimize (10) subject to the constraints (11).
A benchmark problem: optimized 10th order time-symmetric composition methods
We are particularly interested in constrained optimization problems arising in the context of the construction of optimized differential equation solvers: Given an n-parameter family of integrators for some class of problems, some requirements are imposed (for instance, that they attain certain order of convergence) that are equivalent to m ≤ n (typically polynomial) equations on the n parameters of the family of integrators. If m < n, then an optimized integrator is chosen by requiring to minimize some objective function, reflecting in some sense the quality of the integrators.
Statement of the constrained minimization problem
In the context of numerical integration of initial value problems of ordinary differential equations, composition methods refers to composing of a basic low order time-symmetric integrator [22] [23] [24] with different time-steps to obtain a higher order integration scheme. This technique is of particular interest in the context of geometric numerical integration. One starts from a low accuracy basic integrator preserving some geometric features of the exact solution flow, and tries to increase the order of accuracy of the method while preserving some of the geometric properties of the basic method. We refer to [25] and references therein for the interested reader.
A n-stage composition method is determined by a vector x = (γ 1 , . . . , γ n ) ∈ R n that has to satisfy certain polynomial equations (the so-called order conditions) for the method attaining a prescribed order of accuracy. A composition method is time-symmetric if
In [18] , the construction of time-symmetric composition integrators of order up to 10 (optimized in the sense of minimizing the 1-norm of (γ 1 , . . . , γ n )) is considered. The most difficult cases treated in [18] correspond to 10th order integrators of different number n of stages, n = 31, n = 33, and n = 35, which have to satisfy, in addition to the symmetry conditions (19), 16 polynomial equations in the real variables γ 1 , . . . , γ n .
In the present work, we consider, as a benchmark problem to test our algorithm, the problem of determining the coefficients γ 1 , . . . , γ n of timesymmetric 10th order composition methods (obtained by composing a timesymmetric second order integrator) with minimal norm. As in [18] , we consider three cases: n = 31, 33, 35, subject to the [n/2] symmetry conditions (19) together with the 16 order conditions corresponding to time-symmetric 10th order composition methods [26] (see also [25] ):
Summation with a prime indicates that the last summation term is halved, that is,
In [18] they try to solve problem of determining the coefficients γ 1 , . . . , γ n of time-symmetric 10th order composition methods (obtained by composing a time-symmetric second order integrator) with minimal 1-norm. In order to avoid computational difficulties due to the non-smoothness of the 1-norm, We instead consider the minimization of the Euclidean norm of x = (γ 1 , . . . , γ n ).
Starting the algorithm
The algorithm described in Section 3 requires as a previous step choosing a subset of the constraining equations (the initial constraints). In this sense, we choose the symmetry conditions (19) and the five simpler order conditions (20)- (21) .
As a first step, we need to compute a set of stationary points of the Lagrange function of the starting problem:
We begin by describing a procedure that allows us to compute a large set of stationary points of the Lagrange function
A procedure to compute stationary points of a similar Lagrange function is given in [27] . The main idea is that the points satisfying (19)- (20) and having n−5 components equal to any of the other 5 components, are actually stationary points of (27) .
One begins by choosing 5 positive integers
and impose, in addition to (19) - (21), that
This gives a system of n equations for the n unknowns γ 1 , . . . , γ n .
Theorem 1. Given 5 positive integers
. . , γ * n ) ∈ R n be obtained by permuting the components of a non-singular solution of the system of equations formed by (19) - (20) and (28) . Then, there exists a unique choice (λ * 1 , . . . , λ * 5 ) ∈ R 5 of the Lagrange multipliers such that (γ * 1 , . . . , γ * n , λ * 1 , . . . , λ * 5 ) is a stationary point of (27) .
Its proof is very similar to the proof of Proposition 2 in [27] and will be omitted.
Theorem 1 can then be applied to obtain a large number of stationary points of the Lagrange function
of the constrained minimization problem (25)- (26) . Indeed, if
is a stationary point of (27) satisfying the symmetry conditions (19) , then
is a stationary point of the Lagrange function (29).
As an example, consider n = 31, and (i 1 , . . . , i 5 ) = (16, 8, 3, 2, 2) . There is only one real solution (γ 1 , . . . , γ n ) ∈ R n of the system formed by (33) and (28). That solution produces by permuting its components 31!/(16!8!3!2!2!) ≈ 4 * 10 15 different points, each of them giving rise to a different stationary point of (27) . Among them, 15!/(8!4!) = 1351350 points fulfill the symmetry conditions (19) , and each of them gives rise to a different stationary point of (29). Observe that, no point corresponding to a pattern (i 1 , . . . , i 5 ) with more than one odd entry i k can satisfy the symmetry condition (19) .
For each such different pattern (i 1 , . . . , i 5 ), there is a large amount of stationary points of the Lagrange function (29) (obtained as solutions of the system of equations given by (19) - (21) and (28)), and all of them could in principle be used as starting points for the algorithm proposed in Section 3. Since we aim at minimizing the 1-norm of x = (γ 1 , . . . , γ n ) subject to some constraints, it makes sense to consider as starting points of our algorithm only those points that satisfy
for an appropriately chosen threshold N max for the 1-norm. In particular, we have considered N max = 7.5. However, the number of different starting points x = (γ 1 , . . . , γ n ) that satisfy (30) with N max = 7.5 (in addition to (19) - (21) and (28) for some pattern (i 1 , . . . , i 5 )) is exceedingly high.
The criteria we have adopted to reduce the number of initial seeds are motivated by the intended use of the solutions as coefficients of 10th order composition integrators: From one hand, it is an usual requirement for the coefficients of such integration methods [25] that
On the other hand, it can be seen that, in addition to minimizing the 1-norm of x = (γ 1 , . . . , γ n ), it is desirable for a good integration method that the quantity
is as small as possible. Among all the solutions of (19)- (21) and (28) for some pattern (i 1 , . . . , i 5 ), we have chosen as starting set S 0 of seeds for our algorithm those that simultaneously fulfill (30), (31), and the condition that (32) is smaller than 0.8. That gives 1954677 seeds for n = 31, 4785415 for n = 33 and 5801580 for n = 35.
Minimizing the Euclidean norm
Recall that, in each of the three cases n = 31, 33, 35, we aim at minimizing the Euclidean norm of x = (γ 1 , . . . , γ n ) subject to the [n/2] symmetry conditions (19) together with the 16 order conditions (20)- (24) . Clearly, this is a problem of the form (10)- (11) . In the previous section, we have obtained (in each of the cases n = 31, 33, 35) a large set S 0 of stationary points of of the Lagrange function corresponding to the constraints P j (x) = 0, j = 1, . . . , m − r, where m = [n/2] + 16 and r = 11. The homogeneous polynomials corresponding to that initial set of constraints is
(33)
Observe that the remaining r = 11 constraints (22)- (24) are already in homogeneous form. As for the additional constraint (15) introduced to work with homogeneous polynomials, we have chosen R = 4 as the radius of the corresponding sphere. The objective function to be minimized under the constraints (14)- (15) is G(γ 0 , . . . , γ n ) = −γ 2 0 . We have applied the algorithm described in Section 3 with ℓ max = 10 and G max = 1.4, 1.8, 1.9 for n = 31, 33, 35 respectively (see Section 3 for the meaning of the parameters ℓ max and G max ), and after several weeks of computations in a cluster, we have obtained in each of the three cases a large number of points that locally minimize the Euclidean norm.
Final results
In order to compare our results with those presented in [18] , we have obtained local minimizers of the 1-norm that are close to the computed local minimizers of the Euclidean norm (in each of the cases n = 31, 33, 35, we 1-norm Euclidean norm n = 31 1 9 n = 33 3 0 n = 35 7 119 have considered twenty points with smaller 1-norm), by application of Newton methods to the Lagrange formulation of the constrained minimization problem. In all the cases, at least two significant digits of the components of x remain unchanged, and the 1-norm is only slightly reduced. In each of the three cases n = 31, 33, 35, we obtain solutions with smaller 1-norm than the ones obtained in [18] (see Table 1 ). The 1-norm of our best solutions and those in [18] are compared in Table 2 .
Concluding remarks
We have presented an algorithm to solve numerically minimization problems with equality constraints having a great number of local minima that are difficult to obtain with local minimization algorithms. We put special emphasis in the computation of minimal norm solutions of under-determined systems of polynomial equations. We have successfully tested the algorithm with a benchmark problem (corresponding to the construction of optimized integrators for ordinary differential equations) previously considered in [18] .
The key feature of the proposed algorithm is that an optimization problem in a continuous domain is reduced to an optimization problem in a discrete graph. The algorithm heavily relies on the availability of a large number of local minima of a reduced problem (corresponding to a subset of the constraints). In the considered benchmark problem, this was possible thanks to the special structure of the reduced optimization problem. In situations where this is not the case, our algorithm could still be useful if local minima of a reduced problem could be computed with local minimization algorithms much more easily than for the full problem.
Our 10-order and n = 33 stages method's coefficients: 
