This paper attempts to estimate trends in the efficiency levels of Indian and Pakistani commercial banks between 1985 and 2003, a time period which encompasses two phases of significant change to the regulation of the financial sector in both countries. Our efficiency estimates show that, during the initial years of the post reform period, a reduction in efficiency is observed for banks in both countries. However, efficiency levels were found to have increased subsequently, suggesting a period of initial adjustment throughout much of the 1990s followed by a subsequent correction in the latter part of the sample period.
Introduction
The measurement of efficiency has become increasingly popular topic in the economics literature. A significant body of work has developed that seeks to estimate the rate at which particular firms are able to produce a given quantity of output conditional upon a quantity of inputs relative to other firms in the same industry and during the same time period. Some of the more prominent examples of industries that have been subjected to such scrutiny would be the banking sectors of a range of economies around the world. Due to data availability, a majority of such effort has been concentrated on banks operating in developed nations. However, in recent years, studies on efficiency in developing countries banking sectors have also started to appear in publication in significant volumes, the result of which being of great interest due to the pivotal role that the banking sector can play in the evolution of a developing economy. The contribution of this paper to this emergent body of literature is to more formally investigate temporal patterns in efficiency levels observed within the banking sectors of India and Pakistan following an extensive program of legal and regulatory reform enacted within the Indian Sub-Continent during the 1990s. We use bootstrapped data envelopment analysis and a subsequent second stage regression in order to make a comparison of temporal patterns in efficiency levels between India and Pakistan. Such a comparison of banks from both countries in this regard is important, as we are analysing two countries that have experienced similar trends in economic performance where both enacted programmes of major reform to their respective financial sectors at around the same time (Howcroft and Ataullah, 2006) . It is therefore critical to observe whether banks in both countries responded in the same way to these changes, or if there was a heterogeneous response across countries to the reforms. Contrary to a significant number of other cross country studies of efficiency following a period of reform, Pakistan and India share a host of commonalities such as stage of development, language, culture, and banking structure. Hence, a comparison of efficiency across years and countries is less likely to suffer from problems relating to country heterogeneity. The paper is structured as follows: Section 2 presents an overview of the Indian and Pakistani banking industries, while a summary of efficiency and productivity studies is discussed in Section 3. Section 4 provides conceptual framework and methodology while Section 5 explains the data and Section 6 discusses empirical results followed by a summary and conclusion.
Indian and Pakistani banking industries -an overview
Until the mid-1960s, the banking industries of India and Pakistan enjoyed an environment that was more conducive to competition. Entry and exit was relatively free and banks were able to set their own interest rates without any significant interference by the government or state regulators. However, the second half of the 1960s and the first half of the 1970s ushered a reversal of such policy, where commercial banks in both countries were nationalised as a part of a move towards broader public ownership. Strict controls on the opening and closing of branches in both countries had contributed to a situation where a large number of public sector banks continued to operate with branches that were not economically viable and were concentrated in areas with large political rents and less competition from the rival banks. However, in the last few years, there have seen significant changes in the way banks are managed and regulated in both countries. In India, the first significant 'wave' of reform began in 1992, under the congress-led government of Narasimha Rao, which was followed by a second 'wave' enacted during the politically unstable era of coalitions in the late 1990s. These changes to the regulation of the Indian banking sector have involved a significant transfer of resources away from the public sector and have afforded private sector banks greater levels of autonomy over operational decision making. Table 1 contains a summary of the major reforms enacted in this regard. In Pakistan, a series of reforms were introduced by the civilian governments of both Benazir Bhutto and Nawaz Sharif (see Table 1 and Ul-Haque and Kardar (1995) and State Bank of Pakistan (2003) for details of these reforms). The major focus of these changes was to promote better use of resources by banks, which should have resultantly brought about improvements in efficiency levels. Table 2 contains the immediate response by the financial sectors of both India and Pakistan to the reforms in terms of the volume of deposits mobilised, profitability and private credits issued, measured in terms of the total assets of the three largest banks over time. The observable trend is that activity in the financial sector has been increasing in both countries following the process of reform, with a higher value of deposits taken and a greater degree of private credit (both relative to GDP) observed from the beginning of the 1990s.
Review of literature
This paper is by no means the first to focus on a comparison of efficiency in both a pre and post reform period.
1 There have been a number of studies concerned specifically with the effect of regulatory reform upon the performance of the banking industry in developed economies (see Battese et al. (2000) [Sweden], Heshmati (2001) [Sweden], Canhoto and Dermine (2003) [Portugal], Berger and Humphrey (1997) [International], Baur et al. (1993) [USA], Humphrey (1993), Berger and Mester (1997) , and Berger and Mester (2003) [USA], Humphrey and Pulley (1997) [USA], Alam (2001) [USA], Berg et al. (1992) [Norway], Khumbhakar et al. (2001) [Spain] for a selection of examples). Studies analysing the effect of reforms on developing countries have been somewhat less prevalent: however this is now starting to change. The first comprehensive study to look into the effect of reforms within the Indian banking sector using a DEA methodology is by Bhattacharyya et al. (1997) , who analyse the 'early reform period' between 1986 and 1991 and conclude that public sector banks were more efficient compared to private and foreign banks. This is a broad conclusion shared by a number of subsequent studies, including Saha and Ravisankar (2000) , Mukherjee et al. (2002) , Sathye (2003) , and Das and Gosh (2006) , as well as a range of unpublished articles or working papers on the Indian and Pakistani banking sectors by authors such as Das et al. (2004) , Qayyum and Khan (2007) , Burki and Niazi (2003) , Ul-Haque (1997) , and Saeed and Burki (2005) . Other related studies that have used stochastic frontier analysis have demonstrated conclusions that were consistent with those emerging from the DEA based literature (see Iimi (2004) , Shanmugam and Das (2004) , Patti and Hardy (2005) , and Sensarma (2006) for examples). There have also been a limited number of recent studies seeking to make direct comparisons of the response of both India and Pakistan to the reform process. Papers by Howcroft and Ataullah (2006) and Jaffry et al. (2007) broadly agree that the banking sectors of both countries showed improvement in efficiency levels following the reforms.
Methodology
The last two decades have witnessed an ever-growing volume of literature on post deregulation performance analysis of financial institutions through productivity and efficiency, inspired by the pivotal early work conducted by Aigner et al. (1977) and Meeusen and van den Broeck (1977) on the subject of efficiency. The linear programming based technique of data envelopment analysis (DEA) is a common means by which to estimate the efficiency frontier.
2 However, Simar and Wilson (2000b) argue that the consistency of the DEA estimator, which is an important property, is compromised when more than one output and input is used and the number of observations must increase to maintain mean-square error with the nonparametric estimators of the constrained efficiency set. Similarly, one must know the sampling distribution of the estimator in order to make inferences about the true level of efficiency/inefficiency. Once known, the asymptotic value of the DEA estimators can be used to correct the bias of the estimator. Asymptotic variance and confidence intervals similarly can be used to form an opinion about the sampling variability of the estimator. Asymptotic properties require a large sample and the curse of dimensionality still applies to the estimator. Simar and Wilson (2000b) argued that a bootstrap (Efron, 1979 (Efron, , 1982 is the next best possible way when inferences are required for the DEA estimator. Since the DEA estimator is biased by its construction, Simar and Wilson (1998) developed an algorithm to approximate the sampling distribution of h DEA ðx; yÞ À hðx; yÞ where bias is calculated and deducted from estimated efficiencies. Bias in the estimator is approximated as:
As the bootstrap bias estimate for the original estimator h DEA ðx 0 ; y 0 Þ is the empirical analogue of the above, then the bootstrap bias is calculated as:
And the bias corrected estimator of h(x 0 , y 0 ) is calculated as:
In this paper, we follow the above mechanism and use the input oriented DEA estimator with its statistical inference developed by Wilson (2008) to test for differences in efficiency across Indian and Pakistani banks over the sample period. Homogeneous bootstrap methodologies are used for this approximation of the asymptotic distribution of distance function estimators where more than one input or output is used to compile the production set, from which the true distance function can be inferred. 3 In the empirical section of this paper, we report bias-corrected estimates of the input distance function by subtracting potentially noisy estimates of bias from the original distance function estimates. In common with a 1 For a comprehensive review of the literature on the size and scope of liberalisation see (Fanelli and Medhora, 1998).
2 To calculate DEA efficiency estimates we follow the seminal work of Farrell (1957) as well as the input distance function proposed by Shephard (1970) . Refer to these papers for a more detailed explanation of the calculation of efficiency estimates using DEA. 3 Treating a large number of banking services as outputs creates the curse of dimensionality in a DEA framework, which pushes the efficiency scores upward and, as a consequence, banks producing more and more services are seen to become more efficient. Bootstrapped bias corrected efficiency estimates are robust to the dimensionality issue. Similar to Gilbert et al. (2004) and Simar and Wilson (2000a) we checked the mean square error by calculating the ratio as 1/ times the product of square of the bootstrap bias estimates divided by the sample variance of the bootstrap estimates. If the mean squared error of bootstrapped estimates is worsened, then this ratio should be less than unity and bias corrected estimates should not be used. In our case this ratio is greater than unity (98% for Pakistani data and 100% for Indian data).
Hence in subsequent analysis we use bias corrected input distance function estimates.
number of other studies, we use a range of input/output specifications designed to measure the differences in levels of efficiency across different types of banks for both countries.
To observe the influence of environmental variables on efficiency levels, the standard practice employed in the literature has been to regress efficiency estimates on industry and firm-specific variables, as well as variables reflecting the macroeconomic environment of the country. However, due to the potential for serial correlation among estimated efficiencies, standard methods such as Tobit regressions and panel data estimates may be inappropriate. Simar and Wilson (2007) provide a bootstrap procedure based estimator, which improves the statistical efficiency of the second stage regression. We have followed their approach and also reported other commonly used estimators, such as panel data estimators (pooled, within, GLS (generalised least squares) and Tobit), for comparison. The results from this second stage regression can be found in Section 6.2.
Data
Our data cover a period of nineteen years for both the Indian and Pakistani banking sectors, which encompasses a significant portion of the pre and post reform period for both countries. To our knowledge, this is unique amongst studies that have been conducted into efficiency changes following regulatory reform in the financial sectors of Indian sub-continent. A systematic procedure is used to rank observations in terms of their similarity and dissimilarity to other observations in the data set, in an attempt to remove the influence of outlying observations from our DEA efficiency estimates (as proposed by Wilson, 1993) . The final data set is composed of 73 Indian banks (of which 27 are public, 23 are private and 23 are foreign) and 41 Pakistani banks (of which six are public, 16 are private and 19 are foreign). For the purpose of this study, the bank's output levels are measured by (i) loans (ii) investment in private and government securities (iii) time deposits (iv) savings deposits (v) current deposits and (vi) number of branches. 4 Although there is a debate in the literature over the nature of input and output selection in banking, for the purposes of our DEA analysis, deposits are considered to be an output, 5 with inputs being measured by (i) number of employees, (ii) levels of fixed assets and (iii) capital and reserves. The use of branches as an output is consistent with the approach adopted by the banking literature (see Berger and Humphrey (1997) for a general explanation, or Kumbhakar and Sarkar (2003) who look specifically at India).
6
Although the selection of inputs appropriate to a typical bank is the subject of less debate in the empirical research literature with regard to efficiency measurement, the process is far from straightforward. Treating equity capital (capital and reserves) and fixed assets as variable inputs is relatively uncommon. Typically, equity and fixed assets are treated as quasi-fixed inputs. We believe that equity and fixed assets measured over a long time period wherein banks in the long run have the choice to alter the combinations in accordance with prevailing market conditions and regulatory compliance should be treated more carefully. In our case studies of Indian and Pakistani banking industries we are using nineteen years of data that almost covers four business cycles (1985-1990, 1991-1996, 1997-2000 and 2001-2003 as per GDP growth rates and overall economic conditions) and implementation of capital adequacy standards following the Basle accords. Further, significant investment in hightech procedures coupled with the introduction of ATM machines in both Indian and Pakistani banking industries has made these two inputs more of a choice rather than a fixed factor on the part Capitalisation Equity to assets ratio (%) 1.5 2.5 6.5 5.5 3.1 3.7 4.5 8.5
4 All monetary quantities were deflated by using the appropriate GDP deflator for each country.
5 Bhattacharyya et al. (1997) stated that treating deposits as outputs makes intuitive sense in the context of Indian banking, as the main objective of bank management post nationalisation has been deposit mobilisation, due to low saving rates and issues associated with the availability of modes of savings. Further, Sensarma (2006) argued that treating deposits as outputs can take into account the quality of the services provided by banks. 6 Similar to deposits, the use of branches as outputs in the context of the banking sectors of developing economies is somewhat controversial. After deregulation, branch rationalisation was used as an important tool for cost cutting, but in some cases branch expansion has been used to enhance the banking service provisions in rural and semi-urban areas. Further, in case of government owned banks expansion/ rationalisation of branches has also been used as a tool to seek political rent in developing countries and by not including branches would not include an important output proxy and would be equal to penalising these banks. This was among the number of reasons which led the study by Kumbhakar and Sarkar (2003) to include branches as an output.
of each bank. In our empirical analysis, we experimented by dropping this assumption: resultantly our broad conclusions remained same in the case of fixed assets but different for equity capital. Descriptive statistics for the input and output variables for both Indian and Pakistani banks can be seen below in Table 3 . DEA efficiency scores are very sensitive to the choice of inputs and outputs and, as such, we have employed a variety of different specifications of inputs and outputs to test for consistency. Gilbert et al. (2004) explain that one can treat variables as outputs after the point where the addition of a new input variable is unable to reduce estimated levels of inefficiency: hence the final model chosen for subsequent analysis is where inefficiency is minimised for the banks included in the sample.
Estimation and explanation
The variable returns to scale 7 input distance function estimates are provided in Appendix A for each bank in the final year of the sample period (2003) . The third column in this table (labelled 'Eff') provides original efficiency estimates based on input distance function, while the column labelled 'Effc c ' provides the results from the bias corrected input distance function estimates. The final four columns contain estimated upper and lower bounds confidence intervals at 5% (a 0.05 , b 0.05 ) and 1% (a 0.01 , b 0.01 ) significance levels respectively. These estimates, along with the corresponding standard deviations (sigma) imply a reasonable degree of a variation between the most and least efficient banks, especially in Pakistan. The data presented in this table implies that the least efficient Indian bank could have reduced the quantity of inputs employed to generate a given level of output by 39.06% 8 whereas the most efficient could feasibly have reduced input quantities by 3.10% in the final year of the sample. For Pakistan, these numbers indicate a potential reduction in quantity of inputs used equal to 58.37% and 12.05% respectively. These estimates are broadly in line with other studies that have estimated efficiency scores for Indian and Pakistani banks. When banks are differentiated according to their ownership, further insights are made possible. For Indian banks, the average potential input reductions in the final year of the sample period (2003) are estimated to be 16.94%, 9.91% and 7.31% for foreign, private and public sector banks respectively. For Pakistan, these figures are 27.11%, 26.91% and 14.38% for foreign, private and public sector banks. 
Investigating temporal patterns in efficiency estimates and variance
The mean input distance function estimates for the entire sample are shown graphically for the final model specification, as well as the four alternate models with different input and output specifications in Fig. 1a and b, below. The trends in input distance estimates remain consistent between specifications -the exclusion/inclusion of different inputs and outputs merely serves to shift the curve vertically.
For India, it is observed that banks operated with some level of inefficiency before the first reforms occurred in 1992. It can also be seen that an upturn in efficiency was experienced from the late 1990s onwards. In the first few years of the reform period, banks invested heavily in infrastructure, such as buildings and technology (including the purchase of both software and hardware) and returns from these investments materialised later. The efficiency decline in the first few years following reform can be explained in part due to the stringent requirements of asset classification, income recognition and provisioning guidelines (Saha and Ravisankar, 2000) . Improved performance in the latter years of the sample period is partly due to the above average performance of public sector banks. Bhaumik and Dimova (2004) argued that public sector banks have managed to bridge the difference with private banks in the post reform period -hence the influence of competition seems to be more important compared with ownership per se.
Pakistan's temporal pattern of efficiency change shown in Fig. 1 has been more erratic than that observed in India, although similar general trends can be observed. 7 Although we present variable returns to scale efficiency estimates here but we also estimated our models with constant and non-increasing returns to scale assumptions. These estimates are available from the authors upon request. The broad conclusions arrived at, however, remain the same. 8 This is calculated as (1 À [1/n] Ã 100), where n represents the bias corrected input distance function efficiency estimate for any given bank, as seen in the 'effc' column of Appendix A.
9 Sensarma (2006) , while discussing the modest performance of Indian foreign banks argued that lack of efficiency arises for a variety of reasons. Foreign banks usually recruit well-paid officers compared to domestic private banks who may opt for more modestly salaried clerical and subordinate staff in their overall workforce. Foreign banks may operate through branch offices rather than full subsidiaries and parent banks may put less effort into making these branch offices more efficient. The fact that these foreign branch offices are not listed on Indian stock exchanges could be considered to create less in the way of pressure from the market to perform well. Bhattacharyya et al. (1997) argued that the better performance of foreign banks in the late 1980s can be partly be explained due to Non Resident Indians (NRIs) using these banks to keep deposits at higher interest rates and send remittances through the network of these global banks with better and more reliable service provision. However, a huge investment by domestic private and public sector banks in technology and customer service may have closed the service quality gap between foreign and domestic banks in the post reform period.
Pakistani banks seem to have displayed decreasing levels of efficiency from the late 1980s up until the mid 1990s, where a very slight reduction in distance from the frontier is subsequently observed during most years of the sample period. A reversal in efficiency declines can be explained as a result of improving economic conditions after 1999 (the only years to demonstrate an exception to this trend are 1997 and 1998, dates corresponding to the Asian financial crisis). The improvement in efficiency observed from the late 1990s is not of the same magnitude as that observed for Indian banks. Iimi (2003) concluded that, for Pakistani banks after 1999, differentials in efficiency levels increased due to the fact that some banks had opted for extensive internal restructuring compared with other banks. The higher dispersion in efficiency between 1998 and 2002 is consistent with the intuition that the liberalisation of interest rates and credit ceilings combined with considerable macroeconomic volatility gave room for vastly different portfolio choices compared to the cluster of portfolios by Pakistani banks in the pre reform period (Patti and Hardy, 2005) . The overall message coming out of these average input distance function estimates is that for both India and Pakistan, in the period immediately following regulatory reform, efficiency levels worsened (which Ataullah et al. (2004) also find), but then subsequently improved during the second reform period. These are conclusions that are also shared by other studies on Indian banks (see, Galagedera and Edirisuriya (2004), Mohan and Ray (2004) , Reddy (2005) , Zhao et al. (2006) , and Mahesh and Rajeeve (2006) for examples). Table 4 displays the full listing of variables used to construct the second stage regression model, as well as the results. A number of different model specification are used to regress distance function estimates (and hence, inversely, efficiency levels) against a number of explanatory factors listed below. Due to multiple observations for each bank in the sample, robust standard errors are calculated. Further, due to endogeneity of operating expenditure ratio and in the presence of heteroskedasticity and autocorrelation in the panel, we used instrumental variable between effect and iterated feasible generalised least square estimator in regard to the effect of different explanatory variables on the biased corrected efficiency estimates.
Second stage estimation: factors explaining efficiency estimates
The results indicate that, for both countries, banks that have increased numbers of branches, investment to assets ratios, squared equity to assets ratios and squared Herfindhal indices display higher levels of efficiency, while higher equity to assets ratios are associated with lower levels of efficiency A negative relationship is observed for diversification, 10 time deposits to total deposits ratio, current deposits to total deposits ratio and inflation variables of Indian banks, while a positive relationship is observed for Pakistani banks. 11 The opposite is true with respect to the diversification Ã size variable, where the coefficient suggests a positive relationship with efficiency in India and a negative relationship in Pakistan. These results indicate that banks which have larger branch networks, have higher levels of investments relative to total assets and operating in a more competitive environment will display the highest levels of efficiency, while those that have a greater proportion of equity in their total assets display lower levels.
12
Also of note would be the time dummies used to represent the first and second waves of reform, which add weight to the argument that the reform process of the early to mid 1990s seems to have had a negative effect on efficiency (particularly in Pakistan), while the second wave of reform from 1998 onwards has had a Simar and Wilson (2007) estimator. ⁄ p < 0.05. ⁄⁄ p < 0.01. ⁄⁄⁄ p < 0.001. 10 We followed Aly et al. (1990) to calculate a measure of product diversity (D) as:
Si 2 where ln is a natural log, S i is the proportion of a bank's total loans/ deposits accounted by the ith product. Generally, this index is generated by calculating the contribution of different income or sales to the total income of the bank. Due to the nature of the banking system for developing countries, where 90% of revenue is earned through lending business; we calculated the total business by summing up loans and deposits business and then the calculated share of each ones' contribution. This index can take a very low value for a single product bank and increases in value when more products are offered. 11 Burki and Niazi (2003) , in regressing allocative efficiencies in Pakistani banking on a set of variables observed a positive relationship for assets, negative for branches and positive for liquid assets/total assets.
12 This negative relation between efficiency and capital though not expected, but nonetheless found in earlier studies. Mester (1998, 2009 ), Berger and De Young (1997) , Kwan and Eisenbeis (1997) , Williams (2004), and Altunbas et al. (2007) argued that both capital and risk are likely to be determined by the level of bank efficiency. Contrary to other studies, Altunbas et al. (2007) , however, found a negative relationship between efficiency and bank capital. They argued that supervisory authorities are likely to be more flexible in terms of their capital leverage with more efficient banks. On the contrary, a less efficient bank is likely to take on higher risk with low capital to compensate for lost returns due to moral hazard. But this positive relationship between higher capita/asset ratio to efficiency is re-established at a quite higher level of bank capitalisation (e2). The number of branches indicates size and the increase in efficiency due to the large number of branches, which could be an indication of scale economies. Higher investment to asset ratio could be a proxy for management ability to expand the business to non-traditional business. Interestingly, market concentration measured by the Herfindhal index points to a structure conduct performance (i.e. more concentration, less efficient) framework..However, the relationship is not significant across different estimators. Similarly, a non-linear relationship between concentration and efficiency is also not significant across different estimators but nonetheless consistently points to a relative efficiency model at a very high level of concentration.
positive effect. This is consistent with the adjustment/correction results outlined above.
Conclusion
This paper has attempted to estimate an input distance function for Indian and Pakistani banks over the period between 1985 and 2003 using methodologies described by Simar and Wilson (2000b) , Wilson (2008) , and Gilbert et al. (2004) . The sample period is characterised by significant changes to the regulatory environment in the Indian Sub-Continent, with major changes brought about in 1992 and 1998. It appears that the regulatory changes introduced in 1992 have not initially had a desirable effect on the efficiency of both Indian and Pakistani banks. However, it seems that banks were slowly able to adapt to the new competitive environment in the final years of the 1990s, and continued to make efficiency improvements throughout the early part of the 21st Century. This suggests a period of initial adjustment to the new regulatory environment throughout much of the period immediately following the reforms, followed by a sharp correction towards the end of the sample. In terms of policy implications, our results indicate that it takes time for banks to adjust to reforms to the regulatory environment and that increased competition amongst banks is eventually found to impact positively upon efficiency levels. Patience, therefore, is found to be a virtue in prudential banking regulation.
Altunbas, Y., Carbo, S., Gardener, E.P.M., Molyneux, P., 2007 
