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Abstract
In this paper we investigate the secure energy efficiency (SEE) in a cooperative scenario where all nodes are equipped with
multiple antennas. Moreover, we employ secrecy rate and power allocation at Alice and at the relay in order to maximize the
SEE, subjected to a constraint in terms of a minimal required secrecy outage probability. Only the channel state information
(CSI) with respect to the legitimate nodes is available. Then, we compare the Artificial-Noise (AN) scheme with CSI-Aided
Decode-and-Forward (CSI-DF), which exploits the CSI to choose the best communication path (direct or cooperative). Our results
show that CSI-DF outperforms AN in terms of SEE in most scenarios, except when Eve is closer to the relay or with the increase
of antennas at Eve. Additionally, we also show that the maximization of SEE implies in an optimal number of antennas to be
used at each node, which is due to the trade-off between secure throughput and power consumption.
I. INTRODUCTION
Physical Layer Security (PLS) schemes have emerged as important tools to enhance confidentiality in wireless systems,
adding an extra security layer on top of traditional cryptography by exploiting the fluctuations of the wireless channel [1].
Among other strategies, multiple antenna (MIMO) schemes have received great interest in the PLS scenario [2]–[5]. For
instance, the authors in [2] show that Transmit Antenna Selection (TAS) at the legitimate transmitter (Alice) can enhance the
secrecy outage probability (SOP) performance with lower cost, complexity and power consumption in comparison with other
MIMO strategies, while different combinations of TAS with Maximal Ratio Combining (MRC) or Selection Combining (SC)
at the legitimate receiver (Bob) and the eavesdropper (Eve) are investigated in [3]–[5]. Since only the index of the antenna with
the best channel condition is fed back to Alice using TAS, the diversity increases with respect to Bob, but not with respect to
Eve, improving security [2]. At Bob, MRC is the optimal strategy in terms of secrecy [3].
Cooperative protocols have also been intensively investigated in the PLS scenario. Initial studies of the secrecy capacity of
cooperative communications have been presented in [6]. Typical cooperative methods employed in the context of PLS are the
Decode-and-Forward (DF) and the Artificial-Noise (AN) schemes. The DF protocol combined with TAS at Alice has been
analyzed, e.g., in [7] under an outdated channel state information (CSI) feedback assumption showing that the increase of the
number of antennas at the legitimate nodes significantly reduces the SOP, even with outdated CSI. Recently, the SOP of the
AN scheme has been investigated in [8], while a secure energy efficiency (SEE) metric is employed in [9], [10], in which AN
is shown to considerably improve the SEE and the SOP when compared to a non-cooperative scheme [9]. Additionally, secure
relay and jammer selection using AN against multiple eavesdroppers is studied in [11]. Moreover, the DF, AF and AN schemes
were comparatively investigated, considering single antenna devices and a partial security regime in [10], where a trade-off
between SOP and SEE is established, so that the SEE can be considerably increased by relaxing the security requirement.
In this paper we consider a cooperative MIMO scenario in which Alice employs TAS, due to its good performance, low cost
and reduced feedback requirement, while Bob and Eve employ MRC due to its optimality and manageable cost. Moreover, we
assume that the relay either employs jamming, designing a beamforming vector so that the AN affects Eve without interfering
at Bob, or cooperates using a CSI-aided DF (CSI-DF) protocol, in which the legitimate nodes use the available CSI to choose
between direct and cooperative paths. In addition, we also employ power and rate allocation aiming at maximizing the SEE,
subjected to a maximum SOP constraint. Our results show that CSI-DF outperforms AN in most scenarios, except when Eve
is closer to the relay or when the number of antennas at Eve is sufficiently large. Finally, we show that there is an optimum
number of antennas at the relay and Bob to maximize the SEE due to the trade-off between secure throughput and power
consumption.
II. SYSTEM MODEL
We consider Alice (A), Bob (B) and a relay node (R) communicating in the presence of Eve (E), each one equipped with
nA, nB, nR and nE antennas, respectively. Assuming TAS at the transmitters i ∈ {A,R}, the frame received by the k-th antenna
at any node j ∈ {R,B,E}, i 6= j, is given by
yij =
√
κijPi hij x + wj , (1)
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2where Pi is the transmit power of node i, x is the unit average energy transmitted symbol vector, wj is the zero-mean complex
Gaussian noise vector with variance N0/2 per dimension and hij is the quasi-static channel realization, with zero-mean and
unit-variance complex Gaussian distributed elements. Moreover, κij = G(4pifc/c)2 dυijMl Nf is the path-loss, where G is the total
antenna gain, fc is the carrier frequency, c is the speed of light, dij is the distance between i and j, υ is the path-loss exponent,
Ml is the link margin and Nf is the noise at the receiver [12].
In the employed TAS scheme, Bob informs the index of the best transmit antenna through an open feedback channel. The
selected antenna at Alice is a random event from the point of view of the relay and Eve, giving no diversity gain. Thus,
following [3], the signal to noise ratio (SNR) at the receiving nodes follows one of two probability density functions (PDFs):
fTAS/MRCiB (γ) =
ni γ
nB−1 e−
γ
γ¯
Γ(nB) γ¯nB
(
1− e− γγ¯
nB−1∑
k=0
γk
k!γ¯k
)ni−1
(2)
at Bob, due to the combination of TAS and MRC, and
fMRCij (γ) =
γnj−1 e−
γ
γ¯
Γ(nj) γ¯nj
(3)
at the relay and Eve due to MRC only, where Γ(.) is the complete gamma function [13, §8.339.1], i ∈ {A,R}, j ∈ {R,E},
with i 6= j. For the last, we also write its cumulative distribution function (CDF) as [7]
FMRCij (γ) = 1− e−
γ
γ¯
nj−1∑
w=0
(
1
w!
)(
γ
γ¯
)w
. (4)
Moreover, γ¯ij =
κijPi
N0B
is the average SNR, with B being the system bandwidth, while γij represents the instantaneous SNR
taking the fading realization into account.
III. COOPERATIVE SCHEMES
In this section we derive the SOP, defined by [1] as p(sch)out = Pr {CB − CE < R}, where sch ∈ {CSI-DF,AN}, CB and CE
represent the instantaneous capacities of legitimate and Eve’s channel, respectively, and R is the secrecy rate.
A. CSI-Aided Decode-and-Forward (CSI-DF)
Usually, a given channel realization is estimated using a sequence of training symbols sent by the transmitter. Then, the
receiver decomposes the obtained channel information h into the channel direction information (CDI), denoted by h||h|| , and
the channel gain information (CGI), denoted by ||h|| [14], [15]. The CGI is real and positive, so that it can be efficiently
quantized with a small number of bits [16], while the CDI is a complex vector with the same number of dimensions as the
number of receive antennas [14], [15], thus, quite complex to be quantized. Since we employ TAS at the transmitters, only
the CGI is needed, which allows a reduced usage of the feedback, leading to a more practical implementation. Then, with
the available CGI, the proposed CSI-DF scheme is also able to choose the most advantageous path: direct or cooperative. If
cooperation is chosen, the relay employs the DF scheme to forward the information to Bob at the second time slot. Otherwise,
if the direct path is more advantageous, we consider that Alice transmits twice to make the comparison fair. Thus, the capacity
of the legitimate channel is given by
C (CSI-DF)B =
1
2
max{log2 (1 + γdir) ,min {log2 (1 + γAR) , log2 (1 + γcoop)}}, (5)
where γcoop = γAB + γRB is the equivalent SNR at Bob when cooperation occurs and γdir = γAB,1 + γAB,2 is the equivalent
SNR when Alice transmits in two consecutive time slots.
At Eve, we consider an optimistic assumption with respect to its channel capacity (thus, pessimistic in terms of secrecy
capacity), so that
C
(CSI-DF)
E =
1
2
log2(1 + γAE + γRE), (6)
which assumes that the relay always participates in the legitimate transmission. Let us remark that this assumption is made to
allow the computation of a closed form expression to the SOP by using the maximum between i.i.d. random variables.
Then, considering two i.i.d. random variables, X1 and X2, their maximum and minimum can be written following [17]
Pr {max (X1, X2 ≤ x)} = Pr {X1 ≤ x} Pr {X2 ≤ x} (7)
Pr {min (X1, X2 ≤ x)} = Pr {X1 ≤ x}+ Pr {X1 > x} Pr {X2 ≤ x} (8)
3so that with an approach similar to [18], taking (7) and (8) into account, and considering that the correlation between γdir and
γcoop is treated as in [18], the SOP yields
p(CSI-DF)out = OABE [OARE + (1−OARE)OBE] , (9)
where OABE = Pr {log2(1 + γdir)− log2(1 + γE) < 2R}, OARE = Pr {log2(1 + γAR)− log2(1 + γE) < 2R} and OBE =
Pr {log2(1 + γcoop)− log2(1 + γE) < 2R}.
Next, isolating γE for each variable in (9) we obtain
p(CSI-DF)out = Pr{γE > 2−2R (1 + γdir)− 1}
[
Pr{γE > 2−2R (1 + γAR)− 1}
+ Pr{γE ≤ 2−2R (1 + γAR)− 1}Pr{γE > 2−2R (1 + γcoop)− 1}
]
,
(10)
which requires the PDF related to γcoop and the CDF related to γE to be solved in closed-form.
Considering the convolutions defined by [7], we can obtain the PDF related to γcoop and the CDF related to γE by doing
fcoop(x) =
x∫
0
fTAS/MRCRB (x− y) fTAS/MRCAB (y) dy, (11)
FE(x) =
x∫
0
FMRCE,1 (x− y) fMRCE,2 (y) dy, (12)
which can be solved with the aid of [19, eq. (8)], [13, §1.111], [13, §3.351.1] and [13, §3.381.1], resulting in
fcoop(x) =
nRnAΓ(nB)
−2
(γ¯RBγ¯AB)
nB
nA−1∑
k=0
nR−1∑
m=0
(
nA − 1
k
)(
nR − 1
m
)
(−1)m+k
∏
γ¯AB
∏
γ¯AR
e
−x
(
k+1
γ¯AB
)
× xnB+β1−1−l
nB+β1−1∑
l=0
(
nB + β1 − 1
l
)
(−1)l
[(
m+ 1
γ¯RB
− k + 1
γ¯AB
)−(nB+β2+l)]
× γ
(
nB + β2 + l;
[
m+ 1
γ¯RB
− k + 1
γ¯AB
]
x
)
,
(13)
where γ(.) is the incomplete gamma function, and
FE(x) =
1
γ¯nEAEΓ(nE)
[
(nE − 1)!
γ¯−nEAE
− e− xγ¯AE
nE−1∑
m=0
(nE − 1)!
m!
xm
γ¯m−nEAE
−
nE−1∑
w=0
(
1
w!
)(
1
γ¯RE
)w
e
− xγ¯RE
w∑
k=0
(
w
k
)
(−1)k xw−k
 (k + nE − 1)![ 1
γ¯AE
− 1γ¯RE
]k+nE − e−x( 1γ¯AE− 1γ¯RE ) k+nE−1∑
m=0
(k + nE − 1)!xm
m!
(
1
γ¯AE
− 1γ¯RE
)k+nE−m

 . (14)
With that in hand we can solve (9). Starting with OABE, employing fTAS/MRCAB and FE, we have
OABE =
∞∫
0
FE
[
2−2R (1 + γdir)− 1
]
fTAS/MRCAB (γdir) dγdir (15)
which, after using the binomial expansion and applying [13, §3.35.3], [19, eq. (8)] and some algebraic manipulations, results
in
OABE = nA
Γ(nB) Γ(nE) γ¯
nB
AB γ¯
nE
AE
nA−1∑
k=0
(
nA − 1
k
)
(−1)k
∏
γ¯AB
×
{
(nE − 1)!
γ¯−nEAE
X (0, 0, k + 1
γ¯AB
)
− e− 2
−2R−1
γ¯AE
nE−1∑
m=0
m!Γ(nE)
γ¯m−nEAE
×
m∑
v=0
(
m
v
)
X (m, v, φ(γ¯AE))−
nE−1∑
w=0
w∑
v=0
(−1)v
w!
(
1
γ¯RE
)w
×
[
e
− 2−2R−1γ¯RE
w−v∑
z=0
(
w
v
)
Z(0) X (w − v, z, φ(γ¯RE)) − e−
2−2R−1
γ¯AE
w−v∑
z=0
v+nE−1∑
m=0
m∑
y=0
(
w
v
) (
m
y
)
Z(m)X (w +m− v, z + y, φ(γ¯AE))
]}
, (16)
4where φ(a) = k+1γ¯AB +
2−2R+1
a , Z(x) = (v+nE−1)!
x!
(
γ¯RE−γ¯AE
γ¯REγ¯AE
)v+nE−x , X (a, b, c) = (2−2R−1)a−b(b+β1+nB−1)!2b(−2R+1)c(b+β1+nB) and
∏
γ¯AB
=
nB−1∏
i=1
[
ui−1∑
ui=0
(
ui−1
ui
)(
1
i!
)ui−ui+1 ( 1
γ¯AB
)ui]
(17)
with β1 =
∑nB−1
i=1 ui, u0 = k and unB = 0.
Next, solving Pr{γE > 2−2R (1 + γAR)− 1} yields an integral form as
OARE =
∞∫
0
FE
[
2−2R (1 + γAR)− 1
]
fMRCAR (γAR) dγAR, (18)
which can be solved in closed-form by substituting fMRCAR and FE, while using an algebraic approach similar to that in (16).
After these steps we arrive at
OARE = Γ(nE)
−1Γ(nR)−1
γ¯nEAEγ¯
nR
AR
[
nE−1∑
m=0
(nE − 1)!
m!e
2−2R−1
γ¯AE
(
1
γ¯AE
)m−nE
J (m, γ¯AE) +
nE−1∑
w=0
(
1
w!
)(
1
γ¯RE
)w
w∑
k=0
(
w
k
)
(−1)k
{
T (γ¯RE, 0) J (w − k, γ¯RE)−
k+nE−1∑
o=0
T (γ¯AE, o) × J (w − k + o, γ¯AE)
}]
. (19)
where T (a, b) = b!(k+nE−1)!e−
2−2R−1
a[
1
γ¯AE
− 1γ¯RE
]k+nE−b and J (a, b) = ∑ap=0 (ap) (2−2R−1)a−p(nR+p−1)!22Rp ( 2−2Rγ¯AR+bγ¯ARb )−(nR+p).
Finally, OBE can be solved with the aid of FE and fcoop, so that
OBE =
∞∫
0
FE
[
2−2R (1 + γcoop)− 1
]
fcoop (γcoop) dγcoop, (20)
whose closed-form expression is obtained using [13, §6.455.2] and some algebraic manipulations, resulting in
OBE = nRnA (γ¯ABγ¯RB)
−nB
γ¯nEAEΓ(nE)Γ(nB)
2
nA−1∑
k=0
nR−1∑
m=0
(
nA − 1
k
)(
nR − 1
m
)∏
γ¯AB
∏
γ¯AR
nB−β1−1∑
l=0
(
nB+β1−1
l
)
(−1)k+m+l(
m+1
γ¯RB
− k+1γ¯AB
)(nB+β2+l)
×
Γ(nE)
γ¯−nEAE
B (0, µ(0), ψ(0))−
nE−1∑
p=0
Γ(nE) e
− 2−2R−1γ¯AE γ¯nE−pAE
p!
B
(
p, µ(s), ψ
(
2−2R
γ¯AE
))
−
nE−1∑
w=0
(
1
w!
)(
1
γ¯RE
)w w∑
o=0
(
w
o
)
(−1)o ×
{
C(γ¯RE, 0)B
(
w − o, µ(s), ψ
(
2−2R
γ¯RE
))
+C(γ¯AE, z)B
(
w + z − o, µ(s), ψ
(
2−2R
γ¯AE
))}]
, (21)
where B(a, b, c) = ∑as=0 (as) (2−2R−1)a−s22Rs αvΓ(b+v)v(α+c) 2F1 (1; b+ v; v + 1; αα+c), with 2F1 (α, β; γ; z) being the Gauss hyperge-
ometric function [13, §9.111], and α = γ¯AB(m−1)−γ¯RB(k+1)γ¯ABγ¯RB , v = nB + β2 + l, µ(a) = a + nB + β1 − l, ψ(a) = k+1γ¯AB + a,
C(a, b) = ∑bi=0 (o+nE−1)!e− 2−2R−1a
b!
[
γ¯RE−γ¯AE
γ¯AEγ¯RE
]o+nE−b ,
∏
γ¯AR
=
nR−1∏
i=1
[
vi−1∑
vi=0
(
vi−1
vi
)(
1
i!
)vi−vi+1 ( 1
γ¯AR
)vi]
, (22)
with β2 =
nR−1∑
i=1
vi, v0 = m and vnR = 0.
Then, the closed-form expression to the SOP of CSI-DF is obtained after applying (16), (19) and (21) into (9).
5B. Artificial-Noise (AN)
Several works in the literature have shown that multiple antennas can increase the PLS. A notable strategy is to use jamming
in order to confuse Eve, as e.g. in [8], in which Alice employs TAS and Bob employs MRC while the communication to
Eve is degraded by multiple interfering signals. However, differently from [8], we consider that these interfering signals are
generated by the multiple antennas of the relay, which creates a beamforming vector so that the noise is null in the direction
of Bob. Thus, the jamming affects only Eve, without interfering at Bob. An important assumption with respect to the creation
of the beamforming vector is that the number of antennas at the relay must be larger than the number of antennas at Bob [8],
[20]; thus, nB ≤ nR − 1 is always considered for the AN scheme.
Then, the capacity of the legitimate channel is given by
C (AN)B =
1
2
log2 (1 + γAB) , (23)
while at Eve the capacity is limited by the jamming (denoted by [8] as interference) generated by the relay node. Thus,
we represent the signal-to-interference ratio (SIR) at Eve following the same notation of [8], so that ΥI = γAEγI , where γI =
nR∑
k=0
γ¯RE,k |hRE,k|2 is the jamming interference, written as the sum of all jamming signals sent by each k-th antenna of the
relay. As a result, the capacity of Eve’s channel can be written as
C
(AN)
E =
1
2
log2 (1 + ΥI) . (24)
Therefore, the secrecy outage probability for the AN scheme can be written as
p(AN)out = Pr
{
1 + γAB
1 + ΥI
< 22R
}
=
∞∫
0
F TAS/MRCAB
[
22R (1 + x)− 1] f γAE
γI
(x) dx, (25)
where F TAS/MRCAB (z) =
[
1− e−
γAB
γ¯AB
nB−1∑
w=0
(
1
w!
)(
γAB
γ¯AB
)w]nA
is given by [8, eq. (13)] and,
f γAE
γI
(x) =
∂
∂x
 ∞∫
0
FMRCAE (xz) fγI (z) dz
 , (26)
with FMRCAE (γAE) = 1−e−
γAE
γ¯AE
nE−1∑
w=0
(
1
w!
)(
γAE
γ¯AE
)w
and fγI (z) =
nR∑
i=1
e
− zγ¯I
γ¯I
, following [8, eq. (19)]. In addition, let us remark
that we consider the power is equally distributed among the jamming signals to simplify the analysis.
Then, the SOP for the AN scheme yields [8]
p(AN)out =1−
nA∑
k=1
(
k
nA
)∏
γ¯AB
nE−1∑
u=0
(−1)k+1
u!
Γ(u+ nR)
Γ(nR)
β1∑
p=0
(
β1
p
)(
γ¯AE
γ¯RE
)p (
22R − 1)β1−p 22Rpe− k(z−1)γ¯AB [nR×
×Γ(p+ u+ 1)Ψ
(
p+ u+ 1, p− nR + 1, kγ¯AE2
2R
γ¯REγ¯AB
)
− L
]
, (27)
where
L =
{
uΓ(p+ u)Ψ
(
p+ u, p− nR, kγ¯AE2
2R
γ¯REγ¯AB
)
if u 6= 0
0, if u = 0
with Ψ(., ., .) denoting the Tricomi’s confluent hypergeometric function [13, §9.211.4]. Let us remark that (27) is associated
with nB due to the term
∏
γ¯AB
defined in (17).
C. Secure Energy Efficiency and Optimization
In order to capture both security and energy efficiency issues, let us define the SEE metric as
ηs =
R
(
1− p(sch)out
)
P (sch)total
, (28)
6where P (sch)total is the total power consumed by each cooperative scheme. In the case of CSI-DF we have
P (CSI-DF)total = 2 [(1 + δ)PA + PTX + nB PRX] pdir (29)
+ [(1 + δ)(PA + PR) + 2PTX + (2nB + nR)PRX] pcoop,
where PTX and PRX denote the power consumed by transmission and reception circuitry, respectively, while the efficiency
loss of the power amplifier is δ. Moreover, pcoop (pdir) is the probability that the transmission is cooperative (direct), given by
pcoop = 1− pdir ≈ γ¯ARγ¯AR+γ¯AB [10].
On the other hand, in the case of AN we have
P (AN)total = 2 [(1 + δ) (PA + PR) + (nR + 1) PTX + nB PRX] . (30)
Additionally, we are interested in maximizing the SEE of each scheme by allocating PA and PR, as well as the secrecy rate.
The general optimization problem can be formalized as
max
(PA,PR,R)
η(sch)s =
R
(
1− p(sch)out
)
P
(sch)
total
s.t. 0 < Pi ≤ Pmax, with i ∈ {A,R},
0 ≤ R ≤ Rmax,
p
(sch)
out ≤ ϕ,
(31)
where Pmax is a maximum transmit power constraint, ϕ is the maximum acceptable SOP of the system and Rmax = CB −RE
is the maximum secrecy rate, assuming that CB is known and that the target equivocation rate is given by RE.
An alternative to solve (31) is related to the use of low-complex iterative algorithms such as the Dinkelbach algorithm [10],
[21] to perform the power allocation, while the optimal secrecy rate can be obtained, e.g., by the golden section search
algorithm. Let us remark that a similar approach has been used by the authors in the past [10], so that we elaborate a brief
explanation of the proposed algorithms in the following.
The Dinkelbach algorithm [21], [22] allows to optimize the ratio between functions of the same variable (fractional
programming). Therefore, the algorithm is specially useful for the optimization of the powers allocated at Alice and at the
relay. A fractional programming is represented in a general form by [22]
max
x∈S
q(x) =
f1(x)
f2(x)
, (32)
where S ⊆ Rn is a convex set, f1, f2 : S → R, being f1(x) concave and f2(x) > 0 convex. Using a parametric convex
program, it is possible rewrite (32) as [21]
F (λ) = max
x∈S
f1(x)− λf2(x), (33)
in which f1(x) is maximized while f2(x) is minimized, with the parameter λ being the weight associated with the denominator.
Moreover, the optimum value of the function is found with
F (λ) = 0 ⇐⇒ λ = q?, (34)
where q? is the optimum value of (32). Therefore, solving (32) is equivalent to finding the root of
F (λ?) = max
x∈S
f1(x)− λf2(x) = 0. (35)
The Dinkelbach algorithm is an efficient approach to find the solution of (35), which is based on Newton’s method to find
λ for each (n+ 1)-th iteration by doing
λn+1 = λn − F (λn)
F ′(λn)
=
f1(x
?
n)
f2(x?n)
. (36)
Due to the allocation of the power at Alice and at the relay, the power allocation can be splitted in two steps: starting with
Alice and then allocating power to the relay. Therefore, with respect to Alice, (35) can be rewritten as
F1(λ) = max
PA≥0
f1(PA)− λf2(PA) = 0, (37)
where f1(PA) = R
(
1− p(sch)out
)
and f2(PA) = P
(sch)
total . Moreover, the stationary condition is given by
∂f1(PA)
∂PA
∣∣∣∣∣
PA=P?A
− λ ∂f2(PA)
∂PA
∣∣∣∣∣
PA=P?A
= 0, (38)
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Fig. 1. Secrecy outage probability of CSI-DF and AN schemes, comparing exact expressions and Monte Carlo simulations for dAR = 0.5 dAB.
with P ?A obtained by the Dinkelbach method
1.
In the sequence, considering the power allocation to the relay we have the
F2(λ) = max
PR≥0
f1(PR)− λf2(PR) = 0, (39)
where f1(PR) = R
(
1− p(sch)out
)
, f2(PR) = P
(sch)
total and with the following stationary condition
∂f1(PR)
∂PR
∣∣∣∣∣
PR=P?R
− λ ∂f2(PR)
∂PR
∣∣∣∣∣
PR=P?R
= 0, (40)
with P ?R also obtained by the Dinkelbach method.
Finally, with respect to the optimization of R, we can employ a golden section search algorithm with parabolic interpolation
as in [10]. Such algorithm allows to find the maximum of an unimodal function by narrowing the range of values inside a
predefined interval [23].
IV. NUMERICAL RESULTS
We consider that R = 3 bps/Hz, dAB = 100 m, υ = 3 and ϕ = 10−1. Moreover, as in [10], PTX = 112.2 mW,
PRX = 97.9 mW, B = 10 kHz, N0 = −174 dBm/Hz, Ml = 40 dB, G = 5 dBi, Nf = 10 dB and fc = 2.5 GHz.
First, Fig. 1 plots the secrecy outage probability of CSI-DF and AN, comparing both the exact expressions and Monte Carlo
simulations. Although the figure only considers the case when the relay is placed an a intermediate position between Alice
and Bob (dAR = 0.5 dAB), the same agreement between theoretic and simulation results is observed for different positions of
the relay.
Fig. 2 plots the SEE as a function of R and dRE, where we observe that, when Eve is closer, AN performs better since the
relay interferes with more intensity at Eve, increasing the SEE. On the other hand, CSI-DF allows important improvements
when R increases, also leading to the highest SEE point.
Next, Fig. 3 compares the SEE with fixed power and rate, fixed rate and power allocation, and the rate and power allocation
defined by (31). Additionally, we compare the SEE expressions with Monte Carlo simulations, in which a good agreement is
shown. As we observe, a significant performance improvement is obtained when power and rate are allocated. In particular, it
is worth noting that power allocation plays a major role to maximize the SEE.
Fig. 4 plots the SEE, represented by solid lines, and the SOP, represented by dashed lines, as a function of ϕ, the minimal
requirement for the SOP, which shows that a higher ϕ increases the SEE, despite the penalty related to the number of secure
transmitted bits. However, let us remark that even with an increase of SEE with ϕ, the SOP that maximizes the SEE is not
close to one. This occurs due to the fact that a SOP close to one implies in a SEE that tends to zero in (28).
1As we can observe, the complexity of the method is inherent to the complexity of the SOP expressions for each cooperative scheme, due to the derivatives
specified in (38) and (40). However, although the SOP expressions are complex for arbitrary number of antennas at each node, the expressions can be
considerably simplified while fixing nA, nB, nR and nE.
8Fig. 2. SEE of CSI-DF and AN as a function of R and dRE, with dAR = 0.5 dAB and nA = nR = nE = 2 with nB = 1 for AN scheme.
dRE (m)
50 100 150 200 250 300
η
s
(s
e
c
u
r
e
b
it
s
/J
/H
z
)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
CSI-DF - Fixed PR, PS and R
CSI-DF - Fixed R
CSI-DF
AN - Fixed PR, PS and R
AN - Fixed R
AN
CSI-DF - Monte Carlo
AN - Monte Carlo
Fig. 3. SEE of CSI-DF and AN as a function of dRE for different allocation strategies, with dAR = 0.5 dAB and nA = nR = nE = 2 with nB = 1.
Finally, Fig. 5 illustrates the SEE as a function of the number of antennas, with nA = nB = nE = 2 while varying nR in
Fig. 5(a), and while varying nE with fixed nB = nA = 2 and nR = 3 in Fig. 5(b). As we observe, increasing nR is more
advantageous to CSI-DF than to AN, once the increase of nR yields a diversity gain in the case of CSI-DF when cooperation
occurs. On the other hand, increasing nR in the AN scheme only yields a larger power consumption. In addition, in Fig. 5(b)
we can observe that AN becomes more advantageous with the increase of nE, i.e.; when the number of antennas at Eve is
much larger than that of the legitimate nodes, it is better for the relay to interfere at Eve by injecting Gaussian noise rather
than to cooperate with Bob.
V. CONCLUSIONS
We investigate the SEE in a cooperative MIMO scenario with different setups with respect to the number of antennas and the
maximum acceptable SOP of the system, also considering power and secrecy rate allocation. We compare a CSI-DF scheme,
which exploits the available CSI to chose between direct or cooperative transmission, with an AN scheme, in which the relay
uses a beamforming vector to interfere only at Eve. Results show that CSI-DF outperforms AN in most scenarios, except if
Eve is closer to the relay or with the increase of antennas at Eve, when AN becomes more advantageous.
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