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We solve affirmatively a problem, raised by Kharchenko, on identities with com-
positions of skew derivations: We define the notion of trivial identities with compo-
sitions of skew derivations, which is unique in a certain sense. It is proved that if
a prime ring R satisfies a nontrivial identity with compositions of skew derivations,
then R also satisfies a generalized polynomial identity (without skew derivations).
We actually work in a more general context, in which higher (skew) derivations in
the literature known to the author are all covered. © 2000 Academic Press
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0. INTRODUCTION
Let R be a prime associative ring. A derivation is a map δ:R→ R satisfy-
ing x+ yδ = xδ+ yδ and xyδ = xδy + xyδ for all x; y ∈ R. A differential
identity of R is a generalized polynomial identity in indeterminates acted
by composition products of derivations. In [8] and [9], Kharchenko gave a
thorough analysis of differential identities for semiprime rings. His elegant
theory is the most powerful tool for analyzing derivations satisfying various
conditions. The notion of derivations has been generalized in many ways.
One line is to introduce automorphisms into play: In Kharchenko’s work
[10, 11], a g-derivation, where g is an automorphism of R, is a map δ:R→
R such that for all x; y ∈ R, x + yδ = xδ + yδ and xyδ = xgyδ + xδy.
More generally, in [5], for automorphisms g; h of R, a g; h-derivation is
1 The author thanks the referee for bringing to his attention the interesting papers of Ko-
ryukin and Milinski. The author is greatly indebted to Professors W. S. Martindale and P. H.
Lee for their encouragement in writing the orginal manuscript and this revised version of the
paper.
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a map δ:R→ R such that x+ yδ = xδ + yδ and xyδ = xgyδ + xδyh for
all x; y ∈ R. Our objective here is to generalize Kharchenko’s celebrated
theory of differential identities to g-derivations or more generally g; h-
derivations. It turns out that our theory also applies to higher derivations:
There are two definitions of higher derivations in the literature known to
the author: Higher derivations without automorphisms, which may be called
ordinary higher derivations, are defined in [5, p. 171] as follows: A (finite
or infinite) sequence δ0; δ1; δ2; : : : of maps R → R is called an ordinary
higher derivation if δ0 is the identity map of R and for all x; y ∈ R,
x+ yδn = xδn + yδn and xyδn =
nX
i=0
xδiyδn−i n ≥ 0:
The map δ1 of the sequence is merely an ordinary derivation. Conversely,
if δ is an ordinary derivation and if k! is invertible for each 0 ≤ k ≤ n, then
the sequence of divided powers of d defined by
δ0
def.= the identity map; δ1/1! = δ; δ2/2!; : : : ; δn/n!
forms a (higher) derivation. However, there do exist ordinary higher deriva-
tions which are not divided powers of ordinary derivations. On the other
hand, higher derivations with automorphisms are defined in [4, p. 523] as
follows: An infinite sequence δ0; δ1; δ2; : : : of maps R → R is called a
higher δ0-derivation if δ0 is an automorphism of R and for all x; y ∈ R,
x+ yδn = xδn + yδn and xyδn =
nX
i=0
x1i; nyδi n ≥ 0;
where 1i; n is the coefficient of tn+1 in the formal expansion ofX
k≥0
tk+1δk
i+1
by assuming the commutativity of t and δk. Hence, we have
1i; n =
X
l0;:::;li≥0
l0+···+li=n−i
δl0 · · · δli :
It is also easy to verify that for all x; y ∈ R,
xy1i; n =
nX
j=i
x1j; ny1i; j :
Note that 1n;n = δn+10 and 1i; i = δi+10 are also automorphisms of R. In
the case that δ0
def.= the identity map, observe that the higher δ0-derivation
δ0; δ1; δ2; : : : or any of its finite subsequences does not seem to give a
higher ordinary derivation in the sense of [5] just cited above. In spite of
this discrepancy in the definitions of higher (skew) derivations, our theory
does cover both of them.
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1. MAIN RESULTS
Throughout the paper, R is always a prime associative ring and U is its
left Utumi quotient ring. The extended centroid of R, denoted by C, is
defined to be the center of U . (See [3, 13] for a definition.) We let U−1
denote the set of all invertible elements in U . We also fix an infinite set
X = x1; x2; : : : of noncommuting indeterminates x1; x2; : : : : All polyno-
mials are assumed to involve indeterminates in X (possibly acted by some
operators of R). A map δ:R→ U is called additive if x+ yδ = xδ+ yδ for
all x; y ∈ R. We have found that antiautomorphisms can be covered with
very little extra effort. So the following more general notion is considered
here:
Definition. Let G+ be the set (or group) of all automorphisms of R
and G−, the set of all (anti)automorphisms of R. Set G def.= G+ ∪G−, the set
(or group) of all (anti)automorphisms of R. By a g; h-derivation, where
g; h ∈ G+ or g; h ∈ G−, we mean an additive map δ:R→ R such that for
all x; y ∈ R,
xyδ = x˜gy˜δ + x˜δy˜h;
where x˜ def.= x; y˜ def.= y for g; h ∈ G+ and x˜ def.= y; y˜ def.= x for g; h ∈ G−. By a
skew derivation, we mean a g; h-derivation thus defined.
Note that, for a skew derivation δ and an (anti)automorphism g, both
gδ and δg are also skew derivations. We observe the following: Let 1 =
δ1 · · · δn, a product of gs; hs-derivation δs, where each gs; hs ∈ G+. Then
for x; y ∈ R,
xy1 = xgy1 + x1yh +X
i
x1iy1
′
i ;
where g def.= Qns=1 gs; h def.= Qns=1 hs ∈ G+ and where each 1i, 1′i is a product
of strictly fewer than n skew derivations. We generalize this observation in
the following:
Definition. By an expansion closed word set, we mean a set  of sym-
bols satisfying the following three conditions:
1. There exist two disjoint subsets +, − of  such that  = + ∪
−. There exist two increasing sequences of subsets of + and −, respec-
tively
+0 ⊆ · · · ⊆ +n ⊆ +n+1 ⊆ · · · ⊆ +;
−0 ⊆ · · · ⊆ −n ⊆ −n+1 ⊆ · · · ⊆ −
such that + = Sn≥0+n and − = Sn≥0−n .
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2. Each symbol g ∈ +0 is associated with an automorphism x ∈ R 7→
xg ∈ R and the polynomial pigx; y = xgyg. Each symbol h ∈ −0 is as-
sociated with an antiautomorphism x ∈ R 7→ xh ∈ R and the polynomial
pihx; y = yhxh.
3. Let n ≥ 1. Each symbol 1 ∈ +n \+0 is associated with an additive
map 1x x ∈ R 7→ x1 ∈ U and a polynomial pi1x; y in the form
pi1x; y = x1yh + xgy1 +
X
i
aix
1ibiy
1′i ci; †+
with g; h ∈ +0 , each ai; bi; ci ∈ U and each 1i; 1′i ∈ +n−1, such that for all
x; y ∈ R, the identity xy1 = pi1x; y holds. Each symbol 1 ∈ −n \ −0
is associated with an additive map 1x x ∈ R 7→ x1 ∈ U and a polynomial
pi1x; y in the form
pi1x; y = y1xh + ygx1 +
X
i
aiy
1ibix
1′i ci; †−
with g; h ∈ −0 , each ai; bi; ci ∈ U and each 1i; 1′i ∈ −n−1, such that for all
x; y ∈ R, the identity xy1 = pi1x; y holds.
Symbols of  are called words and the polynomial pi1x; y is called the
expansion formula of the word 1 ∈ . Set n def.= +n ∪−n . For g; h ∈ +0 (or
g; h ∈ −0 ; respectively), let ng; h be the set consisting of all 1 ∈ n with
pi1x; y described in the form (†+) (or (†−), respectively). Set g; h def.=S∞
n=1ng; h. It is convenient to have ˜n def.=  \n, ¯n def.= n \n−1, and
¯ng; h def.= g; h ∩ ¯n. (We postulate −1 def.= Z, wherever it occurs.)
Our primary interest is in the expansion closed word set generated by
all skew derivations, where we may set 0
def.= G and for n ≥ 1, n is the
set of all products δ1 · · · δk, k ≤ n, with each δi being a skew derivation.
But we may also consider various expansion closed word sets, for example
the expansion closed word set generated by one or several (higher) skew
derivations. We will also like to know that our theory coincides with the
old ones when  is specialized to the expansion closed word sets generated
by ordinary derivations and/or (anti)automorphisms. We will illustrate our
motivations with these old theories.
We allow two ambiguities in our notion of expansion word sets: The
first ambiguity is that many distinct words of  may designate the same
mathematical object: For example, many distinct words in 0 may desig-
nate exactly the same (anti)automorphism of R. Also, many distinct words
1 ∈ g; h may be associated with the same map x ∈ R 7→ x1 and, for
each such 1, the expressions pi1x; y − x˜1y˜h − x˜gy˜1, where x˜ def.= x; y˜ def.= y
for g; h ∈ +0 and x˜ def.= y; y˜ def.= x for g; h ∈ −0 , are completely the same.
This ambiguity gives practical advantages. For instance, the associativity for
products of higher skew derivations may not be so obvious at all but we
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can then regard their products grouped in different ways as distinct words.
The second ambiguity is that the decomposition of  into +n ;
−
n may not
be unique. For example, let  def.= 1; δ, where 1 def.= the identity map and δ
is an ordinary or 1; 1-derivation. For each k, we have a decomposition
+0 = +1 = · · · = +k
def.= 1; +k+1 = +k+2 = · · ·
def.= 1; δ:
This ambiguity also gives practical advantages: For instance, in investigating
a nilpotent skew derivation δ, it may be difficult to see at the beginning
when a power of δ will give rise to a skew derivation and, even if we
know that, skew derivations defined by various powers of δ may be hard to
identify. In our theory, we can simply put δn into n. Actually, our notion of
expansion closed word sets is mainly devised to allow these two ambiguities
so that we can circumvent the complicated problem of identifying words at
the beginning stage. These two ambiguities will be clarified by the notion
of trivial identities to be defined later, where we will analyze deeply what
is meant by two words or, more generally, two expressions to designate
the same mathematical object. After the words are properly identified, we
can then put each word into the n with n minimal possible and thus get
a natural decomposition of . However, essential to our theory are trivial
identities, neither the identification of words, nor the natural decomposition
of .
We finally emphasize that composition multiplication for words in 
is not defined in our theory, although, in applications, longer words may
come from products of shorter words (such as skew derivations). In the
main theme of our theory, words are the minimal units of our investiga-
tion, which cannot be further decomposed as products of smaller objects.
They are related to other words only via their expansion formulae and their
associated maps. (Actually, products of words will be defined in our con-
tinued work based on the theory developed here. See also the explanation
after Theorem 2 below.)
Throughout this paper, we assume that  is an arbitrary expansion closed
word set, together with the decomposition  = + ∪ −, + = Sn≥0+n ,
− = Sn≥0−n described in the definition above. As we are dealing with
identities involving 1 ∈ , we now make this and some related notions
precise in the following:
Definition. 1. For any subset 6 of , let ℘6 be the set of all gen-
eralized polynomials with coefficients in U and in the indeterminates x1,
where x ∈ X and 1 ∈ 6. We will regard ℘6 as a subset of ℘ in a nat-
ural way. Elements of ℘ are simply called polynomials for brevity. The
zero element of ℘ is called the zero polynomial, not the trivial polyno-
mial.
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2. A polynomial in ℘n but not in ℘n−1 is said to be of order
n. By leading words of a polynomial ϕ of order n, we mean those 1 ∈ ¯n def.=
n \ n−1 which occur nontrivially in ϕ. A polynomial in ℘ is said to
be linear if it assumes the form
P
i aix
1ibi, where ai; bi ∈ U and 1i ∈ .
3. A polynomial ϕ ∈ ℘ is called an identity of R or briefly just an
identity if ϕ assumes the constant value 0 for any assignment of values in R
to its indeterminates. By an ideal of identities, we mean an ideal of ℘
all of whose elements are identities of R.
4. For ϕx ∈ ℘, the expression ϕx + y is defined to be the
polynomial in ℘ obtained by first formally substituting x + y for x in
ϕx and then, in the expression thus obtained, replacing x+ y1 by x1 +
y1 for each 1 ∈ . For ϕx ∈ ℘, the expression ϕxy is defined to be
the polynomial in ℘ obtained by first formally substituting xy for x in
ϕx and then, in the expression thus obtained, replacing xy1 by pi1x; y
for each 1 ∈ .
To avoid confusion with the most important notion “trivial identities”
to be defined below, a polynomial equal to the zero polynomial will not
be called trivial here. Instead, we say explicitly that it is equal to the zero
polynomial.
We now come to the crucial problem of defining trivial identities: In-
tuitively, by trivial identities, we mean those identities which follow from
the definition of skew derivations in a trivial way. For example, for or-
dinary derivations δ1; δ2, the polynomial ϕx def.= xδ1δ2 − xδ2δ1 defines an
ordinary derivation because both ϕx + y − ϕx − ϕy and ϕxy −
xϕy − ϕxy are zero polynomials. Let d be the ordinary derivation
defined by the map x ∈ R 7→ ϕx. The identity ψx def.= ϕx − xd =
xδ1δ2 − xδ2δ1 − xd should be regarded as trivial, because it simply says that
d is the name for the ordinary derivation defined by ϕx. Analogously,
let g; h ∈ +0 or g; h ∈ −0 . Set x˜ def.= x; y˜ def.= y for g; h ∈ +0 and x˜ def.=
y; y˜
def.= x for g; h ∈ −0 . For a polynomial ϕx ∈ ℘ in x only, if both
ϕx + y − ϕx − ϕy and ϕxy − x˜gϕy˜ − ϕx˜y˜h are the zero poly-
nomial, then the map r ∈ R 7→ ϕr defines a g; h-derivation. Suppose
that δ ∈  is associated with the map r ∈ R 7→ ϕr and the expansion
formula piδx; y = x˜gy˜δ + x˜δy˜h. Then the word δ ∈  is merely a name
for the g; h-derivation r ∈ R 7→ ϕr and hence the identity ϕx − xd
should then be regarded as trivial. In general, we may call δ ∈  a name
for a g; h-derivation if piδx; y = x˜gy˜δ + x˜δy˜h. As an easy example, an
identity of the form
P
i αix
δi − xδ, where αi ∈ C and δ; δi are names
for g; h-derivations, should be regarded as trivial, because the polyno-
mial ϕx def.= Pi αixδi defines a g; h-derivation in the sense that both
ϕx + y − ϕx − ϕy and ϕxy − x˜gϕy˜ − ϕx˜y˜h are the zero poly-
nomial and the identity merely says that δ bears the name for the g; h-
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derivation r ∈ R 7→ ϕr. However, as our notion of words is inductive in
nature, so should our notion of trivial identities: After we have recognized
some identities as trivial, some other identities, which may not seem trivial
at the beginning, has now become trivial. We make this precise in the fol-
lowing definition, where = in our intended applications denotes the ideal
of identities which has been recognized as trivial at a certain stage:
Definition. Let = be an ideal of ℘. For g; h ∈ +0 or g; h ∈ −0 , a
polynomial ϕx ∈ ℘, in the indeterminate x ∈ X only, is called a basic
g; h-polynomial modulo =, if
ϕx+ y − ϕx − ϕy ∈ = and ϕxy − x˜gϕy˜ − ϕx˜y˜h ∈ =;
where x˜ def.= x; y˜ def.= y for g; h ∈ +0 and x˜ def.= y; y˜ def.= x for g; h ∈ −0 . If ϕx
happens to be an identity of R, then ϕx is specially called a basic g; h-
identity modulo =. For brevity, a basic g; h-polynomial (or g; h-identity,
respectively) modulo = is simply called a basic polynomial (or identity, re-
spectively) modulo =.
Let = be an ideal of identities of R. That is, all elements of = are iden-
tities of R. A basic g; h-polynomial ϕx modulo = then defines a g; h-
derivation r ∈ R 7→ ϕr. Let δ ∈  be a name for the g; h-derivation
r ∈ R 7→ ϕr. The identity ψx def.= ϕx − xδ should be considered as a
consequence of identities in =. If all elements in = have already been rec-
ognized as trivial identities, then ψx def.= ϕx − xδ, being a consequence
of trivial identities, should be reasonably regarded as a trivial identity also.
Observe that the identity ψx def.= ϕx − xδ also enjoys the property that
ψx+ y − ψx − ψy ∈ =; ψxy − x˜gψy˜ − ψx˜y˜h ∈ =
and is therefore a basic g; h-identity modulo =. It thus suffices to consider
basic identities modulo =. A basic g; h-identity modulo = defines the zero-
valued g; h-derivation, which can always take the zero polynomial of ℘
as its name. This also avoids the drawback that there may not exist a name
δ ∈  for the g; h-derivation defined by a basic g; h-polynomial modulo
=. We have argued intuitively that if = is an ideal of trivial identities, then
basic identities modulo = should also be regarded as trivial. In other words,
the ideal of trivial identities should contain all basic identities modulo itself.
It thus seems natural to define:
Definition. The ideal of trivial identities of R, denoted by =, is
defined to be the minimal ideal = of ℘ such that = contains all the
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basic identities modulo =. An identity of R is said to be trivial or nontrivial
according as it is in = or not.
The ideal = can be obtained as the intersection of all ideals = of
℘ such that = contains all the basic identities modulo = since this inter-
section also contains all the basic identities modulo itself and is obviously
the smallest such ideal. The ideal of all identities of R obviously contains
all the basic identities modulo itself and hence must include = as a sub-
set. In this manner, we see that all elements of = are identities of R,
which we did not put in the above definition but now follows as an easy
consequence.
The ideal = of trivial identities can also be constructed as follows:
Set =0 to be the zero ideal of ℘, that is, the ideal consisting of the
zero polynomial only. For each integer n ≥ 0, define =n+1 to be the ideal
of ℘ generated by =n and all basic identities modulo =n. A simple in-
duction shows that =n ⊆ =. Conversely, suppose that ϕx is a basic
identity modulo
S∞
n=0 =n. To verify that ϕx+ y − ϕx − ϕy ∈
S∞
n=0 =n
and ϕxy − x˜gϕy˜ − ϕx˜y˜h ∈ S∞n=0 =n, we only need a finite number of
elements in
S∞
n=0 =n. All these finitely many elements must fall in some
=n for n big enough. But then ϕx is a basic identity modulo this =n and
hence falls in =n+1. So
S∞
n=0 =n also enjoys the defining closure property
of =. By the defining minimality of =, S∞n=0 =n ⊇ =. So we have
= = S∞n=0 =n. Granted the intuitive hypothesis that basic identities mod-
ulo an ideal of trivial identities are also trivial, we can see inductively that
each =n consists of trivial identities only. So = does only contain iden-
tities which are intuitively trivial.
We give the notion of reduced expressions:
Definition. 1. By a basis of  modulo an ideal = of ℘, we mean
a subset 6 of  satisfying the property that for any given ϕ ∈ ℘, there
exists a unique ϕ′ ∈ ℘6, called the 6-reduced form of ϕ, such that ϕ′ ≡ ϕ
modulo =. A subset 6 of  forms a basis of  modulo an ideal = of ℘
if and only if ℘6 + = = ℘ and = ∩ ℘6 = 0: The condition that
℘6 + = = ℘ is equivalent to the existence of ϕ′ ∈ ℘6, for any given
ϕ ∈ ℘, such that ϕ′ ≡ ϕ modulo =. The condition that = ∩ ℘6 = 0
is equivalent to the uniqueness of ϕ′ ∈ ℘6, if there exists any, such that
ϕ′ ≡ ϕ modulo =.
2. A basis 6 of  modulo = is said to be ordered if for any ϕ ∈ ℘,
the order of the 6-reduced form of ϕ is ≤ the order of ϕ.
We still have to find (ordered) bases of  modulo =. For this purpose,
we need the following:
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Definition. Let = be an ideal of ℘. A basic g; h-polynomial ϕx
of order n > 0 (modulo =) is said to be simple if it assumes the form
ϕx =
sX
i=1
aix
1ibi + ρx;
where ai; bi ∈ U−1, where 1i ∈ ¯ngi; hi are such that aixgi − xgai ∈ =,
xhibi− bixh ∈ = for each i = 1; : : : ; s, and where ρx is a linear polynomial
in ℘+n−1 or in ℘−n−1 according as g; h ∈ +0 or g; h ∈ −0 , respectively.
If ϕx happens to be an identity of R, then ϕx is specially called a simple
basic g; h-identity modulo =.
Now we define the most important notion of our theory:
Definition. 1. Let =0 be the ideal of ℘ generated by all iden-
tities of R in the form
ϕx = xgu− uxh;
where u ∈ U and g; h ∈ +0 or g; h ∈ −0 . For n ≥ 1, we define inductively
=n to be the ideal generated by =n−1 and all simple basic identities
of order n modulo =n−1.
2. For g; h ∈ 0, we write g ∼ h if there exists u ∈ U−1 such that
xg = uxhu−1 for all x ∈ R. A subset 6 of ¯0 def.= 0 is said to be depen-
dent if for some g; h ∈ 6, g 6= h but g ∼ h. For n ≥ 1, a subset 6 of
¯n
def.= n \n−1 is said to be dependent if there exists a simple basic iden-
tity modulo the ideal =n−1 with all its leading words in 6. (This basic
identity must hence be of order n.) A subset 6 of  is said to be depen-
dent, if for some n ≥ 0, 6 ∩ ¯n is dependent. A subset 6 of  is said to
be independent if it is not dependent. (Therefore, 6 is independent if and
only if for each n ≥ 0, 6 ∩ ¯n is independent.) The union of a chain of
independent subsets of  is obviously still independent. By Zorn’s lemma,
there exists a maximal independent subset 6 of . Obviously, a subset 6 of
 is a maximal independent set if and only if for each n ≥ 0, 6 ∩ ¯n is a
maximal independent subset of ¯n.
We have the following desired
Theorem 1. (1) = = S∞n=0 =n.
(2) A subset 6 of  forms an ordered basis of  modulo = if and
only if it is a maximal independent subset of .
As a consequence, we observe immediately that = is also the smallest
ideal = of ℘ such that = contains all the simple basic identities modulo
=, for the smallest such ideal includes each =n by a simple induction.
(For the induction basis, a direct computation shows that an identity in the
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form ϕx = xgu − uxh, where u ∈ U and g; h ∈ +0 or g; h ∈ −0 , is a
simple basic identity modulo the zero ideal.)
We would like to give another interesting characterization of =,
which, though irrelevant to our main theme, justifies the appropriateness
of the ideal = in a certain way. For this purpose, we first single out
those ideals of ℘ which possess properties essential to expansion closed
word sets:
Definition. 1. An ideal = of ℘ is said to be expansion closed if for
any ϕ ∈ = and any indeterminate x involved in ϕ, by writing ϕ = ϕx, we
have ϕx+ y ∈ = and ϕxy ∈ =.
2. Let 6 be a basis of  modulo an ideal = of ℘. For 1 ∈ , let
λ1x be the 6-reduced expression of x1. The basis 6 is said to preserve
expansion formulae if for each 1 ∈ , λ1x is linear and pi1x; y, λ1xy
have the same 6-reduced form.
If a basis 6 of  modulo an ideal = of ℘ preserves expansion formulae
and pi1x; y = x˜1y˜h + x˜gy˜1 +
P
i aix˜
1ibiy˜
1′i ci, then, in the notation of the
definition above, we have
λ1xy ≡ λ1x˜λhy˜ + λgx˜λ1y˜ +
X
i
aiλ1ix˜biλ1′iy˜ci modulo =:
In a sense to be made precise in the explanation after Theorem 2 below,
this says intuitively that the expansion formula of each 1 ∈  is preserved
in the quotient algebra ℘/=.
The two notions in the definition above are related in the following sim-
ple way:
Lemma 1. Let 6 be a basis of  modulo an ideal = of ℘. The ideal =
is expansion closed if and only if 6 preserves expansion formulae.
Our second characterization of = is the following
Theorem 2. The ideal = of trivial identities is the maximal expansion
closed ideal of identities such that  possesses an ordered basis 6 modulo =.
Theorem 2 bears the following significance: Trivial identities, mainly deal-
ing with words in , should not impose any restrictions on the structure of
the underlying ring R. Our ideal = of trivial identities, if defined appro-
priately, should satisfy the following two criteria:
Criterion 1. Any identity in = should not give rise to nonzero ordi-
nary GPIs.
Criterion 2. Any identity not in = should give rise to nonzero ordi-
nary GPIs.
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The first one assures us that not too many identities are regarded as
trivial and the second one assures us that not too few identities are regarded
as trivial. In order to satisfy Criterion 2, we must prove that if R satisfies
an identity not in =, then R must also satisfy a nonzero ordinary GPI.
This is done in Theorem 3 below. A stronger version of Criterion 2 says
that any identity should be a consequence of trivial identities and ordinary
GPIs. This will be done in our continued work. But what does Criterion 1
actually mean if we are given a prime ring R already satisfying nonzero
ordinary GPIs to start with? Let Q be the two-sided Utumi quotient ring
of R. It can be shown that for any 1 ∈ + (or 1 ∈ −, respectively), the
map r ∈ R 7→ r1 can be uniquely extended to be defined on the whole U
(or Q, respectively) so that xy1 = pi1x; y remains valid for all x; y ∈
U (or x; y ∈ Q, respectively). This generalizes the well-known fact that
automorphisms (or antiautomorphisms, respectively) of R can be extended
to U (or Q, respectively). With this, the composition product 1011 · · ·1n
can then be naturally defined for any 10 ∈  and 11; : : : ; 1n ∈ +. If ;′
are two expansion closed word sets such that  ⊆ ′, it can be shown that
= = =′ ∩ ℘. With this, we may extend  by adjoining all such
possible products of 1 ∈ . Replacing  by this extension, we may assume
that  is closed under all such possible products. For any given k ∈ 0,
it is obvious that ϕx is a (simple) basic g; h-identity modulo = if
and only if ϕxk is a (simple) basic kg; kh-identity modulo =. Also,
kδ ∈ + if k ∈ −0 and δ ∈ −. Therefore, as far as trivial identities are
concerned, it suffices to consider =+ instead of the whole =. We
may thus assume  = + by substituting + for . For this , all products
are defined as explained above and the following can be proved:
(i) = is invariant under each 1 ∈ : If ϕ ∈ =, then ϕ1 ∈
=.
(ii) = is closed under substitution: For ϕx1; : : : ; xn ∈ = and
ψ1; : : : ; ψn ∈ ℘, ϕψ1; : : : ; ψn ∈ =.
By (i), each 1 ∈  can be naturally interpreted as an additive operator on
the quotient algebra ℘/=. Since = is expansion closed and pos-
sesses ordered bases, expansion formulae of 1 ∈  are preserved and hence
the decomposition  = Sn≥0n is also preserved. By (ii), ℘/= sat-
isfies all identities in =. In this sense, ℘/= is the most free C-
algebra satisfying all identities in =. So we interpret Criterion 1 as saying
that ℘/= does not satisfy any nontrivial ordinary GPIs. This is true:
Since  has an ordered basis 6 modulo =, the algebra ℘/= is
isomorphic to ℘6. But ℘6 is merely the free product U ∗CX6, where
X6
def.= x1x x ∈ X;1 ∈ 6, and cannot satisfy any nonzero ordinary GPIs.
Thus identities in = cannot lead to nonzero GPIs and therefore must be
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considered as trivial by Criterion 2. On the other hand, Theorem 3 below
shows that any identities not in = do lead to nonzero GPIs. These to-
gether show that our notion of trivial identities is the unique one satisfying
Criterions 1 and 2 thus interpreted. The maximality of = among expan-
sion closed ideals of identities with ordered bases (Theorem 2) suggests
that Theorem 3 (Criterion 2) is somewhat within expectation. All the as-
sertions made in this paragraph will be proved in our continued work. But
if  is the set of products of skew derivations, then these assertions are
rather obvious. Theorems 1 and 2, together with Lemma 1, will be proved
in Section 2.
The following lemma is crucial to our theory and can be viewed as our
version of the Dedekind lemma. It generalizes Lemmas 2 and 3 of [8],
Lemma 2 of [3], and also Lemma 2 of [2].
Lemma 2. If R satisfies a nontrivial linear identity in ℘, then R satisfies
a nontrivial linear identity in ℘0.
With this, we have easily our main result:
Theorem 3. Let  be an expansion closed word set of a prime ring R.
If R satisfies a nontrivial identity ϕ ∈ ℘, then R also satisfies a nontrivial
ordinary generalized polynomial identity (without words in ).
By combining this with the result of [6], if R satisfies a nontrivial identity
in ℘, then the central closure RC of R is a primitive ring with nonzero
socle and with its skew field finite dimensional over C. We observe a simple
but very useful result of Lemma 2 above:
Theorem 4. Any multilinear identities in ℘+ or in ℘− with all its
indeterminates occurring in the same order in each term must be trivial.
In [15], an ordinary generalized polynomial (without words in ) is called
a generalized monomial if all its indeterminates occur in the same order in
each term. Proposition 7.2.12 of [15] says that the only ordinary multilinear
generalized monomial identity is the zero polynomial (with some additional
assumptions). Our Theorem 4 above is a generalization of this fact. Theo-
rems 3 and 4, together with Lemma 2, will be proved in Section 3.
We mentioned at the beginning that our theory covers skew higher
derivations as well. But exactly what mathematical objects does our theory
cover? Our notion of expansion closed word sets suggests the following:
Definition. Let +0
def.= G+ and −0 def.= G−. For g; h ∈ G+ and n ≥ 1,
we define inductively ng; h to be the set of all additive maps δx R→ U
possessing a polynomial piδx; y in the form
piδx; y = xδyh + xgyδ +
X
i
aix
δibiy
δ′i ci;
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where each ai; bi; ci ∈ U and each δi; δ′i ∈ +n−1, such that for all x; y ∈ R,
the equality xyδ = piδx; y holds. Analogously, for g; h ∈ G− and n ≥ 1,
we define inductively ng; h to be the set of all additive maps δx R→ U
possessing a polynomial piδx; y in the form
piδx; y = yδxh + ygxδ +
X
i
aiy
δibix
δ′i ci;
where each ai; bi; ci ∈ U and each δi; δ′i ∈ −n−1, such that for all x; y ∈ R,
the equality xyδ = piδx; y holds. We let
+n
def.= +0 ∪
[
g; h∈G+
ng; h; −n def.= −0 ∪
[
g; h∈G−
ng; h;
and also
n
def.= +n ∪−n ;  def.=
∞[
n=0
n:
The set  together with the decomposition defined above forms an ex-
pansion closed word set. Elements of , via identification modulo =,
may be called semiderivations, because they behave like skew derivations
in an inductive manner. Elements of g; h will thus be called g; h-
semiderivations. All (higher) skew derivations are obviously semiderivations.
Formally, it seems that we should have denoted δ ∈  by the ordered pair
δ;piδx; y. But we really need not bother about doing it this way: For
δ; δ′ ∈ + or δ; δ′ ∈ −, if the maps x ∈ R 7→ xδ and x ∈ R 7→ xδ′ coin-
cide, the identity xδ − xδ′ is trivial by Theorem 4 above and δ; δ′ are hence
identified modulo =. A subset ′ of  is called expansion closed if
piδx; y ∈ ℘′ for every δ ∈ ′. Obviously, the mathematical objects
designated by various expansion closed word sets are merely expansion
closed subsets of . Semiderivations seem to be natural mathematical ob-
jects: Milinski [14] has shown that pointed Hopf algebras always act as
semiderivations. It can also be shown that semiderivations on a commuta-
tive field C are merely C-linear combinations of products of automorphisms
and ordinary higher derivations.
2. THE IDEAL OF TRIVIAL IDENTITIES
This section is devoted to analyzing the structure of the ideal = of
trivial identities. Our main goal is to prove Lemma 1 and Theorems 1,
and 2. It is convenient to have:
Notation. Given a subset 6 of , we define the following self-
explanatory notation: 6+ def.= 6 ∩ +, 6− def.= 6 ∩ −, 6n def.= 6 ∩ n,
6¯n
def.= 6 ∩ ¯n, 6+n def.= 6 ∩ +n , 6−n def.= 6 ∩ −n , 6¯+n def.= 6 ∩ ¯+n , 6¯−n def.= 6 ∩ ¯−n ,
6¯+n g; h def.= 6 ∩ ¯+n g; h, 6¯−n g; h def.= 6 ∩ ¯−n g; h.
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The following simple fact is our basic tool for constructing (ordered)
bases of  modulo an ideal = of ℘:
Fact 1. Let 6 be a subset of  and let = be an ideal of ℘.
(1) Assume that for each 1 ∈  \ 6, there is assigned a polynomial
λ1x ∈ ℘6 in the indeterminate x only. Then the set 6 forms a basis of 
modulo = with λ1x being the 6-reduced expression of x1 for each 1 ∈  \6
if and only if = is the ideal generated by all x1 − λ1x for those 1 ∈  \ 6.
In this case, the basis 6 is ordered if and only if the order of λ1x is ≤ the
order of 1 for each 1 ∈  \ 6.
(2) Let =n be the ideal of ℘ generated by =∩℘n. Then the subset
6 forms an ordered basis of  modulo = if and only if for each n ≥ 0, the
set 6n ∪ ˜n forms an ordered basis of  modulo =n, where 6n def.= 6 ∩n and
˜n
def.=  \ n. In this case, the ideal =n is also generated by x1 − λ1x for
those 1 ∈ n \ 6.
Proof. The sufficiency (⇒) of part (1) is simple: Assume that 6 forms a
basis of  modulo = and that λ1x is the 6-reduced expression of x1 for
each 1 ∈  \ 6. Then each x1 − λ1x ∈ =. Set =′ to be the ideal of ℘
generated by all such x1−λ1x. Then =′ ⊆ =. For ϕ ∈ ℘, let ϕ′ ∈ ℘6
be the expression obtained from ϕ by replacing every occurrence of x1 by
λ1x for those 1 ∈  \ 6. We have ϕ′ ∈ ℘6 and ϕ− ϕ′ ∈ =′ ⊆ =. Hence
ϕ′ is the 6-reduced expression of ϕ modulo =. If ϕ ∈ =, then its 6-reduced
expression ϕ′ is the zero polynomial and hence ϕ = ϕ− ϕ′ ∈ =′. So = ⊆ =′
follows.
To prove the necessity (⇐) of part (1), we define λ′1x
def.= x1 − λ1x
for 1 ∈  \ 6. Assume that = is the ideal of ℘ generated by all such
λ′1x. Then x1 ≡ λ1x modulo = for 1 ∈  \ 6. For each ϕ ∈ ℘,
there exists ϕ′ ∈ ℘6 such that ϕ ≡ ϕ′ modulo =: We merely let ϕ′ be the
expression obtained from ϕ by replacing every occurrence of x1 by λ1x
for those 1 ∈  \ 6. To show the uniqueness of such ϕ′, it suffices to show
that = ∩ ℘6 = 0. Let ϕ ∈ = ∩ ℘6 be arbitrary. Since the ideal = is
generated by the set λ′1x x x ∈ X and 1 ∈  \ 6, we may write
ϕ =Xφλ′1xψ;
where the summation ranges over all possible x ∈ X, 1 ∈  \6, and φ;ψ ∈
℘. For each 1 ∈  \ 6, we first replace every occurrence of x1 in φ,
ψ by λ′1x + λ1x and then we substitute the expression of λ1x in
℘6 into the resulting expression. But we leave those λ′1x unaltered
like indeterminates for a moment! The final expression thus obtained from
ϕ can be expanded as a generalized polynomial in the “indeterminates”
λ′1x, where 1 ∈  \ 6, and also in the “indeterminates” x1, where 1 ∈ 6.
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Since ϕ = Pφλ′1xψ, each term in this expression of ϕ must involve at
least one factor λ′1x for some 1 ∈  \ 6. We hence may write
ϕ =Xµ0λ′11x1µ1 · · ·λ′1kxkµk; 1
where each µi ∈ ℘6. The summation ranges over all k ≥ 1, over all xi ∈
X (not necessarily distinct) and over all 1i ∈  \6 (not necessarily distinct).
Fix any arbitrarily given λ′11x1; : : : ; λ′1k′ xk′  (not necessarily distinct) in
this order. Let
′X
µ′0λ
′
11
x1µ′1 · · ·λ′1k′ xk′ µ′k′ 2
denote the sum of all products in Eq. (1) with λ′11x1; : : : ; λ′1k′ xk′  occur-
ring in this order. We must show that this summation is equal to the zero
polynomial in the “indeterminates” λ′1ix. That is, we must show that
′X
µ′0 ⊗ µ′1 ⊗ · · · ⊗ µ′k′ = 0;
where the tensor product ⊗ is over the extended centroid C. Assume on
the contrary that there exists such a nonzero summation. Without loss of
generality, we may assume that our k′ is chosen to be the largest possible
among all such nonzero summations in Eq. (1). We hence assume that
expression (2) is such a nonzero summation for the k′ so chosen. In the
two expressions (1) and (2), we first replace each “indeterminate” λ′1x,
where 1 ∈  \ 6, by the polynomial expression x1 − λ1x and we then
expand the expressions thus obtained. Observe that the expansion of (2) in
℘ gives rise to the sum
′X
µ′0x
11
1 µ
′
1 · · ·x1k′k′ µ′k′ :
By the maximality of k′, this sum consists of all terms in the expansion of
Eq. (1) with the factors x111 ; : : : ; x
1k′
k′ occurring in this order. But there are
no such terms in ϕ since ϕ ∈ ℘6 and 11; : : : ; 1k′ ∈  \ 6. By comparing
the expressions on both sides of Eq. (1) as polynomials in ℘, we thus
obtain
′X
µ′0 ⊗ µ′1 ⊗ · · · ⊗ µ′k′ = 0:
This says that the summation
P′ µ′0λ′11x1µ′1 · · ·λ′1k′ xk′ µ′k′ given in ex-
pression (2) is the zero polynomial in “indeterminates” λ′1ix, a contradic-
tion to our assumption. Hence the expression of ϕ on the right-hand side
of (1) is really equal to the zero polynomial in the “indeterminates” λ′1ix,
as asserted.
The last assertion of part (1) is easy: The sufficiency (⇒) is obvious.
For the necessity (⇐), the 6-reduced form of ϕ ∈ ℘ is merely the
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expression obtained by replacing every occurrence of x1 in ϕ by λ1x for
those 1 ∈  \6. If the order of each λ1x is ≤ the order of 1, the resulting
reduced form also has the order ≤ the order of ϕ.
For the sufficiency (⇒) of part (2), assume that 6 forms an ordered basis
for  modulo =. For 1 ∈ , let λ1x ∈ ℘6 be the 6-reduced expression
of x1. Since the basis 6 is ordered, λ1x ∈ ℘6n for 1 ∈ n. Define =′n
to be the ideal of ℘ generated by those x1 − λ1x for 1 ∈ n \ 6.
By part (1) above, it suffices to show that =n is equal to =′n: Since x1 −
λ1x ∈ =∩℘n for 1 ∈ n, we have =′n ⊆ =n. Conversely, for ϕ ∈ ℘,
the 6-reduced expression ϕ′ of ϕ is merely the expression obtained from
ϕ by replacing every occurrence of x1 by λ1x for all 1 ∈  \ 6. For
ϕ ∈ ℘n, only those replacements of x1 by λ1 for 1 ∈ n \ 6 are used to
obtain ϕ′ and, since x1 − λ1x ∈ =′n for 1 ∈ n, we have ϕ− ϕ′ ∈ =′n. If
ϕ ∈ =, then its 6-reduced expression ϕ′ is the zero polynomial. Hence for
ϕ ∈ = ∩ ℘n, we have ϕ = ϕ − ϕ′ ∈ =′n. So = ∩ ℘n ⊆ =′n and hence
=n ⊆ =′n. We have thus shown that =n = =′n, as asserted. This also proves
the last assertion of part (2).
For the necessity (⇐) of part (2), assume that each 6n ∪ ˜n, n ≥ 0,
forms an ordered basis for  modulo =n. For ϕ ∈ ℘n, let ϕ′ be its
reduced form with respect to the ordered basis 6n ∪ ˜n of  modulo =n.
Then ϕ′ ∈ ℘6n ⊆ ℘6. Also ϕ ≡ ϕ′ modulo =n and hence also modulo
=. This shows the existence of 6-reduced forms. On the other hand, if
ϕ ∈ = ∩ ℘6, then ϕ ∈ =n ∩ ℘6n ∪ ˜n for n large enough. Since 6n ∪ ˜n
forms an ordered basis for  modulo =n, we have ϕ ∈ =n ∩℘6n ∪ ˜n = 0.
This shows the uniqueness of 6-reduced forms.
Fact 1 above is actually true for any arbitrary operator set , not just for
expansion closed word sets. We are now ready for
Proof of Lemma 1. For 1 ∈ , let λ1x be the 6-reduced expression of
x1. First, assume that the ideal = is expansion closed. Since x1− λ1x ∈ =,
we have x+ y1 − λ1x+ y def.= x1 + y1 − λ1x+ y ∈ = by the expansion
closedness of =. But x1+ y1−λ1x+ y ≡ λ1x+λ1y−λ1x+ ymod-
ulo = and so λ1x + λ1y − λ1x+ y ∈ =. If λ1x were not linear, then
λ1x + λ1y − λ1x+ y would be a nonzero polynomial in =∩℘6, ab-
surd. So λ1x is linear. Also, for each 1 ∈ , since x1 − λ1x ∈ =, we
have, by the expansion closedness of =, = 3 xy1 − λ1xy def.= pi1x; y −
λ1xy or, equivalently, pi1x; y ≡ λ1xy modulo =. So pi1x; y and
λ1xy have the same 6-reduced form. Thus 6 preserves expansion for-
mulae, as asserted. Conversely, suppose that expansion formulae are pre-
served by 6. To show the expansion closedness of =, it suffices to ver-
ify ϕx + y ∈ =, ϕxy ∈ = for ϕx equal to one of x1 − λ1x, since
these x1 − λ1x generate = by (1) of Fact 1. But the condition that
x + y1 − λ1x + y def.= x1 + y1 − λ1x + y ∈ = and xy1 − λ1xy def.=
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pi1x; y − λ1xy ∈ = is just what we mean by preserving expansion for-
mulae.
The following fact exhibits the nice property of expansion closed ideals
and suggests the notion of simple basic identities:
Fact 2. Let = be an expansion closed ideal. If ϕx ≡ ψx modulo =
and ψx is a basic g; h-polynomial modulo =, then ϕx is also a basic
g; h-polynomial modulo =. Furthermore, let 6 be an ordered basis of 
modulo =. If the 6-reduced form of xg for each g ∈ 0 assumes the form
uxg˜u−1, where u ∈ U−1 and g˜ ∈ 6 ∩0, then we have the following:
(1) Any basic g; h-polynomial ϕx ∈ ℘6 of order 0 modulo = as-
sumes the form axg˜c − cxh˜b, where a; b ∈ U−1, c ∈ U , and g˜; h˜ ∈ 60 are
such that axg˜ − xga ∈ =, xh˜b− bxh ∈ =.
(2) Any basic g; h-polynomial ϕx ∈ ℘6 of order > 0 modulo =
is simple.
Proof. To prove the first assertion, assume that ψx ≡ ϕx modulo
= or, equivalently, ψx − ϕx ∈ =. By the expansion closedness of =, we
have ψx+ y −ϕx+ y ∈ = and ψxy −ϕxy ∈ =. Assume further that
ψx is a basic g; h-polynomial modulo =. Then ϕx+ y−ϕx−ϕy ≡
ψx+ y−ψx−ψy ∈ = modulo = and also ϕxy− x˜gϕy˜−ϕx˜y˜h ≡
ψxy − x˜gψy˜ −ψx˜y˜h ∈ = modulo =, where x˜ def.= x; y˜ def.= y for g; h ∈ +0
and x˜ def.= y; y˜ def.= x for g; h ∈ −0 . So ϕx is also a basic g; h-polynomial
modulo =, as asserted.
To prove the second assertion, we let λ1x, where 1 ∈ , be the 6-
reduced expression of x1. We start with two simple but important observa-
tions:
Claim 1. For ϕx ∈ ℘6 in x only, if ϕx+ y −ϕx −ϕy ∈ =, then
ϕx is linear in x.
Assume on the contrary that ϕx involves a nonlinear term of the form
a0x
11a1 · · ·x1sas, where s > 1, a0; a1; : : : ; as ∈ U and 11; : : : ; 1s ∈ 6. Then
ϕx + y − ϕx − ϕy must contain nontrivially all terms in the form
a0z
11
1 a1 · · · z1ss as, where, for each i, zi = x or zi = y and where some zi = x
and some zi = y, since all such terms must come from a0x11a1 · · ·x1sas
and they cannot cancel each other. So ϕx+ y − ϕx − ϕy is a nonzero
element of ℘6, contradicting the assumption that ϕx + y − ϕx −
ϕy ∈ =.
Claim 2+. For a linear ϕx ∈ ℘6, if ϕxy ≡ Pi aix1ibiy1′i ci modulo
= for some ai; bi; ci ∈ U and 1i; 1′i ∈ , then ϕx ∈ ℘6+.
Assume on the contrary that 1 ∈ 6∩−n , with n maximal possible, occurs
nontrivially in ϕx. Let Psj=1 a′jx1b′j be the sum of all terms of ϕx involv-
ing 1. Suppose that 1 ∈ ng; h, where g; h ∈ −0 . The case n = 0 (that
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is, 1 ∈ −0 ) is treated analogously. Let λgx = uxg˜u−1, where g˜ ∈ 6−0 . In
the reduced form of ϕxy, terms involving yg˜; x1 in this order must come
from
Ps
j=1 a
′
jxy1b′j by the maximality of n. The sum of such terms is
hence given by
Ps
j=1 a
′
juy
g˜u−1x1b′j . On the other hand, the reduced form
of
P
i aix
1ibiy
1′i ci is
P
i aiλ1ixbiλ1′iyci and hence consists entirely of
terms with x; y occurring in this order. So the displayed expression involving
yg˜; x1 in this order must be the zero polynomial:
Ps
j=1 a
′
ju⊗ u−1 ⊗ b′j = 0,
where the tensor product is taken over C. But this implies immediatelyPs
j=1 a
′
j ⊗ b′j = 0, a contradiction.
The following can be proved similarly:
Claim 2−. For a linear ϕx ∈ ℘6, if ϕxy ≡ Pi aiy1ibix1′i ci modulo
= for some ai; bi; ci ∈ U and 1i; 1′i ∈ , then ϕx ∈ ℘6−.
Let ϕx ∈ ℘6, in the indeterminate x ∈ X only, be a basic g; h-
polynomial modulo =. Let us assume that g; h ∈ +0 . The case that g; h ∈
−0 is treated analogously. Since ϕx + y − ϕx − ϕy ∈ =, ϕx is
linear by Claim 1. Since ϕxy ≡ xgϕy + ϕxyh modulo =, ϕx ∈
℘6+ by Claim 2. Let g˜; h˜ ∈ 60, u; v ∈ U−1 be such that xg − u−1xg˜u;
xh − vxh˜v−1 ∈ =.
First, suppose that ϕx is a basic g; h-polynomial of order 0 modulo
=. Write
ϕx =
sX
i=1
siX
j=1
aijx
gibij;
where each gi ∈ 6+0 . We compute modulo =
0 ≡ ϕxy − xgϕy − ϕxyh
=
sX
i=1
siX
j=1
aijx
giygibij − xg
 sX
i=1
siX
j=1
aijy
gibij

−
 sX
i=1
siX
j=1
aijx
gibij

yh
≡
sX
i=1
siX
j=1
aijx
giygibij − u−1xg˜u
 sX
i=1
siX
j=1
aijy
gibij

−
 sX
i=1
siX
j=1
aijx
gibij

vyh˜v−1:
The last line above gives the 6-reduced expression of ϕxy − xgϕy −
ϕxyh and hence must be the zero polynomial. We first assume that all aij
are picked from a C-basis of U which contains u−1. If aij 6= u−1 or gi 6= g˜,
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then the term aijxgiygibij in the first summation must be cancelled by terms
in the third summation and we must have gi = h˜ and bij = βv−1 for some
β ∈ C. We can thus write ϕx = u−1xg˜b + axh˜v−1 for some a; b ∈ U . A
direct computation shows that
ϕxy − xgϕy − ϕxyh ≡ −u−1xg˜ua+ bvyh˜v−1 modulo =:
So we have bv + ua = 0. Set c def.= bv = −ua. Then we have ϕx =
u−1xg˜b + axh˜v−1 = u−1xg˜cv−1 − u−1cxh˜v−1 = u−1xg˜c − cxh˜v−1, as as-
serted.
Now assume that ϕx is a basic g; h-polynomial of order > 0 modulo
=. We write
ϕx =
sX
i=1
siX
j=1
aijx
1ibij + ρx;
where 1i ∈ 6+n gi; hi are distinct, where aij; bij ∈ U and where ρx ∈
℘6+n−1. By choosing the expression so that each si is minimal possible,
we may assume that the two sets ai1; : : : ; ai; si and bi1; : : : ; bi; si are C-
independent for each i. Let g˜i; h˜i ∈ 60 and ui; vi ∈ U−1 be such that xgi −
u−1i x
g˜iui; x
hi − vixh˜iv−1i ∈ =. The 6-reduced form of ϕxy − ϕxyh −
xgϕy is computed as follows:
0 ≡ ϕxy − ϕxyh − xgϕy
≡
sX
i=1
siX
j=1
aijxy1ibij + ρxy
−
 sX
i=1
siX
j=1
aijx
1ibij + ρx

yh − xg
 sX
i=1
siX
j=1
aijy
1ibij + ρy

≡
sX
i=1
siX
j=1
aijx1iyhi + xgiy1i + · · ·bij + ρxy
−
 sX
i=1
siX
j=1
aijx
1ibij + ρx

yh − xg
 sX
i=1
siX
j=1
aijy
1ibij + ρy

≡
sX
i=1
siX
j=1
aijx
1iyhibij −
 sX
i=1
siX
j=1
aijx
1ibij

yh
+
sX
i=1
siX
j=1
aijx
giy1ibij − xg
 sX
i=1
siX
j=1
aijy
1ibij

+ · · ·
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≡
sX
i=1
siX
j=1
aijx
1iviy
h˜iv−1i bij −
 sX
i=1
siX
j=1
aijx
1ibij

vyh˜v−1
+
sX
i=1
siX
j=1
aiju
−1
i x
g˜iuiy
1ibij
− u−1xg˜u
 sX
i=1
siX
j=1
aijy
1ibij

+ · · · modulo =,
where the dots in each line above all denote a sum of terms in the form
ax1by1
′
c with a; b; c ∈ U and 1;1′ ∈ 6 ∩ +n−1. If some h˜i 6= h˜, then the
sum
Psi
j=1 aijx
1iviy
h˜iv−1i bij , consisting of all terms involving x
1i; yh˜i in this
order, must be the zero polynomial and hence
Psi
j=1 aij ⊗ vi ⊗ v−1i bij = 0.
But this implies immediately that
Psi
j=1 aij ⊗ bij = 0, contradicting the as-
sumption that 1i is a leading word of ϕx. Hence we have hi = h˜ for all
i. We can show analogously that g˜i = g˜ for all i. Now, for a fixed but ar-
bitrary i, by collecting terms with x1i; yh˜ occurring in this order, we havePsi
j=1 aij ⊗ vi ⊗ v−1i bij −
Psi
j=1 aij ⊗ bijv⊗ v−1 = 0. Since ai1; : : : ; ai; si are as-
sumed to be C-independent, we have, for each j = 1; : : : ; si, vi ⊗ v−1i bij −
bijv⊗ v−1 = 0. Hence βijvi = bijv for some βij ∈ C. That is, bij = βijviv−1.
Analogously, aij = αiju−1ui for some αij ∈ C. Since the sets ai1; : : : ; ai; si
and bi1; : : : ; bi; si are C-independent, this implies immediately si = 1.
Write ai
def.= ai1, bi def.= bi1, αi def.= αi1, and βi def.= βi1. Then bi = βiviv−1 ∈
U−1 and ai = αiu−1ui ∈ U−1. Also, b−1i xhibi = βiviv−1−1xhiβiviv−1 =
vv−1i x
hiviv
−1 ≡ vxh˜iv−1 ≡ vxh˜v−1 ≡ xh modulo =. Analogously, aixgia−1i ≡
xg modulo =. Therefore, ϕx assumes the form of a simple basic g; h-
identity, as asserted.
The following easy fact is an essential feature of simple basic polynomials.
Fact 3. A linear polynomial ϕx ∈ ℘ of order n > 0 is simple basic
modulo an ideal = of ℘ if and only if it is simple basic modulo the ideal
generated by the set = ∩ ℘n−1.
Proof. The necessity (⇐) is obvious. We show the sufficiency (⇒): Sup-
pose that ϕx is a simple basic g; h-polynomial modulo = in the form
ϕx =
sX
i=1
aix
1ibi + ρx;
where ai; bi ∈ U−1, 1i ∈ ¯ngi; hi are such that aixgi − xgai ∈ =, xhibi −
bix
h ∈ =, and where ρx is a linear polynomial in ℘+n−1 or in ℘−n−1
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according as g; h ∈ +0 or g; h ∈ −0 , respectively. Set x˜ def.= x; y˜ def.= y for
g; h ∈ +0 and x˜ def.= y; y˜ def.= x for g; h ∈ −0 . We compute
ϕxy − x˜gϕy˜ − ϕx˜y˜h
=
sX
i=1
aixy1ibi + ρxy − x˜gϕy˜ − ϕx˜y˜h
=
sX
i=1
ai
(
x˜gi y˜1i + x˜1i y˜hi + · · ·bi
+ ρxy − x˜gϕy˜ − ϕx˜y˜h
=
sX
i=1
(
aix˜
gi y˜1ibi + aix˜1i y˜hibi + · · ·
+ ρxy
− x˜g
 sX
i=1
aiy˜
1ibi + ρy˜

−
 sX
i=1
aix˜
1ibi + ρx˜

y˜h
=
sX
i=1
aix˜gi − x˜gaiy˜1ibi +
sX
i=1
aix˜
1iy˜hibi − biy˜h
+ ρx; y − x˜gρy˜ − ρx˜y˜h;
where the dots and the expression ρx; y denote sums of terms in the form
ax˜1by˜1
′
c for some a; b; c ∈ U and some 1;1′ ∈ n−1. Since aix˜gi − x˜gai,
y˜hibi − biy˜h, and ϕxy − x˜gϕy˜ − ϕx˜y˜h all fall in = by the definition
of being simple basic, the expression ρx; y − x˜gρy˜ − ρx˜y˜h also falls
in = and hence in = ∩ ℘n−1. But aix˜gi − x˜gai, y˜hibi − biy˜h both fall in
= ∩ ℘0. The last equality displayed above says that ϕxy − x˜gϕy˜ −
ϕx˜y˜h falls in the ideal of ℘ generated by the polynomials aix˜gi − x˜gai,
y˜hibi− biy˜h, and ρx; y− x˜gρy˜−ρx˜y˜h, all of which have been shown to
be in = ∩℘n−1. So ϕxy − x˜gϕy˜ −ϕx˜y˜h falls in the ideal generated
by the set = ∩ ℘n−1. Also, since ϕx is linear in x, ϕx+ y − ϕx −
ϕy trivially falls in the ideal generated by = ∩ ℘n−1. Thus ϕx is a
simple basic g; h-identity modulo the ideal generated by = ∩ ℘n−1, as
asserted.
We are now ready for
Proof of Theorem 1. We observe first by induction on n ≥ 0 that =n
is expansion closed: The case n = 0 is obvious. As the induction hypothesis,
assume that =n−1 is expansion closed. To show that =n is expansion
closed, it suffices to check ϕx+ y; ϕxy ∈ =n for simple basic iden-
tities ϕx modulo =n−1, for they generate =n over =n−1. So let
ϕx be a simple basic g; h-identity modulo =n−1. Then ϕx ∈ =n
by the definition of =n. Since ϕx is linear, ϕx+ y = ϕx + ϕy ∈
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=n. To show ϕxy ∈ =n, set x˜ def.= x; y˜ def.= y for g; h ∈ +0 and
x˜
def.= y; y˜ def.= x for g; h ∈ −0 . Since ϕxy − x˜gϕy˜ − ϕx˜y˜h ∈ =n−1,
we have
ϕxy ∈ x˜gϕy˜ + ϕx˜y˜h + =n−1 ⊆ =n;
where the last inclusion follows since ϕx˜; ϕy˜ ∈ =n by the definition
of =n.
Claim. If 6 is a maximal independent subset of , then the set 6n ∪ ˜n
forms an ordered basis of  modulo =n and any basic identity of order
≤ n modulo =n falls in =n.
We proceed by induction on n to prove the Claim above and meanwhile
we also define inductively λ1x ∈ ℘6n for 1 ∈ ¯n \ 6¯n such that x1 −
λ1x ∈ =n. For n ≥ 1, we actually define λ1x so that x1 − λ1x is a
simple basic identity modulo =n−1 and hence falls in =n. After the
set 6n ∪ ˜n is shown to be an ordered basis of  modulo =n, λ1x is
obviously the 6n ∪ ˜n-reduced form of x1.
We start with n = 0: Given g ∈ 0 \ 60, let σ ∈ 60, u ∈ U−1 be such
that xg − uxσu−1 = 0 for all x ∈ R and define λgx def.= uxσu−1. For con-
venience, we also set λgx def.= xg for g ∈ 60. For λgx def.= uxσu−1, we
have xg − λgx = xg − uxσu−1 = xgu− uxσu−1 ∈ =0, since the iden-
tity xgu − uxσ falls in =0. Consider an identity of the form xgc − cxh,
where c 6= 0 and where g; h ∈ +0 or g; h ∈ −0 . Then c ∈ U−1 and
g ∼ h. Let σ ∈ 60 be such that g ∼ h ∼ σ and let u; v ∈ U−1 be such
that λgx = uxσu−1 and λhx = vxσv−1. Then uxσu−1c − cvxσv−1 is
an identity of R. This implies u−1cv ∈ C or cv = αu for some α ∈ C.
So the identity uxσu−1c − cvxσv−1 is the zero polynomial. We thus have
xgc − cxh = xg − λgxc − cxh − λhx + uxσu−1c − cvxσv−1 = xg −
λgxc − cxh − λhx. So any such identity xgc − cxh is generated by
xk − λkx, k ∈ 0 \ 60. (We need not count k ∈ 60, because, for k ∈ 60,
xk − λkx def.= xk − xk = 0.) As a consequence, =0, defined to be the
ideal generated by all identities of the form xgc − cxh, is hence also gener-
ated by identities xk−λkx, k ∈ 0 \60. Use this and apply (1) of Fact 1 to
these identities xk − λkx, where k ∈ 0 \ 60, and the ideal =0, which
they generate. We conclude that 60 ∪ ˜0 forms an ordered basis of  mod-
ulo =0 and λgx for g ∈ 0 \ 60 is the 60 ∪ ˜0-reduced form of xg.
By Fact 2, any basic identity of order 0 modulo =0 has the 60 ∪ ˜0-
reduced form axgc − cxhb, where a; b ∈ U−1 and where g; h ∈ 6+0 or
g; h ∈ 6−0 . But we have already shown that identities of the form xgc − cxh
are generated by identities xk − λkx, k ∈ 0 \ 60, and hence must fall in
=0. We have thus shown that =0 contains all basic identities of or-
der 0 modulo =0. This completes our induction basis for n = 0. As the
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induction hypothesis, we assume that our Claim holds for n − 1 and that
λ1x has been defined for 1 ∈ n−1 \ 6n−1 as described.
Subclaim 1. For each 1 ∈ ¯ng; h \ 6¯n, n ≥ 1, there exists λ1x ∈
℘6n such that x1 − λ1x is a simple basic g; h-identity modulo
=n−1: Given 1 ∈ ¯ng; h \ 6¯n, the set 6¯n ∪ 1, being strictly larger
than the maximal independent subset 6¯n of ¯n, is no longer independent
by the maximality of 6¯n. Therefore, there exists a simple basic identity
ϕx modulo =n−1 with all its leading words in 6¯n ∪ 1,
ϕx def.=
sX
i=0
aix
1ibi + ρx;
where ai; bi ∈ U−1, 1i ∈ 6¯n ∪ 1, and ρx ∈ ℘n−1. If 1 6= 1i for
all i, then all 1i ∈ 6¯n, contradicting the independence of 6¯n. So some
1i, say 10, must be equal to 1. But a
−1
0 ϕ1xb−10 is then a simple basic
g; h-identity modulo =n−1. Replacing ϕx by a−10 ϕxb−10 , we may
assume a0 = b0 = 1 to start with. So ϕx is a simple basic g; h-identity
of order n modulo =n−1. By writing ρx in the reduced form with
respect to the ordered basis 6n−1 ∪ ˜n−1 of  modulo =n−1, we may
assume ρx ∈ ℘6n−1. Define λ1x def.= −
Ps
i=1 aix
1ibi − ρx ∈ ℘6n.
Then x1 − λ1x =
Ps
i=0 aix
1ibi + ρx = ϕx is a simple basic g; h-
identity modulo =n−1, as asserted.
Subclaim 2. Any basic g; h-identity ϕx of order n modulo =n−1
can be written uniquely in the form
ϕx ≡
sX
i=1
aix1i − λ1ixbi modulo =n−1;
where ai; bi ∈ U−1, 1i ∈ ¯ngi; hi \ 6¯n are such that aixgi − xgai; xhibi −
bix
h ∈ =n−1: By Fact 2, we may assume that ϕx is reduced with respect
to the ordered basis 6n−1 ∪ ˜n−1 of  modulo =n−1. If ϕx is of order
< n, then ϕx ∈ =n−1 by the induction hypothesis and there is nothing
to prove in this case. So assume ϕx is of order n. By Fact 2, ϕx is a
simple basic g; h-identity
ϕx =
sX
i=1
aix
1ibi + ρx modulo =n−1,
where ρx ∈ ℘6n−1 and where ai; bi ∈ U−1, 1i ∈ ¯ngi; hi are such
that aixgi − xgai; xhibi − bixh ∈ =n−1. Since 6¯n is independent, not all
the leading words 1i are in 6¯n. By reordering if necessary, we may assume
that 1i /∈ 6¯n for 1 ≤ i ≤ t but 1i ∈ 6¯n for t < i ≤ s. For 1 ≤ i ≤ t,
x1i − λ1ix is a simple basic gi; hi-identity modulo =n−1 and hence
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aix1i − λ1ixbi is a simple basic g; h-identity modulo =n−1. Being
the sum of basic g; h-identities modulo =n−1,
ϕ′x def.= ϕx −
tX
i=1
ai
(
x1i − λ1ix

bi = ρx +
tX
i=1
aiλ1ixbi
is also a basic g; h-identity of order ≤ n modulo =n−1. In the ex-
pression of ϕ′x, all 11; : : : ; 1t are cancelled. Hence words of ¯n oc-
curring nontrivially in ϕ′x, if any, must be all in 6¯n. If ϕ′x were of
order n, then all its leading words would be in 6¯n and, since ϕ′x is
also reduced with respect to the ordered basis 6n−1 ∪ ˜n−1 of  mod-
ulo =n−1, the basic identity ϕ′x modulo =n−1 must also be sim-
ple by Fact 2 again. This contradicts the independence of 6¯n. Therefore,
ϕ′x is of order < n. By the induction hypothesis, ϕ′x ∈ =n−1. Hence
ϕx = Psi=1 aix1i − λ1ixbi modulo =n−1, as asserted. To show the
uniqueness, it suffices to prove that for distinct 1i ∈ ¯n \ 6¯n and for any
aij; bij ∈ U ,
P
i
P
j aijx1i − λ1ixbij ∈ =n−1 implies
P
j aij ⊗ bij = 0
for each i. This is immediate: The expression
P
i
P
j aijx1i − λ1ixbij ,
being an element of =n−1 and also being reduced with respect to the
ordered basis 6n−1 ∪ ˜n−1 of  modulo =n−1, must be the zero poly-
nomial. But in the expression
P
i
P
j aijx1i − λ1ixbij , the sum of terms
involving 1i is
P
j aijx
1ibij . Hence
P
j aij ⊗ bij = 0 for each i. Subclaim 2 is
thus proved.
By Subclaim 1, all x1 − λ1x, where 1 ∈ ¯n \ 6¯n, being simple basic
identities modulo =n−1, must fall in =n. By Subclaim 2, x1 − λ1x,
where 1 ∈ ¯n \ 6¯n, generate all basic identities of order n modulo =n−1
and particularly those simple basic ones, which, together with =n−1,
generate =n. Therefore, the ideal =n is generated by =n−1 and
all x1 − λ1x, where 1 ∈ ¯n \ 6¯n. By applying (1) of Fact 1 to our in-
duction hypothesis, the ideal =n−1 is generated by x1 − λ1x, where
1 ∈ n−1 \ 6n−1. Hence the whole set of x1 − λ1x, where 1 ∈ n \ 6n,
generates the ideal =n. By (1) of Fact 1 again, 6n ∪ ˜n forms an ordered
basis of  modulo =n.
Assume that ϕ is a basic identity modulo =n of order ≤ n. By writing
ϕ in the reduced form with respect to the ordered basis 6n ∪ ˜n of 
modulo =n, we may assume ϕ ∈ ℘6n. If the order of ϕ is 0, then ϕ
assumes the form axgc− cxhb for some a; b ∈ U−1, c ∈ U , and g; h ∈ 60.
But we have already shown that such identities are in =0. We hence
assume the order of ϕ is > 0. By Fact 2, the basic identity ϕ is simple. By
Fact 3, ϕ is a simple basic identity modulo the ideal generated by =n ∩
℘n−1. Since we have shown that 6n ∪ ˜n forms an ordered basis of 
modulo =n, we apply (2) of Fact 1 by setting =, 6, =n−1 there equal to
our =′ def.= =n, 6′ def.= 6n ∪ ˜n, and the ideal generated by =′ ∩ ℘n−1,
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that is, by =n ∩℘n−1. The last assertion of (2) of Fact 1 says that the
ideal generated by =n ∩℘n−1 is also generated by x1 − λ1x, where
1 ∈ n−1 \ 6′ = n−1 \ 6. By the induction hypothesis or by applying (1)
of Fact 1 to the ordered basis 6n−1 ∪ ˜n−1 of  modulo =n−1, the ideal
=n−1 is also generated by x1 − λ1x, where 1 ∈  \ 6n−1 ∪ ˜n−1 =
n−1 \ 6. So the ideal generated by =n ∩ ℘n−1 is actually equal to
=n−1. Thus ϕ is a simple basic identity of order ≤ n modulo =n−1.
If ϕ is of order n, then ϕ ∈ =n by the definition of =n. If ϕ is of
order < n, then ϕ ∈ =n−1 ⊆ =n by the induction hypothesis. This
completes our induction step and also the proof of the Claim above.
Since the sequence of ideals =n is increasing, =ˆ def.=
S
n≥0 =n is also
an ideal of ℘. Since each =n is generated by x1 − λ1x for 1 ∈
n \ 6n, =ˆ is also generated by x1 − λ1x for 1 ∈  \ 6. By (1) of Fact 1,
6 forms an ordered basis of  modulo =ˆ.
Assume that ϕ is a basic identity modulo =ˆ. To verify this, we only
need finitely many identities of =ˆ. So the identity ϕ is also basic mod-
ulo =n for n large enough. We may also let n ≥ the order of ϕ. Then
ϕ ∈ =n ⊆ =ˆ by our Claim. We have thus shown that =ˆ contains all basic
identities modulo =ˆ itself. By the defining minimality of =, =ˆ ⊇ = orS∞
n=0 =n ⊇ =. On the other hand, we show inductively that = ⊇
=n for all n ≥ 0: Let ϕx = xgu − uxh, where u ∈ U and g; h ∈ +0 ,
be an identity of R. We compute directly ϕx+ y − ϕx − ϕy = 0 and
ϕxy − xgϕy −ϕxyh = 0. Hence ϕx is a basic g; h-identity modulo
the zero ideal of ℘. A similar computation shows that an identity of the
form ϕx = xgu − uxh, where u ∈ U and g; h ∈ −0 , is also simple basic
modulo the zero ideal of ℘. Hence all such identities fall in =. But
they generate =0. So =0 ⊆ =. For n ≥ 1, assume, as the induc-
tion hypothesis, that =n−1 ⊆ =. But then all simple basic identities
modulo =n−1 are also basic modulo = and hence must fall in =
by its defining closure property. Since =n is generated by =n−1 and
all such identities, we have =n ⊆ =. So we have = ⊇
S∞
n=0 =n.
Combining these two inclusions, we have = = S∞n=0 =n, as asserted.
Finally, we show that any ordered basis modulo = must be a maximal
independent subset of : Let 6 be an ordered basis modulo =. First,
assume on the contrary that 6 is not independent. Then there exists a
nonzero simple basic identity ϕ modulo = with all its leading words in
6. Let ϕ′ ∈ ℘6 be its 6-reduced form. Since the leading words of ϕ are
already in 6, the reduced ϕ′ has the same leading part as ϕ and cannot
be the zero polynomial. But the identity ϕ, being basic modulo =, must
fall in = and hence its reduced form ϕ′ must be the zero polynomial,
a contradiction. So we assume that 6 is independent but is not a maximal
independent set. Let us extend 6 to a maximal independent set 6′. Pick
arbitrarily 1 ∈ 6′ \ 6 and let λ1x ∈ ℘6 be the 6-reduced expression
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of x1. Then x1 − λ1x ∈ =. But 6′, being a maximal independent
set, must also form an ordered basis of  modulo =. The expression
x1 − λ1x is obviously not the zero polynomial of ℘6′, a contradiction.
Therefore, any ordered basis modulo = must be a maximal independent
subset of . The proof of Theorem 1 is thus completed.
The following proof of Theorem 2 suggests the consideration of =n:
Proof of Theorem 2. By Theorem 1, = possesses ordered bases. To
show the expansion closedness of =, observe that = is the ideal
generated by the set of all basic identities modulo =, for the latter ideal
also contains every basic identities modulo itself. So it suffices to verify
that ϕx + y; ϕxy ∈ = for basic identities ϕx modulo =: For
a basic g; h-identity ϕx modulo =, since ϕx ∈ =, we have, by
the definition of basic identities, ϕx+ y ≡ ϕx + ϕy ≡ 0 and ϕxy ≡
x˜gϕy˜ + ϕx˜y˜h ≡ 0 modulo =, where x˜ def.= x; y˜ def.= y for g; h ∈ +0 and
x˜
def.= y; y˜ def.= x for g; h ∈ −0 .
Let = be an expansion closed ideal of identities such that  possesses an
ordered basis 6 modulo =. We aim to show that = ⊆ =. For 1 ∈ , let
λ1x be the 6-reduced expression of x1. (So λ1x = x1 if and only if 1 ∈
6.) By Lemma 1, the expansion closedness of the ideal = is equivalent to
the preservation of expansion formulae by the basis 6. Each λ1x is hence
linear. For each g ∈ +0 , λgx ∈ ℘6+0 , for otherwise λgxy−λgxλgy,
being equivalent to xyg − xgyg modulo = by the expansion closedness of
=, would be a nonzero expression of ℘6. Analogously, for each g ∈ −0 ,
λgx ∈ ℘6−0 . (The argument here is similar to that of Claim 2+ of Fact 2.)
Let 6′0 be a maximal independent subset of 0. For g ∈ 0, define λ′gx def.=
uxσu−1, where u ∈ U−1, σ ∈ 6′0 are such that xg − uxσu−1 = 0 for all x ∈
R. For 1 ∈  \0, define λ′1x to be the expression obtained from λ1x
by replacing every occurrence of xg, g ∈ 0, by λ′gx. The ideal generated
by xg − λ′gx, g ∈ 0, is obviously equal to =0. So, for 1 ∈  \ 0,
we have λ1x ≡ λ′1x and hence also x1 − λ′1x ≡ x1 − λ1x modulo
=0. By Proposition 3 in Section 3 below, all linear identities in ℘+0  or
in ℘−0  are in =0. Since λgx ∈ ℘6+0  or λgx ∈ ℘6−0  according
as g ∈ +0 or g ∈ −0 , respectively, we have xg − λgx ∈ =0 for g ∈ 0.
So for all 1 ∈ , x1 − λ′1x ≡ x1 − λ1x modulo =0. Let =′ be the
ideal of ℘ generated by x1 − λ′1x, 1 ∈ . Since =′ ⊇ =0 and since
= is generated by all x1 − λ1x by Fact 1, =′ ⊇ = follows. By (1) of Fact 1,
=′ has the ordered basis 6′0 ∪ 6 \ 60. The ideal =′ is expansion closed: It
suffices to verify ϕxy ∈ =′ for ϕx = x1 − λ′1x, since these linear ϕx
generate =′. Since xy1 − λ1xy ∈ = by the expansion closedness of =
and since λ′1xy − λ1xy ∈ =0 by the expansion closedness of =0,
318 chen-lian chuang
we have
xy1 − λ′1xy = xy1 − λ1xy + λ1xy − λ′1xy ∈ = + =0 ⊆ =′:
Replacing = by =′, we may assume that 60 def.= 6 ∩ 0 forms a maximal
independent subset of 0 and that each λgx for g ∈ 0 assumes the form
λgx = uxσu−1 for some u ∈ U−1 and σ ∈ 60.
Set =n to be the ideal of ℘ generated by = ∩ ℘n. By Fact 1, the
ideal =n has the ordered basis 6n ∪ ˜n and is generated by x1 − λ1x for
1 ∈ n. The ideal =n is also expansion closed since = is.
We claim that for each 1 ∈ ng; h, x1 − λ1x is a simple basic
g; h-identity modulo =n−1: Let us assume that g; h ∈ +0 . The case that
g; h ∈ −0 is similar. Suppose that pi1x; y = xgy1 + x1yh + ρx; y, where
ρx; y ∈ ℘+n−1. Since x1 − λ1x ∈ =, by the expansion closedness of
=, we have
= 3 xy1 − λ1xy def.= pi1x; y − λ1xy
= xgy1 + x1yh + ρx; y − λ1xy
≡ xgλ1y+λ1xyh+ρx; y−λ1xy modulo =.
The 6-reduced form of xgλ1y + λ1xyh + ρx; y − λ1xy is hence the
zero polynomial. But to get the 6-reduced form of a polynomial in ℘,
we merely substitute λδx for each occurrence of xδ in this polynomial.
Since ρx; y ∈ ℘+n−1, its reduced form can be obtained by using only
λδx for δ ∈ n−1. Since λ1x ∈ ℘6n, the leading words of λ1xy are
already in 6n and hence the reduced form of λ1xy can be obtained by
using merely λδx for δ ∈ n−1. Since xδ − λδx ∈ =n−1 for δ ∈ n−1, we
have
xgλ1y + λ1xyh + ρx; y − λ1xy ∈ =n−1:
With this, we compute
xy1 − λ1xy − xgy1 − λ1y − x1 − λ1xyh
= pi1x; y − λ1xy − xgy1 − λ1y − x1 − λ1xyh
= xgy1+x1yh+ρx; y−λ1xy−xgy1−λ1y− x1−λ1xyh
= ρx; y−λ1xy+xgλ1y+λ1xyh ∈=n−1:
So x1 − λ1x is a basic g; h-identity modulo =n−1. Since =n−1 is an ex-
pansion closed ideal with the ordered basis 6n−1 ∪ ˜n−1, the basic g; h-
identity x1 − λ1x modulo =n−1 is 6n−1 ∪ ˜n−1-reduced and must be
simple by Fact 2. (The order of x1 − λ1x is equal to that of 1, unless it
is the zero polynomial.) This proves our claim.
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We now prove by induction on n ≥ 0 that =n ⊆ =n: For n = 0, we have
=0 = =0. As the induction hypothesis, assume that =n−1 ⊆ =n−1. By
Fact 1, =n is generated over =n−1 by x1 − λ1x for 1 ∈ ¯n. By the claim
above, identities x1 − λ1x for 1 ∈ ¯n are simple basic modulo =n−1 and
hence also modulo =n−1 by our induction hypothesis. So all x1 − λ1x
for 1 ∈ ¯n fall in =n by the definition of =n. Hence =n ⊆ =n, as
asserted.
3. (MULTI)LINEAR IDENTITIES
This section is devoted to analyzing (multi)linear identities. Our main
goal is to prove Lemma 2 and Theorems 3 and 4. We follow pretty much
the line of Kharchenko’s theory. First, we recall and also generalize some
important notions from [7] and [8]: The opposite ring U ′ of U is the additive
group U;+ endowed with the multiplication defined by a ◦ b def.= ba for
a; b ∈ U . Let Z be the ring of integers. Elements of U ⊗
Z
U ′ assume the
form
P
i ri ⊗ r ′i , where ri ∈ U , r ′i ∈ U ′. The tensor product U ⊗
Z
U ′ forms
a ring under the multiplication defined as follows: For β = Pi ri ⊗ r ′i , γ =P
j sj ⊗ s′j in U ⊗
Z
U ′, βγ def.= Pi; j risj ⊗ r ′i ◦ s′j =Pi; j risj ⊗ s′jr ′i ∈ U ⊗
Z
U ′. For
a ∈ U and β =Pi ri ⊗ r ′i ∈ U ⊗
Z
U ′, we define
a · β def.=X
i
r ′iari:
For a ∈ U and β; γ ∈ U ⊗
Z
U ′, we obviously have a · βγ = a · β · γ.
Let R′ denote the opposite copy of R in U ′. Let B denote the subring of
U ⊗
Z
U ′ consisting of elements in the form
P
i ri ⊗ r ′i , where ri ∈ R and
r ′i ∈ R′. Let β =
P
i ri ⊗ r ′i ∈ B, where ri ∈ R, r ′i ∈ R′. For u ∈ U−1, define
uβu−1 def.= Pi uriu−1 ⊗ r ′i . Therefore, we have au · β = a · uβu−1u. For
an additive homomorphism x R;+ → U;+, we define
β
def.=X
i
ri ⊗ r ′i ∈ U ⊗
Z
U ′;
β
def.=X
i
ri ⊗ r ′i ∈ U ⊗
Z
U ′:
Following the notation of [7], we define for a ∈ U and g ∈ +0
a∗gβ def.=
X
i
r ′iar
g
i = a · βg;
ag∗β def.=
X
i
r
′g
i ari = a · gβ:
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Our basic tools here are Propositions 1 and 1′ of [7] for automorphisms of
R. For easy reference, let us state them explicitly in terms of :
Proposition 1. Let g1; : : : ; gs be an independent subset of +0 and let
ai1; : : : ; aini be a C-independent subset of U for each i = 1; : : : ; s. Then
there exists β ∈ B such that a11 ∗g1 β = a11 ·βg1 6= 0 and such that aij ∗gi β =
aij · βgi = 0 for all i; j 6= 1; 1.
Proposition 1′. Let g1; : : : ; gs be an independent subset of +0 and let
ai1; : : : ; aini be a C-independent subset of U for each i = 1; : : : ; s. Then
there exists β ∈ B such that a11g1∗β = a11 · g1β 6= 0 and such that aijgi∗β =
aij · giβ = 0 for all i; j 6= 1; 1.
These two assertions can be easily extended to antiautomorphisms: For
an independent set g1; : : : ; gs of G−, pick arbitrarily an antiautomor-
phism h and apply Propositions 1 and 1′ of [7] to the independent set of
automorphisms hg1; : : : ; hgs. Again, for convenience of reference, we
state them explicitly in terms of :
Proposition 2. Let g1; : : : ; gs be an independent set of −0 and let
ai1; : : : ; aini be a C-independent subset of U for each i = 1; : : : ; s. Then
there exists β ∈ B such that a11 ∗g1 β = a11 ·βg1 6= 0 and such that aij ∗gi β =
aij · βgi = 0 for all i; j 6= 1; 1.
Proposition 2′. Let g1; : : : ; gs be an independent set of −0 and let
ai1; : : : ; aini be a C-independent subset of U for each i = 1; : : : ; s. Then
there exists β ∈ B such that a11g1∗β = a11 · g1β 6= 0 and such that aijgi∗β =
aij · giβ = 0 for all i; j 6= 1; 1.
Let β = Pi ri ⊗ r ′i ∈ B, where ri ∈ R, r ′i ∈ R′, and let ϕx ∈ ℘ be a
linear polynomial in the indeterminate x only. We define
ϕx · β def.=X
i
r ′iϕrix; ϕx ∗ β def.=
X
i
ϕxr ′iri:
Observe that if ϕx is an identity of R, then so are ϕx · β and ϕx ∗ β
for any β ∈ B. For a; b ∈ U and 1 ∈ ng; h, where g; h ∈ +0 , we have
ax1b · β = a · βgx1b+ a · β1xhb+ · · · ;
where the dots denote a sum of terms in the form a′ · β1′b′x1′′c′ for some
a′; b′; c′ ∈ U and some 1′; 1′′ ∈ +n−1. Analogously, we also have
ax1b ∗ β = ax1b · hβ + axgb · 1β + · · · ;
where the dots denote a sum of terms in the form a′x1
′
b′c′ · 1′′β for some
a′; b′; c′ ∈ U and some 1′; 1′′ ∈ +n−1.
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We are now ready for the crucial step of our theory:
Proof of Lemma 2. Let ϕx be a nontrivial linear identity of R. We
may assume that ϕx is reduced with respect to an ordered basis 6 of 
modulo =
ϕx =
nX
i=1
niX
j=1
aijx
1ibij +
mX
k=1
mkX
l=1
cklx
0kdkl + ρx;
where aij; bij; ckl; dkl ∈ U , where 1i ∈ 6¯+s , 0k ∈ 6¯−t are distinct and where
ρx ∈ ℘6+s−1 ∪ 6−t−1. (We postulate 6+−1 = 6−−1 = Z.) Assume that ϕx
is so chosen that the number s + t is minimal possible. We aim to show
s = t = 0, which implies ϕx ∈ ℘0 as asserted. Suppose, toward a con-
tradiction, that s > 0. We may further assume that
Pn
i=1 ni is also minimal
possible among those nontrivial ϕx with s + t minimal possible. Then for
each i, the two sets ai1; : : : ; aini and bi1; : : : ; bini are both C-linearly
independent. Let us say 1i ∈ 6¯+s gi; hi for each i.
We will exploit the minimality of
Pn
i=1 ni and s+ t by considering ϕx ·β
for various β ∈ B. All formulae considered below will always be trans-
formed into their 6-reduced expressions and therefore the equivalences ≡
in the argument below are always modulo =. For notational brevity, let
ϕ−x be the sum of terms of ϕx involving elements of 6−. Note that
ϕ−x · β ∈ ℘6−t  for any β ∈ B.
Claim 1. ni = 1 for each i.
Assume on the contrary that some ni > 1, say n1 > 1. By Proposition 1
above, there exists β ∈ B such that a11 · βg1 6= 0 and a1j · βg1 = 0 for all
j 6= 1. Then ϕx · β assumes the form
ϕx · β = a11 · βg1x11b11 +
nX
i=2
niX
j=1
aij · βgix1ibij + ρ′x + ϕ−x · β;
where ρ′x ∈ ℘6+s−1. Since a11 · βg1 6= 0, ϕx · β is also a nontrivial
identity of R. But this contradicts the minimality of the number
Pn
i=1 ni.
Claim 1 is thus proved.
Hence we have ni = 1 for each i. By letting ai1 = ai, bi1 = bi for each i,
ϕx can be rewritten in the form
ϕx =
nX
i=1
aix
1ibi +
mX
k=1
mkX
l=1
cklx
0kdkl + ρx:
The number
Pn
i=1 ni is now equal to n. Hence ϕx is so chosen that n is
minimal possible.
Claim 2. For each i, gi ∼ g1.
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Assume on the contrary that gi 6∼ g1 for some i, say g2 6∼ g1. Again by
Proposition 1, there exists β ∈ B such that a1 · βg1 6= 0 and a2 · βg2 = 0.
Then ϕx · β assumes the form
ϕx · β = a1 · βg1x11b1 +
nX
i=3
ai · βgix1ibi + ρ′x + ϕ−x · β;
where ρ′x ∈ ℘6+s−1. Since a1 · βg1 6= 0, ϕx · β is also a nontrivial
identity of R. But this contradicts the minimality of the number n. Claim 2
is thus proved.
Hence we have that gi ∼ g1 for each i ≥ 2. Consider ϕx ∗ β by using
Proposition 1′ instead of Proposition 1. We can show analogously that hi ∼
h1 for each i ≥ 2. Let g; h ∈ 6+0 be such that gi ∼ g and hi ∼ h for each i.
Also let ui; vi ∈ U−1 be such that uixgiu−1i ≡ xg and v−1i xhivi ≡ xh modulo
=. Replacing ai; bi by aiu−1i ; v−1i bi to start with, we may assume that
ϕx is in the form
ϕx =
nX
i=1
aiuix
1ivibi +
mX
k=1
mkX
l=1
cklx
0kdkl + ρx:
Claim 3. For each i ≥ 2, ai = αia1 for some αi ∈ C.
Assume on the contrary that some ai, say a2, is C-independent of a1.
Again by Proposition 1 above, there exists β ∈ B such that a1 · βg 6= 0 and
a2 · βg = 0. Then we compute
ϕx · β ≡
nX
i=1
aiui · βgix1ivibi + ρ′x + ϕ−x · β
=
nX
i=1
ai · uiβgiu−1i uix1ivibi + ρ′x + ϕ−x · β
≡
nX
i=1
ai · βguix1ivibi + ρ′x + ϕ−x · β
≡
nX
i=1; i 6=2
ai · βguix1ivibi + ρ′x + ϕ−x · β;
where ρ′x ∈ ℘6+s−1. Since a1 · βg 6= 0, the identity ϕx · β is nontrivial,
again a contradiction to the minimality of the number n. Claim 3 is thus
proved.
By using Proposition 1′ instead, we have analogously, for each i ≥ 2,
bi = βib1 for some βi ∈ C. By setting a1 = a, b1 = b, and α1 = β1 = 1, we
may write
ϕx = a
 nX
i=1
αiuix1iβivi

b+
mX
k=1
mkX
l=1
cklx
0kdkl + ρx:
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Note that αiui; βivi ∈ U−1 also enjoy the property that αiuixgiαui−1 =
uix
giu−1i ≡ xg and βivi−1xhiβivi = v−1i xhivi ≡ xh modulo =. Re-
placing ui; vi by αiui; βivi, respectively, to start with, we may assume that
ϕx is in the form
ϕx = a
 nX
i=1
uix
1ivi

b+
mX
k=1
mkX
l=1
cklx
0kdkl + ρx;
where ui; vi ∈ U−1 are such that uixgiu−1i ≡ xg and v−1i xhivi ≡ xh modulo
=.
Let β ∈ B be such that a · βg = 0. Let ρ+x be the sum of terms of
ρx involving words in +. We compute ϕx · β, aiming to collect terms
with x1i and also terms involving β1i
ϕx · β ≡
nX
i=1
aui · βgix1i + · · · + β1ixhivib+ ρ+x · β+ ϕ−x · β
≡
nX
i=1
aui · βgix1ivib+
nX
i=1
aui · β1ixhivib+ ρ′x + ϕ−x · β
≡
nX
i=1
a · uiβgiu−1i uix1ivib+
nX
i=1
aui · β1iviv−1i xhivib
+ ρ′x + ϕ−x · β
≡
nX
i=1
a · βguix1ivib+
nX
i=1
aui · β1ivixhb+ ρ′x + ϕ−x · β
≡
nX
i=1
aui · β1ivixhb+ ρ′x + ϕ−x · β;
where the dots, ρ+x · β (in the first line), and ρ′x (in the rest of the
lines) all are sums of terms in the form a′ ·β1′b′x1′′c′ for some a′; b′; c′ ∈ U ,
1′; 1′′ ∈ 6+s−1. But then ϕx ·β ∈ ℘6+s−1 ∪6−t . By the minimality of s+ t,
ϕx · β must be trivial. Observe that the coefficient of xhb in the reduced
expression of ϕx · β above assumes the form
nX
i=1
aui · β1ivi + µβ;
where µβ is a sum of terms in the form a′ · β1b′ for some a′; b′ ∈ U and
some 1 ∈ ℘6+s−1. The vanishing of a · βg implies the triviality of ϕx · β
and hence the vanishing of the coefficient of xhb in the reduced expression
of ϕx · β. Therefore, the map ξ defined by
ξx a · βg 7→
nX
i=1
aui · β1ivi + µβ
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is well defined and is obviously a left R-module homomorphism from the
R-bimodule a · βg x β ∈ B into U . Thus, there exists t ∈ U such that
a · βgt = ξa · βg =
nX
i=1
aui · β1ivi + µβ:
We want to compute the reduced expression of a · βgxgt − txh for x ∈
R. First, we compute
a · βgxgt = a · βgxgt = a · βg · xg ⊗ 1t
= (a · βg · x⊗ 1gt = (a · βgx⊗ 1gt
= (a · βx⊗ 1gt
=
nX
i=1
aui · βx⊗ 11ivi + µβx⊗ 1
≡
nX
i=1
aui ·

β1ix⊗ 1hi + βgix⊗ 11i + · · ·vi
+ µβx⊗ 1
≡
nX
i=1
aui ·

β1ixhi ⊗ 1 + βgix1i ⊗ 1vi + µ′β; x
=
nX
i=1
aui · β1ixhivi +
nX
i=1
aui · βgix1ivi + µ′β; x
=
nX
i=1
aui · β1ivi
(
v−1i x
hivi

+
nX
i=1
aui · βgiu−1i uix1ivi + µ′β; x
≡
nX
i=1
aui · β1ivixh +
nX
i=1
a · βguix1ivi + µ′β; x;
where the dots (in the fourth line) and µ′β; x (in the following lines)
both denote a sum of terms in the form a′ · β1′b′x1′′c′ with a′; b′; c′ ∈ U
and 1′; 1′′ ∈ 6+s−1. Also, we have
a · βgtxh = a · βgtxh
=
 nX
i=1
aui · β1ivi + µβ

xh =
nX
i=1
aui · β1ivixh + µβxh:
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Therefore, for x ∈ R,
a · βgxgt − txh =
nX
i=1
a · βguix1ivi + µ′β; x − µβxh
= a · βg
 nX
i=1
uix
1ivi

+ µ′β; x − µβxh:
We rewrite the equality as
a · βg
 nX
i=1
uix
1ivi − xgt + txh

+ µ′β; x − µβxh = 0:
Observe that terms in µ′β; x −µβxh are of the form a′ ·β1′b′x1′′c′ with
a′; b′; c′ ∈ U and with 1′; 1′′ ∈ 6+s−1. Set β = y ⊗ z, where y; z ∈ X are two
distinct indeterminates other than x. We obtain the identity
zayg
 nX
i=1
uix
1ivi − xgt + txh

+ µ′y ⊗ z; x − µy ⊗ zxh = 0:
Note that terms in µ′y ⊗ z; x −µy ⊗ zxh assume the form za′y1′b′x1′′c′
with a′; b′; c′ ∈ U and with 1′; 1′′ ∈ 6+s−1. Let us write µ′y ⊗ z; x −
µy ⊗ zxh def.= zνy; x, where νy; x denotes a sum of terms in the form
a′y1
′
b′x1
′′
c′ with a′; b′; c′ ∈ U and with 1′; 1′′ ∈ 6+s−1. The above identity
can be rewritten in the form
z

ayg
 nX
i=1
uix
1ivi − xgt + txh

+ νy; x

= 0:
Since R is prime, we have the identity
ayg
 nX
i=1
uix
1ivi − xgt + txh

+ νy; x = 0:
For any fixed assigned value of x in R, the above identity in y involves
only 1 ∈ 6+s−1. By the minimality of s + t, this identity in y must be trivial.
In particular, the coefficient λx of ayg must be vanishing. Since νy; x
involves only 1 ∈ 6+s−1, λx assumes the form
λx =
nX
i=1
uix
1ivi + σx;
where σx is a sum of terms of the form bx1c with b; c ∈ U and 1 ∈ 6+s−1.
Since the assigned value of x in R is completely arbitrary, λx is hence an
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identity of R. We compute
λxy =
nX
i=1
uixy1ivi + σxy
≡
nX
i=1
uixgiy1i + x1iyhi + · · ·vi + σxy
≡
nX
i=1
uix
giy1ivi +
nX
i=1
uix
1iyhivi + σ ′x; y
=
nX
i=1
uixgiu−1i uiy1ivi
+
nX
i=1
uix
1iviv−1i yhivi + σ ′x; y
≡
nX
i=1
xguiy
1ivi +
nX
i=1
uix
1iviy
h + σ ′x; y; −2pt
where the dots and σ ′x; y above denote a sum of terms in the form
a′x1
′
b′y1
′′
c′ with a′; b′; c′ ∈ U and with 1′; 1′′ ∈ 6+s−1. Therefore, we have
λxy − xgλy − λxyh ≡ σ ′x; y − xgσy − σxyh:
Note that σ ′x; y − xgσy − σxyh consists of terms in the form
a′x1
′
b′y1
′′
c′ with a′; b′; c′ ∈ U , 1′; 1′′ ∈ 6+s−1. The 6-reduced expression
of λxy − xgλy − λxyh or, equivalently, the 6-reduced expression of
σ ′x; y − xgσy − σxyh can be written in the form
λxy − xgλy − λxyh ≡X
i; j
bjx
1′i cijy;
where bj ∈ U are linearly C-independent, where 1′i ∈ 6+s−1 are distinct,
and where cijy is a sum of terms in the form c′y1
′′
d′ for some c′; d′ ∈ U
and some 1′′ ∈ 6+s−1. Since λx is an identity of R, so is λxy − xgλy −
λxyh. Hence for any fixed assigned value of y in R, the reduced expression
of λxy − xgλy − λxyh, being a linear identity in the indeterminate
x and with leading words in 6+s−1, must be the zero polynomial by the
minimality of s + t. Hence we have cijy = 0 for any assigned value of y
in R. That is, the reduced expression cijy is also an identity of R. But
the leading words of cijy are also in 6+s−1. Again by the minimality of
s+ t, the reduced expression cijy must also be the zero polynomial. Hence
λxy − xgλy − λxyh must be the zero polynomial modulo = and
λx is thus a simple basic g; h-identity modulo =. But the ideal =
contains all the basic identities modulo =. Hence λx ∈ =. But this
contradicts the assumption that 1i, i = 1; : : : ; n, are distinct words of the
ordered basis 6.
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We need the following combined restatement of Lemma 3 of [8] and
Lemma 1 of [3] for (anti)automorphisms:
Proposition 3. Any linear identity in ℘+0  or in ℘+0  is trivial. If R
satisfies a nontrivial linear identity in ℘0, then R also satisfies a nonzero
ordinary generalized polynomial identity (without words in ).
With the techniques developed in [8], we are ready to prove our main
result:
Proof of Theorem 3. Suppose that R satisfies a nontrivial identity ϕ ∈
℘. By linearization if necessary, we may assume that ϕ is multilinear.
Write ϕ in the reduced form with respect to an ordered basis 6 of  mod-
ulo =. Say ϕ = ψx1ji , where xi ∈ X, 1j ∈ 6 and ψzij is an ordinary
polynomial (without words in ) in distinct indeterminates zij . Assume to-
ward a contradiction that R does not satisfy any nonzero ordinary general-
ized polynomial identities. By Proposition 3, any linear identity in ℘0 is
trivial. By Lemma 2, any linear identity in ℘ is also trivial. Let ψ′x1j1 
be the expression obtained from ϕ = ψx1ji  by assigning arbitrarily cer-
tain fixed values from R to all the indeterminates xi, i 6= 1. Then ψ′x
1j
1 
is a linear identity of R and hence must be trivial. Since ψ′x1j1  ∈ ℘6
is 6-reduced, the polynomial ψ′z1j, obtained from ψ′x
1j
1  by substitut-
ing the new indeterminates z1j for x
1j
1 , is the zero polynomial. Hence the
polynomial ψ′z1j also vanishes identically on R in a trivial way. But the
values assigned to those xi, i 6= 1, are completely arbitrary. So the polyno-
mial ψz1j; x
1j
i i 6=1, obtained from ϕ = ψx
1j
i  by substituting z1j for x
1j
1 ,
also vanishes on R. By repeating the same argument for the indeterminate
x2 in the identity ψz1j; x
1j
i i 6=1, the identity ψz1j; z2j; x
1j
i i 6=1; 2, obtained
from ϕ = ψx1ji  by substituting z1j; z2j for x
1j
1 ; x
1j
2 , respectively, follows.
Continuing in this manner, we can finally replace all x
1j
i in ϕ = ψx
1j
i  by
the new distinct indeterminates zij and thus obtain the ordinary generalized
polynomial identity ψzij of R, a contradiction.
Proof of Theorem 4. Let ϕ be such a multilinear identity. We may as-
sume that ϕ is reduced with respect to an ordered basis 6 of  modulo
=. So ϕ ∈ ℘6+ or ϕ ∈ ℘6− according as ϕ ∈ ℘+ or ϕ ∈ ℘−,
respectively. Let x be the first indeterminate occurring in each term of ϕ.
Write ϕ =Psi=1Pjij=1 aijx1ibij , where aij ∈ U and bij are polynomials in in-
determinates other than x. We may assume that each ai1; ai2; : : : ; aiji is
C-independent. By assigning arbitrary fixed values in R to all these inde-
terminates other than x, the resulting expression
Ps
i=1
Pji
j=1 aijx
1ib′ij must
be trivial by Lemma 2 and Proposition 3. Since each ai1; ai2; : : : ; aiji is
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C-independent, it follows that b′ij = 0 for each i; j. But the values assigned
to indeterminates other than x are completely arbitrary. So each bij is also
an identity of R. These bij are obviously also multilinear polynomials with
all indeterminates occurring in the same order in each term. Continuing in
this manner, the triviality of ϕ follows as asserted.
4. (COUNTER)EXAMPLES
Our first example is to apply our theory to ordinary derivations. We first
formulate Kharchenko’s theory of ordinary derivations in our terms and aim
to show the coincidence of the two theories. We emphasize the analogy
between the two theories and will make it clear how the theory here is
motivated by Kharchenko’s original theory.
Example 1. Let D be the set of all derivations of R. We may assume
that each d ∈ D is extended to be defined on the whole Q. A juxtaposi-
tion d1 · · ·dk of k derivations d1; : : : ; dk ∈ D is called a (derivation) word
of length k. The word of length 0 is defined to be the identity map 1. For
n ≥ 0, let n be the set of derivation words of length ≤ n. Set  def.=
S
n≥0n,
the set of all derivation words. Let h denote the length of h ∈ . For
ϕ ∈ ℘, let ϕ denote the least n such that ϕ ∈ ℘n. The expansion
formula for a derivation word h ∈  is obtained by expanding xyh out-
ward in an obvious way. However, it is convenient to adopt the Sweedler
notation: We write xyh = Ph xh1yh2 for h ∈ . We also let Ph de-
note the summation ranging over all pairs h1; h2 with h1; h2 < h.
So we also have xyh = xhy + xyh +Ph xh1yh2 for h ∈ . Instead of
defining trivial identities, Kharchenko [8] considers primitive identities of
the following forms:
(1) αxd1 + βxd2 − xd, where α;β ∈ C and d1; d2; d ∈ D;
(2) xd1d2 − xd2d1 − xd, where d1; d2; d ∈ D;
(3) xd
p − xδ, where d; δ ∈ D and p = charR ≥ 2;
(4) xd − ax+ xa, where d ∈ D and a ∈ Q.
By using these identities, we consider the following transformations: Let
h; k ∈  be given. If α;β ∈ C, d1; d2; d ∈ D are as in the primitive iden-
tity (1) above, then xhdk can be transformed intoX
k
αk1xhd1k2 +X
k
βk1xhd2k2;
which is the expansion of αxhd1 + βxhd2k. Similarly, if d1; d2; d ∈ D are
as in the primitive identity (2) above, then xhd1d2k can be transformed into
xhd2d1k + xhdk. If d; δ ∈ D are as in the primitive identity (3) above, then
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pk can be transformed into xhδk. If d ∈ D, a ∈ Q are as in the primitive
identity (4) above, then xhdk can be transformed intoX
k
ak1xhk2 −X
k
xhk1ak2;
which is the expansion of axh − xhak. To put these in algebraic terms,
we let K be the T -ideal generated by the primitive identities (1)–(4) above.
(By a T -ideal, we mean an ideal closed under substitution.) Obviously,
ϕ ∈ ℘ can be transformed into another ψ ∈ ℘ by a series of trans-
formations explained above if and only if ϕ− ψ falls in the T -ideal K. Al-
though Kharchenko did not define explicitly trivial identities in his theory,
it seems reasonable to say that an identity is trivial in Kharchenko’s sense if
it can be transformed into the zero polynomial by using the primitive iden-
tities (1)–(4) above, or equivalently, if the identity falls in the T -ideal K.
We have thus identified the ideal of identities trivial in Kharchenko’s sense
with the T -ideal K.
Fix a C-basis B of D modulo the C-space of inner derivations and then
endow this basis B a linear order <. By a regular word, we mean an expres-
sion of the form
δ
s1
1 δ
s2
2 · · · δsmm ;
where δj ∈ B are such that δ1 < δ2 < · · · < δm and where each 0 < sj < p
provided charR = p > 0. Let W be the set of all regular words. Via the
primitive identities (1)–(4), any given ϕ ∈ ℘ can be transformed into
some ϕ′ ∈ ℘W  with ϕ′ ≤ ϕ. (A detailed description of the procedure
to transform ϕ into ϕ′ can be found in [3].) The uniqueness of ϕ′ is given
in [1]. (We will deduce this as a consequence of our theory here.) These
together show that W forms an ordered basis of  modulo the ideal K in
our sense here. Therefore, to show the coincidence of Kharchenko’s theory
and ours, it suffices to see K = =. The fact that K ⊆ = follows from
the following:
Claim 1. If ϕ ∈ ℘ can be transformed into ψ ∈ ℘, then ϕ− ψ ∈
=.
Proof. Let d1; d2; d ∈ D be as given in the primitive identity (2) above.
For brevity, we let xhk, where h; k ∈ , stand for the expression xhd1d2k −
xhd2d1k − xhdk. We verify easily xy = xy + xy. Given h 6= 1; k 6= 1 in
, we thus compute
xyhk − xhky − xyhk = xhyk + xkyh +X
k
xhk1yk2 + xk1yhk2 
+X
k
xhk1yk2 + xk1yhk2 
+ X
h; k
(
xh1k1yh2k2 + xh1k1yh2k2:
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A simple induction on h + k shows that xhk def.= xhd1d2k − xhd2d1k − xhdk
is a simple basic identity modulo =n, where n = h + k + 2. The case
that h = 1 or k = 1 is treated analogously. Similarly, if d; δ are as given
in the primitive identity (3), then xhd
pk − xhδk is a simple basic identity
modulo =n, where n = h + k + p. Similar assertions hold for the
primitive identities (1) and (4). Claim 1 follows by repeated applications of
these assertions.
Claim 2. The set W of regular derivation words forms an ordered basis of
 modulo =.
Proof. We show by induction on n ≥ 1 that distinct regular words of the
same length n are independent. As the induction hypothesis, we assume
that regular words of length < n are independent modulo =. Suppose
on the contrary that there is a simple basic 1; 1-identity λx modulo
=n−1 with all its leading words being regular and of length n. Since only
the identity automorphism is involoved, the leading part of λx has all its
coefficients in C. We may thus write
λx =
lX
i=1
αix
1i + ρx;
where 0 6= αi ∈ C, 1i are distinct regular words of length n and ρx ∈
℘n−1 is linear. Assume that
11 = δs11 δs22 · · · δsmm ;
where δj ∈ B are such that δ1 < δ2 < · · · < δm and where each 0 < sj < p
provided charR = p > 0. Since 1i are assumed to be distinct, only
α1xy11 can contribute to give the term xδ1yδ
s1−1
1 δ
s2
2 ···δsmm . Therefore, the co-
efficient of xδ1yδ
s1−1
1 δ
s2
2 ···δsmm in λxy − xλy − λxy is equal to s1α1 6= 0.
But subwords of regular words, particularly δ1 and δ
s1−1
1 δ
s2
2 · · · δsmm , are also
regular words and hence are independent modulo =n−1 by the induction
hypothesis. Since λx is simple basic modulo =n−1, we have λxy −
xλy − λxy ∈ =n−1. But λxy − xλy − λxy ∈ ℘W ∩n−1 and
W ∩n−1 is an independent set, which can be extended into an ordered ba-
sis. The expression λxy − xλy − λxy should be the zero polynomial,
a contradiction. So W is independent modulo =. But, via the primitive
identities (1)–(4) above, any given ϕ ∈ ℘ can be transformed into some
ϕ′ ∈ ℘W  with ϕ′ < ϕ. That is, ϕ − ϕ′ ∈ K for some ϕ′ ∈ ℘W  with
ϕ′ < ϕ. Since K ⊆ = by Claim 1, we have also ϕ ≡ ϕ′ modulo =.
Since W is independent modulo =, such ϕ′ must be unique. So W is an
ordered basis of  modulo =.
Claim 2 implies that = ⊆ K as follows: Given any ϕ ∈ =, its W -
reduced form must be the zero polynomial by Claim 2. But this W -reduced
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form can be obtained from ϕ via the primitive identities (1)–(4). That is,
ϕ ≡ 0 modulo K or ϕ ∈ K, as asserted. Note that our proofs of Claims 1
and 2 do not require the uniqueness of W -reduced forms, which actually
follows as a consequence of Claim 2.
Our argument in Example 1 applies to the more general context de-
scribed in Section 4 of [12]: A set D of skew derivations δ1; δ2; : : :, where
δi is a gi; hi-derivation, is said to commute with basic morphisms if gjδi =
δigj and hjδi = δihj for all i; j. An (anti)automorphism k is said to nor-
malize D if kδk−1 ∈ D for all δ ∈ D. We may let  be the set of words gen-
erated by a set D of skew derivations commuting with basic morphisms and
all the normalizing (anti)automorphisms of D. This covers all the known
results in 2; 3; 8; 9.
To illustrate the uses of our theory, we will analyze a specific skew identity
below (Example 3). But for comparison, we will first use Kharchenko’s
theory to analyze a similar differential identity (with ordinary derivations
only) in Example 2 below. To emphasize the analogy between Kharchenko’s
theory and ours, arguments of the two examples are written in a rather
parallel way.
Example 2. By an ordinary derivation, we mean a 1; 1-derivation.
Consider the identity xd
2 = x of R, where d 6= 0;  are ordinary deriva-
tions (that is, 1; 1-derivations). In Kharchenko’s theory, this linear iden-
tity, though trivial (by Lemma 2, [8]), can still be analyzed. We have the
following:
Claim. If xd
2 = x is an identity of R, then the characteristic of R is 2.
This is all Kharchenko’s theory can say about the identity: In the case of
charR = 2, the square of an arbitrary ordinary derivation always defines
an ordinary derivation. The given identity merely states that the ordinary
derivation defined by d2 bears the name . Nothing more can be said about
it and this is the reason we consider the identity to be trivial. In the special
case of  = 0, the identity xd2 = 0 merely says that the ordinary derivation
d2 happens to be the zero map and we still consider the identity to be
trivial.
Proof of Claim. Assume that d is outer. We may assume that d is the
minimal element of an ordered C-basis B of ordinary derivations modulo
inner derivations. If charR 6= 2, then d2 would be a regular word in the
sense of Kharchenko’s theory. But the reduced form of the identity xd
2 − x
would then assume the form
xd
2 + terms with regular derivation words of length ≤ 1
and would be nonzero, contradicting Lemma 2 of [8]. So we must have
charR = 2, as claimed. Now, consider the case that d is inner. Then 
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must also be inner, for otherwise, we could assume  ∈ B and then the
reduced expression of the identity xd
2 − x would be nonzero again. Say
xd
def.= b; x and x def.= c; x for some b; c ∈ Q. With these, the given identity
assumes the form b2x− 2bxb+ xb2 = cx− xc or in tensor notation (over
C)
b2 ⊗ 1− 2b⊗ b+ 1⊗ b2 = c ⊗ 1− 1⊗ c:
Note that b /∈ C since d 6= 0. Extend 1; b into a C-basis of Q and ex-
press b2; c as C-linear combinations of these basis elements. In the tensor
equality above, the term 2b⊗ b occurs in the left-hand side but not in the
right-hand side. So 2b⊗ b = 0 and hence charR = 2, as asserted again.
Example 3. By a g-derivation, we mean a g; 1-derivation. Consider
the identity xd
2 − axd = x of R, where a ∈ U , d is a nonzero s-derivation
and  is an s2-derivation for some automorphism s of R. Just as in
Kharchenko’s theory, this linear identity, though trivial in our theory (by
Lemma 2), can still be analyzed in terms of simple basic identities. We
have the following:
Claim. If xd
2 − axd = x is an identity of R, then sd + ds is the inner
s2; s-derivation defined by a.
This is all we can say about the identity: For if sd + ds is the inner
s2; s-derivation defined by a, then a direct computation shows that the
map x 7→ xd2 − axd defines an s2-derivation. (See Remark 2.4 of [12].)
The given identity merely states that the s2-derivation defined by the map
x 7→ xd2 − axd bears the name . Nothing more can be said about it and this
is the reason we consider the identity as trivial. In the special case of  = 0,
the identity xd
2 − axd = 0 merely says that the s2-derivation x 7→ xd2 − axd
happens to be the zero map and we still consider it to be trivial.
Proof of Claim. We could let our  be the minimal expansion set con-
taining d2; d; . But it is more convenient to have enough names for skew
derivations encountered. We thus set
0
def.= 1; s; s2;
1
def.= 0 ∪ sd + ds ∪ all s-derivations ∪  all s2-derivations;
2
def.= 1 ∪ d2 def.= ;
where sd + ds is an s2; s-derivation and d2 is the map x 7→ xd2 associated
with the expansion formula
pid2x; y = xd
2
y + xs2yd2 + xsd+dsyd:
It is easy to verify that a g-derivation is outer if and only if the singleton
set d is independent. First, assume that d is outer. The singleton set d
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is then independent. We can then extend 1; d to an ordered basis 6 of
 (Theorem 1). If the singleton set d2 were also independent, then d2,
being the only element in 2 \1, must fall in 6. But then the 6-reduced
form of the identity xd
2 − axd − x would assume the form
xd
2 + terms involving δ ∈ 6 ∩1
and hence would be nonzero, absurd. So the singleton set d2 must be
dependent; that is, there exists a linear expression λx ∈ ℘1 such that
ϕx def.= xd2 + λx is a simple basic s2; 1-identity modulo =1. This says
that
ϕxy − ϕxy − xs2ϕy = xsd+dsyd + λxy − λxy − xs2λy
is a trivial identity falling in =1. Without loss of generality, we may
assume that λx is 6-reduced. Fix a C-basis c0 = 1; c1; : : : of U over C.
Suppose that the sum
P
i bix
dci consists of all terms in λx involving d. In
the 6-reduced form of ϕxy −ϕxy − xs2ϕy, the sum of terms involving
xd; y in this order is then equal to
P
i bix
dyci −
P
i bix
dciy. So we have
ci = 0 for i 6= 0. Set b def.= b0 for short. Then
P
i bix
dci = b0xdc0 = bxd.
The sum of terms involving yd in ϕxy − ϕxy − xs2ϕy is then equal
to xsd+dsyd + bxsyd − xs2byd. So xsd+ds ≡ xs2b − bxs modulo =1. That
is, sd + ds is the inner s; s2-derivation defined by −b. We verify directly
that the map x 7→ xd2 + bxd defines an s2-derivation. Let d¯ be the s2-
derivation defined by x 7→ xd2 + bxd − x. The given identity then assumes
the form xd¯ = a+ bxd. This identity says that d¯ and d must be dependent.
Let xd¯ − cxd − µx be a simple basic s; 1-identity modulo =0, where
µx ∈ ℘60 is linear and where c ∈ U−1 is such that cxs − xs2c = 0 for all
x ∈ R. The 6-reduced expression of xd¯ = a+ bxd then assumes the form
cxd + µx = a + bxd. Comparing the coefficients, we have a + b = c
(and also µx = 0). Since c defines the zero s2; s-derivation, a and −b
define the same inner s2; s-derivation. So sd + ds is also the inner s2; s-
derivation defined by a, as claimed.
Now, we consider the case that d is inner, say xd = bx − xsb. The s2-
derivation  must also be inner, say x = cx − xs2c. The given identity
xd
2 − axd = x then assumes the form
b2 − abx+ a− b− bsxsb+ xs2bsb = cx− xs2c:
Also, sd + ds is the inner s; s2-derivation defined by b + bs. If 1; s are
independent modulo inner automorphisms, then so are s; s2. In this case,
the only term involoving xs in the above identity is a − b − bsxsb and
hence a− b− bs = 0. So sd+ ds is then the inner s; s2-derivation defined
by a = b+ bs, as claimed. So we assume that s is inner, say xs = uxu−1 for
some invertible u ∈ U−1. The identity then assumes the form
b2 − abx+ a− b− bsuxu−1b+ u2xu−2bsb = cx− u2xu−2c:
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If the right coefficients 1; u−1b are C-dependent, say u−1b = γ ∈ C or
equivalently b = γu, then xd = bx − xsb = bx − uxu−1b = bx − γux =
bx − bx = 0, contradicting the assumption that d 6= 0. So 1; u−1b are C-
independent and can be extended into a C-basis of U . We then express
u−2bsb; u−2c as a C-linear combination of this basis,
u−2bsb = α+ α′u−1b+ · · · ; u−2c = β+ β′u−1b+ · · · :
The left coefficient of xu−1b gives the identity a− b− bs + α′ +β′u2 = 0.
But u2 defines the zero s; s2-derivation. Again, sd+ ds is the inner s; s2-
derivation defined by a, as claimed.
Note that Example 3 implies Example 2 as a special instance: By setting
s = 1 and a = 0 in Example 3, we have that sd + ds = 2d is the derivation
defined by a = 0 and, since d 6= 0, charR = 2 follows.
Kharchenko and Popov [11] introduce the interesting notion of primitive
identities, which are, roughly speaking, elements of the T -ideal generated
mainly by primitive elements of the free envelope of a comb of skew deriva-
tions. We refer the readers to [11] for a precise definition. Kharchenko and
Popov [11] also conjectured that all algebraic dependence of skew deriva-
tions follows from primitive identities. But Koryukin [12] shows that this is
not true for arbitrary comb of skew derivations. The counterexample given
there is an identity of the form xd
2 − axd, where a ∈ R and d is an s-
derivation. This identity has been analyzed in detail in Example 3 above.
Actually, in view of the similarity between Examples 2 and 3, this identity
xd
2 − axd for an s-derivation d can be compared to the identity xd2 for a
square-zero ordinary derivation d and therefore should be considered to be
trivial. Note that Kharchenko and Popov’s conjecture remains open for the
maximal comb, which consists of all s-derivations acting trivially on C for
all automorphisms s acting identically on C. However, as explained right
after Theorem 2 in Section 1, there is one and only one notion of trivial
identities satisfying the two criteria given there, which together are neces-
sary and also sufficient to develop the theory of algebraic dependence of
skew derivations. Therefore, if Kharchenko and Popov’s conjecture is true
for the maximal comb of the skew derivations, then the notion of prim-
itive identities for the maximal comb should coincide with our notion of
trivial identities. As the notion of primitive identities is natural in a way,
it is very interesting to find out how much algebraic dependence of skew
derivations follows from primitive identities. Let us content ourselves with
pointing out two major differences between primitive identities and our
trivial identities: (1) Elements of R are allowed to occur in our trivial iden-
tities. (2) Our trivial identities are defined iteratively but we do not need
T -ideals.
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