AUTOMATING DEEP-SEA VIDEO ANNOTATION

A Thesis
presented to
the Faculty of California Polytechnic State University,
San Luis Obispo

In Partial Fulfillment
of the Requirements for the Degree
Master of Science in Computer Science

by
Hanson Egbert
June 2021

© 2021
Hanson Egbert
ALL RIGHTS RESERVED

ii

COMMITTEE MEMBERSHIP

TITLE:

AUTHOR:

Automating Deep-Sea Video Annotation

Hanson Egbert

DATE SUBMITTED: June 2021

COMMITTEE CHAIR:

Lubomir Stanchev, Ph.D.
Professor of Computer Science

COMMITTEE MEMBER:

Franz Kurfess, Ph.D.
Professor of Computer Science

COMMITTEE MEMBER:

Jonathan Ventura, Ph.D.
Assistant Professor of Computer Science

iii

ABSTRACT
Automating Deep-Sea Video Annotation
Hanson Egbert

As the world explores opportunities to develop offshore renewable energy capacity, there will be a growing need for pre-construction biological surveys and postconstruction monitoring in the challenging marine environment. Underwater video
is a powerful tool to facilitate such surveys, but the interpretation of the imagery is
costly and time-consuming. Emerging technologies have improved automated analysis of underwater video, but these technologies are not yet accurate or accessible
enough for widespread adoption in the scientific community or industries that might
benefit from these tools.
To address these challenges, prior research [10] developed a website that allows to:
(1) Quickly play and annotate underwater videos, (2) Create a short tracking video
for each annotation that shows how an annotated concept moves in time, (3) Verify
the accuracy of existing annotations and tracking videos, (4) Create a neural network
model from existing annotations, and (5) Automatically annotate unwatched videos
using a model that was previously created. It uses both validated and unvalidated
annotations and automatically generated annotations from trackings to count the
number of Rathbunaster californicus (starfish) and Strongylocentrotus fragilis (sea
urchin) with count accuracy of 97% and 99%, respectively, and F1 score accuracy of
0.90 and 0.81, respectively.
The thesis explores several improvements to the model above. First, a method to
sync JavaScript video frames to a stable Python environment. Second, reinforcement
training using marine biology experts and the verification feature. Finally, a hierarchical method that allows the model to combine predictions of related concepts. On
iv

average, this method improved the F1 scores from 0.42 to 0.45 (a relative increase of
7%) and count accuracy from 58% to 69% (a relative increase of 19%) for the concepts
Umbellula Lindahli and Funiculina.
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Chapter 1
INTRODUCTION

Monterey Bay Aquarium Research Institute (MBARI) and other deep-sea exploration
organizations collect thousands of deep-sea underwater videos every day. Usually,
this data is collected by Unmaned Underwater Vehicles (UUVs) that cross the ocean
floors daily. Unfortunately, annotating these videos by a human is a very costly and
lengthy process. For example, it took about 600 hours of student annotations just
to annotate 30 hours of videos [10]. Therefore, the problem is how to automate the
annotation task. This includes creating tools for fast video annotations by humans
and tools for automatic video annotations once a model has been trained. Also tools
to track the accuracy of human annotations and computer-generated annotations (via
validation sets).
The huge backlog of unannotated underwater videos requires a new approach. One
that allows marine biologists to annotate videos from anywhere using a web browser
through a user-friendly interface. Once enough videos have been annotated, this
thesis’s approach allows for automatic video annotation. This can be beneficial not
only for deep-sea pre-construction and post-construction surveys, but also for a range
of applications, such as analyzing drone videos for marine life or using stationary
videos to analyze the effect of human-made artifacts, such as a desalination plants,
on marine life [1].
Organizations that explore underwater marine life are struggling to annotate all their
videos. The reason is that current tools (e.g. [30]) are slow, not versatile, and not
much automation is possible. What makes the problem even more challenging is that
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a single frame may not be sufficient to identify a concept. For example, the angle of
the camera or the distance to the object may make recognition hard or impossible.
Moreover, additional information, such as the depth of the video or the pattern of
movement may be required in order to make a correct identification. This is why
the tool allows annotators to see a short video (six seconds or shorter) around the
annotation point, called a tracking video, which includes a bounding box around the
objects of interest. Moreover, the machine learning tool examines these tracking
videos when identifying a concept in order to increase the accuracy of the algorithm.
Another problem is that it is difficult to develop a website that correctly identifies
the frame in the video where an annotation is made. This may be related to the way
the video is compressed and displayed by JavaScript. In order to fix this problem,
the currently displayed frame in the web browser is compared to the frames in the
video around the annotation time in order to identify the correct frame.
There are many reasons why a comprehensive web-based deep-sea annotation tool
with good automatic annotation capabilities has not been previously developed. First,
this a niche area with limited funding. Second, the hardware (e.g., graphic processing
units (GPUs)) and good object detection algorithms, such as R-CNN [17], fast RCNN [16], faster R-CNN [36], Yolo [35], and RetinaNet [25], have only recently been
developed.
A prior deep-sea annotation project [10] was managed by Dr. Stanchev from Cal
Poly. He hired a team of programmers to create an online annotation website and the
backend machine learning models. I served on this team during the entire duration
of the project and acted as a head developer. The team developed a comprehensive
website with good automatic annotation capabilities. The website utilized the AWS
credits to deploy powerful training instances with 4 GPUs and 64 virtual CPUs and
state-of-the-art convolutional neural network models, such as RetinaNet.
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When using the website, the user first selects the concepts of interest. They chose
from a hierarchy of more than 2,000 underwater species. Next, they can select the
video they want to annotate, watch it, stop it at any point and create bounding
boxes around objects of interest and tag them with the appropriate concept name.
The software supports four lists of videos: “My In Progress Videos”, which keeps
track of the videos that are currently annotated by the user; “Unwatched videos”,
which contain no annotations; “Annotated Videos”, which have been fully annotated;
and “In progress videos”, which are currently being annotated by someone. The Kernelized Correlation Filter algorithm [21] created additional annotations by tracking
the object that a human annotated. The verification tab allows the user to verify the
validity of both user-created and tracking annotations in a collection of annotations.
The reporting tab can show annotations sorted by video, concept, or user, where
there are additional options to show only verified annotations or annotations that
are marked as unsure. Tracking annotations are not displayed in the reporting tool.
Finally, the models tab allows the user to create and train a model and use a model
on an unwatched video to automatically annotate it. RetinaNet [25] convolutional
neural network was used to annotate videos, where the initial weights are based on
the COCO dataset [26].
In order to understand the basis for this thesis, I will outline the work of the DeepSea Annotation Team (including me). This work include developing the website and
building an annotation algorithm that uses tracking. Then the thesis will then focus
on my contributions towards improving the final project’s model. These improvements include an algorithm for synching JavaScript video frames with Python and
an algorithm based on hierarchical classification. The Deep-Sea project led to one
publication [10] and there is another manuscript for the improvements in preparation.
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In what follows, Chapter 2 goes over related research. Chapter 3 describes the background on the problem. The main contributions of the thesis are in the next three
Chapters. Chapter 4, describes the functionality of the website and the workflow
of how to use it. Chapter 5, describes how JavaScript video frames are synced to
a Python environment and a prior deep-sea annotation algorithm [10]. This algorithm correctly assigns the category of a concept based on tracking model prediction
bounding boxes. Chapter 6, describes integrating hierarchical classifications methods
into the prior algorithm. Experimental results are presented in Chapter 7, while the
summary and areas for future research are shown in Chapter 8.
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Chapter 2
RELATED RESEARCH

2.1

Biology

There is great utility for image recognition approach in the marine sciences because
many marine research projects utilizes video or imagery. Some projects that use still
images have begun to employ machine learning to automate the task of identification
of plankton [29], megafauna, such as sharks and whales [6, 37], birds [33], and even
corals [44], but few projects have been successful in applying these approaches to
video. There is a wide range of marine research and monitoring projects that use
videos, including measuring the size structure of fishes [24], evaluating the impacts
of fishery closures on target populations [18], monitoring and evaluating human impacts in deep-sea ecosystems [2, 7, 23], surveying pelagic ecosystems [5], and tracking
biodiversity [4], among many others. The videos that are generated require a great
deal of time to process, which adds cost, slows data analysis, and limits the data that
researchers can extract and analyze, all of which reduces the potential impact the
data can have on understanding and managing of ecosystems. While the software is
designed for a single, specific application (e.g. deep-sea video), it can potentially be
used beyond marine science into any other discipline that collects video data.

2.2

Object Detection

As [22] described, there is a trade-off between the accuracy and the speed of an object
detection algorithm. One of the first highly successful algorithm to use convolutional
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neural networks was regional convolutional neural networks (R-CNN). It is a twopass algorithm, where the first pass identifies about 2,000 regions of interest in the
image using selective search [42] and the second pass transforms each region into a
rectangle and then classifies it using a convolutional neural network (CNN). However,
training and inference was slow. Two improvements: Fast R-CNN [16] and Faster
R-CNN [36] were introduced later. Fast R-CNN speeds up the process by first using
a CNN to generate a feature map. Then, the selective search algorithm works with
the feature map instead of pixels from the image, which speeds up the process. Faster
R-CNN eliminates the need for the selective search algorithm background all together
by using a CNN to select the objects of interest. An extension of Faster R-CNN is
Mask R-CNN [19], which is able to segment the objects in the image. This means
that instead of bounding boxes, the algorithm detects the precise curved boundary
of each object inside the image.
An alternative approach to object detection is using a feed-forward network in a single
pass. Such algorithms include You Only Look Once (YOLO) [35] and Single Shot
Detection (SSD) [27]. The algorithms split the input image into grids and explores
different bounding boxes in each grid cell. Although these approaches are very fast,
the accuracy is lower than the two-stage methods, such as Faster R-CNN.
In 2017 the RetinaNet algorithm [25] was published. Although it is a one-stage convolutional neural network algorithm, it is able to achieve accuracy that is comparable
with two-stage algorithms, such as Faster R-CNN. First, RetinaNet’s architecture uses
a feedforward Residual Network (ResNet) to extract features from images. ResNet
is a deep convolutional neural network that can obtain greater accuracy by adding
additional layers[12]. In this thesis, RetinaNet uses ResNet-50, which means it has
50 layers, and pre-trained weights[15]. ResNet preforms well at transfer learning and
does better with more layers (ResNet-101) [11], so ResNet-50’s weights did not need
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to be retrained as much as the next pieces of architecture. Next, the feature layers
are used to generate a Feature Pyramid Network (FPN), which combines the low resolution dense feature layers into high resolution that is rich in features. The higher
resolution with clear features makes it easy to generate predictions. Predictions are
regions where the neural network believes a concept exists. RetinaNet addresses class
imbalance during training by using a new focal loss function. RetinaNet is explained
more in Section 6.1.
Faster R-CNN, YOLO, and RetinaNet were used during experiments, but only RetinaNet is used for the thesis. As expected, RetinaNet had reasonable training times
and good accuracy. Faster R-CNN was slower and YOLO’s accuracy numbers were
not as good.

2.3

Object Tracking/Counting

An image of a crowded scene makes density estimation very challenging [34]. In order
to deal with this issue, Oñoro-Rubio and López-Sastre separates the issue into two
parts. First, it assembles a density map from image patches. Then, from this density
map it derives estimated object density. The study outperforms five other single stage
object density estimation models on the UCF CC 50 dataset. This dataset contains
50 pictures, with an average of 1280 individuals per image. The study obtained a
mean absolute error of 333.73.
The crowded scene issue becomes increasingly difficult during video processing. There
are many frames where there are clusters of concepts. This thesis uses high density
model predictions, which overlap, to make more confident predictions.
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Object tracking is useful when attempting to count concepts in videos. If an object’s
tracking is dropped and then detected again, an algorithm may double count that
object’s appearance. Henriques et al. [20] explores kernelized correlation filters for
object tracking. It finds that the algorithm was able to make a predictions that
were within 20 pixels of a target object 56% of the time with raw pixels, on average
over 50 videos. This score increases to 73.3% when features were extracted from raw
pixels and used during prediction. The study also finds that the kernelized correlation
filter algorithm generates predictions at a rate of 172 frames per second (FPS). The
YOLOv3 network, which is known for its speed, can only make predictions at a
rate of around 35 FPS, as shown in [35]. This processing speed combined with a high
precision score (without the need to train the model) makes the kernelized correlation
filter a powerful tool for object tracking.
This thesis uses the kernelized correlation filter algorithm to track model predictions.
This process is faster than using the model to predict on every frame. It also helps
track the object longer than the model can detect that something is there. In order
to prevent from tracking too long, model bounding boxes must overlap with tracking
within a certain time frame. This process is explained in Section 5.
The paper [46] studies a single neural network for processing videos. Its model trains
using segments of a video. This trains the network to detect object’s movement
through time. The model takes in several ordered frames at a time, then generates
classes and bound box predictions for each frame. The model achieves the best performance compared to all existing video object detection methods with a mean average
precision (mAP) (mAP) of 80.5%. However, it is a very large model that requires
significant computational time to process. This thesis uses tracking to determine how
the concepts move through the video frames. Then, it makes a prediction based on
the predictions that overlap with the tracking.
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2.4

Hierarchical Models

The thesis uses the term hierarchical models to refer to the process of combining object
detections of similar concepts. The paper [14], “Solution for Large-Scale Hierarchical Object Detection Datasets with Incomplete Annotation and Data Imbalance,” it
proposes a method to combine categories of concepts. For example, the category of
human would contain: human, human ear, human hand, human face, human leg,
etc.. The study focuses on two-stage object detection models, which first generate
proposals (where the model thinks an object is located) and the second stage classifies
the proposal. The second stage assigns confidence levels to each concept, where the
proposal with the highest confidence is chosen. Depending on the network, this process can produce thousands of object detections. This becomes an issue when there
is a data imbalance in the training data. The network is constantly being trained on
easy to classify objects, which prevents it from learning the object that hardly appear. This becomes an even greater challenge when the training data is not annotated
completely. The paper [14] proposes two solutions.
First, it uses child/parent relationship with annotations (e.g. human hand is a child to
human). If a child is inside a parent, the parent gets the confidence of child. Second,
it uses a method for overlapping objects of the same concept. If two bounding boxes
overlap with 0.9 Intersection over Union (IoU) and are of the same concept, the
higher confidence annotations gets an additional 30% confidence. After these two
hierarchical methods, the redundant annotations are filtered using non-maximum
suppression (NMS). Using this model, the study found a 13.9% increase in mAP. In
Section 6.2, the thesis combines related concepts similarly to how this paper combines
concepts within a category. IoU is described in Section 5 and NMS in Section 6.1.
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Chapter 3
PROBLEM BACKGROUND

The California Energy Commission (CEC) sponsored part of this research, because
it plans to participate in the installation off-shore wind turbines along the coast of
California and wants to monitor the environmental impact. During and after the
installation, deep-sea creatures that live in the area could be effected. Previously,
in order to monitor these creatures, biologists watch the area, count species, and
give a density count—how frequent a species appeared per unit of measurement.
Further development allowed for video monitoring, but still required biologist to watch
the videos. This process is time and cost consuming and resulted in a backlog of
unwatched videos.
Ultimately two professors administered the grant: Dr. Stanchev, Computer Science;
and Dr. Ruttenberg, Biological Sciences. Both professors hired students from their
respective area of research. They formed a research team, which formulated a plan
to automate density count starting from unmarked videos [10]. I worked as the lead
software developer during this project. The plan was to build an application for
annotating videos, collect annotations, verify annotations, build a neural network for
automation, and retrain the best model with human verification reinforcement. The
research team’s dedication to building the application efficiently achieved these goals.
MBARI provided deep-sea videos from UUVs. The annotation application was hosted
on AWS to simplify the process for biologist—referred to as annotators. The main
functionality of the website allowed annotators to watch the deep-sea video, annotate
species that appeared in the video, and verify annotations. It also was used to create
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and monitor models. Details on the feature set of the website are explained in Chapter 5. The annotators communicated directly with the software team, which led to
building a better website. The website allowed annotators to store their progress on
the cloud, so their work was never lost. The website allowed for multiple annotators
at a time, by tracking annotator’s progress through each video and sharing it with
others. The website workflow is explained in the following sections.

3.1

Data Collection

select concepts

annotate videos

verify annotations

create new model

create new model
version

accuracy is good

yes
no
use the model version
to annotate new videos

verify computer
annotations

possibly add new annotations
Figure 3.1: Website workflow.
A rough overview of the website workflow is shown in Figure 3.1. Double rectangle
to denote the terminal state of the workflow. First, the annotators will select the
concepts that they care about in their concept basket. Next, they will watch multiple
videos and annotate the selected concepts. One or more senior annotators can then
validate the annotations for accuracy and make sure that there are no mistakes or
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omissions in the annotated frames. The next step is to create a model. During model
creation, concepts are selected for the model to identify and a set of verification videos
(excluded from training) are chosen. The model trains using annotated videos and
each time it trains a new model version is generated. This means older model versions
are still usable once a model is trained.

3.2

Model Building

Since the annotators have the most experience watching the videos and annotating
species, they understand what the model needs to accomplish more than a machine
learning engineer. The website’s model building functionality is motivated towards
allowing annotators to have advocacy during model creation.
Building a new model is easily done through the website’s interface. It allows users
to make custom models that identify specific species. Before training, a user chooses
an annotation collection to train on, described in Section 4.2. Note that one or more
videos must be designated as verification videos. Annotations from verification videos
are not used for training the model.
Once the first model version is produced, the user will check the accuracy against
the verification videos. This accuracy can be measured as the F1 score or the count
accuracy for the different concepts. The reason for these two metrics are explained in
chapter 7. If this accuracy is satisfactory, then we have a good model version and can
use it to automatically annotate new videos. If it is not satisfactory, then we can train
the model with new annotations. We have also found that watching the computergenerated annotated video is an efficient way to “debug” and determine concepts that
have been incorrectly labeled or find omissions. Providing more annotations for these
concepts usually leads to improvement in accuracy.
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The ability to create the training environment and comprehension for the context of
the data allows the annotators have a keen sense for the best set-ups. For example,
choosing higher quality videos. More details about the website’s model building
functionality can be found in chapter 4 section 4.5.

3.2.1

Human in the Loop

There is also created a way for biologists to verify model annotations. A trained
model can be used on a new deep-sea video. This process outputs model annotations
into an annotation collection. The biologists are able to verify these annotations
by correcting misidentifications and fixing misplaced bounding box, described in Section 4.3. Verified annotations are given training priority, so the model training focuses
on mistakes and hard examples. Consequently, the same model is able to retrain on
the verified annotation collection, similar to reinforcement learning. This provides
an easier method to generate training data for models than having biologists look
through entire videos. In Chapter 7, this system of training models with an experienced biologist is experimented. The next section focuses on how models are used to
annotate videos.

3.3

Annotation Algorithm Architecture

The neural network trains on frames and bounding boxes with labels. This is shown
in Figure 3.2. This means it also predicts on a single frame at a time. This process
is shown in Figure 3.3. In order to calculate a density count, the website analyzes all
the video’s frames and the species contained within them. Using just a model that
predicts on a single frame does not allow for accurate measurement. For example, if
the model were to fail to recognize a concept on a single frame, each time this happens
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it would increase the species count. We developed a method that processes all the
videos frames in a fast, efficient, and accurate manner. This is shown in Figure 3.4.

Figure 3.2: Neural network training.

Figure 3.3: Neural network predicting.
First, the algorithm processed each frame of the video with the RetinaNet model.
If the model prediction from one frame overlaps with the next frame, the algorithm
counted this a single object. This was not an effective method because running the
model on each frame and checking detections between frames was very computational
intense and took a long time. Objects were also dropped if the model failed to detect
an object on a single frame. To improve the algorithm, the Kernelized Correlation
14

Figure 3.4: Processing videos using the trained neural network.
Filter algorithm tracked objects between models detections. This avoided requiring
the model to run on each frame. The method helped combine model predictions
across multiple frames into a single object. Avoiding running the neural network
on each frame saved time and computation capacity. Tracking the object decreased
the chance of dropping it on a failed detection. This process is explained further in
Chapter 5.

3.4

Hierarchical Species Classification

The biologist team identified two similar species which impacted the ecosystem around
Monterey. The two concepts, Funiculina and Umbellula Lindahli, are from the same
order of species, seen in Figure 3.5. Both share similar characteristics and are hard
to tell apart, even from the perspective of a seasoned biologist. Telling them apart
becomes increasingly difficult based on the weather conditions and camera quality.
The thesis proposes a method that aids the neural network when it is detecting
similar objects. For example, if a detection is split between Funiculina and Umbellula
Lindahli, it could label the detection as a higher order (a parent concept). If this type
of identification is correct, the evaluation system gives partial credit for the accuracy.
If the identification is wrong, the system penalizes the model’s accuracy across the
child concepts. This identification method, hierarchical classification, can be used for
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multiple concepts, called a concept collection. Hierarchical prediction is covered in
Chapter 6.

Figure 3.5: Funiculina (bottom right) stick like species with Umbellula
Lindahli (top left) flower like species are closely related.

3.5

Summary

Chapter 3 explained the importance of automatically annotating deep-sea video and
outlined the thesis’s proposed solution. Annotating deep-sea video is important because it allows to monitor density of species living in the area. However, this processes
is tedious and costly for biologists. Automatically generating density counts could
save time and money. The thesis’s proposed solution involves collecting annotation
data, training object detection neural networks, building an annotation algorithm,
and improvements on both the neural network training (human in the loop) and the
algorithm (hierarchical classification). Chapter 4 explains the website’s feature set.
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Chapter 4
DESCRIPTION OF WEBSITE

A website was built using nodeJS and React and hosted on AWS, where I was the
lead software developer. It used a PostgreSQL database back-end. The website is
password protected because the videos are property of MBARI and cannot be shown
without their permission.
The software is developed under Apache license and it can be downloaded from:
github.com/video-annotation-project. The website has seven tabs: Concepts,
Collections, Annotate, Report, Model, Account, and Verify, which are covered next.

4.1

Concepts Tab

The concepts tab allows one to select the concepts of interest. The concepts are
displayed in a tree hierarchy, where there is an image associated with each concept.
These hierarchy corresponds to the taxonomic hierarchy of marine-life organisms.
The concept tree is initially populated from a JSON file. The user can navigate the
tree or directly type the name of the concept that they are interested in. There is no
limitation to the number of concepts that can be selected. All selected concepts are
put in the user’s concept bag.

4.2

Collections Tab

The Collections tab has three sub-tabs: Annotations, Concepts, and Videos. The
Annotation Collection sub-tab allows the user to create a collection of annotations
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or add annotations to an existing collection. First, users, videos, and concepts are
selected. Next, all annotations from these selections are displayed. As expected, there
is an option to choose all users, all videos, or all concepts. For videos and concepts,
there is also the option to select from an existing video collection or concept collection,
respectively. Once the user has described the annotation collection based to the users,
videos, and concepts, they have the option to select whether to include annotations
from tracking to the collection. When tracking is selected, the website stores about 55
tracking annotations (about three seconds of tracking video) for each user annotation.
Annotation collections are used when working with models or verification. For example, an annotation collection is used to train a model. Similarly, when the software
makes predictions on a video, the result is stored in an annotation collection. The
resulting collection can be verified and used for retraining. Once a collection is completely verified, the user is certain that the model is training on accurate data.
The Concept Collection sub-tab allows the user to create custom collections of concepts. The user can only select concepts from their concept bag, which is created
through the Concept tab. If the user wants to add a concept that is not part of their
concept bag to a collection, then the concept needs to be first added to the concept
bag. Concept collections are useful when creating annotation collections.
Concept collections also serve a purpose in hierarchical classification. The user may
combine similar concepts into a collections. The users has the ability to annotate
concepts as the collection when they are unsure of the correct concept, but know it
is contained within the concept collection. Concept collections can be used during
model training. Using the collection indicates to the model that the concepts within
the collection could be classified as the collection itself. This only occurs if the model’s
prediction confidence is low on an individual concept within the collection—similar
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to a biologist when they are unsure of the concept but are confident it is within the
collection. This process is explored further in Chapter 6.
Lastly, the Video Collection sub-tab allows the user to create collections of videos.
When the user is adding a video to a collection, they are allowed to play the video
and see video meta information. Video meta information includes the start/end time
of the video, the start and end depth in meters, the video description, summary of
the concepts that were annotated in the video, and the density of the concepts in the
video (e.g., how many starfish can be seen in the video per kilometer). The video
collections allowed the biologists to separate the videos each person is responsible for
annotating.

4.3

Annotate Tab

The Annotate tab has two sub-tabs: Videos and Verify. The Videos sub-tab is used
to annotated videos. It has the capability of playing a video at different speeds,
stopping a video, and annotating objects in the video using rectangular bounding
boxes. The software allows to only annotate species that are in the concept basket,
but it also allows the user to quickly add new concepts to the concept basket. When an
annotation is performed, the user has the option to add a comment to the annotation
or mark it as uncertain so that it can be later reviewed by a different annotator. The
tool keeps track of which videos are currently being annotated and which videos have
already been annotated. If an annotator closes their browser or clicks on a new tab,
the time in the video is stored in the database and the video will reload at that time
when they return. Tracking the videos allows annotators to choose to work on new
videos that have not been previously annotated and the website gives a warning when
multiple annotators try to annotate the same video.
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Figure 4.1: The verify sub-tab.
The Verify sub-tab shows previously made annotations and allows biologists to verify
them. The verification process determines if a collection’s annotations are correct
by fixing bounding boxes and concepts. First, the user selects annotation collections
to verify. The user can select whether to include annotations from tracking. They
can also toggle to show tracking videos. If the user selects this, tracking from each
human annotation is displayed one-by-one. The tracking is displayed by a video
with annotations from tracking embed into the video frames. If the tracking video is
verified it allows the users to indicate that the tracking session was accurate. Verifying
the video instead of verifying each individual annotation saves time. If the bounding
box within the video is off target, the users can indicate that the tracking session
was bad. Bad tracking segments can be re-run in the future with higher resolution
in order to improve tracking accuracy.
If the user does not choose to verify tracking videos, annotations from the collection
are shown frame-by-frame. Each human annotation from the collection on a video
frame is displayed one-by-one. The user has the option to move the bounding box,
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change the label of the annotated concept, and verify the annotation. The old position
and concept are remembered in the database. This allows to compare unverified
annotations to verified in training and testing videos. When all the annotations
from a frame are verified, the user can create new annotations. This is useful when
something of interest is not annotated. Note that annotations outside the collection
are also displayed.
On a single frame, there can exist multiple annotations, as shown in Figure 4.2. Five
color groups are used to display the different bounding boxes – see Figure 4.1 and the
list below.

• Red: Hovered with cursor
• Green: Verified in Collection
• Blue: Ignored / Outside of Collection (user)
• Yellow: Ignored / Outside of Collection (Model)
• Orange: Currently Unverified in Collection

Red is used to display the annotation that the user is hovering over with their cursor.
The user has the option to delete the hovered annotation. Green is used for annotations that are already verified and are part of the collection. Orange is the newest
displayed annotation on the video frame and contained within the collection. The
other two colors are for annotations outside the collection.
Blue is for ignored / outside of collection (user) group. These are annotations made
by a user on the same video frame, but do not exist inside the collection. Yellow is
for the ignored / outside of collection (model) group. These are similar to the blue
annotations but are made by tracking or a model.
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These two types of annotations are displayed for two reasons. First, the verifier can
add additional annotations to the frame. If the concept they are trying to add to
the video frame already exists, but is outside the collection, the user would create
duplicates. Allowing the user to see these annotations avoids adding duplicates.
Second, when training the model, it needs to see all the annotations of the concepts
it is trying to learn. For example, the model is training on a crab collection, there
may be a frame which has crabs on it that are outside the collection. By loading in
all the crabs on the frame, the model is not punished for predicting a crab that is
actually there, but not in the annotation collection. The only case when this would
happen is if the crab was not actually annotated.
Loading in these annotations is also helpful for training negative reinforcement. For
example, a model is predicting crabs and it keeps misidentifying starfish as crabs,
one can train on a starfish collection. This shows the model more images of starfish.
If the model continuously predicts starfish as crabs, the model will be penalized
and the weights will be adjusted. Since the starfish collection only contains starfish
annotations, the annotations of crabs are not within the collection. Since the model
is trying to identify crabs, the model only trains on the collection’s annotations, the
model would be punished for correctly identifying a crab. By including annotations
outside of the collection that appear on the same frame and are a model’s concept,
crabs that appear on the same frames as starfish are accounted for.
Once the user has verified all the annotations of a video frame and added new annotations, they will verify the entire frame by clicking next and clicking “verify” on
a pop-up. The website keeps track of the next frame to show by marking frames as
verified in the database. The next frame that is displayed is based on video id and
time. In this way, the verifier is shown a new unverified frame from the collection
every time they start verifying.
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Figure 4.2: Example of user verification.
Verify sub-tab with user verifying a Chinonoecetes Tanneri (crab).
Verified frames are given greater training priority. This means that if a collection is
being verified and used for training, then the annotations that were verified are chosen
before annotations that were not looked at. The priority is determined by whether
the annotation’s label or bounding box position was changed. A change in the label
is given the same priority as a change in position. However, if both are changed, the
priority is even greater. Having different priority is helpful when training models.
For example, if the model was trained before the collection was verified, it may have
learned incorrect data. By giving corrected data priority, the model learns these
changes faster.
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4.4

Report Tab

The report tab shows all annotations, verified only annotations, or unsure annotations
sorted by video, concept, and/or annotator. The result is shown in a tree that can be
expended or collapsed. Once an annotation is displayed, the user has the option to
modify it, delete it, or watch the tracking video that is associated with the annotation.
This tab can be used to examine the work that is done by the different annotators
because it shows counts relative to the chosen sorting order.
Alternatively, if the result is sorted by concept, then one can see the total number
of annotations for each concept (see Figure 4.3). This tab is useful as a learning
tool because it can display all the annotations with trackings for each concept. The
similarity between this tab and the verify tab are obvious: both tabs can be used to
view and change annotations. However, the verify tab shows the annotations one at a
time and its main purpose is to double-check each annotation. Conversely, the report
tab is useful not only to examine individual annotations, but also see to a summary of
the annotation count by concept, annotator, or video (similar to the count operator
in relational databases).

4.5

The Model Tab

The model tab shows all available models. There is a “+” in the top right of the tab
that can be used to create a new model. If pressed, a new popup window opens where
the user types the model name, the concepts that are part of the model (directly
specified, or specified using a concept collection) and the verification videos. The
verification videos must be videos that are fully annotated and that contains some of
the model’s concepts. It is preferred to have at least 50 of each of the concepts the
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Figure 4.3: The report tab.
The report tab of the top concepts relative to number of annotations.
model is identifying in the verification video. No annotations in verification videos
are used to train the model. The videos can be chosen from a list or an existing video
collection can be selected. After a model is trained, the verification videos are used to
verify the accuracy. For example, for each concept of the model, the following values
are calculated: true positive (TP) predictions, false negative (FN) predictions, false
positive (FP) predictions, precision (P), recall (R), F1 score, the number of predicted
concepts, the ground truth number of concepts as annotated by biologists, and the
count accuracy. These numbers are used to access the quality of the model and guide
the user whether additional training data is needed.
For each model version, there is a “train” button that creates a new version of the
model. Each model starts at version 0, with the initial weights based on the COCO
dataset [26]. Once a training job completes, a new model version is created. If this
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is the first training job from the initial model (version 0), the next model would be
version 0.1. At this point the user can start training from the initial model, 0, or the
new model, 0.1. If another training job starts from version 0, the new model version
would be 0.2, since 0.1 already exists. If a training job starts from version 0.1, the
new model version would be 0.1.1, since the weights are based from version 0.1. This
versioning system allows one to reuse older models and keep track of what training
settings works best. This is really helpful in the case that one has a good model, but
would like to continue to train it. If the training session produces a worse model, the
original is always kept the same. The training setup is explained next.
Once the “train” button is pressed, a new popup window appears that asks for the
name of the annotation collection, the number of epochs to train, and the number of
images to use. Note that the annotations from the verification videos are excluded
from training. After the training session begins, the button’s text is changed to
“training.” If the “training” button is pressed, information is displayed about the
training (e.g., current epoch for the training stage or video being annotated and
percent progress for the verification stage). Once the training has finished, the verification stage begins. The model is run on each verification video. This processes
is parallel, which means that many verification videos are processed at once with a
separate model for each video. Each model predicts on a single verification videos,
so multiple videos generate at the same time. This speeds up the process when there
are more than one verification video. Once everything is finished, a new version appears under the model. The web page displays a tree of versions for each model. For
example, Version 2.3 is the third version that is created from the second version of
the model.
Each model version has a “predict” button that allows one to use the trained model
version to annotate a new video. The result of running “predict” generates automatic
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annotations on a new unwatched video. An annotation collection is created to store
these annotations. The collection’s name contains information such as the model,
the version, and the date of the predict session. In addition to the annotations, a
new computer-annotated video is created, which shows the annotated concepts with
bounding boxes throughout the video.
There is also a “video” button for each model version that shows the videos that are
generated for the specific model version: the prediction videos and verification videos.
The annotated video shows the annotated concepts with bounding boxes. The boxes
are displayed based on how long the model was able to track the object. Below each
box the label of the concept and confidence of the model’s prediction are displayed.
Note that for each concept appearance, the model makes new predictions every ten
frames that are compared with annotations generated using the tracking algorithm
[21]. More details on how the annotation videos and the automatic annotations are
generated are presented in Chapter 5.
An information button is also associated with each model version. When pressed,
one can see the precision, accuracy, F1 score, and count accuracy of each concept
on the verification videos. If these numbers are good, then one can assume that the
model is good. If they are not, then there are two options. First, one can verify
the output annotations of the model using the verify sub-tab. Then, one can retrain
the model with the verified annotations. In the spirit of reinforcement learning (e.g.,
[31, 40]), corrected annotations are given a greater weight when creating the new
model version. The second option would be to create a new model version by training
a neural network with the existing weights on an additional annotation collection.
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4.6

Account Tab

The account tab has three sub-tabs: Profile, Create Users, and Users. The Profile
tab allows the user to change the current password. The Create User tab allows one
to create a new user, which can be an annotator or an admin. Only admin users have
access to some of the functionality, such as training models. Lastly, the Users tab can
be used to monitor the work of the annotators. Specifically, it can show the number of
annotations and verification for each user, concept, and time period. This is helpful
to make estimations on how many annotations of each species are generated. It also
gives insight on whether the biologist are working hard and if they need guidance to
focus on a specific task.

4.7

Website Workflow

In order to connect all the website tabs, examples from two different users are explained below.
Supervisor:
Once the supervisor signs into the website, they are shown summary statistics through
the account tab. This shows the human annotations collected from the past month
by concept. If they would like more annotations for a certain concept, the supervisor
can view videos from the annotate tab. They can mark videos in the video list that
contain the concept.
The supervisor is also responsible for models. They are able to see what the latest
model accuracy metrics are in the model tab. If they would like to improve the
model’s performance, then they could create annotation collections for verification
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in the collection tab. They can then retrain a model, or use it to generate models
annotations, which could also be used for verification and training.
Biologist:
Once the biologist signs into the website, they are shown their personalized account’s
statistics. This allows them to track how long they have been working and the
amount of annotations they have created. They can make more annotations by using
the annotation tab and watching videos. If they see a bad quality video, they are
able to report it through the video list and leave a comment on why its bad. The
biologist can view the annotations they made in the report tab, which allows them
to monitor and correct their own work.
If a biologist sees a new concept, which was never labeled before, they can add it to
their concept basket, either by searching for it by name in a pop-up window, or by
using the concept tab if they do not know the concept’s scientific name. The concept
tab allows them to find concepts by clicking through drop-down menus for related
concepts.
The biologist can also select verify in the annotation tab. First, they view annotation
collections. For each collection, they see what it contains, and comments from other
users. Once they select an annotation collection, they are taken directly to the first
unverified video frame within the collection. Then, they verify each annotation on
the frame one-by-one. Once they are done verifying all the existing annotations, they
are able to go to the next frame or add any missing annotations.
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4.8

Summary

Chapter 4 provided a summary for each feature of the website, which was used for data
collection and model building. The website’s annotation tab allowed for biologists to
make annotations and verify them. The model tab allowed for a supervisor user to
build object detection neural networks and monitor them through verification videos
and metric output. The perspective of each user was further explained in website
workflow, Section 4.7. Chapter 5 explains how JavaScript video frames are synced to
a Python environment and prior automatic video annotation algorithms.
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Chapter 5
AUTOMATIC VIDEO ANNOTATIONS

5.1

JavaScript Video Compression Fix

The website uses a HTML5 video tag to display deep-sea videos, due to video compression, the video may play at a slightly different speed each time it is run. For
example, I setup two computers to watch the same video and paused at the 10 second
mark. Even though the video progress bar displayed 10 seconds, the frames were
slightly different. This became a problem when a user annotated a concept. Concepts appeared at the top of one screen, but the bottom of another. In the following
section, I will explore this problem and a possible solution.
The HTML5 video tag has an attribute called currentTime. This attribute returns a
float-point value representing the playback time in seconds. The moment an annotator
paused the video, this value is stored in the database to track the annotator’s progress
throughout watching the video. It is also used to store when an annotation was
made. When an annotator pauses a video, draws a bounding box, labels the concept,
and submits an annotation to the database, the video id and time are also sent.
The developers initially believed this would allowed them to recall the exact video
frame the annotator saw when making the annotation. Additionally, an automatic
screenshot of the video frame was taken, as seen from the browser. This took up a
significant amount of storage.
The website primarily used the screenshots for the application features and model
training. The application’s report tab and verification tab uses still video frame, so
it is normally retrieved from storage. During training, the pipeline gathered video
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frames from storage in order for a model to examine them. The database would
contain the relevant labels and bounding boxes for each frame. The algorithm used
only the screenshots from the storage.
The algorithm was not able to use the video frames from storage because it needed
to embed the bounding box on the video of the exact frame of the annotation. In
order to calculate this, the algorithm used the annotation’s currentTime from the
database and the following formula.

F rame N umber = currentT ime ∗ F P S

Once the software team viewed the resulting video, sometimes bounding boxes appeared sooner than the actual concepts. This is when the software team started
investigating the issue of the currentTime attribute inconsistency.
Another problem is that it is difficult to develop a website that correctly identifies
the frame in the video where an annotation is made. This may be related to the way
the video is compressed and displayed by JavaScript. In order to fix this problem,
the algorithm had to match the currently displayed frame in the web browser to the
frames in the video around the annotation time in order to identify the correct frame.
Note few facts that may have made the currentTime attribute inconsistent. First,
MDN Web Docs states, “To offer protection against timing attacks and fingerprinting,
browser may round or otherwise adjust the value returned by currentTime[32].” This
is an issue because rounding currentTime may give the wrong frame number in the
formula above. The other issue is that different browsers handle currentTime in
different ways. Some may round the video’s FPS that can effect currentTime and
which frame it is displaying. There has been an ongoing GitHub issue that discusses
the many problems currentTime has with being inconsistent [41]. There was even
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a conference presentation discussing the issues [9]. In these discussion, they proposed
ways to make frame calculations more consistent.
The first theorized method is for the Chrome browser, which uses ffmpeg for video
decoding [43]. For most of the videos, the FPS is 29.97, but in order to sync the
videos to most monitors refresh rate (60 Hz), Google rounds the FPS to 30 FPS. This
meant, for any annotation made on the Chrome browser, one could simply rescale
the currentTime to the real FPS, which would give the correct frame number in the
calculations. This is the formula to rescale the currentTime: real currentT ime =
(currentT ime/30) ∗ 29.97. However, this did not fix the problem. Some bounding
boxes were appearing too early and others too late, which meant that the issue was
not caused by simply rescaling the FPS. This may have been due to annotations using
a variety of internet browser that all handled currentTime differently.
The second theorized method was using another framework to calculate the correct
frame number. At the time the software team were searching for a solution, only a single GitHub project for calculating frame number existed [8]. This project calculated
a drift value, the difference between the initial loading and current currentTime of
the video. Using the drift value, it would attempt to compute an approximation for
the frame number. This was not worth implementing because it still uses currentTime in the calculation and if a video started anywhere after the start, the algorithm
would still miscalculate the frame number. Recently, there has been development of
an attribute called requestVideoFrameCallback that would allow developers to
perform efficient per-video-frame operations on video [39]. However, this is still an
experimental feature and not supported on all web browser.
The website’s solution involves comparing the screenshot in storage to frames around
the currentTime. These calculations were preformed in Python using OpenCV to
achieve precise video frames and times. The scikit-image function compare SSIM,
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which computes the structural similarity index measure (SSIM), was used to measure
the structural similarity index between two images, as seen in Figure 5.1.

Figure 5.1: Similarity scores between video frames.
The algorithm attempts to search frames three seconds before and after the annotation’s currentTime. This is done in an efficient way that will stop searching if a
match is found. Algorithm 1 explains the frame matching.
Post frames are sorted ascending in time and prior frames are sorted descending in
time. This allows the algorithm to search for frames around the currentTime first.
The three second time span and 0.9 threshold was chosen based on experimenting on
a set of 10,000 annotations. In this experiment, a large width of time (15 seconds)
was chosen and the algorithm calculated which frame had the highest score. In over
99% of the experiment annotations, the greatest similarity score was found within
three seconds of the annotation’s currentTime. The maximum threshold tended to
be above 0.9. The 0.9 threshold was confirmed to be sufficient to match the frames
by visual inspection. Using the algorithm above fixed most of the currentTime
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Input: Three seconds of frames before and after the annotation’s
currentTime and the screenshot.
Output: Updated currentTime.
1 Match-Frame(prior frames, post frames, s3 image):
2
total frames ← 3 * 29.97
3
best frame ← None
4
best score ← 0
5
for n ← 0 to total frames do
6
prior score ← compare ssim(prior frames[n], s3 image)
7
post score ← compare ssim(post frames[n], s3 image)
8
if prior score > 0.9 then
9
return Found matching frame
10
end
11
if post score > 0.9 then
12
return Found matching frame
13
end
14
if prior score > best score then
15
best frame ← prior frames[n]
16
best score ← prior score
17
end
18
if post score > best score then
19
best frame ← post frames[n]
20
best score ← post score
21
end
22
end
23
return best frame
Algorithm 1: Match-Frame: finds the video frame that is most similar with the
screenshot.
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bugs, and the verification videos started to match up with the actual concept. This
was a reliable way of determining the frame when an annotation occurred. With
this information, the algorithm was able to match up model predictions to human
annotations.

5.2

Video Processing Algorithm

First, how to calculate how two bounding boxes overlap is explained. This is important during tracking and model prediction, but also for verification of model accuracy.
The Compute IoU algorithm is used to calculate bounding box overlap.
Compute IoU
Input:
1. boxA: A list of coordinates of a bounding box e.g [x1, y1, x2, y2]
2. boxB: A list of coordinates of a bounding box e.g [x1, y1, x2, y2]
Output: IoU: The area of intersection between the two bounding boxes divided by
the area of their union.

Figure 5.2: IoU (Intersection over Union) is the area of intersection between the two bounding boxes divided by their union.
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Input: Two bounding boxes.
Output: Intersection over Union (IoU) between the two bounding boxes.
1 Compute-IoU(boxA, boxB):
2
/* compute the area of intersection */
3
interArea ← |boxA ∩ boxB|
4
if interArea = 0 then
5
return 0
6
end
7
/* compute the area of union */
8
unionArea ← |boxA ∪ boxB|
9
/* calculate intersection over union */
10
IoU ← interArea / unionArea
11
return IoU
Algorithm 2: Compute-IoU: computes a single IoU between two boxes. By using
matrices and vectorized operations it is possible to calculate the IoU of multiple
boxes at once, which improved the speed of the algorithm.
In the software, IoU is used at a variety of levels to indicate overlap. Overlaps
are useful for comparing tracking bounding boxes and model predictions. If two
bounding boxes have an IoU greater than 0.5, they are considered to be the same
object. Overlaps are useful in model verification as well. If a human annotation
overlaps with a model annotations, then this is evidence that the model made a
correct prediction. The algorithm for annotating deep-sea videos relies on computing
IoUs.
The heart of the website is an algorithm that creates the computer annotations. It
is shown in Algorithm 3. The input to the algorithm is a trained model (i.e., a
CNN with trained weights) and an unwatched video. The model is trained on a
concept collection using an annotation collection. The algorithm produces a set of
annotations. An annotation is characterized by the frame ID, bounding box (x, y
pixel coordinates of the top left and bottom right corner), object ID, concept ID,
and confidence. The concept ID identifies the concept in the video, while a new
object ID is created for each occurrence of a concept in the video. For example, if
a starfish appears in the video and then it disappears after few frames, than this is
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one occurrence of the concept and it is assigned a unique object ID. The algorithm
also maintains an array of current tracked objects. For each object, a unique object
ID, the the bounding box for each fame, and the computer generated annotation
for each 10th frame (this was chosen to make the algorithm faster) is stored. The
goal of the tracking array is to ensure that all annotations from the same tracking
are tagged with the same concept ID. After the object is done being tracked, the
object’s concept ID is chosen by finding the concept ID with the highest average
model predicted confidence.
Input: A video, a trained model, prediction confidence threshold, and the
threshold for considering two objects to overlap.
Output: A collection of objects in the videos, called tracked objects.
1 Create-Computer-Tracked-Objects(video, model,
confidence threshold, IoU threshold):
2
tracked objects ← []
3
/* trackings is updated in the update function below */
4
trackings ← []
5
for frame ∈ video.getFrames() do
6
/* This is skipped when tracking is empty */
7
for tracking ∈ trackings do
8
bounding box, status = tracking.update(frame)
9
if status == True then
10
tracking ← tracking ∪ bounding box
11
tracking.tracking duration += 1
12
end
13
else if status == False or tracking.tracking duration > 30
or the object was tracked for over 6 seconds then
14
tracked objects ← tracked objects ∪ tracking
15
remove tracking from trackings
16
end
17
end
18
if frame.getNumber() % 10 = 0 then
19
mAnn ← model.getAnnotations(frame)
20
Update(mAnn, trackings, confidence threshold,
IoU threshold)
21
end
22
end
23
return Calibrate(tracked objects)
Algorithm 3: Create-Computer-Tracked-Objects: generates a collection of
tracked objects that appear in a deep-sea video.
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Algorithm 3 starts by initializing the array of tracked objects and trackings as empty
arrays (Lines 2-3). Next, the algorithm performs a one-pass scan of all the frames
in the videos (Line 5). This implies that the algorithm is linear and relatively fast.
In practice, it takes about 20 minutes to automatically annotate a 15-minute video.
Next, the algorithm iterates through all current trackings (Line 7) and check if tracking extends to the current frame (Line 8-7). If this is the case, then the algorithm
adds the bounding box from the current frame to the tracking (Line 10). The algorithm accounts for how long the object was tracked without a model prediction
confirming something is there (Line 11). Otherwise, the object can not be found in
the new frame and tracking has ended (Line 13). Accordingly, the algorithm adds
it to an array of detected objects (Line 12) and removes it from the list of current
trackings (Line 15). In order to make the algorithm fast, the RetinaNet model only
predicts on every 10th frame (Line 17). The mAnn variable stores all the annotation
for the current frame (Line 19). Line 20 checks if the current model annotations overlap with any trackings. If a model annotation overlaps with a tracking object, then
the algorithm updates the tracking object’s data with the overlapping predictions. If
a model annotation does not overlap with any tracking object, the algorithm adds
the model annotation to trackings as new objects. This function is further explained
in algorithm 4. Lastly, Line 23 calibrates the annotations by picking the concept
with the highest average confidence among each tracking and then tagging all the
annotations along the tracking with this concept.
The create computer annotations method calls two auxiliary methods. The first
one is the update method, which updates the tracking data (see Algorithm 4). The
method is called with the computer annotations and tracking data for the frame.
First, the method iterates over all the annotations (Line 2) and check if there is an
overlap between the bounding box of an existing tracking and a computer annotation.
If an the model’s confidence in an annotation’s correctness is below the prediction
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Input: Model predictions from current video frame, tracking bounding boxes
from the current frame, prediction confidence threshold, and the
threshold for considering two objects to overlap.
Output: Updates trackings
1 Update(annotations, trackings, confidence threshold,
IoU threshold):
2
for annotation ∈ annotations do
3
if annotation.confidence < confidence threshold then
4
continue
5
end
6
if annotation.getBoundingBox() overlaps with
tracking.getBoundingBox() by IoU threshold for some tracking
in trackings then
7
tracking = tracking ∪ annotation
8
tracking.tracking duration = 0
9
end
10
else
11
tracking ← new tracking starting at frame with bounding from
annotation
12
tracking ← track object on frames before the model detection
for a maximum of three seconds
13
trackings = trackings ∪ tracking
14
end
15
end
Algorithm 4: Update: update the current frame’s trackings with new model
predictions and create new tracking objects.
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threshold, it is ignored (Line 3-4). Line 6 check is the annotation’s bounding box
overlaps with a tracked object’s bounding box. Two bounding boxes overlapping
when the IoU is more than 20%. If there is an overlapping tracking object, then
Line 7 adds the new model predictions to the overlapping tracking. Line 8 resets the
tracking duration, the amount of frames the object has been tracked without being
confirmed by a model prediction. Line 10 covers the case when there is an object that
is recognized by the prediction algorithm in the current frame, but there is no tracked
object that overlaps with it. If the model prediction’s confidence is higher than the
confidence threshold and it does not already exist as a tracked object, it is considered
a new object. In this case, Line 11 creates a new tracking for this object. The object
is tracked on frames before the model annotation occurred (Line 12). Finally, the
object is added to the list of currently tracked objects (Line 13). A tracking object
is a series of bounding boxes that are derived by tracking an initial human or model
generated annotation. This is shown in Figure 5.3.
Note that a new tracked object automatically gets a new object ID. By using an initial
bounding box, the tracking algorithm searches for the pixels inside the bounding box
on sequential frames. Every time a new tracking object is created, the algorithm
tracks the object on frames before the model first detected its appearance. By tracking
before the time of the detection, the tracking algorithm generates more detections
before the model was able to identify its first appearance. This is helpful if the model
failed at making a detection or when the model does not predict every non-10th frame.
Lastly, the calibrate method reassigns the concept labels of the computer-generated
annotations. In particular, the method first finds all annotations that trace an object
(Lines 1-2). It then finds the average confidence for each concept in the tracking,
pick the concept that has the highest confidence (Line 4), and use this concept to
relabel the annotations along the tracking (Line 5). For example, if along a tracking
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Input: Model annotations from a video.
Output: calibrated annotations
Calibrate(annotations):
for objectID ∈ annotations.getObjectIDs() do
nAnnotations ← all annotations with objectID
find average confidence for each concept in nAnnotations
conceptID ← concept with highest average confidence
change the conceptID of all annotations in nAnnotations to
conceptID
end
return annotations
Algorithm 5: Calibrate: find the most likely concept ID per object.

the machine-learning algorithm recognizes a concept A with confidence 0.2, a concept
B with confidence 0.3 and then a concept A with confidence 0.5, then the algorithm
will relabel all concepts as A because the average confidence for A is 0.35, while the
average confidence for B is 0.3. Note that only the annotation in the middle for each
tracking are stored in the database, while the the other annotations are derived using
the Kernelized Correlation Filter tracking algorithm.

5.3

Summary

Chapter 5 explained how JavaScript video frames are synced to a Python environment and a prior deep-sea annotation algorithm [10]. JavaScript video frames are
synced with Python video frames by comparing JavaScript screenshots and OpenCV
video frames in a Python environment. The similarity between two frames are measured using scikit-image’s compare SSIM function. The prior deep-sea annotation
algorithm uses a neural network to generate object detections and tracks them with
the Kernelized Correlation Filter tracking algorithm to create tracked objects. Each
tracked object is considered a single appearance of a concept. The label is the concept
with the highest average model prediction confidence. Chapter 6 introduces the neu-
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ral network used in the thesis’s deep-sea annotation algorithm and two hierarchical
classifications methods.
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Figure 5.3: The tracking algorithm tracks human annotations forward and
backwards from the time the annotation was made.
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Chapter 6
HIERARCHICAL CLASSIFICATION

Neural networks can have difficulty recognizing concepts that appear visually similar.
CNNs and other similarly designed networks for image detection scan images with a
kernel; this is a matrix smaller than the image. Each scan with the kernel is used
to gain information from sections of the input image. If two concepts have similar
features within a kernel, it becomes difficult for the model to distinguish the two.
To illustrate this problem, consider identifying two closely related concepts from the
same family of species, as shown in Figure 6.1. Imagine the task of distinguishing
between the two types fish using the kernel method. The fish have a distinguishing
feature, one has thicker lips, the other features look the same. It is the responsibility
of a single kernel to identify this distinguishing feature and it may be lost by max
pooling or dropout layers. Because of these reasons, a model focusing on textures has
difficulty distinguishing the two concepts. This results in a split confidence between
the two concepts or a higher confidence in the concept the model was trained most
on. This issue was experienced as shown in the experimental results of the thesis
(Chapter 7).

Figure 6.1: Two species of Cichlid.
These two species of Cichlid live in the same lake, but have developed different lip
types. Source [38].
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(a) Funiculina

(b) Umbellula Lindahli

Figure 6.2: Funiculina and Umbellula Lindahli screenshots
Two side-by-side screenshots from deep sea videos, depicting Funiculina and
Umbellula Lindahli
The two concepts, Funiculina and Umbellula Lindahli, are from the same order of
taxonomy. Both have similar colors and texture. They appear as stick-like plants
attached to the ocean floor. Both are shown in Figure 6.2.
Although the images are easily classified by the human eye, computer object detection
models, which emphasize texture and color, often have difficulty classifying them.
This is a greater issue when there is an imbalance of training data. For example,
if the training data consisted of 70% Funiculina and 30% Umbellula Lindahli, the
neural network would have an advantage of guessing Funiculina 100% of the time. If
two concepts are difficult to distinguish, the one that appeared most in training data
is normally the one that the model identifies.
Another issue is the quality of the images. Some days the camera is further away
from the ocean floor. This makes the concepts appear smaller. Some days weather
condition are stormy. Sand is tossed around covering the ocean floor and the deepsea concepts. As the quality of the images decrease, it makes the kernel’s feature
extraction more difficult. Without the distinguishing features between concepts, it
becomes difficult to make correct classifications and the model’s confidence drops.
The overall problem is that often the model is confident that a concept is there, but
it is confused between closely related concepts. Since there was prior knowledge that
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the model is identifying two closely related concepts, these relationships needed to be
embedded within the algorithm. This led to development of object detection methods
that makes a hierarchical relation between two or more related concepts.
By combining closely related concepts in a hierarchy, similar to a topological tree, the
hypothesis is that the model would have higher precision and recall. For example,
Funiculina and Umbellula Lindahli are closely related in a topological tree. If the
model was confused between labeling Funiculina or Umbellula Lindahli, it would still
classify the object as a hierarchical parent concept.
The website implemented this in two ways. First, during a single frame prediction
there may be overlapping bounding boxes of related concepts. If they overlap by a
large amount, the algorithm combines them. For each overlapping sibling concepts,
the algorithm gives more confidence to a parent. The second method uses object
tracking. If a model prediction overlaps with a tracked object and they are siblings,
the predictions is given more confidence. Before the two methods are explained indepth, the neural network architecture (RetinaNet) that used to generate predictions
is defined next.

6.1

RetinaNet Network Architecture

RetinaNet is a one-stage detector, which means it uses a single network (consisting of
sub-networks) to make predictions [25]. Before the development of RetinaNet, twostage detectors, such as Faster R-CNN, outperformed one-stage detectors. Two-stage
detectors use two networks to make predictions. One network generates candidate object locations and another network classifies each candidate. RetinaNet uses a simple
architecture with an improved loss function that outperforms two-stage detectors.

47

Figure 6.3: The RetinaNet network.
RetinaNet network uses (a) a feedforward ResNet architecture to generate levels of
(b) a Feature Pyramid Network (FPN). Two subnets are attached to each level of
the feature pyramid, (c) one for classification and (d) one for bounding boxes.
Source [25].
The RetinaNet network consists of four main parts. The first two parts use standard
convolutional networks to build a rich feature representation of the original input
frame. The first part uses ResNet to extract features. This starts from the input image
(sparse in features) and builds into representations that are more dense in features.
These levels of dense features are used to generate a rich, multi-scale convolutional
feature pyramid. This pyramid is built starting at the most dense representation of
the ResNet network’s output. After the first pyramid level, the next level uses the
previous and the corresponding ResNet output. This builds representations that are
large in dimension but rich in features because they were built using the previous
feature dense layer.
The next two parts use two subnets to generate predictions: bounding box and classification. Bounding box priors (called anchors) are positioned per spatial location on
dense feature frames. At each location, the anchors vary in sizes and aspect ratios.
The optimal size and ratios of the anchors can be derived by the shape of the concepts
that are expected to be detected. Anchors at high density feature frames are able to
be rescaled to the original input image size, as seen in figure 6.4. These anchors are
used for two subnets.
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Figure 6.4: Example of bounding box priors.
Bounding box priors (anchors) positioned on a video frame. Note: This is only one
location. Every spatial location has anchors in that range of size and ratio.
The first subnet classifies the concept. This subnet uses convolutions filters and ends
with an activation function. The result gives the probability of an object presence at
each anchor. The second subnet resizes the anchor box. The goal for this subnet is to
estimate how the anchor box would be changed in order to match the ground-truth
object. The result gives four outputs per anchor box.
Having multiple anchor boxes per spatial location on each level of the dense feature
pyramid, results in thousands of predictions. Most of these predictions are not anchored to a concept, which means they are highly confident that nothing is there.
In order to effectively train the network, a loss function that ignores high confidence
detections (easy examples) and highlights low confidence detections (hard examples)
was chosen: Focal Loss (FL).

F L(pt ) = (1 − pt )γ log(pt )
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This looks like an ordinary cross entropy loss function, log(pt ), with a term in front,
(1 − pt )γ . This term allows for this loss function to ignore easily classified background
predictions and highlight harder examples. For example, if the confidence is high,
pt → 1, the FL results in a very low loss. If the confidence is low, pt → 0, the term
is close to 1 and FL looks exactly like the cross entropy function. As the term γ
increases, easy examples with high confidence result in a lower loss. However, there
are still issues with many background detections.
After the network is ran on a video frame, thousands of predictions in every spatial
location are made. In order reduce false positives low confidence bounding boxes
are removed. However, this does not work in some examples. Areas where there is
actually a concept will have many bounding boxes that are highly confident. In order
to reduce these types of predictions, overlapping bounding boxes are compared. If two
boxes overlap with an IOU of 0.5 and are of the same concept, the lower confidence
prediction is removed. This algorithm is called non-maximum suppression (NMS).
An example can be seen below in Figure 6.5 and Figure 6.6.
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Figure 6.5: Anchors grouped into predictions.

Figure 6.6: Non-maximum suppression (NMS) algorithm filters redundant
predictions.
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Once the non-maximum suppression algorithm reduces redundant bounding box predictions, only the most confident unique predictions are left. However, there may still
be overlapping predictions. This occurs when multiple bounding boxes are highly
confident and are of different concept. These types of prediction are used by the
single frame hierarchical prediction algorithm, which is presented next.

6.2

Single Frame Hierarchical Prediction

Each time the model predicts on an image frame, it generates predictions—where it
thinks concepts are located and identifies the concept that is most likely contained in
a given bounding box. Each model prediction has a location, confidence, and concept
ID. The algorithm from the previous chapter filtered through the model predictions
keeping only confidences of at least 50%. Single frame hierarchical prediction accounts
for model predictions that does not meet the the confidence threshold, but overlap
with other predictions of related concepts that give additional confidence.
The method combines predictions of related concepts (called a concept collection)
that overlap with an IoU of at least 50%. The prediction hierarchy is built using
seven main steps:

1. Create a set, known as a concept collection C, of related concepts, c ∈ C.
2. For all model predictions p that have confidence less than the threshold, make
groups G with IoU ≥ .5.
3. Filter each group g ∈ G to contain only model predictions p ∈ g for concepts
within the collection pconcept ⊂ C.
4. Filter the predictions in a group p ∈ g, to have at most one of concept of each
type by keeping the most confident prediction of each concept.
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5. For each model prediction in a group p ∈ g, calculate the probability of uncertainty using the complement probability rule, puncertainty = 1 − pconf idence .
6. By the multiplication rule of probability, the product of the misclassifications
Q
for a group, P r(M ) =
puncertainty , is the probability all the model predictions
p∈g

within a group are missclassified.
7. Calculate the probability that at least one of the model predictions in the group
made a correct classification, P r(C) = 1 − P r(M ).
8. If P r(C) is greater than the confidence threshold, then it is considered. If not,
all predictions in the group g are ignored.
9. Keep the most confident proposal in the group labeling its confidence as P r(C)
and concept as the collection.

Since each prediction’s confidence and bounding box is independently calculated from
one another, the algorithm treats each prediction as independent. This is based on
the neural network architecture. Each prediction contains slightly different features
that could come from different levels of the RetinaNet network’s feature pyramid.
If there are a large number of overlapping predictions, then there is a higher chance
that something actually existing there. Even if these predictions do not meet the
confidence threshold, they could be meaningful. By calculating the probability that
at least one of these predictions is correct, the algorithm highlights the additional
confidence that clusters of predictions provide. However, this does come with the
cost of creating more false positives. In order to reduce over-predicting, the algorithm
chooses to ignore clusters of the same concept and only considers the most confident
prediction of each type of concept within a collection.

53

This formula is used to recalculate confidence:

Pnew = 1 − ((1 − P1 ) ∗ (1 − P2 ) ∗ ... ∗ (1 − Pn ))

Pnew is the probability that at least one of the overlapping predictions is correct. Pi
is the confidence for one of the overlapping model predictions. This formula be used
for any size n concept collection.
In Figure 6.7 there are two examples of a single frame hierarchical prediction. For
these two examples, a concept collection with two concepts is used, (1 and 2), with
confidence threshold of 0.5. In Group 1, there is a group of three predictions. The
most confident prediction for Concept 1 is highlight in red. The predictions do not
meet the threshold of 0.5. However, when the probability of at least one of these
being correct is calculated, 1 − ((1 − 0.4) ∗ (1 − 0.3)) = 0.58, this meets the threshold
for Group 1. The most confident prediction is kept and the others are removed.
In Group 2, there is another group of overlapping predictions of all the same concept.
The most confident one is highlighted in blue and has a confidence of 0.3. The rest of
the predictions are ignored, since only the most confident prediction for each concept
in a collection is considered. The probability is then calculated as 1−((1−0.3)) = 0.3,
which does not meet the threshold. This cluster of predictions is entirely ignored.
Another example is shown in Figure 6.8. This is from a real video frame. The orange
bounding box, confidence 0.3, shows a prediction for a Funiculina. The red bounding
box, confidence 0.4, shows a prediction for a Umbellula lindahli. The two concepts
are part of a concept collection. Since the two bounding boxes overlap, IoU > 0.5,
the confidence is recalculate to be 1 − ((1 − 0.3) ∗ (1 − 0.4)) = 0.58. The more
confident bounding box is kept and given this confidence level and labeled as the
concept collection.
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Figure 6.7: Two examples of how single frame hierarchical prediction
groups predictions.
Algorithm 6 shows pseudocode for how the confidence for a group of overlapping
predictions is recalculate.
Algorithm 6 starts by initializing a product variable to 1 (Line 2). This variable starts
at 1 because it stores the product of the compliment confidences. At Line 3, the
algorithm loops through each concept in a given concept collection. For each concept
in the collection, the algorithm finds the prediction with the highest confidence level
(Line 4). Next, it multiplies the compliment confidence, (1 − conf idence), which
represents the probability that prediction is incorrect, with the running total product
for that group (Line 5). If a concept does not appear in the group of proposals, it
is ignored in this running product. After each concept in the collection is accounted
for, the algorithm checks if 1 − product, which represents the probability that at
least one of the predictions in the group is correct, is greater than the confidence
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Figure 6.8: Single frame hierarchical prediction on a video frame.
threshold (Line 7). If there is enough confidence, then the prediction with the greatest
confidence is selected (Line 8). This prediction is reassigned a new confidence (Line 9)
and a new concept label (Line 10). The new label represents a concept collection
prediction. The new confidence is the probability that at least one of the predictions
in the group of predictions is correct. This relabeled prediction is then accounted for
in Algorithm 3, which creates new tracked objects.
Figure 6.9 shows how the single frame hierarchical prediction fits into the original
algorithm. After every model prediction, which occurs every 10th frame, the algorithm
calculates overlap to find prediction groups. Next, Algorithm 6 is used to recalculate
the prediction confidence and reassigned concept labels. The new prediction is treated
as an annotation in the original algorithm update method, Algorithm 4. Algorithm 7
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Input: A group of bounding boxes which have lower confidence than the
threshold and overlap with IoU > 0.5, a collection of concept, and a
detection confidence threshold.
Output: The proposal with max confidence is changed so its confidence is
the product of the group and is labeled as a collection.
1 Predict-Hierarchical(group, collection, threshold):
2
product ← 1
3
for concept ∈ collection do
4
prediction ← group[argmax(prediction.confidence &
prediction.concept == concept ∈ group)]
5
product ← product * (1 - prediction.confidence)
6
end
7
if 1 - product > threshold then
8
prediction ← group[argmax(prediction.confidence
prediction.concept ∈ collection ∈ group)]
9
prediction.confidence ← 1 - product
10
prediction.concept ← collection id
11
end
Algorithm 6: Predict-Hierarchical: calculates a new confidence level for bounding boxes that overlap with each other and contain concepts within a collection.
rewrites Algorithm 4 to show how hierarchical annotations are incorporated into the
update function.
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Figure 6.9: Single frame hierarchical prediction after model prediction and
before prediction filtering.
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Input: Model predictions from current video frame, tracking bounding boxes
from the current frame, prediction confidence threshold, the
threshold for considering two objects to overlap, and a list of concept
collections.
Output: Updates trackings
1 Update-Hierarchical(annotations, trackings, confidence threshold,
IoU threshold, collections):
2
groups ← group annotations by IoU > IoU threhold
3
for collection ∈ collections do
4
Predict-Hierarchical(groups, collections,
confidence threshold)
5
end
6
for annotation ∈ annotations do
7
if annotation.confidence < confidence threshold then
8
continue
9
end
10
if annotation.getBoundingBox() overlaps with
tracking.getBoundingBox() by IoU threshold for some tracking
in trackings then
11
tracking = tracking ∪ annotation
12
tracking.tracking duration = 0
13
end
14
else
15
tracking ← new tracking starting at frame with bounding from
annotation
16
tracking ← track object on frames before the model detection
for a maximum of three seconds
17
trackings = trackings ∪ tracking
18
end
19
end
Algorithm 7: Update-Hierarchical: First, update predictions that overlap with
hierarchical confidence. Then, update the current frame’s trackings with new
model predictions and create new tracking objects.

Algorithm 7 is a modified version of the original update auxiliary function, Algorithm 4. The only difference is Lines 2-5. Line 2 calculates groups of overlapping
annotations using IoU. Annotations are considered to be in a group if the overlap is
greater than 0.5. However, this is a hyperparameter that could be easily changed.
A greater IoU threshold could reduce false positives. Line 3 iterates through each
concept collection in the list of concept collections. For each concept collection, it
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calculates the hierarchical prediction confidence for each group using Algorithm 6
(Line 4). This function updates the annotations directly, so there is no return value.
After each concept collection is considered, any significant annotation whose confidence is greater than the threshold will then be considered in the original update
function. In Line 10, if a concept collection annotation overlaps with a tracked object, it will be appended to that object’s model predictions (Line 11). If the concept
collection annotation does not overlap with another tracked object (Line 14), if will
become its own tracked object (Line 15-16). The next section explores a hierarchical
approach using the confidence of tracked objects and model predictions.

6.3

Hierarchical Object Tracking

The second hierarchical method compares model predictions, that do not meet the
confidence threshold with overlapping tracked objects.

It is similar to the first

method, but it uses only for extending existing objects. If a model prediction does
not meet the confidence threshold (and it is not used in a single frame hierarchical
prediction), it becomes a candidate to match a tracked object. After each prediction
has been considered, these candidate predictions are matched with existing tracked
objects using IoU. If a candidate overlaps with a tracked object’s bounding box, that
prediction is added to the object’s model predictions and the object’s tracking is extended. If a candidate does not overlap with anything, the proposal is ignored. This
method tracks hard to identify concepts longer, which results in higher accuracy.
Since this method only considers tracked objects, which already are highly confident
model predictions, the algorithm considers any overlap, at any confidence, to be
significant. This can be explained by the formula to recalculate confidence in the
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previous section:

Pnew = 1 − ((1 − P1 ) ∗ (1 − P2 ) ∗ ... ∗ (1 − Pn ))

For example, compare the confidence between a tracked object (which confidence is
greater than or equal to the threshold) and another overlapping prediction. Therefore,
Pnew = 1 − ((1 − T ) ∗ (1 − P )) where T >= threshold and 0 < P < threshold. As
P → 0, Pnew → T , and T >= threshold, so it is always the case that Pnew >=
threshold. This thesis hypothesizes that any model prediction that overlaps with a
tracked object is evidence that an object is there.

1
2
3

Input: A list of candidate predictions, which have lower confidence than the
threshold, and a list of tracked objects.
Output: Update tracked objects with unconfident but overlapping
predictions.
Tracking-Hierarchical(candidates, trackings, threshold):
for candidate ∈ candidates do
max IoU ←
max
Compute-IoU(candidate, tracking)
tracking∈trackings

tracking ← trackings[argmax(max IoU)]
5
if max IoU > IoU Threshold & candidate.concept ⊂
tracking.concepts then
6
tracking = tracking ∪ candidate
7
tracking.tracking duration = 0
8
end
9
end
Algorithm 8: Tracking-Hierarchical: Update tracked objects with unconfident
but overlapping predictions.
4

Algorithm 8 compares unconfident model predictions with tracked objects. Line 2
iterates through each candidate, which is a model prediction that was considered too
unconfident because it did not reach the confidence threshold in the original update
function, Algorithm 4. For each candidate, the algorithm finds which object shares
the greatest IoU (Line 4) and the IoU value by comparing the candidate with all
tracked objects (Line 3). Line 5 checks two conditions before the candidate can be
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considered a valuable prediction. First, the candidate must overlap with the tracked
object by at least the IoU threshold, which is a hyperparameter that is set before
the model is created. The second condition is whether the candidate’s predicted
concept is in line with previous model predictions for that tracked object. For each
tracked object, all model predictions are stored. The previous model predictions all
meet the required threshold to be considered confident. This means that the model
was confident these concepts were present around the tracked object. If the candidate
shares the same concept as one of these model predictions, then the algorithm believes
that the candidate’s confidence should increase. If these two conditions are met,
overlapping by a certain amount and sharing a concept of a previous confident model
prediction, then this indicates that the object is still there and should be tracked.
Therefore, the algorithm adds the candidate to the object’s tracking (Line 6) and
reset the tracking duration (Line 7). This method, Algorithm 8, is easily built into
the update or hierarchical update function, Algorithm 4 or Algorithm 7, as shown in
Algorithm 9.
The new update, Algorithm 9, changed from the update hierarchical predict, Algorithm 7, in three ways. First, the algorithm stores a list of candidates that start as
an empty set (Line 2). Each time a model prediction is unconfident (Line 8), the
algorithm adds the unconfident prediction to a set of candidates (Line 9). Lastly,
the algorithm calls the method to compare unconfident with currently tracked objects, Algorithm 8 (Line 21). Adding these two hierarchical methods will allow an
unconfident models to make more predictions and track objects longer.
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Input: Model predictions from current video frame, tracking bounding boxes
from the current frame, prediction confidence threshold, the
threshold for considering two objects to overlap, and a list of concept
collections.
Output: Updates trackings
1 Update-Tracking-Hierarchical(annotations, trackings,
confidence threshold, IoU threshold, collections):
2
candidates ← ∅
3
groups ← group annotations by IoU > IoU threhold
4
for collection ∈ collections do
5
Predict-Hierarchical(groups, collections,
confidence threshold)
6
end
7
for annotation ∈ annotations do
8
if annotation.confidence < confidence threshold then
9
candidates ← candidates ∪ annotation
10
continue
11
end
12
if annotation.getBoundingBox() overlaps with
tracking.getBoundingBox() by IoU threshold for some tracking
in trackings then
13
tracking = tracking ∪ annotation
14
tracking.tracking duration = 0
15
end
16
else
17
tracking ← new tracking starting at frame with bounding from
annotation
18
tracking ← track object on frames before the model detection
for a maximum of three seconds
19
trackings = trackings ∪ tracking
20
end
21
end
22
Tracking-Hierarchical(candidates, trackings, IoU threshold)
Algorithm 9: Update-Tracking-Hierarchical: First, update predictions that overlap with hierarchical confidence. Then, update the current frame’s trackings
with new model predictions and create new tracking objects. Finally, the algorithm updates trackings using unconfident model predictions that overlap and
share similar concepts.
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6.4

Summary

Chapter 6 explained the RetinaNet network and two hierarchical classification methods. An overview of the RetinaNet network showed how a single frame prediction
can result in thousands of proposals and how they are combined. The thesis proposes
two hierarchical classifications: Single Frame Hierarchical Prediction and Hierarchical
Object Tracking. Single Frame Hierarchical Predictions combines overlapping model
predictions of related concepts into a parent concept. Hierarchical Object Tracking considers low confidence predictions that overlap with existing tracked objects.
Chapter 7 outlines and explores four experiments.
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Chapter 7
EXPERIMENTS

Forty different neural network models with a range of different settings: verification
videos, concepts, and later with concept collections were created for experiments.
Each model has different versions, which uses different data to train, using annotation
collections. Using these various set-ups, the best method for getting the highest count
accuracy was found. The method that was used to calculate how well the model
preformed is explained in the next section, Section 7.1. The experiments focused on
two main settings: the original automatic video annotation algorithm (Section 7.2)
and the modified hierarchical classification algorithm (Section 7.3). In each section,
each experiment set-up is explained and results are in a following section.

7.1

Validation

A model’s accuracy was computed on a set of verification videos (defined during
model creation). All annotations from a model’s verification videos are excluded
during training. After each training job, all verification videos are run against the
model. This results in a set of tracked objects that the model detected. Each object
is compared with user annotations, using IoU. If a tracked object’s bounding box
overlaps with a user’s box (or the user’s tracking) by 20% or more, then this a TP),
otherwise it is a false positive (FP). If the model does not place a box that overlaps
with a user’s box, then this is a false negative (FN). These numbers are used to
calculate precision (P), recall (R), and F1 score, as shown below.
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P =

TP
TP + FP

R=

TP
TP + FN

F1 =

2·P ·R
P +R

Finally, one can take the number of human annotations (userCount) and compare it
with the number of objects the model detected (modelCount) for each species.

count accuracy = 1 −

|modelCount − userCount|
userCount

These metrics give one an idea of how well the model is performing, without the need
to watch the annotated videos. For further investigation, the website also generate
the verification video with both human and model annotations embedded as colored
bounding boxes. The website used a new way of calculating TP, FP, FN and count
accuracy for each concept when using hierarchical prediction because it requires a
different approach for labeling model detections as concept collections (not individual
concept). The way the model predictions are rewarded and punished for making
correct and incorrect concept collection predictions were changed.
If the model makes a concept collection prediction and a user annotation of a concept within that collect overlaps, the TP of the user annotated concept is increased.
However, since this type of prediction is more generic, the reward is not as great.
This increase is based on the size of the concept collection, as shown in the equation
below.
T Pconcept + =

1
|collection|

This occurs after every correct concept collection prediction. The concepts within the
collection that do not match the user annotation’s concept are ignored. This means
that by making a concept collection prediction, the model is only partially rewarded
for the generalized conclusion.
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If the model makes a concept collection prediction and a user annotation does not
overlap, the FP of all the concepts within the collection is increased. The model
that made an incorrect concept collection prediction should be penalized similarly
to a mistaken prediction of a single concept. Since the prediction is of a concept
collection, the FP of all the concepts within the collection are partially increased, as
shown in the equation below.

FP

+=

concept∈collection

1
|collection|

The sum results in a total increase of 1 for the model’s overall false positive (FP)
(equal to a misclassified prediction).
By changing how the TP and FP for model collections are calculated, the algorithm
is able to equally reward and punish the model similarly to the original calculation.
This makes it easy to calculate P, R, and F1 score and gives one a better comparison
for when one looks at metrics that compare hierarchical to the original models.
The model’s predicted count uses a similar equation to the FP calculation. For each
concept collection prediction, a fraction is added to each concept within the collection.
This is reasonable because the model is predicting a single object, but is uncertain
which concept it is.
P redicted Count+ =
concept∈collection

7.2

1
|collection|

Automatic Video Annotations

This section explains the experiments that were preformed on the original automatic
video annotation algorithm (discussed in Section 5). Each experiment has a slightly
different training setup, which will be explained in the following subsections.
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7.2.1

Training Process/Set Up

The training script ran on an AWS EC2. Specifically, a g3.16xlarge, which has 4
NVIDIA Tesla M60 GPUs (32 Gbs GPU memory) was used. The model trained
on information a user selects: epochs, annotation collection, and number of training
images. The website uses a custom image generator, which feeds the model. The
generator downloads multiple images at a time. The generator checks if the image
exists in the training server, and when the image is not found, it downloads it from
the S3 bucket. Once there are enough images for a batch, the model starts training. While training on the first batch, the generator continues to prepare images for
the next batch. Parallelizing image retrieval, checking existing images, and training
immediately made the process run faster.

7.2.1.1

Human Annotations vs. Human and Tracking Annotations

Two settings for training a model were considered:

1. User annotations only.
2. User annotations and tracking annotations.

Each model was trained twice. Each training session used 20,000 random annotations
of each concept from the collection, 1280x720 images, a batch size of 8, and 3 epochs
for each training session. A session took on average two hours to train the model. The
two concepts used were Rathbunaster Californicus (starfish) and Strongylocentrotus
cf. fragilis (sea urchin). Both are shown in Figure 7.1.
The default setting is to train on only human annotations. This setting requires a
lot of work from biologists, but the annotations are more consistent and accurate
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(a) Rathbunaster Californicus

(b) Strongylocentrotus cf. fragilis

Figure 7.1: Model detected species.
The model detected Rathbunaster Californicus and Strongylocentrotus cf. fragilis.
Source [3].

Figure 7.2: The Sebastolobus is an orange rockfish generally found near
the ocean floor.
than tracking annotations. The second setting adds tracking annotations to the set.
For each user annotation, the tracking algorithm generates, on average, 55 additional
annotations. So, on average, the algorithm has access to 55 times more annotations
than the first setting.

7.2.1.2

Optimal Confidence Threshold Experiment

This experiment explored the optimal confidence threshold for the deep-sea annotation algorithm. A model that detects five concepts: Strongylocentrotus cf. fragilis,
Rathbunaster californicus, Sebastolobus, Umbellula Lindahli, and Funiculina was used.
These concepts were chosen based on suggestions from the biologists and quality of
training data. Sebastolobus is shown in Figure 7.2.
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This model was trained using 20,000 random appearances of each concept, 1920x1080
images, a batch size of eight, and five epochs. The training session took around five to
six hours. The model used four verification videos. The verification video generation
took around 20 minutes per video and around the same time when done in parallel.
The goal was to understand if certain levels of confidence threshold hindered the
model’s performance on certain concepts. Algorithm 3 used 50% as the confidence
threshold based on inspecting the verification videos of experimental models. By exploring confidence threshold around this level, this helped find an optimal confidence
threshold that could be used in future experiments. In total, five different thresholds
were experimented with 30%, 35%, 40%, 45%, and 50%.

7.2.1.3

Human in the Loop Model

This experiment explored whether retraining a model with its own annotations would
improve the performance. Before retraining, biologists verified each annotation that
would be used in the training session. If the model annotation misclassified or misplaced the bounding box, the trained biologist would correct it. If the model annotation existed on a frame without a concept of interest, it would be deleted from the
set.
The model described in the previous section (Section 7.2.1.2) at the best confidence
threshold was used. The original model had four verification videos. These videos
were never used for training the model, so they could be used for the experiment.
One of the verification videos was used to trained model. The original model generated
annotation collections, which was verified by biologists. The model’s predictions were
fixed to identify the correct concept and resized the bounding boxes to fit precisely
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around the concept. The biologist would also add an annotation around unannotated
concepts of interest in the same frame.
Although a significant amount of time was used verifying every single model annotated
frame, some concepts rarely showed up. The concept, Sebastolobus, only appeared
119 times. The model trained using 119 annotations of each concept (595 in total),
so the training did not have a class imbalance and over train on a single concept.
The model retrained using only the verified annotations for five epochs, 1920x1080
images, and a batch of eight. Although this is only a small set of annotations, higher
quality verified annotations were hypothesized to still improve the model.

7.2.2

7.2.2.1

Results

Human Annotations vs. Human and Tracking Annotations

Tables 7.1 and 7.2 show the results from the two settings on a verification video. The
first setting, trained on only user annotations, does very well on identifying starfish,
but not on the sea urchin. After inspecting the user’s annotations, the starfish frames
were annotated very well. They are big, easy to capture, and do not appear in clusters.
The sea urchin is the opposite. A single biologist is easily overwhelmed, and can miss
them. The tracking algorithm generates annotations on every frame, so the biologist
does not need to do so. With the addition of these annotations in the collection, the
algorithm is able to reach very high count accuracy on both (over 95%).

7.2.2.2

Optimal Confidence Threshold Experiment

Figures 7.3 and 7.4 show the average F1 score and count accuracy measurements
averages by confidence threshold on the four verification videos. Both figures show
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Table 7.1: Accuracy results on video 86: model trained with 5,000 user
annotations.
Species
TP FP FN
P
R
F1
Name
Rathbunaster
134 11
9
0.924 0.937 0.931
californicus
Strongylocentrotus 77
12
35 0.865 0.688 0.766
cf. fragilis
Species
Model Count User Count Count Accuracy
Name
Rathbunaster
145
145
100%
californicus
Strongylocentrotus
89
140
63.6%
cf. fragilis

Table 7.2: Accuracy results on video 86: model trained with 5,000 user &
tracking annotations.
Species
TP FP FN
P
R
F1
Name
Rathbunaster
126 14
13 0.900 0.906 0.903
californicus
Strongylocentrotus 109 30
21 0.784 0.838 0.810
cf. fragilis
Species
Model Count User Count Count Accuracy
Name
Rathbunaster
140
145
96.6%
californicus
Strongylocentrotus
139
140
99.3%
cf. fragilis

that the model does well on identifying Strongylocentrotus cf. Fragilis (sea urchin).
Strongylocentrotus cf. Fragilis appeared more than any concept in most of the videos
and the species is one of the most important factors for the deep-sea ecosystem.
The model best identified the concept with a 0.4 confidence threshold. However, at
high confidences thresholds, higher than around 0.425, the accuracy metrics drop. The
high confidence threshold prevents the model from identifying many of the Strongylo-
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centrotus cf. Fragilis. This results in lower F1 scores and count accuracy on average.
The confidence threshold of 0.4 is used in future experiments.

Figure 7.3: F1 scores by confidence threshold for five concepts.

Figure 7.4: Count accuracy by confidence threshold for five concepts.
These figures also show the importance of using count accuracy as a measurement.
The F1 scores (shown in Figure 7.3) for Umbellula Lindahli (sea pen) are lower than
any concept. This was one of the hardest concepts for the model to annotate. However, the count accuracy (shown in Figure 7.4) was most often the second highest
among the other concepts. This indicates that models may be doing a better job
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than expected. The biologist were able to confirm that this was true by watching the
actual verification video.

7.2.2.3

Human in the Loop Model

The results from the human in the loop model can be seen in Figure 7.6, 7.5, and
7.7. The results are from a small collection of verified annotations from a previous
verification video. Figures (7.5 and 7.6) show the original model (blue) and the
same model retrained using its own verified annotations (orange) results on the three
remaining verification videos, which were still excluded from training.
Figure 7.5 shows that retraining the model did not give any increase in the F1 score.
In some cases, the retrained model preforms significantly worse. For example, the F1
score of the Sebastolobus (fish), which had only a few annotations, dropped by 0.071.

Figure 7.5: The initial vs retrained model’s average F1 score across several
videos by concept.
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Figure 7.6 shows that in some cases the retrained model had improved count accuracy,
while in other cases much worse. For example, Rathbunaster Californicus (starfish)’s
count accuracy increase, on average, by 11.1%. However, the model performed much
worse on Strongylocentrotus cf. Fragilis (sea urchin), which count accuracy decreased,
on average, by 22.1%. After further investigation, the model may have been over
trained on the small collection of annotations.

Figure 7.6: The initial vs retrained model’s average count accuracy across
several videos by concept.
Figure 7.7 shows both models’ F1 scores for the Sebastolobus on each verification video.
In some videos the retrained model preforms far better. In one verification video, the
F1 score increased by 0.138. However in another video, the F1 score decreased by
0.351. The scores may be do to the collection representing the Sebastolobus in the
first video rather than the second. After training the collection with 119 Sebastolobus
for 5 epochs, the model may be less confident in video footage that is in a different
environment and more confident in similar environments.
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Figure 7.7: The initial vs retrained model’s F1 score on the Sebastolobus
across several videos.
7.3

Hierarchical Annotations

This section explores whether the addition of hierarchical annotations improves the
model’s accuracy metrics. Namely, F1 score and count accuracy.

7.3.1

Training Process/Set Up

The hierarchical experiment involved eight trained models. Each model identified
the same fives concepts: Strongylocentrotus cf. fragilis, Rathbunaster Californicus,
Sebastolobus, Umbellula Lindahli, and Funiculina. Umbellula Lindahli and Funiculina
were included as a concept collection, which allowed for predictions of this type to
be combined. All the models were trained on the highest quality images available,
1920x1080. The amount each model trained varied because training amount was
hypothesized to effect the performance of the hierarchical method. Three settings
for the training amount were used low (5 epochs with 5,000 annotations), mid (5
epochs with 20,000 annotations), and high (20 epochs with 20,000 annotations). Each
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training set was randomized before training a model, so the models within the same
setting did not use the same annotations. All the models trained with a batch size of
8, which is what the server was capable of training with. Each model used the same
two verification videos. Since a small set of verification videos were used, each video’s
effect on the hierarchical model’s performance is shown.

7.3.2

Results

The following four Figures, 7.8, 7.9, 7.10, and 7.11, illustrate the results from the
hierarchical experiment. The main research question was whether using hierarchical
methods could increase a concept’s accuracy metrics. In the experiment, the algorithm is tested with two concepts: Umbellula Lindahli and Funiculina. For each
concept, two figures are shown. Each figure shows a boxplot, which contains an accuracy metric (F1 score or count accuracy) across the 8 experimental models, the
verification video ID, and the algorithm type (original and hierarchical). The original
model type is the algorithm from Section 7.2 with no modifications. The hierarchical model type uses the original model, but contains the two hierarchical methods
explained in Chapter 6.
Figure 7.8 shows the F1 scores for Umbellula Lindahli. The hierarchical model’s
median F1 score outperforms the original model in both videos, however, the mean
F1 scores are not as significant. For video 12, on average, the F1 score is 0.03 greater
for the hierarchical model. For video 57, on average, the F1 score is not different for
the hierarchical model.
Figure 7.9 shows the count accuracy for Umbellula Lindahli. The hierarchical model’s
median count accuracy outperforms the original model in video 12, but not in video
57. For video 12, on average, the count accuracy is 28% higher for the hierarchical
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Figure 7.8: Boxplots of the original and hierarchical model’s F1 Scores on
Umbellula Lindahli by video.
model. For video 57, on average, the count accuracy is 3% lower for the hierarchical
model.

Figure 7.9: Boxplots of the original and hierarchical model’s count accuracy on Umbellula Lindahli by video.

78

Figure 7.10 shows the F1 score for Funiculina. The hierarchical model’s median F1
score outperforms the original model in both videos. For video 12, on average, the
F1 score is 0.04 greater for the hierarchical model. For video 57, on average, the F1
score is 0.04 greater for the hierarchical model.

Figure 7.10: Boxplots of the original and hierarchical model’s F1 scores on
Funiculina by video.
Figure 7.11 shows the count accuracy for Funiculina. The hierarchical model’s median
count accuracy outperforms the original model in both verification videos. For video
12, on average, the count accuracy is 10.7% greater for the hierarchical model. For
video 57, on average, the count accuracy is 13.4% greater for the hierarchical model.
Although the hierarchical experiment shows mostly positive results (on average F1
scores increased from 0.42 to 0.45 (a relative increase of 7%) and count accuracy
increased from 58% to 69% (a relative increase of 19%)) for the hierarchical model,
these results are not statistically significant. There was not a significant sample size
of models to test the experiment on, which makes it difficult to determine whether
the improvements are from the methods or just by chance. This concludes that the
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Figure 7.11: Boxplots of the original and hierarchical model’s count accuracy on Funiculina by video.
hierarchical methods are not statistical significantly better than the original model.
Also the hierarchical methods did not improve based on the training duration (low,
mid, high), as mentioned above.

7.4

Summary

Chapter 7 explored four experiments. The two experimented with model training
settings. One setting trained a model with human annotation and compared its
accuracy statistics with a model trained using a mixture of human and tracking
annotations. Even though the models trained using the same amount of annotations,
both preformed similarly. This shows that using a mixture of human and tracking
annotations is as effective as using the same amount of human annotations. The
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second setting used 595 model annotations that were human verified to retrain the
same model. This setting overtrained on the same set of annotations and preformed
worse overall.
The next two experiments focused on model predictions. One experiment found the
optimal confidence level by searching various confidence levels. The other experiment
added hierarchical classification. Hierarchical classification was, on average, more
accurate than the base model, but was not significantly different. Chapter 8 discusses
the thesis’s conclusion and possible future research.
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Chapter 8
CONCLUSION AND FUTURE RESEARCH

In this thesis, several improves to the Deep-Sea Annotations project [10] were experimented. First, a method to sync JavaScript video frames to a stable Python
environment. This method provided with a stable solution to find the correct frame
an annotation occurred on. Second, reinforcement training using marine biology experts and the verification feature. This method over-trained the model on a small
collection of annotations. Most of the concept accuracy scores fell, but one hard
to identify concept’s score increased (Sebastolobus). Finally, a hierarchical method
that allows the model to combine predictions of related concepts. On average, this
method improved the F1 scores from 0.42 to 0.45 (a relative increase of 7%) and count
accuracy from 58% to 69% (a relative increase of 19%).
One area that the study could be improved would be verifying all of the annotations.
The old unverified annotation’s data was stored. It may have shown a larger improvement, if two models were trained: one with old unverified annotations and another
with verified annotations. This would have been a better comparison than training
on two random sets of verified only annotations and unverified annotations.
Human in the loop would have also benefited from additional annotations. This
experiment occurred while only one biologist verifying. Although she was very skilled,
it was difficult to gather a significant sized set of verified model annotations to retrain
the model. Although the training set was small, the model’s count accuracy did
improve on one concept: Rathbunaster Californicus (starfish).
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Finally the hierarchical algorithm and experiments could be improved as well. First,
the experiment only used 8 trained models, which was not a large enough sample
size. Using more models may have seen significant results. Secondly, the accuracy
measurement could have been weighted based on how many concepts were in the
video. For example, a 3% improvement in F1 is not impressive on a video which
contains only 30, but could be significant if the video contains 300 concepts. Finally,
the algorithm could be modified to handle more overlapping predictions. By adding
a size penalty to the hierarchical confidence levels, could use overlapping predictions
of the same concept. The algorithm for calculating the new hierarchical confidence is
shown below.

Pnew = 1 − (((1 − P1 ) ∗ (1 − P2 ) ∗ ... ∗ (1 − Pn )) + λ ∗ (n − 1))

The new term λ ∗ (n − 1) would lower the hierarchical confidence level the more
predictions that overlapped. The term λ is a hyperparameter, which decreases the
confidence by λ for each additional overlapping annotation. A larger λ would punishes larger clusters more than smaller. This could improve the hierarchical method
by lowering the amount of false positives, which showed to be a issue during the
experiment.
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