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ON THE HOMOLOGY THEORY OF THE CLOSED GEODESIC
PROBLEM
SAMSON SANEBLIDZE
Abstract. Let ΛX be the free loop space on a simply connected finite CW -
complex X and βi(ΛX; k) be the cardinality of a minimal generating set of
Hi(ΛX; k) for k to be a commutative ring with unit. The sequence βi(ΛX; k)
grows unbounded if and only if H˜∗(X; k) requires at least two algebra genera-
tors. This in particular answers to a long standing problem whether a simply
connected closed smooth manifold has infinitely many geometrically distinct
closed geodesics in any Riemannian metric.
1. Introduction
Let Y be a topological space, let k be a commutative ring with unit, and assume
that the ith-cohomology group Hi(Y ; k) of Y is finitely generated as a k-module.
We refer to the cardinality of a minimal generating set of Hi(Y ; k), denoted by
βi(Y ; k), as the generalized i
th-Betti number of Y. Let ΛX denote the free loop
space, i.e., all continuous maps from the circle S1 into X. In [5] Gromoll and Meyer
proved the following
Theorem. Let X be a simply connected closed smooth manifold of dimension
greater than 1 and let k be a field of characteristic zero. If the Betti numbers
βi(ΛX ; k) grow unbounded, then X has infinitely many geometrically distinct closed
geodesics in any Riemannian metric.
In fact, the proof of the theorem easily shows that the statement remains to be
true for the Betti numbers βi(ΛX ; k) with respect to any field k, too. Thus, this
result has motivated a question, the ’closed geodesic problem’, to find simple criteria
which imply that the Betti numbers βi(ΛX ; k) are unbounded. Below we state such
criteria in its most general form in the following
Theorem 1. Let X be a simply connected space and k a commutative ring with
unit. If H∗(X ; k) is finitely generated as a k-module and H∗(ΛX ; k) has finite
type, then the generalized Betti numbers βi(ΛX ; k) grow unbounded if and only if
H˜∗(X ; k) requires at least two algebra generators.
Theorem 1 was proved by Sullivan and Vigue´-Poirrier [20] over fields of charac-
teristic zero, and then it was conjectured for k to be a field of positive characteristic.
A number of papers [22], [19], [11], [12], [13], [15], [6], [14] deals with this conjecture
but it remained to be open for X to be a finite CW -complex and k a finite field.
Here we prove Theorem 1. More precisely, it is a consequence of the following
more general algebraic fact: Let A = {Ai}, i ∈ Z, be a torsion free graded abelian
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group such that A is an associative Hirsch algebra and the bar construction BA
is a Hirsch algebra [16]; this in particular means that A is an (associative) graded
differential algebra (dga) endowed with higher order operations E = {Ep,q} and
E′ = {E′p′,q′} such that E induces an associative product µE on the bar construction
BA converting it into a dg Hopf algebra, and, similarly, E′ induces a product
µE′ (not necessarily associative) on the double bar construction B
2A. (A major
component of E′ is a binary product E′1,1 on A measuring the non-commutativity
of the operation E1,1; note that in the topological setting of A such a binary product
is just provided by Steenrod’s cochain⌣2-product.) Below the algebra A is referred
to as a special Hirsch algebra. Let Ak = A⊗Z k.
We have the following theorem whose proof appears in Section 5:
Theorem 2. Assume that H∗(Ak) is finitely generated as a k-module and that the
Hochschild homology HH∗(Ak) has finite type. Let ςi(Ak) denote the cardinality of
a minimal generating set of HHi(Ak). Then the integers ςi(Ak) grow unbounded if
and only if H˜∗(Ak) requires at least two algebra generators.
Let C∗(X ; k) = C∗(Sing1X ; k)/C>0(Sing x ; k) in which Sing1X ⊂ SingX is the
Eilenberg 1-subcomplex generated by the singular simplices that send the 1-skeleton
of the standard n-simplex ∆n to the base point x of X. Theorem 1 is deduced from
Theorem 2 by setting Ak = C
∗(X ; k): Indeed, C∗(X ; k) is a special Hirsch algebra
([2], [9]) and there is the isomorphism HH∗(C
∗(X ; k)) ≈ H∗(ΛX ; k) ([7], [18]).
When H˜∗(Ak) requires at least two algebra generators, we construct two infinite
sequences in the Hochschild homology HH∗(Ak) and take all possible products
of their components to detect a submodule of HH∗(Ak) at least as large as the
polynomial algebra k[x, y]. The construction of these sequences is in fact based on
the notion of a formal ∞-implication sequence [17] that generalizes W. Browder’s
notion of ∞-implications [3]. As in [17], we use a filtered Hirsch model of Ak this
time to construct a small model for the Hochschild chain complex of Ak and then to
reduce the chain product [18] on this model inducing the aforementioned product
on HH∗(Ak). While the constructions of the sequences in our both papers are
similar, here is an essential exception that we have to detect a desired sequence in
the kernel of the canonical homomorphism HH∗(Ak) → H
∗(BAk) (corresponding
to i∗ : H∗(ΛX ; k)→ H∗(ΩX ; k) for i : ΩX →֒ ΛX); also some technical details are
simplified.
Though the author has been considered several special cases of Theorem 1 during
the last two decades but it was just recently the integer coefficients come into play:
In particular, the filtered Hirsch model over the integers controls the subtleties
when dealing with the Bockstein homomorphism in question.
I am grateful to Edward Fadell for discussing about the subject and in partic-
ular for pointing out the paper [20] when the author was visiting the Heidelberg
University at the beginning of 90’s.
2. Some preliminaries and conventions
We adopt some basic notations and terminology of [16]. We fix a ground com-
mutative ring k with unit and let µ > 0 denote the smallest integer such that
µκ = 0 for all κ ∈ k. When such a positive integer does not exist, we assume µ = 0.
Let A∗ = A˜ ⊕ k be a supplemented dga. In general A∗ may be graded over the
integers Z. Assuming A to be associative, the (reduced) bar construction BA is
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the tensor coalgebra T (A¯), A¯ = s−1A˜, with differential dBA = d1 + d2 given for
[a¯1| · · · |a¯n] ∈ T
n(A¯) by
d1[a¯1| · · · |a¯n] = −
∑
1≤i≤n
(−1)ǫ
a
i−1 [a¯1| · · · |dA(ai)| · · · |a¯n]
and
d2[a¯1| · · · |a¯n] = −
∑
1≤i<n
(−1)ǫ
a
i [a¯1| · · · |aiai+1| · · · |a¯n],
where ǫxi = |x1| + · · · + |xi| + i. An associative dga A equipped with multilinear
maps E = {Ep,q}p+q>0,
Ep,q : A
⊗p ⊗A⊗q → A, E1,0 = Id = E0,1, Ep>1,0 = 0 = E0,q>1,
of degree 1 − p − q is a Hirsch algebra if E lifts to a dg coalgebra map µE :
BA ⊗ BA → BA. A basic ingredient of E is the binary operation ⌣1:= E1,1
measuring the non-commutativity of the · product on A by the formula
d(a ⌣1 b)− da ⌣1 b+ (−1)
|a|a ⌣1 db = (−1)
|a|ab− (−1)|a|(|b|+1)ba.
Given a Hirsch algebra (A, {Ep,q}) with H = H(A), there is its filtered Hirsch
model
(2.1) f : (RH, dh)→ (A, dA)
in which ρ : (RH, d)→ H is a multiplicative resolution of the commutative graded
algebra (cga) H : As a module each row of R∗H∗ for m ∈ Z
· · ·
d
→ R−2Hm
d
→ R−1Hm
d
→ R0Hm
ρ
→ Hm
represents a free resolution of a k-module Hm. As an algebra R∗H∗ = T (V ∗,∗) is a
(bi)graded tensor algebra with
V ∗,∗ = E∗,∗ ⊕ U∗,∗ = E∗,∗ ⊕ T ∗,∗ ⊕M∗,∗;
the module V 0,∗ = M0,∗ corresponds to a choice of multiplicative generators of
H, while M−1,∗ to relations among them which is not a consequence of that of
the commutativity of the algebra H, and then M−r,∗ for r ≥ 2 is defined by the
syzygies. The module E<0,∗ just corresponds to the commutativity relation in H
and is formed by the products under all operations Ep,q on RH. In particular,
V −1,∗ = E−1,∗ ⊕M−1,∗
where E−1,∗ is formed by the products a ⌣1 b for a, b ∈ R
0H∗, while M−1,∗ 6= 0
for H to be a non-free cga (e.g. dimH∗ < ∞ and Hev 6= 0; see (4.13)–(4.15)
below). The module T is determined by the ∪2-product that measures the non-
commutativity of the ⌣1-product, so that its first non-trivial component T
−2,∗
contains the products a∪2 b for a, b ∈ V
0,∗. More precisely, (RH, d) is also endowed
with Steenrod’s type binary operation, denoted by⌣2, so that the (minimal) Hirsch
resolution (RH, d) can be viewed as a special Hirsch algebra with E = {Ep,q} and E
′
consisting of a single operation ⌣2:= E
′
1,1. In particular, the relationship between
a ∪2 b and a ⌣2 b for a, b ∈ V with da, db ∈ V, where V is a basis of V, is given by
a ⌣2 b =
{
a ∪2 b, a 6= b,
2a ∪2 a, a = b;
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thus d(a ∪2 a) = a ⌣1 a for a to be of even degree. (a ∪2 a = 0 for an odd
dimensional a ∈ RH.) Regarding the differential dh on RH, we have
dh = d+ h, h = h
2 + · · ·+ hr + · · · , hr : RpHq → Rp+rHq−r+1.
Given r ≥ 2, the map hr|R−rH : R
−rH → R0H is referred to as the transgres-
sive component of h and is denoted by htr. The perturbation h is extended as a
derivation on E so that htr(E) = 0.
Furthermore, if A is also a special Hirsch algebra in (2.1), we can simply choose
h and f such that
(2.2) htr(a ∪2 b) = 0 for a 6= b in V .
Just to achieve this equality in (RH, dh), we have in fact evoked the product µE′
on B2A (cf. [16, Proposition 4]).
A Hirsch resolution (RH, d) is minimal if
d(u) ∈ E +D + κu ·V for u ∈ U
where D∗,∗ ⊂ R∗H∗ denotes the submodule of decomposables RH+ · RH+ and
κu ∈ k is non-invertible; for example, κu ∈ Z \ {−1, 1} when k = Z and κu = 0 for
all u when k is a field.
In the sequel A denotes a torsion free special Hirsch Z-algebra, while Ak = A⊗Zk
andHk = H(Ak). Assume (RH, d) is minimal and let RHk = RH⊗Zk; in particular,
RHk = T (Vk) for Vk = V ⊗Z k. When k is a field of characteristic zero, Hk = H ⊗k
and ρk = ρ ⊗ 1 : RHk → Hk is a Hirsch resolution of Hk, which is not minimal
when TorH 6= 0. Assuming A is Z-algebra in (2.1) we obtain a Hirsch model of
(Ak, dAk) as
fk = f ⊗ 1 : (RHk, dh ⊗ 1)→ (Ak, dAk).
2.1. Small Hirsch resolution. In practice it is convenient to reduce the Hirsch
resolution RH at the cost of the module E . Here we define such a small resolution
RτH (compare with RςH in [16]). Namely, let
RτH = RH/Jτ
where Jτ ⊂ RH is a Hirsch ideal generated by
{Ep,q(a1, ..., ap; ap+1, ..., ap+q), dE1,2(a1; a2, a3), dE2,1(a1, a2; a3), a ∪2 b, d(a ∪2 b)
| (p, q) 6= (1, 1), a, b ∈ V , a 6= b}
where ai ∈ RH unless i = p+ q for p ≥ 2 and q = 1 in which case ap+1 ∈ V . Since
d : Jτ → Jτ , we get a Hirsch algebra surjection gτ : (RH, d)→(RτH, d) so that a
resolution map ρ : RH → H factors as
ρ : (RH, d)
gτ
−→ (RτH, d)
ρτ
−→ H.
By definition we have h : E → E ; this fact together with (2.2) implies h : Jτ → Jτ .
Thus gτ extends to a quasi-isomorphism of Hirsch algebras
gτ : (RH, dh)→ (RτH, dh).
We have that the Hirsch algebra structure of (RτH, dh) is given by the ⌣1-
product satisfying the following two formulas. The (left) Hirsch formula: For
a, b, c ∈ RτH,
(2.3) c ⌣1 ab = (c ⌣1 a)b+ (−1)
(|c|+1)|a|a(c ⌣1 b)
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and the (right) generalized Hirsch formula: For a, b ∈ RτH and c ∈ Vτ with
dh(c) =
∑
c1 · · · cq, ci ∈ Vτ ,
(2.4) ab ⌣1 c =

a(b ⌣1 c) + (−1)
ε1(a ⌣1 c)b, q = 1,
a(b ⌣1 c) + (−1)
ε1(a ⌣1 c)b
+
∑
1≤i<j≤q
(−1)ε2 c1 · · · ci−1(a ⌣1 ci)ci+1
· · · cj−1(b ⌣1 cj)cj+1 · · · cq, q ≥ 2,
ε1 = |b|(|c|+1), ε2 = (|a|+1)(ǫ
c
i−1+ i+1)+(|b|+1)(ǫ
c
j−1+ j+1).
Remark 1. 1. Formula (2.4) can be thought of as a generalization of Adams’
formula for the ⌣1-product in the cobar construction [1, p. 36] from q = 2 to any
q ≥ 2.
2. We just pass from RH to RτH to have formulas (2.3)–(2.4) therein; more
precisely, we use them together with the commutativity of a ⌣1 b for a, b ∈ Vτ to
build the sequence given by (4.5) below.
2.2. Cohomology operation P1. Let µ ≥ 2. Given an element a ∈ Ak and the
integer n ≥ 2, take (the right most) nth-power of a¯ ∈ A¯k ⊂ BAk under the µE
product on BAk and then consider its component in A¯k. Denote this component
by s−1(a⊎n) for a⊎n ∈ Ak. The element a
⊎n has the form
a⊎n = a⌣1n +Qn(a),
where Qn(a) is expressed in terms of E1,k for 1 < k < n so that Q2(a) = 0,
i.e., a⊎2 = a⌣12. In particular, if E1,k = 0 for k ≥ 2 (e.g. Ak is a homotopy
Gerstenhaber algebra (HGA)), then a⊎n = a⌣1n.
Let p ≥ 2 be the smallest prime that divides µ. Define the cohomology operation
P1 on Hk as follows.
For p odd:
P1 : H
2m+1
k → H
2mp+1
k , [a]→
[
µ
p
a⊎p
]
,
for p = 2 :
P1 : H
m
k → H
2m−1
k , [a]→
[µ
2
a ⌣1a
]
, da = 0, a ∈Ak.
Since a ⌣1 a is a cocycle in Ak for an even dimensional cocycle a independently
on the parity of p, we also set P1[a] = [a ⌣1 a] for p odd and µ ≥ 0; obviously,
P1[a] = 0. Let P
(m)
1 denote the m-fold composition P1 ◦ · · · ◦ P1. Given x ∈ Hk, let
ν ≥ 0 be the smallest integer such that P
(ν+1)
1 (x) = 0. The integer ν is referred to
as ⌣1-height of x.
3. small model for the Hochschild chain complex
Given an associative dga C, its (normalized) Hochschild chain complex ΛC is
C ⊗BC with differential dΛC defined by dΛC = dC ⊗ 1 + 1⊗ dBC + θ
1 + θ2, where
θ1(u⊗ [a¯1| · · · |a¯n]) = −(−1)
|u|ua1 ⊗ [a¯2| · · · |a¯n],
θ2(u⊗ [a¯1| · · · |a¯n]) = (−1)
(|an|+1)(|u|+ǫ
a
n−1)anu⊗ [a¯1| · · · |a¯n−1].
The homology of ΛC is called the Hochschild homology of C and is denoted by
HH∗(C).
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Let C = T (Vk) be a tensor algebra with V
∗
k a free k-module. Denote
V¯k = s
−1(V >0k )⊕ k.
Then ΛC can be replaced by the small complex (C ⊗ V¯k, dω) where the differential
dω is defined as follows (cf. [21], [8]):
dω(u⊗ a¯) = dC (u)⊗ a¯− (−1)
|u|(1⊗ s−1)χ(u ⊗ d
C
(a))
− (−1)|u|+|a|(ua− (−1)|a||u|au)⊗ 1,
in which
χ : C ⊗ C → C ⊗ Vk
is a map given for u⊗ a ∈ C ⊗ C with a = a1 · · · an, ai ∈ Vk, by
χ(u⊗ a) =

0, a = 1,
u⊗ a, n = 1,∑
1≤i≤n
(−1)εai+1 · · · an u a1 · · · ai−1 ⊗ ai, n ≥ 2,
ε = (|ai+1|+ · · ·+ |an|)(|u|+ |a1|+ · · ·+ |ai|).
There is a chain map
(3.1) φ : (ΛC, dΛC)→ (C ⊗ V¯k, dω)
defined for u⊗ x ∈ ΛC by
φ(u ⊗ x) =

u⊗ 1, x = [ ],
(−1)|u|(1⊗ s−1)χ(u ⊗ a), x = [a¯],
0, x = [a¯1| · · · |a¯n], n ≥ 2,
and φ is a homology isomorphism.
For C = RHk, define the differential d¯h on V¯k by the restriction of dh to Vk to
obtain the cochain complex (V¯k, d¯h). There are the sequences of maps
(V¯τ )k
ψ
←− B(RτHk)
B(gτ )k
←− B(RHk)
Bfk
−→ BAk
and
RτH ⊗ (V¯τ )k
φ
←− Λ(RτHk)
Λ(gτ )k
←− Λ(RHk)
Λfk
−→ ΛAk
subjected to the following proposition
Proposition 1. There are isomorphisms of k-modules
H∗((V¯τ )k, d¯h)
ψ∗
←−
≈
H∗(B(RτHk), dB(RτHk))
B(gτ )
∗
k←−
≈
H∗(B(RHk), dB(RHk))
Bf∗k−→
≈
H∗(BAk, dBAk )
and
H∗(RτH ⊗ (V¯τ )k, dω)
φ∗
←−
≈
H∗(Λ(RτHk), dΛ(RτHk))
Λ(gτ )
∗
k←−
≈
H∗(Λ(RHk), dΛ(RHk))
Λf∗k−→
≈
H∗(ΛA, d
ΛA
).
Note that the isomorphism ψ∗ above is a consequence of a general fact about
tensor algebras [4]. Recall also the following isomorphisms H∗(BC∗(X ; k), d
BC
) ≈
H∗(ΩX ; k) ([2]) and H∗(ΛC∗(X ; k), d
ΛC
) ≈ H∗(ΛX ; k) ([7], [18]) to deduce the
following proposition for Ak = C
∗(X ; k).
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Proposition 2. There are isomorphisms of k-modules
H∗((V¯τ )k, d¯h) ≈ H
∗(BC∗(X ; k), d
BC
) ≈ H∗(ΩX ; k)
and
H∗(RτH ⊗ (V¯τ )k, dω) ≈ H
∗(ΛC∗(X ; k), d
ΛC
) ≈ H∗(ΛX ; k).
In the sequel by abusing the notations we will denote RτH again by RH.
3.1. Product on the small model of the Hochschild chain complex. Let
RH = T (V ) be the (small) Hirsch resolution with only ⌣1-product. First, define
a product on V¯ for a¯, b¯ ∈ V¯ by
a¯b¯ = a ⌣1 b with a¯1 = 1a¯ = a¯.
Next define a product on RH ⊗ V¯ for u ⊗ a¯, v ⊗ b¯ ∈ RH ⊗ V¯ with dha =
∑
a1a2
mod V, dhb =
∑
b1b2 mod V and a2, b1 ∈ V, a1, b2 ∈ RH by
(u⊗ a¯)(v ⊗ b¯) = (−1)ǫ1uv ⊗ a `1 b+ u(a `1 v)⊗ b¯+ (−1)
ǫ2(u `1 b)v ⊗ a¯
+ (−1)ǫ3(u `1 b)(a `1 v)⊗ 1
−
∑
(−1)ǫ4u(a1 `1 v)⊗ a2 `1 b + (−1)
ǫ5(u `1 b)(a1 `1 v)⊗ a¯2
+
∑
(−1)ǫ6(u `1b2)v ⊗ a `1 b1 + (−1)
ǫ7(u `1b2)(a `1v)⊗ b¯1,
ǫ1 = (|a|+ 1)|v|, ǫ4 = |a1||b|+ (|a2|+ 1)|v|,
ǫ2 = |a|(|v|+ |b|+ 1) + |v||b|, ǫ5 = |a2|(|v|+ 1) + (|a|+ |v|)|b|,
ǫ3 = (|a|+ |v|)(|b|+ 1), ǫ6 = (|a|+ |b2|)(|v| + 1) + (|a|+ |b1|)|b2|,
ǫ7 = (|a|+ |v|)(|b2|+ 1) + (|b1|+ 1)|b2|,
and
(u ⊗ 1)(v ⊗ 1) = uv ⊗ 1
(u ⊗ 1)(v ⊗ b¯) = uv ⊗ b¯ + (−1)(|v|+1)(|b|+1)(u `1 b)v ⊗ 1,
(u ⊗ a¯)(v ⊗ 1) = (−1)(|a|+1)|v|uv ⊗ a¯+ u(a `1 v)⊗ 1.
Formulas (2.3)–(2.4) guarantee that such defined products satisfy the Leibniz rule,
and we obtain a short sequence of dg algebras
(3.2) V¯k
π
← RH ⊗ V¯k
ι
← RHk
with ι and π the standard inclusion and projection respectively.
Remark 2. 1. The dga (RH ⊗ V¯k, dω) can be thought of as a non-commutative
version of the cdga
(
A∗(X)⊗H∗(ΩX ;Q), d¯
)
modeling ΛX [20].
2. Taking into account the product on the Hochschild chain complex ΛA of A =
C∗(X ; k) defined in [18] one can show that the map φ given by (3.1) is multiplicative
up to homotopy; thus the sequence given by (3.2) provides a small multiplicative
model of the free loop fibration.
4. Canonical sequences in RH ⊗ V¯
Motivated by the notion of a formal ∞-implication sequence [17] here we con-
struct certain sequences in the dga (RH⊗ V¯ , dω) used in the proof of Theorem 2.
First, we consider a more general situation.
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4.1. The sequence xµ in (C, dC ). Let (C
∗, d
C
) be a cochain complex of torsion
free abelian groups and let
tk : C → Ck (= C ⊗Z k)
be the standard map. Let x ∈ C be a modµ cocycle, i.e., d
Ck
(tkx) = 0. Consider
for x the following two conditions:
(4.1) [x] 6= 0 in H(C) for d
C
x = 0;
(4.2) If [tkx] = 0 ∈ H(Ck), i.e., there is a relation dCa = x+ λa
′, a, a′ ∈ C, then
d
Ck
(tka
′) = 0 for λ to be the greatest integer divisible by µ.
Obviously, for x with d
C
x = 0 condition (4.2) follows from (4.1). In any case for a′
from (4.2) we have that [tka
′] 6= 0 in H(Ck).
Let x = {x(n)}n≥0 be a sequence in C
∗ with |x(k)| 6= |x(ℓ)| for k 6= ℓ and let
x(n) satisfy (4.1)–(4.2) for all n in which case we also say that x satisfies (4.1)–(4.2).
Define the associated sequence xµ = {xµ(n)}n≥0 in C as follows: Given n ≥ 0, let
xµ(n) =
{
a′n, [tkx(n)] = 0,
x(n), [tkx(n)] 6= 0,
where a′n is resolved from (4.2) for x = x(n). Obviously, [tkxµ(n)] 6= 0 in H(Ck) for
all n.
A pair of sequences (x,y′) = ({x(i)}i≥0 , {y
′(i)}i≥0) satisfying (4.1)–(4.2) is said
to be admissible, if α1x(i) + α2y
′(j) also satisfies (4.1)–(4.2) whenever |x(i)| =
|y′(j)|, α1, α2 ∈ Z. Then obtain the sequence yµ = {yµ(j)}j≥0 from an admissible
pair (x,y′) as follows. Given j ≥ 0, set
(4.3) yµ(j) =
{
a′j , [tk (α1x(i) + α2y
′(j))] = 0,
y′µ(j), otherwise,
where a′j is resolved from (4.2) for x = α1x(i) + α2y
′(j); in particular, the pair
([tkxµ(i)] , [tkyµ(j)]) is linearly independent in H(Ck).
4.2. Sequences in (RH ⊗ V¯ , dω). Let Dk ⊂ RH be a subset defined by
Dk = {u+ µv |u ∈ D, v ∈ V }.
An element x ∈ V with dhx ∈ D + λV, λ 6= 1, is λ-homologous to zero if there are
u, v ∈ V and c ∈ D such that
dhu = x+ c+ λv.
x is weakly homologous to zero if v = 0 above. We have the following statement
(cf. [17]):
Proposition 3. Let v ∈ V and dhv ∈ D. If dhv has a summand component v1v2 ∈
D such that v1, v2 ∈ V, dhv1, dhv2 ∈ D, both v1 and v2 are not weakly homologous
to zero, then v is also not weakly homologous to zero.
Note also that under the hypotheses of the proposition if [v¯1], [v¯2] 6= 0, then
[v¯] 6= 0 in H∗(V¯ , d¯h); for example, for RH = ΩBHk (the cobar-bar construction of
Hk) with V = BHk and k a field, the proposition reflects the obvious fact that an
element x∈H∗(BHk) is non-zero whenever some x
′ ⊗ x′′ 6= 0 in ∆x =
∑
x′ ⊗ x′′
for the coproduct ∆ : BHk → BHk ⊗BHk.
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Let
χ
1
: RH → RH ⊗ V¯
be a map defined for a ∈ RH by χ
1
(a) = φ(1⊗ [a¯]), where φ is given by (3.1), and
define two subsets D˜, D˜k ⊂ Dk as
D˜ = {a ∈ Dk | χ1(a) = 0} and D˜k = {a ∈ Dk | χ1(a) = 0 mod µ}
(e.g. D˜ contains the expressions of the form ab − (−1)(|a|+1)(|b|+1)ba and also of
the form yλ with |y| odd and λ even, while D˜k contains y
λ with |y| even and λ
divisible by µ ≥ 2). Given a ∈ RH, obviously dha ∈ D˜ implies χ1(a) ∈ Ker dω,
while dha ∈ D˜k implies dωχ1(a) = 0 mod µ.
The following statement is also simple.
Proposition 4. Given a ∈ RH, let dha ∈ D˜. If a = v1v2 + c such that c does not
contain ±v2v1 as a summand component and v1v2 does not occur as a summand
component of dhw for any w ∈ RH unless w ∈ E or dhw has a summand component
from V, too, then [χ1(a)] 6= 0 in H(RH ⊗ V¯ , dω).
For v1 = 1, v2 ∈ V and c = 0, taking into account (3.2) the proposition in
particular implies that if v2 is not λ-homologous to zero, then [χ1(v2)] = [1⊗ v¯2] 6= 0
in H(RH ⊗ V¯ , dω).
By the universal coefficient theorem we have an isomorphism
Hnk ≈ H
n⊗ k
⊕
Tor(Hn+1, k) := Hnk,0
⊕
Hnk,1.
Given µ ≥ 2, define a subset Kµ ⊂ V
−1,∗ as
Kµ =
{
a ∈ n·V−1,∗ | da = λb 6= 0, b ∈ R0H∗, µ divides λ, 1 ≤ n < µ
}
(i.e., n = 1 for µ to be a prime) and let
Ξµ = Kµ ∪ V
0,∗.
Let Hk ⊂ Hk denote a (minimal) set of multiplicative generators. Given x ∈ Hk,
let x0 be its representative in RH with [tkx0] = x; in particular, x0 ∈ R
0H∗ for
x ∈ Hk,0, while x0 ∈ V
0,∗ or x0 ∈ Kµ when x ∈ Hk,0 or x ∈ Hk,1 respectively; given
x ∈ Hk,1 and y ∈ Hk,0 with dx0 = λy0 and λ divisible by µ, we also denote such a
connection between x and y as
βλ(x) = y,
where βµ is the Bockstein cohomology homomorphism associated with the sequence
0→ Zµ → Zµ2 → Zµ → 0 and is simply denoted by β.
On the other hand, if
σ : H∗(Ak)→ H
∗−1(BAk), [a]→ [a¯]
is the cohomology suspension map, x ∈ Kerσ is equivalent to say that x0 is λ-
homologous to zero in (RH, dh).
Let Ok ⊂ R
0H be a subset given by
Ok =
{
b ∈ R0H | da = θb for a ∈ V −1,∗ and θ ∈ Z is prime with µ
}
.
Obviously ρk(Ok) = 0 and let Ok ⊂ RH be a Hirsch ideal generated by Ok. In
the sequel we consider the quotient Hirsch algebra RH/Ok which by abusing the
notations we will again denote by RH.
10 SAMSON SANEBLIDZE
Given w ∈ RH, let dhw admit a decomposition
(4.4) dhw = w1 + w2, w1 ∈ D˜k, w2 = P (z1, ..., zq) ∈ Dk for zi ∈ Ξµ, 1 ≤ i ≤ q.
Given n ≥ 0 and assuming w to be odd dimensional, define an indecomposable
element x′(n) ∈ RH as
x′(n)=

w`1(n+1), w2 = 0,
µ
pw
`1(n+1) `1 Zw + γw, w2 6= 0, µ ≥ 2,
w`1(n+1) `1 z1 · · · `1 zq + γw, w2 6= 0, |zj | is even, µ = 0,
where Zw = z1
`1
(pν1+1−1)
`1 · · · `1 zq
`1
(p
νq+1
−1)
with the convention that the
component zj
`1
(p
νj+1
−1)
is eliminated whenever [zj ] = P1([zi]) for some 1 ≤ i <
j ≤ q, while γw is defined so that dhx
′(n) ∈ D˜k; namely, the existence of γw uses
Hirsch formulas (2.3)–(2.4) and the fact that µp zj
`1
p
νj+1
(and zj ⌣1 zj for |zj | even
and µ = 0) is mod µ cohomologous to zero for all j.
Then w rises to the sequence x = {x(n)}n≥0 in RH ⊗ V¯ defined by
(4.5) x(n) = χ1(x
′(n)) .
Thus dωx(n) = 0 mod µ for all n.
In the sequel we apply to (4.5) for the following specific cases of w. First, given
x ∈ Hk and its representative x0 ∈ Ξµ ⊂ RH, the element w := x0 obviously
satisfies (4.4) (with w2 = 0); thus for x ∈ H
od
k , equality (4.5) is specified as
x(n) = 1⊗ s−1
(
x0
`1(n+1)
)
.
Example 1. Let µ = 2 and x ∈ Hodk . When P1(x) = 0, we have a relation in
(RH, dh)
dhv = x0 ⌣1 x0 + 2x1 with dx1 = x
2
0, x1 ∈ V
−1,∗, v ∈ V −2,∗.
Therefore, xµ(1) =
{
1⊗ x0 ⌣1 x0, P1(x) 6= 0, |x| is the smallest,
1⊗ x¯1, P1(x) = 0
in RH⊗ V¯ .
Furthermore, x ∈ Hodk rises to the sequence {xn ∈ V }n≥0 in (RH, d) :
For x ∈ Hk,0 (x0 ∈ V
0,∗),
(4.6) dxn =
∑
i+j=n−1
i,j≥0
εi,jxixj , εi,j =
{
2, ρx20 6= 0, i, j are even,
1, otherwise,
n ≥ 1,
with x1 = −x0 ⌣1 x0 when ρx
2
0 6= 0.
For x ∈ Hk,1 with dx0 = λx
′
0 (x0 ∈ Kµ),
(4.7) dxn =
∑
i+j=n−1
i,j≥0
xixj + λx
′
n, dx
′
n = −
1
λ
d
 ∑
i+j=n−1
i,j≥0
xixj
 , n ≥ 1.
The element xn is of odd degree in (4.6)–(4.7) for all n. The action of h on xn in
(RH, dh) is given by the following formula. Let x˜i = yi + h
trxi with yi = 0 or
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dyi = −λh
trx′i for xi in (4.6) or (4.7) respectively; for 0 ≤ i1 ≤ · · · ≤ ir < n, r ≥ 2,
denote also x˜i1,...,ir = (−1)
rx˜i1 ∪2 · · · ∪2 x˜ir .
(4.8) hxn = x˜n +
∑
i1+···+ir+r=n+1
εi1,...,ir
(
x˜i1,...,ir−1 ⌣1 xir − x˜i1,...,ir
)
,
εi1,...,ir =
{
2, x ∈ Hk,0, ρx
2
0 6= 0, some (is, it)1≤s,t≤r is even,
1, otherwise.
Now given x ∈ Hodk and the smallest odd prime p that divides µ, recall the
definition of the symmetric Massey product 〈x〉p [10] for which we have the Kraines
formula (see also [16])
(4.9) βP1(x) = −〈x〉
p.
We also have the equality
(4.10) ρkh
tr(xp−1) = −〈x〉
p.
When P1(x) ∈ Hk,0, we have βP1(x) = 0 = 〈x〉
p. Hence we obtain ρkh
tr(xp−1) = 0,
and, consequently, htrxp−1 = 0. Then dxp−1 ∈ D˜k implies that the element
(4.11) w = xp−1
satisfies (4.4).
4.3. Element ̟ ∈ V associated with a relation in Hk. Given any two mul-
tiplicative generators a, b ∈ Hk,1 with da0 = λaa
′
0 and db0 = λbb
′
0, a
′
0, b
′
0 ∈
V 0,∗, a0, b0 ∈ Kµ, we have a relation in (RH, d)
(4.12) du = a0b0 + λu
′ with du′ = −
λa
λ
a′0b0 − (−1)
|a|λb
λ
a0b
′
0,
λ = g. c. d.(λa, λb), u ∈ V
−3,∗, u′ ∈ V −2,∗.
Regarding the action of h in (RH, dh), we have hu = (h
2+ h3)u and, in particular,
the relation ab = 0 in Hk is equivalent to the equalities h
2u = 0 and h3u = 0
mod µ in (RH, dh). More generally, a relation of the form ab + c1 + c2 = 0 in Hk,
where c1 = P1(a1, ..., aq1) =
∑
r λra
n1,r
1,r · · · a
nqr,r
pr ,r with a single ai,r ∈ Hk,1 with
ni,r = 1 and the other aj,r ∈ Hk,0 for each r, and c2 = P2(b1, ..., bq2) with bj ∈ Hk,0
for all j, yields that h2u ∈ Dk and h
3u ∈ Dk. If either a or b is from Hk,0, then
to ab = 0 corresponds the equality given by a similar formula as (4.12) but this
time (u, u′) ∈ (V −2,∗, V −1,∗) with du′ = −(−1)|a|a0b
′
0 or du
′ = −a′0b0 respectively.
Since a0b0 is mod µ cohomologous to hu, we have that for a given 1 ≤ k < r, any
cocycle in
⊕
0≤i≤r R
−iH is mod µ cohomologous to a cocycle in
⊕
0≤i≤k R
−iH.
In general, consider a (homogeneous) multiplicative relation in H∗k
(4.13) P (y1, ..., yq) = 0, yi ∈ Hk
which is not a consequence of the commutativity of the algebra Hk (and also is not
decomposable by any other relations). Obviously P (b1,..., bq) for bi = (yi)0 ∈ Ξµ is
a mod µ cohomologous to zero cocycle in (RH, dh). If P (b1,..., bq) ∈
⊕
0≤i≤r R
−iH
with r ≥ 3, then, as above, there is a mod µ cohomologous to P (b1,..., bq) cocycle
P ′(z1, ..., zm) that lies in
⊕
0≤i≤2 R
−iH ; in particular zi ∈ Ξµ for all i, but each
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monomial of P ′(z1, ..., zm) may contain at most two variables zi from Kµ. So that
we have one of the following equalities in (RH, dh) :
(4.14) dhu =

P (b1,..., bq), u ∈ V
−1,∗, yi ∈ Hk,0, 1 ≤ i ≤ q,
P ′(z1, ..., zm), u ∈ V
−2,∗,
P ′(z1, ..., zm) + λu
′, (u, u′) ∈ (V −r,∗, V −r+1,∗), r = 2, 3.
Note that dhu /∈ D˜k (since du /∈ D˜k), unless each monomial of P (y1, ..., yq) is of
the form αyy
λ, αy ∈ Z with λ divisible by µ ≥ 2 in which case dhu ∈ D˜k. In any
case w := u obviously satisfies (4.4). For example, given y ∈ Hk with dimHk <∞,
let ~y be the height of y with respect to the product on Hk so that we have the
relation P (y) = y~y+1 = 0 and then (4.14) becomes the form
(4.15) dhu =
{
y
~y+1
0 , y ∈ Hk,0,
y′0y0 + λu
′, y ∈ Hk,1,
where y′0 ∈ V
0,∗⊕V −1,∗ is mod λ cohomologous to y
~y
0 ∈ R
−~yH∗ in (RH, dh) (in
particular, y′0 = y0 for ~y = 1; cf. (4.7)).
Remark 3. Note that when both |y| and µ are odd, always ~y = 1 and we say that
(4.15) is a consequence of the commutativity of Hk.
Now given (4.13) of the smallest degree and assuming H˜Q is either trivial or has
a single algebra generator, we define an odd dimensional ̟ ∈ V in the following
three cases. In the case H˜Q 6= 0, denote a single multiplicative generator of infinite
order of H by z and let z = t∗k(z); thus z = z⊗ 1 ∈ Hk,0. (Warning: z may not be a
multiplicative generator of Hk.)
(i) When P is even dimensional in (4.13), u is odd dimensional in (4.14) and we
set ̟ = u.
(ii) When P is odd dimensional in (4.13), u is even dimensional in (4.14) and we
have to consider the following subcases. Suppose that the following expression
(4.16) βλ(P (y1, ..., yq)) =
∑
1≤i≤q
(−1)|y1|+···+|yi−1|P (y1, ..., βλ(yi), ..., yq)
is formally (i.e., independently on Hk) trivial.
(ii1) Let yi ∈ Hk,0 for all i, i.e., βλ(yi) = 0 and the corresponding relation of
(4.13) in (RH, dh) is given by the first equality of (4.14). Since either at most one yi
may be equal to z for q ≥ 2 or q = 1 and y1 = z with z ∈ H
od
k,0 for µ even, it is easy
to see that there is c ∈ H+k ·H
+
k such that βλ(c), as a formal expression, is equal to
P (y1, ..., yq). (In the last case c = λzP1(z)z
2m−1 for P (z) = λzz
2m+1,m ≥ 1.) This
situation answers to the following relations in (RH, dh). There is a pair (bc, wc)
with bc ∈ D, wc ∈ V such that
dwc = −bc + λu with dbc = λP (b1, ..., bq)
where [tkh
trwc] = c and u is given by the first equality of (4.14). (In particular
λ = µ and bc = −λz
µ
2 (z0 ⌣1 z0)z
2m−1
0 when µ is even and P (z) = λzz
2m+1 as
above.) Therefore, if c = c⊗ 1 with c ∈ H, then c = ρhtrwc. Note also that c must
be indecomposable in H since there is no relation in degrees < |P | in Hk. When c is
of finite order, there is a ∈ Hk,1 with βλ(a) = c so that da0 = λh
trwc. Furthermore,
when itself a is linearly dependent on P1(x) for some x ∈ H
od
k , i.e., ka = ℓP1(x),
k, ℓ ∈ Z, we obtain kλµ c = −ℓ 〈x〉
p since (4.9). Taking into account (4.10) we have
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that kλµ h
trwc is mod µ cohomologous to ℓ h
trxp−1, i.e., there is v ∈ V
−1,∗ with
dv = kλµ h
trwc − ℓ h
trxp−1 + µv
′, v′ ∈ V 0,∗. Define ̟ ∈ V by
(4.17) ̟ =
{
kλ
µ wc − v − ℓ xp−1, ka = ℓP1(x) 6= 0,
a0, otherwise.
Obviously w := ̟ satisfies (4.4). Let now c be of infinite order. Since z is unique
(when it exists), neither yi occurs as z, so there is the other c¯ ∈ Hk such that βλ¯(c¯),
as a formal expression, is again equal to P (y1, ..., yq). This time c¯ is of finite order
and hence the definition of w by means of formula (4.17) is not obstructed.
(ii2) Let at least two yi lie in Hk,1. Then the corresponding relation of (4.13) in
(RH, dh) is given by the second equality of (4.14). Since for each yi ∈ Hk,1 with
βλ(yi) = y
′
i either y
′
i ∈ Hk,0 or y
′
i = z
n for z ∈ Hk,0, n ≥ 2, there exist c ∈ H
+
k ·H
+
k
such that βλ(c), as a formal expression, is equal to P (y1, ..., yq). When c is of finite
order, we can define w entirely analogously as in item (i), i.e., by formula (4.17);
otherwise, for c to be of infinite order, we get an obstruction, i.e., when we have
(4.18) βλ(c) = P (y1, ..., yq) = 0 for c = z modulo decomposables.
Note also that du /∈ D˜k for u corresponding to this relation by (4.14).
(iii) Suppose that expression (4.16) is not formally trivial. Then the corre-
sponding relation in (RH, dh) is given by the third equality of (4.14). Consider two
subcases.
(iii1) Let (4.13) be specified as
(4.19) P (y1, .., yq) = λ
′bnc x = 0 with βλ(b) = c for
b ∈ Hevk,1, c ∈ H
od
k,0, x ∈ Hk,0, λ
′ ∈ Z, n ≥ 1.
In particular βλ(λ
′bkx) = 0 for k > n. Since |bn+1| < |bnc| and (4.19) is chosen
to be of the smallest degree, we have λ′bn+1x 6= 0. Consider two elements ai for
i = n+ 1, n+ 2 with βλ(ai) = 0 where
ai =
{
bi, i is divisible by µ
λ′bix, otherwise.
When an+2 6= 0, there is a ∈ H
od
k,1 with βλ(a) = an+1 or βλ(a) = an+2 and we set
̟ = a0. When an+2 = 0, we consider this relation as a particular case of (4.13)
and set ̟ = u as in item (i) above.
(iii2) When at least one monomial of (4.13) differs from that given by (4.19),
we have βλ(P (y1, ..., yq)) = 0 is a desired relation, and then set ̟ = u
′ where u′ is
resolved from (4.14).
Finally, we say that an odd dimensional element ̟ ∈ V is associated with (4.13)
if ̟ is given by one of items (i)–(iii) above. In particular, ̟ always exists for
H˜Q = 0 or, more generally, for z ∈ Hk.
Given an even dimensional y ∈ Hevk,0 with the relation
(4.20) P (y) = λyy
m = 0, m ≥ 2, λy ∈ Z,
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it rises to the sequence {yn ∈ V }n≥0 in (RH, d) :
(4.21)
dy2k+1 =
∑
i+j=k−1
i,j≥0
y2i+1y2j+1 −
∑
i1+···+im=k
0≤i1≤...≤im≤k
λyy2i1 · · · y2im ,
dy2k =
∑
i+j=2k−1
i,j≥0
(−1)i+1yiyj , k ≥ 0,
where yn is of odd degree for n = 2k+1 and is of even degree for n = 2k. In fact a
straightforward check shows that each y2k, k ≥ 1, can be expressed in terms of yr for
r < 2k as y2k = −y0 ⌣1 y2k−1 mod D (e.g. y2 = −y0 ⌣1 y1 + λz
∑
i+j=n−1
yi0(y0 ∪2
y0)y
j
0 ). Consequently, h
tr(y2k) ∈ D.
Proposition 5. Let x ∈ Hodk and let (4.20) be a single relation in Hk with |P | < |x|.
Then x /∈ Kerσ and if there is b ∈ Hk,1 with βλ(b) = x, then also b /∈ Kerσ.
Proof. Theoretically there may be yn ∈ V given by (4.21) serving as a source for h
to kill x or b. Since |x| is odd and |htry2k+1| is even (and h
tr(y2k) ∈ D), x0 is not
λ-homologous to zero. When there is b ∈ Hk,1 with βλ(b) = x, the element b0 ∈ Kµ
is not λ-homologous to zero since (4.21) and d2h = 0 prevent b0 to be in the target
of h evaluated on any y2k+1. 
Proposition 6. Let x ∈ Hodk and let P (y1, ..., yq) = 0 be a relation given by (4.13).
(i) If |x| ≤ |P | or (4.13) is specified as (4.20) to be a single relation with |P | < |x|,
then the sequence x = {x(i)}i≥0 given by (4.5) for w = x0 satisfies (4.1)–(4.2) in
RH ⊗ V¯ .
(ii) Let ̟ ∈ V be associated with the relation P (y1, ..., yq) = 0.
(ii1) If P (y1, ...yq) is of the smallest degree with |x| < |P |, then the sequence
x = {x(i)}i≥0 given by (4.5) for w = ̟ satisfies (4.1)–(4.2) in RH ⊗ V¯ .
(ii2) Let P
′(y′1, ..., y
′
q′) = 0 and P (y1, ...yq) = 0 be two relations of the smallest
degree with |x| < |P ′| ≤ |P | where the first relation is given by (4.18). Then the
sequence x = {x(i)}i≥0 given by (4.5) for w = ̟ satisfies (4.1)–(4.2) in RH ⊗ V¯ .
(iii) Let P (y1, ..., yq) 6= λxx
2 for µ even and P1(x) = 0, λx ∈ Z. Then the pair
of sequences given by items (i) and (ii) is admissible.
Proof. (i) First note that when |x| ≤ |P |, x0 is not λ-homologous to zero by the
degree reason, while apply Proposition 5 for |P | < |x|; the same argument implies
that b0 is also not λ-homologous to zero when βλ(b) = x. Consider two subcases.
(ia) Let x ∈ Hk,0. In fact we have to verify only (4.1). (ia1) Assume there is no
b with βλ(b) = x. Observe that for an odd dimensional a ∈ RH and n ≥ 2, da
⌣1n
contains a summand component of the form
(4.22) −
∑
k+ℓ=n
(
n
k
)
a⌣1ka⌣1ℓ, k, ℓ ≥ 1 (with a⌣11 = a).
By setting v = x0
⌣1n and v1v2 = −
(
n
k
)
x0
⌣1kx0
⌣1ℓ, some k, ℓ, we see that the
hypothesis of Proposition 3 is satisfied and hence x0
⌣1n is not weakly homologous
to zero. Consequently, [x(n)] 6= 0 as desired. (ia2) Assume there is b with βλ(b) = x.
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Let p be a prime that divides µ. We have a sequence of relations in (RH, d)
(4.23) dbn =
∑
i+j=n
i≥0;j≥1
εn
(
n+ 1
i+ 1
)
bix0
⌣1j + εnλx0
⌣1(n+1), bn ∈ V, n ≥ 1,
where εpk−1 =
1
p and εn = 1 for n+1 6= p
k, k ≥ 1. In view of (4.23) and Proposition
3 we remark that x0
⌣1n may be weak homologous to zero only for λ = µ = p = n+1.
In any case consider the element an ∈ (RH, dh) given by
an =
∑
i+j=n
i≥0;j≥1
εn
(
n+ 1
i+ 1
)
bix0
⌣1j + hbn.
Since b0 and x0 are not λ-homologous to zero, so is bn for all n. Obviously dhan ∈ D˜
and by setting a = an and v1 · v2 = εn(n + 1) bn−1 · x0, the component of a for
(i, j) = (n− 1, 1), the hypotheses of Proposition 4 are satisfied. Therefore, we get
[χ
1
(a)] 6= 0 in H(RH ⊗ V¯ , dω). Obviously [χ1(a)] = −εnλ[χ1(x0
⌣1(n+1))]. Thus
[x(n)] 6= 0 as desired.
(ib) Let x ∈ Hk,1. Then we have to verify only (4.2). Since x0 ∈ Kµ is not
λ-homologous to zero, the proof easily follows from the analysis of the component
given by (4.22) for a = x0 in dx0
⌣1n.
(ii) When ̟ is not λ-homologous to zero and either dh̟ ∈ D˜k or dh̟ /∈ D˜k but
zj
`1
(p
νj+1
−1)
is also not λ-homologous to zero for all j (zj is a variable in dh̟),
the proof is analogous to that of subcase (ia1) or (ib) of item (i). Otherwise, we
observe that ̟ is again not λ-homologous to zero in (ii1), while ̟ may be λ-
homologous to zero in (ii2) only by evaluating h on certain elements ui ∈ V arising
from the relation given by (4.18) the first of which is u = u0 as given by (4.14);
since du /∈ D˜k, neither dui is in D˜k. And then in the both subcases a straightforward
check completes the proof.
(iii) The proof is analogous to that of items (i)–(ii). The restriction on the
relation for µ even is in fact explained by Example 1.

Remark 4. Let Ak = C
∗(X ;Zp), p > 2. The case of x ∈ HZp with β(b) = x funda-
mentally distinguishes the (based) loop and free loop spaces on X with respect to the
existence of infinite sequence arising from x in H∗(ΩX ;Zp) and H
∗(ΛX ;Zp) respec-
tively. Namely, let both P1(x) and 〈x〉
p be multiplicative generators of H∗(X ;Zp)
such that P1(x) ∈ 〈b, x, ..., x〉, the p
th-order Massey product. Then by the hypothe-
ses of Proposition 6 the sequence arising from x in H∗(ΩX ;Zp) may terminate at
the pth-component (see [16] for p = 3), while is always infinite in H∗(ΛX ;Zp).
5. Proof of Theorem 2
The proof of the theorem relies on the two basic propositions below in which the
condition that H˜k requires at least two algebra generators is treated in two specific
cases. Note also that the essence of the method used in the proof of the following
proposition is in fact kept for µ to be a prime.
Proposition 7. Let Hk be a finitely generated k-module with µ ≥ 2. If H˜k requires
at least two algebra generators and H˜Q is either trivial or has a single algebra
generator, then there are two sequences xµ = {xµ(i)}i≥0 and yµ = {yµ(j)}j≥0 of
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mod µ dω-cocycles in (RH⊗ V¯ , dω) whose degrees form arithmetic progressions and
the product classes {[tkxµ(i)] · [tkyµ(j)]}i,j≥0 are linearly independent in H(RH ⊗
V¯k, dω).
Proof. First, we exhibit two sequences x = {x(i)}i≥0 and y
′ = {y′(i)}i≥0 in (RH⊗
V¯ , dω) consisting of mod µ dω-cocycles and satisfying the hypotheses of Proposition
6. In the case H˜Q 6= 0, let z be a single multiplicative generator of infinite order of
H and z = t∗k(z) ∈ Hk,0.
By the hypotheses of the proposition there is an odd dimensional element x ∈ Hk
and choose x to be of the smallest degree. Define x = {x(i)}i≥0 by (4.5) for w = x0.
To find the second sequence, note that there must be an even dimensional element
y ∈ Hk and hence a relation y
~y+1 = 0 in Hk unless maybe µ is even and x = z with
P1(x) 6= 0 in which case we have a relation x
~x+1 = 0 instead. First, observe the
following: if there is y ∈ Hodk with y /∈ Kerσ and linearly independent with P
(m)
1 (x)
for some m, define y′ = {y′(j)}j≥0 by (4.5) for w = y0; If there is y ∈ H
od
k,0 linearly
dependent on P
(m)
1 (x), while P
(m−1)
1 (x) /∈ Kerσ, define y
′ = {y′(j)}j≥0 by (4.5) for
w given by (4.11) in which x is replaced by P
(m−1)
1 (x).Otherwise, consider a relation
P (y1, ..., yq) = 0 of the smallest degree in Hk unless P (y1, ..., yq) = λxx
2, λx ∈ Z,
whenever µ is odd or µ is even and P1(x) = 0. When the relation admits to
associate ̟ as in subsection 4.3, define y′ = {y′(j)}j≥0 by (4.5) for w = ̟. When
the definition of ̟ is obstructed, consider the next relation in Hk. This time the
second relation admits to associate ̟ (since the above z is unique) and hence the
second sequence y′ = {y′(j)}j≥0 is defined.
Finally, the pair of the sequences (x,y′) found above is admissible: when the
existence of the pair involves relation(s) in Hk (if not, the claim is rather ob-
vious), it satisfies the hypotheses of Proposition 6. Obtain the associated se-
quences xµ = {xµ(i)}i≥0 and yµ = {yµ(j)}j≥0 as in subsection 4.1. The explicit
product on RH ⊗ V¯ allows us to ensure immediately that the product classes
{[tkxµ(i)] · [tkyµ(j)]}i,j≥0 are linearly independent in H(RH ⊗ V¯k, dω). 
Given a cochain complex (C∗, d) over Q, let SC(T ) =
∑
n≥0(dimQ C
n)T n and
SH(C)(T ) =
∑
n≥0(dimQH
n(C))T n be the Poincare´ series. Recall the convention:∑
n≥0 anT
n ≤
∑
n≥0 bnT
n if and only if an ≤ bn. The following proposition can be
thought of as a modification of Proposition 3 in [20] for the non-commutative case.
Proposition 8. Let (B∗, dB) be a dga over Q and let y ∈ B
k, k ≥ 2, be an element
such that dBy = 0 and yb 6= 0 for all b ∈ B. Then
(5.1) SH(B/yB)(T ) ≤ (1 + T
k−1)SH(B)(T ).
Proof. We have an inclusion of cochain complexes skB
ι
−→ B induced by the map
B
y·
−→ B, b→ yb, and, consequently, the short exact sequence of cochain complexes
0 −→ skB
ι
−→ B −→ B/yB −→ 0.
Then the proof of the proposition is entirely analogous to that of [17, Proposition
7]. 
Proposition 9. Let H
Q
be a finitely generated Q-module. If H˜
Q
requires at least
two algebra generators, then the sequence {ςi(A)} grows unbounded.
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Proof. Denote (B, dB) = (RH⊗V¯Q , dω).We will define two sequences x = {x(i)}i≥0
and y = {y(j)}j≥0 in B consisting of dB-cocycles in the four cases below. Consider
two relations of the smallest degree in H
Q
P1(x1, ..., xp) = 0 and P2(y1, ..., yq) = 0.
Suppose that
(i) All xi and yj are even dimensional. Obtain u1 and u2 from (4.14) that
correspond to the above relations, and define x = {x(i)}i≥0 and y = {y(j)}j≥0 by
(4.5) for w = u1 and w = u2 respectively.
(ii) There are odd dimensional elements c1 and c2 among xi’s and yj ’s respec-
tively. Then define x = {x(i)}i≥0 and y = {y(j)}j≥0 by
(5.2) x(i) = 1⊗ s−1
(
c1
`1(i+1)
)
and
(5.3) y(j) = 1⊗ s−1
(
c2
`1(j+1)
)
respectively.
(iii) There is a single odd dimensional xi and all yj are even dimensional. Define
x = {x(i)}i≥0 by (5.2), while define y = {y(j)}j≥0 as in item (i). When all xi are
even dimensional and a single yj is odd dimensional, define x = {x(i)}i≥0 as in
item (i), while define y = {y(j)}j≥0 by (5.3).
(iv) There is a single odd dimensional xi and a single odd dimensional yj equal
to the same element a ∈ H
Q
. Then obviously P1(x1, ..., xp) admits a representation
P1(x1, ..., xp) = ab for a certain even dimensional element b ∈ HQ . Consequently,
the corresponding relation in (RH
Q
, d) given by (4.14) has the form du = a0b0
for a0 ∈ V
0,∗ and b0 ∈ R
0H∗. Denote a1 = u and b1 = −a1 − a0 ⌣1 b0 to
obtain db1 = −b0a0. Furthermore, denoting b2 = −b0 ⌣1 a1, there are the induced
relations in (RH
Q
, d) :
da2 = a0b1 − a1a0, da3 = a0b2 − a1a1 − a2b0,
db2 = −b0a1 − b1b0, db3 = −b0a2 − b1b1 + b2a0, a3, b3 ∈ VQ .
Thus we have h(a3 − b3) = (h
2 + h3)(a3 − b3) with h
2(a3 − b3) = −b0 ⌣1 h
2a2 in
(RH
Q
, dh). Let b0 = P
′(z1, ..., zr) and h
3(a3 − b3) = P
′′(zr+1, ..., zm) for some zj ∈
V 0,∗
Q
, 1 ≤ j ≤ m, 1 ≤ r < m. Define a complex (D, dD) as (D, dD) = (B/1⊗C¯, dD),
where C¯ ⊂ V¯
Q
is a subcomplex (additively) generated by the expressions
{z¯j , zj ⌣1 v | v ∈ VQ , 1 ≤ j ≤ m}.
Define x¯ and y¯ in V¯
Q
/C¯ as the projections of the elements a¯0 and a3 − b3 under
the quotient map V¯
Q
→ V¯
Q
/C¯ respectively. Then 1 ⊗ x¯ and 1 ⊗ y¯ are cocycles
in (D, dD). Apply formulas (5.2)–(5.3) for (c1, c2) = (x, y) to obtain the sequences
x = {x(i)}i≥0 and y = {y(j)}j≥0 inD. Then the product classes {[x(i)] · [y(j)]}i,j≥0
are linearly independent in H(D , dD). Finally, apply Proposition 8 successively
for y ∈ {z1, ..., zm} to obtain SH(D)(T ) ≤ SH(B)(T ), and then an application of
Proposition 1 completes the proof. 
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5.1. Proof of Theorem 2. In view of Proposition 1, the proof reduces to the
examination of the k-module H(RH ⊗ V¯k, dω). If H˜k has a single algebra generator
a, then the set {ςi(A)} is bounded since ςi(A) = 2 (cf. [6]). If H˜k requires at least
two algebra generators, then the proof follows from Proposition 1 and Proposition
7 for µ ≥ 2, and from Proposition 9 for µ = 0.
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