Word2vec is a successful word embedding technique in various applications in NLP. The main idea of of CBOW model is the context words and the goal is to maximize the probability of the centered word 8
based on the context words, while the Skip-gram model takes the current word as input and the output 9 layer maximizes the likelihood of words within a certain range before and after the current word (Mikolov 10 et al., 2013).
11
In this work, the continuous Skip-gram model is adopted as the training model. In the Skip-gram 12 model, the words occurring further away from the current word are given less weight while the close ones 
where C denotes all the words in a context window, w is the centered word in the window, Contexw(w) 16 denotes the words in the context window except the centered one, and Equation (1) is viewed as the 17 log-likelihood of a given sentence set.
18
From the performance of the two models, the CBOW model takes a shorter time for training and the 
1/5
The goal of model training is to derive the most appropriate parameters θ so that when a new sample is given, the probability measured at the output is heavily skewed to the correct class. A single cycle of the parameter learning process is organized as (LeCun et al., 2015) . Given a training dataset, the forward pass sequentially computes the output in each layer and propagates the function signals forward through the network. In the final output layer, an objective loss function measures error between the predicted outputs and the true labels based on the current set of model weights. The loss is then backward propagated through the chain rule to compute the gradients of the loss function. The model updates the parameters iteratively. Backpropagation (Werbos, 1990 ) determines how much to adjust each weight and the gradient can be efficiently evaluated by the object loss function. The formula of parameters update process is shown as follows:
where E(·) is a gradient vector of all the layers, η is a learning rate and τ denotes an iteration index. The 28 update process is repeated until convergence. The weight parameters are often updated using stochastic 29 gradient descent (SGD) algorithm with a minibatch subset of training samples (Bottou, 1991) .
30
In the canonical configuration, the object loss function of a classification network is often a cross entropy loss function: ReLU(x) = max(0, x)
The output units'activation function is dependent on the target task being a classification or regression problem. For example, a softmax activation function works as the following equation:
The value of f i (z) denotes the predicted score for class i. 
Cross validation 38
Cross-validation scheme is a standard experimental technique for avoiding any sampling biases and 39 verifying the constancy of the model (Stone, 1974 To assess the effectiveness and reliability of a classifier quantitatively, several widely used statistical measures, including accuracy, recall, specificity, precision, MCC (Matthew's correlation coefficient) and F1 are taken to perform performance evaluation. The precise definition of these measures is as follows: 
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