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Abstract
There are many significant challenges for unmanned autonomous platforms at sea including
predicting the likely scenarios for the ocean environment, quantifying regional uncertain-
ties, and updating forecasts of the evolving dynamics using their observations. Due to the
operational constraints such as onboard power, memory, bandwidth, and space limitations,
efficient adaptive reduced order models (ROMs) are needed for onboard predictions. In
the first part, several reduced order modeling schemes for regional ocean forecasting on-
board autonomous platforms at sea are described, investigated, and evaluated. We find that
Dynamic Mode Decomposition (DMD), a data-driven dimensionality reduction algorithm,
can be used for accurate predictions for short periods in ocean environments. We evaluate
DMD methods for ocean PE simulations by comparing and testing several schemes including
domain splitting, adjusting training size, and utilizing 3D inputs. Three new approaches
that combine uncertainty with DMD are also investigated and found to produce practical
and accurate results, especially if we employ either an ensemble of DMD forecasts or the
DMD of an ensemble of forecasts. We also demonstrate some results from projecting /
compressing high-fidelity forecasts using schemes such as POD projection and K-SVD for
sparse representation due to showing promise for distributing forecasts efficiently to remote
vehicles. In the second part, we combine DMD methods with the GMM-DO filter to produce
DMD forecasts with Bayesian data assimilation that can quickly and efficiently be computed
onboard an autonomous platform. We compare the accuracy of our results to traditional
DMD forecasts and DMD with Ensemble Kalman Filter (EnKF) forecast results and show
that in Root Mean Square Error (RMSE) sense as well as error field sense, that the DMD
with GMM-DO errors are smaller and the errors grow slower in time than the other men-
tioned schemes. We also showcase the DMD of the ensemble method with GMM-DO. We
conclude that due to its accurate and computationally efficient results, it could be readily
applied onboard autonomous platforms. Overall, our contributions developed and integrated
stochastic DMD forecasts and efficient Bayesian GMM-DO updates of the DMD state and
parameters, learning from the limited gappy observation data sets.
Thesis Supervisor: Pierre Lermusiaux
3
Title: Professor of Mechanical Engineering and Ocean Science and Engineering
Associate Department Head for Research and Operations
Massachusetts Institute of Technology
4
Acknowledgments
First, I wish to thank the U.S. Navy’s Civilian Institution Program along with the MIT-
WHOI Joint Program for providing the funding and resources that made this research and
continuing my education possible. I am also grateful to the U.S. Navy for continuing to
provide the opportunity and challenge of working alongside some of the brightest people on
Earth at two world-class institutions.
I wish to extend my thanks to Professor Pierre Lermusiaux, my research advisor. His
mentorship, guidance, and flexibility throughout my time in the Joint Program as a member
of the Multidisciplinary, Simulation, Estimation, and Assimilation Systems (MSEAS) labo-
ratory has really helped me develop both personally and professionally. While also a leader
of the Mechanical Engineering Department at MIT, with a busy and demanding schedule,
he made my research, as well as my personal and professional development, a priority. By
empowering me to leverage my Naval experience to gain insight into research topics, he gave
me a better understanding of the benefits and challenges of collaboration between academia
and the United States Department of Defense.
Thank you to my MSEAS colleagues for the help and friendship that you have provided.
The banter we shared on a near daily basis really helped me continue to feel connected
to MIT during the COVID-19 pandemic. Although we shared frustrations and troubles,
together we continue to learn and develop. Without these brilliant individuals’ assistance
and support this research would not have been possible. They always provided their time
to provide insight, correction, and stimulation to my research, while completing demanding
research and challenging classes of their own. I am truly grateful for their support.
Thank you to all of the MIT-WHOI staff. Thank you to Lisa Cherin-Mayer, Pat Haley,
and Chris Mirabito for the assistance and expertise you provide to MSEAS.
PFJL and the MSEAS group are grateful to the Office of Naval Research for support
under STTR grant N6833519C0348 (ROMs) to the Massachusetts Institute of Technology
(MIT).
Finally, I want to thank my wonderful wife, Carla, and my incredibly smart son, Jeremy.
To my wife, you have inspired me since the day we met and continue to give me a reason
to be a better person. To my son, you make me proud everyday and I will look back fondly
on the opportunity to spend time with you during this challenging time at MIT-WHOI.
5




1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 Challenges and Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3 Marine Autonomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 Reduced Order Models and Dynamic Mode Decomposition 21
2.1 DMD Origins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 DMD Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 DMD Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Projected DMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.2 Exact DMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.3 Compressed DMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.4 Total DMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.5 Optimized DMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3.6 Streaming DMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 DMD of the Ensemble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Reduced Order Projection and Subspace Methods . . . . . . . . . . . . . . . . 33
2.5.1 POD, PCA, and EOF Projections . . . . . . . . . . . . . . . . . . . . 34
2.5.2 K-SVD and other sparse Projections . . . . . . . . . . . . . . . . . . . 34
2.6 DMD and Projection Results and Discussions . . . . . . . . . . . . . . . . . . 35
2.6.1 DMD Method Predictions . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.6.2 Splitting the Domain into Regions . . . . . . . . . . . . . . . . . . . . 37
2.6.3 Training Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
7
2.6.4 3D Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.6.5 Ensemble Mean and Variance . . . . . . . . . . . . . . . . . . . . . . . 39
2.6.6 DMD of the Ensemble . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.6.7 Subspace Projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.6.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Data Assimilation 47
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Ensemble Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2.2 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.3 Error Subspace Statistical Estimation . . . . . . . . . . . . . . . . . . 50
3.3 GMM-DO Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.1 Gaussian Mixture Models . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.2 Expectation-Maximization Algorithm . . . . . . . . . . . . . . . . . . 53
3.3.3 The EM algorithm used with Gaussian Mixture Models . . . . . . . . 56
3.3.4 Bayesian Inference Criterion . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.5 Dynamically Orthogonal Field Equations . . . . . . . . . . . . . . . . 60
3.4 DMD with GMM-DO Filter Description . . . . . . . . . . . . . . . . . . . . . 62
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4 DMD with DA Test Cases and Applications 69
4.1 Flow Behind an Island/Cylinder Test Case . . . . . . . . . . . . . . . . . . . . 69
4.1.1 Description of Test Case . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.1.2 Simulated Flow Snapshots and Measurements . . . . . . . . . . . . . . 75
4.1.3 Ensemble POD Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.1.4 DMD with DA Results for Flow Behind an Island/Cylinder . . . . . . 77
4.1.5 DMD Forecasts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1.6 DMD with DA Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2 Realistic Ocean Simulation Test Case . . . . . . . . . . . . . . . . . . . . . . . 82
4.2.1 Description of POSYDON-POINT Test Case . . . . . . . . . . . . . . 82
4.2.2 POSYDON-POINT Snapshots . . . . . . . . . . . . . . . . . . . . . . 82
4.2.3 Ensemble POD Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
8
4.2.4 DMD of the Ensemble results for POSYDON-POINT Inputs . . . . . 83
4.3 Computational Costs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5 Conclusion and Future Work 89
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
9
THIS PAGE INTENTIONALLY LEFT BLANK
10
List of Figures
2-1 SST errors of 12 hour forecast for persistence (left), Total DMD applied to entire
domain simultaneously (center), Total DMD on shelf/deep water separately (right)
on Aug 27, 2018 00Z, for the POSYDON-POINT experiment. . . . . . . . . . . . . 37
2-2 Zonal velocity truth (left), errors for the persistence (second from left) and exact
DMD forecasts on Sep 16, 2006 19Z, for the AWACS/SW06 experiment, training
with either 300 snapshots (second from right) or 800 snapshots (right). . . . . . . . 38
2-3 SST errors of 84 hour forecast for persistence (left) and Exact DMD (right) on Aug
25, 2006 19Z using 199 training snapshots (with 108 DMD modes used) from the
AWACS/SW06 experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2-4 SST error from the true SST mean of 12 hour forecast for persistence (left), mean
of Total DMD forecasts of all ensembles (second from left), mean of Total DMD
forecasts of 41 ensembles (second from right), and Total DMD forecast using mean
field (right) on Aug 27, 2018 00Z, for the POSYDON-POINT experiment. . . . . . 41
2-5 Standard deviation fields for true SST, the Total DMD SST forecasts of all ensemble
members (PCC of 0.80), the 41 ensemble members Total DMD SST forecasts (PCC
of 0.62), and the Total DMD forecast using variance as the input (PCC of 0.82) on
August 27, 2018 00Z for the POSYDON-POINT experiment. . . . . . . . . . . . . 42
2-6 Surface Zonal Velocity errors for August 27, 2018 00Z for the POSYDON-POINT
experiment. The reconstructed 12 hour PE forecast projection on past POD modes
(left) with a PCC of 0.81 and the persistence forecast (right) with a PCC of 0.26. . . 44
3-1 Parametric (Gaussian) distribution, GMM, and Kernel Density approxima-




2 𝒰(𝑥; 1, 8) where 𝒰(𝑥; 𝑎, 𝑏) =
1
𝑏−𝑎 is the continuous uniform
probability density function for random variable 𝑋. Source [109]. . . . . . . . 53
11
3-2 DMD with GMM-DO Filter flowchart. . . . . . . . . . . . . . . . . . . . . . . 63
4-1 General setup of domain for flow behind an island/cylinder. . . . . . . . . . . 74
4-2 Example of vorticity field (top plot) and two sensors (bottom plot) for flow
behind an island/cylinder at Re = 200. Bottom plot shows the vorticity at
sensor one (labeled s1) vs. time in a blue solid line and and the vorticity at
sensor 2 (labeled s2) vs. time in an orange dotted line. . . . . . . . . . . . . . 76
4-3 Mean vorticity field (a) and POD singular values (b) for flow behind an is-
land/cylinder with Re = 200. The first 6 POD modes are shown in (c)-(j). . . 76
4-4 Real part of the first two Dominant DMD modes. (a) and (c) are extracted
from the ’truth’ where as (b) and (d) are extracted from the ensemble. . . . . 77
4-5 True vorticity field 0.2 𝑠 past the last training snapshot (top plot), DMD
error field at 0.2 𝑠 past the last training snapshot, and the pattern correlation
coefficients (PCCs) for persistence and DMD. . . . . . . . . . . . . . . . . . . 78
4-6 Same as Fig. 4-5 except 5 𝑠 past last training snapshot. . . . . . . . . . . . . 79
4-7 Same as Fig. 4-5 except 20 𝑠 past last training snapshot. . . . . . . . . . . . . 79
4-8 True velocity field 0.2 𝑠 past the last training snapshot (top plot), DMD with
EnKF error field at 0.2 𝑠 past the last training snapshot (second from top),
DMD with EnKF error field at 0.2 𝑠 past the last training snapshot (second
from bottom), and the pattern correlation coefficients (PCCs) for DMD, DMD
with EnKF, and DMD with GMM-DO. . . . . . . . . . . . . . . . . . . . . . 80
4-9 Same as Fig. 4-8 but at 5 𝑠 past the last training snapshot. . . . . . . . . . . 81
4-10 Same as Fig. 4-8 but at 20 𝑠 past the last training snapshot. . . . . . . . . . . 81
4-11 Example of sea surface temperature field (top plot left), sea surface tem-
perature field sub-region (top plot right), and two sensors (bottom plot) for
POSYDON-POINT Experiment simulation in the Middle Atlantic-New York
Bight region on 27 August 2018 [65]. Sensors (𝑠1 and 𝑠2) are as labeled and
represent sea surface temperature sensing locations from 23 August 2018 to
27 August 2018 for demonstration purposes. . . . . . . . . . . . . . . . . . . . 83
12
4-12 (a) Full region SST field 27 August 2018 00Z, (b) sub-region SST field 27
August 22018 00Z, (c) Mean SST field of the training snapshots, (d) POD
singular values for indicated sub-region from the POSYDON-POINT Exper-
iment simulation in the Middle Atlantic-New York Bight region for 23 Aug
2018 to 27 August 2018. The first 4 POD modes of the sub-region are shown
in (e)-(h). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4-13 (a) True SST field for the 5 ℎ𝑟 forecast, (b) true SST field for the 5 ℎ𝑟
forecast, (c) RMSEs for DMD (blue), DMD with EnKF (orange), and DMD
with GMM-DO (yellow), (d) DMD SST 5 ℎ𝑟 forecast field error, (e) DMD
with EnKF SST 5 ℎ𝑟 forecast field error, and (f) DMD with GMM-DO SST
5 ℎ𝑟 forecast field error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4-14 Same as Fig. 4-13 but for the 10 ℎ𝑟 forecast. . . . . . . . . . . . . . . . . . . 86
4-15 Same as Fig. 4-13 but for the 20 ℎ𝑟 forecast. . . . . . . . . . . . . . . . . . . 86
4-16 Same as Fig. 4-13 but for the 30 ℎ𝑟 forecast. . . . . . . . . . . . . . . . . . . 87
4-17 Same as Fig. 4-13 but for the 40 ℎ𝑟 forecast. . . . . . . . . . . . . . . . . . . 87
13





Unmanned and autonomous platforms at sea are playing a larger role throughout the world
in scientific and defense communities. In January 2021, the United States Navy Chief of
Naval Operations (CNO) , Admiral Michael M. Gilday, released his CNO Navigation Plan
2021. Admiral Gilday makes clear that "Unmanned platforms play a vital role in our future
fleet" [35]. The ability of autonomous platforms to store stochastic and/or deterministic
forecasts is still limited (despite increasing capabilities).
While several organizations, including the US Navy, produce ensemble forecasts, loading
these large high fidelity forecasts directly onto an autonomous vehicle is, at present, not
feasible. One alternative to storing directly on the autonomous platform is the use of com-
pression techniques and reduced order model (ROM) techniques that allow for the platform
to make its own local forecasts at much reduced storage and computational costs. These
ROM techniques, when combined with data assimilation (DA), allow for the platform to
operate for much longer periods of time with reliable forecasts that are based on previous
high fidelity forecasts, real-time sensed data, and periodic compressed communications from
outside platforms (like a reach-back cell, ship, or another nearby autonomous platform).
1.2 Challenges and Contributions
There are many significant challenges for unmanned autonomous platforms at sea including
predicting the likely scenarios for the ocean environment, quantifying regional uncertainties,
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and updating forecasts of the evolving dynamics using their observations [60, 61]. Due to the
operational constraints such as onboard power, memory, bandwidth, and space limitations,
efficient adaptive reduced order models (ROMs) are needed for onboard predictions. In ad-
dition we discuss how Dynamic Mode Decomposition (DMD) [53, and references therein],
a data-driven dimensionality reduction algorithm, can be used for accurate predictions for
short periods in ocean environments [41]. In this thesis, several reduced order modeling
schemes for regional ocean forecasting onboard autonomous platforms at sea are described
(Section 2.3), investigated, and evaluated (Section 2.6). We evaluate Dynamic Mode Decom-
position (DMD) methods for ocean PE simulations by comparing several schemes including
domain splitting, adjusting training size, and utilizing 3D inputs. Three different approaches
that combine uncertainty with DMD are also investigated and found to produce practical
and accurate results, especially if we employ either an ensemble of DMD forecasts or the
DMD of an ensemble of forecasts. We also discuss results from projecting / compressing
high-fidelity forecasts using schemes such as POD projection and K-SVD for sparse repre-
sentation (Section 2.5) due to showing promise for distributing forecasts to remote vehicles.
In this thesis we also compare several of these DMD methods and examine adaptive
Bayesian data assimilation methods such as the Gaussian Mixture Model - Dynamically Or-
thogonal (GMM-DO) filter [109] combined with DMD to improve forecast accuracy based
on observational data (taken either by the platform itself or a combination of data taken by
the platform and other nearby vehicles/platforms that are communicated to the vehicle).
The GMM-DO filter uses the stochastic Dynamically Orthogonal (DO) field equations and
their adaptive stochastic subspace [30] to predict prior probabilities for the full dynamical
state, effectively approximating the Fokker–Planck equation. At assimilation times, the DO
subspace realizations are fit to semiparametric Gaussian Mixture Models (GMMs) using
the Expectation-Maximization algorithm and the Bayesian Information Criterion. Bayes’s
law is then efficiently carried out analytically within the evolving stochastic subspace. We
extend this approach to stochastic DMD forecasts and Bayesian GMM-DO updates of the
DMD state and parameters, learning from the limited gappy observation data sets. In a
novel fashion we combine DMD modeling methods with Ensemble Kalman Filter (EnKF)
and the GMM-DO filter to produce DMD forecasts with Bayesian data assimilation that
can computed quickly and efficiently onboard an autonomous platform. We compare the
accuracy of our GMM-DO results to traditional DMD forecasts and DMD with EnKF fore-
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cast results and show that in Root Mean Square Error (RMSE) sense as well as error field
sense, that the errors produced by DMD with GMM-DO technique are smaller and the errors
grow slower in time than the other forecast methods mentioned. We demonstrate the error
results of the DMD with GMM-DO technique utilizing sea surface temperature simulations
of a 300 member ensemble set from the POSYDON POINT experiment. In virtually every
instance, our forecasts using DMD with GMM-DO outperform DMD and DMD with EnKF
in a RMSE, pattern correlation coefficient (PCC), and error field sense. In our results we
showcase the DMD of the ensemble method due to its accurate and computationally efficient
results, that we conclude, could be readily applied onboard autonomous platforms.
1.3 Marine Autonomy
Although not specifically addressed by the work in this thesis, path planning and marine
autonomy have important ties to work we conduct.
The following is a summary of marine autonomy that is derived from [59]. Fixed plat-
forms or expeditions with vessels have long been used to collect a variety of observations
and data of the ocean environment [111][22][105]. Since the turn of the millennium, research
expeditions have been supplemented and augmented with varied robotics-based platforms
and sensors [100][5][91]. Some types of platforms used include vehicles with a relative speed,
such as propelled autonomous underwater vehicles (AUVs), underwater gliders, wave glid-
ers, solar-powered vehicles, and surface craft. Some experiments have also included vehicles
with no or limited relative speeds such as autonomous drifters, floats, hybrid profilers, and
semi-drifting surface craft. A crucial advantage of these robotic platforms is that they
reduce the under-sampling of ocean surveys and augment other data sources (like satellite
observations). One significant disadvantage of these platforms is they are impacted by ocean
motions, such as currents and waves. The ocean observations taken by them are a mixture of
Eulerian (fixed or not affected by currents) and Lagrangian (current-following) observations.
Researchers have solidified and noted this mixture in the name “autonomous and Lagrangian
platforms and sensors (ALPS),” (e.g., [100]; [23], and references therein). To account for the
ocean motions and other effects, ALPS systems should become “expert systems” (e.g., [43])
that plan and optimize their motions, using and integrating predictive models, control algo-
rithms, uncertainty estimates, and data assimilation [59]. Such integration of disciplines was
17
initiated by the Autonomous Ocean Sampling Network (e.g., [19]; [99]; [54]; [58]; [96]; [18]),
and this area remains an area of active research.
One specific area of research where our reduced order model and data assimilation tech-
niques could be used is in the area of optimal path planning. Conversely, the DMD and
DA schemes here could benefit from utilizing various path planning methods. MSEAS has
worked extensively on ocean path planning and continues to do so. In general, path plan-
ning techniques start from the governing path planning equations [77][76][71][60]. These
equations account for the effects of the dynamic environmental ocean flow field on the net
vehicle motion. The equations predict globally optimal paths without heuristics [75], are
computationally efficient [77], and can account for forbidden or unsafe areas and station-
ary or moving obstacles [72]. For any given ocean currents (however strong), the level-set
path planning equations provide the exact time-optimal paths to travel from one location to
another. The methodology has been extended to energy-optimal paths [113][112], swarm-
optimal paths [72], and paths that maximize the quality of observational data collected by
the platform [70][61]. The algorithms accuracy and effectiveness were experimentally demon-
strated in several sea-trials [112][25][86]. Time optimal path planning has been shown to be
effective when planning multi-waypoint missions in dynamic ocean environments [31] and
can be combined with decision theory to create a risk-optimal path [115]. Recently, MSEAS
path planning algorithms have even been extended to estimate optimal harvesting of offshore
macroalgae farming [7] and the path planning approach was extended to address both fully
3D realistic ocean setups and 3D propulsion constraints [50].
Effective predictive models of the relevant ocean dynamics and efficient uncertainty pre-
diction and data assimilation schemes are crucial for quantitative optimal path planning and
sampling. Additionally these forecast models and data assimilation schemes must be com-
putationally inexpensive to allow for other tasks, like path planning to occur simultaneously
or in rapid succession. This is where the need for computationally cheap and low storage
forecast and data assimilation techniques, some of which we detail in this thesis, will play a
critical role in the future for computing onboard autonomous platforms at sea.
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1.4 Thesis Overview
This thesis utilizes several techniques for use with and onboard autonomous at sea plat-
forms. Among these techniques are compression techniques, a burgeoning field known as
Dynamic Mode Decomposition (DMD), which connects nonlinear dynamical systems with
well-established methods in dynamical systems theory, and ensemble data assimilation meth-
ods. We utilize DMD to extract underlying dynamics from deterministic and/or stochastic
inputs from simulated ocean environments. We combine DMD prediction model meth-
ods with ensemble based data assimilation (DA) techniques like Ensemble Kalman filter
(EnKF) and Gaussian mixture models using the Dynamically Orthogonal field equations
(GMM-DO).
Chapter 2 begins with a description of DMD and DMD methods that we have used for
ocean environments as well as a discussion of data compression techniques. Due to the often
large size of the state space for ocean environments, the extraction of DMD modes from
high fidelity forecast simulations is best done off the vehicle (like on a reach-back cell). The
DMD and Proper Orthogonal Decomposition (POD) modes and other preliminary data can
then be pre-loaded on the platform. We focus on a handful of methods of DMD that could
be useful depending on the desired application of the end user. We also discuss methods of
compression that could be used to inexpensively compress snapshots or data that could be
sent to a vehicle when communication bandwidth is limited. These compressed snapshots
or data could be readily and inexpensively reconstructed on the platform as needed or used
in subspace methods (without needing to be reconstructed) like data assimilation.
In Chapter 3 we describe ensemble based DA techniques primarily focusing on GMM-
DO with some discussion of EnKF as well. Chapter 3 also discusses the novel approach in
which we tie together DA (i.e. GMM-DO) with DMD for a data driven technique that can
inexpensively be used onboard autonomous platforms.
Chapter 4 shows the results of combining DMD and DA techniques for a vorticity simu-
lation of flow past an island/cylinder. Additionally we show results of using our technique on
a high fidelity ensemble ocean simulation in the Middle Atlantic-New York Bight region that
was generated for the POSYDON-POINT experiment by the Model Multidisciplinary Simu-
lation, Estimation, and Assimilation Systems (MSEAS) research group at the Massachusetts
Institute of Technology. In this example, we evaluate the techniques on sea surface tem-
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perature. Currently, we evaluate variables individually. In future work, we plan to include
multivariate solutions (after normalization) with our work, e.g., [55, 56]. Additionally, how
to utilize multi-scale applications are being considered.
Chapter 5 discusses this thesis’s conclusions and highlights some areas for future work.
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Chapter 2
Reduced Order Models and Dynamic
Mode Decomposition
2.1 DMD Origins
In the 1930’s Bernard Koopman [48] and Koopman and von Neumann [49] developed meth-
ods for interpreting and extracting underlying nonlinear dynamics from sets of inputs. Due
to a lack of computational resources, the work of Koopman went largely unused for many
decades. In the decade staring around the turn of the new millennium, interest in the
Koopman theory was renewed by Mezić et al. [85] [84]. In the following, we describe some
developments and methods that have come about since that time [41].
2.2 DMD Architecture
The DMD architecture normally considers a continuous-time dynamical system
dx
dt
= f(x, 𝑡;𝜇) (2.1)
where x(𝑡) ∈ R𝑛 is the vector representing the state of the system at time 𝑡, 𝜇 contains the
parameters of the system, and f(·) is the dynamics. We are typically concerned with systems
with n ≫ 1 (𝑛 representing the size of the state space), as such large systems correspond
to the discretization of PDEs at many discrete locations in space. We can further discretize
(2.1) in time or sample the solution at every ∆𝑡. Denoting the discrete time index by
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subscript 𝑘 such that x𝑘 = x((𝑘 − 1)∆𝑡), measurements (or estimates) of the system are
collected at the discrete intervals from 𝑘 = 1, 2, ...,𝑚. Numerical solutions are typically used
to predict future states solutions of (2.1) as analytical solutions cannot often be determined.
DMD uses an equation-free idea where the right hand side of (2.1) does not need to be
known. Instead, past discrete solutions or direct measurements are used as inputs by DMD
to approximate the dynamics and allow for future state prediction.








𝜑𝑖 exp(𝜔𝑖 𝑡)𝑏𝑖 = Φ exp(Ωt)b, (2.3)
where 𝜑𝑖 and 𝜔𝑖 are the eigenvectors and eigenvalues of the matrix 𝒜 and 𝑏𝑘 contains
the coordinates of x1 in the eigenvector basis. Methods for computing b are discussed in
descriptions of DMD methods in the following section. Φ is a matrix whose columns are
made up by the eigenvectors 𝜑𝑖 and Ω is the matrix whose diagonals are 𝜔𝑖.
From the given continuous dynamics (2.2), it is possible to construct a discrete-time
system given by,
x𝑘+1 = Ax𝑘 , (2.4)
where
A = exp(𝒜∆𝑡) . (2.5)
Here, 𝒜 is the continuous-time dynamics matrix in (2.2) and ∆𝑡 is the fixed interval between
time steps. The eigenvectors and eigenvalues of A are referred to as the DMD modes (𝜑𝑗)






𝑗 𝑏𝑗 = ΦΛ
𝑘b , (2.6)
where Λ is a diagonal matrix with diagonal entries of 𝜆𝑗 .
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DMD methods estimate the low-rank eigendecomposition of matrix A such that
‖x𝑘+1 −Ax𝑘‖2 (2.7)
is minimized for times 𝑘 = 1, 2, ...,𝑚− 1. The optimality holds over the training window in
which A is constructed and can be used for future predictions beyond the window [41].
To minimize the error (2.7) using the sample set of snapshots from 𝑘 = 1, 2, · · · ,𝑚, two
matrices are formed (they will be the inputs to the DMD algorithms). For a sequential set












x2 x3 · · · x𝑚
| | |
⎤⎥⎥⎥⎦ . (2.9)
Considering x𝑘+1 = F(x𝑘) where F is the map corresponding to the evolution of (2.1), DMD
computes the eigenvalues and eigenvectors of the best-fit linear operator A that relates
X′ ≈ AX. If the size of the state space is small, A could be computed as A = X′X†, where
† indicates the Moore-Penrose pseudoinverse. This is not normally practical when the state
space is large, so DMD methods provide alternatives to find the eigendecomposition of A
which then allows for future-state predictions.
2.3 DMD Methods
In this thesis, we utilize and compare several methods for reduced-order regional ocean
prediction. Although most of the DMD methods can be used with imaginary inputs, we
denote the algorithms assuming real inputs since the ocean simulation inputs and idealized
inputs we use consist of only real parts. Much of this summary is taken from [41] which
uses a common notation for the DMD methods.
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2.3.1 Projected DMD
For projected DMD the snapshots must be in order (which is not a requirement for some
other methods such as exact DMD). The algorithm produces a low-rank matrix projected
onto Proper Orthogonal Decomposition (POD) modes to improve efficiency when computing
the eigenvectors (DMD modes) and eigenvalues of the time-stepping matrix A [51]. The
DMD modes are projected onto POD modes, hence the name projected DMD.
Algorithm: Projected DMD
1. Arrange the inputs into sequential snapshot matrices X and X′ as in (2.8) and (2.9).
2. Compute the compact Singular Value Decomposition (SVD) of X such that
X ≈ U𝑟Σ𝑟V𝑇𝑟 (2.10)
where U𝑟 ∈ R𝑛×𝑟 , Σ𝑟 ∈ R𝑟×𝑟 and, V𝑟 ∈ R(𝑚−1)×𝑟, r is the reduced rank of X, and V𝑇𝑟
denotes the transpose of matrix V𝑟. The matrix U𝑟 (the left singular vectors) are the proper
orthogonal decomposition (POD) modes.






In practice though, computing A is extremely expensive so instead, it is much more compu-
tationally efficient to define a matrix Ã which is the 𝑟× 𝑟 projection of A onto POD modes
as
Ã ≡ U𝑇𝑟 X′V𝑟Σ−1𝑟 . (2.12)
where the left/right multiply of (2.11) by U𝑇𝑟 /U𝑟 projected onto the POD modes.
4. The eigenvalues and eigenvectors of Ã are determined by
ÃW = WΛ, (2.13)
where column vectors of W are the eigenvectors of Ã and diagonals of Λ are the corre-
sponding eigenvalues 𝜆𝑗 . The eigenvalues of Ã are also the non-zero eigenvalues of the much
larger matrix A. The projected DMD modes (which are the estimated non-zero eigenvectors
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of the full matrix A) are given by the column vectors of the matrix,
Φ = U𝑟W. (2.14)
5. To perform state reconstruction or future-state prediction, for convenience we define a
matrix Ω whose diagonal entries are made up by 𝜔𝑗 =
ln(𝜆𝑗)
Δ𝑡 . Then the predicted DMD
solution at some time t is given by
x (𝑡) ≈ Φ exp (Ω𝑡)b. (2.15)
Here b is a vector of DMD amplitudes (which are sometimes referred to as DMD coefficients).
If the initial snapshot x1 is at time 𝑡1 = 0, then x1 = Φb and thus
b = Φ†x1. (2.16)
This can be expensive if the size of x1 is large. As an alternative, DMD amplitudes can
be calculated much more inexpensively using POD projected data [13]. If we consider Ã
defines the linear model for the dynamics such that x̃𝑘+1 = Ã x̃𝑘, then we can compute the
DMD amplitudes using the following:











x̃1 = ÃWb (2.17d)
x̃1 = WΛb (2.17e)
b = (WΛ)−1x̃1. (2.17f)
2.3.2 Exact DMD
Exact DMD solves the same problem as projected DMD but computes the exact DMD
modes of A rather than projecting onto POD modes [51]. These exact modes are determined
all while still avoiding explicitly computing A. Indeed, as showed by Tu et. al. [119], the
dominant 𝑟 exact eigenvectors of matrix A can be computed from the eigendecomposition of
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Ã. Besides determining the exact DMD modes, as long as input pairs x𝑘 and x𝑘+1 are in the
same columns of X and X′ respectively, another benefit is that the calculated eigenvalues
and eigenvectors of A will be the same regardless of the order of the snapshot pairs.
Algorithm: Exact DMD
1. Arrange the inputs into snapshots matrices X and X′ as in (2.8) and (2.9).
2. Perform SVD as in equation (2.10), compute Ã as in (2.12), and perform eigendecompo-
sition as in (2.13).




4. The state solution at time t can be predicted using (2.15).
2.3.3 Compressed DMD
Compressed DMD solves the Euclidean norm minimization problem, but it compresses the
inputs first [14]. With matrices X and X′, it is possible to compress the inputs, compute
DMD on the compressed inputs and reconstruct DMD modes and eigenvalues of the full-state
by linearly combining full-state snapshots according to the compressed DMD transforma-
tion. This DMD computation is much faster than DMD on full-state data particularly for
large data sets. It should be noted that the compressed DMD here refers to the spatial
compression.
Compressed DMD relies on two essential conditions. First, the snapshots have to be sparse
in some basis given by the columns of Γ, so that X = ΓS and X′ = ΓS′. Here, S and S′ have
sparse columns and are considered the sparse portions of X and X′ respectively. The basis
Γ ∈ R𝑛×𝑛 can be Fourier, wavelet, or it can be the first 𝑝−dominant POD modes found
by the initial SVD (a potential implementation strategy would be to re-evaluate the POD
modes from time to time to reflect the change in the dynamics) [11]. Next, we consider
a (pseudo)-measurement matrix C ∈ R𝑝×𝑛, where 𝑝 < 𝑛, that must be incoherent with
respect to the sparse basis Γ, i.e. rows of C are uncorrelated with columns of Γ. This will
hold true generally as long as C is a Gaussian random measurement matrix. If we assume
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each column of X and X′ is in the same sparse subspace of the basis Γ, then we can ensure
that the POD modes and DMD modes will also be in the same sparse subspace.
Algorithm: Compressed DMD
1. Arrange the inputs into snapshots matrices X and X′ as in (2.8) and (2.9).
2. Determine the reduced number of (pseudo)-measurements to be used, 𝑝, and use a random
matrix (or Gaussian random matrix) C ∈ R𝑝×𝑛 to compress the inputs and obtain reduced
sets as follows:
Y = CX and Y′ = CX′. (2.19)
3. Compute exact DMD or projected DMD on (Y,Y′) as in (2.10), (2.12), (2.13), and (2.18)
replacing X with Y and X′ with Y′ to obtain (ΛY,WY) and ΦY.




5. With the DMD modes (Φ) and the DMD eigenvalues (diagonal entries of ΛY), the DMD
future-state prediction for the full-state uses (2.15).
2.3.4 Total DMD
Conventional DMD methods often fail to accurately capture the underlying dynamics when
snapshot data contain significant sensor noise. Total DMD projects each input time snap-
shot and its sequential pair onto a joint subspace. When the sensor noise remains mostly
in the orthogonal complement of the joint subspace, this reduces noise in the inputs to the
DMD algorithm. This leads to a slight cost increase but allows DMD to capture the dy-
namical descriptions much more effectively. Conventional DMD methods (such as exact and
projected) minimize errors with respect to the time-shifted matrix X′ only. This yields a
biased analysis when the snapshots exhibit noise. Total DMD, however, minimizes the or-
thogonal distance between the linear fit involving both initial X and final X′ states, allowing
a de-biased analysis [39].
Mathematically, instead of minimizing the residual ‖X′ −AX‖𝐹 as in other methods,
27







subject to X′+∆X′ = A(X+∆X). This total-least-
squares problem can then be solved by projecting X and X′ onto an augmented subspace





1. Arrange the inputs into snapshots matrices X and X′ as in (2.8) and (2.9).




⎤⎦ = UZΣZV𝑇Z. (2.21)








4. Perform DMD using (2.10), (2.12), (2.13), and (2.18) except that wherever X is used
substitute Y and wherever X′ is used substitute Y′. Instead of (2.18), (2.14) could be used
if projected DMD modes are preferred over the exact DMD modes.
5. Use (2.15) to compute the state space prediction at time 𝑡.
2.3.5 Optimized DMD
A pitfall of many of the DMD methods (e.g. projected, exact, compressed) is that the com-
puted eigenvalues are biased by the presence of sensor noise in the inputs (only residuals of
the linear system are minimized). Total DMD is one of the de-biasing methods that tries
to overcome this by minimizing both the initial and final errors. Alternatively, Optimized
DMD [3] addresses the issues of biases due to sensor noise by creating an optimization
problem where the identified linear operator has a fixed rank.
The standard DMD methods treat the data pairwise, snapshot to snapshot, rather than
as a whole, and favor one direction (forward in time). Optimized DMD allows the recon-
struction errors to be distributed throughout, minimizing noise.
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Algorithm: Optimized DMD




x1 x2 · · · x𝑚
| | |
⎤⎥⎥⎥⎦ . (2.23)
2. Suppose x(𝑡) is the solution to ẋ(𝑡) = 𝒜x(𝑡). With initial condition x1, the analytical
solution is:
x(𝑡) = exp(𝒜𝑡)x1. (2.24)
3. Assume that the matrix 𝒜 is diagonalizable such that 𝒜 = SΛS−1 where S ∈ R𝑛×𝑟 and
Λ ∈ R𝑟×𝑟 for a target rank 𝑟. Therefore, x(𝑡) can be rewritten:
x(𝑡) ≈ S exp(Λ𝑡)S†x1. (2.25)
4. If we let the diagonals of Λ be given by 𝛼1, 𝛼2, . . . , 𝛼𝑟 and define the matrix basis function
or time matrix Ω(𝛼) with entries Ω(𝛼)𝑘,𝑗 = 𝑒𝑥𝑝(𝛼𝑗𝑡𝑘) for 𝑚 sample times 𝑡𝑘, X𝑇 can be
written:
X𝑇 ≈ Ω(𝛼)B, (2.26)
where 𝐵𝑖,𝑗 = 𝑆𝑗,𝑖 (S†x1)𝑖 are the entries of B. Here, 𝑆𝑗,𝑖 is the 𝑗-th row and 𝑖-th column of
matrix S and (S†x1)𝑖 is the 𝑖-th entry of the vector (S†x1).






variable projection algorithm [36, 46]).






B̂𝑇 (:, 𝑖), (2.27)
where B̂𝑇 (:, 𝑖) is the 𝑖-th column of B̂𝑇 .











𝑏𝑖 exp(𝜆𝑖 𝑡𝑘) 𝜑𝑖. (2.28)
2.3.6 Streaming DMD
Most DMD methods view DMD as a post-processing tool, meaning we require a large number
of inputs to extract spatial and temporal modes for analysis. There are many instances
where an online and incrementally updated method would be advantageous. A streaming
method, where a snapshot pair is evaluated as it is received, can minimize data storage [40].
Streaming DMD allows for DMD to be performed incrementally as new snapshot pairs are
available. We arrange snapshot pairs x𝑘 ∈ R𝑛 and x𝑘+1 ∈ R𝑛 that are spaced a fixed time
interval apart (∆𝑡) stored in X and X′ as in (2.8) and (2.9).
First we must compute a matrix Qx ∈ R𝑛×𝑟 (where 𝑟 is the reduced rank of X and X′)




where K̃ is a 𝑟 × 𝑟 matrix defined by
K̃ ≡ QX𝑇X′X†QX. (2.30)
The DMD modes and eigenvalues are the eigenvectors and eigenvalues of K which may be
computed from the much smaller matrix K̃.
For streaming DMD situations we assume that we only have access to a pair of snapshots
(x𝑘,x𝑘+1) at time 𝑘. There is then an alternate way to compute K̃ to allow for it to be
incrementally updated as new snapshots are available. To do this, we need to determine the
orthonormal basis for X and X′ creating column matrices Qx ∈ R𝑛×𝑟 and Q′x ∈ R𝑛×𝑟. Next,
we project X and X′ onto the respective orthogonal base Y ≡ QX𝑇X and Y′ ≡ QX′𝑇X′.
Then, we can define new matrices C = Y′Y𝑇 , GX = YY𝑇 , and GX′ = Y′Y′
𝑇 which allows





Advantages of this formulation is that K̃ can be updated incrementally and much less
storage is required particularly for streams where𝑚 is already extremely large and increasing.
Methods that learn subspaces and complete rank updates can be used [12, 57, 104, 95, 94, 29].
Algorithm: Streaming DMD
As a new snapshot pair is acquired, an iteration to update the DMD is performed as follows:
1. For the new snapshot pair x𝑘 and x𝑘+1, compute the residuals
𝑒X = (I−QXQ𝑇X)x𝑘 (2.32)
and
𝑒X′ = (I−QX′Q𝑇X′)x𝑘+1 (2.33)
where I is the appropriate dimension Identity matrix.
2. If ‖𝑒X‖ > 𝜖 or ‖𝑒X′‖ > 𝜖 (where 𝜖 is a user defined tolerance), the dimension of the
corresponding basis, QX or QX′ , is increased by appending an additional column 𝑒X/ ‖𝑒X‖
or 𝑒X′/ ‖𝑒X′‖ respectively. GX, GX′ , and C must be zero-padded to maintain dimensional
consistency.
3. If either basis, QX or QX′ , becomes too large (𝑟 > 𝑟0), compute leading eigenvectors of






QX′ ← QX′WX′ .
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GX ← GX + y𝑘y𝑇𝑘 ,
GX′ ← GX′ + y𝑘+1y𝑇𝑘+1,
and
C← C + y𝑘+1y𝑇𝑘 .
5. If DMD modes and/or eigenvalues are needed at the end of an iteration, compute the
eigenvectors and eigenvalues of CG†X . If v𝑗 is the 𝑗-th eigenvector of CG
†
X then QXv𝑗 is
the 𝑗-th DMD mode.
6. Now with the DMD modes and eigenvalues, DMD future-state prediction or reconstruc-
tion can take place with equations (2.15) and (2.16).
2.4 DMD of the Ensemble
We utilized another approach to combine ensemble members to make probabilistic DMD
predictions [119]. With a total of N ensemble members and m times, each snapshot can be
represented as x𝑞𝑘 where k is the snapshot time and q is the q-th ensemble member. DMD
can then be applied to matrices
X =
⎡⎢⎢⎢⎣
| | | | | |
x11 · · · x1𝑚−1 x21 · · · x2𝑚−1 · · · x𝑁1 · · · x𝑁𝑚−1






| | | | | |
x12 · · · x1𝑚 x22 · · · x2𝑚 · · · x𝑁2 · · · x𝑁𝑚
| | | | | |
⎤⎥⎥⎥⎦. (2.37)
This approach allows for extracting the DMD modes and eigenvalues from the entire en-
semble set (or a specified number of ensemble members) simultaneously. With the overall
ensemble DMD modes and eigenvalues, we can make prediction of a particular ensemble
member using an initial condition (used to calculate the DMD amplitudes). We call this
method DMD of the Ensemble. The results of [41] indicate that using multiple ensemble
members can capture the underlying dynamics better than just using individual ensemble
members. Having the modes extracted using a portion of the ensemble reduces storage
and computation costs compared to using DMD modes of each ensemble individually. This
could prove advantageous for unmanned vehicles especially when the number of realiza-
tions/ensemble members is extremely large. The DMD mode could be computed off the
vehicle, then a reduced number of DMD modes could be sent to the vehicle for relatively
inexpensive predictions with reduced communication and storage needs. In the following
chapters, if the method of DMD used is not specified then the method implemented was
DMD of the ensemble (using projected DMD modes). The main reason that projected
DMD was used extensively was due to the ability to extend its linearity to data assimilation
schemes, like GMM-DO, readily. The other methods of DMD were described above to show
that there is a wide array of DMD methods that can be chosen based on user needs.
2.5 Reduced Order Projection and Subspace Methods
The above DMD methods are commonly utilized when high-fidelity model predictions are not
available or too expensive to compute, and when enough past observations are available to
directly build reduced order models. These reduced order models are then integrated forward
in time to compute the forecasts. In specific marine applications, high-fidelity forecasts
computed on land or a ship based facility are however often available. In this case, sending
these forecasts efficiently to communication-limited autonomous platforms is one of the
challenges. One approach to achieve this is to project the forecasts onto a suitable subspace
and to only transmit the projected coefficients to the autonomous platforms. There are many
options for such projections [52, 51], several of which based on singular value decomposition
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(SVD), including adaptive SVD [4, 47, 21]. In the stochastic case, the adaptive SVD methods
become related to DO decompositions [112, 116, 29]. We briefly review next some of the
classic projection and subspace methods.
2.5.1 POD, PCA, and EOF Projections
Proper Orthogonal Decomposition (POD) is a method of analysis that identifies the domi-
nant structures in a data-set [117]. In the above DMD notation, the dominant POD modes
are the columns of U𝑟 that are determined from the SVD of the matrix X, as in (2.10).
These modes, or basis functions, capture as much energy of the system as possible [118].
POD is a commonly used model reduction technique, often based on snapshot data only.
In the POD literature, Principal Component Analysis (PCA), and Empirical Orthogonal
Functions [44] are often used to indicate similar basis functions, but POD modes are not
necessarily mean subtracted as PCA models are (which is also referred to as EOF analysis
when based on empirical data only [90]).
Due to the limited storage and power available on autonomous vehicles, projection meth-
ods such as POD can prove extremely useful for sending reduced forecasts to an autonomous
vehicle. Sending the full-state data is indeed often impractical or impossible. To reduce the





where x̃𝑘 ∈ R𝑟 and U𝑟 ∈ R𝑛×𝑟. The state space can be reconstructed by x𝑘 = U𝑟x̃𝑘. If the
POD modes from a set of past training data (columns of U𝑟) were pre-loaded onto a vehicle,
this subspace could be used to reconstruct full-state data with future predictions that were
inexpensively sent to the vehicle. This is advantageous because in the ocean the full-state
dimensions are often 𝒪(105 − 109) where as the reduced rank 𝑟 is often 𝒪(101 − 103).
2.5.2 K-SVD and other sparse Projections
K-SVD allows for dictionary learning to create a dictionary for sparse representation of a
signal [1] (note our notation differs from the K-SVD literature for consistency with the prior
notation). There continues to be a growing interest in the study of sparse representation of
signals based on an over-complete dictionary. Let x ∈ R𝑛 be an observed signal, and the dic-
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tionary D ∈ R𝑛×𝐾 , and y ∈ R𝐾 are the representation coefficients. We assume that without
noise, x = Dy , where the vector y is sparse. The goal of dictionary learning is to learn an








‖y‖0 subject to ‖x−Dy‖2 ≤ 𝜖 (2.40)
where 𝜖 is some small tolerance. To choose the best possible code-book, D, we solve
min
𝐷,𝑌
‖DY −X‖2𝐹 subject to ‖yi‖0 ≤ 𝑇 (2.41)
where X =
[︁
x1, . . . , x𝑚
]︁
is the collection of 𝑚 observations, Y =
[︁
y1, . . . , y𝑚
]︁
is the
collection of 𝑚 representation coefficient vectors, and T is a constraint on the number of

















In words, at each iteration the sparse representation Y and the dictionary D are updated.
The K-SVD algorithm may be used for compression of large ocean data [8, 33] and enable
efficient transmission of ocean forecast and acoustic data to remote vehicles with bandwidth-
limited, disadvantaged communications links.
2.6 DMD and Projection Results and Discussions
We now showcase the application of reduced order methods to two regional stochastic ocean
forecasting experiments. Specifically, we apply several of the above DMD and SVD-based
reduction methods, and discuss these results for use by simulated underwater vehicles in
uncertain scenarios.
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2.6.1 DMD Method Predictions
First, we consider a 12-hr forecast period (August 27, 2018 00Z) in the POSYDON-POINT
experiment [65], and compare the performance of the SST forecasts of the above DMD
methods with respect to the persistence forecast. All of the DMD forecasts were made from
the first 85 hourly ocean simulation snapshots (00Z August 23 to 12Z August 26, 2018).
The true forecast is assumed to be that of the full ocean modeling system [38].
The pattern correlation coefficients (PCCs) [55] for the Sea Surface Temperature (SST)
forecasts of DMD methods are given in Table 2.1. From forecast hour 2 and beyond, all
DMD methods beat persistence. The DMD algorithms were also compared for salinity and
velocity, and at different times and depths, with similar results (not shown here). For its
low cost, Compressed DMD performed well. Overall, Exact DMD performed best, followed
by Compressed DMD, Optimized DMD, and Total DMD.
Table 2.1: Pattern correlation coefficients (PCC) of SST errors vs. forecast time for the ensemble
member 100 of the POSYDON-POINT experiment, for seven DMD methods. Green indicates PCC
values above 0.8, blue PCC values between 0.6 and 0.8, and red PCC values below 0.6.
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2.6.2 Splitting the Domain into Regions
To improve future-state prediction using DMD, we found that in most instances, splitting
the domain into separate regions where relatively distinct or independent dynamics occurred
was a good idea. In the following example, we separate the domain in two: the shelf region
and the slope and deep water region. DMD methods were employed on SST from each
domain on individual ensemble members to compute 12 hour forecasts using 85 hour training
snapshots. The results are shown in Fig. 2-1. The 12 hour future SST predictions had PCC
values of 0.54 for persistence, 0.61 for Total DMD on the entire domain simultaneously, and
0.75 for Total DMD on the shelf/deep water separately. The smaller domain for each of the
regions means that the cost of DMD on the split domain and DMD on the entire domain
were similar. We found similar results on other tests cases. In general, they imply that
regional DMD forecasts may be improved by using a multi-domain approach. This would
prove beneficial when dealing with autonomous vehicles operating in these specific regions,
without capabilities for much inter-vehicle communication.
Figure 2-1: SST errors of 12 hour forecast for persistence (left), Total DMD applied to entire
domain simultaneously (center), Total DMD on shelf/deep water separately (right) on Aug 27, 2018
00Z, for the POSYDON-POINT experiment.
37
2.6.3 Training Size
We evaluated the effect of the size of the training set on the performance of DMD methods.
To illustrate results, we show in Fig. 2-2 the zonal velocity errors from the persistence and
exact DMD forecasts on September 16, 2006 19Z, for the AWACS/SW06 experiment. Here,
for a 12-hr state forecast, persistence results in a PCC of 0.83; for 300 snapshot training,
exact DMD results in a PCC of 0.87, and for 800 snapshot training, exact DMD results in a
PCC of 0.91. In general, we find that the DMD methods provide better forecasts when the
number of training snapshots increases at the expense of longer computation times.
Figure 2-2: Zonal velocity truth (left), errors for the persistence (second from left) and exact DMD
forecasts on Sep 16, 2006 19Z, for the AWACS/SW06 experiment, training with either 300 snapshots
(second from right) or 800 snapshots (right).
Even though increasing number of training snapshots usually improves prediction skill,
in most instances for the AWACS/SW06 experiment, around 100 to 200 hourly training
snapshots allowed for reasonable predictions of about 3 days into the future for SST, Zonal
Velocity, and Salinity. An 84 hour SST prediction error alongside persistence error using
199 training snapshots is shown in Fig. 2-3 to demonstrate this skill. In the case of the
84 hour forecast on Aug 25, 2006 19Z, the persistence forecast has a PCC of just 0.15 and
the exact DMD forecast has a PCC 0.81. As would normally be expected, the root mean
squared error is also lower for the DMD prediction (0.80 ∘C) compared to persistence (1.54
∘C).
2.6.4 3D Forecasting
The DMD architecture allows for three-dimensional (3D) prediction provided that the 3D
snapshots are arranged into column vectors x𝑘 and x𝑘+1. In the following example, we used
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Figure 2-3: SST errors of 84 hour forecast for persistence (left) and Exact DMD (right) on Aug
25, 2006 19Z using 199 training snapshots (with 108 DMD modes used) from the AWACS/SW06
experiment.
100 training snapshots from the AWACS/SW06 experiment in order to predict zonal velocity
for the next 48 hours using Streaming DMD. The PCC values at PE levels 1, 5, 15, and
20 of predictions every 4 hours are shown from Aug 22, 2006 07Z to Aug 24, 2006 07Z in
Table 2.2. The DMD prediction significantly outperform the persistence for nearly all times
and layers after time 0 (except for around 36 hours). 3D predictions of other variables (SST
and Salinity) also outperformed the persistence forecast in the vast majority of instances
over the same time period.
2.6.5 Ensemble Mean and Variance
We have shown some results from deterministic predictions using DMD methods. We now
consider stochastic PE forecasts (consisting of 300 ensemble members) from the POSYDON-
POINT experiment. Variations among the ensemble members are due to perturbations
applied to the initial conditions (ICs) but also due to different tidal forcing parameters and
atmospheric forcing fields used to force the different ensemble members [65].
We compare three DMD approaches to make probabilistic forecasts. For evaluation,
we use the true mean and standard deviation of all POSYDON-POINT experiment PE
ensembles at each grid-point at the specified times.
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Table 2.2: Pattern correlation coefficients (PCC) of zonal velocity prediction vs. forecast time
(from Aug 22, 2006 07Z to Aug 24, 2006 07Z) for the AWACS/SW06 experiment, at PE levels 1, 5,
15, and 20. DMD prediction was made using 3D zonal velocities and Streaming DMD method with
100 training snapshots.
The first approach is a brute force Monte-Carlo method where we perform DMD on
each ensemble member individually to make DMD predictions. The mean and standard
deviation of the DMD forecasts is then computed at each grid point. With this approach,
our probabilistic forecast is the statistics (mean, variance, etc.) of the ensemble of DMD
forecasts, i.e. the statistics of the DMD forecasts.
In order to improve over the cost of performing DMD on each ensemble, the second
approach is a batch ensemble forecast [56, 57]. Here, we first compute the DMD predic-
tion of ensemble member 1 at time t and the DMD prediction of member 2 at the same
time. We then take the mean of these two predictions at each grid point. We then com-
pute the DMD prediction of member 3 at the same time and determined the mean of the
predictions of members 1, 2 , and 3. We repeat this for member 4 and so on, until the
running mean of the DMD prediction converged. This resulted in an estimate of the mean
DMD prediction at each grid point. For the variance field forecast, we used Welford’s online
variance algorithm [123] to compute the sample variance at each grid point. The cost of
this method is much smaller than performing DMD on each ensemble individually (for the
POSYDON-POINT SST PE ensemble this resulted in 41 of 300 ensemble members used).
The third approach first determines the mean and variance of the ensemble members at
each grid-point and training time 𝑡𝑘. We then employ the DMD algorithm twice, once for
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the mean field and once for the variance fields. In this approach, our probabilistic forecast
is the DMD forecast of the mean, variance, etc., i.e. the DMD forecast of the statistics.
We illustrate the above three approaches using 85 training snapshots to predict the
statistics of the SST field. We made a 12 hour forecast of the SST mean and SST variance.
The SST mean error results are shown for August 27, 2018 00Z on Fig. 2-4. The resultant
SST PCC values when compared to the true SST field mean are 0.51 for persistence and
i) 0.75 for the mean of Total DMD forecasts of all members, ii) 0.71 for the mean of Total
DMD forecasts using 41 members, and iii) 0.39 for the Total DMD forecast using the mean
field as the input. Due to non-linearities, these results show that the DMD prediction using
the mean field as input performed the worse followed by the mean persistence field. The
mean SST Total DMD forecasts using all members and 41 members, however, performed
similarly well (with the more expensive forecast using all members logically having a slight
edge).
Figure 2-4: SST error from the true SST mean of 12 hour forecast for persistence (left), mean
of Total DMD forecasts of all ensembles (second from left), mean of Total DMD forecasts of 41
ensembles (second from right), and Total DMD forecast using mean field (right) on Aug 27, 2018
00Z, for the POSYDON-POINT experiment.
In Fig. 2-5, we show 12 hour future SST standard deviation fields for the truth (left), the
Total DMD prediction using all members individually with a PCC of 0.80 (second from left),
the 41 ensemble members Total DMD SST forecast with a PCC of 0.62 (second from right),
and the Total DMD prediction using SST variance as the input with PCC of 0.82 (right).
At first glance, the standard deviation fields appear similar. Upon further inspection, we see
some areas (e.g. near the eastern most corner) where the 41 ensemble members Total DMD
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SST forecast underestimates the standard deviation while the other two forecasts tend to
slightly overestimate.
DMD with the mean of the ensemble as input performed poorly for the mean prediction
compared to persistence but performed reasonably well for predicting the variance. The
mean of DMD forecasts performed considerably better than the persistence mean but would
require a high number of DMD forecasts to accurately predict the variance of the members.
Figure 2-5: Standard deviation fields for true SST, the Total DMD SST forecasts of all ensemble
members (PCC of 0.80), the 41 ensemble members Total DMD SST forecasts (PCC of 0.62), and
the Total DMD forecast using variance as the input (PCC of 0.82) on August 27, 2018 00Z for the
POSYDON-POINT experiment.
2.6.6 DMD of the Ensemble
As we mentioned earlier, we utilized another approach to combine ensemble members to
make probabilistic DMD predictions [119]. With a total of N ensemble members and m
times, each snapshot can be represented as x𝑞𝑘 where k is the snapshot time and q is the
q-th ensemble member. DMD can then be applied to matrices
X =
⎡⎢⎢⎢⎣
| | | | | |
x11 · · · x1𝑚−1 x21 · · · x2𝑚−1 · · · x𝑁1 · · · x𝑁𝑚−1





| | | | | |
x12 · · · x1𝑚 x22 · · · x2𝑚 · · · x𝑁2 · · · x𝑁𝑚
| | | | | |
⎤⎥⎥⎥⎦. (2.45)
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This approach allows for extracting the DMD modes and eigenvalues from the entire ensem-
ble set (or a specified number of ensemble members) simultaneously. With the overall DMD
modes and eigenvalues, we can make prediction of a particular ensemble member using an
initial condition (used to calculate the DMD amplitudes).
Using 60 ensemble members and 85 hour training data from the POSYDON-POINT
experiment, we performed DMD on SST values as discussed above. We then predicted SST
values for ensemble member 250 using the initial condition from that ensemble. The PCC
results are listed in Table 2.3. The PCC values are generally better for the SSTs predicted
using ensemble DMD modes compared to using exact DMD on the individual ensemble
member. For the 12 hour forecast, we can see that persistence forecast of member 250 has
a PCC of 0.48, Exact DMD forecast of member 250 has a PCC of 0.57, and Exact DMD
forecast for member 250 using modes extracted from 60 members is 0.67.
Table 2.3: PCCs of SST prediction vs. forecast time (Aug 26, 2018 12Z to Aug 27, 2018 00Z) for the
POSYDON-POINT experiment ensemble member 250. Persistence forecast PCCs are consistently
lower than Exact DMD forecasts. The DMD forecasts were made using DMD only on member 250
(center column) and using DMD modes extracted using 60 members (right column). Using the DMD
modes extracted from multiple members provides better forecasts.
These results indicate that using multiple ensemble members can capture the underlying
DMD better than just using a single member. Having the modes extracted using a portion
the ensemble reduces storage and computation costs compared to using the full ensemble.
This could prove advantageous for unmanned vehicles. The DMD mode could be computed
off the vehicle, then a reduced number of DMD modes could be sent to the vehicle for
relatively inexpensive predictions with reduced communication and storage needs.
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2.6.7 Subspace Projections
We now illustrate the projections and compression of large ocean forecasts into pre-defined
or adaptive subspaces. The projected forecasts, due to their much reduced dimension, can
be readily transmitted to platforms with limited bandwidth. However, this reduction could
affect accuracy. To show the effectiveness of POD modes for such reduction, we used 85
hour sea surface zonal velocity training data from ensemble member 150 of the POSYDON-
POINT experiment for the period 23–27 August 2018 to determine the ’past’ POD modes.
We then projected the subsequent 12 hour PE forecast onto these past POD modes. The
initial PE forecast was a vector with 54960 entries (440 kB), the projected PE forecast had
just 22 entries (0.176 kB) using 90% variance-explained criterion. The remote platform,
pre-loaded with these 22 past POD modes (less than 10 MB storage), would be able to
reconstruct the forecast. In Fig. 2-6, we show the error between the truth full PE forecast
and the 12 hour reconstructed POD-projected forecast next to 12 hour persistence forecast
error for surface zonal velocity. PCC for the reconstructed projection is 0.81, while for
persistence, it is 0.26. Results for a 24 hour forecast using 73 hour training data (not
shown), had a PCC of 0.70 for reconstructed PE forecast onto past POD modes and a PCC
of 0.48 for persistence forecast.
Figure 2-6: Surface Zonal Velocity errors for August 27, 2018 00Z for the POSYDON-POINT
experiment. The reconstructed 12 hour PE forecast projection on past POD modes (left) with a
PCC of 0.81 and the persistence forecast (right) with a PCC of 0.26.
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2.6.8 Summary
Several reduced order modeling schemes for regional ocean forecasting onboard autonomous
platforms at sea were described, investigated, and evaluated. We evaluated Dynamic Mode
Decomposition (DMD) methods for ocean PE simulations by comparing several schemes
including domain splitting, adjusting training size, and utilizing 3D inputs. Three different
approaches that combine uncertainty with DMD were also investigated and found to be
practical, especially if we employ either an ensemble of DMD forecasts or the DMD of an
ensemble of forecasts. Projecting / compressing high-fidelity forecasts using schemes such as
POD projection and K-SVD for sparse representation also showed promise for distributing
forecasts to remote vehicles. In the following chapter, we introduce data assimilation tech-
niques and how we integrate this with DMD modeling for improved stochastic predictions
with data assimilation onboard.
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We introduce the field of data assimilation (DA) as a method to improve our forecasts using
a limited amount of gappy measured data (either by the platform itself or communicated
inexpensively to the platform from a reachback cell, separate manned platform, or another
autonomous platform). Data assimilation is the process of optimally combining a numerical
model with observations [28]. Often these observations are limited and thus data assimilation
techniques allow for inexpensive methods to improve the model and its forecasts.
In our framework, an approximate dynamical model with uncertain estimates of ini-
tial and boundary conditions has been created forming an ensemble of simulations. This
model is normally computationally intense and impractical to perform onboard the vehicle
for forecasting. Instead, if we had an ensemble of simulations prior to deployment of an
autonomous vehicle, we could use DMD to extract the underlying dynamics of the model
to allow for predictions and creation of an ensemble of forecasts that are not required to
be stored in their entirety (only need to have DMD modes, DMD eigenvalues, and DMD
coefficients which can be much smaller than the full state ensemble for forecast duration
period). Additionally, while the vehicle is in-situ we may have measurements (which we
often refer to as data) collected at different space and time locations either by the vehicle,
data communicated to the vehicle by local vessels/platforms, or a combination of those. The
computation of the probability density function (pdf) of the model solutions conditioned on
the measured data defines the data assimilation [28] considered in this thesis.
As mentioned in the Thesis Overview, we combine Dynamic Mode Decomposition with
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Ensemble Kalman Filter (EnKF) and the Gaussian Mixture Model-Dynamically Orthogonal
Filter (GMM-DO) as methods for stochastic field prediction. We start by describing EnKF
and GMM-DO. We tend to focus more on GMM-DO as our DA scheme of choice because
GMM-DO results tend to perform at or better than EnKF results. This occurs because
when the optimum mixture component is one (𝑀 = 1) the results of GMM-DO and EnKF
are the same. On the other hand, if the optimum mixture component is greater than one
(𝑀 > 1), than the results of GMM-DO are more accurate than results of EnKF because the
GMM-DO filter better generates a pdf that more accurately represents the true distribution.
The following sections define and describe EnKF and GMM-DO. It is important to note
that we utilize both DA schemes in the stochastic subspace vice the full state space as a
means to reduce the computational cost and make these schemes feasible for use onboard
autonomous platforms with limited storage and computing capabilities.
Section 3.2 reviews techniques presented in [28], [98], and [66]. Section 3.3 reviews [109].
Section 3.4 presents our novel technique that integrates the DMD model with the GMM-DO
filter.
3.2 Ensemble Kalman Filter
3.2.1 Description
In 1960 Kalman published a paper describing a filtering technique that was subsequently
used to aid in the Apollo moon landing missions [45] [97]. Since this time, the Kalman
filter (KF) has become a popular data filtering scheme that has been used in thousands of
engineering applications.
The Ensemble Kalman Filter is a Monte Carlo implementation of a Bayesian update.
With the prior (or forecast) probability density function (pdf) of the state of a modeled
system and the likelihood, Bayes’ theorem is used to obtain the posterior (or analysis) pdf
after the likelihood has been taken into account. In our case the model we use to advance
the posterior pdf is learned from past training inputs via DMD.
The EnKF represents the pdf of the system state using a collection of state vectors,
called an ensemble, and replaces the covariance matrix used by KF by a sample covariance
computed from the ensemble. The ensemble members are treated as if they are random, but
the ensemble members are not truly independent. A significant advantage of the EnKF is
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that advancing the pdf in time (using a model like DMD) can be done by advancing each
ensemble member [28].
3.2.2 Formulation
The EnKF is a Monte Carlo approximation of the Kalman filter. The main advantage is
EnKF avoids saving and evolving the full covariance matrix of the pdf of the state vector.






𝑘 · · · x𝑁𝑘
| | |
⎤⎥⎥⎥⎦. (3.1)
X𝑓𝑘 is a 𝑛 × 𝑁 matrix whose columns are the ensemble members at time 𝑘. Despite
the fact that the ensemble members (columns) are not truly independent they are deemed
to be approximately independent and thus we proceed as if they are actually independent.
Observation data d is replicated into a 𝑁𝑜𝑏𝑠 × 𝑁 matrix (where 𝑁𝑜𝑏𝑠 is the number of




d1 d2 · · · d𝐽
| | |
⎤⎥⎥⎥⎦ = [d𝑗 ] ,d𝑗 = d + 𝜖𝑗 , 𝜖𝑗 ∼ 𝑁(0,R), (3.2)
where R is the covariance matrix that describes the estimate of the error of the observation
data.
Each column of D consists of the observation vector d plus a random vector from the
𝑁𝑜𝑏𝑠-dimensional normal distribution 𝑁(0,R). As shown above, the columns of X
𝑓
𝑘 are a
sample from the prior probability distribution, therefore the columns of
X̂ = X𝑓𝑘 + K(D−HX
𝑓
𝑘) (3.3)
form a sample from the posterior probability distribution where H is the observation matrix
that maps the observations to the state space and K is the Kalman Gain matrix. The
Kalman Gain matrix can be determined by using the sample covariance C computed from
the ensemble members (called the ensemble covariance) as follows:
K = CH𝑇 (HCH𝑇 + R)−1. (3.4)
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The basic implementation from [28], allows us to determine the ensemble mean and


























and e indicates the matrix or vector of all ones of specified dimensions.






Conveniently, the covariance matrix R is always positive semidefinite and usually positive
definite, so an inverse in (3.4) exists and the Cholesky decomposition can be used to speed
up computation [80].
3.2.3 Error Subspace Statistical Estimation
The EnKF is most often used in the full state space as described above. In the case where
ensemble methods are used on autonomous platforms with limited storage and processing
capabilities, this is often not practical or feasible. In his data assimilation via Error Subspace
Statistical Estimation (ESSE) [62], Lermusiaux suggests further condensing the analysis pre-
sented by the Ensemble Kalman filter to a mere subspace of the error covariance matrix,
thus focusing only on the dominant structures obtained through an appropriate orthonor-
mal decomposition [62]. By limiting attention to this reduced subspace, he disregards less
pronounced structures and consequently lessens the computational costs involved. This is
the idea we have implemented to investigate feasibility for data assimilation on autonomous
vehicles. Rather than using the sample covariance matrix as in the Ensemble Kalman fil-
ter, Lermusiaux proposes to retain only the subspace corresponding to its dominant rank-𝑠
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reduction, identified by use of the Singular Value Decomposition (SVD). By defining
M = {x𝑗𝑘} − {x̄𝑘} (3.9)
where x̄𝑘 is the mean of the forecast ensemble, he then proceeds by taking the SVD,
SVD𝑠[M] = UΣV
𝑇 (3.10)
to obtain the 𝑠 most dominant basis vectors, E𝑠 = U, with associated eigenvalues Λ𝑠 =
1
𝑁−1Σ
2. This allows for an estimate for the error covariance matrix to be determined
from which one proceeds with the Kalman update equation in the decomposed/subspace
form. These efficiencies allowed Lermusiaux to demonstrate the first real-time ensemble
data assimilation done at sea in the Strait of Sicily in 1996 utilizing ESSE [56].
3.3 GMM-DO Filter
The GMM-DO filter was originally introduced by Sondergaard and Lermusiaux [109] [110].
This data assimilation technique combines the use of Gaussian mixture models, the Expectation-
Maximization (EM) algorithm and the Bayesian Information Criterion (BIC) to accurately
approximate distributions based on Monte Carlo data allowing for fast and effective Bayesian
inference. The GMM-DO filter couples these concepts with an efficient representation of the
evolving probabilistic description of the uncertain dynamical field: the Dynamically Or-
thogonal field equations. By limiting attention to a dominant evolving stochastic subspace
of the complete state space, we can determine the GMM distributions much more quickly
and efficiently compared to working in the state space. In the following we describe the
fundamental concepts used for the GMM-DO filter including Gaussian mixture models, the
Expectation-Maximization algorithm, the Bayesian Information Criterion, and the Dynami-
cally Orthogonal Field equations. Most of the following discussion of GMM-DO and related
concepts comes from [108] [109].
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3.3.1 Gaussian Mixture Models
The probability density function (pdf) for a random vector X ∈ R𝑛 that is distributed








𝜋𝑗 = 1. (3.12)
We define the following terms as the mixture complexity (or number of mixture components)
𝑀 ∈ N, the mixture weights 𝜋𝑗 ∈ [0, 1], the mixture mean vectors x̄𝑗 ∈ R𝑛, and the mixture
covariance matrices P𝑗 ∈ R𝑛×𝑛. For ease of reference table 3.1 lists the notation used for
GMM, EM, BIC, and the GMM-DO framework. Note that this notation may differ in
certain areas from [109] and [110] to match the DMD framework we have already presented.
The multivariate Gaussian density function can given by:




(x− x̄)𝑇P−1(x− x̄)]. (3.13)
GMMs provide a semi-parametric framework in which to approximate unknown distribu-
tions [83]. GMMs can essentially be looked at as a flexible alternative to the fully parametric
Gaussian distribution where 𝑀 = 1 and the kernel density estimator [107] where 𝑀 = 𝑁
(the number of data points/ensemble members). The fully parametric Gaussian model often
forces the data into a structure that is not true to real life and is incapable for modeling
multi-modal or largely skewed inputs. The kernel density estimator requires the retention
of all 𝑁 members for inference, a computationally expensive task. Additionally, due to
the over fitting that is associated with fitting a kernel to every member, kernel density
estimators often necessitate heuristic choosing of the kernel’s shape parameter. For these
reasons, GMMs are popular due to their efficiency and accuracy at representing complex
distributions. For large complexity and small covariance, as a matter of fact, a GMM model
converges uniformly to smooth distributions [2]. An example of the three distribution types
described above (from [109]) is shown in Fig. 3-1.
Some other methods of approximating arbitrary probability distributions previously con-
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Figure 3-1: Parametric (Gaussian) distribution, GMM, and Kernel Density approximation
of 20 samples generated from mixture of uniform distributions: 𝑝𝑋(𝑥) = 12 𝒰(𝑥;−8,−1) +
1
2 𝒰(𝑥; 1, 8) where 𝒰(𝑥; 𝑎, 𝑏) =
1
𝑏−𝑎 is the continuous uniform probability density function for
random variable 𝑋. Source [109].
sidered suffered from drawbacks. For example, the Gram-Charlier expansion and the Edge-
worth expansion [2] are not valid when truncated because they must integrate to be one and
positive everywhere. Another example discussed in [2], the Pearson-type density function,
does not work well with Bayesian inference. On the other hand, Gaussian mixture models
are shown by equations (3.11), (3.12), and (3.13) to be valid and notably for Gaussian ob-
servation models, they turn the Bayesian update trivial by using the concept of conjugacy.
Conjugacy is defined in [15] as:
Definition: Conjugate Prior
Let ℱ denote the class of probability densities 𝑝𝑌 |𝑋(𝑦|𝑥). A class 𝒢 of prior distributions
on 𝑋, 𝑝𝑋(𝑥), is a conjugate family for ℱ if the posterior distribution for 𝑋 given 𝑌 via
Baye’s Law, is also in the class 𝒢 for all 𝑝𝑌 |𝑋 ∈ ℱ , all 𝑝𝑋(𝑥) ∈ 𝒢, and all 𝑦 ∈ 𝑌 .
This definition is for the univariate random variable case, but can be extended to the
multivariate random vector case through a linear operator (like Y = HX).
3.3.2 Expectation-Maximization Algorithm
The following description of the Expectation-Maximization (EM) algorithm is predominantly
based on [81], [82], and [83].
The EM algorithm describes an iterative procedure for estimating the parameters of a
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target distribution that maximize the probability of obtaining the available inputs, {x} =
{x1, · · · ,x𝑁}, thus arriving at the Maximum Likelihood (ML) estimate for the unknown
set of parameters. The nice thing about ML estimators are that they are consistent and
asymptotically efficient [6].
For many realistic cases, obtaining the ML estimate by differentiating the parametric
probability distribution with respect to a parameter of interest and equating to zero, gives
a nonlinear result that lacks closed form solution [106]. These cases mean that the use of
numerical optimization methods is best.
The EM algorithm is often introduced, in the literature, as a method to estimate ML
parameters when incomplete inputs or data is present. One crucial step is the completion
of the data (by imputing from known data like techniques presented in [120]). This data
completion allows for the ML solution to be much more tractable and computationally
efficient. The competed data problem normally allows for a closed form solution to the
estimation problem and allows us to obtain the ML estimation parameters by a simple partial
differential. The following contains the EM algorithm including some of the important
concepts already discussed.
Following [106], we let {𝑥} = {𝑥1, · · · , 𝑥𝑁}𝑇 be a set of available input, {𝑧} the complete
input vector, and 𝜃 = {𝜃1, · · · , 𝜃𝑀}𝑇 be the set of parameters (which are to be computed) of
the chosen distribution 𝑝{𝑧}({𝑧}; 𝜃). We assume that the input is a unique and deterministic
function of the complete input, for example {𝑥} = 𝑔({𝑧}). Using the Total Probability





= 𝑝{𝑍}|{𝑋}({𝑧}|𝑔({𝑧}); 𝜃)× 𝑝{𝑋}(𝑔({𝑧}); 𝜃). (3.15)
By taking the natural logarithms, we consequently obtain for any value of {𝑧} that
satisfies {𝑥} = 𝑔({𝑧}):
= log(𝑝{𝑋}({𝑥};𝜃)) = log(𝑝{𝑍}({𝑧};𝜃))− log(𝑝{𝑍}|{𝑋}({𝑧}|{𝑥};𝜃)). (3.16)
Now taking expectation with respect to the complete inputs, which were conditioned based
on available input and paramaterized by arbitrary vector ?̃? (which we are aiming to opti-
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mize):




and using (3.16) with (3.17) we obtain
log(𝑝{𝑋}({𝑥};𝜃)) = 𝐸[log(𝑝{𝑍}({𝑧};𝜃|{𝑋} = {𝑥}; ?̃?]−𝐸[log(𝑝{𝑍}|{𝑋}({𝑧}|{𝑥};𝜃|{𝑋} = {𝑥}; ?̃?].
(3.18)
For convenience, we define
𝑈(𝜃; ?̃?) = 𝐸[log(𝑝{𝑍}({𝑧};𝜃|{𝑋} = {𝑥}; ?̃?] (3.19)
𝑉 (𝜃; ?̃?) = −𝐸[log(𝑝{𝑍}|{𝑋}({𝑧}|{𝑥};𝜃|{𝑋} = {𝑥}; ?̃?] (3.20)
to simplify (3.18) and obtain the expression
log(𝑝{𝑋}({𝑥};𝜃)) = 𝑈(𝜃; ?̃?) + 𝑉 (𝜃; ?̃?). (3.21)
We then apply the of Gibbs’ inequality [79] and see that
𝑉 (𝜃; ?̃?) = −𝐸[log(𝑝{𝑍}|{𝑋}({𝑧}|{𝑥};𝜃|{𝑋} = {𝑥}; ?̃?] (3.22)
≥ −𝐸[log(𝑝{𝑍}|{𝑋}({𝑧}|{𝑥}; ?̃?|{𝑋} = {𝑥}; ?̃?] (3.23)
≡ 𝑉 (?̃?; ?̃?). (3.24)
If ?̃? is denoted the present estimate for the parameter vector, by choosing 𝜃 ̸= ?̃? such
that 𝑈(𝜃; ?̃?) ≥ 𝑈(?̃?; ?̃?) is satisfied, it guarantees that
log(𝑝{𝑋}({𝑥};𝜃)) = 𝑈(𝜃; ?̃?) + 𝑉 (𝜃; ?̃?) (3.25)
≥ 𝑈(?̃?; ?̃?) + 𝑉 (?̃?; ?̃?) (3.26)
log(𝑝{𝑋}({𝑥}; ?̃?)) (3.27)
Upon iterations, the estimate for the parameter vector monotonically increases the log like-
lihood of generating the data at hand. Assuming further that the likelihood is bounded
from above, we are thus guaranteed to converge to a stationary point and as such obtain an
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estimate for the ML parameter vector [15].
We summarize the definition of the EM algorithm in the following:
Definition: The Expectation Maximization Algorithm
Given available inputs, {𝑥} = {𝑥1, · · · , 𝑥𝑁}, initial parameter estimate 𝜃(0), proposed
complete inputs {𝑧} with user-specified distribution, 𝑝{𝑍}({𝑧};𝜃), repeat until convergence:
∙ Using the present parameter estimate, 𝜃(𝑘), for the following
𝑈(𝜃;𝜃(𝑘)) = 𝐸[log(𝑝{𝑍}({𝑧};𝜃|{𝑋} = {𝑥};𝜃(𝑘)]. (3.28)




Due to the fact that we utilize the EM algorithm in conjunction with multivariate GMMs,
we explain the use of of EM with GMMs in the following.
3.3.3 The EM algorithm used with Gaussian Mixture Models





𝜋𝑗 ×𝒩 (x; x̄𝑗 ,P𝑗) (3.30)
for which we assume the ML estimate for the parameter vector
𝜃 = {𝜋1, · · · , 𝜋𝑀 , x̄1, · · · , x̄𝑀 ,P1, · · · ,P𝑀}. (3.31)
Note the convenient notation of allowing the parameter vector to contain both non-transposed
vectors as well as full matrices for the purpose of this thesis. For now we assume that the
mixture complexity, 𝑀 , is known and fixed but subsequently we will demonstrate that
the Bayesian Inference Criterion allows for the optimal choice of mixture complexity. We
augment the inputs as needed to form the 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 data set
{z} = {c1,x1, · · · , c𝑁 ,x𝑁}, (3.32)
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where c𝑖 is an indicator vector such that
(c𝑖)𝑗 =
⎧⎪⎨⎪⎩
1, if data point x𝑖 was generated by mixture j,
0, otherwise,
(3.33)
with (c𝑖)𝑗 being the jth element of vector c𝑖.
By the assumed independence of the inputs, the probability distribution of the complete










[𝜋𝑗 ×𝒩 (x𝑖; x̄𝑗 ,P𝑗 ](c𝑖)𝑗 . (3.35)






(c𝑖)𝑗 × [log(𝜋𝑗) + log((𝑁(x𝑖; x̄𝑗 ,P𝑗)]. (3.36)
In addition, we can take the conditional expectation of (3.36) with respect to the available
inputs, arbitrarily parameterized by vector 𝜃(𝑘) to get the expression to be maximized by
the EM algorithm:





𝐸[(c𝑖)𝑗 |{x};𝜃(𝑘)]× [log(𝜋𝑗) + log(𝒩 (x𝑖; x̄𝑗 ,P𝑗))] (3.38)
For convenience, we define the following:
𝜏𝑗(x𝑖;𝜃









𝑚 ×𝒩 (x𝑖; x̄(𝑘)𝑚 ,P(𝑘)𝑚 )
(3.40)
This completes the expectation step of the EM algorithm. We continue to the maximization
step which determines the posterior parameter vector, 𝜃(𝑘+1), which maximizes 𝑈(𝜃;𝜃(𝑘).



































where 𝑁 (𝑘)𝑝 represents the sum total of particles associated with a given mixture component
𝑝 using the present estimated parameter 𝜃(𝑘). Now we can determine the unconstrained pa-
rameters, x̄(𝑘+1)𝑝 and P
(𝑘+1)
𝑝 . The updated component mixture mean vectors are determined



























(𝑘))× (x𝑖 − x̄(𝑘+1)𝑝 )(x𝑖 − x̄(𝑘+1)𝑝 )𝑇 . (3.46)
This is the explanation of EM applied to GMMs. For the complete derivation refer to [108].
3.3.4 Bayesian Inference Criterion
Prior to this section the mixture complexity, 𝑀 , was assumed known and constant. In
reality the optimal mixture complexity is often unknown. Determining the best complexity
of a GMM can be complicated and there are several methods that exist [27] [83] [24], here
we focus and discuss the Bayesian Inference Criterion (BIC).
To start we assume that the parameter vector, 𝜃, is random and that the mixture
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complexity, 𝑀 , at a particular discrete time is constant but unknown. To denote the prior
distribution for 𝜃 for a given 𝑀 we use 𝑝Θ(𝜃;𝑀) and to denote distribution ensemble set
conditioned on 𝜃 for a give 𝑀 we use 𝑝{X}|Θ({x}|𝜃;𝑀). In this thesis this latter distribution
is the GMM.
Our goal is to determine a model complexity 𝑀 that maximizes the likelihood of obtain-
ing {x}. Essentially by the assumed independence of the realizations, we are searching for






































is the expected Fisher
information in any one realization x𝑖 evaluated at the ML estimate for the parameter vector














When the number of ensemble members, 𝑁 , is large we keep only the order one terms






{𝐾𝑀 log(𝑁)− 2𝐿𝑁X(?̂?𝑀𝐿,𝑀)}, (3.53)
where M is the number of realizations/ensemble members, M is the mixture complexity,
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𝐿𝑁X(𝑀) is the log-likelihood of the ensemble set integrated across all possible parameter
values, 𝐿𝑁X(?̂?𝑀𝐿,𝑀) is the log-likelihood of the ensemble set evaluated at the ML estimate
for the parameter vector, and finally 𝐾𝑀 is the number of parameters. The complexity 𝑀
is chosen such that the BIC is minimized.
3.3.5 Dynamically Orthogonal Field Equations
To employ the discussed GMM with EM and BIC efficiently we now utilize the DO equations.
The Dynamically Orthogonal (DO) Field Equations [103] [102] are a closed reduced set
of evolution equations for general stochastic continuation fields, X(r, 𝑡;𝜔), described by a
stochastic partial differential equation (SPDE):
𝜕X(r, 𝑡;𝜔)
𝜕𝑡
= ℒ[X(r, 𝑡;𝜔)] (3.54)
with initial conditions (ICs)
X(r, 𝑡0;𝜔) = X0(r, 𝜔) (3.55)
and boundary conditions (BCs)
ℬ[X(r, 𝑡;𝜔)]|r=𝜉 = ℎ(𝜉, 𝑡;𝜔), (3.56)
where r denotes the position in space, 𝑡 is time, 𝜔 is a random event, ℒ[·] is a general
(could be nonlinear) differential operator, ℬ is a linear differential operator, and 𝜉 is the
spatial coordinate denoting the boundary. Of note, there are two important assumptions
made in the derivation of the DO equations. The first is that a generalized, time-dependent
Karhunen-Loeve decomposition of the fields is used [64] [103]:




where x̄(r, 𝑡) = 𝐸[X(r, 𝑡;𝜔)] are the mean fields over 𝜔, x̃𝑖(r, 𝑡) are orthonormal modes
spanning the time-dependent stochastic subspace, and Ψ𝑖(𝑡;𝜔) are zero-mean stochastic
coefficients. In the following, the dimension of the subspace, 𝑠, changes with time but for
notation simplicity we omit the 𝑡 next to the 𝑠. The second important assumption is after
the insertion of (3.54) into (3.56), a DO condition is imposed (the rate of change of the
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= 0 ∀ 𝑖, 𝑗 ∈ {1, · · · , 𝑠}. (3.58)
This allows for the original SPDE to be reduced to a set of DO equations consisting of
a PDE for the evolution of the full state mean field x̄(r, 𝑡):
𝜕x̄(r, 𝑡)
𝜕𝑡
= 𝐸[ℒ[X(r, 𝑡;𝜔);𝜔]], (3.59)




= Π⊥(𝐸[ℒ[X(r, 𝑡;𝜔);𝜔]𝜓𝑗(𝑡;𝜔)])𝐶−1Ψ𝑖(𝑡)Ψ𝑗(𝑡), (3.60)
and a system of 𝑠 stochastic differential equations for the coefficients Ψ𝑖(𝑡;𝜔) that define
how the stochastic nature evolves with in the subspace
𝑑Ψ𝑖(𝑡;𝜔)
𝑑𝑡
= ⟨ℒ[X(·, 𝑡;𝜔);𝜔]− 𝐸[ℒ[X(·, 𝑡;𝜔);𝜔]], x̃𝑖(·, 𝑡)⟩ , (3.61)
where
Π⊥[𝐹 (r)] ≡ 𝐹 (r)− ⟨𝐹 (·), x̃𝑘(·, 𝑡)⟩ x̃𝑘(r, 𝑡) (3.62)
is the projection of 𝐹 (r) onto the null space of the stochastic subspace and
𝐶−1Ψ𝑖(𝑡)Ψ𝑗(𝑡) ≡ 𝐸[Ψ𝑖(𝑡;𝜔)Ψ𝑗(𝑡;𝜔)] (3.63)
is the correlation between random variables Ψ𝑖(𝑡;𝜔) and Ψ𝑗(𝑡;𝜔) used in (3.60).
The boundary conditions are:
ℬ[x̄(r, 𝑡)]|r=𝜉 = 𝐸[ℎ(𝜉, 𝑡;𝜔)], (3.64)
ℬ[x̃𝑖(r, 𝑡)]|r=𝜉 = 𝐸[ℎ(𝜉, 𝑡;𝜔)Ψ𝑗(𝑡;𝜔)]𝐶−1Ψ𝑖(𝑡)Ψ𝑗(𝑡), (3.65)
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and the initial conditions are:
x̄(r, 𝑡0) = x̄0(r) = 𝐸[X0(r;𝜔)], (3.66)
x̃𝑖(r, 𝑡0) = x̃𝑖0(r), (3.67)
and
Ψ𝑖(𝑡0;𝜔) = ⟨X0(·;𝜔)− x̄0(·), x̃𝑖0(·)⟩ , (3.68)
where 𝑖 = 1, · · · , 𝑠 and x̃𝑖0(r are orthonormal modes for the stochastic subspace at 𝑡0.
The DO equations allow for the stochastic subspace and the stochastic coefficients to
be dynamically evolved in time after being initialized based on the initial pdf and evolved
according to SPDE governing X(r, 𝑡;𝜔) and its boundary conditions. This presents a sig-
nificant advantage compared to the proper orthogonal decomposition (POD) [93] [42] and
polynomial chaos [34], which both fix in time parts of their truncated expansion.
3.4 DMD with GMM-DO Filter Description
For the purpose of this thesis, we replace the DO evolution in time with a different evolution
in time, namely the DMD forecast. The following is a brief description of DMD with the
GMM-DO filter. Fig. 3-2 shows a DMD with GMM-DO filter flow chart for reference. For
a more detailed description of GMM-DO including comparisons and discussions of similar
methods see [108]. Note that the discussion of the initial conditions and forecast step varies
significantly from [108] and [109] because we use the DMD of the ensemble forecast for
our predictions. Now that the components of the GMM-DO filter are understood, we can
discuss in further detail the GMM-DO filter and data assimilation with GMMs using the DO
equations. This efficient, data-drive technique preserves non-Gaussian statistics and respects
non-linear dynamics [109]. Throughout this discussion we utilize the notation shown in Table
3.1.
Forecast
The forecast that we use is based on DMD of the ensemble as discussed earlier. The approach
allows for efficient extraction and forecasting which is advantageous for use where computing
power and storage is limited. With an ensemble of 𝑁 simulations used as training inputs,
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Figure 3-2: DMD with GMM-DO Filter flowchart.
63
Table 3.1: DMD with GMM-DO Filter Notation.
Descriptors
(·)𝑓 forecast or prior
(·)𝑎 analysis or posterior
Scalars
𝑖 ∈ N stochastic subspace index
𝑗 ∈ N mixture index
𝑘 ∈ N discrete time index
𝑛 ∈ N dimension of state vector
𝑝 ∈ N dimension of observation vector
𝑞 ∈ N realization index
𝑟 ∈ N reduced DMD rank (number of DMD modes retained)
𝑠 ∈ N dimension of stochastic subspace
𝑀 ∈ N complexity of Gaussian Mixture Model
𝑁 ∈ N number of Monte Carlo members
Ψ𝑖 ∈ R random variable describing probability density function for orthonormal mode x̃𝑖
Vectors
x ∈ R𝑛 state (random) vector
x̃𝑖 ∈ R𝑛 modes describing an orthonormal basis for the stochastic subspace
x̄ ∈ R𝑛 mean state vector
x𝑞 ∈ R𝑛 state realization
Y ∈ R𝑝 observation (random) vector
y ∈ R𝑝 observation realization
x̄𝑗 ∈ R𝑛 mean vector of mixture j in state space
𝜇𝑗 ∈ R𝑠 mean vector of mixture j in stochastic subspace
𝜓𝑞 ∈ R𝑠 realization residing in stochastic subspace
ϒ ∈ R𝑝 observation noise (random) vector
b𝑞 ∈ C𝑟 DMD coefficient vector of ensemble member 𝑞
Matrices
P ∈ R𝑛×𝑛 covariance matrix in state space
Σ𝑗 ∈ R𝑠×𝑠 covariance matrix of mixture j in stochastic subspace
P𝑗 ∈ R𝑛×𝑛 covariance matrix of mixture j in state space
R ∈ R𝑝×𝑝 observation covariance matrix
H ∈ R𝑝×𝑛 (linear) observation model
𝜒 ∈ R𝑛×𝑠 matrix of orthonormal modes, [x̃1, x̃2, · · · , x̃𝑠]
{𝜓} ∈ R𝑠×𝑁 set of subspace ensemble realizations, {𝜓1, 𝜓2, · · · ,𝜓𝑁}
Φ ∈ C𝑛×𝑟 set of DMD modes
Ω ∈ C𝑟×𝑟 diagonal matrix of discrete eigenvalues
projected DMD is applied to extract the POD modes U𝑟, DMD modes Φ, and the DMD
eigenvalues 𝜆𝑖 where 𝑖 = 1, · · · , 𝑟 and 𝑟 is the reduced rank of the training inputs determined
by the DMD algorithm. The DMD coefficients 𝑏𝑞 for 𝑞 ensemble members, are determined
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based on initial conditions of each realization/ensemble member. Forecast at time 𝑘 is then
made by the following:
x𝑓𝑞,𝑘 = x
𝑓
𝑞 (𝑘) ≈ Φ exp (Ω𝑘)b𝑞 𝑞 = 1, · · · , 𝑁. (3.69)
If no observations are made at time 𝑘 then the DMD forecast x𝑓𝑞,𝑘 is used by the vehicle as
the forecast at time 𝑘. If, however, observations are available (either made by the platform
or communicated to the platform) then GMM-DO is used for data assimilation. We start






𝑘 · · · x𝑁𝑘
| | |
⎤⎥⎥⎥⎦. (3.70)















= SVD(x𝑓𝑘 − x̄
𝑓
𝑘), (3.72)





𝑇 . Here, 𝜒𝑘 ∈ R𝑛×𝑠 is the
matrix of modes forming an orthonormal basis for the subspace at time 𝑘.
Observation
For this thesis we employ a linear observation model:
Y𝑘 = HX𝑘 + ϒ𝑘, ϒ ∼ 𝒩 (v𝑘; 0,R), (3.73)
where Y𝑘 ∈ R𝑝 is the observation random vector at time 𝑘, H ∈ R𝑝×𝑛 is the linear obser-
vation model, and ϒ ∈ R𝑝 is the noise vector (assumed to be Gaussian). Note that the
observation vector is denoted y𝑘 ∈ R𝑝 and the realized noise vector is denoted v𝑘 ∈ R𝑝.
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Update
The update occurs at a discrete time instant and for simplicity we omit the time index 𝑘 in
the following. During the update, the modes are unchanged by the observations and thus no
prior/forecast or posterior/analysis notation is used on the modes 𝜒. The goal is to update
the mean state x̄𝑓 and the ensemble members {𝜓𝑓} = {𝜓𝑓1 , · · · ,𝜓
𝑓
𝑁} according to (3.73)
and the observations y to get the GMM-DO posterior estimate:
x𝑎𝑞 = x̄
𝑎 + 𝜒𝜓𝑎𝑞 , 𝑞 = {1, · · · , 𝑁}. (3.74)
GMM representations of prior ensemble set : at discrete time when new set of observa-
tions or measurements are obtained, the EM algorithm and BIC allow us to conclude the
GMM that best expresses the ensemble set within the stochastic subspace which is signifi-






𝑗 , 𝑗 = 1, · · · ,𝑀, (3.75)
where 𝜋𝑓𝑗 ∈ [0, 1] are the component weights, 𝜇
𝑓
𝑗 ∈ R𝑠 is the mean vector of mixture
component 𝑗 in stochastic subspace, and Σ𝑓𝑗 ∈ R𝑠×𝑠 is the covariance matrix of mixture
component 𝑗 in stochastic subspace.
The best mixture complexity is decided by the BIC successively fitting GMMs of increas-
ing complexity using the EM algorithm until a minimum BIC is determined. The end result
is a GMM that is best fit to the ensemble set in the stochastic subspace. The resulting prior









A very important property of the GMM-DO filter is that the GMM can be expanded into
the state space by:
x̄𝑓𝑗 = x̄







The mixture weights remain unchanged when expanding to the state space. The GMM prior





𝜋 ×𝒩 (x𝑓 ; x̄𝑓𝑗 ,P
𝑓
𝑗 ). (3.79)
The great thing about GMM-DO is that the same distribution would have been obtained if
we had performed the fitting to the state space (but the fitting in the subspace is done at a
fraction of the cost).
Bayesian Update: Since the dimension of the subspace is much less than the state space
(𝑠 ≪ 𝑛), for realistic problems performing a GMM-DO filter update step is only compu-
tationally feasible in the subspace. The following is the update step that determines the
posterior distribution in the stochastic subspace 𝑝Ψ𝑎(𝜓𝑎) but would be equivalent to evolv-
ing the distribution in the full state space because the modes 𝜒 are unchanged (proof is
shown in [108]).
Specifically we show the updates of the mean x̄𝑓 and parameters 𝜋𝑓𝑗 , 𝜇
𝑓
𝑗 , and Σ
𝑓
𝑗 :
x̄𝑎 = x̄𝑓 + 𝜒
𝑀∑︁
𝑗=1
𝜋𝑎𝑗 × ?̂?𝑎𝑗 , (3.80)
























𝜋𝑎𝑗 × ?̂?𝑎𝑗 , (3.83)
Σ𝑎𝑗 = (I− K̃𝑗H̃)Σ
𝑓
𝑗 , (3.84)
where the following definitions apply and I is the identity matrix of appropriate dimensions:
H̃ ≡ H𝜒, (3.85)




𝑗 + K̃𝑗(ỹ − H̃𝜇
𝑓
𝑗 ), (3.87)
K̃𝑗 ≡ Σ𝑓𝑗 H̃
𝑇 (H̃Σ𝑓𝑗 H̃
𝑇 + R)−1 ≡ 𝜒𝑇K𝑗 . (3.88)
Generating the posterior ensemble set : We complete the update by utilizing the same
idea as in ESSE Scheme A [66] by generating a posterior ensemble set in the stochastic
subspace {𝜓𝑎} = {𝜓𝑎1, · · · ,𝜓𝑎𝑁} in accordance with the posterior GMM, 𝑝Ψ𝑎(𝜓𝑎), that has




𝑗 for 𝑗 = 1, · · · ,𝑀 .
Now we have arrived at the posterior DO representation for the state vector based on





𝑞,𝑘, 𝑞 = {1, · · · , 𝑁}. (3.89)
DMD Coefficients Updates
Now that the update is complete and a posterior ensemble set is obtained, we can then
utilize the DMD modes, Φ and the new ensemble set to obtain new DMD coefficients, b𝑞.
If time 𝑘 is set to 0, the the coefficients are:
b𝑞 = Φ
†x𝑎𝑞,𝑘, 𝑞 = 1, · · · , 𝑁, (3.90)
and the forecast at some time 𝑡 in the future is:
x𝑓𝑞,𝑡 = x
𝑓
𝑞 (𝑡) ≈ Φ exp (Ω𝑡)b𝑞 𝑞 = 1, · · · , 𝑁. (3.91)
3.5 Summary
To conclude, we reviewed some DA schemes focusing on EnKF and GMM-DO where the DA
occurs in the stochastic subspace for efficiency (like in the ESSE technique). Additionally
we presented the novel technique of combining DMD modeling with the GMM-DO data
assimilation scheme. We have described the DMD with GMM-DO filter as an efficient, data-
driven assimilation scheme that respects nonlinear dynamics and captures non-Gaussian
statistics. In the following chapters, we apply the DMD with GMM-DO filter and DMD
with EnKF to test cases for comparison.
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Chapter 4
DMD with DA Test Cases and
Applications
In this chapter we present two test cases and applications of our novel Bayesian DA where
the prior is a DMD forecast. The first test case is a flow behind an island/cylinder test case
with a Reynolds’s number (Re) of approximately 200. Below we describe in some detail how
we generate this test case and our results from utilizing DMD, DMD with EnKF and DMD
with GMM-DO.
The second, more realistic, test case included in this chapter, comes from high fidelity
simulation snapshots from the POSYDON-POINT experiment [65]. These simulations con-
sist of temperature, salinity, 𝑢-velocity, and 𝑉 -velocity hourly simulations for 96 hour period
in the Middle Atlantic - New York Bight region. from 23 August to 27 August 2018. The
ensemble set is a total of 300 members.
We start with the flow behind an island/cylinder vorticity test case in the following
section.
4.1 Flow Behind an Island/Cylinder Test Case
In this example, we demonstrate DMD and DMD with DA on simulations representing a
time series of fluid vorticity fields for flow behind a circular island/cylinder at a Reynolds
number Re = 200. The Reynolds number is a unit-less quantification of the ratio of inertial
viscous forces that is defined as Re = 𝐷𝑈𝜈 , where 𝐷 is the diameter of the island/cylinder,
𝑈 is the free-stream velocity (in this example in the positive horizontal direction), and 𝜈
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is the kinematic fluid viscosity. We chose a Reynolds number above the critical Reynolds
number Recrit ≈ 47, because at this point the flow undergoes a Hopf bifurcation resulting in
laminar vortex shedding [124]. This cycle is stable and is representative of three-dimensional
flow [92].
4.1.1 Description of Test Case
This two-dimensional Navier-Stokes equation solver was adapted from course 2.29 code from
the Massachusetts Institute of Technology and the following description uses the course notes
of 2.29 [63] as well as [20] for description. Note that several works use the same equation
solver (albeit with different parameters) for test cases [76, 78, 114],
3-Dimensional Navier Stokes Equation
Before discussing the 2-dimensional flow that we generated with the following finite volume
framework, we first state the governing equations in the general 3-dimensional framework so
we can discuss how 3-dimensional flow can be simplified to 2-dimensional flow and simulated.
The general 3-dimensional incompressible Navier-Stokes (N-S) equations are [20]:
∇ · u = 0, (4.1)
𝜕u
𝜕𝑡
+ u · ∇u == 1
𝜌
∇𝑝+ 𝜈∇2u + g− 2Ω× u + Fu(x, 𝑡), (4.2)
𝜕𝜑
𝜕𝑡
+ u · ∇𝜑 = 𝜅𝜑∇2𝜑+ 𝐹𝜑(𝜑, x, 𝑡), (4.3)
where u is fluid velocity field, 𝑝 is the pressure field, 𝜈 is the kinematic viscosity, 𝜌 is the
density, ∇ is the gradient operator, ∇2 is the Laplace operator, g is a constant gravitational
acceleration, Ω(x, 𝑡) is a given angular velocity vector field under the earth rotation frame-
work, Fu is a given source term representing other known exterior forcing, 𝜑 is an arbitrary
tracer (a scalar field transported by advection and diffusion, 𝜅𝜑 is a given diffusivity constant
of 𝜑, and 𝐹𝜑 is a given source term which can also depend on 𝜑.
N-S Equations with Boussinesq Approximation
Generally (4.1) and (4.2) form a closed system and (4.3) is coupled to them in a one-way
manner. Yet there is a frequent naturally occurring situation where a tracer also goes into
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the momentum equation (4.2) and thus fully couples (4.1), (4.2), and (4.3). This case, like
natural convection in the atmosphere and bottom gravity current in the ocean, is density
driven flow.
In these density driven flows, the dominant driving factor is buoyancy caused by the
non-uniformly distributed fluid density along with gravity. The density variation could be
mainly due to factors like temperature or salinity or both, but normally the pressure effect is
minimal. The density fluctuation is typically small compared to the absolute value of density
itself (e.g. < %1 in the ocean). In these cases, density variation is still very important and
cannot be ignored. On the other hand, the compressibility effect, namely pressure wave,
is still negligible. Hence, we want to approximate the flow in such a way that it can still
be treated as incompressible while still accounting for the effects of gravity exerted on fluid
with different densities. The Boussinesq approximation [9] does this.
To describe Boussinesq approximation we start with rewriting the momentum equation





+ u · ∇u
)︂
= −∇𝑝+ 𝜌𝜈∇2u + 𝜌g− 2𝜌Ω× u + 𝜌Fu(x, 𝑡). (4.4)
With the density 𝜌 having only small variation, we rewrite it as:
𝜌 = 𝜌0 + 𝜌
′ (4.5)
where the background part is 𝜌0 and the perturbation is 𝜌′. We use the same idea to
decompose pressure 𝑝 into an inactive part 𝑝0 that is due to 𝜌0 and the perturbation 𝑝′
caused by 𝜌′:
𝑝 = 𝑝0 + 𝑝
′ (4.6)
where
𝑝0(x) = 𝑝0,ref + 𝜌0 g · (x− x0,ref) (4.7)
and x0,ref is an arbitrary reference point and 𝑝0,ref is a reference pressure.
With equations (4.5), (4.6), and (4.7), the pressure and gravity terms in (4.4) can be
rewritten as:
−∇𝑝+ 𝜌g = −∇(𝑝0,ref + 𝜌0g · (x− x0,ref) + 𝑝′) + (𝜌0 + 𝜌′)g = −∇𝑝′ + 𝜌′g. (4.8)
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Since the Boussinesq approximation tells us that if |𝜌′| ≪ 𝜌0, the effects of 𝜌′ are negligible
except in the gravity term. This allows for (4.9) to be approximated well by:
𝜕u
𝜕𝑡
+ u · ∇u = − 1
𝜌0
∇𝑝′ + 𝜈∇2u + 𝜌
′
𝜌0
g− 2Ω× u + Fu(x, 𝑡). (4.10)
In the following, because 𝜌0 is a constant, for convenience we will define a reduced pressure,








2-Dimensional Flow Idealization and Nondimensionalization
Now that we have discussed the 3-dimensional N-S equation and Boussinesq approximation,
























































+ 𝐹𝜌(𝜌, 𝑥, 𝑦, 𝑡). (4.15)






























































′, 𝑥, 𝑧, 𝑡). (4.19)
































































′, 𝑥, 𝑧, 𝑡). (4.23)
Solving the N-S equations using our MSEAS Finite Volume Framework
To generate our simulations, we use the framework presented in [121] and [63]. We start by























































+ 𝐹𝜌(𝜌, 𝑥, 𝑦, 𝑡). (4.27)
These equations are solved using a Total Variation Diminishing (TVD) scheme with a
monotonized central (MC) symmetric flux limiter [122]. The TVD scheme is effectively a
combination of a central difference scheme (CDS) and and upwind (UW) scheme. The TVD














































































is used without interpolation for the density advection (due to grid staggering)
while the second-order linear interpolation is used for the non-linear 𝑢 and 𝑣 advection. For
more information on TVD schemes refer to [67].
Parameters and Setup
The domain 3 𝑚 × 20 𝑚. In this case the grid contains 20 × 170 points. A time step of
∆𝑡 = 0.01 𝑠, was used because it satisfied the Courant–Friedrichs–Lewy condition [17]. We
use a kinematic viscosity of 0.01 𝑚2/𝑠 and a diffusivity of 0. We used a cylinder of diameter
1 𝑚. The general setup of the domain can be seen in Fig. 4-1.
Figure 4-1: General setup of domain for flow behind an island/cylinder.
To generate our numerical simulation we utilized the idea of the identical twin experi-
ment [55]. A numerical model simulation during a certain time interval is chosen to be the
’true’ or control run. In this case we generated a ’true’ snapshots of the flow with a free
stream velocity of 2 𝑚/𝑠. A subsampled dataset is then extracted from this simulation as
our observations. Additionally, to generate the ensemble of inputs for testing our learning
with DA schemes, we generated an ensemble with a mean free stream velocity of 2 𝑚/𝑠
with perturbations added where the ensemble free stream velocity has a standard deviation
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of 0.2 𝑚/𝑠. The ’true’ field has a Reynolds number of 200 while some of the perturbed
ensembles have Reynolds numbers slightly lower and some slightly higher based on the free
stream velocity.
Although with the above framework we solve from 𝑢, 𝑣, 𝜌, and 𝑃 at each grid-point, in
the following example we have used 𝑢 and 𝑣 to calculate the vorticity at each point and use
this vorticity as our training inputs and our observations, as appropriate.
4.1.2 Simulated Flow Snapshots and Measurements
A snapshot of the vorticity field is shown in top plot of Fig. 4-2 to exemplify a sample
vorticity field (top plot) and two sensors (bottom plot) for flow behind an island/cylinder
at Re = 200 for demonstrative purposes. The bottom plot of Fig. 4-2 shows the vorticity at
sensor one (labeled s1) vs. time in a blue solid line and and the vorticity at sensor 2 (labeled
s2) vs. time in an orange dotted line.
After the simulations converge to steady-state vortex shedding, snapshots are collected
at regular intervals of 20∆𝑡 or 0.2 𝑠. These snapshots are then arranged into matrices
where each column represents a snapshot in time so that they can be used with DMD and
DMD with DA algorithms. The columns are stacked as in equations (2.36) and (2.37) and
DMD is performed on this matrices. The DMD coefficients of each ensemble member are
then determined based on the dominant DMD modes of the ensemble. For the following,
we utilize 25 snapshots for training (5𝑠 worth of training snapshots of every 0.2 𝑠) and we
forecast each 0.2 𝑠 for 25 𝑠 (125 snapshots).
4.1.3 Ensemble POD Modes
In Fig. 4-3, we show the mean vorticity field, the first 50 singular values, and the first eight
most dominant POD modes of the ensemble. Although the singular value decomposition
(SVD) of the ensemble is a separation of variables resulting from spatial-temporal decompo-
sition, it is still able to approximate the dominant structures required for the traveling wave
solution to the island/cylinder flow. It is possible to apply POD to a variety of variables
such as velocity, temperature, salinity, etc. In this case we are focusing on the vorticity.
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Figure 4-2: Example of vorticity field (top plot) and two sensors (bottom plot) for flow
behind an island/cylinder at Re = 200. Bottom plot shows the vorticity at sensor one
(labeled s1) vs. time in a blue solid line and and the vorticity at sensor 2 (labeled s2) vs.
time in an orange dotted line.
Figure 4-3: Mean vorticity field (a) and POD singular values (b) for flow behind an is-
land/cylinder with Re = 200. The first 6 POD modes are shown in (c)-(j).
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4.1.4 DMD with DA Results for Flow Behind an Island/Cylinder
To apply DMD to the ensemble for flow behind an island/cylinder it requires the same
snapshot information that we used for POD and is a purely data-driven method. In the
following we show that DMD can extract dominant modes that can be used for prediction.
These DMD modes capture the dominant spatial-temporal structures and the underlying
dynamics. The fact that there are perturbations in the ensembles initial conditions though,
often leads to the DMD solutions relying too heavily on the initial conditions and thus the
DMD solutions (and ensemble mean DMD solution) drifting from the truth. This is where
the DA helps.
Fig. 4-4 exemplifies the performance of the DMD of the ensemble method at extracting
underlying dynamics from an ensemble. If we were to perform DMD on an individual
ensemble member it is extremely unlikely we would get similar dominant DMD modes. On
the other hand, the DMD of the ensemble extracted very similar dominant DMD modes
(the real part of which are shown in the figure).
Figure 4-4: Real part of the first two Dominant DMD modes. (a) and (c) are extracted from
the ’truth’ where as (b) and (d) are extracted from the ensemble.
4.1.5 DMD Forecasts
At this point we utilize our DMD of the ensemble method to predict the future ensemble set
as we have discussed. Repeating that the test case has 30 ensemble members, 25 training
snapshots, and predictions of the ensemble were made 125 snapshots past the last training
snapshot. For visual comparison we calculated the ensemble mean forecast and compared
it to the ’truth’ at the specified time in the future. The mean error field is calculated and
displayed as well as the pattern correlation coefficient (PCC). The PCC is a time mean
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subtracted pattern coefficient [55]. In general terms, a PCC of 1 is a perfect correlation, 0
no correlation, and -1 a perfect anti-correlation. Fig. 4-5, Fig. 4-6, and Fig. 4-7 show the
true field, DMD error field, and PCC values for 0.2 𝑠, 5 𝑠, and 20 𝑠 forecast respectively.
As we can see the DMD forecast starts off with a relatively high PCC and low error fields
at short forecast times, but with 5 𝑠 the error fields are much larger, and by 20𝑠 the DMD
forecast is very poor. We can see that due to the somewhat cyclical nature of the wake
behind the island/cylinder, persistence does a poor job but gets lucky as the pattern repeats
itself.
These results are similar to what we see in ocean modeling for DMD [41]. This is why
utilizing cost effective data assimilation schemes prove very beneficial for use with DMD
onboard autonomous platforms.
Figure 4-5: True vorticity field 0.2 𝑠 past the last training snapshot (top plot), DMD error
field at 0.2 𝑠 past the last training snapshot, and the pattern correlation coefficients (PCCs)
for persistence and DMD.
4.1.6 DMD with DA Results
As we have demonstrated and shown above, the DMD forecasts are not reliable after a
relatively short period of time. It is not necessarily that the underlying dynamics learned
by DMD are wrong (as we have shown the dominant DMD modes are extremely similar to
those of the truth). When we assimilate data and use this data to calculate new coefficients
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Figure 4-6: Same as Fig. 4-5 except 5 𝑠 past last training snapshot.
Figure 4-7: Same as Fig. 4-5 except 20 𝑠 past last training snapshot.
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to make predictions we can drastically improve our field predictions.
In the following example we have observed the vorticity at 24 grid-points at every 0.2 𝑠.
These observations are drawn at random from the domain (but do not necessarily have to
if the observations were made only by the vehicle itself).
Figure 4-8, Fig. 4-9, and Fig. 4-10 show the true field, DMD with EnKF error field, DMD
with GMM-DO error field, and PCC values for 0.2 𝑠, 5 𝑠, and 20 𝑠 forecast respectively.
Here we can see that in general the EnKF performs slightly better than DMD forecasts in
most instances. On the other hand, the GMM-DO filter performs much better than the
EnKF for the duration of our test. The reasons for this are likely that the ensembles do not
have a Gaussian distribution and that a GMM better represents the true vorticity ensemble
distribution.
Figure 4-8: True velocity field 0.2 𝑠 past the last training snapshot (top plot), DMD with
EnKF error field at 0.2 𝑠 past the last training snapshot (second from top), DMD with EnKF
error field at 0.2 𝑠 past the last training snapshot (second from bottom), and the pattern
correlation coefficients (PCCs) for DMD, DMD with EnKF, and DMD with GMM-DO.
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Figure 4-9: Same as Fig. 4-8 but at 5 𝑠 past the last training snapshot.
Figure 4-10: Same as Fig. 4-8 but at 20 𝑠 past the last training snapshot.
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4.2 Realistic Ocean Simulation Test Case
4.2.1 Description of POSYDON-POINT Test Case
The BBN POSYDON-POINT simulations [65] were developed using the probabilistic MSEAS
Primitive Equation (PE) modeling system [89, 38, 37] to provide ocean field and uncertainty
forecasts at a 3 km grid resolution creating a 300-member ensemble tuned for region specific
uncertainty modeling using the ESSE methodology [58]. The ocean forecasts are initialized
from HYCOM [16] and down-scaled to higher resolution. These ocean simulations are forced
by atmospheric flux fields forecast by the global forecast system (GFS) 0.25∘ model from the
National Centers for Environmental Prediction (NCEP) [32] and tidal forcing from TPXO8
[26], but updated for the high-resolution bathymetry and coastlines.
4.2.2 POSYDON-POINT Snapshots
These simulations provide hourly snapshot training inputs and the subsequent truth com-
parison snapshots that we use in the following discussions. POSYDON-POINT experiment
simulations generate a variety of variables including but not limited to 𝑢-velocity, 𝑣-velocity,
salinity, and temperature in a 3-dimensional framework. In the following examples, we uti-
lize sea surface temperature (SST) due to the ease of displaying the 2-dimensional results.
It should be noted that DMD and data assimilation are easily applied in 3-dimensional cases
as well.
Fig. 4-11 shows an example snapshot of the Middle Atlantic-New York Bight region.
The snapshot example is of the sea surface temperature field (top plot left), sea surface
temperature field zoomed (top plot right), and two sensors (bottom plot) for POSYDON-
POINT Experiment simulation in the Middle Atlantic-New York Bight region on 27 August
2018. Sensors (𝑠1 and 𝑠2) are as labeled and represent the sea surface temperature sensing
locations from 23 August 2018 to 27 August 2018 for demonstration purposes. In order to
show more detail and to show a realistic operating region for an autonomous platform, we
choose a sub-region of the entire Middle Atlantic-New York Bight region as our operating and
prediction area. In the following we are extracting dynamics, predicting, and assimilating
in the sub-region (unless otherwise indicated). The ’truth’ is arbitrarily chosen as the same
ensemble member of the high fidelity POSYDON-POINT simulation for all times.
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Figure 4-11: Example of sea surface temperature field (top plot left), sea surface temperature
field sub-region (top plot right), and two sensors (bottom plot) for POSYDON-POINT
Experiment simulation in the Middle Atlantic-New York Bight region on 27 August 2018
[65]. Sensors (𝑠1 and 𝑠2) are as labeled and represent sea surface temperature sensing
locations from 23 August 2018 to 27 August 2018 for demonstration purposes.
4.2.3 Ensemble POD Modes
In Fig. 4-12, we show the full region SST, the sub-region SST, the mean SST field of the
training snapshots, the first 50 singular values, and the first four dominant POD modes of
the ensemble. We once again show that although the SVD of the ensemble is a separation of
variables resulting from spatial-temporal decomposition, it is still able to approximate the
dominant structures required for this complex ocean simulation. The POD modes give us
an idea of the extracted dominant spatial figures captured by SVD. Interestingly, around
80% of structure explaining the input snapshots is contained in just the first 4 POD modes
shown. In our case we use more modes because we desire a high accuracy result for testing
purposes but this just reinforces that even with a limited number of modes, results may be
obtained that could be acceptable depending upon the application.
4.2.4 DMD of the Ensemble results for POSYDON-POINT Inputs
To apply DMD to the ensemble for this realistic ocean simulation test case we use the same
training inputs that we described above in the sub-region indicated in Fig. 4-11. Like we
did for the benchmark flow behind an island/cylinder test case, we extracted the DMD
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Figure 4-12: (a) Full region SST field 27 August 2018 00Z, (b) sub-region SST field 27
August 22018 00Z, (c) Mean SST field of the training snapshots, (d) POD singular values
for indicated sub-region from the POSYDON-POINT Experiment simulation in the Middle
Atlantic-New York Bight region for 23 Aug 2018 to 27 August 2018. The first 4 POD modes
of the sub-region are shown in (e)-(h).
modes in this sub-region and used these modes along with initial conditions to determine
the DMD coefficients. We then utilize the DMD coefficients of each ensemble member, DMD
eigenvalues of the ensemble, and DMD modes of the ensemble to forecast the future ensemble
set. For visual comparison we calculated the ensemble mean forecast and compared it to
the ’truth’ at the specified time in the future (beyond the training inputs). We also utilized
100 observations every hour for our DMD with DA schemes.
Figures 4-13, 4-14, 4-15, 4-16, and 4-17 show (a) True SST field for the forecast, (b)
true SST field for the forecast, (c) RMSEs for DMD (blue), DMD with EnKF (orange), and
DMD with GMM-DO (yellow), (d) DMD SST forecast field error, (e) DMD with EnKF SST
forecast field error, and (f) DMD with GMM-DO SST forecast field error for 5 ℎ𝑟, 10 ℎ𝑟,
20 ℎ𝑟, 30 ℎ𝑟, and 40 ℎ𝑟 forecasts respectively. The error fields are calculated by taking the
mean of the ensemble for the indicated forecast type and subtracting the ’true’ field. As we
can see the DMD forecast starts off with a reasonably low RMSE and error fields at short
forecast times, but that the errors increase significantly with time particularly as we can see
from the 40 hour forecast (fig. 4-17). DMD with EnKF tends to to much better when the
number of observations are sufficient and in this test case performs fairly well. As we can
see from the plots and the RMSE values, DMD with GMM-DO performs better than DMD
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with EnKF and much better than DMD without DA. These results are in agreement with
the arguments and findings of [109, 110, 74, 73].
Figure 4-13: (a) True SST field for the 5 ℎ𝑟 forecast, (b) true SST field for the 5 ℎ𝑟 forecast,
(c) RMSEs for DMD (blue), DMD with EnKF (orange), and DMD with GMM-DO (yellow),
(d) DMD SST 5 ℎ𝑟 forecast field error, (e) DMD with EnKF SST 5 ℎ𝑟 forecast field error,
and (f) DMD with GMM-DO SST 5 ℎ𝑟 forecast field error.
4.3 Computational Costs
We include computation times for some of the methods we have discussed to exemplify
feasibility for use onboard autonomous platforms. Here we were using a laptop computer
with a 2.6 GHz processor clock speed. Although current small scale, easily deployed compact
computers may have slightly slower clock speeds (for example the Raspberry Pi 4 has a max
clock speed of 1.5 Ghz [87]), later this year they are expected to release a Raspberry Pi 5
that will likely have processing clock speeds at or above 2 GHz [88].
The most expensive step, particularly when there are large number of ensemble members
and large state space, will be the SVD (which determines the POD modes) or the learned
over-complete dictionary (for K-SVD). Fortunately, for the DMD models we have discussed,
the SVD only needs to be computed once to train the model. This could be done on the
vehicle at deployment or could be done prior to deployment on a separate computer and
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Figure 4-14: Same as Fig. 4-13 but for the 10 ℎ𝑟 forecast.
Figure 4-15: Same as Fig. 4-13 but for the 20 ℎ𝑟 forecast.
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Figure 4-16: Same as Fig. 4-13 but for the 30 ℎ𝑟 forecast.
Figure 4-17: Same as Fig. 4-13 but for the 40 ℎ𝑟 forecast.
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the requisite POD modes, DMD modes, etc. could be pre-loaded. For all of the following
times, we used the sub-region of the POSYDON POINT simulation indicated in Fig. 4-11
which has state space of size 𝑛 = 10605. We use a reduced rank of 𝑟 = 299, with number
of ensemble members 𝑁 = 300, the number of training snapshot times 𝑚 = 49, and the
number of observations for data assimilation of 𝑝 = 100. The time to compute the compact
SVD of the matrix (2.44) X ∈ R10605×14700 and other relevant computations are shown in
Table 4.1. The top several rows of the chart show computations that would only need to
be made when learning the model. In the compression portion we show that compression /
projection of the high-fidelity forecasts and reconstruction is relatively inexpensive. If these
forecasts could be easily sent to and received by the vehicle, this option would be easy to
implement and periodically could augment and improve forecasts when combined with data
assimilation. Finally, the assimilation portion shows times to perform assimilation at each
time 𝑘 with and without DMD forecasting. Due to the linear nature of the DMD model, we
also show the forecast time of advancing the GMM parameters (using Ã, the 𝑟×𝑟 projection
of A onto POD modes) compared to advancing the forecast in state space. In general, DMD
with DA methods are efficient and utilize a relatively small amount of time and resources
(once the model is learned).
Table 4.1: Computation times of indicated operation for POSYDON POINT experiment.
Operation Time (sec)
SVD of X ∈ R10605×14700 / Compute Ensemble POD Modes 428.812
Compute Ã the 𝑟 × 𝑟 projection of A onto POD modes 0.568350
Compute DMD modes Φ 0.687972
Compute pseudo-inverse of DMD modes Φ† 0.396888
DMD forecast of ensemble from time 𝑘 to 𝑘 + 1 in state space 1.523734
DMD forecast of GMM parameters from 𝑘 to 𝑘 + 1 in POD subspace 0.013653
Compression
Compression/projection of ensemble onto POD modes 1.62729
Reconstruction of ensemble compression 1.26211
Data Assimilation
EnKF with no forecast 0.549748
DMD with EnKF from 𝑘 to 𝑘 + 1 2.033897
GMM-DO (using max of mixture complexity of 5) with no forecast 5.129322
DMD with GMM-DO from 𝑘 to 𝑘 + 1 (forecast in state space) 6.674947
DMD with GMM-DO from 𝑘 to 𝑘 + 1 (forecast of GMM parameters in POD subspace) 5.142975
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Chapter 5
Conclusion and Future Work
5.1 Conclusion
Ocean forecasting onboard autonomous platforms is inherently challenging especially when
you consider the limited computing power and data storage resources available onboard
these platforms. The challenges in communicating regularly with AUVs to send high fidelity
forecasts (even when compressed) is one that is not likely to be completely overcome in
the near future. For these reasons we have developed a method that combines DMD, an
inexpensive reduction algorithm, with a Bayesian update data assimilation scheme known
as GMM-DO. We explained what DMD is and showed various methods of DMD that could
potentially be utilized. We also explained the GMM-DO filter and the fundamentals of its
development.
We explained how we utilized our data-driven DMD with GMM-DO in a benchmark
2-dimensional flow behind an island/cylinder ensemble test case. We also utilized a more
realistic ocean simulation test case from the POSYDON-POINT experiment where we show-
cased results for SST. We compared our technique with the same test cases but using the
EnKF. Both the GMM-DO filter and EnKF were applied in the reduced stochastic subspace.
In both instances, the DMD with GMM-DO outperformed DMD without DA, and DMD
with EnKF in terms of accuracy.
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5.2 Future Work
In the future we plan to continue to develop ways to implement the DMD with GMM-DO
method for use onboard actual AUVs. Another goal is to develop methods to utilize DA to
update the DMD models themselves based on data-model misfits and subspace augmentation
[68, 69]. Finally, we plan to integrate adaptive ROM methods [101], which are used to
update DMD and POD modes when significant changes to the dynamics occur, with our
data assimilation for adaptive stochastic DMD. This would enable the autonomous platforms
that are unable to receive forecasts computed in remote centers or platforms to make local
observations that update their ROMs onboard. This could also be used to augment and
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