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We analyze temporal approximation schemes based on overlapping domain decompositions. As such
schemes enable computations on parallel and distributed hardware, they are commonly used when inte-
grating large-scale parabolic systems. Our analysis is conducted by first casting the domain decomposi-
tion procedure into a variational framework based on weighted Sobolev spaces. The time integration of a
parabolic system can then be interpreted as an operator splitting scheme applied to an abstract evolution
equation governed by a maximal dissipative vector field. By utilizing this abstract setting, we derive
an optimal temporal error analysis for the two most common choices of domain decomposition based
integrators. Namely, alternating direction implicit schemes and additive splitting schemes of first and
second order. For the standard first-order additive splitting scheme we also extend the error analysis to
semilinear evolution equations, which may only have mild solutions.
Keywords: domain decomposition; convergence order; additive splitting schemes; alternating direction
implicit schemes; parabolic equations; semilinear evolution equations.
1. Introduction
The numerical solution of partial differential equations (PDEs) often require large-scale computations
on parallel and distributed computing systems. Domain decomposition methods resolve the issue by
separating the computational domain into a family of subdomains. Then, an iteration is usually car-
ried out where, in every step, the PDE is solved on each subdomain after which each such solution is
communicated to the neighbouring subdomains (only). Due to the independence of the decomposed
PDEs and the lack of global communication domain decomposition methods are ideal for parallel and
distributed computing. See Mathew (2008); Quarteroni & Valli (1999) and Toselli & Widlund (2005)
for general surveys.
When domain decomposition methods are used in the context of parabolic PDEs the classical ap-
proach is to first approximate the PDE by a standard implicit time discretization method. Then, for the
series of resulting stationary problems, a domain decomposition method is applied at each time level,
either as an iterative stationary equation solver or as a preconditioner for an iterative solver.
In this paper, however, we consider domain decomposition operator splittings (DDOSs), also know
as regionally-additive schemes, which were introduced by, e.g., Vabishchevich (1989). In contrast to
classical domain decompositions a DDOS do not require iterations at each time step, i.e. a reduction in
the computational cost of the overall solution procedure may be achieved. To construct a DDOS consider
a PDE defined on a domain Ω . Furthermore, consider a family of overlapping subdomains {Ωk}qk=1 of
Ω and let δ denote the characteristic length of the overlaps. Define on this family a partition of unity
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{χk}qk=1 such that each function χk is continuous and vanishes except on the corresponding subdomain
Ωk. These weight functions are then used to formulate the domain decomposition as an operator split-
ting where each operator represents the vector field of the PDE on the corresponding subdomain. The
discretization in time is then given by employing any of the great number of splitting methods available
in the literature.
Generally, splitting methods are time stepping schemes for the temporal discretization of evolution
equations
u˙ = Au =
q
∑
k=1
Aku, u(0) = η , (1.1)
for some (possibly unbounded) operators A1, . . . ,Aq. These methods may be efficient whenever the
subproblems u˙ = Aku are less costly to solve (numerically or exactly) than the original problem u˙ = Au.
For DDOSs the numerical solution of any subproblem entails approximately solving the original PDE
on a subdomain only, therefore the formulation of domain decompositions as operator splittings is a
promising basis for efficient schemes. For general surveys on splitting methods we refer to Hundsdorfer
& Verwer (2003); Marchuk (1990); McLachlan & Quispel (2002) and Hairer et al. (2006).
We will pay extra attention to two classes of splitting methods: the alternating direction implicit
(ADI) schemes and the additive splitting schemes (also known as sum splittings or summarized approx-
imation schemes). The former since they have been widely used in the context of DDOSs and the latter
since they are extra suitable for DDOSs implemented on parallel hardware.
The ADI methods were first introduced by Douglas (1955) and Peaceman & Rachford (1955). An
overview is given by Hundsdorfer & Verwer (2003), see also Hansen & Henningsson (2013); Hunds-
dorfer & Verwer (1989) and Lions & Mercier (1979) for convergence studies. These schemes are most
often used for two-operator splittings, i.e., q = 2, where the first-order Douglas–Rachford scheme
Sh = (I−hA2)−1(I−hA1)−1(I+h2A1A2), (1.2)
is one of the most well-known. Here Sh denotes the numerical flow of the scheme, i.e., a time step
of size h is given by applying Sh. The ADI schemes were first used in the context of DDOSs by
Vabishchevich (1989) and they have since been extensively studied in this context, see e.g. Arrarás
& Portero (2015); Mathew et al. (1998); Vabishchevich (2008) and the references therein. When the
scheme (1.2) is applied to parabolic PDEs it exhibits excellent stability properties and a favorable local
error structure. In the context of DDOSs, when assuming that the functions χk and the solution u are
smooth enough, the leading error term of the scheme (1.2) is of size O(h/δ ). This should be compared
with the Lie fractional step splitting method which has a leading local error term of size O(h/δ 3),
cf. Hansen & Henningsson (2013) and Mathew et al. (1998). However, ADI schemes with more than
two operators often exhibit stability issues when applied to parabolic PDEs, especially for advection
dominated problems, cf. Douglas & Gunn (1964) and (Hundsdorfer & Verwer, 2003, Section IV.3.2).
In the presence of a spatial discretization this implies a CFL time step restriction. Furthermore, the
required regularity of the solution u (and the weights χk in the context of DDOSs) increases with the
number of operators, cf. (Mathew et al., 1998, Theorem 4.5).
On the other hand the first-order additive splitting scheme
Sh =
1
q
q
∑
k=1
(I−hqAk)−1 (1.3)
suffers from none of these adverse effects; We will see that this scheme is stable for parabolic PDEs in-
dependently of the number of operators q considered and that the structure of the truncation error is also
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independent of q. Furthermore, additive schemes have a great potential for efficient implementation on
parallel hardware as the actions of the resolvents (I−hqAk)−1 can be computed in parallel. Finally the
scheme can easily be extended to semilinear PDEs. As a higher-order alternative to the scheme (1.3) we
will also analyze a second-order additive splitting scheme based on the fractional step Crank–Nicolson
method, cf. (Hundsdorfer & Verwer, 2003, Section IV.2.2) and Swayne (1987). Early references to
additive splitting schemes include Coron (1982) and Gordeziani & Meladze (1974). For contemporary
studies in the context of DDOSs we refer to Samarskii et al. (2013); Vabishchevich & Zakharov (2013)
and the references therein.
For completeness we mention also the widely used exponential splitting schemes. These methods
are good choices whenever the exact solution of each subproblem u˙ = Aku can be easily computed.
However, this is generally not the case for DDOSs due to the presence of the weight functions χk. Thus,
we will not discuss exponential splitting schemes any further.
Splitting schemes for parabolic PDEs are often analyzed in the abstract framework of maximal
dissipative operators. Due to the abstract setting such analysis results apply not only to parabolic PDEs,
but rather to a wide range of evolution equations. Furthermore, these results are independent of spatial
discretizations, i.e. if a space discretization is subsequently applied there will be no CFL time step
restrictions. In the literature there are some partial analyses regarding splitting schemes for dissipative
evolution equations in the context of DDOSs. These are, however, performed in finite dimensional
spaces with linear bounded operators given after space discretizations. Convergence order results with
constants depending on ‖Ak‖ – which implies CFL conditions – are given by Samarskii et al. (2013).
Further stability studies for additive splitting schemes and for fractional step methods are carried out by
Vabishchevich & Zakharov (2013) and Portero et al. (2010), respectively. In the latter the vector fields
may be nonlinear but are assumed to be continuously differentiable.
However, to the best of our knowledge, DDOSs of parabolic PDEs have still not been analyzed
without first applying a space discretization. Thus, the first goal of this paper is the formulation of
DDOSs in the framework of maximal dissipative operators using weighted Sobolev spaces. The second
goal is to perform optimal convergence order analyses for the aforementioned ADI schemes and additive
splitting schemes in this framework. Furthermore, for the additive scheme (1.3) we will also extend
the analysis to semilinear evolution equations, which may only have mild solutions. Two semilinear
example applications are given in the context of DDOSs: parabolic problems with nonlinear reaction
terms and a phase-field model. Finally, we emphasize that, due to the generality of the dissipative
framework, our error analysis applies beyond parabolic PDEs and DDOSs.
2. Domain decomposition operator splittings
In this section we demonstrate how to formulate domain decomposition operator splittings in the frame-
work of maximal dissipative operators using a linear diffusion-advection-reaction equation as a model
problem. That is, we will formulate the DDOS of this parabolic PDE as a dissipative evolution equation
of the type (1.1).
Let d be a positive integer and let Ω ⊂ Rd be an open and bounded Lipschitz domain such that
∂Ω ∈ C2. (See also Remark 2.2 on domains with non-smooth boundaries.) Consider the diffusion-
advection-reaction equation
u˙ = Au = ∇ · (λ∇u)−ρ ·∇u−σu, in Ω × (0,T ],
Bu = 0, on ∂Ω × (0,T ],
u(·,0) = η , in Ω ,
(2.1)
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where the scalar function σ and the elements of the d-vector ρ and the d× d-matrix λ fulfill the fol-
lowing regularity assumptions: σ ,ρi ∈ L∞(Ω) and λi, j ∈C1(Ω) for all i, j = 1, . . . ,d. Furthermore, we
assume that the uniform ellipticity condition is fulfilled, i.e. there is a constant λ0 > 0 such that
d
∑
i, j=1
λi, j(x)ξiξ j > λ0|ξ |2, for all x ∈Ω and ξ ∈ Rd ,
where | · | denotes the Euclidean norm in Rd . We consider either homogeneous Dirichlet or Neumann
problems. In the former case B is the identity meaning Bu = u = 0 on ∂Ω × (0,T ]. In the latter case we
have
Bu = (λ∇u) ·n = 0, on ∂Ω × (0,T ],
where n is the unit outer normal on ∂Ω .
REMARK 2.1 We do not need to assume any bounds on ρ and σ . Instead, as we shall see in Lemma 2.1
and the theorems of Section 3, any badly behaved advections or reactions will end up as time step
restrictions. However, these restrictions are generally not problematic since they are independent of
domain decompositions and possible space discretizations.
2.1 Partition of unity
Assume that the domain Ω is the union of a collection {Ωk}qk=1 of open subdomains where any pair of
subdomains may overlap. Assume further that there is a partition of unity {χk}qk=1 subordinate to this
cover such that for all k = 1, . . . ,q, we have
χk ∈W 1,∞(Ω), 06 χk 6 1,
q
∑
k=1
χk = 1 and supp(χk)⊂Ω k. (2.2)
Since W 1,∞(Ω) ⊂ C(Ω) all relations in (2.2) hold pointwise, cf. (Evans, 2010, Theorem 5.8.4). The
domain decomposition operator splitting is then formally given by
Av =
q
∑
k=1
Akv, where Akv = ∇ · (χkλ∇v)−χkρ ·∇v−χkσv, (2.3)
for k = 1, . . . ,q. In Section 2.2 we give proper variational definitions for A1, . . . ,Aq and A.
We refer to (Arrarás & Portero, 2015, Section 3.2) and (Mathew et al., 1998, Section 4.1) for details
on the construction of domain decompositions {Ωk}qk=1 and partitions of unity {χk}qk=1. Of particular
interest is (Mathew et al., 1998, p. 920) which outlines a simple procedure for constructing piecewise
smooth partitions that fulfill all the requirements of (2.2). See also Proposition 4.1 in the same reference
asserting the existence of infinitely differentiable partitions of unity for which the rth-order derivatives
of each χk is of size O(1/δ r), where δ is the characteristic length of the overlaps.
In Figure 1 we give three example domain decompositions, which are crucial for the splitting
schemes considered in this paper.
2.2 Analytic setting
In this subsection we properly define the linear operators A1, . . . ,Aq and A and prove that they are
maximal dissipative. To this end we first define the framework of maximal dissipativity. We do this
for general Hilbert spaces and operators since we in Section 3 will consider a more general setting than
domain decomposition operator splittings of the linear parabolic PDE (2.1).
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Ω       1
Ω       2
Ω       4Ω       3
δ
(a)
Ω       1,1
δ
Ω       1,2 Ω       1,3 Ω       1,4Ω       2,1 Ω       2,2 Ω       2,3
(b)
Ω       1,1 Ω       1,2
Ω       1,3 Ω       1,4
Ω       2,1 Ω       2,2
Ω       2,3 Ω       2,4
Ω       3,1 Ω       3,2Ω       4,1 Ω       4,2
δ
(c)
Figure 1. The figure shows three examples of overlapping decompositions. In subfigure (a) a decomposition into four subdomains
is given on a domain with a smooth boundary. This means that the resulting operator splitting will consist of four operators
A1, . . . ,A4 defined by the four weight functions χ1, . . . ,χ4. Whereas the additive splitting scheme (1.3) can treat any number of
operators, the Douglas–Rachford scheme (1.2) is only stable for two operators. Thus, we also give an example decomposition
with two subdomains, Ω1 and Ω2, in subfigure (b). To achieve an efficient domain decomposition each of the two subdomains is
constructed as the union of a family of disjoint sets, Ωk =
⋃
`Ωk,`. Here, this is done by an overlapping stripes decomposition.
Note that, since Ω1,` and Ω1,`′ are disjoint for all ` 6= `′, computations of the action of the resolvent (I− hA1)−1 can easily be
parallelized. Of course the same holds for the operator A2. Finally, subfigure (c) shows an example of a decomposition with four
subdomains where each subdomain is the union of a family of disjoint sets. This is a widely used decomposition on rectangular
domains. Note that more operators grant a greater flexibility which is even more essential for problems with higher dimensionality.
For details we refer to (Toselli & Widlund, 2005, Section 2.5.1) and (Quarteroni & Valli, 1999, Section 1.5.6).
DEFINITION 2.1 Let H be a real Hilbert space with inner product (·, ·) and induced norm ‖·‖. A
(possibly) nonlinear operator G :D(G)⊂H →H is maximal (shift) dissipative onH if there exists
a constant M[G]> 0 such that G fulfills the dissipativity condition
(Gv−Gw,v−w)6M[G]‖v−w‖2 , for all v,w ∈D(G), (2.4)
and the range condition
R(I−hG) =H , for all h > 0 such that hM[G]< 1.
We will define the linear operator A of (2.1) on a subspace of H10 (Ω) or H
1(Ω) such that it is
maximal dissipative on L2(Ω), a construction that is commonly known as the Friedrichs extension, cf.
(Zeidler, 1990, Section 31.4). However, there is no subspace of H10 (Ω) or H
1(Ω) on which the operators
A1, . . . ,Aq of (2.3) can be defined such that they are maximal on L2(Ω). Instead we will consider
weighted Sobolev spaces, see Kufner (1980) and (Triebel, 1978, Section 3.2) for an introductory reading.
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For each k = 1, . . . ,q we define the inner products
(·, ·)Vk = (·, ·)L2(Ω)+(χk∇·,∇·)L2(Ω)
on C1(Ω), where (·, ·)L2(Ω) denotes the inner product on L2(Ω). Then, we let H10 (Ω ;χk) respectively
H1(Ω ;χk) be the completion of C∞0 (Ω) respectively C
1(Ω) in the norm
‖·‖Vk =
√
(·, ·)Vk .
The spaces H10 (Ω ;χk) are H
1(Ω ;χk) are complete by construction and it is straightforward to show that
H10 (Ω) ↪→ H10 (Ω ;χk) and H1(Ω) ↪→ H1(Ω ;χk),
for k = 1, . . . ,q, cf. (Adams & Fournier, 2003, Theorem 3.22). If the PDE (2.1) is equipped with
Dirichlet boundary conditions we let V = H10 (Ω), C =C
∞
0 (Ω) and Vk = H
1
0 (Ω ;χk), for k = 1, . . . ,q. If
the equation has Neumann conditions we instead let V = H1(Ω), C =C1(Ω) and Vk = H1(Ω ;χk). By
construction C is dense in each Vk (and in V ). Further, by identifying L2(Ω) with its continuous dual
space we get the following chain of imbeddings
V ↪→Vk ↪→ L2(Ω) ↪→V ∗k ↪→V ∗,
for k = 1, . . . ,q, where V ∗ and V ∗k denotes the continuous dual spaces of V and Vk, respectively.
Now, for k = 1, . . . ,q, define on C the bilinear forms
b(v,w) =
∫
Ω
(λ∇v) ·∇w+(ρ ·∇v)w+σvw dx and
bk(v,w) =
∫
Ω
(χkλ∇v) ·∇w+(χkρ ·∇v)w+χkσvw dx,
which are bounded in ‖·‖V respectively ‖·‖Vk , cf. (Hackbusch, 1992, Theorems 7.2.2 and 7.4.1). Then,
b and bk can be uniquely extended to bounded bilinear forms on V and Vk, respectively. Moreover, by
first letting v be in C and then using the density of C in Vk and the continuity of the forms bk we get
bk(v,v)>
(
σ0− P
2
2λ0
)
(χkv,v)L2(Ω)+
λ0
2
(χk∇v,∇v)L2(Ω), for all v ∈Vk, for k = 1, . . . ,q, (2.5)
by a simple modifications of the proof of (Brenner & Scott, 2008, Theorem 5.6.8). Here we use the
notation P2 = ∑di=1 ‖ρi‖2L∞(Ω) and σ0 = ess infx∈Ω σ(x). A similar inequality, but without any weight
functions χk, holds for the form b as a direct consequence of the aforementioned theorem.
From the bilinear forms we define the energetic operators
Aˆ : V →V ∗, Aˆv =−b(v, ·) and Aˆk : Vk→V ∗k , Aˆkv =−bk(v, ·),
for k= 1, . . . ,q. Then, for any h> 0 such that h(P2/(2λ0)−σ0)< 1, we get from (2.5) the lower bounds
〈(I−hAˆk)v,v〉= ‖v‖2L2(Ω)+hbk(v,v)
> ‖v‖2L2(Ω)+h
(
σ0− P
2
2λ0
)
(χkv,v)L2(Ω)+h
λ0
2
(χk∇v,∇v)L2(Ω) >C‖v‖2Vk , for all v ∈Vk,
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for k = 1, . . . ,q, where C is some positive constant. Similarly, 〈(I−hAˆ)v,v〉 is bounded from below by
C‖v‖2V for all v in V . Thus, for all h> 0 such that h(P2/(2λ0)−σ0)< 1 the operators I−hAˆ1, . . . , I−hAˆq
and I−hAˆ are coercive and since they are also bounded they are all bijective according to Lax–Milgram’s
lemma.
Finally we define the the Friedrichs extensions A : D(A) ⊂ L2(Ω) → L2(Ω) and Ak : D(Ak) ⊂
L2(Ω)→ L2(Ω) as the following restrictions of the corresponding energetic operators{
D(A) = {v ∈V ; ∃ z ∈ L2(Ω) with (z,w) = 〈Aˆv,w〉 ∀w ∈V},
Av = z, ∀ v ∈D(A), (2.6){
D(Ak) = {v ∈Vk; ∃ z ∈ L2(Ω) with (z,w) = 〈Aˆkv,w〉 ∀w ∈Vk},
Akv = z, ∀ v ∈D(Ak),
(2.7)
for k = 1, . . . ,q. From the construction it is clear that the operators I−hA1, . . . , I−hAq and I−hA are
bijective when their energetic counter parts are and thus, for h > 0 such that h(P2/(2λ0)−σ0)< 1, we
haveR(I−hA1) = · · ·=R(I−hAq) =R(I−hA) = L2(Ω). Finally, from (2.5) we get
(Akv,v) =−bk(v,v)6−
(
σ0− P
2
2λ0
)
(χkv,v)L2(Ω)−
λ0
2
(χk∇v,∇v)L2(Ω) 6
(
P2
2λ0
−σ0
)
‖v‖2L2(Ω) ,
for all v ∈D(Ak), for k = 1, . . . ,q and similarily for A. We have thus proven the following lemma.
LEMMA 2.1 The linear operators A1 : D(A1) ⊂ L2(Ω)→ L2(Ω), . . . , Aq : D(Aq) ⊂ L2(Ω)→ L2(Ω)
and A : D(A) ⊂ L2(Ω)→ L2(Ω) defined by (2.6) and (2.7) are all maximal dissipative on L2(Ω) with
M[A1], . . . ,M[Aq] and M[A] bounded by max{0, P2/(2λ0)−σ0}.
The domain D(A) in (2.6) can be further characterized using classical elliptic regularity results.
Under the assumed regularity on ∂Ω and the coefficients λi, j, ρi, and σ we have
D(A) = H2(Ω)∩H10 (Ω) (2.8)
when V = H10 (Ω) and
D(A) = {v ∈ H2(Ω); γ(λ∇v) ·n = 0} (2.9)
when V = H1(Ω). Here γ denotes the standard linear and continuous trace mapping H1(Ω) into
L2(∂Ω), see (Evans, 2010, Section 5.5) for a definition. The characterization (2.8) is given in (Hack-
busch, 1992, Theorem 9.1.16). For (2.9) we get from (Hackbusch, 1992, Theorem 9.1.17) that D(A)⊂
H2(Ω) and the trace condition can be proven by an argument similar to those given in (Temam, 1979,
Theorem 1.2) and (Temam, 1997, p. 65).
With the above elliptic regularity results we are ready to prove the following lemma asserting that
the domain decomposition operator splitting is well-defined.
LEMMA 2.2 The domains defined by (2.6) and (2.7) fulfill D(A)⊂⋂qk=1D(Ak) and the equation Av =
∑qk=1 Akv holds for all v ∈D(A).
Proof. Note that, for k = 1, . . . ,q and for v ∈ H2(Ω), we have χkλ∇v ∈ (H1(Ω))d . Thus, by density
there is a sequence (y`)∞`=1 such that y` ∈ (C1(Ω))d for all ` and y` tends to χkλ∇v as ` tends to infinity.
Now, for w ∈ C the divergence theorem gives∫
Ω
y` ·∇w dx =−
∫
Ω
(∇ · y`)w dx+
∫
∂Ω
(γ(y`) ·n)γ(w)dS. (2.10)
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We consider first Neumann boundary conditions and note that due to the continuity of the trace we
have that γ(y`) tends to γ(χkλ∇v) as ` tends to infinity. By using the definition of the trace and the
regularity χk ∈W 1,∞(Ω)⊂ H1(Ω)∩C(Ω) we get from a simple density argument that
γ(χkλ∇v) ·n = γ(χk)γ(λ∇v) ·n, for all v ∈ H2(Ω).
Thus, from the domain characterization (2.9) we get∫
Ω
(χkλ∇v) ·∇w dx =−
∫
Ω
(∇ ·χkλ∇v)w dx, for all v ∈D(A), w ∈C1(Ω),
when letting ` tend to infinity in (2.10). Then, by adding the advection and reaction terms we get
bk(v,w) =
∫
Ω
(χkλ∇v) ·∇w+(χkρ ·∇v)w+χkσvw dx
=−
∫
Ω
[∇ · (χkλ∇v)−χkρ ·∇v−χkσv]w dx, for all v ∈D(A), w ∈C1(Ω),
(2.11)
which holds also for all w ∈H1(Ω ;χk) due to the continuity of the form bk and the density of C1(Ω) in
H1(Ω ;χk).
For Dirichlet conditions the boundary integral in (2.10) vanishes directly since C =C∞0 (Ω). Thus,
due to the density of C∞0 (Ω) in H
1
0 (Ω ;χk) and the continuity of bk, the equality (2.11) holds also for
Dirichlet boundary conditions, but with w ∈ H10 (Ω ;χk). That is, in both cases we have that for all
v ∈D(A) there exists a z ∈ L2(Ω), z=∇ · (χkλ∇v)−χkρ ·∇v−χkσv, such that 〈Aˆkv,w〉=−bk(v,w) =
(z,w) for all w ∈Vk, but then v is in D(Ak) according to the definition (2.7). Further, with Akv = z, the
equality Av = ∑qk=1 Akv immediately follows for all v ∈D(A).

REMARK 2.2 When the PDE (2.1) is equipped with homogeneous Dirichlet boundary conditions the
Lemmas 2.1 and 2.2 also hold on convex domains Ω with possibly non-smooth boundary ∂Ω . We
refer to (Grisvard, 1985, Corollary 1.2.2.3) and (Hackbusch, 1992, Theorem 9.1.22) for the necessary
modifications.
3. Abstract convergence analyses
The current section is dedicated to convergence studies of splitting schemes in the framework of max-
imal dissipative operators. As a direct consequence of Lemmas 2.1 and 2.2 all results of this section
apply to domain decomposition operator splittings of the diffusion-advection-reaction equation (2.1).
An important conclusion of this section is that the additive splitting scheme (1.3) is convergent for
DDOSs without any further regularity assumptions other than those given on Ω , λ , ρ , σ and the weight
functions χk in Section 2. The same holds for the considered ADI schemes when q = 2 and under
some weak regularity assumptions on the initial data η . Furthermore, for regular enough solutions u all
considered ADI schemes and additive splitting schemes are either first- or second-order convergent.
In Examples 3.1 and 3.2 other domain decomposition applications are considered, which also in-
clude nonlinearities. Furthermore, as noted in the introduction, the convergence results of this section
are much more general and are not limited to DDOSs, see e.g. Barbu (2010) and Roubícˇek (2013) for
further applications.
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3.1 Preliminaries
Let H be a real Hilbert space with inner product (·, ·) and induced norm ‖·‖ and recall the definition
of maximal dissipativity, Definition 2.1. Furthermore, for an operator G :D(G)⊂H →H let L[G] ∈
[0,∞] be the smallest constant such that
‖Gv−Gw‖6 L[G]‖v−w‖ , for all v,w ∈D(G).
We call L[G] the Lipschitz constant of G and say that G is Lipschitz continuous if L[G]< ∞.
A direct consequence of G being maximal dissipative is that, for h > 0 such that hM[G] < 1, the
resolvent (I−hG)−1 :H →D(G)⊂H is well-defined and its Lipschitz constant is bounded as
L[(I−hG)−1]6 1/(1−hM[G]). (3.1)
We will perform convergence analyses of splitting schemes applied to the linear evolution equation
(1.1) where the involved operators fulfill the following two assumptions:
ASSUMPTION 3.1 The linear operators A1 : D(A1) ⊂H →H , . . . , Aq : D(Aq) ⊂H →H and A :
D(A)⊂H →H are maximal dissipative onH .
ASSUMPTION 3.2 The domains of the operators fulfill D(A) ⊂ ⋂qk=1D(Ak) and the equation A =
∑qk=1 Ak holds on D(A).
Note that under Assumption 3.1 and for η ∈D(A) the evolution equation (1.1) has a unique classical
solution, i.e. u ∈C1([0,T ];H )∩C([0,T ];D(A)), cf. (Engel & Nagel, 2000, Proposition II.6.2).
3.2 ADI schemes
We first consider the evolution equation (1.1) split into two linear operators A= A1+A2. For the domain
decomposition applications we may achieve two-operator splittings adapted for parallel implementation
by decomposing the domain into overlapping stripes, cf. Figure 1b.
We summarize some convergence results for the Douglas–Rachford scheme (1.2) as well as for the
second-order Peaceman–Rachford ADI scheme
Sh =
(
I− h
2
A2
)−1(
I+
h
2
A1
)(
I− h
2
A1
)−1(
I+
h
2
A2
)
. (3.2)
THEOREM 3.1 Consider the approximate solution Smh η given by applying either the Douglas–Rachford
scheme (1.2) or the Peaceman–Rachford scheme (3.2) to the linear evolution equation (1.1). If As-
sumptions 3.1 and 3.2 are valid, hmax{M[A1], M[A2]}6 1/2 and the solution u is regular enough with
u(t) ∈D(A) for all times t ∈ [0,T ], then the global error can be bounded as
‖u(mh)−Smh η‖6 5hpe3T (M[A1]+M[A2])
p
∑
i=0
∥∥Ap−i1 u(i+1)∥∥L1(0,T ;H ), mh6 T,
with first-order convergence, p = 1, for both schemes or second-order convergence, p = 2, for the
Peaceman–Rachford scheme. Here u(i+1) denotes derivative number i+1 of u.
We do not prove this theorem here but refer to the proof of (Hansen & Henningsson, 2013, Theo-
rem 2) for the Peacman–Rachford scheme and the proof of (Hansen & Henningsson, 2015, Lemma 2)
for the Douglas–Rachford scheme. The latter proof needs to be extended to the infinite dimensional
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setting which is straight-forward to do using the same techniques as is used in the former proof. Further,
in Hansen & Henningsson (2013) it is assumed that D(A) = D(A1)∩D(A2), however it is easy to see
that the same proof also holds under the weaker assumption that D(A)⊂D(A1)∩D(A2).
As noted in the introduction the Douglas–Rachford and the Peaceman–Rachford schemes have fa-
vorable local error structures. A consequence is that, for linear two-operator splittings and under As-
sumptions 3.1 and 3.2, regular initial data η ∈D(A2) is enough for first-order convergence. The proof is
based on the semigroup theory which we will not pursue in this paper, cf. Pazy (1983). For less regular
initial data η ∈ D(A1) or η ∈ D(A2) we still have convergence, but possibly without order. However,
in this case there may be no classical solution meaning that the latter convergence should be understood
in the context of mild solutions, see (3.12). For a proof see (Hansen & Henningsson, 2013, Theorem 3).
Thus, for domain decomposition operator splittings of the PDE (2.1) we get first-order convergence
for the ADI schemes (1.2) and (3.2) without any other regularity assumptions on u than that the initial
data η is in D(A2). This follows as a direct consequence of the discussion in the preceding paragraph
and Lemmas 2.1 and 2.2.
3.3 A first-order additive splitting scheme
Contrary to the ADI methods the additive splitting scheme (1.3) is stable for splittings of the evolution
equation (1.1) with any number q of linear maximal dissipative operators. We note that for domain
decompositions it is most common to use more than two domains (resulting in more than two oper-
ators) as it gives more flexibility when constructing the decomposition, cf. Figures 1a and 1c. Let
M = max{M[A1], . . . ,M[Aq]}, we will prove the following.
THEOREM 3.2 Consider the approximate solution Smh η given by applying the additive splitting scheme
(1.3) to the linear evolution equation (1.1). Further, assume that Assumptions 3.1 and 3.2 are valid, that
hqM 6 1/2 and that the solution u is regular enough with u(t) ∈D(A) for all times t ∈ [0,T ]. Then the
additive splitting scheme (1.3) is first-order convergent and the global error can be bounded as
‖u(mh)−Smh η‖6 he2qMT
(
‖u¨‖L1(0,T ;H )+2qT
q
∑
k=1
∥∥A2ku∥∥C([0,T ];H )), mh6 T.
Proof. For k = 1, . . . ,q we introduce the notation
ak = hqAk and αk = (I−ak)−1.
As Assumption 3.1 is valid and hqM 6 1/2, the identities
I = αk−akαk (3.3)
hold on all ofH . Furthermore, note that akαk = αkak on D(Ak). In the new notation the time stepping
operator of the additive splitting scheme (1.3) can be written as
Sh =
1
q
q
∑
k=1
αk.
Let t j = jh and expand the global error by the telescopic sum
‖u(mh)−Smh ‖=
∥∥ m∑
j=1
Sm− jh u(t j)−Sm− j+1h u(t j−1)
∥∥6 m∑
j=1
L[Sm− jh ]
∥∥u(t j)−Shu(t j−1)∥∥. (3.4)
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Stability is a direct consequence of the resolvent bound (3.1) as
L[Sh] = L
[1
q
q
∑
k=1
αk
]
6 1
q
q
∑
k=1
1
1−hqM[Ak] 6
1
1−hqM , (3.5)
which gives
L[Sm− jh ]6 L
[1
q
q
∑
k=1
αk
]m− j 6 ( 1
1−hqM
)m− j
6 e2qMT , (3.6)
where we have used the inequality 1/(1− x)6 e2x for all x ∈ [0,1/2].
Since u(t j−1) ∈ D(A) ⊂ ⋂qk=1D(Ak) we can use the commutativity akαk = αkak and twice the
identity αk = I+akαk to expand the local error as
u(t j)−Shu(t j−1) = u(t j)− 1q
q
∑
k=1
(I+ak +akαkak)u(t j−1)
= u(t j)−u(t j−1)−hAu(t j−1)− 1q
q
∑
k=1
akαkaku(t j−1).
(3.7)
Then, for a sufficiently regular u we can rewrite the error as a sum of a quadrature error q j and a splitting
error s j:
q j = u(t j)−u(t j−1)−hAu(t j−1) = u(t j)−u(t j−1)−hu˙(t j−1) = h
∫ t j
t j−1
t j− τ
h
u¨(τ)dτ, (3.8)
s j =−1q
q
∑
k=1
akαkaku(t j−1) =−h2q
q
∑
k=1
αkA2ku(t j−1). (3.9)
Finally, since the constants L[αk] are bounded by 2 when hqM 6 1/2, the local error can be bounded as∥∥u(t j)−Shu(t j−1)∥∥6 h(∫ t j
t j−1
‖u¨(τ)‖ dτ+2hq
q
∑
k=1
∥∥A2ku(t j−1)∥∥).
Combining with the stability (3.6) in the telescopic sum (3.4) the sought after global error bound is
achieved. 
REMARK 3.1 In Hansen & Henningsson (2015) ADI splitting schemes are combined with convergent
spatial discretizations like, e.g., classical piecewise linear finite elements. Simultaneous space-time con-
vergence orders are proven when a linear maximal dissipative operator is split into two operators. We
note that for splittings of the linear evolution equation (1.1) with arbitrary number of operators q the
same space-time convergence result holds also for the additive splitting scheme (1.3) with first-order
convergence in time. For details we refer to the assumptions, theorems and lemmas in the aforemen-
tioned article. Only Assumption 2 and Theorem 3 of that article require modifications, and these are all
minor.
3.4 First-order additive splitting schemes for semilinear evolution equations
The first-order additive splitting scheme (1.3) can easily be extended to treat semilinear evolution equa-
tions of the type
u˙ = (A+F)u =
(( q
∑
k=1
Ak
)
+F
)
u, u(0) = η , (3.10)
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where F is a nonlinear operator. In the abstract setting of maximal dissipative operators we will prove a
semilinear extension of Theorem 3.2 for the two schemes
Sh = (I−hF)−1
(1
q
q
∑
k=1
(I−hqAk)−1
)
and (3.11a)
Sh =
(1
q
q
∑
k=1
(I−hqAk)−1
)
(I+hF) (3.11b)
under the corresponding assumptions:
ASSUMPTION 3.3 The operator F :D(F)⊂H →H satisfies one of the following two statements:
(a) F is maximal dissipative onH ; or
(b) F is Lipschitz continuous onH .
Furthermore, the operator A+F :D(A)∩D(F)⊂H →H is maximal dissipative onH .
That is, the scheme (3.11a) is suited for stiff nonlinear vector fields F whereas for nonstiff F the
scheme (3.11b) can be used instead for simpler computations.
EXAMPLE 3.1 Consider the parabolic model problem of Section 2 with Ω ⊂ Rd , d = 1,2,3, and let
ρ = σ = 0. Further, let F : L2p(Ω)⊂ L2(Ω)→ L2(Ω) be a nonlinear potential defined by Fv = v− vp
for an odd integer p> 3. Then F and A+F :D(A)∩D(F)⊂ L2(Ω)→ L2(Ω) are maximal dissipative
on L2(Ω). Therefore, when splitting A by a domain decomposition as in Section 2, Assumptions 3.1,
3.2 and 3.3a are all valid. Thus, as the action of the resolvent of F is straight-forward to parallelize,
efficient parallel computations can be carried out using the additive splitting scheme (3.11a). For details
see (Barbu, 2010, Theorem 5.5) and (Hansen & Henningsson, 2013, Section 6).
EXAMPLE 3.2 We exemplify also with a semilinear application with a linear term which is not on the
form (2.1). That is, consider on Ω ⊂ Rd , d = 1,2,3, the phase field model
u˙ = Au+Fu =
(
∆ −c∆
0 ∆
)(
u1
u2
)
+
(
0
(1− c)u2−u32+u1
)
,
which is commonly encountered when modeling solidification processes. Here c is a positive constant, u
is a vector-valued function u= (u1,u2)T and the boundary ofΩ fulfills the regularity properties assumed
in Section 2. Equip the equation with a suitable initial condition and either homogeneous Dirichlet or
Neumann conditions and define a domain decomposition operator splitting by letting Ak be A but with
all occurrences of ∆ replaced by ∇ ·χk∇. Then, a similar analysis as in Section 2.2 can be performed to
show that Assumptions 3.1, 3.2 and 3.3a are valid with H = (L2(Ω))2. This defines a splitting fit for
efficient parallel computations. See also the references in the preceding example.
Since A+F is nonlinear the existence of a classical solution to the evolution equation (3.10) can
not be guaranteed. However, under Assumption 3.3 there is a unique mild solution for every η in the
closure of D(A)∩D(F). This mild solution is defined by
u(t) = lim
m→∞
(
I− t
m
(A+F)
)−m
η , (3.12)
for t > 0. Nonlinear maximal dissipative operators and associated evolution equations are surveyed in
(Barbu, 2010, Sections 3.1 and 4.1).
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THEOREM 3.3 Consider the approximate solution Smh η given by applying one of the additive splitting
schemes (3.11a) or (3.11b) to the semilinear evolution equation (3.10). Further, assume that Assump-
tions 3.1 and 3.2 are valid, that hqM6 1/2 and that the solution u is regular enough with u(t)∈D(A) for
all times t ∈ [0,T ]. Then, if Assumption 3.3a is valid and hM[F ]6 1/2, the scheme (3.11a) is first-order
convergent with global error bounded as
‖u(mh)−Smh η‖6 2he2T (qM+M[F ])
( 1
∑
i=0
∥∥A1−iu(i+1)∥∥L1(0,T ;H )+2qT q∑
k=1
∥∥A2ku∥∥C([0,T ];H )),
and, if instead Assumption 3.3b is valid, the scheme (3.11b) is first-order convergent with global error
bounded as
‖u(mh)−Smh η‖6 heT (2qM+L[F ])
(
‖u¨‖L1(0,T ;H )+2T
q
∑
k=1
∥∥AkFu+qA2ku∥∥C([0,T ];H )),
where mh6 T .
Proof. We introduce the notation
f = hF and ϕ = (I− f )−1,
and note that the identity (3.3) applies also with ak and αk replaced with f and ϕ . In this notation the
schemes (3.11a) and (3.11b) can be written as
Sh = ϕ
(1
q
q
∑
k=1
αk
)
, respectively Sh =
(1
q
q
∑
k=1
αk
)
(I+ f ).
We discuss the necessary modifications to the proof of Theorem 3.2. As the resolvent bound (3.1)
holds for maximal dissipative F , the stability of the scheme (3.11a) under Assumption 3.3a follows as
in the linear case but with L[Sm− jh ]6 e2T (qM+M[F ]). For the consistency we bound the local error as∥∥u(t j)−Shu(t j−1)∥∥6 L[ϕ]∥∥(I− f )u(t j)− (I− f )Shu(t j−1)∥∥ ,
where L[ϕ] 6 2. Expanding (I− f )u(t j)− (I− f )Shu(t j−1) as in (3.7) and then subtracting hA(u(t j)−
u(t j−1)) from the quadrature error and adding it to the splitting error gives
q j = u(t j)−u(t j−1)−h(Fu(t j)+Au(t j)) =−h
∫ t j
t j−1
τ− t j−1
h
u¨(τ)dτ,
s j = hA(u(t j)−u(t j−1))−h2q
q
∑
k=1
αkA2ku(t j−1),
which holds for a sufficiently regular u. Further, note that
A(u(t j)−u(t j−1)) = A
∫ t j
t j−1
u˙(τ)dτ =
∫ t j
t j−1
Au˙(τ)dτ,
where the last equality holds since the operator A is closed as a consequence of being linear and maximal
dissipative.
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Now, for Lipschitz continuous F we have L[I+ f ]6 1+hL[F ] implying L[I+ f ]m− j 6 eT L[F ] which
gives the stability for the scheme (3.11b). Using the regularity of u and expanding the local error as in
(3.7) gives
u(t j)−Shu(t j−1) = u(t j)− 1q
q
∑
k=1
(I+ak +akαkak)u(t j−1)− 1q
q
∑
k=1
(I+akαk) f u(t j−1).
Thus, we get the same quadrature error q j as in (3.8) and the splitting error s j of (3.9) is modified by
adding the term −h2∑qk=1αkAkFu(t j−1). The rest follows as in the proof of Theorem 3.2. 
REMARK 3.2 The concept of dissipativity can be generalized to spaces H which are merely Banach
spaces, see e.g. (Barbu, 2010, Section 3.1). With this generalization the resolvent of a maximal dissi-
pative operator still exists and fulfills the bound (3.1). Thus, inequality (3.5) still holds, the additive
splitting schemes (3.11a) and (3.11b) are still stable, and the global error bounds of Theorems 3.2 and
3.3 still hold. However, Theorem 3.1 can not be extended to this Banach setting since the stability of the
Douglas–Rachford and Peaceman–Rachford schemes require more structure, cf. (Hansen & Hennings-
son, 2013, page 1906).
Even when the regularity required by Theorems 3.2 or 3.3 is not present we may still have conver-
gence without order to the mild solution (3.12).
THEOREM 3.4 Consider the approximate solution Smh η given by applying one of the additive splitting
schemes (3.11a) or (3.11b) to the semilinear evolution equation (3.10). Further, assume that Assump-
tions 3.1 and 3.2 are valid and that D(A)∩D(F) is dense in H . Then, under Assumption 3.3a the
scheme (3.11a) is convergent, i.e.
lim
m→∞S
m
t/mη = u(t),
for every η ∈H and t > 0. Furthermore, if D(F) =H the same holds for the scheme (3.11b) under
Assumption 3.3b.
Proof. First, let F be maximal dissipative and note that it is densely defined sinceD(A)∩D(F)⊂D(F)
is dense inH . In this setting (Lions & Mercier, 1979, Lemma 3) gives, for each v ∈D(F), that
lim
h→0
Fϕvh = Fv
for each family {vh}h ⊂H such that there is a z ∈H for which (vh− v)/h tends to z when h tends
to zero. Of course the same type of limit also holds for the operators A1, . . . ,Aq. Now, for v ∈ D(A) ⊂⋂q
k=1D(Ak) let vh = 1/q ·∑qk=1αkv, we have
1
h
(vh− v) = 1h
(1
q
q
∑
k=1
(I+akαk)v− v
)
=
q
∑
k=1
Akαkv→
q
∑
k=1
Akv = Av, as h→ 0.
Then, the scheme (3.11a) is consistent, i.e.,
1
h
(Sh− I)v = 1h (ϕ− I)vh+
1
h
(vh− v) = Fϕvh+
q
∑
k=1
Akαkv→ (F +A)v, as h→ 0,
for every v ∈ D(A)∩D(F). Therefore, since Sh is stable in the sense L[Sh] 6 1+O(h) the scheme
(3.11a) is convergent according to (Brezis & Pazy, 1972, Corollary 4.3).
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Now, instead let Assumption 3.3b be valid and let D(F) =H . Let Sh be given by the scheme
(3.11b), then Sh is defined on all ofH . Furthermore, the scheme is consistent as
1
h
(Sh− I)v = 1h
(1
q
q
∑
k=1
(I+akαk +αk f )v− v
)
=
q
∑
k=1
(
Akαk +
1
q
αkF
)
v→ (A+F)v, as h→ 0,
for every v ∈D(A). Here we have used that αkw tends to w for w inH and maximal dissipative Ak, cf.
(Deimling, 1985, Proposition 11.3). Then, combining with the stability given by inequality (3.5) and the
Lipschitz continuity of F we again get the sought after convergence result from (Brezis & Pazy, 1972,
Corollary 4.3). 
Note that D(A) is dense in H as a direct consequence of Assumption 3.1. Thus, in the linear
(F = 0) maximal dissipative setting, the additive splitting scheme (1.3) always converges. That is, for
domain decomposition operator splittings of the PDE (2.1) this scheme is always convergent as a direct
consequence of Lemmas 2.1 and 2.2, without any further assumptions.
3.5 A second-order additive fractional step Crank–Nicolson scheme
As a second-order alternative to the additive splitting scheme (1.3) we consider a fractional step Crank–
Nicolson method. Just as for the first-order scheme (1.3) any number of linear operators are allowed.
Furthermore, there is some additive structure that can be used for implementation on parallel computing
systems. For brevity, we will define the second-order scheme in the following notation:
ak =
h
2
Ak and αk = (I−ak)−1, for k = 1, . . . ,q.
Note that, under Assumption 3.1 and with hM[Ak] < 2, the identity (3.3) holds, which means that the
operators akαk are bounded. Furthermore, since the domains D(Ak) are dense in H (as per Assump-
tion 3.1), the operators αkak can be extended to bounded operators on all of H using the relationship
akαk = αkak which holds on D(Ak) (and after the extension also on H ). Thus, the fractional step
Crank–Nicolson scheme,
Sh =
1
2
αq(I+aq)αq−1(I+aq−1) · · ·α1(I+a1) + 12α1(I+a1)α2(I+a2) · · ·αq(I+aq), (3.13)
is well-defined. The second-order convergence is given as follows.
THEOREM 3.5 Consider the approximate solution Smh η given by applying the scheme (3.13) to the
linear evolution equation (1.1). Further, assume that Assumptions 3.1 and 3.2 are valid, that hM 6 1 and
that the solution u is regular enough with u(t) ∈ D(A) for all times t ∈ [0,T ]. Then the fractional step
Crank–Nicolson scheme (3.13) is second-order convergent and the global error can be bounded as
‖u(mh)−Smh η‖6Ch2
(
‖u(3)‖L1(0,T ;H )+
q
∑
k=1
q
∑`
=1
2
∑
i=1
∥∥AikA3−i` u∥∥C([0,T ];H )
+
q
∑
k=1
q
∑
`=k+1
q
∑
r=`+1
(‖AkA`Aru‖C([0,T ];H )+‖ArA`Aku‖C([0,T ];H ) )),
where mh6 T and C is a constant that only depends on q, M[A1], . . . ,M[Aq] and T .
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Proof. Consider the telescopic global error expansion (3.4). According to the proof of (Hansen &
Henningsson, 2013, Lemma 1), when hM[Ak]6 1, we have
L[αk(I+ak)]6 e3/2hM[Ak], for k = 1, . . . ,q.
Then stability follows as
L[Sm− jh ]6 e
3/2(m− j)h∑qk=1 M[Ak] 6 e3/2T ∑
q
k=1 M[Ak].
For the consistency proof we need the following identity, which holds for a sufficiently regular u:
αkakα`a`u(t j−1) =αkak(a`+a2`+α`a
3
`)u(t j−1)=(aka`+αka
2
ka`+αkaka
2
`+αkakα`a
3
`)u(t j−1), (3.14)
for k, ` = 1, . . . ,q. Note how identity (3.3) has been applied multiple times and how using it again lets
us rewrite the local error as
u(t j)−Shu(t j−1)
= u(t j)−
(1
2
(I+2αqaq) · · ·(I+2α1a1)+ 12 (I+2α1a1) · · ·(I+2αqaq)
)
u(t j−1).
(3.15)
We expand (3.15) and consider first the terms composed of at most two operators α(·)a(·), i.e. in the
compositions above consider first the terms given by choosing the identity all but zero, one or two times
when expanding. This gives(
I+2
q
∑
k=1
αkak +2
q
∑
k=1
q
∑`
=16`=k
αkakα`a`
)
u(t j−1)
=
(
I+2
q
∑
k=1
ak +a2k +αka
3
k +2
q
∑
k=1
q
∑`
=16`=k
aka`+αka2ka`+αkaka
2
` +αkakα`a
3
`
)
u(t j−1).
Using this expansion, the local error can be written as a sum of a quadrature error and a splitting error
q j = u(t j)−u(t j−1)−h
q
∑
k=1
Aku(t j−1)− h
2
2
( q
∑
k=1
Ak
)2
u(t j−1) =
h2
2
∫ t j
t j−1
( t j− τ
h
)2
u(3)(τ)dτ,
s j =
h3
4
( q
∑
k=1
αkA3k +
q
∑
k=1
q
∑`
=16`=k
αkA2kA`+αkAkA
2
` +αkakα`A
3
`)
)
u(t j−1)+ r j,
where r j consists of the terms composed of three or more operators α(·)a(·). That is, the terms given by
choosing I at most q−3 times in the expansion of (3.15). Each of these terms, can be written either as
2K−1αkK akK · · ·αk1ak1u(t j−1) or as 2K−1αk1ak1 · · ·αkK akK u(t j−1), (3.16)
for some integers 1 6 k1 < k2 < · · · < kK 6 q and some integer K = 3, . . . ,q. Then, for a sufficiently
regular u, the identity (3.14) gives that any term on the first form in (3.16) can be written as
2K−1αkK akK · · ·αk1ak1u(t j−1) =
h32K−4αkK akK · · ·αk4ak4
(
αk3Ak3Ak2Ak1 +αk3ak3(αk2A
2
k2Ak1 +αk2Ak2A
2
k1 +αk2ak2αk1A
3
k1)
)
u(t j−1).
Of course similar expansions hold for the terms on the second form in (3.16). Finally, we apply the
norm to the local error and the sought after global error bound follows since, for all k = 1, . . . ,q, we
have L[αk]6 2 and L[αkak]6 L[I]+L[αk]6 3 when hM[Ak]6 1. 
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