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I, INTRODUCTION 
"Pure economics has a remarkable way of producing rab­
bits out of a hat — apparently a priori properties which 
apparently refer to reality." 
J, R, Hicks, Value and Capital, Clarendon 
Press, Oxford, 1946, 2nd ed., p. 23. 
The serious application of statistical theory to the 
estimation of economic relationships is a rather recent de­
velopment, Economic theory in the tradition extending from 
Smith to Marshall focused on a few broad principles. In 
theory there was one set of principles that governed life on 
Robinson Crusoe's island and among the mythical peasants who 
bartered cloth for wine, as much as in the city of New York 
or London, The principles most widely cited by teachers of 
economics were presented in a descriptive and rhetorical 
fashion and represented what Professor T. C. Koopmans (71) 
has called the "diplomatic style of discourse." 
Economics gradually came to understand the limitations 
of purely verbal methods. After being relatively neglected by 
English speaking economists for many years, Pareto's mathe­
matical formulation of economic theory became (in the late 
1930's and 1940's) the basis of graduate training in economics 
at leading universities. During the last two or three decades 
there has also been a revolution in the approach to problems 
of economic policy and applied research and the so-called 
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diplomatie style of discourse has been largely replaced by 
econometrics and quantitative economics. 
The current preoccupation of economists with statistical 
techniques may indeed be somewhat excessive. Professor M, S, 
Bartlett in his Essays (5) comments that 
for the economic statistician, mathematical sta­
tistics is only one of the necessary techniques. 
It is surely wrong that economic statisticians 
should be cataloged and classified in relation to 
one part of their total qualifications, and not in 
relation to the whole range of them. We should not 
dream of appraising potential ambassadors solely 
in relation to their linguistic abilities. Simi­
larly we ought not appraise economic statisticians 
solely in relation to their capacities as mathe­
matical statisticians, but rather in relation to 
all their capacities. 
During the last two or three decades, powerful mathe­
matical techniques, such as set theory, linear algebra, 
probability theory and topology have been employed in econo­
mics at an increasing pace. At the same time our understanding 
of inductive inference has been improved by the statistical 
contributions of Abraham Wald and Jerzy Neyman, The disci­
pline of economics itself has undergone a great change. The 
development of the "probability approach" in economics by 
Trygve Haavelmo and the formulation of the theory of games by 
John von Neumann are outstanding methodological contributions. 
The "Keynesian Revolution" has also had a great impact on the 
younger generation of economists. The mathematical contribu­
tions of Arrow, Debreu, Samuelson and Koopmans have led 
economists to a better understanding of the assumptions and 
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implications of economic theory. T. C. Koopmans (70) for 
example showed that with the help of more fundamental mathe­
matical tools than had previously been employed, the common 
logical structure of received economic theories of quite 
diverse origin could be made clear. 
The process of science, as Professor Karl Popper (91) 
maintains, consists in trying to "disprove" theories, A 
great difficulty, however, in the social studies such as 
economics is that we have not yet established an agreed stan­
dard for the disproof of a hypothesis. Economic research 
suffers from two heavy handicaps. One is that in economics, 
in contrast with the natural sciences, there are few contro­
lled experiments. Secondly, many of the empirical data 
available in economics are subject to large and non-random 
errors. Data which reflect certain economic concepts may 
also be scarce or completely lacking. 
The analysis of demand is a field in which statistical 
data have been more plentiful and reliable than in most other 
branches of economic research. The first systematic studies 
in this field were done by H, L, Moore from 1914 to 1925 (Ô2), 
At about the same time, theories of statistical inference and 
experimental design were extensively developed. These methods 
were, of course, not designed for direct application to 
economics. In fact, as Herman Wold (122) warns us, most of 
the statistical methods developed at Rothmsted were designed 
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for use in experimental sciences such as agronomy. A blind 
application of statistical techniques which proved useful in 
the biological sciences might be quite inappropriate in 
economics. 
It is the econometricians' task to develop or adapt 
statistical theories and techniques suited to the estimation 
of economic relationships. Two breakthroughs in this respect 
were made by J. Tinbergen (113) and T. Haavelmo (44). Tinber-
gen built macroecônomic models for the Netherlands (1937), the 
United States (1939) and the United Kingdom (1951). His ap­
proach brought several lines of scientific development to­
gether into a constructive synthesis -- macroeconomic theory 
(the theory of business cycles), period analysis, various 
dynamic models in the form of simultaneous equations systems, 
mathematical analysis (treatment of dynamic systems as dif­
ference equations, ordinary or stochastic), and statistical 
methods (estimation and testing techniques), Tinbergen's 
breakthrough consists in his systematic coordination of 
theoretical and empirical methods for the purposes of con­
struction of dynamic economic models. Haavelmo, using a 
probabilistic approach, conceptualized a simultaneous equa­
tions model as a statistical hypothesis by assuming a random 
disturbance in each equation and by specifying a distribution 
for the disturbances. 
Generally speaking, quantitative economics has a three­
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fold task; To formulate economic hypotheses, to collect and 
organize appropriate data, and to confront hypotheses with 
data. The third task, that of statistical inference in 
economics, was undertaken in the 1940's by the Cowles Com­
mission group and present theories of econometrics heavily 
depend on their monographs. The economist is required to 
estimate the effects of a given (intended or expected) change 
in the "economic structure", i.e., in the very mechanism that 
produces his data. He can estimate the effects of such a 
change if his past observations on the economic variables 
suffice to estimate the relevant structural constants pre­
vailing before the change. This problem has been explicitly 
formulated and dealt with by J. Marschak (81). 
Hypotheses about economic structure are also known as 
economic theories. They try to state the relations that 
describe the behavior and environment of men and determine 
the values taken by economic variables such as prices, income 
or output at any time. An economic structure is intended to 
represent the relationships among these variables in as many 
equations as is necessary on theoretical grounds. In the 
natural sciences an experimenter may replace natural con­
ditions by laboratory conditions, but the economist is ordi­
narily limited to data produced by the existing economic 
structure. These data incorporate the effects of "errors" 
or "shocks" to which the structure has been subjected and 
thus to use such data for the estimation of the system --
6 
"structural estimation" -- is a new statistical problem. 
The simulatenous nature of the equation systems of eco­
nomics was stressed by the Cowles Commission group, and esti­
mation of a single statistical relation as if no other such 
relations had taken part in determining the observed values of 
the economic variables is in many circumstances theoretically 
unsound. Econometricians constructing quantitative models 
have so far found it difficult to implement this assumption 
of widespread simultaneity as the hypothesized simultaneous 
nature of economic relationships sometimes presents insur­
mountable obstacles to the estimation of the structural para­
meters. Some of these difficulties will be considered in a 
latter chapter of this dissertation. 
In the light of these developments, we will make in this 
thesis a critical appraisal of the methods of estimation that 
are being used now in econometric model building and evaluate 
their merits and demerits. Some equations of the agricultural 
sector of an econometric model of the United States (the 
Brookings Institution - Social Science Research Council 
Quarterly model) will be utilized, along with the associated 
empirical data,^ In Chapter II, the concepts of model and 
structure are explained. Chapter III reviews time series 
analysis. In Chapter IV the available methods of statistical 
^Referred to as the Brookings - SSRC model in the re­
mainder of this dissertation. 
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estimation are discussed and in Chapter V, the principal 
obstacles to estimation are investigated. In Chapters VI 
and VII the effects of raulticollinearity and specification 
errors are studied analytically and with the aid of the 
econometric model and empirical data noted above. Finally 
Chapter VIII presents a summary and some conclusions. 
ô 
II. SPECIFICATION OF MODELS 
In 1947 P. A, Samuelson (97) wrote that 
...only the smallest fraction of economic writings, 
theoretical and applied, has been concerned with the 
derivation of operationally meaningful theorems. 
In part at least, this has been the result of the 
bad methodological preconceptions that economic 
laws deduced from a priori assumptions possessed 
rigor and validity independently of any empirical 
human behavior 
Operationally meaningful theorems are those hypotheses 
which can be empirically tested and refuted. Introduction 
of this kind of operationalism is a sign of hope for economics 
to take its place side by side with science such as physics 
or chemistry. 
In practice economists seem to have been engaged in 
constructing and testing models rather than complete theories. 
Models loosely speaking are incomplete specifications of 
theories and "in models and class of phenomena whose explan­
ation we seek -- the relevant social space -- is not ade­
quately characterized. In theory it is," (cf. Papandreou 
(Ô7)). Koopmans (71) urges in this context that we construct 
economic theory as a sequence of models. Rigorous defini­
tions of models. theories and structures have been presented 
by Papandreou in set theory notation. 
We are interested at this point in clarifying the con­
cept of a model relative to that of a structure and it seems 
appropriate for us to use the probability approach that has 
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been introduced by T, C. Koopmans and William C. Hood (72), 
A structure may be defined as a set of conditions which 
did not change while certain observations were made but which 
might change in the future. In economics the conditions that 
constitute a structure, according to Marschak (81) are (1) 
a set of relations (among economic variables) describing 
human behavior and institutions as well as technological laws 
and involving, in general, nonobservable random disturbances 
and nonobservable errors of measurement, and (2) the joint 
probability distribution of these quantities. The variables 
entering into these relations consist of: 
(1) A set of G "true" (latent) endogenous variables, y^^ 
(g=l;''';G), at time t; 
(2) A set of k true (latent) exogenous variables, 
(k=l,2,''',K); 
(3) A set of G unobserved (latent) variables Ug^ called 
disturbances (or shocks) which represent the aggregate 
effects of additional unspecified exogenous variables 
on the economic decisions expressed by each relation; 
(4) A set of G + K unobserved (latent) variables 
Vgt (g=l;''',G) and (k=l,2,...,K) representing 
errors of observations in the observed variables yg^ 
and z^t* i.e., 
Zkt = + *kt (k=l,2,''',K) 
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With this notation, we can write the system of behavior equa­
tions as implicit functions, 
Yt-i ••*yt-r»^t'***''^t-r' "lt**i) " ° 
"Gt: °G'  ° 
t = 1,2,"••,T 
y^-T**yt-r ^t*"^t-r rsprssent lagged values of y* and 
z\ 
Cj, a2>***>°G represent vectors of unknown behavior 
parameters, such as elasticities of supply or demand, and are 
assumed to be independent of time (t). 
Let our economic theory specify that there exists a 
joint distribution function (2.3) of all latent variables 
occurring in (2.2), 
P(U,".ut; W, ... ,WT; 
(2.3) 
Definition: 
A structure is obtained if we assign numberical 
values to in (2.2) and specify a distribution func­
tion for P in (2,3). 
H. A, Simon (102) distinguishes between causally ordered 
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and non-causally ordered structures. This distinction will be 
elaborated on in a later section of this chapter. 
Definition; 
A model is a class or a set Mip of structures Sip. A model 
is obtained, for instance, if we leave certain of the para­
meters in (2.2) unspecified or restricted only as 
to sign or inequality and if we indicate a set N of distribu­
tion functions Qgi of latent variables such as, for instance, 
the set of joint normal distributions of u, v, w with zero 
means. 
Most econometric models which have been considered so 
far specify linear relations without errors of observations 
in the variables. An exception to this are the "shock-error 
models" considered by Anderson and Hurwicz (3) and 0, Riersol 
(93) which recognized errors'of observations in the variables 
as well as disturbances in the behavior equations. 
Suppose we have observed the variables without any 
errors of measurement. Then system (2.2) can be written 
(assuming linear equations) briefly as follows: 
BYt +rXt = (2.4) 
where 
B = a(GxG|) matrix of coefficients of current endogenous 
variables ; 
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Jp = a(GxK) matrix of coefficients of predetermined 
variables; and 
^t'^t'^t column vectors of G, K and G elements respec­
tively. Further let EU^ = 0 
EU^U^ = Xi , the variance covariance 
matrix of disturbances. 
It may be noted that these assumptions mean that the distur­
bances u^-t in the i^^ equation of the model for the t^^ sample 
observation, i.e., assumed independent of all disturbances 
Ujt>i^kt'*** the other equations for the same sample ob­
servation. 
Also, ut is statistically independent of x^, x^_^, 
x^_2,''' but not necessarily independent of ,x^+2»* *' 
Any variable which satisfies this condition is defined as 
predetermined. Any variable x that meets this condition, and 
also the condition that u^ is independent of 1X^+2»*•* 
is by definition exogenous. If we assume that det|B{/0, the 
reduced form of the model associated with the structure 
(B,r ,I*) may be derived by solving from (2.4), 
or 
= TTXt + ^t (2.5) 
(Gxl) (TxK)(Kxl)(Gxl) 
Example ; (simple Keynesian model) 
Consider a two equation system 
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Gt = a + pYt + (2.6) 
h'h* It 
where = consumption expenditure 
= income 
= non-consumption expenditure, or investment 
Ct» ^re endogenous and is exogenous. Assume 
E(u^) =0 for all t 
E(utut+g) = for s = 0 
= 0 for s / 0 , 
The structural equations (2.6) and (2.7) plus the assumptions 
mentioned completely specify an income determination model. 
The system (2.6)-(2.7) gives an implicit description of 
the economic process of income determination. An explicit 
description will be obtained when the endogenous variables 
are traced back to their ultimate determinants, i.e., when 
each endogenous variable is expressed in terms of predeter­
mined variables alone. This is what we have called the re­
duced form in (2.5). The reduced form of the system (2.6)-
(2.7) is given by equations, 
* w 
= izp +1:; * w 
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The reduced form equations (2,S)-(2,9) are very convenient 
for predicting the levels of consumption or income generated 
by some specified level of investment. When a relationship 
such as (2.6) is directly estimated by classical least squares 
we will not get consistent estimates. The reason is that the 
dependent variables Ct and are not simply dependent but 
are iointlv dependent in a simultaneous system of equations. 
Consistent estimates of the coefficients in equations (2.8) 
and (2,9) were derived by Haavelmo in his studies on measuring 
the marginal propensity to consume, 
A, Identification 
If in the model (2,4) no restrictions are placed on the 
B and matrices, the reduced-form parameters n represent an 
infinitely large set of structures obtained from the original 
structure on the premultiplications by any arbitrary non-
singular matrix, say A. Koopmans (69) defined two structures 
S and S* as "equivalent" if the two conditional distributions 
of endogenous variables generated by S and S* are identical 
for all possible values of the endogenous variables, A 
structure S permitted by the model (uniquely) is called 
"identifiable" within that model if there are no other equi­
valent structures S* contained in the model, A certain para­
meter Pi of a structure 3 is uniquely "identifiable" within 
a model if that parameter has the same value for all struc­
15 
tures S* equivalent to S contained in the model. If all the 
parameters are "identifiable" the structural equation is 
identifiable. J. Johnston (56) illustrates this with the 
following structure: 
Consider (2.4) 
By^ + r X(. = u^ and assume that 
Eut = 0 and Eu^u^ = . (2.10) 
P(ytlx^) - P(utlx^) ||^| (2.11) 
where 









= det B 
Hence from (2.11), 
P(ytUt) = P(u^)*det|B| 
Assuming PfutUt+g) = P(ut) P(ut+s) all t and s = 1,2,"'"n 
the likelihood function of the endogenous variables is 




Suppose we multiply (2.4) by A , then 
(GxG) 
(AB)y^ + ATX^ = (2.13) 
where 
Wt = Aut (2.14) 
Assuming Vi't also to be serially uncorrelated, 
E(WtW^) = E(Au^A'u^) 
= A ZÎ A* where 7^ = Eu^u^ 
P(Wt) = P(ut)|-|^| from the relation (2,11) 
t 
= |det A"l| P(u^) -
The likelihood function, 
P(yi,y2'''ynlxi'''Xn) = |det(AB)j^P(W,)**'P(Wn) 
= |det Al^Jdet B|^|det A"l|^ P(ui)•••P(un) 
= |det B|" P(ui) P(u2)'• •P{Ujj) (2.15) 
We find (2.15) to be the same as (2.12) and hence the struc­
tures (2.4) and (2.13) are observationally equivalent. 
If "a priori" restrictions on Ë, P and/or are placed 
in the form of zero-non zero elements stating that only a 
few of the variables appear in certain equations, more exact 
conditions can be stated as follows: 
Consider the first structural equation of the system 
(2 4 ) 
PlYt + YlZt = Ult t = 1,2,''',T (2.16) 
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where and denote the vectors of coefficients of the 
endogenous and K* exogenous variables which are non-zero. 
This is to say that in a system of G endogenous variables 
and K exogenous variables, G-G^ = G^^ endogenous and K-K* 
= K** exogenous variables do not appear in the first equation. 
Koopmans and Hood (72) have established the necessary and 
sufficient conditions for the parameters in (2.16) to be 
identifiable. 
The necessary condition for the identification of (2.16) 
is that K** > G^-1 (known as the order condition for identi-
flability) and the sufficient condition for the identifia-
bility of (2.16) is that the rank of the matrix formed from 
values of the coefficients of endogenous as well as of ex­
ogenous variables that appear in all the equations of the 
system except (2.16) is G-1. 
1. Non-linear models 
Discussions of identifiability in econometric models 
have been largely confined to linear equations. The main 
reason for not adopting non-linear models has been the 
estimation problem. However, some estimation methods have 
recently been developed by H, 0, Hartley (49) and T. M, 
Brown (11), Identifiability criteria in nonlinear systems 
have been considered by Franklin Fisher (26). 
lÔ 
B. Recursive and Interdependent Systems 
H. 0, A. Wold, the leading proponent of recursive systems 
in economics, has argued that the step-wise chain of caus­
ation is a valid representation of economic processes. 
Generalizing Yule's Process he proposed the following type 
of model: 
Yt = + Byt_i + Gzt + u^ (2.17) 
where 
y^ is a G X 1 vector of endogenous variables; 
2% is a K X 1 vector of exogenous variables, known 
to be uncorrelated with all current and lagged 
disturbances); and 
A, B and G are constant matrices to be estimated. 
Model (2.17) is called recursive if A is triangular; the 
variance-covariance matrix of the current disturbances is 
diagonal; and no current disturbance is correlated with any 
past disturbance. 
If; 
(R.l) A is triangular, 
(R.2) The variance-covariance matrix of current disturbances 
is diagonal, and 
(R.3) No current disturbance is correlated with any past 
disturbance, 
then the model is recursive and does not violate the assump­
19 
tion that in each equation the disturbance terra is uncor-
related with the variables which appear in equations other 
than the one to be explained by the equation. 
The ordinary least squares estimator is then consistent 
and will be a maximum likelihood estimator if each u^ is 
normally distributed and homoscedastic (see Chapter IV for 
further explanation). 
While triangularity of the coefficient matrix A is a 
formal property of recursive models, the essential economic 
and logical property is that each relation is provided a 
causal interpretation in the sense of a stimulus-response 
relationship. H. A, Simon (102) has used the notion of 
"vector causality" in econometric models, defining relations 
among subsets of dependent variables and using a model re­
cursive in these subsets. One could then define A to be 
a triangular matrix of such subsets. We will see shortly 
how these concepts paved the way for the concept of a "block-
recursive system." 
An interdependent model on the other hand could be 
defined as in (2.4)i with properties (I.l), (1.2) and (1,3). 
Following the initial publication by Haavelmo in 1943, 
interdependent systems were studied intensively by the Cowles 
Commission staff during the middle and late 1940's. The 
models of the United States economy developed by Klein (59) 
and by Klein and Goldberger (64) are examples of such 
20 
systems. An interdependent system defines a stochastic pro­
cess with the following properties: 
(1.1) The process is stationary and Gaussian^, 
(1.2) All residuals referring to different time periods 
are virtually uncorrelated, and 
(1.3) The current residuals are uncorrelated with the pre­
determined variables. 
Over the past ten years there have been extensive dis­
cussions of the meaning and applicability of the two systems 
to economic models. Are the assumptions of the R-system or 
of the I-system more likely to be valid for an economy-wide 
econometric model? The answer is not yet definite. There 
are, however, attempts to bring these theories together. R. 
Bentzel and B. Hansen (8) argued that even if a recursive 
system is appropriate for some specified time unit (for exam­
ple, a month or a quarter-year) the enforced use of data 
relating to longer time units (say, a year) induces a simul­
taneous interdependency among the variables. In a series of 
papers Wold and Strotz (IO4) have recently proposed a new type 
of econometric model, the "implicit causal chain", with the 
object of combining the advantages of Tinbergen's causal 
chain model with those of the simultaneous equation systems 
of Haavelmo, 
^The meaning of Gaussian process is explained in Chapter 
III of this dissertation. 
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According to Strotz ( IO4) ,  when interdependent models 
are regarded as approximations to recursive models a specifi­
cation err is made. Interdependent systems and conditional 
causal chains, as Strotz observes, mark a drastic cut in the 
aspiration level of the completely dynamic approach. The 
introduction of an equilibrium assumption in interdependent 
models is a key device, a shortcut that avoids the necessity 
of obtaining the equilibrium as a deductive implication of 
the model. 
From the point of view of prediction problems, 
Kshirsagar (74) considered the stochastic process underlying 
the two models and shows by using canonical correlation theory 
that these models are complementary to each other. In order 
to compare these models, they can be made "equivalent" in a 
certain sense; in particular the variance-covariance matrices 
of the variables in the equations were made the same for both 
the models, 
C. Block-Recursive Systems 
F, M. Fisher (25) has put forward a generalization of 
the recursive systems model. Fisher's generalized recursive 
systems have properties similar to those of ordinary recur­
sive systems if the complete model is thought of as subdi­
vided into sets of current endogenous variables and their 
corresponding equations (which can be called sectors) rather 
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than into single endogenous variables and their corresponding 
equations. 
We examine the model to see if it is possible to parti­
tion vectors of endogenous variables and of disturbances and 
the corresponding matrices to secure a system with certain 
properties. Let denote the subvector of a given 
vector X and let denote a submatrix of a given matrix M, 
M = 
'M11 m12 ... 
M21 J522 . M 2N 
mNI J^N2 M' NN rN 
If = 0 for all I = 1,2,»**,N and J > I, the matrix will 
be called block-triangular. If = 0 for all I = 1,2,*'«N 
and J / I; the matrix will be called block-diagonal. These 
two properties correspond to decomposability and complete de­
composability in the scalar case. 
Now consider the system (2,17). Suppose that there 
exists a partition of that system with N > L such that: 
(B.R, 1) A is block-triangular; 
(B.R, 2) V(0), the variance-covariance matrix of current 
disturbances is block-diagonal; and 
(B,R. 3) V(0) = 0 for all 0 > 0, 
(V(0) corresponds to the covariance matrix of u^ and u^.g) 
An approximation to block-triangularity of A appears to 
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characterize a recent macroeconoraic model of the United 
States, initially sponsored by the Social Science Research 
Council and now (1965) being further developed by the 
Brookings Institution. Assumptions (R.1), (R.2), (R,3) or 
(B.R. 1), (B.R, 2), (B.R, 3) seemed to Fisher (25) to be 
rather unrealistic in economy-wide models. It did not seem 
reasonable to assume that omitted effects which form the 
disturbances in two different sectors have no common ele­
ments; nor did it seem reasonable to assume that there was 
no serial correlation of disturbances or that the dynamic 
system involved was decomposable. 
Fisher (25) also shows in the case of simple recursive 
systems how the presence of lagged endogenous variables in 
the model would lead to inconsistency of estimates. Further, 
he believes that assumptions B.R, 1 to B.R. 3 are more 
realistic than R. 1 - R. 3. The generalized proximity 
theorem for recursive systems (cf. Fisher (25)) states that 
if such assumptions as B.R. 1 to B.R, 3 are approximately 
satisfied, the inconsistencies involved in using current 
and lagged endogenous variables from lower-numbered sectors 
as predetermined variables in higher-numbered sectors will 
be small. 
We will not present a full discussion of the usefulness 
of the block-recursive model for estimation. A particular 
illustration of the proposed use of such a model was con­
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tained in a 1962 working paper by Klein and Duesenberry 
dealing with what is now (1965) known as the Brookings-
SSRC model. Exogenous variables in the model included 
population, actions of the monetary authority, certain govern­
ment expenditures and exports. The remaining variables fall 
under seven broad sectors. These sectors can be expressed 
in terms of the block-recursive system of Franklin Fisher and 
the preliminary ordering of the causal structure gives the 
following lay-out as reported by Duesenberry and Klein: 
A I 0 0 0 0 0 0 0] inventories and pro 
I duction 
O B C O O O O O  w a g e s  a n d  p r i c e s  
D E F O O O O O  labor sector 
G H O I O O O O  o r d e r s  
J K L O M O O O  government receipts 
and expenditures 
O N P O Q R O O  d i s p o s a b l e  i n c o m e , c o n ­
sumption and the money 
—^ market 
O S T O U V W O  f a c t o r  s h a r e s  
X Y 0 0 0 Zi 0 "Zg investment 
The complete model included well over 100 endogenous variables 
and equations. 
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III. TIME SERIES ANALYSIS 
The analysis of time series is a very important part of 
econometric methodology. Most of the data used by economists 
come in the form of time series. One might consider them 
as random series of observations. But there are some dif­
ficulties. Consider for example, a price series p^ : 
PiP2P3***Pn the times t = l,2,***,n. The price at (say) 
P3 does depend in real life to a certain extent upon pg. The 
consecutive prices are highly and positively correlated with 
each other. Economic observations are thus neither completely 
"random" nor completely deterministic. 
The traditional method of analysis of economic time 
series appears to be intended to separate the various com­
ponents of variation in the original data. Assuming that the 
original data are available on monthly basis, the classifi­
cation procedure may be written down as follows: 
1. Estimate the seasonal component with the aid of a 12-
month moving average, and eliminate this component from the 
original observations; 
2. Estimate the trend of the seasonally adjusted series by 
means of (a) a least squares fit or orthogonal polynomials, 
(b) moving averages, (c) Hotelling's method of fitting the 
logistic curve or (d) non-parametric tests. The non-
parametric tests do not assume anything about the a priori 
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form of the trend but are based upon all possible combinations 
of the actually observed values. One non-parametric test for 
trend was suggested by H. B. Mann (79). The test is identical 
to Kendall's rank correlation coefficient. 
The list of the methods (aj through (d) is not exhaus­
tive. All the methods (a) through (d) assume that the various 
components of the economic time series, e.g., trend, seasonal 
and cyclical are independent, which may not be true in 
general. 
Time series without trend are called stationary. However 
stationary time series may contain seasonal variation, busi­
ness cycles and even "long waves" if these exist. 
J, A. Schumpeter (101) and G. Tintner (115) indicated 
that both trend and the cycle or cycles can be represented 
by a system of linear differential equations. 
3. Record and/or plot graphically the residuals which remain 
after the elimination of trend and seasonal components. Re­
sidual variations in different economic time series can then 
be compared. 
Excluding trend; we have in economic time series at 
least two types of oscillatory movements. They are seasonal 
variation with a fixed period and the "business cycle" with 
a variable period and amplitude. We must mention the monu­
mental contributions of J. A. Schumpeter to business cycle 
theory and those of J. Tinbergen whose models marked the 
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beginning of sophisticated econometric and statistical in­
vestigations of business cycles. 
Two classical methods which we will not discuss here 
are (1) Fourier analysis, which is applicable if we assume 
that periods are of constant length, and (2) periodogram 
analysis which seeks to find "hidden" périodicités. H, T. 
Davis (20) gives applications of these two methods. A. 
¥ald (117) gives an ingenious method of eliminating seasonal 
fluctuations. Unless time series data are seasonally ad­
justed we may not be able to get unbiased estimates of the 
structural relationships between the variables. G. W. Ladd 
(75) expresses such a bias in terms of "specification bias". 
The deterministic components in each time series can 
be decomposed into seasonal and non-seasonal. Thus our 
model becomes 
yi = di + Si + i=l,2,*'*,T 
where the ith observation on the time series is denoted by 
yi> di is the non-seasonal deterministic component; s^ is the 
seasonal deterministic component; and 6^ is the random com­
ponent . 
A seasonably adjusted time series will be a well-defined 
transformation of the original series, and it is natural to 
think of the problem of estimating the seasonal component as 
a problem in statistical estimation. In traditional practice, 
seasonal adjustment has been carried out by estimating the 
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seasonal component of a time series and removing this com­
ponent from the original series. But the estimates of 
seasonal components should be presented with their standard 
errors. The rules so far adopted in practice for "estimation" 
are quite varied. 
Some very recent contributions by Marc Nerlove (85)  
and Dale W. Jorgenson (57) should be mentioned. Fox's (in 
a forthcoming publication) presentation shows how the tra­
ditional methods of analysis of economic time series have 
been extended to include spectral analysis and modern macro-
economic approaches, such as input-output analysis and 
Tinbergen*s theory of economic policy. 
Let us briefly sketch the problems involved in actual 
time series analysis. 
The decomposition of an economic time series into (1) 
deterministic and (2) random (indeterministic) components 
follows from Wold's (124) pioneering ideas. Unless we know 
the accuracy with which these components are estimated, it 
will be difficult to rely on the subsequent analyses and in­
ferences based on the time series. 
Hannan (47) has considered the effects of estimating 
the parameters of a certain model of the seasonal component 
by ordinary least squares after the trend has been removed 
by application of a moving average. If the random component 
of the original series is distributed independently over 
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time, the random component of a moving average of this series 
is not distributed independently; this alteration in the dis­
tribution of the random component is called the "Slutsky-
Yule effect". Hence an adjustment has to be made for this 
effect before least squares estimates are obtained for the 
parameters of the deterministic component of a time series. 
Another approach to seasonal adjustment is to estimate 
the spe^ctrum of the random component of the original series 
after both trend and seasonal components have been removed. 
Hannan discusses this problem when the seasonal component is 
estimated by ordinary least squares applied to a series of 
observations transformed by moving averages. This problem 
was further considered by Nerlove (Ô5) and Rosenblatt (95). 
Under the assumption that the random component is stationary 
and serially independent, Jorgenson (57) considers the pro­
blem of estimating the variance of the random component. 
Estimation of the spectrum of a serially dependent random 
component of the original series after removal of trend and 
seasonal components is a straight-forward application of 
well-known methods presented by Grenander and Rosenblatt 
(39) and E. J, Hannan (47). A unified theory of seasonal 
adjustment from the standpoint of statistical estimation has 
been presented by Jorgenson (57). He obtains unique, minimum 
variance, linear, unbiased estimators of the parameters of 
the seasonal component. 
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À, Selective Estimation 
Franklin M. Fisher (28) proposes two methods of utilizing 
a priori information in time series analysis. The first of 
them may be stated for an ideal situation as follows; Before 
commencing his work, the research worker sets down a set of 
conditions which should be satisfied for the estimation of 
his model. Then, referring to outside information, he checks 
whether any of those conditions is violated in each period 
and discards those observations associated with the periods 
in which such a violation occurs. 
This method may not work very well in practice. If we 
want to make sure that most of the observations regarded as 
reflecting structural changes or external shocks are deleted 
in this way, the number of conditions set down may be so 
large that very few observations are left for estimation. 
An excellent example of an econometric study based on 
this selection procedure is presented by Fisher, who studied 
the demand for aluminum ingot in the United States for the 
period 192$-4O, The conditions set down by Fisher for the 
estimation of the demand function are (1) that the product is 
produced under conditions of monopoly or tightly-knit oli­
gopoly and (2) that the technical conditions underlying the 
demand are stable. The first condition implies that an 
administered price is set fairly independently of short-run 
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changes in demand conditions, which thus guarantees both the 
absence of an identification problem and the appropriateness 
of least squares estimation methods. In the estimation of 
the demand function observations for the period before 1922 
were eliminated on the grounds that both conditions (1) and 
(2) were violated. The estimated demand equation is 
Alog = 0.0542 + .755 Alog 
(,124) 
AXog P,. 
R2 = 0.744 
where Q = aluminum output (short tons), 
Y = durable manufacturing output (Federal Reserve 
index 1947"49 = 100), and 
P = aluminum price (cents per pound) deflated by a 
price index of metals and metal products (1926s 
100). 
The estimated value of the income elasticity, 0.755, 
seemed to be questionable on the ground that with stable 
technical conditions underlying demand it should be close to 
unity; a further correction of data and selection of obser­
vations was therefore made. Output figures were adjusted 
for inventory change and the period 1922-25 was eliminated 
on the ground that condition (2) was not satisfied and the 
year 193# because inventory correction was not possible. The 
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reestimated equation is 
Alog Qt « .0325 + .950 Alog Xt - .423 Alog P. 
^ (.161) (.608) ^ 
is now 0.904 but we find the standard errors of the esti­
mates to be slightly increased for both of the regression 
coefficients. 
This kind of procedure may discourage the econometri-
cian from seeking a better specification of the model. How­
ever, if he is sure he has all the explanatory variables, 
this procedure may represent a good use of the very limited 
data. 
Franklin Fisher's first type of selective estimation 
raises some basic doubts about econometric model building and 
the use of time series data. The demand function for alum­
inum ingot, for example, is constructed on the basis of 
"what it should be" rather than "what it is". Does this mean 
that the demand function is "normative" and that an optimal 
subset of time series data is chosen from a larger set? If 
the aim of the research worker is to fit an optimal regres­
sion model, instead of manipulating the actual time series 
data, he could as well generate "optimum" time series data in 
the following sense: Consider R, H, Day's (21) recursive 
programming model, and obtain the final time series of the 
variables generated by the year-by-year solutions of the 
programming model. This kind of data might give us a better 
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picture of the optimal behavior of decision-makers (in Fisher's 
case, the users of aluminum). 
Time series data are a simple description of the paths 
of economic variables. The multiple regression models which 
are popularly used may not have the capacity to explain 
shifts or structural changes in (say) demand or supply func­
tions. 
B. Autocorrelation 
It has already been noted that the mutual interdepen­
dence of successive observations is one of the main difficul­
ties in the analysis of economic time series. By "autocor­
relation" we will mean the lag correlation of a given series 
with itself lagged by a number of time units. A "correlogram" 
is a graph of the autocorrelation coefficients for lags of 
different lengths. By "serial correlation coefficients" we 
mean the lag correlation between two different time series. 
There are three tests available for autocorrelation 
(1) Von Neumann's ratio: 
(2) The Durbin-Watson d statistic; and 
(3) The Theil-Nagar test, 
1. Von Neumann's ratio 
In test (1) is the ratio of the mean square suc-





B. I. Hart (4#) gives a table of significance levels for 
this ratio. 
2. Durbin-Watson test 
Suppose the nonrandoraness of the disturbances is 
generated by a first order autoregressive process of the 
type (3.1) 
where the (t=0+l,+2,•••) are independent identically dis­
tributed random variables with 
Then the hypothesis to be tested is that the disturbances 
are not autocorrelated. p = 0 
Such a test is based on the first order autocorrelation coef­
ficient of the residuals from the regression equation: 
ut = P Ut-1 + Et (3.1) 





Durbin-Watson use (3.3) 
d = V (3.3) 
Using the approximations 
T T T 
t?i < tU 
Zug 
= 2(l-p) 
d = 2 if p = 0 
d = 0 if p = 1 
d = 4 if p = -1 
i.e.; d varies from 0 to 4 for p = (-1,1), The distribution 
of d on the null hypothesis Hq:p=0 was shown by Durbin and 
Watson (23) as a function of T, the number of observations, 
and K, the number of explanatory variables, Durbin and Watson 
further showed that the distribution of d for given T and K 
lies between two statistics dL and dy whose distribution they 
have tabulated. The procedure for testing Hoip=0 against 
Hi ;p >0 is 
d > dg accept Hq 
d£ < d < d^ the test is inconclusive (3.4) 
d < d£ reject Hq, where 
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d is the value computed from the formula for Durbin-Watson 
statistic ; d£ and dg are the lower and upper limits obtain­
able from the tables corresponding to a certain T and K in 
the problem. 
A one tailed test of p = 0 against p < 0 can be obtained 
by using (4"d) in place of dj a two tailed test is obtained 
by combination of the one tailed tests. 
One of the limitations of the Durbin-Watson statistics 
is that the test is inconclusive if the computed d lies 
between (d£,d^). The region of ignorance could present great 
difficulty for practical workers, if it is large. And it is 
large when T is small (say around 20) and the number of the 
explanatory variables not very small. The Theil and Nagar 
(110) test dispenses with such an inconvenience. The y 
approximated the distribution of b^/S^ with a Beta distri­
bution and exact significance points of the Von Neumann ratio 
of least squares estimated regression disturbances are given 
for T = 15 to 100 and K = 2 to 6. 
C, Application of Stochastic Processes 
Interest in time series analysis has not been limited to 
economists. Mathematicians and model builders in other 
applied disciplines are also concerned whenever their data 
come in the form of time series. This school depends heavily 
on the theories of probability and of stochastic processes. 
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Time series observations are regarded as generated by a 
probability model, called a discrete or a continuous 
stochastic process. The word stochastic implies that the 
process generating the observations, is not purely deter­
ministic but incorporates chance elements. 
The nature of a process j will often be specified by 
stating the joint distribution of every finite set of these 
random variables. For example, one might say that each 
is normally distributed with mean ^ and variance 6^^ 
independently of all other members of the family. If the 
family {x-^ j" contained only n members then we should repre­
sent it by means of an n dimensional space , Each point 
w in this space would correspond to a particular observa­
tion on the n variables, this observation being the set of 
coordinates x^(w) of the point. Thus the typical variable 
x^ is now regarded as a function on the space W, the value 
of which at the point w is obtained by projecting that point 
on to the t^^ coordinate axis. Finally we can regard x^ for 
fixed t as a random variable, x^{v), defined on the space W 
and the set for a fixed was a particular realization 
of the stochastic process. 
In the class of stochastic processes, "stationary" pro­
cesses are most interesting. A process is defined as sta­
tionary in the wide sense if 
(i) Ex^ = f d^ < oo for all t, and 
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(ii) ^ — Yg (3*5) 
where yg can be called the serial covariance which de­
pends only upon s and not upon t. (s=0,+l,+2,* *•). The 
autocovariance of x(t), if it exists, is given by 
^(*t+s »*s ^• 
D. The Spectral Representation of 
Let x(t) be represented by a stochastic time function 
(3.6) 
x(t) = A sin Xt (3.6) 
This function is completely described by a pair of numbers 
(X ,A) where A is amplitude and A is the frequency. A time 
series, x(t) is called Gaussian if for any n and every choice 
of time t, < tg < tjj, the values of the function 
x(t^)•••x(tn) have an n-variate normal distribution. If the 
normal distribution has zero means, Gaussian time series have 
probability structures which are entirely described by their 
autocovariance function. 
Example : 
The time series 
N 
x(t) = ZZ (aj^cos X^t + bj^sin ^^t) (3.7) 
i=l 
is a zero-mean, stationary Gaussian process. 
Let 0 < Xi < < n be N discrete frequencies, 
and let ai and bi, i = 1,2,'",N, 2N independent, zero mean, 
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normal variâtes with common variance o? for each i, i.e., 
E(aiaj^) = Etbj^bk) « tf? if i = k,l=l,2,• • • ,N 
o if i / k 
E(aibk) = 0, i, k = 1,2,*»*,N 
Since x(t) is a linear combination of normal variates, it is 
itself normal, x(tj^), k=l,«'»,n have a multivariate normal 
distribution. (E stands for expectation) 
Nerlove (85) showed that 
N 
Ex(t) x(t+s) = 27 cost >^s (3.8) 
and hence the autocovariance function depends only on s and 
not on t. Therefore the process (3.7) is stationary, 
The variance ôf as a function of frequency is called the 
spectrum of the time series x(t). It can be shown (cf. J. L. 
Doob, ) that any covariance stationary random process can 
be expressed in the form 
00 00 
x(t) = J cos ^ t dUO) + J sin \t dV{X) (3.9) 
0 o 
where dU(>) and dV(Aj are random variables with properties, 
E[dU(>) dU(x')]= E|dV(>v) dV{>')| = 0 for all > / > •, 
B[;dU(X) dV(X')]= 0 for all X and X', and 
S[dU(X)]2 = E[dV(V)]^ » dF(X) 
The function dF( ) is often called the "power spectrum" of 
40 
x(t) and F{X) the cumulative power spectrum. The spectral 
representation of the time series x(t) is given by (3.9). 
A more general description of these ideas with the aid 
of measure theory concepts in mathematics, has been dealt 
with by E. J. Hannan (47) and E. Parzen (88). 
The spectral properties of stationary processes have been 
fully exploited in the field of time series analysis by E. 
Parzen, Grenander and Rosenblatt (39). An analogy to Wold's 
recursive or causal chain model can be found in E. A. Robinson 
(94). Harold Cramer (17), a principal founder of the modern 
theory of probability, recently presented a very valuable 
survey of the possibilities open to statisticians in choosing 
a suitable time series model. The major theme of the article 
is Cramer's approach to model building with the aid of 
Stochastic processes. 
Two interesting applications of these theories to 
economic time series have been made by Granger and Hatanaka 
(38) and i4arc Nerlove (8$). Nerlove, in his study of seasonal 
adjustment procedures, employed techniques of "spectral" 
analysis. In oversimplified terms the basic idea behind these 
types of analysis is that a stochastic time series may be de­
composed into an infinite number of sine and cosine waves 
with infinitesimal random amplitudes. Spectral analysis deals 
with a single time series in terms of its "frequency content" 
while cross-spectral analysis deals with the relation between 
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two time series in terms of their respective frequency "con­
tents". Spectral analysis has been applied to nearly 75 
economic time series for the United States (employment, un­
employment, labor force, and the like). Cross-spectral 
analyses have been made of the relations between these series 
and the corresponding series as seasonally adjusted by the 
procedures of the United States Bureau of Labor Statistics. 
Nerlove makes two major observations: (1) The procedures 
of seasonal adjustment remove far more from the series to 
which they are applied than can properly be considered as 
seasonal; and (2) comparison of the spectrum of the original 
series with that of the seasonally adjusted series shows that 
a distortion results from the seasonal adjustment process, 
E, Stochastic Difference Equations 
A stochastic difference equation of order s may be 
written: 
Mann and Wald's (80) pioneering studies on the statistical 
treatment of linear difference equations have led to many 
recent contributions on these lines. On logical grounds, 
lagged variables must be included in some economic relations. 
For example L. M. Koyck's representation of a lagged invest­




= «oxt + Gixt-l + «2*t-2 + + Vt-n + Ut (3.11) 
Estimation of the relation (3.11) is often made difficult by 
the presence of high multicollinearity among the lagged vari­
ables on the right hand side. Let us assume that the a coef­
ficient declines exponentially, i.e., 
Oj = a pj j = 1,2,'"' 
0 < p < 1 
Then write (3.11) as 
^t+1 = ^^^+1 + apxt+(ip^Xt_i + u^+i 
pYt = apxt+ap^xt-i + Pt 
Hence 
' i>h * «S+i * ("t+i " P"t' '3.12) 
or, subtracting from both sides and writing 
- h . 
iït " °*t+l * * ("t+l " (3.13) 
There are then only two coefficients, a and (1-p) = y say, to 
be estimated. 
A serious estimation problem could still remain in 
(3.12) if the Ut's are autocorrelated. Attempts have been 
made to derive consistent estimates of (3.12) assuming a 
Markov scheme for u (i.e., u^ - = et) where e is 
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assumed to be serially independent. Klein (63) and Malinvand 
(7Ô) proposed some procedures for the estimation of distributed 
lag models. 
Distributed lag models were extensively used by Nerlove 
(S6) for the estimation of supply functions for agricultural 
products. 
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IV. ON THE METHODS OF ESTIMATION OF ECONOMETRIC MODELS 
The theory of statistical estimation was founded by R. 
A. Fisher in a series of fundamental papers (30). Suppose 
that we are given a sample from a population the distri­
bution of which has a known mathematical form, but involves 
a certain number of unknown parameters. There will always 
be an infinite number of functions of sample values that 
might be proposed as estimates of the parameters, each esti­
mate having its own sampling distribution. An estimate will 
be "better" in the same measure as its sampling distribution 
shows a greater concentration about the true value. The 
question then arises, how should we use our data in order to 
obtain an estimate of maximum concentration? 
Let us consider the estimation of 0 in f(x,0) by a 
statistic g<j>(x-L* •'Xrj,) from a finite sample of size T, Then 
we define 
(1) Unbiasedness; g is an unbiased estimator of 0 if 
E{g) = 0 where E means expectation. 
(2) The minimum variance of an estimate or efficiency: 
g^ is called efficient if its variance has the property 
that for any other statistic h^, 
E(gt-e)° ^ 
Edvp-S)® 
(3) Consistency; An estimator g^, is said to be consistent 
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if gij converges in probability to the true value of the 
parameter, 0. i.e., lim P |gm-8| <e = 1. 
(4) Asymptotic efficiency; We know that in many important 
cases the standard deviation of an estimate g^ is of order 
for large T, so that the variance (gip )/>* cT^/^ where c is 
a constant. The efficiency etg?) has the limit 
lim^e(gT) . eo(gT) ' o=E(iilog f)» 
og 
This limit is called the asymptotic efficiency of grp. When 
eo = 1 we shall call gij an asymptotically efficient esti­
mator of 0. 
(5) Mean square error; The mean square error is the variance 
of the estimate around the true value of the parameter being 
estimated, i.e., 4-» a 2 
Z, (0i-0i) 




MSE = variance of 0 + (bias)^ 
The rational of the MSE criterion is that estimates near the 
true value are good and those far away are bad, irrespective 
of the direction of the discrepancy. 
(6) Sufficiency: Sometimes it may be possible to find a 
statistic that summarizes from the outcome of an experiment 
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all information concerning the parameters, so that any other 
statistic provides no additional information. As an example 
suppose that a coin whose probabilities are unknown is tossed 
n times. Let t be the number of heads turned out. An esti­
mate of the probability of a head is given by P = t/n, the 
proportion of heads turned out. The order of occurence of the 
t heads is not of concern here. The statistic t or t/n is a 
sufficient estimate. 
Definition; 
A statistic g(xi,''',xn) is a sufficient statistic if, 
given the value of " ,x^), the conditional distribu­
tion is independent of the parameters. 
Instead of evaluating the conditional distribution sta­
tisticians use the following criterion; A statistic 
t(xi, • • • ,Xjj) is a sufficient statistic if and only if the 
probability or density function can be factored, 
f(xi,''',xn),8i82''') = g(t;ei02*••) h(xi**'xn) 
into two parts, one dependent only on the statistic and para­
meters, and the other independent of the parameters, A full 
proof of this has been given by Halmos and Savage (46). 
(7) Maximum-likelihood estimation; The introduction of 
maximum likelihood methods of estimation by R. A. Fisher 
marks the beginning of modern statistical theory. Let 
XI* "Xn be the outcome of an experiment and let f(xi***xn;0) 
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be the underlying probability or density function. Let us 
consider the estimation of 0. For a given 0, f gives the 
relative probability or "likelihood" of the various outcomes 
(x2'''xn). For a particular outcome the maximum 
likelihood estimate is that value ê which maximizes 
f (x]_» • •Xnî0). This produces a statistic ^(xi* * .x^) called 
the "maximum likelihood estimate". 
Definition; 
The maximum-likelihood estimate ©(xj^'^'x^j) maximizes the 
likelihood f (x^. • .Xj^;© ) for each outcome (xi* ••Xn), If 
f(xi'''xn;0) satisfies continuity conditions, the maximum can 
be obtained by setting the derivative of f with respect to 
A 
0 = 0  a n d  s o l v i n g  f o r  0 .  
H. Cramer (16) has established some of the important 
properties of maximum likelihood estimates, 
A, Classification of Estimation Methods and a Review 
At present, a large number of estimation techniques are 
available to econometricians. For most of the estimators, 
a good deal is known about the asymptotic properties under 
ideal conditions and relatively little is known about the 
small sample properties. It is also desirable to know the 
sensitivity of estimators to departures from ideal circum­
stances and in practice the choice of an estimator depends 
not only on its properties under ideal circumstances but 
also in realistic situations which often are far from ideal. 
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We can classify the estimators so far used in econometrics 
studies into three classes. (1) The first of these consists 
of ordinary least squares (OLS) and its generalizations. (2) 
The second includes two-stage least squares (2SLS), limited 
information and other members of Theil's k-class and Theil's 
h-class (106); and of Nagar's double k-class. All these 
estimators have the common property that whereas (unlike OLS) 
they take account of the simultaneous nature of the equations 
in the model to be estimated, they use only a priori restric­
tions on one equation at a time. These estimation methods 
hence may be described as "limited information" methods. (3) 
The third class of estimators consists of the "full infor­
mation methods". Among these are full information maximum 
likelihood (FIML), three stage least squares (3SLS) and an 
estimator recently proposed by T. J. Rojthenberg and C. T. 
Leenders (96) called "linearized maximum likelihood" (LML). 
1. Ordinary least squares 
The method of OLS has a member of desirable properties 
when appropriate assumptions are satisfied. We shall con­
sider first the properties of OLS estimators of the coef­
ficients in a model involving a single equation, 
yt~^l^lt""2^2t** *""k^kt = t = 1,''',T (4.1) 
The endogenous variable y^ and the random error v^ are here 
49 
considered as scalars; assumptions about will be formu­
lated below. The OLS estimates of are given by 
Pl***Pk respectively, obtained by finding the minimum of 
T 
p(^t-^l^it *'* -^k^kt)^ (4.2) 
with respect to ••• rr^. 
David and Neyman (18) and Hurwicz (55) proved some im­
portant theorems about ordinary least squares. It is worth­
while to summarize these results, adopting the notions of 
Hood and Koopmans (51). Consider the following pairs of 
alternative specifications: 
(a) The joint distribution of the v^ is the result of inde­
pendent and identically normal distributions of all v^ 
N(o,«) 
(A) The joint distribution of the v^ is not specified to 
be normal; but the v^ are independent and identically dis­
tributed with Ev-t = 0 and Ev| = w, 
(b) The set of variables contains only exogeneous 
variables, and hence each v^ is distributed independently of 
all 2%%*, with k=l,'''k; t,t'=l,«**T, the moment matrix 
1 T ((mgz)) with typical element m^^gj ° t |i'^it^jt» approaching 
a finite and nonsingular limit as T-> % . 
(B) The set of variables contains predetermined 
variables and, since the v^ are independently distributed. 
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each is distributed independently of all current or lagged 
values of a finite and nonsingular limit as 
T—^oo . Then, (1) If (a) is satisfied, the 0L3 estimates 
are also ML estimates; (2) If (a) is satisfied the 0L3 
estimates belong to the "quasi ML" estimates defined by 
Koopmans; (3) If (a) and (b) are satisfied, the OLS esti­
mates Pi***Pk have b.l.u.e. properties, i.e., consistent, 
unbiased, efficient and hence also best linear unbiased. 
(4) If (A) and (b) are satisfied, the OLS estimates are con­
sistent. They are also best linear unbiased estimates since 
the Markoff theorem on OLS estimates is satisfied; (5) If 
conditions (a) and (B) are satisfied, the OLS estimators are 
consistent and are also asymptotically efficient; (6) If 
conditions (A) and (B) are satisfied, the LS estimates are 
consistent. 
2. Review of multiple linear regression 
Let 
Yt = Po+Pixi + ^2*2 + + Pk^k + u (4.3) 
t = 1,2,*••,T 
The x's are predetermined or independent variables and P's 
are the parameters to be estimated. 
E{u) = 0 (4.4) 
var(u^) = 6^ . 
If the u*s for the T time periods are independently and 
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identically distributed, then by Markov's theorem, the best 
linear unbiased estimates of the P's are the P's given by 




; X = 
1 1 







X is assumed to have rank K+1, so that (XX')'^ exists. The 
system consists of equations in jointly dependent vari­
ables, the y's, and K independent variables, the X's. The 
y's are explained by the system, while the X's are the ex­
planatory variables and are assumed known with respect tothe 
system. The x's include lagged endogenous variables also. 
The u's are non-observable random variables and will be as­
sumed to have a multivariate normal distribution with means 
0 and the covariance matrix . The model is called the 
"error-in-equations" model, i.e., the error appears only as a 
disturbance in the linear relationship of the y's and X's 
which are assumed to have been measured without error. 
Other models can be set up such that each variable is 
the sum of an exact part and a random disturbance: The 
"error-in-variables" model. Similarly any "error-in-coef-
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ficients" model can be set up. 
In the multiple regression model, 
A 
E^i = for all i; and 
cov(B) = (5® (X'X)"^ (4.6) 
where is the variance of the residuals, and is estimated 
by s^: 
(T-K-l)s^ = (Y-X'Ê)'(Y-l'B) = Y'Y-Y'X'B (4.7) 
The solution given above can be easily derived by the method 
A 
of OLS: The are such that they minimize the sum of the 
squared residuals ^ (yi"Po"Pi%ii *** "Pk*ki^^' square 
root of s is the unbiased standard error of estimate, and 
l-sV<^> where cJy is the variance of y, is the square of the 
multiple correlation coefficient (adjusted for degrees of 
freedom), 
3. Simultaneous equation svstems; description 
A typical simultaneous equation systems of equations is 
bilYl + *" + ^ IGYG + CiiX, + ' + Cik^k = 
! (4.3) 
bciYl + + bg^yg + cgixi + ''' + = UQ 
In matrix form our system could be written as: BY + cX = U 
and the reduced form Y = nX + v. The reduced form is 
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particularly useful for .prediction purposes, since it gives 
the estimate of each y from a separate equation. 
The general problem now is to estimate the components of 
B,c and TT from a set of observations of all the variables for 
t = 1,2,It will be assumed that the disturbances are 
serially uncorrelated, i.e., cov(u^^,u^^i) = 0 for all i, 
t /t\ 
4. Indirect least squares 
Write the system (48) in the form 
* g °igXg ' "i 14.9) 
and the reduced form equations as 
yj ° ,5 4jg=g * *3 j=l,2,-",G . (4.10) 
6~J. 
Multiply (2,5) by b^j and sum over j: 
i = 
Comparing (4.9) and (4.11) it can be seen for a given i=ig 
-Clog = djg g=l,2,-",k (4.12) 
In equation (4.12) assume that the restrictions are of the 
simple form in which G-1 coefficients are assumed to be 0, 
Then assume that there are Gq and kg zeros among the b's and 
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c's and and non-zero elements respectively, where 
Go+Gi=G and ko+k^^K, Rearranging the variables so that the 
non-zero b's appear together as bi i*'*bi c. and similarly O J ^ • 
for the non-zero c's ci^ l***ciQ > partition the TT matrix 
accordingly. Then (4.12) is equivalent to the systems: 
•®io,g ° jlj bio.j djg (4.13) 
0 = ^  bj_^ jdjg g=k,+l,---K (4.14) 
Hood and Koopmans (72) give the necessary and sufficient con­
dition that the rank of d^ is G^-l, But this condition is 
Jo 
necessary and sufficient for the unique solution of equation 
(4,14) for the bj_^'s, given the d's, and hence for equations 
(4,13) for the Cig's given the b's and d's. It is implicit 
here that Gq+Kq = G-1. i.e., that the io^h equation is just-
identified. 
There are two equivalent ways to apply the ILS (indirect 
least squares) method to the estimation of a structure Sij 
that includes an identity. One way is to use the identity 
to eliminate one of its component variables and thus to re­
move the identity from the set of structural equations. This 
gives rise to a revised structure consisting of one equa­
tion less than the original structure S^. If all the equa­
tions of St are identifiable, their coefficients may be 
derived from the coefficients of those reduced-form equations 
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associated with the revised structure S^*. If all the equa­
tions of the structure Sij are provided with the minimum 
requisite information, estimates of the coefficients of the 
original structure may be derived from OLS estimates of 
the coefficients of the equations of the reduced form associ­
ated with the revised structure S^, with the help of the 
given identity. This is Haavelmo's procedure. 
The equivalent alternative, suggested by Hood and 
Koopraans (72) is to proceed without eliminating a variable 
and thus without removing the identity, to derive the esti­
mates of the coefficients of from the estimates of the 
coefficients of the reduced form associated with S<p. One of 
the equations in the estimated reduced form will be derivable 
from the others with the help of the identity. There are 
certain disadvantages in this alternative procedure, one of 
the more significant of which is that one more regression 
equation must be computed than is necessary under the first 
alternative. An offsetting advantage may be that the re­
strictions on the structural coefficients specified by the 
model are likely to be simpler if identities are not removed 
in this way. 
Unfortunately, most econometric systems are over-
identified, that is, the number of restrictions incorporated 
into the system through the use of a priori knowledge about 
the operation of the economy usually exceeds the minimum num­
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ber necessary for identification. The ILS method cannot be 
used in this case because the rank of d'. now is, in general, 
3S  
, and equations (4.14) do not have non-trivial solutions. 
5, Limited-information maximum likelihood 
The limited-information estimation method is a maximum 
likelihood single-equation procedure. As is well known, the 
ML method proceeds by maximizing the joint probability dis­
tribution of the variables, u*s, over all the time periods 
with respect to unknown parameters (here the elements of 
B, C and ^  ), 
It has been shown that this method yields estimates of 
the parameters that are consistent and asymptotically 
efficient. It is much faster than the full-information pro­
cedure ; however, it is "limited" in the information about the 
system it uses, and is thus not as efficient as the full-
information procedure. The limitation arises from the fact 
that each equation, while considered as a member of the sys­
tem, is estimated without considering the extra restrictions 
on the other equations available in the system. The solution 
in the LIML method thus proceeds by taking each equation in 
turn and treating it as if it were the only over-identified 
equation in a system which is otherwise just-identified. This 
method of estimation is due to T, W. Anderson and H. Rubin 
(4 ), 
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Consider the first equation of By-^+cX^ » u^, 
piyt + yiH = ^it w (4.15) 
where indicates the first row of B, the first row of 
c, and Yt and are column vectors of G and K elements indi­
cating, respectively, the value of the G endogenous and K 
predetermined variables at time t. Using the a priori 
restrictions on the coefficients of (4.15), we may write it 
as, 
Piiyit+'''+ PiGAyQA^t"^ yik*Xk*t= ^it (4.16) 
Let (4.16) be an overidentified equation such that K** 
= K-K* > G^"l. We could now set up the likelihood function 
for the G^ endogenous variables appearing in the reduced form 
of (4.16). This likelihood function will be in terms of the 
parameters the first G^ rows of the reduced 
form matrix TT in (2.5). Maximizing the likelihood function 
with respect to these parameters will yield maximum likeli­
hood estimators rr^$,2l, but since has at least G^ 
columns in the overidentified case, its rank will normally 
be G^ and so equation (4.17) which enables us solve uniquely 
for PiA* fails to yield an estimate of the vector 
= Dii "'PigS 
0 = (4.17) 
The LIML approach is to maximize the likelihood function for 
5â 
the endogenous variables, subject to the restriction that 
the rank of (tt^«») = G^-1. This will determine uniquely 
the ratios of the elements in from (4.17). 
LIML as a least-variance ratio : In an interesting alter­
native formulation of the LIML, Hood and Koopmans (51) show 
that it is equivalent to minimizing the ratio 
R = PiA (4.18) 
where the notions involved in the formation of R can be 
explained as follows: Let us denote the linear combination 
of endogenous variables which appear in (4.16) by a single 
symbol, namely 
yit = PliYlt + + PlQAyQAt 
and let us define 
V m  '  '  '  
J^ 'ln • • • G^^ n 
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where = fpii ' PiqA] 
The least variance ratio principle states that the P coeffi­
cients in the definition of y should be so chosen that the 
ratio of the residual variance when y is regressed on X to 
that when y is regressed on X*, is made as small as possible, 
i.e., the addition of the "excluded" predetermined variables 
X** should made a minimal improvement in the explained sum 
of squares in y. 
If we denote the two residual variances we have described 
by and respectively, we will finally reach our ratio 
given in (4.18). In the development of LIML, the 
of (4.16) are obtained by maximizing 
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L = 1/2 loge (4.19) 
Minimizing R and maximizing L are the same thing and hence 
the limited information and the least variance ratio methods 
give identical results, 
6, Full-information maximum likelihood method 
Unlike the methods described above, the full information 
maximum likelihood considers the system (4.#) simultaneously 
and solves for all the parameters at once. The likelihood of 
the joint distribution of u*s in system (4.Ô) is 
L= (2n)"TG/2(aets)"T/2exp -1/2 (4.20) 
t=l ^ ^ 
Write the system (4.8) in the form 
AZ = U 
where A = [B Cj and Z = [Y X]. Since the u's are non-
observable, the likelihood is transformed to that of the 
joint distribution of the y's 
After some rearrangements, the likelihood can be written as 
L = const |det B|'^(detTj) ^ ^^exp -1/2 %*X^A' 
t=l 
The moment matrix of all the variables M is 
T 
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L» = i/T log L = constant + log|detB|-1/2 log detg -1/2 
•(tr{a"^AMA*) 
where the trace of a matrix is defined by 
tr R = Z r.. and tr (A' S'^AM) = trfsf^ AMA» ) 
i 
This function is now to be maximized with respect to the 
elements of A andz) . It can be shown that the maximization 
can be done in two parts: First maximize L' with respect to 
, for a fixed value of A say Aq. It is found that this 
maximum value of Zi = Sj© is AqMAq, and, since the last term 
of L' becomes constant, L*, for this maximum may be written 
L" = constant + log|det B| - 1/2 log det (AqM*Aq) 
Now let A vary and maximize L" with respect to A. When this 
solution is obtained, the maximum A is then used to compute 
è « "A M Î'. 
If L" is written out in full it is clear that even 
though (4,8) is a linear system, it is not possible to maxi­
mize L" by the usual methods of partial differentiation, since 
the resulting equations are, in general, non-linear and not 
easily solvable. The solution can be obtained by using the 
class of iterative methods known as "gradient" or "steepest 
ascent" methods. 
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7, Tvro-stage least squares (2SLS) 
This method of estimation of parameters in simultaneous 
equation models |cf, Theil (106) and Basmann (7)I is a 
"single-equation" approach which can be applied to estimate 
the parameters in a single equation of a multiequation model. 
Let the p^^ equation, assumed to be "identified", of a model 
be given by 
Yp - YpXp %p0p ^p (4.21) 
or 
where 
yp = Zpàp + Up 
2p = (Yp, ïp); dp = 
and 
Yp = a (TXl) vector of observations on one of the random 
variables jointly determined by the model; 
Yp = a (Txgp) matrix of observations on gp other random 
variables jointly determined by the model; 
Xp = a (Txmp) matrix of observations on mp predetermined 
variables appearing in the equation with non­
zero coefficients; 
Up '= a (TXl) vector of "errors" or "disturbances"; 
Yp = a (gpXl) vector of coefficients; and 
Pp « a (mpxl) vector of coefficients. 
It is assumed that Eup = 0 and 
Eupup.= C^pl, (4.23) 
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i.e., that the error terras have zero means, constant common 
variance 6^^ and are serially uncorrelated. 
The basic idea underlying the 2SLS method is to esti-
A 
mate equation (4.21) in which Yp is replaced by Yp (OLS) 
variables. That is, consider 
Yp = In ,y2,''',ygpl 
= X(X»X)'^X'Yp 
or -
Yp = X(X»X)'lx»Yp + V (4.24) 
where V denotes the matrix of reduced form residuals for the 
gp endogenous variables appearing on the right hand side of 
(4,21). We can now write (4.21) as 
yp = (ïp-v)yp + VP * ("p-vyp) (4.25) 
yp - l(ïp-V) 2p| ( (u-Vyp) (4.26) 
Applying least squares to this relation gives 
or 
^ j= (A'A)"^A'yp (4,27) 
where A - ^ Yp-V) Xp] . 
Thus the 2SLS estimators of the P's, y's in (4.21) are 
rp\ f?&Tp-V'V f , 
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The condition that the inverse exists in (4.28) is the con­
dition for identifiability of the equation. Two other 
interpretations of this method are possible. One is that we 
are using instrument variables (cf. Klein (60)). The other 
one which Zellner and Theil (127) describe will be explained 
here, since some of the same ideas carry over into the three-
stage least squares method. 
First, we premultiply both sides of (4.22) by the trans­
pose of X, the matrix (TxK) of observations on all predeter­
mined variables in the system to obtain 
X'Yp = X'Zpôp + X'up (4.29) 
The variance-covariance matrix of X'up is 
EX'UpU&X = <5ppX»X 
On applying Aitken's (1) generalized least squares to (4.29) 
we obtain the 2SLS estimator 
= [ZJX(X'X)'^ï'Zj3"^ ZJ,X(ï'X)"^X'ïp (4.30) 
'ï'ïp ÏJXp ( ï-yp 




the reduced form system (4.24). Zellner and Theil (127) and 
Yp = X(X'X)'^X'Yp is a set of values calculated from 
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A. L. Nagar (83) shows that 
E(?p-à)(Sp-d)' - [2^I(X'%)-lx'Zp]'lsp^+0(T-l) U.31) 
where 0{T denotes terms of a higher order of smallness 
than T'^ and 
Spp = 1/T (yp-Zpôp)'(yp-Zpdp) (4.32) 
is a consistent estimator of cJ^p. 
The method of 2SLS is intutively appealing like that of 
OLS, but there are two serious drawbacks which may or may 
not play a great role depending on the situation. (1) If 
there are a large number of predetermined variables, say 30 
or 40; in the system, yp for all p is obtained by regressing 
the endogenous variables on all these 30 or 40 variables. 
(2) Two stage LS is not invariant under normalization |cf. 
G, C. Chow (14)I. 
One interesting suggestion for dealing with problem (1) 
is provided by Kloeck and Mennes (67). They propose using 
principal component analysis in various ways on the set of 
eligible instruments to secure the orthogonal linear com­
binations of these instruments. The endogenous variables 
would then be replaced by their regressions on these linear 
combinations. This procedure has a definite advantage in 
that it eliminates multicollinearity. However, it might do 
so in an undesirable way. The causal information contained 
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in the model might be lost as a result of including in the 
orthogonal combinations of instruments variables which are 
not particularly closely causally related to the endogenous 
variables which are regressed upon them, 
ê. The k-class estimators 
H, Theil (106) noted that there is a whole family of 
estimators of the structural equations (4.21) of which 
2SLS is a member. The family known as the "k-class esti­
mators" is defined by the normal equations 
It can be seen immediately that if k = 1, we get the normal 
equations (4.28) of 23LS. Similarly for k = 0, we get the 
0L3 estimators. 
The bias and moment matrix of the k-class estimators of 
the parameters in simultaneous equations are considered by 
A. L, Nagar (83). The bias of 2SLS is expressed to the order 
-1 
of T and the moment matrix of k-class estimators is ob­
tained to the order of T"^, Note that T is the number of 
observations on each variable in the model. For the choice 
of 'best' k, Nagar minimizes the determinant value of the 
moment matrix of the k-class estimator. The optimum k 
calculated with this formula for Klein's Model I gives 0 < k 
(4.33) 
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< 1 for each of the four equations in the model. 
Suppose now k is such that plim(k-l) = 0, Then as T—^°o 
T—» CO 
the normal equations (4.33) will converge to the normal 
equations of 2SLS, so that the unique solution vector will 
converge to the solution vector of 23LS, and the estimators 
will also be consistent. Any k class estimator which has k 
such that plim(k-l) = 0 provides consistent estimators 
(Theil, 106). Applying this requirement we can see that OLS 
is not consistent, and LIML and 2SLS are consistent. A third 
member of the k-class is the LIML estimator with k=r where r 
is the smallest root of the determinatal equation, 
IWÂA - r WaaI = 0. 
From equation (4.19) we know that and are the moment 
matrices of the estimated disturbances in the least-squares 
regressions of yi***yQ on x, and on respec­
tively. 
9. Three-stage least squares (3SLS) 
The 3SLS method can be employed to estimate all equa­
tions of the system jointly. That is, we write the whole 
system of M equations, after multiplying each by X*, as in 
(4.33) 
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'X'y," X'Z, 0 ... 0 - 'ài X'ui" 
x'y2 0 X'Zg ... 0 ^2 X»U2 
. 
= 
. . + , 
• . • • 




X 0 0 
(4.33) 
or 
P = Wô + e (4.34) 
where the zeros on the right hand side of (4.33) represent 
matrices with zero elements. In (4.34) P, à and e are intro­
duced for notational convenience. The covariance matrix of 
the vectors X'u,, X'ug, * * * ,X*ujvi i-s given by; 
EeE» =  
1 <^12 *** <5"IM 
*^21 2^2 ••• <^ 2M 
/Ml 
= ((Opp,)) a X'X 
OMM 
a X'X (4.35) 
= a X'X 
where IS denotes Kronecker matrix multiplication^, and its 
inverse is given by 
^The Kronecker matrix 19 can be defined as a matrix of size 
(MxM) in Equation (4.35), with elements a^j = 0 for i / j and 
aj_j = 1 for i=j. 
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a (%'%)-! = (((jPP')) g (%'x)-i (4.36) 
^P' = EuptUp't P. P' = 1,2,"'',M 
t = 1,2,•••,T 
Eup^Upi^t = 0 for t / t' and all p and p'. 
By applying Aitken's method of generalized least squares to 
(4.34), we get 
% =^ ' I H(X'X)~^ | w }-i 0(x*x)-i]w 
Ô3 SLS depends on the usually unknown elements of the matrix 
21 or Z? Zellner and Theil recommend the use of an esti­
mate constructed from 2SLS residuals, i.e^, 
A = = ((8pp,)) = ((l/T (yp-Zpôp)'(yp-2:pôp) )) (4.38) 





= fi{x«x)'^ ]w }"\'Erg^ fi(x'x)"ïfw 
Z^X(X'X)-1X'Z1S" X;X(X'X)"1X'Z2S12 ...ziX(X'X)"^X'ZMS^^^ 
ZjJiX ( X ' X ) -Ix ' Z%sMl Z]jx ( X ' X ) "^ X ' Z^ s^ z ...Z&X(A'1)-1X' Zj^ s® 
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Zellner and Theil show that the moment matrix is 
V(§) = (w I B(X*X)-1|W + 0(T"1) (4.40) 
Some recent contributions to 3SLS and the properties of 
the estimates resulting from it are as follows; 
(a) Albert Madansky (77) points out the relationship between 
this procedure and the method of instrumental variables 
(Klein (60) made the same suggestion for 2SLS and Madansky's 
approach is a generalization of that possibility); 
(b) T. J, Rothenberg and C. T, Leenders (96) compare the 
asymptotic efficiency of 3SLS with that of FIML and a 
"linearized maximum likelihood" estimator which they propose. 
It is shown that all three methods are efficient if the co-
variance matrix of the contemporaneous structural distur­
bances is unknown. If, however, some elements of this co-
variance matrix are known a priori, then 3SLS is no longer 
efficient; and 
(c) J, D. Sargan (100) shows that the 3SLS estimates, along 
with FIML, are "best asymptotic" normal, (BAN). 
71 
B. Illustrative Example 
We will illustrate the methods of estimation of econo­
metric models and will discuss the choice of the methods with 
the aid of the estimators of the Klein's Model I of the 
American economy, 1921-41, presented in Klein (59). The 
model contains a total of 13 variables. There are 7 prede­
termined variables. W2, T, G, t, k.^, and 
and six jointly dependent (endogenous) variables, C, I, , 
n, Wi+Wg, and Y+T-Wg. For a complete description of the 
model, see Klein (59). In essence, the variables are as 
follows: 
Predetermined variables: 
V/^, Wg: Private and government wage bills 
T: Indirect taxes 
: Government expenditure on goods and services 
t : Time 
n-i : Profits of the previous year 
k.i : Capital stock of the previous year or beginning 
of a year 
(Y+T-Wg)-!: National income before taxes except income of 
government workers, preceding year 
Endogenous variables : 
C: Annual personal consumption 
I: Net annual investment 
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Wi+Wg : Annual total wage bill 
Y+T-Wg : National income before taxes except income of 
government workers 
The first behavioral equation expresses consumption as 
a function of current wage and salary income and of non-wage, 
non-salary income for the current and for the preceding year. 
The second behavioral equation makes investment a function of 
non-wage, non-salary income for the current and for the pre­
ceding year and of the stock of capital at the end of the 
preceding year. The third behavioral equation makes private 
sector wage and salary income a function of national income 
(other than wages and salaries of government workers) for the 
current and for the preceding year, and of time. 
The model consists of three behavioral relations and 
three identities: 
C = Oo+a^ (Wi+W2)+a2Tr + + u^ 
I = Po+Pi^ + Pan.i + P3K-I + ug 
= Yo+rt (Y+T-W2) + yad+T-Vig)-1 + y^t + Ug 
Y + T = C + I + G  
Y = W, + Wg + n 
K = K_i + I 
Table 1 provides five different kinds of estimators of 
the structural parameters of the above model. The ordinary 
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of OLS 2SLS 3SLS LIML FIML 
Consump­
tion 
+ W2 .796 
(.020) 
.810 
( .039)  
.790 
( .038)  
.82  
( .05)  
.80 
rr ,.090) 
( .307)  
.017 




"-1 .193 (.220) 
.216 
( .107)  
.163 
( .100)  
.40 





( .776)  
.150 













K-l  -.112 ( .10$)  
'.158 




( .045)  (:036) 
.401^ 
( .032)  (:o3) 




( .034)  (:o3) 
.16 
t .130 
( .046)  (!O29) ( :%8i  (:o2) 
.13  
least squares (OLS), LIML, and FIML estimators presented in 
columns (1), (4) and (5) of Table 1 were obtained from A, 
L. Nagar's (Ô3) paper. The 2SLS and 3S1S are obtained from 
Stroud, Zellner and Chau (105), 
Nagar established the optimum values of k (in the k-
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class estimation procedures) for each of the three equations 
in the model as 0.03, 0,88 and 0,61, Since for k = 1 we get 
2SLS and for k = 0 we get OLS, the estimates indicated by the 
optimal value of k are all between the 2SLS and OLS esti­
mates, On the basis of this, suppose we take the 2SLS esti­
mators as our standard of comparison. Then how close are the 
other estimators (OLS, 3SLS, LIML, and FIML) to the 2SLS? 
The equation explaining private sector wage and salary-
income can be singled out because there are no significant 
differences in the values of the estimates or standard errors 
obtained by the five different methods of estimation. 
The OLS and 3SLS are closer to 2SLS estimators of the 
coefficients of TT and TT-I than are the LIML estimators. 
The estimators of the coefficients of the investment 
function are very interesting. According to Nagar the opti­
mum k for this equation is the highest of all the three 
equations, having a value of k = 0.0847. Thus our use of the 
2SLS estimators as a base for comparison should be particu­
larly appropriate in this case. 
The OLS estimators of the coefficients of rr and show 
the largest departures from the 2SLS values. The 3SLS, LIML 
and FI^L estimators of these two coefficients are all within 
one standard error of the 2SLS. 
All five estimators in the private sector wage and salary 
bill equation agree quite closely. The 3SLS estimator shows 
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the widest departures from 2SLS, but these departures are 
moderate. 
In the investment equation, the OLS estimator departs 
widely from the 2SLS, The 3SLS estimator shows the next 
largest differences from 23LS. 
In the consumption equation, the FIML, OLS and 3SLS 
estimators all conform rather closely to the 23LS, though 
FIML was closest and OLS second. Two of the LIIVIL coeffi­
cients show wide departures from the 2SLS. 
IVhat, if anything, can be concluded from these com­
parisons? The OLS estimator appears to miss very badly in 
one equation; LIML misses rather seriously in another equa­
tion. The 3SLS estimator does only moderately well (accord­
ing to our criterion) in one equation, but in that equation 
it is better than OLS - in the other two equations OLS esti­
mators approximate the 2SLS more closely than do the 3SLS 
estimators. The FIML estimators correspond quite closely 
to the 2SLS in all three equations. The LIML method yields 
one a priori implausible sign in the consumption equation, 
and the 3SLS method yields one a priori implausible sign 
in the investment equation. An optimal k value of O.Ô3Ô6 
in the consumption equation is evidently consistent with 
close correspondence between OLS and 2SLS coefficients, 
while an optimal k value of 0.ÔÔ47 in the investment equation 
is associated with wide discrepancies between the OLS and 
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2SLS estimators. 
From the above comparisons of the estimators, we can 
infer that there is no verdict yet on the choice of an 
appropriate method of estimation. 
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V. OBSTACLES TO ESTIMATION 
There are at least four major problems that we face in 
the estimation of econometric models, including (1) errors 
in variables (2J autocorrelation of disturbances, (3) multi-
collinearity, and (4) specification errors. We shall con­
sider each of these in turn as a possible obstacle to 
obtaining appropriate estimates of the parameters of econo­
metric models. 
It is realistic to assume that most economic statistics 
contain errors of measurement, so that they are only approxi­
mations to the underlying "true" variables. We will illus­
trate the effects of this with reference to a two-variable 
model. Let us assume 
where X and Y are the measured values (observed) of the true 
variables x and l(J, The observed values, X and Y, contain 
errors of measurement u and v. 
The true relation between |J and x is 
A. Errors in Variables 
Y = $ + V 
X = X + u (5.1) 
(5.2) 
$ = a + Px 
Substituting (5.1) and (5.2) in (5.3), 
(5.3) 
y » a + px + (v - Pu) 
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or 
Y = a + pX + w (5.4) 
where 
w = V - Py 
w and X in (5.4) are not independent, i.e., 
E|w(X-E(x)| /O (5.5) 
E|W{X-E(X)| = E|(v-pu)u| = -P var(u) on the assumption that 
E(v) = E(u) =0, As a consequence of this, straightforward 
application of least squares yields "biased" estimates of 
the parameters a and p. Furthermore, the estimates are not 
consistent. 
J, Johnston (56) showed this, taking the least squares 
estimator of P on the basis of n sample observations, 
(Xi-î)(ïi-ï) 
h (xi-ï)^  
Substituting X = x+u and Y = $+v in (5.6, we can prove that 
Plim bjj = A 
n—> 00 (^2 (5.7) 
4 
Hence Plim bn / P and an underestimate of p. The probability 
limit is derived on the assumptions that E{yu) = 0, 
E(xu) = 0, E(xv) - 0 and E(uv) = 0. 
There are three possible approaches to this problem: 
(1) The classical approach in which strong assumptions are 
79 
made about the probability distributions of the error terms. 
(2) Wald's and Bartlett's methods using grouping of the 
observations; and 
(3) The instrumental variables method. 
An estimator which could overcome the difficulty (5,5) 
would evidently be very useful. In a private communication 
Dr. Harald Watts told me that Herman Wold had recently devel­
oped a method with such a possibility, i.e., the model allows 
interdependence between the residual and one of the explana­
tory variables (19, 119). 
The identification criteria for models with errors in 
variables were shown to be very similar to that of the 
errors-in-equation models (see Konijn (60)). 
1, The classical approach 
Assume that in (5.1), (5.2), and (5.3), u and v are 
normally and independently distributed, with mean zero and 
unit variance. Combining (5.1), (5.2) and (5.3), we have 
X = X + u 
Y = a + Px + V, where 
u and V are random variables, having a joint likelihood 
function under the assumption of normality, in a sample of 
size n, 
L = ^  e-l/2(Jg |;(Xi-Xi)2 ^  e-^/^4 ZKïi'Ci-Pxi)^ (5.8) 
BO 
The maximum likelihood estimators of the parameters a, p, 
°u' °u be obtained by minimizing logL with respect to o^, 
of, x^, a and p. 
2. Grouping of observations 
Suppose we have the model (5,1), (5.2) and (5.3). Assume 
the number of observations on X and Y is even, i.e., n = 2m, 
The X values can be written in their order of magnitude as 
follows: 
^11 \+l 
and the corresponding Y values 
Yi, Y2,Vl ' 
Define subgroup means as below: 
5 - n 
X, = 1/m Xj = 1/m "2 Xi 
1-1 i=m+l 
Ï, . 1/m Ï, . 1/m tr, 
Wald suggested the estimators 
Yi - ^ 2 
estimate of p = b = W—T"?" > and (5.9) 
estimate of a = a = Y - bX , 
Under some assumptions these estimates were shown to be con­
sistent, 
Wald*s method of estimation is extremely simple to com­
pute and it is applicable under more general assumptions than 
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the least squares. The disadvantage of the method is, its 
loss of efficiency, A remedial step for this was suggested 
by H, Theil and J, van Ijzeren (111). John W, Hooper and H, 
Theil (53) extended this method to be applicable to models 
with more than two variables, 
3. Instrumental variables 
The estimation of economic relationships using instru­
mental variables was first suggested by Reirs^l (93). 
have noticed that an application of least squares to model 
(5.4) would not give b.l,u.e, estimates, nor would it even 
give consistent estimates. 
Suppose that in addition to our observations on Y and X 
we have also been able to find another variable Z (and in 
case of a multivariate model which is called the 
instrumental variable. Then consider the instrumental 
variable estimator of P defined by 
n 
.XyiZi 
# = (Z'X)* (Z'ï) - , where (5.10) 
piZi 
small yi,Xi,zi denote the deviations of the variables from 
their respective means, Z is assumed to be independent of 
the errors u and v (in case of more than one instrumental 
variable each should be uncorrelated with u and v). From 
(5.1), (5.2) and (5.4), 
32 
^ n 
^ p ExiZi + ^ zi(wi-w) 
p . -A- ± (5.11) 
IpXizi 
A 
As n->"0, P converges in probability to p and hence to provides 
CYl n 
a consistent estimate of p. If eèà (5.11) x^xiz^ = 0 the 
i-1 
instrument Z cannot be used since the method breaks down. 
One apparent limitation of this method is the arbitrary 
nature of the choice of instruments. The use of a large 
number of instrument variables may not improve the accuracy 
of the estimates (cf. J, D. Sargan (98)). Sargan compared 
the method of instrumental variables with LIML (limited 
information maximum likelihood) and found close similarities. 
Theoretically the method of instrumental variables has been 
found very interesting for example, in interpreting two-stage 
or three-stage least squares methods. 
B. Autocorrelation of Disturbances 
In reviewing time series analysis (Chapter III) we have 
introduced the term autocorrelation and studied the tests 
available for it. From the standpoint of estimation of 
linear models, we ought to know more about it. The presence 
of autocorrelation of disturbances in a linear model changes 
the appropriate estimation procedure. 
Let Y - X p + U (5.12) 
(nxl) (nxk) (kxl) (nxl) 
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where (i) E(U) = 0 and (ii) E{UU') / o^I; i.e., the succes­
sive disturbances are not independent but (say) follow a 
Markov scheme given by (5.13) 
Ut = + Et ; (5.13) 
E{UUM = V; and 
1  p  p 2  . . .  
p i p  . . . p n - 2  
V = 0% 
^pn-1 pH'Z p^~3 *"'1 
Aitken's (1) generalized least squares estimators of P are 
given by (5.14) 
P = (X'V'^X)"! (X»V-1Y) (5.14) 
and the variance-covariance matrix of the estimate is 
E|(P-#)(P-&) ' I  = (%'V"1%)"1 (5.15) 
If we ignore the autocorrelations and use the least squares 
estimator ^  = (X'X)'^(X'Y), the variance of (P) = (X'X)'^ oj 
will yield an underestimate of the true variance for p > 0 
and if the explanatory variable X is positively autocorrelated. 
Cochrane and Orcutt (15) applied least squares regression to 
a model with constructed autocorrelated errors in it and dis­
covered that Oy and the variance of the estimates were 
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underestimated compared to the true values given by (5.15). 
In general, it is impossible to know the V matrix and 
an estimate of it has to be used. 
It can be shown that the generalized least squares esti­
mator is equivalent to the following two-step procedure: 
(1) Transform the original variables according to the auto-
regressive structure of the disturbances and (2) apply ordi­
nary least squares to the transformed variables (cf. Johnston 
(56)), For example, the transformed variables of Y and X 
would be 
When p = 1, these become the first differences frequently 
used by economists in time series models. 
We have so far considered estimation of the model (5,12) 
by classical least squares methods, J. D, Sargan (98, 99) 
considered the estimation of economic relations with auto-
regressive residuals by a maximum likelihood method and by 
the use of instrumental variables. 
Ya - pY, 
Y3 - pYg 
I2 - pX^ 
^3 " P^2 
and 
- Pïn-1 ^ " P.^n-1 
8$ 
C. Multicollinearity 
R, Frisch first introduced the term "multicollinearity" 
in his pioneering contribution on confluence analysis (37), 
In his treatment of confluence analysis, Frisch stressed 
the case in which regression relations are indeterminate, 
H, 0, A. Wold (121) has extensively discussed the various 
cases of multicollinearity encountered in demand analysis 
and offered the solution of using "conditional regression 
analysis" which is now known as "mixed estimation" as a re­
sult of papers by Theil, Zellner and others. Wold also con­
sidered the question of trend removal and suggested that it 
should be regarded as a last resort. He argued that the 
primary interest of the economist is in the long term elas­
ticity of demand and that it is in principle not desirable 
to remove the trends before estimating this elasticity. G, 
U, Yule (126) in a somewhat different context advocated trend 
removal, as trends were responsible for so-called "spurious 
correlation" in time series data. 
More recently T. Haavelrao (43) in his comments on 
Frisch's method of confluence analysis, observed that few if 
any economic models logically imply multicollinearity. 
Accidental multicollinearity may arise as a result of major 
cyclical variations in basic time series or as a result of 
rapid economic growth in real magnitudes accompanied perhaps 
by some price inflation in dollar magnitudes. 
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Although multicollinearity is serious enough in the 
least squares method of estimation, Theil, an originator of 
the two-stage LS method, shows that the problem of multi­
collinearity is aggravated in the method of two-stage LS, 
Simultaneous equations estimation methods such as full infor­
mation maximum likelihood and limited information maximum 
likelihood are more sensitive to multicollinearity than is 
least squares, as has been shown by Klein and Nakamura (65). 
Two simple methods of avoiding multicollinearity in 
some cases are (1) taking first differences of the original 
variables, and estimating the parameters of the model from 
the first differences and (2) "mixed estimation", vrtiere re­
liable a priori coefficients can be imposed for some of the 
highly intercorrated variables. Both these methods have been 
employed by various investigators including Richard Stone 
(103) and Karl A. Fox (33). 
John W. Hooper (52) used canonical correlation theory 
in the development of a generalized correlation coefficient 
for simultaneous equation systems. This would give us a 
measure of what proportion of the generalized variance of 
the set of jointly dependent variables has been accounted 
for by the regression relations and the variances of the 
explanatory variables. 
Karl A, Fox and J. F. Cooney (34) investigated empiri­
cally the effects of intercorrelation on the regression 
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coefficients, their standard errors, and the squared multiple 
correlation coefficient. The Fox-Cooney analysis was further 
extended by Klein and Nakamura (65). We will consider some 
simple extensions of the results of Fox-Cooney and Klein-
Nakamura to the general case in which there is a set of inter-
correlated variables. 
From the standpoint of computational difficulties, R. 
C, Rao (92) and R. Penrose (Ô9) have given methods for in­
verting near-singular matrices. As economists we are not 
particularly interested in solving numerically indeterminate 
forms, our main interest being to obtain estimates of struc­
tural parameters despite the presence of multicollinearity. 
A near-singular matrix will yield such large standard errors 
of regression coefficients that the latter will be useless for 
policy purposes or for prediction in case of a change in the 
structure. So we have to deal with multicollinearity as 
economists, using a priori information and "mixed estimation" 
and making other adjustment and transformations which are 
supported by economic reasoning and by knowledge of the ways 
in which the basic data are compiled or generated. 
Perfect multicollinearity, where det|X'X|, the deter­
minant of the product matrix of explanatory variables in any 
model, has a value exactly equal to zero, seems to be un­
likely in economic models, unless one deliberately constructs 
an example. The more usual and realistic case is that of 
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high but not perfect intercorrelation. In the model (5.16) 
y = B X + E , (5.16) 
(Txl) (lxk)(kxT) (Txl) 
P (least squares) = (X'X) ^ (X'Y), and (5.17) 
Var (p) = o2(X'X)-l , (5.13) 
if some columns of det |X*X| are linearly dependent, which 
leads to a decrease in rank of the determinant, the variance 
given by (5.1#) becomes very large. The greater the multi­
collinearity the greater the indeterminancy of the P's, as 
indicated by their standard errors. 
R. Frisch (37) in his original formulation of the pro­
blem of multicollinearity considered the variables in a model 
to be composed of two parts, a systematic or true part and 
an error component. (5.19) illustrates such a formulation. 
Suppose the variables in model (5.16) are such that 
y^t(observed) = yj^(true) + y"^(error) 
t = 1,2,...,T (5.19) 
Xi^(observed) = xî^(true) + x^^(error) 
t = 1,2,.'.,T 
i = 1,2,...,k 
Suppose now we attempt to estimate in (5.16) by the value 
of pf that satisfied (5.19) and 
Ô9 
T 
(yit • P*t ••• " Pk ^ minimum, (5.20) 
As Haavelmo (43) pointed out, the Markov Theorem cannot be 
called upon as a justification for this procedure as the con­
ditions of the theorem are no longer met. The bias of the 
estimates will depend on the variance of Frisch was 
also concerned that the (X'X) might have a full rank while 
the true product matrix did not. His "bunch map" analysis 
is intended to reveal whether such a situation exists in a 
particular set of observations or, more precisely, in the 
population form which a particular time series sample has 
been drawn. The basic idea in bunch map analysis is that of 
determining the regression plane by minimizing the residual 
sum of squares in various directions. 
We will analyze in the next chapter the sensitivity of 
various methods of estimation to multicollinearity. In 
Chapter VII the same topic will be pursued further where we 
estimate with data a model which has high intercorrelations 
among the explanatory variables in some equations. 
The multicollinearity problem has been encountered by 
statisticians in the field of analysis of variance and de­
sign of experiments. If we write a linear model 
X = XP + G (5.20) 
(nxl) kxn(nxl) (nxl) 
X is called the "design matrix". If X has a rank less than 
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k, no unbiased estimator n = Ax of p exists, since this would 
require EP = AXp = P for all p or AX « which is impossible 
since the rank of a product of two matrices cannot exceed the 
rank of either factor. Bose (9) and C. R. Rao (92) consider 
a function of P, instead of P, and distinguish between 
"estimable" or "nonestimable" functions (jp of P, where # is a 
(Ixk) vector, i.e., 
(jp = + (IjPJ + ... + (5.21) 
The "estimable functions", being linear functionals, may be 
identified in the given coordinate system with the vectors 
^ themselves. The estimable functionals are therefore 
characterized by the property that solution to the equation 
A 
aX = V exists. If P is any solution to the normal equation 
A 
X'Xp = X'x, and is any estimable functional, then $P is 
unique; it is also an unbiased estimator of ^jp and it will 
be a minimum variance or best unbiased estimator of ^ip. 
Multicollinearity basically implies that we lack suf­
ficient information to determine the parameters of our model. 
This suggests the possibility that we may be able to add more 
information to the original model and solve the system. The 
method of so-called mixed estimation consists in finding a 
set of q=k-p independent linear restrictions Yp = y where 
the rows y of Y are non-estimable functionals, and such that 
the augmented matrix |X'Y*| has the full rank k=p+q. 
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Then there will be a linear estimator ^ = Ax + b of p which 
is conditionally unbiased subject to = y. As shown by 
Plackett (90) this estimator is given by ^  = (X'X + Ï'Y)"^ 
(X'X + l'y) and provided E(x-XP)(x-Xp)' = 6^1, it is the 
best linear conditionally unbiased estimator of P subject 
to YP = y. If these a priori restrictions Yp = y are 
erroneous we have, of course, introduced a specification bias. 
The optimal properties of conditionally unbiased esti­
mators have been studied by John S. Chipman (12). He demon­
strates that if the complementary restrictions are orthogonal 
to the observation matrix, then the conditionally unbiased 
estimator is equivalent to Penrose's (Ô9) "minimum bias esti­
mator", He has also established proof of the existence and 
uniqueness of the generalized inverse of any near-singular 
matrix, based on a duality property of linear spaces. 
The method of restricted least squares or mixed esti­
mation seems to be very promising for econometric analysis. 
We often have some a priori information which could be ex­
pressed in terms of linear restrictions. For example, the 
extraneous information may be that the income elasticity or 
the price elasticity of supply of an agricultural commodity 
lies between 0 and 1, The narrower the limits we can specify 
the better the first estimator will be. Richard Stone's or 
Wold's conditional or restricted least squares method is a 
simple case of this procedure, where the constraints express 
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exact values of some coefficients in the equation. Theil 
(107) has fully explored these procedures. One limitation 
to this approach seems to be that we may make "specification 
errors" in the a priori restrictions, or impose them incor­
rectly. 
The concept of estimable functions should perhaps be ex­
amined more intensively in an economic context. However, the 
economist is usually more interested in the parameters them­
selves than in the combinations of parameters which result 
from this approach. To illustrate the point, consider a 
situation in which a policy maker is interested in taxation 
policy. Suppose that investment is a function of profits 
after taxes and of the volume of sales. Suppose also that 
the time series of the latter variables, on which the numeri­
cal specification of the function is based, are highly cor­
related. Conditional forecasts of the endogenous variable 
might be made quite accurately, using an estimable function 
of the two explanatory variables, but the influence of the 
volume of sales on investment would be wrongly attributed to 
profits after taxes, or vice versa. But for the policy maker 
it is highly important to know the specific effect on invest­
ment of changes in profits after taxes, for this is one of the 
bases of his taxation policy. 
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D. Specification Errors 
The first step in the estimation and testing of economic 
relationships is the formulation of a "maintained hypothesis". 
As we have seen in Chapters II and III this amounts to a 
specification of the general framework within which the esti­
mation or testing is to be carried out. We expect our "main­
tained hypothesis" to be correct or at least a best possible 
representation of "the true hypothesis" and to enable us to 
derive inferences about the real world. Thus the "true hy­
pothesis" is not subject to test, but "maintained" (cf. 
Theil (106)). 
What are the consequences of an erroneously specified 
"maintained mypothesis"? This question has been examined 
by Theil (106) and Zvi Griliches (41). 
To illustrate this problem consider a regression model 
y = X p + u . (5.22) 
(Txl) (TxiM)(Mxl) (Txl) 
We introduce the following hypothesis, which is supposed to 
be "true" 
Hypothesis Ho; y is a column vector of T stochastic real 
elements, and it is determined by equation ($.22) with the 
following specifications: 
(i) X is a matrix of order (Txl/i) and rank M > 1 and its 
elements are real and non-stochastic; 
94 
(ii) P is a column vector of M nonstochastic and real 
element s; 
(iii) u is a column vector of T stochastic real elements; 
the joint distribution of these elements is arbitrary, ex­
cept that each has zero expectation. 
Eu = 0. 
The least squares estimator of P, b is given by 
b = (X'X)"^X'Y . (5.23) 
Suppose the investigator has used the matrix Xt instead of 
(TxM) 
X under the assumption of a hypothesis H, which he thinks to 
be true. Under hypothesis (5.22) would be 
y = XiPi + u-i (5.24) 
By subtracting (5.24) from (5.22) and taking expectations of 
u under hypothesis H we obtain 
Eu, = XP - XiPi (5.25) 
bi (under H,) = (XjXi)"^X|y (5.26) 
E(bi) = (x;xi)-ix;Ey = (x;xi)-ix;(px) 
or n 
E(b,) = P; where P = (x;Xi)-lXjX 
and p is implicitly given by the regression, X = PX^ + 
residuals. The statistic b, in (5.26) is an unbiased esti­
mator not of P but of 
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PP(=Ebi) . (5.27) 
Unless P is a matrix of all unitary elements, ECb,) / p. 
For example, assume the specification of X to be correct 
except for one column; i.e., that all variables x^,• • • ,Xj;j_-j^ 
are correctly specified and used in the regression procedure 
but that X is replaced by some substitute x'j^. The matrix P 
will be a unit matrix, except for its last column and this 
last column will in general have nonzero elements. Comparing 
this with (5.27) we must conclude that each component of Eb? 
depends not only on the corresponding component of p, but 
also on the P component of the incorrectly specified variables 
^® » > 
E bmi = Pm + PdimPm (m=l,2,• • • ,M) (5.28) 
the p's being the coefficients of the regressions 
M-1 
XM(t) = 22, + Pj®^M(t) + residual. 
m=l 
The difference Ebj^,= Pj^jyjPj^ can be called the "specifi­
cation bias" of the estimator b^.^ The estimators 
will have no specification bias if their corresponding 
variables are all uncorrelated with the incorrectly specified 
variable x^ . 
^The least squares estimator b^j is neither consistent. 
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Specification errors arise in various ways in econo­
metric model building. The error might consist in using a 
linear model when it should actually be logarithmic or quad­
ratic; or it might consist in wrongly omitting some variables. 
A more frequent situation may be one in which the assumed 
properties of random errors are not satisfied in a model. 
Different estimators have different sensitivities to speci­
fication errors, as Franklin Fisher (29) has shown. Hence 
the choice of an estimator should depend in part on its pro­
perties when specification errors are made. 
Fisher (29) examined the relative sensitivity to speci­
fication errors of different k-class estimators. One of the 
results is that the limited-information maximum likelihood 
estimator is more sensitive than that of least squares to 
specification errors which take the form of wrongly omitting 
variables from the model, or of wrong a priori restrictions. 
The dangers of making errors in the specification of 
simultaneous equation systems are seen in two very different 
lights by H. 0, A, Wold and by T, G, Liu, Wold states that 
the real world is not truly simultaneous at all but that 
causation is unilateral and that true systems (i.e., systems 
embodying the stimulus and response patterns of real economic 
decision-makers) are always recursive. If one nevertheless 
decides to approximate a recursive system by means of an 
interdependent system, a specification error is made (see R. 
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Strotz (104)). T. C. Liu (76) on the other hand argues that 
the real world is more simultaneous than we think and that 
no economic model can ever fully express such simultaneity. 
In essence, the real world is truly underidentified. 
Evidently there is no universal rule as to which model 
(recursive or interdependent) should be used. The appropriate 
specification can vary from situation to situation depending 
on the particular case. Single equation models might be 
enough in some cases and in others even a thousand equations 
might not do complete justice to the true structure involved. 
Methods and degrees of aggregation over firms, consumers, 
and industries (or over processes and activities) should also 
be given attention as sources of specification bias. The 
choice between an interdependent and a recursive model often 
logically depends on the degree to which the basic observa­
tions are aggregated over time. Quarterly observations might 
justify a recursive model while annual data on the same 
variables might justify an interdependent one. 
There remains a question to be settled among the users 
of the word "specification error" in many different contexts. 
Can an incorrect economic theory be called a specification 
error? A model (economic) based on hypotheses about econ­
omic behavior specifies the form of the structural equations, 
the restrictions on the unknown parameters in the equations, 
and some joint probability density function which generates 
9a 
the unobserved errors or shocks. The methods of estimation 
require that certain conditions be met in the model to obtain 
estimators with desirable properties, A specification error 
occurs when some of the specifications of the estimating 
method as reflected in the model are not met, A failure to 
meet the requirement that the covariances between the dis­
turbances and the explanatory variables be zero or the presence 
of errors of observation in the measurements of the variables 
illustrate specification errors. The influence of non-zero 
covariances between disturbances and explanatory variables 
has been studied by Wold (121) and Wold and Faxer (125). 
They found that OLS estimates are biased when the disturbances 
and the explanatory variables are correlated. The effect of 
this same specification error on other methods of estimation 
such as LIML or two-stage LS needs further examination in the 
literature. 
The interdependence of specification and estimation 
techniques should also be noted. An economist might perhaps 
be able to specify a model with considerable accuracy, but 
there might exist no techniques by which he could estimate 
the model. Thus the investigator, at least in the short-run, 
has to adjust to the limitation of the array of statistical 
tools available. 
The specification analysis we have outlined was based 
upon a crucial assumption that we know the "true hypothesis". 
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for example (5.22). In practice we rarely know in advance the 
true hypothesis underlying the model. All we have is a set 
of choices called the maintained hypotheses from which we can 
perhaps choose the best. It is a value judgment to assume 
a certain hypothesis or model is true and take it as a norm 
to test other models. 
In concluding this chapter, let us recall what T. C, 
Koopmans (71) says about specification errors: 
...the problem of specification is always present 
in the trail of every application of statistical 
methods. Thus in any particular field of appli­
cability of statistical methods progress depends 
on taking more observations, or exercising greater 
control over the conditions under which observations 
are obtained, or on making more use of plausiblea 
priori knowledge (that is, knowledge not contained 
in the observations) in specifying the universe --
or on a combination of these. 
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VI. SENSITIVITY OF ESTIMATION PROCEDURES TO MULTI­
COLLINEARITY AND TO SPECIFICATION ERRORS 
We have described in the last chapter the general nature 
of the problems of multicollinearity and specification errors. 
It remains to be seen how different procedures of estimation 
perform in the presence of these obstacles. Specification 
error may not be an obstacle in the same sense as is multi­
collinearity; but the two have interconnections. As we noted 
in the last chapter, when a specification error is made by 
adding a variable which is highly intercorrelated with other 
variables in the system, the problem of multicollinearity is 
aggravated. We will first study analytically the effects of 
intercorrelation on estimation procedures. Consider a linear 
regression model 
Yt = PiXit+P2X2t+'''+PnXnt + ^t t=l,2,''',T (6.1) 
1A 
Define M = (mUj) = ((l/T ) )) 
Then the LS estimate of 
^='"1 - ^  (6.2) 
In (6.2) M^y denotes the matrix M modified by replacing its 
i^h column by the column vector 
T 
miy = l/T " Xi)(yit"y) i=J. 
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Formula (6.2) can be expressed in terras of correlation coef­
ficients instead of products and cross products. For ex­
ample, 
riy ri2 0 0 








0 0 0 0 
In (6.4) we have made the special assumption that all 
intercorrelations of the explanatory variables except r^g 
are equal to zero. Further, (6.4) can be written as (6.5) 
g, = - rgyrie 
' 1 -
(6.5) 
Let us consider what happens when the intercorrelation coef­
ficient r^ 2 varies from 0 to 1. The limiting case is derived 
in equation (6.6), assuming that r^y = rgy , 
lira Pi = lira ^iv " = liZ 
ri2+l ri2^1 l-r?2 2 2 
( 6 . 6 )  
At first glance it appears that the limit of in (6.6) 
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will be indeterminate, for when r^2 1 both the numerator and 
the denominator of (6.5) approach zero. 
In 1954, Fox-Cooney (34) reported the result shown in 
(6.6) in their investigation of the effects of intercorre-
lation.^ In 1963, Klein and Nakamura (65), reestablished the 
same limit in addition to other analytic studies they made on 
this subject. We can derive the limits in (6.6) by a simple 
application of "L' Hôpital's Rule" (cf. W. Ferrar: Differ­
ential Calculus, Oxford, 1956, p. 137). 
Theorem: Let f(a) = g(a) = 0, let f(x), g(x) have deriva­
tives at X = a and get g'{a) / 0, then 
lira f(x) = f (a) 
x-^a g(x) g'(a) 
where f and g' are first order partial derivatives of f and 
g respectively. On the application of this Theorem to (6.5) 
we-obtain the limit given in (6.6), for 
lira 61 = "fly , EH 
ri2-»l -2ri2 2 
and since r^y = rgy by assumption, we have 3^ = 5^ . 
N o t e I f  r | 2  - 1 ,  w e  w i l l  a s s u m e  t h a t  - r ^ y  =  - r 2 y  a n d  ( 6 , 6 )  
still holds good. 
Several of the limits reported here, including that in 
(6.6), were derived by Fox in 1947 but were first published in 
the Fox-Cooney paper in 1954. 
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The limit of the variance of Pi may be derived as 
follows: 
V(t.) = 1 " Zryifyaria ' fy'-ryaT?: 
(l-r2^)(N-3) ' 
where N = the number of observations in a given sample. 
If we fix riy = as in the previous case, we again find 
that the numerator and denominator of (6.7) both approach 
zero as 1. 
Hence by L* Hôpital's rule, 







Similarly the limit of the squared multiple correlation 
coefficient may be derived using L* Hôpital's rule: 
4, 2  - i-yi + 4» - Zryii-iarya 
(1 - r?a) (6.9) 
lim Ryi2 » lim " Zfyifia = ryt or ryg (6,9a) 
ri2-*l Tia—>1 (1 - r®j) 
Fox and Cooney investigated the effects of intercor-
relation empirically. First they fixed r^y = rgy = 0.7 and 
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varied r^g by successive increments from 0 to 1.0 and calcu­
lated the values of Ry, Pyi.3 and Pyg.a the standard 
errors of the P's for all stipulated values of the inter-
correlation r^2« Graphs showing these values were drawn 
for various pairs of values of r^y and rgy, such as (O . 5 ,  
0.5), (0.9,0.9), (0.9,0.7), (0.9,0.5) and (0.9,0.3). 
Fox and Cooney also reported some calculations for the 
case of three explanatory variables of y = f(x^, Xg, X3). In 
equation (6.4) suppose we have r^3, rz3 not equal to zero. 
Then we have 
^iy r12 ^13 
A 
Pi = 
^2y 1 ^23 
r^Y r32 1 
1 ri2 r,3 
1*21 1 2^3 
1*31 ^32 1 
(6.10) 
If we assume that 
^ly ~ ^2y " ^3y = a constant 
and 
ri2 = ri3 
Then (6.10) becomes 
= a constant. 
B = riv(l"r23 - 2r,g + ar^grga) 
^ (l-r§3 - 2rf2 + 2r?2r23 
(6.11) 
For r23 =1, (6.11) takes the 0/0 form; hence, applying L' 
Hôpital's rule again, we get 
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r"" l' ° (l+rîal (6.12) 
We can illustrate this limit with an experiment con­
sidered by Fox and Cooney (34) 
^iy ~ ^ay ~ ^3y ~ 0.7 
ri2 = r,3 = 0.5, 
0 7 
Formula (6,12) gives then the limit = 5 ) ~ O.4666 and 
the highest value calculated by Fox and Cooney (in their 
Table 5) is rga = 0.9# for which Py7,23 = O.4635. 
A. Singularity in Econometric Systems 
Klein and Nakaruma (65) were interested in comparing the 
sensitivities of ordinary least squares, two-stage least 
squares and limited information maximum likelihood estimation 
to the presence of singularities in the system. Many in­
vestigators including Klein and Goldberger have noticed that 
limited information estimates sometimes explode and have large 
sampling variances. The particular examples cited by Klein 
and Nakamura show relative stability in the least squares 
estimates while the LIML estimates give very unreasonable re­
sults, They have established the following statements: 
(1) The 2SLS and LIML estimators both are more sensitive 
to multicollinearity than is the least squares estimator 
and 
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(2) the LIML estimator is more sensitive than the 2SLS 
estimator. 
Finally, they observe that full-information methods of 
estimation such as the full-information maximum likelihood 
(Klein and Nakamura seem to have in mind this method in par­
ticular since they base their argument on the fact that full 
information estimators are obtained by iterative methods) 
should in principle be more sensitive to multicollinearity 
than are the OLS, 2SLS or LIML estimators. 
The full information ML method gives rise to non-linear 
estimation equations, the solutions of which must be approxi­
mated by some iteration method. At each iterative stage, 
the inverse of the matrix of all variables in the system is 
required. The 3SLS method, which is also a full-information 
estimation method, does not include any iterative procedure 
and we can conjecture that the 3SLS estimators should be less 
sensitive to singularities than are FIML estimators. 
Klein and Nakamura have interpreted the 2SLS and LIML 
estimators geometrically in order to compare their sensi­
tivities to singularity. It should be possible to derive 
formal proofs of their results from the theory of matrices. 
We do not intend to derive them here, but simply to mention 
a few relevant references. 
If the determinant of a square matrix vanishes, so that 
the rows of the determinant are not linearly independent, the 
matrix is said to be singular. 
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The rows of a singular matrix may be linearly connected 
by only a single relation in which case the matrix is said 
to be simply degenerate. If the rows are linearly connected 
by more than a single relation, the matrix is multiply 
degenerate, and for example degeneracy is of order q if there 
are q such relations. 
Definition: (cf. Frazer, Duncan and Collar (35)) 
A square matrix of order m, is of degeneracy q when at 
least one of its q^^ order minor determinants does not vanish, 
whereas all its (q-l)th order minor determinants do vanish. 
The rank then is (m-q). 
Theorem (6.1): (Sylvester's law of degeneracy) 
If matrices A and B have degeneracies p and q respec­
tively, the degeneracy of the product (AB) is at least as 
great as p or q and at most as great as (p+q). 
B. Singularity in Two-Stage and Three-Stage 
Least Squares Methods 
Suppose the equation to be estimated has the form 
n m 
Yot = m + + Uot '6.13) 
This equation belongs to a larger system with N > n endog­
enous and M > m exogenous variables. 
= ((%it) **• %t)) (6.14) 
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and 
X = QCi ) Xj (6.16) 
Yi = (yit,''',ynt) (6.17) 






The 2SLS estimators are obtained from the equations 
70^1 
yo%i 
where Y, = (YiX)(%'%)"! X» 
and Y{Yi = (YjX)(X'X)"^(X'Y,) 
Since X^Y, = X^Y, and Y^X, = Y^X,, the only difference in the 
two sets of normal equations is in the matrices (Y^YJ) and 
(YlYl). 
Even if yiy2'**yn sire linearly independent, y^fz' "Pn* 
the new exogenous variables in the second state of the 2SLS 
method, could be intercorrelated. The product matrix of the 
explanatory variables of the equation (6.13) in the second 
stage of the 2SLS method ( (y^ • • «ynj^i • • •%) ) could be of 
degeneracy higher than the product matrix ((yi'''yn;Xi 
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From the standpoint of computational difficulties we 
notice that in 2SLS, computation of 
YjY, = (Y{X)(X»X)'^(X'Y,) 
requires the inverse of the (X'X) matrix, which in general 
will be of a large size. If for example, there are 30 ex­
ogenous variables in a system, the inverse of the 30x30 matrix 
can give rise to extreme difficulties in case of high inter-
correlations among the exogenous variables. However, in a 
system with a small number of exogenous variables (say 10) 
the difficulties of inverting the (X'X) matrix should be 
minor. 
As an illustration, consider Klein's Model I, which has 
been estimated by 23LS and 3SLS methods (cf. Stroud, Zellner 
and Chau (10$)). The model consists of three behavioral 
equations and three identities, i.e., there are six jointly 
dependent variables. There are eight predetermined variables 
in the complete system. Thus the (X'X) matrix is of order 
(8x8), and singularity, if exists, would not be as serious as 
in a large system, such as the agricultural submodel of the 
Brookings-SSRC model, where a matrix of (27x27) explanatory 
variables would have to be inverted. 
With regard to singularity in the 3SLS method of esti­
mation, we can make the following observations. 
In the derivation of 3SLS estimators, we utilized an 
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estimate of Zl , (see equation (4.3#), Chapter IV) 
" ((Sppi), which, in fact, is the variance-covariance 
matrix of the 23LS residuals. If singularity was a problem 
in the 2SL3 estimation, the degeneracy or sensitivity of the 
2SLS method to multicollinearity is built into the 3SLS esti­
mators and the latter will be at least as sensitive as the 
2SLS estimators. In general we can expect, due to the larger 
sizes of the matrices involved in the computation of 3SLS 
estimators (see equation (4.39)), that the 3SLS will be more 
sensitive than the 2SLS estimators, 
C. Effects of Specification Errors in Two-Stage 
In the previous chapter we have introduced the term 
"specification errors" and obtained the "specification bias" 
when the ordinary least squares method of estimation was 
used (see equation (5.19)). 
Let us consider a system of two equations which will be 
estimated by 2SLS, 
where yj and yg are endogenous variables and x,, xg, Xj, and 
x^ are exogenous variables; the u's are the residuals. The 
system is "overidentified". 
Least Squares 
71 = PiYg + P2X1 + P3X2 + u, 
72 = 7i7i + 72*3 + 73X4 + U2 
(6 .22 )  
(6.23) 
Ill 
The 2SLS method first consists of obtaining (pre­
dicted Yi) and y^ by regressing each of the y^ and ya on all 
the exogenous variables in the system, i.e., 
yi = bix, + b2X2 + bgXg + b^x^ = z-,, say 
and yg = Cix, + CgXg + C3X3 + C4X4 = Zg . 
In the second stage of estimation, Zf and Zg are taken as new 
explanatory variables in place of y^ and yg on the right hand 
sides (6.23) and (6.22) respectively. Thus the final equa­
tions are 
71 = P1Z2 + P2X1 + P3X2 + u, (6.24) 
7 2  = Yiz, + 72*3 + 73X4 + U2 (6.25) 
Equations (6,24) and (6.25) will be estimated by OLS. 
Now suppose we make a specification error in the system 
(6.22) and (6.23), and write the system wrongly as (6.26) 
and (6.27) 
Yi = PiYa + P2X5 + P3X2 + (6.26) 
72 = YlYl + y2^3 + 73X4 + U2 (6.27) 
We note that in (6.26) X5 is used instead of the correct 
variable x^. How does this effect the estimator? We may 
write 
Yi - ^2*2 + b3X3 + b^x^ + b^x^ = z,* (6.28) 
and 
Y2 = C2X2 + C3X3 + C4X4 + C5X5 = Z2* . (6.29) 
Hence the final equations to be estimated are, 
Yi = Pi*Z2* + P2*x$ + P3X2 + u, (6.30) 
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72 = yi*Z,* + 72X3» + 73X4* + U2 (6.31) 
Comparing the system (6.24), (6.25) with (6.30), (6.31) 
we find that there exist three variables in the latter system 
that have been wrongly specified. The specification bias of 
E(pi*);E(P2*) and Efy,*) can be derived by the application of 
the equation (5.2Ô). 
If the specification error has been introduced by in­
cluding a wrong endogenous variable, say instead of y2, 
there will be in fact, two variables in the final equations 
I 
(similar to 6.30 and 6.31) which are misspecified. 
The estimates of P3 in (6.30) and y2 in (6.31) will not 
be materially different from the corresponding estimates in 
(6.24) and (6.2$) unless the new variable z^* is more highly 
intercorrelated with X5 than Z2 was with X2 and/or the new 
variable z,* is more highly intercorrelated with X3 and X4 
than Zi was with X3 and x^. 
Quite apart from possible specification bias, we note 
that Zi is an exact linear combination of x-j, xg, X3, and x^. 
Hence, in (6.25) will often be intercorrelated v/ith X3 
and X4 to a greater extent than y^ was intercorrelated with 
X3 and X4, as y^ typically contains a random component inde­
pendent of all four of the exogenous variables x^, X2, Xg 
and x^. The same considerations apply to Z2 in (6.24), If 
multicollinearity is a problem in (6.22) and (6.23) it is 
likely to be even more acute in (6.24) and (6.25). 
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In the next chapter of this dissertation (Chapter VII) 
we will study the effects of "specification errors" on the 
parameters in a system of 15 equations estimated with real 
data. The estimators compared will be OLS, 2SLS and 3SLS, 
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VII. ALTERNATE METHODS OF ESTIMATION -
EMPIRICAL APPLICATIONS 
A, Introductory Remarks 
A number of experimental or "Monte Carlo" studies have 
been made to explore the properties of various methods of 
estimation commonly used in econometrics, A good review of 
these experiments has been provided by J. Johnston (56), 
Without making any direct judgments of these studies, we re­
mark here that the Monte Carlo studies will be more inter­
esting if the specified structures capture the typical 
features of the real world. 
In this chapter we will apply some alternate methods of 
estimation to an econometric model of the agriculture sector 
of the United States. "It is worthwhile to compare the esti­
mates obtained by applying alternate methods to some set of 
real world data" as A. Goldberger urges (Econometric Theory, 
John Wiley and Sons, Inc., 1964, pp. 363). With the excep­
tion of Theil (106), who compared alternative k-class esti­
mates of the Girschick-Haavelmo model of the demand for and 
supply of food in the United States, and Karl A. Fox (31) 
who compared least squares estimates of the Klein-Goldberger 
model with limited information maximum likelihood estimates, 
few economists appear to have made comparative studies on 
this line. 
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There are still both confusion and suspense surrounding 
this problem of choosing a good method of estimation; and 
perhaps there is no verdict yet, to the disappointment of C. 
Hildreth (50) (Simultaneous Equations: Any verdict yet? 
Econometrica 2Û: 4. I960, pp. Ô45-S54). The problem pro­
bably cannot be settled by comparisons of the theoretical 
properties of the estimates. It is primarily a practical and 
emprical question. 
From the theory of statistical inference we know that 
(so far as large sample properties of the estimators for 
simultaneous equations are concerned) full-information maxi­
mum likelihood estimates are asymptotically efficient. Con­
sistency of estimators is also a large sample property; how 
far it is useful to the econometrician who is interested in 
empirical estimates is doubtful. Some of the large sample 
properties which appeal to the theoretician may have to be 
sacrificed when one or more of the common obstacles to exti-
mation are encountered in a particular set of data. For ex­
ample, when near-multicollinearity among independent variables 
is present, OLS estimators appear to give less fantastic 
results than do the more "simultaneous" estimators (see Klein-
Nakamura (65) for some numerical illustrations). In practice 
we are often forced to make a compromise and cut the cost 
according to the cloth. 
In recent articles on estimation in econometric models. 
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we find that there has been considerable rethinking as to 
which methods of estimation should be used. Frequently both 
the OLS and LIML methods are disfavored and the relatively 
new method of 2SLS has been widely used. L. R. Klein (66) 
estimated his econometric model for Japan (International Econ. 
Rev. 1962) by the method of 2SLS, Klein and Nakamura have 
shown that, as a consequence of the stochastic nature of k in 
the LII^ method; that estimator is more sensitive to multi-
collinearity than are other members of the k-class of esti­
mators. 
It has been argued that LIML had the desirable property 
of treating all of the endogenous variables included in an 
equation symmetrically. G. C. Chow (13) has shown that this 
is a natural generalization of OLS in the absence of a theor­
etically-given normalization rule. There appears to be no 
strong support from this argument in favor of the LIML method, 
because in practice model builders often have a very good 
basis for associating a particular endogenous variable with 
each equation of the model. F. V. Waugh and R. J. Foote 
attempted to show that from the point of view of forecasting 
OLS or LSNR (least squares with no restrictions, i.e., LS 
applied to the reduced form equations is superior to LIML, 
but their results do not indicate any definite proof of this. 
A more detailed presentation of this investigation can be 
found in J. Johnston (56). 
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There seems to be ample ground for choosing 2SLS and 
abandoning LBIL in current econometric practice. 2SLS is 
also less difficult from the computational point of view. 
It seems appropriate to choose it in preference to 1D4L in 
the present state of knowledge, at least. Among the full 
information methods, the 3SLS method seems to be preferable 
to the FIML , Computational convenience also favors 2SL3 
among the limited information methods and 3SLS among the 
full information methods. In fact, there appears to be only 
one computer program in existence (24), for obtaining FIML 
estimators. This program has been not very much used or 
applied and doubts as to its efficiency still prevail 
(private communication from the Yale University Computing 
Laboratory). 
We found that a Fortran program written by A. Stroud, 
Arnold Zellner and L. C. Chau (IO5) was more convenient for 
the purposes of this study. The agricultural submodel of 
the Brookings Institution-Social Science Research Council 
econometric model of the United States will be estimated 
by 23LS and 3SLS methods with the help of the Stroud-
Zellner-Chau program, in the following sections. In the rest 
of this chapter we will study the properties of the alterna­
tive estimates, the forecasting power, and the stability of 
results and some possible economic policy interpretations 
(in the sense of Tinbergen*s formulation of the theory of 
quantitative economic policy). 
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B, Questions Engaged 
In the earlier chapters (IV, V, and VI) we have discussed 
various theoretical aspectsoof alternative methods of esti­
mation. Four of these methods are chosen here to estimate the 
agricultural submodel just mentioned. The methods are 
(a) OLS (the classical least squares method); 
(b) RLS (least squares with restrictions) or OLS using 
a priori information about some coefficients; 
(c) 2SLS (two stage least squares); and 
(d) 3SLS (three stage least squares). 
Three of these, (a), (b), and (c) belong to the single equa­
tion or limited information class of methods and the last one 
(d) is a full-information method which takes into consider­
ation the "simultaneous" nature of the entire 15 equation 
model,^ For the computational reasons previously noted, we 
will not be using the full-information maximum likelihood 
method (FIML). The 3SI1S method is expected to serve the same 
purpose in our comparisons as would the FIML. Also, we will 
use 2SLS in preference to LIML. 
We will investigate in this chapter: 
(1) How well do the methods of estimation (a) through (d) 
^By "model" in this chapter we will mean the 15 equa­
tion description of the agricultural sector of the United 
States economy and not the Brookings*SSRC model as a whole, 
which involves more than 100 equations. 
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succeed in obtaining "structural" estimates of parameters 
in an equation system showing a high degree of inter-
correlation among explanatory variables? 
(2) What is the forecasting power of each method? The esti­
mated values of the endogenous variables will be compared 
with the actual values of the same time series variables 
and the estimates by different methods will be compared 
with each other. Such measures as the Durbin-Watson 
statistic and the squared multiple correlation coef­
ficient will also be compared. 
(3) Suppose a specification error is made in one of the 
equations (for example, the omission of an explanatory 
variable from the equation and/or the inclusion of a 
wrong variable in the specification of the equation). 
How will the 0L3, 2SLS and 3SIJS estimators of that equa­
tion, and their standard errors, change in response to 
the specification error? 
The objective of these comparisons is to obtain additional 
insights into the practical consequences of applying different 
estimators to a seriously-intended econometric model, (It 
turns out that multicollinearity is the chief obstacle to 
estimation in the model and that recursiveness in several 
of the equations severely limits any possible advantages of 
simultaneous equation methods relative to other tools). 
The different methods of estimation are applied to the 
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food and agricultural sector of the Brookings-SSRC Model of 
the United States. A brief description of this agricultural 
submodel will be helpful before proceeding into the estima­
tion. We restrict our attention to the agricultural submodel 
that has been constructed by Karl A. Fox (33) and readers 
interested in the complete model should refer to a forthcoming 
publication by Dusenberry, Fromm, Klein and Kuh (eds.), Rand 
McNally Co., 1965. The complete Brookings-SSRC model contains 
well over 100 equations. It is the largest model of its type 
existing as of 1965 and some 15 or 20 economists collaborated 
in developing it. 
There are 15 equations in Fox*s agricultural submodel. 
Eleven of these are statistical and 4 are identities. A 
glossary of the variables appearing in this model is given 
in Table 2, Times series data for 1947-1960 on a quarterly 
basis were obtained from various sources such as the United 
States Department of Agriculture, the United State Department 
of Commerce and other agencies. The complete submodel (here­
after simply called the model) in terms of the notation used 
in Table 2 will be described briefly. It can be divided into 
one block of Ô equations focusing on the determinations of 
farm product prices and a second block of 7 equations direc­
ted toward the estimation of net farm income. The price 
block contains two equations expressing the domestic consumer 
demand for foods of livestock and of crop origin respectively. 
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Table 2. Glossary of variables 









Retail price index for 
food livestock products 
(a component of the 
Food Market Basket) 
Index of per capita 
consumption of food 
crops 
Supply price of market­
ing services (food 
livestock) 
Supply price of market­
ing services (food 
crops) 
Retail price index for 
food crops (a component 
of the Food Market 
Basket) 
Current value at farm 
level of the livestock 
component of the Food 
Market Basket 
Net farm value of the 
Food Market Basket 
for crops and live- . 
stock combined 
Index of prices received 
by farmers for all com­
modities, food and non­
food, 1910-14 = 100 
Gross farm income from 
commodity production 















Table 2, (continued) 






A -(A )-l First difference of cur­
rent farm operating 
expenditures 
Replacement cost of de­
preciation of farm 
capital, billions of 
dollars 
Net change in farmers 
inventories at con­
stant prices (com­
modities pledged as 
collateral for CGC 
loans are excluded) 
Net change in farmers in­
ventories at current 
prices 




Index of per capita con­
sumption of food-
livestock products 
Implicit price deflators 
for personal consumption 
expenditure on goods and 
services except food, 
1954 = 100 
Time trend 
Dummy variable 
Lagged values of live­
stock component of the 





























Table 2. (continued) 















Lagged value of index of Exogenous 
per capita consumption 
of food crops 1947-
1949 = 100 
Lagged adjusted value of Exogenous 
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Index of unit labor costs Exogenous 
in food marketing oper­
ations 
Index of prices of pur- Exogenous 
chased materials and 
services - packing 
materials, electricity, 
etc. used in food marketing 
Dummy variable 
Lagged adjusted value of 
74 
Current value at farm 
level of the crop com­
ponent of the Food 
Market Basket 
Index of prices received 
by farmers for feed 
grains and hay (1910-
14 = 100) 
United States average 
price of cotton at farm 





(Aev-Rai).i Lagged, gross farm in-






Proportional change from Exogenous 
the preceding quarter 
in the index of prices re­












Table 2. (continued) 
Symbol Brief definition 
Algebraic 
svmbol 
% . 1 
(Ma)-i 
Proportional change from 
the preceding quarter 
in the seasonally ad­




(Bai)-l Lagged value of imputed 










Proportional change from 
the preceding quarter 
in the index of prices 
paid by farmers for 
goods and services used 
in farm production 
Exogenous 
*21 
Klb Stock of farm buildings Exogenous *22 
Kim Stock of farm machinery Exogenous *23 




AQlf First difference of 
the production of ^ 




^ac Inventories of cattle 
and hogs on Jan. 1, 
bill of dollars Dec, 
15, 1953 prices 
Exogenous *26 





Next, it includes two supply functions for food marketing 
services relating respectively to livestock and crop foods. 
Equations (5) and (6) are identities, specifying that 
the retail price of each food group must equal the sum of 
the supply price for marketing services and the equivalent 
price received by farmers. Equation (7) is also an identity 
which combines the equivalent farm prices of food crops and 
food livestock into a price index for all farm food products. 
Equation (8) expresses the official index of prices received 
by farmers for all commodities, food and non-food, as a func­
tion of the farm prices of food products and prices of two of 
the most important non-food commodity groups, namely feed 
crops and cotton. 
In the second block, equations (7.9) through (7.15) 
express the determination of gross farm income from commodity 
production, the imputed rental value of farm operators' dwel­
lings, current farm operating expenditures, depreciation the 
net change in farmer-owned inventories located on farms (both 
in deflated and in current prices), and an identity to close 
that portion of the model which expresses the net income of 
farm operators. 
The consumption functions for foods of livestock and 
crop origin (equations (7.3) and (7.2)) as estimated by Fox 
show some novel ways of obtaining economic relationships. We 
will discuss this further after the complete model is presented: 
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Consumer demand functions; 
y, = tti+Piix6+?i2X5+Pi3(yi).i (7.1) 
* Pl4Xl+Pl5X2+Pl6%3+Pl7y5 
where a is a constant and the P's are structural 
parameters. 
yz = a2+P2lV^22*5+P23<y2Î-i (7.2) 
+ ^24^^25^2+^26*3+^27^5 
Supply functions for marketing services ; 
73 = «^3+^31^^32*0+^33*11+^34*9+^35*10 (7.3) 
74 = *4+941*4+942*12+943*11*944*9+945*10 (7-4) 
Identity; 
75 = + 74 (7.5) 
Identity; 
y6 = yi " T) (7.6) 
Identity; 
77 = X13 + 71-73 
Prices received by farmers. all commodities 1 
(7.7) 
7ô = *â+9ôl77+9â2*14+9ô3*15 (7.&) 
Gross farm income from commodity production; 
7 9  = ag+pgixi6+p92*17+995xia (7.9) 
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where = (79).! 
Imputed rental value of farm dwellings; 
y 10 ^10 ^10,1*19 (7.10) 
where x^g = ivio) 
Production expenditure for current operations ; 
yil = Gll+Pll,1x4+911,2X18+911,3X21 (7.11) 
Depreciation: 
712 = Gl2+Pl2,lX24+Pl2,2X22+912,3*33 (7.12) 
Net change in inventories (constant prices): 
yi3 = ai3+Pi3,1X25+913,2X26+913,3X27 (7.13) 
Net change in inventories (current prices): 
yi4 = 0i4+Pi4_ixi4+Pi4_2y6+Pl4,3yi3 <7-14) 
Identity (net income of farm operators); 
715 ° 79+711+711-712+714 (7.15) 
In the above model 7172 ••• 715 are endogenous variables and 
X1X2 ••• X27 are exogenous or predetermined. 
Estimation of the model; 
In the above model equations (7.5), (7.6), (7.7) and 
128 
(7.15) are identities and do not require statistical esti­
mation, In the remaining 11 statistical equations we find 
that equations (7.1), (7.2), (7.8) and (7.14) each contain 
more than one endogenous variable. Each of the other equa­
tions contains only one endogenous variable and an application 
of the ordinary least squares method is sufficient. We know 
that the OLS estimates are identical with 2SLS and 3SLS 
estimates if the equation contains no more than one endogenous 
variable.^ 
H. A. Simon's (102) concept of causal ordering has been 
applied to this model, Karl A. Fox (33) presented two 
causal ordering matrices. (Table 1 in his presentation of 
ê equations determining prices of farm products as if it 
were a separate model; Table 4 depicts the entire 15 equation 
model.) In each of the causal ordering matrices the matrix 
of the regression coefficients of endogenous variables upon 
exogenous or predetermined variables is approximately though 
not completely block-diagonal, suggesting that there exists 
a considerable degree of economic independence or separate-
ness among the equations which explain the movement of the 
different endogenous variables. 
It is to be expected that when equations are almost or 
exactly in the reduced form, so that each equation contains 
^Provided also that the error or disturbance terms in 
the different equations are not correlated with one another. 
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a single endogenous variable, OLS will give satisfactory esti­
mates of the coefficients (provided the disturbances in dif­
ferent equations are uncorrelated with one another). However, 
high intercorrelations between explanatory variables could 
still present a great obstacle to successful estimation. For 
example, in equations (7,1) and (7,2) the variables time 
(x/j.), price of non-foods (x^), income (x^), and retail price 
of food crops (y^) have the following correlation matrix: 
Table 3. 
*4 X3 =1 ?$ 
1,0000 .9926 .978$ .9330 
^3 .9926 1,0000 .9749 .9406 
XI .9785 .9749 1.0000 .9003 
75 .9330 .9406 .9003 1,0000 
The value of the determinant is almost equal to zero 10 ^ ), 
If by using extraneous information we can impose three of the 
coefficients of these variables in equations (7.1) and (7.2) 
we can estimate the coefficient of the fourth variable by 
statistical means, A consumer demand matrix from the George 
E, Brandow (10) model has been used by Fox to obtain the 
necessary extraneous information, Brandow*s matrix of size 
(25x25) corresponding to direct and cross-elasticities of 
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demand for 24 food groups plus an aggregate of all non-foods 
was aggregated into a matrix of (3x3) size which givesthe 
direct and cross price elasticities of demand for the three 
groups, food livestock products, food crops and non-foods. 
Brandow's matrix contains a 26^^ column, the income elas­
ticities of demand for the 24 foods and the aggregate of all 
non-foods. Similarly, Fox's aggregation of this matrix in­
cludes a 4^^ column, containing the 3 income elasticities 
required by his model. Fox's aggregated model is as follows;^ 
Livestock Crops Non-food 
log Xg '-0.4792 .0462 .1074 log 71 
log 72 = 0.0732 -.3043 .0561 log 
log Qnf -0.0980 -.1007 -1.0256 logx^ 
+ 0.3256" 
0.1699 log xi (7.16) 
1.2243 
Consider the first two rows of equation (7.16): 
log Qi = -.4772 log Pi + .0462 log Pq + .1074 log P^f 
( 7.17) 
+ 0.3256 log Y 
Beef, veal, pork, lamb and mutton, chicken, turkey, 
fish, butter, lard, eggs, fluid milk and cream, evaporated 
milk, cheese and ice cream are the I4 food products which 
were aggregated in livestock group; shortening, maragarine, 
other edible, fruit, vegetables, cereals, surgar and syrups, 
beverages, potatoes and dry beans are the 10 food products 
which were aggregated in the food crops group. 
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log Qg = .0782 log Pi - .3043 log Pc + .0561 log P^f 
+ .1699 log Y (7.18) 
From equation (7.17), 
log Pi = —-— (-log Qi + .0462 log P^ + .1074 log Pnf 
• 4772 
+ .3256 log Y) 
log PjL = -2.0867 log Qi + .0965 log P^ + .2242 log P^f 
+ .6794 log Y (7.19) 
Substituting equation (7.19) in equation (7.18), 
log Qc = -.1632 log Qi - .2967 log Pc + .0735 log Pnf 
+ .2231 log Y (7.20) 
Now in each of the two equations (7.19) and (7.20), 
we transform the logarithmic coefficients into arithmetic 
coefficients using the mean values of the variables from the 
1947-60 time series data. 
Mean of (Q^) = 102.2571 
Mean of Pc = 437.6879 
Mean of P^f = 97.7679 
Mean of Y =1596.2143 
Mean of P^ = 554.6157 
Mean of Qc = 99.9571 
Then the consumption functions for food livestock and crop 
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products can be obtained as follows: 
Qi . (.0945)Pc 
* 9^7.7679 (.2242)?%^  + ifHtflw (•6794)ï 
and 
Qc = llV.im (-.1632)Qi 4. (-.2967)Pe 
+ #T7# l-0736)Pnf * l59§Î2143 '-2231)1 
Simplifying, we get 
Pi = -II.3177Q1 + .1222Pc + 1.27iaPnf + .2360Y (7.21) 
Qc = -.159501 - .067ÔPc + .0753Pnf + .OI4OY (7.22) 
From the third row of equation (7.16) we can derive another 
equation for Qnf, and express it as a linear function, 
Qjif = f(Qi, Pc> Pnf; Y) with numerical coefficients; but we 
do not need this information. Equations (7.21) and (7.22) 
would give all the necessary a priori information required 
for the agricultural submodel. 
We have the following a priori coefficients which will 
be used in estimating equations (7.1) and (7.2): 
= 0.2360 
P15 = -11.3177 
P16 = 1.271a 
P17 = 0.1222 
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and 
P24 = 0.0140 
P25 = -0.1595 
P26 = 0.07527 
P27 = -0.06776 
The next step is to compute the new dependent variables, 
yî = yi-UiPi4 + X2P15 * X3P16 + 75^ 17! and 
y'2  ^2-1*1^ 24 + XgPzS + X3P26 * ^ 5^ 27! ! 
• * 
then y-j is regressed on x^ , x^ , and x^ , and y2 regressed 
on x^ , X5, and Xy. 
The final equations can be written as 
Yl = + p^ (^OLS)x^  + p^ gtOLSlXg + pj^ (^OLS)x^  
* 1*1^ 14 +•••!+ Ui 
yz = °2 + P21{0LS)*4 + P22(OLS)*5 * P23(0LS)*7 
+ I + "2 
Note that the terms in brackets, | |, are "imposed" values. 
This procedure henceforth will be known as the Restricted 
Least Squares method, (see Stone (IO3) and J. Durbin (22)). 
The consumption functions are then 
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Food livestock: 
+ 10.2360 XI - 11.3177 X2 + 1.2713 X3 + 0.1222 y^ l 
= 0.7226 S = 15.3026 (7.22) 
Durbin-Watson d = 1.9#86 
Food crops ; 
y? = 27.3305 + 0.01616 X. + 0.7600 X7 + 0.3533 Xc 
(10.1136) (0.010Ô2) ^  (0.0878) (0.3519) 
+ 10.01397 X3_ - 0.1595 X2 + 0.0753 X3 - 0.0677 y^ | 
r2 = 0.6340 3 = 0.9161 (7.23) 
Durbin-Watson d = 1.8294 
1. Computational details of the estimation of equation (7.1) 
- (7.15) 
The OLS estimates are the easiest to compute. We regress 
one specified endogenous variable in each equation on the 
respective explanatory or independent variables in the equa­
tion (including the other endogenous variables, if any). 
These estimates were calculated by using Howard Jeserrson's 
program at the IBM Computing Center at Iowa State University. 
The values of the estimated parameters and their standard 
errors are given in column (2) of Tables 8 through 11. The 
squared coefficients of multiple correlation and the Durbin-
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watson statistics are also computed. 
Restricted least squares (OLS with a priori information) 
were originally obtained by Fox (33) and are simply copied 
down in Tables 8 and 9, for comparing with the other esti­
mators. Such a priori estimates are imposed not only in 
equations (7.1) and (7.2) of the model, but in equations 
(7.3) and (7.4) also. The variables xg = (^ )R'W3 i-s an index 
of unit labor costs in food marketing operations (including 
processing, transportation and distribution) which intervene 
between farm and retail price levels. The official USDA 
series on unit labor costs is available only on an annual 
basis. Fox used an index of retail prices of non-foods to 
give the official series some quarterly movement within each 
calendar year without changing the official calendar year 
average, USDA studies indicate that direct labor costs of 
employees in food processing, transportation, and distribu­
tion firms are equivalent to somewhat more than half of the 
total charge for food marketing services. The mean value of 
food marketing changes during 1947-60 was about $550; direct 
labor costs for the Food Market Basket unit would have 
averaged about $300, Hence a one percent increase in the 
index of unit labor costs in food marketing should tend to 
raise the marketing margin for all foods by about $3. 
Dividing this equally among food livestock and food crop 
products, Fox fixes the coefficients of 1,5 in equation (7.3) 
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and 1.5 in equation (7.4) for the variable . On a 
similar argument the coefficients of has been fixed at 
0,5 in both of the equations (7.3) and (7.4). Hence the 
final forms of these two equations are obtained by the use of 
restricted least squares. 
2. Supply functions for marketing services 
Food livestock; 
(^ 1-^ la) = 16.4395 + 0.3421t + 0.%70 (Pi.Pia):i 
= 0.7131 (7.33) 
Food crops; 
(Pc-Pca) = 49.3815\+ 0.4419t + 0.4917 (PQ-Pea^  
7.l672d 
(3.6806) 
R^  = 0.8757 (7.34) 
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Table 4. Correlation matrix of selected variables in 
equation (7.3) 
*4 *8 Xg *10 xil 
*4^  1.0000 0.8055 .9461 .9834 -.2428 
1.0000 .7718 .8033 -.0444 
X9 1.0000 .9709 -.2459 
*10 1.0000 -.2806 
xil 1.0000 
W^here x, = t; xg = (Pi-Plal-l: *9 = 1^0 = 
xil = Pfm. 3^ 
Table 5. Correlation matrix of selected variables in 
equation (7.4) 
=4 
*12 X9 *10 *11 
*4^  1.0000 .9110 .9461 .9834 -.2428 
*12 1.0000 .8168 .8776 -.1320 
X9 1.0000 .9703 -.2459 
xiO 1.0000 -.2806 
xil 1.0000 
W^here x^  = t; x^ g = (Pc-Pca)!i-
3. Two-stage and three-stage least squares estimation 
Equations (7.1), (7.2), (7.8) and (7.14) each contain 
two or more endogenous variables. The rest of the equations 
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in the agricultural submodel of Brookings-33RC model are 
specified such that each equation contains only one endogen­
ous variable. The least squares estimates of such equations 
are identical with maximum likelihood, 2SLS or 3SLS esti­
mates (assuming that the disturbances in different equations 
are uncorrelated with one another). 
The four equations that will be estimated by 2SLS and 
3SLS are 
yi = ai+piiX4+Pi2X5+Pl3lyi).l+Pl4Xl+Pi5X2+Pl6X3+Pl7y5 
72 = a2+P21X4+P22X5+P23(y2).i+P24Xl+P25X2+P27y5+P26*3 
yS = a8+P8iy7*P82*14+Pa3*15 
yi4 = *14+9l4,l=14+9l4'2y6+Pl4,3yi3 
4. 2SLS - First stage computations 
The endogenous variables which appear on the right hand 
side of equations (7.1), (7.2), (7.8) and (7.14) are respec­
tively y^ , yy, y^ , and y^ .^ In the first set of computations 
we obtain y^ , yy, y^ , and y^ ^^  by regressing each of the endog­
enous variable y^ , yy, y^ , and y^  ^on all the exogenous 
variables present in the system. Now treat the predicted 
values as four new predetermined variables added to the sys­
tem. Let 
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5^ = ^ 43 
76 = ^ 45 
7^ 
II 
yi3 = =46 
Note that , yy, y^ , and y^  ^are exact linear functions of 
the exogenous variables, so their stochastic properties 
(including assumed independence of exogenous variables from 
the random disturbances in the equations) should be those of 
exogenous variables. 
5. Second-stage computations 
We regress y^  on x^ , Xj, X5, x^ , Xg, x^ , and x^  ^to 
obtain the 23LS estimates of the coefficients in equation 
(7.1). Similarly we use in place of y^  in equation (7.2), 
x^  ^in place of yy in equation (7.#); and x^  ^in place of y^ , 
x^ 5 in place of y^  ^in equation (7.14), to obtain 2SLS esti­
mates of the respective coefficients. These estimates are 
presented in Tables Ô, 9, 10 and 11. 
The variance-covariance matrix and the correlation matrix 
of the disturbances of the estimated 2SLS versions of (7.1), 
(7.2), (7.8) and (7.14) are presented in Table 6 and 7, 
respectively. 
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Table 6. Variance-covariance matrix of the residuals 
(2SLS) 
ÏÏ2 Hg Hit 
"1 162.2 -.2732 -36.88 -.1663 
U2 .1962 .3513 .0022 
ua 22.$4 .0038 
"14 .0043 
Table 7. Correlation matrix of the residuals (2SLS) 
*1 U2 *8 "14 
ui 1.0000 -.0484 -.6100 -.198$ 
U2 1.0000 -.1671 -.07$8 
*8 1.0000 .0121 
*14 1.0000 
6, Three-stage least squares estimators 
The Stroud, Zeliner and Chau (10$) Fortran program has 
been used and all the computations were carried out at the 
CD 1604 computation center at the University of Wisconsin, 
Madison. In Appendix A a detailed description of the arrange­
ment of the input deck, control cards and data has been 
given. Some sibsidiary information obtained from the output 
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of the program includes (i) and the covariance matrix and 
(ii) the correlation matrix of the 3SLS estimates of the 
coefficients of equations (7.1), (7.2), (7.8), and (7.14). 
In Tables Ô, 9, 10, and 11 the 3SLS estimators of the 
coefficients in equations (7.1), (7.2), (7.&) and (7.14) 
respectively, are presented along with the standard errors 
of the coefficients. 
C, Results Obtained 
The estimates of equations (7.1) and (7.2) by the 
various methods are almost the same. The OLS, 2SLS and 3SLS 
estimators in Table 8 show only minor differences. The ex­
ceptions are the values of the 3SIS estimates of the coef­
ficients of x^ , time, and x^ , prices of non-foods. 
The high intercorrelation coefficients shown in Table 
3 suggest that great difficulty will be encountered in esti­
mating the separate effects of these variables. If we take 
the RLS estimator in Table S as our standard of comparison, 
we find that the coefficients of di and (P^ ).! are approxi­
mated quite closely by OLS, 2SLS and 3SLS alike. The con­
stant terms are not significantly different. The standard 
error of the RLS coefficient of t suggests that the other 
three estimators are somewhat wide of the mark. 
No standard errors are available for the four imposed 
coefficients in the RLS estimator in Table Ô. None of the 
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Table 8, Consumer demand function for livestock: (y^ ) 
Independent 
























































R2 0.7226 0.8286 0.8293 0.8263b 
S 15.1308 13.7517 13.7477 13.8203 




Table 9. Consumer demand function for food crops: (72) 
Independent 




















































0.6340 0.7948 O.8O9O 0.7939b 
S 0.9161 0.4783 0.4795 , 0.4796 




Table 10. Prices received by farmers, all commodities 
Independent 























R^ 0.9593 0.9539 0.9584* 
S 4.9195 4.8989 4.9700 
d 1.1295 1.1500 1.1693 
= r(yy). 
unrestricted estimators give satisfactory approximations 
to any of the four coefficients. 
In Table 9 the OLS, 2SLS and 3SLS estimators are very 
similar to one another, and the coefficients for d^ , (C^ /N) 
and the constant terms estimated by all three unrestricted 
methods are quite close to those of the RLS equation. However, 
the OLS, 2SLS and 3SLS coefficients of t, Y, (C^ /N), and 
Pg depart widely from the RLS coefficients in sign, in magni­
tude or in both. On the other hand, the RLS estimator has a 
considerably lower R and a considerably higher standard 
error of estimate than do the unrestricted methods. 
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Table 11, Net change in inventories (current prices) 
Independent 






















0.9952 0.9950 0.9976 
3 0.0678 0.0707 O.O7O6 
d 0.7769 0.7752 0.7858 
The OLS, 2SLS and 3SLS estimators of equation (7.8) 
presented in Table 10 and of equation (7.14) presented in 
Table 11 show no great differences. The standard errors 
of the 3SLS estimates of the coefficients of and 
jTy are smaller than those of the 3SLS and OLS estimates. 
The multiple correlation associated with the 23LS fit is 
almost the same as in the OLS fit. However, the d statistic 
indicates positive autocorrelation of the residuals in all 
three types of estimation. From Table 11 we can draw the 
same conclusions for equation (7.14). Evidently there is no 
advantage in using the 2SLS or 3SLS methods of estimation 
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for these equations. The OLS estimates of equations (7.#) 
and (7.14) evidently extract as much information from the 
data as do the other methods. 
D. Some Simulation Tests on the a priori Coefficients 
In equations (7.1) and (7.2) coefficients of the vari­
ables Y, C^ /N, Pjjf and Pg were imposed on the basis of ex­
traneous information. We will try to test the sensitivity 
of the other estimates to changes in these coefficients, by 
comparing the equations (7.1) and (7.2) estimated using dif­
ferent sets of values of the a priori coefficients. 
From the Brandow model the following coefficients of 
(Y, C^ /N, Pnf, Pq) were obtained, 
0.2361 
Aq = -11.3177 
1.271a 
0.1222 
Let us (arbitrarily) change the coefficients in and con­
sider an alternative set of coefficients. 
0.1000 




yi ~ yi " •^ l(xi,X2,x^ ,x^ ) is regressed on the variables x, , 
(4x1)(1x4) 
x^  and (yi)_^  to obtain the RLS equation (equation (7.1), 
Table Ô). 
Let us vary the coefficient of the price of non-food 
(x^ ) in and consider the following sets of alternatives 
Ag A^  A^  A^  
Xi .1000 .1000 .1000 .1000 
Xg -10.3000 -10.3000 -10.3000 -10.3000 
xj 3.3000 4.4000 5.5000 6.6000 
y5 0.1000 0.1000 0.1000 0.1000 
Equation (7.1) has been estimated by the method of restricted 
least squares (RLS) for each of the alternatives A^ , A^ , A2, 
A^ , A/^  and A5 (see Table 12). 
Similar variations were made in the a priori coefficients 
that were used in estimating equation (7.2), consumption 
function for food crops. 
Ao 2^ 3^ \ 6^ 
XI 0.0139 .0094 .0094 .0094 .0094 .0094 .0094 
X2 -.1592 -.1500 -.1500 -.1500 -.1500 -.1500 -.1500 
X 3 .3050 .2790 .2540 .2030 
-.0564 -.0465 -.0564 -.0564 
.0753 .1520 .1010 
y^  -.067# -.0564 -.0564 
Equation (7.2) has been estimated by the RLS method for 
each set of a priori coefficients given by the alternatives 
Table 12. A priori coefficients - simulation tests 
r2 S 
Equation (7.1) 
Al PT = 780.0635 + .8835t + 25.9238di + .4397(PI).T .6194 14.8853 
(101.7837) (.2872) (5.8829) (.1085) 
Ao PT = 717.9924 + .1992t + 25.9069di + .4101(Pi) , .7585 14.7964 
(101.1757) (.2855) (5.8478) (.1079)  ^
Ao PT = 655.9213 f .4852t + 25.8900di + .3806(Pi)_i .8485 14.7877 
 ^ (101.1166) (.2853) (5.8444) (.1078) ^  
A, Pi = 593.8527 -l.l695t + 25.8731di + .3510(Pi) n .8993 14.8596 
(101.6079) (.2867) (5.8728)^  (.1083) 
Ac PT = 531.7815 -1.8538t + 25.8562di + .3215(PT) , .9285 15.0106 
(102.6403) (.2896) (5.9324) (.1094) 
*0 Pi = 634.3751 - .2083t + 24.3988di + .4504(pT) n .7226 15.3026 
Brandow-^  (121.9413) (.1869) (5.9470) (.1033) 
Equation (7.2) 
Al (Cc/N)*= 10.1461 - .0280t + .0805di + .8558(C_/N)fi .9048 .6608 
(7.0803) (.0084) (.2538) (.0694)  ^
Ao (Cc/N)*= 13.2989 - .0141t + .1019di + .8457(Cc/N)în .8877 .6535 
 ^ (7.0021) (.0083) (.2510)^  (.0687)  ^
A3 (Cc/N)»= 16.3303 - .0007t + .1225di + .8359(C_/N)fi .8674 .6474 
(6.9364) (.0082) (.2487) (.0680) 




(.0670) ° '• 
.8141 .6377 














o^> Al, A2, A3, A/^ , A5 and A5. Note that A^  is the set ob­
tained from the Brandow model. These estimators can be found 
in Table 12, 
From Table 12 suppose we choose the alternatives A^  for 
the estimation of equation (7.1) and A^  for the estimation 
of equation (7.2). 
Equation (7.1) 
Aq: (.2361, - 11.3177, 1.271a, .1222) 
Ag: (.1000, -10.3000, 4.4000, .1000) 
Equation (7.2) 
Aq: (.0139), -.1592, .0753, -.0678) 
A^ : (.0094), -.1500, .1520, -.0564) 
In the alternatives (A^ ) for equation (7.1) and A^  for equa­
tion (7.2), the coefficients of income, x^ , have been reduced 
substantially relative to the coefficients obtained from 
cross-section data (A^ ), and the coefficient of price of non­
food (x^ ) has been increased substantially in (Ag) as well as 
in (A^ ) from their respective A^  values. 
It is, in fact, not possible to test statistically the 
accuracy of a priori coefficients. Based on the alternatives 
Aq and A3 for equation (7.1) and Aq and kl^ _ for equation (7.2) 
it seems possible to select a number of alternatives in the 
neighborhood of a true hypothesis or specified alternative 
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each of which would yield estimates of the remaining (sta­
tistically estimated) coefficients in the consumption func­
tions which would be difficult to reject or dispute. This 
seems to be one of the disadvantages of a priori methods 
relative to statistical methods of estimation. 
Suppose one or more specification errors had been com-
mited in the model outlined in equations (7.1) to (7.15)» 
how sensitive are the methods of estimation to such errors? 
We will consider the OLS, RLS, 2SLS and 3SL8 estimators. 
Let us introduce the specification errors in equations 
(7.1) and (7.12). Fox's hypothesis, which we take here as 
the correct one, specified y^  and y2 both as linear functions 
of xi, X2, X3, x^ , X5, y$, and lagged y^  (7.1) or lagged y2 
Suppose that (y^ ).! and (yz)-! have been omitted in the 
specifications and instead some wrong variables and Z2 
have been used in (7.1) and (7.2) respectively. Then we 
have the following relations, 
The intercorrelations among the explanatory variables are: 
E. Effects of Specification Errors 
(7.2). 
= .0364 
S = 31.59 
R2 = .3224 
S = .8021 
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Correct specification; 
Equation (7.1) X5 x^  X2 x^  
(yi)-l .1456 .119a .1086 -.3883 .2180 .2278 
Equation (7.2) 
(y2)-i .1003 .1181 .0589 .1991 .0474 .1352 
Wrong specification: 
Equation (7.1) 
(zi) -.9032 .6764 -.8993 -.7222 -.8717 -.7893 
Equation (7.2) 
(23) -.7112 .573a -.7318 -.3622 -.7403 -.5887 
We find that the incorrectly specified variables z^  and 
Z2 have higher intercorrelations with the other explanatory 
variables in the equations than the true variables (yi)-i 
and (y2)-i had. The problem of multicollinearity in the 
wrongly specified model has been increased. The dependent 
variable (y^ ) has a high correlation with (y^ ).!, 0.8273, and 
the correlation between y2 and (y^ ).! is 0.8576. In constrast, 
the correlation between yi and Z]_ is O.I4O5 and that between 
y2 and Z2 is -0.1634. For this reason we expect to get 
higher multiple correlations when (yi)_i and (y^ ).! are used 
as explanatory variables in the equations. 
The 2SLS and 3SLS estimators of (7.#) and (7.14) will 
also be affected by changes in the set of explanatory vari­
ables. Hence (7.8) and (7.14), along with (7.1) and (7.2), 
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have been estimated and the estimators are presented in 
Tables 13 through 16. 
Table 13, Wrong specification: consumer demand functions 
for food livestock 
Independent 





































(Ci/N) 2^ -11.3177 -9,8185 (I.28I4) it-iih 
-10,30 
(1,056) 









0.7226 0,7902 0,7902 0,7900 
S 15.1306 15.2361 15.2643 15.2315 
d 1,9886 1,9852 1.9903 1.9914 
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Table 14. Wrong specification; consumer demand functions 
for food crops 
Independent 



















































0.6340 0.7049 0.6980 0.6900 
S 0.9161 0.5735 0.5568 0.5570 
d 1.8294 1.3955 1.4038 1.3980 
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Table 15. Prices received by farmers, all commodities 
Independent 
























0.9593 0.9479 0.9500 
S 4.9195 4.7950 4.9500 
d 1.1295 1.1458 1.1748 
Table 16. Net changes in inventories (current prices) 
Independent 























R2 0.9952 0.9939 0.9930 
5 0.0678 0.0774 0.0794 
d 0.7769 0.6934) 0.6724 
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The 23L3 equations of (7.1), (7.2), (7.8), and (7.14) 
have the following variance-covariance matrix and correlation 
matrix of the structural disturbances. 
Table 17. Residual covariance matrix 
*2 "2 "8 *14 
1^ 199.1 1.0630 -35.62 -.2837 
2^ .2821 .7169 -.0029 
ug 22.5100 .0146 
*14 .0054 
Table 18. Residual correlation matrix 
*1 *2 *8 *14 
*1 1.0000 .1419 -.5321 -.2745 
*2 1.0000 .2845 -.0750 
ug 1.0000 .0419 
U14 1.0000 
1, Results obtained from Tables 13 through 16. 
The various estimators in Tables 13, 14, 15, and 16 could 
be compared and evaluated in terms of (1) their statistical 
properties, such as the variance of the estimates, and (2) 
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their consequences if used for policy making. 
In Table 17) we find that the standard errors of the 
coefficients, including the constant term, for mixed esti­
mation are less than those of the 0L3 estimators. The OLS 
estimates for disposable personal income price of non-
foods x^  and price of food crops are not realistic. Ex­
cept for the coefficient of X2, the index of consumption of 
food livestock, the OLS coefficients range from less than 
half to more than three times the size of the a priori co­
efficients. In particular, the coefficient of income as 
estimated by OLS is very low. 
We find that the 2SLS and 38LS estimates for Xj_, X2, x^  
and y^  are very close to the corresponding OLS estimates and 
depart widely from the RL3 a priori coefficients. The effect 
of intercorrelation among the variables x^ , X2, x^ , and y^  
in (7.1) is evidently about the same on the three methods of 
estimation OLS, 2SLS and 3SLS, However, the standard errors 
of the 3SLS coefficients are somewhat smaller than those of 
the 2SLS and OLS coefficients. In fact we find 
to be empirically true in (7.1) for all the parameters. The 
inequality seems to hold good, incidentally, for all the 
standard errors in equations (7.2) and (7.#) as we can see 
from Tables 14 and 15. In Table 16, however, it appears that 
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this inequality is not valid. The standard error of the 
constant term in OLS is 0.0880 whereas in 2SLS it is 0.0969 
and in 33LS it is 0.095#, This is also the case for the 
standard error of y^  in equation (7.14). Further, we may note 
that the variances, 
'^•'^ RLS) < var(#2SLs) 
in both (7.1) and (7.2) (see Tables 13 and 14) are smaller 
for the RL3 than for the 33LS estimates for all but one of 
the parameters that are statistically estimated.^  One limi­
tation of the "extraneous" estimates in RLS is that we do not 
have any estimates of their standard errors. The "extraneous" 
estimates are based ultimately upon Brandow's review of many 
time series and family budget regressions for each of which 
standard errors might have been calculated. But Brandow 
also used constraints based on demand theory to reconcile 
and synthesize results from the various empirical studies 
into his 25x26 matrix of demand elasticities (the 26^  ^
column contains elasticities with respect to income) and 
it would be an extremely laborous task to form quantitative 
estimates of the errors of these elasticities. 
It is worth noting that in (7.1) and (7.2) the OLS, 2SLS 
T^he one exception to this statement is that in Table 
14 we find s.e. (X22) the case of RLS estimation = 0.0878 
and s.e. (xga) in the case of 3SLS = O.O7O3. 
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and 33LS estimates of the parameters constant term, x^, X5, 
(or Xy in equation (7.2)) are in general agreement with 
the coefficients statistically obtained in the RLS esti­
mation. If there had been zero intercorrelations among the 
independent variables, perhaps 3SLS would have come out as 
the best method,^ Although no spectacular differences be­
tween estimates can be found in Tables 15 and 16, the standard 
errors are always lower in the last (33L3) column, 
2. Autocorrelation of the residuals 
In Table 13 we find the Durbin-Watson statistic d > dy 
(at 5 percent level of significance) in all cases. Hence 
there is no evidence of autocorrelation in the residuals 
from (7.1). In Table 14 we find d > dy only in RLS estima­
tion and there is thus no evidence of autocorrelation if that 
method is used. In 0L3, 23LS and 3SLS, d lies between d^ 
and dy. The test is inconclusive if d^ < d < dy and further 
tests are needed. In (7.8) and (7.14) we find that d < d^ 
in all of the estimation methods; hence there appears to be 
a significant amount of autocorrelation among the residuals 
from the fitted OLS, 2SLS and 3SLS equations. Except in 
(7.1) we should evidently investigate the effects of auto­
correlation. The d value is particularly low for (7.&) and 
^Apart from its possible sensitivity to intercorrela­
tions, it is not yet clear whether 3SLS is more sensitive in 
this respect than 23LS. 
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(7.14). What are the consequences of autocorrelation in the 
disturbances? 
If the straightforward least squares method (OLS) is 
applied to autocorrelated observations, there are three main 
consequences: 
(1) We shall obtain unbiased estimates of the para­
meters, but the sampling variances of these estimates may be 
unduly large; (2) if we apply the usual formula for the 
variances of the estimates we are likely to obtain a serious 
underestimate of these variances; (3) the usual t and F tests 
derived on the assumption of no autocorrelation are not appli­
cable; and (4) we will obtain inefficient predictions, i.e., 
predictions with large variances. 
From tables 13, 14, 15, and 16 we find that the variances 
are not unduly large. In a sense the smaller standard errors 
in case of 2SLS and OLS are misleading. In principle, this 
is not true in tHe case of 3SL3, since we are using general­
ized least squares procedures. But if one observes the 3SLS 
calculations carefully, the disturbance matrix "V" used as an 
estimate in 3SLS was the variance-covariance matrix of the 
disturbances of the 23LS equations. 
In Table 1? we can see, for equations (7.1), (7.2) (7.Ô) 
and (7.14) the covariance matrix of the residuals from the 
2SL3 equations; for example, var(u]_) = 199.1 and var(ug 
= 22.5100. The estimates of V might admit errors of auto­
correlation into the 3SL3 estimates, even if we have used 
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generalized least squares in the latter estimates. 
In Chapter III, we derived various results on estimation 
in the presence of autocorrelation. The Durbin-Watson test 
is weak when the lagged dependent variable is used as an ex­
planatory variable in the equation. Exploratory studies by 
Griliches (40) suggest that we should not attach too much 
importance to the d-value. In his paper, Griliches very 
aptly comments that 
It seems to me that it is much more desirable to find 
the economic reasons behind this correlation and 
incorporate them into the model than to pursue very 
complicated estimation techniques designed to deal 
with this problem. The research strategy should be 
directed toward eliminating serial correlation by 
including its causes explicitly within our models 
rather than to devising new methods of living with 
it. 
Griliches e^ (40) also found the Durbin-Vi'atson statistic 
to be very sensitive to extreme values in the data. They 
found that d and the regression coefficients were changed 
substantially when one observation was removed from their 
data. This means that the regression coefficients obtained 
by ordinary least squares are also sensitive to extreme values, 
F, Predictive Powers of the Estimation Procedures 
Conditional forecasts of the endogenous variables farm 
price of livestock yi, per capita consumption of food crops 
Y2i prices received by farmers, all commodities yg, and net 
change in inventories (current prices ) yi4, have been plotted 
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against the actual values of the variables y^, 73, yg and 
respectively. 
If there is an approximate linear relationship among 
the explanatory variables during the sample period, so that 
the estimates of the coefficients found are likely to be 
highly disturbed; and if this approximate relationship 
extends to the prediction period; then the conditional pre­
diction of the endogenous variable for this period, the 
condition being that the explanatory variables are as observed, 
is not affected by the presence of multicollinearity. Thus 
if forecasting is a primary ofjective, then high intercor-
relation among explanatory variables may not be too serious. 
The reason is that many alternative linear combinations of 
the explanatory variables may give relatively accurate fore­
cast of the endogenous variable, even though no one of the 
linear combinations provides good estimates of the structural 
parameters, (see Figures 2, 3 and 4, Appendix B). 
But economists are usually interested in the coefficients 
(estimates of the parameters) for policy making purposes. 
For example, agricultural policy making based on the coef­
ficients of the consumption function of livestock products or 
food crops (equations (7.1), (7.2)) estimated by 2SLS or 3SLS 
although the predictions are reasonable, would be based on a 
serious misrepresentation of the economic structures involved. 
This argument will be more clear if we make an attempt to 
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illustrate the policy maker's problem, using the regression 
equations of Fox's model, 
G. Some Economic Policy Interpretations of Fox's 
Econometric Model of U, S. Agriculture, 194&-1960. 
J, Tinbergen (112) distinguished three types of economic 
policy. They are (1) quantitative policy, (2) qualitative 
policy, and (3) reforms. Quantitative policy consists of 
changing the values of specified instruments in order to 
change the values of the target variables. Qualitative policy 
would typically involve the introduction of a new instrument 
not included in the original set of instruments. Reforms are 
concerned with changing the foundations of a society. Land 
reform in a predominately agricultural society would be an 
example of a change in "foundations". 
We will be concerned with quantitative policy only in 
the following pages. The objectives of this analysis are 
(1) to illustrate the nature of the social welfare function 
of a county where there are three "interest" groups namely, 
farmers, consumers, and the Federal Government (represented 
by the President), (2) to specify a welfare function for 
farmers containing derived numerical coefficients of the 
variables in the function, and (3) to study the effective­
ness of the instruments chosen in increasing the welfare of 
farmers as represented by the derived function. 
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Welfare function of a society; 
The list of elements or components of a social welfare 
function consist of, according to J. Tinbergen (cf. Selected 
Papers, pp. 269, North-Holland), 
(1) individual needs: (a) material (i) general level 
(goods) 
(ii) distribution over 
time 
(b) non-material (education, culture, 
etc.) 
(2) social needs: (a) material (distribution between 
individuals and groups) 
(b) non-material (justice, freedom) 
The individual preferences are usually described with the 
aid of utility functions which express the level w^ of 
utility experienced by an individual, i.e., as a function of 
the goods consumed, x^, and the quantity of productive effort 
made, aj_, both per unit of time: Uj_ = Uj_(Xj^,a). j-
Tinbergen then writes the social welfare function W of 
the society as a sum of the utilities of all persons, or 
groups of persons 
K = % • 
Samuelson (97) also suggest a similar social welfare 
function, but more generally as VJ = f(U^U2 ••• Uj^) where f 
can be linear or non-linear. The simplest and most direct 
approach as R. G. D. Allen (2) suggested would be to assume 
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that individual utilities are measurable (i.e., cardinal) 
and then to add the utilities of all individuals. 
In doing such an addition or aggregation, a weighted 
sum of the U^'s can be considered instead of an ordinary sum, 
Hence the social welfare function of a society can be ex­
pressed as 
where the w^ are the weights assigned by the policy maker. 
Van Eijk and J. Sandee (116) attempted to specify a 
welfare function for the Netherlands in which the weights of 
the function were established on the basis of "imaginary 
interviewing". The "pressure groups" recognized by them were 
(1) labor organizations (2) the government (Queen of the 
Netherlands) and (3) industrialists. 
Some features of this welfare function are: (a) It is 
a most interesting and perhaps the first attempt of its kind 
to derive an explicit perference function and specify an 
optimum economic policy: 
In principle the coefficients of a welfare function 
can be estimated only by interviewing the policy 
makers. They would have to answer a series of 
questions about the marginal rate of substitution. 
For the time being, however, such a genuine inter­
view is impossible. Again, even if possible the 
presumable outcome of the real interview must be 
forecast. 
(b) The welfare function specified is continuous and partial 
derivatives depend only on the variable concerned and not 
i=l 
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others. Although the social welfare function will not be 
linear, it can always be represented by a linear approxima­
tion, at least within a reasonable interval. The presumably 
curved surface of the social welfare function is replaced (in 
the Van Eijk and Sandee model) by a collection of contiguous 
bits of hyperplanes which are assumed to form a convex set. 
(c) The ratios of coefficients in the welfare function are 
"barter terms"; they indicate how much of one target can be 
sacrificed in exchange for a certain amount of another target 
without changing the value of the welfare function. 
Van Eijk and Sandee applied these techniques to a 27 
equation econometric model developed by the Central Planning 
Bureau of the Netherlands. They decided after careful con­
sultations with various experts upon barter terms such that 
against a 100 million (guilders) balance of payments surplus 
could be set 
400 million of government expenditure; 
500 million of investment; 
2 percent increase in real wages; 
1.33 percent decrease in consumer prices; 
0.5 percent increase in employment; 
or 200 million of government surplus. 
The resulting welfare function from these marginal rates of 
substitution is 
SftT = l.O(E-M) + 0.25X0 + 0.20% + 5.0 1r - 7.5Pc +0.20a 
+ 0.50 SQ + a constant. 
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There are 6 targets and 6 instruments vdth limits 
placed on them, Within these limits SV/F is maximized to 
determine the optimal situation, 
H, Decentralized Policy and Nature of the Welfare Functions 
There are three interest groups that we might identify 
in setting up an economic policy model and a welfare func­
tion for the agricultural sector of the United States, They 
are (1) farmers, (2) workers and/or consumers (non-farming 
people) and (3) the United States Government (represented by 
the President), Each of these three groups is assumed to 
have a welfare function. A synthesis of the desires of the 
three groups would generally be required in the actual 
determination of agricultural policy. 
Let Up, Uy^ and Up represent welfare functions of the 
farmers, consumers and President, respectively. The welfare 
functions Up and U^ depend directly on the variables which 
affect the real incomes of the parties concerned. More 
specifically Up can be a function of the income farmers earn, 
production costs in the farming sector and so on. Simi­
larly Uyj' can be a function of the quantity of consumer goods 
available, the prices of food products, and other variables. 
Thus in the welfare function there are some variables which 
represent the targets or aims of the groups, and some vari­
ables which can be used, if they are controllable, to attain 
these goals. Tinbergen classifies the variables that are 
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directly controllable as instruments. The instruments chosen 
in furtherance of Up and may be "conflicting" or "sup­
porting" with respect to one another. 
The welfare function of the public policy maker, Up, 
can be interpreted in two alternative ways. One, according 
to Samuelson, can be expressed as, Up = Up(Up, U^) = w^Up 
+ W2U^, where Wf and W2 are the weights assigned by the 
public policy maker. Secondly, Up can be a function which 
depends directly on variables such as the prices of crops 
and the net income of farmers instead of Up or U;^, Thus 
Up = U(z,,z2) where is the set of economic variables which 
appear in Up and Z2 is the set of economic variables which 
appear in U^, 
In a highly industrialized country such as the United 
States, the surplus of food products and the threat of de­
creasing income for the remaining farm people are two major 
unsolved problems. 
One of the main objectives of United States agricul­
tural policy has been expansion of the domestic demand for 
food products. Since we do not have here a trade model, the 
foreign sector is disregarded. It is interesting to note 
that some of the most important variables affecting the de­
mand for United States farm products are not controllable 
by the officials directly responsible for agricultural 
policy. Such variables are population growth, changes in the 
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level and distribution of consumer income, and variables in 
the foreign sector. 
I. Specification of a Hypothetical Social Welfare 
Functions of Farmers 
We will try to construct a welfare function and illus­
trate Tinbergen's economic policy framework with specific 
targets and instruments. All the economic variables are ob­
tained from Fox's agricultural model presented in Table 2, 
Perhaps the most logical objective of farmers is net 
income (of a desired level). Net farm income is obtained by 
subtracting production costs from gross farm revenue. More 
specifically, net income of farm operators - gross farm in­
come from commodity production plus imputed rental value of 
farm dwellings - current operating expenditure - replacement 
cost of depreciation of farm capital plus inventory changes 
in current prices. 
Equation (7,15) of Fox's model gives the same relation 
in the form of an identity. Hence we have 
715 (target) = Yg + y^g " 711 " 712 + 714 
which will be regarded in the following pages as the social 
welfare function of farmers. 
There may exist some other targets as well in the model, 
but yi5 is the main target of farmers and in order to give 
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primary attention to it (to have more policy degrees of 
freedom) we will consider only one target.^ 
Now, what instruments are available for achieving a 
desired level of net income of farm operators? Livestock 
has always the most important food product group in the United 
States and has a higher elasticity of demand than other food 
groups. Consider the variable X2, the index of per capita 
consumption of food livestock products (supply of livestock). 
Controlling the supply of livestock seems to be a means of 
achieving more income for farmers. There are various ways 
in which the government might control livestock supplies. 
However, such a control of the supply of food should have a 
boundary condition; let Xg be restricted to no more than a 5 
percent reduction below the actual value reported for a given 
quarter in the historical time series. Thus Xg can be taken 
as one of our instruments with a boundary condition on it. 
Price support programs are well known ways of raising 
farm income, at least in the short run. In Fox's agricul­
tural model X13, X]_/^ and x^^ represent such prices for crop 
food products, feed grains and hay, and cotton respectively. 
These three variables are also included among our instru­
ments. 
The complete Tinbergen policy framework is presented in 
Table 19, 
^For example, some groups of farmers are specialized in 
livestock production and would be concerned about the price 
of livestock (P^ ), and so on. 
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Table 19. Agricultural policy model (farmers) 







XI, X3, X^'"X 






The causal ordering of the variables y]_ • • • yj_5 and 
x^ ••• X27 indicated that y^^ (target) belongs to the highest 
causal order of eight. Let us obtain the reduced form equa­
tion of (7.15) to express the social welfare function of 
farmers in terms of the instruments and data. From equations 
(7.9), (7.10), (7.11), (7.12), and (7.14) we get the equa­
tions for each of the endogenous variables y^, y^Q, yn, y^g) 
and y^^. Notice that equation (7.14) has two more endogenous 
variables which will have to be further reduced to yield a 
welfare function with completely exogenous variables and one 
target in it. 
Least squares (or restricted least squares) estimation 
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yields the following equations: 
yo = 0.8532 + 0.9737X16 + 0.10 Ayg + 21.5393x13 
(1.4854) (0.0451) (0.01) (2.0389) 
R2 = .9078 
yio = 0.0550 + 0.9738x19 
(0.0547) (0.0322) 
= .9442 
' ro:hlîh\'o» \klUP' ' 
= .7176 
712 = 0.1596 + 0.7166x22, + 0.0231x22 + 0.159x93 
(0.0389) (0.0708)^4 
R^ = .6550 
yi3 = -0.0143 + 0.6799x27 + 0.6040x25 + 1.0852x26 
R^ = .4645 
Kps = 1 - variaLe(y,3) = 
^14 = i;Sm« \:%6 ^,;0g°0fl4 
R^ = .9952 
But 76 = Yi - V} from equation (7.6). The least squares 
equations for yi and yj are 
yi = 634.3751 - 0.2083X. + 24.3988x5 + 0.4504% - 11.3177x2 
^ (121.9413) (0.1869)4 (5.9470)) (0.1033) 
+ .122273 + 1.2718x3 + .2360x1 
r2 = .7226 
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+ 1.5xjlo + 0'5xil^ 
R2 = .7131 
Ayg = 0.356âAy7 + 0.10l5Axi. + 0.8032Axir ; 
(0.0372) (0.0348) (0.2594) 
y 7 = ^13 + yi-y3 
From equation (7.5) 
75 = 74 + =13 
where 
+ 1.5*10 + 0.5xii 
W = Y\Ç) = yg + y]_o ~ yii ~ Yrz ^  yi4 be written with 
numerical coefficients for the variables appearing in the 
functions: After simplifying the numerical calculations, 
we get the following final form of the welfare functions: 
yi5 = 23.55254 + .00875xi - 0.41966x2 + .047159x3 
- .023107x4 + .904707x5 + .016701x6 - .012867x3 
+ .179006x9 - .048823x10 - .016274x11 + .00223x12 
+ .040211x13 + .010176x14 + .08032x15 + 21.5398x16 
- 18.2681x17 + .9738x19 - .13557x21 - .0231x22 
- .159x23 - .7166x24 + .651958x25 + 1.17136x26 
+ .7338x27 
^The coefficients without standard errors errors refer 
to the a priori coefficients (see Fox (33) and the restricted 
least squares method of estimation is applied. 
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To compare the efficiencies of the four instruments, let 
us introduce an elasticity coefficient, defined as 
E = li_^ 
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where x^ is an instrument. 
From the time series data (194^-60), we know the mean 
values of the target variable and of each of the four in­
struments. The following table (Table 20) can be formed to 
study the effectiveness of instruments in achieving a unit 
increase in the target variable y^^, the net income of farm 
operators. 
We must also notice that there exist some boundary con­
ditions on the instruments. The supply of livestock cannot 
be decreased by more than 5 percent. The farm prices of food 
crops (*13), feed grains and hay (x]^) and cotton (x^^) should 
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not increase more than 20 percent. An increase of by 
more than 20 percent might cause the farmers to reduce the 
supply of livestock. For political reasons the government 
cannot reduce food livestock production by more than 5 
percent. 
Table 20. Effectiveness of the instruments 
xi jk Ml 
Variable Mean TfJ 719 
715 13.1125 
Oi/N 
^2 1.0226 .07798 -.41966 -.03273 
^ca ^13 1.13254 .09013 .04021 .003626 
Pff *14 2.0914 .1540 .01017 .001566 
Pfc *15 0.3242 .02472 .08032 .001985 
From Table 20 we infer that 
(1) A one percent decrease in the supply of livestock 
(C]_/N) will increase net income of farm operators, 
715» by 3.27 percent; 
(2) A one percent increase in (farm price of food crops) 
will increase y^^ by 0.4- percent; 
(3) A one percent increase in (farm price of feed grain 
and hay) will increase yij by 0.1$ percent; and 
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(4) A one percent increase in will increase y,_ by 
1 
nearly 0,2 percent. 
There may exist some interactions in the process of the 
instruments effecting the net income. For example, a decrease 
in the supply of livestock may effect the price of feed grain 
and hay, Pff. The Tinbergen's framework suggested, is only 
of methodological interest, and we make no policy recom­
mendations concerning U, 3. agriculture! 
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VIII. SUMARY AND CONCLUSIONS 
The main objective of this dissertation is to consider 
the relative merits of ordinary least squares, two-stage 
least squares and several simultaneous equation methods for -
econometric purposes. The choice between single equation 
and simultaneous equation methods of estimation should be 
based on proper criteria and the comparisons should permit 
us to answer questions of the form, "Vi/hat will happen to an 
econometric model when the statistician uses procedure A in 
situation X?" Situation X can be a specification error in 
the model or multicollinearity among the explanatory variable 
in an equation. It seems that in the theory of statistical 
estimation the problem of multicollinearity has been given 
less emphasis than it deserves. Controlled experiments are 
often designated in such a way as to produce zero intercor-
relation among the explanatory variables. It also appears 
unlikely that multicollinearity would appear very frequently 
in random samples from multivariate normal populations. 
Frisch (1934)^ was keenly aware of the frequency with which 
high intercorrelations are encountered in economic time 
series. His ideas had considerable influence on leading 
econometricians such as Tinbergen and Stone in the late 
^Frisch, Ragnar, Statistical confluence analysis by 
means of complete regression systems. Klaro Civiltryckeri, 
Oslo, 
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193^*s and early 1940*s but the extent of the multicollinear-
ity problem was underestimated by most economists until very 
recent years. In economics, quite typically there is only 
a single sample of real data in the form of time series. 
Furthermore, it is not an uncommon phenomenon that several 
of the time series variables such as prices, real income per 
capita, and population move upward together and exhibit high 
intercorrelations. As a consequence we have serious diffi­
culties in estimating economic relationships in which two or 
more such variables logically play explanatory roles. Some 
empirical and analytical studies of these problems have been 
performed in this thesis. 
The classical least squares method of estimation has 
been a faithful friend of economists from the times of H. 
L. Moore and Henry Schultz. The beauty of the basic theorem 
on least squares is that it deals with best linear unbiased 
estimates and these properties do not depend on sample size. 
Subsequent to the celebrated article of Haavelmo "on the 
statistical implications of a system of simultaneous 
equations", economists clearly recognized that least squares 
estimates should in principle give biased estimates when 
applied to "structural" equations containing two or more 
endogenous (jointly dependent) variables. The idea of a 
system of structural equations which should be estimated 
consistently and (in essence) simultaneously is a very im­
portant concept of modern econometric model building. 
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There is, however, considerable evidence that the 
ordinary least squares method is still very useful in econom­
ics and cannot be discarded. For example, Fox (31) has 
shown that the least squares estimators of the Klein-Gold-
berger model are not inferior (and may be superior) to the 
corresponding limited information estimators. There are 
evidently some situations in which the simultaneous methods 
even if logically called for, are not able to yield satis­
factory estimators. "The adoption of more powerful methods 
of mathematical statistics is no panacea" (cf. Klein (61)). 
On the other hand, we may find ordinary least squares to be 
a satisfactory method in some logically simultaneous models. 
Klein and Nakamura (65) provide the following example to 
illustrate the explosive tendency of limited information 
estimates in the face of near-multicollinearity; 
Least Squares; 
Lj - Û.25W, = 2.20 - 0.351 -,.042p +,.49 (La).! 
(0.43) (.175) (.03) '• 
Limited Information: 
L, - 0.25V/-, = 4.85 + 11.02i + 5.57p - 0.18 (Lg).!, where 
(23.37) (11.01) (1.34) 
L2 = deflated business holdings of liquid assets, 
W, = private real wage bill, 
i = long term bond yield, and 
p = index of the general price level. 
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In this case the limited information estimates make little 
economic sense; the least squares results are much more 
reasonable. 
We do not by any means imply here that the least squares 
method of estimation is enough for econometric purposes. In 
fact, we can advocate applying the more sophisticated methods 
under conditions properly suited to their success - namely, 
in genuinely interdependent, as opposed to recursive, models. 
In Chapters I through V, we have discussed the forms of 
specification of economic models and presented the techniques 
that are now available for the estimation of parameters in 
econometric models. 
In Chapters VI and VII we have considered the problems 
of multicollinearity and specification error. The data used 
in this investigation pertain to the United States agricultur­
al sector and to an econometric model constructed by Karl A. 
Fox. There are 15 equations (11 statistical and 4 identi­
ties) in the model. Quarterly time series data for (1948-60) 
the 42 variables in the model are used to estimate the 
parameters of the economic relationships. 
Multicollinearity problems were encountered in esti­
mating the consumption function for food livestock products 
and the sonsumption function for food crops. The parameters 
of these equations were estimated by the methods of ordinary 
least squares (OLS), two-stage least squares (2SLS) and three-
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stage least squares (3SLS). In addition to the consumption 
functions, an equation explaining the endogenous variable 
prices received by farmers for all commodities and another 
equation explaining net change in inventories (current prices) 
have been estimated with the aid of 0L3, 2SLS and 3SLS 
methods. 
In demand analysis, cross-section and time series data 
have often been combined. Thus, Stone (103) estimated in­
come elasticities of demand from cross-section data and intro­
duced them as "extraneous information" in time series regres­
sion equations. That is. Stone used such income elasticities 
to adjust year-to-year changes in time series data on food 
consumption for the effects of year-to-year changes in time 
series income; the consumption variables thus adjusted were 
regressed on time series of food prices and other variables. 
Fox's consumption functions have also been estimated 
after certain coefficients were imposed on the basis of "a 
priori" information. Fox aggregated G, E, Brandow's model 
of consumer demand for food to obtain this a priori infor­
mation, This method of estimation is called "Restricted 
Least Squares" (RLS) and is the same as "conditional regres­
sion" in the notation of Wold and "mixed estimation" in the 
notation of Theil and Goldberger (109). 
Klein and Nakamura (6$) proved that, in general, two-
stage least squares estimators will be more sensitive to 
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multicollinearity then are the OLS estimators. We have not 
been able to find evidence to this effect in the eraprical 
values of our estimators. Also, neither were J3LS estimators 
found to be more sensitive to multicollinearity in these equa­
tions than were OLS or 2SLS estimators. It seems that in 
the presence of high intercorrelations between the explana­
tory variables OLS, 23LS and 3SLS methods are, in these 
equations, affected about equally. As a result none of these 
methods can give us reasonable estimators of the structural 
relations we are seeking. We have also found RLS estimation, 
using a priori information on some coefficients, to be the 
most efficient and perhaps the only suitable method for ob­
taining structural coefficients in the presence of the de­
grees of multicollinearity found in the two food consumption 
equations. 
The predictive powers of the OLS, RLS, 2SLS and 33LS 
equations were also compared. In most cases, it was observed 
that while the equations (other than RLS) gave poor esti­
mates of the structural parameters, the conditional forecasts 
yielded satisfactory results (see Figures 2, 3, 4) for the 
194^-60 period. 
If the estimates of the parameters in a relation make 
economic sense, a reasonably good forecast can be obtained 
from that equation. However the converse does not follow. 
One can perhaps predict very well with a structurally wrong 
equation so long as there is no major change in the real 
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structure. But a major change in the structure will almost 
certainly reduce or destroy the usefulness of such equations 
even for forecasting purposes. 
In Chapter VII, an attempt has been made to study the 
relative sensitivity of the 0L3, RLS, 2SLS and 3SLS esti­
mators when a specification error has been committed. The 
specification error has been introduced in the model by 
omitting an explanatory variable in each of the consumption 
functions for livestock and food crops. The effect of the 
specification error unfortunately could not be separated from 
that of multicollinearity. Their joint presence in the 
equations complicates the analysis. 
The joint presence of two or more obstacles to estimation 
seems to be another problem which has not been emphasized by 
econometricians. In our particular example, the joint occur­
rence of two obstacles to estimation, multicollinearity and 
specification error, provided us with a better estimate of 
one important coefficient than did estimation in the face of 
only one obstacle. But this had best be attributed to chance. 
A modest attempt has been made to interpret Fox's 
agricultural model as an economic policy model (in the 
Tinbergen framework). A hypothetical social welfare function, 
for farmers has been numerically specified with the aid of 
some regression equations. But further exploration along this 
line would take up beyond the intended scope of this thesis. 
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GENERAL FEATURES OF THE STROUD-ZELLNER-CHAU PROGRAM 
FOR COMPUTING TWO- AND THREE-STAGE LEAST SQUARES ESTIMATES; 
CONTROL CARDS AND DATA INPUT 
The program can be conveniently regarded as performing 
two sets of calculations. In the first set of calculations, 
each endogenous variable, y-p, p = 1,2,**',M, of the system 
is regarded on all the predetermined variables (or selected 
subsets of these variables) to yield unrestricted least 
squares estimates of the reduced form system. Coefficient 
estimates, standard errors, squared multiple correlation co­
efficients, etc., are outputs of this first set of calcu­
lations. 
The second set of computations in the program yields 
either 2SLS estimates or 2SLS and 3SLS estimates, and assoc­
iated statistics, including an estimate of the structural 
disturbance terms' covariance matrix whose elements are given 
by the expression in equation (4.32). As pointed out above, 
the inverse of this matrix is employed in computing 3SLS 
estimates. In addition to the 3SLS coefficient estimates, 
standard errors, and an estimate of the coefficient estimator 
covariance matrix is provided. 
The input deck of control cards and data cards are 
arranged in the following order: 
Title card 
Master control card 
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Format card for the raw data involving n variables 
Deck of raw data cards 
Equation control card for the first equation in the first 
set of calculations^ (i.e., unrestricted reduced from 
equation estimation) 
Equation control card for the second equation in the 
first set of calculations^ 
Equation control card for the (last) equation in the 
first set of calculations^ 
Equation control card for the first equation in the 
second set of calculations^ 
Equation control card for the (last) equation in the 
second set of calculations^ 
Card with a 9 punched in column 1 
Blank card. 
The control cards are to be punched as follows: 
I, Title card; 
Col. 1 of the card must be blank; Col. 2-80 may contain 
any alphanumerical title which will be printed at the top of 
each page of output. 
^The calculated values of the endogenous variables from 
the reduced form equations which are employed in computing 
2SL3 and 33LS estimates are addressed as the n+l, n+2, etc., 
variables. 
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II, Master control card; This card is punched as follows; 
1-7 Any identification (or blank) 
è Number of FOMAT cards to read 
9-10 Number of equations in 1st set of computation 
11-13 Number of variables in data 
14-15 Number of equations in 2nd set of computation 
16-ia Sum of (9-10) and (11-13) 
19 A 1 causes printing of the matrix of correlation 
coefficients among all the variables (including 
the calculated values of the dependent variables 
in the first set of computations) 
20 A 1 causes printing of the estimate of the 
structural disturbance term covariance matrix, 
((Spp1)) 
A 2 causes printing of the structural disturbance 
term correlation matrix, ((Spp,/ Spp Sp,p, )) 
A 3 causes printing of both these matrices 
21 A 1 causes termination of computation after 2SLS 
estimates have been obtained 
A 0 causes computation of 3SLS estimates 
22 A 1 causes printing of the covariance matrix of 
the 3SLS coefficient estimates 
A 2 causes printing of the correlation matrix of 
the 3SLS coefficient estimates 
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A 3 causes printing of both of these matrices 
27-30 Number of observations 
31-33 Total number of independent variables in 2nd set 
of equations (each constant terra is counted as an 
independent variable) 
III, The equation control card : 
Col. 
1-8 Any alphanumeric identification to identify 
the equation 
9 A 1 causes the printed output for the equation 
to be started on a new page 
10 A 1 causes the means and standard deviations for 
the raw data corresponding to this equation to be 
printed 
11 A 1 causes printing of the covariance matrix of 
the regression coefficients 
A 2 causes printing of the correlation matrix of 
the regression coefficients 
A 3 causes printing of both of these matrices 
12-16 Blank 
17-18 The number of independent variables in this 
equation^ 
I^f the constant term is to be included in the regression 
it must be counted as an independent variable and must be in­
cluded in the list of independent variables starting in 
column 21. The constant term is designated by variable number 
0. 
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19-20 The number 
appears in 
21-22 The number 
23-24 The number 
(A maximum of 30 
of the dependent variable (as it 
the raw data) 
of the first independent variable^ 
of the second independent variable 
independent variables is permitted) 
^Ibid. 
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XII. APPENDIX B 
« 
Figure 1. Restricted least squares prediction 
of Y, 
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Figure 4. Three-stage least squares prediction 
of Y, 
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