Introduction
Although Hall thrusters have been in development since the 1960's, several questions regarding their physical operation still remain. One of these questions is about the nature of high-amplitude low-frequency (tens of kHz) discharge oscillations. These have been observed and documented in many publications [8] [11] . Also, several theories about their physics have been put forth [8] [10] .
In Japan, very interesting work has been done numerically modeling Hall thrusters. An electron Particle-In-Cell (PIC) simulation was constructed which accurately predicted plasma distributions [4] . A similar approach was also used to simulate azimuthal drift waves [4] .
Since 1992, a group at MIT has been developing numerical simulations to help understand the complicated dynamic physics of Hall thruster plasmas. Lentz [12] used a one-dimensional numerical model to accurately predict the operating characteristics and plasma parameters in the acceleration channel of a Japanese Type II Hall Thruster [2] . Fife [5] extended the effort to two dimensions with Russian SPT-type geometries.
Throughout the development of the two-dimensional numerical model, oscillations have been observed. In particular, a low-frequency discharge oscillation consistently appears at many operating parameters. This paper describes the dynamics of this oscillation, and attempts to correlate its behavior with a physical theory. In addition, a new model for electron-insulator interaction is discussed, which has yielded much improved electron temperature predictions.
Previous Work
A two-dimensional numerical simulation, similar to the type described before by Fife [5] [6] [7] , is used to sim-'Ph.D. Candidate 'Professor, AIAA Fellow *Ph.D. Candidate ulate the dynamic behavior of plasma in a Hall thruster acceleration channel and plume. Electrons are modeled as a Maxwellian fluid, while the heavy species are treated with a modified Particle-In-Cell (modified PIC) methodology. Collisionality is limited to electron-neutral ionization and wall recombination. The overall scheme may be called "hybrid-PIC" since both fluid and PIC methods are used self-consistently. The PPU is modeled as a perfect constant-voltage device, varying current instantaneously to achieve the specified discharge voltage.
Modeling Wall Effects
One important enhancement to the previous model is the detailed treatment of plasma interaction with the insulator wall. Previous models [5] assumed a zero or constant secondary electron coefficient, predicting the electron energy flux to the wall to be small. This caused high predictions of T e just outside the accelerator channel. The following theory is a more detailed approach, parts of which have been published in Russian literature [15] .
When an electron impacts a solid surface, it may be scattered back either elastically or inelastically. A portion of the transferred energy passes through a series of collisions to other (secondary) electrons, some of which are emitted from the solid. [16] This process may represent a significant energy loss at temperatures for which the effective emission coefficient for secondary electrons approaches unity.
Previous versions of the code assumed a secondary electron emission coefficient of 0.6. [12] [5] However, experimental data show that the ratio of secondary to primary electrons 5 is a function of electron energy which exceeds unity at a few tens of eV (for insulators). From Ref [17] :
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. _B o = --:---:--fa A& (1) primaries where A = 0.141 and B = 0.576 for Boron Nitride, and E is the mono-energetic electron energy (< 30eV) measured in electron volts. We modified the code to account for this energy dependence.
We start by making the approximation that an ion attracting sheath is present whenever $ w < 0 (not quite true for small <b w ) The freestream electron number density is adjusted for the wall potential $",, arriving at a Boltzman distribution in the sheath:
The primary electron distribution function is Maxwellian with temperature T e and density as given by Equation 2:
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The primary electron flux to the wall is
where Ce is the electron mean thermal speed. The integral
yeields the secondary electron flux T se c = r e <S e // and the effective secondary emission coefficient S e ff in the form (using Equation 1): For the case of the ion-repelling wall, the neutrality condition requires that S e jj ~ 1. Since secondaries must now overcome the sheath barrier to escape into the plasma, the (slightly positive) wall potential is:
and T e > 16.64 eV. This is of order T ae c, i-e. no more thañ leV.
An equation for electron energy lost to the wall and sheath is obtained by integrating the primary and secondary electron energy fluxes across Maxwellian distributions:
where wx is the primary electron velocity component normal to the wall and where a/ is the velocity of the secondary electrons assumed to be Maxwellian at temperature T se cThe integral yields: 
where j e = en <~« c r . Graphs of these functions are shown in Figure 1 . Notice the sharp change in the character of these curves in the region around T e « 16 eV. The sheath reaches a maximum negetive voltage of about 50 eV at T e « 13 eV, but collapses to zero by T e « 16.5 eV. There is little heat loss for T e < 16 eV, but q w develops rapidly beyond this.
When implemented, this acts like a "bang-bang" temperature control system. As the electron temperature along any magnetic streamline approaches or exceeds 16.55 eV, wall losses increase dramatically, pulling the electron temperature back down. Because we assume infinite electron mobility along magnetic streamlines, this limits the electron temperature in the simulation to about 16.55 eV.
The secondary emission coefficient is also important when considering cross field electron transport. The low energy secondary electrons are considered to start from rest in crossed electric and magnetic fields. Electron velocities in the axial and azimuthal directions will be, respectively: 
The guiding center of this motion is located Ax closer to the anode than the initial emission point:
Thus, the secondary electrons "step" toward the anode with a step size of Ax. It takes the secondary electrons one quarter Larmor cycle to travel this distance. This amounts to increased electron mobility in the axial direction near the wall.
The excess flux is localized to a distance Ar from the insulator wall determined by the mean ejection velocity in the radial direction U T and the time At required to execute the first Larmor quarter cycle.
where
The total number of secondary electrons per second crossing an axial plane beginning at the wall and ending at Ar will be equal to the number of secondary electrons per second emitted in the wall area extending Ax downstream in the axial direction. Thus we estimate the axial flux in the wall region to be:
p., = «.,,£
Writing flux as the product of E times a "mobility" fi, wa ir.
and averaging over the cross section, including emission from both walls seperated by a distance h, we can say 1 T e < 16.5eV
T e > 16.5eV
This is equivalent to ordinary collisions with molecules at frequencies T e < 16.5eV
16.5eV
which is related to the inverse of the electron time-of-flight between walls. We factor this into the code by by tracking the secondary electron flux across a region of wall, and adding that flux into the local electron conservation equation.
The additional electron conductivity gained by the nearwall term accounts for the "anomalous" conductivity, as proposed by Morozov [14] . Although the wall conductivity here is found to be ~ 1/.B 2 instead of ~ 1/5, the magnitude is appropriate to allows the use of a strictly classical electron mobility formulation. Bohm-Iike anomalous conductivity terms are, therefore, not present in this model.
Numerical Results
The thruster geometry and operating conditions are taken to be those typical of an SPT-lOO-class thruster operating on xenon propellant: fn = 5mg/s, Vj. = 300V. The magnetic field distribution is pre-computed and assumed fixed, with a peak of approximately .OlSTesla.
Given an initial condition, the numerical simulation is allowed to execute until the mean values and the lowfrequency oscillation amplitude and frequency reach limiting values. This requires approximately 10,000 iterations at a time step of 5 x 10~8 seconds. In real time, this takes 20 hours on a DEC Alpha workstation. Figure 2 shows I a , lionize, and /(, over a typical oscillation period, where I a is anode current, lionize is the total rate of creation of ions in the system, and /t is the extracted beam current. The difference (/ionize -Ibeam) = Ii,waii is the ion current which recombines at the insulator wall. Averaging over several periods, Ii, W aii « -7A. 
Analysis of Oscillations
The frequency of oscillation, from Figure 2 is 11.1kHz.
This differs from the experimentally-observed frequency of the SPT-100 (30kHz), but has the same order of magnitude. As will be seen later, the difference is likely to arise from some underprediction of T e in the ionization region.
We will focus here on results from the numerical simulation alone without making an attempt to fully connect with experimental data. As can be gathered from the sequence of Figures 7 through 16, no detectable traveling wave is present. The oscillation observed is due to either a linear standing wave or a nonlinear limit cycle.
A standing wave pattern may be due to a resonating ionization interaction between ions and neutrals. To examine this case, we can begin by considering a region where the ionization rate is strong as a homogeneous "box" of length L. Neutrals arrive with a rate n n V n , but few leave. Ions leave at the rate UjVi, but few arrive on the upstream side. Ionization occurs inside the box at the rate f (T e )nin n -We can now write conservation equations for both species as, From this, it can be seen that, since V n « Vi, the degree of ionization must be low hi this region.
To first order in c, and using Equations 31 and 32, ,on n ,
which can be written in the equivalent form, Taking average values from the region around the peak ionization zone (PI in Figures 3 through 5) , nt = 8.2 x 10 17 m~3, n n = 1.9 x 10 19 m~3, and hi = 2.8 x 10 23 m~3s~1, fi is calculated to be llkHz. This correlates almost exactly with the discharge oscillation frequency shown in Figure 2 .
The nonlinear Equations 27 and 28 also exhibit periodic motion with nested trajectories, as can be verified numerically. Notice the strong similarity of this model to the "predator-prey" dynamics, known to yield feast-famine population cycles in closed two-species habitats.
To compare the theory with other cases, the simulation was also executed with propellant flow rates of 2.5mg/sec and Wmg/sec. The discharge current characteristics for those cases are shown in Figures 19 and 20 , respectively, having frequencies of 9.1kHz and 13kHz. Once again, when computing fi from average values near the peak of ionization, the result is quite close: 10kHz and 13kHz, respectively. Additionally, the simulation was executed at 
Conclusions
The two-dimensional numerical model has become useful in analyzing the physics of Hall thruster operation. Using a predator-prey formulation of ionization dynamics, a model was constructed which agrees closely with numerical observations. The frequency of oscillation is predicted to be proportional to the ionization rate constant and to the geometrical mean of the ion and electron densities.
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