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It is well known, that under the condition LAN and some more regularity conditions, the 
process of log-likelihood functions converges weakly to a degenerate Gaussian process (the 
trajectories of which are straig,ht lines). In the non-regular case considered by several authors 
[I, S] the limiting process is non-degenerate and characterized by the covariance function 
R(t, s) =&j” + 1st’ -it -sj”). In the present paper, we derive several properties of this process 
with relevance to applications in statistics. 
In particular, a bound for the risk of equivariant estimates is given and the maximum likelihood 
estimate (ME) is shown to be well defined. The calculation of the exact distribution of the 
MLE is left as an open problem. 
I 
Process of a posteriori-densities equivariant estimates 
non regular case maximum-likelihood 
Gaussian processes estimates 
-- 
Let 9) = {PO ] 0 E 6,) be a family of mutually absolute continuous probability 
measures on a probability space (a, ‘3). We assume that the parameter space 0 is 
an open interval of the real line. Let {a,,} be a sequence of positive reals decreasing 
to zero and let & be a fixed element of 0. We denote by Y”(t) the log-likelihood 
process at the point &, i.e., 
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d”(P,,,, P,,,,) where d denotes the: Hellinger-distance. 1Jnder LAN the limit 
(1.1) 
exists and equals t2. 
For a wide class of non-regular (i.e., non-LAN) cases, the limit (1.1) still exists 
and the limiting distribution of Y, ( l ) is still Gaussian. But the function b(t) (which 
must satisfy b(ts) = b(t)&(s)) is of the form b(t) = It]” for 1 <p < 2. In those cases 
the covariance function 1;(  l ,a ) of the limiting Gaussian process Y( 0) satisfies 
R(s, t) = const.$((t(’ + IsI” -ii -91”). (1.2) 
If we set p = 2, yqe have the covariance of the LAN-case. The expectation of Y(t) 
equals - $1;! (t, t) (as in the regular case). As an example where a covariance 
structure (l.2) occurs, take for PO the measures on IRP with Lebesgue-density 
C(a) exp{/x - @}(x < 1. This family of measures was considered by Prakasa Rao 
[9]. In this case the choice S, = n-l/’ is appropriate and p = 2a, + 1. For details 
concerning the non-regular case see [lo]. We shall derive, in the sequel, several 
properties (If the Gaussian process Y ( l ) with covariance given by (1.2) and exIecta- 
tion - $R (t, t). Special attlention will be paid to those properties which have statistical 
importance. Let us clarify what we mean: Suppose that T, is an estimator for 8, 
which is based on the log-likelihood process Y,( a), i.e., T, = T( Y, ( 9)). Very often 
one can prove that the asymqtotic distribution of T( Y, ( 0 )) is that of T( Y ( l )) using 
a weak convergence argument. We shall therefore be interested especially in thz 
study of equivariant (in par:icular, maximum likelihood) estimates based on Y( l ). 
2. T recess X(t) 
Let X(t), t E R be a 
E(X( t)) = 0, 
wwX(s)) 
real separable Gaussian process with the moment functions 
R (t, s) is strictly positive definite as will be proven in Lemma 1. Since E(X(t) - 
X(s))‘= 1 - I” h p t s , t e recess X(t) has stationary increments and a continuous version 
for p :> 1. It is interesting to remark t 
in Pickands [S] in a completely different context. If p 
case, I< p < 2. 
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. The family of functions { fi 1 t E R} 
if,(x) := Ix - tl” - ;xy, 0 <: CY < 2’, 
belongs to L2(lf$ dx). We haoe further: 
(i) Every finite su&set fi,, . . . , fi,, with pairwise different ti is linearly independent, 
(3 IfAx)f,(x) dx = C’@(ltl” + Isl” - It -sl”> wherep = 2a + 1 and C(p) isapositive 
constant. 
Therefore R(t, s) is mictlq’ positive definite for 1 <p < 2 and X(t) has the rep=- 
resen ta tion 
X(t) = (2c(p,)--“2 
I 
(Ix - t]” - 1x1”) dW(x) 
( W(x) denotes the SGener-process as usual ). 
Proof. We remark that the ft( .) are all continuous. The concavity of ]xl++l” 
implies that 
1 f,(x)1 < cut[min{lt -xl, Ixi}]“-l. 
Since 2(a - 1) i -1 we see that ft( 9) E L’(R, dx). Let us assume that (i) is untrue. 
Then there are to, tl, . . . , tn and PI, . . . , Pn such that 
It is easy to see that the functions fi(x) are differentiable except for x = 0 and x = t. 
If we denote by D+(f)(t) the right-hand derivative of f at t, it is true that 
D+( ft,)([tO) = +c#, but IC piD+( ft,)(to)l < 00. This contradiction to (2.2) establishes (i). 
The equation (ii) can be found as follows. Let 
C(2cV+l)=$ (IX - II* - 1~1~)~ dz 
If we substitute y = tx we find 
We have further thr%t 
(2.3) 
ence the assertion (ii) follows fro 
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The processes X(t! for 1 up G 2 also have a different characterization as given 
in the folIowing lemma. 
2, Let X(t), t E R, be a real Gaussian process with zero expectation and 
continuous covariance function I?. _I? is of the form (2.1) if and only if the following 
conditions are satisfied : 
(i) E(X*(O)) = 0, E(X*(l)) = I; 
(ii) X( l ) has stationary increments; 
(iii) For ail A z 0 we haste 
corr(X(t), X(S)) = corr(X(ht), X(hs)) 
(corr denotes the correlation ) ;
(iv) E(X*(2)) 3 2. 
Proof, It is clear tha.t the process (2.1) fulfils (i)-(iv). Suppose now that (i)-(iv) is 
fulfilled. Let r(t) = E(X*(t)). Because of (ii) we obtain 
E(X(t)X(s)) = &r(t) + r(s) - r(t -s)i. 
If we set t = in and s = 1 in (iii), it follows by induction that, for integer m 
r(mA )I = r(m)r(A). (2.4) 
BY a standard argument this is also true for rational and by continuity for real 
m. Hence 
r(t) = Itl” for p > 0. 
We can exclude the case y > 2, since (s, t) + It - slP’* is not a metric on II3 in this 
case. The case 0 <p (: 1 is exikuded by (iv). 
. The properties (i) and (ii) have their motivation in the fact that X(t) - $/tl’ 
can bm r lIti‘epresented as r:he limiting log-hketihood process of a location parameter 
familjl. But also the property (iv> has a statistical background. Let us consider a 
location parameter family fi(x) =f(x - t) where f is a bounded density. Let 
t,b(u) = (\lfo-Jf(x))* dx. (2.5) 
tinuous (cf. [6, Theor 
en by (1.1) be well e show that if f is unimodai, then 
Let 0 be w.1.o.g. the mode of f and let s = f(0). Let E > 0. 
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If we take a t su.ch that ItI < &/2 it follows, that 
and also 
~I~~-Jf~(x-t)l+lJ~~-~f~(x)l. 
Using the inequality (I&I + l6))2 > a2 + b2 we get 
IlJfo- JfE(x)llI~2lIJf,(x-t)- JfE(& 
For ((/E (which is defined in an analogous way from fF as 4 is from f) we therefore 
have 
,(2)=,~>2. 
E 
The assertion now follows by letting E go to zero. 
We now turn to the sample path properties of X( l ). We have already seen that 
the trajectories belong with probability 1 to C(R), crl~- space of real continuous 
functions on R. 
Lemma 3. L/et X( 9 ) be th(e Gaussian process given by (2. I ). For 0 c p < p/2 there 
is a Htilder-continuous r.)ersion of X with exponent p. For y BP/~, X( l ) is nowhere 
Hiilder-continuous with exponent 7. 
Proof. The first assertio!l follows from [4, Corollary 2.31. 
It is enough to prove the second assertion for each parameter interval [0, T]. 
Lety~p/2and&>Osu.:hthatE<2-pand2P(1+&)<4.Ler:furtherS,=Tn-’1’F’ 
and 
Uk=S~P’2(X(lcSn)-X((k-1)6n)), l&z&+‘. 
The process { &} is stationary Gaussian with E(Uk) =-z 0 and rk = E(Uk+ 1 W> =: 
&I/C + 11” + Ik - 1.1’ -2lkl”). 1: particular we have 
Let further 
;= sksn”. 
(k-l)n<iskn 
50 
I 
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We shall show that for every K > 0, (B,) +0. This is enough since the set of all 
0 for which X(t, O) is somewhere y-Holder continuous with [0, T] is contained in 
UKENlirn, wp &W. 
Due to the stationarity of { Uk} we obtain 
(B,) = P[ ij {v;: s K8!:-Dq 
k=l 
{ v;f s Ks’,y-“‘2’}, 
A well-known result of Berman [2] implies that 
(2.7) 
where @ is the standard normal p.d.f. Now let 0 < 8 c 2 - p - E. 
Inserting Un = X ( / 2 -8) log; into (2.7) and using (2.6) we find that 
n’iP{ t’;f ~EU,}--[@(U,)]~]=O 
= o(1) 
because of the choice of S and E. 
Since for every K >O there is an N > 0 such that, for n NV, KS!;y-p’2) s un it 
follows that for these n 
(V;t d U,tj = n’[@(U,)]” +0(l). 
sing the estimate 
( 1 e 
- u2/2 
@(u)s l-- 
VT- 
-(1-u-2) , 
71 u > 
it is easily seen that 
a ence the proof is complete. 
. Let p,, be the m sure induced on C[- T, T] by the Gaussian process 
cot(ariance $ f tt” 6 -It -sl”). If p1 # p2, then p,, is orthogonal to pm. 
2. Let Cy the set of all 
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Lel X(t) be a continuous ve3ion of the Gaussian process with covariakzce 
structure given by (1.2) defined on some probability space CO, 3, P). Then, for P 
alanost ail w E 0 there is a C(o) < 00 such that 
lX(t,w)lSC(o)&*a(t), --oc:,<t<q (2.8) 
where 
a(t) = 
log log log t 
1/2+ (2 log log t)“*. 
2(2 log log t) 
Proof. The process X(t) has the same distribution as X(-t) and -X(t). For this 
reason it is sufficient o show that 
Xft)GCP2a(t) for lWtmoo. (2.9) 
Let 
V(rl) = X(e”)/exp{&p), 0 < u r: 00, 
and note that V(u) is a stationary Gaussian process with autocovariance 
r(u) = $(eW’/* +e-W’/* _ le”/’ _ e--lJ/*(P)_ 
Since r(u) log(u) = o(l), it follows from a well-known result of Berman [2] that the 
max M(O) = maxOssGU V(s) satisfies 
lim sup 
2(2 log u)“*(M(u) - (2 iog u)l’2_! = ~ 
log log u 
a s 
. . 
u-r00 
Hence for almost all w E n there is 3 C(W) such that 
V(u) s c ( log log u 2(2 log u)1’2 -; ;i ;t:g u) l/Z! ) , OSUSCQ 
Substituting back, 
X(t) = tp’* V(log t), 1 G t s cx), 
and we get the inequality (2.9). 
As already noted in the introduction, w 
sian process define 
t). 
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Proof. The path-continuity of Z( l ) is obvious. According to the assertion of 
Theorem 5 we have 
Zft) d exp{C)@‘a 0) - fltl”}.. 
t-hand side of this inequality belongs to L’(38, dt) whence the result follows. 
Based on this result the process 
I 
,a0 
(t, w) + &t, o) = Z(t, w)/ . Z(t, o) dr (3.1) 
’ -00 
is well defined. We call it the process of a posteriori-densities. It plays an important 
role in the asymptotic thtaorv of maximum likelihood and I3ayes estimation. 
We first answer the question of how the translation operator on IFI! acts on the 
paths of Z. 
eorem7. LetZ,(t)=Z(t-s) and 
J 
03 
&(t) = Z&)/ Z,(t) dt. 
-02 
Let p, be the measure induced by &( l ) on C&R). Analogously let po be the measure 
induced by g( l ). Then 
and 
d&dpS = exp{X(s j - $1”). 
Proof, Let 6 = exp(X(s) -$l”}. Then $ * 0 and E(e) = 1. Hence 9 defined by 
dp/dP = 6 is a probability measure on (a,%). We denote by 2(X(t) 1 P) the 
distribution of the process X(t) when the underlying probability measure is P. 
Well-known general theorems on Gaussian processes now imply that 
@ =Y(X(t)+R(t, s)IP), 
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The processes 
X*(t)=X(t)+~JSIP-~lt-Sl~ and X*(f) =X(t)--X(s)-fit-~1” 
differ only by a constant and hence the processes &(t) and &(i) defined by (3.1) 
are identical. Hence by (3.2) and (3.3) 
S@(t) I P) = 2(2&) I P), 
which proves the theorem. 
Let 9 be the set 
w.r.t. Lebesgue measure on R!. 
s E R the equation 
of all continuous densities of probability measures 
A mapping T : 9 + IF3 is called equiuariant if for all 
IQ(*))= T(x,(*))-s: 
holds true, where x,(t) = x (t - s). 
x(*k% 
Lemma 9. Let W: lb R be a bounded Bore&measurable function and T be 
equivariant. Then for the process i( 0 ) the following equation hoUs : 
W(T&))-sjii(s) ds 1 = E[W(T(&)))I. (3.4) 
Proof. We first note that 
and hence Fubini’s theorem is apglkable on the left-hand side of (3.4). We get 
[I 
rg 
E W(T(&))-s@(s) ds 1 = 
--co -1 
= /m W(r(i(s))-s)(I~ Z(u) du) --‘Z(s) dP ds. 
-w --3o 
Theorem 7 implies that 
where dP, = Z(s) dP. Also, the equivariance of 7’ and the fact that 
Z(f) = Z(t,/m> 
imply 
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The integration of (3.5) with respect to ds and a further application of Fubini’s 
theorem now establish (3.4). 
Lemma 9 gives us the possibility of corliparing the Bayes risk of IBayes estimates. 
ayes estimate for the loss function W’ and prior measure ds is defined to be a 
point T(& l )) where the function 
I 
CC 
I+ W(t-s@(s) ds 
3 ._a 
attains its minimum. 
orollsry IQ. Let ‘WC . ) be a bo,gcnded loss function and T, S two equiuariant estimates. 
If 
T 
then 
W(T(&))-s)i(s)dsg w(s@( q) - i@(s) ds P-a-e., 
- 32. 
fO’&. z Immediate. 
4. e m~ximun~ likelihood (ML) estimate based on 2 
In this sf:ction we study the distribution of the point T(o) where i( l , w) attains 
its maximum (maximum likelihood estimate). Note that T is also the maximum 
point of Y( . ) and that it is equivariant. Lzt us Idenote by A the set of all functions 
) with a unjque maximum. The following result is the basis for all further 
considerations. 
all. LetX(*),X(*),X+).... be stochastic p,rocesses with paths in C(lF3). 
{Xb+d!)= 1 foralin 
l ) weakly in C -K, K] for eaery K, then 
il 
--=+ ) ~con~er~,~~ce in distribution ) 
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roof. Using the Skorohod-Dudley method we construct new processes X*, Xz 
whic!h are equal to X, X,, in distribution and satisfy X,* -+X* with probability 1. 
Then T(Xz ) --) 7’(X*) a.e. and this implies the desired result. 
T!ie next theorem shows the existence of the ML estimate based on 2. 
2. l%e trajectories of Y (6) == X(t) - $1 tl” belong to JU with probability 1. 
Proof. It is enough to prove that for all T,, Tt >O, for all continuous functions 
g(t) and for 11 a pairs of rational numbers (ri, rz) with rl< r2 
P max ix(t) -g(t)} = 
-‘r,GrS:r, 
Because of the stationarity of the 
As in the proof of the Theorem 
X(e’) Jept’2 with covariance 
max {X(t) -g(t); = 0. 1 (3.6) 
r2stsT2 J 
increments we can assume w.1.o.g. that T1 = 0. 
5 we introduce the stationary process V(t) = 
R(t) = geP’/2 + e-Pf/2 _ let/2 _ c-r/7P)* 
Since R (t) = (J(e-‘r’(1ep’2) ), it follows that V( a) has a spectral density f given by 
f(x) = s_“m R(t) eitx dx. After some tedious calculation we find that 
P 
00 
f( ) c 
2j 1 
x --p(p-1)(2-p)“‘(j-1-p) 
=p2/4+x2-j=1 j2+x2 j! 
and 
f’( ) 
-2xp 
x 
4jx 1 
= (p2/4 +x2)2 +z 
-PCP - 1)(2--p) 0 l l (j- 1-p). 
+I (j2+x2)2 j! 
It is not hard to see that xf(x) ~0 and hence “every interpolation is imperfect” 
(see [3, Example 2, p. 1381). Let si := In ipi, i = 1, 2, 
We now introduce the processes 
V(u), u <SIP l/n, 
s1- live <: M C Sl, 
v; ,‘la) = V(u), Sl s u ss2, 
(u), s2-+-1/n=h2. 
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NOW 
max (hP2V~ (u)-g(e”))-max (u”~V~ (u!-g(e”)) = 
USSI u as.7 
= u, + U2 + max [LP’~ Vz (u) - g(e”) - sf2 VZ (ISI) -g(h)] 
USSl 
- max [it P’2 Vz (u) - g(e”) - sz” VE (s2) - g(r2)]. (3.7) 
USS2 
Since U1 is independent of the other random variables appearing on the right-hand 
side of (3.7) and has a nondegenerate normal distribution we can conclude that 
the left-hand side of (3.6) has a density w.r.t. Lebesgue measure and hence 
P max(u”l’V~(~j-g(e’4)j-;r.~(U’/ZV:(fi!)-g(eu)=0 
1 
=O. 
USSI I 
Therefore 
(man(X(u)-g(uj)--max(X(u)-g(~)j=O]= 
UC-II u3r2 
= 1 U max (u”” Vz (u) - g(e”)) - max (u”” n UC .Sl ‘1 as2 V*(u)-g(e”))=O]=O 
so that the proof is complete. 
n apen problem. The author was not able to determine the exact distribution of 
tht: MLE for the case 1~ p c 2. It is conjectured that the distribution of the absolute 
vaiue of the MLE T is stochastically increasing when p decreases. 
In the case p = 2 the determination of the MLE is very simple. Since the process 
Y is of the form Y(t) = .&? - t2,0 where 2 -.- N(0, 1) we find by easy calculus that 
T = Z/2. 
A result concerning the case p = 1 is given in the following lemma. 
3. The distribution of the point T where W(t) - t/2, d 20, attains its 
~ax~~~~ has the characteristic function 
m 
(eiAT) = exp 1 @(--A/2) ; (eihs - I) ds 
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and denote by T,, the index where W,(k) = k/2n attains its maximum. According 
to a result of spitzer [l l] 
E(Fn’“) = exp f 
( 
(W(iir.4) > i/2n) 
!t i/‘n - 1) 
i=l i I 
for ali t E C, ItI s 1. We set t = eiA and take the limit n + m which is possible by 
Lemma 11. Hent:c 
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Note added in proof 
W. Grossmann has recently given an example of densities, for which the limiting 
log-likelihood process is w(t) -$I (case p = 1). 
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