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ELS OKSAAR
ZENTRIERUNG UND DIE SATZPERSPEKTIVE
1. Der Aufsatz behandelt die Satzkonstitution, das Verhältnis und Zu­
sammenwirken zwischen semantischen, syntaktischen und pragmati­
schen Aspekten bei der Erscheinung, die in der traditionellen Gramma­
tik u.a. als Subjektsvertauschung oder Subjektsverschiebung bekannt 
is t;1 zur Problemstellung s. 1.1. — 1.3. In den A bschnitten 2.1. — 2.6. 
werden die Arbeitsweisen einiger m oderner Gram m atiktheorien erör­
te rt und die m ethodische Ausgangsbasis für unsere Fragestellungen dar­
gelegt. Die weiteren A bschnitte un ter 3. befassen sich m it der Analyse 
dieses Satztyps, wobei ein Ansatz entw ickelt wird, der die Dynamik 
der Oberflächenrealisierung berücksichtigt. Es werden die Bedingungen 
und Beziehungen klargelegt, die die Satzinterpretation ermöglichen. Da­
bei wird ein neuer Begriff: Zentrierung  (3.1.3.) eingeführt.
1.1. Der Satztyp, den wir analysieren werden, ist in den verschiedenen 
Erörterungen über die Reichweite der G ram m atiktheorien öfters über­
sehen oder auch nicht erschöpfend behandelt worden. Es handelt sich 
um Fälle, bei denen in der beobachtbaren O berflächenstruktur das in 
der Subjektsfunktion stehende Wort nicht den Agens der Verbalhand­
lung repräsentiert:
(1) Das Faß läuft aus
(2) Der Topf kocht über
(3) Der Eimer läuft
(4) Der Hahn tropft
Dieser Typ ist im Deutschen sehr geläufig.2
1.2. Die deutsche Grammatik hat seit Grimm ihre Aufm erksam keit auf 
Satzkonstruktionen gerichtet, in denen “als S u b je k t... eines Verbums 
ein Wort auftritt, das nicht den Träger der Verbalhandlung ... bezeich­
n e t” . 3 Diese Erscheinung ist vor allem von stilistischen und gewissen 
semantischen Gesichtspunkten aus besprochen worden. Es fehlt jedoch
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eine systematische Analyse und die Betrachtung der Frage in einem 
größeren linguistisch-kommunikativen Zusammenhang. Man hat sich 
z.B. m it der Bedeutungsveränderung des Verbs in derartigen K onstruk­
tionen befaßt und m it der Frage ihrer Entstehung, ohne jedoch die 
syntaktisch-semantischen Verhältnisse und die kom m unikative M oti­
vation klarzulegen. Die letzte ausführlichere Arbeit zu diesem Thema, 
die Untersuchung von Carlberg, stellt fest, daß es sich um einen Problem­
komplex handle, in dem alle Probleme zu lösen bei dem derzeitigen 
Stand der Wissenschaft nicht möglich sei.4
1.3. Die Fragen, die diese Sätze hervorrufen, sind:
1) In welcher Weise widerspiegeln die Oberflächenkonstituierungen die 
zugrundeliegenden konzeptuellen Begebenheiten? Welche Prozesse 
generieren derartige Sätze?
2) Welche Bedingungen ermöglichen die Kom binatorik der Elemente?
3) Welche Kriterien ermöglichen die jeweilige Interpretation der Sätze?
Da die Oberflächenrealisationen Sätze sind, die in der Kom m unikation 
stehen (können), d.h. gesprochen und gehört, geschrieben und gesehen 
werden (können), ist es nicht egal, welche kommunikativ-situationsmäßi- 
ge Bedingungen zu ihrer Verwendung und Interpretation mitwirken. 
Auch dieses von den m odernen Sprachtheorien vernachlässigte Gebiet 
muß berücksichtigt werden. Ich habe in einem anderen Zusammenhang 
betont, daß es bei den Analysen sprachlicher Phänomene ratsam sei, 
nicht nur zu fragen, w a s  als grammatikalisch oder akzeptabel anzuse­
hen sei. Man sollte vor allem danach fragen, w o und u n t e r  w e l ­
c h e n  B e d i n g u n g e n  eine bestim m te sprachliche K ette als zulaß­
bar und inhaltstragend anzusehen ist.5 Das gilt auch für die gegenwär­
tige Analyse.
2. Um eine geeignete m ethodische Basis für die Beantwortung des oben
dargelegten Fragenkomplexes zu finden, müssen wir, wenigstens in prin­
zipiellen Punkten, in die Diskussion der heutigen Gram m atiktheorien
eintreten, wenn wir uns nicht ohne weiteres für ein Modell entscheiden 
wollen. Da jedoch in der gegenwärtigen deutschen und internationalen 
linguistischen Diskussion die Reichweite der verschiedenen Theorien
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und ihr Verhältnis zueinander noch keineswegs ausdiskutiert ist, wäre 
der letzterw ähnte Weg nicht zu em pfehlen. Mehrere Richtungen, wie 
die Tagmemik, die Stratifikationsgram m atik und das applikative Mo­
dell scheinen im allgemeinen wenig bekannt zu sein. Es ist daher ange­
bracht, die Reichweite einiger m oderner Richtungen im Hinblick auf 
die Stellung unserer Fragen zu überprüfen. Es wird die Kenntnis der 
Entwicklung der generativen Transform ationsgram m atik (:GT-Gram- 
m atik) und die Kritik des Aspects-Modells vorausgesetzt.
2.1. Zur generativen Transform ationsgram m atik nach 1965
Chomskys Aspects-Modell vertritt das Primat der Syntax über die Se­
mantik, ein Standpunkt, der in der amerikanischen strukturalistischen 
Linguistik auf Bloomfield zurückzuführen ist.6 Obwohl wir eine Drei­
teilung der Grammatik in Syntax, Sem antik7 und Phonologie feststel­
len können — gegenüber der Zweiteilung Syntax und Phonologie in der 
Vor-Aspects-Zeit, sind die semantische und die phonologische Kom po­
nente nur interpretativ. Der generative Teil ist die syntaktische Kompo­
nente, in der die Basis m it Hilfe von Phrasenstrukturregeln abstrakte 
syntaktische S truk tu ren8 erzeugt: die T iefenstrukturen. Diese werden 
als Eingabe für die semantische In terpretation des Satzes relevant und 
werden durch Transform ationen in konkrete syntaktische Oberflächen­
strukturen überführt. Diese syntaktische O berflächenstruktur dient als 
Eingabe für die phonologische Komponente.
2.1.1. Schon diese Skizze des Aspects-Modells, in der wir die Gliederung 
der Basis in drei Teilsysteme: kategorialen Teil, Subkategorisierungsteil 
und Lexikon im einzelnen nicht berührt haben, m acht deutlich, wie un­
zulänglich der Ausgangspunkt ist. Denn eine T iefenstruktur, in der man 
abstrakte syntaktische Konfigurationen wie Subjektsfunktion, Objekts­
funktion u.a. annim m t, ist ohne semantische Kenntnisse des Satzes 
nicht anzusetzen. Noch deutlicher tr itt  aber dieser Umstand beim Sub­
kategorisierungsteil zutage. Die syntaktischen Merkmale sind ohne 
Kenntnis der Semantik nicht feststellbar!
Unwillkürlich wird man hier an dieselbe Diskrepanz zwischen Theorie 
und M ethode erinnert, die bei Chomskys Lehrer Harris feststellbar ist. 
Genau so, wie es Harris nicht gelungen ist, auf rein distributionaler Ba­
128
sis den Inhalt folgenden Satzes festzustellen: She made bim  agood  
husband, because she made bim  a good w ife — denn unsere Erfahrung 
sagt uns sogleich, daß ein Ehemann keine Ehefrau sein k ann9 — so ver­
hält es sich m it der T iefenstruktur von Chomskys Aspects-Modell. Oh­
ne semantische Kriterien ist ihre Erschließung nicht möglich. Diese 
hypothetische T iefenstruktur wird jedoch in vielen Arbeiten als eine 
feste Größe angenommen, was den Weg zur Suche der wirklichen Be­
ziehungen zwischen der Ausdrucksseite und der Inhaltsseite der Spra­
che erheblich erschwert hat.
2.1.2. Dieser von den heutigen S tandpunkten schon als “o rthodox” 
bezeichneten Theorie sind mehrere andere Alternativen entgegenge­
setzt worden, die in der W eiterentwicklung der GT-Grammatik das ge­
meinsam haben, daß die Priorität der Syntax vor der Semantik aufge­
geben worden ist. Überblickt man die große Zahl der kritischen Stel­
lungnahmen und Weiterentwicklungsvorschläge in verschiedenen Punk­
ten der GT-Grammatik, so haben wir es hier m it einer Skala zu tun, die 
von der Interdependenz zwischen Syntax und Semantik bis zur aus­
schließlichen Priorität der Semantik reich t.10 Die weitreichendste Ver­
änderung ist die generative Semantik — als Gegenstück zu der interpre- 
tativen Sem antik.11 Die generative Semantik betrachtet die Annahme 
einer T iefenstruktur als überflüssig und sieht die von der Basis generier­
ten “ labeled trees” , auf der die Transformationsregeln appliziert werden, 
als semantische Repräsentationen an. Die Transform ationen haben hier 
also die Funktion, der O berflächenstruktur die Bedeutung zuzuleiten.
Verschiedene Fragen, so wie die des Fokus und der Präsupposition, eben­
so wie die der Pronominalisierung zeigen jedoch, daß die Beziehungen 
zwischen der Syntax und der Semantik kom plizierter sind als die ge­
nannten Modelle es darlegen. Auch die Bedingungen der Oberflächen­
struktur können zur Interpretation des Satzes beitragen.12
2.1.2.1. Die Konsequenz dieser Entwicklung ist, daß die sogenannte 
Tiefenstruktur immer abstrakter wird. Bei einigen Kritikern der Chom- 
skyschen Tiefenstruktur, den V ertretern der generativen Semantik, wur­
de sie, nachdem viele früheren Kategorien der Oberfläche zugeschrieben 
wurden, an die Kategorien der Prädikatenlogik angeschlossen.13 Bei an­
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deren, z.B. den V ertretern der sog. Kasusgram m atik14, treten in der 
T iefenstruktur neue Elemente — Kasus — auf, die die besonderen Rela­
tionen des Verbs zu den am Vorgang beteiligten Gliedern (Nom inal­
phrasen) angeben. Diese von Fillmore als universal angesehene Tiefen­
strukturkasus — Agens, Dativ, Instrumentalis, Lokal — erhalten ihren 
Kasusrahmen durch das Verb. Sie treten  in der Oberfläche als Subjekt, 
Objekt oder Präpositionalphrase auf. Subjekt und Objekt sind z.B. nur 
O berflächenkonzepte. Die Verbindung m it der Valenzgrammatik Tes- 
nieres ist augenscheinlich und nun auch allgemein b ek an n t.15 Weniger 
bekannt scheint es zu sein, daß in der Tagmemik von Pike (s. unten
S. 133 ) schon das K onzept Fillmores vorweggenommen ist. Fillmores 
System leidet noch an verschiedenen Inkonsequenzen; z.B. müssen se­
m antische Veränderungen bei den Transform ationen zugegeben wer­
den. 16 Es ist nicht klar, wie die Syntax und die Semantik Zusammen­
hängen. Über die Transform ationen bekom m t man wenig Inform ation, 
vor allem aber ist die Universalität der Tiefenkasus als eine zu unsichere 
Hypothese anzusehen.
2.1.2.2. In der heutigen Entwicklung herrscht große Uneinigkeit und 
Unklarheit darüber, was T iefenstruktur ist, nicht nur konzeptuell-funk­
tionell, sondern auch in ihrem A ufbau.17 Sie kann linear sein oder auch 
ohne eine bestim m te Reihenfolge der Elemente angesetzt werden. Von 
einer T iefenstruktur als einem einheitlichen Konzept kann in der heuti­
gen Linguistik nicht ausgegangen werden. Das impliziert aber gleichzei­
tig, daß die Erforschung der Grammatik einer Sprache — die sich laut 
Chomsky als eine “ Beschreibung der im m anenten Sprachkom petenz 
des idealen Sprecher-Hörers” 18 versteht — auf unsicherem Boden steht, 
wenn die T iefenstruktur als eine nicht eindeutig definierte und nicht 
eindeutig funktionierende Größe den Ausgangspunkt bildet.
Obwohl seit H ocketts Unterscheidung zwischen “ Surface” und “Deep 
Grammar” die Systematisierung Fortschritte gem acht hat, trifft heute 
für viele semantische Fragen noch die Lage zu, die H ockett folgender­
weise charakterisiert: “ It is as though the whole netw ork of structural 
relationships between forms, overlapping sometimes into the non-speech 
context, constituted a com plex intertwining of various kinds of valences, 
only one layer o f which is immediately apparent to  the analyst. This 
most apparent layer constitutes, we shall say, surface grammar. Beneath
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it lie various layers o f deep grammar, which have much to  do with how 
we speak and understand, but which are still largely unexplored, in any 
systematic way, by grammarians” .19
2.1.2.3. Die semantische V ordergrundposition in der neueren Entwick­
lung der Linguistik, verbunden m it der Unklarheit der Position der se­
mantischen K om ponente in der Gram m atiktheorie hat die Grenzen der 
Sprachwissenschaft gegenüber der Psychologie und der Logik verwischt. 
Betreffs der T iefenstruktur könnte man die berechtigte Frage stellen: 
ist sie eine logische oder psychologische Realität? McCawley und ande­
re haben versucht, sowohl die semantische als auch die syntaktische Re­
präsentationsebene m it den Elementen der formalen Logik zu analysie­
ren.20
Es stellt sich natürlich die Frage, ob diese für die Analyse natürlicher 
Sprachen ausreichen. Die zwischen der Linguistik und der Logik tatsäch­
lich bestehenden Beziehungen berechtigen aber bei der Analyse natürli­
cher Sprachen noch nicht zur Übernahme (auch m etasprachlich) des lo­
gischen Begriffsapparates, ohne die Frage zu stellen, was dadurch er­
reicht wird und welche explanatorische Qualität dam it verbunden ist. 
Auf die Gefahren der Annäherung der grammatischen Theorie an die 
Logik ist von verschiedenen Seiten aufmerksam gemacht w orden.21 Die 
Linguisten scheinen die m etasprachlichen Übersetzungsschwierigkeiten 
wenig zu beachten, es sei daher an die besonnene Kritik von Janet Fo- 
dor erinnert: “ But the ultim ate usefulness of a system of formal logic 
... will depend crucially upon how precisely the formulae of the logical 
system can be related to  the sentence of the ordinary language. It is 
little use knowing tha t an argument expressed in formal no tation  is valid 
if we cannot be sure tha t we have translated correctly between the for­
mulae it contains and the sentences of the informal argument whose 
validity we wish to  assess.” 22
Wichtig ist die Tatsache, daß es noch keine exakten und expliziten Über­
setzungsregeln gibt, die eine natürliche Sprache und ein logisches System 
verbinden könnten.
Da es von der Seite der Logik noch keine formalen Notationen für eine 
Reihe von semantischen Phänomenen gibt, liegt die Gefahr nahe, daß 
sprachliche Tatsachen je nach dem gerade vorhandenen logischen Be­
griffsapparat reduziert w erden.23
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2.1.2.4. Wir haben uns ausführlicher m it der W eiterentwicklung der 
GT-Grammatik befaßt, weil diese heute am meisten verbreitet ist. Zu­
sammenfassend kann festgestellt werden, daß für diese W eiterentwick­
lungen die Frage nach der Bedeutung das Primäre ist. Es wird die Be­
deutung als Ausgangsbasis genommen und die Syntax ihr untergeord­
net. Es herrscht jedoch Uneinigkeit darüber, wie die semantischen Ba­
sisstrukturen konzipiert sein sollen, die durch Transform ationen Ober­
flächenstrukturen bilden; es ist auch unklar, welche Gestalt die seman­
tischen Begriffskomplexe haben. Vor allem m uß die methodische Frage 
gestellt werden: wie kom m t man zu diesem semantischen Ausgangspunkt, 
und m it welchem Recht wird diesem ein universaler Charakter gegeben? 
Die Universalitätsansprüche für die konzeptuellen Komplexe, die die 
semantische K om ponente hervorbringt, würden eher ein Gerüst für 
“universales Denken” sein und für Projekte der “Artificial Intelligen­
ce” 24 passen, für eine objektive Beschreibung natürlicher Sprachen in 
der heutigen Form jedoch nicht genügen.
Die Funktion der Sprache als K om m unikationsm ittel wird in der hier 
erörterten Entwicklung der GT-Grammatik fast gänzlich vernachlässigt. 
Ohne die Einbeziehung der sozio- und pragmalinguistischen Fragestel­
lungen ist aber die sprachliche Kompetenzfrage der GT-Grammatiker 
kaum zu lösen.25
2.1.2.5. In der gegenwärtigen Diskussion der Gram m atiktheorie nimm t 
es wunder, wie wenig die Richtungen außerhalb der GT-Grammatik in 
die Erörterungen einbezogen werden, in Fragen der linguistischen Kom­
petenz, oder, wie in unserem speziellen Fall, wenn es sich um das Ver­
hältnis von Syntax und Semantik handelt. Wie wird diese Problematik
'in  der Tagmemik und Stratifikationsgram m atik und anderen Richtun­
gen erörtert?
2.2. Die Tagmemik, die vor allem auf P ike26 zurückgeht, ist der bisher 
einzige Ansatz, die Sprache als ein Glied im Gesamtverhalten des Men­
schen zu beschreiben. Sie ist un ter den m odernen Theorien auch die 
einzige, die für Einheiten größer als ein Satz applikabel ist. Die Tagme­
mik hat ihren Namen von einem ihrer Grundbegriffe: von dem Tagmem, 
das eine funktionale grammatische Einheit ist. Es ist eine emische Zu­
ordnung von Funktion und Klasse (“ slot-class correlative” ), die auf
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allen grammatischen Ebenen, von der Morphemebene bis zur größeren, 
über den Satztyp hinaus, wie Paragraph und Diskurs, auftreten kann. 
Das Tagmem erhält seine Form als die Morphemsequenz auf der Ebe­
ne, in der ihre Funktion fixiert w ird.27
2.2.1. Kennzeichnend für die Tagmemik sind die ethischen (äußerli­
chen Kriterien) und emischen (funktioneilen Werte betreffenden) Ge­
sichtspunkte, unter denen alle linguistischen Phänomene angesehen 
werden, ebenso wie die drei Modi, die alle emischen Einheiten betref­
fen: “ feature m ode” , “ m anifestation m ode” und “distribution m ode” . 
Dadurch hebt sich z.B. auch die wichtige Einheit Syntagmem (= emi- 
sche Konstruktion aus Tagmemen) von anderen strukturalistischen Be­
griffen ab. Sie ist, wie Longacre feststellt: “A grammatical String (of 
one or more constituent tagmemes) with identifying-contrastive featu- 
res tha t structurally distinguish it from other grammatical strings on 
the same or on different grammatical levels.” 28 Die hierarchische An­
ordnung von Tagmemen und Syntagmemen ergibt Matrizen, die die 
Sprache als S truktur beschreiben.29
In dem tagmemischen Modell, das m it einem zusammenhängenden 
syntagmatisch-paradigmatischen System arbeitet, werden Syntax und 
Semantik getrennt. Diese Theorie, die sich, ebenso wie die GT-Gram- 
matik, ständig weiterentw ickelt, aber auf stabilerem Grund zu stehen 
scheint als jene, da sie ihre Grundkonzeption nicht so leicht verändert, 
hat vor allem das Verdienst, die Bedeutung der Funktionsbegriffe wie­
der klargemacht zu haben. Im engeren Sinne ist sie eine Theorie der 
M orphosyntax, im weiteren jedoch eine Theorie, die als Ziel hat, die 
menschlichen Verhaltensweisen zu beschreiben (die höchste Einheit 
“the com posite verbal-non-verbal behavioreme” ), wobei bei dem 
Sprachsystem die drei Hierarchien Phonologie, Grammatik und Lexi­
kon angenommen werden. Auch für nicht-sprachliche Verhaltenswei­
sen wird daher die Korrelation slot-filler als Beschreibungselement ver­
wendet.
Von großem Interesse ist es, festzustellen, daß die Tagmem-Matrix Pi­
kes, in der m it situativen und grammatischen Rollen operiert wird — 
Subjekt als Aktor, Subjekt als Ziel usw. — schon die von Fillmore erst 
1968 dargelegten T iefenstrukturkasus enthält. Auch terminologisch ist 
die Übereinstimmung groß: den Termini actor, place, goal bei Pike ent­
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sprechen bei Fillmore agentive, locative, goal. 30 Bei Pike sind diese Be­
griffe aber systematisch in einen größeren Zusammenhang eingebaut.31
2.2.2. Die Tagmemiker stehen heute auf dem Standpunkt, daß Ma­
trix  und Transform ation beide kom plem entäre und alternative Wege 
sind, Beziehungen zwischen K onstruktionen oder Sätzen festzustellen. 
Außer dieser prinzipiellen Gemeinsamkeit m it der generativen Trans­
form ationsgram m atik gibt es auch weitere Übereinstimmungen. Der 
tagmemischen Distinktion “ feature m ode” und “m anifestation m ode” 
entspricht laut Longacre die D istinktion zwischen der T iefenstruktur 
und der O berflächenstruktur.32
2.3. Zu den neueren ganzheitlichen Sprachtheorien gehört auch die 
Stratifikationsgram m atik von Lamb, in deren G rundkonzeption man 
die W eiterentwicklung der Gedanken von Hjelmslev und Uldall finden 
kann.33 Von Hjelmslev werden die wichtigsten Distinktionen wie Aus­
druck — Inhalt, Form — Substanz, idealisierte und aktualisierte Ketten, 
Relation, Korrelation übernommen und eine erweiterte Stratakonzep- 
tion entwickelt. Anregungen von Gleason sind ebenfalls festzustellen: 
das erste stratifikationale Sprachmodell geht auf ihn zurück. Mindestens 
4 S trata gehören zu einer Sprache: ein sememisches, lexemisches, mor- 
phemisches und phonemisches Stratum .
2.3.1. Lambs Ziel ist es, die Enkodierungs- und Dekodierungskompe­
tenz zu erklären. Das Netz der Relationen zwischen den Strata und den 
Subkom ponenten einerseits und von Stratum  zu Stratum  andererseits 
aufzudecken und zu beschreiben, ist laut Lamb die Hauptaufgabe des 
Linguisten.
Alle Beziehungen lassen sich in zwei Arten darstellen: durch Graphs 
und durch algebraische Formeln. Es ist möglich, an jedem Punkt des 
Systems zu beginnen (die Realisation hat keine Richtung) und in der 
Darstellung aufwärts zur Inhaltsebene und abwärts zur Ausdrucksebene 
zu gehen. Für das Englische setzt er 6 S trata an und ordnet den 3 Kom­
ponenten der Sprachwissenschaft Semologie, Grammatik und Phono­
logie je 2 S trata zu. Das hypersememische und sememische Stratum 
konstituieren die Semologie, das lexemische und m orphem ische Stra-
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tum  die Grammatik, das hypophonem ische und phonem ische Stratum 
die Phonologie.34
Zu jedem Stratum  gehört auch eine Taktik (ein Regelkomplex). Diese 
ermöglicht die Kom binationen der emischen Einheiten dieses Stratums. 
Im Lambschen System stehen die je 2 S trata der 3 K om ponenten im 
Verhältnis Ausdruck : Inhalt zueinander. Die emischen Einheiten (z.B. 
Lexem) als die wesentlichsten Elemente eines Stratum s führen auf­
wärts zum Taktik- und Alternationssystem  und abwärts zum Zeichen­
system.
Die onischen Einheiten (z.B. Lexon) stellen auf dem Grund eines Stra­
tum s die Verbindung zur Spitze des unteren Stratum s her. Auf jedem 
Stratum  (außer dem hypophonologischen) ist eine dreifache Realisa­
tion möglich: auf dem lexemischen z.B. als Lexem, lexemisches Zei­
chen, Lexon. Lambs System der sprachlichen Relationen baut auf fol­
gende Begriffe auf: Abwärts- und A ufwärtsrelation; geordnet — unge­
ordnet; und — oder. Die Unterscheidung zwischen Und-Oder-Relation 
entspricht der Unterscheidung zwischen syntagmatischen und paradig­
matischen Relationen.
Für die strukturelle Semantik finden wir bei Lamb nicht viel (weder in 
Outline noch in Epilegomena). Seine Semologie verteilt sich, wie schon 
erwähnt, auf zwei Strata: ein sememisches und hypersememisches Stra­
tum. Diese höheren Strata in seinem Modell, die die Semantik behan­
deln sollen, sind noch nicht genügend ausgearbeitet. Lamb hat sein se­
memisches Modell am ausführlichsten in dem Aufsatz “ On A lternation, 
Transform ation, Realization and Stratification” dargelegt. Das System 
baut auf zwei Grundrelationen auf: Diversifikation  und Neutralisation. 
Die erste beinhaltet die Repräsentation eines Semems durch verschie­
dene Lexeme, die zweite ist die entgegengesetzte Erscheinung: die Re­
präsentation eines Lexems durch mehrere Sememe.
2.3.2. Zusammenfassend kann folgendes festgestellt werden. Wie Chom­
sky, so führt auch Lamb die Semantik in einer ziemlich späten Phase ein. 
Die Verbindung von Syntax und Semantik ist in seinem System nicht 
klar herausgearbeitet, die Taktiks sind häufig nur äußerliche Ordnungs­
schemata. Die Theorie der “ network of connexions” , in der Lamb die 
Grammatik sieht, ist noch nicht ausdiskutiert und vor allem, empirisch 
nicht verifiziert.35
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2.4. Ich habe auf die Tagmemik und auf die Stratifikationsgram m atik 
hingewiesen, weil sie in Deutschland relativ unbekannt sind (ebenso 
allerdings wie der Impulsgeber von Lamb, die Glossematik).36 Wenig 
bekannt ist auch das applikativ-generative Zweistufenmodell der Gram­
m atik Saumjans (1965). Saumjan beton t, daß die Erforschung der Be­
deutung von der Linguistik nicht vernachlässigt werden darf. Syntak­
tische Beschreibungen setzen intuitive Kenntnisse der Bedeutungen 
voraus. Er plädiert für semiotische Systeme, die gleichzeitig syntak­
tisch und semantisch sind. Die Beziehungen zwischen den beiden Ebe­
nen sind in solchen Systemen sowohl unter dem logischen als auch un­
ter dem kommunikativen Gesichtspunkt zu definieren, d.h. die Lösung 
ist je nach der Fragestellung verschieden.
2.4.1. Saumjans Zweistufenmodell bau t auf dem Prinzip der Unter­
scheidung von zwei A bstraktionsstufen auf: der Stufe der Beobach­
tung und der Stufe des Konstrukts. Er unterscheidet zwischen Phäno­
typen (Einheiten der beobachteten Ebene) und G enotypen (Einheiten 
des K onstrukts) — eine Unterscheidung, die der von der Oberflächen- 
und T iefenstruktur entspricht.
Auf linguistischen Ebenen führt das zu einer Zweiteilung, zu emischen 
und oidischen Einheiten. Das Phonem wird aufgespaltet in ein Phonem 
und Phonemoid; das Morphem in ein Morphem und M orphemoid; das 
Syntagma in ein Syntagma und Syntagmoid. Saumjan bezeichnet sein 
Modell als ein System hypothetisch-deduktiver M ethoden für die Ablei­
tung von Feststellungen über empirische F ak ten .37 Der Generierungs­
prozeß um faßt in seiner ersten Stufe die Herleitung idealer Objekte 
(Strukturanaloga von W örtern und Sätzen). Auf der zweiten Stufe ver­
wandeln bestim m te Interpretationsregeln sie in W örter und Sätze einer 
natürlichen Sprache. Erst hier erhalten sie die kategoriale grammatische 
Inform ation, etwa über Person, Genus, Numerus, Kasus, Tempus, Mo­
dus usw.
Das applikative generative Modell unterscheidet sich von anderen ge­
nerativen Modellen auch dadurch, daß hier nicht K etten und Bäume 
die Objekte der Operationen sind, sondern Wortklassen und W ortkom ple­
xe. Der generative Mechanismus zur Erzeugung von Wortklassen befaßt 
sich m it Beziehungen auf der paradigmatischen Achse; die Beziehungen 
zwischen den Einheiten der syntagmatischen Achse werden durch den
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Mechanismus für W ortkomplexe m odelliert. Ein Komplex ist eine Men­
ge von Elementen; die Reihenfolge, in der die Elemente dargestellt 
werden, ist unwesentlich. Die S trukturen von Komplexen und die 
Strukturen von Ketten verhalten sich zueinander wie Genotypen und 
Phänotypen. Die Generierung von Komplexen geschieht nach zwei 
Arten von Regeln: 1) Regeln für die Bildung von Komplexen und
2) Regeln für die Transform ationen von Komplexen. Den Regeln zur 
Bildung von Komplexen liegt eine Operation zu Grunde, die als Ap­
plikation bezeichnet wird. Diese binäre Operation zählt Saumjan zu 
den grundlegenden Operationen in seinem Modell; man kann Komple­
xe beliebiger Art gewinnen. Das Gesamtmodell operiert m it vier Ge­
neratoren — vier m iteinander verbundenen Teilmodellen, zwischen de­
nen ein hierarchischer Zusammenhang besteht. Es sind der abstrakte 
Generator, der W ortgenerator, der Phrasengenerator und der Genera­
tor von Phrasen-Transformationsfeldern. Besonderes Interesse erweckt 
der abstrakte Generator m it zwei A bstraktionsstufen. A uf der oberen 
Stufe finden sich die Episemione, die von Semionen und Semionbün- 
deln der niederen Stufe repräsentiert werden. Die Episemione und Se- 
mione sind semiotische Einheiten, die abstrakte Analoga grammatischer 
Kategorien darstellen.38
2.4.2. Die Reichweite dieser vollständig formalisierten Theorie müßte 
anhand anderer Sprachen verifiziert werden. Sie wurzelt, wie Saumjan 
geltend macht, in der empirischen W irklichkeit.39 Inwiefern sie z.B. 
für das Deutsche verwendbar ist, m uß noch erprobt werden. Von großem 
Interesse ist jedoch der Ansatz Saumjans insofern, als hier die Ausdrucks­
und Inhaltsebene nicht, wie bei Chomsky, vermengt werden und ferner, 
auf der Inhaltsebene Syntax und Semantik nicht als etwas Isoliertes an­
gesehen werden, sondern als zwei Aspekte einer syntakto-sem antischen 
Struktur.
2.5. Keine von den besprochenen Theorien ist in ihrer heutigen Ent­
wicklungsphase jedoch imstande, den Mechanismus explizit aufzuwei­
sen, der für die kommunikativen Situationen einer Sprachgemeinschaft 
die richtige Enkodierung und Dekodierung ermöglicht. Dies hängt vor 
allem dam it zusammen, daß der Ausbau einer Semantik, die den natür­
lichen Sprachen entspricht, in den erwähnten Modellen noch nicht voll
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durchgeführt ist. Man hat viel zu wenig die Tatsache berücksichtigt, daß 
ein Wort oder ein Satz zwar im linguistischen K ontext vorkom m t, aber 
auch gleichzeitig in einem soziokulturellen Rahmen verwendet und in­
terpretiert wird. Eine Sprachtheorie kann die Sprachkom petenz ohne 
Einbeziehung des sozial bedingten menschlichen Sprachverhaltens und 
der Einwirkung der Erfahrungswelt des Menschen nicht erklären.40 Sie 
muß die Performanz m ehr berücksichtigen.
2.5.1. Die oben (2.1.2. ff.) erwähnten semantischen Ansätze werden 
der K om plexität der natürlichen Sprachen nicht gerecht. Der Formali­
sierungseifer, der in vielen Schulen heute vorherrscht, und die Zuwen­
dung zur Logik als Erklärungsbasis haben den Blick versperrt für w ichti­
ge sprachliche Tatsachen, die sich nicht formalisieren lassen. Sprache als 
Kom m unikationsm ittel — diese wichtigste Funktion der Sprache — 
kom m t in derartiger Betrachtung zu kurz. Wo liegt die Grenze zwischen 
dem, was ein Satz aussagt und dem, was zum gemeinsamen Inform ations­
inventar des Senders und des Empfängers gehört?41
Bei all den Diskussionen und ebenso bei der Frage um die Beziehungen 
zwischen der Syntax und der Semantik darf nicht die Tatsache außer 
Acht gelassen werden, daß es keine “one to  one correspondence” zwi­
schen Inhalt und Ausdruck gibt.42
2.6. Für unsere empirischen Analysen können wir uns aus oben (S. 137 ) 
angeführten Gründen direkt keiner der besprochenen Theorien anschlie­
ßen. Wir werden jedoch die verschiedenen m ethodischen Ansätze, die 
nach unserer Ansicht die besten Erklärungsmöglichkeiten bieten, be­
rücksichtigen.
Gerade bei unserer Aufgabe zeigt es sich, daß die strenge Trennung der 
Funktionen der O berflächenstruktur und der T iefenstruktur unmöglich 
ist, aber auch daß Syntax und Semantik nicht auf getrennten Ebenen 
wirken. Einen fruchtbaren m ethodischen Ausgangspunkt für em piri­
sche Analysen bietet Pike: “ ... we reject both the start from meaning 
and the start from pure form, by insisting on treating language as form- 
meaning composite, and by insisting on the necessity o f working with 
both  of them  from the beginning, and keeping both o f them in our 
definitions.” 43 Vgl. Saumjan in 2.4.2.
138
3. Wir gehen von folgenden Voraussetzungen aus:
1) Die Oberflächenrealisation vereinigt Ausdruck und Inhalt (im glos- 
sematischen Sinne).
2) Vor der konkreten Realisierung der Aussage gibt es Übergangspha­
sen, die durch die lexikalischen Elemente erzeugt werden. Wir nen­
nen diese syntaktisch und semantisch identifizierbare Phase den 
zugrundeliegenden Satz.
3) Sprache als Kom m unikationsm ittel ist immer deiktisch.
4) Die semantischen Funktionen des kom plexen Sprachzeichens sind 
nach ßühler folgende: “ Es ist Sym bol kraft seiner Zuordnung zu 
Gegenständen und Sachverhalten, Sym p tom  (Anzeichen, Indicium) 
kraft seiner Abhängigkeit vom Sender, dessen Innerlichkeit es aus­
drückt, und Signal kraft seines Appells an den Hörer, dessen äuße­
res oder inneres Verhalten es steuert wie andere Verkehrszeichen.” 
Die Funktionen der Sprache sind Ausdruck, A ppell und Darstel­
lu n g .^
5) Die Interpretation der sprachlichen Zeichen hängt u.a. von der Situa­
tion, in der sie verwendet werden, ab. Die verschiedenen Arten von 
Situationen müssen voneinander unterschieden werden.45
3.1. Analysen
Um festzustellen, wie sich die semantische Inform ation auf der Ober­
fläche verteilt, stellen wir den Sätzen 1 - 4 die Sätze 5 - 8 gegenüber. Al­
le Sätze haben das gleiche syntaktische Modell.
(1) Das Faß läuft aus (5) Das Wasser läuft aus
(2) Der Topf kocht über (6) Die Milch kocht über
(3) Der Eimer läuft (7) Das Wasser läuft
(4) Der Hahn trop ft (8) Das Bier trop ft
3.1.1. Bei den Sätzen 1 - 4 stellen wir folgende gemeinsamen Züge fest:
(a) Das grammatisch realisierte (kodifizierte) Subjekt ist nicht das lo­
gische Subjekt des Satzes.46
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(b) Die Oberflächenrealisation enthält die für die vollständige Inter­
pretation der Sätze notwendigen Elemente nicht explizit. Diese 
Elemente werden durch Implikationen, Präsuppositionen und 
durch die Dependenzen im Satz aktualisiert. Die Präsuppositionen 
entstehen für den Sender und den Empfänger durch die gemeinsa­
me Situationswirklichkeit, durch den gemeinsamen sozio-kulturel- 
len Rahmen.
(c) Die Kom plexität des Satzes läßt uns m indestens zwei distinkte kon­
zeptuelle Gruppen ansetzen.47
X beinhaltet Y. Y ist in der Bewegung Z.
X = das Faß, der Topf, der Eimer, der Hahn.
Y = das Wasser, die Milch, das Bier.
Z = auslaufen, überkochen, laufen, tropfen.
(d) Das logische Subjekt (Y) steht in einer Inessivrelation zum gramma­
tischen Subjekt (X): Das Wasser im Faß  (vgl. S. 145 ).
Bei den Sätzen 5 - 8 stellen wir ebenso fest, daß die Oberflächenrealisa­
tion allein keine vollständige Interpretation ermöglicht. Die Implika­
tionsart, w odurch diese zustande kom m t, weicht jedoch von der bei 
den Sätzen 1 - 4 wesentlich ab.
Um eine sinnvolle Interpretation zu ermöglichen, müssen in der seman­
tischen S truktur der Sätze 1 - 4 Beziehungen Vorkommen, die eine Ver­
bindung zwischen einem grammatischen Subjekt (= Subjekt) ermögli­
chen, dessen M erkmalskomplexe als [+ statisch] [- flüssig] zusammenge­
faßt werden können:
.Faß, Topf, Eimer, Hahn.
*■ 1 -V  1
Behälter [+ statisch] [- flüssig]
und einem gramm atischen Prädikat (= Prädikat) m it den entsprechen­
den Merkmalskomplexen [+ dynamisch] [+ fließend]
,iauslaufen, überkochen, laufen, tropfen,
Bewegung [+ dynamisch] [+ fließend]
Hier fehlt die semantische Kongruenz und m uß für die Interpretation 
erst hergestellt werden.
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rIn den Sätzen 5 - 8  weisen die entsprechenden Merkmalskomplexe ei­
ne Übereinstimmung auf; denn beim Subjekt stellen wir fest:
, Wasser, Milch, Bier,
Flüssigkeit [+ dynamisch] [+ flüssig]
Bei den Sätzen 5, 6 und 8 ist aber, impliziert durch die Verben, ein Be­
hälter anzusetzen. Vom Verb aus gesehen haben wir es hier m it einer 
lexikalischen Präsupposition zu tun, wie auch bei 1 - 4. Diese Implika­
tion der lokalen K om ponente tr itt bei 7 zurück.
3.1.2. Betrachten wir die Sätze 1 und 2. Die statischen Merkmale von 
Faß und T o p f und die dynam ischen von auslaufen und überkochen  wi­
dersprechen sich — und doch werden die Sätze richtig interpretiert. 
Denn der Hörer erhält durch die gehörte/gelesene Oberflächenrealisa­
tion Kom ponenten, die ihm die Bildung einer semantischen Struktur 
ermöglichen.
Von welchen sprachlichen Kriterien wird nun die Interpretationsgrund­
lage der Sätze bestimm t? Es lassen sich zwei Phasen feststellen: (1) Ak­
tualisierung der Merkmale [s. oben 3.1.1. (b)], (2) Realisierung der Ver­
bindung im Textkontext.
Bei dem Substantiv werden diejenigen Merkmale aktualisiert, die m it 
den Merkmalen des Verbs übereinstimmen. Der Kongruenzprozeß geht 
vom Verb aus. Werden Übereinstimmungen gefunden, ist eine sinnvol­
le In terpretation möglich. In den Sätzen 1 und 2 weist das Verb eine 
Beziehung m it Teilmerkmalen des Substantivs auf.
In den Sätzen 5 - 8 sind die semantischen Kongruenzbedingungen er­
füllt.
3.1.2.1. Der Vergleich der Sätze zeigt, daß der Subjekttypus der Sätze 
5 - 8 m it dem Merkmal [+ dynamisch] das logische Subjekt der Sätze 
1 - 4 sein muß. Er m acht aber gleichzeitig deutlich, daß für die Inter­
pretation noch andere Merkmale realisiert werden müssen. Die hier an­
gegebenen Merkmalskomplexe sind für die genaue In terpretation ein 
viel zu grobmaschiges Kriterium, und man m uß in jedem Einzelfall 
prüfen, welche Einzelw ortkom ponenten m iteinander in Beziehung ge­
bracht werden.
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3.1.2.2. Daß die Subjektm erkmale sich in der Regel nach den Verb­
merkmalen richten, geht aus Kollokationen hervor wie
(9) Die Milch [+ flüssig] steht [-Bewegung] a u f dem  Tisch.
Für die sinnvolle Kom m unikation ist bei Milch ein Behälter anzuset­
zen — diese In terpretation wird durch das Verb hervorgerufen.
Ich habe in einer früheren semantischen Untersuchung auf die N ot­
wendigkeit hingewiesen, pragmatische Aspekte zu berücksichtigen, 
und gezeigt, daß die semantischen Dependenzregeln m it Rücksicht 
auf die Antizipationsm öglichkeiten ausgearbeitet werden müssen, 
die m it der Kenntnis der Wirklichkeit Zusammenhängen.48 
Diese Kenntnis ermöglicht eine sinnvolle Aussage in ich esse Milch, 
und eine nichtsinnvolle in *ich esse Wasser, weil man weiß, daß es 
nichtflüssige (dicke) Milch gibt. Man m uß bei der Analyse der Spra­
che die Tatsache viel m ehr hervorheben, daß wir es im Kom m unika­
tionsprozeß m it sinnvollen Mitteilungen zu tun  haben und geneigt 
sind, in den als Mitteilung empfangenen K etten einen Inhalt zu se­
hen. Der Satz Das Faß läuft aus wird deshalb richtig verstanden — e t­
wa: (“ Das Faß läßt X durch. X fließt aus dem Faß aus” ), weil die 
Kenntnis der Wirklichkeit dem Empfänger die Elemente liefert, die 
eine sinnvolle Kom m unikation ermöglichen: Faß in seiner Funktion 
als Behälter wird zusammen m it dem Inhalt gesehen, die maximale 
Inform ation wird aktualisiert (im Gegensatz zur minimalen “das leere 
Faß” ).
3.1.2.3. Die Inform ation könnte aber auch durch Elemente gesendet 
werden, die durch direkte K om patibilität der Kontextelem ente die 
In terpretation erleichtern. D.h. syntagmatisch würden m ehr Elemen­
te realisiert. Die beiden Satzgruppen lassen sich nämlich semantisch 
und syntaktisch auf eine dritte  zurückführen, die durch folgende Sät­
ze vertreten ist:
(10) Das Wasser im Faß läuft aus
(11) Die Milch im Topf kocht über
(12) Das Wasser läuft aus dem Eimer
(13) Das Bier trop ft aus dem Hahn
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Im Vergleich mit Sätzen 1 - 4 wird hier ein A ktor angesetzt, der in die­
sen Sätzen durch die Vorgangsbezeichnung läuft aus impliziert ist 
[implikat: etwas Flüssiges], Im Vergleich m it den Sätzen 5 - 8 werden 
hier Befindlichkeit (10 - 11) und Richtung (12 - 13) ausgedrückt. Die­
se sind in 5 - 6 und 7 - 8 nur impliziert.
3.1.2.4. Es fällt aber gegenüber den Sätzen 1 - 4 ein wesentlicher se­
mantischer Unterschied auf. In den Sätzen 1 - 4 wird eine Kom ponen­
te im Vorgangskomplex ins Kom m unikationszentrum  gebracht, z.B. im 
Satz 1 Faß. Die Sätze enthalten durch ihre Art von Oberflächenreali­
sierung Funktionen im Text, die bei den Sätzen 5 - 8 und 10 - 13 nicht 
oder wenigstens nicht m it dieser Intensität (Inform ationsmenge) her­
vortreten. Die Appellfunktion ist eine der deutlichsten: sowohl in den 
Sätzen 1 - 4 als auch 5 - 8  wird durch die Subjekt-Prädikatkonstella­
tion jeweils die “unnorm ale” Lage des Subjekts dargelegt, was gleich­
zeitig ein Appell zur Herstellung der Normallage sein kann, vgl.
(14) Der Hahn tropft
I
Der Hahn ist nicht zu
t
Der Hahn muß in die Normallage gebracht werden
Mit den Sätzen aus der Gruppe 5 - 8 steht dieser Appell aber nicht auf 
gleicher Ebene:
(15) Das Bier tropft
i
Das Bier kom m t durch
tDer Hahn ist nicht zu
t
Der Hahn m uß in die Normallage gebracht werden
3.1.2.5. In den Sätzen 1 - 4  wird auch der Zustand und/oder die Eigen­
schaft des Behälters dargelegt. Wie aus den Sätzen 3 und 4 hervorgeht, 
kann es einen Prozeß geben, wodurch die satzsemantischen Beziehun­
gen des Verbs nicht, wie bei 1 und 2, durch die Teilmerkmale des Sub­
jekts entstehen (“ das Wasser im Faß läu ft” ). Die Oberflächenkonstel­
lationen können eine Verbindung zwischen dem Verb und sämtlichen
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Merkmalen des Subjekts ermöglichen. Dadurch entsteht eine neue 
Kongruenz und der Inhalt “ laufen” >  “ leck sein, [+ dynam isch]” , vgl. 
unten S. 147 .
3.1.3. Für eine exaktere Erläuterung der Entstehung des hier bespro­
chenen Satztyps (s. die Sätze 1 - 4), führe ich einen Begriff ein, der zu 
der Beschreibung der Satzperspektive, d.h. der Art der Konstituierung 
des Satzes, ihrer kontextuellen Organisation, gehört. Es ist die Zentrie­
rung.
3.1.3.1. Unter Zentrierung verstehe ich einen bestim m ten Prozeß in 
der Etablierung der Beziehungen zwischen der semantischen und der 
realisierten Satzstruktur (s. Punkt 2, S. 139 ). Sie ist eine spezifische 
Transform ation49 der Übergangsstruktur, verbunden m it der Elidie­
rung gewisser Glieder. Der Prozeß verläuft in der Weise, daß ein seman­
tisch w eitstrukturiertes Glied (d.h. m it den für die kommunikative Si­
tuation  meistens aktualisierbaren Inhaltskom ponenten) in die Satz­
stellung gelangt, in der die Realisierung seiner meisten semantischen 
Beziehungen möglich werden. Die Zentrierung  ermöglicht durch die 
syntaktische Position des Lexems eine semantische Dominanz dieses 
Lexems über die Satzsemantik. In unseren Fällen ist es die Subjektstel­
lung. Die Dominanz äußert sich darin, daß die in der Übergangsstufe 
bestehende semantische Übereinstimmung zwischen den Gliedern (wie 
in den Sätzen 10 - 13) aufgegeben wird und die semantische Kongruenz 
sich neu gestalten muß.
3.1.3.2. Die Sätze 1 - 4  stehen zu den Sätzen 10 - 13 in einer Zentrie­
rungsrelation. Die Zentrierung  ist ein syntaktisches und semantisches 
Phänomen. Sie betrifft den syntaktischen Teil der Satzgestaltung, in­
dem sie verschiedene Konsequenzen für die O berflächenstruktur hat,
u.a. Ellipse.50 Sie betrifft die (m it der syntaktischen Ebene verbunde­
ne) semantische Ebene, weil durch die syntaktischen Operationen neue 
semantische Kongruenzen entstehen können, vgl. Satz 3: Der Eimer 
läuft. Die Inform ation in der Kategorie “Tätigkeit” wird ergänzt durch 
die Inform ation in der Kategorie “ Eigenschaft” . Diese Inform ationen 
können beide gleichzeitig vertreten sein, die neue Inform ation kann 
aber auch dominieren:
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(16) Das Faß läuft aus, tu  da nichts hinein!
Jedes Wort m acht sein (größeres oder kleineres) Beziehungsfeld geltend. 
Die Kom binatorik der für die Situation passenden Beziehungselemente 
beeinflußt auch die Syntax.
Durch die Oberflächenrealisationen von Satz 1 - 4 werden zwei Relatio­
nen in der E lem entenkom binatorik kom prim iert zum Ausdruck ge­
bracht: die Inessivrelation und die E lativrelation.51
Das Faß läuft aus 
[ [das F aßJ^p  [läuft aus]yp  ] S
1 ■ \ s  1 1-------------------------^ ---------------------- 1
Inessivrelation Elativrelation
Die Flüssigkeit im Faß läuft aus dem Faß
Die veränderten Interpretationsm öglichkeiten gegenüber den Sätzen vom 
Typus 1 0 -1 3  gehen in die statisierende Richtung. Aus der Tätigkeit des 
in der Inessivrelation stehenden Elements wird eine Eigenschaft des Gan­
zen




Von der Satzperspektive aus gesehen verläuft dieser Prozeß nach folgen­
den Bedingungen. Die syntaktische Konditionierung ist von der seman­
tischen S truktur des Verbs und von der Möglichkeit der Ellipse abhän­
gig-
3.1.3.3. Es ist von Interesse, auf Experimente hinzuweisen, die das 
Verhältnis von W ortschatz und Grammatik zu klären versuchen. Wis­
semann hat anhand von Versuchen — in denen den Vpn. Einzelwörter 
in alphabetischer Reihenfolge dargeboten wurden, m it der Aufgabe, 
den Ausgangssatz darzustellen — folgendes festgestellt:
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“ Die lexikalischen Zeichen sind nicht nur Träger ihrer spezifischen le­
xikalischen Funktion, sondern zugleich bis zu einem gewissen Grade 
Mitträger derjenigen Funktion, die die grammatischen Zeichen aus­
schließlich erfüllen.” 52 Seine Versuche zeigen, daß man grundsätzlich 
zwei Arten von Beziehungen zwischen Wörtern unterscheiden muß: 
rein semantische Beziehungen, die grammatisch noch nicht struk tu­
riert sind und grammatisch strukturierte Beziehungen. Die letzteren 
lagern sich den rein semantischen, grammatisch noch unstrukturierten 
Beziehungen auf und haben sie zur Voraussetzung. Wichtig ist die Fest­
stellung, daß die Rolle des Grammatischen nicht darin besteht, Bezie­
hungen zwischen den lexikalischen Bestandstücken allererst zu stiften, 
sondern darin, die vagen semantischen Beziehungen m it Hilfe bestim m ­
ter Kategorien zu präzisieren.
ln unserer Analyse stellen wir dies bei der Präzisierung der Inessiv- und 
Elativrelation fest.
3.1.3.4. Der Zentrierungsprozeß bewirkt folgendes. Das logische Sub­
jek t wird elidiert. Die Lokativphrase absorbiert die Subjektstelle in der 
Oberfläche und erw eitert ihre semantische Geltungssphäre (s. die Sätze 
17, 18, 19).
Unter welchen Bedingungen ist diese Transform ation möglich? Das Sub­
jekt des zugrundeliegenden Satzes — das logische Subjekt — m uß in ei­
ner Inessivrelation stehen, z.B. Inhalt — Behälter: das Wasser im Faß. 
Vgl. auch folgende Sätze, die dieses Verhältnis zum Ausdruck bringen:
(18) Die ganze Stadt schlief noch
<  Die Menschen in der ganzen S tadt schliefen noch.
(19) Das Zimmer Nr. 10 bestellte ein Ferngespräch
<  Die Person(en) im Zimmer Nr. 10 bestellte(n) ein Fern­
gespräch.
Das Verb reguliert die Interpretationsm öglichkeiten bei der Zentrierung, 
da das Substantiv (das grammatische Subjekt) an verschiedenen Inessiv- 
relationen Teil haben kann. Vgl. ohne diese Funktion:
(20) Die Stadt brannte.
Hier wird keine neue semantische Kongruenzbildung durch das Verb 




Das Resultat der Zentrierung  ist eine spezielle Erscheinung der Satz­
perspektive, in der man auch einen besonderen — und zwar den Emp­
fänger berücksichtigenden — Fall von Fokus sehen könnte .53 Der Sen­
der stellt das für das Thema der Mitteilung wichtige Wort oder die 
Klausel (vgl. Satz 19) in eine syntaktisch wichtige Stellung. Das Wort 
(die Klausel) kann jedoch von dieser Position aus neue Kongruenzen 
eingehen, d.h. der Empfänger kann Verbindungen darstellen, die alle 
oder nur gewisse semantische K om ponenten des Subjekts einbezie­
hen (vgl. 3.1.3.2.).
Derartige Prozesse erklären den semantischen Unterschied in den Sät­
zen vom Typ:
(21) Der Kessel läu ft54 “ läßt Flüssigkeit durch”
und
(22) Der Kessel ist leck
ln Satz 21 wird durch das Verb das Dynamische beim Substantiv ak­
tualisiert. Dadurch können in 21 verschiedene K onnotationen entste­
hen. In Satz 22 dom iniert das Statische, und die K onnotationen sind 
anderer Art.
Die Analyse derartiger Prozesse zeigt aber auch, daß Vorsicht geboten 
ist bei der Feststellung von Paraphrasen in natürlichen Sprachen durch 
semantische Iden titä t.55 Es kann verschiedene Gründe für die Zentrie­
rung geben; sie sind senderbezogen und können rein semantisch sein 
oder semantisch-syntaktisch und in den Bereich der Sprachökonomie 
gehören.56 Sie wird in jedem Fall hervorgerufen durch den Bedarf, 
gewisse Eigenschaften und Funktionen einer Größe gegenüber den m it 
ihr funktional verbundenen “Teilen” hervorzuheben. Bei der graphi­
schen Darstellungsweise dieses Phänomens m üßten wir in der zugrun­
deliegenden S truktur eine Zentrierungskom ponente ansetzen. Diese 
bewirkt, daß die Senderintention aktualisiert wird.
3.1.4. Die Erörterungen über Zentrierung lassen uns betreffs der Satz­
perspektive folgendes feststellen, wobei wir auch die A ntw orten auf 
die anfangs gestellten drei Fragen zusammenfassen wollen.
Die Oberflächenkonstitution en tsteht durch die Zentrierung (Defini­
tion 3.1.3.1.), die die zugrundeliegenden konzeptuellen Gegebenheiten
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durch eine neue K om ponentenkom binatorik m axim iert. Wie erkennen 
wir einen zentrierten Satz? Wenn das grammatische Subjekt keine di­
rekte semantische Kongruenz m it dem Prädikat aufweist (wie es in den 
Sätzen 1 - 4 im Gegensatz zu den Sätzen 5 - 8 der Fall ist), das logische 
Subjekt auf der Oberfläche nicht ausgedrückt ist und in einer bestim m ­
ten Relation (s. S. 145), hier Inessivrelation, zu dem grammatischen 
Subjekt steht, dann gehört zur K onstitution dieses Satzes eine Zentrie­
rungskonstituente. ln einem derartigen Satz steht das grammatische 
Subjekt im Zentrum  der Satzperspektive. Das Verb aktualisiert im Kon­
gruenzbildungsprozeß auch die potentiellen Merkmale des Substantivs 
(s. S. 141, zu Interpretationskriterien S. 141 f.).
Die Analysen haben gezeigt, daß in gewissen Sätzen (siehe 1 - 4, 17, 18, 
19) die O berflächenkonstruktionen nicht durch die Ellipse, wie man 
annehmen könnte, sondern durch Zentrierung entstehen. Die Ellipse 
ist als eine Folge der Zentrierung anzusehen.
Die Analysen haben auch gezeigt, warum und un ter welchen Bedingun­
gen in einem gewissen Satztypus neue Kollokationsm öglichkeiten en t­
stehen und wie die Syntax und die Semantik dabei Zusammenwirken. 
Die heutige Linguistik hat dieses Gebiet nur zögernd betreten, es ge­
hört aber zweifelsohne zu den zentralen Fragen der Sprachforschung, 
für die ja  die dynamische N atur der Sprache eine Tatsache ist. Wir ha­
ben ferner gezeigt, daß unter diesen Bedinungen (d.h. im Zentrierungs­
prozeß) keine derartige Trennung zwischen der O berflächenstruktur 
und der konzeptuellen S truktur vorliegt, wie das Aspects-Modell von 
Chomsky (bei ihm Tiefenstruktur) es vorsieht und auch spätere Stufen 
der GT-Grammatik akzeptieren. Wir haben gezeigt, daß semantische 
Impulse von der Oberfläche aus eingeleitet werden können und wie sie 
wirken.
Durch die Analyse der Zentrierung  hoffen wir ein wenig näher gekom­
men zu sein zur Lösung der Aufgabe, die der Linguist bei der wissen­
schaftlichen Arbeit m it der Sprache nicht aus den Augen verlieren darf: 
er muß erklären, wie die Mitglieder einer Sprachgemeinschaft ihre lin­
guistische Kom petenz in der Performanz realisieren.
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