Abstract-Breaking Bayesian Networks for Context Inference from Sensor Networks into smaller Bayeslets is a proven approach for optimizing performance in adaptive resourceconstraint ubiquitous computing and networking environments.
I. INTRODUCTION
Networked Pervasive Computing Systems frequently collect sensor information from heterogeneous and redundant sources, which is fused and evaluated to form context information [1] .
Bayesian algorithms are well-explored in the data fusion layers of such systems [2] , moving from full instrumentation with plentiful sensors towards a more limited set of input parameters.
This requires that the algorithms inside mature, allowing to recognise situations from fewer sensing input and to cope with rising expectations of the quality of automated decisions, based on more complex contextual information.
With the complexity of context information rising, some elements of this contextual information must be inferred from a variety of simpler sources of input data.
Well-known inference algorithms, that work well on fully resourced computers, present particular challenges to resourceconstrained mobile and ubiquitous computing environments.
The demand from the inference algorithms rises faster than the processing capabilities develop. Particular research is required to provide intelligent solutions to keep context inference feasible.
The objective of this paper is to present a novel idea for the dynamic assembly of context inference rules based on Bayeslets. This assembly or composition will happen during run time of the system (dynamically) and has to take into account all relevant but no unnecessary or redundant information. We propose two criteria for the decision upon assembly, Mutual Information and the Value of Information.
II. BAYESIAN NETWORKS FOR CONTEXT INFERENCE
Bayesian networks (BN) have evolved as a major tool in a wide area of scientific disciplines requiring sound statistical analysis, automated reasoning or exploitation of knowledge hidden in noisy data. Recently they have been presented for context reasoning [3] , [4] .
A BN is a probabilistic model consisting of a Triplet (V, E, P ), with a set of Random Variables (
without directed cycles between these RVs and a joint probability distribution (JPD)
where pa(A j ) = {A i |∀A i ∈ V ∧ (A i , A j ) ∈ E} are the parents of A j . Using the interpretation of causal networks [5] in Context Modelling and Inference, every random variable represents a contextual entity (e.g. context attribute, sensor or service), its values the states in which the entity can be. The structure and the probabilities in the CPDs encode the existing knowledge about a certain context. This can come from human expertise or from statistical analysis of contextual knowledge bases. Context Inference is the process of generating knowledge for at least one of the context entities for which no knowledge is available, in terms of Fig. 1 for instance the level of a person's availability depending on the knowledge about the current time and his current activity. With Bayesian Networks this process is performed by probabilistic inference, which assigns the RVs in question the marginalised and normalised probabilities for all its values.
Probabilistic Inference in BNs however is NP-hard in the number of RVs [6] . In order to keep inference tractable, the factors determining complexity (number of nodes, number of edges, number of values) have to be controlled by a variety of approaches, e.g. dynamic value ranges [7] .
III. THE BAYESLET CONCEPT
The approach of Bayeslets [8] is supposed to partition full BNs into thematic RV groups, managed and evaluated separately, in order to limit the number of RVs involved in one inference process. They represent enclosed domains of knowledge (encapsulation) that are usable alone, but also in conjunction with a "mother" BN or further Bayeslets as shown in Fig. 2 (modularity). They connect to further Bayeslets through predefined interfaces, specially tagged random variables that we call input or output nodes, respectively. In Fig. 2 we see three Bayeslets being connected via their output nodes to a general BN and via the latter also to each other.
Bayeslets that can be plugged to an input node do not need to have exactly the same interface, but exactly the output node demanded by this input node (a form of polymorphism). These interface nodes can and have to be addressed precisely such as by a name space with the name of their owner. This is an network of Bayeslets, grouping, fragmenting and extending the situation described in Figure 1 . The main concepts are grouped into Bayeslets represented by rectangles with rounded corners, and similar Bayeslets of relevant other persons are linked in.
Context information pertaining to a user of a Pervasive Computing System may in general encompass a very large range of sensor readings and information such as calendars, as well as such data relating to other people -potentially all represented as random variables in a very large BN. Obviously it is impossible to include all sets of such RVs in a representation used in inference, as the resulting BN would be too large and too complex.
For practical relevance it will be necessary to impose boundaries on which RVs will be used to represent the information "around" her activity. In particular in the area of resourceconstrained mobile devices, usage of Bayeslets for context inference is advantageous. They are small and therefore easy to store, they only need little processing power to evaluate, allow for distributed evaluation of inference rules and personalisation of context inference.
IV. DYNAMIC COMPOSITION OF BAYESLETS
As Bayeslets only represent knowledge domains, that may be influenced by each other, for context inference, the related Bayeslets have to be selected and composed to represent all the relevant knowledge. As this relevancy depends on the current situation and the requested output node (there may be more than one in one Bayeslet), composition has to be a dynamic process at run time of the context aware framework.
To answer an inference request, the Bayeslet with the target (output) node is selected and has to be composed with Bayeslets linkable into the input nodes. The available Bayeslets are retrieved from some knowledge base that manages stubs of Bayeslets stored with the Bayeslet owner himself, different system users or provided from third parties. The inference rule composed of Bayeslets has to be minimal, but not neglecting important links. Moreover assembly of Therefore, we propose to join only those Bayeslets to the requested one that significantly add value in comparison to its costs, i.e. the evaluation and memory costs caused by the increased network. The selection of such Bayeslets has to be performed in a new step, preceding the inference itself as shown in Fig. 3 .
V. COMPOSITION CRITERIA
This section presents two criteria to determine the benefit of an added Bayeslet. The outcome of such a criterion has to be comparable across different domains and with a threshold value. Furthermore, it has to take into account both, the costs induced by joining that Bayeslet (here in particular inference time) and value added, i.e. the reduced uncertainty in the inference outcome.
A. Mutual Information
A common measure for uncertainty of a random variable is the entropy as it has been identified by Shannon [9] . H(X) for a discrete RV X with a probability distribution P (X) and the expectation E X is defined by:
.
A uniform distribution has the maximum entropy because all states are equiprobable and does not add knowledge.
On the other extreme the minimum entropy is zero which reflects a random variable with a certain outcome. Therefore 0 ≤ H(X) ≤ log n always holds [10] . Additionally to the entropy definition for prior probability distributions, the entropy can also be regarded as conditional entropy "of a random variable given another as the expected value of the entropies of the conditional distributions, averaged over the conditioning random variable" [11] :
Thus, the difference in the entropy of X with and without the knowledge of Y can be calculated by:
It is the reduction in the uncertainty of one random variable due to the knowledge of another one [9] , [11] . A general rule is that the mutual information is non-negative and zero, iff X and Y are unconditionally independent.
Thus, additional information never increases the entropy. Although the logarithm of the relevance quotient can be negative, its expectation is always nonnegative.
Analogously to Röckl's information dissemination in [10] , the mutual information between Bayeslets has to be made comparable among different input Bayeslets by normalisation with H max (X) and fair by consideration of the costs, which results in the net normalized mutual information (NetNI):
In our case X represents a Bayeslet and NetNI(X : Y ) will be calculated to decide whether to plug in Bayeslet Y . The respective output nodes will be used to represent the Bayeslets, where the probabilities of Y are marginalised over its Bayeslets without evidence. This information is static as well as its plugging costs.The measure for the costs has to be normalized to the interval [0; 1], in order to stay comparable to the information measure. The following is an example for a cost measure for CPU costs, i.e. inference time:
with a ≥ 1, b ≥ 0 constants and n X the size of the biggest clique in the junction tree [12] of the Bayeslet containing X. Other measures can include memory consumption and CPU costs, depending on the needs of the implementing system.
B. Value of Information
A drawback of the entropy based approach is, that it only depends on the distribution of probabilities of RVs and therefore not on the currently available evidence. To allow for that, we can make use of Decision Networks [13] . A Decision Network is a kind of BN that introduces two new types of nodes, decision nodes and utility or value functions, where the value of each decision variable [...] is imposed from the outside to meet some optimization objective [14] . Within a decision network, decision variables are depicted as rectangular boxes and value functions as diamond shaped boxes as shown in Fig. 4 . With Decision Networks, the Maximum Expected Utility (MEU) can be calculated given evidence .
MEU(A|
where A represents the possible actions in the decision node and U : X → R the value function.
The information gain by the acquisition of evidence e from a linkable, external Bayeslet is the difference between the MEU without additional evidence MEU(A| ) and MEU(A| , e ) with additional evidence. It is expressed by the Value of information (VoI) [15] . Since for this calculation the state of e is still unknown, an expectation over the states of e with its posterior probability P ( e | ) given the already observed evidence has to be included, the Expected Maximum Expected Utility (EMEU):
The VoI is non-negative as additional information will never reduce the MEU [10] . Its value is zero, i.e. EM EU = MEU, iff the additional evidence does not provide any new information. This is the case if the evidence is (conditionally) independent of the situation represented by Bayeslet X. Evidence includes evidence from the target Bayeslet and already joint Bayeslets. e represents potential information from an external Bayeslet.
Analogously to the NetNI, the Net Value of Information (NetVoI) is the V oI which can be achieved by acquiring additional evidence minus the costs for the acquisition:
C( e ) has the same function as C(Y ) for NetNI(X : Y ). It represents optional evidence in the V oI approach. C is here not bound to [0; 1], as U is neither. Both summands have to be harmonized however to reach the desired result.
C. Theoretical Evaluation
NetV oI fits the requirements better than NetNI, as it takes into account all available information at request time. The design of the utility function to represent the aim of reducing uncertainty in the target random variable of the Bayeslet is challenging. Adapting automatically such a utility function for machine learnt Bayeslets will be even more complicated. The final decision for one criterion has to be based on a realistic evaluation, taking into account the time for calculating NetV oI and NetNI for all linkable Bayeslets.
VI. CONCLUSION AND FUTURE WORK
This paper has presented a process for the dynamic composition of Bayesian Network based context inference rules taking into account the current requirements of an inference request. In order to keep the inference rule minimal, Bayeslets are only joint, if a criterion measuring its added value exceeds a certain threshold. Candidates for such criteria are the Net Normalized Mutual Information NetNI and the Net Value of Information NetV oI.
The context and location test bed at DLR and the TSSG laboratories in Waterford for the Persist project will allow for information collection in a large scale pervasive personal smart space environment. Its evaluation will help us to further improve Bayesian context inference in terms of efficiency and outcome quality.
