In this article, we compare a Google Tango tablet with the Microsoft HoloLens smartglasses in the context of the visualisation and interaction with Building Information Modeling data. A user test was conducted where 16 participants solved four tasks, two for each device, in small teams of two. Two aspects are analysed in the user test: the visualisation of interior designs and the visualisation of Building Information Modeling data. The results show that the Tango tablet is surprisingly preferred by most users when it comes to collaboration and discussion in our scenario. While the HoloLens offers hands-free operation and a stable tracking, users mentioned that the interaction with the Tango tablet felt more natural. In addition, users reported that it was easier to get an overall impression with the Tango tablet rather than with the HoloLens smartglasses.
Introduction
In recent years, architects and planners in the building sector have started using digital tools more and more, so that today it is possible to plan and build with the help of software tools. In this context, the Building Information Modelling (BIM) method aims to describe and support this development by defining rules to follow when planning digitally. With the usage of one central digital model during the entire lifecycle of a building, new possibilities come up with regard to the visualisation of plans in the spectrum from rendering videos to Augmented Reality (AR) or Virtual Reality (VR) visualisations.
In this article, AR visualisations of BIM data as well as interior design will be compared on different devices, namely the Google Tango development kit tablet and the Microsoft HoloLens developer version. We focus on the collaboration between users, which is why the user study which will be presented in this article was conducted in teams of two participants. The goal of our study is to investigate differences in the use and adoption of different device type in a collaborative setting.
The Google Tango [1] development kit tablet differs from other Android tablets available for consumers, as it offers additional sensors on the back, a more precise wide angle camera and an infrared emitter as well as a infrared camera, in order to visually detect changes in its own pose and orientation and to get information on the depth of the environment. Together with the data originating from other sensors, like, e.g., the accelerometer or the gyroscope, the tablet can perform a sensor fusion to calculate its pose and orientation respective to its environment. The Microsoft HoloLens [2] smartglasses offer similar sensing opportunities as the Tango tablet while being a different device type and running on Windows OS. It can be worn hands-free with the help of an adjustable headband and operated by gestures or speech commands.
The article is organised as follows: first, previous research on the comparison of different device classes are analysed as well as literature on the BIM topic. In the user test section, the setup, tasks showing the placement of virtual furniture in both AR-on a Tango tablet-and VR-on an HTC Vive-is the work presented by [30] .
The data required to build such interactive experiences can nowadays be obtained as a side-effect from Building Information Modelling (BIM) workflows. An early mention of the term dates back to 1992 [31] and the concept has been spread further by a whitepaper from the leading 3D software company Autodesk in 2002 [32] . Technically spoken, the term proposes using synchronized databases to feed the many different views on the data required throughout the whole process of building planning, construction, maintenance, and teardown, i.e., having a central digital model at hands, which includes geometry data. The BIM method has been picked up by a number of governments around the world as the mandatory modus operandi for public building tenders and can be found, for example, in the respective UK [33] and German [34] construction strategies.
For building maintenance, it has been studied how to aid the process with the use of VR [35] , by integrating sensors [36] , or by facilitating the workflows for managing unforeseen events with collaborative software and AR views [37, 38] . Using commercial game-engines and tools to support such mixed reality views is a relatively recent trend that is increasingly adopted due to their ubiquitous availability [39] [40] [41] . Game-engines offer an abstracted access to the mobile Graphics Processing Units (GPUs) on a variety of different devices and required little modifications to the code and data in order to address those different devices-leaving polygon reduction as one of the final challenges to deal with the arising device diversity [42, 43] , apart from overall interaction design and scenario finding. Examples of visualisations of BIM data are e.g., [44] [45] [46] .
It has been previously suggested to apply mixed and augmented reality visualisations to the BIM process for information sharing and communication support in a ubiquitous manner [47] , but the domain is still relatively uncharted as the processes are in the midst of being implemented. Nevertheless, it is important to already study now which device type is most suitable for a BIM scenario in a particular use case. This article aims to fill this research gap.
User Study
The user study's goal is to compare a hand-held tablet and a hands-free smartglasses with regard to a realistic collaboration and discussion scenario. We want to investigate whether one device is preferred by the participants and whether they considered our software prototype to be suitable on both devices. In this context, we have been presented with a unique opportunity to study the use of hand-held and hands-free augmented reality views with BIM data for supporting co-located collaboration in a real world setting. As our institute has been active in the field of human-computer interaction and computer supported collaborative work for over three decades, the buildings that were once inhabited in second use naturally started to show wear and tear. To prepare for the long-awaited renovation, the real estate office applied BIM workflows. Old blueprints were digitised or redrawn in 3D with engineering precision using Autodesk Revit software, keeping variations of different life-cycle milestones, such as initial status, current use, and future plans. Thus, every building on our campus was now available in digital format, including their hidden pipes and wiring. In addition, our interior designers also used BIM workflows to redesign three central rooms (open space social and meeting area, student labs) and we could incorporate their data and design into our study.
We devised two set of tasks, one for building maintenance and one for interior design. Figure 1 shows the main location of the study, a social meeting space. The pictures show the final space after construction finished and an AR view captured from a tablet during construction. The study itself was conducted in between those shots: when the carpets, walls, and ceilings were done and the building was deemed safe again, but, before the bulk of the furniture moved in-thus during a relatively small time-window. 
Setup
The user study was developed in the context of a 3D visualisation of BIM data with the help of Augmented Reality. Therefore, a precise and markerless indoor Augmented Reality experience with off-the shelf technology was implemented on a Google Tango tablet and Microsoft HoloLens smartglasses.
To compare both devices, a user study with 16 participants was conducted. Fourteen participants were from an academic environment (student, research assistant, professor), and two were architects. With 14 male and two female participants, the distribution of sexes is not balanced. While 10 participants were not familiar with the tested devices, six were. The participants had to perform four tasks in groups of two. Two tasks had to be performed with the Google Tango tablet, two with the Microsoft HoloLens smartglasses. Between the two tasks, a part of the questionnaires containing questions on the first device had to be answered by each participant. As the focus of the developed application was the visualisation of interior design and BIM data, the tasks were situated in that context. The overall time for one test run was 30 to 45 min. Each test run was documented with a video camera to analyse and recap the user behaviour afterwards.
The test took place on the real construction site in a big central room and a neighbouring corridor, as one may see on the blueprint in Figure 2 . To avoid any accident and any distraction, the floor of the room and the corridor was kept almost empty, so that the test users were able to focus on the devices and the 3D visualisation and did not have not to deal with any obstacles in their way. 
Tasks
Each group of two participants had to perform four tasks. Two had to be done with one Google Tango tablet (see Figure 3 left), two with one Microsoft HoloLens smartglasses and a Surface tablet (see Figure 3 right). Each user should be carrying the tablet for one Tango task and wear the HoloLens for one HoloLens task. The picture of the HoloLens is streamed over WiFi to a Surface tablet, which can be observed by the second participant to discuss with the participant wearing the smartglasses. Each task was estimated to take approximately 5 min to be accomplished. After the reception of each team of two participants and a brief introduction, the first task had to be accomplished: in a sort of a pitch, participant A had to present two different versions of the interior design to participant B. After a short discussion together, A had to sell one version to B. When this task is done, the participants switch and A chooses one place in the ceiling where s/he wants to mount something. B looks through the tablet and gives feedback whether this place is feasible or not. After a short discussion, this task is done and both participants evaluate individually the Tango tasks by answering the first page of the questionnaire.
In the second part, participant B starts by wearing the HoloLens and does a sort of an interior design planning check: s/he moves through the room while checking if all sockets are reachable and if the furniture fits the room. Participant A looks at the Surface tablet and discusses with B. The second task is about the maintenance of the building: B wants to mount something big on a wall and asks A (who is wearing the HoloLens), if it is possible with regard to the heat and ventilation pipes behind the wall. Both discuss shortly together to find a solution. Then, they evaluate the HoloLens part and give feedback on the comparison of both devices. At the end, the participants are debriefed shortly. 
Method
The questionnaire was developed with the plan of the evaluation in mind. It was divided into three parts: an evaluation of the Tango application, questions on the HoloLens tasks and a comparison between them. According to the plan, the Tango application was evaluated after the first part of each test run, the HoloLens tasks and the comparison was filled in after the second part. Besides that, notes were taken during the evaluation to collect verbal feedback of the participants.
Both parts of the evaluation contain the same questions, except for one question: in the HoloLens evaluation, the participants were asked to rate the field of view of the smartglasses. Both parts were kept as far as possible identical to have the possibility to compare them. All questions in the Tango and the HoloLens part can be answered on a Likert scale and, at the end of each section, participants were able to note additional feedback. In the comparison section, the participants had to answer some questions on which device they would prefer and why. Therefore, they made a choice and got some space to give reasons for their decision. Then, they were asked to note three words that describe their experience with the devices and to write down what they liked and disliked most at each device. At the end, each participant was asked to state its occupation and to self-assess its technical knowledge, spatial reasoning as well as its experience with AR. As one may see in Table 1 , the results of the self-assessment are mixed for the spatial reasoning and for the experience with AR; only with regard to the overall technical knowledge, most participants answered that their knowledge is very good (9) or good (5). Table 2 presents device and application specific results from the questionnaires. In general, the presented applications (interior planning and maintenance) and their device-suitability were rated as high to very high for the Tango, and above average for the HoloLens (see first row). 
Results

Interior Planning
The interior planning task seems to have been especially convincing on the Tango, where it received the highest possible rating (1.0). The same task on the HoloLens received slightly positive results, but six users were not convinced of it, and two were neutral (average 2.5). One participant gave detailed appraisals of the tasks using the HoloLens. He stated that the discussion about the furniture and the overlay of the power outlets were spot-on, much more so than the mounting/maintenance tasks.
Participants stated that the interior design application might not be useful for the entire design process but that especially the Tango was a useful device to see the given options and make decisions. For larger groups, the number of people being able to gather around a tablet would naturally be limited, but this was not stated as a problem.
With regards to the HoloLens, the participants felt that it was limiting in this cooperative use-case since only the wearer could fully enjoy the augmented view. This was for two reasons:
1.
The usefulness of the wirelessly connected Surface tablet was hampered by the inherent transmission lag between the HoloLens and the Surface, which was about 4 s (for encoding, transmission, decoding, display).
This severely hindered collaboration in this co-located setting and was mentioned by several participants. 2.
The Surface user had no control about his view-point and angle, as it was a mere mirroring of the HoloLens view. It was mentioned that "it would be great if the person with the tablet were not constrained to see what the glasses are pointing at".
Maintenance
The maintenance task was also rated rather positive, but a lot lower compared to the previous task at 1.875 on the Tango, whereas it was rated slightly higher at 2.375 (compared to 2.5 previously) on the HoloLens, but still lower than on the Tango in either case. Limiting reasons for both devices given in the open answers included:
coarser positioning precision (or higher requirements?) in this task 2.
handicapped depth perception (on Tango) and 3D-effect at the ceiling, therefore it was hard to estimate distances, sizes, and depth ordering 3.
offsets of the 3D models of about 30 cm are irritating, e.g., virtual shelves that appear to be placed in the wall 4.
overarm work is considered to be less comfortable, especially when pointing at the ceiling with a tablet device 5.
the Field of view (FOV) of the HoloLens is much too small/to a lesser extent also the display of the Tango tablet was estimated to be too small 6. measurements should rather be made in a 2D plan 7.
missing caption or further textual information on the 3D models General reflections and suggestions included:
1. laser-pointer (a.k.a. ray-casting) would be handy for working with pipes/hard to reach objects; 2.
making correspondences between objects, virtual switches (and the missing caption) clearer through consistent use of colours; 3.
providing more detailed information on demand, e.g., for wiring and ceiling material.
One architect participant mentioned that this kind of application could be very useful for surveying and inventory taking, maybe even more so than for maintenance. For this to work well, the correct positioning and ordering of the virtual wires and pipes need to be clearly visible. The other architect added that BIM-data inherently provides many different levels of detail. For maintenance applications like this, it would therefore be paramount to establish a clear reference between the augmented view and the building technology present in the data. Table 3 presents inter-device rating results from the questionnaires. In general, the devices and applications were seen as a good fit, given that no participants answered "none of them" in any of the questions.
Comparing the Devices on Task Level
It can be said that the Tango tablet is preferred by most of the users in the tested scenarios (12 out of 16, see Table 3 ). There are multiple reasons given by the participants of the user test why they prefer one device over the other. Some point out that both devices have their own advantages and that they would prefer making their choice depending on the particular situation, e.g., HoloLens was seen as more useful for an individual session and the Tango tablet for co-located screen sharing and presentation.
When it comes to the aspect of collaboration and discussion, the Tango tablet is favoured by 15 out of 16 participants. Face-to-face discussions with a counterpart would preferably be conducted with the Tango (13 Tango:0 HoloLens), with three participants stating a draw between the devices. From the free text answers, the ability to collaborate is rated higher with the Tango tablet than with the HoloLens as well. The situation is similar for presentation settings, e.g., with customers, where Tango is preferred over HoloLens (14:1:1). (In the following, we use the notation "(<Tango>:<HoloLens>:<both same>)"). That this is not due to the visualisation quality can be seen from the next row, which gives a more evenly distributed results (8:6:2), confirming that the visual quality was liked on the HoloLens. Even though the digital models had to be reduced for the HoloLens glasses due to hardware limitations, they were still rated as detailed enough.
When asking the participants to select their favourite devices for the given tasks, they answered as follows:
Interior planning tasks were favoured on the Tango tablet (10 participants), with five participants preferring HoloLens glasses, and one stating that they were both equally well suited.
Building maintenance tasks were also favoured on the Tango tablet (nine participants), with five participants preferring HoloLens, and three stating that they were both equally well suited.
Judging the Devices
Based on their experience from using the Tango tablet and HoloLens glass devices with our collaborative use-cases, we asked the participants for their perceived pros and cons for each device.
Particularly convincing qualities of the Tango were stated as: (1) easier to use due to existing tablet know how; (2) more comfortable; (3) less distracting; (4) better field of view; (5) better overview of the room (e.g., just look up); (6) easier to share the view with others (would require at least two devices with HoloLens); (7) easier to coordinate with your partner what you are looking at; (8) shared level of control; (9) being able to point at the screen; (10) easier to interact with the Graphical User Interface (GUI); (11) easier to hand over to a partner.
Negative aspects of the Tango tablet were stated as: (1) display size; (2) fixation on the tablet; (3) tracking stability; (4) less immersive.
Likewise, convincing qualities of the HoloLens that were stated by the participants were: (1) comfortable fit; (2) joy of use; (3) combined real and virtual view, i.e., Augmented Reality; (4) more natural HMD ego-perspective; (5) natural view-point selection; (6) safer physical movement in the room without the need to look up; (7) feeling special and chosen (mostly due to marketing, price, look).
Negative aspects of the HoloLens were stated as: (1) narrow FOV; (2) difficult GUI interaction with gestures and clicking; (3) hard to look up briefly in the room; (4) cannot sense the depth; (5) needs to have more distance from the objects to see them as a whole; (6) heavy; (7) odd colours and flickering; (8) "Cyborg feel".
Finally, in order to check whether our quantitative results are significant, we conducted a Wilcoxon test [48] . Therefore, the average values of the 13 questions that were equal on Tango and HoloLens (without the question on the field of view of the glasses, c.f. Table 2 ) were analysed. We get a W-value of 0, a mean difference of −0.84, a Z-value of −3.1798, a mean (W) of 45.5 and a standard deviation (W) of 14.31. With regard to the Z-value, the p-value is 0.00074. When taking the W-value into account, which is preferred for our sample size, the critical value of W for n = 13 at p = 0.01 is 12. Both result-values (for Z and W) show that our results are significant at p = 0.01, i.e., statistically, the Tango fared significantly better than the HoloLens in our study. To increase the significance of these results, one may consider changing the order of the user test, as we always started with the Tango device in the first part of the user study, and then tested the HoloLens in the second part. However, the potential bias induced by this order would have only benefitted the HoloLens. Moreover, the evaluation of both devices took place directly after the corresponding part.
Wearing Smartglasses with Spectacles
When it comes to smart glasses, one may say that wearers of regular glasses (spectacles) may have more difficulties with them because either they cannot wear their spectacles under the smart glasses, or the smart glasses do not fit that well. In our user study, we were not able to observe such effects. On the other hand, one may also argue that spectacle wearers are more familiar with the handling of glasses, but that can also not be supported by our evaluation (no problems: nine normal vision and six spectacle-wearers; problems: one spectacle-wearer).
Discussion
The results show that, for our collaborative tasks in interior planning and building maintenance, the participants clearly favoured the Tango tablet in comparison to the HoloLens smart glasses because of the higher level of collaboration. This is because of the fact that, with the tablet, multiple users may share one screen and discuss together, while the HoloLens was realised as being too isolating, even when linked to a second device (the Surface tablet).
The fact that the stream of the HoloLens was transmitted only with a lag of multiple seconds complicated the communication between both participants. One other disadvantage was the lack of interactivity on the Surface tablet, where participants demanded for more control over the view. This is in-line with previous findings. For example, in the mobile two-player AR-game Time Warp [20] , one user had an AR view and the other an overview on a tablet-like Ultra Mobile Personal Computer (UMPC). The interfaces complemented each other and both users' interactions were required to advance the interaction. On a general level, this kind of system control is a well-known requirement for interaction with virtual and augmented worlds.
To tackle this major disadvantages in the HoloLens perception, one may think of a different scenario, where both users wear a HoloLens each and share a synchronised virtual environment. One may argue that the presented study setup is unfair regarding to the HoloLens in this point; on the other hand, there are not always two devices available in practice. In that case, it would also be possible to share a synchronised virtual environment across different device types or platforms. This is a limitation of our study and would need improvement. However, it also shows a limitation in the current handling of such situations with the solution proposed by Microsoft.
Perceived advantages of the HoloLens were the stability of the tracking and the fact that it is hands free (due to its form factor as a HMD). Nevertheless, many participants pointed out that the interaction with the tablet felt more natural, probably because the handling was described as simpler and easier to understand.
The disadvantage most users pointed out with regard to the HoloLens is the small field of view (10 out of 16).
The fact that the second participant was able to see the video stream of the current HoloLens view did not lead to more communication. The participants criticised the lag between the HoloLens and the tablet as well as the fact that the stream was not interactive, meaning that the second participant had no possibility to look around himself or control anything. One user mentioned that the collaboration might be increased by having a HoloLens for each participant (which might currently be quite costly); two others reflected that having no control on the Surface tablet showing the mirrored screen in our use-case might have been the more limiting factor for collaboration.
Some HoloLens users reported confusion when their collaboration partner walked into their augmented field of view to gain eye contact, which at the same time hampered the AR view of the HoloLens user (basically an occlusion problem). This is by design of such glasses and conflicts with not being able to switch between AR view and eye-level contact at ease. In the terminology of the spatial model [49] , the user wants to focus on another user and have the virtual environment out of focus for a while. Head-Mounted Displays do not support this quasi mode-change well, while it is naturally supported by tablets.
With the Tango tablet (like presumably any tablet), it was reportedly easier to gain an overall impression of the augmented room. We suspect that this is mostly due to the wider FOV and the more familiar interaction. Regarding depth perception, some people preferred the HoloLens for its spatial representation in stereo vision, some the (mono) Tango, but we could not notice any notable difference.
On a technical note, our observations showed that both devices, the Google Tango tablet and the Microsoft HoloLens, had difficulties when it comes to the positioning of objects in similar surroundings or surroundings with very similar features.
Conclusions and Future Work
In our user study, we compared a Google Tango tablet and Microsoft HoloLens smartglasses. While most users surprisingly preferred the tablet in general, some feedback also stated advantages of the hands-free smartglasses solution. One key advantage of the tablet solution is the fact that both users can share one screen when discussing face to face. In the HoloLens scenario, one user is always isolated ("in his own world") and especially the lag between HoloLens and Surface tablet was confusing for the participants. Another point is that the tablet seemed to be more intuitional to most participants than the smartglasses, although most of them did not have any problems with regard to wearing smartglasses.
One question that arose from the given tasks is the liability question. Who is responsible if someone decides-based on the visualisation on a tablet or on the smartglasses-to mount a device at a certain position and a pipe or the building takes damage? Is it the planner, the user, the software developer or the manufacturer of the hardware? In general, the liability question can be seen as problematic for every BIM approach. Especially for the given tasks in our user study it would be problematic as the participants had to take decisions based on ventilation pipes, but, e.g., the electrical system was not visualised. We were not discussing it further, as it would go beyond the scope of this article. However, it is important to keep that aspect in mind for further developments.
For the future, it may be interesting to know whether other devices or other device combinations lead to different results. In addition, a comparison to a paper-based solution could be interesting. It may be also interesting to compare different locations and setups. With regard to the HoloLens solution, it will be interesting to know whether two pairs of smartglasses have another impact than our solution with smartglasses and a Surface tablet. In particular, the lag between smartglasses and tablet needs to be tackled in order to enhance the collaboration as well as the communication between the team partners.
Google Tango was deprecated beginning from 1 March 2018, and ARCore superseded it. The main difference between them-the lack of depth camera support-needs to be taken into account for future developments as well as the on the fly positioning of the virtual models. However, many concepts were transferred, so that it should be possible to adopt and enhance the implemented solution and support even more devices on the market. Therefore, we believe that our research contributed to a better understanding of using the AR tablet and glasses based devices for the support of cooperative planning use cases. Funding: This research received no external funding.
