Introduction
This paper describes an on-line data handling facility for Sandia's Particle Beam Fusion Accelerator, PBFA-I, and the upgrade prototype machine Supermite. These accelerators are used for research on inertial confinement fusion (ICF) using particle beams. The main objectives in designing the data acquisition system were:
1. process both experiment and machine performance diagnostic signals, 2. record high signal-to-noise ratio, wideband waveforms in a severe EMP environment, 3. support multiple users recording and analyzing data simultaneously, and 4. provide fast turnaround for experimental results.
Commercially available equipment is used wherever possible. However, several special purpose devices were developed. This data handling facility is a significant upgrade of an existing system that supports othef Sandia particle beam Most data recording and processing electronics are housed in a high quality double-shielded rf screen room. A photograph is shown in Fig. 3 . This room is 15'W x 65'L x l0'H with a raised floor. A block diagram of the waveform recording system is shown in Fig. 4 This device has a Versatec 5-channel input multiplexer to enable the plotter to make high quality hard copies from the Tektronix terminals. The data acquisition HP-1000 is tied via an HP DS-1000 intercomputer link to a similar computer in the PBFA facility control room.
Waveform Digitizing Hardware
The facility has 44 Tektronix 7912AD Transient Digitizers with 7A16P programmable vertical amplifiers and 7B90P programmable time bases. The vertical amplifier has a specified minimum bandwidth of 200 MHz. This is adequate for recording virtually all accelerator and experiment diagnostic signals.
The 7912AD's are interfaced to the HP-1000 computer via IEEE 488 General Purpose Instrumentation Buses (GPIB). Each GPIB is specified to handle 15 devices, including the controller. However, the bus would intermittently fail whenever more than eight 7912AD's were powered up on that bus. This problem was solved by installing capacitors on the HP controller cards to slow down the handshaking process. The fastest pulse widths were increased from 300 ns to 600 ns. This enabled bus signal levels to reach a full 2.5V. 
Special trigger and fiducial marker pulse generators were developed for this facility.
The trigger genejator was built by Science Applications, Inc. (SAI). The unit is fabricated as 6 NIMtype modules. Analog, digital, manual, and internal rep rate inputs are provided. Each analog input has a slope/level discriminator. Minimum delay time is 30 ns for both analog and digital inputs. Outputs are divided into four groups of 16 each. Each group is separately delayable from nominal 0-10 ns in 10 ns steps. Asynchronous clocks are used to yield a shot-to-shot jitter of < 1.0 ns. All functions of the trigger generator can be computer controlled via the GPIB. Programmable functions include: input enable for any or all channels; analog slope and level; digital slope; output delay.~~~~~~~~~~~~- Recorder block diaXhe fiducial generator was also developed by SAI.
This device will trigger on a fixed minimum input pulse level of 2 volts. The unit has ten outputs of 35 volts simultaneous to + .1 ns. Output pulse width is variable from 2-20 ns in 2 ns steps.
The width may be increased by increasing the length of the internal 10 Q printed circuit charge line.
The data system has the requirement to record almost 400 diagnostic signals to fully monitor PBFA-I performance. This precludes using 7912AD's. 
Software
The HP-1000 computer runs under the RTE-IVA operating system with the Multi-Terminal Monitor. The only modification required on the system software was to enable the GPIB driver to schedule a user program upon receipt of a service request interrupt (SRQ). Previously the driver could only be enabled to auto-poll predefined devices. However, the autopolling would not process extended talker and listener devices which require secondary addressing. This feature is used in the 7912AD's to distinguish mainframe, vertical amplifier, and time base commands.
Applications software for the PBFA data handling system is functionally similar to that developed for the previous facility. However, all programs have been rewritten in a structured, 
