Electrical impedance tomography is a noninvasive imaging technique based on measurements of currents and voltages on the boundary of the object of interest. The most accurate forward model for impedance tomography is the complete electrode model that takes into account the electrode shapes and the contact impedances at the corresponding interfaces; many practical reconstruction algorithms of electrical impedance tomography require repetitive computation of accurate forward solutions for the complete model. In this work we introduce an hp-adaptive finite element method for solving the complete electrode forward problem and demonstrate its functionality via two-dimensional numerical studies.
Introduction
In electrical impedance tomography (EIT), electric current is driven through electrodes into a physical body, the resulting electrode potentials are measured, and the obtained data is used to gather information about the conductivity distribution inside the object of interest. The (inverse) problem hp-FEM forward solvers are essential tasks.
In this work we tackle the need for accurate solution of the CEM forward problem by introducing an hp-adaptive FEM algorithm. The algorithm is based on only two elementary operations: splitting and changing of the polynomial order which are usually referred to as h-and p-refinement steps, respectively. Allowing an oversimplification, the choice between the two options for a given element is made by estimating the Sobolev regularity of the (FEM) solution and comparing an elemental error indicator to the average error over all elements: Assuming the elementwise error is above a chosen threshold value, the polynomial degree is increased if the Sobolev order of the solution is high enough, and otherwise the element is split. The method for the estimation of the Sobolev order employs Legendre expansions and stems from [12, 13] ; the used error indicator is based on the natural energy norm arising from the variational formulation of the CEM forward problem. We do not claim that our adaptive algorithm is the most sophisticated one, but on the positive side it has as few free parameters as possibly and its implementation is relatively straightforward (e.g., no hanging nodes), which should make the adoption of the suggested technique a feasible task for scientists working with practical EIT; for some state-of-the-art hp-adaptive methods and implementations we refer to [6, 27, 26, 23] . The functionality of our algorithm is demonstrated by two-dimensional numerical experiments in a square and an L-shaped domain.
This text is organized as follows. Section 2 introduces the CEM and Section 3 reviews some fundamental properties of the inverse problem of EIT. We present the hp-adaptive algorithm in Section 4 and the numerical results in Section 5. Finally, Section 6 lists the concluding remarks.
Complete electrode model
Let Ω ⊂ R n , n = 2 or 3, be a bounded domain with a smooth enough boundary and σ ∈ L ∞ (Ω) the corresponding conductivity distribution, which is assumed to satisfy σ ≥ c > 0 almost everywhere in Ω. Moreover, suppose that ∂Ω is partially covered with M ∈ N\{1} connected electrodes {E m } M m=1 , which are identified by the open parts of the boundary that they cover and assumed to be well-separated, i.e., E j ∩ E k = ∅ for j = k. c m = 0 due to to the current conservation law. The contact resistances (cf. [5] ) that characterize the thin and highly resistive layers at the electrode-object interfaces are modelled by z ∈ R M that is assumed to satisfy z m ≥ c > 0, m = 1, . . . , M.
According to the CEM [5, 28] , the pair u := (u, U ) ∈ U := H 1 (Ω) ⊕ R M , composed of the electromagnetic potential within Ω and the voltages on the electrodes, is the unique solution of the elliptic boundary value problem
in Ω,
for a given electrode current pattern I ∈ R M and with ν = ν(x) denoting the exterior unit normal of ∂Ω. The first equation of (1) is the standard conductivity equation, which follows directly from the Maxwell's equations, while the second one just states that no current flows through the boundary in between the electrodes. The last condition in (1) indicates that the net current through the mth electrode equals the corresponding component of the applied current vector, and the second to last formula quantifies the idea that the (constant) voltage on an electrode constitutes of the potential underneath the electrode plus the voltage jump caused by the contact resistance. Finally, notice that we have fixed the ground level of potential by requiring that the electrode voltage pattern U belongs to R M . The weak formulation of the CEM forward problem (1) is to find u ∈ U that satisfies [28] 
where the dot stands for the standard scalar product of R M and the bilinear form A : U × U → R is defined by
It is relatively straightforward to show that A is concordant with the natural norm of the Hilbert space U defined as (cf., e.g., [28, Proof of Lemma 3.2])
meaning that
for all w, v ∈ U and some 0 < C 1 , C 2 < ∞ that depend on Ω, σ, z and the electrode shapes. Here, ||| · ||| denotes the energy norm associated to the bilinear form A; notice that
is really a measure of the electromagnetic energy associated to the solution of (1) because the first term on the right-hand side of (4) corresponds to the energy carried by the electric field inside Ω and the second term measures the power needed for driving the currents over the voltage jumps caused by the contact resistances. It is clear that the unique solvability of (2) could now be proved by combining the boundedness and coercivity of A, i.e., (3) , and the obvious continuity of the linear functional Q : U → R with the Lax-Milgram lemma [28] . This procedure also provides the estimate
for some constant C = C(Ω, σ, z, {E m }) > 0; in particular, the linear electrode measurement map of EIT,
is bounded. What is more, (3) allows the use of standard tools of finite element analysis, such as Cea's lemma; notice that when building finite element subspaces for U, one only needs to discretize the interior component of U = H 1 (Ω) ⊕ R M since the discretization of the electrode potentials is handled a priori by the nature. Remark 1. A relatively simple elliptic regularity/bootstrap argument shows that for smooth σ and ∂Ω the interior component u = u 1 belongs to H 2− (Ω), for any > 0 [10, Remark 1] . This means that the boundary potential u| ∂Ω is in H 3/2− (∂Ω), and thus in the two-dimensional setting of our numerical studies it is continuous but not in general continuously differentiable at the end points of the electrodes. Similarly, the boundary current density σ∂u/∂ν| ∂Ω is not continuous as it only lies in H 1/2− (∂Ω); cf, e.g., [15, Fig. 1 ].
Inverse problem of EIT
The practical inverse problem of EIT consists in finding information about the conductivity σ from (a noisy version of) R = R σ . This problem is severely illposed: (i) the conductivity σ is not uniquely determined by R σ , and (ii) even if one assumed to know all imaginable direct current measurements on ∂Ω, i.e., the Dirichlet-to-Neumann map Λ σ : H 1/2 (∂Ω) → H −1/2 (∂Ω) corresponding to the first equation of (1), which is far more information that R σ , the conductivity σ ∈ L ∞ (Ω) would not depend continuously on the measurements. For more information about the uniqueness and stability results in the idealized setting of EIT, i.e., with Λ σ as the assumed boundary data, we refer to [30] and the references therein.
Even though the (practical) inverse problem of EIT is illposed, there exist a number of methods for reconstructing/approximating the conductivity based on boundary measurements of currents and voltages; see the review articles [1, 4, 30] and the references therein for more details. Most of such algorithms are based on the (impractical) idealized setting of EIT, and all of them incorporate some prior knowledge about the conductivity distribution into the reconstruction process either via regularization [8] or by recasting the problem in the statistical framework [18] . Arguably, the most successful approaches in the practical setting of the CEM are the so-called output least squares methods that try to minimize the discrepancy between the measured and simulated electrode measurements by resorting to some Newton-type optimization scheme (see, e.g., [17, 21, 22] ); quite often there is no straightforward way of transforming the more sophisticated, noniterative reconstruction methods based on Λ σ to the framework of electrode measurements because they typically use explicitly the assumption that Cauchy data of solutions to the conductivity equation can be measured on nonempty open subsets of ∂Ω; see [15] though. However, there are a few exceptions, namely (at least) the D-bar method [25] and the factorization method [3] have been implemented in the framework of the CEM and/or real-life measurements of EIT; see [16, 11, 20] .
The downside of the iterative Newton-type output least squares methods is that they require repetitive solution of the forward problem (1) and of the corresponding elliptic boundary value problem for the Fréchet derivative with respect to σ, which has the same left-hand side as (1); see [17, 21, 22] . This can turn out to be expensive computationally: Since the inverse problem of EIT is severely illposed, meaning that large variations in σ may cause only small changes in R σ , one cannot expect to obtain reasonable reconstructions of the conductivity unless the forward solutions required by the iterative algorithm are computed with high accuracy at each step. In consequence, it is of utmost importance to investigate finite element techniques for solving the forward problem (1) efficiently and accurately; in particular, the design of suitable refining of the meshes at the electrode boundaries and the choice of the polynomial degree distribution for hp-FEM are essential tasks. In the following section, we will tackle this problem setting by introducing an hp-adaptive FEM algorithm for the CEM of EIT.
Adaptive algorithm
We denote by
, a finite element subspace of U and by u h = (u h , U h ) the corresponding solution uniquely determined by the conditions
To begin this section, we will introduce our preferred hp-FEM technique, subsequently error indicators will be considered, then the method for estimating the Sobolev regularity of the interior component of the CEM forward solution will be outlined, and finally we will present the hp-adaptive algorithm in detail. From here on, our object of interest Ω is assumed to be two-dimensional.
hp-FEM
In the h-version or standard finite element method, the unknowns or degrees of freedom are associated with values at specified locations of the computational domain, that is, the nodes of the mesh. In the p-method, the unknowns are coefficients of some polynomials that are associated with topological entities of the elements, i.e., nodes, sides, and interior. Thus, in addition to increasing accuracy through refining the mesh, we have an additional refinement parameter, the polynomial degree p.
Many different selections of shape functions are possible. We use here the so-called hierarchic integrated Legendre shape functions. The Legendre polynomials have the parity propertyP n (−x) = (−1) nP n (x). Since in two-dimensions all internal edges of the mesh are shared by two different elements, we must thus ensure that each edge has the same global parameterization in both elements. This additional book-keeping is not necessary in the standard h-FEM. The now classical reference on hp-FEM is Szabo and Babuska [29] , for modern implementation aspects we recommend Solin, Segeth and Dolezel [27] .
Error indicators
Our error indicators are based on bubble-modes, i.e., internal shape functions of the elements (cf. [29] ). The error is approximated by computing the difference between the standard finite element solution u h ∈ U h and one in an enriched spaceũ
so that the error is simply:
This means, in particular, that we have to solve the global system of equations twice, but due to the hierarchic nature of the solution spaces, we only need to integrate once for the enriched space so that the overall work load is not duplicated. We also note that the enrichment of the space is in terms of the standard bubble functions per element. That is, we do not perform a separate orthogonalization step at any point in the algorithm. In our numerical experiments, the enriched space always has bubble-modes of degree p + ∆p with ∆p = 3, i.e., three degrees higher than the standard space. (Our adaptive algorithm does not seem to be sensitive with respect to this choice, and all typical values 2 ≤ ∆p ≤ 4 give qualitatively similar results.) Error is measured in the energy norm, so the elemental error indicator is
where ||| · ||| e denotes the energy norm over the element e; notice that the second component of ∆u h and the boundary integrals in the definition of the energy norm play a role in (7) only if the considered element is bounded by one of the electrodes. The corresponding global indicator is
Estimation of Sobolev regularity
Let us first consider the reference interval (−1, 1) and a functionû ∈ L 2 (−1, 1) with a Legendre series representation
As Legendre polynomials are orthogonal,
the coefficientsâ i can be written aŝ
Let us then define a sequence
According to [12] , if l = lim i→∞ l i exists and l > 1/2, then
for any > 0.
In two-dimensions we proceed in an equivalent way: Let K be a triangle and let F denote a (smooth enough) mapping from the reference quadrilateral Q = (−1, 1) 2 onto K. We define
whereP ij (ξ, η) =P i (ξ)P j (η) and J F is the Jacobian of F . It is easy to check that {P ij } are orthogonal. Moreover, if u ∈ L 2 (K) is a function with the Legendre series representation
then the corresponding coefficients can be given as
where c ij = 2i+1 2 2j+1 2 . We want to examine the convergence of the coefficients {a ij } separately in ξ and η-directions, so we define
together with the sequences {l ξ,i } i≥2 and {l η,i } i≥2 :
If the limits l ξ = lim i→∞ l η,i and l η = lim i→∞ l η,i exist and min{l ξ , l η } > 1/2, then it holds that [12] u ∈ H k loc (K), where k := min{k ξ , k η } with
Scaling invariance
Assume that u ∈ L 2 (Ω). Let us define a new domainΩ = G(Ω) using the mapping G : (x, y) → (c x x, c y y),
and introduce a correspondingly scaled version of u:
Here, c x , c y and c u are positive constants. We setF = G • F :Q →K := G(K) and note that it is straightforward to check that the technique introduced in Section 4.3 gives -as it should -the same Sobolev regularity for both u andũ on the corresponding triangles K ⊂ Ω andK ⊂Ω, respectively, because the coefficients (16) for u andũ coincide in the limit when i and j tend to infinity. However, this is not true for finite i and j, which may cause problems in practice when only a finite number of Legendre coefficients are available. Hence, to make the regularity estimation method scaling invariant, we try to 'renew' the definition of the Legendre coefficients so that they are the same for both u andũ for any i and j. An arbitrary Legendre coefficient ofũ inK may be written as
where a ij is the corresponding Legendre coefficient of u in K. On the other hand, for the
Thus, if we redefine
-andã ij in the analogous way -, it holds thatã ij = a ij , and the regularity characterization of Section 4.3 remains valid as the scaling by ||u|| L 2 (K) does not affect the limit values of the coefficients in (16) . (Naturally, after such a scaling the series representation (13) ceases to be valid as such.)
Remark 2. In our adaptive algorithm, we make a simplification and approximate
where | det J F | has been replaced by the ratio of |K| and |Q|. In addition, when u represents a FEM approximation, its linear modes are removed to keep estimation local. (The issue of approximating | det J F | could be resolved by choosing another set of basis functions as in [7] .)
Estimation of the regularity of u h
Let u h ∈ H 1 (Ω) be the first component of the finite element solution u h on the discretization of the domain Ω, i.e., the function whose elementwise Sobolev regularity we need to estimate in our adaptive algorithm. Let us examine an element indexed by e and assume that there are m + 1 Legendre coefficients of u h available in both directions on the corresponding triangle K e ; allowing slight abuse of the notation, these coefficients are marked as a ij , i, j = 0, . . . , m, and l ξ,i and l η,i are defined as in (16) with the exception that the summations in (15) are only up to m.
We approximate the limits needed in the above introduced Sobolev regularity estimation scheme using the last two coefficients of the sequences, i.e.,
These new coefficients are then used in computing the highest acceptable order for the polynomials on e (cf., e.g., [2] ),
where · denotes the floor function. The ith step of the adaptive algorithm is as follows (cf. Figure 1 ):
1. Compute the elemental error indicators η e , e = 1, . . . , E, where E ∈ N denotes the number of elements. Stop if the global error estimate
e is below the chosen tolerance. 2. Collect into the list of modified elements M those elements e, for which it holds that η e ≥ α max 1≤i≤E η i . We choose α = 1/2. 3. Estimate the highest possible degree per element;p e , e = 1, . . . , E. 
and increase the degree (p e = p e + 1) of elements in U i . We do not increase the degree of elements created in refinement step.
(iv) Smoothen p-distribution and collect the modified elements toŨ i . Remove those from the of lowered elements: Local changes in p can lead to highly uneven p-distributions. Hence, we smoothen by increasing the degree in some additional elements: If the degree of at least two neighbours of e, say e 1 and e 2 , is greater than that of e, i.e., p e < p e 1 , p e 2 , we set p e = min{p e 1 , p e 2 }.
Remark 3. The above scheme generalizes naturally to the case of multiple right hand sides, i.e., to simultaneous adaptation with respect to multiple current patterns I ∈ R M for (1): The elemental error indicators and highest acceptable polynomial orders are taken to be the elementwise maxima and minima, respectively, over the individual FEM solutions of (1).
Validation of the adaptive hp-algorithm
Recently, Mitchell and McClain have published a collection of hp-benchmark problems, and submitted a compendium of the results based on the NIST implementations of some methods proposed in the literature, see [23, 24] . In Figure 2 , convergence results on the classic L-shaped domain test problem (Section 5.4 in [23] ) are given. Using two-parameter fitting for the relative error, err = a exp(−N 1/b ), with respect to the number of unknowns N , we get for our method b = 3.05, whereas, e.g., REFSOLN EDGE method [6] from [23] has b = 3.17. For this problem, b = 3 should be a sharp lower bound [9] . (Note that we have employed a different parameterization for the error from the ones used in [23] .) This result suggests that our method exhibits exponential convergence, but there is by no means enough evidence to draw any conclusions about the performance of our method in comparison with other adaptive hp-algorithms presented in the literature.
Numerical experiments
In our numerical experiments we consider two geometries and two types of conductivities, while keeping the number of electrodes fixed, M = 16. The central questions are, what are the effects of the conductivity model: a piecewise constant σ p versus a smoother, continuously differentiable σ s , and the objective of adaptivity: simultaneous convergence of the FEM solutions in all current patterns, i.e., for any I ∈ R M on the right-hand side of (1), versus convergence for a single current pair at a time? Here and in what follows, we call a current pattern having just two nonzero components a . Solid line is the algorithm proposed in this paper, dashed line is based on the REFSOLN EDGE data from [23] . current pair; observe that M − 1 linearly independent current pairs form a basis for R M , and such pairs are often used as the inputs for real-life EIT devices. The geometries, i.e., the unit square (0, 1) × (0, 1) and an Lshaped domain obtained by cutting out one quarter of the square, with their corresponding electrode configurations as well as the investigated current pairs are shown in Figure 3 .
For both geometries of Figure 3 the numerical results are presented in three parts: first the meshes and the p-densities are shown, second the convergence behaviour is examined together with the overall workload in different cases, and finally the relation between the accuracy of the data and the resulting reconstructions is demonstrated. Although the motivation of our study stems from iterative inverse solvers for EIT, we investigate the dependence between the accuracy of the forward solution and the the reconstructions of the conductivity by giving simulated electrode potentials of different quality as inputs for the direct, factorization-type reconstruction algorithm described in [20] . (One must admit that this is a bit preposterous because in reality the data for such a direct reconstruction algorithm is obtained via electrode measurements, not by computer simulations. However, we believe that the effect that the accuracy of the data has for the chosen direct reconstruction algorithm is comparable to the effect that the accuracy of intermediate forward solutions has on an iterative inverse solver of EIT.)
One of the most studied settings for EIT is the case that the examined object has a constant background with an embedded conductivity inhomogeneity (cf., e.g., [1, 30] ). This is also the framework that we adopt for our numerical experiments. In both geometries of Figure 3 , the inclusion D is a disk of radius R = 1/10, with the center x 0 = (3/10, 3/10) for the unit square and x 0 = (1/4, 3/4) for the L-shaped domain. The corresponding conductivities are defined in terms of the inclusions as follows:
where ρ(r) = 3 (1 − r 2 ) 2 . Note that the 'conductivity masses' of the piecewise constant σ p and the continuously differentiable σ s are the same (cf. [14] ). In all of our numerical experiments we assume that z m = 1, m = 1, . . . , M . Figure 4: Square domain. Sample meshes and p-densities after 11 steps of the algorithm for the two conductivities of (20) . In density plots, darker colours correspond to higher values. The left-hand column considers simultaneous adaptation with respect to all current patterns; the other two columns show results of optimization for the current pair A of Figure 3 only.
Square domain
In Figure 4 three meshes and the associated p-densities after 11 steps of the algorithm are shown. Both the case of adaptation over all current patterns simultaneously and for just a single current pair are considered. It is immediately clear that the singularities at the ends of the electrodes are recognized and both refinement in h and p commences. Also, the effect of the type of the conductivity model can be seen in comparison of both the meshes and p-densities. The algorithm refines the mesh for σ p but prefers higher polynomial orders for σ s .
As the algorithm advances one significant change occurs in the case that the mesh and the p-density are optimized for one current pair only. At the beginning only the current feeding electrodes are visible in the refinement process, but the induced current densities over the non-active electrodes, i.e., the electrodes with zero net currents, start eventually to play a role and the mesh refinement starts also away from the active electrodes. (It is important to notice that if some component of the applied electrode current pattern is zero, the current density over the corresponding electrode has zero mean but does not vanish altogether, resulting in a circulating current density over the area of the electrode in question; cf., e.g., [15, Fig.1 ].)
In Figure 5 the convergence in energy norm is shown for both the conductivities and certain current patterns. As an example, the top left image considers the conductivity σ p and application of the current pair A of Figure 3. To be more precise, the solid curve gives the estimated error in the energy norm as a function of the number of degrees of freedom when the adaptation is carried out simultaneously with respect to all current patterns, while the dotdashed curve shows the energy error when the adaptation is only performed with respect to the applied current pair A. The third, dashed curve shows the (non)convergence in the energy norm when the adaptivity has been carried out -a bit preposterously -with respect to the current pair B of Figure 3 . The convergence is non-existant until some threshold step is reached; this step is exactly the one when the overall refinement starting from the vicinity of the pair B reaches the active electrode pair A. The other three images of Figure 5 are organized analogically to the top left one, but they correspond to different roles of the current pairs A and B and of the conductivities σ p and σ s . As one would expect, the smoother conductivity model σ s is computationally advantageous in the context of p-type finite elements. In terms of relative accuracy roughly one order of magnitude is gained for the same number of degrees of freedom. In fact, the strong h-refinement leads to a loss of exponential convergence in the non-smooth conductivity case. It is well-known that this problem can be alleviated only with anisotropic refinement, which obviously is not supported by our current algorithm. However, in the smooth conductivity case exponential convergence is obtained. Figure 6 , which is organized in the same way as Figure 5 , studies the convergence with respect to the overall workload. Assuming a fairly pessimistic computational complexity for the solution, O(N 3 ) in terms of N unknowns, the workload-axis is scaled as N 3 for the full optimization case and as (M − 1)N 3 for the single current pair case, which makes the workloads of the two approaches comparable (if adaptivity is performed current pair wise, one needs to solve the FEM system for M − 1 different system matrices). An interesting conclusion can be reached: Due to the induced circulating current densities on the non-active electrodes, eventually both methods are equal. However, for significant levels of accuracy the single-pair adaptivity is more efficient.
The effect of the adaptive algorithm on the solution of the inverse problem of EIT is demonstrated in the sequence of images in Figure 7 . The shown reconstructions were computed by giving approximations of the measurement operator R = R σ , with σ = σ p , corresponding to different steps of the (full) adaptive algorithm as inputs for the factorization-type algorithm introduced in [20] . The considered steps were 2, 4 and 8, the parameter values used in the factorization algorithm were exactly the same as in [20] , and no artificial noise was added to the simulated data (the differences between the reconstructions of Figure 7 are merely due to numerical errors in the forward solution). Moreover, the reference measurement map needed in the factorization method, i.e., R = R 1 corresponding to the conductivity σ ≡ 1, was simulated with a higher accuracy than the maps corresponding to the conductivity with the inclusion. From Figure 7 it is apparent that the quality of the reconstruction is monotonically increasing as a function of the step of Figure 8: L-shaped domain. Sample meshes and p-densities after 11 steps of the algorithm for the two conductivities of (20) . In density plots, darker colours correspond to higher values. The left-hand column considers simultaneous adaptation with respect to all current patterns; the other two columns show results of optimization for a single current pair only.
the adaptive algorithm. For more information about the interpretation of the reconstructions in Figure 7 , we refer to [20] . 
L-shaped domain
The outcome of our numerical experiments for the L-shaped domain is reassuringly similar to the case of the square domain; the results are presented in Figures 8-11 , which are organized in the same way as Figures 4-7 , respectively. As the only notable difference, the singularity at the reentrant corner adds a further dimension to the problem in the L-shaped geometry: As can be seen in Figure 8 , the non-reentrant corners are utterly devoid of mesh refinement, but even in the single-pair adaptivity cases the reentrant corner is picked up by the algorithm in p-density already before the end points of any non-active electrode. Yet, the convergence plots of Figures 9 and 10 still indicate similar convergence behaviour as for the square domain with both conductivity models. Reconstructions of the conductivity distribution produced by the algorithm of [20] for simulated electrode measurements corresponding to the steps 2, 4 and 8, respectively, of the (full) adaptive algorithm.
Conclusions
We have introduced an hp-adaptive finite element method for solving the forward problem of the CEM of EIT. The proposed algorithm is relatively simple and has as few free parameters as possible. The functionality of the technique was demonstrated via numerical experiments in two-dimensional polygonal domains, namely in a square and an L-shaped region.
