ABSTRACT. Let κ [[e G ]] be the field of generalized power series with exponents in a totally ordered Abelian group G and coefficients in a field κ. Given a subgroup H of G such that G/H is finitely generated, we construct a vector space Ω G/H of differentials as a universal object in certain category of
Introduction
In combinatorics, there appear some determinants from computations of power series, for instance, from MacMahon's master theorem or from various versions of Lagrange inversion formulae. These determinants are in fact a phenomenon of changes of variables through an algebraic framework built up by differentials and residues. The differentials in the framework give rise to a universal object among finite derivations on the ring of power series κ[[X 1 , . . . , X n ]] over a field κ; the residues are defined on certain local cohomology modules consisting of generalized fractions whose numerators are exterior products of differentials and whose denominators are systems of parameters of the local ring κ[[X 1 , . . . , X n ]]. Determinants occurred from computations of exterior products of differentials may be compensated by changes of systems of parameters. As a consequence, the residue map is independent of choices of variables, hence provides natural interpretations of certain combinatorial phenomena related to determinants, see [6] [7] [8] . We remark that these notions of differentials and residues are from concrete realizations of Grothendieck duality [5] . They are convenient for manipulations with the formalism
, . . . , X t n +1 n = a t 1 ···t n , where a i 1 ···i n ∈ κ.
Jacobi's formula [10] , see also [2: Theorem 3] , calls for other notions of differentials and residues. Let s ij ∈ Z and Φ 1 , . . . , Φ n be Laurent series in variables X 1 , . . . , X n such that Φ i X −s i1 1 
· · · X
−s in n is a power series with nonzero constant term. For a Laurent series Ψ, Jacobi's formula asserts that the coefficients of (X 1 · · · X n ) −1 in Ψ(Φ 1 , . . . , Φ n ) det(∂Φ i /∂X j ) and in Ψ det(s ij ) are the same. Of course, Ψ(Φ 1 , . . . , Φ n ) has to be well-defined in the formula. See [9] for discussions. To interpret and generalize Jacobi's discovery, the setup is extended to a field κ[[e G ]] consisting of certain formal sums a g e g , where a g ∈ κ and the index g is in a totally ordered Abelian group G (see Section 2 for details). Let H be a subgroup of G. Under the assumption that G/H is free of finite rank, we may define partial derivations with respect to which differentials exist [9] . For parameters Φ 1 , . . . , Φ n (see Definition 2.5), we have logarithmic residues given by
where
. The classical formula of Jacobi is recovered by the determinants det(∂Φ i /∂X j ) and det(t ij ) from an exterior product of differentials and a change of parameters, respectively.
Although differentials defined in [9] interpret well Jacobi's formula, they are restricted to the case where G/H is free. A more satisfactory theory of differentials should work for arbitrary subgroup H of G and provides information of the quotient group G/H from the module of differentials. In this paper, we use M.-H. Mourgues' notion of finite convergence [11] This paper is organized as follows: In Section 2, we give definitions and basic properties of generalized power series. In Section 3, we review the notion of finite convergence on sequences of generalized power series, which will be used in Section 4 to define a category of derivations. Section 4 consists of investigations of this category, such as the existence of a universal object (that is, our vector space of differentials) with desired properties. In Section 5, we interpret Jacobi's formula following [9] ; a new application to the inversion formula for diagonal delta sets is given.
Generalized power series
The reference of this section is [9] and [12: Chapter 13, §2], where details of omitted proofs can be found. Throughout the paper, κ is a field, G is a totally ordered Abelian group and H is a subgroup of G with the induced order.
The set κ{e
of formal sums is an Abelian group with term-wise addition
For Φ ∈ κ{e G }, we denote log Φ ∈ G if Φ = e g for some g ∈ G; in such a case, we use the notation log Φ = g.
A subset of G is well-ordered if every non-empty subset of A has a smallest element. The set 
We call elements in this field generalized power series (or simply power series in this paper). Note that the above multiplication being well-defined is based on the following lemma.
Ä ÑÑ 2.1º Let I and J be well-ordered subsets of G and g ∈ G.
The equation
x + y = g has finitely many solutions (x, y) with x ∈ I and j ∈ J. The set Let log X 1 , . . . , log X n ∈ G. Given finitely many 
Examples of fields of generalized power series include the field κ((X)) of Laurent series, which is isomorphic to κ[[e
Note that if we have a faithful representation (1), then so is
If G/H is generated by log X 1 , . . . , log X n , faithful representations of any power series exist: For each g ∈ G, we choose an h g ∈ H and i g1 , . . . , i gn ∈ Z such that
With respect to the set of above representations of elements of G, a power series Φ = a g e g can be represented faithfully as the form (1) with
, the representations (2) of elements of G are unique. In such case, the faithful representations (1) of power series are canonical.
A power series is called positive (resp. non-negative) if its support consists of only elements larger than 0 (resp. larger than or equal to 0). A non-zero power series Ψ can be factorized uniquely as
where a ∈ κ, log Y ∈ G andΨ is positive.
Ò Ø ÓÒ 2.4 (Multiplicity)º Let Φ be a non-zero power series with the factorization Φ = aY (1 +Φ) as in (4) . The definition of parameters is independent of the choice of variables.
Convergence and continuity
The following definition is due to M.-H. Mourgues [11] .
Ò Ø ÓÒ 3.1 (Convergence)º A sequence of power series {Φ i } i∈N finitely converges (or simply converges in this paper) to a power series Φ with the notation lim Φ i = Φ, if the following two conditions hold.
• The set i∈N supp Φ i is well-ordered.
• There are only finitely many Φ i − Φ supported at any given g ∈ G.
We say also that Φ is the limit of {Φ i }.
For an example, we look at the field κ[[e Z ]] with the usual order on Z:
, where a i ∈ κ and X := e 1 . Given n ∈ Z and for
always converges. We denote its limit by
It is easy to check that, if a sequence of power series {Φ i } converges, it converges to a unique power series. Note also that, for any two sequences {Φ i } and {Ψ i }, we have the inclusions 
there are only finitely many Φ i Ψ i − ΦΨ supported at g. 
by a sequence of power series {Φ ij } i∈N and also by
Therefore the following definition is independent of the choice of generators of V . 
P r o o f. Consider a faithful representation Φ =
. . be a list of the elements of the set {X 
..,i n ∈Z and let

FINITELY CONTINUOUS DIFFERENTIALS ON GENERALIZED POWER SERIES
ϕ i = ϕ i 1 ···i n for Y i = X i 1 1 · · · X i n n . Define Φ i = ϕ 1 Y 1 + · · · + ϕ i Y i .
Derivations and differentials
given by
Clearly, partial derivations are continuous. The next proposition provides more examples. Assume that G/H is generated by log X 1 , . . . , log X n . Even though relations may exist among log X 1 , . . . , log X n in G/H, we still use the notation
ÈÖÓÔÓ× Ø ÓÒ 4.2º Consider the case that G = Z with the usual order and
with respect to a faithful representation Φ = 
for any two faithful representations log X 1 , . . . , log X n .
Applications
Let G be a totally ordered Abelian group and H be its subgroup such that G/H is free of rank n. As the differentials defined in [9] , the finitely continuous differentials constructed in this article together with logarithmic residues constitute an algebraic framework for certain combinatorial phenomena.
Logarithmic residues
In this subsection, we recall the notion of logarithmic residues. Reference is [9] , where omitted proofs can be found. In the set
we define an equivalence relation:
where s ij (resp. t ij ) are multiplicities of Φ i (resp. Ψ i ) with respect to a set of variables
n . The equivalence relation is independent of the choices of variables.
Ò Ø ÓÒ 5.1 (Generalized fraction)º A generalized fraction α log Φ := α log Φ 1 , . . . , log Φ n is the equivalence class containing (α, Φ 1 , . . . , Φ n ). We call α the numerator of the generalized fraction. The set of generalized fractions is denoted by If det s ij vanishes in κ, the formulation of Proposition 5.6 is no longer available. However, its proof in [9: Theorem 4.7] still gives rise to Jacobi's formula.
Diagonal delta sets
We give a new application. Let Z n be the group with the total order We recall the notion of diagonal delta sets introduced by Brini [1] .
