Aiming at automatic, convenient and non-instrusive motion capture, this paper presents a new generation markerless motion capture technique, the FlyCap system, to capture surface motions of moving characters using multiple autonomous flying cameras (autonomous unmanned aerial vehicles(UAVs) each integrated with an RGBD video camera). During data capture, three cooperative flying cameras automatically track and follow the moving target who performs large-scale motions in a wide space. We propose a novel non-rigid surface registration method to track and fuse the depth of the three flying cameras for surface motion tracking of the moving target, and simultaneously calculate the pose of each flying camera. We leverage the using of visual-odometry information provided by the UAV platform, and formulate the surface tracking problem in a non-linear objective function that can be linearized and effectively minimized through a Gaussian-Newton method. Quantitative and qualitative experimental results demonstrate the plausible surface and motion reconstruction results.
INTRODUCTION
M ARKERLESS motion capture, a revolutionary technique to replace marker based approaches, eliminates the need for body-worn "sensors" and, in recent decades, has received great attention in the field of computer vision and computer graphics. Most previous methods require tens of carefully calibrated and synchronized cameras and a chromatic background, despite the rapid advances in recent years [1] , [2] , [3] , [4] . Some recent methods exploit a convenient setup like consumer depth cameras [5] , [6] , [7] , [8] or a stereo camera [4] to improve the efficiency of data acquisition through decreasing the number of cameras needed. However, all these methods are significantly constrained with a static camera array or human handheld cameras [9] , [10] to follow the target actors. The former case is restricted to a fixed capture volume, while the latter entails extra manual labor, like multiple experienced photographers, to follow the performers.
To achieve automatic data capture and enrich the types of motions that can be captured, this paper presents a new generation markerless motion capture technique, the FlyCap system, to capture motions using multiple autonomous flying cameras. In FlyCap, each flying camera is formed by an autonomous unmanned aerial vehicle (UAV) integrated with a video camera. During data capture, each camera automatically tracks and follows a moving target who is performing large-range motions in a very wide space thereby removing the need for photographers to follow and concentrate on the video capture window. Moreover, the video captured by a computercontrolled flying camera is more stable and is free from jitter, providing better video quality than from photographer. In tandem with the following reconstruction module, FlyCap can automatically reconstruct the non-rigid surface geometry and motion of the target performer.
In our system, for safety reasons, the size of each UAV cannot be very large; thus the payload of the UAVs is wellrestricted. The low weight and easily power-supplied depth camera Asus Xtion Pro Live, is chosen to capture an RGBD video stream of an acceptable quality. Another benefit of using flight cameras for motion capture is that the UAV platform can provide other sensors like the inertial measurement unit (IMU), visual odometry and GPS, for reliable flight control in both indoor and outdoor flying tasks. We therefore integrate them and propose in this paper a method to fuse the visual odometry for better motion capture quality. We use three flying cameras which work cooperatively while each camera only captures part of the target surface. The whole capture and reconstruction process works automatically, and can reconstruct the detailed time varying surface geometry of a moving target in general apparel without resorting to user intervention, manual operation, or markers in the scene.
We build our reconstruction algorithm on the classic non-rigid surface registration framework [11] and extend it to the case of multi-view stream fusion, enabling it with the localization ability to solve the camera pose in each frame and each view. However, all the cameras are movable in our setting; thus all the unknown rigid camera poses and the model's non-rigid deformation are coupled together, which means the accumulated drift error of the camera poses will cause unreasonable local deformation, and vice versa. We attack these key technical challenges by introducing a joint optimization framework with the integration of visual odometry. A new couple-decouple strategy is proposed instead of the classic rigid-nonrigid strategy during our joint optimization, which can reliably prevent error propagation. As we will show, the integration of visual odometry and the prohibition of the drift error propagation scheme is crucial in our setting as only in this way is the combined reconstruction of target motions and camera poses feasible.
Our prototype is the first, to our knowledge, to employ autonomous flying cameras for motion and geometry capture of non-rigid targets. It removes all the constraints and labor of available motion capture systems in terms of the performers, the capturers and the environments. Given the expected continuation of the technological trend of aerial robots becoming cheaper, smaller, safer, and more pervasive, we believe that a motion capture system like FlyCap, will become a viable alternative to traditional motion capture technologies.
RELATED WORK
This section presents an overview of research works related to our FlyCap system. We first provide an overview of motion capture technologies from the system aspect, followed by an overview of representative markerless motion capture algorithms, and a brief summary of recent progress on tracking using flying cameras. Note that here we constrain the scope to full human body motion and geometry capture.
Motion Capture System. For decades, marker based motion capture [12] has been a mature technique successfully used in many fields such as the movie industry, motion analysis for medical diagnostics, and virtual reality. However, marker based motion capture suffers from the requirements of a controlled capture setup and the need for performers to wear marker suits with sensors like optical markers [13] , [14] , inertial devices [15] , [16] , [17] , pressure sensors [18] , or mounted cameras [19] , making them unable to capture motions of people wearing everyday apparel.
To mitigate the intrusive characteristics of marker-based motion capture systems, markerless motion capture technologies have been recently investigated. Earlier setups required the building of multi-view video camera systems with controlled chromakey backgrounds to implicitly [20] or explicitly [2] , [21] reconstruct the temporal varying geometry of the human body and fit a skeletal model to the geometry. Recent investigations and developments using hundreds of cameras [22] , [23] or a controlled high-quality imaging environment [22] have been able to produce extremely high quality skeletal motion, surface motion and even appearance reconstruction of the moving target. However, most of these systems require considerable setup times for camera calibration, image segmentation or a 3D scan of the actor. Moreover, since the cameras are usually indoor and fixed, it is difficult to capture large range motions or use these systems in outdoor environments.
With the recent research on handheld camera based motion capture systems, the difficulties in capturing largerange motions has been partially mitigated. Wang et al. [24] and Hasler et al. [9] introduced skeleton-based approaches to capture the motion of an actor in outdoor environments from multiple handheld moving cameras. Ye et al. [10] used multiple handheld depth cameras to capture human motion, while Wu et al. [4] proposed using binocular cameras to capture human motion and at the same time derive the surface geometry detail. All these methods fit a 3D scan of the actor to silhouettes or depths estimated in each of the moving cameras. Moreover, all these systems require photographers to follow the actors, which is sometimes difficult and requires extra manual labor.
In comparison, our FlyCap system is an innovative form of markerless motion capture technology, which is free from all the data capture constraints in the marker-based and markerless motion capture systems described above.
Reconstruction Algorithm. From the algorithm aspect, markerless motion reconstruction can be classified into two main categories: discriminative approaches [5] , [6] , [25] and generative approaches [3] , [26] , [27] . The former takes advantage of data driven machine learning strategies to convert the motion capture problem into a regression or pose classification problem, and is therefore suitable for human-computer interaction applications where real-time efficiency is more important than accuracy.
In contrast, generative approaches such as [3] , often rely on temporal information and solve a tracking problem. Many of these approaches parameterize the high dimensional human body by a low-dimensional skeleton embedded in the body model template. The motion reconstruction process is then formulated as a frame-by-frame optimization to deform the skeletal pose [20] , the surface geometry [21] , [28] or both of these together [2] , [9] , [10] , [29] , [30] , to be consistent with the observed multi-view images. The generative strategy is the preferred choice when accurate results are desired. Moreover, combined with shading based surface refinement algorithms, the geometry detail of the dynamic target can be recovered [4] , [31] . However, they share limitations such as the requirement of a pre-scanned model template and a skeletal-embedded and aligned initial pose, and they struggle to recover from tracking errors.
Recent studies have tried to solve the above limitations to make the motion reconstruction a coherent and fully automatic pipeline. Joo et al. [23] proposed a method for the temporal optimization of a 3D skeletal trajectory stream using a massive number of camera views, without the need for a predefined model and pose initialization. Non-rigid surface registration methods [11] , [32] , [33] deform the model vertices instead of the skeletal structure, providing an appealing solution since they do not require skeleton embedding or surface skinning. However, the parameter space of nonrigid deformation is much larger than that of the skeleton space. To address this, Guo et al. [28] proposed a L0 based motion regularizer to improve the motion capture robustness. Using a single view RGBD video input, DynamicFusion [34] was recently proposed to fuse the geometry information of a non-rigid scene with slow moving motions, which is realtime and totally automatic without the need for any pre-processing. The concurrent work [35] added the SIFT feature in the ICP registration framework and thereby improved the accuracy of motion reconstruction. Guo et al. [36] performed a high-quality fusion of both geometry and albedo in the same framework and thereby achieved impressive reconstruction results.
Besides motion reconstruction, non-rigid structure from motion methods like those from [37] and [38] also perform joint camera and geometry optimization. However, these methods only rely on limited feature points; thus their reconstructed geometry results are not suitable to apply to dense motion capture of arbitrary moving targets. Some deformable capture systems have been designed for motion capture in the wild. Recently, Yang et al. [39] and Armin et al. [40] , [41] proposed the method to automatically segment and reconstruct dynamic objects from multiple RGB cameras in general environments. However, they utilized only RGB images; thus their reconstruction results are not comparable with the results of the RGBD-based motion reconstruction methods. Moreover, they focused on joint depth estimation and object segmentation with the camera localization, which is hard to be real-time. Our method utilizes RGBD information to attain topology-coherent surface capture results, which has high potential to be real-time.
Recently, Wang et al. [42] presented a method to reconstruct the complete models of moving subjects using a new pairwise registration algorithm to register partial scans with little overlap. Both of the methods in [10] and [42] used multiple moving RGBD cameras, which is similar to our setting. However, based on a manually pre-embedded skeleton, Ye et al. [10] only optimized the camera poses and the skeleton without optimization of the surface geometry. Wang et al.'s method [42] still needed 15 to 20 percent overlap of different views, which can be difficult, and require extra manual labor to maintain during motion capture.
To eliminate any manual pre-processing like skeleton embedding, and achieve appealing motion capture results, our reconstruction method adopts the non-rigid surface registration pipeline. Furthermore, our method is the first, to our knowledge, to extend the non-rigid deformation pipeline to the multi-view moving camera setting. We demonstrate that, through our proposed optimization method, the three RGBD streams can be accurately registered in the global world coordinates, enabling robust full body surface geometry and motion reconstruction.
Target Tracking Using UAV Systems. The capability of realtime target tracking on the UAV platform is indispensable for data capture in Flycap. Most UAV tracking strategies, such as [43] , adopt GPS information for tracking a target. However, GPS-based methods suffer from low tracking accuracy with weak GPS signal. Alternatively, vision-based tracking is more flexible for automatic UAV target following; however, it remains challenging in real environments because of the need for self localization, flight trajectory control, and robustness against target occlusions, fast motions and illumination changes. Therefore, vision-based target tracking on UAVs in the literature is still primitive and only a few concurrent works [44] , [45] have made the attempt. Recently, Li et al. [46] proposed a UAV-based long-term visual tracking system, which implemented a novel tracking algorithm, FAST, on a quadrotor platform to tackle indoor and outdoor practical scenarios.
Our system is vision-based with RGBD video input, providing a convenient and robust means for realtime tracking. The system is implemented in a compact UAV platform to release the constraints on the position and orientation of the onboard cameras. Our tracking system is also extended to a multi-view setting for robust motion capture.
SYSTEM OVERVIEW
Our new FlyCap system captures a moving target's motion autonomously using multiple flying cameras (UAVs equipped with RGBD cameras), with fewer constraints like fixed capture volume or tedious manual labor. Fig. 1 gives a sketch of the working pipeline of our FlyCap system, which is composed of two main modules, namely an on-board data capture module (Section 4) and an off-line motion reconstruction module (Section 5). Specifically, the data capture module can be further divided into a template scanning step using a single flying camera (Section 4.1), and a target tracking step using all three flying cameras (Section 4.2).
During the template scanning step, the character remains almost still. One flying camera equipped with a single RGBD sensor scans the still target in a downward spiral mode for about 40 seconds, while the remaining two flying cameras hover at the corresponding locations. Once the template scanning step is finished, the system can immediately change to the target tracking step without interruption. In both of these steps, on-board analysis algorithms are introduced, and thus the control system can decide the next position of the three flying cameras in a timely manner. The maximum speed that can be recorded is roughly 1 m/s, while the speed of the UAV is constrained to 1.5 m/s for both the safety and depth quality guarantee.
After the data capture module, a novel non-rigid registration method is introduced in the off-line motion reconstruction module so as to track the surface deformation of the moving target and localize the camera poses in each frame and each view simultaneously. Fig. 2 shows two kinds of hardware platforms for our flying cameras, which are mounted on a small quadrotor to support its autonomous control either as a stand-alone device or as part of a team. Both platforms are equipped with NUC, a mini PC that acts as the brain of the UAV with computation and control units; Guidance [47] , armed with an ultrasonic sensor and stereo cameras working as a navigation system; and Xtion, serving as the 3D sensor device to acquire the RGBD data (QVGA resolution) of the scene. The main difference between these two kinds of hardware platforms is the number of RGBD sensors onboard. The first platform in Fig. 2a , is equipped with only a single RGBD sensor, working around two meters away from the captured target. The second, in Fig. 2b , has two calibrated RGBD sensors and stays around one meter away. This setting is the compromise between the field of view(FOV) and depth accuracy of the RGBD sensor. Note that during the performance capture, the platform with two RGBD sensors captures details of the character, while the other platforms capture the overall shape of the character. In particular, Guidance provides rough pose estimation using its internal VO algorithm by fusing the IMU data. In this way, the whole flying camera system is more agile and can hover to facilitate video-based operations. The proposed FlyCap system is an autonomous and unified end-to-end motion capture system, without extra external positioning or control systems, like Vicon, or extra constraints, like fixed capture volume. Users only need to select the filming angle and position of each UAV at the beginning, and then FlyCap works flexibly and adaptively to follow and track the moving target in a wide space.
DATA CAPTURE
During the data capture module, the proposed FlyCap system will store both the captured RGBD sensor data and the recorded VO data in the onboard NUC for later off-line reconstruction. This module is composed of a template scanning step and a target tracking step. The system can immediately transition to the target tracking step after the template scanning step without manual interruption.
Template Scanning
To improve the robustness of the non-rigid surface tracking algorithm, we leverage the use of a model template. We use one of our flying cameras with a single RGBD sensor to scan the human body in realtime, while restricting the character to be almost static. In contrast to traditional manual scanning strategies, our template scanning step is totally automatic.
The FlyCap system can automatically scan the model in about 40 seconds with only a scan starting point set by the user. Our scanning strategy works in a downward spiral mode scanning around and centering at the human body (see the left side of Fig. 1 ).
During scanning, for each input depth image, the background is removed by a threshold depth value and the dominant planar segment where the target stands is also removed in a RANSAC fashion. After pre-processing of the depth image, a proportional-derivative (PD) controller is used to constrain the flying camera to 1.1 meters away around the template, with the average depth value of all remaining pixels as the controller input. Note that 1.1 meters is a good trade-off distance for accuracy and effectiveness of template scanning. Meanwhile, two extra PD controllers are used to tune the height and the yaw velocity of the flying camera adaptively, which enables the flying camera to orbit the target automatically in a downward spiral fashion. Note that the ultrasonic sensor data from Guidance is used as the input for the height controller.
During scanning, the KinectFusion [48] algorithm runs onboard to fuse the geometry model. Fig. 4 shows the examples of the scanning results under different frames.
Target Tracking
After template scanning, FlyCap can immediately proceed to the target tracking step, which uses three flying cameras to shoot and track the human body cooperatively from different viewing angles and heights. A typical example of the target tracking step is illustrated in Fig. 3 , which includes the capture setting, corresponding RGBD images of each UAV, and reconstructed model. Although each flying camera can merely observe a partial section of the human body, the three of them can effectively handle occlusion.
To maintain the safety distance between the flying cameras and avoid collisions during target tracking, we restrict the movement of each flying camera by fixing the altitude, following the control strategy of [46] . The main difference here is that the yaw angle is also fixed, which results in only two degrees-of-freedom for filming control, i.e., the horizontal and vertical velocity of the drone in a North-East-Down inertial reference frame. Meanwhile, we calculate the position of the human body and the distance to the cameras by averaging the depth values of all pixels on the human body in the foreground, replacing the target position estimation strategy used in [46] . Our tracking strategy then keeps the partial visible human body in the center of the image while maintaining one to two meters distance between each camera center and the partial body center. Such a strategy guarantees a comfortable distance for human motions with qualified depth quality, and keeps the target always in view. Figs. 3b and 3c show an example of the captured RGBD images during the tracking step.
Since the template scanning is immediately followed by the target tracking, FlyCap succeeds in bypassing the tedious work on the global coordinates and motion registration of the first frame in the capture sequence, thus allowing a completely automatic motion data capture. To align the first frame between different flying cameras, the locations from which each UAV takes off are recorded. For temporal synchronization across different flying cameras, note here that the time clocks of the three flying cameras can be synchronized before data capture and thus the captured motion data sequences from different cameras can be synchronized based on the system time stamp of each frame, which is accurate up to milliseconds.
SURFACE MOTION TRACKING
Given the RGBD sequences captured by cooperative flying cameras, we propose a multi-view non-rigid surface registration method to jointly align the three depths and geometries together in the world coordinates. The unknown parameters we seek to solve include the global rigid camera poses and the non-rigid deformation parameters of the moving target. This would require the flying cameras to capture the static background for deriving the global coordinates. Since the captured RGBD video is only at QVGA resolution with a dominant non-rigid foreground, it is difficult to compute the global coordinates relative to each camera. What's worse, the motion of the target and the motions of the cameras are coupled together, so that accumulated error of camera poses will cause unreasonable local deformation, and vice versa.
In this section, we propose a unified optimization to solve all the global flying camera poses and the non-rigid deformation of the target human body simultaneously, treating both the moving cameras and the target as a whole dynamic system. We also demonstrate that, with the integration of visual odometry information, we can solve the global coordinates in a much better way, and the motion reconstruction of the surface of the human body becomes more accurate and plausible.
The global rigid camera transformation can be formulated as a 3 Â 3 rotation matrix R and a 3 Â 1 translation vector t in the global world coordinates. For simplification, both are formed together in the special euclidean group SE 3 as T. Thus, the camera poses to be estimated are denoted as T t k where k ¼ 1; 2; 3 represents the three flying cameras and t denotes the frame index. For each t, every flying camera captures an RGBD image D t k and records the corresponding camera posesT t k that are roughly estimated by the onboard Guidance module. Fig. 5 illustrates our joint optimization pipeline as a temporal tracking strategy in a frame-by-frame manner. During the processing of the current frame, we utilise the embedded deformation model to estimate a deformation field (Section 5.1). Based on the deformation model, the new models M t and the camera poses T t k are estimated with the proposed jointly optimized energy function (Sections 5.2 and 5.3). For minimizing the energy function, unlike existing approaches, we initialize the coupled camera poses explicitly and propose a new couple-decouple method (Section 6.1) to split the optimization with an iterative flip-flop strategy. During each flipflop iteration, we first optimize the coupled poses and deformation field. Second, we fix the deformation field and optimize the global poses. Finally, we adopt a dynamic weight strategy and a surface detail refinement(Section 6.2).
Deformation Model with Moving Cameras
Our surface tracking scheme is based on the standard nonrigid surface registration [11] pipeline, which uses the embedded deformation (ED) model to parameterize the non-rigid deformation field, and take the mesh M tÀ1 as an initialization to further fit it to D t k through non-rigid deformation. Following [11] , the deformation of a mesh M is represented by affine transformations fA i ; t i g of some sparse Fig. 5 . Joint optimization pipeline. The optimization of both the poses and the motion field is split into a coupled part and a decoupled part in an iterative flip-flop strategy. In the coupled part, the coupled poses and deformation field are optimized. In the decoupled part, we optimize the global poses with a fixed deformation field. Please refer to the text in Section 5 for details. nodes x i (ED nodes) on the mesh. In addition, we follow [49] and [50] to augment the deformation using a global rotation R g 2 SO 3 and translation t g 2 R 3 to parameterize the global overall movement of the model. We also restrict the global rigid motion to the class of rigid body motions forming the special euclidean group SE 3 as follows:
The full parameter set for the deformation is
For a particular mesh vertex v j , its new position after the non-rigid deformation is formulated as v 0 j ¼EDðv j ;
where wðv j ; x i Þ measures the influence of the node x i to the vertex v j . Please refer to [11] for details about extracting x i from the mesh and calculating w for all mesh vertices. Note that Eqn. (2) omits the conversion between the 3-vectors and their corresponding homogeneous 4-vectors (as needed for multiplications with T g ) for simplicity of notation. As in [11] , we use the same two regularization terms on the deformation field to prevent unreasonable local deformation of the model. Specifically, the first restricts the affine transformation to be as rigid as possible,
where a 1 , a 2 and a 3 are column vectors of A i . The second defines the L 2 regularizer which constrains the consistent motion difference on the spatial domain, which encourages the affine transformation of a node to be as similar as possible to its neighboring nodes,
Data Term
In the central part of our energy function, a data term is designed to penalize misalignments between the deformed model and the data. The main challenge here is that all the rigid camera motions and the model's deformation are unknown, which are coupled together. We attack this problem by formulating all these unknown motions together in our data term E fit . E fit can be further decomposed into two sub-terms combining the semi-dense flow-based alignment objective E semi and dense depth-based point-to-plane metrics E dense
Recall that G denotes the deformation parameter set, and T t k denotes all camera poses (t denotes frame index and k denotes camera index). Point-to-Plane Dense Alignment. This metric forces vertices on the model to move to the corresponding depth point of the input depth data, especially along the norm direction, which can be considered as the first order approximation of the real surface geometry. As in [34] , [48] and [49] , we find the dense depth correspondences between the model and the depth images via a projective lookup method, and discard those pairs with a highly distinct depth value (larger than 20 mm) or normal direction (larger than 20 degrees). The main difference here is that we also formulate the rigid camera motions into the metric
where C k denotes all correspondent pairs between mesh vertices (denoted as v j ) and depth points (denoted as c j ) in the D t k captured by the kth camera. Point-to-Point Semi-Dense Alignment. In addition to the dense alignment, we use the PD-Flow [51] to search the 3D matches between consecutive RGBD frames. Since we assume that the mesh M tÀ1 is well aligned to the previous RBGD images D tÀ1 k , these flow-based correspondent pairs indicate additional constraints for fitting the mesh to current RGBD images D t k . Furthermore, the scene flow pairs less than 3 pixels are rejected so as to maintain only those corresponding to fast motion. We also use a point-to-point metric for robustness to fast motion. The semi-dense alignment is formulated as
where P k denotes all semi-dense correspondent pairs based on PD-Flow between mesh (denoted as v i ) and depth points (denoted as c i ) in the D t k captured by the kth camera. This term promotes robustness to fast motion and plane motion of the model.
Constraint for Camera Poses
Only the three energy terms E fit , E rigid and E smo cannot deal with the accumulated drifting error of the whole dynamic system (both the target performer and three flying cameras), since adding any common drift in the spatial domain does not affect these three energy terms. To bound the global spatial drift, we specifically introduce the constraint term E pose in our joint optimization algorithm, combining the photometric residual minimization objective E pho and the onboard sensor information E sensor
Photometric Constraint. Let d k;i define the 3D positions associated with the ith pixel of the depth image from the kth camera. Then its value in the previous frame and the current frame follows the equation:
Between the current live luminance image I t k and that from the previous frame I tÀ1 k , this photometric constraint aims to find the camera motion T t k that minimizes the cost over the photometric error (intensity difference) between pixels
where pðp ¼ ðx=z; y=zÞÞ > denotes the de-homogenisation operation of perspective projection. Onboard Sensor Constraint. Recall thatT t k is directly retrieved from the onboard Guidance module, which provides rough camera pose estimation via an onboard visual odometry algorithm fusing the IMU data together. However, due to the inherent limitation of the visual odometry module,T t k suffers from accumulated spatial drift and turns out to be unreliable during the tracking process.
Our key observation here is that, instead of simply forcing the camera poses T t k to be close toT t k , forcing the differential camera poses between the current and the former frame to be close achieves a better result, as the accumulated error in the differential camera poses grows much more slowly. Specifically, the differential of the camera poses of consecutive frames @T t k @t can be formulated as T t k ðT tÀ1 k Þ À1 , which is also in the Lie Group SE 3 . We can get its Lie algebra parameters with the logarithm map operation and formulate the onboard sensor constraint as follows:
where log : SE 3 ! se 3 is the logarithm map or the inverse exponential map. Fig. 6 shows the global reconstruction results with/without the pose term E pose . We can see that the reconstruction results without E pose fail to maintain the global motions of the character, which illustrates that the dynamic performance capture in the global view cannot be achieved without the pose term.
JOINT MULTI-VIEW OPTIMIZATION
Combining all of the above terms, we obtain the final energy
in terms of fT g ; A i ; t i ; T t k g. The minimization of EðG; T t k Þ is performed in an iterative closest point (ICP) framework, where dense and semi-dense pairs are updated by the projective lookup method and PD-Flow. In each ICP iteration, the energy above can be rewritten as a sum of squares. In this form, the minimization problem can be seen as a standard sparse non-linear least-squares problem, which can be solved efficiently using the Gauss-Newton method. When performing Gauss-Newton optimization, we adopt the Taylor expansion of the exponential map around current estimated camera poses by introducing small Lie algebra
Recall that the key technical challenge of our joint optimization algorithm is that all the unknown rigid camera motions and the model's deformation are coupled together, so that accumulated error of the camera poses will cause unreasonable local deformation, and vice versa. As shown in Fig. 7a , the registration results from solving E pose in Eqn. (8) suffer from the accumulated drift error of the camera pose estimation. In contrast, our joint multi-view optimization prevents the drift error from propagating into the model's non-rigid deformation, achieving better registration results, as shown in Fig. 7b . We attack this challenge by introducing a special couple-decouple method and dynamic weight strategy during the minimization of Eqn. (12).
Couple-Decouple Method
Taking a close look at Eqn. (12) , we find that the coupling of the model's deformation and camera motion only happens in the data term E fit . Few state-of-the-art performance capture approaches pay attention to this coupling between the moving non-rigid model and the moving rigid cameras. However, such coupling is the bottleneck to reconstruct the moving target with a fully movable cameras setting, since even a small errors of camera poses will be propagated within the global optimization, leading to unreasonable local deformation of the target.
Traditional Rigid-Nonrigid Method. Most state-of-the-art approaches such as [34] and [49] , estimate the global rigid parameters first and then fix the rigid parameters to estimate all the non-rigid parameters. If following this rigidnonrigid method, we can formulate the rigid part from Eqn. (12) as follows:
Note that the E Rigid above ignores the semi-dense flowbased alignment since fast motions are highly related to the non-rigid deformation of the model. Essentially, E Rigid works similarly to the front-end VO module of the state-ofthe-art RGBD SLAM system [52] , [53] , [54] , which encodes dense geometric residual, dense photometric residual and sensor constraints together. However, minimizing such an E Rigid is not drift-free. Thus when fixing rigid parameters to estimate non-rigid parameters G, the accumulated drift error will be propagated into G. Such error propagation will cause unreasonable local misalignment for the model's motion capture, especially after long-term tracking.
Proposed Couple-Decouple Method. To avoid accumulated error propagation, we introduce a new couple-decouple method to replace the rigid-nonrigid method above. In the proposed couple-decouple method, we formulate the motion coupling explicitly as follows:
which represents the coupled camera poses relative to the moving model. In this way, the data term in Eqn. (5) can be re-formulated as follows:
Using the explicit coupled poses, Eqn. (12) can be split into two independent subproblems by solving the coupled and decoupled part separately using an iterative flip-flop strategy. During each flip-flop iteration, for the coupled part, we optimize the coupled camera poses and deformation field first. Then, for the decoupled part, we fix the deformation field and optimize the global poses. Coupled Part Optimization. Instead of solving rigid parameters at first as in the traditional rigid-nonrigid method, we first solve the coupled parameters
Note that T coup t k and G 0 above can be solved successively using the traditional rigid-nonrigid method. Decoupled Part Optimization. We then fix the coupled parameters and solve the decoupled parameters as follows:
which is similar to Eqn. (13) , combining the relative coupled geometry constraint, dense photometric residual and sensor constraints together. Note that no accumulated error of the camera poses can be propagated into the non-rigid model, since G 0 is fixed during the optimization of E Decouple .
In short, solving the total energy Eqn. (12) in a coupledecouple manner as in Eqns. (16) and (17) , has the following benefits: 1) the joint optimization is split into two subproblems which can be solved using the flip-flop optimization strategy in the ICP framework; and 2) the motion coupling problem is formulated explicitly to avoid the accumulated error of the rigid camera motion propagating into the nonrigid motion capture.
Dynamic Weight Strategy
To make full use of the camera pose prior retrieved from the onboard Guidance module, during our joint optimization, a dynamic weight mechanism for E pose is adopted, which better accords with the implicit characteristic of the camera poses prior. The key observation is that the weight parameter a pose should be related to the sum of the velocities of the three UAVs. These velocities can be estimated with the differential of the camera translation prior as follows:
wheret k is the 3 Â 1 translation vector of the camera poseŝ T k . While v all is small, all UAVs work in a relatively low velocity mode, and the onboard sensors like IMU and Guidance are interfered with more easily by environmental noise, so pose should be small. Inversely, when v all is close to the maximum controlled velocity, the three UAVs tend to have common movement. In this situation, a small pose may cause a common spatial drift error of the camera poses.
With the above insights into the camera pose prior, the Naka-Rushton formula is adopted to tune pose dynamically
where v max is the maximum controlled velocity of the UAV platform, 0 is the DC tuning component suitable for a small v all , and bias is the dynamic tuning component which makes 0 þ bias suitable for a large v all . The value of bias in ½4 Â 0 ; 5 Â 0 gives reasonable results, and we set 0 ¼ 100 and bias ¼ 500 in all our experiments. In addition, g is the tuning parameter for the Naka-Rushton formula, which is set to be 0.2 in our implementation. As for the other parameters to balance the energy terms in Eqn. (12) , in our implementation, we follow [28] to set fit ¼ 1, rigid ¼ 1000 and smo ¼ 1000. Please refer to [28] for more details. Additionally we relax the regularization weight of E rigid and E smo following the relation strategy ( rigid rigid 2 ; smo smo 2 ) of [11] . Our joint optimization algorithm performs 4 ICP iterations, and during each ICP iteration, 5 Gauss-Newton iterations are run. Unlike [11] , we use this relation strategy after each ICP iteration. We further reconstruct surface details of the model following [28] . Please refer to [28] for details.
EXPERIMENTAL RESULTS
Using the FlyCap system, we record 8 test sequences consisting of over 15,000 frames. Table 1 shows the details of our captured data, including complex motions with heavy occlusions, e.g., "Crossing" and "Kungfu"; different kinds of objects, e.g., "Moving Box"; and long-term motions, e.g., "Walking", "Boxing" and "Fighting". Each sequence starts with the template scanning step, which reconstructs a mesh model with about 8,000 vertices. After roughly aligning the template with the first depth frame using the camera poses prior at the first frame, the motion capture runs at about 3 frames per-minute. For each frame, about 1 s is taken by the joint multiview optimization and about 20 s is used for merging the detail of the model. We implement our method using C++ on a PC with a 3.20 GHZ single core CPU, NVI-DIA GeForce GTX980 and 32 GB memory.
For better illustration, we generate both a "global view" (under the global world coordinates) and a "local view" (under the first-view of the flying cameras) of our results. The results from the local view, along with the correspondent RGBD images, are demonstrated in Fig. 8 , which illustrates that our method supports various motions with different shapes and topologies. For more sequential results, we recommend viewing our accompanying video to more clearly visualize and understand the capabilities of our approach.
Evaluation for Drone-Based Tracking
In this section, we evaluate the ability of FlyCap to track the moving target autonomously both qualitatively and quantitatively. Fig. 9 depicts two qualitative examples of our drone-based tracking results. In each example, we select several reconstructed models in different frame indexes, with the correspondent camera poses and trajectories. These examples illustrate that our method can capture the global moving trajectory of a target performer without restriction in a specific capture volume. It is not surprising that these three trajectories share similar shapes since the three UAVs track the target autonomously as a collaborative dynamic system. 
Qualitative Results

Quantitative Evaluation
During tracking, the UAVs fly autonomously while maintaining a specific distance from the target so as to keep the full body of the target captured in view. This specific distance for the drones with a single RGBD sensor is 2.3 m, while a distance of 1.2 m is used for the drone with two RGBD sensors. Fig. 10a shows the ability of our FlyCap system to maintain these specific distances. Furthermore, we render the final reconstructed dynamic model of each frame into 2D images in the local camera view, and then calculate the percentage of the model inside the image plane, which is called the "occupancy". As shown in Fig. 10b, our FlyCap system achieves an occupancy of around 90 to 100 percent. These quantitative experiments demonstrate the fact that our method can track a moving target in view, allowing the target to move freely through a long trajectory in space without any restriction of the specific capture volume.
Camera Tracking Results
To evaluate the optimized results of the camera poses, we simulate our algorithm without joint optimization, in which all camera poses are generated by solving Eqn. (8) directly, denoted as DirectVO. The camera tracking results of our method are compared against the camera poses from DirectVO both qualitatively and quantitatively.
Qualitative Results
Fig . 11 shows the alignment results of all three views using DirectVO and our method. As expected, DirectVO fails to compute the correct alignment, especially for long-term camera tracking, because of the accumulated drift error of the camera pose estimation. Compared to DirectVO, our method can achieve much better alignment results, even for the long-term case shown in Figs. 11d, 11e , and 11f.
Quantitative Evaluation
For quantitative evaluation, the camera poses results of our method and DirectVO are compared with the ground truth results of the Vicon Motion capture system, which is precalibrated to the camera coordinates system with markers attached to the UAVs. During the experiment, the model moves straight ahead, roughly along the reverse direction of the Y axis of the camera in front of the model. For the rotation, the numerical error of the roll, pitch and yaw angle is shown in Fig. 12a . The average absolute numerical angle error of our method for the whole sequence is 3.545 degrees, compared with 6.161 degrees of DirectVO.
The translation error curves are illustrated in Fig. 12b . The average absolute numerical translation error of our method for the whole sequence is 0.038 m, compared with 0.101 m for DirectVO. The drift error accumulation of DirectVO along the Y axis can easily be observed, reaching around 0.2 m of the 1200th frame. In contrast, our method suffers from less drift error accumulation.
Performance Capture Results
In this section, we evaluate the ability of FlyCap for dynamic performance capture both qualitatively and quantitatively. We compare our results with the state-of-the-art work of Guo et al. [28] (denoted as Guo) and Ye et al. [10] (denoted as Ye). Guo used single-view depth input with a L0 regularizer to improve the robustness of the non-rigid surface deformation, while Ye used three Kinects and proposed a joint optimization of Kinect poses and the skeleton poses with a pre-embedded kinematic skeleton. For further evaluation, we compare our method with DirectVO and compare the couple-decouple strategy proposed in Section 6.1 with the traditional rigid-nonrigid strategy. Fig. 10 . The distance to the target and the occupancy during the tracking process for the "Kungfu" sequence.
Qualitative Results
In Fig. 13 , we compare our method with Guo [28] for two cases. In the first case, Guo [28] fails to maintain the overall shape, while our method can effectively maintain the overall shape of the body of the model from any viewing angle, i.e., the thickness of the human body remains unchanged. The second case suffers from severe long-term part-missing and self-occlusion. Our method outperforms Guo [28] for preventing tracking failure and local misalignment. These comparisons illustrate that our method can make full use of all three views through the joint multi-view optimization scheme.
In Fig. 14, we compare our method with Ye [10] on two cases. In the first case, the skeleton-based method in [10] fails to reconstruct the detailed deformation, while in the second case Ye [10] causes local distortions when the deformation cannot be accurately modeled, even with a well preembedded skeleton. In addition, [10] mainly relied on the SIFT features of background for global camera tracking, which causes severe drift error for a large-scale scene in a wide space. Please refer to the supplementary video for the complete frames, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TVCG.2017.2728660.
We further compare our method with DirectVO as shown in Fig. 15a . It is not surprising that the reconstruction results of DirectVO deteriorate sharply since even small error of the camera poses will be propagated to the model, causing unreasonable local deformation. Thus the noisy camera poses prior cannot be applied to performance capture directly, proving the effectiveness of our joint optimization.
In Fig. 15b , we compare the proposed couple-decouple strategy in Section 6.1 with the traditional rigid-nonrigid strategy. The traditional rigid-nonrigid strategy suffers from accumulated error of camera poses, and thus causes unwanted local deformation after long-term capture. Our method reconstructs motion more accurately and avoids such artifacts caused by the error propagation, which illustrates the effectiveness of the proposed couple-decouple strategy to prevent error propagation.
Quantitative Evaluation
We perform two experiments based on both real and synthetic data for exhaustive quantitative evaluation. For real data, due to the absence of the ground-truth, we render the final dynamic models into 2D images in the local camera view, and then calculate the average per-pixel euclidean distance of the depth values between the rendered image and the input image. To constrain the evaluated algorithms in the scope of non-rigid deformation, we evaluate our method with the couple-decouple strategy, our method with the rigid-nonrigid strategy, Guo [28] and DirectVO. As shown in Fig. 16 , we can see that DirectVO fails in a short time because of the accumulated drift error, and that our method outperforms Guo [28] because of our joint multi-view optimization scheme. Furthermore, our method with the couple-decouple strategy achieves the best result, illustrating the effectiveness of the proposed strategy.
For synthetic data, we utilize a synthetic sequence with topology-coherent models as the ground truth by synthesizing the depth maps with virtual camera poses. Due to the absence of the onboard camera poses prior, we evaluate our method and Guo [28] with known camera poses, as shown in Fig. 17 . The average numerical error of our method is 10.72 mm, compared with the 18.25 mm of Guo [28] , indicating the effectiveness of our joint multi-view optimization. Please refer to the supplementary video for the complete frames and better illustration, available online.
Limitations
The proposed FlyCap is still limited in tracking extremely fast motions for the frangibility of matching. Our method is also reliant on the template scanning process since the template is a strong restriction to different views. Our method is applied to a multi-drone tracking system originally; thus it is also reliant on the stability of the UAV and cannot handle severe environments like fierce winds, which would lead to noisy flight control. Also, the multi-drone tracking system is limited to areas with rich textures for stable flight control.
CONCLUSION
We have presented a novel motion capture method using three autonomous flying cameras, which simultaneously performs multi-view non-rigid reconstruction, and possesses the localization ability to solve the camera pose in each frame and each view. Besides the flying camera array, the key contribution of our technique is the joint multi-view optimization algorithm, which uses a new couple-decouple strategy to prevent error propagation, and utilizes visual-odometry information provided by the UAV platform with a dynamic weight strategy. Quantitative and qualitative experiments demonstrate the competent and plausible motion reconstruction results. Since our system can capture a human target moving freely along a long-scale trajectory without manual labor and any environment constraint, we believe our method steps towards enabling more general motion capture for wider visual and graphics applications. Qionghai Dai received the MS and PhD degrees in computer science and automation from Northeastern University, Shenyang, China, in 1994 and 1996, respectively. He is currently a professor in the Department of Automation and the director of the Broadband Networks and Digital Media Laboratory, Tsinghua University, Beijing. He has authored or co-authored more than 200 conference and journal papers and two books. His research interests include computational photography and microscopy, computer vision and graphics, and intelligent signal processing. He is associate editor of the Journal of Visual Communication and Image Representation, the IEEE Transactions on Neural Networks and Learning Systems, and the IEEE Transactions on Image Processing.
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