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This study focuses on the Rijke tube problem, which includes features relevant to the
modeling of thermoacoustic coupling in reactive flows: a compact acoustic source, an
empirical model for the heat source, and nonlinearities. This thermo-acoustic system fea-
tures both linear and nonlinear flow regimes with complex dynamical behavior. In order
to synthesize accurate time-series, we tackle this problem from a numerical point-of-
view, and start by proposing a dedicated solver designed for dealing with the underlying
stiffness, in particular, the retarded time and the discontinuity at the location of the
heat source. Stability analysis is performed on the limit of low-amplitude disturbances
by means of the projection method proposed by Jarlebring (2008), which alleviates the
linearization with respect to the retarded time. The results are then compared to the
analytical solution of the undamped system, and to Galerkin projection methods com-
monly used in this setting. This analysis provides insight into the consequences of the
various assumptions and simplifications that justify the use of Galerkin expansions based
on the eigenmodes of the unheated resonator. We illustrate that due to the presence of a
discontinuity in the spatial domain, the eigenmodes in the heated case, predicted by us-
ing Galerkin expansion, show spurious oscillations resulting from the Gibbs phenomenon.
Finally, time-series in the fully nonlinear regime, where a limit cycle is established, are
analyzed and dominant modes are extracted. By comparing the modes of the linear to
that of the nonlinear regime, we are able to illustrate the mean-flow modulation and fre-
quency switching, which appear as the nonlinearities become significant and ultimately
affect the form of the limit cycle. The analysis of the saturated limit cycles shows the
presence of higher frequency modes, which are linearly stable but become significant
through nonlinear growth of the signal. This bimodal effect is not captured when the
coupling between different frequencies is not accounted for. In conclusion, a dedicated
solver for capturing thermoacoustic instability is proposed and methods for analyzing
linear and nonlinear region of the resulting time-series are introduced.
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1. Introduction
Energy conversion devices typically involve combustion processes in a confined geom-
etry, where various complex phenomena, related to fluid flow, acoustic radiation and
thermal effects, interact. These interactions and couplings may act as sources of orga-
nized motions referred to as thermoacoustic instabilities. Examples of mechanisms driving
such motions include oscillations in the supply of reactants, structural vibrations of the
chamber, or burning processes. In the latter case, an unsteady flow interacting with a
fluctuating thermal source, potentially caused by turbulent combustion, can result in an
unsteady heat release. The unsteady heat release can in turn act as an acoustic source in
the system resulting in self-sustained oscillations (Rayleigh 1896). In the unstable case,
the system usually reaches a limit cycle during which the pressure can oscillate consid-
erably. As a result, thermoacoustic instabilities can affect the life and the performances
of these technical devices. In addition, ever more stringent environmental regulations on
the emissions of these devices tend to shift operating conditions towards the lean-burn
parameter range, which is more prone to thermoacoustic instabilities. This trend has
fueled the design and study of models able to predict the stability properties of these
self-sustained oscillations.
For modeling purposes, the zone of heat release is considered as compact. This as-
sumption introduces some inaccuracies in the predicted frequencies, but it is usually
found to yield good predictions since the modes of interest are of low frequencies (Dowl-
ing 1995). The corresponding wavelengths are long compared with the duct diameter,
and the problem may thus be considered one-dimensional. Additionally, the hydrody-
namic region associated with the heat source is short compared with the length of these
dominant acoustic wavelengths, and can be accounted for either using asymptotic anal-
ysis (Mariappan & Sujith 2011) or as a discontinuity at a single axial location. The
unsteady heat release can then be linked to the acoustic waves either by an analytical
expression (Dowling (1997) for flames; Heckl (1990) for an electrical heater) or by ex-
perimental measurements of the transfer function (Schuller et al. 2003). The eigenmodes
and eigenfrequencies can then be determined by a dispersion relation in the frequency
domain. This linear approach has recently been extended to weakly non-linear stability
analysis by measuring the describing function of the heat source, and interesting results
have been obtained in the prediction of limit cycles (Boudy et al. 2013). These spectral
techniques however forbid the prediction of complex transients due to frequency coupling,
known to influence the bifurcation diagrams of the system.
In this work, therefore, we investigate the evolution of the velocity and pressure oscil-
lations from the small-amplitude linear stage to the fully nonlinear regime and provide
time-series comparable to those from experimental observations. This objective is pursued
with a minimum of additional assumptions and approximations, stemming from phys-
ical modeling or a choice of numerical techniques. The most commonly used methods
in performing a nonlinear analysis for these types of instabilities are based on Galerkin
expansions. In this approach a system of partial differential equations is reduced to a
set of coupled ordinary differential equations with time-varying coefficients by a projec-
tion onto a given basis (Culick 1988). The growth rates and amplitudes are estimated
by an energy balance across the heat source. In these methods, typically, terms up to
second or third order are retained. A particularly common choice of basis functions for
the Galerkin expansion consists of the acoustic eigenfunctions of the duct without the
heating element. This method has been applied in the Rijke tube setting (Balasubrama-
nian & Sujith 2008, Subramanian et al. 2010, Juniper 2011, Subramanian et al. 2013) to
study the linear and nonlinear behavior of acoustic waves in the duct. It should be noted
Thermoacoustic instability – a dynamical system and time domain analysis 3
that this approach approximates a discontinuous spatial signal by continuous basis func-
tions. The consequences of this assumption or choice will be further investigated in this
study. Another method for computing nonlinear time-series for thermoacoustic systems
has been proposed by Dowling (1997); the wave expansion technique has been employed
to investigate nonlinear oscillations of a ducted flame. In this approach, the acoustic wave
propagation is computed explicitly. However, the boundary conditions have to be known
analytically to determine the linear wave propagation away from the source; in addition,
damping across the geometry cannot be easily incorporated.
Experimental investigations have shown that thermo-acoustic instabilities involve a
limited number of modes related to the geometry of the system, suggesting that the
full dynamics can be reproduced with low order models. However the complexity of the
mode interactions in the transient phase requires tools able to compute and describe
these couplings. In this study, we propose and advocate a dedicated solver for computing
nonlinear time-series for the acoustic behavior of the aforementioned simplified system.
The solver is flexible in the sense that boundary conditions can be easily modified to
include appropriate reflections, measured experimentally. Moreover, any damping due
to the interaction with the wall boundary layers of the duct or caused at the end of
the duct can be accounted for. The choice of the heating model allows for variety, as
long as it satisfies the compactness criterion. The aim is to develop a solver for per-
forming acoustic integration so that it could later be easily coupled with the relevant
hydrodynamic calculation of the heat source. Most importantly, this approach enables a
time-series analysis without the need for assuming a shape for the eigenfunctions of the
system a priori. Consequently, linear stability analysis can be performed on the high-
fidelity system of equations, and the eigenvalues and eigenfunctions of the linear problem
can be computed directly, without resorting to further simplifying assumptions. We have
adopted the projection method of Jarlebring (2008) to extract these eigenfunctions in the
most general way. Dynamic mode decomposition (Schmid 2010) is applied to the fully
nonlinear regime to extract spatial modes of dynamical significance from the limit-cycle
behavior. As a result, the modes extracted in the linear and nonlinear regimes can be
compared directly, which will provide insight into the system dynamics throughout the
evolution of the time-series.
This paper is organized as follows. In § 2 the equations governing the acoustic prop-
agation of waves inside a tube are described, and a model for the heating source is
introduced. § 3 describes the proposed dedicated solver, designed to accurately capture
the interaction of the acoustic waves and the heat source. In addition, further simplifying
assumptions — leading to models which have been studied previously in an attempt to
capture and quantify these instabilities — are presented in § 4. For low-amplitude dis-
turbances these different approaches for analyzing the Rijke tube problem are critically
assessed and compared in § 5. The high-fidelity approach, based on our dedicated solver,
is then applied to the linear and nonlinear regimes, and the dynamical behavior of the
system is analyzed in both limits in § 6. Finally, a summary of our results and concluding
remarks are presented in § 7.
2. Governing equations
A horizontal duct with a compact heat source is a convenient framework for studying
the fundamental principles of thermoacoustic instabilities. A schematic of the tube is
shown in figure 1. Since in this type of geometry longitudinal modes are most relevant,
we can consider the equations of motion in a one-dimensional setting. Moreover, the
boundary layers forming at the sides of the tube are much thinner than the diameter
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Figure 1: Schematic of a horizontal duct with a compact heat source.
of the tube, δ99  D, with δ99 as the boundary layer thickness. Therefore, we take the
inviscid equations to describe the acoustic propagation of waves outside the boundary
layers and neglect their growth. This approach has been extensively used in the current
setting Williams (1994); Dowling (1995), and a brief derivation is included here. The
thermodynamic variables of the medium are expressed in terms of the pressure and
entropy according to
Dρ
Dt
=
∂ρ
∂p
∣∣∣∣
s
Dp
Dt
+
∂ρ
∂s
∣∣∣∣
p
Ds
Dt
. (2.1)
In the absence of diffusive effects, the first law simply states ρTDs/Dt = q, where q
denotes the heat release per unit volume and unit time. Finally, for a perfect gas with
∂ρ
∂s
∣∣∣∣
p
= −ρT (γ − 1)
c2
, (2.2)
we may use the continuity equation to write
Dp
Dt
+ ρc2
∂u
∂x
= (γ − 1) q. (2.3)
The momentum equation simply reads,
Du
Dt
+
1
ρ
∂p
∂x
= 0. (2.4)
The linearization of these two equations about a homogeneous mean state, together with
an acoustic scaling of the time variable, yields the following system of equations
∂u?
∂t?
+ M
∂u?
∂x?
+
1
γM
∂p?
∂x?
= 0,
∂p?
∂t?
+ M
∂p?
∂x?
+ γM
∂u?
∂x?
= γMQ?,
(2.5)
where the identity ρc2 = γp, valid for a perfect gas, has been employed; in addition, we
have
Q? ≡ (γ − 1)Lq
′
ρc2u
. (2.6)
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The variables (p?, u?) denote the fluctuating pressure and velocity of the system, nondi-
mensionalized by the mean velocity u and pressure p, respectively. Furthermore, as is
typical in this simplified setting, we neglect the effects of mean convection.
An additional modeling assumption consists in incorporating dissipative phenomena
into the system. Dissipation may be introduced locally to model the finite hydrodynamic
region in the vicinity of the heater (Heckl & Howe 2007), or globally to include end losses
and viscous effects associated with the boundary layer, for example. Although the growth
of the latter has been neglected, we nonetheless include a frequency-dependent term in
the energy equation, finally leading to (the suffixes ? are omitted)
∂u
∂t
+
1
γM
∂p
∂x
= 0,
∂p
∂t
+ γM
∂u
∂x
+ ξ ∗ p = γMQ.
(2.7)
(*) is the convolution operator (due to frequency dependent damping). The frequency de-
pendent damping accounts for acoustic losses due to imperfect reflection at the tube ends,
as well as for boundary layer losses, and is prescribed by the following equation (Howe
1998)
ξj =
1
pi
ω2jA
cL
+
1√
2
P
√
ωj
A
(√
ν + (γ − 1)
√
λ
)
, (2.8)
where (P, L) denote the perimeter and the length of the tube, (ν, λ) the kinematic viscos-
ity and thermal diffusivity. It is difficult to account for this term in usual wave-expansion
techniques given the incompatibility with the traveling wave solution. In simplified form,
the damping is presented according to Matveev & Culick (2003a) and Sterling & Zukoski
(1991) by
ξj =
(
c1j
2 + c2
√
j
)
. (2.9)
This damping has previously been applied by Subramanian et al. (2013) and Juniper
(2011) to model thermoacoustic instabilities in identical settings. The parameters (c1, c2)
in (2.9) are kept constant for all modes and are set to c1 = 0.1 and c2 = 0.06. These
values are chosen to resemble experimental conditions and are conventionally used when
employing the Rijke tube model (Subramanian et al. 2013). Using the above definition for
damping, the system of equations (2.7) is then closed by providing a relation between the
fluctuating heat release and the flow perturbations (u, p). One such closure is provided
below in the context of the Rijke tube.
2.1. Modeling of the heat source
Thermoacoustic instabilities are characterized by an interplay of multiple complex phe-
nomena. A systematic understanding of the underlying dynamics and instability mech-
anisms can be gained from studying the simplified model of the Rijke tube. This model
offers a convenient setup and testbed for both numerical and experimental investigations.
The original Rijke tube (Rijke 1859) consisted of a vertical tube, in which a mean flow
arose due to natural convection. A horizontal tube, in contrast, offered a more controlled
setup, where an electrical gauze replaced the flame as a localized heat source (Heckl 1990,
Matveev & Culick 2003b). Mathematical models of the heat source in the tube have been
reviewed by Raun et al. (1993). The model adopted in this study is the one commonly
used in previous numerical approaches (Subramanian et al. 2013, Juniper 2011). The
model used for the heat release in this study has been proposed by Balasubramanian &
Sujith (2008) in studying non-modal effects in thermoacoustic systems. This nonlinear
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model employs King’s law (King 1914), which describes the heat transfer of a cylindrical
hot-wire in a perpendicular flow as
Q+Q′ = Lw(Tw − T )
[
κ+ 2
√
piκcvρ¯
d
2
|u|
]
, (2.10)
where Lw and d are the length and the diameter of the wire, Tw is the wire temperature,
T denotes the temperature of the surrounding air, κ stands for the heat conductivity of
the air and cv represents the specific heat of the air per unit mass at constant volume.
There is a time lag (delay) τ between the heat transfer and the velocity as a result of
thermal inertia. Lighthill (1954) showed that τ ≈ 0.2 du¯ , for Reynolds numbers greater
than 10 and frequencies small compared to 20u¯/d.
King’s law predicts the nonlinearity in the heat release, for velocity amplitudes greater
than the mean velocity, when flow reversal occurs at the heat source. This relation did
not agree with experimental observations of Heckl (1990), where it was found that non-
linear behavior commences at velocity fluctuations about one-third of the mean velocity.
Therefore, the above equation has been modified to reflect this observation, resulting in
Q+Q′ = Lw(Tw − T )
[
κ+ 2
√
piκcvρ¯
d
2
(
(1− 1
3
√
3
)
√
u¯+
1√
3
√∣∣∣ u¯
3
+ u′(t− τ)
∣∣∣)] .
(2.11)
Nondimensionalizing (2.11), as described previously, and subtracting the mean, we obtain
the system of partial differential equations 2.7 with
Q = Qf(t− τ)δ(x− xf) = K
2
[√
|1/3 + uf(t− τ)| −
√
1/3
]
δ(x− xf), (2.12)
and δ denoting the standard Dirac distribution. Usually, uf is taken as the velocity value
on the cold side (x 6 xf) of the heater. In this manner, the system of equations is closed;
it provides the starting point for our numerical discretization.
3. Numerical and analytical solution of the governing equations
The spatial discretization scheme for computing high-fidelity solutions of the governing
equations is briefly described in the following section. In addition, the projection method
used for approximating the eigenvalues and eigenvectors of the delay differential equations
in the limit of small-amplitude disturbances is introduced. Finally, an analytical solution
for the undamped linear system is derived. The method employed for the instability
analysis, together with the analytical inviscid solution, provide the basis for a comparison
of alternative models, presented in § 4, and for an assessment of various levels of numerical
approximations.
3.1. High-fidelity numerical solution
In order to provide a numerical approximation of the continuous system, we proceed by
discretizing the tube with a staggered arrangement of the variables. The velocity nodes
are located at the cell centers, and the pressure nodes at the cell faces. This arrangement
is particularly suited for the open-end boundary conditions used here (Dirichlet boundary
conditions for the pressure, Neumann boundary conditions for the velocity). A compact
Pade´ approximation is employed for the spatial derivatives in order to limit dispersion
errors, which would be detrimental to the propagation of the acoustic waves. A Ghost-
Fluid treatment (Fedkiw et al. 1999) of the velocity discontinuity across the heating
element is employed to retain the compact character of the acoustic source. Furthermore,
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to achieve first-order accuracy across the singularity, the heater location is chosen to
coincide with a pressure node. The space discretization is completed by the approximation
of the damping, performed by one-sided discrete Fourier transforms in order to alleviate
Gibbs phenomenon-related artifacts. These approximations, presented in this section,
finally lead to a system of coupled ordinary differential equations with delay, which are
then advanced in time using a high-order time integrator dedicated to delay-differential
equations (Guglielmi & Hairer 2001).
The compactness of the nonlinear term, in the spatial discretization scheme, is pre-
served by recasting the second equation in (2.7) as
∂p
∂t
+ γM
∂
∂x
[u−Qf (t− τ)H (x− xf)] + ξ ∗ p = 0. (3.1)
In the above, H stands for the Heaviside function, which shows that the velocity field
contains a discontinuity of amplitude Qf (t− τ) at the location of the heater. As men-
tioned above, for enhanced accuracy we enforce the heater location to coincide with a
cell face, denoted by the index if and the abscissa xf = xif . Furthermore, we determine
the magnitude of the velocity term in Qf as
uf (t− τ) '
Uif−1/2 (t− τ) + Uif+1/2 (t− τ)
2
. (3.2)
This definition is used to permit a fair and detailed comparison with the Galerkin methods
presented in § 4, which assume a continuous velocity profile. Furthermore, for the purpose
of comparison with the Galerkin-based approaches, the change in the mean state is also
not considered.
We introduce the following notations: an approximation of the velocity (resp., pressure)
gradient, denoted by Gi (resp., Hi−1/2), is required at the cell faces (resp., centers). For
all i ∈ J1, N − 1K, the velocity gradients are approximated by means of the following
compact Pade´ scheme (Nagarajan et al. 2003),
αGi−1 + (1− 2α)Gi + αGi+1 =
Ui+1/2 − Ui−1/2
∆i
− Qf (t− τ)
∆i
δifi +O (∆pi ) , (3.3)
where δifi denotes the Kronecker delta symbol. By setting α = 1/24, this approximation
achieves 4th-order (p = 4) accuracy, even at the boundaries where homogeneous Neu-
mann boundary conditions are provided at X0 and XN . One exception is the heater cell
boundary, where the order of accuracy is dependent on the Ghost-Fluid approximation.
For this particular cell, it can be shown that the first-order extrapolation of the jump,
contained in the above formula, yields a first-order accurate discretization of the velocity
gradient, where the lowest-order term of the truncation error is proportional to
∂2u
∂x2
∣∣∣∣
X+if
− ∂
2u
∂x2
∣∣∣∣
X−if
. (3.4)
The approximation of the pressure gradient for i ∈ J1, NK is given by
αHi−3/2 + (1− 2α)Hi−1/2 + αHi+1/2 = Pi − Pi−1
∆i−1/2
+O
(
∆pi−1/2
)
, (3.5)
where α = 1/24 for the interior cells (p = 4). For the boundary cells, the right-hand
side accounts for homogeneous Dirichlet boundary conditions (α is set to 0), causing the
accuracy to locally revert to second order (p = 2).
Although the pressure signal is continuous across the heater location, its derivative is
not. Not explicitly accounting for this jump may result in the appearance of spurious
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damping as a consequence of Gibbs phenomenon. Although only first order, the effect
may easily be alleviated by performing discrete Fourier transforms on either side of the
tube, thus avoiding the convolution across the discontinuity (Canuto et al. 2007).
To summarize, the order of accuracy of the spatial scheme is nominally fourth-order
according to the Pade´ scheme inside the duct, but second-order at the boundaries and
first-order across the discontinuity (heating element). The fully coupled, nonlinear and
discretized system of equations is then solved using the time integrator RADAR5, devel-
oped by Guglielmi & Hairer (2001). This dedicated software relies on high-order error
estimates and time-step predictions, as well as the detection of breaking points, to yield
accurate solutions of systems of delay-differential equations.
3.2. Spectral and bifurcation analysis
In the limit of small-amplitude disturbances, the nonlinear source term in (2.12) can be
linearized as follows
Qf (t− τ) ≡ K
2
[√
|1/3 + uf(t− τ)| −
√
1/3
]
≈
√
3
K
4
uf(t− τ), (3.6)
by simply keeping the first-order term of the Taylor series expansion. In this study, the
stability analysis is performed by means of a projection method proposed by Jarlebring
(2008), which avoids the linearization of the retarded term. The analysis is performed
on the discretized system of equations described in § 3.1, with a modified source term
given by (3.6). The three parameters in the ensuing bifurcation analysis are the strength
K of the heater, its location xf, and the delay τ. The semi-discretized system of delay-
differential equations can be recast in matrix form as follows
x˙ = A0x+A1x(t− τ), (3.7)
where, in the discretized system of § 3.1, we have x = {U1/2, P1, U3/2, · · · , PN−1, UN−1/2},
accounting for the staggered-grid arrangement of the governing variables. The matrix A0
contains the differentiation and damping matrices, and A1 includes the linearized source
term. This system has eigenvalues and eigenvectors which satisfy the relation
(−λI +A0 +A1e−τλ)v = 0. (3.8)
In the above expression, v stands for the eigenvectors and λ for the eigenvalues of the
above set of coupled delay-differential equations. This characteristic equation includes an
exponential term, in contrast to standard linear eigenvalue problems. This term catego-
rizes (3.8) as a nonlinear eigenvalue problem. This exponential acts as a source for multi-
ple extra roots of the transcendental characteristic equation, det(−λI+A0+A1e−τλ) = 0,
which in general cannot be computed or expressed analytically. Projection methods have
been applied by Jarlebring (2008) to solve this nonlinear eigenvalue problem numerically.
They are incorporated in the software package DDE-BIFTOOL (Engelborghs 2000). An
alternative method for solving this nonlinear eigenvalue problem is introduced by Selime-
fendigil et al. (2011). For relatively large systems of equations, the projection method
is found to be superior to other methods, for example, a discretization of the solution
operators or an equivalent boundary-value problem formulation of the delay-differential
equation. We have implemented the system of ordinary delay-differential equations de-
scribed above, together with the simplified models given in § 4, in this software package
and will use the collocation method to find the numerically approximated eigenvalue
spectra and the resulting bifurcation diagrams.
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3.3. Analytical solution of the undamped linear system
In the absence of singularities, the undamped linear system admits traveling-wave solu-
tions on either side of the heater ( ∈ {L,R}){
p = A
+
 exp (ikx
′ − iωt) +A− exp (−ikx′ − iωt) ,
u = A
+
 exp (ikx
′ − iωt)−A− exp (−ikx′ − iωt) ,
(3.9)
where x′ = x − a (a = xf) if  = R, and x′ = x otherwise. Based on the acoustic
nondimensionalization presented previously, we have ω = k. An analytical solution of this
problem may be found for more general conditions (variable cross-sections, presence of a
mean flow, etc). We focus here on the simplified Rijke-tube setup. For the idealized open-
end boundary conditions adopted above, we relate the coefficients A±L,R to the reflection
factors 
RL =
A+L
A−L
= −1,
RR =
A+R
A−R
exp (2ikb) = −1,
(3.10)
where, a + b = 1. Two more relations are obtained by matching the profiles across the
heating element according to
pR − pL = 0,
uR − uL =
√
3
4
K [WuL (xf , t− τ) + (1−W )uR (xf , t− τ)] ,
(3.11)
with W ∈ [0, 1]. In the n − τ model (Poinsot & Veynante 2005), we have n = √3K/4
and W is set to 1. For the proposed discretization, both left and right velocity values
are available; the parameter W may be set to any value. In the case of the Galerkin
projection introduced in § 4, however, the velocity profile is assumed continuous. For a fair
comparison of both discretizations, an average over the two one-sided limits (W = 1/2)
is used. For a non-trivial solution to exist, ω must satisfy a dispersion relation of the type(
1 +
√
3KW
4
exp (iωτ)
)
cos [ka] sin [kb]
+
(
1−
√
3K (1−W )
4
exp (iωτ)
)
sin [ka] cos [kb] = 0. (3.12)
This relation may easily be inverted numerically to find the (complex) eigenvalues ω and
the eigenvectors of the system, as illustrated in § 5. Both methods introduced in this
study for analyzing the linear, § 3.2, and nonlinear, § 3.1, behavior of the signal are
flexible in the number and the form of the delay parameters. In addition, it would be
straightforward to account for the velocity signal at one side of the discontinuity, as is
done in the conventional n− τ model. However, due to the restrictions of the Galerkin-
based methods, introduced in the following sections, and arising from the continuous
basis functions, which force the average of the two states to be considered, we have
adopted the same formalism for the sake of fairness when comparing the results.
4. Further simplifying assumptions
An alternative way of simplifying the system of partial differential equations governing
the dynamics of acoustic waves in a tube, is by means of a Galerkin projection. A Galerkin
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projection reduces the system of partial delay-differential equations to a set of ordinary
delay-differential equations. In the following section we will describe such models, devel-
oped on the basis of Galerkin expansions and widely applied to analyze thermoacoustic
instabilities in the Rijke tube (Balasubramanian & Sujith 2008, Subramanian et al. 2010,
Juniper 2011, Subramanian et al. 2013).
4.1. Galerkin expansion
A conventional approach for analyzing the thermoacoustic problem in a Rijke tube setting
is the use of Galerkin projection and modal expansion. In these methods the spatially
and temporally varying pressure and velocity signals are expanded in terms of purely
spatial basis functions that inherently satisfy the boundary conditions. The temporal
dependence of the signal is accounted for by means of time-varying coefficients. The
choice of these basis functions is not unique. In the Rijke tube problem, for example,
since the eigenfunctions of the system are not known a priori, the eigenfunctions of the
self-adjoint acoustic part of the linearized system are chosen as a substitute. The basis
functions are thus continuous sine and cosine functions, describing the eigenfunctions of
a horizontal tube in the absence of the heater. As a result, the acoustic pressure and
velocity are written as
u =
N∑
j=1
cos(kjx)Uj(t), and p = γM
N∑
j=1
cos(kjx)Pj(t) (4.1)
where kj = jpi is the nondimensional wavelength of the j
th duct mode. These basis
functions form a complete basis in the limit as N → ∞; however, in practice, a finite
number of modes is considered. Substituting this expansion into (2.7) gives
U˙j − jpiPj = 0, (4.2a)
P˙j + jpiUj + ξjPj = K sin(jpixf )

√√√√∣∣∣∣∣13 +
N∑
k=1
cos(kpixf )Uk(t− τ)
∣∣∣∣∣−
√
1
3
 .(4.2b)
This model will be referred to as the fully-coupled Galerkin model, since the coupling
between different frequencies is accounted for in the source term on the right-hand side
of (4.2b).
4.2. Decoupling the heat source from the acoustics
If we further assume that the influence of higher modes can be neglected and a single-
mode analysis of the Rijke tube accurately reproduces the correct dynamics of the full
system, we can then simplify the right-hand-side of (4.2) by removing the summation
over all wavelengths (Subramanian et al. 2013), resulting in the equation
P˙j + jpiUj + ξjPj = K sin(jpixf )
[√∣∣∣∣13 + cos(jpixf )Uj(t− τ)
∣∣∣∣−
√
1
3
]
. (4.3)
As a result, each mode is decoupled from the others, and the equation governing the
evolution of a respective mode solely depends on the mode itself. This model will be
referred to as the decoupled Galerkin model in the following sections.
4.3. Linearizing the delay
The fully-coupled Galerkin model described in §4.1 can be further simplified by lineariz-
ing the delay, which was initially proposed by Balasubramanian & Sujith (2008) and
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Numerical method
Galerkin Decoupled Linearized
expansion wave-numbers retarded time
High-fidelity solution § 3.1 no no no
Fully-coupled Galerkin § 4.1 yes no no
Decoupled Galerkin § 4.2 yes yes no
Galerkin with linearized delay § 4.3 yes no yes
Table 1: Methods for analyzing thermoacoustic instabilities in the Rijke tube setting.
later used in Magri & Juniper (2013) and some calculations in Juniper (2011). This lin-
earization is valid only for the Galerkin modes for which τ  Tj , where Tj = 2/j is the
period of the jth Galerkin mode. Under this assumption, the delayed velocity term can
be written as Uj(t − τ) ≈ Uj(t) − τdUj(t)/dt. By linearizing the delay, we convert the
transcendental dispersion relation in λ, given in (3.8), to a more familiar linear disper-
sion relation. At first glance, approximating the exponential component by the first two
terms of the Taylor series might not appear as an oversimplification, but considering the
oscillatory nature of the solution for complex λ, this assumption could be detrimental,
even in the limit of small delays, since many zero-crossings due to the oscillations would
be neglected. This issue will be further investigated in the next section. A summary of
all methods analyzed in this study is presented in table 1.
5. Stability analysis in the limit of small-amplitude disturbances
In this section, the stability diagrams of different methods in the limit of small-
amplitude disturbances are compared. In this limit, an analytical solution of the system
with no damping can be derived, as demonstrated in § 3.3, and will then be used as a
reference to validate each model. As a first step, the governing equations are linearized
as described in §3.2 and the results using different discretizations (Galerkin and high-
fidelity) are compared to the analytical solution. The parametric stability diagrams and
eigenvectors arising from the various models are computed with DDE-BIFTOOL (En-
gelborghs 2000) and then compared. Finally, the predictions of the parametric stability
diagram are verified using the signal computed by the time-integration of the high-fidelity
discretization with the non-linear source term. This study quantifies the consequences of
the various simplifications in the linear regime and examines the growth of the signal in
the initial stage of development.
5.1. Ability of methods to capture spectra and modes
In the limit of small-amplitude disturbances and damping the models can be compared
to the analytical solution of §3.3. The system parameters are chosen as K = 1.3, xf = 0.1
and τ = 0.002. The spectra of the linearized operators are compared in figure 2, and grid
convergence studies have been performed, ensuring grid independence for all the results
presented henceforth, by using a minimum of 96 grid points along the duct. The delay has
been chosen sufficiently small for a linearization of the delay (§ 4.3) to be valid. In order
to validate the predicted spectra against the analytical solution, the damping is set to a
small value at c1 = O(10−5) and c2 = O(10−6), compared to the values specified in § 2.
The decoupled Galerkin approach produces the same spectrum as the coupled Galerkin,
as observed by Subramanian et al. (2013), and is therefore not included in figure 2 for the
sake of clarity. Figure 2(a) illustrates that linearizing the delay has the largest effect on the
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Figure 2: Comparison of the analytical eigenvalue spectrum to that of the models. •,
analytical (no damping); ◦, high-fidelity system; , Galerkin with linearized delay; +,
fully-coupled Galerkin. Parameters are given in the text.
predicted eigenvalues. For example, the slightly unstable mode at frequency imag(λ) ≈ pi
appears as stable in the solution with the linearized delay, demonstrating that even the
low frequencies are affected by this linearization. This effect causes a qualitative change
in the stability behavior of the thermoacoustic system, suggesting a stable configuration
at parameters where the analytical solution implies instability. The flexibility of the high-
fidelity approach allows the direct comparison of the numerical spectrum to that of the
n− τ solution, where the delay term is evaluated based on the left (upwind) state. The
difference between the averaged and the upwind approximations is not accounted for
by the Galerkin expansion. As seen in figure 2(b), this leads to a deterioration of the
Galerkin method performances.
The differences between the Galerkin approach and the analytical solution can be ex-
plained by examining the respective eigenvectors computed using each model. Figure 3(a)
shows the convergence of the eigenvector corresponding to imag(λ) ≈ pi as the number of
grid points increases for the high-fidelity system. The behavior in the vicinity of the dis-
continuity is highlighted in figure 3(b). This figure shows that the eigenvector is captured
correctly. The same exercise is carried out for the fully-coupled Galerkin approach, the
results of which are shown in figures 3(c) and (d). The fully-coupled Galerkin expansion
is in fact a spectral method applied to a solution with a fixed discontinuity. As a conse-
quence, Gibbs phenomenon in the vicinity of the discontinuity is expected and observed.
The Gibbs phenomenon results in higher-frequency oscillations with finite amplitudes,
at the location of the discontinuity for each eigenvector. These oscillations become more
relevant when systems with higher damping coefficients are considered. Following the
governing equation, the damping becomes stronger as the wavelength of the oscillations
decreases, therefore in such systems the presence of high frequency oscillations can ulti-
mately result in over-damped solutions, as illustrated in figure 4(a). This figure compares
the neutral curves of the high-fidelity and the coupled Galerkin approach for the lowest
two frequencies, imag(λ) = pi and 2pi, of the duct, with the heater placed at a fixed posi-
tion of xf = L/5. The comparison shows that the neutral curve of the lowest frequency
mode remains unchanged, regardless of the method. However, the envelope of instability
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Figure 3: Eigenvector of the velocity component of mode imag(λ) = pi for the linearized
system (xf = 0.25). Convergence for increasing the grid points/Galerkin modes (N).
−−−(Gray), N = 16; −−−, N = 32; —–(Gray), N = 64; —–, N = 128.
for the mode with frequency imag(λ) = 2pi is underpredicted using the coupled Galerkin
approach. For the choice of the averaged states the Galerkin expansion correctly evaluates
the delayed source term, therefore this discrepancy can be attributed to the damping. For
the n− τ model on the other hand, the inability of the Galerkin approach to account for
an asymmetric source term leads to inaccurate prediction even at the lowest frequency,
as seen in figure 4(b). This issue is avoided in the high-fidelity system, due to the special
treatment of the discontinuity. As a result, the high-fidelity solution converges as the
number of grid points increases (see figures 3(a) & (b)) and approaches the analytical
solution for small damping. The effect of high-frequency oscillations becomes clear in § 6,
where the nonlinear limit cycles are studied.
5.2. Instability diagram
Figure 2 also shows that the high-fidelity system produces the best agreement with the
analytical spectrum. The predictions of the spectra can be better illustrated by comparing
the parametric stability diagrams of the high-fidelity approach to the analytical solution.
The parametric instability diagram of the analytical solution is shown in Figure 5, where
the real part of the eigenvalue, i.e. the growth-rate, corresponding to the three low-
frequency modes of imag(λ) = pi, 2pi and 3pi is plotted in the parametric space of (xf , τ).
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Figure 4: Neutral curves of the first two frequency modes, for the highly damped solution,
xf = 0.2. imag(λ) = pi: —–, high-fidelity; ◦, coupled Galerkin. imag(λ) = 2pi: —–(Gray),
high-fidelity; ◦(Gray), coupled Galerkin.
The strength of the heater is kept constant at a value ofK = 0.8. This figure demonstrates
that depending on the location of the heater and the value of the delay all or none of these
three low-frequency modes can be unstable. The predictions of the high-fidelity solution
in the limit of low damping and at a fixed plane of τ = 0.3 is compared to the analytical
results in figure 6. The growth-rates from the high-fidelity approach agree well with the
results of the analytical parametric stability diagram. However, the diagrams which are
relevant to the experimental conditions are obtained for higher damping coefficients,
where a traveling wave solution does not exist and no analytical solution is therefore
available. The effect of damping on the stability of the system will be demonstrated in
the following section.
5.3. Exponential growth of the time-integrated signal
In the previous subsections, we established that the high-fidelity solution produced the
closest agreement with the analytical solution in the limit of no damping and suffered
the least from numerical errors. At this stage, we will first derive the instability diagrams
of the linearized system with the damping coefficients described in § 2, which would
reproduce experimental conditions. In addition, predictions of the linear stability analysis
are verified by nonlinear calculations in the low-amplitude regime, corresponding to the
initial growth of the signal.
The resulting parametric stability diagram for K = 1.4 is given in figure 7. This figure
shows that, depending on the location of the heater or the value of the delay, only the first
or the second mode is linearly unstable. This is in contrast to the instability diagram of
figure 5, where higher frequencies were unstable as well. This difference is due to the form
of the damping which grows quadratically with the frequency and has a larger effect on
the higher frequency modes. The prediction from the stability diagram of figure 7(a) also
agrees with the experimental observations of Matveev (2003), where it was reported that
in the first half of the tube the first frequency mode and in the second half the second
frequency mode are most unstable. If the temporal evolution of the signal is dominated
by the exponential growth of the linearly unstable mode, then the predictions from the
instability diagram will determine the shape and frequency of the signal as well as the
rate of the initial growth.
In order to compare the results of the instability diagram to the nonlinearly generated
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Figure 5: The region of instability for the first three frequency modes (K = 0.8) for the
analytical solution.
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Figure 6: Growth-rates of the first three frequencies; comparison of the high-fidelity and
the analytical solution, τ = 0.3 & K = 0.8. imag(λ) ≈ pi: —–, analytical; •, High-fidelity.
imag(λ) ≈ 2pi: − − −, analytical; ◦, high-fidelity; imag(λ) ≈ 3pi: · · · , analytical; ∆,
High-fidelity.
time series, two cases have been chosen; case A with parameters, xf = 0.25 and τ = 0.3
such that the lowest frequency mode of imag(λ) ≈ pi is linearly unstable, and case
B, which corresponds to the parameter values xf = 0.64 and τ = 0.3, where the most
unstable frequency is about 2pi. For both cases the strength of the heater is set at K = 1.4;
the higher strength in the heater allows for the discontinuity in the eigenfunctions to be
clearly identifiable.
In the early stages, the result of the fully nonlinear high-fidelity system is compared to
the predictions from the instability diagram. Note that the instability diagram has been
obtained for a linearized source term given by (3.6). Therefore, for the assumptions of
linearity to be valid, the evolution of the velocity signal from the initial stage, correspond-
ing to the region of exponential growth, is considered. The time-series at a single probe
location is shown in figures 7(b) and (e). Figures 7(d) and (g) show the spatial shape of
the velocity signal at a single point in time. The spatial signal coincides with the shape of
the eigenvector of the first and second modes extracted from the linear stability analysis,
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(a) Instability diagram. (red), imag(λ) ≈ pi; (blue),
imag(λ) ≈ 2pi.
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Figure 7: Time signal from a probe located at x/L = 0.2, the eigenvector and the spatial
distribution of the velocity signal in the linear regime. Case A: τ = 0.3, xf = 0.25, Case
B: τ = 0.3, xf = 0.64.
presented in figure 7(c) and (f), suggesting that the most unstable wave detected through
the linearized system governs the shape of the time-series, as expected. The location of
the heater can be detected by the appearance of the discontinuity in the spatial mode.
In order to verify whether, in the small-amplitude regime, the pressure and the velocity
signal of the acoustic waves grow as predicted by linear analysis, the linear growth-rates
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are compared to the growth-rates that are measured through the time-integrated signal;
the results are shown in figure 8. This figure shows that in the first half of the duct the
first mode imag(λ) ≈ pi is the most unstable frequency which dominates the exponential
growth of the signal in the nonlinear calculation. In contrast, in the second half of the
duct the second frequency imag(λ) ≈ 2pi is the most unstable mode and the growth-rate
of this mode from the time-integrated calculation matches the linear prediction, suggest-
ing that in both cases the signal grows exponentially as suggested by the linear stability
diagram.
6. The dynamics governing the limit cycle
In this section, the performance of each method is assessed by evaluating the time-
series as they traverse from the linear to the fully nonlinear regime. In particular, the
effect of the strength of the heater on the shape of the limit cycle is examined, illustrating
the importance of coupling as the strength of the heater is increased. In the linear stage,
the unstable frequencies and their respective spatial shapes are extracted by the linear
stability method of Jarlebring (2008) applied to the semi-discretized system of equations
as described in § 5. Further development of the signal into the nonlinear regime modifies
the mean and the unstable frequencies that dominate the limit cycle. Coupling between
different frequency modes could also cause higher harmonics of a specific frequency to
become significant. To verify whether this is the case for the thermoacoustic signal, we
compare the limit cycles of the coupled Galerkin approach to those of the decoupled
method. Moreover, comparison of the limit cycles produced by the high-fidelity approach
to the coupled Galerkin solutions highlights the importance of correctly accounting for
the discontinuity. Finally, we extract dominant frequencies from an established limit cycle
and compare the results to the frequencies and modal shapes of the linear regime.
We wish to determine whether the most unstable frequency carries through to the
nonlinear regime and whether it remains dominant in the resulting limit cycle. To this
end, the location of the heater is fixed at xf = L/4, while the remaining system pa-
rameters, [τ , K], are allowed to change. The neutral curve of the first acoustic modes,
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Figure 9: Neutral curve of the first frequency mode imag(λ) ≈ pi at xf = 0.25.
corresponding to the frequency imag(λ) ≈ pi, is plotted in figure 9. This figure shows
that for heater strengths of up to K = 6, the first acoustic mode is the only unstable
mode of the system. In order to investigate the nonlinear growth of the signal and the
effect of the heat release rate on the resulting limit cycle, the strength of the heater
is changed from K = 0.6, close to the boundary of linear instability, to K = 1.9 at a
constant delay, resulting in the parameter space of Γ = [τ = 0.3 , 0.5 6 K 6 1.9], shown
on the neutral curve of figure 9. The heater is placed at xf = L/4 since, based on the
instability diagrams of the previous section, this location is the most unstable location
for the first frequency mode.
The evolution of the limit cycle with varying heater strength is shown in figure 10 for
the decoupled and coupled Galerkin scheme as well as the high-fidelity solutions. For
lower values of K, all methods produce a unimodal limit cycle. However, the amplitude
and shape of the coupled Galerkin approach is closer to the high-fidelity solution. The
decoupled Galerkin solution shows limit cycles with higher amplitudes for pressure in
comparison to the other methods. This distinction becomes more clear as the strength of
the heater is increased. The limit cycles developed through the high-fidelity and the cou-
pled Galerkin solutions gradually evolve into a bimodal cycle, while the form of the limit
cycle from the decoupled Galerkin solution remains the same, suggesting that increasing
the strength of the heater affects the coupling of the modes causing the higher harmonic
of the low-frequency mode to become unstable. Note that, as shown in the neutral curves
of figure 9, K varies in the range where only the first frequency mode is linearly unstable.
As a result the appearance of the second frequency in the limit cycle is only due to the
nonlinear effects during the evolution of the signal. The decoupled Galerkin scheme does
not account for this effect, since the evolution of each frequency is considered indepen-
dently from other frequencies. Although the coupled Galerkin approach accounts for this
coupling, it underpredics the amplitude and ultimately the shape of the limit cycle, which
is due to numerical errors introduced by high-frequency oscillations, as shown in § 5.1.
The nonlinear evolution of the pressure signal for two heater strengths of K = 0.6
and K = 1.9 compared in figure 11. This figure shows that for the lower value of heater
strength the evolution of the signal from small-amplitudes to the limit cycle is similar
between the decoupled Galerkin and the high-fidelity solution. However, for the higher
heater strength, the results of the high-fidelity approach suggests that the frequency of
the most unstable wave, and therefore the dominant frequency of oscillations, changes
during the passage from the linear to the nonlinear regime.
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Figure 10: The effect of the strength of the heater, K, on the final limit cycle. Comparison
of the nonlinear high-fidelity solution and the decoupled Galerkin approach.
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Figure 11: Time-series of the pressure signal at x = L/8, comparison between the decou-
pled Galerkin and the high-fidelity solutions.
Through linear stability analysis we have access to the unstable eigenfunctions and
frequencies; however, the dominant modes in the nonlinear regime need to be extracted
from the computed time-signal. We employ the dynamic mode decomposition (Schmid
2010) technique as one way to extract dynamically important modes from the final limit
cycle. The DMD formalism has perviously been used by Mariappan et al. (2011) to
analyze experimental investigations of thermoacoustic instabilities. DMD is a spectral
data-analysis technique, which decomposes data into spatial modes appearing with a
specific (complex) frequency in the dataset. Since the objective here is to extract the
dominant spatial modes and their respective frequencies in the nonlinear regime (for a
comparison with the dominant linear modes), DMD appears to be a suitable tool. As an
example, if u(x, t) is a flow variable, where x is the spatial coordinate and t is time, u
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can be represented by
u(x, t) =
N∑
n=1
an exp (λnt)φn(x), λn ∈ C (6.1)
where φn stands for the spatial modes, an for their amplitudes and λn for their frequen-
cies. If the modes φn are normalized, the DMD-amplitudes, an, versus the extracted
frequencies imag(λn) can be used as a measure of dominance of each mode in the signal.
Once the acoustic signal saturates and forms a limit cycle, few frequencies dominate the
dynamics. This can be deduced by the form of the limit cycle itself, shown in figure 10.
As a result, any feature extraction technique capable of extracting specific frequencies
from the data, such as Fourier transforms, can be used to identify the dominant modes.
We have chosen DMD in this study since it displays the least amount of spectral leakage
(Sayadi et al. 2013), and spatial modes with their respective frequencies, forming the
modes of the nonlinear regime, can be extracted by analyzing a few data points of the
saturated cycle.
Figure 13 shows the DMD-amplitudes of the selected limit cycles. The velocity signals
corresponding to these spectra are also plotted in figure 14. Similar to the eigenvalue
spectra of the linear analysis, the modes appear in pairs. The mode with zero imagi-
nary part is a stationary mode of the signal and approximates the mean flow.The spatial
shape of the two pairs of the lowest frequency modes (together with the stationary mode)
is shown in figure 12. The stationary mode, (imag(λ) = 0), is in fact the discontinuous
steady state, as opposed to the zero steady state of the linear regime, while the higher har-
monics correspond to the eigenvectors with similar frequency and wavelength extracted
by the linear analysis. Although the non-stationary modes are still discontinuous, the
discontinuity is of much smaller relative amplitude, compared to the eigenvectors of the
linear regime. This is not surprising as the total amplitude of the pressure and velocity
signals has increased by orders of magnitude compared to the initial stage of linear growth
(figure 11). This finding suggests that even in the nonlinear regime, where the magnitude
of the discontinuity is much smaller than the amplitude of the signal, the acoustic modes
are still affected by the presence of the heater, and the mean flow is strongly modified
as well. This is not accounted for by any model using the Galerkin expansion, described
in § 4. The evolution of the DMD spectra shows that, as expected for the lower values
of the heater strength, one mode is dominant throughout the saturated signal. The fre-
quency of this mode is the same as the lowest acoustic frequency of the duct, and the
shape of this mode is shown in figure 12. This suggest that for lower values of K the
first acoustic mode of the duct with imag(λ) = pi, which is linearly unstable remains
the only dominant mode in the nonlinear limit cycle. However, as the strength of the
heater is increased the second harmonic of the first unstable mode becomes dynamically
important in the saturated limit cycle and finally, at K = 1.9, reduces higher amplitudes
in the DMD spectra than its lower harmonic. As a result, through nonlinear interactions
the mode with frequency imag(λ) = 2pi, which is linearly stable for this range of param-
eters becomes the dominant mode in the nonlinear limit cycle. The appearance of the
second frequency can be identified by looking at the time series of the velocity signals.
This frequency switching is not captured, by using the decoupled Galerkin approach. In
conclusion, the choice of the numerical method affects the manner in which the signal is
saturated through nonlinear interactions of different frequency modes.
Thermoacoustic instability – a dynamical system and time domain analysis 21
0 0.2 0.4 0.6 0.8 1
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
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Figure 13: DMD amplitude distribution, τ = 0.3 and xf = 0.25.
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Figure 14: Time series of the velocity signal at the probe location, x = L/8.
7. Summary and conclusions
A dedicated high-fidelity solver designed for capturing the acoustic response of a system
to a compact heat source has been designed and validated using the analytical solution
of a simplified system. The eigenvalue spectrum and the neutral stability curves in the
low-amplitude regime have been extracted using a collocation method designed for dif-
ferential equations with delay. The eigenvalue spectra from this high-fidelity approach
are compared to those of the analytic solution with no damping and show satisfactory
agreement. The performance of the method in this linear regime is compared to models
based on a Galerkin expansion using the continuous acoustic modes of the chamber in
the absence of the heater. Our analysis shows that, due to the presence of a discontinuity
in the velocity signal at the location of the heater, high-frequency oscillations appear in
the eigenvectors computed by the Galerkin approach. Consequently, for damped systems
which are designed to reproduce the experimental conditions, the eigenvalues of higher-
frequency modes are damped compared to the high-fidelity solution, which also affects
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the marginal stability boundaries (neutral curves) of these modes. Analyzing the non-
linear evolution of the signal shows that depending on the value of heat release, K, the
shape of the limit cycle varies from unimodal to bimodal. For low values of K, the limit
cycle is dominated by a single frequency which is the unstable frequency of the linear
stability diagram. At this stage, the evolution of the signal is similar between the de-
coupled Galerkin and the high-fidelity models. However, as K increases the high-fidelity
approach shows the appearance of a second frequency, which is the first harmonic of the
unstable frequency. The linear stability diagram confirms that this frequency is linearly
stable for the range of parameters considered in this study but, due to nonlinearities,
becomes significant as the limit cycle is established. Finally, as the value of K is further
increased, the higher harmonic becomes the dominant mode of the saturated limit cy-
cle. In contrast to the high-fidelity approach, the decoupled Galerkin model predicts a
unimodal limit cycle for a similar range of parameter space, as it does not account for
the coupling between the modes. Although the coupled Galerkin approach predicts the
appearance of the higher frequencies, it underpredicts the amplitude of the saturated
limit cycle, since the shapes of the modes are not captured correctly by this approach.
The appeal and use of Galerkin techniques to model thermoacoustic phenomena is
largely driven by their simplicity in application and resulting equations. However, this
ease of use comes at the expense of combining modeling assumptions with numerical
approximations, hence making it more difficult to distinguish these two different error
sources in the resulting behavior. For this reason, special care has to be exercised when
choosing Galerkin techniques to discretize thermoacoustic equations that contain discon-
tinuous terms.
The complex behavior studied here is accurately captured by the high-fidelity approach
since its predictions are unaffected by the numerical scheme. This approach then allows
the separation of numerical discretization and physical modeling assumptions, thus mak-
ing possible a direct analysis and comparison of various models related to heat release
and damping.
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