The purpose of this paper is to apply some specific results of matrix analysis to the study of the solvability properties of linear joint production models, both for the non-square case and for the square case.
Introduction
Linear joint production models, described by systems of linear equations, have received a considerable attention, especially after the publication of the famous Sraffa's book (1960) , where pure joint production models are treated in the second part, dedicated to "Multiple-Product Industries and Fixed Capital". However, a purely mathematical analysis of these (and similar) models is less abundant. For instance, without pretension of completeness, we can quote Berrebi (1976, 1997) , Bidard (1996 Bidard ( , 2004 , Bidard and Erreygers (1998) , Manara (1968) , Peris and Villar (1993) , Giorgi and Magnani (1978) , Lippi (1979) , Kurz and Salvadori (1995) , Schefold (1971 Schefold ( , 1976 Schefold ( , 1978a Schefold ( , 1978b Schefold ( , 1989 .
The literature on linear joint production models based on inequalities (essentially the famous von Neumann growth model, its variants and generalizations) is in general more mathematically oriented. Here we are concerned only with some formal properties of linear joint production models described by equations and by a pair of matrices (A, B). We shall benefit from some specific results of matrix algebra and only occasionally we shall give economic interpretations or considerations. This paper may be considered as a complement and prosecution of the papers of Bidard (1996) and Bidard and Erreygers (1998) . It is organized as follows.
Section 2 is concerned with general joint production models, i.e. models where the matrices A, B are not necessarily square.
Section 3 is concerned with the case, more fruitful at least from the mathematical point of view, of square matrices A, B, i.e. with the case considered by Sraa.
In the present paper the following notations will be used. All matrices are real and are denoted by capital letters: A ∈ R m×n is a matrix of m rows and n columns; its i-th row is denoted by A i , i = 1, ..., m, whereas its j-th column is denoted by A j , j = 1, ..., n. The vectors of R n are denoted by lower-case letters. The symbol [0] is used to denote a zero vector or a zero matrix. We consider a classical joint production model, described by equations and involving m commodities and n processes (or industries or activities). The j-th process uses the inputs described by A j and produces the outputs described by the corresponding j-th column B j . So, the data of the model are described by the pair (A, B). Obviously, we have A [0] , B [0] , but we accept also two assumptions introduced by Kemeny, Morgenstern and Thompson (1956) 
Relation (1) simply says that every process uses at least one positive input ("no free lunch"); relation (2) says that each commodity can be produced by some activity (we say also, if (2) holds, that the model is complete). It is also convenient to accept the assumption
which says that every process yields at least one positive output (there is no "pure waste" process activated).
The vector 
In mathematical terms, this is equivalent to: the matrix (B − A) belongs to the S -class, i.e. the system
admits a solution x. The S -class of matrices or class of S -matrices was introduced by Stiemke in 1915 and studied in detail by Fiedler and Pták (1966) , together with other classes of matrices, defined below.
Definition 2 Let a matrix A ∈ R m×n be given.
admits a solution x.
(ii) The S 0 -matrix is an M-matrix if either n = 1 or n > 1 and no matrix obtained from A by omitting at least one column is an S 0 -matrix. (The terminology is due to Fiedler & Pták, 1966 , but this class must be not confused with the class of M-matrices of Berman & Plemmons, 1976; Plemmons, 1977; Poole & Boullion, 1974, and other authors) .
In the present paper the letters S , S 0 , M will also be used to denote the classes of the corresponding matrices. We now give the main characterizations of the classes previously considered. See Fiedler and Pták (1966) and Giorgi and Zuccotti (2013) .
Theorem 1 Let A ∈ R m×n ; the following properties are equivalent characterizations of the S -class.
, at least one component of the vector pA is positive.
, at least one component of pA is negative. 
The inclusions S ⊂ S 0 , and M ⊂ S 0 are strict. For other considerations see Giorgi and Zuccotti (2013) .
General Joint Production Models
We point out that, from a theoretical point of view, any arbitary matrix can be written as a difference of two nonnegative matrices ("positive splitting"), but here A and B are given, they are the data of our economic model.
Definition 3 The model (A, B) is profitable if there exists a price vector
The model is therefore profitable if the system
has a solution p, i.e. if (B − A) T ∈ S , or, with an evident meaning of the notation
We have to remark that the two properties of productivity and profitability are compatible, but independent properties. In other words the classes S and S T are not disjoint, but have only a partial overlapping. When the model is square and B = I ("simple production"), then (B − A) becomes (I − A), with (I − A) ∈ Z, Z being the class of square matrices Z = z i j with z i j 0, ∀i j. In this case productivity coincides with profitability. This is a classical result of the theory of (square) K -matrices (in the terminology of Fiedler & Pták, 1962) or M-matrices, in the terminology of other authors, such as the ones previously quoted in Definition 2, at the point (ii). In the general case we can formulate the following test of productivity and profitability of a model (A, B). 
(ii) 
The part (i) of the previous theorem is nothing but the characterization (d) of S -matrices in Theorem 1. We give, for the reader's convenience, a complete proof of the theorem. First we recall the Ville theorem of the alternative (see, e.g., Cottle, Pang, & Stone, 1992) . has no solution.
In terms of the classes S and S 0 , the Ville theorem of the alternative can therefore be described by the following equivalence
Proof of Theorem 4. Thanks to Lemma 1, (B − A) ∈ S if and only if −(B − A)
T S 0 . This means that the system
has no solution. Therefore (i) is proved. In a symmetric way, (B − A) is profitable if and only if (B − A) T ∈ S , i.e., thanks to the same theorem of the alternative, if and only if −(B − A)
has no solution. Therefore, (ii) is proved.
Obviously, the principal relevance of the above tests relies on the possibility to detect non-productive models and non-profitable models, rather than productive models and profitable models.
We recall that (B − A) ∈ M if (B − A) ∈ S 0 and, moreover, it holds
(See Theorem 3).
If (B− A) ∈ M, (B− A) not square, the number of processes is always less than the number of commodities (n < m), thanks to Property 3.8 of Fiedler and Pták (1966) . Moreover, always under the said assumptions, if the columns (B− A) j , j = 1, ..., n, are linearly independent, then the pair (A, B) is profitable and quasi-productive, i.e. the system
has a solution.
We can note that relation (4) establishes a sort of connectedness of the model (A, B): if a sector produces a positive output, the other sectors are also " obliged" to produce positive outputs. We give therefore the following definition.
Definition 4
The model (A, B) is said to have the connectedness property if relation (4) holds.
The economic literature has reserved more attention, especially after the publication of the famous book of Sraffa (1960) , to the case of uniform distribution of the net production and uniform distribution of the net value (i.e. the value of the net production). We have, respectively, the system
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Journal of Mathematics Research
in the unknown triplet (p, r, w) , where r is the uniform profit rate, l > [0] is the vector of direct labour requirements, and w 0 is the real wage. We point out that a model (A, B) can be productive, but the system (5) admits no solution; similarly, (A, B) can be profitable, but the system (6) admits no solution. It is possible to construct numerical examples. Take, e.g., the model
The model (A, B) is productive, but the system (5) admits no solution.
Mangasarian (1971) in his important paper on the generalization of the Perron-Frobenius theorem to the matrix pair (or "matrix pencil") (A, B), with A and B of order (m, n) and not necessarily nonnegative, has introduced the following assumption:
This assumption does not assure, however, that the model (A, B) is productive, nor profitable. Mangasarian shows that (7) is equivalent to the implication
, of evident and acceptable economic meaning for p [0] , but with doubtful economic meaning if p has elements of opposite sign.
We can introduce also the following variants of Mangasarian's assumption (7):
which is equivalent to the implication
Fujimoto and Krause (1988) call this last implication "non-dominance property".
If we impose on the matrix H some further properties, then Mangasarian's assumptions can assure productivity or profitability. Indeed, under the assumptions (1), (2), it is quite easy to prove that, if λ * (H) < 1, λ * (H) being the Frobenius root of H
[0] (see Berman & Plemmons, 1976; Gantmacher, 1959) , the model where (7) holds is productive, but not necessarily profitable, whereas the model where (8) holds is profitable, but not necessarily productive. If H is indecomposable (see Definition 6 in Section 3) and λ * (H) > 1, the model where (9) holds is profitable, but not necessarily productive. Under the same assumptions on H T , the model where (10) holds is quasi-productive, but not necessarily profitable.
Other results, under Mangasarian's assumptions, are obtained by Fujimoto and Krause (1988) . For example, taking some results of Mangasarian into account, it is easy to show that if the model (A, B) satisfies relation (8) and each row A i is semipositive, then the system (8) and is productive, then the system (11) has a solution where r > 0.
Another property of a general linear joint production system, stronger than productivity, is given in the following definition.
Definition 5
The model (A, B) is said to be strongly solvable (in the terminology of Peris & Villar, 1993) or has the adjustment property (in the terminology of Bidard & Erreygers, 1998) 
admits solution.
In economic terms: for every choice of a semipositive vector of net productions, described by the vector y, there exists a vector x ≥ [0] (obviously x may vary with the choice of y) which yields exactly those net productions. We shall give in the next Section further insights on this property and its relationships to the productivity property.
Square Joint Production Models
In this section we assume that the matrices A and B are square, of order n. For economic reasons it is convenient to assume again (1), (2) and (3), even if several mathematical results hold also without these assumptions. We recall that joint production models with A and B square were considered in the second part of the book of Piero Sraffa (1960) and that for this case the economic literature is quite abundant (see, e.g., Bidard, 2004; Schefold, 1989 , and the references quoted in these books). The following definitions are taken from Schefold (1971 Schefold ( , 1989 .
Obviously, if the model is all-productive, then it is also productive and profitable. The converse does not hold, as it can be shown by simple numerical examples, e.g. by choosing
The following result was obtained by Bidard and Erreygers (1998) , but our proof is more direct and simpler.
Theorem 5 (
ii) (B − A) is nonsingular and it holds (B − A)
(iii) The model is strongly solvable and has the connectedness property (4), i.e.
Proof. (i) ⇐⇒(ii).
The proof is similar to the one of Theorem 5.
(
ii) =⇒(iii). Being (B − A) −1 > [0] , the model is strongly solvable; moreover, x ≥ [0] and (B − A)x [0] , the matrix (B − A) being nonsingular, imply that y
, therefore the model has also the connectedness property. A result similar to Theorem 6 was given by Fiedler and Pták (1966) , by means of properties of the M-matrices.
(iii) =⇒(ii). As the model (A, B) is strongly solvable, then (B
− A) −1 ≥ [0] . Let C i ≥ [0]
Theorem 7 The following two conditions are equivalent: (i) (B − A) is nonsingular and (B − A) ∈ M;
(ii) (B − A)
e. the model (A, B) is all-engaging.
Yet another similar characterization of all-engaging systems has been given by Bidard (1996) , where however, the nonsingularity requirement in (i) is omitted. In the proof of his result this author claims that the connectedness property (4) implies the nonsingularity of (B − A), but this is false, as shown by the following example.
Being α = β = 0 excluded, it will be α = β > 0. Then the model has the connectedness property, but (B − A) is singular.
We note that (B − A) can be all-engaging also in the case (B − A) Z : take, e.g., the matrices
In this case (B − A) −1 > [0], but (B − A) Z (and also every permutation of its lines gives a matrix not in the Z-class). Obviously, if (B − A) ∈ Z and (A, B) is productive (i.e. (B − A) ∈ S ), then (A, B)
is all-productive, thanks to a well-known characterization of the K-matrices. We recall that a square matrix H belongs to K if and only if H ∈ Z ∩ S ; this is equivalent to: H ∈ Z and H −1 ≥ [0]: see, e.g., Berman and Plemmons (1976) , Magnani and Meriggi (1981) .
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Definition 7 A matrix A ∈ R n×n , with n 2, is said to be decomposable orreducibleif there exists a permutation matrix Π, of order n, and an integer k, 0 < k < n, such that We recall that a permutation matrix Π is a matrix obtained from the identity matrix I by means of the same permutations of its rows and columns. The matrix Π is orthogonal, i.e. Π −1 = Π T . It can be proved (see, e.g., Berman & Plemmons, 1976 ) that the following conditions are equivalent:
(i) A is an indecomposable nonnegative square matrix of order n.
, where A (k) is the k-th power of A.
Lemma 2 Let A ∈ R n×n and let A be nonsingular. Then A is decomposable if and only if
Proof. It is sufficient to remark that if A is nonsingular and decomposable, then its inverse takes the form
Theorem 8 Let (A, B) be a square linear joint production model. Let (A, B) be strongly solvable and assume that (A, B) has the connectedness property. Then the matrix (B − A) is indecomposable.
Proof. Thanks to the assumptions, it will hold (B − A)
. By the previous lemma we have at once the thesis, being (B − A) −1 indecomposable.
We note that the indecomposability of the matrix (B − A) is not a sufficient condition for (B − A) to have the connectedness property (it is only a necessary condition for the said property). Consider, e.g., the following numerical example.
We have
and it can be seen that (A, B) has not the connectedness property (even if the system is strongly solvable).
For square models (A, B) it is easy to prove that the adjustment property implies that the model is productive: indeed, being the model strongly solvable, we have Fiedler & Pták, 1962) . There are more than 50 characterizations of the class of the K-matrices (among them the famous Hawkins-Simon conditions): see, e.g., Berman and Plemmons (1976) , Plemmons (1977) , Poole and Boullion (1974) , Magnani and Meriggi (1981) . Here we give a characterization of the K-matrices in terms of the "splitting" (B − A). Proof. First assume that C ∈ K. One of the characterizations of the K-class is:
admits a solution, i.e. C ∈ S . But then, by choosing A = [0] we have B = C and therefore B ∈ K, which entails det B 0,
. Now we prove the converse implication. Let C satisfy the assumptions of the theorem; then
. Therefore, with [0] and (B − A) ∈ Z, the previous result gives a characterization of an all-productive model. We have, however, to remark that from a purely economic point of view, the case (B − A) ∈ Z is of scarce interest, unless B = I or B is a diagonal matrix with a positive diagonal.
The conditions which assure that a square matrix C, with c i j 0, ∀i j (i.e. C is a Metzlerian matrix), has a semipositive or a positive inverse, are less known. These conditions are due to Buffoni and Galati (1974) . Let us consider a square matrix C, of order n, nonsingular, indecomposable and such that c i j 0, ∀i j. Denote by Δ(i) the matrix, of order (n − 1), obtained from C by ruling out its i-th row and its i-th column. The matrix Δ(i) has a dominant eigenvalue μ i , greater than the real part of any other eigenvalue (see Varga, 1962) . However, in several results, it is assumed that one of the two matrices of the splitting (or both) has a semipositive inverse. But in the linear joint production model under consideration, both A and B are nonnegative and, thanks to a result of Johnson (1983) , a semipositive square nonsingular matrix has a semipositive inverse only if it is a diagonal matrix or a permutation of a diagonal matrix. Nevertheless, we have the following result. (iii) This point follows at once from (i) and (ii).
If we assume Mangasarian's condition (7), equivalent to the implication
it is not possible, even assuming B nonsingular, to get (B − A) −1 ≥ [0], unless we assume some further properties. With regard to this question, Peris (1991) proves the following result.
Theorem 12 Let a square joint production model (A, B) , with B nonsingular, be given. Let the condition (13) be verified and, for all x ∈ R n :
Then the following conditions are equivalent:
(a) The model (A, B) is all-productive;
We note that (14) is on its turn rather stringent, as it requires that the matrix
is of monotone kind, and this holds if and only if C has a nonnegative generalized left inverse (in other words, there must exist an (n × 2n) matrix
It is however useful to point out that the condition (13) of Mangasarian is a starting point to prove the nonnegativity of the matrix (B − A) −1 A, a result used by Bapat and others (1995) to obtain results for the generalized eigenvalue problem
Indeed, supposing (B − A) nonsingular and B nonsingular, we obtain
and from Mangasarian's condition (7), we obtain
. The matrix (B − A) −1 A has been used also by Schefold (1971 Schefold ( , 1978a Schefold ( , 1989 in obtaining the existence of a "standard commodity" for the Sraffa model with joint production (Schefold uses a "Sraffa notation", instead of a "Leontief notation"). Moreover, we have to remark that the condition (13) 
Proof. (a) ⇐⇒(b)
. This is a well-known result in matrix calculus, that is usually proved by means of the reduction to the Jordan canonical form. A non-mathematical reader may consult Pasinetti (1977) . The above theorem provides an algorithm to compute the inverse of (B − A). Moreover, given the joint production Leontief model
Ax + c = Bx, with A and B square, every term of the series which converges to x = (B − A) −1 c can be interpreted from the economic point of view, just as for the classical Leontief inverse. See, e.g., Cornwall (1984) .
