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“Toda grande jornada comec¸a com um primeiro passo.”
Prove´rbio Oriental
“Whether you think you can or think you can’t - You are right.’




O aumento da complexidade dos novos projetos de microprocessadores aumentou consi-
deravelmente a necessidade de compiladores que sejam capazes de gerar co´digo altamente
otimizado. Isto resultou em uma grande demanda por novas otimizac¸o˜es de co´digo que
possam fazer uso dos novos recursos da arquitetura do processador. Projetar tais otimi-
zac¸o˜es e´ um trabalho muito complexo que requer uma plataforma de compilac¸a˜o flex´ıvel
e simples de usar.
O compilador Xingo´ foi desenvolvido como uma ferramenta para auxiliar o trabalho de
pesquisa em a´reas como otimizac¸a˜o de co´digo e arquitetura de computadores. Xingo´ e´ um
compilador otimizante capaz de gerar co´digo C a partir de sua representac¸a˜o intermedia´ria.
Tal caracter´ıstica auxilia o desenvolvedor a avaliar a corretude e o desempenho de novas
otimizac¸o˜es de co´digo. Xingo´ tambe´m e´ um compilador redireciona´vel, isto e´, pode ser
facilmente portado para va´rias arquiteturas.
O compilador Xingo´ possui oito otimizac¸o˜es independentes de ma´quina (meados de
marc¸o de 2004) e que foram avaliadas com a ajuda do benchmark NullStone, o qual e´ um
benchmark para compiladores de produc¸a˜o de alta qualidade, amplamente utilizado por
companias da indu´stria da computac¸a˜o. Do total de 6611 testes realizados pelo NullStone,
o Xingo´ produziu co´digo correto para 6581 (99,54%) sem a aplicac¸a˜o de nenhuma otimi-
zac¸a˜o. Depois da aplicac¸a˜o de todas as otimizac¸o˜es dispon´ıveis, o Xingo´ produziu co´digo
correto para 6497 testes (98,27%). Estes nu´meros refletem a qualidade da plataforma
de compilac¸a˜o Xingo´, abrindo uma nova gama de oportunidades de pesquisa nas a´reas
de tecnologias de compilac¸a˜o e projeto de arquiteturas no Laborato´rio de Sistemas de





The increasing complexity of the new microprocessor designs has considerably increased
the pressure for compilers that are capable of generating highly optimized code. This has
resulted in a great demand for new code optimizations which can make an effective usage
of the processor architectural resources. Designing such optimnizations is usually a very
complex task that requires a flexible and easy to use compiler platform.
The Xingo´ compiler was designed as a tool to help researchers working in areas like
compiling optimization and computer architecture. Xingo´ is an optimizing compiler ca-
pable of generating compilable C code from its intermediate representation. Such feature
considerably helps the designer in evaluating the correcteness and performance of new
code optimization techniques. Xingo´ is also a retargetable compiler, that is, it can be
easily ported for several architectures.
The Xingo´ compiler has eight machine independent code optimizations (circa March
2004) and was evaluated with the help of the NullStone benchmark, a production-quality
compiler benchmark, largely used by companies in the computer industry. Out of the 6611
programs available at Nullstone, Xingo´ produced correct code for 6581 (99,54%) without
the application of any optimization. After applying all the available optimizations, Xingo´
produced correct code for 6497 programs (98,27%). These numbers reflect the quality of
the Xingo´ compiling platform, opening up a new set of research opportunities in areas
like compiling technology and architecture design at the Computer Systems Laboratory,
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Devido ao aumento da complexidade dos novos processadores, compiladores de alto de-
sempenho e qualidade sa˜o essenciais para se conduzir experimentos em Arquitetura de
Computadores e para se testar novas ide´ias de otimizac¸a˜o e gerac¸a˜o de co´digo.
A construc¸a˜o de um compilador e´ algo extremamente trabalhoso, e pode se tornar
o “gargalo” de um projeto de pesquisa. Para testar novas arquiteturas, e´ necessa´rio
desenvolver um gerador de co´digo para a mesma; para se testar uma nova otimizac¸a˜o
e´ preciso que haja um compilador onde a mesma possa ser inserida, e muitas vezes tal
compilador na˜o esta´ dispon´ıvel. Estes dois exemplos mostram situac¸o˜es onde pode ser
necessa´rio escrever um compilador completo de modo a testar apenas pequenos mo´dulos,
o que fatalmente acarretara´ um acre´scimo no tempo de pesquisa e na complexidade do
projeto.
De modo a tentar resolver tais problemas, o presente trabalho apresenta o compilador
Xingo´. O Xingo´ e´ um compilador ANSI C, desenvolvido em C++, que tem o objetivo
de facilitar o desenvolvimento de pesquisas em otimizac¸a˜o de co´digo e novas te´cnicas de
gerac¸a˜o de co´digo, bem como facilitar o desenvolvimento de novas arquiteturas.
O Xingo´ possui uma representac¸a˜o intermedia´ria de leitura simples, com sintaxe
pro´xima a` da linguagem C. Tal representac¸a˜o pode ainda ser convertida em um co´digo
fonte C e compilada como outro programa qualquer. Essa caracter´ıstica visa facilitar
e tornar ra´pido o processo de validac¸a˜o de novas otimizac¸o˜es, pois permite acompanhar
cada transformac¸a˜o que e´ realizada na representac¸a˜o intermedia´ria. O foco deste trabalho
e´ o processo de conversa˜o da representac¸a˜o intermedia´ria do Xingo´ para co´digo C, onde
sa˜o apresentados os diversos problemas de tal conversa˜o e as soluc¸o˜es para os mesmos.
No tocante a` parte de gerac¸a˜o de co´digo, o Xingo´ utiliza um gerador de gerador de
co´digo para implementar o seu back-end, de modo a poder ser portado para diversas
arquiteturas. Ele possui ainda um conjunto de otimizac¸o˜es independentes de ma´quina,
bem como um conjunto de classes abstratas que permitem a realizac¸a˜o de post-pass data
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flow analysis, dando suporte a` implementac¸a˜o de otimizac¸o˜es dependentes de ma´quina.
O restante deste trabalho esta´ organizado como segue: o cap´ıtulo 2 apresenta um
conjunto de trabalhos relacionados, bem como uma breve descric¸a˜o dos mesmos. Atenc¸a˜o
especial e´ dada a um deles (LCC), por fazer parte do Xingo´. O cap´ıtulo 3 apresenta
o compilador Xingo´, a sua representac¸a˜o intermedia´ria, bem como todos os passos para
converteˆ-la em um co´digo fonte C compila´vel (foco deste trabalho). O cap´ıtulo 4 apresenta
as otimizac¸o˜es que integram o Xingo´. O cap´ıtulo 5 apresenta os resultados obtidos no
processo de conversa˜o da representac¸a˜o intermedia´ria do compilador para co´digo C e




O compilador SPAM [29] e´ um retargetable compiler, isto e´, um compilador redireciona´vel
para fixed-point DSPs1 desenvolvido em Princeton. O SPAM utiliza o Stanford University
Intermediate Format (SUIF) compiler [19] para implementar o seu front-end. SUIF, que
inicialmente foi desenvolvido para estudar questo˜es relativas a` paralelizac¸a˜o de co´digo,
traduz co´digo C em uma representac¸a˜o intermedia´ria ou Intermediate Representation
(IR). SPAM toma como entrada esta IR e aplica uma se´rie de otimizac¸o˜es independentes
de ma´quina.
O back-end do SPAM, denominado TWIF, realiza otimizac¸o˜es dependentes de ma´quina.
O TWIF e´ composto de dois componentes: uma biblioteca de estruturas de dados que
encapsulam as va´rias representac¸o˜es do programa fonte e uma biblioteca de algoritmos
que realizam a gerac¸a˜o de co´digo e as post-pass optimizations (otimizac¸o˜es dependentes
de ma´quina) atrave´s da ana´lise e manipulac¸a˜o de tais estruturas. A IR do TWIF possui
uma estrutura hiera´rquica, propagando informac¸o˜es de alto n´ıvel do co´digo fonte para
n´ıveis mais baixos. Um exemplo e´ a manutenc¸a˜o de construc¸o˜es de alto n´ıvel como lac¸os
for e a indexac¸a˜o de arrays. Tal estrutura pode ser u´til para o otimizador, visto que
ela fornece melhores oportunidades de otimizac¸a˜o; em contrapartida, ela pode revelar-se
muito complexa de se manipular e modificar em determinados casos.
Os algoritmos de gerac¸a˜o de co´digo do TWIF traduzem a IR ja´ otimizada em um co´digo
assembly preliminar. Entre os algoritmos presentes no TWIF esta´ inclu´ıdo o gerador
de gerador de co´digo Olive [31], que e´ baseado nos geradores de geradores de co´digo
Twig [3] e Iburg [15]. O Olive toma como entrada uma grama´tica baseada na descric¸a˜o
da arquitetura da ma´quina alvo, e enta˜o constro´i automaticamente o gerador de co´digo
1Digital Signal Processors
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que executa, em tempo linear, a selec¸a˜o de instruc¸o˜es para a´rvores de expresso˜es. A
descric¸a˜o da arquitetura alvo consiste em padro˜es de a´rvores da IR, onde cada padra˜o
corresponde a uma instruc¸a˜o da ma´quina alvo e tem associado a si um custo. O algoritmo
de selec¸a˜o de instruc¸o˜es do Olive trabalha enta˜o com casamento de padro˜es e com te´cnicas
de programac¸a˜o dinaˆmica, utilizando uma versa˜o modificada do algoritmo de Aho-Johnson
[4].
Uma vez que o co´digo assembly tenha sido gerado, o TWIF aplica os algoritmos que
realizam a post-pass optimization com o intuito de reduzir o tamanho do co´digo gerado.
Essas otimizac¸o˜es proveˆem suporte para as caracter´ısticas especializadas da arquitetura
do processador alvo. Elas sa˜o executadas apo´s a gerac¸a˜o do co´digo assembly, ao inve´s de
serem executadas durante a selec¸a˜o das instruc¸o˜es, devido ao fato de que as informac¸o˜es
sobre a arquitetura, que sa˜o necessa´rias a`s otimizac¸o˜es, estarem presentes no co´digo as-
sembly e na˜o na IR.
2.2 LANCE
O compilador LANCE [24] e´ um retargetable compiler. Ele foi feito com o objetivo de
ser uma infra-estrutura de desenvolvimento de compiladores C para novos processadores
e como plataforma de pesquisa para te´cnicas de otimizac¸a˜o de co´digo.
O front-end utilizado pelo LANCE reconhece o C padra˜o ANSI. Este front-end re-
cebe como entrada um programa C e constro´i uma IR que e´ independente da ma´quina
alvo. Somente o tamanho e o alinhamento dos tipos de dados presentes na linguagem C
e´ que devem ser especificados por meio de um arquivo de configurac¸a˜o. A IR utilizada
pelo LANCE consiste em co´digo de treˆs enderec¸os, isto e´, ao menos treˆs operandos por
operac¸a˜o (dois argumentos e um resultado). Todas as construc¸o˜es de alto n´ıvel como ex-
presso˜es aritme´ticas complexas, desvios condicionais e aritme´tica impl´ıcita para o acesso
a arrays na˜o esta˜o presentes na IR, pois sa˜o quebradas em sequ¨eˆncias de operac¸o˜es sim-
ples. Adicionalmente todas as converso˜es de tipo impl´ıcitas no co´digo fonte original sa˜o
traduzidas em operac¸o˜es expl´ıcitas de cast e o co´digo necessa´rio para a inicializac¸a˜o de
varia´veis locais e´ automaticamente inserido. Tal representac¸a˜o facilita a implementac¸a˜o
de ferramentas que operam sobre a IR. Uma caracter´ıstica especial da IR utilizada pelo
LANCE e´ que ela e´ mantida em um assembly de baixo n´ıvel com sintaxe pro´xima a do
C. Desta forma a IR pode ser convertida em um programa C e ser compilada da mesma
forma que o programa fonte original. Tal caracter´ıstica torna a representac¸a˜o adotada
pelo LANCE fa´cil de entender e e´ uma forte auxiliar no processo de validac¸a˜o do front-end
e de novas otimizac¸o˜es.
O LANCE conte´m uma biblioteca de otimizac¸o˜es independentes de ma´quina, tais co-
mo: constant folding, dead code elimination, bem como otimizac¸o˜es em loops. Dependendo
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do n´ıvel de otimizac¸a˜o desejado, tais otimizac¸o˜es podem ser chamadas de forma separada
ou executadas via shell script.
O fluxo de controle e dos dados de um programa C pode ser analisado e visuali-
zado atrave´s de uma ferramenta de visualizac¸a˜o de grafos. Essa ferramenta auxilia o
entendimento das estruturas do programa e facilita o desenvolvimento de back-ends para
geradores de co´digo assembly.
O back-end do compilador LANCE transforma o co´digo de treˆs enderec¸os em data-
flow trees (DFTs). Cada DFT representa um fragmento da computac¸a˜o do co´digo C e
compreende argumentos, operac¸o˜es, posic¸o˜es de memo´ria, bem como as dependeˆncias de
dados existentes entre elas. O formato de uma DFT gerada pelo LANCE e´ compat´ıvel
com geradores de geradores de co´digo como o Iburg e o Olive. Desta forma back-ends
para arquiteturas espec´ıficas podem ser desenvolvidos de forma ra´pida.
2.3 The Zephyr Compiler Infrastructure
O objetivo do projeto Zephyr [7] e´ possibilitar a construc¸a˜o de sistemas completos de
compilac¸a˜o atrave´s da substituic¸a˜o ou modificac¸a˜o somente dos mo´dulos que sa˜o impor-
tantes para o projeto em foco. O Zephyr pretende reduzir significativamente os custos
de se realizar pesquisas em sistemas de computac¸a˜o no que se refere a tempo e dinheiro,
encorajando novas pesquisas e aumentando a frequ¨eˆncia com que novos resultados sa˜o
produzidos.
O projeto Zephyr inclui o front-end SUIF, que propicia um formato comum no qual as
diferentes linguagens de programac¸a˜o podem ser expressas e fornece suporte a otimizac¸o˜es
de “alto-n´ıvel”em a´reas como paralelizac¸a˜o automa´tica.
Toda a infra-estrutura do Zephyr e´ constru´ıda em torno do Very Portable Optimizer
(VPO). O VPO aceita otimizac¸o˜es de baixo n´ıvel em programas representados ao n´ıvel de
instruc¸o˜es de ma´quina. Ao inve´s de focar em um compilador, o Zephyr foca em estrate´gias
de compilac¸a˜o, que podem ser utilizadas para se construir diferentes compiladores. A
estrate´gia ba´sica do Zephyr consiste em construir compiladores atrave´s de mo´dulos, onde:
• O desenvolvedor fornece um front-end.
• O Zephyr fornece um conjunto de ferramentas, entre elas:
– otimizador independente de ma´quina, VPO;
– componentes para Back-ends;
– Glue para conectar todos os componentes do compilador.
• O desenvolvedor escolhe uma IR como alvo do front-end.
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• O Zephyr fornece um guia para conectar a IR ao otimizador e ao back-end.
• Os componentes dependentes de ma´quina sa˜o gerados atrave´s de especificac¸o˜es da
ma´quina alvo.
O VPO e´ o elemento crucial do Zephyr. Sem o VPO, os demais mo´dulos conseguem
gerar apenas um co´digo muito simples, enquanto que a inserc¸a˜o do mesmo torna o co´digo
competitivo com o GCC [1] e com outros compiladores comerciais, sendo que em algumas
ocasio˜es o co´digo gerado pelo VPO e´ melhor e em outras o co´digo e´ pior. Para ser otimi-
zado pelo VPO, um programa deve ser expressado como um conjunto de procedimentos,
onde cada procedimento deve ser representado como um grafo de fluxo de controle ou
control flow graph (CFG), onde os elementos individuais sa˜o as Zephyr RTLs (Register-
Transfer Lists). Dado um programa qualquer, o VPO o otimizara´ repetidamente ate´ que
nenhuma melhora seja poss´ıvel.
Jung e Paek [22] utilizaram a estrutura do Zephyr para desenvolver um compilador pa-
ra DSPs, demonstrando, desta forma, a capacidade de portabilidade desta infra-estrutura.
2.4 LCC
O LCC [16] e´ um compilador redireciona´vel para ANSI C, que foi desenvolvido por David
Hanson e Christopher Fraser na Universidade de Princeton e nos laborato´rios da AT&T.
Ele e´ um compilador de produc¸a˜o que vem sendo utilizado diariamente desde 1988 por
centenas de programadores C. O LCC sera´ mais detalhado do que os demais projetos
anteriormente apresentados, pois ele e´ utilizado como front-end do Xingo´.
O programa apresentado na Figura 2.1 sera´ utilizado para ilustrar o funcionamento
do LCC em cada um de seus passos. Cada passo muda a forma com que o programa
e´ representado: co´digo pre´-processado, tokens, a´rvores, directed acyclic graphs (DAGs -
Grafos Dirigidos Ac´ıclicos) e listas de DAGs.
int round(f) float f;
{
return f + 0.5;
}
Figura 2.1: Programa exemplo
O primeiro passo no processo de compilac¸a˜o consiste em realizar o pre´-processamento
do programa, o que ira´ expandir macros, incluir arquivos de cabec¸alho e selecionar co´digo
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da compilac¸a˜o condicional. O resultado do pre´-processamento e´ apresentado na Figura
2.2.
# 1 “sample.c”
int round(f) float f;
{
return f + 0.5;
}
Figura 2.2: Programa pre´-processado
O pro´ximo passo consiste em realizar a ana´lise le´xica do programa fonte, a qual ira´
quebra´-lo em uma sequ¨eˆncia de tokens. A Tabela 2.1 mostra a sequ¨eˆncia de tokens criada
pelo LCC para o programa da Figura 2.2.
A coluna da esquerda corresponde ao co´digo (um valor inteiro) do token. A coluna
da direita conte´m o valor associado, caso exista algum. Por exemplo, o valor associado
com a palavra reservada int e´ inttype. Tokens formados por apenas um u´nico caractere

















Tabela 2.1: Tokens gerados pelo LCC
A pro´xima fase no processo de compilac¸a˜o e´ a ana´lise sinta´tica, na qual e´ verificada se
a sequ¨eˆncia de tokens obedece a`s regras sinta´ticas da linguagem C. Ao mesmo tempo em
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que a ana´lise sinta´tica ocorre, o LCC tambe´m realiza a ana´lise semaˆntica, a qual verifica
o tipo dos operandos em cada uma das operac¸o˜es presentes no programa. A sa´ıda gerada
pelas fases de ana´lise sinta´tica e semaˆntica formam as Abstract Syntax Trees (A´rvores
Sinta´ticas Abstratas). A Figura 2.3 mostra as Abstract Syntax Trees geradas pelo LCC














Figura 2.3: Abstract Syntax Trees geradas pelo LCC
Cada no´ representa uma operac¸a˜o ba´sica. A primeira a´rvore reduz um double para um
float. Ela atribui um valor float (ASGN+F) para a ce´lula com o enderec¸o &f (ADDRF+P
a` esquerda). Ela computa o valor a ser atribu´ıdo convertendo para float (CVD+F) o valor
double carregado em (INDIR+D) do enderec¸o &f (ADDRF+P a direita). A segunda
a´rvore retorna um int (RET+I). O valor e´ computado carregando-se o float (INDIR+F)
vindo da ce´lula com o enderec¸o &f (ADDRF+P), convertendo-o para double, somando-se
(ADD+D) a` constante double 0.5 (CNST+D) e truncando-se o resultado para um inteiro
(CVD+I). Estas a´rvores tornam expl´ıcitos muitos fatos que esta˜o impl´ıcitos na linguagem
fonte, como por exemplo as converso˜es de tipo.
Depois que as Abstract Syntax Trees esta˜o constru´ıdas, o LCC as transforma em DAGs.
A Figura 2.4 mostra os DAGs gerados para o programa da Figura 2.2.
Os DAGs 1 e 2 sa˜o gerados a partir das duas a´rvores na Figura 2.3. Os operadores
sa˜o escritos sem o sinal + para identificar as estruturas como DAGs ao inve´s de a´rvores.
A transic¸a˜o de a´rvores para DAGs torna expl´ıcito alguns fatos, como por exemplo, a
constante 0.5, que aparecia em um no´ CNST+D na a´rvore, aparece agora no DAG como
o valor de uma varia´vel do tipo static de nome “2”. Outra alterac¸a˜o pode ser observada
no operador CNST+D, que foi substitu´ıdo por operac¸o˜es que computam o enderec¸o da
varia´vel (ADDRGP) e retornam o seu valor (INDIRD). O terceiro DAG define um label













"f" - float "f" - double
"2" - 0.5
"1"
Figura 2.4: DAGs gerados pelo LCC
Outro fato advindo da transformac¸a˜o de a´rvores em DAGs, e´ a eliminac¸a˜o de subex-
presso˜es comuns2, o que pode ser considerado uma forma preliminar de otimizac¸a˜o do
co´digo gerado.
2.4.1 Escolha do LCC
Embora o compilador LANCE tambe´m seja um compilador ANSI C e ja´ gere uma re-
presentac¸a˜o intermedia´ria com sintaxe pro´xima a da linguagem C (o que teoricamente
tornaria o desenvolvimento do Xingo´ mais simples), ele na˜o foi escolhido como front-end
do Xingo´ pois ele na˜o e´ um compilador de co´digo aberto e ainda esta´ sob desenvolvimen-
to. Desta forma ele na˜o atende as necessidades do Xingo´, o qual e´ um compilador que
pretende-se tornar de domı´nio pu´blico.
O LCC foi ecolhido como front-end do Xingo´ pelo fato de ser razoavelmete esta´vel e
ra´pido (como dito anteriormente, ele vem sendo desenvolvido e aperfeic¸oado desde 1988),
por ser um compilador de co´digo aberto e pelo fato de que sua documentac¸a˜o e´ gerada
utilizando-se literate programming, isto e´, ela e´ feita por meio de um livro. Tal livro [16],
mostra todo o funcionamento e a estrutura interna do compilador. Desta forma torna-se
muito simples entender, usar e modificar o LCC.
2Esse conceito sera´ apresentado adiante.
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Cap´ıtulo 3
O Compilador Xingo´
O Xingo´ e´ um compilador otimizante para a linguagem C. Ele foi desenvolvido na lin-
guagem C++. O seu front-end e´ constitu´ıdo pelo LCC, detalhado anteriormente. A
representac¸a˜o intermedia´ria do Xingo´ e´ obtida convertendo-se a representac¸a˜o em forma
de DAGs do LCC para uma representac¸a˜o linear em forma de qua´druplas utilizada pelo
Xingo´. Tal representac¸a˜o e´ muito pro´xima da linguagem C, e por isso pode ser convertida

















Figura 3.1: Estrutura do compilador Xingo´
A Figura 3.1 mostra a estrutura do compilador Xingo´, onde pode ser visualizado o
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fluxo de funcionamento do mesmo atrave´s de seus diversos mo´dulos. A contribuic¸a˜o deste
trabalho esta´ focada nos mo´dulos com compo˜em a XIR e as otimizac¸o˜es independentes
de ma´quina. O restante deste cap´ıtulo sera´ dedicado a descrever o funcionamento interno
do compilador Xingo´ e o processo de conversa˜o da sua IR para co´digo C.
3.1 A Representac¸a˜o XIR
A representac¸a˜o intermedia´ria utilizada pelo Xingo´ e´ chamada de XingoIR (Xingo´ In-
termediate Representation), ou simplesmente XIR. Tal representac¸a˜o e´ constitu´ıda por
va´rias classes implementadas em C++ que correspondem a`s mais diversas estruturas de
um programa, como instruc¸o˜es, varia´veis, func¸o˜es e tipos. A partir destas classes, o Xingo´
constro´i uma estrutura que sera´ usada durante todo o processo de compilac¸a˜o. A classe
principal desta estrutura e´ a classe File. Esta classe corresponde ao arquivo que esta´ sendo
compilado. Ela armazena diversas informac¸o˜es sobre o arquivo, como por exemplo a lista
de func¸o˜es que o arquivo implementa, a lista de func¸o˜es externas (que esta˜o presentes em
outros arquivos) ao arquivo e que sa˜o utilizadas internamente, bem como uma tabela de
s´ımbolos que armazena todos os s´ımbolos globais, como varia´veis e tipos estruturados.
A pro´xima classe nessa hierarquia e´ a classe Procedure. Cada func¸a˜o presente no
arquivo tem associada a si um objeto Procedure, mesmo as func¸o˜es que sa˜o extern, ou seja,
definidas em outros arquivos. Tal classe conte´m informac¸o˜es como o nome da func¸a˜o, o seu
tipo de retorno, o nu´mero de argumentos, a tabela de s´ımbolos e o nu´mero identificador
da mesma. O tipo de retorno da func¸a˜o e´ armazenado na forma de um nu´mero que
corresponde ao identificador do objeto que representa tal tipo, que tambe´m e´ representado
por uma classe. Os paraˆmetros da func¸a˜o sa˜o armazenados sob a forma de uma lista que
conte´m os seus identificadores. Atrave´s de tais identificadores, os paraˆmetros podem ser
localizados na tabela de s´ımbolos local a` func¸a˜o.
Se um determinado objeto Procedure representa uma func¸a˜o que esta´ implementada
em outro arquivo ou uma func¸a˜o presente em alguma biblioteca (como por exemplo a
func¸a˜o printf), enta˜o nada mais resta para ser armazenado. Caso contra´rio tal objeto
corresponde a uma func¸a˜o que esta´ sendo implementada no arquivo sendo compilado, e
neste caso esse objeto ira´ conter uma refereˆncia para um outro objeto que e´ representado
pela classe ProcedureBody. A classe ProcedureBody corresponde ao corpo da func¸a˜o, ou
seja, a`s suas instruc¸o˜es. Esta classe armazena o identificador nume´rico do objeto, a lista
de instruc¸o˜es proveniente da conversa˜o da representac¸a˜o em forma de DAGs do LCC para
as instruc¸o˜es da XIR, e uma poss´ıvel refereˆncia para um grafo de fluxo de controle.
A Figura 3.2 mostra o relacionamento entre as classes do Xingo´. Tal hierarquia cor-
responde a um primeiro esta´gio do processo de compilac¸a˜o.
Cada instruc¸a˜o na XIR constitui uma qua´drupla, onde existe um opcode e no ma´ximo







Figura 3.2: Hierarquia de classes do Xingo´
treˆs operandos. O opcode corresponde ao tipo de operac¸a˜o que a instruc¸a˜o executa, como
por exemplo uma soma ou uma multiplicac¸a˜o. Cada um dos operandos corresponde a
uma varia´vel ou uma constante.
DST SRC1 SRC2OpCode ConstPosition
Figura 3.3: Instruc¸a˜o da XIR
Uma instruc¸a˜o na XIR e´ implementada pela classe Instruction, que engloba todas
as informac¸o˜es necessa´rias para a correta interpretac¸a˜o da mesma, bem como outras
informac¸o˜es do projetista. Nesta classe, o opcode e´ representado por um identificador
nume´rico e os operandos sa˜o armazenados em um vetor de treˆs posic¸o˜es. Cada varia´vel
na XIR possui associada a si um identificador nume´rico u´nico, assim como todo objeto.
A Figura 3.3 ilustra o formato ba´sico de uma instruc¸a˜o da XIR.
O vetor presente no modelo e´ utilizado para armazenar as varia´veis que sa˜o utilizadas
pela instruc¸a˜o. Ao inve´s de armazenar a varia´vel, cada posic¸a˜o do vetor armazena o seu
identificador nume´rico. Caso a instruc¸a˜o manipule alguma constante, o seu valor sera´
armazenado diretamente no vetor. O modelo da Figura 3.3 pode ser visualizado como:
DST = SRC1 ⊕ SRC2
A posic¸a˜o DST do vetor corresponde a varia´vel destino, ou seja, aquela que vai receber
ao resultado da operac¸a˜o. A posic¸a˜o SRC1 corresponde ao primeiro operando fonte,
podendo ser uma varia´vel ou uma constante. A posic¸a˜o SRC2 corresponde ao segundo
operando fonte, podendo ser tambe´m, uma varia´vel ou uma constante. O operador ⊕
corresponde a uma operac¸a˜o gene´rica. Em instruc¸o˜es que envolvam constantes, o campo
ConstPosition e´ utilizado para saber se a constante esta´ armazenada na posic¸a˜o SRC1
ou SRC2. Nunca os dois campos ira˜o conter simultaneamente uma constante, pois tal
tipo de expressa˜o e´ avaliada pelo compilador e transformada em uma simples operac¸a˜o
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de atribuic¸a˜o. O campo ConstPosition pode conter os valores CONST LEFT (constante
localizada na posic¸a˜o SRC1) ou CONST RIGHT (constante localizada na posic¸a˜o SRC2).
Em instruc¸o˜es comutativas que envolvam constantes, como por exemplo uma soma
ou uma multiplicac¸a˜o, a constante sempre sera´ armazenada na posic¸a˜o SRC2 do ve-
tor. Em instruc¸o˜es que na˜o utilizam constantes, ConstPosition sempre ira´ conter o valor
CONST RIGHT. Se uma instruc¸a˜o qualquer fizer uso de alguma constante, sempre que
poss´ıvel, essa constante sera´ armazenada na posic¸a˜o SRC2.
Em instruc¸o˜es que utilizam menos de treˆs operandos, como uma atribuic¸a˜o, os campos
na˜o utilizados ira˜o conter o valor zero, o qual na˜o e´ utilizado como identificador por
nenhum objeto.
Na XIR uma varia´vel tambe´m e´ representada por uma classe, a classe Variable. Esta
classe conte´m todas as informac¸o˜es importantes relativas a varia´vel, como o seu nome, o
seu alinhamento, o segmento a que ela pertence, se em algum momento do programa o
enderec¸o da varia´vel foi computado e o tipo da mesma. Uma varia´vel deve pertencer a
pelo menos um dos quatro segmentos que sa˜o definidos na XIR. Estes segmentos sa˜o:
• D LIT - segmento de constantes.
• D CODE - segmento de co´digo. Se alguma varia´vel pertencer a este segmento, ela
provavelmente sera´ uma varia´vel local.
• D DATA - segmento de varia´veis globais que esta˜o inicializadas.
• D BSS - segmento de varia´veis globais que na˜o esta˜o inicializadas.
O tipo de todas as varia´veis, bem como o tipo de retorno de todas as func¸o˜es na XIR e´
representado pela classe Type. Os tipos que a classe Type pode representar esta˜o presentes
na Tabela 3.1.
• float • int • struct • enum
• double • unsigned • union • long
• char • pointer • function • const
• short • void • array • volatile
Tabela 3.1: Tipos utilizados pelo Xingo´
Tipos compostos, como por exemplo um ponteiro para inteiros, sa˜o formados agrupando-
se va´rios objetos Type, de tal forma que uma lista de tipos e´ constru´ıda. Uma varia´vel
que seja do tipo ponteiro para inteiros, tera´ o seu tipo representado por uma lista de
tipos, onde o primeiro elemento da lista e´ um objeto Type representando o tipo pointer
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e o segundo elemento da lista e´ um objeto Type representando o tipo int. Um array de
inteiros tambe´m tem o seu tipo representado como uma lista de objetos Type, onde o
primeiro representa o tipo array e o segundo o tipo int. Tal esquema se aplica a todos
os tipos que se precise representar internamente no compilador Xingo´.
Nunca sa˜o criados dois objetos Type que representem o mesmo tipo, ou seja, uma
vez que existe um objeto Type para, por exemplo, representar o tipo char, na˜o sera´ mais
necessa´rio criar outro objeto Type. O Xingo´ faz uma reutilizac¸a˜o dos objetos Type, de
forma que um u´nico objeto Type representando o tipo char, sera´ utilizado para representar
todas as varia´veis que sejam do tipo char ou que sejam de algum tipo composto envolvendo
char, como um char∗, unsigned char ou char[].
Certas instruc¸o˜es e varia´veis podem ter associadas a si alguma informac¸a˜o extra que
pode ser u´til em algum momento do processo de compilac¸a˜o, como a gerac¸a˜o do co´digo
C ou durante a gerac¸a˜o de co´digo assembly. Para armazenar estas informac¸o˜es a XIR se
utiliza da classe Note. A classe Note pode armazenar o valor com que uma determinada
varia´vel do segmento D DATA sera´ inicializada, o valor das cadeias de um array de strings,
como tambe´m pode estar associada a uma instruc¸a˜o do programa e armazenar informac¸o˜es
relativas a uma Jump Table. Um objeto Note pode representar um dos seguintes tipos:
• D ADDRESS: definic¸a˜o de enderec¸o
• D SKIP: definic¸a˜o de espac¸o
• D BYTES: definic¸a˜o de bytes
• D FLOAT: definic¸a˜o de float
• D DOUBLE: definic¸a˜o de double
• D STRING: definic¸a˜o de string
• D JUMP TABLE: definic¸a˜o de Jump Table
3.2 Control Flow Graph
Uma vez que a estrutura da Figura 3.2 tenha sido constru´ıda, o compilador esta´ pronto
para seguir para o pro´ximo esta´gio do processo de compilac¸a˜o. Todos os objetos Procedu-
reBody tera˜o as suas listas de instruc¸o˜es transformadas em CFGs (Control Flow Graphs).
Um CFG e´ um grafo onde os no´s representam computac¸o˜es e as arestas representam o
fluxo de controle. Os no´s de um CFG sa˜o chamados de blocos ba´sicos. Um bloco ba´sico
e´ uma sequ¨eˆncia de instruc¸o˜es onde o fluxo de controle entra somente no in´ıcio do bloco e
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sai ao fim do mesmo, sem que haja a possibilidade de ocorrer algum desvio para alguma
outra parte do programa.
Uma sequ¨eˆncia de instruc¸o˜es e´ transformada em blocos ba´sicos utilizando-se o seguinte
algoritmo:
Algoritmo 3.1: Criac¸a˜o de Blocos Ba´sicos
1. Determinar o conjunto de l´ıderes, que correspondem a` primeira instruc¸a˜o de
cada bloco ba´sico, utilizando as seguintes regras:
(i) A primeira instruc¸a˜o e´ um l´ıder.
(ii) Qualquer instruc¸a˜o que e´ alvo de um desvio condicional ou incondicional
e´ um l´ıder.
(iii) Qualquer instruc¸a˜o que venha depois de uma instruc¸a˜o de desvio
condicional ou incondicional e´ um l´ıder.
2. Para cada l´ıder, o seu bloco ba´sico consiste do l´ıder e de todas as instruc¸o˜es
que o seguem, indo ate´ mas na˜o incluindo o pro´ximo l´ıder.
A Figura 3.4 ilustra o funcionamento do algoritmo para a criac¸a˜o de blocos ba´sicos em
um fragmento de co´digo qualquer. A porc¸a˜o esquerda da figura mostra o co´digo antes da
marcac¸a˜o dos l´ıderes e a porc¸a˜o direita da figura mostra quais instruc¸o˜es foram escolhidas
como l´ıder. Pode-se observar que o fragmento de co´digo apresentado ira´ conter 7 blocos
ba´sicos.
Uma vez que os l´ıderes tenham sido encontrados, os blocos ba´sicos ja´ podem ser
constru´ıdos. Ao constru´ı-los, o Xingo´ ira´ inserir, quando necessa´rio, instruc¸o˜es adicionais
de modo que a primeira instruc¸a˜o de um bloco ba´sico sempre seja um label e a u´ltima
sempre seja uma instruc¸a˜o de salto (condicional ou incondicional). Depois que os blocos
ba´sicos esta˜o constru´ıdos e´ necessa´rio realizar o ajuste das arestas que ira˜o indicar o fluxo
de controle no programa, pois apo´s a criac¸a˜o dos blocos ba´sicos, o CFG se parece com uma
lista duplamente encadeada. A Figura 3.5 mostra o aspecto inicial do CFG criado pelo
Xingo´. Neste CFG inicial, de forma a facilitar a visualizac¸a˜o do mesmo, so´ sa˜o mostradas
a primeira e a u´ltima instruc¸a˜o de cada bloco ba´sico, e os mnemoˆnicos das instruc¸o˜es de
salto foram substitu´ıdos respectivamente por goto em saltos incondicionais e if (...) goto
em saltos condicionais.
A Figura 3.5 mostra dois tipos de arestas. Um tipo e´ representado por um conjunto
de arestas so´lidas e o outro por um conjunto de arestas tracejadas. O conjunto de arestas
so´lidas corresponde aos sucessores do bloco ba´sico enquanto que as arestas tracejadas
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if (...)  goto L2:
LABEL L3:
if (...) goto L3:







Figura 3.5: Formac¸a˜o inicial do CFG no Xingo´
correspondem aos predecessores do bloco ba´sico. Desta forma e´ poss´ıvel caminhar no
grafo de modo ascendente ou descendente.
Para acertar as arestas do CFG, o Xingo´ percorre todos os no´s do grafo e verifica a
instruc¸a˜o de salto do no´ e realiza uma das seguintes ac¸o˜es:
• Se a instruc¸a˜o de salto for um desvio incondicional, enta˜o o Xingo´ remove do no´
corrente n a aresta que o esta´ ligando a algum sucessor s, e remove de s a aresta que
torna n um predecessor seu. Verifica-se enta˜o qual o bloco ba´sico b que e´ o alvo da
instruc¸a˜o de salto em n e adiciona-se uma aresta de n para b (indicando que b e´ um
sucessor de n) e outra aresta de b para n (indicando que n e´ um predecessor de b).
Tal operac¸a˜o e´ realizada pois podem haver inconsisteˆncias na formac¸a˜o inicial do
CFG. A Figura 3.5 apresenta uma inconsisteˆncia, pois o no´ cujo label e´ L7, realiza
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um desvio incondicional para o label L2, mas tal bloco possui como sucessor o no´
de label L4.
• Se a instruc¸a˜o de salto for um desvio condicional, enta˜o o Xingo´ verifica qual o bloco
ba´sico b que e´ alvo da instruc¸a˜o de salto e adiciona uma aresta de n (no´ corrente)
para b (indicando que b e´ um sucessor de n) e outra aresta de b para n (indicando
que n e´ um predecessor de b).
Os conjuntos de arestas que indicam sucessores e predecessores sa˜o distintos. De
outra forma a criac¸a˜o do CFG seria inconsistente. A Figura 3.6 mostra o CFG gerado
para o programa da Figura 3.4. Na figura so´ sa˜o apresentadas as arestas que indicam os




if (...)  goto L2:
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if (...) goto L3:





LABEL L7: LABEL L4:
Figura 3.6: Control Flow Graph depois do ajuste das arestas
Durante a montagem do CFG, o Xingo´ acrescenta dois blocos ba´sicos especiais ao
mesmo, um bloco chamado Header e outro chamado Tailer. O bloco Header so´ possui duas
instruc¸o˜es, uma que cria um label chamado H e outra que realiza um salto incondicional
para o primeiro bloco ba´sico obtido apo´s a determinac¸a˜o dos l´ıderes. O bloco Tailer possui
somente uma instruc¸a˜o, que cria um label chamado T . Os demais blocos tera˜o o seu label
renomeado de forma que o mesmo tenha um nome da forma B1, B2, ... Bn. O u´ltimo
bloco ba´sico obtido apo´s a determinac¸a˜o dos l´ıderes sera´ o predecessor do bloco Tailer. A
func¸a˜o dos blocos Header e Tailer e´ servir respectivamente de ponto de entrada e sa´ıda
do procedimento/func¸a˜o. Desta forma o u´nico bloco que na˜o possui nenhum predecessor
e´ Header e o bloco que na˜o possui nenhum sucessor e´ Tailer. Tal abordagem torna mais
simples a realizac¸a˜o de buscas no grafo, pois o mesmo possui apenas um ponto de entrada
e um de sa´ıda previamente conhecidos.
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Depois que o CFG esta´ constru´ıdo e os blocos Header e Tailer foram adicionados, o
Xingo´ realiza uma busca em profundidade no grafo para encontrar unreachable code, isto
e´, co´digo que nunca sera´ executado. Os no´s que na˜o forem visitados durante a busca, sa˜o
considerados como unreachable code e podem ser eliminados.
No Xingo´, um CFG e´ implementado pela classe CFGraph. Tal classe sera´ a base
para a realizac¸a˜o das otimizac¸o˜es independentes de ma´quina, bem como para a gerac¸a˜o
da representac¸a˜o intermedia´ria compila´vel. Os no´s de um CFG sa˜o representados pela
classe CFGNode, que e´ uma classe abstrata. Um bloco ba´sico e´ implementado pela classe
CFGBBlock, que herda a classe CFGNode. O Xingo´ utiliza tal esquema de forma a
permitir a existeˆncia de tipos diferentes de no´s no CFG, tal recurso pode ser interessante
para se criar uma representac¸a˜o que permita o estudo de questo˜es relativas a paralelizac¸a˜o
de co´digo ou representar estruturas de alto n´ıvel como while, if, etc.
Depois que o CFG e´ constru´ıdo, sa˜o computadas diversas informac¸o˜es relativas ao
mesmo, as quais sera˜o utilizadas em outros esta´gios do compilador, como por exemplo a
construc¸a˜o da a´rvore de dominadores.
3.3 Gerac¸a˜o de Co´digo C a partir da XIR
A representac¸a˜o intermedia´ria utilizada pelo compilador Xingo´ possui uma caracter´ıstica
especial: pode ser compilada. Para tal, a XIR e´ convertida em um co´digo fonte C e
compilada como outro programa qualquer.
O processo de conversa˜o da XIR em co´digo C compila´vel envolve diversas etapas,
como a recuperac¸a˜o das estruturas utilizadas pelo programa, a declarac¸a˜o de proto´tipos
de func¸o˜es externas ao programa e proto´tipos de func¸o˜es de bibliotecas. Em um segundo
momento sa˜o recuperadas todas as func¸o˜es do programa. A Figura 3.7 mostra as etapas
do processo de gerac¸a˜o do co´digo fonte C a partir da XIR.
Figura 3.7: Etapas da gerac¸a˜o do co´digo C
A possibilidade de se poder gerar co´digo C a partir da representac¸a˜o intermedia´ria
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do programa e´ uma excelente forma de acompanhar todas as mudanc¸as que o mesmo
sofre durante o processo de compilac¸a˜o. Outra finalidade e´ a possibilidade de se poder
validar as otimizac¸o˜es dispon´ıveis no compilador, pois e´ poss´ıvel gerar co´digo C a partir
da representac¸a˜o intermedia´ria cada vez que uma otimizac¸a˜o e´ aplicada. Para se validar
uma otimizac¸a˜o, basta compila´-la e comparar a sua sa´ıda com a sa´ıda gerada pelo co´digo
fonte original. Se a otimizac¸a˜o na˜o estiver correta, o co´digo C gerado pela mesma na˜o
preservara´ a semaˆntica do co´digo C gerado antes da otimizac¸a˜o, facilitando a identificac¸a˜o
do ponto onde ela esta´ errada.
A gerac¸a˜o do co´digo C tambe´m e´ uma valiosa ferramenta de validac¸a˜o da pro´pria
representac¸a˜o intermedia´ria gerada pelo Xingo´. A Figura 3.8 mostra o funcionamento do
processo de validac¸a˜o utilizado para se testar a XIR.
Figura 3.8: Processo de validac¸a˜o da XIR
A partir do programa original a XIR e´ constru´ıda e a partir da mesma ou apo´s alguma
etapa de otimizac¸a˜o, um programa fonte C e´ gerado. O programa C original e o programa
C obtido a partir da XIR sa˜o compilados utilizando-se um compilador C de refereˆncia
(como por exemplo o GCC). A mesma entrada e´ enta˜o fornecida para os dois arquivos
executa´veis obtidos e as suas respectivas sa´ıdas geradas sa˜o comparadas. Se ambas as
sa´ıdas estiverem iguais, enta˜o a XIR esta´ correta, caso contra´rio deve haver algum erro
na XIR ou em alguma otimizac¸a˜o aplicada. Tal esquema e´ bem simples e foi amplamente
utilizado durante o processo de desenvolvimento e teste do Xingo´, bem como em cada
uma das otimizac¸o˜es implementadas no mesmo.
O primeiro passo no processo de gerac¸a˜o do co´digo C a partir da XIR consiste em
recuperar todos os tipos estruturados utilizados pelo programa, como struct e union.
As tabelas de s´ımbolos utilizadas pelo Xingo´ na˜o armazenam apenas varia´veis e nomes
de func¸o˜es, mas tambe´m tipos. Como dito anteriormente, cada tipo e´ representado por
um objeto Type. Os tipos estruturados struct e union na˜o fogem a essa regra. A classe
Type e´ muito versa´til, pois para tipos estruturados, ela armazena internamente uma lista
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de objetos da classe Field. Cada objeto Field representa um campo da struct ou union
que o objeto Type representa. Desta forma e´ poss´ıvel recuperar todos os campos do tipo
estruturado, bastando para isso percorrer a lista de objetos Field. Cada objeto Field
armazena basicamente o nome e o tipo do campo, bem como outras informac¸o˜es que
podem ser u´teis em outros esta´gios do processo de compilac¸a˜o. Os objetos Field sa˜o
armazenados em uma lista de forma a respeitar a ordem original em que foram criados.
Para coletar todos os tipos estruturados presentes em um programa, o Xingo´ percorre
as tabelas de s´ımbolos de todas as func¸o˜es bem como a tabela de s´ımbolos global. Em
cada uma dessas tabelas ele ira´ verificar quais objetos Type sa˜o do tipo struct ou union e
armazena´-los em uma lista L.
A simples impressa˜o dos tipos estruturados na ordem em que foram encontrados pode
causar problemas de compilac¸a˜o, visto que algumas estruturas podem referenciar inter-
namente outras estruturas. Para contornar esse problema o Xingo´ ordena a lista de
estruturas de forma que todas as dependeˆncias sejam satisfeitas. Tal ordenac¸a˜o e´ basi-
camente realizada utilizando-se o conceito de uma a´rvore de dependeˆncia. Inicialmente
as estruturas que na˜o fazem refereˆncia a nenhuma outra estrutura sa˜o movidas para uma
outra lista S. Na lista L so´ restaram, se for o caso, estruturas que referenciam outras
estruturas. A partir da´ı basta percorrer a lista L e para cada elemento e verificar se todas
as estruturas internamente referenciadas ja´ se encontram na lista S. Em caso afirmativo,
e e´ removido de L e inserido ao fim de S, caso contra´rio o pro´ximo elemento e´ verificado.
Essa verificac¸a˜o e´ repetida ate´ o momento em que a lista L se torne vazia. O algoritmo
a seguir ilustra o processo ba´sico de ordenac¸a˜o dos tipos struct e union empregado pelo
Xingo´, de modo a realizar a impressa˜o dos mesmos na ordem correta.
Algoritmo 3.2: Ordenac¸a˜o de tipos estruturados
Entrada:
Lista L contendo todos os tipos union e struct do programa.
Lista S inicialmente vazia.
enquanto L na˜o estiver vazia fac¸a
Type t ← primeiro elemento de L
boolean mover ← true
para cada campo f de t fac¸a




se mover = true enta˜o
insira t ao fim de S
sena˜o
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insira t ao fim de L
fim
fim
Depois de obter a lista, ja´ corretamente ordenada, das estruturas utilizadas pelo pro-
grama, o Xingo´ ira´ enta˜o realizar a impressa˜o das mesmas. O processo de impressa˜o se
da´ com a utilizac¸a˜o de dois algoritmos mostrados a seguir. O algoritmo para impressa˜o
dos tipos estruturados basicamente verifica se o tipo e´ uma struct ou union, imprimin-
do o identificador apropriado e depois percorre os campos do mesmo. Para cada campo
encontrado ele imprime o tipo do campo e depois o seu nome.
Algoritmo 3.3: Impressa˜o de tipos estruturados
Entrada:
Lista S contendo os tipos union e struct na ordem correta para impressa˜o.
enquanto S na˜o estiver vazia fac¸a
Type t ← primeiro elemento de S












O algoritmo de impressa˜o de tipos mostrado a seguir, ilustra o processo ba´sico empre-
gado pelo Xingo´ para imprimir o tipo de um dado objeto. Tal algoritmo e´ recursivo, uma
vez que os tipos compostos no compilador Xingo´ sa˜o representados como uma lista ligada
de tipos. O algoritmo percorre a lista imprimindo o identificador dos tipos na ordem ade-
quada. O tipo enum definido na linguagem C e´ tratado internamente pelo Xingo´ como
uma varia´vel do tipo inteiro. Outros compiladores da˜o tratamento semelhante a este tipo
de dado [16].
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Uma vez que todos os tipos estruturados tenham sido impressos, o pro´ximo passo
na gerac¸a˜o do co´digo C consiste em imprimir o proto´tipo de todas as func¸o˜es que sa˜o
extern, ou seja, sa˜o definidas em outros arquivos do programa ou sa˜o func¸o˜es presentes
em bibliotecas padra˜o da linguagem C, como a func¸a˜o printf por exemplo.
O processo de impressa˜o de tais proto´tipos e´ bem simples, pois estas func¸o˜es pos-
suem associadas a si um objeto Procedure, mas na˜o um objeto ProcedureBody. Desta
forma, percorrendo-se a lista de objetos Procedure que esta´ armazenada no objeto File e
verificando-se quais deles na˜o possuem um objeto ProcedureBody, descobrem-se todas as
func¸o˜es que sa˜o extern. Todos os poss´ıveis tipos estruturados que os argumentos de tais
func¸o˜es possam utilizar ja´ foram impressos, o que evita qualquer problema de compilac¸a˜o.
O algoritmo a seguir ilustra o processo de impressa˜o de tais proto´tipos.
Algoritmo 3.5: Impressa˜o de proto´tipos
Entrada: Lista P com todos os objetos Procedure que na˜o possuem um objeto
ProcedureBody associado
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para cada paraˆmetro p na lista de paraˆmetros de o fac¸a
ImprimaTipo(p → Type)
imprima(o → Nome)






Depois de imprimir os proto´tipos das func¸o˜es que na˜o sa˜o implementadas pelo arquivo
sendo compilado, o Xingo´ realiza a impressa˜o dos proto´tipos das func¸o˜es que sa˜o de fato
implementadas pelo programa. Tal processo e´ realizado de forma a evitar que possam
ocorrer erros de compilac¸a˜o, pois a simples impressa˜o das func¸o˜es pode trazer proble-














Figura 3.9: Refereˆncia mu´tua entre func¸o˜es
A impressa˜o dos proto´tipos das func¸o˜es implementadas pelo programa e´ realizada por
3.3. Gerac¸a˜o de Co´digo C a partir da XIR 25
um algoritmo semelhante ao apresentado para a impressa˜o das func¸o˜es extern.
Com os proto´tipos das func¸o˜es extern e das func¸o˜es do programa ja´ impressos, o Xingo´
parte agora para a impressa˜o das varia´veis globais do programa. Tal como os tipos struct
e union, a impressa˜o de tais elementos na˜o pode ser realizada de forma desordenada,
pois existem varia´veis que podem estar inicializadas com valores que foram inicialmente
atribu´ıdos a outras varia´veis. Desta forma, e´ preciso classificar as varia´veis antes que elas
sejam impressas.
As primeiras varia´veis a serem impressas sa˜o as que pertencem ao segmento D LIT, que
como dito anteriormente, e´ o segmento de constantes. Strings que sa˜o definidas dentro do
programa, como por exemplo em chamadas da func¸a˜o printf, sa˜o tratadas como varia´veis
pertencentes a este segmento. Depois que as constantes esta˜o impressas, o Xingo´ imprime
as varia´veis globais que na˜o esta˜o inicializadas, ou seja, as que pertencem ao segmento
D BSS. Por u´ltimo, o Xingo´ imprime as varia´veis globais que esta˜o inicializadas, ou seja,
as que pertencem ao segmento D DATA, pois elas podem referenciar alguma constante
pertencente ao segmento D LIT ou alguma varia´vel pertencente ao segmento D BSS.
O programa C da Figura 3.10 sera´ utilizado para ilustrar o processo utilizado pelo
Xingo´ para imprimir as varia´veis. Este programa apresenta quatro varia´veis globais, das
quais duas esta˜o inicializadas e tambe´m uma string dentro da func¸a˜o main.
int j;
int i = 23;
int k;
int l = 48;
void main()
{
printf(“This is a string.”);
}
Figura 3.10: Co´digo analisado pelo Xingo´
A string “This is a string” presente na func¸a˜o main e´ considerada como uma varia´vel
pertencente ao segmento de constantes, e como tal sera´ a primeira a ser impressa. As va-
ria´veis globais j e k na˜o inicializadas pertencera˜o ao segmento D BSS e sera˜o as pro´ximas
a serem impressas. Por u´ltimo, as varia´veis globais inicializadas i e l ira˜o pertencer ao
segmento D DATA e sera˜o as u´ltimas a serem impressas. A Figura 3.11 mostra o resultado
da impressa˜o das varia´veis gerado pelo Xingo´.
Depois que todos os tipos estruturados, proto´tipos de todas as func¸o˜es e todas as
varia´veis esta˜o impressas, o Xingo´ esta´ pronto para partir para a impressa˜o das func¸o˜es
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do programa propriamente ditas. A impressa˜o das func¸o˜es constitui-se basicamente de
treˆs etapas: impressa˜o do proto´tipo da func¸a˜o, impressa˜o das varia´veis locais e impressa˜o
das instruc¸o˜es.
static char C3[ ] = “This is a string.”;
int k;
int j;
int l = 48;
int i = 23;
Figura 3.11: Sequ¨eˆncia de impressa˜o das varia´veis globais
A impressa˜o do proto´tipo da func¸a˜o segue o mesmo processo ja´ citado anteriormente
e e´ bem simples. No tocante a` impressa˜o das varia´veis locais, alguns cuidados devem ser
tomados. As varia´veis locais de uma func¸a˜o pertencem ao segmento D CODE. Varia´veis
locais que precisam de inicializac¸a˜o tambe´m pertencem a este segmento, sendo que o
co´digo apropriado de inicializac¸a˜o e´ inserido junto com o programa.
Durante a impressa˜o das varia´veis locais, um tratamento diferenciado e´ dado a`s va-
ria´veis que sa˜o ponteiros. O Xingo´ imprime todas as varia´veis que sa˜o do tipo ponteiro
(tanto locais como globais) como void∗ (com excessa˜o, possivelmente, dos paraˆmetros das
func¸o˜es). Essa mudanc¸a de tipos deve ser realizada de forma a garantir que o programa
seja executado corretamente apo´s a gerac¸a˜o do co´digo C.












Figura 3.12: Programa C contendo ponteiros
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A Figura 3.12 mostra um programa C que e´ a motivac¸a˜o da conversa˜o de tipo utilizada
pelo Xingo´. Neste programa existe um array de inteiros, que sa˜o impressos por meio de
uma varia´vel p que e´ um ponteiro para inteiros. Na linha p = &(array[0]), a varia´vel p
recebe o enderec¸o da primeira posic¸a˜o do vetor. A linha printf(“%d ”,∗p) faz com que o
conteu´do da posic¸a˜o de memo´ria apontada por p seja impresso. A linha p++ incrementa
o valor de p de modo que ele aponte para o pro´ximo valor inteiro do vetor, o lac¸o for faz
com que todos os elementos do vetor array sejam impressos.
Atenc¸a˜o especial deve ser dada a` linha p++. Esta linha faz com que o valor de p seja
incrementado para que ele aponte para o pro´ximo inteiro. A semaˆntica do incremento e´
feita de acordo com o tipo de dado que p pode apontar e na˜o com o valor que ele armazena
internamente. Isto faz com que o valor interno de p seja acrescido na˜o por uma unidade,
mas por um valor que pode ser bem maior do que 1. No caso espec´ıfico da Figura 3.12,
onde p e´ um ponteiro para inteiros, o valor interno de p sera´ incrementado em um valor
igual ao nu´mero de bytes necessa´rios para representar uma varia´vel do tipo int. Supondo
que sejam necessa´rios 4 bytes para representar um inteiro e que p esteja apontando para o
enderec¸o de memo´ria E, apo´s o incremento realizado por p++, p ira´ conter o valor E +4.
A semaˆntica da linha p++ torna este fato impl´ıcito, mas o mesmo se torna expl´ıcito apo´s
a construc¸a˜o da XIR, ou seja, a operac¸a˜o de incremento p++ se torna p = p + 4. Se a
varia´vel p for declarada como um int∗, ao se gerar o co´digo C a partir da XIR, a instruc¸a˜o
p = p + 4 faria com que o valor armazenado em p fosse incrementado em 16 unidades, o
que certamente iria levar a uma execuc¸a˜o incorreta do programa.
Ao se considerar todas as varia´veis do tipo ponteiro como sendo void∗, tal problema
e´ eliminado, uma vez que a operac¸a˜o p = p + 4, ira´ incrementar o conteu´do de p em
4 unidades e na˜o em 16, pois o tipo void na˜o corresponde a nenhum tipo de dado em
particular.
Embora considerar todos os ponteiros como sendo void∗ resolva o problema relativo ao
incremento dos mesmos, isto insere um novo problema. A linha printf(“%d ”,∗p) realiza
a impressa˜o do conteu´do do enderec¸o apontado por p. Embora na˜o esteja expl´ıcito na
instruc¸a˜o, ∗p faz com que sejam lidos bytes da memo´ria, de modo a recuperar o valor de
∗p. Se o tipo de p e´ int∗, enta˜o internamente sera˜o lidos 4 bytes (novamente supondo
que um inteiro ocupe 4 bytes) a partir do enderec¸o apontado por p, mas se p e´ do tipo
void∗, enta˜o sera´ lido apenas 1 byte, o que fatalmente resultara´ na impressa˜o de um valor
errado.
A soluc¸a˜o deste novo problema introduzido pela mudanc¸a de tipos e´ realizada inserindo-
se operac¸o˜es expl´ıcitas de cast no momento de ler ou escrever varia´veis do tipo void∗. O
Xingo´ realiza internamente tal operac¸a˜o, pois o compilador sabe qual o tipo real da va-
ria´vel. Desta forma o programa da Figura 3.12 seria transformado pelo Xingo´ em algo
semelhante ao que e´ apresentado na Figura 3.13.
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p = p + 4;
}
}
Figura 3.13: Transformac¸a˜o de tipos realizada pelo Xingo´
A varia´vel p e´ do tipo void∗ e uma varia´vel tempora´ria t1 e´ criada. O valor apontado
por p e´ lido utilizando-se uma operac¸a˜o de cast, fazendo assim com que a quantidade
apropriada de bytes seja lida.
As demais varia´veis do programa, isto e´, as que na˜o sa˜o apontadores, sa˜o impressas sem
qualquer alterac¸a˜o em seu tipo. Uma vez que todas as varia´veis tenham sido impressas o
Xingo´ parte para a impressa˜o das instruc¸o˜es da XIR.
As instruc¸o˜es da XIR esta˜o armazenadas em blocos ba´sicos e o conjunto de blocos
ba´sicos formam um CFG. Desta forma, para imprimir as instruc¸o˜es da XIR que compo˜em
o programa, deve-se imprimir as instruc¸o˜es que cada bloco ba´sico conte´m. Os blocos
ba´sicos do CFG devem enta˜o ser impressos seguindo-se uma ordem que corresponda a`
sequ¨eˆncia correta de execuc¸a˜o das instruc¸o˜es. Isto e´, na˜o se pode escolher aleatoriamente
qual bloco ba´sico vai ser impresso. Para determinar a sequ¨eˆncia correta de blocos ba´sicos
a serem impressos, o Xingo´ utiliza o conceito de trace.
Um trace e´ uma sequ¨eˆncia de instruc¸o˜es que podem ser executadas consecutivamente,
durante a execuc¸a˜o de um programa. Um trace pode incluir desvios condicionais [6]. Um
programa pode ter va´rios traces diferentes. O algoritmo a seguir, apresentado por [6],
ordena blocos ba´sicos em traces:
Algoritmo 3.6: Gerac¸a˜o de Traces
Insira todos os blocos ba´sicos do programa em uma lista Q
enquanto Q na˜o estiver vazia fac¸a
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Crie um novo trace T , vazio
Remova o primeiro elemento b de Q
enquanto b na˜o estiver marcado fac¸a
Marque b, insira b ao fim do trace corrente T
Examine os sucessores de b (os blocos para os quais b salta)




Fim do trace corrente
fim
O algoritmo inicia em algum bloco ba´sico (no Xingo´, o bloco inicial e´ o Header) e segue
uma cadeia de desvios, marcando cada bloco e inserindo-o no final do trace corrente. Em
algum momento ele encontrara´ um bloco cujos sucessores esta˜o todos marcados, desta
forma o trace corrente chega ao seu fim e um novo trace e´ iniciado a partir de algum bloco
ba´sico na˜o marcado.
Figura 3.14: Diferentes traces para um mesmo programa
A Figura 3.14 mostra exemplos de traces diferentes para um mesmo programa escrito
em pseudo-co´digo. Desvios condicionais podem ser alterados de forma a garantir que
a ordem de execuc¸a˜o do programa seja correta. Em (a) observa-se que caso o if seja
verdadeiro, o fluxo ira´ saltar para o label done. Em (b), caso o if seja verdadeiro, o fluxo
ira´ saltar para o label body.
O Xingo´ realiza as devidas alterac¸o˜es nas instruc¸o˜es de salto condicional de tal forma
que a sequ¨eˆncia de blocos ba´sicos determinados pelo algoritmo de gerac¸a˜o de traces seja
executada corretamente. O compilador tambe´m insere novos labels e instruc¸o˜es de salto
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caso seja necessa´rio, como na Figura 3.14 (b), onde um novo label chamado End foi inserido.
Tal fato pode ser necessa´rio caso o no´ de sa´ıda do programa na˜o tenha ficado por u´ltimo.
Neste caso o label End atua como um novo no´ de sa´ıda do programa. Esse no´ so´ e´ criado
no arquivo C gerado pelo Xingo´, na˜o sendo necessa´rio inser´ı-lo no CFG.
Tendo os traces do CFG, o Xingo´ percorre os blocos ba´sicos na ordem adequada
e converte cada uma das instruc¸o˜es da XIR na estrutura apropriada da linguagem C.
A conversa˜o das instruc¸o˜es e´ praticamente um mapeamento um-para-um, visto que os
opcodes que compo˜em a XIR representam operac¸o˜es bem simples, onde quase todas esta˜o
presentes na linguagem C.
O programa apresentado na Figura 3.15 sera´ utilizado para ilustrar o processo de
conversa˜o. Inicialmente ele e´ analisado pelo LCC e enta˜o convertido para a XIR. As













Figura 3.15: Func¸a˜o em C para calcular o fatorial
Depois de obter esta lista de instruc¸o˜es, o Xingo´ constro´i o CFG para a mesma e depois
determina os traces do programa. O Xingo´ ira´ percorrer os blocos ba´sicos e converter cada
uma das instruc¸o˜es em uma declarac¸a˜o equivalente na linguagem C. A Tabela 3.2 mostra
o mapeamento utilizado pelo Xingo´ para converter cada uma das instruc¸o˜es da XIR.
A Figura 3.17 mostra o programa C final gerado pelo Xingo´, que e´ equivalente ao
programa apresentado na Figura 3.15. Pode-se observar que o programa gerado conte´m
os seus labels renomeados em relac¸a˜o aos que sa˜o apresentados na Tabela 3.2, tal processo
e´ realizado apo´s a construc¸a˜o do CFG.
O programa gerado pelo Xingo´ apresentado na Figura 3.17, ainda na˜o foi otimizado,
por isso ele emprega diversos passos para realizar simples computac¸o˜es. Os diversos passos
acabam sendo introduzidos como resultado da conversa˜o da representac¸a˜o em forma de
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MOVE .t3 n CALL [.t10] fat
MOVEI .t4 0 ARG .t9
JNE .L2 .t3 .t4 MOVE .l1 .t10
MOVEI .t5 1 MOVE .t13 n
RET .t5 MOVE .t15 .l1
JUMP .L1 MUL .t16 .t13 .t15
LABEL .L2 MOVE .l2 .t16
MOVE .t7 n MOVE .t19 .l2
MOVEI .t8 1 RET .t19
SUB .t9 .t7 .t8 LABEL .L1
Figura 3.16: Instruc¸o˜es do Xingo´ geradas para a func¸a˜o da Figura 3.15
MOVE .t3 n ⇒ t3 = n; CALL [.t10] fat ⇒ t10 = fat(t9);
MOVEI .t4 0 ⇒ t4 = 0; ARG .t9 ⇒ //argumento da func¸a˜o
JNE .L2 .t3 .t4 ⇒ if ( t3 != t4) goto L2; MOVE .l1 .t10 ⇒ l1 = t10;
MOVEI .t5 1 ⇒ t5 = 1; MOVE .t13 n ⇒ t13 = n;
RET .t5 ⇒ return t5; MOVE .t15 .l1 ⇒ t15 = l1;
JUMP .L1 ⇒ goto L1; MUL .t16 .t13 .t15 ⇒ t16 = t13 * t15;
LABEL .L2 ⇒ L2: MOVE .l2 .t16 ⇒ l2 = t16;
MOVE .t7 n ⇒ t7 = n; MOVE .t19 .l2 ⇒ t19 = l2;
MOVEI .t8 1 ⇒ t8 = 1; RET .t19 ⇒ return t19;
SUB .t9 .t7 .t8 ⇒ t9 = t7 - t8; LABEL .L1 ⇒ L1:
Tabela 3.2: Conversa˜o das instruc¸o˜es do Xingo´ para co´digo C
DAGs do LCC para as qua´druplas da XIR. A aplicac¸a˜o de algumas etapas de otimizac¸a˜o
diminui o nu´mero de etapas em cada computac¸a˜o.
Durante a conversa˜o para co´digo C, as u´nicas instruc¸o˜es que requerem um pouco mais
de ana´lise sa˜o LOAD, STORE e STOREI, pois as varia´veis ponteiro sa˜o declaradas como
tendo tipo void∗. Quando o Xingo´ encontra uma destas treˆs instruc¸o˜es na XIR, ele insere
as operac¸o˜es de cast necessa´rias de forma a garantir que a quantidade correta de bytes
seja lida da (ou escrita na) memo´ria, tal como mostrado na Figura 3.13.
As u´nicas instruc¸o˜es da XIR que na˜o podem ser mapeadas diretamente em operac¸o˜es
da linguagem C, sa˜o possivelmente instruc¸o˜es de salto. Uma instruc¸a˜o de salto so´ na˜o
tera´ um mapeamento um-para-um se estiver associada a uma Jump Table. Neste caso o
Xingo´ constro´i um switch para transformar a Jump Table em co´digo C compila´vel.
Jump Tables surgem como uma forma de se tentar otimizar estruturas switch onde





























t9 = t7 - t8;














Figura 3.17: Programa C gerado pelo Xingo´ a partir das instruc¸o˜es da Figura 3.16
as opc¸o˜es de escolha seguem alguma ordem lo´gica (como uma progressa˜o aritme´tica).
O programa da Figura 3.18 mostra um programa C onde as opc¸o˜es de escolha seguem
uma numerac¸a˜o crescente que sempre e´ incrementada de um. Este tipo de programa,
fatalmente ira´ gerar uma Jump Table.
O Xingo´ armazena as informac¸o˜es sobre as Jump Tables utilizando objetos da classe
Note. Um objeto Note contendo informac¸a˜o sobre alguma Jump Table vai estar associado
a uma instruc¸a˜o de salto na XIR. A Figura 3.19 mostra o co´digo C gerado pelo Xingo
para o programa da Figura 3.18.
Com as informac¸o˜es da Jump Table o Xingo´ constro´i uma estrutura switch presente na
linguagem C. Esta e´ a u´nica estrutura de controle de n´ıvel mais alto, junto com o if, que o
Xingo´ recupera. As demais estruturas de controle (for, while, do) sa˜o todas transformadas
em if ’s e goto’s.












Figura 3.18: Programa C contendo uma estrutura switch
3.4 Gerac¸a˜o da Representac¸a˜o XAR
Depois que a XIR esta´ constru´ıda, e´ poss´ıvel realizar a gerac¸a˜o de co´digo para a ma´quina
alvo. A gerac¸a˜o do co´digo assembly pode se dar antes ou depois da fase de otimizac¸a˜o. O
co´digo assembly inicialmente gerado pelo Xingo´ recebe o nome de XAR (Xingo´ Assembly
Representation).
A gerac¸a˜o de co´digo do Xingo´ e´ realizada a partir das listas de instruc¸o˜es obtidas da
conversa˜o da representac¸a˜o em forma de DAGs do LCC para instruc¸o˜es da XIR. Desta
forma, se o CFG foi constru´ıdo, o Xingo´ o desmonta e reconstro´i as listas de instruc¸o˜es, as
quais sa˜o entregues ao gerador de co´digo. O Xingo´ utiliza o gerador de gerador de co´digo
Olive [31] para implementar parte do seu back-end.
O Xingo´ converte as listas de instruc¸o˜es da XIR em padro˜es de a´rvores que sa˜o reco-
nhecidos pelo Olive e atrave´s de uma descric¸a˜o da ma´quina alvo ele gera um conjunto de
instruc¸o˜es assembly que ira˜o compor a nova representac¸a˜o chamada de XAR.
De modo a ser relativamente independente da ma´quina alvo, o Xingo´ implementa
as instruc¸o˜es assembly por meio de classes gene´ricas. Uma instruc¸a˜o assembly e´ imple-
mentada pela classe AsmOperation. Tal classe armazena o opcode da operac¸a˜o, os seus
operandos e possivelmente outras informac¸o˜es caso seja necessa´rio, como por exemplo os
registradores que a operac¸a˜o utiliza.
Os operandos da instruc¸a˜o assembly sa˜o todos derivados da classe AsmOperand, a qual
e´ uma classe abstrata. Todos os operandos que a instruc¸a˜o for utilizar de fato devem ser
implementados por classes que herdam a classe AsmOperand.
O Xingo´ define alguns operandos base como AsmRegister, AsmVariable, AsmLabel,
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extern int printf(const char∗,...);
void main();
static char C17[ ] = “%d\n”;




























if( i < 1 ) goto B5;
B2:
if( i > 4 ) goto B5;
B3:
t2 = i  2;
t12 = & C23;
t14 = ((void∗) t12 ) + -4;
t15 = ((void∗) t14 ) + t2;
t16 = ∗((void∗∗) t15);
switch ((int) t16)
{
case 0: goto B9;break;
case 1: goto B6;break;
case 2: goto B8;break;
case 3: goto B4;break;
};
B4:
t41 = i ∗ 5;
t43 = & C17;





t26 = i ∗ 3;
t28 = & C17;





t32 = & C17;
t37 = printf( t32, t2);
goto B7;
B9:
t17 = & C17;
t21 = i  1;







Figura 3.19: Programa gerado pelo Xingo´ na ocorreˆncia de uma Jump Table
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AsmImmediate, AsmAddrRegister, AsmBaseRegister e AsmExprRegister. De acordo com
as necessidades da arquitetura alvo, este conjunto pode ser ampliado de forma a refletir
a nova situac¸a˜o.
O Xingo´ conte´m um arquivo chamado asmconfig.h, que e´ utilizado para armazenar
informac¸o˜es que sa˜o espec´ıficas da arquitetura alvo, tal como o opcode das instruc¸o˜es,
a quantidade de registradores dispon´ıveis, o tipo dos registradores (int ou float) e se os
mesmos podem ser utilizados para alocac¸a˜o.
Uma vez que as instruc¸o˜es assembly tenham sido geradas, o Xingo´ novamente ira´
construir um CFG. Em um primeiro momento, a alocac¸a˜o de registradores ainda na˜o foi
efetuada, desta forma o Xingo´ utiliza registradores virtuais na gerac¸a˜o do co´digo assembly.
Para determinar quais objetos sa˜o candidatos a residir em registradores, o Xingo´ utiliza
o conceito de web [26].
Uma web e´ uma ma´xima unia˜o de Du-Chains1 (cadeias definic¸a˜o-uso) tal que, para
cada definic¸a˜o d = d0,..., u0, dn, un = u, e para cada i, ui pertence a cadeia definic¸a˜o-uso
de di e di+1. Cada web e´ associada a um registrador virtual. Segundo [26] a vantagem de se
utilizar webs ao inve´s de varia´veis como candidatas para permanecerem em registradores,
reside no fato de que uma mesma varia´vel pode ser utilizada em uma func¸a˜o para diversos
propo´sitos totalmente disjuntos. Embora o programador possa pensar que os va´rios usos
da varia´vel estejam ligados, eles de fato sa˜o separa´veis para a alocac¸a˜o de registradores.
Atrave´s da utilizac¸a˜o de webs, o co´digo assembly gerado pelo Xingo´ pode utilizar um
nu´mero ilimitado de registradores virtuais. Ale´m de “separar” os diversos usos que uma
varia´vel pode ter em um programa, as webs tendem a ter uma live range limitada, isto
e´, na˜o ficam vivas ao longo de diversas instruc¸o˜es. Tal fato diminui a quantidade de
interfereˆncias que um dado registrador virtual possa ter em relac¸a˜o a outros registradores
virtuais, ocasionando uma alocac¸a˜o mais eficiente de registradores f´ısicos, na medida em
que diminui a possibilidade de ocorreˆncia de spills.
Para poder alocar registradores, o Xingo´ precisa de informac¸a˜o sobre a longevidade
dos registradores virtuais, isto e´, informac¸o˜es de Liveness. A maneira como uma ins-
truc¸a˜o assembly usa ou define registradores e´ espec´ıfica da arquitetura alvo, por isso a
Liveness Analysis deve ser implementada de acordo com essa arquitetura. De forma a
fornecer os meios de realizar Data Flow Analysis no co´digo assembly, o Xingo´ possui
um conjunto de classes base que fornecem o suporte a Post-Pass Data Flow Analysis,
que corresponde a realizac¸a˜o de Data Flow Analysis no co´digo assembly da arquitetura
alvo. Ale´m de fornecer informac¸o˜es sobre o fluxo da informac¸a˜o, a Post-Pass Data Flow
Analysis pode servir como base para a realizac¸a˜o de otimizac¸o˜es dependentes de ma´quina.
As classes que compo˜em a Post-Pass Data Flow Analysis no Xingo´, sa˜o implementadas
como classes abstratas, de modo que o programador deve fornecer a implementac¸a˜o para
1Este conceito sera´ apresentado adiante
36 Cap´ıtulo 3. O Compilador Xingo´
alguns me´todos, que dependem de caracter´ısticas da arquitetura alvo, como por exemplo
quais instruc¸o˜es sa˜o definic¸o˜es, quais registradores uma instruc¸a˜o esta´ utilizando, etc.
Para a alocac¸a˜o de registradores, o Xingo´ utiliza informac¸o˜es provenientes das classes
PostPassDFAInfo e PostPassLivenessClass. O programador deve criar novas classes que
ira˜o herdar estas duas classes e implementar os me´todos abstratos que tratam de aspectos
espec´ıficos da arquitetura alvo.
3.5 Alocac¸a˜o de Registradores
O alocador de registradores do Xingo´ utiliza um algoritmo de colorac¸a˜o de grafos. John
Cocke foi o primeiro a reconhecer, em 1971, que a alocac¸a˜o de registradores poderia ser
mapeada em problemas de colorac¸a˜o de grafos. Uma primeira implementac¸a˜o utilizando
esta abordagem foi feita por Chaitin [11] em 1981, mas o algoritmo mais bem sucedido
foi o desenvolvido por Briggs [8].
A alocac¸a˜o de registradores via colorac¸a˜o de grafos e´ realizada basicamente em 3
etapas:
1. Construir um grafo, chamado de grafo de interfereˆncia, onde os no´s do mesmo re-
presentam objetos aloca´veis e registradores f´ısicos da arquitetura alvo; e as arestas
representam as interfereˆncias, onde dois objetos que sa˜o aloca´veis interferem en-
tre si se eles esta˜o simultaneamente vivos, e um objeto aloca´vel interfere com um
registrador f´ısico se o objeto na˜o puder ser atribu´ıdo a este registrador.
2. Colorir o grafo de interfereˆncia com R cores, onde R corresponde ao nu´mero de
registradores f´ısicos dispon´ıveis para alocac¸a˜o, de tal forma que quaisquer dois no´s
adjacentes do grafo tenham cores diferentes.
3. Atribuir a cada objeto aloca´vel o registrador que corresponda a cor recebida pelo
objeto.
O Xingo´ utiliza a informac¸a˜o computada pela Post-Pass Liveness Analysis para de-
terminar as interfereˆncias entre os objetos aloca´veis (webs) e os registradores f´ısicos da
arquitetura alvo. O algoritmo de colorac¸a˜o precisa constantemente verificar o grafo de
interfereˆncia e realizar uma das duas consultas a seguir:
1. Descobrir todos os no´s adjacentes a um dado no´.
2. Descobrir se dois no´s quaisquer sa˜o adjacentes.
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A utilizac¸a˜o de uma lista de adjaceˆncia pode responder a questa˜o 1 de forma ra´pida,
mas na˜o a questa˜o 2. Uma matriz de adjaceˆncia pode responder a questa˜o 2 de forma
ra´pida, mas na˜o a questa˜o 1. Desta forma e´ mais eficiente utilizar as duas estruturas para
se representar o grafo de interfereˆncia, que e´ justamente o que o Xingo´ faz.
O processo de colorac¸a˜o do grafo de interfereˆncia e´ um problema NP-completo [6], por
isso sua resoluc¸a˜o e´ feita por meio de uma aproximac¸a˜o do resultado. A heur´ıstica da
resoluc¸a˜o e´ bem simples e se baseia na remoc¸a˜o de no´s do grafo.
Supondo que um grafo de interfereˆncia G contenha um no´ m com um grau menor do
que R, onde R e´ o nu´mero de registradores dispon´ıveis para alocac¸a˜o, constro´i-se o grafo
G′ que e´ G− {m} o qual e´ obtido removendo-se o no´ m de G. Se G′ puder ser colorido,
enta˜o G tambe´m o podera´, pois quando o no´ m e´ inserido em G′, seus vizinhos estara˜o
coloridos com no ma´ximo R− 1 cores, e desta forma sempre sera´ poss´ıvel encontrar uma
cor livre para m. Desta forma o processo de colorac¸a˜o do grafo consiste em repetidamente
remover os no´s que contenham um grau menor que o nu´mero de cores dispon´ıveis. Cada
vez que um no´ e´ removido, o grau de seus vizinhos diminui podendo gerar novos candidatos
a remoc¸a˜o do grafo.
Depois que todos os no´s do grafo tiverem sido removidos, eles devem ser reinseridos
no grafo na ordem inversa a que sa´ıram, isto e´, o u´ltimo no´ removido sera´ o primeiro
a ser reinserido e o primeiro no´ removido sera´ o u´ltimo a ser reinserido. Cada vez que
um no´ e´ inserido no grafo, ele deve ser colorido com uma cor que seja distinta das cores
de seus vizinhos. Quando todo o grafo estiver remontado e colorido, basta modificar o
co´digo assembly trocando cada registrador virtual pelo registrador f´ısico correspondente
a cor recebida pelo no´ no grafo de interfereˆncia.
Podem existir situac¸o˜es em que durante o processo de remoc¸a˜o dos no´s do grafo G,
na˜o exista um no´ m com um grau menor do que R, neste caso algum no´ do grafo na˜o
podera´ ser mapeado em um registrador f´ısico, devendo assim permanecer em memo´ria.
Quando um no´ do grafo de interfereˆncia deve ser mapeado em memo´ria, dizemos que o
mesmo sofreu spill.
Se for necessa´rio realizar spill em algum no´ do grafo de interfereˆncia, deve-se escolher
um no´ para que o mesmo seja removido. Para se escolher qual no´ do grafo sera´ removido,
utiliza-se um valor chamado spill cost, que corresponde ao custo de se representar um
dado no´ do grafo em memo´ria. Para computar o spill cost para cada registrador virtual








Para cada web do programa a fo´rmula realiza o somato´rio do total de definic¸o˜es e usos
da mesma. Se um dado uso ou definic¸a˜o ocorrer dentro de um loop enta˜o o seu peso
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e´ multiplicado por 10 elevado a profundidade do loop (a profundidade da definic¸a˜o ou
uso da web e´ dada pela func¸a˜o depth), isto e´, se uma web na˜o ocorrer dentro de nenhum
loop, enta˜o o seu peso sera´ igual a 1. Se ela estiver dentro de um loop, tera´ peso 10; se
ocorrer dentro de um loop que esta´ dentro de outro loop enta˜o tera´ peso 100, e assim
sucessivamente.
A Fo´rmula 3.1 faz com que webs que estejam dentro de loops tenham um spill cost
maior, sendo desta forma mais dispendioso seleciona´-las para sofrer spill. Ela e´ apresen-
tada de maneira semelhante em [26] e [6], onde os mesmos a apresentam como sendo a
mais comum para se computar o spill cost dos no´s do grafo de interfereˆncia.
De posse do spill cost de cada no´ candidato a spill, seleciona-se o no´ a sofrer spill
calculando-se o valor spill priority para cada no´. O escolhido sera´ o no´ que contiver o
menor valor spill priority, o qual e´ calculado dividindo-se o spill cost do no´ pelo seu grau.
Uma vez que o no´ selecionado para spill e´ removido do grafo, o processo de remoc¸a˜o dos
demais no´s continua. Deve-se observar que o no´ selecionado para spill durante o processo
de remoc¸a˜o dos no´s do grafo podera´ eventualmente ser colorido durante o processo de
reinserc¸a˜o dos no´s, no caso de, mesmo tendo um grau maior que R, os seus vizinhos sejam
coloridos com no ma´ximo R − 1 cores. Se durante o processo de reinserc¸a˜o do no´s, o
no´ selecionado para spill na˜o puder ser colorido, significa que o nu´mero de registradores
dispon´ıveis para alocac¸a˜o na˜o e´ o suficiente para colorir o grafo. Desta forma o programa
deve ser modificado de forma a tentar tornar o grafo color´ıvel. A modificac¸a˜o do programa
consiste em inserir operac¸o˜es de escrita na memo´ria (STORE) depois de cada definic¸a˜o
do registrador virtual no programa e operac¸o˜es de leitura da memo´ria (LOAD) antes de
cada uso do mesmo. Tal processo e´ chamado de Gen Spill Code.
Depois que o spill code e´ inserido no programa, o processo de alocac¸a˜o de registradores
e´ reiniciado, recomputando-se a Post-Pass Liveness Analysis [30] (o intuito do spill code
e´ diminuir a longevidade do registrador virtual selecionado para spill), reconstruindo-se o
grafo de interfereˆncia e repetindo-se o processo de colorac¸a˜o do grafo atrave´s da remoc¸a˜o
dos no´s do mesmo. Se durante a nova tentativa de colorac¸a˜o do grafo for necessa´rio
realizar spill, enta˜o novamente spill code e´ gerado e todo o processo e´ repetido, ate´ que
em um dado momento, na˜o seja mais necessa´rio gerar spill code e o grafo de interfereˆncia
possa ser colorido.
Uma otimizac¸a˜o que o Xingo´ tenta realizar durante o processo de alocac¸a˜o de regis-
tradores e´ a realizac¸a˜o de coalescing [6]. O coalescing e´ uma operac¸a˜o que tenta eliminar
instruc¸o˜es de MOVE com o aux´ılio do grafo de interfereˆncia. A operac¸a˜o de coalescing
consiste em verificar para cada instruc¸a˜o de MOVE do programa se os registradores vir-
tuais origem e destino conteˆm uma aresta que os ligue no grafo de interfereˆncia. Se eles
contiverem uma aresta implica que eles interferem entre si. Se na˜o existir uma aresta que
os ligue, enta˜o eles podem ser unidos e transformados em um u´nico registrador no grafo
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de interfereˆncia, fazendo com que o mesmo registrador f´ısico seja atribu´ıdo a ambos, o que
ira´ fazer com que a instruc¸a˜o de MOVE tenha o mesmo registrador f´ısico como origem e
destino e desta forma possa ser eliminada do programa. Em princ´ıpio quaisquer dois no´s
do grafo de interfereˆncia que na˜o tenham uma aresta que os ligue podem sofrer coalescing,
mas e´ preciso observar o grau do no´ resultante, pois se ele for maior que o nu´mero de
registradores f´ısicos, o coalescing pode transformar um grafo color´ıvel em um grafo na˜o
color´ıvel.
De forma a na˜o transformar um grafo color´ıvel em um grafo na˜o color´ıvel, ao realizar
coalescing o Xingo´ utiliza a seguinte regra, proposta por Briggs [8]:
Briggs: dois no´s a e b podem sofrer coalescing se o no´ ab resultante contiver menos que
R vizinhos de grau significante (isto e´, possuir um total de arestas ≥ R). Com isso
o coalescing na˜o ira´ transformar um grafo R color´ıvel em um grafo que na˜o seja
R color´ıvel, pois depois que todos os no´s que contiverem um grau menor que R
tiverem sido removidos do grafo, o no´ resultante sera´ adjacente somente a no´s que
tenham grau significativo, mas como o total deles e´ inferior a R, o no´ resultante
sera´ selecionado para ser removido do grafo. Assim se o grafo original for color´ıvel,
o grafo resultante desta estrate´gia conservativa de coalescing tambe´m o sera´.
Esta estrate´gia e´ conservativa, pois na˜o altera as propriedades de colorabilidade do
grafo de interfereˆncia. A Figura 3.20 mostra o pseudo-co´digo da func¸a˜o principal de alo-
cac¸a˜o de registradores que o Xingo´ utiliza. A func¸a˜o PruneGraph presente na figura e´
responsa´vel por remover do grafo de interfereˆncia os no´s com grau na˜o significativo, mar-
cando quando necessa´rio, os no´s candidatos a spill. A func¸a˜o AssignRegs e´ a responsa´vel
por reinserir os no´s no grafo e os colorir. Caso ela tenha conseguido colorir todo o grafo
sem realizar spill o valor de retorno e´ true, caso contra´rio o valor e´ false, implicando que
e´ necessa´rio inserir spill code no programa.
A alocac¸a˜o de registradores do Xingo´ e´ implementada pela classe RegAlloc, que e´ uma
classe abstrata. O programador que deseje portar o Xingo´ para alguma arquitetura e
utilizar o algoritmo de colorac¸a˜o de grafos do Xingo´, deve criar novas classes para a alo-
cac¸a˜o de registradores as quais devem herdar de RegAlloc. A classe RegAlloc possui alguns
me´todos abstratos, que sa˜o dependentes do formato do co´digo assembly da arquitetura
alvo, como por exemplo o me´todo responsa´vel pela gerac¸a˜o de spill code e o responsa´vel
por transformar os registradores virtuais em registradores f´ısicos.
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sucesso ← false
enquanto sucesso ! = true fac¸a
Compute Liveness Analysis
Construa a Matriz de Adjaceˆncia
Realize Coalescing
Construa a Lista de Adjaceˆncia
Compute o spill cost para cada registrador virtual
PruneGraph
sucesso ← AssignRegs
se sucesso = true enta˜o





Figura 3.20: Pseudo-co´digo do algoritmo de alocac¸a˜o de registradores do Xingo´
Cap´ıtulo 4
Otimizac¸a˜o de Co´digo no Xingo´
Um compilador otimizante realiza transformac¸o˜es no programa fonte com o objetivo de
melhorar a sua eficieˆncia sem mudar o que o mesmo computa. Para realizar tais trans-
formac¸o˜es o compilador faz uso de otimizac¸o˜es. Existem diversas otimizac¸o˜es como dead
code elimination, copy propagation e common subexpressions elimination.
Segundo Appel [6] na˜o existe uma lista completa com todas as otimizac¸o˜es, pois de fato
tal lista nunca existira´. A teoria da computabilidade mostra que sempre sera´ poss´ıvel criar
novas otimizac¸o˜es, pois e´ poss´ıvel mapear o problema de otimizac¸a˜o ideal em compiladores
para o problema da parada [6], ou seja, dado qualquer compilador otimizante, sempre
existe um melhor.
Este cap´ıtulo tem por objetivo descrever as otimizac¸o˜es que esta˜o implementadas na
presente versa˜o do Xingo´ bem como seu funcionamento ba´sico. Tais otimizac¸o˜es esta˜o
constantemente sendo aperfeic¸oadas e comparadas com o compilador GCC atrave´s do
benchmark NullStone [2].
4.1 Data Flow Analysis
Para que um compilador possa otimizar um programa e realizar um bom trabalho na ge-
rac¸a˜o de co´digo, ele precisa coletar informac¸o˜es sobre o programa que ele esta´ compilando
e distribuir essas informac¸o˜es pelos blocos ba´sicos. Tal coleta de informac¸o˜es e´ chamada
de Data Flow Analysis [5].
O propo´sito da Data Flow Analysis (DFA) e´ fornecer informac¸a˜o sobre como um
procedimento (ou um grande segmento de um programa) manipula os seus dados. As
poss´ıveis ana´lises de fluxo de dados va˜o desde a execuc¸a˜o abstrata de um procedimento,
ate´ outras mais simples como reaching definitions.
Em todos os casos, deve-se ter certeza de que a DFA fornece informac¸a˜o que na˜o
deturpe o que o programa sob ana´lise computa, pois ela e´ quem ira´ dizer se e´ ou na˜o
41
42 Cap´ıtulo 4. Otimizac¸a˜o de Co´digo no Xingo´
seguro realizar uma determinada transformac¸a˜o no programa. A DFA deve ser projetada
de forma que a sua soluc¸a˜o, se na˜o for uma exata representac¸a˜o de como o programa
manipula os seus dados, que ao menos seja uma aproximac¸a˜o conservativa. A ana´lise e´
conservativa se a sua soluc¸a˜o, caso na˜o seja a exata, na˜o leve a realizac¸a˜o de transformac¸o˜es
indevidas no programa. Entretanto, para se obter o ma´ximo benef´ıcio poss´ıvel de uma
otimizac¸a˜o e´ necessa´rio utilizar ana´lises de fluxo de dados que sejam ao mesmo tempo
conservativas e o mais agressivas poss´ıvel. Desta forma, existe uma linha teˆnue entre ser
o mais agressivo poss´ıvel e ser conservativo, de forma a conseguir obter o melhor benef´ıcio
das transformac¸o˜es em um programa sem mudar o que o mesmo computa.
A DFA e´ realizada estabelecendo-se e resolvendo sistemas de equac¸o˜es que relacionam
a informac¸a˜o em va´rios pontos de um programa. Uma equac¸a˜o t´ıpica tem a forma
out[S] = gen[S] ∪ (in[S]− kill[S]) (4.1)
e pode ser lida como, “a informac¸a˜o ao fim de uma instruc¸a˜o e´ gerada por esta instruc¸a˜o,
ou entra no in´ıcio da mesma e na˜o e´ morta quando o fluxo de informac¸a˜o a atravessa” [5].
Tais equac¸o˜es sa˜o chamadas de data-flow equations ou equac¸o˜es de fluxo de dados.
Os detalhes relativos a como as data-flow equations sa˜o estabelecidas e resolvidas
dependem de treˆs fatores:
1. A noc¸a˜o de gerar e matar depende da informac¸a˜o desejada, isto e´, do problema de
DFA que se deseje resolver. Para alguns problemas, ao inve´s de seguir o fluxo de
controle, definindo out[S] em termos de in[S], deve-se seguir o caminho inverso ao
fluxo de controle.
2. Como os dados seguem o caminho do fluxo de controle, a DFA e´ afetada pelas
estruturas de controle dos programas.
3. Existem sutilezas ao longo do fluxo de controle, como chamadas de procedimentos,
atribuic¸o˜es por meio de varia´veis do tipo ponteiro e atribuic¸o˜es a varia´veis do tipo
array.
A DFA poderia ser computada no CFG de um procedimento, mas em geral e´ mais
eficiente divid´ı-la em uma fase local, feita a n´ıvel de bloco ba´sico, e outra global, feita em
todo o CFG. Para tal, o efeito que cada bloco ba´sico causa na execuc¸a˜o do programa e´
utilizado para computar a informac¸a˜o local, que sera´ utilizada na ana´lise global, a qual
produz a informac¸a˜o sobre o que acontece na entrada e sa´ıda de cada bloco ba´sico. A
informac¸a˜o global e´ enta˜o combinada com a informac¸a˜o local, de modo a se produzir a
informac¸a˜o que reflita o que acontece em cada uma das instruc¸o˜es do bloco ba´sico. O
emprego desta te´cnica reduz o nu´mero de passos necessa´rios para se computar a DFA.
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Os problemas de DFA podem ser classificados em basicamente dois tipos: forward e
backward [5]. Os problemas forward sa˜o os que seguem o sentido de execuc¸a˜o do programa.
Em tais problemas os conjuntos out sa˜o computados em termos dos conjuntos in. Os
problemas backward sa˜o os que seguem o sentido oposto ao da execuc¸a˜o do programa.
Neles os conjuntos in sa˜o computados em termos dos conjuntos out.
Em problemas forward a informac¸a˜o presente em um conjunto out de um bloco ba´sico
sera´ a entrada dos conjuntos in de seus sucessores. Se for poss´ıvel ordenar os blocos
ba´sicos de um CFG de modo que cada no´ tenha o seu conjunto out computado antes de
seus sucessores, enta˜o sera´ poss´ıvel resolver o problema em apenas uma passagem por
cada bloco ba´sico.
A aplicac¸a˜o da ordenac¸a˜o topolo´gica a um grafo faz com que um no´ do grafo venha
antes de seus sucessores. Tal te´cnica pode fazer com que em problemas forward, todos
os conjuntos out necessa´rios ao coˆmputo de um conjunto in sejam computados antes de
serem necessa´rios, evitando assim uma nova iterac¸a˜o por parte do algoritmo que resolve
as data-flow equations.
A ordenac¸a˜o topolo´gica so´ se aplica a grafos que na˜o conteˆm ciclos, mas grafos de fluxo
de controle em geral possuem ciclos, o que na˜o permite a aplicac¸a˜o direta da ordenac¸a˜o
topolo´gica. Para contornar este problema, os no´s de um CFG sa˜o ordenados utilizando-
se um ordenamento quase-topolo´gico atrave´s de uma busca em profundidade, reduzindo
assim o nu´mero de iterac¸o˜es necessa´rias para se resolver um problema de DFA, pois como
muitos no´s vira˜o antes de seus sucessores, a informac¸a˜o ira´ fluir o mais distante poss´ıvel
[6].
A busca em profundidade ordena topologicamente um grafo ac´ıclico e ordena quase-
topologicamente um grafo c´ıclico. Os algoritmos a seguir mostram como realizar um
ordenamento topolo´gico ou quase-topolo´gico em um grafo [6]:
Algoritmo 4.1: Ordenac¸a˜o Topolo´gica
Ordenac¸a˜oTopologica
N ← nu´mero de no´s






se mark[i] = false enta˜o
mark[i] ← true
para cada sucessor s do no´ i fac¸a
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DFS(s)
fim
sorted[ N ] ← i
N ← N − 1
fim
fim
Uma vez que um CFG tenha sido ordenado quase-topologicamente, os seus no´s podem
ser visitados seguindo-se tal ordem. A Figura 4.1 mostra como utilizar a ordenac¸a˜o dos
no´s do CFG para se computar um problema forward.
repita
para i ← 1 ate´ N fac¸a
n ← sorted[i]
in ← ∪p∈pred[n] out[p]
out[n] ← gen[n] ∪ (in− kill[n])
fim
ate´ que nenhum conjunto out sofra qualquer alterac¸a˜o
Figura 4.1: Emprego da ordenac¸a˜o topolo´gica em um forward data-flow problem
Problemas de DFA que sa˜o backward, tal como Liveness Analysis tambe´m podem ser
tratados de forma mais eficiente utilizando-se a ordenac¸a˜o quase-topolo´gica, bastando
apenas que a ordenac¸a˜o se inicie pelo no´ de sa´ıda do CFG. No Xingo´, a classe CFGraph
realiza o ordenamento quase-topolo´gico, iniciando a busca em profundidade pelo bloco
ba´sico Header de modo a obter a ordenac¸a˜o adequada para problemas forward. Para
problemas backward a busca em profundidade se inicia no bloco ba´sico Tailer. Quando a
busca em profundidade se inicia em Header, somente as arestas que indicam um sucessor
sa˜o percorridas, ao passo que quando a busca em profundidade se inicia em Tailer, somente
as arestas que indicam um predecessor sa˜o percorridas. Desta forma, o Xingo´ armazena
os ordenamentos na ordem direta e inversa ao sentido de execuc¸a˜o do programa.
Outra forma de fazer com que a soluc¸a˜o das data-flow equations seja mais ra´pida e´
atrave´s da utilizac¸a˜o de work-lists. O algoritmo da Figura 4.1 permite observar que se
apenas um dos conjuntos out sofrer alguma alterac¸a˜o, todas as equac¸o˜es sera˜o recalcula-
das, recomputando assim todos os conjuntos out. Em muitos casos a alterac¸a˜o de apenas
um u´nico conjunto out em uma iterac¸a˜o do algoritmo na˜o requer que todos sejam recalcu-
lados, pois em geral grande parte dos conjuntos out que na˜o tiveram o seu valor alterado
permanecera˜o assim durante a pro´xima iterac¸a˜o. Uma forma mais eficiente de se resolver
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as equac¸o˜es seria recomputar somente os conjuntos que sofreram alguma alterac¸a˜o, e e´
justamente isso que o work-list algorithm faz. Ele armazena somente no´s cujos conjuntos
out (em problemas backward os conjuntos in e´ que sa˜o considerados) sofrem alterac¸a˜o e os
recomputa. Caso o conteu´do de algum conjunto se altere, o no´ a que o conjunto out per-
tence e todos os seus sucessores (predecessores em problemas forward) sa˜o armazenados
na work-list. O processo e´ repetido ate´ que a work-list esteja vazia.
Algoritmo 4.2: Work-List Algorithm
W ← todos os no´s do CFG
enquanto W na˜o estiver vazio fac¸a
remova um no´ n de W
old ← out[n]
in ← ∪p∈pred[n] out[p]
out[n] ← gen[n] ∪ (in− kill[n])
se old 	= out[n]
para cada sucessor s de n fac¸a
se s /∈ W enta˜o





Se o algoritmo de work-list for empregado em conjunto com a ordenac¸a˜o quase-topo-
lo´gica do CFG, a resoluc¸a˜o do problema ira´ convergir de forma mais ra´pida. O Xingo´
utiliza esta combinac¸a˜o de modo a tornar o mais ra´pido poss´ıvel a resoluc¸a˜o dos sistemas
de equac¸o˜es que compo˜em os problemas da DFA.
No Xingo´ a DFA e´ implementada pela classe CFGraphInfo. Tal classe realiza uma
primeira coleta de informac¸o˜es, que sera˜o exaustivamente utilizadas no coˆmputo da DFA,
bem como durante o processo de otimizac¸a˜o. Dentre as diversas ana´lises de fluxo de dados
conhecidas, o Xingo´ realiza quatro ana´lises: Reaching Definitions, Liveness Analysis,
Available Expressions e Alias Analysis.
De forma a preparar o ca´lculo da DFA, o objeto que representa a classe CFGraphInfo,
percorre todo o CFG numerando todas as instruc¸o˜es do grafo. Em um segundo mo-
mento, tal objeto percorre todas as tabelas de s´ımbolos necessa´rias e numera todas as
varia´veis que estejam vis´ıveis ao procedimento que o CFG representa. Esse conjunto de
informac¸o˜es e´ armazenado de forma que se possa consultar qual o nu´mero que uma de-
terminada instruc¸a˜o ou varia´vel recebeu, e dado um nu´mero, a qual instruc¸a˜o ou varia´vel
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ele corresponde. Essa organizac¸a˜o visa diminuir o tempo necessa´rio para se recuperar
informac¸o˜es.
Uma vez que todas as instruc¸o˜es e varia´veis tenham sido catalogadas, atrave´s de sua
numerac¸a˜o, o Xingo´ vai inicializar todos os usos e definic¸o˜es de cada varia´vel numerada.
Para cada varia´vel, o Xingo´ determina quais instruc¸o˜es atribuem um valor para a mesma
e quais instruc¸o˜es fazem uso da mesma, ou seja, a utilizam como um operando. Tambe´m
de modo a acelerar a pesquisa de informac¸o˜es, para cada instruc¸a˜o, o Xingo´ determina
quais as varia´veis que ela esta´ definindo, ou seja, atribuindo um valor, e quais varia´veis
ela esta´ usando, ou seja, utilizando como um operando.
Ao mesmo tempo em que usos e definic¸o˜es de varia´veis sa˜o inicializados, as instruc¸o˜es
que correspondem a expresso˜es sa˜o igualmente inicializadas. Para cada instruc¸a˜o que e´
considerada como sendo uma expressa˜o, o Xingo´ atribui um nu´mero u´nico para aquela
expressa˜o. Isto quer dizer que instruc¸o˜es como a = x ∗ y e ∗p = x ∗ y recebera˜o o mesmo
nu´mero, pois correspondem a` mesma expressa˜o (x ∗ y). Para cada expressa˜o o Xingo´
armazena quais instruc¸o˜es correspondem a`quela expressa˜o; a qual expressa˜o uma instruc¸a˜o
em particular corresponde, e para uma dada expressa˜o, quais as varia´veis utilizadas pela
mesma, isto e´, os seus operandos.
De modo a considerar os alias das varia´veis de forma adequada, o Xingo´ tambe´m
armazena informac¸o˜es de modo a poder lidar com ambigu¨idades no programa. As infor-
mac¸o˜es sa˜o armazenadas considerando-se poss´ıveis usos e definic¸o˜es de varia´veis. Para
cada varia´vel, o Xingo´ armazena quais sa˜o as instruc¸o˜es que podem potencialmente de-
fin´ı-la, e quais as instruc¸o˜es que podem potencialmente utiliza´-la. Para cada instruc¸a˜o o
Xingo´ armazena quais as varia´veis que ela potencialmente pode definir e quais varia´veis
que ela potencialmente pode utilizar. A inicializac¸a˜o de tais informac¸o˜es e´ realizada com
o aux´ılio de Alias Analysis [5], a qual e´ a primeira ana´lise aplicada ao CFG.
4.1.1 Alias Analysis
Alias analysis [5, 6, 26] refere-se a` determinac¸a˜o de locais de armazenamento que podem
ser acessados de duas ou mais formas diferentes. Por exemplo, na linguagem C uma
varia´vel pode ter o seu enderec¸o computado e desta forma ser-lhe atribu´ıdo um valor via
o seu nome ou atrave´s de um ponteiro. A Figura 4.2 mostra um simples exemplo onde
uma varia´vel pode ser acessada de duas formas diferentes, uma atrave´s de seu pro´prio
nome n e outra atrave´s de uma refereˆncia indireta utilizando a forma ∗p.
Existem dois tipos de relac¸o˜es de alias a se considerar: may alias e must alias. A
primeira indica o que pode ocorrer em algum caminho do CFG, a outra indica o que vai
ocorrer em todos os caminhos do CFG. Se, por exemplo, todo caminho em um procedi-
mento incluir a atribuic¸a˜o do enderec¸o da varia´vel x para p e a atribuic¸a˜o de tal valor for









Figura 4.2: Simples relac¸a˜o de alias com ponteiro em C
somente para p, enta˜o a relac¸a˜o “p aponta para x” e´ considerada como uma informac¸a˜o
do tipo must alias. Por outro lado, se o procedimento inclui caminhos que podem atri-
buir o enderec¸o de uma varia´vel y para a varia´vel ponteiro q e outros que podem atribuir
o enderec¸o da varia´vel z para q, enta˜o a relac¸a˜o “q pode apontar para y ou para z” e´
considerada como uma informac¸a˜o do tipo may alias, pois na˜o se sabe com certeza para
qual das duas varia´veis q estara´ apontando.
Outro tipo de informac¸a˜o que se deve distinguir se refere a flow-sensitive e flow-
insensitive. A informac¸a˜o do tipo flow-insensitive e´ independente do fluxo de controle
encontrado em um procedimento, enquanto que a informac¸a˜o do tipo flow-sensitive de-
pende do fluxo de controle do procedimento. A Figura 4.3 mostra como o fluxo de controle
pode afetar a informac¸a˜o de alias.
Figura 4.3: Influeˆncia do fluxo de controle sobre a informac¸a˜o de alias
A informac¸a˜o do tipo flow-insensitive dira´ que p podera´ apontar para x ou para y,
enquanto que a informac¸a˜o do tipo flow-sensitive dira´ que p aponta para x no bloco ba´sico
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B4 e que p aponta para y no bloco ba´sico B5.
Este exemplo torna claro que dependendo do tipo de ana´lise realizado, a precisa˜o
da informac¸a˜o obtida tambe´m e´ alterada. Os algoritmos de alias analysis que sa˜o flow-
sensitive sa˜o os mais precisos, embora tenham um custo computacional e de memo´ria
muito elevado. Os algoritmos que sa˜o flow-insensitive sa˜o bem mais ra´pidos do que os
flow-sensitive e teˆm um custo computacional bem menor em termos de tempo e memo´ria.
Variac¸o˜es sobre estes me´todos podem ser encontradas em [27, 14, 18, 20, 28, 13].
No compilador Xingo´ esta˜o presentes as duas formas de alias analysis, isto e´, a flow-
sensitive e a flow-insensitive. Desta forma e´ poss´ıvel escolher qual das duas ana´lises
sera´ utilizada como fornecedora das informac¸o˜es de alias, dependendo da agressividade
desejada nas otimizac¸o˜es, pois uma informac¸a˜o mais precisa sobre alias pode fazer com
que mais oportunidades de otimizac¸a˜o de co´digo sejam encontradas, ao passo que uma
informac¸a˜o menos precisa pode restringir as possibilidades de transformac¸o˜es no co´digo.
Para computar alias analysis o Xingo´ estabelece e resolve data-flow equations.
Seja in[B], para o bloco B, a func¸a˜o que da´ para cada ponteiro p o conjunto de
varia´veis para as quais p pode apontar ao in´ıcio de B. Formalmente, in[B] e´ um conjunto
de pares da forma (p,a), onde p e´ um ponteiro e a uma varia´vel qualquer, significando que
p pode apontar para a. O conjunto out[B] e´ definido de forma similar ao fim de B.
Especifica-se enta˜o, uma func¸a˜o de transfereˆncia transB, que define o efeito do bloco
B, isto e´, transB toma como entrada um conjunto de pares S, onde cada par e´ da forma
(p,a) e produz como sa´ıda um outro conjunto T . A func¸a˜o transB e´ aplicada a in[B] e
gera out[B], onde B consiste em instruc¸o˜es s1, s2, ...sk. Desta forma tem-se:
transB(S) = transsk(transsk−1(...(transs2(transs1(S)))...)) (4.2)
As regras que determinam o comportamento da func¸a˜o trans e´ que determinam qua˜o
complexo e custoso sera´ o processo de ca´lculo de alias analysis. O Xingo´ utiliza o seguinte
conjunto de regras para computar a func¸a˜o trans:
1. Se p e´ um ponteiro, e p = NULL ou p = 0, enta˜o:
• Flow-Sensitive - p na˜o aponta para nada.
• Flow-Insensitive - p tambe´m pode na˜o apontar para nada.
2. Se p e´ um ponteiro, e p = C, onde C e´ uma constante, enta˜o:
• Flow-Sensitive - p aponta para um local desconhecido.
• Flow-Insensitive - p tambe´m pode apontar para um local desconhecido.
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3. Se p e´ um ponteiro e a uma varia´vel qualquer, e p = &a, enta˜o:
• Flow-Sensitive - p aponta somente para a.
• Flow-Insensitive - p tambe´m aponta para a.
4. Se p e q sa˜o ponteiros, e p = q, enta˜o:
• Flow-Sensitive - p aponta para tudo aquilo que q pode apontar.
• Flow-Insensitive - p tambe´m aponta para tudo aquilo que q pode apontar.
5. Se p e´ um ponteiro, e p = malloc(...) ou p = calloc(...), enta˜o:
• Flow-Sensitive - p aponta para um local desconhecido.
• Flow-Insensitive - p tambe´m pode apontar para um local desconhecido.
6. Se p e´ um ponteiro, e p = p2 → p3, onde p2 e´ um ponteiro e p3 e´ um campo do tipo
ponteiro, enta˜o:
• Flow-Sensitive - p aponta para tudo aquilo que p3 pode apontar.
• Flow-Insensitive - p tambe´m aponta para tudo aquilo que p3 pode apontar.
7. Se p e q sa˜o ponteiros, e ∗q = p, enta˜o:
• Flow-Sensitive - Todas as varia´veis para as quais q aponta e que sa˜o ponteiros,
passam a apontar para tudo aquilo que p pode apontar.
• Flow-Insensitive - Todas as varia´veis para as quais q aponta e que sa˜o ponteiros,
tambe´m podem apontar para tudo aquilo que p pode apontar.
8. Se p e q sa˜o ponteiros e c uma constante, e p = q + c ou p = q − c, enta˜o:
• Flow-Sensitive - p aponta para tudo aquilo que q pode apontar.
• Flow-Insensitive - p tambe´m pode apontar para tudo aquilo que q pode apontar.
9. Se p e q sa˜o ponteiros e i uma varia´vel na˜o ponteiro, e p = q + i, enta˜o:
• Flow-Sensitive - p aponta para tudo aquilo que q pode apontar.
• Flow-Insensitive - p tambe´m pode apontar para tudo aquilo que q pode apontar.
10. Se p e´ um ponteiro e a uma varia´vel na˜o ponteiro, e p = a, enta˜o:
• Flow-Sensitive - p aponta para um local desconhecido.
• Flow-Insensitive - p tambe´m pode apontar para um local desconhecido.
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O que se pode observar e´ que ao empregar Flow-Insensitive alias analysis, os conjuntos
de alias sempre ira˜o aumentar, isto e´, uma vez que uma informac¸a˜o tenha sido inserida,
ela nunca mais sera´ removida, ao passo que em Flow-Sensitive alias analysis isso na˜o e´
verdade, pois uma instruc¸a˜o da forma p = &a, faz com que toda a informac¸a˜o pre´via
relativa a p seja descartada e o que passa a valer e´ o fato de que “p aponta para a”.
Para computar Flow-Insensitive alias analysis o Xingo´ simplesmente percorre todas
as instruc¸o˜es do programa uma u´nica vez e constro´i um conjunto de relac¸o˜es de alias,
com base em trans, que lembram um grafo, como mostrado na Figura 4.4. Esse modelo
torna a ana´lise praticamente linear no tamanho do programa (quantidade de instruc¸o˜es).
As operac¸o˜es mais caras sa˜o ∗p = q e p = ∗q onde p e q sa˜o ponteiros. Tais instruc¸o˜es
sa˜o marcadas pelo compilador e todos os conjuntos de alias sa˜o acertados depois que o















Figura 4.4: Flow-Insensitive alias analysis
Para computar Flow-Sensitive alias analysis o Xingo´ deve estabelecer um sistema de
data-flow equations e resolver o mesmo. O conjunto de data-flow equations utilizado pelo
Xingo´, que relaciona in, out e trans e´:
out[B] = transB(in[B])
in[B] = ∪out[P ] (4.3)
Como se observa, esse sistema de equac¸o˜es leva a uma soluc¸a˜o iterativa do problema,
ou seja, elas sa˜o aplicadas a todos os blocos ba´sicos ate´ que a soluc¸a˜o do problema se
estabilize. Como este problema e´ forward, entende-se por estabilizac¸a˜o da soluc¸a˜o o fato
de repetir o ca´lculo de tais equac¸o˜es ate´ que nenhuma mudanc¸a ocorra em nenhum dos
conjuntos out de qualquer um dos blocos ba´sicos.
Os dois me´todos de alias analysis teˆm vantagens e desvantagens, dependendo dos
objetivos desejados. A Tabela 4.1 mostra uma comparac¸a˜o entre os resultados obtidos ao
se utilizar os dois me´todos para um mesmo programa.
A tabela apresenta as relac¸o˜es de alias para cada linha do programa. Na primeira linha
a relac¸a˜o <∗p,r> na coluna Flow-Sensitive significa que ∗p e r correspondem a` mesma
posic¸a˜o de memo´ria, isto e´, ∗p e´ um alias de r, o mesmo valendo para as demais relac¸o˜es
mostradas.
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void func() Flow-Sensitive Flow-Insensitive
{
p = &r; {<∗p,r>} {<∗p,r>,<∗q,s>,<∗q,r>,<∗q,t>}
if (...)
q = p; {<∗p,r>,<∗q,r>} {<∗p,r>,<∗q,s>,<∗q,r>,<∗q,t>}
else
q = &s; {<∗p,r>,<∗q,s>} {<∗p,r>,<∗q,s>,<∗q,r>,<∗q,t>}
... {<∗p,r>,<∗q,s>,<∗q,r>} {<∗p,r>,<∗q,s>,<∗q,r>,<∗q,t>}
q = &t; {<∗p,r>,<∗q,t>} {<∗p,r>,<∗q,s>,<∗q,r>,<∗q,t>}
}
Tabela 4.1: Comparac¸a˜o entre Flow-Sensitive e Flow-Insesitive alias analysis
A ana´lise Flow-Insensitive faz com que todas as relac¸o˜es de alias coletadas no programa
sejam va´lidas em todos os pontos do mesmo.
4.1.2 Reaching Definitions
Uma definic¸a˜o de uma varia´vel x e´ uma instruc¸a˜o que atribui, ou pode atribuir um
valor para x. Podemos dividir as definic¸o˜es em dois grupos: amb´ıguas e na˜o-amb´ıguas.
Definic¸o˜es na˜o-amb´ıguas sa˜o aquelas que definitivamente atribuem um valor a x, como
por exemplo, uma instruc¸a˜o da forma x = 5. Uma definic¸a˜o amb´ıgua e´ tal que na˜o fornece
a certeza de atribuir ou na˜o um valor para a varia´vel x, como por exemplo uma instruc¸a˜o
∗q = 5, onde q e´ uma varia´vel ponteiro e na˜o se sabe exatamente se q aponta ou na˜o para
x.
A partir disso, diz-se que uma definic¸a˜o d alcanc¸a um ponto p se existe um caminho
de d ate´ p, tal que d na˜o seja “morta” ao longo do caminho. Intuitivamente se a definic¸a˜o
d de uma varia´vel a alcanc¸a um ponto p, enta˜o d e´ o ponto onde o valor de a usado em
p foi definido pela u´ltima vez. Uma definic¸a˜o da varia´vel a e´ morta entre dois pontos
se houver outra definic¸a˜o da mesma ao longo do caminho. De forma a manter a relac¸a˜o
conservativa, somente definic¸o˜es na˜o-amb´ıguas de uma varia´vel a matam outras definic¸o˜es
de a, o que leva a concluir que um determinado uso da varia´vel a pode ser alcanc¸ado por
mais de uma definic¸a˜o da mesma [5].
Com o intuito de descobrir quais definic¸o˜es em particular conseguem alcanc¸ar um ponto
qualquer do programa, utiliza-se a ana´lise de fluxo de dados chamada Reaching Definitions
[5, 6, 26], a qual ira´ determinar justamente tal informac¸a˜o. Reaching definitions e´ um
problema forward, isto e´, segue o sentido de execuc¸a˜o do programa. As informac¸o˜es
fornecidas por esta ana´lise sa˜o extremamente utilizadas durante o processo de otimizac¸a˜o,
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como por exemplo em Dead Code Elimination que elimina todas as definic¸o˜es do programa
que na˜o alcanc¸am nenhum uso em particular.
Nesta ana´lise define-se in[B] como sendo o conjunto de definic¸o˜es que esta˜o vivas ao
in´ıcio do bloco ba´sico B e out[B] como sendo o conjunto de definic¸o˜es que esta˜o vivas na
sa´ıda de B. Adicionalmente a estes dois conjuntos, sa˜o utilizados outros dois: gen[B] e
kill[B]. O conjunto gen[B] corresponde a`s definic¸o˜es que sa˜o geradas pelo bloco ba´sico
B. Diz-se que uma definic¸a˜o d de uma varia´vel a e´ gerada por um bloco B se ela ocorre
em B e permanece viva ate´ a sa´ıda do mesmo, ou seja, na˜o existe outra definic¸a˜o na˜o-
amb´ıgua de a apo´s d. Uma definic¸a˜o amb´ıgua de a na˜o mata d, pois como na˜o se sabe se
a foi ou na˜o de fato definida, o mais seguro a se fazer e´ na˜o matar d. O conjunto kill[B]
corresponde a todas as definic¸o˜es do programa que sa˜o mortas por B.
No Xingo´ o ca´lculo de Reaching Definitions e´ implementado pela classe ReachDefClass.
Quando um objeto desta classe e´ criado, sua primeira provideˆncia e´ inicializar os conjuntos
gen e kill para cada bloco ba´sico do CFG. A Figura 4.5 mostra o pseudo-co´digo do
algoritmo empregado pelo Xingo´ para inicializar tais conjuntos.
para cada bloco ba´sico B fac¸a
gen[B] ← ∅
kill[B] ← ∅
para cada instruc¸a˜o i ∈ B fac¸a
se i e´ uma definic¸a˜o enta˜o
v ← varia´vel definida por i
g2 ← InstOrd(i)
k2 ← todas as definic¸o˜es da varia´vel v
k2 ← k2− g2
gen[B] ← gen[B]− k2
gen[B] ← gen[B] ∪ g2
kill[B] ← kill[B]− g2




Figura 4.5: Inicializac¸a˜o dos conjuntos gen e kill
A func¸a˜o InstOrd presente no algoritmo esta´ implementada na classe CFGraphInfo.
Tal func¸a˜o retorna o nu´mero que uma determinada instruc¸a˜o recebeu ao ser catalogada
em preparac¸a˜o para a DFA. Tambe´m no algoritmo, a linha “k2 ← todas as definic¸o˜es da
varia´vel v”, emprega a informac¸a˜o computada por CFGraphInfo.
Uma vez que os conjuntos gen e kill tenham sido inicializados para todos os blocos
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ba´sicos, o Xingo´ esta´ pronto para computar Reaching Definitions. A Figura 4.6 mostra o
pseudo-co´digo do algoritmo utilizado pelo Xingo´ para computar Reaching Definitions.
Esse co´digo faz uso da ordenac¸a˜o quase-topo´gica dos blocos ba´sicos. A ordem resul-
tante e´ consultada utilizando-se a func¸a˜o DFSOrderNode, a qual recebe como paraˆmetro
o i-e´simo no´ que se deseja consultar. O algoritmo tambe´m utiliza um sistema de work-list
para saber quais blocos ba´sicos precisam ter o conjunto out recomputado.
para i ← 1 ate´ o total de blocos ba´sicos fac¸a
insira i ao final de work-list
fim
enquanto work-list 	= vazio fac¸a
i ← primeiro elemento de work-list
B ← DFSOrderNode(i)
in[B] ← ∪p∈pred[B] out[p]
oldout ← out[B]
out[B] ← gen[B] ∪ (in[B]− kill[B])
se out[B] 	= oldout enta˜o
para cada sucessor s de B fac¸a




Figura 4.6: Algoritmo para computar Reaching Definitions no Xingo´
Uma vez que o Xingo´ tenha computado os conjuntos in e out, ele propaga a informac¸a˜o
coletada para dentro dos blocos ba´sicos, isto e´, ele determina para cada instruc¸a˜o do
programa quais sa˜o as definic¸o˜es que a atingem. Outra informac¸a˜o computada a partir
de Reaching Definitions sa˜o Du-Chains (cadeias definic¸a˜o-uso) e UdChains (cadeias uso-
definic¸a˜o). Du-Chains determinam para uma definic¸a˜o d em particular de uma varia´vel
a, quais sa˜o os usos de a alcanc¸ados por d. Ud-Chains sa˜o justamente o contra´rio, ou
seja, para um dado uso u em particular de uma varia´vel a, elas representam quais sa˜o as
definic¸o˜es d de a que alcanc¸am o uso u.
4.1.3 Liveness Analysis
Dizemos que uma determinada varia´vel esta´ viva se o seu valor puder ser utilizado no
futuro. Se em um determinado ponto do programa uma varia´vel nunca mais tiver o seu
valor utilizado, dizemos que esta varia´vel esta´ morta a partir deste ponto.
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A Figura 4.7 ilustra este conceito. A ana´lise e´ feita seguindo-se o sentido inverso ao
da execuc¸a˜o do programa, desta forma este e´ um problema backward. Por exemplo, a
varia´vel b esta´ viva no bloco B4, pois e´ usada no mesmo. Ela tambe´m e´ usada no bloco
B3, e tambe´m esta´ viva neste. O bloco B2 atribui um valor a b, significando que seu
conteu´do na˜o sera´ mais necessa´rio a partir deste ponto. Desta forma a varia´vel b esta´ viva
na entrada dos blocos ba´sicos B4 e B3. A varia´vel a por sua vez, esta´ viva na entrada do
bloco ba´sico B2 e na entrada do bloco B5. A definic¸a˜o de a em B4, faz com que o valor de
a na˜o seja mais necessa´rio a partir desse ponto. A varia´vel c e´ a u´nica que esta´ viva em
todo o programa, pois mesmo sendo definida no bloco B3, seu valor e´ utilizado no bloco
B6.
O objetivo de Liveness Analysis [5, 6, 26] e´ descobrir quais varia´veis esta˜o vivas em
que pontos do programa. Essa ana´lise e´ extremamente u´til, por exemplo, para se realizar
a alocac¸a˜o de registradores.
Figura 4.7: CFG de um programa
Nesta ana´lise define-se in[B] como sendo o conjunto de varia´veis vivas no in´ıcio do
bloco ba´sico B e out[B] como o conjunto de varia´veis vivas na sa´ıda de B. Os conjuntos
gen e kill para este problema sa˜o chamados de use e def respectivamente, pois estes nomes
refletem com maior clareza o que de fato acontece. O conjunto use[B] pode ser entendido
como o conjunto de varia´veis que sa˜o utilizadas por B antes que qualquer definic¸a˜o das
mesmas ocorra em B. O conjunto def[B] corresponde ao conjunto de varia´veis que sa˜o
definidas em B antes que qualquer uso das mesmas ocorra.
O Xingo´ implementa Liveness Analysis atrave´s da classe LivenessClass. A primeira
provideˆncia de um objeto desta classe e´ inicializar os conjuntos use e def para cada bloco
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ba´sico que compo˜e o CFG. A Figura 4.8 mostra o pseudo-co´digo do algoritmo utilizado
pelo Xingo´ para inicializar estes conjuntos.
para cada bloco ba´sico B fac¸a
use[B] ← ∅
def [B] ← ∅
para cada instruc¸a˜o i de baixo para cima ∈ B fac¸a
u2 ← varia´veis utilizadas por i ∪ varia´veis potencialmente utilizadas por i
d2 ← varia´vel definida por i
use[B] ← use[B]− d2
use[B] ← use[B] ∪ u2
def [B] ← def [B]− u2
def [B] ← def [B] ∪ d2
fim
fim
Figura 4.8: Inicializac¸a˜o dos conjuntos use e def
para i ← 1 ate´ o total de blocos ba´sicos fac¸a
insira i ao final de work-list
fim
enquanto work-list 	= vazio fac¸a
i ← primeiro elemento de work-list
B ← RDFSOrderNode(i)
out[B] ← ∪s∈suc[B] in[s]
oldin ← in[B]
in[B] ← use[B] ∪ (out[B]− def [B])
se in[B] 	= oldin enta˜o
para cada predecessor p de B fac¸a




Figura 4.9: Algoritmo para computar Liveness no Xingo´
Uma vez que o Xingo´ tenha inicializado os conjuntos use e def, ele esta´ pronto para
realizar Liveness Analysis. A Figura 4.9 mostra o pseudo-co´digo do algoritmo utilizado
pelo Xingo´ para realizar esta ana´lise.
A func¸a˜o RDFSOrderNode presente no algoritmo e´ utilizada de forma a percorrer os
no´s do CFG seguindo o sentido inverso ao de execuc¸a˜o do programa, pois pretende-se
que cada conjunto in de um determinado bloco B seja computado antes que ele seja
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necessa´rio para computar out nos predecessores de B. Ale´m de seguir o ordenamento
quase-topolo´gico (de forma inversa), o algoritmo tambe´m emprega uma work-list para
saber quais conjuntos in sofreram alterac¸a˜o, e desta forma recomputar os predecessores
dos respectivos blocos.
Depois que os conjuntos in e out esta˜o computados para todos os blocos do CFG, o
Xingo´ propaga a informac¸a˜o coletada para todos os blocos ba´sicos, isto e´, determina quais
as varia´veis que esta˜o vivas antes de cada instruc¸a˜o do programa.
4.1.4 Available Expressions
Uma expressa˜o x + y esta´ dispon´ıvel em um ponto p do programa se todos os caminhos
partindo do no´ inicial do programa (na˜o necessariamente livres de ciclos) ate´ p avaliam
x + y e apo´s a u´ltima avaliac¸a˜o de x + y antes de p, na˜o existe nenhuma definic¸a˜o de
x ou de y. A partir desta definic¸a˜o, diz-se que um bloco B mata uma expressa˜o x + y
se ele atribuir ou puder atribuir um valor a x ou a y. Deve-se observar que o simples
fato de poder atribuir um valor a uma varia´vel (definic¸a˜o amb´ıgua) tambe´m faz com que
uma expressa˜o na˜o esteja mais dispon´ıvel a partir de tal definic¸a˜o, pois neste problema de
ana´lise de fluxo de dados, a soluc¸a˜o conservativa a ser tomada, considera que o nu´mero
de expresso˜es dispon´ıveis e´ menor do que o valor real [5].
A simples definic¸a˜o do conceito de expresso˜es dispon´ıveis leva a concluir que este e´
um problema forward e desta forma segue o sentido de execuc¸a˜o do programa. O objetivo
desta ana´lise e´ descobrir quais expresso˜es esta˜o dispon´ıveis em um ponto qualquer do
programa. Desta forma define-se in[B] como sendo o conjunto de expresso˜es que esta˜o
dispon´ıveis na entrada do bloco ba´sico B e out[B] como o conjunto de expresso˜es que
esta˜o dispon´ıveis na sa´ıda desse mesmo bloco. A realizac¸a˜o de tal ana´lise e´ a base da
otimizac¸a˜o common subexpressions elimination [5].
Assim como nas outras ana´lises, esta tambe´m e´ dividida em um fase local e outra
global. A fase local corresponde a inicializac¸a˜o dos conjuntos gen e kill, que aqui sera˜o
chamados de e gen e e kill. Um bloco ba´sico B gera uma expressa˜o e se ele avalia e e na˜o
define (nem mesmo potencialmente) qualquer um dos operandos de e. Um bloco mata
uma expressa˜o e se ele puder definir (mesmo ambiguamente) qualquer um dos operandos
de e.
O Xingo´ implementa esta ana´lise de fluxo de dados atrave´s da classe AvailExpClass.
Tal como as demais classes que compo˜em a DFA, a primeira provideˆncia de um objeto da
classe AvailExpClass e´ inicializar os conjuntos que correspondem a fase local da ana´lise.
Os conjuntos e gen e e kill sa˜o criados aplicando-se as regras a seguir para cada instruc¸a˜o
i de um bloco ba´sico do programa:
• Adicione a expressa˜o gerada por i ao conjunto e gen
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• Remova de e kill a expressa˜o gerada por i
• Remova de e gen todas as expresso˜es cujos operandos i defina ou possa definir
• Adicione a e kill todas as expresso˜es cujos operandos i defina ou possa definir
Estas regras devem ser aplicadas necessariamente na ordem em que sa˜o apresentadas,
caso contra´rio levara˜o a uma inicializac¸a˜o erroˆnea dos conjuntos e gen e e kill. A Figu-
ra 4.10 mostra o pseudo-co´digo do algoritmo empregado pelo Xingo´ para inicializar os
conjuntos e gen e e kill.
para cada bloco ba´sico B fac¸a
e gen ← ∅
e kill ← ∅
para cada instruc¸a˜o i ∈ B fac¸a
se i e´ uma expressa˜o enta˜o
g2 ← ExpressionId(i)
v ← varia´vel definida por i
k2 ← VarUsedExp(v)
para cada varia´vel vp que i potencialmente possa definir fac¸a
k2 ← k2 ∪ VarUsedExp(vp)
fim
e gen[B] ← e gen[B] ∪ g2
e kill[B] ← e kill[B]− g2
e gen[B] ← e gen[B]− k2




Figura 4.10: Inicializac¸a˜o dos conjuntos e gen e e kill
A func¸a˜o ExpressionId presente no co´digo, retorna o nu´mero identificador da expressa˜o
a que a instruc¸a˜o passada como paraˆmetro corresponde. A func¸a˜o VarUsedExp recebe
como paraˆmero uma varia´vel e retorna quais expresso˜es utilizam esta varia´vel como um
de seus operandos. Ambas as func¸o˜es ExpressionId e VarUsedExp esta˜o implementadas
na classe base da DFA, a classe CFGraphInfo.
Depois que a fase local da ana´lise esta´ pronta, o Xingo´ parte para a fase global. Este
problema de ana´lise de fluxo de dados, ao contra´rio dos anteriores, utiliza um operador de
conflueˆncia diferente. Nos problemas ate´ agora apresentados, o operador de conflueˆncia
era a unia˜o (∪), mas neste problema o operador de conflueˆncia e´ a intersecc¸a˜o (∩). Isto
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in[Header] ← ∅
out[Header] ← e gen[Header]
para todo bloco B 	= Header fac¸a
in[B] ← ∅
out[B] ← U − e kill[B]
fim
para i ← 1 ate´ o total de blocos ba´sicos fac¸a
insira i ao final de work-list
fim
enquanto work-list 	= vazio fac¸a
i ← primeiro elemento de work-list
B ← DFSOrderNode(i)
in[B] ← ∩p∈pred[B] out[p]
oldout ← out[B]
out[B] ← e gen[B] ∪ (in[B]− e kill[B])
se out[B] 	= oldout enta˜o
para cada sucessor s de B fac¸a




Figura 4.11: Algoritmo para computar Available Expressions no Xingo´
decorre da definic¸a˜o de expressa˜o dispon´ıvel, pois ela precisa ser avaliada em todos os
caminhos a partir do no´ inicial.
A Figura 4.11 mostra o pseudo-co´digo do algoritmo utilizado pelo Xingo´ para computar
Available Expressions. Observa-se que este algoritmo foi inicializado de forma diferente
dos demais. O bloco Header teve o seu conjunto in inicializado com ∅, pois como na˜o
possui nenhum predecessor, obviamente na˜o havera´ nenhuma expressa˜o dispon´ıvel em
sua entrada. Ja´ o seu conjunto out foi inicializado com e gen[Header], o qual nunca
ira´ se alterar e desta forma Header sera´ removido da work-list na primeira iterac¸a˜o. Os
demais blocos ba´sicos tiveram o seu conjunto out inicializados com U − e kill, onde U
corresponde ao conjunto universo, que conte´m todas as expresso˜es do CFG. Esta e´ uma
estimativa inicial muito grande que sera´ refinada no decorrer do algoritmo, pois o operador
de conflueˆncia ∩ faz com que o tamanho do conjunto nunca aumente, somente diminua.
Depois que a ana´lise esta´ completa, o Xingo´ novamente propaga a informac¸a˜o coletada
para todos os blocos do CFG, isto e´, ele determina quais expresso˜es esta˜o dispon´ıveis antes
de cada uma das instruc¸o˜es presentes em cada um dos blocos ba´sicos.
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4.1.5 Incremental Data Flow Analysis
Cada vez que uma otimizac¸a˜o e´ executada e realiza uma transformac¸a˜o no programa,
a informac¸a˜o sobre DFA se torna inva´lida e desta forma e´ preciso recomputar toda a
informac¸a˜o antes de se poder realizar uma nova otimizac¸a˜o. Mas recomputar todas as
informac¸o˜es da DFA sempre que uma otimizac¸a˜o modificar o programa fara´ com que o
tempo de compilac¸a˜o seja demasiado longo.
Para evitar recomputar toda a DFA, o Xingo´ utiliza uma te´cnica chamada Incremental
Data Flow Analysis [10] ou IDFA que ao inve´s de recomputar toda a informac¸a˜o desde
o in´ıcio, recomputa somente o que foi modificado, realizando um patch na informac¸a˜o
dispon´ıvel anteriormente de modo que ela continue va´lida.
Em alguns casos a informac¸a˜o proveniente da IDFA pode diferir da que seria obtida
caso a DFA fosse recomputada desde o princ´ıpio. Desta forma a IDFA deve ser tal que
a informac¸a˜o por ela gerada, caso na˜o seja exata, ao menos seja conservativa, isto e´, na˜o
permita que nenhuma otimizac¸a˜o realize uma transformac¸a˜o indevida. Me´todos para se
realizar IDFA podem ser encontrados em [25] e [10].
O Xingo´ utiliza um me´todo iterativo, onde a ide´ia ba´sica e´ reiniciar o processo de itera-
c¸a˜o das data-flow equations. Cada otimizac¸a˜o que e´ executada marca os blocos ba´sicos por
ela modificados. A partir desta informac¸a˜o, as classes responsa´veis pela DFA reinserem
os blocos modificados em uma work-list e o processo iterativo de resoluc¸a˜o dos sistemas
de data-flow equations e´ reiniciado.
Se esta te´cnica na˜o for aplicada da forma correta, o resultado obtido vai diferir muito
do que seria obtido pela aplicac¸a˜o do me´todo exaustivo (recomputar tudo desde o in´ıcio),
ou podera´ ate´ mesmo estar incorreto. E´ necessa´rio que a iterac¸a˜o seja reiniciada de um
estado considerado seguro. Se o atual estado da DFA e´ um estado seguro, enta˜o basta
reiniciar o processo iterativo, caso contra´rio parte da soluc¸a˜o (sena˜o toda ela) tera´ que ser
reinicializada para um estado considerado seguro. Por estado seguro entende-se um ponto
a partir do qual a DFA pode ter o processo iterativo reiniciado e produzir um resultado
correto e conservativo.
d1: b := x*y








Figura 4.12: Aplicac¸a˜o de Dead Code Elimination
A Figura 4.12 mostra o que pode acontecer caso a te´cnica de IDFA na˜o seja aplicada
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corretamente. No grafo da esquerda o bloco B2 possui duas definic¸o˜es d1 e d2 respecti-
vamente. Se aplicarmos a ana´lise Reaching Definitions, teremos que:
in[B2] = {d1, d2}
out[B2] = {d1, d2}
Supondo que a otimizac¸a˜o Dead Code Elimination descobriu que a definic¸a˜o d1 pode
ser eliminada do programa, pois na˜o atinge nenhum uso em particular, obteremos o grafo
da direita. A aplicac¸a˜o de Reaching Definitions em tal grafo ira´ resultar em:
in[B2] = {d2}
out[B2] = {d2}
Se a IDFA fosse aplicada ao grafo da direita considerando-se a informac¸a˜o previa-
mente computada, o bloco B2 seria inserido na work-list. Na primeira iterac¸a˜o, o al-
goritmo ira´ atualizar o conteu´do de in[B2] fazendo a unia˜o dos conjuntos out de todos
os seus predecessores. Os predecessores do bloco B2 sa˜o B1 e o pro´prio B2. Supondo
que out[B1] = ∅, enta˜o o novo in[B2] sera´ {d1, d2}. O conjunto kill[B2] claramente na˜o
conte´m d1, desta forma ao se realizar out[B2] = gen[B2] ∪ (in[B2]−kill[B2]), o resultado
sera´ out[B2] = {d1, d2}, que e´ igual ao valor anterior de out[B2], o que fara´ com que B2
seja removido da work-list e o seguinte resultado seja armazenado:
in[B2] = {d1, d2}
out[B2] = {d1, d2}
Tal resultado e´ incorreto e possivelmente poderia causar problemas se o grafo fosse
mais complexo. Neste caso espec´ıfico, onde uma instruc¸a˜o foi eliminada, o estado inicial
seguro para se reinicializar a DFA seria recomputar tudo desde o in´ıcio ou tornar os
conjuntos out de todos os blocos igual a ∅.
Cada tipo de modificac¸a˜o introduzida no programa deve ser analisada para determinar
que estado da DFA pode ser considerado seguro para as mudanc¸as realizadas. Idealmente,
a complexidade de um algoritmo incremental I para um problema de ana´lise de fluxo de
dados P deveria depender somente do tamanho de ∆P , mas isso raramente pode ser
alcanc¸ado. Uma abordagem mais realista diz que a complexidade sera´ significativamente
menor do que recomputar toda a soluc¸a˜o desde o in´ıcio [25].
4.2 Otimizac¸a˜o de Co´digo
Uma vez que a Data Flow Analysis tenha sido computada, o Xingo´ esta´ pronto para
aplicar as otimizac¸o˜es ao CFG.
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O Xingo´ possui as seguintes otimizac¸o˜es: Dead Code Elimination, Copy Propagation,
GCSE, Code Motion, Strength Reduction, Constant Propagation, Pointer Optimization
e PeepHole Optimization. Essas otimizac¸o˜es sa˜o executadas em um loop ate´ que mais
nenhuma transformac¸a˜o ocorra. Elas esta˜o implementadas de forma a na˜o depender do
resultado gerado por outras otimizac¸o˜es, o que as tornam independentes umas das outras.
Uma questa˜o importante e´ a ordem em que as otimizac¸o˜es sa˜o executadas, pois a
sua escolha e´ crucial para se obter compiladores otimizantes agressivos [26]. Na˜o existe
uma ordem espec´ıfica que ira´ produzir os melhores resultados poss´ıveis. E´ poss´ıvel criar
exemplos para mostrar que nenhuma ordem e´ o´tima para todos os programas [12]. Em
geral se utiliza uma sequ¨eˆncia fixa de aplicac¸a˜o das otimizac¸o˜es, ou um conjunto de flags
e´ utilizado para controlar o processo de otimizac¸a˜o.
O compilador Xingo´ utiliza uma ordem fixa para aplicar as otimizac¸o˜es. Tal ordem









8. Dead Code Elimination
9. Strength Reduction
O Xingo´ conte´m uma classe chamada Optimizer que controla o lac¸o que conte´m as
otimizac¸o˜es. Essa classe e´ responsa´vel por invocar cada uma das otimizac¸o˜es, verificar
quais blocos ba´sicos foram modificados e reiniciar a execuc¸a˜o da Data Flow Analysis, para
que a mesma atualize as informac¸o˜es necessa´rias.
As otimizac¸o˜es do Xingo´ sa˜o todas globais, isto e´, atuam em todo o CFG, mas sa˜o
apenas intra-procedurais. Na presenc¸a de chamadas de func¸a˜o, abordagens conservativas
sa˜o tomadas de modo a evitar transformac¸o˜es indevidas no programa.
Todas as otimizac¸o˜es que o Xingo´ possui sa˜o independentes de ma´quina. As otimi-
zac¸o˜es independentes de ma´quina sa˜o transformac¸o˜es no programa que melhoram o co´digo
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do mesmo sem considerar qualquer propriedade da ma´quina alvo. As melhorias podem
estar relacionadas ao tamanho do co´digo gerado ou a velocidade do mesmo, ou ambas as
coisas.
As transformac¸o˜es realizadas por um compilador otimizante devem possuir diversas
propriedades. Em primeiro lugar, a transformac¸a˜o deve preservar o significado do progra-
ma nunca alterando o que ele computa, ou seja, nunca mudar o resultado de uma determi-
nada entrada ou causar um erro que na˜o existia. Em segundo lugar, uma transformac¸a˜o
deve aumentar a velocidade do programa de maneira mensura´vel, embora algumas vezes
isso implique em aumentar o tamanho do co´digo. Por u´ltimo, o esforc¸o de se implementar
uma otimizac¸a˜o deve valer a pena, pois de nada adianta implementar uma transformac¸a˜o
trabalhosa que aumenta o tempo de compilac¸a˜o, se esta produz resultados que na˜o se
fazem sentir no programa final.
As otimizac¸o˜es independentes de ma´quina implementadas pelo Xingo´ sa˜o executadas
ao n´ıvel da representac¸a˜o intermedia´ria, isto e´, na XIR. Isto se deve ao fato de que as
operac¸o˜es necessa´rias para implementar as construc¸o˜es de alto n´ıvel se tornam expl´ıcitas
neste tipo de representac¸a˜o. Como a XIR e´ independente da ma´quina alvo, o otimizador
do Xingo´ na˜o sofre mudanc¸as se o gerador de co´digo for substitu´ıdo por outro, caso se
deseje que o compilador gere co´digo para outra arquitetura.
Todas as otimizac¸o˜es implementadas pelo Xingo´ teˆm o objetivo de melhorar o de-
sempenho do programa, mesmo que indiretamente. As pro´ximas sec¸o˜es fara˜o uma breve
descric¸a˜o de como o Xingo´ implementa cada uma das suas otimizac¸o˜es.
4.2.1 Constant Propagation
O objetivo desta transformac¸a˜o de co´digo e´ substituir a utilizac¸a˜o de varia´veis por valores
constantes sempre que poss´ıvel. O trecho de co´digo abaixo ilustra tal situac¸a˜o:
d1: t ← 5
d2: f ← g ⊕ t
Claramente a varia´vel t na definic¸a˜o d2 pode ser substitu´ıda pela constante 5, resul-
tando em f ← g ⊕ 5. A aplicac¸a˜o de outras otimizac¸o˜es fatalmente removera´ a definic¸a˜o
d1, otimizando ainda mais o co´digo.
Para executar este tipo de transformac¸a˜o, o Xingo´ faz uso da informac¸a˜o coletada pela
ana´lise de fluxo de dados Reaching Definitions. O algoritmo a seguir mostra o pseudo-
co´digo do algoritmo empregado pelo Xingo´ para realizar Constant Propagation.
Algoritmo 4.3: Constant Propagation
Entrada:
Todas as instruc¸o˜es i da forma v ← C, onde v e´ uma varia´vel e C e´ uma
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constante;
DuChain e UdChain computadas
para cada definic¸a˜o i recebida como entrada fac¸a
para cada uso u que a instruc¸a˜o i alcanc¸a fac¸a
se i for a u´nica definic¸a˜o que alcanc¸a o uso de v em u enta˜o




O algoritmo recebe como entrada todas as atribuic¸o˜es de valores constantes para va-
ria´veis. A seguir, para cada definic¸a˜o i recebida o algoritmo consulta DuChains e descobre
quais sa˜o os usos da varia´vel v definida pela instruc¸a˜o. Para cada uso u de v que i alcanc¸a,
o algoritmo verifica, consultando UdChains, se i e´ a u´nica definic¸a˜o que o alcanc¸a. Em
caso afirmativo a varia´vel v no uso u e´ substitu´ıda pela constante C que a instruc¸a˜o i
atribuiu a v.
4.2.2 Dead Code Elimination
O objetivo desta transformac¸a˜o de co´digo e´ diminuir o espac¸o que o programa ocupa, bem
como aumentar a velocidade do mesmo, na medida em que ela vai eliminar instruc¸o˜es que
na˜o causam nenhum efeito sobre o resultado final do programa. As instruc¸o˜es a seguir
mostram treˆs definic¸o˜es de duas varia´veis diferentes:
d1: a ← i⊕ j
d2: b ← k ⊕ l
d3: a ← u⊕ v
Pode-se observar que existem duas definic¸o˜es da varia´vel a no trecho apresentado. A
definic¸a˜o da varia´vel a em d1 na˜o e´ utilizada em nenhum momento, nem por d2 e nem
por d3; e a varia´vel a e´ novamente definida em d3, fazendo com que o valor atribu´ıdo a
a em d1 nunca passe por d3, desta forma a definic¸a˜o d1 esta´ computando um valor que
nunca sera´ utilizado por nenhuma instruc¸a˜o.
Nestas condic¸o˜es d1 recebe a definic¸a˜o de co´digo morto, pois realiza uma computac¸a˜o
desnecessa´ria, e pode portanto ser eliminada do programa, resultando no co´digo a seguir:
d2: b ← k ⊕ l
d3: a ← u⊕ v
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O pseudo-co´digo do algoritmo utilizado pelo Xingo´ para eliminar co´digo morto e´ mos-
trado a seguir:
Algoritmo 4.4: Dead Code Elimination
Entrada:
Informac¸a˜o de DuChains
para cada definic¸a˜o d do programa fac¸a
se a varia´vel v definida em d na˜o alcanc¸ar nenhum uso enta˜o
remover d do programa
fim
fim
O algoritmo e´ bem simples, para cada definic¸a˜o d do programa, o algoritmo verifica
com o aux´ılio de DuChains se a varia´vel definida em d alcanc¸a algum uso. Se nenhum
uso for alcanc¸ado por d enta˜o ela e´ considerada como co´digo morto e portanto pode ser
removida do programa, causando assim uma melhora no espac¸o ocupado pelo mesmo,
bem como em seu desempenho.
4.2.3 Pointer Optimization
Esta transformac¸a˜o de co´digo tem como objetivo melhorar o desempenho do programa
diminuindo o acesso indireto a`s varia´veis por meio de ponteiros. O trecho de co´digo a
seguir ilustra uma situac¸a˜o onde uma varia´vel e´ acessada indiretamente.
d1: p = &i
d2: j = ∗p
Em d1, a varia´vel p recebe o enderec¸o da varia´vel i, passando enta˜o a apontar para
ela. Em d2, o valor de i e´ utilizado indiretamente atrave´s de ∗p. Claramente p aponta
para i em d2. Desta forma o trecho de co´digo poderia ser mudado para:
d1: p = &i
d2: j = i
fazendo com que a instruc¸a˜o em d1 se torne co´digo morto, caso na˜o alcance mais nenhum
uso de p. Este tipo de transformac¸a˜o e´ realizada pelo Xingo´ com o aux´ılio de alias analysis.
Deve-se observar que so´ e´ seguro realizar tal alterac¸a˜o se, e somente se a varia´vel ponteiro
apontar para uma u´nica varia´vel no ponto sob ana´lise e na˜o existir a possibilidade dela
apontar para um lugar desconhecido ou para NULL.
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Algoritmo 4.5: Pointer Optimization
Entrada:
Informac¸a˜o de alias analysis
para cada instruc¸a˜o i do programa fac¸a
se i e´ da forma ∗p ← x ou x ← ∗p enta˜o
se, e somente se p aponta para uma u´nica varia´vel v enta˜o




O pseudo-co´digo apresentado, mostra em linhas gerais o me´todo utilizado pelo Xingo´
para realizar esta transformac¸a˜o de co´digo. Primeiro o algoritmo procura uma instruc¸a˜o
que realize uma escrita ou leitura na memo´ria, em seguida ele verifica se a varia´vel ponteiro
aponta para uma u´nica varia´vel e se na˜o existe a possibilidade do ponteiro ser NULL
ou apontar para um lugar desconhecido. Caso seja seguro, o algoritmo ira´ substituir a
refereˆncia a` memo´ria pela varia´vel para qual o ponteiro aponta. Esta transformac¸a˜o de
co´digo pode na˜o causar uma melhoria no tamanho do programa, todavia resulta em uma
melhoria no seu tempo de execuc¸a˜o.
4.2.4 Copy Propagation
Esta transformac¸a˜o de co´digo por si so´ na˜o causa nenhuma melhora no desempenho ou
no espac¸o ocupado pelo programa. Seu objetivo e´ otimizar o uso de varia´veis presentes
em instruc¸o˜es de co´pia. Uma instruc¸a˜o de co´pia e´ uma atribuic¸a˜o da forma a ← b. Copy
Propagation tenta transformar os usos de a em usos de b sempre que poss´ıvel, o que podera´
fazer com que a instruc¸a˜o de co´pia se torne co´digo morto e seja eliminida por dead code
elimination.
A Figura 4.13 mostra o funcionamento desta transformac¸a˜o de co´digo. Em (a) observa-
se que o bloco ba´sico B1 conte´m uma instruc¸a˜o de co´pia (b = a). Ainda em (a), os blocos
ba´sicos B2 e B3 fazem uso da varia´vel b. A varia´vel a na˜o foi definida entre a instruc¸a˜o de
co´pia em B1 e os usos de b em B2 e B3. Desta forma os usos de b podem ser substitu´ıdos
por usos de a, resultando no CFG apresentado na Figura 4.13 (b).
Se na˜o existir nenhum outro uso de b em nenhum outro ponto do programa, enta˜o a
instruc¸a˜o de co´pia em B1 se transformara´ em co´digo morto e podera´ ser eliminada.
Embora esta transformac¸a˜o parec¸a simples e semelhante a constant propagation, duas
condic¸o˜es devem ser obedecidas. Em instruc¸o˜es de co´pia c da forma b ← a, substitui-se o
uso de b pelo uso de a em todas as instruc¸o˜es s que satisfac¸am as seguintes condic¸o˜es:
1. A instruc¸a˜o de co´pia c e´ a u´nica definic¸a˜o que alcanc¸a o uso de b em s
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Figura 4.13: Exemplo de Copy Propagation
2. Em todos os caminhos de c ate´ s e que podem passar por s diversas vezes, mas na˜o
uma segunda vez por c, na˜o deve haver nenhuma definic¸a˜o da varia´vel a.
A condic¸a˜o 1 pode ser verificada atrave´s de UdChains, mas a condic¸a˜o 2 acaba levando
a um problema de data flow analysis, cujo objetivo e´ determinar quais co´pias esta˜o vivas
em que pontos do programa.
Para resolver este novo problema de DFA o Xingo´ inicialmente ira´ catalogar todas as
co´pias do programa, atribuindo a cada uma delas um nu´mero distinto. O segundo passo
e´ inicializar os conjunto c gen e c kill para cada bloco ba´sico, onde c gen corresponde as
co´pias que sa˜o geradas por um bloco ba´sico e c kill corresponde as co´pias que sa˜o mortas
por um bloco ba´sico.
A Figura 4.14 mostra o pseudo-co´digo do algoritmo empregado pelo Xingo´ para inici-
alizar os conjuntos c gen e c kill.
A func¸a˜o CopyId presente no algoritmo retorna o nu´mero a que uma co´pia esta´ as-
sociado. A func¸a˜o VarUsedCopy retorna todas as co´pias cuja varia´vel origem e´ igual a
varia´vel passada como paraˆmetro. Potenciais definic¸o˜es de varia´veis tambe´m matam as
co´pias que por acaso as usem ou definam. Tal estrate´gia e´ conservativa, na medida em
que um nu´mero menor de co´pias acaba sendo considerado como vivo em um determinado
ponto do programa, evitando que uma substituic¸a˜o indevida possa ocorrer.
Para descobrir quais co´pias esta˜o vivas na entrada de cada bloco ba´sico, o Xingo´
resolve o seguinte sistema de equac¸o˜es:
in[B] = ∩p∈predB out[P ]
out[B] = c gen[B] ∪ (in[B]− c kill[B])
Uma vez determinados os conjuntos in[B], o Xingo´ esta´ pronto para realizar as devidas
alterac¸o˜es. O pseudo-co´digo a seguir mostra o algoritmo utilizado pelo Xingo´ para realizar
copy propagation.
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para cada bloco ba´sico B fac¸a
c gen ← ∅
c kill ← ∅
para cada instruc¸a˜o i ∈ B fac¸a
se i e´ uma instruc¸a˜o de co´pia enta˜o
g2 ← CopyId(i)
fim
se i e´ uma definic¸a˜o enta˜o
v ← varia´vel definida por i
k2 ← VarUsedCopy(v)
para cada varia´vel vp que i potencialmente possa definir fac¸a
k2 ← k2 ∪ VarUsedCopy(vp)
fim
c gen[B] ← c gen[B] ∪ g2
c kill[B] ← c kill[B]− g2
c gen[B] ← c gen[B]− k2




Figura 4.14: Inicializac¸a˜o dos conjuntos c gen e c kill
Algoritmo 4.6: Copy Propagation
para cada bloco ba´sico B fac¸a
availCopy ← in[B]
para cada instruc¸a˜o i ∈ B fac¸a
para cada co´pia c ∈ availCopy fac¸a
se a varia´vel v definida em c e´ utilizada em i enta˜o
substitua em i a varia´vel v pela varia´vel usada em c
fim
fim
v ← varia´vel definida por i
availCopy ← availCopy - VarUsedCopy(v)
para cada varia´vel vp que i potencialmente possa definir fac¸a
availCopy ← availCopy - VarUsedCopy(vp)
fim
se i e´ uma instruc¸a˜o de co´pia enta˜o
availCopy ← availCopy ∪ CopyId(i)
u ← varia´vel usada em i
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Para cada bloco ba´sico do CFG o algoritmo obte´m as co´pias que esta˜o vivas na entrada
do mesmo e depois percorre todas as instruc¸o˜es do bloco. Para cada instruc¸a˜o ele verifica
se algum de seus operandos pode ser substitu´ıdo por alguma varia´vel que seja o operando
fonte de alguma co´pia que esteja viva no conjunto availCopy. Em caso afirmativo, a
devida substituic¸a˜o e´ realizada.
Depois que todas as tentativas de substituic¸a˜o foram realizadas, o algoritmo parte
agora para a atualizac¸a˜o do conjunto availCopy.
O algoritmo descobre quais as varia´veis que a instruc¸a˜o i define ou pode definir e
remove do conjunto availCopy todas as co´pias que envolvam tais varia´veis (usando ou
definindo). A seguir o algoritmo verifica se a instruc¸a˜o i e´ uma co´pia. Em caso afirmati-
vo, acrescenta i ao conjunto availCopy e atualiza o conjunto de informac¸o˜es consultadas
por VarUsedCopy, de forma que conste que i utiliza a varia´vel u. Esse procedimento
e´ necessa´rio, pois i pode ter sido modificada durante as tentativas de se realizar copy
propagation.
4.2.5 Global Common Subexpression Elimination
Esta transformac¸a˜o de co´digo tem como objetivo aumentar a velocidade de execuc¸a˜o do
programa, pois tenta eliminar a repetic¸a˜o de determinados tipos de computac¸a˜o reapro-
veitando resultados previamente calculados. Embora possa aumentar a velocidade de
execuc¸a˜o de um programa, essa transformac¸a˜o pode dificultar a alocac¸a˜o de registrado-
res, pois ela pode fazer com que algumas varia´veis tenham uma live range muito longa,
isto e´, permanec¸am vivas em um caminho muito longo no programa.
A Figura 4.15 apresenta um CFG que e´ a motivac¸a˜o para esta transformac¸a˜o. Em
(a) o bloco ba´sico B1 realiza a computac¸a˜o da expressa˜o 4 ∗ i duas vezes, sendo que
esta computac¸a˜o e´ novamente realizada no bloco ba´sico B2. No caminho em que 4 ∗ i e´
avaliada em B1 ate´ B2, a varia´vel i na˜o e´ definida nenhuma vez, desta forma 4 ∗ i sempre
ira´ produzir o mesmo resultado e e´ desta forma denominada common subexpression.
A Figura 4.15 (b) mostra como eliminar as diversas computac¸o˜es de 4∗i. Inicialmente a
primeira ocorreˆncia da expressa˜o e´ avaliada e atribu´ıda a uma nova varia´vel. A partir deste
ponto, cada nova avaliac¸a˜o da expressa˜o que e´ alcanc¸ada pela nova varia´vel e´ substitu´ıda
por um uso da mesma. Em (b), introduziu-se em B1 uma nova instruc¸a˜o t1 = 4 ∗ i, e
u = 4 ∗ i foi substitu´ıda por u = t1, o mesmo ocorrendo com j = 4 ∗ i que foi substitu´ıda




u = 4 * i
j = 4 * i





t1 = 4 * i
u= t1
j = t1
t = t1 p = u + j
(b)
Figura 4.15: Exemplo de Common Subexpression Elimination
por j = t1. Como a expressa˜o 4 ∗ i tambe´m estava dispon´ıvel em t = 4 ∗ i no bloco B2,
esta instruc¸a˜o tambe´m foi transformada, tornando-se t = t1.
Para realizar tais transformac¸o˜es em um CFG, o Xingo´ divide esta otimizac¸a˜o em
duas fases, uma local e outra global. A fase local elimina as subexpresso˜es comuns que
ocorrem em um mesmo bloco ba´sico e a fase global considera todos os blocos ba´sicos do
CFG no momento de eliminar tais expresso˜es. Essa divisa˜o e´ feita para que a fase global
encontre apenas uma ocorreˆncia da expressa˜o a ser otimizada dispon´ıvel em cada bloco
ba´sico, quando tiver que percorrer os predecessores de um dado bloco.
O pseudo-co´digo a seguir mostra o algoritmo empregado pelo Xingo´ para realizar a
fase local da eliminac¸a˜o das subexpresso˜es. A func¸a˜o AvailExps retorna quais sa˜o as
expresso˜es que esta˜o dispon´ıveis na instruc¸a˜o passada como paraˆmetro, enquanto que
a func¸a˜o ExpressionId retorna o nu´mero com que uma expressa˜o esta´ associada. O
algoritmo percorre todas as instruc¸o˜es ate´ encontrar uma expressa˜o. Se a expressa˜o estiver
em exps, ele verifica se existe alguma varia´vel t associada com a expressa˜o e encontrada.
Em caso afirmativo, ele substitui e por t, significando que houve uma substituic¸a˜o em
algum ponto anterior do bloco; se na˜o houver varia´vel associada a e, ele cria uma nova




para cada bloco ba´sico B fac¸a
exps ← ∅
para cada instruc¸a˜o i ∈ B fac¸a
exps ← exps ∩ AvailExps(i)
se i e´ uma expressa˜o enta˜o
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se a expressa˜o e em i ∈ exps enta˜o
se existe varia´vel t associada a e enta˜o
substitua a expressa˜o e por t na instruc¸a˜o i
sena˜o
crie uma nova varia´vel t
fac¸a t receber e
substitua a expressa˜o e por t na instruc¸a˜o i
associe t com a expressa˜o e
fim
sena˜o








para cada bloco ba´sico B fac¸a
exps ← in[B]
para cada instruc¸a˜o i ∈ B fac¸a
exps ← exps ∩ AvailExps(i)
se i e´ uma expressa˜o enta˜o
se a expressa˜o e em i ∈ exps e i ∈ in[B]enta˜o
encontre todas as expresso˜es e vindas dos predecessores de B
crie uma nova varia´vel t
fac¸a t receber e antes de cada expressa˜o encontrada
substitua e por t em cada expressa˜o encontrada





Se por acaso e na˜o pertence a exps, enta˜o o algoritmo simplesmente adiciona tal ex-
pressa˜o a esse conjunto. O algoritmo GlobalCSE mostra o pseudo-co´digo empregado pelo
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Xingo´ para realizar a eliminac¸a˜o das subexpresso˜es de forma global. Para cada bloco
ba´sico do programa, o algoritmo verifica quais as expresso˜es que esta˜o vivas na entrada
do bloco e percorre todas as instruc¸o˜es ate´ encontrar uma expressa˜o que esteja dispon´ıvel
na entrada do bloco ba´sico. Caso tal expressa˜o seja encontrada, ele percorre todos os
predecessores do bloco ba´sico ate´ encontrar a expressa˜o (ou expresso˜es) equivalente, cri-
ando enta˜o uma nova varia´vel t e atribui-lhe e, a seguir substitui e por t nas expresso˜es
encontradas.
4.2.6 PeepHole Optimization
Este tipo de transformac¸a˜o de co´digo se caracteriza por analisar pequenos trechos de
co´digo e realizar mudanc¸as pequenas e simples que em geral podem acabar melhorando o
desempenho do programa ou criar oportunidades para que transformac¸o˜es mais complexas
sejam realizadas.
No Xingo´ este tipo de transformac¸a˜o tem a func¸a˜o de eliminar varia´veis que na˜o sa˜o
mais empregadas e tentar fazer com que uma varia´vel que e´ usada somente uma vez ou
poucas vezes deixe de ser utilizada.
Para eliminar as varia´veis que na˜o sa˜o mais utilizadas, o Xingo´ simplesmente verifica
todas as varia´veis relativas a um CFG e verifica quais delas na˜o sa˜o usadas nem definidas
por nenhuma instruc¸a˜o. Esta verificac¸a˜o e´ feita com as func¸o˜es VarDefUses, VarPotUses,
VarDefDefs e VarPotDefs as quais esta˜o implementadas na classe CFGraphInfo.
A func¸a˜o VarDefUses retorna quais as instruc¸o˜es que utilizam de fato uma deter-
minada varia´vel, enquanto que a func¸a˜o VarPotUses retorna quais as instruc¸o˜es podem
potencialmente utilizar a varia´vel, isto e´, por meio de uma refereˆncia indireta atrave´s de
um ponteiro.
A func¸a˜o VarDefDefs retorna quais as instruc¸o˜es que definem de fato a varia´vel (defi-
nic¸a˜o na˜o-amb´ıgua), enquanto que a func¸a˜o VarPotDefs retorna quais as instruc¸o˜es que
podem pontencialmente definir a varia´vel, isto e´, por meio de uma refereˆncia indireta
atrave´s de um ponteiro.
Se a unia˜o dos conjuntos retornados pelas quatro func¸o˜es for vazia, isto significa que
a varia´vel na˜o e´ utilizada nem definida em nenhuma instruc¸a˜o e pode portanto ser elimi-
nada do CFG. Somente varia´veis locais e tempora´rias sa˜o eliminadas, varia´veis globais e
paraˆmetros na˜o sa˜o considerados.
A outra transformac¸a˜o considerada se refere a tentar fazer com que uma varia´vel
tempora´ria fique sem uso de modo que possa ser eliminada. A Figura 4.16 mostra a
primeira situac¸a˜o considerada e a transformac¸a˜o realizada.
O Xingo´ percorre o CFG procurando sequ¨eˆncias de instruc¸o˜es como a apresentada.
Quando uma sequ¨eˆncia como esta e´ encontrada, ele verifica se a varia´vel t e´ um tempora´rio.
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t ← b⊕ c
a ← t
⇓
a ← b⊕ c
t ← t
Figura 4.16: Eliminac¸a˜o do uso de tempora´rios
Em caso afirmativo ele verifica se a definic¸a˜o de t so´ atinge um u´nico uso, o qual esta´
na instruc¸a˜o seguinte. Se essa condic¸a˜o for verdadeira, enta˜o ele realiza a transformac¸a˜o
apresentada na Figura 4.16, criando assim uma instruc¸a˜o de co´pia que e´ co´digo morto e
sera´ eliminada por dead code elimination. Se a varia´vel t na˜o ocorrer em nenhum outro
ponto do programa, ela sera´ eliminada na pro´xima vez em que peephole for executada.
Caso a definic¸a˜o da varia´vel t alcance mais de um uso, o Xingo´ realiza outra transfor-
mac¸a˜o de co´digo, a qual e´ mostrada na Figura 4.17.
t ← b⊕ c
a ← t
⇓
a ← b⊕ c
t ← a
Figura 4.17: Alterac¸a˜o no uso de tempora´rios
Embora essa transformac¸a˜o na˜o fac¸a com que a instruc¸a˜o de co´pia se torne co´digo
morto de imediato, isso pode vir a ocorrer quando for realizado copy propagation e os usos
de t possam possivelmente ser substitu´ıdos por usos de a. No caso de a tambe´m ser um
tempora´rio essa transformac¸a˜o na˜o e´ realizada.
4.2.7 Code Motion
Esta transformac¸a˜o de co´digo tem como objetivo aumentar o desempenho do progra-
ma, pois ela verifica todos os loops existentes e move para fora dos mesmos todas as
computac¸o˜es que produzem sempre o mesmo resultado em cada iterac¸a˜o. Esse tipo de
computac¸a˜o recebe a denominac¸a˜o de coˆmputo lac¸o-invariante. A Figura 4.18 mostra um
exemplo onde uma computac¸a˜o lac¸o-invariante e´ detectada em um loop e movida para
fora do mesmo.
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v = i * 4
i = i + 1
t = 10
if (i<t) goto B1
B1
B2
B3 v = i * 4
i = i + 1




t = 10 B4
(a) (b)
Figura 4.18: Exemplo de Code Motion
Na Figura 4.18 (a) pode-se observar no bloco ba´sico B3 que a instruc¸a˜o t = 10 e´
lac¸o invariante, pois em cada iterac¸a˜o do lac¸o a varia´vel t sempre recebe o mesmo valor,
isto e´, 10. Desta forma ela pode ser movida para fora do mesmo. A Figura 4.18 (b)
mostra o CFG depois da transformac¸a˜o realizada. Um novo bloco ba´sico (B4) e´ criado
para receber todas as computac¸o˜es lac¸o-invariante que forem movidas para fora do loop e
recebe a denominac¸a˜o de Pre-Header. O Pre-Header deve ser inserido no CFG antes do
bloco de entrada do loop.
Para determinar quais sa˜o as instruc¸o˜es de um loop que sa˜o lac¸o-invariante, o Xingo´
utiliza o algoritmo apresentado a seguir:
Algoritmo 4.9: Detecc¸a˜o de Coˆmputos Lac¸o-Invariante
Entrada: Um lac¸o L consistindo em um conjunto de blocos ba´sicos.
Sa´ıda: As instruc¸o˜es em L que sa˜o lac¸o-invariantes.
Me´todo:
1. Marque como “invariante” todas as instruc¸o˜es cujos operandos sa˜o todos
constantes ou possuem todas as definic¸o˜es incidentes fora de L.
2. Repita o passo (3) ate´ que nenhuma instruc¸a˜o seja marcada como
lac¸o-invariante.
3. Marque como “invariante” todas as instruc¸o˜es na˜o previamente marcadas,
cujos operandos sa˜o todos constantes, possuem todas as definic¸o˜es incidentes
fora de L, ou que tenham exatamente uma definic¸a˜o incidente, e esta
definic¸a˜o esteja marcada como lac¸o-invariante.
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Uma vez que as computac¸o˜es lac¸o-invariante tenham sido identificadas, o Xingo´ esta´
pronto para moveˆ-las para o Pre-Header do loop. Para que uma computac¸a˜o lac¸o-
invariante possa ser movida para fora do loop ela tem que atender a quatro quesitos:
1. O bloco ba´sico contendo a sentenc¸a lac¸o-invariante deve dominar todos os no´s de
sa´ıda do loop, onde um no´ de sa´ıda e´ aquele que possui um sucessor que na˜o pertence
ao loop.
2. Se uma sentenc¸a lac¸o-invariante i define uma varia´vel v, na˜o deve existir no loop
outra instruc¸a˜o que tambe´m defina v.
3. Se uma sentenc¸a lac¸o-invariante i define uma varia´vel v, enta˜o todos os usos de v
no loop somente podem ser alcanc¸ados por i.
4. Se uma sentenc¸a lac¸o-invariante i define uma varia´vel v, enta˜o o bloco ba´sico con-
tendo i deve dominar todos os blocos ba´sicos do loop que conteˆm instruc¸o˜es fazendo
uso de v.
Para verificar cada uma das quatro condic¸o˜es, o Xingo´ utiliza basicamente informac¸a˜o
sobre dominadores e informac¸a˜o de reaching definitions. Uma vez que uma computac¸a˜o
lac¸o-invariante tenha passado em todos os quesitos, o Xingo´ a move para o Pre-Header
do loop.
4.2.8 Strength Reduction
Em muitas arquiteturas a multiplicac¸a˜o e´ uma operac¸a˜o mais cara do que a adic¸a˜o, por isso
e´ mais vantajoso substituir multiplicac¸o˜es por adic¸o˜es sempre que poss´ıvel. Muitos loops
sa˜o indexados por varia´veis, as quais sa˜o utilizadas para controlar a quantidade de vezes
que o mesmo e´ executado, e na˜o raro tais varia´veis, chamadas de varia´veis de induc¸a˜o, sa˜o
usadas em alguma computac¸a˜o interna ao loop sob a forma de uma multiplicac¸a˜o. Como
a varia´vel de induc¸a˜o e´ em geral incrementada ou decrementada por uma constante, seus
valores formam uma progressa˜o aritme´tica e desta forma pode ser poss´ıvel transformar
as multiplicac¸o˜es, que utilizam a varia´vel de induc¸a˜o do loop como um operando, em
operac¸o˜es de adic¸a˜o. Tal transformac¸a˜o e´ chamada de strength reduction.
As varia´veis de induc¸a˜o sa˜o divididas em dois conjuntos. O primeiro conjunto com-
preende as varia´veis que sa˜o incrementadas ou decrementadas por uma constante. Uma
varia´vel que pertenc¸a a este conjunto recebe a denominac¸a˜o de varia´vel de induc¸a˜o ba´sica.
O segundo conjunto compreende as varia´veis definidas no loop, cujo valor e´ uma func¸a˜o
linear de uma varia´vel de induc¸a˜o ba´sica. Elas sa˜o chamadas de varia´veis de induc¸a˜o.
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O primeiro passo para se realizar strength reduction e´ detectar as varia´veis de induc¸a˜o
que esta˜o presentes em um loop. O pseudo-co´digo a seguir mostra o algoritmo ba´sico
utilizado pelo Xingo´ para encontra´-las:
Algoritmo 4.10: Detecc¸a˜o de Varia´veis de Induc¸a˜o
Entrada: Um lac¸o L consistindo em um conjunto de blocos ba´sicos
Sa´ıda: Um conjunto de varia´veis j e uma tripla da forma (i,d,c) associada a cada
varia´vel de induc¸a˜o, onde i e´ uma varia´vel de induc¸a˜o ba´sica e c e d sa˜o
constantes, tal que o valor de j e´ dado por j ← d ∗ i + c.
para cada bloco ba´sico B em L fac¸a
para cada instruc¸a˜o i em B fac¸a
se i e´ da forma a ← a± c, onde c e´ constante, enta˜o
crie a tripla (a,1,0) e a associe a a




para cada bloco ba´sico B em L fac¸a
para cada instruc¸a˜o i em B fac¸a
se i e´ da forma k ← b ∗ j ± e, onde b e e sa˜o constantes enta˜o
se j e´ uma varia´vel de induc¸a˜o ba´sica enta˜o
crie a tripla (j,b,e) e a associe a k
sena˜o
sendo (a,d,c) a tripla associada a j, enta˜o:
(1) na˜o deve haver definic¸a˜o de a entre a u´ltima
definic¸a˜o de j e a definic¸a˜o de k.
(2) nenhuma definic¸a˜o de j fora de L atinge k.
se as condic¸o˜es (1) e (2) forem verdadeiras enta˜o






O algoritmo procura em primeiro lugar as varia´veis de induc¸a˜o ba´sicas e associa a
cada uma delas a tripla (a,1,0), onde a e´ a varia´vel de induc¸a˜o ba´sica. Uma vez que todas
as varia´veis de induc¸a˜o ba´sicas tenham sido encontradas, o algoritmo vai agora procurar
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as varia´veis que sa˜o uma func¸a˜o linear de alguma outra varia´vel de induc¸a˜o. As triplas
associadas a cada uma das varia´veis de induc¸a˜o sa˜o utilizadas para se saber quais sa˜o
os coeficientes da func¸a˜o linear que da˜o o valor de uma varia´vel de induc¸a˜o em func¸a˜o
de uma varia´vel de induc¸a˜o ba´sica. Desta forma cada varia´vel de induc¸a˜o esta´ associada
a uma varia´vel de induc¸a˜o ba´sica. Tal tripla sera´ utilizada para tornar as varia´veis de
induc¸a˜o independentes das varia´veis de induc¸a˜o ba´sicas.
Uma vez que todas as varia´veis de induc¸a˜o tenham sido encontradas, o Xingo´ parte
agora para a transformac¸a˜o do co´digo. O pseudo-co´digo a seguir mostra o algoritmo do
Xingo´ para realizar strength reduction.
Algoritmo 4.11: Strength Reduction
Entrada: Um lac¸o L consistindo em um conjunto de blocos ba´sicos
e as varia´veis de induc¸a˜o
para cada varia´vel de induc¸a˜o na˜o-ba´sica j fac¸a
crie uma nova varia´vel s
associe s a j
substitua cada definic¸a˜o de j em L por j ← s
fim
se L na˜o tiver Pre-Header enta˜o
crie um Pre-Header para L e insira-o no CFG
fim
para cada varia´vel de induc¸a˜o ba´sica a fac¸a
depois de cada definic¸a˜o de a da forma a ← a± n em L fac¸a
para cada tripla da forma (a,d,c) que na˜o esteja associada a a fac¸a
j ← varia´vel associada a tripla
s ← varia´vel associada a j
crie uma nova instruc¸a˜o da forma s ← s + d ∗ n




Em um primeiro momento, o algoritmo cria uma nova varia´vel s para cada varia´vel de
induc¸a˜o na˜o ba´sica j. Essa nova varia´vel sera´ utilizada para tornar j independente de sua
varia´vel de induc¸a˜o ba´sica associada. Cada definic¸a˜o de j no lac¸o L e´ transformada em
uma atribuic¸a˜o da forma j ← s, tornando assim j independente da varia´vel de induc¸a˜o
ba´sica a qual esteja associada.
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Em um segundo momento, o algoritmo verifica todas as varia´veis de induc¸a˜o ba´sicas
a e insere depois de cada definic¸a˜o da mesma instruc¸o˜es da forma s ← s + d ∗ n, para
cada varia´vel de induc¸a˜o j na˜o-ba´sica que tenha o seu valor dependente de a. Tambe´m
para cada varia´vel s associada a uma varia´vel j, o algoritmo insere a inicializac¸a˜o do valor
de s antes do in´ıcio da execuc¸a˜o do loop. A inicializac¸a˜o de s e´ uma instruc¸a˜o da forma
s ← s + d ∗ n, a qual e´ adicionada ao fim do Pre-Header de L.
Com isso, o u´nico uso de cada varia´vel de induc¸a˜o ba´sica sera´ provavelmente apenas
controlar o nu´mero de vezes que L sera´ executado.
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Cap´ıtulo 5
Resultados Experimentais
No momento em que esta dissertac¸a˜o foi escrita (marc¸o de 2004), o Xingo´ possu´ıa um
total de oito otimizac¸o˜es de co´digo implementadas e a gerac¸a˜o do co´digo C a partir da
XIR estava funcionando para uma quantidade razoa´vel de programas.
Os testes de gerac¸a˜o do co´digo C foram feitos utilizando-se basicamente treˆs bench-
marks: Mediabench, SPEC e NullStone.
O benchmark NullStone (www.nullstone.com) realiza uma se´rie de testes com o objeti-
vo de avaliar o desempenho e a corretude do compilador. O NullStone e´ reconhecido como
o melhor benchmark de compiladores de produc¸a˜o do mundo e foi adquirido com o apoio
do projeto FAPESP 00/15083-9. A gerac¸a˜o de co´digo C foi bem sucedida em 6581 de
um total de 6611 testes realizados pelo NullStone. Nestes testes nenhuma otimizac¸a˜o foi
aplicada aos programas de entrada. Com a aplicac¸a˜o de otimizac¸a˜o, a gerac¸a˜o de co´digo
C foi bem sucedida em 6497 de um total de 6611 testes realizados. Por gerac¸a˜o de co´digo
bem sucedida, entende-se a correta compilac¸a˜o e execuc¸a˜o do co´digo C gerado pelo Xingo´.
Os benchmarks Mediabench e SPEC foram utilizados em conjunto, com o objetivo de
avaliar a corretude do co´digo C gerado pelo Xingo´. No presente momento a gerac¸a˜o de
co´digo C foi bem sucedida para os programas adpcm, epic, g721, bzip2, gzip, mcf, twolf.
Tais programas foram testados sem a aplicac¸a˜o de otimizac¸o˜es. No presente momento
esses programas ainda na˜o foram avaliados com a aplicac¸a˜o de otimizac¸o˜es. Outros pro-
gramas pertencentes a estes dois benchmarks ainda esta˜o sendo avaliados. Um problema
enfrentado na utilizac¸a˜o do Mediabench e do SPEC e´ que nem todos os programas sa˜o
aceitos pelo LCC, front-end do Xingo´. Uma vez que um programa na˜o passe pelo LCC,
o Xingo´ na˜o tem como compila´-lo.
O compilador Xingo´ esta´ em constante desenvolvimento, pois tem como objetivo de
longo prazo alcanc¸ar um desempenho igual ou superior ao compilador GCC, no que se
refere a otimizac¸a˜o de co´digo, bem como no nu´mero de programas aceitos. Para isto, as
otimizac¸o˜es atualmente implementadas esta˜o sendo comparadas com as equivalentes no
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GCC, para a realizac¸a˜o dos devidos ajustes; tambe´m esta˜o sendo introduzidas modifi-
cac¸o˜es no LCC de modo que ele reconhec¸a como corretos uma gama maior de programas
de entrada.
Visando melhor expor os experimentos realizados, apresenta-se a seguir todos os passos
da otimizac¸a˜o e gerac¸a˜o do co´digo C pelo Xingo´ para um programa exemplo. O programa
exemplo e´ apresentado na Figura 5.1. Tal programa corresponde ao co´digo fonte do
algoritmo de ordenac¸a˜o QuickSort. O mesmo foi escolhido por ser pequeno e por permitir
demonstrar as diversas otimizac¸o˜es do Xingo´.
Depois que o arquivo e´ pre´-processado e analisado pelo LCC, ele e´ convertido para a
XIR. Apo´s a conversa˜o o Xingo´ constro´i o CFG para cada func¸a˜o do programa, tornando
poss´ıvel a gerac¸a˜o de co´digo C.
A Figura 5.2 mostra o co´digo C gerado pelo Xingo´ para a func¸a˜o partition, que faz
parte do QuickSort. Essa func¸a˜o sera´ utilizada para ilustrar todo o processo de otimizac¸a˜o
do Xingo´, pois conte´m uma diversidade maior de estruturas em relac¸a˜o a`s demais func¸o˜es.
A Figura 5.2 mostra o co´digo gerado sem a aplicac¸a˜o de nenhuma otimizac¸a˜o. Este co´digo
apresenta uma grande quantidade de varia´veis tempora´rias e uma grande quantidade de
instruc¸o˜es, as quais empregam diversos passos para realizar computac¸o˜es simples. A falta
de qualidade do programa da Figura 5.2 e´ resultante da conversa˜o dos DAGs do LCC
para a XIR.
O processo de otimizac¸a˜o da func¸a˜o partition ocorreu em 18 etapas, que sa˜o apre-
sentadas a seguir. As diversas transformac¸o˜es realizadas pelas otimizac¸o˜es podem ser
visualizadas nas Figuras 5.3 ate´ 5.20, permitindo assim a inspec¸a˜o de cada alterac¸a˜o
realizada no co´digo C.
Os programas das Figuras 5.2 e 5.20 foram compilados utilizando-se o GCC e os seus
tempos foram comparados de modo a se observar os efeitos da aplicac¸a˜o das otimizac¸o˜es.
O programa da Figura 5.2 levou aproximadamente 30 segundos para executar 10000000
de vezes em um computador Pentium Celeron 1.2 GHz com 256MB de memo´ria RAM.
O programa da Figura 5.20 levou aproximadamente 17 segundos para executar 10000000
de vezes no mesmo computador. A aplicac¸a˜o das otimizac¸o˜es resultou em um speep-up
de aproximadamente 43% no tempo de execuc¸a˜o do programa.
As sec¸o˜es seguintes apresentam agora cada etapa empregada para otimizar o programa
exemplo.
5.1 Etapa 1: Pointer Optimization
A primeira otimizac¸a˜o realizada pelo Xingo´ e´ pointer optimization. Esta otimizac¸a˜o ten-
tara´ eliminar refereˆncias indiretas a` varia´veis. A Figura 5.3 mostra o co´digo C gerado
pelo Xingo´ apo´s esta otimizac¸a˜o. As instruc¸o˜es marcadas com o sinal  foram alteradas
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em relac¸a˜o a` Figura 5.2.
A primeira instruc¸a˜o do bloco ba´sico B1 da Figura 5.2, e´ t2 = &a. Essa instruc¸a˜o faz
com que t2 aponte somente para a, na˜o podendo apontar para nenhuma outra posic¸a˜o
de memo´ria. A varia´vel t2 e´ utilizada na instruc¸a˜o seguinte: t3 = ∗((int∗∗) t2). Nesta
instruc¸a˜o o valor de a esta´ sendo lido indiretamente atrave´s da varia´vel t2, mas t2 aponta
somente para a, enta˜o tal instruc¸a˜o e´ transformada em t3 = ((void∗)a), como pode ser
visto no bloco ba´sico B1 da Figura 5.3.
Situac¸a˜o semelhante ocorre para as demais instruc¸o˜es da Figura 5.2 que lidam com
ponteiros. Assim a instruc¸a˜o t10 = ∗((int∗∗) t9) transformou-se em t10 = ((void∗)a),
pois t9 tambe´m aponta somente para a. Todas as alterac¸o˜es podem ser observadas na
Figura 5.3.
5.2 Etapa 2: Copy Propagation
A pro´xima otimizac¸a˜o aplicada pelo Xingo´ e´ copy propagation, que tem o seu resultado
mostrado na Figura 5.4. Novamente o sinal  indica quais instruc¸o˜es foram alteradas em
relac¸a˜o a figura anterior (5.3).
Esta otimizac¸a˜o de co´digo vai localizar todas as instruc¸o˜es de co´pia e tentar fazer com
que a varia´vel fonte seja utilizada no lugar da varia´vel destino nas instruc¸o˜es subsequ¨entes.
No bloco ba´sico B1 da Figura 5.3, a instruc¸a˜o de co´pia t3 = ((void∗)a) foi encontrada,
fazendo com que a instruc¸a˜o a = ((void∗) t3) se transformasse em a = ((void∗)a) na
Figura 5.4. Ainda no bloco ba´sico B1 da Figura 5.3, a instruc¸a˜o de co´pia t10 = ((void∗)a)
fez com que a instruc¸a˜o t11 = t8+((void∗) t10) se transformasse em t11 = ((void∗)a)+
t8 na Figura 5.4.
A instruc¸a˜o de co´pia i = t27 presente no bloco ba´sico B4 da Figura 5.3 fez com
que a varia´vel t27 fosse propagada para diversos blocos ba´sicos, afetando instruc¸o˜es nos
blocos B5, B8 e B12 da Figura 5.4, a qual apresenta todas as alterac¸o˜es causadas por copy
propagation.
5.3 Etapa 3: Constant Propagation
Esta otimizac¸a˜o vai tentar substituir usos de varia´veis por constantes sempre que poss´ıvel.
O primeiro passo e´ localizar as instruc¸o˜es de co´pia onde o operando fonte e´ uma constante.
No bloco ba´sico B1 da Figura 5.4 a instruc¸a˜o t7 = 2 e´ a primeira localizada, fazendo com
que o uso de t7 em t8 = p << t7 seja substitu´ıdo pela constante 2, transformando essa
instruc¸a˜o em t8 = p << 2, como pode ser visto na Figura 5.5.
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Essa otimizac¸a˜o e´ bem simples e seus efeitos se restringiram a n´ıvel de bloco ba´sico
para o exemplo apresentado. Todas as alterac¸o˜es podem ser observadas na Figura 5.5.
5.4 Etapa 4: Dead Code Elimination
Depois da realizac¸a˜o de pointer optimization, copy propagation e constant propagation e´
bem prova´vel que algumas instruc¸o˜es se tornem sem efeito, ou seja, realizam computac¸o˜es
que na˜o sera˜o utilizadas em nenhum ponto do programa e portanto podem ser eliminadas.
A transformac¸a˜o responsa´vel por eliminar esse tipo de computac¸a˜o e´ a otimizac¸a˜o dead
code elimination.
A Figura 5.6 mostra o co´digo C apo´s a realizac¸a˜o de dead code elimination. Observa-
se que diversas instruc¸o˜es presentes na Figura 5.5 foram eliminadas. O bloco ba´sico B1
teve o seu nu´mero de instruc¸o˜es reduzido de 21 para 9, e o bloco ba´sico B12 de 33 para
13; ou seja, cada um desses blocos teve mais da metade de suas instruc¸o˜es removidas.
O programa como um todo passou de 93 para 44 instruc¸o˜es, uma otimizac¸a˜o de espac¸o
maior que 50%
Todas as definic¸o˜es de varia´veis que na˜o alcanc¸avam nenhum uso, mesmo que potencial,
foram eliminadas por esta transformac¸a˜o de co´digo. A instruc¸a˜o t2 = &a presente no
bloco ba´sico B1 da Figura 5.5 ilustra esse fato. Nenhuma instruc¸a˜o do programa utiliza a
varia´vel t2 como um operando, bem como na˜o existe nenhum ponteiro que possa apontar
para t2 em algum ponto do programa, desta forma essa instruc¸a˜o esta´ computando um
valor que nunca sera´ utilizado e foi removida na Figura 5.6.
5.5 Etapa 5: Common Subexpression Elimination
Esta etapa do processo de otimizac¸a˜o procura localizar e eliminar as subexpresso˜es comuns
que por ventura possam existir no programa. Como dito no Cap´ıtulo 4, esta transformac¸a˜o
de co´digo e´ realizada em duas fases, uma local a n´ıvel de bloco ba´sico e outra global em
todo o CFG.
A Figura 5.6 apresenta as subexpresso˜es comuns t42 << 2 e t27 << 2. A fase
local vai otimizar primeiro o bloco ba´sico B12, que e´ o u´nico que conte´m mais de uma
subexpressa˜o dispon´ıvel internamente. As instruc¸o˜es t66 = t27 << 2 e t85 = t27 << 2
sa˜o subexpresso˜es comuns e a varia´vel t27 na˜o e´ definida entre elas. A otimizac¸a˜o criou
enta˜o uma nova varia´vel, t5 e criou a instruc¸a˜o t5 = t27 << 2 e transformou t66 =
t27 << 2 em t66 = t5, e t85 = t5. Essas alterac¸o˜es podem ser visualizadas na Figura
5.7.
Ainda no bloco ba´sico B12 da Figura 5.6, as instruc¸o˜es t76 = t42 << 2 e t94 =
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t42 << 2 tambe´m sa˜o subexpresso˜es comuns e t42 na˜o e´ definida entre a avaliac¸a˜o
das mesmas. A fase local de common subexpression elimination criou uma nova varia´vel
t13 e a instruc¸a˜o t13 = t42 << 2, substituindo t76 = t42 << 2 por t76 = t13, e
t94 = t42 << 2 por t94 = t13.
A fase global vai descobrir que a nova instruc¸a˜o t13 = t42 << 2 no bloco ba´sico
B12 e a instruc¸a˜o t47 = t42 << 2 no bloco ba´sico B7 sa˜o subexpresso˜es comuns e t42
na˜o e´ definida entre ambas. Desta forma uma nova varia´vel t14 e´ criada. A instruc¸a˜o
t14 = t42 << 2 e´ criada e inserida em B7, a instruc¸a˜o t47 = t42 << 2 e´ transformada
em t47 = t14 e a instruc¸a˜o t13 = t42 << 2 em B12 e´ transformada em t13 = t14.
A Figura 5.7 mostra o co´digo C gerado depois que as fases local e global de common
subexpression elimination sa˜o realizadas no programa.
5.6 Etapa 6: PeepHole Optimization
Esta otimizac¸a˜o basicamente tenta eliminar varia´veis que na˜o sa˜o utilizadas e tenta fazer
com que outras varia´veis fiquem sem uso. A Figura 5.8 mostra o co´digo C depois da
realizac¸a˜o desta otimizac¸a˜o. A diminuic¸a˜o na quantidade de varia´veis locais e´ evidente.
O total passou de 78 (Figura 5.7) para 43 (Figura 5.8) varia´veis locais.
As varia´veis removidas na˜o estavam presentes em nenhuma instruc¸a˜o, seja como ope-
rando de alguma operac¸a˜o, seja como varia´vel destino de alguma atribuic¸a˜o. Refereˆncias
por meio de ponteiros tambe´m devem ser consideradas, e no caso destas varia´veis, nenhum
ponteiro apontava ou podia apontar para as mesmas.
Em um segundo momento, peephole optimization vai tentar fazer com que outras
varia´veis fiquem sem uso para posteriormente poderem ser removidas. Para isso um grupo
de duas instruc¸o˜es e´ analisado por vez. No bloco ba´sico B1 da Figura 5.7 as instruc¸o˜es
t17 = p − 1 e i = t17 foram selecionadas para otimizac¸a˜o. Pelo fato da varia´vel t17
so´ ser usada em uma u´nica instruc¸a˜o e na˜o ter usos potenciais, peephole optimization
transformou estas duas instruc¸o˜es em i = p − 1 e t17 = t17 respectivamente, como
mostra a Figura 5.8. Transformac¸a˜o semelhante ocorre com as instruc¸o˜es t22 = r + 1
e j = t22 no bloco ba´sico B1. Essa transformac¸a˜o ale´m de fazer com que uma varia´vel
fique sem outros usos no programa, cria uma instruc¸a˜o que e´ co´digo morto, o qual sera´
removido por dead code elimination posteriormente.
No bloco ba´sico B4 da Figura 5.7 as instruc¸o˜es t27 = i+1 e i = t27 foram selecionadas
para otimizac¸a˜o. Ao contra´rio do caso anterior, a varia´vel t27 possui diversos usos ao
longo do programa (blocos B5, B8 e B12), desta forma uma transformac¸a˜o diferente e´
realizada, transformando estas instruc¸o˜es em i = i+1 e t27 = i respectivamente. Embora
t27 ainda contenha diversos usos ao longo do programa, a realizac¸a˜o de copy propagation
pode substituir os mesmos pela varia´vel i tornando t27 candidata a eliminac¸a˜o. Uma
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transformac¸a˜o semelhante a esta e´ realizada no bloco ba´sico B6 com as instruc¸o˜es t42 =
j − 1 e j = t42.
5.7 Etapa 7: Dead Code Elimination
A pro´xima otimizac¸a˜o aplicada pelo Xingo´ e´ code motion, que na˜o realizou nenhuma
modificac¸a˜o no co´digo e por isso o co´digo C resultante e´ o mesmo que o anterior. A
otimizac¸a˜o seguinte e´ dead code elimination, que novamente vai eliminar as instruc¸o˜es
que realizam computac¸o˜es que na˜o alcanc¸am nenhum uso definido ou potencial.
O programa otimizado e´ apresentado na Figura 5.9, onde somente duas instruc¸o˜es
( t17 = t17 e t22= t22) foram removidas do bloco ba´sico B1 e o restante do programa
permaneceu inalterado.
5.8 Etapa 8: Copy Propagation
A pro´xima otimizac¸a˜o aplicada pelo Xingo´ e´ strength reduction, que na˜o realizou nenhuma
modificac¸a˜o nas instruc¸o˜es do programa, mas inseriu um Pre-Header para cada lac¸o do
mesmo. O co´digo C para esta otimizac¸a˜o na˜o e´ mostrado, pois a inserc¸a˜o de cada Pre-
Header pode ser visualizada na Figura 5.10.
Depois que strength reduction e´ aplicada, toda a sequ¨eˆncia de otimizac¸o˜es foi realizada.
O Xingo´ verifica se alguma delas modificou o programa e em caso afirmativo todo o ciclo
e´ reiniciado. Neste ponto, com excec¸a˜o de code motion, todas as outras otimizac¸o˜es
realizaram transformac¸o˜es no programa, por isso todo o ciclo e´ reiniciado.
A primeira otimizac¸a˜o e´ novamente pointer optimization, mas ela na˜o realiza nenhuma
alterac¸a˜o no co´digo do programa, por isso o co´digo C apo´s a sua realizac¸a˜o tambe´m na˜o
sera´ mostrado. A pro´xima otimizac¸a˜o e´ copy propagation e o resultado de sua aplicac¸a˜o
e´ mostrado na Figura 5.10.
A instruc¸a˜o de co´pia t27 = i presente no bloco ba´sico B4 na Figura 5.9 (bloco ba´sico
B6 na Figura 5.10), faz com que os usos de t27 ao longo do programa, que sa˜o alcanc¸ados
pela instruc¸a˜o de co´pia, sejam substitu´ıdos por usos de i, o que possivelmente tornara´ a
varia´vel t27 sem nenhum uso, fazendo com que a mesma seja candidata a eliminac¸a˜o
por peephole optimization, justificando assim a transformac¸a˜o realizada na etapa 6 do
processo de otimizac¸a˜o.
A instruc¸a˜o de co´pia t3 = ((void∗)a) no bloco ba´sico B1, fara´ com que os usos de
t3 alcanc¸ados pela co´pia, sejam substitu´ıdos por usos de a (quando poss´ıvel), tornado
possivelmente t3 tambe´m candidata a eliminac¸a˜o por peephole optimization.
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Todas as alterac¸o˜es realizadas por copy propagation podem ser visualizadas na Figura
5.10.
5.9 Etapa 9: Dead Code Elimination
A pro´xima otimizac¸a˜o aplicada pelo Xingo´ e´ constant propagation, que na˜o causa nenhuma
alterac¸a˜o no co´digo, e por isso na˜o e´ mostrado o co´digo C depois de sua aplicac¸a˜o. O
Xingo´ parte enta˜o para a realizac¸a˜o da pro´xima otimizac¸a˜o, que e´ dead code elimination.
Nesta nova execuc¸a˜o, sera˜o removidas instruc¸o˜es dos blocos ba´sicos B1, B6, B9, B10
e B15 que se tornaram sem efeito depois da realizac¸a˜o de copy propagation. O programa
resultante e´ apresentado na Figura 5.11.
5.10 Etapa 10: Common Subexpression Elimination
A aplicac¸a˜o das outras otimizac¸o˜es fez com que novas subexpresso˜es comuns aparecessem,
permitindo assim a aplicac¸a˜o desta otimizac¸a˜o.
A fase local vai agir sobre o bloco ba´sico B15. Em um primeiro momento as instruc¸o˜es
t69 = ((void∗)a)+ t5 e t88 = ((void∗)a)+ t5 da Figura 5.11 sa˜o selecionadas para otimi-
zac¸a˜o. Uma nova varia´vel chamada t9 e´ criada e a instruc¸a˜o t9 = ((void∗)a)+ t5) e´ adi-
cionada ao bloco ba´sico. A instruc¸a˜o t69 = ((void∗)a) + t5 se torna t69 = ((void∗) t9)
e a instruc¸a˜o t88 = ((void∗)a) + t5 se torna t88 = ((void∗) t9). As alterac¸o˜es podem
ser visualizadas na Figura 5.12.
Transformac¸a˜o semelhante ocorre com as instruc¸o˜es t79 = ((void∗)a) + t14 e t97 =
((void∗)a) + t14. Depois da fase local, a fase global e´ executada e neste exemplo em
particular a subexpressa˜o ((void∗)a)+ t14) presente no bloco B10 na˜o foi otimizada com
a mesma expressa˜o do bloco B15, em virtude de alterac¸o˜es na informac¸a˜o de data-flow
analysis, causadas pelas otimizac¸o˜es da fase local.
5.11 Etapa 11: PeepHole Optimization
Esta nova execuc¸a˜o de peephole optimization simplesmente ira´ remover as varia´veis que
se tornaram sem uso devido a aplicac¸a˜o de outras otimizac¸o˜es. Nenhuma instruc¸a˜o e´
alterada neste ponto do processo de otimizac¸a˜o.
A Figura 5.13 mostra o co´digo C gerado apo´s a aplicac¸a˜o desta otimizac¸a˜o. O total
de varia´veis locais passou de 45 (Figura 5.12) para 26.
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5.12 Etapa 12: Copy Propagation
As demais otimizac¸o˜es em sequ¨eˆncia (code motion, dead code elimination e strength reduc-
tion) na˜o causam nenhuma alterac¸a˜o no programa, por isso o co´digo C para as mesmas
na˜o sera´ mostrado.
Neste ponto o Xingo´ verifica se alguma otimizac¸a˜o modificou o programa, e pelo fato
do programa ter sido alterado, uma nova iterac¸a˜o e´ realizada, fazendo com que todas as
otimizac¸o˜es sejam executadas novamente.
A primeira otimizac¸a˜o a ser executada e´ pointer optimization, que novamente na˜o rea-
liza nenhuma alterac¸a˜o no co´digo do programa. A pro´xima otimizac¸a˜o e´ copy propagation.
As u´nicas alterac¸o˜es causadas por esta otimizac¸a˜o se limitam ao bloco ba´sico B15.
A instruc¸a˜o de co´pia t69 = ((void∗) t9) faz com que a instruc¸a˜o subsequ¨ente t70 =
∗((int∗) t69) (Figura 5.13) seja transformada em t70 = ∗((int∗) t9) (Figura 5.14).
No mesmo bloco ba´sico, a instruc¸a˜o de co´pia t79 = ((void∗) t10) faz com que a
instruc¸a˜o subsequ¨ente t80 = ∗((int∗) t79) (Figura 5.13) seja transformada em t80 =
∗((int∗) t10) (Figura 5.14).
A Figura 5.14 mostra o programa depois que as duas transformac¸o˜es sa˜o realizadas.
5.13 Etapa 13: Dead Code Elimination
A pro´xima otimizac¸a˜o apo´s copy propagation e´ constant propagation, mas neste ponto do
processo de otimizac¸a˜o, nenhuma alterac¸a˜o e´ causada por esta transformac¸a˜o de co´digo.
A otimizac¸a˜o seguinte e´ dead code elimination, que novamente ira´ remover instruc¸o˜es
que na˜o causam nenhum efeito no programa. As alterac¸o˜es se restringem ao bloco ba´sico
B15. As instruc¸o˜es t69 = ((void∗) t9) e t79 = ((void∗) t10) (Figura 5.14) sa˜o as u´nicas
a serem removidas. O programa ja´ otimizado e´ apresentado na Figura 5.15.
5.14 Etapa 14: Common Subexpression Elimination
Esta terceira execuc¸a˜o de common subexpression elimination vai novamente tentar eli-
minar as subexpresso˜es comuns. Na u´ltima execuc¸a˜o de tal otimizac¸a˜o, a subexpressa˜o
comum ((void∗)a) + t14 presente nos blocos ba´sicos B10 e B15 (Figura 5.15) na˜o foi
detectada, mas nesta nova tentativa tal expressa˜o e´ eliminada.
A varia´vel t3 e´ criada e a instruc¸a˜o t3 = ((void∗)a)+ t14 e´ adicionada ao bloco ba´sico
B10. A instruc¸a˜o t50 = ((void∗)a)+ t14 e´ transformada em t50 = ((void∗) t3). No bloco
ba´sico B15, a instruc¸a˜o t10 = ((void∗)a) + t14 e´ transformada em t10 = ((void∗) t3).
Como nenhuma outra subexpressa˜o comum e´ detectada no programa, a otimizac¸a˜o
chega ao seu fim. O co´digo final resultante da transformac¸a˜o e´ mostrado na Figura 5.16.
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5.15 Etapa 15: PeepHole Optimization
Novamente a transformac¸a˜o de co´digo peephole optimization, vai simplesmente remover
varia´veis locais que na˜o sa˜o mais utilizadas.
A Figura 5.17 mostra o co´digo final. Neste ponto o total de varia´veis locais passou de
28 (Figura 5.16) para 20.
5.16 Etapa 16: Copy Propagation
As pro´ximas otimizac¸o˜es sa˜o na sequ¨encia code motion, dead code elimination e strength
reduction, as quais na˜o causam nenhuma alterac¸a˜o no co´digo do programa.
Novamente mais uma iterac¸a˜o e´ conclu´ıda e o Xingo´ verifica se ocorreu alguma alte-
rac¸a˜o no co´digo do programa. Como o programa foi alterado nesta iterac¸a˜o do loop, toda
a sequ¨eˆncia de otimizac¸o˜es e´ realizada novamente. A primeira e´ pointer optimization, que
na˜o realiza nenhuma alterac¸a˜o no programa, desde que foi executada pela primeira vez.
A otimizac¸a˜o seguinte e´ copy propagation, que realiza alterac¸o˜es nos blocos B7, B10
e B15. Em B7 a instruc¸a˜o de co´pia t32 = t2 faz com que a instruc¸a˜o subsequ¨ente
t35 = ((void∗)a + t32 (Figura 5.17) se transforme em t35 = ((void∗)a + t2. No bloco
ba´sico B10 a instruc¸a˜o de co´pia t50 = ((void∗) t3) faz com que a instruc¸a˜o subsequ¨ente
t51 = ∗((int∗) t50) (Figura 5.17) se transforme em t51 = ∗((int∗) t3). No bloco ba´sico
B15, a instruc¸a˜o de co´pia t5 = t2 faz com que a instruc¸a˜o t9 = ((void∗)a)+ t5 (Figura
5.17) se transforme em t9 = ((void∗)a) + t2. Ainda neste bloco, a instruc¸a˜o de co´pia
t10 = ((void∗) t3) faz com que as instruc¸o˜es t80 = ∗((int∗) t10) e t97 = ((void∗) t10)
(ambas na Figura 5.17) se transformem em t80 = ∗((int∗) t3) e t97 = ((void∗) t3)
respectivamente.
O co´digo final resultante desta aplicac¸a˜o de copy propagation e´ mostrado na Figura
5.18.
5.17 Etapa 17: Dead Code Elimination
Na sequ¨eˆncia a copy propagation, a otimizac¸a˜o constant propagation e´ aplicada, mas na˜o
surte qualquer efeito no programa, desta forma a pro´xima otimizac¸a˜o e´ invocada.
A transformac¸a˜o aplicada agora e´ dead code elimination que simplesmente vai remover
as instruc¸o˜es de co´pia dos blocos ba´sicos B7, B10 e B15, pois a u´ltima aplicac¸a˜o de copy
propagation fez com que as mesmas se tornassem instruc¸o˜es desnecessa´rias.
Desta forma a instruc¸a˜o t32 = t2 e´ removida de B7, a instruc¸a˜o t50 = ((void∗) t3) e´
removida de B10 e a instruc¸a˜o t5 = t2 e´ removida de B15. O co´digo final e´ apresentado
na Figura 5.19.
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5.18 Etapa 18: PeepHole Optimization
Finalmente, a otimizac¸a˜o seguinte a dead code elimination e´ a transformac¸a˜o de co´digo
common subexpression elimination, que nesta etapa do processo de otimizac¸a˜o na˜o causa
nenhum efeito no programa.
A pro´xima otimizac¸a˜o a ser aplicada e´ peephole optimization, que novamente elimina
varia´veis locais que na˜o sa˜o mais utilizadas. A Figura 5.20 mostra o co´digo depois da
aplicac¸a˜o desta otimizac¸a˜o. O total de varia´veis passou de 20 para 16.
As otimizac¸o˜es seguintes a esta sa˜o executadas, mas nenhuma delas causa qualquer
alterac¸a˜o no programa. Como nesta iterac¸a˜o o programa foi alterado, o Xingo´ executa
novamente todas as otimizac¸o˜es, mas nesta nova rodada de execuc¸a˜o, nenhuma alterac¸a˜o
e´ realizada no programa e o processo de otimizac¸a˜o chega ao seu fim. Desta forma o
programa da Figura 5.20 representa o resultado final do processo de otimizac¸a˜o iniciado
no programa da Figura 5.2.
Este cap´ıtulo apresentou todo o processo de otimizac¸a˜o, bem como a gerac¸a˜o do co´digo
C a cada transformac¸a˜o realizada, para uma func¸a˜o partition do programa exemplo. O
co´digo fonte original e´ mostrado na Figura 5.1 e a Figura 5.20 mostra o co´digo C depois
de aplicadas todas as otimizac¸o˜es. Como citado anteriormente, as otimizac¸o˜es resultaram
em um speed-up de 43% no tempo de execuc¸a˜o do programa.
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#include<stdio.h>
#include<stdlib.h>
int vetor[ ] = {10, 6, 7, 2, 8, 5, 4, 1, 3, 9};
int partition(int a[ ], int p, int r)
{
int x = a[p];
int i = p-1;







































Figura 5.1: Programa exemplo: QuickSort
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int partition(int∗ a,int p,int r) H:
{ goto B1; t67 = &a;
B1: t68 = ∗((int∗∗) t67);
int t30; t2 = &a; t69 = t66 + ((void∗) t68 );
int t31; t3 = ∗((int∗∗) t2); t70 = ∗((int∗) t69);
int t32; t4 = &a; aux = t70;
int t25; ∗((int∗∗) t4) = t3; t73 = j;
int t17; t6 = p; t75 = l1;
int t20; t7 = 2; t76 = t73<< t75;
void∗ t50; t8 = t6<< t7; t77 = &a;
void∗ t49; t9 = &a; t78 = ∗((int∗∗) t77);
void∗ t48; t10 = ∗((int∗∗) t9); t79 = t76 + ((void∗) t78 );
int t47; t11 = t8 + ((void∗) t10 ); t80 = ∗((int∗) t79);
void∗ t9; t12 = ∗((int∗) t11); t82 = i;
void∗ t10; x = t12; t84 = l1;
void∗ t11; t15 = p; t85 = t82<< t84;
int t12; t16 = 1; t86 = &a;
int t40; t17 = t15 - t16; t87 = ∗((int∗∗) t86);
int t41; i = t17; t88 = t85 + ((void∗) t87 );
int t42; t20 = r; ∗((int∗) t88) = t80;
void∗ t33; t21 = 1; t90 = aux;
void∗ t34; t22 = t20 + t21; t92 = j;
void∗ t35; j = t22; t93 = 2;
int t36; goto B2; t94 = t92<< t93;
void∗ t68; B2: t95 = &a;
void∗ t67; goto B3; t96 = ∗((int∗∗) t95);
int t66; B3: t97 = t94 + ((void∗) t96 );
int t65; goto B4; ∗((int∗) t97) = t90;
int t26; B4: goto B2;
int t27; t25 = i; END:
int t60; t26 = 1; ;
int t59; t27 = t25 + t26; }
int t53; i = t27;
int t51; goto B5;
int t46; B5:
int t45; t30 = i;
int t80; t31 = 2;
void∗ t79; t32 = t30<< t31;
void∗ t78; t33 = &a;
void∗ t77; t34 = ∗((int∗∗) t33);
int t38; t35 = t32 + ((void∗) t34 );
int t70; t36 = ∗((int∗) t35);
void∗ t69; t38 = x;
int t63; if( t36< t38 ) goto B4;
int t98; B6:
void∗ t97; t40 = j;
int t57; t41 = 1;
int t55; t42 = t40 - t41;
int t92; j = t42;
int t90; goto B7;
int t84; B7:
int t82; t45 = j;
int t76; t46 = 2;
int t75; t47 = t45<< t46;
int t73; t48 = &a;
int l1; t49 = ∗((int∗∗) t48);
void∗ t2; t50 = t47 + ((void∗) t49 );
void∗ t3; t51 = ∗((int∗) t50);
void∗ t4; t53 = x;
void∗ t96; if( t51> t53 ) goto B6;
void∗ t95; B8:
int t94; t55 = i;
int t93; t57 = j;
int t21; if( t55< t57 ) goto B12;
int t22; B9:
void∗ t88; t59 = j;
void∗ t87; return t59;
void∗ t86; goto B10;
int t85; B10:
int t15; goto T;
int t16; T:
int t6; goto END;
int t7; B12:
int t8; t60 = 2;
int j; l1 = t60;
int i; t63 = i;
int x; t65 = l1;
int aux; t66 = t63<< t65;
Figura 5.2: Co´digo C gerado para a func¸a˜o partition
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int partition(int∗ a,int p,int r) H: t66 = t63 << t65;
{ goto B1; t67 = &a;
B1:  t68 = ((void∗) a );
int t30; t2 = &a; t69 = t66 + ((void∗) t68 );
int t31;  t3 = ((void∗) a ); t70 = ∗((int∗) t69);
int t32; t4 = &a; aux = t70;
int t25; a = ((void∗) t3 ); t73 = j;
int t17; t6 = p; t75 = l1;
int t20; t7 = 2; t76 = t73 << t75;
void∗ t50; t8 = t6 << t7; t77 = &a;
void∗ t49; t9 = &a;  t78 = ((void∗) a );
void∗ t48;  t10 = ((void∗) a ); t79 = t76 + ((void∗) t78 );
int t47; t11 = t8 + ((void∗) t10 ); t80 = ∗((int∗) t79);
void∗ t9; t12 = ∗((int∗) t11); t82 = i;
void∗ t10; x = t12; t84 = l1;
void∗ t11; t15 = p; t85 = t82 << t84;
int t12; t16 = 1; t86 = &a;
int t40; t17 = t15 - t16;  t87 = ((void∗) a );
int t41; i = t17; t88 = t85 + ((void∗) t87 );
int t42; t20 = r; ∗((int∗) t88) = t80;
void∗ t33; t21 = 1; t90 = aux;
void∗ t34; t22 = t20 + t21; t92 = j;
void∗ t35; j = t22; t93 = 2;
int t36; goto B2; t94 = t92 << t93;
void∗ t68; B2: t95 = &a;
void∗ t67; goto B3;  t96 = ((void∗) a );
int t66; B3: t97 = t94 + ((void∗) t96 );
int t65; goto B4; ∗((int∗) t97) = t90;
int t26; B4: goto B2;
int t27; t25 = i; END:
int t60; t26 = 1; ;
int t59; t27 = t25 + t26; }
int t53; i = t27;
int t51; goto B5;
int t46; B5:
int t45; t30 = i;
int t80; t31 = 2;
void∗ t79; t32 = t30 << t31;
void∗ t78; t33 = &a;
void∗ t77;  t34 = ((void∗) a );
int t38; t35 = t32 + ((void∗) t34 );
int t70; t36 = ∗((int∗) t35);
void∗ t69; t38 = x;
int t63; if( t36< t38 ) goto B4;
int t98; B6:
void∗ t97; t40 = j;
int t57; t41 = 1;
int t55; t42 = t40 - t41;
int t92; j = t42;
int t90; goto B7;
int t84; B7:
int t76; t45 = j;
int t75; t46 = 2;
int t73; t47 = t45 << t46;
int l1; t48 = &a;
void∗ t2;  t49 = ((void∗) a );
void∗ t3; t50 = t47 + ((void∗) t49 );
void∗ t4; t51 = ∗((int∗) t50);
void∗ t96; t53 = x;
void∗ t95; if( t51> t53 ) goto B6;
int t94; B8:
int t93; t55 = i;
int t21; t57 = j;
int t22; if( t55< t57 ) goto B12;
void∗ t88; B9:
void∗ t87; t59 = j;
void∗ t86; return t59;
int t85; goto B10;
int t15; B10:
int t16; goto T;
int t6; T:
int t7; goto END;
int t8; B12:
int j; t60 = 2;
int i; l1 = t60;
int x; t63 = i;
int aux; t65 = l1;
Figura 5.3: Co´digo C apo´s a realizac¸a˜o de Pointer Optimization
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int partition(int∗ a,int p,int r) H: t67 = &a;
{ goto B1;  t68 = ((void∗) t3 );
B1:  t69 = ((void∗) t3 ) + t66;
int t30; t2 = &a; t70 = ∗((int∗) t69);
int t31; t3 = ((void∗) a ); aux = t70;
int t32; t4 = &a;  t73 = t42;
int t25; a = ((void∗) a );  t75 = t60;
int t17; t6 = p;  t76 = t42 << t60;
int t20; t7 = 2; t77 = &a;
void∗ t50; t8 = p << t7;  t78 = ((void∗) t3 );
void∗ t49; t9 = &a;  t79 = ((void∗) t3 ) + t76;
void∗ t48; t10 = ((void∗) a ); t80 = ∗((int∗) t79);
int t47;  t11 = ((void∗) a ) + t8;  t82 = t27;
void∗ t9; t12 = ∗((int∗) t11);  t84 = t60;
void∗ t10; x = t12;  t85 = t27 << t60;
void∗ t11; t15 = p; t86 = &a;
int t12; t16 = 1;  t87 = ((void∗) t3 );
int t40;  t17 = p - t16;  t88 = ((void∗) t3 ) + t85;
int t41; i = t17; ∗((int∗) t88) = t80;
int t42; t20 = r;  t90 = t70;
void∗ t33; t21 = 1;  t92 = t42;
void∗ t34;  t22 = r + t21; t93 = 2;
void∗ t35; j = t22;  t94 = t42 << t93;
int t36; goto B2; t95 = &a;
void∗ t68; B2:  t96 = ((void∗) t3 );
void∗ t67; goto B3;  t97 = ((void∗) t3 ) + t94;
int t66; B3: ∗((int∗) t97) = t70;
int t65; goto B4; goto B2;
int t26; B4: END:
int t27; t25 = i; ;
int t60; t26 = 1; }
int t59;  t27 = i + t26;
int t53; i = t27;
int t51; goto B5;
int t46; B5:
int t45;  t30 = t27;
int t80; t31 = 2;
void∗ t79;  t32 = t27 << t31;
void∗ t78; t33 = &a;
void∗ t77;  t34 = ((void∗) t3 );
int t38;  t35 = ((void∗) t3 ) + t32;
int t70; t36 = ∗((int∗) t35);
void∗ t69;  t38 = t12;
int t63; if( t36< t12 ) goto B4;
int t98; B6:
void∗ t97; t40 = j;
int t57; t41 = 1;
int t55;  t42 = j - t41;
int t92; j = t42;
int t90; goto B7;
int t84; B7:
int t82;  t45 = t42;
int t76; t46 = 2;
int t75;  t47 = t42 << t46;
int t73; t48 = &a;
int l1;  t49 = ((void∗) t3 );
void∗ t2;  t50 = ((void∗) t3 ) + t47;
void∗ t3; t51 = ∗((int∗) t50);
void∗ t4;  t53 = t12;
void∗ t96; if( t51> t12 ) goto B6;
void∗ t95; B8:
int t94;  t55 = t27;
int t93;  t57 = t42;
int t21; if( t27< t42 ) goto B12;
int t22; B9:
void∗ t88;  t59 = t42;
void∗ t87; return t42;
void∗ t86; goto B10;
int t85; B10:
int t15; goto T;
int t16; T:
int t6; goto END;
int t7; B12:
int t8; t60 = 2;
int j; l1 = t60;
int i;  t63 = t27;
int x;  t65 = t60;
int aux;  t66 = t27 << t60;
Figura 5.4: Co´digo C apo´s a realizac¸a˜o de Copy Propagation
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int partition(int∗ a,int p,int r) H: t67 = &a;
{ goto B1; t68 = ((void∗) t3 );
B1: t69 = ((void∗) t3 ) + t66;
int t30; t2 = &a; t70 = ∗((int∗) t69);
int t31; t3 = ((void∗) a ); aux = t70;
int t32; t4 = &a; t73 = t42;
int t25; a = ((void∗) a );  t75 = 2;
int t17; t6 = p;  t76 = t42 << 2;
int t20; t7 = 2; t77 = &a;
void∗ t50;  t8 = p << 2; t78 = ((void∗) t3 );
void∗ t49; t9 = &a; t79 = ((void∗) t3 ) + t76;
void∗ t48; t10 = ((void∗) a ); t80 = ∗((int∗) t79);
int t47; t11 = ((void∗) a ) + t8; t82 = t27;
void∗ t9; t12 = ∗((int∗) t11);  t84 = 2;
void∗ t10; x = t12;  t85 = t27 << 2;
void∗ t11; t15 = p; t86 = &a;
int t12; t16 = 1; t87 = ((void∗) t3 );
int t40;  t17 = p - 1; t88 = ((void∗) t3 ) + t85;
int t41; i = t17; ∗((int∗) t88) = t80;
int t42; t20 = r; t90 = t70;
void∗ t33; t21 = 1; t92 = t42;
void∗ t34;  t22 = r + 1; t93 = 2;
void∗ t35; j = t22;  t94 = t42 << 2;
int t36; goto B2; t95 = &a;
void∗ t68; B2: t96 = ((void∗) t3 );
void∗ t67; goto B3; t97 = ((void∗) t3 ) + t94;
int t66; B3: ∗((int∗) t97) = t70;
int t65; goto B4; goto B2;
int t26; B4: END:
int t27; t25 = i; ;
int t60; t26 = 1; }
int t59;  t27 = i + 1;
int t53; i = t27;
int t51; goto B5;
int t46; B5:
int t45; t30 = t27;
int t80; t31 = 2;
void∗ t79;  t32 = t27 << 2;
void∗ t78; t33 = &a;
void∗ t77; t34 = ((void∗) t3 );
int t38; t35 = ((void∗) t3 ) + t32;
int t70; t36 = ∗((int∗) t35);
void∗ t69; t38 = t12;
int t63; if( t36< t12 ) goto B4;
int t98; B6:
void∗ t97; t40 = j;
int t57; t41 = 1;
int t55;  t42 = j - 1;
int t92; j = t42;
int t90; goto B7;
int t84; B7:
int t82; t45 = t42;
int t76; t46 = 2;
int t75;  t47 = t42 << 2;
int t73; t48 = &a;
int l1; t49 = ((void∗) t3 );
void∗ t2; t50 = ((void∗) t3 ) + t47;
void∗ t3; t51 = ∗((int∗) t50);
void∗ t4; t53 = t12;
void∗ t96; if( t51> t12 ) goto B6;
void∗ t95; B8:
int t94; t55 = t27;
int t93; t57 = t42;
int t21; if( t27< t42 ) goto B12;
int t22; B9:
void∗ t88; t59 = t42;
void∗ t87; return t42;
void∗ t86; goto B10;
int t85; B10:
int t15; goto T;
int t16; T:
int t6; goto END;
int t7; B12:
int t8; t60 = 2;
int j;  l1 = 2;
int i; t63 = t27;
int x;  t65 = 2;
int aux;  t66 = t27 << 2;
Figura 5.5: Co´digo C apo´s a realizac¸a˜o de Constant Propagation
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t30; t3 = ((void∗) a );
int t31; t8 = p<<2;
int t32; t11 = ((void∗) a ) + t8;
int t25; t12 = ∗((int∗) t11);
int t17; t17 = p - 1;
int t20; i = t17;
void∗ t50; t22 = r + 1;
void∗ t49; j = t22;
void∗ t48; goto B2;
int t47; B2:
void∗ t9; goto B3;
void∗ t10; B3:
void∗ t11; goto B4;
int t12; B4:
int t40; t27 = i + 1;
int t41; i = t27;
int t42; goto B5;
void∗ t33; B5:
void∗ t34; t32 = t27<<2;
void∗ t35; t35 = ((void∗) t3 ) + t32;
int t36; t36 = ∗((int∗) t35);
void∗ t68; if( t36< t12 ) goto B4;
void∗ t67; B6:
int t66; t42 = j - 1;
int t65; j = t42;
int t26; goto B7;
int t27; B7:
int t60; t47 = t42<<2;
int t59; t50 = ((void∗) t3 ) + t47;
int t53; t51 = ∗((int∗) t50);
int t51; if( t51> t12 ) goto B6;
int t46; B8:
int t45; if( t27< t42 ) goto B12;
int t80; B9:
void∗ t79; return t42;
void∗ t78; goto B10;
void∗ t77; B10:
int t38; goto T;
int t70; T:
void∗ t69; goto END;
int t63; B12:
int t98; t66 = t27<<2;
void∗ t97; t69 = ((void∗) t3 ) + t66;
int t57; t70 = ∗((int∗) t69);
int t55; t76 = t42<<2;
int t92; t79 = ((void∗) t3 ) + t76;
int t90; t80 = ∗((int∗) t79);
int t84; t85 = t27<<2;
int t82; t88 = ((void∗) t3 ) + t85;
int t76; ∗((int∗) t88) = t80;
int t75; t94 = t42<<2;
int t73; t97 = ((void∗) t3 ) + t94;
int l1; ∗((int∗) t97) = t70;






















Figura 5.6: Co´digo C apo´s a realizac¸a˜o de Dead Code Elimination
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int t32; t3 = ((void∗) a );
int t25; t8 = p<<2;
int t17; t11 = ((void∗) a ) + t8;
int t20; t12 = ∗((int∗) t11);
void∗ t50; t17 = p - 1;
void∗ t49; i = t17;
void∗ t48; t22 = r + 1;
int t47; j = t22;
void∗ t9; goto B2;
void∗ t10; B2:
void∗ t11; goto B3;
int t12; B3:
int t40; goto B4;
int t41; B4:
int t42; t27 = i + 1;
void∗ t33; i = t27;
void∗ t34; goto B5;
void∗ t35; B5:
int t36; t32 = t27<<2;
void∗ t68; t35 = ((void∗) t3 ) + t32;
void∗ t67; t36 = ∗((int∗) t35);
int t66; if( t36< t12 ) goto B4;
int t65; B6:
int t26; t42 = j - 1;
int t27; j = t42;
int t5; goto B7;
int t60; B7:
int t59;  t14 = t42<<2;
int t53;  t47 = t14;
int t51; t50 = ((void∗) t3 ) + t47;
int t46; t51 = ∗((int∗) t50);
int t45; if( t51> t12 ) goto B6;
int t80; B8:
void∗ t79; if( t27< t42 ) goto B12;
void∗ t78; B9:
void∗ t77; return t42;
int t38; goto B10;
int t70; B10:
void∗ t69; goto T;
int t14; T:
int t13; goto END;
int t63; B12:
int t98;  t5 = t27<<2;
void∗ t97;  t66 = t5;
int t57; t69 = ((void∗) t3 ) + t66;
int t55; t70 = ∗((int∗) t69);
int t92;  t13 = t14;
int t90;  t76 = t13;
int t84; t79 = ((void∗) t3 ) + t76;
int t82; t80 = ∗((int∗) t79);
int t76;  t85 = t5;
int t75; t88 = ((void∗) t3 ) + t85;
int t73; ∗((int∗) t88) = t80;
int l1;  t94 = t13;
void∗ t2; t97 = ((void∗) t3 ) + t94;
void∗ t3; ∗((int∗) t97) = t70;




















Figura 5.7: Co´digo C apo´s a realizac¸a˜o de Common Subexpression Elimination
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t32; t3 = ((void∗) a );
int t17; t8 = p<<2;
void∗ t50; t11 = ((void∗) a ) + t8;
int t47; t12 = ∗((int∗) t11);
void∗ t11; i = p - 1;
int t12;  t17 = t17;
int t42; j = r + 1;
void∗ t35;  t22 = t22;
int t36; goto B2;
int t66; B2:
int t27; goto B3;
int t5; B3:
int t51; goto B4;
int t80; B4:
void∗ t79; i = i + 1;
int t70;  t27 = i;
void∗ t69; goto B5;
int t14; B5:
int t13; t32 = t27<<2;
void∗ t97; t35 = ((void∗) t3 ) + t32;
int t76; t36 = ∗((int∗) t35);
void∗ t2; if( t36< t12 ) goto B4;
void∗ t3; B6:
void∗ t4; j = j - 1;
void∗ t96;  t42 = j;
void∗ t95; goto B7;
int t94; B7:
int t93; t14 = t42<<2;
int t21; t47 = t14;
int t22; t50 = ((void∗) t3 ) + t47;
void∗ t88; t51 = ∗((int∗) t50);
void∗ t87; if( t51> t12 ) goto B6;
void∗ t86; B8:
int t85; if( t27< t42 ) goto B12;
int t15; B9:
int t16; return t42;
int t6; goto B10;
int t7; B10:
int t8; goto T;
int j; T:
int i; goto END;
int x; B12:
int aux; t5 = t27<<2;
t66 = t5;
t69 = ((void∗) t3 ) + t66;
t70 = ∗((int∗) t69);
t13 = t14;
t76 = t13;
t79 = ((void∗) t3 ) + t76;
t80 = ∗((int∗) t79);
t85 = t5;
t88 = ((void∗) t3 ) + t85;
∗((int∗) t88) = t80;
t94 = t13;
t97 = ((void∗) t3 ) + t94;





Figura 5.8: Co´digo C apo´s a realizac¸a˜o de PeepHole Optimization
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t32; t3 = ((void∗) a );
int t17; t8 = p<<2;
void∗ t50; t11 = ((void∗) a ) + t8;
int t47; t12 = ∗((int∗) t11);
void∗ t11; i = p - 1;
int t12; j = r + 1;
int t42; goto B2;
void∗ t35; B2:
int t36; goto B3;
int t66; B3:
int t27; goto B4;
int t5; B4:
int t51; i = i + 1;
int t80; t27 = i;
void∗ t79; goto B5;
int t70; B5:
void∗ t69; t32 = t27<<2;
int t14; t35 = ((void∗) t3 ) + t32;
int t13; t36 = ∗((int∗) t35);
void∗ t97; if( t36< t12 ) goto B4;
int t76; B6:
void∗ t2; j = j - 1;
void∗ t3; t42 = j;
void∗ t4; goto B7;
void∗ t96; B7:
void∗ t95; t14 = t42<<2;
int t94; t47 = t14;
int t93; t50 = ((void∗) t3 ) + t47;
int t21; t51 = ∗((int∗) t50);
int t22; if( t51> t12 ) goto B6;
void∗ t88; B8:
void∗ t87; if( t27< t42 ) goto B12;
void∗ t86; B9:
int t85; return t42;
int t15; goto B10;
int t16; B10:
int t6; goto T;
int t7; T:
int t8; goto END;
int j; B12:
int i; t5 = t27<<2;
int x; t66 = t5;
int aux; t69 = ((void∗) t3 ) + t66;
t70 = ∗((int∗) t69);
t13 = t14;
t76 = t13;
t79 = ((void∗) t3 ) + t76;
t80 = ∗((int∗) t79);
t85 = t5;
t88 = ((void∗) t3 ) + t85;
∗((int∗) t88) = t80;
t94 = t13;
t97 = ((void∗) t3 ) + t94;





Figura 5.9: Co´digo C apo´s a realizac¸a˜o de Dead Code Elimination
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t32; t3 = ((void∗) a );
int t17; t8 = p<<2;
void∗ t50; t11 = ((void∗) a ) + t8;
int t47; t12 = ∗((int∗) t11);
void∗ t11; i = p - 1;
int t12; j = r + 1;
int t42; goto B2;
void∗ t35; B2:
int t36; goto B3;
int t66; B3:
int t27; goto B4;
int t5; B4:
int t51; goto B5;
int t80; B5:
void∗ t79; goto B6;
int t70; B6:
void∗ t69; i = i + 1;
int t14; t27 = i;
int t13; goto B7;
void∗ t97; B7:
int t76;  t32 = i<<2;
void∗ t2;  t35 = ((void∗) a ) + t32;
void∗ t3; t36 = ∗((int∗) t35);
void∗ t4; if( t36< t12 ) goto B6;
void∗ t96; B8:
void∗ t95; goto B9;
int t94; B9:
int t93; j = j - 1;
int t21; t42 = j;
int t22; goto B10;
void∗ t88; B10:
void∗ t87;  t14 = j<<2;
void∗ t86; t47 = t14;
int t85;  t50 = ((void∗) a ) + t14;
int t15; t51 = ∗((int∗) t50);
int t16; if( t51> t12 ) goto B9;
int t6; B11:
int t7; if( i<j ) goto B15;
int t8; B12:
int j; return j;
int i; goto B13;
int x; B13:




 t5 = i<<2;
t66 = t5;
 t69 = ((void∗) a ) + t5;
t70 = ∗((int∗) t69);
t13 = t14;
 t76 = t14;
 t79 = ((void∗) a ) + t14;
t80 = ∗((int∗) t79);
t85 = t5;
 t88 = ((void∗) a ) + t5;
∗((int∗) t88) = t80;
 t94 = t14;
 t97 = ((void∗) a ) + t14;
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t32; t8 = p<<2;
int t17; t11 = ((void∗) a ) + t8;
void∗ t50; t12 = ∗((int∗) t11);
int t47; i = p - 1;
void∗ t11; j = r + 1;
int t12; goto B2;
int t42; B2:
void∗ t35; goto B3;
int t36; B3:
int t66; goto B4;
int t27; B4:
int t5; goto B5;
int t51; B5:
int t80; goto B6;
void∗ t79; B6:
int t70; i = i + 1;
void∗ t69; goto B7;
int t14; B7:
int t13; t32 = i<<2;
void∗ t97; t35 = ((void∗) a ) + t32;
int t76; t36 = ∗((int∗) t35);
void∗ t2; if( t36< t12 ) goto B6;
void∗ t3; B8:
void∗ t4; goto B9;
void∗ t96; B9:
void∗ t95; j = j - 1;
int t94; goto B10;
int t93; B10:
int t21; t14 = j<<2;
int t22; t50 = ((void∗) a ) + t14;
void∗ t88; t51 = ∗((int∗) t50);
void∗ t87; if( t51> t12 ) goto B9;
void∗ t86; B11:
int t85; if( i<j ) goto B15;
int t15; B12:
int t16; return j;
int t6; goto B13;
int t7; B13:
int t8; goto T;
int j; T:
int i; goto END;
int x; B15:
int aux; t5 = i<<2;
t69 = ((void∗) a ) + t5;
t70 = ∗((int∗) t69);
t79 = ((void∗) a ) + t14;
t80 = ∗((int∗) t79);
t88 = ((void∗) a ) + t5;
∗((int∗) t88) = t80;
t97 = ((void∗) a ) + t14;





Figura 5.11: Co´digo C apo´s a realizac¸a˜o de Dead Code Elimination
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t32; t8 = p<<2;
int t17; t11 = ((void∗) a ) + t8;
void∗ t50; t12 = ∗((int∗) t11);
int t47; i = p - 1;
void∗ t11; j = r + 1;
int t12; goto B2;
int t42; B2:
void∗ t35; goto B3;
int t36; B3:
int t66; goto B4;
int t27; B4:
int t5; goto B5;
int t51; B5:
int t80; goto B6;
void∗ t79; B6:
int t70; i = i + 1;
void∗ t69; goto B7;
int t14; B7:
int t13; t32 = i<<2;
void∗ t97; t35 = ((void∗) a ) + t32;
int t76; t36 = ∗((int∗) t35);
void∗ t2; if( t36< t12 ) goto B6;
void∗ t3; B8:
void∗ t4; goto B9;
void∗ t10; B9:
void∗ t9; j = j - 1;
void∗ t96; goto B10;
void∗ t95; B10:
int t94; t14 = j<<2;
int t93; t50 = ((void∗) a ) + t14;
int t21; t51 = ∗((int∗) t50);
int t22; if( t51> t12 ) goto B9;
void∗ t88; B11:
void∗ t87; if( i<j ) goto B15;
void∗ t86; B12:
int t85; return j;
int t15; goto B13;
int t16; B13:
int t6; goto T;
int t7; T:
int t8; goto END;
int j; B15:
int i; t5 = i<<2;
int x;  t9 = ((void∗) a ) + t5;
int aux;  t69 = ((void∗) t9 );
t70 = ∗((int∗) t69);
 t10 = ((void∗) a ) + t14;
 t79 = ((void∗) t10 );
t80 = ∗((int∗) t79);
 t88 = ((void∗) t9 );
∗((int∗) t88) = t80;
 t97 = ((void∗) t10 );
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t32; t8 = p<<2;
void∗ t50; t11 = ((void∗) a ) + t8;
void∗ t11; t12 = ∗((int∗) t11);
int t12; i = p - 1;
void∗ t35; j = r + 1;
int t36; goto B2;
int t5; B2:
int t51; goto B3;
int t80; B3:
void∗ t79; goto B4;
int t70; B4:
void∗ t69; goto B5;
int t14; B5:
void∗ t97; goto B6;
void∗ t10; B6:
void∗ t9; i = i + 1;
void∗ t88; goto B7;
int t15; B7:
int t16; t32 = i<<2;
int t6; t35 = ((void∗) a ) + t32;
int t7; t36 = ∗((int∗) t35);
int t8; if( t36< t12 ) goto B6;
int j; B8:
int i; goto B9;
int x; B9:




t50 = ((void∗) a ) + t14;
t51 = ∗((int∗) t50);
if( t51> t12 ) goto B9;
B11:










t9 = ((void∗) a ) + t5;
t69 = ((void∗) t9 );
t70 = ∗((int∗) t69);
t10 = ((void∗) a ) + t14;
t79 = ((void∗) t10 );
t80 = ∗((int∗) t79);
t88 = ((void∗) t9 );
∗((int∗) t88) = t80;
t97 = ((void∗) t10 );





Figura 5.13: Co´digo C apo´s a realizac¸a˜o de PeepHole Optimization
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t32; t8 = p<<2;
void∗ t50; t11 = ((void∗) a ) + t8;
void∗ t11; t12 = ∗((int∗) t11);
int t12; i = p - 1;
void∗ t35; j = r + 1;
int t36; goto B2;
int t5; B2:
int t51; goto B3;
int t80; B3:
void∗ t79; goto B4;
int t70; B4:
void∗ t69; goto B5;
int t14; B5:
void∗ t97; goto B6;
void∗ t10; B6:
void∗ t9; i = i + 1;
void∗ t88; goto B7;
int t15; B7:
int t16; t32 = i<<2;
int t6; t35 = ((void∗) a ) + t32;
int t7; t36 = ∗((int∗) t35);
int t8; if( t36< t12 ) goto B6;
int j; B8:
int i; goto B9;
int x; B9:




t50 = ((void∗) a ) + t14;
t51 = ∗((int∗) t50);
if( t51> t12 ) goto B9;
B11:










t9 = ((void∗) a ) + t5;
t69 = ((void∗) t9 );
 t70 = ∗((int∗) t9);
t10 = ((void∗) a ) + t14;
t79 = ((void∗) t10 );
 t80 = ∗((int∗) t10);
t88 = ((void∗) t9 );
∗((int∗) t88) = t80;
t97 = ((void∗) t10 );
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t32; t8 = p<<2;
void∗ t50; t11 = ((void∗) a ) + t8;
void∗ t11; t12 = ∗((int∗) t11);
int t12; i = p - 1;
void∗ t35; j = r + 1;
int t36; goto B2;
int t5; B2:
int t51; goto B3;
int t80; B3:
void∗ t79; goto B4;
int t70; B4:
void∗ t69; goto B5;
int t14; B5:
void∗ t97; goto B6;
void∗ t10; B6:
void∗ t9; i = i + 1;
void∗ t88; goto B7;
int t15; B7:
int t16; t32 = i<<2;
int t6; t35 = ((void∗) a ) + t32;
int t7; t36 = ∗((int∗) t35);
int t8; if( t36< t12 ) goto B6;
int j; B8:
int i; goto B9;
int x; B9:




t50 = ((void∗) a ) + t14;
t51 = ∗((int∗) t50);
if( t51> t12 ) goto B9;
B11:










t9 = ((void∗) a ) + t5;
t70 = ∗((int∗) t9);
t10 = ((void∗) a ) + t14;
t80 = ∗((int∗) t10);
t88 = ((void∗) t9 );
∗((int∗) t88) = t80;
t97 = ((void∗) t10 );
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int partition(int∗ a,int p,int r) H:
{ goto B1;
B1:
int t32; t8 = p<<2;
void∗ t50; t11 = ((void∗) a ) + t8;
void∗ t11; t12 = ∗((int∗) t11);
int t12; i = p - 1;
void∗ t35; j = r + 1;
int t36; goto B2;
int t5; B2:
int t51; goto B3;
int t80; B3:
void∗ t79; goto B4;
void∗ t3; B4:
int t70; goto B5;
void∗ t69; B5:
int t14; goto B6;
void∗ t97; B6:
int t2; i = i + 1;
void∗ t10; goto B7;
void∗ t9; B7:
void∗ t88;  t2 = i<<2;
int t15;  t32 = t2;
int t16; t35 = ((void∗) a ) + t32;
int t6; t36 = ∗((int∗) t35);
int t7; if( t36< t12 ) goto B6;
int t8; B8:
int j; goto B9;
int i; B9:
int x; j = j - 1;
int aux; goto B10;
B10:
t14 = j<<2;
 t3 = ((void∗) a ) + t14;
 t50 = ((void∗) t3 );
t51 = ∗((int∗) t50);
if( t51> t12 ) goto B9;
B11:









 t5 = t2;
t9 = ((void∗) a ) + t5;
t70 = ∗((int∗) t9);
 t10 = ((void∗) t3 );
t80 = ∗((int∗) t10);
t88 = ((void∗) t9 );
∗((int∗) t88) = t80;
t97 = ((void∗) t10 );
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t11 = ((void∗) a ) + t8;
t12 = ∗((int∗) t11);
i = p - 1;
















t35 = ((void∗) a ) + t32;
t36 = ∗((int∗) t35);








t3 = ((void∗) a ) + t14;
t50 = ((void∗) t3 );
t51 = ∗((int∗) t50);
if( t51> t12 ) goto B9;
B11:










t9 = ((void∗) a ) + t5;
t70 = ∗((int∗) t9);
t10 = ((void∗) t3 );
t80 = ∗((int∗) t10);
t88 = ((void∗) t9 );
∗((int∗) t88) = t80;
t97 = ((void∗) t10 );
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t11 = ((void∗) a ) + t8;
t12 = ∗((int∗) t11);
i = p - 1;
















 t35 = ((void∗) a ) + t2;
t36 = ∗((int∗) t35);








t3 = ((void∗) a ) + t14;
t50 = ((void∗) t3 );
 t51 = ∗((int∗) t3);
if( t51> t12 ) goto B9;
B11:










 t9 = ((void∗) a ) + t2;
t70 = ∗((int∗) t9);
t10 = ((void∗) t3 );
 t80 = ∗((int∗) t3);
t88 = ((void∗) t9 );
∗((int∗) t88) = t80;
 t97 = ((void∗) t3 );
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t11 = ((void∗) a ) + t8;
t12 = ∗((int∗) t11);
i = p - 1;















t35 = ((void∗) a ) + t2;
t36 = ∗((int∗) t35);








t3 = ((void∗) a ) + t14;
t51 = ∗((int∗) t3);
if( t51> t12 ) goto B9;
B11:









t9 = ((void∗) a ) + t2;
t70 = ∗((int∗) t9);
t80 = ∗((int∗) t3);
t88 = ((void∗) t9 );
∗((int∗) t88) = t80;
t97 = ((void∗) t3 );





Figura 5.19: Co´digo C apo´s a realizac¸a˜o de Dead Code Elimination
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t11 = ((void∗) a ) + t8;
t12 = ∗((int∗) t11);
i = p - 1;















t35 = ((void∗) a ) + t2;
t36 = ∗((int∗) t35);








t3 = ((void∗) a ) + t14;
t51 = ∗((int∗) t3);
if( t51> t12 ) goto B9;
B11:









t9 = ((void∗) a ) + t2;
t70 = ∗((int∗) t9);
t80 = ∗((int∗) t3);
t88 = ((void∗) t9 );
∗((int∗) t88) = t80;
t97 = ((void∗) t3 );





Figura 5.20: Co´digo C apo´s a realizac¸a˜o de PeepHole Optimization
Cap´ıtulo 6
Conclusa˜o e Trabalhos Futuros
Devido ao aumento da complexidade dos novos processadores, compiladores otimizantes
de alto desempenho sa˜o necessa´rios para se poder conduzir experimentos nas a´reas de
otimizac¸a˜o e gerac¸a˜o de co´digo.
Visando a atender essa necessidade, a contribuic¸a˜o desta tese de mestrado, assim
acredita-se, e´ a apresentac¸a˜o do compilador Xingo´, o qual e´ um compilador otimizante
com a caracter´ıstica de poder gerar co´digo C a partir de sua representac¸a˜o intermedia´ria,
a XIR.
O compilador Xingo´ esta´ sendo desenvolvido como um projeto do Laborato´rio de
Sistemas de Computac¸a˜o (LSC) do Instituto de Computac¸a˜o da Unicamp.
No momento em que esta tese foi escrita, o Xingo´ possu´ıa um total de oito otimizac¸o˜es
de co´digo implementadas e a gerac¸a˜o de co´digo C a partir da XIR estava funcionando
para uma quantidade razoa´vel de programas.
Os testes de gerac¸a˜o de co´digo C foram feitos utilizando-se basicamente treˆs bench-
marks: Mediabench, SPEC e NullStone.
O benchmark NullStone realiza uma se´rie de testes com o objetivo de avaliar o desem-
penho e a corretude do compilador. A gerac¸a˜o de co´digo C foi bem sucedida em 6581 de
um total de 6611 testes realizados pelo NullStone. Nestes testes nenhuma otimizac¸a˜o foi
aplicada aos programas de entrada. Com a aplicac¸a˜o de otimizac¸a˜o, a gerac¸a˜o de co´digo
C foi bem sucedida em 6497 de um total de 6611 testes realizados. Por gerac¸a˜o de co´digo
bem sucedida, entende-se a correta compilac¸a˜o e execuc¸a˜o do co´digo C gerado pelo Xingo´.
Os benchmarks Mediabench e SPEC sa˜o utilizados em conjunto, com o objetivo de
avaliar a corretude do co´digo C gerado pelo Xingo´. No presente momento a gerac¸a˜o de
co´digo C era bem sucedida para os programas adpcm, epic, g721, bzip2, gzip, mcf, twolf;
sem a aplicac¸a˜o de nenhuma otimizac¸a˜o. A gerac¸a˜o de co´digo C otimizado para tais
programas ainda na˜o foi testada. Outros programas pertencentes a estes dois benchmarks
na˜o puderam ser testados, pois os mesmos na˜o passaram pelo LCC, o qual esta´ sendo
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modificado para suplantar tal problema, pois se um programa na˜o e´ aceito pelo LCC, o
Xingo´ na˜o tem como realizar a sua compilac¸a˜o.
O Xingo´ tem o objetivo de alcanc¸ar um desempenho igual ou superior ao compila-
dor GCC, no tocante a otimizac¸a˜o de co´digo e no nu´mero de programas aceitos. Para
atingir tal meta as otimizac¸o˜es do Xingo´ esta˜o sendo constantemente comparadas com as
equivalentes no GCC, para a realizac¸a˜o dos devidos ajustes e modificac¸o˜es.
6.1 Trabalhos Futuros
Entre os trabalhos futuros a serem realizados no Xingo´, esta˜o inclu´ıdos a implementac¸a˜o
de novas otimizac¸o˜es, como code hoisting, control-flow optimization entre outras, pois
um conjunto de apenas oito transformac¸o˜es de co´digo na˜o e´ o suficiente para tornar um
compilador otimizante competitivo com o GCC e outros compiladores comerciais.
A realizac¸a˜o de testes de gerac¸a˜o de co´digo C utilizando outros benchmarks como
entrada tambe´m integra a lista de trabalhos futuros, pois assim ter-se-a´ a garantia da
corretude de tal processo para o maior nu´mero poss´ıvel de programas. Os benchmarks
cogitados sa˜o o MiBench e o c-torture (utilizado pelo GCC).
E por u´ltimo, a implementac¸a˜o de novas classes e me´todos que integram a post-pass
data-flow analysis tambe´m esta´ prevista entre os trabalhos futuros a serem realizados,
pois tal mo´dulo tem o objetivo de tornar mais simples a implementac¸a˜o de otimizac¸o˜es
dependentes de ma´quina.
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