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Abstract—We present an achievable rate for general Gaussian relay
networks. We show that the achievable rate is within a constant number of
bits from the information-theoretic cut-set upper bound on the capacity of
these networks. This constant depends on the topology of the network, but
not the values of the channel gains. Therefore, we uniformly characterize
the capacity of Gaussian relay networks within a constant number of bits,
for all channel parameters.
I. INTRODUCTION
Characterizing the capacity of wireless relay networks has been
a challenging problem over the past couple of decades. Although,
many communication schemes have been developed [6]-[10], the
capacity of even the simplest Gaussian relay network: single source,
single destination, single relay, is still unknown. In general, the only
known upper bound on the capacity of Gaussian relay networks is the
information theoretic cut-set upper bound which is not achieved by
any of those schemes, not even for a ﬁxed realization of the channel
gains. Furthermore, in a general network with a wide range of channel
parameters, the gap between those achievable rates and the cut-set
upper bound is unclear. As a result, we do not even have a good
approximation of the capacity with an explicit guarantee.
In this paper we introduce a simple coding strategy for general
Gaussian relay networks. In this scheme each relay ﬁrst quantizes
the received signal at the noise level, then randomly maps it to a
Gaussian codeword and transmits it. We show that we can achieve
a rate that is guranteed to be within a constant gap from the cutset
bound. This constant depends on the topological parameters of the
network (number of nodes in the network), but not on the values of
the channel gains. Therefore, we get a uniformly good approximation
of the capacity of Gaussian relay networks, uniform over all values
of the channel gains, thus particularly good approx at high SNR. The
presented scheme has close connections to the random coding scheme
introduced in [2] to achieve the capacity of wireline networks. It has
also some connections with the compress, hash, and forward protocol
described in [8], except here the destination is not required to decode
the quantized signals at the relays.
The ideas for the main approximation result were inspired by the
insight obtained by analyzing deterministic relay networks (see [5]).
The deterministic approach was motivated by the development of the
linear deterministic model (see [3], [4]), which was seen to capture
the key features of wireless channels. We developed some of the
connections between the linear deterministic relay network and the
Gaussian relay network in [4].
II. PROBLEM STATEMENT AND MAIN RESULTS
Consider a network represented by a directed relay network G =
(V,E) where V is the set of vertices representing the communication
nodes in the relay network, and E is the set of edges between
nodes. The communication problem considered is unicast. Therefore
a special node S ∈ V is considered the source of the message and a
special node D ∈ V is the intended destination. All other nodes in
the network facilitate communication between S and D. The received
signal yj at node j ∈ V and time t is given by
y
[t]
j =
X
i∈Nj
hijx
[t]
i + z
[t]
j (1)
where each hij is a complex number representing the channel gain
from node i to node j, and Nj is the set of nodes that are neighbors of
j in G. Furthermore, we assume there is an average power constraint
equal to 1 at each transmitter. Also zj, representing the channel noise,
is modeled as as complex normal (Gaussian) random variable
zj ∼ CN(0,1) (2)
For any relay network, there is a natural information-theoretic cut-
set bound [11], which upperbounds the reliable transmission rate R:
R < C = max
p({xj}j∈V)
min
Ω∈ΛD
I(YΩc;XΩ|XΩc) (3)
where ΛD = {Ω : S ∈ Ω,D ∈ Ω
c} is all source-destination cuts
(partitions).
The following is our main result
Theorem 2.1: Given a Gaussian relay network, G = (V,E), we
can achieve all rates R up to C − κ. Therefore the capacity of this
network satisﬁes
C − κ ≤ C ≤ C (4)
Where C is the cut-set upper bound on the capacity of G as described
in equation (3), and κ is a constant and is upper bounded by 5|V |,
where |V | is the total number of nodes in G.
The gap (κ) holds for all values of the channel gains and is relevant
particularly when the SNR is high and the capacity is large. While
it is possible to improve κ further, in this paper we focus to prove
such a constant, depending only on the topology of G but not the
channel parameters, exists in general. This constant gap result is
a far stronger result than the degree of freedom result, not only
because it is non-asymptotic but also because it is uniform in the
many channel SNR’s. This is also the ﬁrst constant gap approximation
of the capacity of Gaussian relay networks. As we will discuss in the
next section, the gap between the achievable rate of other well known
relaying schemes and the cut-set upper bound in general depends on
the channel parameters and can become arbitrarily large.
A. Examples
In this section we use a few examples to show that the gap between
the achievable rate of other relaying schemes and the cut-set upper
bound depends on the channel parameters and can become arbitrarily
large. In particular we focus on three well known strategies: amplify-
forward, decode-forward, and compress-forward.1) Amplify-forward strategy: Consider the diamond network with
real channel gains shown in ﬁgure 1(a). Assume a is a large real
number. The cut-set upper bound is approximately,
C ≈ 5loga (5)
Now consider an amplify-forward strategy in which nodes A1 and
A2 amplify the received signal by α1 and α2 and forward them to
the destination. Then assuming that x was transmitted at the source,
the received signal at the destination will be
yD = a
3α1
`
a
5x + zA1
´
+ a
5α2
`
a
2x + zA2
´
+ zD (6)
where zA1, zA2 and zD are Gaussian noises with variance 1 and x
is the transmitted signal with average power constraint equal to 1. To
satisfy the average transmit power constraint at A1 and A2, for large
values of a we should have
α1 ≤
1
a5, α2 ≤
1
a2 (7)
Now since (6) is just like a point to point channel from S to D,
the achievable rate of amplify-forward strategy will approximately be
RAF =
1
2
log
a
16α
2
1 + a
14α
2
2
a6α2
1 + a10α2
2 + 1
(8)
≤
1
2
log
2max{a
16α
2
1,a
14α
2
2}
max{a6α2
1,a10α2
2,1}
(9)
≤
1
2
(1 + 6loga) (10)
Now by comparing (10) and (5) we note that as a increases the gap
between the achievable rate of amplify-forward strategy and the cut-
set upper bound increases. Now by theorem 3.7 in section III-C,
which is a special case of our main theorem 2.1 for multi-stage
networks, the achievable rate of the relaying strategy proposed in
this paper is within
1
212 = 6 bits of the cut-set upper bound of this
network for all channel parameters
1.
2) Decode-forward strategy: Consider the same example as shown
in ﬁgure 1(a). Now it is easy to show that the achievable rate of the
decode-forward strategy is upper bounded by
RDF ≤ 3loga (11)
Therefore, as a gets larger, the gap between the achievable rate of
decode-forward strategy and the cut-set upper bound (5) increases.
3) Compress-forward strategy: Consider the example shown in
ﬁgure 1(b). For large values of a, cut-set upper bound on the capacity
of this relay network is approximately
C ≈ 5loga (12)
Now consider the compress-forward strategy as described in [10]
section V. The achievable rate of this scheme is characterized in
Theorem 3 ([10] page 9), which is in the form of a mutual information
maximization over auxiliary random variables UT and ˆ YT . Even
though this is written in single-letter form, since there is no cardinality
bounds, the rate optimization is still an inﬁnite dimensional optimiza-
tion problem. However, to simplify this problem further, assume that
auxiliary random variables UT are set to zero, and ˆ YT are restricted
to have a Gaussian distribution, which leads to a ﬁnite dimensional
problem.
The scheme is such that the Wyner−Ziv source-coding region of
each layer must intersect the channel-coding region of the next layer.
As a result by looking at layer {B1,B2} we note that node B1
1 factor of 1
2 comes from the fact that here we are dealing with channels
with real valued gains
should compress its received signal to a Gaussian random variable
with variance a
2. In another words, just quantize the received signal
with distortion a. Therefore the effective network will look like the
one shown in ﬁgure 1 (c). Note that now the cut-set upper bound of
this network is approximately, C
′
≈ 4loga.
As a result, with this compress-forward scheme, it is not possible
to get a rate more than 4loga. As a increases the gap between the
achievable rate of compress-forward strategy and the cut-set upper
bound increases. Now by Theorem 3.7 in section III-C, which is
a special case of our main Theorem 2.1 for multi-stage networks,
the achievable rate of the relaying strategy proposed in this paper is
within
1
2 × 18 = 9 bits of the cut-set upper bound of this network
for all channel parameters.
B. Proof Strategy
Theorem 2.1 is the main result of the paper and the rest of the paper
is devoted to sketch its proof. For details of the proof, the reader
is referred to [1]. First we focus on networks that have a layered
structure, i.e. all paths from the source to the destination have equal
lengths. With this special structure we get a major simpliﬁcation: a
sequence of messages can each be encoded into a block of symbols
and the blocks do not interact with each other as they pass through the
relay nodes in the network. The proof of the result for layered network
is done in section III. Second, we extend the result to an arbitrary
network by considering its time-expanded representation. This is done
in section IV
2. The time-expanded network is layered and we can
apply our result in the ﬁrst step to it. To complete the proof of the
result, we need to establish a connection between the cut values of
the time-expanded network and those of the original network. We do
this using sub-modularity properties of entropy function.
III. LAYERED NETWORKS
In this section we prove main theorem 2.1 for a special case of
layered networks, where all paths from the source to the destination
in G have equal length. In a layered network, for each node j we
have a length lj from the source and all the incoming signals to node
j are from nodes i whose distance from the source are li = lj − 1.
Therefore, as in the example network of Figure 2, we see that there
is message synchronization, i.e., all signals arriving at node j are
encoding the same sub-message.
Suppose message wk is sent by the source in block k, then since
each relay j operates only on block of lengths T, the signals received
at block k at any relay pertain to only message wk−lj where lj is
the path length from source to relay j. To explicitly indicate this we
denote by y
(k)
j (wk−lj) as the received signal at block k at node j.
We also denote the transmitted signal at block k as x
(k)
j (wk−1−lj) .
A. Encoding
We have a single source S with message W ∈ {1,2,...,2
RT}
which is encoded by the source S into a signal over T transmission
times (symbols), giving an overall transmission rate of R.
Each relay operates over blocks of time T symbols. In particular
block k of T received symbols at node i is denoted by y
(k)
i =
{y
[(k−1)T+1]
i ,...,y
[kT]
i } and the transmit symbols by x
(k)
i . Now the
achievability strategy is the following: each received sequence y
(k)
i at
node i is quantized into ˆ y
(k)
i which is then randomly mapped into a
2The concept of time-expanded representation is also used in [2], but the
use there is to handle cycles. Our main use is to handle interaction between
messages transmitted at different times, an issue that only arises when there
is interference at nodes.D S
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Fig. 1. Diamond network is shown in (a). A two layer network is shown in (b). The effective network for compress-forward strategy is shown in (c).
Gaussian codeword x
(k)
i using a random (binning) function fi(ˆ y
(k)
i ).
For quantization, we use a Gaussian vector quantizer.
Since we have a layered network, without loss of generality
consider the message w = w1 transmitted by the source at block
k = 1. At node j the signals pertaining to this message are received
by the relays at block lj. Given the knowledge of all the encoding
functions at the relays and signals received at block lD, the decoder
D, attempts to decode the message W by ﬁnding the message that
is jointly typical with its observations.
B. Proof illustration
Consider the encoding-decoding strategy as described in section
III-A. Our goal is to show that, using this strategy, all rates described
in the theorem are achievable. The method we use is based on a
distinguishability argument. This argument was used in [2] in the
case of wireline networks. In [5], we used similar arguments to
characterize the capacity of a general class of linear deterministic
relay networks with broadcast and multiple access. The main idea
behind this approach is the following: due to the deterministic
nature of these channels, each message is mapped to a deterministic
sequence of transmit codewords through the network. The destination
can not distinguish between two messages if and only if its received
signal under these two messages are identical. If so, there would be
a partition of nodes in the network such that the nodes on one side
of the cut can distinguish between these two messages and the rest
can not. This naturally corresponds to a cut separating the source and
the destination in the network and the probability that this happens
can be related to the cut-value. This is the main tool that we used in
[5] to show that thecut-set upper bound can actually be achieved.
However, in the noisy case, the difference from the previous
analyses is that each message is potentially mapped to a set of
possible transmit sequences. The particular transmit sequence chosen
depends on the noise realization, which can be considered “typical”.
Pictorially it means that there is some fuzziness around the sequence
of transmit codewords associated with each message. Hence, two
messages will still be distinguishable at the destination if the fuzzy
received signal associated with them are not overlapping. This
intuitively means that if we can somehow bound this randomness,
a communicate rate close to the cut-set bound is achievable.
In order to illustrate the proof ideas of Theorem (2.1) we examine
the network shown in Figure 2.
Assume a message w is transmitted by the source. Once the
destination receives yD, quantizes it to get ˆ yD. Then, it will decode
the message by ﬁnding the unique message that is jointly typical with
ˆ yD (the precise deﬁnition of typicality will be given later). An error
occurs if either w is not jointly typical with ˆ yD or there is another
message w
′ such that ˆ yD is jointly typical with both w,w
′.
Now for the relay network, a natural way to deﬁne whether a
message w is typical with a received sequence is whether we have
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Fig. 2. An example of a layered Gaussian relay netowrk.
a “plausible” transmit sequence
3 under w which is jointly typical
with the received sequence. More formally, we have the following
deﬁnitions.
Deﬁnition 3.1: For a message w, we deﬁne the set of received
sequences that are typical with the message as,
Yi(w) = {ˆ yi : (ˆ yi,w) ∈ Tδ}, (13)
where we still need to deﬁne what we mean by (ˆ yi,w) ∈ Tδ.
Deﬁnition 3.2: For a message w, we deﬁne the set of transmitted
sequences that are typical with the message as,
Xi(w) = {xi : xi = fi(ˆ yi), ˆ yi ∈ Yi(w)}, (14)
which deﬁnes the “typical” transmit set associated with a message
w.
Note here that since xi = fi(ˆ yi), then naturally (xi, ˆ yi) ∈ Tδ. This
leads us to the following deﬁnition,
Deﬁnition 3.3: We deﬁne (ˆ yi,w) ∈ Tδ if
(ˆ yi,{xj}j∈In(i)) ∈ Tδ for some xj ∈ Xj(w), ∀j ∈ In(i) (15)
where In(i) is deﬁned as the set of nodes with signals incident on
node i.
Therefore by this deﬁnition, if a message w is typical with a
received sequence, we have a sequence of typical transmit sequences
in the network that are jointly typical with the w and the received
sequence at the destination.
Now note the following important observation,
Observation: Note that if node i cannot distinguish between two
messages w,w
′, this means that the signal received at node i, ˆ yi is
such that (ˆ yi,w) ∈ Tδ and (ˆ yi,w
′) ∈ Tδ. Therefore we see that
ˆ yi ∈ Yi(w) ∩ Yi(w
′). (16)
Due to the mapping xi = fi(ˆ yi), we therefore see that xi ∈
Xi(w) ∩ Xi(w
′). Therefore, there exists a sequence under w
′ which
is the same as that transmitted under w and could therefore have been
potentially transmitted under w
′.
3Plausibility essentially means that the transmit sequence is a member of
the typical set of possible transmit sequences under w.Now, assuming a message w is transmitted by the source, an error
occurs at the destination if either w is not jointly typical with ˆ yD, or
there is another message w
′ such that ˆ yD is jointly typical with both
w,w
′. By the law of large numbers, the probability of the ﬁrst event
becomes arbitrarily small as communication block length, T, goes
to inﬁnity. So we just need to analyze the probability of the second
event. To do so, we evaluate the probability that ˆ yD is jointly typical
with both w and w
′, where w
′ is another message independent of w.
Then we use union bound over all w
′’s to bound the probability of
the second event.
Based on our earlier observation, if ˆ yD is jointly typical with
w,w
′, then there must be a typical transmit sequence x
′
V =
(x
′
S,x
′
A1,x
′
A2,x
′
B1,x
′
B2) under w
′ such that, ( ˆ YD,x
′
B1,x
′
B2) ∈
Tδ. This means that the destination thinks this is a plausible sequence.
Now for any such sequence there is a natural cut, Ω, in G such that
the nodes on the right hand side of the cut (i.e. in Ω) can tell x
′
V is
not a plausible sequence, and those on the left hand side of the cut
(i.e. in Ω
c) can not. Clearly this cut is a source-destination partition.
For now, assume that the cut is Ω = {S,A1,B1}, as shown in
ﬁgure 2. Since A2, B2 and D think x
′
V is a plausible sequence, we
have
( ˆ YA2,x
′
S) ∈ Tδ (17)
( ˆ YB2,x
′
A1,x
′
A2) ∈ Tδ (18)
( ˆ YD,x
′
B1,x
′
B2) ∈ Tδ (19)
For any such sequence x
′
V, since w is independent of w
′, we have
P
n
( ˆ YA2,x
′
S) ∈ Tδ
o
≤ 2
−TI(XS;YA2) (20)
Now, for the layer (A1,A2), we condition on a particular sequence
xA2 to have been transmitted by A2. If x
′
A2 = xA2, since x
′
A1 is
chosen independent of xA1 we have,
P
n
( ˆ YB2,x
′
A1,x
′
A2) ∈ Tδ
o
≤ 2
−TI( ˆ YB2;XA1|XA2), (21)
and similarly If x
′
A2  = xA2, since x
′
A1,x
′
A2 are chosen independent
of xA1,xA2 we have,
P
n
( ˆ YB2,x
′
A1,x
′
A2) ∈ Tδ
o
≤ 2
−TI( ˆ YB2;XA1,XA2) (22)
≤ 2
−TI( ˆ YB2;XA1|XA2) (23)
Therefore in any case,
P
n
( ˆ YB2,x
′
A1,x
′
A2) ∈ Tδ
o
≤ 2
−TI( ˆ YB2;XA1|XA2), (24)
Similarly we can show that,
P
n
( ˆ YD,x
′
B1,x
′
B2) ∈ Tδ
o
≤ 2
−TI( ˆ YD;XB1|XB2), (25)
Therefore for any typical sequence x
′
V, the probability that (17)-(19)
are satisﬁed is upper bounded by
2
−TI(XS;YA2) × 2
−TI( ˆ YB2;XA1|XA2) × 2
−TI( ˆ YD;XB1|XB2)
= 2
−TI(XΩ;ˆ YΩc|XΩc) (26)
Now, by using the union bound over all possible x
′
V’s and cuts, the
probability of confusing w with w
′ can be bounded by
P
˘
w → w
′¯
≤ |XV(w
′)|
X
Ω
2
−TI(XΩ;ˆ YΩc|XΩc) (27)
In the next section, we make these arguments precise, and by
bounding |XV(w
′)| we prove our main theorem 2.1 for networks
with a layered structure.
C. Proof for layered networks
In this section we extend the idea from section III-B and analyze
a lD-layer network, G.
Based on the proof strategy illustrated in section III-B, we proceed
with the error probability analysis of our scheme that was described
in section III-A. Assume message w is being transmitted. To bound
the probability of error, we just need to analyze the probability that
ˆ yD is jointly typical with both w,w
′, for a message w
′ independent
of w. We denote this event by w → w
′.
If ˆ yD is jointly typical with w
′, then there must be a typical trans-
mit sequence x
′
V ∈ XV(w
′) under w
′ such that ( ˆ YD,x
′
γlD−1) ∈ Tδ,
where γlD−1 is the set of nodes at layer lD − 1 of the network.
This means that the destination thinks this is a plausible sequence.
Therefore, there is a natural source-destinationcut, Ω, in G such that
the nodes on the right hand side of the cut (i.e. in Ω) can tell x
′
V
is not a plausible sequence, and those on the left hand side of the
cut (i.e. in Ω
c) can not. Note that due to the layered structure of the
network, for any such cut, Ω, we can create d = lD disjoint sub-
networks of nodes corresponding to each layer of the network, with
βl−1(Ω) nodes at distance l − 1 from S that are in Ω, on one side
and βl(Ω
c) nodes at distance l from S that are in Ω
c, on the other,
for l = 1,...,lD. Hence, by deﬁnition we have
( ˆ Yβl(Ωc),x
′
βl−1(Ω),x
′
βl−1(Ωc)) ∈ Tδ, l = 1,...,lD (28)
Therefore, similar to the pairwise error analysis done in section
III-B, we can show
P
˘
w → w
′¯
≤ |XV(w
′)|
X
Ω
2
−TI(XΩ;ˆ YΩc|XΩc) (29)
As the last ingredient of the proof, we state the following lemma
without proving it in this paper.
Lemma 3.4: Consider a layered Gaussian relay network, G, then,
|XV(w
′)| ≤ 2
Tκ1 (30)
where κ1 = |V| is a constant depending on the total number of nodes
in G.
Therefore, by (29) and lemma 3.4, we have the following,
Lemma 3.5: Given a Gaussian relay network G with a layered
structure, all rates R satisfying the following condition are achievable,
R < min
Ω∈ΛD
I(ˆ YΩc;XΩ|XΩc) − κ1 (31)
where Xi, i ∈ V, are iid with complex normal (Gaussian) distribu-
tion, and κ1 = |V| is a constant depending on the total number of
nodes in G.
To prove our main theorem 2.1 for layered networks, we state the
following lemma,
Lemma 3.6: Given a Gaussian relay network G, then
C − min
Ω∈ΛD
I(ˆ YΩc;XΩ|XΩc) < κ2 (32)
where Xi, i ∈ V, are iid with complex normal (Gaussian) distribu-
tion, C is the cut-set upper bound on the capacity of G as described
in equation (3), and κ2 = 2|V|.
Now by lemma 3.5 and lemma 3.6, we have the following main
result
Theorem 3.7: Given a Gaussian relay network G with a layered
structure, all rates R satisfying the following condition are achievable,
R < C − κLay (33)
where C is the cut-set upper bound on the capacity of G as described
in equation (3), and κLay = κ1 + κ2 = 3|V| is a constant depending
on the total number of nodes in G (denoted by |V|).B
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Fig. 3. An example of a general Gaussian network with un equal paths from S to D is shown in (a). The corresponding unfolded network is shown in (b).
An example of steady cuts and wiggling cuts are respectively shown in (b) by solid and dotted lines.
IV. PROOF FOR GENERAL NETWORKS
Given the proof for layered networks with equal path lengths, we
are ready to tackle the proof of Theorem 2.1 for general Gaussian
relay networks.
The ingredients are developed below. First is that any Gaussian
network can be unfolded over time to create a layered Gaussian
network (this idea was introduced for graphs in [2] to handle cycles
in a graph). The idea is to unfold the network to K stages such that
i-th stage is representing what happens in the network during (i−1)T
to iT − 1 symbol times. For example in ﬁgure 3(a) a network with
unequal paths from S to D is shown. Figure 3(b) shows the unfolded
form of this network. As we notice each node V ∈ V is appearing at
stage 1 ≤ i ≤ K as V [i]. Now we state the following lemma which
is a corollary of Theorem 3.7
Lemma 4.1: Given a Gaussian relay network, G, all rates R
satisfying the following condition are achievable,
R <
1
K
min
Ωunf∈ΛD
I(YΩc
unf;XΩunf|XΩc
unf) − κ1 (34)
where G
(K)
unf is the time expanded graph associated with G, random
variables {Xi[t]}1≤t≤K,i ∈ V are iid with complex normal (Gaus-
sian) distribution, and κ1 = 3|V|.
Now comparing Lemma 4.1 to the main Theorem 2.1 we want to
prove, we notice that in this lemma the achievable rate is found by
taking the minimum of cut-values over all cuts in the time-expanded
graph (steady and wiggling ones as shown in ﬁgure 3). However in
theorem 2.1 we want to prove that we can achieve a rate by taking
the minimum of cut-values over only the cuts in the original graph
or similarly over the steady cuts in the time-expanded network. In
the following lemma we show that asymptotically as K → ∞ this
difference (normalized by 1/K) vanishes.
Lemma 4.2: Consider a Gaussian relay network, G. Then for any
cut Ωunf on the unfolded graph we have,
(K − L + 1) min
Ω∈ΛD
I(YΩc;XΩ|XΩc) ≤ I(YΩc
unf;XΩunf|XΩc
unf) (35)
where L = 2
|V|−2, Xi∈V are iid with complex normal (Gaussian)
distribution, and {Xi[t]}1≤t≤K,i ∈ V are also iid with complex
normal (Gaussian) distribution.
Hence, by lemma 4.1 and lemma 4.2 we have the following lemma,
Lemma 4.3: Given a Gaussian relay network G, all rates R satis-
fying the following condition are achievable,
R < min
Ω∈ΛD
I(YΩc;XΩ|XΩc) − κ1 (36)
where Xi, i ∈ V, are i.i.d. with complex normal (Gaussian)
distribution, and κ1 = 3|V|.
Now by lemma 3.6 we know that,
C − min
Ω∈ΛD
I(YΩc;XΩ|XΩc) ≤ C − min
Ω∈ΛD
I(ˆ YΩc;XΩ|XΩc)
≤ 2|V| (37)
where Xi, i ∈ V, are iid with complex normal (Gaussian) distribu-
tion.
Therefore, by lemma 4.3 and inequality (37) all rates up to C −
|V|(3 + 2) = C − 5|V| are achieved and the proof of our main
theorem 2.1 is complete.
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