Abstract-In this paper, a systematic design is proposed to determine fuzzy system structure and learning its parameters, from a set of given training examples. In particular, two fundamental problems concerning fuzzy system modeling are addressed: 1) fuzzy rule parameter optimization and 2) the identification of system structure (i.e., the number of membership functions and fuzzy rules). A four-step approach to build a fuzzy system automatically is presented:
I. INTRODUCTION
T HE PROBLEM of estimating an unknown function f from samples of the form ( ); , ; with , and (i.e., function approximation from a finite number of data points), has been and is still a fundamental issue in a variety of scientific and engineering fields [1] - [7] . The principal goal is to learn an unknown functional mapping between input and output vectors, using a set of known training samples [4] . Once this mapping is generated, it can be used for predicting the output values given new input vectors. Inputs and outputs can be continuous and/or categorical variables. This paper is concerned with continuous output variables, thus considering regression or function approximation problems, as opposed to classification problems in which the output variable is categorical [2] .
explained by a human being. In fact, the popularity and practicality of fuzzy systems derives from their ability to express relations that are either complex or not sufficiently understood, in terms of linguistic rules.
Historically, fuzzy rule bases have been constructed by knowledge acquisition from experts while the weights within neural nets have been learned from data [12] , [13] . The most straightforward approach is to define rules and membership functions subjectively by studying a human operator. However, consulting an expert may be difficult and/or expensive; furthermore, translating the human operator's experience directly into the fuzzy linguistic values can be influenced by the intuition of the operators and designers, so that the fuzzy control rules may be incomplete or even contradict each other [14] .
Many fuzzy systems that automatically derive fuzzy IF-THEN rules from numerical data have been proposed in the bibliography to overcome the problem of knowledge acquisition [3] , [5] , [15] - [22] . An important study in this context was carried out by Wang et al. [7] presenting a general method for combining numerical and linguistic information into a fuzzy rule-table. The designer must divide each input domain into a fixed configuration of membership functions. A procedure was proposed in which each datum generates a rule. Naturally, this algorithm produces an enormous number of rules when the total input data is considerable. There also arises the problem of contradictory rules, that is, rules with the same antecedent but a different consequent. Furthermore, the determination of the consequent of a rule using a single training example can be adversely affected by noisy data in the training examples [13] , [17] . Methods similar to Wang's, in which each datum generates a rule, have also been proposed in [13] , [15] , and [23] .
The approaches presented in [13] , [22] , and [24] need the membership functions in the antecedent part of the fuzzy rules to be predefined. Furthermore, Rovati et al. [22] fixed the membership functions in the antecedents and even in the consequence of the rules. This fixed structure helps the application of the symbolic minimization step proposed in previous works [25] . However, the distribution of the membership functions (shape and location) has a strong influence on the performance of the systems. Although fuzzy logic can encode expert knowledge directly using linguistic rules, it is usually difficult to define and tune the membership functions and rules. These limitations have justified and encouraged the creation of intelligent hybrid systems where two or more techniques are combined in a manner that overcomes the limitations of individual techniques. Since the tuning and learning of the parameters of a fuzzy system can be analyzed as an optimization problem, genetic algorithms (GA's) and artificial neural networks (ANN's) offer a possibility to solve this problem [5] , [8] , [9] , [11] , [16] , [26] - [29] . The analysis of the internal states in the design of the fuzzy system (mainly the position of the membership functions), with no restriction on the behavior of the GA or ANN, shows [28] , [30] , that for each input vector many rules are activated and the overlap is greater than two; moreover, the position and domain of the membership functions do not usually match the characteristics of the problem being solved. Most hybrid techniques presented in the bibliography concerning the problem of modeling an unknown system by a fuzzy rule-based model pay less attention to the linguistic or fuzzy interpretation of the obtained system.
In the above described approaches, prototypes of fuzzy rule bases can be built quickly without the help of human experts, thus avoiding a development bottleneck. Nevertheless, most methods assume the structure of the fuzzy system to be previously defined, and thus neither optimized nor altered.
In order to improve the accuracy of the function approximation, the procedures proposed in [17] and [31] use the information provided by the approximation error, and increase the number of rules by adding a membership function for each variable at the point of maximum error. In [17] , a three-step approach was proposed to obtain fuzzy systems, first by learning the membership functions and rules, secondly by simplifying the cell-based rules and finally by defining a neural network topology. However, assigning membership functions at the points of greatest error does not produce an efficient solution. There are two main reasons for this: the first one relates to the need to carry out an overall analysis in the domain of the whole function in order to attempt the subsequent optimization of the overall error and not to concentrate on the subspace where the approximation function presents the biggest error. The second concerns the need for a deeper analysis of the variables that require the greatest increase in the number of membership functions. It is necessary to increase only the most significant variable, due to the exponential increase in the complexity of a fuzzy system when the number of linguistic values grows.
Analyzing the bibliography, we see that methods for automatically creating fuzzy systems from data, in which the structure of the fuzzy system and the parameters that define it are simultaneously optimized, have not been discussed in depth. This paper presents a general and complete method to obtain the structure of a singleton fuzzy system automatically and simultaneously optimize the configuration of the membership functions (location and number) and the consequence of the rules of a fuzzy system. Therefore, the identification of the fuzzy system structure and the tuning of the parameters defining it are performed in conjunction. From an initially simple system, and by means of an overall analysis of the approximation error, the structure of such a system is modified in an autonomous way. The algorithm presented here obtains, automatically, various fuzzy system structures, each of which is optimized with respect to the parameters that define it (membership functions in the antecedent parts and consequence of the rules). The conclusions of the fuzzy rules are obtained optimally, i.e., for a particular configuration of membership functions, the consequents minimize the error between the desired output and that obtained by the fuzzy system. Simultaneously, the fuzzy sets defining the antecedent part of the rules are also tuned. As different structures of fuzzy systems with different degrees of complexity are able to approximate a given unknown function with different levels of accuracy, we have constructed an auxiliary fuzzy system to produce an index reflecting the compromise between the accuracy and the complexity of the rule set.
The organization of the rest of this paper is as follows. The statement of the problem and the notation used is briefly described in Section II, followed by the key issue of finding the optimum rules for a fixed configuration of membership functions in Section III. The simultaneous optimization of the distribution of the membership functions and the consequence of the fuzzy rules is described in Section IV. Section V is concerned with how the structure of the fuzzy system is modified in an autonomous way (by recognizing where it is necessary to assign a larger number or density of rules). Because it is necessary to make a compromise between the accuracy and the complexity of the obtained system, Section VI proposes an auxiliary fuzzy system to be responsible for selecting the most suitable structure. Numerical examples and comparative results are presented in Section VII and some conclusions are drawn in Section VIII.
II. STATEMENT OF THE PROBLEM
We consider the problem of approximating a continuous multi-input single-output function to clarify the basic ideas of our approach, since the extension of the method to a multiple-output is straightforward. Let us consider a set of desired input-output data pairs, derived from an unknown function or system . is the numeric consequent of the rule (therefore singleton fuzzy rules are used in this work). In the literature there are many possibilities for the selection of the fuzzy operators that determine how to evaluate each individual rule and how to obtain a final conclusion from all the rules. There are also conflicting opinions about the best selection of these fuzzy primitives [32] - [34] . In this paper, the fuzzy inference method uses the product as T-norm and the centroid method with sum-product operator as the defuzzification strategy. The strength or -level of rule is calculated by (2) where the product operator is used to perform the conjunction of each of the individual membership functions within the premise and is the membership degree of the component of the vector with respect to the linguistic function . Using the above notation, the fuzzy function can be expressed as follows: (3) where an explicit statement is made of the dependency of the fuzzy output, not only on the input vector, but also on the matrix of rules and on all the parameters that describe the membership functions . Expression (3) is applicable for a complete rule base. If a rule is marked as not used, its degree of activation is considered to be zero.
The problem considered in this paper may be stated in a precise way as that of finding a configuration and generating a set of fuzzy rules from a data set of input-output pairs , such that the fuzzy system correctly approximates the unknown function F using a trade-off between complexity and accuracy. The function to be minimized is the sum of squared errors (4) The index selected to determine the degree of accuracy of the obtained fuzzy approximation is the Normalized Root-MeanSquare Error (NRMSE) defined as NRMSE (5) where is the variance of the output data, and is the meansquare error between the obtained and the desired output. In this way, the NRMSE index describes the performance of the approximation, making it independent of scale factors or number of data.
Together with the information from the parameters comprising the system's rule set, it is first necessary to know how many membership functions each input variable has (the numbers with ) and thus the total number of rules in the set. In the procedure reported in the following sections, from an initially simple system, the number of membership functions for each input variable, together with the number of rules comprising the system, is automatically determined without prior assignment by a human operator, thereby enabling the construction of a self-organized rule base.
III. FINDING THE OPTIMUM RULES FOR A FIXED MEMBERSHIP FUNCTION CONFIGURATION
The first case to examine is that in which the distribution and number of membership functions are fixed and, therefore, . Observing (3), is not only a continuous and differentiable expression as a function of the consequent of the rules , but this dependency is linear. This property allows us to find the optimum consequents of the rule-table as in [35] and subsequently in [36] and [37] . The optimum fuzzy rule conclusion should cancel the first derivative from , (4) with respect to the consequent of the rules (6) Substituting in the above expression and introducing the following notation: (7) we obtain the following system of linear equations: (8) where ranges from 1 to from 1 to , etc. This expression represents a system of linear equations that coincides with the number of unknowns (the number of consequents of the rules). Therefore, if the determinant of the resulting matrix is not null, the solution is unique. The matrix is always two-dimensional (2-D) and symmetrical (7) . Moreover, it is a covariance-type matrix and the system can be very quickly solved using the Cholesky algorithm [38] . The obtained procedure is independentoftheformanddistributionoftheselectedmembership functions (usually, triangular, Gaussian, trapezoidal, etc.). Then, for a predefined membership function distribution, the optimum rule conclusion can be directly obtained.
IV. SIMULTANEOUS OPTIMIZATION OF FUZZY RULES AND MEMBERSHIP FUNCTIONS
In Section III, the optimum consequents for a defined configuration of membership functions were obtained. However, the distribution of the membership functions (shape and location) has a strong influence on the performance of the systems, thus making it necessary to optimize them [5] , [39] - [45] . To approach this issue, it is necessary to define a certain type of membership function. Although the methodology is valid for any type of linguistic value, in order to simplify the algorithm and the number of parameters necessary for the description of the fuzzy system, the membership functions will be triangular functions with pair-wise overlap, i.e., each variable has a non zero membership value in at most two fuzzy sets. We will use a triangular partition (TP) [13] , [37] , [46] , [47] where only the centers of the membership functions are stored, since the slopes of the triangles are calculated according to the centers of the surrounding membership functions. Because the first and last center of the membership functions have been made to coincide with the domain of the function in each input variable, it is only necessary to store the value of the intermediate membership functions. This reduces the number of parameters that must be determined for the construction and subsequent optimization of a fuzzy system.
Thanks to the membership function configurations selected (TP), it is straightforward for a human operator to understand the final fuzzy system obtained. When the overlap is too high there are two main problems that arise for the implementation and understanding of fuzzy systems: first, the number of activated rules increases exponentially, which becomes important when a hardware implementation is sought. Second, the membership functions lose their linguistic meaning when one input value activates more than two of them.
For each variable , the membership degree of the -component of the vector with respect to the linguistic function has the form in (9) , shown at the bottom of the page, where represents the center of the membership function of the input variable . The function is defined as if otherwise.
This decomposition of the domain of the input variables satisfies the following property [13] : (11) Using this property, it is apparent that the denominator of (3) is always equal to unity and thus, the fuzzy system considered can be expressed as (12) Not only are few parameters required to define this type of distribution of membership functions, but also the interpretation of the system is straightforward for a human operator. In fact, the analysis of the internal states in the design of a fuzzy system (mainly the position of the linguistic values), with no restriction on the behavior of hybrid-fuzzy optimization techniques such as neuro-fuzzy networks and fuzzy-genetic algorithms [16] , [28] - [30] shows that for each input vector many rules are activated and that the overlap is greater than two. Moreover, the position and domain of the membership functions do not usually match the characteristics of the problem being solved (the membership functions are sometimes located outside the domains of the input variables).
With the distribution of the membership functions selected and with the help of the direct method to determine the consequence of the rules (Section III), the number of parameters to be optimized for the fuzzy system has been substantially reduced. For example, let us consider a fuzzy system with three input variables using five membership functions for each variable. If the rule-base is complete [12] a total of 134 parameters have to be optimized (5 consequence and centers of membership functions). However, only the nine centers of the linguistic values have to be optimized, because for a fixed configuration of the membership functions, the remaining parameters (the conclusion of the rules) are directly obtained. This improves the speed of convergence since it depends strongly with the number of parameters. Therefore, this section only refers to the optimization of the centers of the membership functions, it being implicit that each time there is a new configuration of the membership functions the optimum rules will be found using the method described in Section III.
A. A Prior Stage to Approach a Near Optimum Solution
We wish to minimize function (the error approximation) obtaining rules and membership functions . The dependency of is not linear with respect to parameter . Thus, using the gradient descent algorithm directly if and if (9) would lead the system to the first nearby local minimum relative to the initial conditions without taking into account whether this is the absolute minimum or not. How well it learns depends on how well we choose the initial set of parameters in . It is therefore necessary to include a prior stage in our algorithm that allows us to approach a near optimum minimum in an efficient way, and without losing the linguistic interpretation inherent in the parameters defining the membership functions. The simplicity of the proposed system enables this task to be performed without difficulty. If the centers were to be located manually, without using an algorithm, they would be placed so that the errors were homogeneously distributed over the whole output range. An approximation that was very close to the original in one zone of the output range while greatly differing in another would not be considered a good approximation. Therefore, let us suppose that we can achieve near-optimum solutions by seeking the distribution of centers that produces equally distributed errors throughout all the areas defined. An overall analysis in the domain of the whole function is carried out to achieve the subsequent optimization of the overall function error . The goal is for all the rules derived from the fuzzy system to be as precise as possible, such that the magnitude of the approximation error within each of the input spaces is similar. In order to obtain an accurate approximation of the unknown function with a homogeneous error distribution, the center of the membership function of input variable m is associated with a "slope" of the form (13) where and are as defined in Section II, and is used to normalize the values of the slopes in order to make the whole process independent of scale factors. Therefore, each center has an associated parameter that represents the difference between the contribution of the preceding sector and the succeeding one to the value of the squared error. A positive value for such a slope means that the contribution to the left-hand sector is greater than that to the right and so the center must be moved to the left to counteract this effect. As the order of the centers cannot be allowed to vary, we perform the following movement: if if (14) in which two new parameters are introduced: the first one is the active radius " ," which is the maximum variation distance and is used to guarantee that the order of the membership function locations remains unchanged (a typical value is , meaning that, at most, a center can be moved as far as the midpoint between it and its neighbor). The second parameter is the temperature of the center , which indicates how far the center will be moved within the limits of possible movement. Thus, for very high temperatures the centers will move large distances, while at low temperatures these movements will be very small.
At first, temperatures are very high for all centers (typically 100-1000), though this is not a critical factor because, as the algorithm evolves, it adapts itself and adjusts the temperatures. The temperature of a center increases if the modification of the center in a certain number of iterations is in the same direction, while the temperature decreases when a change in direction occurs. The process finalizes when we obtain the configuration of centers that achieves an equidistant distribution of errors over the output surface (although in itself does not represent a good approximation). This procedure requires very few iterations to obtain a fuzzy system which, although in itself does not represent a good approximation, is assumed to be a good starting point to search for an approximation close to the optimum of the target function, using local-minimum search techniques.
B. Optimizing the Position of the Membership Functions
Once we have a configuration assumed to be a near optimum one (as obtained above), then a method to find a local minimum is employed, thus reaching the desired minimum. One of the most commonly used methods to find local minima is the gradient descent. This method usually works well but in the present problem does not guarantee that the order of the membership function locations remains unchanged. Therefore, an alternative method also based on the gradient is proposed, which limits the movement of the membership function centers and prevents the order from being changed. The centers are optimized as follows:
The partial derivative is calculated in the Appendix, is a learning parameter, and is given by if if (16) In graphic form, the movements of the centers are controlled by a saturation function, as illustrated in Fig. 1 . In the linear zone, the usual descent gradient (with no limitation) is employed, while for large movements of the centers, there are saturation regions to ensure the center does not move beyond a fraction b of the distance separating it from its neighbor. The learning parameters are progressively adapted to accelerate the search in a similar way to the parameter 1/ in (14) . By this procedure, the center of each input membership function moves independently in the direction that reduces the squared error, without risking any alteration in the order of the centers and thus maintaining the linguistic interpretation of the fuzzy system obtained.
At this point, we have finally obtained a near optimum configuration (location of the membership functions and rules) to approximate our target function for a fixed number of linguistic values. But an additional factor must now be examined: how to choose the number of membership functions for each input variable. This is the issue analyzed in Section V.
V. OBTAINING A NEW STRUCTURE: ADDING A MEMBERSHIP FUNCTION FOR SPECIFIC INPUT VARIABLE(S)
In the previous sections, the optimum rules and centers of the triangular functions were obtained for a pre-determined number of membership functions in each input variable. So, all that remains to be done is to assign the number of membership functions to each input variable. To achieve this, starting from a very simple initial configuration, an overall analysis of the input subspace must be carried out in order to increase the number of rules and membership functions in the region where the unknown relation has not been correctly identified.
To approach this issue, the error distribution for each variable is examined. For example, approximating a function of two input variables, the dispersion produced in the error surface is analyzed. Consider one small region in the first variable and then analyze the variance of the error distribution for data whose first component falls in that region. If that variance is large, it means the other variable must have a greater number of triangular membership functions in order to reduce such variance. Performing this for every small region in the first variable we obtain a global index that is applicable to the second variable. In the -dimensional case, this index (for one specific variable) indicates the need for the number of membership functions to be incremented in the remaining variables. This index, expressed in mathematical form, is defined as (17) where the domain of the variable is divided into small intervals and is the number of input-output data pairs whose th component belongs to the interval. The definition of the mean error in the interval is (18) where is the approximation error, i.e., the difference between the desired and the actual output of the fuzzy system.
Once this overall analysis of the input domains has been carried out, to increase the number of rules and membership functions in the most necessary subspace, we define the index variables to be incremented in the number of membership functions (VIMF) and their maximum as VIMF and MAX VIMF (19) This index VIMF , for a given input variable, reflects the overall requirement of the remaining input variables of the system, for an increase in the number of membership functions in this variable.
To obtain the variables that would add a new membership function, we apply a threshold function if VIMF else (20) The parameter is a threshold rate defined in the interval [0, 1]. The higher the parameter, the fewer the variables that are taken into account to increase the number of membership functions in each topology obtained by the algorithm. Finally, the number of membership functions of variables with are increased and homogeneously distributed. We must note that this new fuzzy system structure will be again optimized, as presented in Fig. 2 in Section IV.
VI. FUZZY EVALUATION OF THE CONFIGURATIONS OBTAINED BY THE ALGORITHM
To evaluate the fuzzy system obtained, we have used the error approximation criterion, but to take into account the parsimony principle, that is, the number of parameters to be optimized in the system, a new term to describe the complexity of the derived fuzzy system must be added. Therefore, once the principal algorithm has ended, it is of great relevance to determine which configuration of membership functions (and thus of rules) should be selected to approximate the function, from the possible configurations provided by the algorithm. If we intend the data to be accurately approximated by the fuzzy rules, from the set of obtained configurations the one providing the smallest mean squared error should be taken as the solution. However, this configuration will generally need a high number of rules and membership functions for the input variables. If, on the contrary, we want the fuzzy system to be the simplest possible, even when the approximation error is moderately high, we will choose a solution where the total number of rules is small. In general, the best model will be the one giving the smallest error with the lowest number of parameters (i.e., the one presenting least structural complexity). There must exist a compromise between the accuracy we are looking for and the consequent complexity of the system.
One solution to this problem can be found by using the Minimum Description Length [48] . The description length of a model is defined as the sum of the quantity of data needed to describe it and the quantity needed to describe the error between this model and reality. The problem of selecting from different fuzzy systems the one presenting the best results, while simultaneously taking into account the goals of accuracy and simplicity, also arises in optimization problems where more than one solution can be obtained, i.e., multi-objective optimization or Pareto optimization [49] .
Since determining which configuration has optimum characteristics is a clear example of fuzzy decision-taking, in this paper the preferences of the human operator (end user) concerning the two objectives considered in evaluating the fuzzy system are translated into fuzzy rules. Thus, to approach this problem, instead of using classical indices such as the Akaike information criterion [50] and the minimum description length [48] , we propose a fuzzy system responsible for selecting the most adequate structure from the different solutions provided by the algorithm, taking into account the compromise between the accuracy of the approximation of the fuzzy system and its complexity (measured as the number of rules). The output of this fuzzy system, defined in the interval [0, 10] in this work, is the so-called index of accuracy of the approximation versus system complexity (IAC). In this way, the human operator expresses the degree of compromise between the accuracy of the system and its complexity by means of fuzzy rules of the following type: IF 
Root Mean Squared Error is Small AND Number of Parameters is Big THEN IAC is Medium.
These depend on the particular specifications of the problem to be resolved. It must be pointed out that one given configuration may seem suitable for certain applications and not for others. Therefore, it is the final user that must provide the fuzzy rules to construct the IAC index. A simple example of rules to define this index is presented in Table I . Since this rules are merely an example, the output of the IAC system will be considered here as an impartial information of which configurations seem to have a better trade-off between accuracy and complexity. Therefore the best configuration will be the one that maximizes the IAC index. Fig. 2 gives a flowchart of the proposed method, showing each of the steps analyzed above.
VII. NUMERICAL RESULTS
This section provides a series of examples commonly used in the literature to clarify the main characteristics of the proposed method. As it is usual in papers concerning the problem of function approximation, several examples of analytical functions are used, as these enable the estimated function to be compared with the original one, for any desired point. The training data points were selected using a grid in the input space and choosing randomly one point in each zone delimited by that grid. For example, if we split each dimension into 20 zones we will have 400 delimited zones for two-input functions, 8000 for three-input functions, and so on. Testing data were generated using a larger number (for example 10 000 for two-input functions) of points at equally spaced intervals. All the two-input graphical representations were obtained using 400 evenly spaced input vectors. In all the examples, the values used for the various initial parameters of the algorithm are: 10% and the rules used to obtain the IAC index are as described in Table I where all the membership functions are equally distributed throughout the domain. We must keep in mind that these rules must be really given by the final user; therefore they will be used here just as an example of their application.
A. Importance of the Prior Step Before the Gradient Descent
To show the importance of the initial stage in the algorithm proposed, consider the function [ Fig. 3(a) ] (21) defined in the interval [0, 1]. We choose, at random, 100 possible initial configurations for each number of membership functions between 3 and 12 and perform a gradient descent for each of these to find the first relative minimum obtained from each of these initial configurations. Graphic results are given in Fig. 3(b) . It is apparent that even for unidimensional functions there exist a large number of local minima and that these are more and more numerous as the number of membership functions to be optimized grows. Table II presents the mean values obtained and the standard deviation for each distribution, together with the minimum values. In this table, it is also shown the NRMSE obtained both by the complete algorithm and those derived from an equally-distributed configuration of membership functions. These data are presented in graphic form in Fig. 3(c) , where "*" represents the minima obtained by the complete algorithm, " " signifies those derived from the equally-distributed initial configuration and a solid line shows the best values of each of the 100 samples for each configuration. Several conclusions can be drawn from the above results:
• The use of membership functions that are equally-distributed throughout the input range is not a good solution. Except in the case of the 12 membership functions that, by chance, form a good starting point, the solution is practically equivalent to a random initialization.
• Neither by the use of a reasonably large number of random initial configurations is it possible to assert that one of them is a valid starting point to find an absolute minimum. In various cases, the approximation determined by the complete algorithm (using the prior stage) was found to be superior to the best of the random searches.
• By using the proposed initial stage we obtained an approximation that was always similar to the best of the random approximations, and on occasions, better. Nevertheless, there are configurations for which the best random approximation is slightly better than that obtained by the proposed algorithm. As stated in the previous section, the algorithm cannot guarantee to find the absolute minimum, although it always reaches a "good" one.
B. Example 1
A one-variable target function was selected to demonstrate the ability of the proposed algorithms to construct approximations to highly nonlinear target functions and to gain an insight into the effects of the automatic distribution of the membership functions. Consider the function (22) defined in the interval [0, 1]. As a first step, we can consider an equi-distribution of nine triangular functions. For such a case, the algorithm proposed here provides the optimum rules and the NRMSE in this case is 0.0918 for the training data and 0.0841 for the test data. If, instead of fixing the membership functions, the location is also optimized, then a NRMSE 0.0467 for the training data and 0.0436 for the test data is obtained with only six rules (see Fig. 4 ). In Fig. 5 is illustrated the original function (solid line) as well as the resulting function using nine equi-distributed membership functions (dash-dotted line) and using six optimized triangular functions (dashed line).
Immediately apparent is the necessity to optimize both the centers and the rules, in this example, and in general, in a fuzzy system. Furthermore, and obviously, the fewer membership functions are used, the more important is the location of the 4 2 7); (4 2 8); (4 2 9) and (5 2 9).
centers. In this case, as the function is approximated by straight lines, an increase in the number of centers in the area where the function is least linear and with highest values of the function will produce greater accuracy, since those areas are the most difficult to approximate and contribute most to the overall mean squared error. Some researchers have preferred a fixed and evenly-distributed rule distribution, but then must contend with the existence of a large number of membership functions (e.g., the case of the triangular partition evenly distributed (TPE) [10] ).
C. Example 2
As noted above, the algorithm begins with very simple configurations and then obtains the optimum parameters for each of them. As it progresses, more membership functions are added to the input variables. The decision as to which variable(s) should contain a new membership function was discussed in Section V. The following is an intuitive example of how such a decision is reached. Consider the function defined by the following equation, reported in [2] : (23) with . It is apparent that the variable is the most influential factor determining the value of the function as, for a fixed value of , the variable only slightly modifies the output (see Fig. 6 ). The algorithm presented here must take this into account and concentrate a greater number of membership functions in the second variable, thus improving the degree of approximation whilst maintaining the lowest possible level of system complexity. The evolution of the normalized root-mean-square error with the number of fuzzy rules is presented in Table III 7). The IAC index used in these examples supports this supposition, since it considers this structure to be the most successful decision for the construction of the fuzzy system (Fig. 8) . The membership functions of the input variables are illustrated in Fig. 9 . It is important to note that if the algorithm begins with a configuration of membership functions (36 rules) the best NRMSE obtained is 0.101 (test data), much worse than the result of 0.070 obtained with the same number of rules but distributed from the configuration. Thus, the proposed method is able to determine the optimum structure. Another 2-D function defined in (24) and reported in [2] , is illustrated in Fig.  10 (24)
D. Example 3
The next example corresponds to a four-input function [2] , whose mathematical expression is (25) In this case, due to the higher dimension of the function we use 10 000 randomly selected training data points and 160 000 test data points. As may be seen from the development of the number of rules in this example (Table IV) , variables and need a greater contribution of membership functions, since they mainly modify the output surface, because of the exponential dependence of the output variable and the linearity of the sine function in the range selected. Thus, the algorithm does increase only the number of membership functions in the most significant variables. This property is fundamental when the number of input variables is high due to the exponential increase in the complexity of a fuzzy system when the number of linguistic values grows.
E. Example 4
For many tasks it is of key interest to know how well a certain amount of noise can be handled. Some simulations were run with a specific amount of noise added to the training data to demonstrate the effect of noisy training patterns on the generation of fuzzy systems by the proposed algorithm. For this purpose, we used function (24) , which has an output . We added to the training data equally distributed additive noise ( i.e., %) in the first case and noise ten times greater ( i.e., %) in the second one [see Fig. 11 (a) and (b)]. The results obtained are presented in Table V , from which it may be concluded that the noise is practically eliminated even for the second case and that a small quantity of noise (1%) has no effect at all. Fig. 11(c) represents the output obtained for a configuration with 64 rules, using data with 10% noise as a training pattern. On comparing this with the output obtained in Example 2 [ Fig. 10(b) ], we see that, although the NRMSE is greater than in the noise-free case, the original pattern of the target function has been recovered completely. As expected, the more complex the system, the greater is the difference between the systems with and without noise; this is because noise, for these configurations, starts to become a significant factor and affects the values of the parameters to be optimized. Again, the IAC index will be the responsible for selecting a proper configuration.
F. Effect of the Number of Training Data
One important issue when we talk about function approximation from a set of data is the amount of data to use as the training data. It is evident that the larger the training data set, the better represented is the function we want to approximate. This amount of data is, of course, dependent on the function to be approximated. A function with very fast changes should be sampled with higher precision. On the other hand, we must be careful to take the overfitting problem into account, i.e., not to over-approximate the training data and thus lose generalization properties. In this paper we have chosen the amount of training data according to the dimension of the function to be approximated (see the beginning of this section) in order to have a manageable training data set that adequately represents the target function. In Table VI we present the approximation indices for the function given by (24) using different numbers of training vectors. From the table, we can see that for a small number of rules, the amount of training data is not so important. Nevertheless, when the complexity of the system grows, overfitting occurs and the difference between the error indices for training and test data increases rapidly. Obviously, the algorithm tries to approximate the training data (which are the only ones it sees) so, in order to reach a proper approximation of the real function, we must provide a sufficient amount of training data that can represent it. In this case, and in all the two-input functions used, 400 training data points are sufficient to represent the unknown function since the difference between training and test error indices seems to be small enough.
G. Comparison of the Proposed Algorithm with Other Methods
Finally, the results of the proposed self-generating fuzzy ruletable algorithm are compared with other methods for the direct synthesis of fuzzy systems reported in the bibliography. Table VII presents various functions of one-and two-input variables used by different authors as examples to test their proposed algorithms, together with the respective error indices. In each of the functions presented, the authors introduce alternative methodologies which produce different error indices. Sudkamp et al. [13] examine different algorithms for constructing fuzzy rules from input-output training data, and propose a theory of completion and interpolation for extending the training information to the entire rule base. They analyze the learning algorithm proposed by Wang et al.. [7] and introduce modifications to improve it. Nie et al. [51] present three principal algorithms P1, P2, and P3, and develop two reasoning algorithms: K1 and K2. They consider a one-input function, and compare the performance of the proposed approach for the problem of function approximation using the mean squared error and the maximum error for the different algorithms. Dickerson et al. [3] use a fifth-order polynomial function to demonstrate the behavior of their algorithm, based on the use of ellipsoidal rules. The effect of different rule weights on the output function approximation is presented and compared with supervised and unsupervised learning algorithms. Sugeno and Tanaka [37] use successive fuzzy modeling applied to Box and Jenkins gas furnace data [52] . For this case, the results were compared with other methods that use two predictor variables [in our case and are used to predict ]. In order to compare the behavior of the proposed algorithm, not only concerning the approximation error obtained but also its structural complexity (number of rules), different configurations of the fuzzy systems obtained by our methodology are presented. On the right of the table, the error indices produced by our methodology for the test data set are presented for different structures of fuzzy systems (in bold type the structure with highest IAC). It is important to note that not only is the number of parameters needed to define the fuzzy system (i.e., number of rules and membership functions) considerably reduced compared with other approaches, but also that the performance of the fuzzy system obtained is greatly improved.
In the case of the Box and Jenkins gas furnace data (296 data), J is defined as follows: (26) where is the output of the furnace at the th pair and is the output of the model. It should be noted that although Sugeno and Tanaka [37] obtained a fairly good value for using just two fuzzy inferences, each one of these may, in fact, need up to seven parameters (two for each linear membership function and three for the consequent): in total, thus, up to 14 parameters may be used. In our case, for the configuration the parameters to be optimized are nine consequence of the rules plus two centers of the membership functions (as the extremes are fixed), that is, a total of 11 parameters. Another factor to be taken into account when constructing fuzzy systems, as commented in Section IV, is the interpretability of the rules obtained. Systems with TSK-type consequence are hard to understand, although they may enable a very good model to be obtained whilst using a greatly reduced number of fuzzy inferences.
VIII. CONCLUSIONS
This paper proposes a new learning method to automatically obtain the structure of a fuzzy system and derive fuzzy rules and membership functions from a given set of training data. Due to the fact that the shape and distribution of the membership functions are highly influential in fuzzy system design, an approach to the joint optimization of the membership functions, the rules and the structure of the fuzzy system has been proposed.
The algorithm presented here is able to recognize where it is necessary to assign a larger number of rules and to increase the density of membership functions in a specific input variable for an accurate approximation of the target function. The proposed approach to function approximation automatically determines the structure and parameters of the fuzzy system, while knowledge acquisition or training is very fast. The interpretation of the resulting system, due to the type of membership function distribution selected is straightforward for a human operator.
The approximation accuracy of the fuzzy system derived by the presented method has been empirically compared with the results of other fuzzy-rule generating methodologies. These comparisons with previous studies reveal that the proposed methodology not only obtains better approximation results, but also provides fuzzy systems that, in terms of the number of rules and membership functions, are less structurally complex; therefore fuzzy systems can be generated even when there is a large number of input variables.
As a future research, we will try to extent the proposed approach to other kind of membership functions. In the case of triangular membership functions we can use a triangular partition in the step previous to the gradient descent and then optimize all the parameters involved. For Gaussian functions, the problem is more difficult and the method proposed in Section V should also be revised.
APPENDIX
We report the expressions to employ the gradient descent presented in Section IV. To optimize the location of the linguistic values it is necessary to calculate the variation of J(R,C) with respect to the position of each of the centers of the membership functions. For this purpose, we must find (27) The denominator of (3) does not normally have to be constant and thus, in general, we have From (8) , which is only valid for the configuration of triangular functions defined previously, the above expression can be greatly simplified (28) and, as only the membership functions of variable can depend on center , we have (29) Finally, from (9) it may be seen that if if if (30) There exists the problem that the derivative is not defined at the points where the data coincide with the positions of the centers. At such points, the value of the derivative would have to be represented by the value of one of the two lateral derivatives or by the semi-sum of these two. In any case, due to the discrete nature of our data, this poses no great problem; the centers can move within a continuum (the accuracy of the floating point of the computer) and it is very unusual for one datum to coincide exactly with a center. Moreover, the total derivative is a sum for all the data and the possible effect of any discontinuity in the derivative would be minimized.
Finally, it must be noted that the centers found at the extremes of each variable are considered to be fixed, as their positions depend exclusively on the minimum and maximum values of the range of each variable.
