Assume that the n-dimensional Lotka-Volterra system is cooperative with the assumption (SM) : an < 0, <%■ > 0 for all i ^ j, and all solutions of the system are bounded. Then we give a complete classification of the behavior of the solutions. This classification does not require any restriction on the auto-increase coefficients.
Introduction.
Many mathematical models in the population ecology give rise to systems of ordinary differential equations ±i=xifi(x i,x2,...,xn) {l<i<n,Xi>0) (1.1) in which Xi represents the population density of the ith species and fi(x) represents the per capita growth rate of the ith species. The system (1.1) is called cooperative if > 0 for all i 7^ j and x € R™. In the case that each fi is linear, the system (1.1) takes the following form:
/ n \ n + ajjXj | (1 < i < n), (1.2) where the parameters r, are called auto-increase coefficients. The system (1.2) is the classical Lotka-Volterra system which is said to be cooperative if a7J > 0 for i ^ j. Several researchers investigated the asymptotic behavior of solutions for the cooperative system (1.2). For general n and without the assumption that every auto-increase coefficient rt > 0, Goh [1] used a Liapunov function to show that if (1.2) possesses a positive equilibrium and if such an equilibrium is linearly asymptotically stable (that is, if the linearized equations about the equilibrium possess a stable coefficient matrix), then it is globally asymptotically stable for initial conditions in the open positive orthant. Only when n = 2, Goh [1] gave a complete description of the asymptotic behavior of solutions for (1.2). With the assumption that every auto-increase coefficient rl > 0, Smith [2] completely characterized the asymptotic behavior of the cooperative system (1.2). He showed that (1.2) can have at most one positive equilibrium.
If none exist then all solutions with positive initial conditions tend to infinity as t increases. If a positive equilibrium exists then it must be globally asymptotically stable for positive initial conditions. Meanwhile, he proved that in this case the existence of a positive equilibrium and the stability of the community matrix A = (a^) are equivalent. That is, a positive steady state exists if and only if the matrix A has all eigenvalues in the left half-plane. If the system (1.2) is tridiagonal, Freedman and Smith [3] have proved that every bounded solution converges to an equilibrium without any restriction on the auto-increase coefficients r,. Under the assumption that every auto-increase coefficient r, = 0, Karakostas and Gyori [4] classified the asymptotic behavior of the cooperative system (1.2). They verified that every solution to such a system converges to the origin if the principal eigenvalue s(A) of A is negative and that every solution with positive initial condition converges to a positive equilibrium if s(;4) -0 and that every solution with positive initial condition tends to infinity as t increases if s(A) > 0.
The main purpose of this paper is to give a fairly complete analysis of the asymptotic behavior of solutions of the cooperative Lotka-Volterra system (1.2) under the additional assumptions that all solutions of (1.2) are bounded and (SM) : an < 0, > 0 for all i ^ j. For given auto-increase coefficients r, and the community matrix A = (oy), we provide an algorithm for determining the asymptotic behavior of (1.2).
Notation and preliminaries.
In this section, we establish some notational conventions and some results that will be useful in subsequent sections. Let x,y G Rn. There is a partial order on Rn given by x < y (x <C y) if and only if Xi < yi (X{ < yi) for i = 1,2,... ,n. We reserve the notation x < y for the case that x < y and x ^ y. If x < y, [x,y] = {z : x < z < y} and [[x, y]] = {z : x <g; z <C y}. Let R/J. = {x : x > 0} denote the nonnegative orthant of R" and IntR",9R™ be the interior and the boundary of R" respectively.
If every component of a vector x is positive, we call x positive. Assuming that the dimension of Euclidean space R" is fixed we let N = {1,2,... ,n}. If / C N, we denote by C(I) the complement of I in N, C(I) = N -I. If I c N we let Hi = {x £ Rn : Xi -0, i € C(/)}, Hf = Hj n R™, and Int Hj = {it € Hi : Xi > 0 if i e I}. Thus, the Hf, I C N, make up the boundary of R" and we sometimes refer to them as "faces". Finally, if / c N, I -{ij < ?2 < • • • < ik}; and x € R" we write xj = (x^, Xi2,..., Xik} 6 Rfc, k -#/. If I C N, then the subsystem of (1.1) obtained by setting Xj = 0, j € C(/), will be denoted by ((l.l)j): ±i = xifi(xi), iel. If the rows and columns retained of A are given by subscripts 1 < i\ < «2 < • • -< ik < n, 1 < i\ < < ■ ■ ■ < ik < n, then the corresponding k x k submatrix is denoted by Ai -A *1 l2 •■■Ik h h ■■■ik with I = {«i < < ■ ■ ■ < ik} and its determinant is called a principal minor of A with order k. The minors with ik = k (k = 1,2,..., n) are referred to as the leading principal minors of A. In this paper, we shall make use of the Perron-Frobenius theory. These results can be found in [5] . The system (1.1) is called cooperative (respectively, irreducible) if / is C1 and Df(x) is cooperative (resp. irreducible) for each x € R™.
The form of Kamke's result [6] we shall use is Theorem 2.2 (Kamke). Let (1.1) be cooperative and let x(t),y(t) be solutions of (1.1) defined for a < t < b. Then (i) if x(a) < y(a), then x{b) < y(b); (ii) if x(a) < y(a) and Xi(a) < yt(a) for i £ I, then x(b) < y(b) and xt(b) < yi(b) for i e I.
Let tpt(x) denote the solution of (1.1) passing through the initial point x. Sometimes, we write ipt(x) = x(t); its w-limit set is denoted by ui(x). The notation u < u>(x) means u < y for all y £ w{x), and u < lo(x),u -C uj{x) have obvious meaning. Hirsch [7, 8] proved that if (1.1) is cooperative then ^{x) is order-preserving, that is, pt(x) < t{y) whenever x < y and t > 0 and if (1.1) is cooperative and irreducible then ipt{x) is strongly order-preserving in the open positive orthant, that is, ipt(x) <C ipt(y) whenever 0 <^x <y and t > 0. Theorem 2.3 (Selgrade [10] ). If (1.1) is cooperative and /(p) > 0 (resp. < 0), then every component of ipt(p) is nondecreasing (resp. nonincreasing) for t > 0. In either case, if ipt (p) is bounded, then its w-limit set u(p) is an equilibrium. Proof. This result is well known. The proof given below is due to Smith and Waltman [11] . 0 for all rj > t/0. Applying Theorem 2.3, we obtain that every component of the solution iptiwv) of (1.2) with rj > rjo is increasing for t > 0. We claim that such a solution Vt(?iv) is unbounded. Suppose not. Then Theorem 2.3 implies that ipt(vv) -» p as i -> oo. Since A is cooperative and irreducible, the solution flow of (1.2) is strongly order-preserving in the interior of R".
Hence, p r/v and [riv,p] is contained in the basin of attraction of p. Let p = (p\,p2, ■ ■ ■ ,pn) and diag(p) be the diagonal matrix with p,'s down the diagonal. Then the linearized matrix of the right side for (1.2) at the positive equilibrium p is diag(p)A
The fact just proved above shows that s(diag(p)^4) < 0. For 0 < e < s, it follows from (ii) of Theorem 2.1 that s(diag(p)(A -el)) < s(diag(p)>l) < 0, where I is the n x n identity matrix. By Theorem 2.3 of [12] , we conclude that s -e = S(A -el) < 0, a contradiction.
This proves our claim and completes the proof of this proposition.
From Proposition 2.5 and (iii) of Theorem 2.1, we obtain that an < 0 for each i as long as A is cooperative and irreducible and all solutions of (1.2) are bounded.
In the subsequent sections, the basic assumption is that every community matrix Aj corresponding to the subsystem ((1.2)i) is irreducible, which implies that the flow generated by ((1.2)j) is strongly order-preserving on the interior of the corresponding positive cone. Therefore, we must assume that an < 0 and alJ >0 for i ^ j.
3. The case s(^4) < 0. In this section, we shall prove the following.
Theorem 3.1. Assume that (SM) holds and that s(A) < 0. Then (1.2) has an equilibrium p such that lj(x) = {p} for all i>0. The equilibrium p is either in Int R" or in <9R":.
Before proceeding to the proof of Theorem 3.1, we first prove two lemmas on the following auxiliary system:
where Ci > 0 and yt > 0 for each i.
Lemma 3.2. Assume that (SM) holds and that the origin is an equilibrium of (3.1) (that is, c^i = 0 for each i). Then the origin of (3.1) is globally asymptotically stable in R™ if one of the following conditions holds:
(i) r < 0 and s(^4) < 0; (ii) r = 0 and s(A) < 0.
Proof. First, we notice that the origin is an isolated equilibrium of (3.1) if either (i) or (ii) holds. Obviously, if (ii) is true, then A is nonsingular and the origin is the unique equilibrium of (3.1). Suppose that s(A) < 0. Then, by (SM) and (iii) of Theorem 2.1, s(^4/) < 0 for all I C N -{1,2, ...,n} with < n. The assumption (SM) implies that Aj is irreducible for each I. Thus, -Aj1 S> 0 for each / with #7 < n. If (3.1) has an equilibrium p € <9R" \ {0}, then there is a subset I C N such that pi > 0 and pj = 0 where J = N -I ^ 0. It immediately follows that r/ + A/p/ = 0, which implies that pi = -Ajxrj < 0, a contradiction to the fact that pj 0. This proves that (3.1) has no other equilibrium lying in 9R™ other than the origin. Assume that (3.1) has an equilibrium sequence {pn} such that pn 2> 0 and pn -> 0 as n -> oo. Then Apn + r -0 for each n. Letting n -> oo, we obtain that r -0, contradicting r < 0. This shows that the origin is an isolated equilibrium of (3.1).
Let v » 0 denote the principal eigenvector corresponding to s(A) and let L[v) -{av : a > 0}. For any x -av 6 L(v), r + Ax = r + as(A)v < 0 if either (i) or (ii) is true. Theorem 2.3 implies that ipt^av) converges to an equilibrium of (3.1) as t -> oo. This proves that ui(av) = {0} for a sufficiently small. Set «o = sup{a : t 6 [0,<x],cu(tv) -{0}}.
We claim that ao = oo. Otherwise, ao < oo. Then r+A(aov) < 0. (SM) implies that the flow ipt{y) of (3.1) in the open positive orthant Int R™ is strongly order-preserving.
Thus, we can easily prove that ipt(otov) olqv for t > 0 by using Theorem 2. Proof. Let G(y) denote the right side of (3.1). Then (SM) implies that A -(a,ij) is cooperative and irreducible.
From Remark 1, we obtain that there is a C1 curve C defined by y = ip(t) for t G [0, a] satisfying that y?(0) = 0, <p(t) > 0, and Aip(t) + r > 0 for t € (0, a]. Therefore, for any y G C with y ^ 0, G{y) > 0. Theorem 2.3 implies that each component of ipt(y) is nondecreasing for t > 0 and y G C. Thus, as t increases, either tpt(y) tends to infinity or ipt{y) converges to a positive equilibrium of (3.1).
Assume that s(^4) > 0. It follows from r > 0 and Theorem 2.4 that (3.1) has no positive equilibrium. This shows that tpt (y) tends to infinity as t increases for any y G C with y ^ 0. For any x S> 0, there exists a point y G C with 0
The assumption (SM) and the Kamke theorem imply that ipt(y) ipt.(x) for t > 0. Hence ipt(x) also tends to infinity as t increases.
Assume that s(^4) < 0. By (SM) and Theorem 2.4, (3.1) has a unique positive equilibrium p. Together with the fact proved in the first paragraph, we obtain that ipt(y) converges to p as t -> oo for any y G C. Let v denote the principal eigenvector of A and write L(v) = {p + av : a > 0}. Then, for any x = p + av G L(v), r + Ax = r + Ap+ A(av) = as(A)v 0, that is, G(x) <C 0-Applying Theorem 2.3 to such an x, we conclude that ipt(%) converges to p as t -> oo. For any 2 G Int.R™, there are two points y G C and x G L(v) such that y z <C v. The Kamke theorem implies that ipt(y) <C ipt(z) tpt(x) for t > 0. Since ipt{x) and ipt{y) are convergent to p, ipt(z) is also convergent to p. This proves the lemma.
Proof of Theorem 3.1. Let F(x) denote the right side vector field of (1.2). Since s(A) < 0, r + A(av) = r + as(A)v <C 0 for a sufficiently large. Theorem 2.3 implies that 0 il>t(av) av for t > 0 and such an av. Using this fact and the order-preserving property, we can easily prove that all solutions of (1.2) are bounded if s(^4) < 0.
Suppose r > 0. Then (ii) of Lemma 3.3 with C\ -C2 -• • • = cn = 0 implies that (1.2) has a unique equilibrium such that it attracts all positive initial conditions. Suppose r < 0. Then Lemma 3.2 with c\ = c2 = • • • = cn implies that the origin is globally asymptotically stable in R™.
The remaining case to consider is that there are two nonempty index subsets Iq, Jq C N such that N = I0U J0 with r/0 > 0 and rJo <C 0. Now, we first study the subsystem (1.2)Io of (1.2): Xj = Xj I rt + y, ciijXj I , i e Iq.
(1-2)i0
V J
If we express I0 = {i\ < ii < • • • < ik}, then the community matrix of (1.2)i0 is A{ -J )■ Prom s(.A) < 0 and (iii) of Theorem 2.1, we obtain that s(J4( -J T2...Tk)) < 0-Applying (ii) of Lemma 3.3 to (1.2)i0 with a -0 for i £ I0 and rj0 > 0, we can conclude that (l-2)i0 has a unique positive equilibrium u* £ Int R+ such that it attracts all positive initial conditions in R+. We define a point p £ <9R™ given by pj = u* > 0 for j = ij (1 < j < k) and p3 = 0 for j £ J0. Then it is easy to see that p is an equilibrium of (1.2). 9R™ contains at most 2n -1 equilibria of (1. If r > 0, then, applying (ii) of Lemma 3.3 to (3.3), we get that (3.3) has a positive equilibrium. Hence, from (3.2), (1.2) also has a positive equilibrium p. Using the global stability result of Goh [1] (indeed, we can give an independent proof here, for brief, we omit it), we can conclude that such a p is globally asymptotically stable in Int R™. If f < 0, then, from Lemma 3.2, we deduce that y(t) -> 0 as t -> oo where y(t) is the solution of (3.3) passing through y > 0. Correspondingly, every solution tpt(x) of (1.2) tends to c as t -> oo for all x > c. For any i>0, there exists x\ £ Int H~[ and x2 c such that x\ <C x X2-The Kamke theorem implies that ^t(xi) <C 2) for t > 0. From ui(xi) = {c} for i = 1, 2 and the order-preserving property, we conclude that ui{x) = {c}. The proof is complete.
From the proof of Theorem 3.1, we can obtain the following proposition. (ii) if r*k = rk + akjc*j S 0 for each k G C(J), and r£o > 0 for some fc0 6 C{I), then (1.2) has a positive equilibrium that attracts all positive initial conditions.
The advantage of Proposition 3.4 is that one can obtain the asymptotic behavior of higher-dimensional Lotka-Volterra equations with the help of lower-dimensional LotkaVolterra equations and the parameters r*k. Proof. If r > 0, then (i) of Lemma 3.3 implies that (i) of this theorem occurs. If r < 0, then, by (i) of Lemma 3.2, the origin is globally asymptotically stable in R" . If r -0, it is easy to see that the set of all positive equilibria of (1.2) is E+ = {av : a > 0}. From Hirsch [9, Theorem 9.7] and its proof, we can conclude that every solution ipt{x) passing through a positive initial point x converges to an equilibrium in E+. Actually, this case was considered by Karakostas and Gyori [4] If (a) occurs, then, by (i) of Lemma 3.3, every solution of (3.3) with positive initial point tends to infinity as t increases. Correspondingly, all solutions ipt(x) of (1.2) with x c tend to infinity as t increases. Applying Theorem (3.1) to (1.2)i, we can deduce that ipt{x) -» c as t -> oo for all x G Inti?^". For any x 0, there is an x\ G Int H* such that X\ <gC x. The Kamke theorem implies that ipt(xi) <C for t > 0. Since the stable manifold of c is (n -l)-dimensional, which lies in Int Hf and the unstable manifold is one-dimensional, which is tangent to v at c, c is a saddle and therefore, all solutions ipt{x) with x 0 will enter c + Int R". This proves that all solutions with positive initial conditions tend to infinity as t increases.
If (b) occurs, then (i) of Lemma 3.2 implies that the origin of (3.3) is globally asymptotically stable in R™. Correspondingly, all solutions ipt(x) of (1.2) with x > c converge to c. For any x 0, there are xi G Int Hf and X2 > c such that ii C x C x2. The Kamke theorem implies that ipt(xi) ^t(x) ^ ipt{x2) for t > 0. Applying Theorem 3.1 to (1.2)i, we conclude that ipt(x 1) -> c as t -> 00. Thus, together with the fact that fpt(^2) ~* c as t -> 00, we have Tpt(x) -> c as t -> 00.
Assume that case (c) occurs. Then it is easy to see that all positive equilibria of (1.2) are in E+ = {c + av : a > 0}. In order to determine which equilibrium the solution ipt(x) converges to for a given x >> 0, we shall study the invariant function of (1.2) in this case.
Since w is the principal eigenvector of AT, we have AIw = 0, that is,
In the following, we shall prove that H : Int R™ -> (0, 00) defined by
is an invariant function of (1.2). From r + A{c + av) = r + Ac -0 for each a > 0, we obtain that n U = -aijCj for i e N. Gyori [4] .
From the proof of Theorem 4.1, the following proposition can be obtained. 5. The lower-dimensional Lotka-Volterra systems.
In this section, we shall give a complete description of the asymptotic behavior of the lower-dimensional system (1.2) in the parameters cmj and r,. Let X/ denote the nonnegative £j-axis. First, we consider the two-dimensional system: ±i -xi(ri + anxi + 0,12X2), (ii) If r < 0, then lj(x) = {0} for x > 0.
(iii) Assume n > 0 and r2 < 0. If 7*1021 > ^2«ii, then u;(x) = {E*} for x » 0; u>(x) = {Ei} for x E Xf \ {0} and lo(x) = {0} for x E X% . If ^1021 < ^2«n, then u>(x) = {Ei} for x = (xi, x2) with Xi > 0 and ui(x) = {0} for x E X£ ■ (iv) Assume that r\ < 0 and t2 > 0. If r2a\2 > ria22, then lo(x) = {E*} for x » 0; uj(x) = {E2} for x E X2 \ {0} and u/(x) = {0} for x E X*. If r2ai2 < ^1022, then u(x) = {E2} for x = (xi,x2) with x2 > 0 and u)(x) = {0} for x E Xf.
We notice that (i) through (iv) of the theorem follow from (ii) of Lemma 3.3, Lemma 3.2, and Proposition 3.4, respectively.
It is easy to see that s(A) = 0 if and only if on < 0, o22 < 0, and aua22 = ai2a22-(5.4)
By calculating, we obtain that the principal eigenvectors of A and A1 are v = (012 -On)_1(ai2, -an) andw= (a2i -aii)_1(a2i, -an) respectively. (ii) If r > 0, then if)t(x) tends to infinity as t increases for x ~^> 0. Moreover, u>(x) = {Ei} for x £ Xf \ {0} in the case r, > 0 and w(x) -{0} for x 6 X?+ in the case r, = 0.
(iii) If r = 0, then u>(x) = {a(oi2, -an)} for x 0, where a = (a 12 ~ ail)-1 (ai(a"17ail))a2in"11 x (a:2(aj'^~ai1)°2i"-°ii ; and uj(x) = {0} for x € U X£• (iv) Assume 7*1 > 0 and 7-2 < 0. If t-2Oii > ria2i, then u>(x) = {^1} for x 0; if t-2Oi 1 < 7-ia2i, then ^(a;) tends to infinity as £ increases for x 0; if r2a.11 -r\a2i, then uj(x) = {{--+ a---, ~a"n )} for x 2> 0, where a is the positive root of Proof, (i) and (ii) of the theorem follow from Lemma 3.2 and (ii) of Lemma 3.3 respectively. We only prove (iv); (iii) can be proved in a similar way.
Suppose that r 1 > 0, r2 < 0, and 7*3 < 0. Then, if 7*1021 > r2a.11, applying (iii) of Theorem 5.1, we obtain that (5.5)^ contains the equilibrium Ejl in the interior of the face //j+. Prom (5.8), we have r$ = (an022 -a 12021)7*3, where 7-3 is given in Proposition 3.4.
Since ( (v) Assume that rj > 0,r2 < 0, and r3 < 0. Let ria3i > ^an.
Then for x 0, ipt(x) tends to infinity as t increases if f2 > 0; u>(x) = {Ej3 } if f2 < 0, u>(x) = {Ej3 + av} if r2 = 0, where a is the positive root of the algebraic equation In the following, we shall provide an algorithm for determining the asymptotic behavior of (1.2) under the assumption (SM) and s(A) < 0. First, we compute the leading principal minors of the community matrix A and check the inequalities (5.11). Once (5.11) is satisfied, we immediately conclude that s(A) < 0, which includes all bounded systems.
Next, we pick all nonnegative auto-increase coefficients, that is, we find the index subset I = {i : ri > 0}. If #/ = n or r < 0 then , we obtain an equilibrium c of (1.2) given by Ci = c* for i £ / and Ci -0 for i ^ I. Such an equilibrium c lies in Int H*. Making the translation transformation (3.2), we get the system (3.3) and the new parameters = r> + Yljeiakoc*j f°r ^ e C(-0-these parameters do not keep the same sign, we repeat this second procedure.
By finite steps, we must obtain the system (3.3) satisfying the conditions of Proposition 3.4 or Proposition 4.2. Finally, applying Proposition 3.4 or Proposition 4.2, we can exactly obtain the asymptotic behavior of solutions of such a given system.
Before finishing this section, we present an example to show the application of this algorithm. and det A = 9(81a -59) > 0 since a > Therefore, (5.11) holds. If we let ri = 20, r2 = r3 = = -1, then / = {i,ri > 0} = {1} and the system (5.13) has an equilibrium c = (2,0,0,0) that is determined by (5.12) with I = {1}. The corresponding parameters given in (3.3) are r% = 1,73 = 7, and = 1. By Propositions 3.4 and 4.2, we deduce that all solutions of (5.13) with positive initial points converge to the unique equilibrium -A~1r if a > || and that all solutions of (5.13) with positive initial points tend to infinity as t increases if a = ||.
If we choose r\ = 20, r2 -r4 --3, and r3 = -9, then I = {1} and rj = r3 = r\ = -1. Thus, Propositions 3.4 and 4.2 imply that the equilibrium c = (2,0,0,0) attracts all positive conditions in R" .
If we choose r\ = 20, r2 = = -2, and r3 = -8, then / = {1} and = r3 = r\ = 0.
Applying Propositions 3.4 and 4.2, we conclude that every solution of (5.13) with a positive initial condition converges to (2, 0,0, 0) if a > || and that every solution of (5.13) with a positive initial condition converges to an equilibrium in E+ = {(2,0,0,0) + /if : fi > 0} where v is the principal eigenvector of A. 6 . The generalization.
In Sees. 4 and 5, we have proved that every solution of a bounded cooperative Lotka-Volterra system with the assumption (SM) is convergent to an equilibrium. The aim of this section is to generalize this convergence result. Theorem 6.1. Assume that the system (1.1) satisfies the following conditions: (i) / is C1 and §£■(%) > 0 for all i ^ j and x G R" and (x) < 0 for each i and x; (ii) Df(y) < Df(x) whenever 0 < x < y\ (iii) every solution of (1.1) is bounded; (iv) s{Df(0)) < 0.
Then every solution of (1.1) converges to an equilibrium.
Furthermore, if /(0) > 0 or /(0) < 0, the condition (iv) can be removed.
As soon as the corresponding results of Lemmas 3.2 and 3.3 are verified, the proof of this theorem is similar to those presented in Sees. 4 and 5. So we omit the details here.
