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Abstract
In this paper we present a fast and accurate numerical scheme for the solution of %fth-order boundary value problems
with two-point boundary conditions. The Adomian decomposition method and a modi%ed form of this method are applied
to construct the numerical solution. The new approach provides the solution in the form of a rapidly convergent series
and not at grid points. Two numerical illustrations are given to show the pertinent features of technique. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
We consider in this work numerical approximation for the %fth-order boundary value problem
which arises in the mathematical modeling of viscoelastic :ows [13,14]. The literature of numerical
analysis contains little on the solution of the %fth-order boundary value problems [7]. Theorems which
list the conditions for the existence and uniqueness of solutions of such problems are thoroughly
discussed in a book by Agarwal [5].
In [13,14], two numerical algorithms, namely, spectral Galerkin methods and spectral collocation
methods, were applied independently to address the numerical issues related to this type of problems.
Moreover, the %fth-order boundary value problem was investigated by Khan [15] by using the
%nite-diAerence methods. Recently, the sixth-degree B-spline functions were used in [7] and the
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obtained results produced improvements over other works. However, the performance of the ap-
proaches used so far is well known in that it provides the solution at grid points only. In addition,
these approaches require a huge size of computational eAort.
In this paper, the Adomian decomposition method [1–4] and the recently developed modi%ed
decomposition method [21,23] will be used to investigate the %fth-order boundary value problems.
In recent years, a lot of attention has been devoted to the study of Adomian decomposition method to
investigate various scienti%c models. The Adomian decomposition method which accurately computes
the series solution is of great interest to applied sciences. The method provides the solution in a
rapidly convergent series with components that can be elegantly computed.
Recently, a modi%ed form of the decomposition method was developed by Wazwaz [21,23].
Although the modi%cation presents a slight change in the de%nition of the components y0 and
y1 of the standard decomposition method, it has been shown to be computationally eHcient and
it accelerates the convergence of the solution. For a detailed discussion of the modi%ed method,
we refer the reader to [21,23]. Convergence of Adomian’s technique was extensively studied by
Cherruault [8–10].
It is important to note that a large amount of research work has been devoted to the application of
Adomian decomposition method to a wide class of stochastic and deterministic problems involving
diAerential, integral, integro-diAerential, diAerential-delay and systems of such equations. The method
is well suited to physical problems since it makes unnecessary restrictive methods and assumptions
[1–4] which may change the problem being solved, sometimes seriously.
The eHciency of the method has been formally proved by many researchers. Bellomo and Monaco
[6] conducted a useful study to compare Adomian method and the perturbation method and formally
showed the eHciency of the decomposition method compared to the tedious work required by per-
turbation techniques. In [17], the advantage of the decomposition method over Picard’s method was
emphasized by Rach where he showed that the Adomian method and Picard’s method are not the
same and that Picard’s method works only if the equation satis%es Lipschitz condition. More re-
cently, Wazwaz [22] conducted a comparison between the decomposition method and the Taylor
series method and showed that the decomposition method minimizes the computational diHculties
by using simple integrals to evaluate the components of the solution.
On the other hand, the decomposition method was used by many researchers to investigate several
scienti%c applications. Datta [11,12] applied the decomposition method to handle the wave equation
and Schrodinger-like equation. Shawagfeh [18] and Wazwaz [29] investigated independently Lane–
Emden equation by using the decomposition method and the obtained results were generalized to
be used for identical applications. Yee [30] used the decomposition method eAectively to solve the
reaction–convection–diAusion equation. In [19,20] and [25], the decomposition method was used inde-
pendently to solve equations containing radicals and to apply the results to the famous Thomas–Fermi
equation. Excellent results were obtained by combining the series solution with the powerful PadNe
approximants. Adomian [3] and Wazwaz [27] independently employed the decomposition method to
systems of partial diAerential equations and to the reaction–diAusion Brusselator model where the
obtained results introduced improvements analytically and numerically. Most recently, Maleknejad
and Hadizadeh [16] implemented the decomposition method to handle Volterra–Fredholm integral
equations where a bound for the decomposition series was used. For more details about Adomian
decomposition method and the modi%ed technique and its eAectiveness, see [1–4,16–30] and the
references therein.
A.-M. Wazwaz / Journal of Computational and Applied Mathematics 136 (2001) 259–270 261
In the following, we introduce the main features of Adomian decomposition method [1–4] and
the related modi%cation of this method developed in [23].
2. Adomian decomposition method
For the convenience of the reader, we consider the diAerential equation
Lu+ Ru+ Nu= g; (1)
where L is the highest-order derivative which is assumed to be invertible, R is a linear diAerential
operator of less order than L, Nu represents the nonlinear terms, and g is the source term. Applying
the inverse operator L−1 to both sides of (1), and using the given conditions we obtain
u= f − L−1(Ru)− L−1(Nu); (2)
where the function f represents the terms arising from integrating the source term g and from using
the given conditions, all are assumed to be prescribed.
The standard Adomian method de%nes the solution u(x) by the series
u(x) =
∞∑
n=0
un(x); (3)
where the components u0; u1; u2; : : : ; are usually determined recursively by using the relation
u0 = f;
uk+1 =−L−1(Ruk)− L−1(Nuk); k¿0: (4)
It is important to note that the decomposition method suggests that the zeroth component u0 is usually
identi%ed by the function f described above. This assumption, made by Adomian [1–4], will be
slightly varied as will be seen in the discussion. Having determined the components u0; u1; u2; : : : ;
the solution u in a series form de%ned by (3) follows immediately.
However, a reliable modi%cation of Adomian decomposition method has been recently developed
by Wazwaz [23] and its eAectiveness has been formally con%rmed through many studies in [21–29]
among other works. To apply this modi%cation, we assume that the function f can be divided into
the sum of two parts, namely f0 and f1, therefore we set
f = f0 + f1: (5)
Under this assumption, we propose a slight variation only on the components u0 and u1. The variation
we propose is that only the part f0 be assigned to the zeroth component u0, whereas the remaining
part f1 be combined with the other terms given in (4) to de%ne u1. In view of these suggestions,
we formulate the modi%ed recursive algorithm as follows:
u0 = f0;
u1 = f1 − L−1(Ru0)− L−1(Nu0);
uk+2 =−L−1(Ruk+1)− L−1(Nuk+1); k¿0: (6)
The choice of u0 to contain minimal number of terms has a strong in:uence on facilitating the
formulation of Adomian polynomials An.
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As stated before, speci%c algorithms were set by Adomian [1–4] for calculating Adomian poly-
nomials for the nonlinear operator F(u), where the established rules are as follows:
A0 = F(u0);
A1 = u1(x)F ′(u0);
A2 = u2F ′(u0) +
u21
2!
F ′′(u0);
A3 = u3F ′(u0) + u1u2F ′′(u0) +
u31
3!
F ′′′(u0);
· · · (7)
and so on for other polynomials.
3. Analysis of the method
Consider a %fth-order BVP of the form
y(v)(x) = g(x) + f(y); 0¡x¡b; (8)
with boundary conditions
y(0) = 0; y′(0) = 1; y′′(0) = 2; y(b) = 0; y′(b) = 1; (9)
where g(x) is a source term function, f(y) is a given continuous, linear or nonlinear function, and
i, i = 0; 1; 2 and i, i = 0; 1 are real %nite constants [7].
In an operator form, Eq. (8) can be written as
Ly = g(x) + f(y); (10)
where the diAerential operator L is given by
L=
d5
dx5
: (11)
The inverse operator L−1 is therefore considered a %ve-fold integral operator de%ned by
L−1(:) =
∫ x
0
∫ x
0
∫ x
0
∫ x
0
∫ x
0
(:) dx dx dx dx dx: (12)
Operating with L−1 on (10), it then follows that
y(x) = 0 + 1x +
1
2!
2x2 +
1
3!
Ax3 +
1
4!
Bx4 + L−1(g(x)) + L−1(f(y)); (13)
where the constants
A= y′′′(0); B= y(iv)(0); (14)
will be determined later by using the boundary conditions at x = b.
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The Adomian decomposition method introduces the solution y(x) by a decomposition series of
components
y(x) =
∞∑
n=0
yn(x); (15)
and the nonlinear function f(y) by an in%nite series of polynomials
f(y) =
∞∑
n=0
An; (16)
where the components yn(x) of the solution y(x) will be determined recurrently, and An are the
so-called Adomian polynomials that can be constructed for various classes of nonlinearity accord-
ing to speci%c algorithms set by Adomian [1–4]. Recently, a new algorithm for calculating these
polynomials was derived by Wazwaz [26]. Substituting (15) and (16) into (13) yields
∞∑
n=0
yn(x) = 0 + 1x +
1
2!
2x2 +
1
3!
Ax3 +
1
4!
Bx4 + L−1(g(x)) + L−1
( ∞∑
n=0
An
)
: (17)
The decomposition method identi%es the zeroth component y0(x) by all terms that arise from the
boundary conditions at x = 0 and from integrating the source term. Based on this identi%cation, the
method formally admits the use of the recursive relation
y0(x) = 0 + 1x +
1
2!
2x2 +
1
3!
Ax3 +
1
4!
Bx4 + L−1(g(x));
yk+1(x) = L−1(Ak); k¿0; (18)
for the determination of the components yn(x) of y(x). The inverse operator L−1 is de%ned in (12).
The series solution of y(x) follows immediately with the constants A and B are as yet undeter-
mined. It is interesting to note that the eHciency of this approach can be dramatically enhanced by
determining more components of y(x) as far as we wish.
To determine the constants A and B, we %rst de%ne the n-term approximant
n =
n−1∑
k=0
yk: (19)
We next impose the remaining two boundary conditions at x=b to the approximant n. The resulting
algebraic system in A and B can be easily solved to produce approximations to constants A and B.
Having determined A and B, the numerical solution of the %fth-order boundary value problem follows
immediately.
4. Numerical results
In this section, two linear and nonlinear problems will be tested by using the method discussed
above. For the sake of comparison only, we will discuss the %rst example that was investigated by
Caglar et al. [7] and Khan [15].
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Example 1. We %rst consider the linear BVP
y(v)(x) = y − 15ex − 10xex; 0¡x¡ 1; (20)
subject to the boundary conditions
y(0) = 0; y′(0) = 1; y′′(0) = 0; y(1) = 0; y′(1) =−e: (21)
The theoretical solution for this problem is
y(x) = x(1− x)ex: (22)
In an operator form, Eq. (20) becomes
Ly = y − 15ex − 10xex; 0¡x¡ 1: (23)
Operating with L−1 on (23), and using the boundary conditions at x = 0, yields
y(x) =−35− 24x − 15
2
x2 +
(
1
6
A− 5
6
)
x3 +
(
5
24
+
1
24
B
)
x4 + (35− 10x)ex + L−1(y); (24)
where the integral operator L−1 is de%ned above in (12), and the constants
A= y′′′(0); B= y(iv)(0); (25)
are as yet undetermined. Substituting the decomposition series (15) for y(x) into (24) gives
∞∑
n=0
yn(x) =−35− 24x − 152 x
2 +
(
1
6
A− 5
6
)
x3 +
(
5
24
+
1
24
B
)
x4
+ (35− 10x)ex + L−1
( ∞∑
n=0
yn(x)
)
: (26)
Identifying the zeroth component y0(x) by all terms that are not included under the inverse operator
L−1 and following the above discussion leads to the recursive relation
y0(x) =−35− 24x − 152 x
2 +
(
1
6
A− 5
6
)
x3 +
(
5
24
+
1
24
B
)
x4 + (35− 10x)ex;
yk+1(x) = L−1(yk(x)); k¿0: (27)
This will enable us to determine the components yn(x) recurrently. In view of the recursive relation
(27) we obtain
y0(x) =−35− 24x − 152 x
2 +
(
1
6
A− 5
6
)
x3 +
(
5
24
+
1
24
B
)
x4 + (35− 10x)ex;
y1(x) = L−1(y0(x));
=−85− 75x − 65
2
x2 − 55
6
x3 − 15
8
x4 − 7
24
x5 − 1
30
x6 − 1
336
x7
+
(
1
40320
A− 1
8064
)
x8 +
(
1
362880
B+
1
72576
)
x9 + (85− 10x)ex;
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y2(x) = L−1(y1(x));
=−135− 125x − 115
2
x2 − 35
2
x3 − 95
24
x4 − 17
24
x5 − 5
48
x6 − 13
1008
x7 − 11
8064
x8
− 1
8064
x9 − 1
103680
x10 − 1
166320
x11 − 1
31933440
x12 + (135− 10x)ex + · · · ;
y3(x) = L−1(y2(x));
=−185− 175x − 165
2
x2 − 155
6
x3 − 145
24
x4 − 9
8
x5 − 25
144
x6 − 23
1008
x7 − 1
384
x8
− 19
72576
x9 − 17
725760
x10 − 1
532224
x11 − 13
95800320
x12 + (185− 10x)ex + · · · ; (28)
and so on. This gives the approximation of y(x) in a series form by
y(x) = x +
1
6
Ax3 +
1
24
Bx4 − 1
8
x5 − 1
30
x6 − 1
144
x7 +
(
− 1
896
+
1
40320
A
)
x8
+
(
− 11
72576
+
1
362880
B
)
x9 − 1
45360
x10 − 1
403200
x11 − 1
3991680
x12 + O(x13): (29)
We now proceed to evaluate the constants A and B. To achieve this goal, we next impose the
boundary conditions at x = 1 on the four-term approximant 4 where
4 =
k=3∑
k=0
yk; (30)
to obtain the system
148284463
889574400
A+
15121
362880
B=−648723077
778377600
;
239595841
479001600
A+
6721
40320
B=−e− 3468127
29937600
: (31)
This in turn gives
A=−2:99999987;
B=−8:00000054: (32)
Accordingly, the series solution is given by
y(x) = x − 0:4999999784x3 − 0:3333333559x4 − 0:125x5
− 0:0333333333x6 − 0:0069444444x7 − 0:0011904762x8
− 0:0001736111x9 − 0:0000220459x10 − 0:0000024802x11
− 0:0000002505x12 + O(x13): (33)
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Table 1
Comparison of numerical errors
x Analytical solution Errorsa [decomposition] Errorsa [B-spline]
0.0 0.000000 0.000 0.000
0.1 0.099465 −3E− 11 −8:0E− 3
0.2 0.195424 −2E− 10 −1:2E− 3
0.3 0.283470 −4E− 10 −5:0E− 3
0.4 0.358038 −8E− 10 3:0E− 3
0.5 0.412180 −1:2E− 9 8:0E− 3
0.6 0.437309 −2E− 9 6:0E− 3
0.7 0.422888 −2:2E− 9 −0:000
0.8 0.356087 −1:9E− 9 9:0E− 3
0.9 0.221364 −1:4E− 9 −9:0E− 3
1.0 0.000000 0.000 0.000
aError = analytical solution − numerical solution.
Table 1 exhibits a comparison between the errors obtained by using the proposed decomposition
method [1–4] and by using the sixth-degree B-spline method of [7]. Examining this table closely
shows the improvements obtained by using the proposed scheme. Higher accuracy can be obtained
by evaluating more components of y(x).
Example 2. We next consider the nonlinear BVP:
y(v)(x) = e−xy2(x); 0¡x¡ 1; (34)
subject to the boundary conditions
y(0) = y′(0) = y′′(0) = 1; y(1) = y′(1) = e: (35)
The theoretical solution for this problem is
y(x) = ex: (36)
Eq. (34) may be rewritten in an operator form as
Ly = e−xy2(x); 0¡x¡ 1: (37)
Operating with L−1 on (37), and using the boundary conditions at x = 0, yields
y(x) = 1 + x +
1
2
x2 +
1
6
Ax3 +
1
24
Bx4 + L−1(e−xy2(x)); (38)
where the inverse operator L−1 is a %ve-fold integral operator de%ned above in (12), and the constants
A= y′′′(0); B= y(iv)(0); (39)
are to be determined. Substituting the decomposition series (15) for y(x) and the series of polyno-
mials (16) into (38) gives
∞∑
n=0
yn(x) = 1 + x +
1
2
x2 +
1
6
Ax3 +
1
24
Bx4 + L−1
(
e−x
∞∑
n=0
An
)
; (40)
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where An are the so-called Adomian polynomials that represent the nonlinear term y2(x). As indicated
before, Adomian polynomials can be constructed for all classes of nonlinearity according to speci%c
algorithms presented before in (7).
To determine the components yn(x); n¿0; the modi%ed decomposition method [21,23] will be
implemented in this case. Although a slight change is made in this recently developed modi%cation,
it introduces a qualitative tool that facilitates the computational work. In this approach, we split the
terms that are not included under L−1 in (40) into two parts, one is assigned to the zeroth component
y0(x) and the remaining part is assigned to y1(x) among other terms. Based on these identi%cations,
we obtain the recursive relation
y0(x) = 1;
y1(x) = x +
1
2
x2 +
1
6
Ax3 +
1
24
Bx4 + L−1(A0);
yk+1(x) = L−1(Ak); k¿1:
(41)
To determine the components yn(x) recurrently, it is useful to list the %rst few Adomian polynomials
An for the nonlinear operator F(y) = y2(x), thus given by
A0 =F(y0);
= y20(x);
A1 = y1(x)F ′(y0);
=2y0(x)y1(x);
A2 = y2F ′(y0) +
y21
2!
F ′′(y0);
=2y0(x)y2(x) + y21(x); (42)
and so on for other polynomials.
In view of (41) and (42) we obtain
y0(x) = 1;
y1(x) = x +
1
2
x2 +
1
6
Ax3 +
1
24
Bx4 + L−1(e−x);
=1 + x2 +
(
1
6
A− 1
6
)
x3 +
(
1
24
B+
1
24
)
x4 − e−x;
y2(x) = L−1(2y1(x)e−x);
=
2111
16
+ 70A+ 140B
−
(
575
8
+ 40A+ 70B+ (60 + 30A+ 70B)e−x
)
x
+
(
143
8
+ 10A+ 15B− (12 + 5A+ 15B)e−x
)
x2
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−
(
31
12
+
4
3
A+
5
3
B+
(
4
3
+
1
3
A+
5
3
B
)
e−x
)
x3
+
(
5
24
+
1
12
A+
1
12
B−
(
1
12
+
1
12
B
)
e−x
)
x4
− (132 + 70A+ 140B)e−x + 1
16
e−2x; (43)
and y3 is computed as well and will be used in the approximation. Since we need to calculate approx-
imants, we expand e−x and use only the four components calculated before, hence the approximation
of y(x) is reduced to
y(x) = 1 + x +
1
2
x2 +
1
6
Ax3 +
1
24
Bx4 +
1
120
x5 +
1
720
x6 +
1
5040
x7
+
(
1
20160
A− 1
40320
)
x8 +
(
1
18144
B− 1
362880
)
x9 +
1
3628800
x10
+
(
1
1995840
A2 − 1
997920
A+
1
1900800
)
x11
+
(
− 1
3421440
A2 +
1
2280960
A− 1
6842880
B+
1
6842880
AB− 101
479001600
)
x12
+O(x13): (44)
We next impose the boundary conditions at x=1 on the 4-term approximant 4 de%ned by (44) to
obtain the system
32863
197120
A+
1996097
47900160
B+
1
4790016
A2 +
1
6842880
AB= e− 1202243083
479001600
;
285343
570240
A+
665471
3991680
B+
1
498960
A2 +
1
570240
AB= e− 2729207
1330560
; (45)
so that
A= 0:9999967742;
B= 1:0000145020: (46)
Substituting (46) into (44) yields the series solution
y(x) = 1 + x +
1
2
x2 + 0:1666661291x3 + 0:04166727092x4 +
1
120
x5 +
1
720
x6
+
1
5040
x7 + 0:00002480142729x8 + 0; 275581185× 10−5x9 + 1
3628800
x10
+ 0:250521093× 10−7x11 − 0:647179468× 10−7x12 + O(x13): (47)
Table 2 shows the exact values, numerical solutions, and the errors obtained by using the modi%ed
decomposition method [21,23] and by using the sixth-degree B-spline method [7] for
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Table 2
Numerical results for Example 2
x Analytical solution Errorsa [decomposition] Errorsa [B-spline]
0.0 1.000000000 0.0000 0.0000
0.1 1.105170918 1:0E− 9 −7:0E− 4
0.2 1.221402758 2:0E− 9 −7:2E− 4
0.3 1.349858808 1:0E− 8 4:1E− 4
0.4 1.491824698 2:0E− 8 4:6E− 4
0.5 1.648721271 3:1E− 8 4:7E− 4
0.6 1.822118800 3:7E− 8 4:8E− 4
0.7 2.013752707 4:1E− 8 3:9E− 4
0.8 2.225540928 3:1E− 8 3:1E− 4
0.9 2.459603111 1:4E− 8 1:6E− 4
1.0 2.718281828 0.0000 0.0000
aError = analytical solution − numerical solution.
x = 0:0; 0:1; : : : ; 1:0. Although we derived only three components, the table clearly shows the im-
provements we achieved if compared to B-spline method.
5. Concluding remarks
The computations associated with the two examples discussed above were performed by using
Maple V. The existence and uniqueness of the solution is guaranteed by Agarwal’s book [5]. Each
of the proposed algorithms, the decomposition method [1–4] and the modi%ed decomposition method
[21,23], produced a reliable computational method for handling boundary value problems. Comparing
the obtained results with other works, the decomposition method and the modi%ed technique were
clearly reliable if compared with grid points techniques where solution is de%ned at grid points
only. Moreover, numerical methods based on the approach we used would require considerably less
computational eAort.
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