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We clarify the effect different sampling methods and weighting schemes have on the statistics of
attractors in ensembles of random Boolean networks (RBNs). We directly measure cycle lengths
of attractors and sizes of basins of attraction in RBNs using exact enumeration of the state space.
In general, the distribution of attractor lengths differs markedly from that obtained by randomly
choosing an initial state and following the dynamics to reach an attractor. Our results indicate that
the former distribution decays as a power-law with exponent 1 for all connectivities K > 1 in the
infinite system size limit. In contrast, the latter distribution decays as a power law only for K = 2.
This is because the mean basin size grows linearly with the attractor cycle length for K > 2, and is
statistically independent of the cycle length for K = 2. We also find that the histograms of basin
sizes are strongly peaked at integer multiples of powers of two for K < 3.
PACS numbers: 02.70.Uu, 05.10.Ln, 87.10.+e, 89.75.Fb, 89.75.Hc
I. INTRODUCTION
Random Boolean Networks (RBNs) [1] have been
widely used as elementary models for genetic regula-
tion. In such a model, a binary state based on Boolean
logic [2, 3, 4] encapsulates local gene expression. An RBN
consists of N Boolean (0,1) elements where the value of
each element evolves in discrete time according to a ran-
dom Boolean function of K randomly chosen distinct in-
puts. Within an annealed approximation [5], the RBN
can be in one of three phases: a frozen phase (K = 1),
in which a perturbation to the state of a single node can
propagate only to a finite number of nodes; a chaotic
phase (K > 2), in which the perturbation spreads to a
finite fraction of the nodes; and a critical phase (K = 2),
which lies in between the frozen and chaotic phases.
In a finite RBN the number of possible states is also
finite. Therefore, each dynamical state in a determin-
istically updated RBN is either transient or belongs to
an attractor cycle. A transient state may be reached no
more than once during the dynamics. Meanwhile, a state
which belongs to an attractor cycle may be reached in-
finitely often if the chosen initial state falls into the basin
of attraction of the attractor cycle. Many analytical re-
sults concerning the duration of transients and attractor
cycle lengths have been established for the random map
(RM), which is the limit of RBNs when K → N . These
analytical arguments are based on the fact that the an-
nealed approximation is exact for the random map [6, 7].
However, most of the known results for K = 2 critical
RBNs come from numerical simulations.
Since the size of the state space grows as 2N , an ex-
haustive search of attractors is infeasible for large N .
Instead, a random sampling procedure has (almost ex-
clusively) been used [1, 8, 9]: the system is prepared in a
randomly chosen initial state, and the RBN rules are used
to evolve the system until an attractor is reached. Typi-
cally a fixed number of initial conditions are used for each
realization of an RBN, and the ensemble properties are
obtained by repeating this procedure for many realiza-
tions. Using this sampling procedure, it has been shown
that the lengths of the transients to reach an attractor,
as well as the lengths of the attractor cycles reached are
both power-law distributed for the ensemble of K = 2
critical RBNs [8]. However, the size of the state space
limits the accuracy of the random sampling procedure.
For instance, small basins of attraction may be under-
sampled as suggested by recent studies of the (mean)
number of attractors [10, 11, 12]. This has raised strong
concerns regarding the validity of estimates of the distri-
butions of cycle lengths and sizes of basins of attraction
that are based on the random sampling procedure [4] —
like the ones obtained in Ref. [8].
In particular, the simple sampling procedure described
above can only measure the distribution of attractor
lengths reached from a randomly chosen initial state, but
not the unbiased distribution of attractor cycle lengths
itself. These two distributions only coincide if there are
no correlations between the length of an attractor cycle
and its basin size. While it can be shown analytically
that the unbiased distribution of attractor cycle lengths
decays as a power-law with exponent 1 for the random
map [4], less is known about K < N . Refs. [13, 14] esti-
mate a basin entropy using exact enumeration for various
K, but do not consider attractor cycle lengths.
In this article, we clarify the effects of different sam-
pling procedures and weighting schemes by making exact
enumerations of the state space of RBNs to estimate the
distributions of both the sizes of the basins of attrac-
tion and the attractor cycle lengths. By weighting each
attractor by its basin size, we can reproduce the distri-
butions obtained by randomly sampling initial states as
discussed above. We find numerically that the unbiased
distribution of attractor cycle lengths differs markedly
from that obtained by randomly sampling initial states
for all K > 2. This is corroborated by analytical argu-
ments based on an annealed approximation [7]. Remark-
ably, for K = 2 both distributions are well approximated
by the same power-law. This difference between criti-
cal and chaotic RBNs is related to how the basin size
2depends on the length of its attractor cycle. We show
analytically that the mean basin size increases linearly
with the length of the attractor for the random map.
Numerically, we find that this also holds for K > 2. For
K = 2, the mean basin size is independent of the attrac-
tor cycle length. Enumeration also allows us to study
the distribution of basin sizes; we find that for K = 2,
those distributions are discrete and strongly peaked at
integer multiples of powers of two, reflecting in part the
analytical structure previously found for K = 1 [15].
In Section II, we present a physical motivation for the
different weighting schemes used to compute various dis-
tributions for cycle lengths or basin sizes as well as a
more formal discussion clarifying the mathematical rela-
tions between these distributions. Section III contains
the results from numerical simulations, while Section IV
concludes with a summary of the main findings.
II. DEFINITION OF DISTRIBUTIONS
Depending on the weighting scheme, different distribu-
tions for the same quantity can be obtained. One can, for
instance, make an estimate of the distribution of attrac-
tor lengths that would be obtained by randomly sampling
I initial states (for each ofR realizations of the RBN) and
following the dynamics to reach an attractor as follows:
For an RBN, make an exhaustive list of each attractor
with its cycle length and size of its basin. Then pick I
attractors randomly – each with a weight proportional
to its basin size – and compute a histogram of attractor
cycle lengths for the RBN. Repeat this for R different re-
alizations of the RBN and average the results to obtain
an ensemble averaged probability distribution.
The distribution of cycle lengths obtained this way cor-
responds to an estimate of Qu(l) in the notation below.
Note that using a weight proportional to the basin size
accounts for the fact that initial states have a proportion-
ally higher probability to fall in larger basins within the
state space than in smaller ones. For simplicity, we will
refer toQu(l) as the distribution of cycle lengths obtained
by random sampling – even though it oversimplifies the
situation. In particular, as this discussion implies, we are
not using a random sampling method, but rather repro-
ducing what would be obtained using that method [27].
On the other hand, using the exhaustive list of each at-
tractor and its basin size for all R realizations of an RBN,
one could compute a histogram by directly accumulating
the results for each attractor on the list – independent of
its basin size and also independent of which RBN realiza-
tion it appears in within the ensemble of R realizations.
Such a distribution of attractor lengths corresponds to
Pa(l) in the notation below. In order to assist the gen-
eral reader, we will refer to Pa(l) as the distribution of cy-
cle lengths obtained by exact enumeration – again, even
though it oversimplifies the true situation.
These two distributions differ in two ways as signified
by the P vs. Q label as well as the subscript a vs. u. In
the notation we use, Q denotes distributions obtained by
weighting attractors according to the size of their basin of
attraction, while P denotes distributions obtained with-
out regard to the basin size. In addition, the subscript
u in Qu(l) denotes a distribution obtained by weighting
each RBN equally (e.g. making a histogram for each
RBN and then uniformly averaging the results over dif-
ferent realizations), while the subscript a in Pa(l) denotes
a distribution in this case obtained by weighting each at-
tractor equally – regardless of which RBN it came from
(see below for further discussion). It is obvious that there
are many other distributions that can be estimated, de-
pending on the weighting scheme. In general, there is
no reason these distributions should be similar. How-
ever, there are mathematical relations connecting them
as described next.
A. Formal development
The state space of a single realization of an RBN may
contain many different attractors. Each attractor is char-
acterized by (l, b), which are its cycle length l and the size
b of its basin of attraction. For RBN i in a given ensem-
ble, we count each attractor α in its state space, and
record the respective l and b. This allows us to obtain
the probability that a randomly chosen attractor of RBN
i has cycle length l and basin size b,
P (i)(l, b) ≡
1
Ai
Ai∑
α=1
δlα,lδbα,b
=
Ai(l, b)
Ai
. (1)
Here Ai(l, b) is the number of attractors with cycle length
l and basin size b in RBN i, and Ai is the total number of
attractors in it. The probability that a randomly chosen
state lies in the basin of an attractor with (l, b) for RBN
i is given by
Q(i)(l, b) ≡
Ai∑
α=1
bα
2N
δlα,lδbα,b
=
b
2N
Ai(l, b) =
b
2N
AiP
(i)(l, b). (2)
It is easy to check that both P (i)(l, b) and Q(i)(l, b) are
normalized to unity.
To obtain the corresponding probabilities for attractor
lengths and basin sizes for an ensemble of RBNs, we as-
sign a normalized weight wi to each RBN i. If R is the
number of RBNs in the ensemble, the probability that a
randomly chosen attractor from the ensemble has cycle
length l and basin size b, is
P (l, b; {wi}) ≡
R∑
i=1
wiP
(i)(l, b). (3)
3Similarly, the probability over an ensemble of RBNs that
a randomly chosen state lies in the basin of an attractor
with (l, b) is given by
Q(l, b; {wi}) ≡
R∑
i=1
wiQ
(i)(l, b)
=
b
2N
P (l, b; {wiAi}). (4)
For uniform weights wi = 1/R, we obtain the distribu-
tion,
Pu(l, b) ≡
1
R
R∑
i=1
Ai(l, b)
Ai
. (5)
If, in contrast, we use the weights wi = Ai/(R〈A〉), we
obtain a distribution for the ensemble where all attractor
are counted equally:
Pa(l, b) ≡
1
R〈A〉
R∑
i=1
Ai(l, b), (6)
where 〈A〉 is the mean number of attractors in a single
realization of an RBN.
Obtaining ensemble averaged ”Q” distributions pro-
ceeds in the same manner. For uniform weights wi =
1/R, Eq. (4) becomes
Qu(l, b) ≡
b
2N
1
R
R∑
i=1
Ai(l, b)
=
b
2N
〈A〉Pa(l, b) (7)
where we used Eq. (6) to obtain the second equality.
For comparisons, we also consider Eq. (4) when the
RBNs are weighted by the inverse of the number of at-
tractors,
Q1/a(l, b) ≡ Q(l, b; {A
−1
i /(R〈A
−1〉)})
=
1
R〈A−1〉
b
2N
R∑
i=1
Ai(l, b)
Ai
=
1
〈A−1〉
b
2N
Pu(l, b). (8)
Eqs. (5,6,7,& 8) make up the four weighting schemes we
focus on in the remainder of this paper.
Using these joint distributions, we can construct the
distributions of attractor lengths, by summing over the
basin sizes b. For example,
Qu(l) ≡
∑
b
Qu(l, b) =
〈A〉
2N
∑
b
bPa(l, b)
=
〈A〉
2N
〈b(l)〉aPa(l). (9)
Here we have used Eq. (7) and defined the mean basin
size of attractors of length l,
〈b(l)〉a ≡
∑
b bPa(l, b)
Pa(l)
, (10)
with
Pa(l) ≡
∑
b
Pa(l, b)
(11)
The distributions Pu(l) and Q1/a(l) are defined anal-
ogously. In order to assist the general reader, we refer
to Qu(l) as the distribution of cycle lengths obtained by
random sampling and Pa(l) as the distribution obtained
by exact enumeration.
In this paper, all these quantities are estimated by ex-
act enumeration of the state space. For each realization
of the RBN, we find the image of each of the 2N states
under the dynamical map. We connect each state and
its image by a directed link to form the state space net-
work (SSN). We follow these directed links to reach the
attractors, which are cycles of directed links. For each
attractor we find its cycle length and basin size [16].
III. RESULTS
Fig. 1 shows the distribution of attractor lengths ob-
tained by random sampling Qu(l), the distribution ob-
tained by exact enumeration Pa(l), as well as Pu(l) and
Q1/a(l) for K = 1, K = 2 and the random map. Re-
sults for other values of K were also obtained and some
of these results are shown later. We find that for all
K 6= 1, Pu(l) is similar to Pa(l), while Qu(l) is similar to
Q1/a(l). Defining Ai(l) ≡
∑
bAi(l, b), these results imply
that the ratio Ai(l)/Ai is statistically independent of the
total number of attractors in the RBN, Ai, for K 6= 1.
This follows from comparing Eqs. (5) and (6) or their
analogs for Qu(l) and Q1/a(l), respectively. Such inde-
pendence is expected for the random map and for K > 2
in the thermodynamic limit, based on the annealed ap-
proximation [7]. We currently have no explanation for
why this would also hold for K = 2. For K = 1, the dif-
ference between Pu(l) and Pa(l) or Qu(l) and Q1/a(l) is
a direct indication that there are significant correlations
between Ai(l)/Ai and Ai. This is expected since long
attractors arise from long loops in the network of RBN
elements, which also give rise to a larger total number of
attractors [12, 15]. Since we are mostly concerned with
K > 1 in what follows, we will focus on the distribution
of cycle lengths obtained by exact enumeration, Pa(l),
and the distribution of cycle lengths obtained by ran-
domly sampling, Qu(l), which differ from each other for
all K 6= 2 as shown in Fig. 1.
While this difference is well-known for the random
map, the relationship between these two distributions has
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FIG. 1: (Color online.) Distribution of attractor cycle lengths using four weighting schemes for K = 1, K = 2 and the
random map. Results are statistically indistinguishable for K = 2, while differences appear for all other K. Qu(l) represents
the (simplest) distribution of cycle lengths obtained by random sampling, while Pa(l) represents the (simplest) distribution
obtained by exact enumeration – as explained in Section II. This and all subsequent figures are based on 5×105 RBN realizations
with N = 22, unless stated otherwise.
5not been clarified for other values of K. As shown for the
random map in Refs. [6, 17],
Qu(l) =
∑
t≥l
(2N − 1)!
(2N − t)!(2N )t
≈
1
2N/2
∫ 2N/2
l/2N/2
dye−y
2/2, (12)
while in Refs. [4, 15] it was found that
Pa(l) ≈
e−l
2/2N
〈A〉l
. (13)
The latter distribution decays as a power-law with expo-
nent 1, up to an N dependent cut-off, while the former
– being the complement of the error function – is a flat
distribution up to an N dependent cut-off. Indeed, us-
ing the finite size scaling method for different N allows
one to collapse the different curves for Pa(l) and Qu(l),
respectively. As discussed in Section II, Qu(l) is related
to Pa(l) by a factor which is the mean basin size of at-
tractors of length l, 〈b(l)〉a, see Eq. (9). Hence Qu(l) and
Pa(l) can only have different functional forms if 〈b(l)〉a
varies with l.
From Eqs. (12) and (13), it is straightforward to show
that 〈b(l)〉a ∝ l for the random map. Fig. 2 confirms this.
Moreover, Fig. 2 shows that the linear relationship also
holds for large K suggesting that the qualitative differ-
ences between Pa(l) and Qu(l) persist. Indeed, using the
annealed approximation, Eqs. (12) and (13) can be ex-
tended to chaotic RBNs (K > 2), as was done previously
for Eq. (12) in [7]. This leads to a slightly modified finite
size scaling form. For K ≥ 6, the expressions given in
Ref. [7] allow us to collapse the different curves as shown
in Fig. 3. For smaller K the accessible values of N are
too small to apply the annealed approximation, which is
exact in the limit N → ∞. This is also confirmed by
Fig. 2, which indicates that the dependence of 〈b(l)〉a on
l weakens with decreasing K for fixed N . This explains
why for N = 22 and K = 3, Pa(l) and Qu(l) do not show
the same qualitative differences as seen for higher values
of K (see Fig. 5).
Fig. 1 also indicates that Pa(l) and Qu(l) are statisti-
cally identical for the critical caseK = 2. As discussed in
Section II (see Eq. (7)), this can be directly related to the
observation in Fig. 2 that 〈b(l)〉a is basically independent
of l for K = 2. Numerical results presented in Ref. [8]
suggest that Qu(l) for K = 2 decays as a power-law with
an N -dependent exponent that approaches 1 in the ther-
modynamic limit. Our results in Fig. 4 show that the
exponent of Pa(l) also varies with system size. Provided
that 〈b(l)〉a remains independent of l for N → ∞, this
implies that the exponent for Pa(l) also approaches 1 in
this limit.
Consequently, the difference between the state spaces
of chaotic and critical RBNs lies not in the distribution
of cycle lengths obtained by exact enumeration, Pa(l)
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FIG. 2: (Color online.) Mean (normalized) basin size,
〈b(l)〉a/2
N , vs. attractor length, l, for various values of K and
the random map (RM). 〈b(l)〉a decreases with l for K = 1,
and increases for K > 2 and the random map. For K = 2,
the mean basin size is approximately independent of l. Note
that the estimated mean basin size is only shown for those
bins which had at least 50 data points.
(Fig. 5, upper panel), which decays as a power law for
all K > 1, but in the correlations between the attractor
cycle length and its basin size. While 〈b(l)〉a ≈ constant
for ensembles of K = 2 critical RBNs, 〈b(l)〉a ∝ l for
ensembles of chaotic RBNs. The presence or absence of
such correlations is naturally captured by whether or not
Qu(l) (Fig. 5, lower panel) differs from Pa(l).
Most approaches to estimate attractor length distri-
butions in RBNs in the past have exclusively focused
on Qu(l), which is the simplest distribution that can
be obtained by randomly sampling initial states. In-
deed, the specific random sampling methods applied in
Refs. [1, 8, 9] are simply not able to measure 〈b(l)〉a or
Pa(l). This is the clear advantage of the exact enumera-
tion method applied here.
Exact enumeration also allows us to find the sizes of
the basins of attraction. The distribution of basin sizes is
known analytically for K = 1 [15], K = N [6] and all K
in the chaotic phase [7]. Ref. [14] used exact enumeration
to numerically find that the basin entropy scales only for
K = 2 critical RBNs. However, they did not present the
distribution of basin sizes for K = 2.
Fig. 6 shows the distribution of basin sizes Pa(b) ≡∑
l Pa(l, b) for K = 1 and K = 2. For K = 1 the basin
size is given by
b = l2N−m (14)
where m is the number of relevant elements in the
RBN [15]. This causes the distribution of basin sizes
for K = 1 to be discrete and peaked at integer multiples
of powers of two. In the lower panel of Fig. 6 we see that
the distribution for K = 2 shares some of this special
structure – it is dominated by, but not entirely restricted
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FIG. 3: (Color online.) Finite size scaling analysis of attractor
length distributions for K = 6 RBNs, (a) Pa(l) and (b) Qu(l).
The insets show the original distributions. These results are
based on the following number of realizations: 5 × 105 for
N = 10− 22, 5× 104 for N = 25 and 5× 103 for N = 28.
to, integer multiples of powers of 2. This is most likely
because the structure of K = 2 relevant components is
similar to those of K = 1 as discussed in [2]. Approxi-
mating Pa(b) for K = 2 by a continuous distribution is
shown in the inset of Fig. 6.
IV. CONCLUSION
The full enumeration of the state space for each real-
ization of an RBN presented here allows us to estimate
the distribution of attractor cycle lengths or basin sizes
mimicking different sampling procedures and weighting
schemes. The unbiased distribution of attractor lengths,
obtained by weighting all attractors in the ensemble
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FIG. 4: (Color online.) Pa(l) for critical K = 2 RBNs with
various N . The slope of the curves varies systematically with
N . Based on the results of [8] we expect this distribution to
be a power law with exponent −1 in the thermodynamic limit.
These results are based on 5×105 realizations for N = 10−22,
5× 104 for N = 25 and 5× 103 for N = 28.
equally, is very different from the cycle length distribu-
tion of attractors reached from a randomly chosen initial
state. Yet, for the critical case K = 2 both distribu-
tions are statistical identical. This directly implies that
the random sampling procedure applied in Ref. [8] for
K = 2 and large N indeed allows one to obtain a reli-
able estimate for the unbiased distribution of attractor
cycle lengths. The comparison of the different weight-
ing schemes also shows that the fraction of attractors of
a given length in a given RBN is statistically indepen-
dent of the total number of attractors in that RBN for
all K > 1.
In addition, our findings show that the existence of a
power-law decay in the unbiased distribution of attractor
lengths is not an indicator of the criticality of an RBN
(as defined in the introduction), since this distribution
also decays as a power law for all RBNs in the chaotic
phase (K > 2). Thus, the difference between the state
spaces of chaotic and critical RBNs lies not in the un-
biased distribution of attractor cycle lengths, but in the
correlations between the attractor cycle length and the
sizes the basins that these attractors drain. The typi-
cally applied random sampling procedure naturally cap-
tures this correlation between the attractor length and
the basin size. This correlation is, however, only made
explicit by measuring the joint probability of attractor
length and basin size, which is accomplished by a full
enumeration of the state space of an RBN. Such an enu-
meration scheme allows one in particular to obtain the
distribution of basin sizes. For K=2, we find that the dis-
tribution is strongly peaked at integer multiples of powers
of 2. In a more general setting, this enumeration scheme
could also prove useful to investigate correlations between
attractor cycle length and basin size in systems like cellu-
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FIG. 5: (Color online.) (a) Pa(l) and (b) Qu(l) for various
K and the random map (RM). Pa(l) is a power law for all
K > 1. In the thermodynamic limit all K > 1 distributions
are expected to have the same exponent, 1. Qu(l) is a power
law only for the critical K = 2 distribution. Note that the
curve for the critical K = 2 ensemble does not exhibit an
apparent cut-off in either case.
lar automata [18, 19], discrete dynamical mappings [20]
and multi-stable dynamical systems [21, 22, 23], or in
models of genetic regulatory networks [24, 25, 26].
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