Abstract. In this study, our main topics are Wijsman ideal convergence and Orlicz function. We define Wijsman ideal convergent set of sequences defined by an Orlicz function where I is an ideal of the subset of positive integers N. We also obtain some inclusion theorems.
An ideal is called non-trivial if N I and non-trivial ideal is called admissible if {n} ∈ I for each n ∈ N .
Definition 1.3. A non-empty family of sets F ⊆ 2
N is a filter in N if and only if ∅ F , for each A, B ∈ F we have A ∩ B ∈ F and for each A ∈ F and each B ⊇ A we have B ∈ F .
If I is a non-trivial ideal in N (i.e., N I), then the family of sets Recently, Das, Savas and Ghosal [3] introduced new notions, namely I−statistical convergence and I−lacunary statistical convergence. Now we will carry these definitions to set of sequences and we obtain Wijsman I−convergence.
Let (X, ρ) be a metric space. For any point x ∈ X and any non-empty subset A of X, we define the distance from x to A by d(x, A) = inf a∈A ρ(x, A). Definition 1.7. Baronti and Papini, [2] Let (X, d) be a metric space. For any non-empty closed subsets A, A k ⊆ X for all k ∈ N we say that the sequence {A k } is Wijsman convergent to A if
for each x ∈ X. In this case we write W − lim k→∞ A k = A.
As an example, consider the following sequence of circles in (x, y)-plane:
As k → ∞ the sequence is Wijsman convergent to y-axis A = {(x, y) : x = 0}. Definition 1.8. Baronti and Papini, [2] Let (X, d) be a metric space. For any non-empty closed subset A k of X for all k ∈ N we say that the sequence {A k } is bounded if
for each x ∈ X. In this case we write {A k } ∈ L ∞ . Definition 1.9. Baronti and Papini, [2] Let (X, d) be a metric space. For any non-empty closed subsets A, A k ⊆ X for all k ∈ N we say that the sequence {A k } is Wijsman Cesáro summable to A if
for each x ∈ X and we say that {A k } is Wijsman strongly Cesáro summable to A if
for each x ∈ X. 
In this case we write st − lim W A k = A or A k → A(WS) where WS denotes the set of Wijsman statistically convergent sequences. For any non-empty closed subsets A, A k ⊆ X for all k ∈ N we say that the sequence {A k } is Wijsman I−convergent to A, if for each ε > 0 and for each x ∈ X the set,
belongs to I. In this case we write I W − lim A k = A or A k → A(I W ) where I W is the set of Wijsman I−convergent sequences.
As an example, consider the following sequence. Let X = R 2 and {A k } be a sequence as follows:
The sequence {A k } is not Wijsman convergent to the set A. But if we take I = I d then {A k } is Wijsman I−convergent to set A, where I d is the ideal of sets which have zero density. Definition 1.12. (Kişi and Nuray, [13] ) Let (X, d) be a metric space and I ⊆ 2 N be a non-trivial ideal in N. For any non-empty closed subsets A, A k ⊆ X for all k ∈ N we say that the sequence {A k } is Wijsman I−statistically convergent to A or S (I W )-convergent to A if for each ε > 0, for each x ∈ X and δ > 0 we have,
In this case, we write A k → A (S (I W )) . The class of all Wijsman I−statistically convergent sequences will be denoted by S (I W ) .
By a lacunary sequence we mean an increasing integer sequence θ = {k r } such that k 0 = 0 and h r = k r −k r−1 → ∞ as r → ∞. Throughout this paper the intervals determined by θ will be denoted by I r = (k r−1 , k r ], and ratio
will be abbreviated by q r. Definition 1.13. (Ulusu and Nuray, [22] ) Let (X, ρ) be a metric space and θ = {k r } be a lacunary sequence. For any non-empty closed subsets A, A k ⊆ X for all k ∈ N we say that the sequence {A k } is Wijsman lacunary statistically convergent to A if {d(x, A k )} is lacunary statistically convergent to d(x, A); i.e., for ε > 0 and for each x ∈ X we have
In this case we write
Recall that an Orlicz function is a function M : [0, ∞) → [0, ∞) which is continuous, non decreasing and convex with 
Main Results
Definition 2.1. Let (X, d) be a metric space and θ be a lacunary sequence. A set of sequence {A k } is said to be Wijsman strongly I−lacunary convergent to A if for each ε > 0 and for each x ∈ X we have,
In this case we write A k
Definition 2.2. Let (X, d) be a metric space and θ be a lacunary sequence. A set of sequence {A k } is said to be Wijsman I−lacunary statistically convergent to A if for each ε > 0, for each x ∈ X and δ > 0 we have,
In this case, we write A k
Definition 2.3. Let (X, d) be a metric space and M be an Orlicz function. For any non-empty closed subsets A, A k ⊆ X for all k ∈ N we say that the sequence {A k } is Wijsman strongly Cesáro summable to A with respect to an Orlicz function (Wijsman sense), if for each x ∈ X we have,
This is denoted by
Definition 2.4. Let (X, d) be a metric space, I ⊆ 2 N be an admissible ideal in N and M be an Orlicz function. For any non-empty closed subsets A, A k ⊆ X for all k ∈ N we say that the sequence {A k } is strongly Cesáro summable to A (Wijsman sense) with respect to an Orlicz function and ideal if for each ε > 0 and for each x ∈ X we have,
Definition 2.5. Let (X, d) be a metric space, I ⊆ 2 N be an admissible ideal in N and M be an Orlicz function. For any non-empty closed subsets A, A k ⊆ X for all k ∈ N we say that the sequence {A k } is I−statistically convergent to A with respect to an Orlicz function (Wijsman sense) , if for each ε, δ > 0 and for each x ∈ X we have,
Definition 2.6. Let (X, d) be a metric space and θ be a lacunary sequence. A set of sequence {A k } is said to be Wijsman strongly I−lacunary convergent to A with respect to an Orlicz function if for each ε > 0 and for each x ∈ X we have,
Theorem 2.7. Let X, ρ be a metric space, I ⊆ 2 N be an admissible ideal in N and M be an Orlicz function. A, A k ⊆ X, for all k ∈ N, are non empty closed subsets. Then we have
A. Let ε > 0 be given. Then we can write
Consequently, for any δ > 0 we have
(ii) Suppose that M is bounded and {A k }
S(I W )
→ A. Since M is bounded there exists a real number K > 0 such that sup t M (t) ≤ K. Moreover, for any ε > 0 we can write
Now for any δ > 0 we get
The proof of this part follows from parts (i) and (ii).
Theorem 2.8. Let X, ρ be a metric space, I ⊆ 2 N be an admissible ideal in N, θ = (k r ) be a lacunary sequence and M be an Orlicz function. For any non-empty closed subsets
Let ε > 0 be given. Then we can write
and so
Then for any δ > 0
This proves the result. b) In order to establish I − W [N θ ] (M) ⊆ I − WS θ is proper, for any given θ we choose {A k } as follows:
and for any δ > 0,
Since the set on the right-hand side is a finite set and so belongs to I, it follows that A k
On the other hand
for some m ∈ N which belongs to F(I), since I is admissible. So
(ii) Suppose that M is bounded and A k I−WS θ → A. Since M is bounded there exists a real number K > 0 such that sup t M (t) ≤ K. Moreover, for any ε > 0,
Consequently, we get
This proves the result.
(iii) The proof of this part follows from parts (i) and (ii) . Proof. Suppose first that lim inf r q r > 1. Then there exists α > 0 such that q r > 1 + α for sufficiently large r, which implies that
→ A and for sufficiently large r, we have This proves the sufficiency. Conversely, suppose that lim inf r q r = 1. Hence we can select a subsequence k r j of the lacunary sequence θ = (k r ) such that Hence {A k } is Wijsman I−statistically convergent with respect to M for any admissible ideal I.
