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Introduction
Given n relatively prime integers pl < 0 . -< p,, and an integer k < n, the Chinese Remainder Code, CRT,, ,..., pn;k, has as its message space M = (0, . . . , nt, pi -l}, and encodes a message m E M as the vector (ml,. . . , m,), where mi = m(modpi). The Chinese Remainder Code (henceforth, CRT code), also referred to as the Redundant Residue Number System code, seems to have been studied for several years now in the literature in coding theory (see [15, 91 , and the references there in), and its redundancy property has been exploited often in theoretical computer science as well. Mandelbaum gave a decoding algorithm for this code, correcting 9 errors.'
Recently, Goldreich, Ron, and Sudan [5] gave a "list decoding" algorithm for this code. Formally, the list decoding problem has as its inputs a vector (PI,. . . ,p,), an integer k (specifying the CRT code), a vector (TI, . . . , r,) and an agreement parameter t. The goal is to find a list of all messages m E M such that ri = m(modpi) for at least t choices of i E { 1, . . . , n}. The notion of list decoding was proposed independently by Elias [3] and Wozencraft [17] as a relaxation to the usual notion of recovery from errors (which requires the output to be a single message). Informally, a list decoding algorithm offers a method of recovery from n -t errors. For the case of the CRT code, the algorithm of [5] solved the list decoding problem in polynomial time provided t > J T 2 k n b . If p, = O(pl), and k = o(n), then t can be growing as o(n) and this is far better than the results achievable via standard (not list) decoding. More recently, Boneh [ l] reduced the requirement on t by a factor of 4 to be able to correct from J * agreements. Numerous applications are also now known for the CRT list decoding problem. Goldreich et al. [5] describe an application to computation of the permanent on random instances, Hhtad and Naslund [8] use it in constructing hardcore predicates from some (specific) one-way functions, and Boneh [ 11 shows consequences to the task of finding smooth numbers in short intervals. While for all the applications, the original result of [5] would have sufficed (at least to derive qualitatively interesting results), they nevertheless motivate a closer look at the decoding algorithms (and if this yields an improvement in performance, so much the better). One weakness common to all the known algorithmic results on CRT decoding is their poor(er) performance if the primes are varying significantly in size. This can cause the algorithm of Mandelbaum [ 1 11 to take exponential time, while it degrades the number of errors that the algorithms of Goldreich et al. [5] , or Boneh [ 11 can correct. This weakness, in tum, highlights an eccentricity of the CRT code: Its alphabet size is not uniform, and so the "contribution" of an error is not independent of its location. Viewed differently, if the residue of a message m is known correctly modulo a small prime, then this provides less information than if the residue of m is known correctly modulo a large prime. The first coordinate of the code provides only logpl bits of information about the message, while the last coordinate provides l o g p , bits of information. However when we treat the code as a combinatorial object, all coordinates are declared to be equally important. The distortion in translating between the two measures of "importance" of the coordinates leads to a degradation in performance of the code and this explains the common occurrence of the quantity At first glance, this loss in performance seems inevitable. After all we are distorting the natural weighting of the code and so the algorithmic results should suffer. However, a closer look reveals that this distortion has already been accounted for when estimating the distance of the code. It then follows that the code does have distance greater than n -k in the uniform weighting; and thus it should be possible to correct (n -k)/2 errors unambiguously. Similarly, some standard results on the combinatorics of list decoding imply that the output size of the list decoding problem is bounded by a polynomial in n if t > a. However, the algebra of known decoding algorithms defer to the natural weighting of the alphabets of the CRT code. To overcome this limitation, one needs algorithms to decode the CRT code under the uniform weighting, or more generally, some arbitrary "user-specified" weighting, of the coordinates of the code. Our Results. We first consider the combinatorial implications of the question of "reweighting" the coordinates of a code in a general setting (and not just the CRT code). Say we have a code C of n-letter strings, with its natural weight vector i ? = (~1 , . . . , an), where ai is a non-negative real representing the "natwal importance" of the i-th coordinate of the code. (For the CRT code ai = logpi.) Say the code C has distance D,-under this weighting (i.e. for any two codewords z,y E C, ai 3 Dz). Now suppose we wish to impose our own weighting 6 = ( P I , . . . , Pn)
on the alphabets (typically, our weighting would be the uniform one), and wish to study the code C under this weighting. We first prove some combinatorial results giving some lower bo_und on t, such that if the weight of agreement under the &weighting is at least t, then the size of the output of the list decoder is bounded by a polynomial in n. (See logpnl logp1. and Goldreich et al. [SI to obtain the first polynomial time algorithm which decodes the CRT code up to half the minimum distance of the code (i.e., recovering from up to (n -k ) / 2 errors). We stress that no polynomial time algorithm was known for this task prior to our result, since the run time of Mandelbaum's algorithm [ 1 1, 121 to correct up to (n -k)/2 errors, was not always polynomial in n, l o g p , (see [SI for a discussion). Our algorithm can actually recover from a number of errors which is less than halfthe weighted minimum distance for any set of positive weights imposed on the codeword positions. Technically, this part of the paper is simple -the main contribution of this part may be viewed as highlighting the role of GMD decoding in the task of decoding the CRT code.
Our second algorithmic result extends the weighted list decoding algorithm of Guruswami and Sudan [6] portant for us, the weighted list decoding algorithm of [6]. The resulting abstraction reduces the decoding problem to a number of "elementary" algorithmic problems on the underlying ideals. In the case of the CRT code, these problems turn out to be well-solved problems on integer lattices, such as the problems of computing the sum and the intersection of given lattices, or finding short vectors in them, and thereby solves the weighted list decoding problem for the CRT code. The unified algebraic framework emerging from this study may be of independent interest. Organization. We begin by describing combinatorial bounds on the "radius" up to which we are guaranteed to have a small number of codewords for a general code which has varying weights (and varying alphabet sizes) on its various coordinates. In Section 3 we describe and analyze a "soft-decision" algorithm for decoding CRT codes, and also prove our main algorithmic result (Theorem 3). Our algorithm is motivated and founded upon an ideal-theoretic view of existing decoding algorithms [6, 5, 13 for "redundantresidue codes" like the Reed-Solomon and Chinese Remainder codes, which we ferret out and describe as an Appendix (Appendix A). We then get specific results for interesting weightings of the coordinates by non-trivial choice of weights in the main algorithm. 
We will see that for the case of CRT codes, we can essentially match the bounds of Theorem (1) (in the limit of large alphabet sizes) and Corollaries 1 and 2 algorithmically.
Algorithms for decoding CRT codes
In this section, we discuss efficient decoding algorithms for the CRT code. As stated above, we consider a sequence pl < pz < . . . < p , of relatively prime integers and an integer k < n. Let K = n;=,pi; N = ny=lpi. We associate to each integer m E {0,1,. . . , K -1) the sequence ( m l , m2,. . . , mn), where mi = m mod p i . We will abuse notation and refer to both this sequence and m as a codeword. We consider a received word to be a sequence (TI, rz, . . . In this section, we present two efficient decodin$ algorithms. For any sequence of positive weights p, the first one efficiently (in near-quadratic t@e) recovers the unique codeword m < K with highest P-weighted Hamming agreement with J received word T , as long as there is a codeword whose e-weighted Hamming distance from T is less than half the /.?-weighted minimum distance of the code. codeword modulo at least (n + k)/2 positions. This is accomplished by adapting the method of Forney, introduced for Reed-Solomon codes in [4], to CRT codes. Note that in particular this gives the first efficient algorithm to correct from (n -k)/2 errors (i.e., decode up to half the minimum distance) for the CRT code.
In the second (which is our main) decoding algorithm, the goal is to efficiently find a list of all codewords m < 
The Main Theorem
We now state and prove our main algorithmic result. *We note that the exponentiation notation actually makes sense here, see Appendix A. 3Note that this is also the product ideal, but we will refer to it as the intersection ideal in this text to retain intuition. See Appendix A for discussion. in order to force the coefficient of zZi-' to be non-negative and less than p i ; let the result be c'(z). Continue this process, obtaining cn(z) by adding or subtracting p q ( z -~i ) " -~ as many times as necessary from c"-l(z) in order to force the coefficient of xzi-" to be non-negative and less than pq. We stop at Pi(.), which we will call the canonical residue of ~ ( z ) modulo I?. The canonical residue is a degree (zi -1) integer polynomial such that for all a from 0 to zi, the coefficient of 2" is non-negative and less than such polynomials. We associate a canonical residue to ~( z ) for each ideal I;, yielding n:='=, p,! " possible sets of canonical residues. There are thus n?=,pq = pi
Theorem 3
To establish our algorithmic result, we need only show how to find such a polynomial c(z) efficiently. Note that if we consider the intersection ideal I restricted to polynomials of degree at most L, this can be seen as an integer lattice L of dimension (a + 1). Finding a suitable polynomial with small coefficients can therefore be seen exactly as finding a short vector in this lattice. This can be accomplished using lattice basis reduction algorithms such as LLL, provided we can construct a basis for this lattice. We stress that it is not necessary to explicitly write down the basis; all that we need is to be able to efficiently compute a basis. We now demonstrate how to do this. (z -ri)li be an arbitrary polynomial of degree at most e in I:'.
, w e may assume without loss of generality that the degree of X j (z) is at most 0 for each j < zi (if this fails for a particular j < zi, subtract the appropriate multiple of Thus, we see that under the condition prescribed by the Theorem, we can efficiently find a polynomial whose set of roots contains all codewords with sufficient weighted agreement with the received word, and the decoding can then be completed by finding all integer roots of this polynomial using the polynomial time algorithm for factoring polyno-
For easy reference, we summarize in Figure 1 the main steps of the algorithm from the above proof of Theorem 3.
We now present an alternative algorithmic proof of Theorem 3, in which we translate the ideal-based reasoning given above directly into an explicit lattice.
Alternative Proof (of Theorem 3): As in the original proof, we will seek to find a polynomial c(x), with coefficients that are bounded in size and with degree at most C, such that for all i, 1 5 i 5 n, the following Condition holds:
(*) For all integers m such that Iml 5 K / 2 , we have that Here, we present an alternative method to find such polynomials. Recall the definitions of the ideals Iii and the intersection ideal I from the original proof, to provide intuition for our construction. We build an explicit lattice L in which all polynomials (of degree at most C) are represented, but where we also represent, for each ideal I?, the possible translates of these polynomials by elements of the ideal (again restricted to degree at most C). Thus, polynomials that are present in all the ideals Ifi can be translated to 0 in each of the ideals. We constrain all non-zero translations to contribute a very large factor to the norm of the corresponding vector. Thus, we obtain a lattice L in which all polynomials are represented (by many vectors), but in which polynomials outside the intersection ideal I must be represented by very long vectors, whereas polynomials inside the ideal I have one representative vector (where the polynomial has been translated to 0 for each ideal) that is quite short. Thus, the construction essentially mimics the steps of the proof of Lemma 1 to give this implicit representation, allowing us to extract small polynomials in the intersection ideal I. Recall that L is constructed so that any non-zero entry of a lattice vector beyond the first ( L + 1) coordinates must have magnitude at least q = a. G 2fi. We know that a vector in L exists that has norm at most m. G. We thus know already that llblll 5 2"12 . X1(L) 5 q/(2"j2>. Thus, we see that under the condition prescribed by the Theorem, we can efficiently find a polynomial whose set of roots contains all codewords with sufficient weighted agreement with the received word, and the decoding can then be completed by finding all integer roots of this polynomial using the polynomial time algorithm for factoring polynomials in Z[z] from [lo] . 0 (Theorem 3)
Decoding for Interesting Weightings
We now get specific results for the CRT code for interesting choice of weights on the coordinate positions through an appropriate choice of parameters (like e, zi) in Theorem 3.
We begin by stating a version of Theorem 3 with arbitrary (not necessarily integer) values of zi. This result is not difficult and involves scaling the weights by a large integer and then taking ceilings to convert them to integer weights; a formal proof can be found in the full version of the paper. Proof: Let us apply Theorem 4 with zi = 1/ logpk+l for 1 2 i 5 k, zi = ljlogpj for k < i 5 n, and E' = E logpk+l. This gives that we can decode whenever the number of agreements t is at least def Define A = k -, b, ";, ", , ; clearly A > 0. Since logpk+l 5 logpi for i = k + l , -. . , n , the above condition is met whenever t > A + J ( k -A)(. -A + E ) . Now, a simple application of Cauchy-Schwartz shows A + J ( k -A)(n -A + E ) 5 Jm, and thus our decod- 
