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Abstract: We consider classical, pure Yang-Mills theory in a box. We show how a set of
static electric fields that solve the theory in an adiabatic limit correspond to geodesic motion
on the space of vacua, equipped with a particular Riemannian metric that we identify. The
vacua are generated by spontaneously broken global gauge symmetries, leading to an infinite
number of conserved momenta of the geodesic motion. We show that these correspond to
the soft multipole charges of Yang-Mills theory.
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1 Introduction
1.1 Motivation
In the last few years the symmetry structure of gauge theory and gravity in asymptotically
Minkowski space has received renewed interest, with new connections to the IR structure
of the theory, such as soft-theorems and memory effects, emerging. We refer to [1] for a
pedagogical review and exhaustive list of references. One conclusion of that work is the
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previously overlooked/under-emphasized fact that theories with gauge symmetries, from
Maxwell theory to General Relativity, have a huge vacuum degeneracy. This happens
because a certain subset of the gauge symmetries turn out to act as global symmetries
relating physically different states and furthermore some of them are spontaneously broken,
generating a non-trivial space of vacua. A natural question to ask is if the space of vacua
has an interesting geometry? One key result of our work is a direct computation of this
metric on the space of vacua. We find that in the Abelian case of Maxwell theory this metric
is flat, but in the case of non-Abelian Yang-Mills it turns out to be a highly symmetric but
nonetheless rather rich and intricate geometry. Let us point out that our computation is
performed in the simplified setting of the classical theory in a finite volume with a boundary,
which might be thought of as an IR-regulation.
Another motivation for our work originated in [2], where the global gauge symmetries of
Maxwell theory were studied. While multipole moments, associated only to charged matter
distributions, are not conserved, it was shown that they can be naturally completed into
conserved “multipole charges”, by associating an additional soft1 charge to the electromag-
netic field itself. This observation begs the question if there are situations without matter
with a non-trivial multipole charge carried by the electromagnetic field alone? In our paper
we identify static electric fields with this property. Furthermore, our construction shows
that these solutions have the natural interpretation as slow motion on the space of vacua,
discussed above.
The intuition that led us to connect these two notions - the geometry of the space of
vacua and pure field configurations carrying nontrivial multipole charges- comes from the
theory of non-Abelian monopoles, see e.g. [6, 7] for a review. A ’t Hooft-Polyakov magnetic
monopole comes with three obvious parameters, namely the position of its center in R3 and a
fourth that is more subtle, a global U(1) phase. These parameters, and their generalizations
to multi-monopoles, define a sub-space of solutions, known as monopole moduli space, on
which the kinetic energy of Yang-Mills theory induces a natural Riemannian metric. This
geometry is known to have a rich mathematical structure [8], but its physical importance
lies in the fact that it encodes the low velocity dynamics of the monopoles. In the adiabatic
limit, dynamics can appear only through the time dependence of moduli, and hence the
evolution corresponds to a geodesic motion on the moduli space, which is known as the
Manton approximation [9]. Making the positional parameters time-dependent leads to
moving monopoles with non-zero momentum, while making the global U(1) phase time-
dependent leads to dyons which carry non-zero electric charge [10]. In short: geodesic
motion on moduli space leads to nonsingular, pure field solutions that carry non-trivial
conserved charges associated to symmetries of the theory. Although there might not exist
any way to determine the absolute position or U(1) phase of a monopole, the physical
existence of such inequivalent positions and phases manifests itself in the possibility of
changing these parameters in time, which leads to physically measurable charges. This is a
very intuitive argument to not treat global gauge transformations as redundancies.
1The multipole charges carried by the electromagnetic field are analogues at spatial-infinity of the soft
charges of [3, 4] defined at null-infinity. See [5] for recent work that makes a connection between charges
defined at spatial- and null- infinity.
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Although the above considerations are quite standard, we are not aware - apart from
[11] (and some related work [12–14])- of any work performing a similar analysis for vacuum
parameters instead of monopole parameters, as we do in this paper. We uncover rich non-
trivial physics in any finite volume, although we have not shown if this indeed extends to
infinite volume. The finite volume theory might be of interest on its own, but our results
suggest that if performed carefully a limit to infinite volume preserving much of this physics
might be possible. Although our work is quite close to [11], it improves, refines and extends
it in a number of ways.
Before we explain our setup and results in more detail below, let us mention that we
follow the nomenclature of much of the literature on Yang-Mills theory and solitons, where
the term global gauge transformation is used to denote those gauge transformations that
do not reduce to the identity at the boundary/infinity. In that literature there also exists
the notion of large gauge transformation, which is used for those gauge transformations
that have non-trivial homotopy on the sphere at the boundary/infinity. That these two
notions are different is illustrated for example by a gauge transformation that takes a non-
trivial but constant value at the boundary/infinity: it is global but not large in the way
we just defined. In much of the recent literature on asymptotic symmetries this distinction
is not made and the term large gauge transformation is used for the whole class of global
gauge transformations, not only those of non-trivial homotopy. Accordingly we also use the
term local gauge transformation, to refer to those transformations that go to the identity
on the boundary/infinity. This term is equivalent to what other authors call small gauge
transformations.
1.2 Summary of results
Let us now more precisely summarize our setup and results.
We begin by partially gauge fixing Yang-Mills theory by going to the temporal gauge
A0 = 0. In this gauge the dynamical fields of the theory are spacetime dependent spatial
gauge fields A = Ai(t, x)dxi, of which we think as curves on the configuration space M,
the set of all gauge connections on a manifold M , which is contained in a spatial slice of
Minkowksi space and that we assume to have a boundary ∂M . Although our discussion is
more general, in all our explicit examples we chooseM to be a ball of finite radius R. After
this gauge fixing the theory is still invariant under time-independent gauge transformations,
which form the group of gauge transformations G, composed of maps fromM into the gauge
group G.
We define vacuum gauge fields A¯ as those of minimal energy, namely time-independent
gauge fields with vanishing spatial curvature, F¯ij = 0. Many of these vacuum gauge fields
will be physically equivalent, but not all. We will denote the set of physically distinct
equivalence classes by V, which we refer to as the space of vacua. We formally parameterize
this space by coordinates za, labeling the corresponding vacua as A¯(x; z). The Manton
approximation then amounts to introducing time-dependence purely through these param-
eters, leading to time dependent gauge fields A(t, x) = A¯(x; z(t)). Inserting this ansatz into
the field equations will lead to equations for the curves z(t) on V, that (in the low velocity
approximation) can be used to analyze V and its geometry.
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In the temporal gauge the field equations split into the Gauss constraint, which is first
order in time derivatives, and some remaining dynamical equations that are second order in
time derivatives. As we discuss in detail the Gauss constraint removes motion along local
gauge directions, i.e. those generated by the group G0 of gauge transformations that are
trivial on the boundary ∂M , and implies that physical motion is only allowed in directions
generated by the group of global gauge transformations S = G0\G, which is isomorphic to
the group of boundary gauge transformations. Furthermore this group acts transitively on
the space of vacua so that one can identify it as a homogeneous space2:
V ∼= S/K ∼= G0\G/K (1.1)
where K is the group of isotropic gauge transformations, namely those that leave a reference
vacuum A¯o invariant. We also show that the remaining dynamical equations are equivalent
to geodesic equations on V equipped with a particular left invariant metric
g¯ab(z) = Dab eaa(z) e
b
b(z) (1.2)
Here D is a z-independent operator on the algebra of gauge transformations g, and in the
expression above appear its matrix elements expressed with respect to a basis λa of m,
where g = g0⊕k⊕m. Because g, g0 and k are the algebras of G, G0 and K respectively, it
follows via (1.1) that m is naturally identified with the tangent space ToV. As we explain
one can choose group elements
gz(x) = exp(λa(x)z
a) (1.3)
to explicitly parameterize the physically inequivalent vacua and to compute the metric (1.2)
through
e = eaa λa dz
a and e = (g−1z dgz)m . (1.4)
We give full details on how all these different objects are defined and constructed in general,
but let us illustrate things here with the example of 3+1 dimensional Yang-Mills theory on
a spatial ball of radius R. In that case the basis λa can be expressed in terms of spherical
harmonics and a basis TI of the gauge algebra g, by splitting the index a as I, ` and m:
λI `m = TI
( r
R
)`
Y`m ` ≥ 1 . (1.5)
It is interesting that in this case the operator D acts as the dilatation operator D = rR∂r
on m. Although precisely defined through the formulas above it remains a challenge to
compute the metric (1.2) in closed form for this example, but we show that this geometry
is very non-trivial as it is a Riemannian homogeneous space more general than the more
familiar symmetric or naturally reductive spaces.
The next step we take is to study the geodesic problem. Because V is a homogeneous
space this is quite tractable and although we are not able to find all geodesics we determine
a large class of geodesic solutions that are generated by the symmetries. Translating these
2The quotient by the isotropy group appears to be absent in [11].
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geodesics back to time-dependent gauge fields we find that they correspond to static3, purely
electric, source-free fields. In the example of 3+1 dimensional Yang-Mills in a ball we find
for fixed I, ` ≥ 1,m and a (small) arbitrary constant v:
E = −g−1z (∂Φ) gz with Φ = v TI
( r
R
)`
Y`m . (1.6)
Each of these electric fields carries a particular non-vanishing conserved multipole charge
that we show is identical to a conserved momentum of the geodesic problem. In the example
above:
QI `m = PI `m = `vR . (1.7)
It is important to note here the restriction ` ≥ 1, or in general that the constant gauge
transformations are excluded. Technically this is because they find themselves inside the
isotropic gauge transformations K and are hence quotiented out in our construction. Phys-
ically this corresponds to the fact that pure gauge fields cannot carry total electric charge.
In conclusion certain static electric fields have the natural interpretation of a change
of vacuum in time.
This paper is structured as follows. In section 2 we introduce our starting point and
conventions, furthermore we collect there some definitions that we will use in the later
sections. Our main results and their derivation can be found in section 3. In section 4
we illustrate these general results in a few particular examples. We end the paper with a
discussion of some open issues and possible relations to some other work in the literature
in section 5. Some technical derivations and mathematical background have been collected
in the appendices.
2 Setup, notations and conventions
In this section we introduce and review some of the basic ingredients for our work, simul-
taneously setting notation and conventions.
2.1 Yang-Mills theory in temporal gauge
We consider classical, Lorentzian Yang-Mills theory with gauge group G, a compact semi-
simple Lie group whose algebra we will denote with g. For simplicity we restrict our
discussion to flat 4d spacetime, but our results can be generalized to a curved background
of arbitrary dimensions. The action of the theory then reads4
SYM = −1
2
∫
d4xTrFµνF
µν , (2.1)
3In the non-Abelian case the electric field is not gauge invariant, with static we mean that gauge invariant
quantities, such as TrE2, are time-independent.
4Here Tr indicates a bi-invariant scalar product on g. When g = su(N) it reduces to minus the standard
matrix trace: Tr = −trN.
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where the gauge field Aµ appears through its curvature Fµν = 2∂[µAν] + [Aµ, Aν ]. The
equations of motion are
DµF
µν = 0 , (2.2)
with the covariant derivative Dµ· ≡ ∂µ ·+[Aµ, ·].
We now partially fix the gauge freedom of the theory by imposing the temporal gauge
A0 = 0 . (2.3)
In this gauge it is convenient to refine our notation by splitting the time and space coordi-
nates as µ = (0, i), and write x0 = t and x = (xi). The dynamical fields in this partially
gauge-fixed theory are the spatial components, which will be referred to as A = Ai(t, x)dxi.
We will denote the exterior derivative on the spatial manifold M somewhat unconvention-
ally with ∂ = dxi ∂
∂xi
to clearly distinguish it from the exterior derivative d = dza ∂∂za on
the space of vacua V, which will appear in the following sections.
In temporal gauge, the equations of motion (2.2) become (overdots indicate derivatives
with respect to time)
DiA˙i = 0 , (2.4)
A¨i = DjFji . (2.5)
The Gauss equation (2.4) is a constraint equation, while the dynamical equations (2.5) are
the Euler-Lagrange equations5 of a Lagrangian of natural type6
Lnat =
1
2
g(A˙, A˙)− V (A) , (2.6)
where V (A) = 12
∫
M d
3xTrFijFij is the potential energy. The kinetic energy term is written
via a Riemannian metric on the configuration spaceM of all time-independent spatial gauge
fields
g(δ1A, δ2A) =
∫
M
d3xTr δ1Aiδ2Ai . (2.7)
where δA ∈ TAM. The time-dependent gauge fields A(t, x) then correspond to curves in
the infinite dimensional configuration spaceM.
2.2 Various groups of gauge transformations
The temporal gauge (2.3) induces only a partial gauge fixing and the theory remains in-
variant under residual gauge transformations that form the group G. It is comprised of
time-independent gauge transformations, i.e. the group of maps from the spatial manifold
M into the gauge group G:
G = {g : M → G} . (2.8)
5For a consistent variational principle one should impose boundary conditions such that
∮
dΣiTrF
ijδAj
vanishes, for example the Neumann boundary conditions Fij |∂M = 0. Note that the vanishing of this
boundary term also ensures the conservation of multipole charges [2].
6We follow the terminology of [15, 16]
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Although it is of course essential, we will often drop the pre-fix ‘time-independent’ and
simply refer to G as the group of gauge transformations. The gauge field transforms under
such gauge transformations as
A 7→ g ·A ≡ g(x)A(t, x)g−1(x) + g(x)∂g−1(x) . (2.9)
Formally, we can think of g · as providing a left group action on M. The infinitesimal
version of this action can be expressed through a vector field
δγA = −Dγ , (2.10)
where γ is an element of the Lie algebra g = {γ : M → g} associated to the Lie group G.
In the coming sections we will encounter a number of subgroups of G. We will collect
their definitions here, to give the reader a central point to look things up.
In our discussion we will assume the spatial manifold M to have a boundary ∂M . On
such a manifold one can define the group G0 of local gauge transformations, which are all
gauge transformations that reduce to the identity on the boundary:
G0 ≡ {g ∈ G | g|∂M = 1 ∈ G} . (2.11)
As this group of local gauge transformations is a normal subgroup one can define the
quotient group7
S ≡ G
G0
. (2.12)
We will refer to S as the group of global gauge transformations.
Given a gauge field A, we define its group of isotropy gauge transformations KA as
KA ≡ {g ∈ G | g ·A = A} . (2.13)
These various groups G,G0,S and KA have corresponding Lie-algebras which we denote
respectively with g,g0, s and kA. In the coming sections we will furthermore discuss how
one can naturally define the decompositions
g = g0 ⊕ s , s = k ⊕m . (2.14)
We also decided to indicate elements of the various subgroups/algebras with separate no-
tation:
γ ∈ g , η ∈ g0 , σ ∈ s , κ ∈ k , λ ∈ m,
g ∈ G, h ∈ G0, s ∈ S, k ∈ K .
7See appendix B.1 for some details on quotient groups and more generally homogeneous spaces.
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2.3 Vacuum gauge fields and the space of vacua
A vacuum gauge field A¯ is defined as a solution with absolute minimum energy. As both
the kinetic and potential energies introduced in (2.6) are manifestly positive, the vacuum
configurations satisfy the properties
∂
∂t
A¯ = 0, F¯ = 0 . (2.15)
Note that these conditions imply that all vacuum gauge fields A¯ solve the equations
(2.4, 2.5). Assuming that M is simply connected the conditions (2.15) imply that vacuum
gauge fields are pure gauge:
A¯ = g∂g−1 . (2.16)
Applying a gauge transformation on a vacuum gauge field results again in a vacuum gauge
field. Furthermore, one can write any vacuum gauge field as the gauge transform of a
reference vacuum gauge field A¯o:
A¯ = g · A¯o . (2.17)
A natural choice for A¯o is A¯o = 0, which we will make in our examples.
Since vacuum gauge fields are time independent, they correspond to points in the
configuration space M and the space of vacuum gauge fields is a subset of M. Although
the space of vacuum gauge fields is very large, many of its elements will be physically
equivalent. We will call such an equivalence class a vacuum and their set the space of vacua
V.
One might wonder why not all vacuum gauge fields are physically equivalent, as they
are related by a gauge transformation. However, as is quite established, one should only
physically identify those fields that differ by a local gauge transformation, which means
that in the presence of a boundary there is a non-trivial space of vacua. Indeed, without
taking this as input, we will arrive at the same conclusion by carefully studying the low
velocity dynamics of the theory in the following sections, in addition it will reveal additional
geometric properties and physical insight.
The statement (2.17), that any vacuum can be written as the gauge transform of a
reference vacuum, ensures that the space of vacua V, although non-trivial, will have the
rather simple structure of a homogeneous space, as we will discuss in detail.
3 Adiabatic geodesic motion on the space of vacua
As is well-known from scalar field theories and the physics of solitons, at low velocities the
dynamics of the field theory reduces to that of geodesic motion on the space of equipotential
solutions, see e.g. [7, 9, 16]. In this section we repeat this argument in the case of pure
Yang-Mills theory for zero-potential solutions. Working through this procedure provides
two interesting insights. First of all, being able to identify particular time dependent solu-
tions to (2.4, 2.5) as slow motion on the space of vacua V provides a very physical argument
to why one should not physically identify gauge fields that differ by global gauge transfor-
mations. Second, this implies these global gauge transformations are physical symmetries
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of Yang-Mills theory and not redundancies. The geodesic motions naturally carry conserved
momenta which correspond to conserved charges associated to the global gauge symmetries,
as we will work out in detail. We identify the precise left invariant metric on V that is nat-
urally induced from the Yang-Mills Lagrangian. Surprisingly, although homogeneous, the
resulting geometry turns out to be richer than that of the symmetric or normal reductive
Riemannian homogeneous spaces often encountered in physics.
For the ease of the readers, we have tried to make the paper self-contained. Furthermore
we have emphasized the viewpoint that basically all of the mathematical structure can
be deduced by a careful analysis of the physics behind the equations (2.4, 2.5) and the
Lagrangian (2.6).
3.1 The Manton approximation
Consider the vacuum gauge fields (2.17), i.e. A¯ = g · A¯o. As mentioned in section 2.3 some
of these will be physically equivalent. Let us however assume that there is a subset that
are physically inequivalent. We will denote this subset as V and locally parameterize it by
coordinates za. We will denote the vacua in this subset as A¯(x; z) and the corresponding
gauge transformations connecting them to the reference vacuum A¯o as gz:
A¯(z) = gz · A¯o . (3.1)
Consider now a time dependent solution A(t, x) to the equations of motion (2.4, 2.5),
such that at some instant t = t0 it coincides with one of the vacua, i.e. A(t0, x) = A¯(x; z0).
In case the initial velocity A˙(t0) is tangent to V and small enough, the dynamics is well ap-
proximated by free (geodesic) motion on V [16]. Its validity is essentially guaranteed by the
Lagrangian being of natural form with a positive potential as in (2.6). This approximation
is an example of the more general principle of adiabatic motion, known in the literature
on solitons as the Manton approximation [9]. As the initial velocity A˙(t0) is increased,
the corresponding solution will have a rather complicated time evolution, corresponding to
oscillations in directions normal to V.
In practice the approximation amounts to allowing time dependence only through the
parameters za:
A(t, x) = A¯(x; z(t)) . (3.2)
Such a time dependent gauge field corresponds to a curve z(t) on the space of vacua V
with time the parameter along that curve. The idea is now to consider (3.2) as an ansatz
to be inserted into the equations of motion, whose components along TV will reduce to a
geodesic equation, while the orthogonal components are subleading in the adiabatic limit8.
Equivalently one can insert ansatz (3.2) into the Lagrangian to directly obtain the effective
8More precisely the adiabatic limit for a natural Lagrangian system, L = gαβ(φ)φ˙αφ˙β − V (φ) , can be
defined by rescaling time as τ = t, expanding the fields as φα(t) = φα? (τ) + δ⊥φα(τ, ) and sending → 0.
Here δ⊥φ is orthogonal, w.r.t. the metric g, to the zero-mode directions δ‖φα, for which δαδβV δ‖φβ = 0. It
follows from the equations of motion that φ? is constrained to the subspace δαV = 0. Furthermore the non-
zero-modes decouple from the equations of motion in directions parallel to the zero-modes. These reduce to
the geodesic equations on the surface δαV = 0, while the remaining equations imply that δ⊥φα(t, ) = O(2)
and hence can be ignored in the adiabatic limit.
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Figure 1: Adiabatic motion on the space of vacua. Here a potential with
a non-trivial set of absolute minima, the space of vacua, is pictured. The
blue line represents slowly strolling along the vacua. By increasing the
velocity the motion will start to deviate from the blue adiabatic line and
move up the potential. This is a finite dimensional analog of the situation
in Yang-Mills theory.
Lagrangian describing point particle motion on V, endowed with a particular metric. We
will follow this second route, as the geometric structure appears more naturally, and in
section 3.5.3 show that it is equivalent to the approach at the level of the equations of
motion. In this second approach we should be careful however, as (2.4) is a constraint that
does not follow from the Lagrangian (2.6). Therefore, we will solve (2.4) exactly on the
ansatz (3.2) and evaluate the Lagrangian (2.6) on these solutions only.
By construction the potential vanishes on the ansatz (3.2), V (A¯(z)) = 0, so the La-
grangian (2.6) reduces to the kinetic term. Via (2.17) and (2.9), one observes that the
ansatz (3.2) really amounts to
A(t, x) = gz(t)(x) · A¯o(x)
= gz(t)(x)A¯o(x)g
−1
z(t)(x) + gz(t)(x)∂g
−1
z(t)(x) . (3.3)
Let us stress that the time dependent transformations A → g(t, x) · A are not symmetries
of the gauge fixed theory 2.6. In particular the time dependent gauge field above should
not be confused with a pure gauge connection, as it has a non-trivial field strength.
Indeed, one can now compute the electric field Ei = F0i = A˙i. Geometrically it
corresponds to the tangent vector of the curve on V described by (3.2), and not surprisingly
it can be expressed instantaneously as an infinitesimal gauge transformation:
A˙ = δγz A¯ = −Dγz , γz = g˙zg−1z ∈ g . (3.4)
A crucial feature, originating form the fact that any vacuum can be obtained by a left
action on the reference vacuum A¯o, is that one can relate the tangent vector at A¯ to one
at the reference point, δγz A¯ = gz(δσz A¯o)g−1z , so that :
A˙ = −gz (Doσz) g−1z , σz = g−1z g˙z . (3.5)
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Evaluating (2.6) on the ansatz (3.2) then leads to the effective Lagrangian:
L[z(t)] =
1
2
g¯z(z˙, z˙) . (3.6)
Geometrically speaking g¯ is the metric induced on the space of physical vacua V by embed-
ding it in the configuration spaceM, with the metric (2.7). On vectors of the form (3.5) it
reduces to
g¯z(z˙, z˙) = g(Doσz, Doσz) . (3.7)
The right hand side defines a (z-independent) inner product on the gauge algebra g:
g(Doγ1, Doγ2) =
∫
M
d3xTrDioγ1D
i
oγ2 , γ1, γ2 ∈ g . (3.8)
In the next subsections we will see how this inner product further simplifies when restricted
to those gauge parameters that satisfy the same physical properties as σz and how it encodes
the geometry all over V.
3.2 The Gauss constraint and global gauge transformations
Let us start by imposing the Gauss constraint equation (2.4). A motion on the space of
physical vacua V satisfies (3.5), so that the Gauss constraint becomes
DiA˙
i = −gz(D2oσz) g−1z = 0, D2 ≡ DiDi . (3.9)
The above equation implies that for any curve z(t) on V
D2oσz = 0 . (3.10)
Let us denote with s the vector space of solutions to this equation
s ≡ kerD2o ⊂ g . (3.11)
The above equation can be thought of as a constraint on vectors tangent to V, which
should not be a surprise given the well-known interpretation of the Gauss equation as a
Hamiltonian constraint.
3.2.1 Splitting infinitesimal gauge transformations
The above result, that tangent vectors to physical vacua map only to the subset (3.11)
of all infinitesimal gauge transformations can be given a more geometrical interpretation.
First define the subgroup G0 ⊂ G of local gauge transformations as the set of all gauge
transformations that are equal to the identity at the boundary ∂M of the spatial manifold
M . Denoting with g0 the Lie algebra of infinitesimal local gauge transformations we can
then give another characterization, alternative to (3.11), of s:
The vector space s is the complement of g0 in g and is orthogonal to it w.r.t.
the inner product (3.8):
g = g0 ⊕ s . (3.12)
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Accordingly each infinitesimal gauge transformation can be uniquely split as
γ = γ0 + γs with γ0 ∈ g0 , γs ∈ s . (3.13)
This alternative way to describe s is interesting, as it gives (3.10) the interpretation that
physical motion only takes place in directions orthogonal to local gauge directions, which in
turn indicates that all local gauge directions should be considered as redundant directions
containing no physical information.
The above characterization can be easily verified. Consider the inner product of a
vector σ ∈ g and a vector γ0 ∈ g0. Using the definition (3.8) we have
g(Doγ0, Doσ) =
∫
M
d3xTrDioγ0D
i
oσ
=
∮
∂M
dΣiTr γ0D
i
oσ −
∫
M
d3xTr γ0D
2
oσ . (3.14)
The first term on the right is vanishing as γ0 vanishes by definition at the boundary. Now
if σ ∈ s, then clearly the inner product vanishes due to (3.10). Conversely, if the inner
product vanishes for any γ0 ∈ G0, then D2oσ = 0 everywhere which implies that σ ∈ s.
Note that the inner product (3.8) is degenerate and so a priori there might be a non-trivial
overlap between g0 and s. This is however not the case, as we show in appendix A, and g0
and s are each others complement.
This discussion also leads us one step further in the computation of the metric appearing
in the effective Lagrangian (3.6). As the σz satisfy (3.10), it is enough to work out the
restriction of the inner product (3.8) to s. Let us define this restriction through
〈σ1, σ2〉 ≡ g(Doσ1, Doσ2) , σ1, σ2 ∈ s . (3.15)
A computation similar to (3.14) implies that this restricted inner product reduces to the
boundary integral
〈σ1, σ2〉 =
∮
∂M
dΣ Tr γ1Dγ2 (3.16)
where the operator D on the boundary is simply a normal derivative
(Dσ)|∂M = (niDo iσ)
∣∣
∂M
, (3.17)
with ni the unit normal vector to the boundary. As we will explain in section 3.3, D gets
naturally extended to the bulk where, as we will see in the various examples of section 4,
it is a linear dilatation operator on s.
The upshot of this discussion is that since σz ∈ s it follows that we can rewrite the
metric (3.7) as
g¯z(z˙, z˙) = 〈σz, σz〉 , (3.18)
where via (3.16) this is determined fully by the boundary data.
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3.2.2 Global symmetries as a quotient group and the modified bracket
The vector space s contains the tangent space of the space of physical vacua V at the
reference point A¯o. However, s is not a subalgebra of g with respect to the natural bracket
induced form g. In this section, we present another characterization of s that introduces a
unique modified bracket on it so that it becomes an algebra.
Let us start with the local gauge transformations, defined in (2.11). Clearly G0 is a
subgroup of G, and furthermore a normal subgroup. The remaining gauge transformations,
namely those not going to the identity at the boundary ∂M do not immediately form a
group. If one however identifies all transformations that differ by a local gauge transfor-
mation, then these equivalence classes have a natural group structure9, i.e. the cosets G0g
form the quotient group
S ≡ G0\G . (3.19)
We will refer to S as the group of global gauge transformations. Equivalently, the Lie
algebra of local gauge transformations g0 is a Lie algebra ideal, which guarantees that the
equivalence classes γ + g0 of infinitesimal global gauge transformations have a natural Lie
algebra structure with respect to the bracket
[γ1 + g0, γ2 + g0] = [γ1, γ2] + g0 , (3.20)
where the Lie bracket on the right hand side is that of g. This quotient algebra g0\g, which
indeed is the Lie algebra of the group S, is formally made up of equivalence classes but can
be given a more explicit representation by choosing a unique representative for each class:
The Lie algebra of S can be identified with the vector space s, defined in (3.11),
equipped with a modified bracket, introduced in (3.22).
Let us go through the steps that lead to the statement above. As was mentioned, the
algebra of gauge transformations can be split into g = g0 ⊕ s and hence any infinitesimal
gauge transformation γ can be decomposed uniquely as γ = γ0 + γs. The component γs
is the unique σ ∈ s such that σ|∂M = γ|∂M . As s is the space of solutions of the second
order differential equation D2oσ = 0, in practice γs is the solution of the Dirichlet problem
given the boundary value of γ whose uniqueness is shown in appendix A. The key point is
now that γs ∈ s can be regarded as a unique representative for each class γ+g0 . Indeed, if
γ1 = γ2 + g0 then γ1|∂M = γ2|∂M and thus (γ1)s = (γ2)s. This establishes that s and g0\g
are identical as vector spaces.
As s is a subspace of g it has a natural bracket, which is simply the restriction of that
of g, i.e. the commutator [·, ·]. However, this bracket does not close on s
D2o [σ1, σ2] = 2[D
i
oσ1, D
i
oσ2] 6= 0 . (3.21)
However, we can define a modified bracket [·, ·]∗, that does close on s by adding a suitable
local gauge transformation10. Equivalently we can use the bijection between s and g0\g to
9For a brief introduction to quotient groups and homogeneous spaces, see appendix B.
10Similar modified brackets, defined to bring back the commutator to a specified form by a suitable local
gauge transformation, have appeared in other settings as well [17, 18].
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induce its bracket on s. Explicitly, the modified bracket is simply the commutator projected
onto s:
[σ1, σ2]∗ ≡ [σ1, σ2]s . (3.22)
3.2.3 Global gauge symmetries as boundary symmetries
Since two global gauge transformations in a common equivalence class differ by a local
gauge transformation, it follows that they are identical on the boundary, in particular
γ|∂M = γs|∂M . This implies that on the boundary the modified bracket reduces to the
usual commutator:
[σ1, σ2]∗|∂M = [σ1, σ2]|∂M . (3.23)
This indicates that the group of global gauge transformations S is naturally isomorphic to
the group of boundary gauge transformations:
S ∼= G|∂M , G|∂M = {g|∂M : ∂M → G} . (3.24)
Indeed, this follows more formally from applying the first isomorphism theorem (discussed
in appendix B) to the homomorphism
|∂M : G→ G|∂M : g 7→ g|∂M . (3.25)
Clearly ker |∂M = G0 while Im |∂M = G|∂M , so that by the theorem, S = G0\G ∼= G|∂M .
It is interesting that this group of boundary gauge transformations also appears as the
asymptotic symmetry group of Yang-Mills theory [3, 4].
In summary there are three equivalent ways of presenting an infinitesimal global gauge
transformation σ ∈ s:
kerD2o ↔ go\g ↔ g|∂M ,
σ ↔ σ + g0 ↔ σ|∂M .
(3.26)
From the Yang-Mills theory perspective, which is defined in the bulk M , the first point
of view is the most straightforward one, as it allows us to explicitly represent the global
gauge transformations as a particular subset of gauge transformations acting non-trivially
everywhere on M . Conceptually on the other hand the last representation seems simpler
and it is technically easier to work with boundary values only. The metric on the space
of vacua can be defined purely in terms of boundary values, as we saw in (3.18), and
thus in much of our discussion it will suffice to consider only fields on the boundary. The
bulk perspective however enables us to obtain explicit spacetime fields corresponding to
adiabatic motions on the space of vacua as we will show in section 3.5. The equivalence
above implies that all results obtained on the boundary can be translated into the bulk,
and we will provide the necessary details for this in section 3.4.
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3.3 Isotropic gauge transformations and the second quotient
We have seen how the Gauss constraint restricted physical tangent vectors to the subspace s
orthogonal to local gauge transformations. Moreover, the space s was related to a quotient
of the group of gauge transformations. In this section, we discuss a second restriction
removing isotropic gauge transformations and thus introducing a second quotient, which
will bring us to the final form of the space of vacua as a homogeneous space.
3.3.1 The kernel of D and isotropic gauge transformations
Consider the bi-invariant inner product on s that naturally follows from its equivalence to
the algebra of boundary gauge transformations:
(σ1, σ2) ≡
∮
∂M
dΣ Trσ1σ2 . (3.27)
Now note that the metric (3.18) on the space of vacua involves an inner product that is not
simply the one above, but is related to it through the operator D:
〈σ1, σ2〉 = (σ1,Dσ2) . (3.28)
In this section, we discuss the important role of this operator and how it affects the space
of physical vacua. We will show that those global gauge transformations in the kernel of
this operator are exactly the isotropic symmetries leaving the reference vacuum invariant.
Accordingly, the space of physical vacua corresponds to an additional quotient of the group
of global gauge symmetries by this isotropy group.
So far the action of the operator D is defined in (3.17) only on the boundary. However,
it can be uniquely extended to the bulk ofM by demanding that its image is in s. That this
extension is unique follows from the observation, derived in appendix A, that all elements
of s are uniquely determined by their boundary values:
D : s→ s : σ 7→ Dσ
such that (Dσ)|∂M = (niDo iσ)
∣∣
∂M
and D2o Dσ = 0 .
(3.29)
Here n is the unit normal vector field to ∂M . Note that D is a symmetric operator with
respect to the inner product (3.27), as follows from (3.14).
Now let us investigate the physical role of the operator D, and why it appears in the
effective Lagrangian. A priori one could imagine σz ∈ s, associated to some motion z(t), to
be in the kernel of D . Accordingly the effective Lagrangian (3.18) would vanish, implying
that there would be no kinetic energy associated to such motion. Clearly that makes no
sense, and the resolution is that such directions do not correspond to a change of vacuum,
since those elements σ ∈ s in the kernel of D turn out to act trivially on the reference
vacuum A¯o.
To explain this, let us define the group of isotropic gauge transformations as
K = {k ∈ G : k · A¯o = A¯o} . (3.30)
The corresponding algebra k is thus given by elements κ ∈ s such that δκA¯o = Doκ = 0,
i.e k ≡ kerDo. Now we can state our main observation:
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The kernel of the operator D coincides with the algebra k of isotropic gauge
transformations.
The above is equivalent to11 kerD = kerDo, which we show in appendix A. In summary,
the presence of the operator D guarantees the removal of the isotropic gauge directions.
This suggests to define the decomposition
s = k ⊕m , m = k⊥ , (3.31)
with the orthogonal complement taken with respect to the metric (3.27). We can then
conclude from the discussion above that 〈·, ·〉 is a positive definite inner product when
restricted to m , furthermore it vanishes identically on its complement in s, namely
〈σ1, σ2〉 = 〈σ1m, σ2m〉 . (3.32)
Finally, via the map λ 7→ δλA¯o, which is invertible on m, we can make the following
identification:
m ∼= ToV . (3.33)
3.3.2 The metric on the space of vacua
Now let us bring the metric g¯ in (3.18) in a more standard form. Remembering (3.5) we
can write σz = g−1z ∂agz z˙a so that
〈σz, σz〉 = 〈ea, eb〉z˙az˙b , (3.34)
where we introduced the m-valued one-form
e ≡ (g−1z dgz)m . (3.35)
The structure is now quite clear: to compute g¯z(z˙, z˙) the tangent vector z˙ at an arbitrary
point z is first mapped to the tangent space at the reference point ToV ∼= m through e and
then evaluated using the fixed inner product 〈·, ·〉 = (·,D·).
In particular, introducing a basis12 λa for m, we can write e = e
a
a λa dz
a so that the
metric g¯ on V takes the form
ds¯2 = g¯ab(z)dz
adzb = Dab ea(z) eb(z) . (3.36)
One can think of e as a vielbein, since the matrix Dab ≡ (λa,Dλb) is independent of the
coordinates z. This particular form of the metric, (3.36) together with (3.35), originates
from the fact that V is a homogeneous space as we discuss in the following subsection.
11Note that Do is a map from g to R3 ⊗ g, contrary to D which maps s to s.
12For later use it will be useful to assume the λa to be eigenvectors of D, although this will not be
necessary for the discussion here.
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3.3.3 The space of vacua as a homogeneous space
The discussion above, where we came to a final characterization of the tangent space of V as
the subspace m ⊂ s ⊂ g, was based on solving the Gauss constraint and some properties of
the effective Lagrangian. We saw how this was related to removing gauge transformations
that act unphysically or trivially. Here we put these observations into the context of the
general theory of Riemannian homogeneous spaces. Remember that our starting point was
that any vacuum can be written as
A¯ = gz · A¯o . (3.37)
In section 3.2 we saw that we can restrict gz to be a representative of a class in S. There is
thus a natural left action of S on V and because all vacua take the above form, this action
is transitive. At the same time each element of V will be kept invariant by a subgroup
Kgz = gzKg−1z . It is then a rather well known mathematical fact that V is diffeomorphic to
the space of right cosets
V ∼= S/K , (3.38)
which is also known as the orbit Oo of the reference point A¯o under the action of S. However,
we know from equation (3.19) that S is a quotient group itself, hence we find that the space
of physical vacua has the structure of a double quotient
V ∼= G0\G/K . (3.39)
It is important to point out that contrary to the first quotient by G0, the subgroup K is
not a normal subgroup, so that V is not a group manifold, but a homogeneous space (See
appendix B for a short review, including some of the mathematical terminology that will
follow).
The split (3.31) of the isometry algebra s, is a standard step in the definition of a
reductive homogeneous space S/K, with k the isotropy subalgebra of a reference point, and
m isomorphic to the tangent space at that point. The crucial property of being reductive
is that
[k,m]∗ ⊂ m . (3.40)
This is guaranteed in our case as m = k⊥ with respect to the bi-invariant inner product
(3.27):
(κ1, [κ2, λ]∗) = ([κ1, κ2]∗, λ) = (κ3, λ) = 0 . (3.41)
Furthermore, as we show in appendix A, the symmetric operator D satisfies
D[κ, σ]∗ = [κ,Dσ]∗ for all σ ∈ s , κ ∈ k . (3.42)
This is enough to guarantee that the metric (3.18) is invariant under the left S action and
independent of the choice of representative gz, making (V, g¯) a Riemannian homogeneous
space.
It is important to point out that contrary to some of the most typical examples of
homogeneous spaces that appear in cosmology, supersymmetry or other areas of physics,
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the space of vacua V is in general 13 not a symmetric space, i.e. [m,m]∗ 6⊂ k, as we will see
in the examples below. Furthermore the operator D is non-trivial enough that V is neither
a naturally reductive space nor a normal reductive space. So far we have not been able to
fit it inside any other well-studied subclass of reductive spaces, indeed as we will mention
in section 3.5 it even falls outside the class of g.o. spaces.
3.4 Representatives, coordinates and gauge fields
In the previous subsections we discussed how the vacua of Yang-Mills theory form a ho-
mogeneous space, V = G0\G/K. Alternatively, and more intuitively, the vacua can be
represented by choosing a particular gauge field A¯(z) in each class of physically equivalent
vacua, where z = (za) labeling the equivalence classes, can be considered as coordinates
on the space of vacua. Equivalently, the vacua A¯(z) are determined by a choice of global
gauge transformation representative gz through A¯(z) = gz · A¯o . In this section, we will
introduce such representatives, leading to well-defined, non-singular vacuum gauge fields
all over spacetime. Moreover, we will present the gauge field representatives associated to
curves z(t) on the space of vacua, where we will see the subtle role of the Gauss constraint.
3.4.1 A choice of representatives and coordinates on V
Homogeneous spaces are simple enough that the geometry all over the manifold is deter-
mined in terms of a constant inner product 〈·, ·〉 on m ∼= ToV, the tangent space at a fixed
reference point A¯o. As can be seen from (3.36), the metric at other points is related to
this fixed inner product through the vielbein (3.35). One can see directly from the par-
ticular form of the vielbein that it, and hence also the metric, is invariant under the left
multiplication of gz with constant group elements. Note that e depends on the choice of
representative gz. Different choices are related as
g′z = h(z)gzk(z) where h ∈ G0 , k ∈ K . (3.43)
Crucial to the construction is that the metric does not depend on the choice of representa-
tive, making it well defined on the quotient space. Independence of h follows from the fact
that the metric g¯, see (3.18), is defined completely on the boundary where h goes to the
identity, while invariance under k follows from (3.42) and the bi-invariance of (·, ·).
The practical use of a particular choice of representative depends on the situation and
properties of the groups involved. Here we will make the most straightforward choice:
gz|∂M = exp(λa za)
∣∣
∂M
. (3.44)
Here the λa are a basis for m, which for later convenience we will choose to be an eigenbasis
of D, and summation is implied: λaza ≡ λ1z1 +λ2z2 + . . . . For simplicity we have restricted
everything to the boundary, where the exponential map is the standard one (i.e. with G
a matrix group, it is simply the matrix exponential). We will discuss the extension to the
bulk in the next subsection. We comment on the validity of (3.44) in appendix A.
13Except in the abelian case or when dimM = 1.
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Using this choice of representatives, one can in principle compute the metric (3.18)
explicitly by determining the one-form e restricted to the boundary:
e
∂M
=
(
exp(−λa za) d exp(λa za)
)
m
∂M
=
(
1− e−zbad(λb)
zc ad(λc)
λadz
a
)
m
. (3.45)
3.4.2 Vacuum representatives
Let us first consider the time-independent vacua A¯(z) themselves. Given (3.44) any exten-
sion of it into the bulk can be written as14 gz = hz exp(λaza), with hz ∈ G0. Now clearly
any choice of hz would provide a good representative. It seems simplest to just take hz = 1,
so that
gz = exp(λaz
a) . (3.46)
We can then finally write the gauge fields representing the vacua rather explictly:
A¯(x; z) = exp(λa(x)z
a)A¯o(x) exp(−λa(x)za) + exp(λa(x)za)∂ exp(−λa(x)za) . (3.47)
In practice it is simplest to take A¯o = 0. Remember that the λa are defined as a basis of
solutions to the linear equations D2oλ = 0, (λ, κ) = 0 for all κ ∈ kerD, that furthermore
diagonalize D.
3.4.3 Gauge field representatives for curves
Here we present representatives at all times for gauge fields corresponding to curves z(t) on
V: A(t, x) = A¯(x; z(t)). At first sight this might appear a trivial extension of the previous
subsection by simply replacing z → z(t) in (3.47), but as we’ll discuss now the extension
involves an additional subtlety.
The Gauss constraint imposes that at all times
σz(t) = g
−1
z(t)
d
dt
gz(t) ∈ s . (3.48)
If one would choose the representatives as in (3.46) then σz would have components also
along g0. However, we can take one step back and again consider the most general type
of representative that is compatible with (3.44), i.e. gz = hz exp(λa), and choose hz ∈ G0
such that (g−1g˙)0 = 0. This is equivalent to
h−1z h˙z = −ηz , (3.49)
where
ηz = exp(λaz
a)
(
exp(−λaza) d
dt
exp(λaz
a)
)
0
exp(−λaza) . (3.50)
The solution to equation (3.49) is given by the path-, or in this case time-, ordered expo-
nential
h−1z = Pexp
(∫ t
ηzdt
′
)
. (3.51)
14 Note that here exp is the familiar exponential map between g and G which is computed by considering
λ ∈ m ⊂ s ⊂ g, it is not the exponential map exp∗ between s and S.
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Hence we find the following representatives for adiabatic gauge fields which satisfies the
Gauss constraint:
gz(t)(x) =
(
Pexp
∫ t
ηz(t′)(x) dt
′
)−1
exp(λa(x) z
a(t)) . (3.52)
It is an intriguing fact that the Gauss constraint selects a particular type of ’Wilson-line’
to dress the gauge field representatives, which is path-dependent15.
Let us finally emphasize the three key features of this choice of representative.
1. It ensures the Gauss constraint D2oσz = 0.
2. On the boundary it reduces to (3.44) as ηz vanishes there.
3. For a constant curve z(t) = z0 it reduces to (3.46), as in this case ηz is identically
zero.
4. Surprisingly when the curve is a geodesic of the form g(t) = exp(tλ) (to be discussed in
the following subsection) with λ = λava = const, the dressing factor hz is again trivial.
This is because for such curves za(t) = vat and thus (exp(−λt) ddt exp(λt))0 = λ0 = 0.
3.5 Geodesics on the space of vacua
The discussion in the previous subsection was in essence about the kinematics of our prob-
lem: how to properly restrict only to deformations along the space of vacua V. In this
subsection we finally focus on the dynamics, determined by the effective Lagrangian (3.6).
This Lagrangian describes free motion of a point particle on the (infinite dimensional)
Riemannian manifold (V, g¯). This implies that in the adiabatic limit, solutions to the
Yang-Mills equations of motion (2.5) reduce to geodesics on (V, g¯).
Although well-studied, the geodesic problem on a generic Riemannian manifold can be
quite intractable. Here we have the advantage that V = S/K is a homogeneous space for
which the geodesic problem is more manageable, and in many cases even fully integrable.
Indeed, in most well-known examples in physics the homogeneous space is “symmetric”
or “naturally reductive” in which case all geodesics are simply orbits of a one-parameter
subgroup of isometries: gz(t) = exp(σt) · g0. This property is actually more general than
these two subclasses and leads to the larger class of what mathematicians call g.o. spaces
(geodesic orbit spaces). There exists a simple criterion for a reductive homogeneous space
to be g.o., see appendix B.2. Interestingly (V, g¯) falls outside this class generically. We
show this explicitly for the case of non-Abelian Yang-Mills theory in 3+1 dimensions in
appendix B.2. This implies that there exist geodesics which are not generated by any
isometry. Luckily there is still a large class of geodesics which do take this simple form
and which we will discuss in more detail below. Finding geodesics outside this class, and
determining the corresponding gauge fields, seems an interesting problem which we leave
for the future.
15Note that there does not exist a choice of representatives gz = heλ such that (g−1z dgz)0 = 0 on a
patch in V instead of just along a curve. This is because such a choice would be equivalent to h−1dh =
−eλ(e−λdeλ)0e−λ, but that is impossible because the left hand side satisfies the Maurer-Cartan equations
while the right hand side does so only if [(e−λdeλ)s, (e−λdeλ)s]0 = 0 for all z, which is not the case.
– 20 –
3.5.1 The geodesic equation
Let us concretely analyze these general observations in our specific case: free motion on V,
with respect to the metric (3.18). The action of (3.6) is
S[g(t)] =
1
2
∫
dt g¯abz˙
az˙b =
1
2
∫
dt 〈g−1g˙, g−1g˙〉 , (3.53)
where the coset representative g(t) = gz(t) is defined in (3.52). The expression in the
middle is the standard action for free motion of a particle on a Riemannian manifold,
whose equations of motion are equivalent to the geodesic equations. The expression on the
right is particular to our case where we have a homogeneous space, and it will be useful to
find explicit geodesic solutions. Indeed, using this form of the action one computes that
δS =
∫
dt
(−〈g−1δg, σ˙z〉+ 〈[σz, g−1δg], σz〉) , σz = g−1g˙ . (3.54)
In other words, the curve g(t) corresponds to a geodesic if and only if the above expression
vanishes for arbitrary δg.
3.5.2 Explicit solutions
In the special case that we assume the geodesic to be of the form16 g(t) = exp(tλ), with λ
constant, we have that σz = λ, and thus σ˙z = 0, so that one finds the condition
〈[λ, g−1δg], λ〉 = 0 for arbitrary δg . (3.55)
Note that, as it should, this condition coincides with the condition for a geodesic to be an
isometry orbit found in the mathematical literature, see (B.11). Using the relation (3.28)
this is also equivalent to
[λ,Dλ] = 0 . (3.56)
One particular set of solutions to this condition consist of the eigenvectors of the operator
D. Choosing a basis of eigenvectors λa ∈ m one finds the following class of geodesics
g(t, x; v, a) = exp
(
vt λa(x)
)
. (3.57)
Note that these are not necessarily the most general geodesics of orbit form, and further-
more, as we mentioned before, there will be geodesics which are not of exponential type at
all.
Let us now translate the above geodesics to spacetime field configurations. Via (3.3)
one finds
Ai(t, x; v, a) = g(t, x; v, a)A¯o i(x)g
−1(t, x; v, a) + g(t, x; v, a)∂ig−1(t, x; v, a) . (3.58)
Given the expressions for the λa(x) the above can in principle be computed explicitly
although as we will see in the examples, this might be practically complicated. It will be
16For simplicity we restrict to geodesics starting at the reference point. For a geodesic starting at g(0)
one takes g(t) = g(0) exp(tλ).
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insightful for the following subsection to give the form of the (non-abelian) electromagnetic
fields:
E = A˙ = −v g(Doλa)g−1 , Bi = 1
2
ijkFjk = 0 . (3.59)
In conclusion we see that the adiabatic solutions correspond to particular electrostatic
fields. In hindsight it is probably the reverse statement which is more interesting: certain
electrostatic fields have the interpretation as a slow change of vacuum. Note the analogy
with non-Abelian dyons which can be considered as slow motion on the moduli space of
magnetic monopoles [10]. Similarly, we will show in section 3.6 that the adiabatic motions
above carry various multipole charges introduced in [2].
3.5.3 Direct route back to Yang-Mills
Having found the adiabatic solutions (3.58) after rephrasing the problem as a geodesic
equation, it will be insightful to see how these geodesics are related to solutions of the full
Yang-Mills equations of motion (2.4, 2.5). First let us rewrite the geodesic equation (3.54)
via (3.28) as
Dσ˙z + [σz,Dσz] = 0 , (3.60)
where σz = g−1z g˙z and by construction D2oσz = 0. Remembering (3.5) one observes that
the Gauss constraint (2.4) is exactly solved, and it also allows us to compute
A¨ = −gz(Doσ˙z + [σz, Doσz])g−1z . (3.61)
We now have all the formulae in hand to make the connection. To do so project the
equations of motion (2.5) along the zero-mode directions, i.e. those generated by a gauge
transformation such that δγA = Dγ and compute∫
M
d3xTrDiγ(A¨i −DjFji) =
∮
∂M
dΣni Tr γ
(
A¨i −DjFji
)
−
∫
M
d3xTr γ
(
DiA¨i −DiDjFji
)
=
∮
∂M
dΣni Tr γ
(
A¨i −DjFji
)
=
∮
∂M
dΣ Tr γ
(
niA¨i
)
= −
∮
∂M
dΣ Tr (g−1z γgz) (Dσ˙z + [σz,Dσz]) . (3.62)
To see that the volume integral in the r.h.s. of the first line vanishes, use the fact that
DiA¨i = 0 as a result of the Gauss constraint, and that DiDjFij = [Fij , Fij ] = 0. To
go from the second to the third line use partial integration and the boundary conditions
discussed in footnote 5.
The computation above shows explicitely that the geodesic equation (3.60) implies the
vanishing of those components of the Yang-Mills equations of motion (2.5) along the zero-
mode directions and vice versa, as the above is true for arbitrary γ ∈ g. So we conclude
that the gauge fields (3.58) solve the Gauss constraint and part of the Yang-Mills equations
exactly. Other components in general lead to motion in directions normal to the zero modes.
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However, in the adiabatic limit, they can be ignored as the effective potential becomes very
steep (see footnote 8) and hence the geodesic motion becomes exact.
We find it intriguing that according to the second line of (3.62), the zero mode com-
ponents of the Yang-Mills field equations are nothing but the radial components of those
equations on the boundary.
3.6 Multipole charges as the constants of motion
In this section we discuss how the conserved momenta associated with geodesics on the
space of vacua and relate them to the conserved multipole charges defined in the full Yang-
Mills theory. The upshot is that this way we will have presented source-free, approximate
solutions of classical Yang-Mills theory carrying non-vanishing multipole charges (the non-
abelian version of those defined in [2]). These solutions are interpreted as slow motion along
the vacua of the theory.
3.6.1 Conserved momenta in the effective theory
For a particle freely moving on a Riemannian manifold it is well known that the mo-
menta conjugate to isometry directions are conserved. We will compute these conserved
momenta for the geodesic solutions found in the previous subsection. We then show that
these momenta coincide with the multipole charges associated with the Yang-Mills solutions
corresponding to these geodesics.
The effective motion (3.6) is in this case on a homogeneous space V = S/K equipped
with the left-invariant metric g¯. This implies that S is the isometry group of the space of
vacua, i.e. for each element σ ∈ s there is a corresponding Killing vector field ξaσ of the
metric g¯:
ξaσ = (g
−1
z σgz)
a eaa , (3.63)
where
(g−1z σgz)m = (g
−1
z σgz)
aλa , (3.64)
and eaa is the inverse of the vielbein (3.35), i.e. eaa e
b
a = δ
b
a. For a nice review on the
construction of the above Killing vectors see e.g. [19].
One can then construct the following momenta Pσ conjugate to the Killing vectors
(3.63) which are constants of geodesic motion:
Pσ =
∂L
∂z˙a
ξa[σ] = g¯abz˙
aξb[σ] = (g−1z σgz,Dσz) . (3.65)
Evaluating these momenta for the geodesic solutions (3.57) passing through the reference
point, one finds that the charges vanish for σ ∈ k, while when σ ∈ m one has the following
independent set of non-vanishing charges
Pλa [g(v, b)] = vDab . (3.66)
where Dab = (λa,Dλb) are the components of the symmetric operator D on m.
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3.6.2 Conserved charges in the full theory
The conserved charges associated with global gauge symmetries of Yang-Mills theory can
be computed using the covariant phase space method. This is discussed in appendix C.
Writing out the definition (C.11) in our particular case gives
Qγ [A] = −
∮
∂M
dΣni TrEiγ . (3.67)
These are a non-abelian generalization of the electric multipole charges of [2]. It is a
gratifying that the conserved momenta Pσ of the effective theory coincide with the conserved
charges Qσ of the full Yang-Mills theory:
Pσ = (g
−1
z σgz,Dσz)
=
∮
∂M
dΣ Tr g−1z σgzDσz
=
∮
∂M
dΣni Trσgz(Do iσz)g
−1
z
= −
∮
∂M
dΣni TrEiσ , (3.68)
where in the last step we used the expression (3.5) for E = A˙, valid for gauge fields
corresponding to motion on the space of vacua V. Therefore we conclude that
Pσ = Qσ , ∀σ ∈ s . (3.69)
The Poisson bracket of two charges can also be computed using (C.12)
{Qγ1 , Qγ2} = δγ2Qγ1 = −
∮
∂Σ
dΣµν Tr [F
µν , γ2]γ1
= −
∮
∂Σ
dΣµν TrF
µν [γ2, γ1] = Q[γ1,γ2] . (3.70)
Note that the charges are defined for any gauge parameter γ ∈ g, but that they vanish
for all local gauge transformations, i.e. Qκ = 0 when κ ∈ g0. As the charges are linear in
the gauge parameters it follows that Qγ = Qγ+g = Qγs , where we remind that γs is the
component of γ along s, i.e. the unique element in s such that γs|∂M = γ|∂M . This implies
that any type of non-trivial conserved multipole charge can be carried by our adiabatic
solutions, i.e. Qγ = Pγs .
Finally let us point out that the algebra of charges is isomorphic exactly to the algebra
of global gauge symmetries defined through the modified bracket (3.22):
{Qσ1 , Qσ2} = Q[σ1, σ2]∗ . (3.71)
Note that this algebra can also be interpreted as the algebra of boundary gauge transfor-
mations, similar to the infinite volume case [3, 4].
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4 Examples
In this section we illustrate the general discussion of the previous section in a few interesting
exemplary cases.
First we discuss Maxwell theory, where due to the Abelian nature of the gauge group
many things simplify. This allows us to work out all objects very concretely. Although
the geometry of the space of vacua in that example turns out to be flat, the main aim
is to illustrate the physical interpretation of the geodesic solutions: they are source-free
electrostatic solutions.
In the second example we discuss Yang-Mills theory with a non-Abelian gauge group
in 3+1 dimensions, which is the example of most direct physical interest. In that case,
however, things are more complicated and we will not be able to give for example the
metric in a fully explicit form. For this reason we will also give a third example, namely
non-Abelian gauge theory in 1+1 dimensions. This example has the advantage of being
richer than Maxwell theory, with a non-trivial, curved space of vacua, while being fully
computable, which makes it quite illustrative.
Finally let us point out that in the previous section we kept the reference vacuum A¯o
arbitrary, to emphasize that there is a priori no preferred vacuum. In practice it is of course
simplest to take Ao = 0, which we will do in all examples below, so that D0 = ∂.
4.1 Maxwell theory
In our first example we consider Maxwell’s electrodynamics, which fits in our general discus-
sion by taking the gauge group G =U(1). We will restrict attention to 3+1 dimension with
the spatial manifold a flat and finite ball of radius R, i.e. M = B3R ⊂ R3 and ∂M = S2R.
Much of our discussion will be in spherical coordinates, with r the radial direction. This
example is simple enough that we can write out all objects concretely and we will take the
time to spell out a number of the constructions above in full detail which might help in
clarifying the discussions of section 3.
4.1.1 Gauge algebra decomposition
Let us start by discussing the split of the Lie algebra of infinitesimal gauge transformations
g = g0 ⊕ s and s = k ⊕ m. The gauge parameters γ are in this case purely imaginary
functions17 on B3R, i.e. γ(r, θ, φ) ∈ iR. Choosing A¯o = 0 the Gauss constraint (3.10)
reduces to ∂i∂iσ = 0 whose non-singular solutions form the subspace s, which thus has the
following basis
σ`m ≡ i
( r
R
)`
Y`m , (4.1)
where Y`m(θ, φ) are real spherical harmonics. Let us use this explicit construction of s to
illustrate the split γ = γ0 + γs. Remember that γs is defined as the unique element in s
17Note that we are using so called geometric conventions, where the gauge field and gauge parameters are
anti-Hermitian, instead of the convention to choose them Hermitian that is often used in physics. Related
to this, remember that Tr = −tr so that in case of Maxwell theory it reduces to a factor of −1.
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such that γ|∂M = γs|∂M , whose unique solution is
γs(x) =
1
R2
∑
`m
(γ, σ`m)σ`m(x) with (γ, σ`m) = −iR2
∮
S2R
dΩ γ Y`m . (4.2)
Then of course γ0 = γ − γs, which is easily seen to vanish on the boundary and hence an
element of g0. Remembering that the group of global gauge transformations S is isomorphic
to the group of boundary gauge transformations G|S2 we see that here S is isomorphic to
the abelian group of all maps S2 → U(1) = S1 , with s simply being the abelian algebra of
imaginary functions on the sphere. In this case the modified bracket [·, ·]∗ is trivially equal
to the commutator, as they both identically vanish.
Let us continue by working out the operator D, defined in (3.29). Using (4.2), we find
its action to be
Dσ =
1
R
∑
`m
` (σ, Y`m)σ`m . (4.3)
It is an intriguing observation that this operator becomes the dilatation operator:
Dσ =
r
R
∂rσ . (4.4)
The kernel of D defines the subspace k. From (4.3) we see that this is the ` = 0 subspace
of s, generated by σ0 0 = 1/(2
√
pi). Equivalently, elements κ ∈ k can be represented by the
condition ∂iκ = 0. This then illustrates the observation we made above that k is also the
algebra of isotropic gauge transformations, since in Maxwell theory δγAi = ∂iγ, and hence
the constant gauge transformations act trivially.
Now remember that m = k⊥, so we see that we can identify its basis λa, via a = (`m)
for ` ≥ 1, with
λ`m ≡
( r
R
)`
Y`m , ` ≥ 1 . (4.5)
Note that these are also eigenvectors of the operator D:
Dλ`m =
`
R
λ`m , (4.6)
so that
D`m `′m′ ≡ (λ`m,Dλ`′m′) = R` δ` `′δmm′ . (4.7)
4.1.2 Geometry
The formula (4.7) immediately leads to the metric on the space of vacua V in the form
(3.36):
g¯`m `′m′(z) = R
∑
`′′m′′
`′′ e`
′′m′′
`m e
`′′m′′
`′m′ . (4.8)
The remaining step is then to compute the vielbein e on the boundary. We remind the defi-
nition (3.35) and our particular choice of representatives (3.44), that define the coordinates
za = (z`m). It then follows that on ∂M = S2R
gz
∂M
= exp
(
i
∑
`≥1,m
Y`mz
`m
)
, (4.9)
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and thus
e
∂M
= i
∑
`≥1,m
Y`m dz
`m . (4.10)
Note that in this special case e is constant on the moduli space, i.e. z-independent. Con-
sequently the metric (4.8) is flat and in these coordinates takes the simple form
ds¯2 = g¯`m `′m′ dz
`mdz`
′m′ = R
∑
`≥1,m
`dz`mdz`m . (4.11)
4.1.3 Adiabatic solutions
The effective Lagrangian (3.6) with the metric (4.11) is rather trivial, describing an infinite
number of non-interacting free particles:
L =
1
2
R
∑
`≥1,m
` (z˙`m)2 . (4.12)
The corresponding motion or geodesics are just the straight lines
z`m(t) = v`mt+ z`m0 . (4.13)
It follows that for this motion the representatives (3.52) reduce to
gz(t) = exp
(
i
∑
`≥1,m
( r
R
)`
Y`m (v
`mt+ z`m0 )
)
, (4.14)
so that
A(t, x) = A¯(x; z(t)) = gzdg
−1
z = −i
∑
`≥1,m
(v`mt+ z`m0 ) d
(( r
R
)`
Y`m
)
. (4.15)
This gauge field leads to a vanishing magnetic field Bi = 0 and an electric field18
Ei = −∂iΦ, Φ =
∑
`≥1,m
v`m
( r
R
)`
Ylm . (4.16)
These are nothing but the source free electrostatic solutions of Maxwell theory inside
the ball. We find it a very interesting observation that these electrostatic solutions can
be interpreted as geodesic motion on the space of vacua of the theory. This provides an
additional, very physical, argument that indeed global gauge transformations should be
considered as generating physically inequivalent configurations and a non-trivial space of
vacua.
Note that in this Abelian example the adiabatic approximation turns out to be exact
and the solutions obtained remain uncorrected even for high velocities. This is because
Maxwell theory is a linear theory and the zero-modes are decoupled from the non-zero-
modes, so that it is consistent to put the latter to zero.
18Here for clarity we go back to physics conventions choosing the electric field to be purely real, rather
than purely imaginary, Ephys = −iEgeom = −iA˙.
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Finally let us comment on another reason why these electrostatic fields are of interest.
In [2] it was shown that the well-known multipole moments associated to a charged matter
distribution can be completed into multipole charges that are conserved by associating a
particular multipole charge to the electromagnetic field itself. This construction implies
there should also exist matter free, pure field configurations that carry these charges. In-
deed, the solutions (4.16) provide such pure field configurations. As we discussed in section
3.6, the charges associated to the adiabatic solutions can equivalently be interpreted as the
conserved momenta of the effective particle motion, which in this case take the simple form
Qλ`m = P`m = R` z˙
`m = R` v`m . (4.17)
Note that the total electric charge corresponding to ` = 0, vanishes as it should for a pure
field configuration. Here we see this is directly related to the isotropic gauge transformations
that have been quotiented out.
4.2 Non-Abelian Yang-Mills
Now we move beyond Maxwell theory by considering the gauge group G to be a non-abelian
(compact, semi-simple) Lie group. As before we assume also in this exampleM = B3R ⊂ R3
and ∂M = S2R. Many things will be almost similar to the Maxwell discussion, except for
the appearance of the gauge group generators TI , which form a basis for g. The fact that
these do not commute, however, leads to a much richer structure.
4.2.1 Gauge algebra decomposition
Because of the choice of reference vacuum A¯o = 0, the operator D2o = ∂i∂i remains like
before the 3d Laplacian, so that we have the following basis for s:
σI `m ≡ TI
( r
R
)`
Y`m . (4.18)
The projection (4.2) generalizes to
γs =
1
R2
∑
I `m
(γ, TI Y`m)σI `m with (γ, TI Y`m) = R2
∮
S2R
dΩ Tr γ TI Y`m . (4.19)
Now the group of global gauge transformations S is non-abelian and hence the bulk represen-
tation of the algebra s has a bracket which is a non-trivial modification of the commutator.
Using the definition (3.22) and the formula (4.19) for the projector, one computes
[σI `m, σJ `′m′ ]∗ =
∑
K `′′m′′
fIJ
K C`m `′m′ `′′m′′ σK `′′m′′ , (4.20)
where19
[TI , TJ ] =
∑
K
fIJ
KTK C`m `′m′`′′m′′ =
∮
S2
dΩY`mY`′m′Y`′′m′′ . (4.21)
19Note that the real Gaunt coefficients C`m `′m′`′′m′′ satisfy slightly different selection rules than their
complex analogues which are more often used. See [20] for a detailed analysis of the real Gaunt coefficients
and the relation to the complex case.
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Note that, in accordance with the general discussion of section (3.2.3), the algebra (4.20)
is isomorphic to that of the boundary gauge transformations.
The operator D is essentially identical to the Maxwell example, with
Dσ =
1
R
∑
I `m
` (σ, TI Y`m)σI `m ⇔ D = r
R
∂r . (4.22)
Note that also in this case k = kerD = g is still given by the constant gauge transformations
and a natural basis for its orthogonal complement m that diagonalizes D is given by
λI `m = TI
( r
R
)`
Y`m , ` ≥ 1 with DλI `m = `
R
λI `m . (4.23)
It follows that
DI `m J `′m′ = RGIJ ` δ``′δmm′ , (4.24)
with GIJ = TrTITJ the Killing form on g.
4.2.2 Geometry
The line-element in vielbien form (3.36) following from (4.24) becomes
ds¯2 = R
∑
I,J,`≥1,m
GIJ ` eI `m eJ `m . (4.25)
Here is where the first crucial difference with the Maxwell example appears. Contrary to
that example, where the constant vielbeins ea led to a flat metric, here the vielbein e is
highly non-trivial. Actually we have not been able to work it out beyond its definition:
e =
(
g−1z dgz
)
m
, gz|S2R = exp
 ∑
I,`≥1,m
TIY`m z
I `m
 . (4.26)
In principle one could try to compute this using the formula (3.45), but successive powers of
the adjoint representation, essentially given in (4.20), seem to become intractable. Maybe
this problem can be solved using a different approach or another choice of coordinates,
which could be interesting to attempt in the future. The curvature and other geometric
invariants of homogeneous spaces can be computed purely algebraically, see e.g. [21], it
might be interesting to attempt this for the geometry above.
4.2.3 Adiabatic solutions
As we show in appendix B.1 in the example considered here the homogeneous space (V, g¯)
is not g.o., so that there exist geodesics which are not orbits. However, as we showed in
section 3.5, there is still a large number of geodesics which are orbits, see (3.57), generated
by eigenvectors of D. From (4.23) it follows that the linear combination
∑
I,m v
I `mλI `m is
an eigenvector for any fixed `. For this choice the corresponding electric field satisfies
Ei = −gz ∂iΦ g−1z , Φ =
∑
I,m
vI `m
( r
R
)`
Y`m TI . (4.27)
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This is an expression analogous to the Maxwell case (4.16) and the physical interpretation
is identical to that discussed there . Also the analysis of the conserved charges is parallel to
the Maxwell example and follows the general discussion of section 3.6, so we will end our
discussion here.
4.3 A toy example in 1+1 dimensions
In 1+1 dimensions the spatial manifold is one-dimensional and the analogue of a ball is an
interval, i.e. M = (−R,R), which adds the small twist that the boundary is disconnected
and made of two points, ∂M = {−R,R}. This example is of interest because a zero-
dimensional boundary will lead to a finite dimensional space of vacua and it renders this
example fully tractable even when the gauge group G is non-Abelian. At the start G is
arbitrary, but later we will restrict to the case G =SU(2) for simplicity.
4.3.1 Gauge algebra decomposition
As in other examples, we make the choice A¯o = 0, so that s is the space of non-singular
solutions to d
2
dx2
σ = 0. The unique element σ ∈ s with the boundary values σ(−R) = σ−
and σ(R) = σ+ is then
σ =
σ+ − σ−
2
x
R
+
σ+ + σ−
2
. (4.28)
Note that σ± ∈ g so that s ∼= g × g = g|∂M . As this second way of representing things is
simpler and more intuitive we will sometimes write σ ∼= (σ−, σ+). From the characterization
above, it follows that for an arbitrary gauge transformation γ(x) ∈ g, the projection on
global gauge transformations is simply
γs(x) =
γ+ − γ−
2
x
R
+
γ+ + γ−
2
. (4.29)
One can then compute the modified bracket (3.22)
[σ1, σ2]∗ =
[σ1+, σ2+]− [σ1−, σ2−]
2
x
R
+
[σ1+, σ2+] + [σ1−, σ2−]
2
∼= ([σ1−, σ2−], [σ1+, σ2+]) .
Again we see that the modified bracket provides an extension to the bulk of the algebra of
boundary gauge transformations.
Next we compute the operator D defined in (3.29):
Dσ =
σ+ − σ−
2R
x
R
∼=
(
σ− − σ+
2R
,
σ+ − σ−
2R
)
. (4.30)
Note that also in this example D reduces to the dilatation operator:
Dσ =
x
R
d
dx
σ . (4.31)
Via the definition k = kerD we can identify it as the constant gauge transformations which
indeed coincide with the isotropic gauge transformations δκA¯o = 0. Furthermore, as for
constant gauge transformations κ+ = κ− = κ we have the identification
k = {κ ∈ s | d
dx
κ = 0} ∼= {(κ, κ) |κ ∈ g} = gdiag . (4.32)
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So in this simple example the space of vacua V becomes a rather standard homogeneous
space
V = S/K ∼= (g× g)/gdiag . (4.33)
The inner product on s given in (3.27) reduces in this example to
(σ1, σ2) =
1
2
Tr(σ1−σ2− + σ1+σ2+) , (4.34)
so that
〈γ1, γ2〉 = (γ1,Dγ2) = 1
4R
Tr(γ1+ − γ1−)(γ2+ − γ2−) . (4.35)
Remembering that the subspace m is then defined as the orthogonal complement of k
with respect to (·, ·) one finds that
m = {λ |λ = λ+ x
R
, λ+ ∈ g} ∼= {(−λ+, λ+) |λ+ ∈ g} . (4.36)
We here see clearly that 〈·, ·〉, which in general is degenerate, becomes positive definite when
restricted to m:
〈λ, λ〉 = 1
R
Trλ2+ ≥ 0 ∀λ ∈ m . (4.37)
Observe that the split s = k ⊕m is indeed reductive, since
[k,m]∗ ⊂ m via [(κ, κ), (−λ+, λ+)]∗ = (−[κ, λ+], [κ, λ+]) . (4.38)
Interestingly, contrary to the higher dimensional case, in this 1+1 dimensional example the
space of vacua V will actually be a symmetric space because
[m,m]∗ ⊂ k via [(−λ1+, λ1+), (−λ1+, λ1+)]∗ = ([λ1+, λ2+], [λ1+, λ2+]) . (4.39)
4.3.2 Local geometry
As a vector space m is isomorphic to g (through m is not an algebra) and so a basis TI of
g also provides a basis λa of m:
λI = TI
x
R
. (4.40)
The choice of coset representative (3.44) thus becomes
gz|∂M ∼= (gz(−R), gz(R)) = (exp(−TIzI), exp(TIzI)) . (4.41)
Note that as we have a real coordinate zI for each generator TI ∈ g as a manifold V will be
locally diffeomorphic to G, but as we will see below it will differ globally and geometrically.
To compute the vielbein e we first compute the left-invariant form θ = g−1z dgz:
θ|∂M = (θ−, θ+) , (4.42)
where θ+ is the Maurer-Cartan form on g:
θ+ = exp(−TIzI)d exp(TIzI) and θ− = − exp(TIzI) θ+ exp(−TIzI) . (4.43)
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Now note that θ has components both along k and m, with θm = e :
θs = θk + θm ∼=
(
θ+ + θ−
2
,
θ+ + θ−
2
)
+
(
θ− − θ+
2
,
θ+ − θ−
2
)
. (4.44)
To continue It then follows that the line element on V is
ds¯2 = 〈e, e〉 = 1
2R
(
Tr θ2+ − Tr θ+θ−
)
. (4.45)
Note that the first term is the standard bi-invariant metric on the Lie group G.
To continue we choose the particular case G =SU(2). In this case a basis for the Lie
algebra su(2) is given by the generators TI = i2σI , so that we can parameterize a general
element λ+ ∈ su(2) as
λ+ = 2ψ n
ITI , n = (sinϑ cosϕ, sinϑ sinϕ, cosϑ) . (4.46)
These are related to the coordinates used throughout the paper as zI = 2ψ nI . This choice
of coordinates leads to the standard parameterization of SU(2):
exp(λ+) = cosψ 1 + i sinψ n
IσI . (4.47)
In turn one finds by direct computation that
θ+ = iσI
(
nIdψ + sinψ (cosψ dnI + sinψ IJK n
J dnK)
)
(4.48)
θ− = −iσI
(
nIdψ + sinψ (cosψ dnI − sinψ IJK nJ dnK)
)
, (4.49)
so that the metric (4.45) is
2R ds¯2 = = 4dψ2 + sin2 2ψ (dϑ2 + sin2 ϑ dϕ2) (4.50)
= dχ2 + sin2 χ (dϑ2 + sin2 ϑ dφ2) . (4.51)
In the second line, after the redefinition χ = 2ψ we recognize the round metric on S3. At
first this might appear surprising, as the three-sphere with the round metric corresponds
to the group manifold SU(2) with its bi-invariant metric, but the space of vacua V is not
naturally a group manifold. It will be interesting to explain this in some more detail, as
this will also illustrate the global structure of V, something we did not analyze in the other
examples.
4.3.3 Global geometry
The global structure of V is encoded in the precise ranges of the coordinates χ, ϑ and ϕ. To
understand those one needs to go back to the expression (4.47). An arbitrary special unitary
matrix can be reached by choosing the following ranges for the angles: ϕ ∈ [0, 2pi), ϑ ∈ [0, pi]
and ψ ∈ [0, pi]. But we should be careful, our aim is not to parameterize an arbitrary element
of SU(2), rather we would like to parameterize all cosets that make up V = (SU(2) ×
SU(2))/SU(2)diag. To do so we used the coset representatives (exp(−λ+), expλ+). At first
this might appear the same as parameterizing elements exp(λ+) of SU(2), but the subtle
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difference is that this choice of representatives is not globally well defined. Indeed the two
seemingly ’different’ representatives (exp(−λ+), exp(λ+)) and (− exp(−λ+),− exp(λ+)) are
actually elements of the same coset! So the pairs of the form (exp(−λ+), exp(λ+)) do not
form a unique set of representatives on all of the homogeneous space (while they are good
representatives close to the identity). In the case at hand one can verify that this problem
of having multiple representatives for the same coset is restricted to the degeneracy of
(exp(−λ+), exp(λ+)) and (− exp(−λ+),− exp(λ+)) only. Furthermore, using (4.47), one
sees that under ψ → pi − ψ, ϑ → pi − ϑ, ϕ → pi + ϕ we have that exp(λ+) → − exp(λ+).
So we can make a unique choice of representatives by restricting ψ ∈ [0, pi2 ]. Note that
generically this degeneracy is two-fold, except when ψ = pi2 as in this case for all ϑ, ϕ we
have exp(λ+) = inIσI and thus exp(−λ+) = − exp(λ+). Note this nicely fits with the
geometry (4.51), where ψ = pi2 , i.e. χ = pi corresponds to the south pole which is indeed a
single point for all ϑ, ϕ. The conclusion of this discussion is that we should take χ ∈ [0, pi]
so that indeed V ∼= S3. Pictorially V is obtained by cutting the original S3=SU(2) along
the equator, keeping one half, identifying the full equator as one point20 and then putting
on that space, which again topologically is a 3-sphere, the round metric so that
(V, g¯) ∼= (S3, ground) . (4.52)
4.3.4 Vacuum and adiabatic gauge field representatives
Because this example is so simple it allows us to illustrate our choice of representatives,
discussed in section 3.4. Formula (3.46) becomes in this example
gz(x) = gψ,n(x) = exp
(
λ+
x
R
)
= cos
(
ψ x
R
)
1 + i sin
(
ψ x
R
)
nIσI , (4.53)
so that we find
A¯(x; z) = A¯(x;ψ, n) = g ∂xg
−1dx = −2ψ nIσI dx
R
. (4.54)
Representatives of time dependent motion along these vacua are more involved, as discussed
in section 3.4.3, where we saw that the representatives get dressed by a particular local gauge
transformation hz when extended into the bulk: gz = hz exp(λIzI). This local factor is
determined in terms of ηz, see (3.51) and (3.50). To find ηz let us write
λ(t, x) = λI(x)z
I(t) =
2ψ(t)x
R
nI(t)TI , (4.55)
and compute
e−λ
d
dt
eλ = iσI
[
xψ˙
R
nI + sin
(
xψ
R
)(
cos
(
xψ
R
)
n˙I + sin
(
xψ
R
)
IJK n
J n˙K
)]
. (4.56)
Now this is an element of g and can be projected on s via (4.29):
σz =
(
e−λ
d
dt
eλ
)
s
= iσI
[ x
R
(
ψ˙ nI + sinψ cosψ n˙I
)
+ sin2 ψ IJK n
J n˙K
]
. (4.57)
20Note here the crucial difference with the construction of SO(3), which can be obtained by cutting S3
into half but then closing the equator by identifying opposite points.
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One now has all the ingredients to work out ηz:
ηz = e
λ
(
e−λ
d
dt
eλ
)
0
e−λ
= eλ
(
e−λ
d
dt
eλ − σz
)
e−λ
=
iσI
4
[
(x− sin(2x+ψ)− x+ sin(2x−ψ)) n˙I + (x− cos(2x+ψ) + x+ cos(2x−ψ)− 1) IJKnJ n˙K
]
,
(4.58)
where
x± = 1± x
R
. (4.59)
Note that one can easily check that ηz is a local gauge parameter as it vanishes on the
boundary, furthermore it is smooth all over the interval. It will be useful for the discussion
below to already point out ηz is orthogonal to ni and in particular proportional to |n˙|.
In principle one can now compute hz via (3.51), but we were not able to do so in closed
form. To finish this discussion, let us then present our adiabatic gauge field representatives:
A(t, x) = A¯(x; z(t)) = −2ψ(t) dx
R
nI(t)hz(t, x)TIh
−1
z (t, x) + hz(t, x)∂xh
−1
z (t, x) dx . (4.60)
One can check that these configurations identically satisfy the Gauss constraint DiA˙i = 0,
for any (ψ(t), n(t)), as they were defined to do.
4.3.5 Adiabatic solutions
Let us now specialize to the most interesting gauge fields, those corresponding to adiabatic
solutions, or geodesics on V and remember that everything we did so far is valid for any
curve on the space of vacua. Because in this simple example V turned out to be a symmetric
space all geodesics will be one-parameter group orbits. In particular this will imply, as we
mentioned in section 3.5, that the dressing factor hz will be trivial. Of course, because here
V is simply the round 3-sphere we will not need any of the general formalism. Let us focus
on geodesics through the north-pole, i.e. ψ = 0. The geodesics are then simply the great
circles i.e. ψ = ψ0t, n = n0. So via the explicit formula (4.58) we get confirmation of the
fact that hz is trivial. Furthermore, via (4.60), the adiabatic solutions are
A = −2ψ0t dx
R
nI0TI . (4.61)
Writing vI = 2ψ0 nI0 the corresponding electric field E = A˙ is of exactly the same type as
(4.16, 4.27):
E = −∂xΦ Φ = vI x
R
TI . (4.62)
Note that in this simple example the adiabatic approximation is exact, meaning that the
above solution remains uncorrected even for large velocities, because in 1+1 dimensions
the magnetic fields, and hence the potential, vanish identically so that all gauge fields are
vacuum gauge fields.
For this example the conserved charges are directly computed to be
QλI = PI =
2
R
GIJ vJ . (4.63)
– 34 –
5 Discussion and outlook
In this work we showed how in the adiabatic limit the dynamics of Yang-Mills theory on
a finite volume space with boundary contains purely electric solutions that are equivalent
to geodesic motion on the space of vacua of the theory. Our analysis revealed this space of
vacua to be the homogeneous space V ∼= G0\G/K equipped with a particular left invariant
Riemannian metric. Furthermore we showed that these adiabatic solutions carry non-trivial
multipole charges, that are ‘soft’ in that they do not originate from matter sources. Here
we will discuss some connections to the literature on closely related topics and mention how
that might lead to interesting future research.
Given that we were partially motivated by work on the infinite volume structure of
gauge theories [1], a first issue we should address is the large volume limit of our construc-
tion. We will leave a detailed study21 to future work and only mention some preliminary
observations here. In the main text we found that the geodesic solutions are parameterized
by a constant initial velocity v and it follows from our computations that in d spatial di-
mensions the corresponding charges scale as Q ∼ Rd−2v while the (kinetic) energy of the
solutions scales as K ∼ Rd−2v2. This suggests that for d ≥ 3 we could redefine v = R2−dw
and keep w fixed while sending R → ∞, to ensure the solutions will keep non-vanishing,
finite charges in this limit. There are now two interesting observations to be made. First
note that in such a limit, the energy of the solutions will go to zero, which is reminiscent
of the zero energy particles that appear in the soft theorems and the related soft modes
generated by asymptotic symmetries [1, 23]. Secondly remark that this limit coincides with
the adiabatic v → 0 limit so that the solutions actually become exact in this large vol-
ume limit. The above arguments suggest that the space of vacua, its geometry and the
associated geodesic solutions also exist in flat spacetime without boundary. It would be in-
teresting to make this argument more robust and try and define these structures directly at
infinite volume. We should point out that, as in [2], our construction and the naive R→∞
limit mentioned above lead to asymptotic charges defined at spatial infinity, contrary to for
example [3, 4] that define them at null infinity. Recently the connection between charges
defined at spatial and null infinity has been investigated [5, 24–26]. Note that in [27] it was
shown that the QED soft theorem also follows from the conservation of multipole charges
defined at spatial infinity.
In our work there is a clear separation between the vacua, which are charge-less, and the
‘soft modes’, i.e. the electric fields that correspond to slow motion along these vacua22, that
carry non-zero charges. This is qualitatively different from what happens in gravitational
theories, such as in AdS3 or 4d Minkowski space, where the vacua themselves can carry
non-trivial charges (see e.g. [17, 30–33]). This can be argued to be related to the central
extension of the algebra of charges, which appears there but is absent in our setup. To
see this, compute the variation of the charge Qλ1 under a global gauge transformation λ2.
21Possibly along the lines of [22].
22That there might be a relation between soft photons and static electric fields is reminiscent of [28, 29].
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Then in a centrally extended algebra, we find
δλ2Qλ1 = {Qλ1 , Qλ2} = Q[λ1,λ2] + C(λ1, λ2)
Now set the charges to be zero on a reference point ‘o’. Then the variation at that point is
δλ2Qλ1
∣∣∣
o
= C(λ1, λ2)
This implies that the central extension of the algebra makes the charges sensitive to the
global gauge transformation. Note also that our vacua are smooth all over the space, while
(coordinate) singularities usually appear in the gravitational context [32, 34].
There appears to be a ‘holographic’ flavor to our work. It is interesting that in the
adiabatic limit the (classical) dynamics of Yang-Mills theory reduces to a 1d sigma model
which is purely determined in terms of boundary data. The electric fields corresponding to
geodesic motion can be interpreted, via equation (4.16), as arising from a boundary charge
v`mY`m carried by the global/boundary gauge parameters. Our work also bears similarities
to [35–37], with the global gauge parameters resembling the edge modes of that work.
We should also emphasize that in this paper the analysis of the space of vacua has
been mainly local, except for the example in section 4.3. In that example we found that
the space of vacua is compact and has closed geodesics, which hints at interesting physics
such as a discrete spectrum and non-trivial adiabatic phases23. Berry phases and their
relation to infinite dimensional (asymptotic) symmetry algebras were recently explored in
[38]. Determining the precise global structure of the space of vacua and its geodesics for
Yang-Mills theory in 3+1 dimensions, and studying the physical consequences thus seems
an interesting future direction.
In cosmology there has been work on the relation between certain adiabatic solutions
and gauge symmetries [27, 39, 40], it would be interesting to understand the relation to our
work in more detail.
Here we were only concerned with the geometry on the space of vacua, it would be
interesting to extend this to the full configuration space. The geometry of the configuration
space of Yang-Mills theory has been rather well studied, see e.g. [41–45], but in these works
one restricts attention to compact spaces24. Since our vacuum gauge fields are flat connec-
tions it might also be interesting to see if there are connections to the more mathematical
work on spaces of such flat connections, see for example [46].
Finally let us list some possible generalizations/extensions of this work that could prove
interesting:
1. Study of examples with multiple boundaries, which might be interpreted as defect
insertions. In the presence of an inner boundary for example, global gauge symmetries
that would otherwise blow up in the bulk will be allowed. The corresponding adiabatic
solutions correspond to Coulomb like electric fields.
23We thank B. Oblak for this last observation.
24More precisely, these works cover both compact Euclidean spaces and Lorentzian spacetimes of topology
R × Σ where the spatial hypersurface Σ is either compact, or stringent boundary conditions are imposed
such that no boundary term appears.
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2. Inclusion of charged matter fields, which could lead to even richer vacuum manifolds.
For example adding a charged scalar to Maxwell theory would make the action of
the constant global gauge transformations non-trivial, so that they would not be
quotiented out of the space of vacua.
3. Extension to the quantum regime, although it is not clear how much of the classical
structure we uncovered will survive the strong quantum effects of Yang-Mills theory
in the IR.
4. Study of adiabatic solutions and the space of vacua in gravitational theories. This
is of particular interest as here it might be related to black hole entropy and the
information paradox, see for example [47, 48], although this is contested [49, 50].
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A Technicalities on gauge transformations
In this appendix we spell out some details on the derivation of certain properties of sub-
classes of infinitesimal gauge transformations that are used in the main text.
Property 1) If D2γ = 0 and γ|∂M = 0 then γ = 0 .
This follows from the observation that∫
M
d3xTrDiγDiγ = −
∫
M
d3xTr γD2γ +
∮
∂M
dΣi Tr γDiγ = 0 . (A.1)
However, since the left hand side is manifestly positive definite it follows that Dγ = 0. This
set of first order differential equations has a unique solution given the boundary condition
γ|∂M = 0, which is γ = 0.
Property 2) One has the vector space decomposition g = g0 ⊕ s .
In section 3.2.1 we showed that g0 is orthogonal to s. However we should be careful as
the inner product used is degenerate, so that there could be a subspace of vectors that are
in both g0 and s. But 1) above is equivalent to g0 ∩ s = {0} so that g0 complements s.
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Property 3) For each γ ∈ g there is a unique σ ∈ s such that γ|∂M = σ|∂M .
This is equivalent to there being a unique solution of D2σ = 0 for given boundary
values, which is a Dirichlet problem. Assuming existence, uniqueness follows from that fact
that given two solutions σ1 and σ2, their difference satisfies the conditions of 1), and hence
is zero.
Property 4) kerD = kerD
First note that both operators have a different domain, S and g, and image, s and
R3 ⊗ g, respectively.
It follows rather directly that kerD ⊂ kerD. First observe that when Dκ = 0 it follows
that Dκ0 = −Dκs and thus D2κ0 = 0. But then via 1) κ0 = 0 which means that κ ∈ s and
Dκs = 0. It then directly follows that (Dκ)|∂M =
(
niDiκs)
∣∣
∂M
= 0 and because Dκ ∈ s it
follows via 3) that Dκ = 0.
To show the reverse, i.e. that kerD ⊂ kerD is also true, consider an element κ ∈ kerD
which implies both D2κ = 0 and Dκ = 0. But then observe that∫
M
d3xTrDiκDiκ =
∮
∂M
dΣ TrκDκ = 0 . (A.2)
Because the left hand side is positive definite it follows that indeed also Dκ = 0.
Property 5) [κ,Dσ]∗ = D[κ, σ]∗ for all σ ∈ s and κ ∈ k.
Because both sides of the equality above are valued in s and the property 3) it is enough
to show equality on the boundary:
ni([κ,Diσ])
∣∣
∂M
= ni (Di[κ, σ])|∂M . (A.3)
However, this immediately follows from the Liebnitz property of the gauge covariant deriva-
tive, i.e. D[γ1, γ2] = [Dγ1, γ2] + [γ1, Dγ2], and that Dκ = 0 as k = kerD.
Property 6) Any element g ∈ G can be written on the boundary as
g|∂M = exp(λ)|∂M k|∂M , where λ ∈ m and k ∈ K . (A.4)
This is rather straightforward to derive:
g|∂M = exp(γ)|∂M
= exp(γs)|∂M
= exp(γk + γm)|∂M
= exp(λ) exp(γk)|∂M . (A.5)
That λ ∈ m follows from the Baker-Campbell-Haussdorf formula, which expresses λ as
an expansion in commutators of the form [γk, . . . , [γk, γm]∗]∗ , and the property (3.40) of
reductive homogeneous spaces i.e. [k,m]∗ ⊂ m.
It should be noticed that the uniqueness of the exponential representation is only
guaranteed in a patch around z = 0. Indeed a global choice of coset representatives typically
does not exist.
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B Some facts on homogeneous spaces
In this appendix we collect some definitions, concepts and results of the mathematical
theory of cosets and homogeneous spaces. We will make many statements without proofs
or arguments, which can be found in various standard references on the subject. Note that
much of the literature deals with the special cases of symmetric or normal reductive spaces
but the spaces we discuss will be more general. A pedagogic reference that deals with the
general reductive case is [21] of which we will follow certain parts quite closely. A physics
paper containing a nice review and further references is [19]. In the second subsection
on Riemannian homogeneous spaces we also use some details that can be found in the
original work [51]. Although the discussion in all these references is for finite dimensional
manifolds it appears, heuristically, that the relevant facts generalize to the particular infinite
dimensional case we are dealing with in the main text.
B.1 Homogeneous spaces
Basics on cosets
• Consider a subgroup K of a group G. One can then define an equivalence relation
between two elements g1, g2 ∈ G by g1 ∼ g2 iff g−12 g1 ∈ K. The equivalence class
containing an element g ∈ G is denoted as gK and is called a left coset. The set of
left cosets is denoted by G/K.
• Although in general the coset space G/K does not form a group, there exists a natural
left G action on it:
g1 · (gK) = (g1g)K . (B.1)
• In complete parallel right cosets Kg can be defined leading to K\G, which has a
natural right G action on it.
• If the left cosets are equal to the right cosets, i.e. gK = Kg for all g ∈ G, the
subgroup K is called normal and the coset space G/K = K\G has a natural group
structure on it via g1Kg2K = (g1g2)K, which is called the quotient group.
• Given a homomorphism φ : G → H it follows that kerφ is a normal subgroup of G
and φ(G) is a subgroup of H. Moreover, the following isomorphism holds:
G/ kerφ ∼= φ(G) . (B.2)
This fact goes under the name of the first isomorphism theorem and is often useful
in identifying quotient groups.
The differentiable case
• When G is a Lie group and K is a closed subgroup, the coset space G/K naturally is
a manifold with a smooth left G action, and is called a homogeneous space.
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• Consider a manifold M with a smooth left G action that is transitive, which means
that for any two points p1, p2 ∈ M there exists a g ∈ G such that g · p1 = p2. One
can define the isotropy subgroup Gp of a point p ∈M as the subgroup that leaves the
point p invariant, i.e. Gp = {g ∈ G| g ·p = p}. It follows that the Gp’s are isomorphic
for all p and furthermore closed, so that there exists a natural diffeomorphism :
M ∼= G/K , (B.3)
where K ∼= Gp . In practice this diffeomorphism amounts to picking an arbitrary
reference point po ∈M and mapping gK to p = g · po.
• Concretely one can choose local coordinates za on G/K through a choice of unique
representative gz out of each equivalence class.
• Denoting the Lie algebras of G and K with g and k respectively, one defines the
quotient g/k as the set of equivalence classes X + k = Y + k iff X − Y ∈ k.
• In general the vector space g/k does not have an algebra structure, except when k
is a Lie algebra ideal of g, which means [X,Y ] ∈ k , ∀X ∈ g, Y ∈ k. This is the
infinitesimal analog of K being a normal subgroup. In that case g/k comes naturally
equipped with the Lie bracket [X + k, Y + k]g/k = [X,Y ] + k. As might be expected
g/k is the Lie algebra of G/K.
• Even when k is not an ideal, one can still identify the quotient vector space with the
tangent space of the homogenous space at the reference point: g/k ∼= TeKG/K ∼= ToM .
B.2 Riemannian homogeneous spaces
Basic definitions
• A reductive homogeneous space is a coset space M = G/K such that there exists
an Ad(K) invariant decomposition g = k ⊕ m. This is equivalent to the conditions
[k, k] ⊂ k and [k,m] ⊂ m. In this case, we can identify m ∼= g/k ∼= TeK(G/K) ∼= ToM .
• A Riemannian homogeneous space is a Riemannian manifold (M, g) with a transitive
action of a group of isometries G. This implies we can identify M ∼= G/K, with K
the group of isometries that leave a point invariant.
Properties of Riemannian homogeneous spaces
• A Riemannian homogeneous space is reductive.
• If G is a compact group, G/K is reductive, as one can take m to be the orthogonal
complement of k, with respect to the Killing form.
• In case K is compact, any metric invariant under the left G-action can be written as
gab(z) = 〈ea(z), eb(z)〉 = (ea(z),D eb(z)) = Dab eaa(z) ebb(z) , (B.4)
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Here we have chosen coordinates za and a set of representatives gz. The ’vielbein’
ea = (g
−1
z ∂agz)m is the projection on m of the left invariant one-form θ = g−1z dgz. The
z-independent operator D on m is symmetric with respect to the bi-invariant scalar
product (·, ·) on g and furthermore Ad(K)-equivariant. By choosing a basis Ta for m
these properties are expressed in terms of the matrix elements Dab = (Ta,DTb) as
Dab = Dba and Sac(k)Sbd(k)Dcd = Dab ∀k ∈ K , (B.5)
where
Ad(k)Ta = k
−1Tak = Sab(k)Tb . (B.6)
• Note that the metric g above is independent of the choice of representative. This
follows because under a change of representative gz → gzk and ea → k−1eak, so that
due to the equivariance of D and invariance of (·, ·) the metric g remains invariant.
• The left invariance of g follows by the same argument, as after the left action by a
constant element g1 ∈ G the new representative is g′z = g1gzk−1 and e′a = keak−1.
Infinitesimally this action associates to any element X ∈ g a vector field
ξa[X] = eaa (g
−1
z Xgz)
a , (B.7)
with eaa the inverse vielbein and (g−1z Xgz)m = (g−1z Xgz)a Ta. One can check by direct
calculation that these vector fields satisfy the Killing equation and that
[ ξ[X], ξ[Y ] ]a = −ξa [ [X,Y ] ] . (B.8)
Some special subclasses
• A symmetric space is a reductive homogeneous space such that [m,m] ⊂ k .
• A naturally reductive space is a Riemannian homogeneous space for which
[Ta, Tb]
cDcd = Dac [Tb, Td]c , (B.9)
where [Ta, Tb]m = [Ta, Tb]c Tc, or in terms of the structure constants [Ta, Tb]c = fabc .
• A g.o. space is a Riemannian homogeneous space for which all geodesics are an orbit
of a one-parameter subgroup of isometries, i.e. γ(t) = exp(tX) · p , for some X ∈ g.
The above definitions imply that
symmetric ⊂ naturally reductive ⊂ g.o. ⊂ reductive
• There are also normal reductive spaces, defined as those for which D = 1, or in other
words 〈·, ·〉 = (·, ·). One can check that
normal reductive ⊂ naturally reductive . (B.10)
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Orbits that are geodesics (Proposition 2.1 of [51]) An orbit exp(tX) · o is a geodesic
iff
〈[X,Y ]m, Xm〉 = 0 ∀Y ∈ g . (B.11)
In this case X is called a geodesic vector. We provide a physicists proof of this propo-
sition in (3.53-3.55). As pointed out in [21] there are a number of conditions that are
sufficient as well. The one that will be particularly relevant for us is that if [Xm,DXm] = 0
then the orbit generated by X is a geodesic.
A criterion to be g.o. (Proposition 2.6 of [51]) If a Riemannian homogeneous space
G/K is g.o. then for all X ∈ m there exists a Z ∈ k such that for all Y ∈ m
〈[X + Z, Y ]m, X〉 = 0 . (B.12)
Proof that the space of vacua is in general not g.o. We can now apply the criterion
(B.12) to the gauge theory context discussed in the main text. In the notation used in the
main text, the criterion above states that for all λ1 ∈ m there should exist a κ ∈ k such
that for all λ2 ∈ m the quantity 〈[λ1 +κ, λ2]s, λ1〉 should vanish. But this is not the case for
non-abelian Yang-Mills theory in d + 1 dimensions when d ≥ 1. Consider the case d = 3,
for which we discussed the split s = k ⊕m in section 4.2.1. Now take for example
λ1 =
( r
R
)
TI1Y10 +
( r
R
)2
TI2Y20 , λ2 =
( r
R
)3
[TI1 , TI2 ]Y30 ,
for which one computes that, independent of κ,
〈[λ1 + κ, λ2]∗m, λ1〉 = ([λ1 + κ, λ2]∗,Dλ1) = −3
2
√
3
35pi
Tr [TI1 , TI2 ][TI1 , TI2 ] .
Because the gauge algebra is semi-simple, choosing TI1 and TI2 to be non-commuting suffices
to make the above non-vanishing, which implies that the space of vacua V is not g.o. .
C Charges from covariant phase space
In this appendix, we briefly discuss the construction of charges in the covariant phase space
formulation [52–55] (See [56] for a review).
Suppose that a gauge theory is given with dynamical fields collectiely denoted by ψ and
Lagrangian L[ψ] as a top form. Varying the Lagrangian gives the Euler-Lagrange equations
plus a total derivative
δL = Eδψ + dΘ(δψ) . (C.1)
The codimension-1 form Θ is called the presymplectic potential from which the presym-
plectic current ω is constructed by taking another antisymmetric variation
ω(ψ, δ1ψ, δ2ψ) = δ1Θ(δ2ψ)− δ2Θ(δ1ψ) . (C.2)
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The pre-symplectic form Ω(ψ, δ1ψ, δ2ψ) on the phase space is then defined as the integral
of ω over a Cauchy surface Σ
Ω(ψ, δ1ψ, δ2ψ) =
∫
Σ
ω(ψ, δ1ψ, δ2ψ) . (C.3)
This quantity defines a closed two form on the space of field configurations. However, it’s
degeneracies prevents its identification with a symplectic form. This is why it is called a
pre-symplectic form. Indeed, the problem arises as the space of field configurations is too
large. Therefore, the covariant phase space is defined as the symplectic quotient of the
space of field configurations by the degeneracies of the presymplectic form [52, 57].
The Hamiltonian generator of a symmetry transformation ψ → ψ+ δγψ (in the setting
of this paper a gauge transformation γ ∈ g) is then given by
δHγ = Ω(ψ, δψ, δγψ) . (C.4)
As γ(x) is the parameter of a local symmetry transformation, it turns out that the sym-
plectic current is on-shell exact [54, 55], i.e.
ω(ψ, δψ, δγψ) = dkγ(ψ, δψ) on-shell . (C.5)
Accordingly, the charge δQγ defined as the on-shell value of the Hamiltonian becomes a
surface integral
δHγ =
∮
∂Σ
kγ(ψ, δψ) . (C.6)
Now let us apply the above construction to pure Yang-Mills theory with dynamical
fields Aµ and Lagrangian(2.1). We compute presymplectic potential and current in their
dual form
Θ = ?(θµdx
µ), ω = ?(ωµdx
µ) . (C.7)
It can be checked that
θµ(δψ) = TrFµνδAν , (C.8)
and accordingly
ωµ(A, δ1A, δ2A) = Tr δ1F
µνδ2Aν − (1↔ 2) . (C.9)
The charge variation can then be computed as
δQγ = Ω(ψ, δψ, δγψ) =
∫
Σ
Tr δFµν∂νγ =
∮
∂Σ
dΣµν TrδF
µνγ(x) . (C.10)
This expression is clearly integrable and hence we find the final expression for the charges:
Qγ =
∮
∂Σ
dΣµν TrF
µνγ(x) . (C.11)
The Poisson bracket of two charges can also be computed using the symplectic structure
{Qγ1 , Qγ2} = Ω(A, δγ1A, δγ2A) = δγ2Qγ1 (C.12)
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