Abstract. Motivated by Gupta [9] and Garcia-Huidobro, Gupta, Manasevich [5] , the solvability of multi-point boundary value problems consisting of higher-order differential equations and multi-point boundary conditions are studied in this paper, respectively. Results show us that known theorems are complemented and improved. Numerical examples are presented to demonstrate the main theorems.
Introduction
In [13] , [14] , [15] , [16] , Liu and Yu studied the solvability of multi-point boundary value problem at resonance consisting of the second-order differential equation
x (t) = f t, x(t), x (t) + e(t), 0 < t < 1,
and one of the following boundary value conditions 
|f (t, x, y)| ≤ a(t)|x| + b(t)|y| + c(t)|x| θ + r(t) or |f (t, x, y)| ≤ a(t)|x| + b(t)|y| + c(t)|y| θ + r(t).
Then problem (1) and ( 
t) = −θ[x (t)] 3 + p(t)x (t) + q(t)x(t) + r(t)
, 0 < t < 1,
where θ > 0, It is easy to see that problem ( * ) and problem ( * * ) can not be solved by Theorems LY 1 and LY 2 since f (t, x, y) = −θy 3 
+ p(t)y + q(t)x + r(t)
in problem ( * ) and f does not satisfy (L 3 ), and f (t, x, y) = 1 2 y + 1 4 x + r(t)
in problem ( * * ) and a 1 + b 1 < 1/2 does not hold. Furthermore, it is not easy to test the conditions (L 1 ) and (L 4 ) in Theorem LY 1 and Theorem LY 2 , respectively. We also find that the solvability of problem (1) and (1 1 ) and problem (1) and (1 2 ) were not settled when In recent paper [9] , Gupta studied the solvability of the following nonresonance problem
, t∈ (0, 1),
where φ is an odd increasing homeomorphism from R on to R and m i=1 α i = 1. We find that the case where m i= α i = 1 is not considered in [9] . If m i=1 α i = 1, Gupta proved the following theorem:
Then problem (2) has at least one solution if p 1 + q 1 + τ < 1, where
In paper [5] , the authors studied the following problem
which contains the problem
as special case, where φ and θ are two odd increasing homeomorphism from
f is a continuous function. They established the existence results for problem (3) under one of the following assumptions: 
and there are constants M > 0, A, B ≥ 0 and a u 0 > 0 such that for all u with |u| > u 0 , all t ∈ [0, 1] and all v ∈ R one has
It is easy to see that the cases where
were not considered in [5] .
For problem (3 ), the authors proved the following theorem.
Theorem GH ([5, Theorem 11] ). Suppose that the following conditions are satisfied:
where
Then problem (3 ) has at least one solution
To the best of our knowledge, there has been no other paper concerned with the existence of solutions of multi-point boundary value problems for higher-order differential equations with p-Laplacian at resonance, though there was a considerable number of papers concerned with the existence of positive solutions or solutions of second-order differential equations with p-Laplacian at non-resonance cases [4] , [7] , [8] , [10] , [11] , [12] or concerned with the solvability of boundary value problems for higher-order differential equations without p-Laplacian at non-resonance cases or resonance case [1] , [2] , [3] , [17] , [18] , [19] , [20] .
Following notations and abstract existence theorem by Mawhin [21] , [22] will be used in this paper.
Let
is invertible, we denote the inverse of that map by [22] ). Let L be a Fredholm operator of index zero and let N be L-compact on Ω. Assume that the following conditions are satisfied:
Theorem M is reported to be the most classical method to approach the boundary value problems at resonance case for second order or higher order differential equations. In this method, one decomposes the space as the direct sum of subspace, one of which is Ker L, and then to work with the corresponding projections on these spaces. For instance see papers [4] , [7] , [13] , [14] , [15] , [16] for BVP of second order differential equations and [17] , [18] , [19] , [20] for higher order differential equations and the references therein. There is no paper concerned with the solvability of multi-point BVP for higher order differential equations with p-Laplacian since the methods used in [4] , [7] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] can not be copied to discuss these kinds of problems.
Motivated and inspired by papers [5] , [9] , [13] , [14] , [15] , [16] and the reason mentioned above, we are concerned with the following higher-order differential equation with p-Laplacian
subjected to one of the following multi-point boundary value conditions
where n ≥ 2, 0 < η i < 1, β i ∈ R for all i = 1, . . . , l and f is Caratheodory functions, and φ is an odd increasing homeomorphism from R onto R with φ(0) = 0, whose inverse is written by φ −1 .
The purpose of this paper is to establish the existence results, by using a transformation, for the solutions of BVP (4)- (5) (4)- (6), respectively. Our results generalize and complement those in [5] , [9] , [13] , [14] , [15] , [16] . Problem ( * ) and problem ( * * ) can be solved by theorems in this paper. Even when φ(x) = x, we do not require the assumptions
This paper is organized as follows. In Section 2.1, the existence results for solutions of BVP (4)- (5) are established. We will present the existence results for solutions of BVP (4)- (6) in Section 2.2. Results show us that known theorems are complemented and improved.
Main results
To obtain solutions of BVP (4)- (5) and BVP (4)- (6), let
and BVP (4)- (6) becomes
It is easy to show that if ( (7) or BVP (8) , then x 1 is a solution of BVP (4)- (5) or BVP (4)- (6), respectively.
. . .
It is easy to see that (
is a solution of (7) if and only if (
Existence results for BVP (4)-(5).
In this subsection, the existence results for BVP (4)-(5) will be established. Since the case when l i=1 β i = 1 was considered in [9] , we will study the case when l i=1 β i = 1. The corresponding linear problem of BVP (7) is
Lemma 2.1. The following results hold.
Proof. The proofs of (i)-(v) are similar to those of lemmas in [13] , [14] , [15] , [16] and are omitted. We write down the projectors P : X → X and
The proof is complete. Now suppose the following:
(A 1 ) There exist continuous function e(t) and nonnegative continuous func- 
Proof. We note that if (x 1 , x 2 ) is a solution of (7), then x 1 is a solution of BVP (4)- (5). It suffices to obtain a solution (x 1 , x 2 ) of BVP (7). To apply Theorem M, we will do the following steps.
Step
We prove that Ω 1 is bounded. For x ∈ Ω 1 , we get
If
Thus from (A 3 ) we get
Hence x 2 (t) is increasing on [0, 1]. So we get from (A 2 ) that
Integrating it from t 0 to t, we get from (A 1 ) that
It is easy to get
It follows from (9) that there is ε > 0 so that
For this ε, we get δ > 0 so that
Let, for i = 0, 1, . . . , n − 2,
We get
By the definition of ε, we get there is constant M 1 > 0 so that x 2 ∞ ≤ M 1 . Now, we see that
This implies that there is B > 0 so that (x 1 , x 2 ) ≤ B. Hence Ω 1 is bounded. This completes the Step 1.
Step 2.
Case 2. If φ −1 )(a) < −M , similar argument induces a contradiction. It follows from above discussion that Ω 2 is bounded.
Step 3. Let
where ∧ is the isomorphism given in the proof of Lemma 2.1. We will prove that Ω 3 is bounded. For x ∈ Ω 3 , then x(t) = (0, a). It follows from the definition of ∧ and
This implies sgn (Δ)Δλa
If λ ∈ [0, 1) and φ −1 (a) < −M , then sgn (Δ)Δa 2 < 0, a contradiction. From above argument, we see that Ω 3 is bounded.
In the following, we shall show that all conditions of Theorem GM are satisfied. Set Ω be a open bounded subset containing 0 of X such that Ω ⊃ 
According the definition of Ω, we know Ω ⊃Ω 3 , thus H(x, λ) = 0 for x ∈ ∂Ω∩Ker L 1 , thus by homotopy property of degree,
Thus by Theorem M, L 1 x = Nx has at least one solution ( (4)-(5). The proof is completed.
Similarly to the proof of Theorem 2.1, we can prove the following theorem: (5) has at least one solution provided (9) holds.
Existence results for BVP (4)-(6).
In this subsection, we establish the existence results for BVP (4)- (6). We do not require any restriction on β i . The corresponding linear problem of BVP (8) is
Lemma 2.2. The following results hold.
(i) Ker L 2 = (x 1 (t), x 2 (t)) T = (at n−2 , 0) T , t ∈ [0, 1], a ∈ R . (ii) Im L 2 = (y 1 , y 2 , a 0 , . . . , a n−1 ) ∈ Y, 1 0 y 2 (s)ds − l i=1 β i η i 0 y 2 (s)ds = a n−1 . (iii) L 2
is a Fredholm operator of index zero;
(iv) There exists a positive integer
Proof. The proofs of (i)-(v) are similar to those of Lemmas in [13] , [14] , [15] , [16] and are omitted. We write down the projectors P : X → X and x 2 ) ∈ X and y = (y 1 , y 2 , a 1 , . . . , a n ) ∈ Y , we have
The proof is complete.
The following assumptions are used in Theorem 2.2.
(A 4 ) There exist continuous function h (t, x 0 , x 1 , . . . , x n−1 ), e(t) and nonnegative continuous functions g i (t, x) (i = 0, 1, . . . , n − 1) such that f satisfies
and also that h satisfies
it is easy to see that φ p satisfies (A 6 ). (A 7 ) There exists a constant M * > 0 such that
, and (A 7 ) hold. Then BVP (4)-(6) has at least one solution provided
Proof. Since (x 1 , x 2 ) is a solution of (8) implies that x 1 is a solution of BVP (4)- (6) . It suffices to obtain a solution of BVP (8) . To apply Theorem M, we will do the following steps.
Multiplying both sides of the equation
by x 2 (t) and integrating it from 0 to t, we get, using (A 4 ), that
Let ε > 0 satisfy that
For such a ε > 0, we find from (A 4 ) that there is a constant δ > 0 such that for every i = 0, 1, . . . , n − 1,
and g δ,n−1 = max
On the other hand, for i = 0, . . . , n − 3, we have
Then
It follows from (12) that
.
Hence we get from (A 5 ) that there is t 0 ∈ [0, 1] so that x (n−2) 1
It follows from (14) that
It follows that
We get there isM > 0 such that x 2 ≤M . It follows from (16) that
It follows that there is B > 0 so that (x 1 , x 2 ) ≤ B. It follows that Ω 1 is bounded.
implies that there are functions u 1 , u 2 and u 3 so that
If a > M * , from (A 7 ), we get
a contradiction. If a < −M , the same contradiction can be induced. Hence |a| ≤ M . This implies that Ω 2 is bounded.
Step 3. If the first part of (A 7 ) holds, let
We will prove that Ω 3 is bounded. For x = (at n−2 , 0) ∈ Ω 3 , we get
, we see that sgn (Δ)Δλ n a 2 < 0, a contradiction. If the second inequality of (A 7 ) holds, let
Similarly, we can get a contradiction. So Ω 3 is bounded.
The remainder of the proof is just similar to that of the proof of Theorem 2.1 and is omitted. This completes the proof.
Remark. It is easy to see that Theorem 2.1, Theorem 2.1 and Theorem 2.2, by comparing them with results (Theorem LY1, Theorem LY2, Theorem G and Theorem GH) mentioned in Section 1, complement and improve known results in [13] , [14] , [15] , [16] and [5] , [9] . For n = 2, Garcia-Huidobro, Gupta and Manasevich in [6] studies BVP (4)- (5) and BVP (4)-(6) in the case l i=1 β i = 1, but all β i are required to be nonnegative. However, in this paper, β i can be negative or positive.
Numerical examples
In this section, three numerical examples are studied to demonstrate the results of the present method. 
It is easy to check that (A 1 ), (A 2 ), (A 3 ) and (9) hold. Then, from Theorem 2.1, BVP (18) has at least one solution (see Figure 2 . Solution of system (18)). 
where φ(x) = |x| 3 x, θ = 4, β 1 = −1/4, β 2 = 7/4 and η 1 = 0, η 2 = 4/5, p(t) = 1/4, q(t) = 1/5, r(t) = t 2 . It is easy to check that (A 2 ), (A 4 ), (A 5 ), (A 6 ), (A 7 ) and (11) hold. Then, from Theorem 2.2, BVP (19) has at least one solution (see Figure 3 . Solution of system (19)). Figure 3 . Solution of system (19) 
