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Asymptotic analysis of the Dirichlet fractional Laplacian in
domains becoming unbounded
Vincenzo Ambrosio ∗, Lorenzo Freddi † and Roberta Musina ‡
Abstract
In this paper we analyze the asymptotic behavior of the Dirichlet fractional Lapla-
cian (−∆Rn+k)
s, with s ∈ (0, 1), on bounded domains in Rn+k that become unbounded
in the last k-directions. A dimension reduction phenomenon is observed and described
via Γ-convergence.
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1 Introduction
The asymptotic analysis for elliptic problems on domains becoming unbounded in one or
more directions has been extensively studied in the last decades because of its importance
in applications. In dealing for instance with elasticity properties or diffusion processes in
3-dimensional tubes having 2-dimensional section ω and comparably long length 2ℓ, one
can ask whether it is allowed to consider the same problem on an infinite tube with section
ω, in order to avoid the technical difficulties produced by possible "boundary effects" at
the ends of the tube. The classical de Saint-Venant principle [18] (see also [15, 21]) is one
of the most famous mathematical models based on this basic idea (see also the examples
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in [3, 4, 6] and references therein). A good understanding of the asymptotic behaviour as
ℓ → ∞ of the differential operator involved in the model is crucially needed in order to
make this approach rigorous from the mathematical point of view.
To our knowledge, only few papers deal with the asymptotic analysis for equations in-
volving non local differential operators on domains becoming infinitely long, despite the
interest towards nonlocal operators has considerably grown in recent years. Apart from
their engaging and challenging theoretical structure, they are largely used to model a va-
riety of phenomena in presence of long-range interactions. Examples arise from many
fields, including like phase transitions, crystal dislocation, optimization, anomalous diffu-
sion, semipermeable membranes and flame propagation.
In the present paper we deal with the behaviour of the Dirichlet fractional Laplacian
on varying (n+ k)-dimensional domains which become unbounded in the last k-directions.
For related results we cite [8, 23], where k = 1 is assumed, and the recent paper [7], where
the regional (or restricted) Dirichlet fractional Laplace operator is considered.
More precisely, we consider the domains
Ωn+kℓ = ω
n ×Bkℓ ⊂ R
n × Rk , Bkℓ = ℓB
k
1 ,
where n, k ≥ 1, ωn is a given bounded and Lipschitz domain in Rn, and Bk1 ⊂ R
k is
a bounded, open and convex neighbourhood of the origin. For instance, Bkℓ can be the
rectangle (−ℓ, ℓ)k or the Euclidean ball of radius ℓ about the origin (from the point of view
of applications, the most interesting case is when k = 1 and Ωn+1ℓ is the cylinder ω
n×(−ℓ, ℓ)
in Rn+1). Notice that the increasing domains Ωn+kℓ give, in the limit as ℓ→∞, the infinitely
long (n+ k)-dimensional cylinder
Ωn+k∞ = ω
n × Rk .
We denote by (−∆Rn+k)
s the fractional Dirichlet Laplace operator of order s ∈ (0, 1) on
its natural domain H˜s(Ωn+kℓ ) (see Section 2 for notation, definitions and details), and we
study its behaviour as ℓ→∞.
First, we investigate the relations between the Poincaré constant on Ωn+kℓ ,
λs(Ωn+kℓ ) = inf
u∈H˜s(Ωn+k
ℓ
)
u 6=0
〈(−∆
Rn+k)
s u, u〉
‖u‖2
L2(Ωn+k
ℓ
)
, ℓ ∈ (0,∞] ,
and the Poincaré constants on ωn, Bkℓ , namely,
λs(ωn) = inf
u∈H˜s(ωn)
u 6=0
〈(−∆Rn)
s u, u〉
‖u‖2
L2(ωn)
, λs(Bkℓ ) = inf
u∈H˜s(Bk
ℓ
)
u 6=0
〈(−∆Rk)
s u, u〉
‖u‖2
L2(Bk
ℓ
)
, ℓ ∈ (0,∞) .
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A simple rescaling argument shows that λs(Bkℓ ) = ℓ
−2sλs(Bk1 ), see iii) in Proposition 2.1.
In the local case s = 1, derivatives along orthogonal directions do not interact and we
have the splitting
〈(−∆Rn+k)u, u〉 =
ˆ
Rk
dt
ˆ
Rn
|∇xu|
2 dx+
ˆ
Rn
dx
ˆ
Rk
|∇tu|
2 dt
=
ˆ
Rk
〈(−∆Rn)u( · , t), u( · , t)〉 dt+
ˆ
Rn
〈(−∆Rk)u(x, · ), u(x, · )〉 dx
for any u ∈ H˜1(Ωn+kℓ ) = H
1
0 (Ω
n+k
ℓ ). As a consequence, one easily get the equalities
λ1(Ωn+k∞ ) = λ
1(ωn) , λ1(Ωn+kℓ ) = λ
1(ωn) +
λ1(Bk1 )
ℓ2
.
If s ∈ (0, 1) the picture is different and technically more involved, due to the nonlocal
character of the operator (−∆Rn+k)
s. In Section 2 we first show that
〈(−∆Rn+k)
s u, u〉 <
<
ˆ
Rk
〈(−∆Rn)
s u( · , t), u( · , t)〉 dt +
ˆ
Rn
〈(−∆Rk)
s u(x, · ), u(x, · )〉 dx (1.1)
for any nontrivial u ∈ H˜s(Ωn+kℓ ). Then we compute the Poincaré constant for the quadratic
form on the right hand side of (1.1) and prove our first main result, that can be stated as
follows.
Theorem 1.1 Let s ∈ (0, 1). For any ℓ ∈ (0,∞) we have
i) λs(Ωn+k∞ ) = λ
s(ωn) ,
ii) λs(ωn) < λs(Ωn+kℓ ) < λ
s(ωn) +
λs(Bk1 )
ℓ2s
.
In particular,
lim
ℓ→∞
λs(Ωn+kℓ ) = λ
s(ωn) .
In the second part of the paper we deal with Dirichlet problems for the operator
(−∆Rn+k)
s on the expanding domains Ωn+kℓ . Our main result includes

(−∆Rn+k)
s uℓ = f∞ in Ω
n+k
ℓ
uℓ ≡ 0 in R
n+k \Ω
n+k
ℓ ,
(1.2)
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where f∞ = f∞(x) ∈ L
2(Ωnℓ ) is a given load which is constant in the t-variable. By
elementary variational arguments, problem (1.2) admits a unique solution uℓ = uℓ(x, t) ∈
H˜s(Ωn+kℓ ).
A description of the asymptotic behaviour of uℓ in case k = 1, s ∈ (
1
2 , 1), has been
given in [8, Theorem 1.2]. It turns out that ‖uℓ− u∞‖L2(Ωαℓ) → 0 for any α ∈ (0, 1), where
u∞ ∈ H˜
s(ωn) is the unique solution to


(−∆Rn)
s u∞ = f∞ in ω
n
u∞ ≡ 0 in R
n \ ωn.
(1.3)
It has to be noticed that the assumptions k = 1, s ∈ (12 , 1) play a crucial role in the argument
in [8], and can not be easily improved.
Once again, as well as in the local case (see [5]), a dimension reduction effect is observed:
roughly speaking, while the section ωn becomes somehow negligible for ℓ large, the problems
(1.2) on Ωn+kℓ converge to the problem (1.3), which is settled on ω
n.
To perform our asymptotic analysis we adopt a variant of the notion of De Giorgi’s
Γ-convergence [11], which has been proposed in [1] to study dimension reduction problems.
For general definitions and results about Γ-convergence theory we refer to the monographs
[10] by Dal Maso and [2] by Braides.
A preliminary compactness analysis (see Lemma 3.2) suggests to compute the Γ-limit of
the sequence of problems (1.2) with respect to a convergence defined through the averaging
operators
ρℓ(v)(x) =
 
Bk
ℓ
v(x, t) dt =
1
ℓk|Bk1 |
ˆ
Bk
ℓ
v(x, t) dt , v ∈ L2(Ωn+kℓ ) . (1.4)
The use of convergences based on suitable averages is quite usual in the literature on
dimension reduction problems, see e.g. [1, 9, 12, 13].
The next result is a particular case of the more general Theorem 3.1.
Theorem 1.2 For a given f∞ ∈ L
2(ωn), let uℓ ∈ H˜
s(Ωn+kℓ ), u∞ ∈ H˜
s(ωn) be the solutions
to problems (1.2), (1.3), respectively. Then
ρℓ(uℓ) → u∞ strongly in H˜
s(ωn), as ℓ→∞ .
Notice that we can handle also the case s ∈ (0, 12 ] and obtain the strong H˜
s convergence of
the averages.
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2 Preliminaries and proof of Theorem 1.1
We start by recalling some facts about the fractional Laplacian. For basic definitions and
results, such as density and Rellich-type theorems, our reference is the monograph [22] by
Triebel.
Let s > 0 and take an integer d ≥ 1. The s-Laplacian (−∆Rd)
s u of u ∈ C∞0 (R
d) is the
smooth function
(−∆Rd)
s u = F−1d
[
| · |2sFd[u]
]
where
Fd[u](ξ) =
1
(2π)n/2
ˆ
Rd
e−iz·ξu(z) dz
is the Fourier transform of u in Rd. We will use the notation
Esd(u) = 〈(−∆Rd)
s u, u〉 =
ˆ
Rd
|ξ|2s|Fd[u]|
2 dξ =
ˆ
Rd
| (−∆Rd)
s
2 u|2 dz ,
where the last equality follows by Parseval formula. For s = 1 we clearly have
E1d (u) =
ˆ
Rd
|∇u|2 dz .
From now on, unless stated otherwise, we take s ∈ (0, 1).
There are many equivalent definitions for the operator (−∆Rd)
s and for its corresponding
quadratic form Esd , see [14]. In particular, we will use the equality
Esd(u) =
Cd,s
2
¨
Rd×Rd
(u(z) − u(η))2
|z − η|d+2s
dzdη , Cd,s =
s22s
Γ(1− s)
Γ
(
d+2s
2
)
π
d
2
.
If u ∈ L2(Rd) then (−∆
Rd)
s u is a well defined distribution on Rd; the Sobolev space
Hs(Rd) =
{
u ∈ L2(Rd) | (−∆Rd)
s
2 u ∈ L2(Rd)
}
naturally inherits a Hilbertian structure with norm
‖u‖2 = Esd(u) + ‖u‖
2
L2(Rd) =
ˆ
Rd
∣∣ (−∆Rd)s2 u∣∣2 dx+
ˆ
Rd
|u|2dx .
Now, let U ⊂ Rd be a (possibly unbounded) Lipschitz domain. We regard at
H˜s(U) =
{
u ∈ Hs(Rd) | u ≡ 0 on Rd \ U
}
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as a closed subspace of Hs(Rn). For a given f ∈ L2(U), we say that u is a weak solution
of the Dirichlet problem 

(−∆Rd)
s u = f in U
u = 0 in Rd \ U
if u ∈ H˜s(U) and
〈(−∆
Rd)
s u, ϕ〉 =
ˆ
Rd
|ξ|2sFd[u]Fd[ϕ] dξ =
ˆ
U
fϕdz for any ϕ ∈ H˜s(U).
If U is bounded, then H˜s(U) is compactly embedded into L2(U), the Poincaré constant
λs(U) = inf
u∈H˜s(U)
u 6=0
Esd(u)
‖u‖2
L2(U)
is positive, thus
‖u‖2
H˜s(U)
= Esd(u)
is an equivalent Hilbertian norm on H˜s(U). For convenience of the reader we sketch the
proof of the next standard result (for some of the statements below see also [19, Proposition
9], where d > 2s is assumed and more general nonlocal operators are considered).
Proposition 2.1 Let U ⊂ Rd be a bounded and Lipschitz domain.
i) The Poincaré constant λs(U) is the first eigenvalue of the operator (−∆Rd)
s on H˜s(U),
and it is simple; up to a change of sign its eigenfunction e1 is lower semicontinuous
and positive in U and solves
(−∆Rd)
s u = λs(U)u in U . (2.1)
ii) If there exists a nonnegative, nontrivial function in H˜s(U) such that (−∆Rd)
s u = λu
in U , then λ = λs(U).
iii) Let ℓ > 0 and put ℓU = {ℓz | z ∈ U}. Then λs(ℓU) = ℓ−2sλs(U).
Proof. The existence of a minimizer e1 for λ
s(U) solving (2.1) is immediate. To check
that e1 can be assumed to be nonnegative, use the properties of the truncation u 7→ u
± in
fractional Sobolev spaces; more precisely, it holds that Esd(|u|) < E
s
d(u) for any sign-changing
function u ∈ H˜s(U), see for instance [16, Theorem 6]. In particular, (−∆Rd)
s e1 ≥ 0 in the
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distributional sense on U . By the strong maximum principle in [17, Corollary 4.2] (see also
[20, Section 2], where d > 2s is needed), the eigenfunction e1 is lower semicontinuous and
positive in U .
To prove that λs(U) is a simple eigenvalue for (−∆Rd)
s we argue in a standard way. We
take a nontrivial solution u to (2.1) and notice that the function
u˜ = u
ˆ
U
e1 dz − e1
ˆ
U
u dz
solves (2.1), thus it vanishes on U (otherwise, it would be a sign-changing extremal for the
Poincaré constant, which is impossible). Thus u is proportional to e1, as claimed.
To prove ii) observe, as usual, that the functions u and e1 can not be orthogonal in
L2(U) because ue1 has constant sign.
It remains to prove iii). Take ℓ, ℓ′ > 0 and any nontrivial function vℓ′ ∈ H˜
s(ℓ′U). Use
the function vℓ(z) = vℓ′
(
ℓ′
ℓ z
)
∈ H˜s(ℓU) to estimate λs(ℓU). Since
Esd(vℓ) =
( ℓ
ℓ′
)d−2s
Esd(vℓ′) , ‖vℓ‖
2
L2(ℓU) =
( ℓ
ℓ′
)d
‖vℓ′‖
2
L2(ℓ′U)
we plainly get
λs(ℓU) ≤
Esd(vℓ)
‖vℓ‖
2
L2(ℓU)
=
(ℓ′
ℓ
)2s Esd(vℓ′)
‖vℓ′‖
2
L2(ℓ′U)
.
Thus ℓ2sλs(ℓU) ≤ (ℓ′)2sλs(ℓ′U), because vℓ′ was arbitrarily chosen in H˜
s(ℓ′U). Since ℓ, ℓ′
were arbitrarily chosen as well, the conclusion follows. 
Now we take integers n, k ≥ 1 and work in the space Hs(Rn+k). We denote points in
R
n+k ≡ Rn × Rk as pairs (x, t) with x ∈ Rn and t ∈ Rk, and introduce the quadratic form
E˜sn+k(u) =
ˆ
Rk
Esn(u( · , t)) dt+
ˆ
Rn
Esk(u(x, · )) dx . (2.2)
The next lemma will be crucially used in the proofs of our main results.
Lemma 2.2 Let s ∈ (0, 1) and u ∈ Hs(Rn+k) be given.
i) u( · , t) ∈ Hs(Rk) for a.e. t ∈ Rk and u(x, · ) ∈ Hs(Rn) for a.e. x ∈ Rn;
ii) If u is nontrivial thenˆ
Rk
Esn(u( · , t)) dt < E
s
n+k(u) ,
ˆ
Rn
Esk(u(x, · )) dx < E
s
n+k(u) , (2.3)
2s−1E˜sn+k(u) < E
s
n+k(u) < E˜
s
n+k(u). (2.4)
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Proof. Notice that Fn+k[u](ξ, τ) = Fk[uˆ
ξ](τ), where uˆξ(t) = Fn[u( · , t)](ξ). Thus, Parseval
formula and Fubini’s theorem give
ˆ
Rn
|ξ|2s dξ
ˆ
Rk
∣∣Fn+k[u](ξ, τ)∣∣2 dτ =
ˆ
Rn
|ξ|2sdξ
ˆ
Rk
∣∣Fk[uˆξ](τ)∣∣2 dτ =
ˆ
Rn
|ξ|2sdξ
ˆ
Rk
|uˆξ(t)|2 dt
=
ˆ
Rk
dt
ˆ
Rn
|ξ|2s
∣∣Fn[u( · , t)](ξ)∣∣2 dξ.
We infer that ˆ
Rn
|ξ|2s dξ
ˆ
Rk
∣∣Fn+k[u](ξ, τ)∣∣2 dτ =
ˆ
Rk
Esn(u( · , t)) dt. (2.5)
In a similar way one can check that
ˆ
Rk
|τ |2s dτ
ˆ
Rn
∣∣Fn+k[u](ξ, τ)∣∣2 dξ =
ˆ
Rn
Esk(u(x, · )) dx . (2.6)
Since
Esn+k(u) =
¨
Rn×Rk
(
|ξ|2 + |τ |2
)s∣∣Fn+k[u]∣∣2 dξ
the conclusion follows from (2.5), (2.6) and the elementary inequalities
|ξ|2s, |τ |2s <
(
|ξ|2 + |τ |2
)s
, 2s−1(|ξ|2s + |τ |2s) <
(
|ξ|2 + |τ |2
)s
< |ξ|2s + |τ |2s ,
that hold for every (ξ, τ) ∈ Rn+k such that ξ 6= 0 6= τ and |ξ| 6= |τ |. 
Remark 2.3 If s > 1, we have the opposite inequalities 2s−1E˜sn+k(u) > E
s
n+k(u) > E˜
s
n+k(u)
for any nontrivial u ∈ Hs(Rn+k).
We conclude this preliminary section by pointing out a consequence of Lemma 2.2.
Lemma 2.4 Let s ∈ (0, 1) and let ρℓ : L
2(Ωn+kℓ )→ L
2(ωn) be the averaging map in (1.4).
Then ρℓ : H˜
s(Ωn+kℓ )→ H˜
s(ωn), and
Esn(ρℓ(v)) ≤
 
Bk
ℓ
Esn(v( · , t)) dt ≤
1
|Bkℓ |
Esn+k(v) for any v ∈ H˜
s(Ωn+kℓ ).
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Proof. Take v ∈ H˜s(Ωn+kℓ ) and use the Cauchy-Schwarz inequality to get
(ρℓ(v)(x) − ρℓ(v)(y))
2 ≤
 
Bk
ℓ
(v(x, t) − v(y, t))2 dt .
Thus, Fubini’s theorem gives
Esn(ρℓ(v)) =
Cn,s
2
¨
Rn×Rn
(ρℓ(v)(x)− ρℓ(v)(y))
2
|x− y|n+2s
dxdy
≤
Cn,s
2
 
Bk
ℓ
dt
¨
Rn×Rn
(v(x, t) − v(y, t))2
|x− y|n+2s
dxdy =
 
Bk
ℓ
Esn(ρℓ(v( · , t)) dt.
Finally, we apply Lemma 2.2 to conclude the proof. 
We now collect few additional remarks about the quadratic form E˜sn+k in (2.2).
First of all, notice that ‖u‖2 = E˜sn+k(u) defines an equivalent Hilbertian norm in
H˜s(Ωn+k∞ ) by (2.4). Next, we study the Poincaré constants
λ˜s(Ωn+kℓ ) = inf
u∈H˜s(Ωn+k
ℓ
)
u 6=0
E˜sn+k(u)
‖u‖2
L2(Ωn+k
ℓ
)
, ℓ ∈ (0,∞].
Lemma 2.5 It holds that
λ˜s(Ωn+kℓ ) = λ
s(ωn) +
λs(Bk1 )
ℓ2s
if ℓ ∈ (0,∞), λ˜s(Ωn+k∞ ) = λ
s(ωn) .
Proof. Let ℓ ∈ (0,∞) and take any u ∈ H˜s(Ωn+kℓ ). By i) in Lemma 2.2 we get
λs(ωn)
ˆ
ωn
|u(x, t)|2 dx ≤ Esn(u( · , t)) , λ
s(Bkℓ )
ˆ
Bk
ℓ
|u(x, t)|2 dt ≤ Esk(u(x, · )) (2.7)
for almost every x ∈ Rn, t ∈ Rk. Thus, using also iii) in Proposition 2.1, we obtain
(
λs(ωn) +
λs(Bk1 )
ℓ2s
) ˆ
Ωn+k
ℓ
|u|2 dxdt =
= λs(ωn)
ˆ
Rk
dt
ˆ
ωn
|u(x, t)|2 dx+ λs(Bkℓ )
ˆ
Rn
dx
ˆ
Bk
ℓ
|u(x, t)|2 dt
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≤ˆ
Rk
Esn(u( · , t)) dt+
ˆ
Rn
Esk(u(x, · )) dx = E˜
s
n+k(u) ,
that implies λs(ωn) +
λs(Bk1 )
ℓ2s
≤ λ˜s(Ωn+kℓ ), since u was arbitrarily chosen.
To prove the opposite inequality we take an eigenfunction V ∈ H˜s(ωn) for the operator
(−∆Rn)
s, an eigenfunction vℓ ∈ H˜
s(Bkℓ ) for the operator (−∆Rk)
s and test λ˜s(Ωn+kℓ ) with
the function (V vℓ)(x, t) = V (x)vℓ(t). Since
E˜sn+k(V vℓ) = E
s
n(V )‖vℓ‖
2
L2(Bk
ℓ
)
+ Esk(vℓ)‖V ‖
2
L2(ωn)
=
(
λs(ωn) + λs(Bkℓ )
)
‖vℓ‖
2
L2(Bk
ℓ
)
‖V ‖2L2(ωn) =
(
λs(ωn) + λs(Bkℓ )
)
‖V vℓ‖
2
L2(Ωn+k
ℓ
)
,
we infer that λs(ωn) + ℓ−2sλs(Bk1 ) = λ˜
s(Ωn+kℓ ) and that V vℓ achieves λ˜
s(Ωn+kℓ ).
It remains to prove that λ˜s(Ωn+k∞ ) = λ
s(ωn). Since H˜s(Ωn+kℓ ) ⊂ H˜
s(Ωn+k∞ ) then
λ˜s(Ωn+k∞ ) ≤ lim
ℓ→∞
λ˜s(Ωn+kℓ ) = λ
s(ωn) .
Next we integrate on Rk the first equality in (2.7) and then we use (2.3) and (2.4) to get
λs(ωn)‖u‖2
L2(Ωn+k∞ )
≤ Esn+k(u) ≤ E˜
s
n+k(u) for any u ∈ H˜
s(Ωn+k∞ ), (2.8)
which, in particular, gives λ˜s(Ωn+k∞ ) ≥ λ
s(ωn). The lemma is completely proved. 
Proof of Theorem 1.1
We start by noticing that (2.8) gives
λs(ωn) ≤ λs(Ωn+k∞ ) .
The function ℓ 7→ λs(Ωn+kℓ ) is decreasing, thus λ
s(Ωn+k∞ ) ≤ λ
s(Ωn+kℓ ). Actually
λs(Ωn+k∞ ) < λ
s(Ωn+kℓ ).
In fact, recall that λs(Ωn+kℓ ) is attained by some function uℓ ∈ H˜
s(Ωn+kℓ ), and notice that
uℓ can not achieve λ
s(Ωn+k∞ ) because of the maximum principle in [17].
Next, we notice that
λs(Ωn+kℓ ) ≤ λ
s(ωn) +
λs(Bk1 )
ℓ2s
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because Esn+k(u) ≤ E˜
s
n+k(u) for any u ∈ H˜
s(Ωn+kℓ ) by Lemma 2.2, and thanks to Lemma
2.5. In fact the strict inequality
λs(Ωn+kℓ ) < λ
s(ωn) +
λs(Bk1 )
ℓ2s
holds. Here is the simple argument. Recall that the function in the proof of Lemma 2.5
achieves λ˜s(Ωn+kℓ ). Then notice that V vℓ it can not achieve λ
s(Ωn+kℓ ), because of the strict
inequality in (2.4).
In conclusion, we have the chain of inequalities
λs(ωn) ≤ λs(Ωn+k∞ ) < λ
s(Ωn+kℓ ) < λ
s(ωn) +
λs(Bk1 )
ℓ2s
,
which implies both i) and ii). 
Remark 2.6 The Poincaré constant for Ωn+k∞ is clearly not achieved; it is enough to use
the equality λs(Ωn+k∞ ) = λ
s(ωn) and the first inequality in (2.3).
3 The Γ-convergence result
For any ℓ > 0, let fℓ ∈ L
2(Ωn+kℓ ) be given and let uℓ = uℓ(x, t) ∈ H˜
s(Ωn+kℓ ) be the unique
solution to the Dirichlet problem


(−∆Rn+k)
s uℓ = fℓ(x, t) in Ω
n+k
ℓ
uℓ ≡ 0 in R
n+k \Ω
n+k
ℓ .
(3.1)
In this section we study the asymptotic behaviour of the solution uℓ to (3.1) when the loads
fℓ suitably converge to a given function
f∞ = f∞(x) , f∞ ∈ L
2(ωn) .
More precisely, we assume that
“fℓ → f∞ strongly in L
2(Ωn+k1 ), where
“fℓ(x, t) = fℓ(x, ℓt) (3.2)
(as usual we regard at f∞ as a function in L
2(Ωn+k1 ) that is constant in the t variable).
One of the goals of the present section is to prove the next result, which includes
Theorem 1.2 as a corollary.
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Theorem 3.1 Let ρℓ : H˜
s(Ωn+kℓ ) → H˜
s(ωn) be the averaging operator in (1.4). If (3.2)
holds, then ρℓ(uℓ) → u∞ strongly in H˜
s(ωn), where u∞ solves (1.3).
The argument we use to prove Theorem 3.1 underlines the variational nature of the
G-type convergence result in Theorem 3.1, see Theorem 3.3 below.
We exploit the variational characterization of uℓ, u∞ as the unique solutions of the
convex minimization problems
Mℓ = inf
u∈H˜s(Ωn+k
ℓ
)
1
2
Esn+k(u)− Gℓ(u) , M∞ = inf
u∈H˜s(ωn)
1
2
Esn(u)− G∞(u)
respectively, where the loading functionals Gℓ : H˜
s(Ωn+kℓ ) → R, G∞ : H˜
s(ωn) → R are
defined by
Gℓ(u) =
ˆ
Ωn+k
ℓ
fℓ(x, t)u dxdt , G∞(u) =
ˆ
ωn
f∞(x)u dx .
Since we aim to compute a variational limit of the sequence of energies, we prefer to
work with functionals defined on the same domain. To do this, it is convenient to rescale
the functionals involved in the definition of Mℓ as follows. First of all, we introduce the
transform v 7→ v˘
v˘ℓ(x, t) = v
(
x,
t
ℓ
)
, (x, t) ∈ Ωn+k1 = ω
n ×Bk1 ,
and the functionals Eℓ, Gℓ : H˜
s(Ωn+k1 ) → R defined by
Eℓ(v) =
1
|Bkℓ |
Esn+k(v˘ℓ) , Gℓ(v) =
1
|Bkℓ |
Gℓ(v˘ℓ) .
We explicitly have
Eℓ(v) = ℓ
k Cn+k,s
2|Bk1 |
¨
Rn×Rn
dxdy
¨
Rk×Rk
(v(x, t) − v(y, τ))2
(|x− y|2 + ℓ2|t− τ |2)
n+k+2s
2
dtdτ ,
Gℓ(v) =
1
|Bk1 |
ˆ
Ωn+k1
“fℓ(x, t)v dxdt . (3.3)
Notice that Eℓ(v)
1/2 is an equivalent Hilbertian norm on H˜s(Ωn+k1 ). Moreover,
inf
v∈H˜s(Ωn+k
1
)
v 6=0
|Bk1 |Eℓ(v)
‖v‖2
L2(Ωn+k1 )
= inf
u∈H˜s(Ωn+k
ℓ
)
u 6=0
Esn+k(u)
‖u‖2
L2(Ωn+k
ℓ
)
= λs(Ωn+kℓ ) > λ
s(ωn) (3.4)
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by Theorem 1.1. Evidently, the function
“uℓ(x, t) = uℓ(x, ℓt)
is the unique solution to the minimization problem
“Mℓ = inf
v∈H˜s(Ωn+k1 )
Iℓ(v) , Iℓ(v) =
1
2
Eℓ(v)− Gℓ(v),
and we are led to investigate the “variational convergence” of the functionals Iℓ towards the
limit functional
I∞(u) =
1
2
Esn(u)− G∞(u) , I∞ : H˜
s(ωn)→ R .
We use here a variant of De Giorgi’s notion of Γ-limit, that has been introduced in [1] to
study dimension reduction problems and that allows to handle limiting functionals whose
domain is different from that one of the approaching sequence of functionals.
The effectiveness of Γ-convergence relies on the variational property (see for instance
Braides [2] or Dal Maso [10]) that holds when the Γ-limit is computed with respect to
a convergence that ensure compactness to the sequences of competing functions having
bounded energy (sequential equicoercivity). It can be seen, for instance, that in the class
of problems under consideration the standard weak convergence is not suitable because of
a lack of coercitivity (or compactness) (see Section 4 for further remarks on this issue). We
stress the fact that exactly the same difficulty raises in the local case s = 1.
This is the main reason that led us to introduce the averaging operators ρℓ.
Having in mind the definition (1.4) of the operators ρℓ : H˜
s(Ωn+kℓ ) → H˜
s(ωn), we
denote by ρ = ρ1 the averaging operator on the unit ball of R
k. Thus
ρ(v)(x) =
 
Bk1
v(x, t) dt , ρ : H˜s(Ωn+k1 ) → H˜
s(ωn) ;
compare with Lemma 2.4. Let us point out two inequalities that will be useful in proving
the subsequent compactness lemma. Let w ∈ H˜s(Ωn+k1 ) and ℓ > 0 be given. Since ρℓ(w˘ℓ) =
ρ(w), then Lemma 2.4 (with w˘ℓ instead of v) gives
Esn(ρ(w)) ≤
 
Bk1
Esn(w( · , t)) dt ≤ Eℓ(w) , (3.5)
while, on the other hand, using (3.4) we know that
1
|Bk1 |
λs(ωn)‖w‖2
L2(Ωn+k1 )
≤ Eℓ(w). (3.6)
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Both inequalities hold for any w ∈ H˜s(Ωn+k1 ) and ℓ > 0.
We are now in position to state and proof the compactness result.
Lemma 3.2 (Equicoercivity) Let vℓ ∈ H˜
s(Ωn+k1 ) be given, and assume that Iℓ(vℓ) is
bounded. Then there exist a subsequence ℓh →∞, and a function v ∈ L
2(Ωn+k1 ), such that
ρ(v) ∈ H˜s(ωn) and
vℓh → v weakly in L
2(Ωn+k1 ),
ρ(vℓh) → ρ(v) weakly in H˜
s(ωn).
Proof. Since the sequence “fℓ is bounded in L
2(Ωn+k1 ), the Cauchy-Schwarz and Poincaré
inequalities give
Iℓ(vℓ) ≥
1
2
Eℓ(vℓ)−
1
|Bk1 |
‖ “fℓ‖L2(Ωn+k1 )
‖vℓ‖L2(Ωn+k1 )
≥
1
2
Eℓ(vℓ)− cEℓ(vℓ)
1/2,
where the constant c does not depend on ℓ. We infer that the sequence Eℓ(vℓ) is bounded as
well. Therefore, thanks to (3.6) we can find a subsequence ℓh and a function v ∈ L
2(Ωn+k1 )
such that vℓh → v weakly in L
2(Ωn+k1 ). The linear transform ρ : L
2(Ωn+k1 ) → L
2(ωn) is
continuous, hence ρ(vℓh) → ρ(v0) weakly in L
2(ωn). On the other hand, from (3.5) we see
that the sequence ρ(vℓ) is bounded in H˜
s(ωn). Thus we can assume that ρ(vℓh)→ u weakly
in H˜s(ωn) for some u ∈ H˜s(ωn). But then, Rellich theorem guarantees that ρ(vℓh) → u
strongly in L2(ωn), that implies u = ρ(v) and concludes the proof. 
The main result of this section follows. With a slight abuse of notation, we denote by
ℓ→∞ any given divergent sequence.
Theorem 3.3 The functional I∞ : H˜
s(ωn) → R is the Γ(ρ)-limit of the sequence Iℓ on
H˜s(ωn), and write I∞ = Γ(ρ) lim
ℓ→∞
Iℓ, in the sense that the following facts hold:
i) for every u ∈ H˜s(ωn) and every sequence vℓ ∈ H˜
s(Ωn+k1 ) such that ρ(vℓ) → u weakly
in H˜s(ωn), we have the “liminf inequality”
I∞(u) ≤ lim inf
ℓ→∞
Iℓ(vℓ);
ii) for every u ∈ H˜s(ωn) there exists a “recovery sequence” vℓ ∈ H˜
s(Ωn+k1 ), such that
ρ(vℓ)→ u weakly in H˜
s(ωn) and such that the following “limsup inequality” holds,
I∞(u) ≥ lim sup
h→∞
Iℓ(vℓ) .
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Proof. Take u ∈ H˜s(ωn) and any sequence vℓ ∈ H˜
s(Ωn+k1 ) such that ρ(vℓ) → u weakly
in H˜s(ωn). If lim inf
ℓ→∞
Iℓ(vℓ) = +∞, then we are done. Otherwise, can assume that the
sequence Iℓ(vℓ) converges. Then Lemma 3.2 and Rellich theorem guarantee the existence
of a subsequence ℓ→∞ and of a function v ∈ L2(Ωn+k1 ) such that
vℓ → v weakly in L
2(Ωn+k1 ), and ρ(vℓ) → ρ(v) = u in L
2(ωn).
Therefore
Gℓ(vℓ) =
ˆ
ωn
 
Bk1
“fℓ(x, t)vℓ dxdt =
ˆ
ωn
 
Bk1
f∞(x)v dxdt+ o(1)
=
ˆ
ωn
f∞(x) dx
 
Bk1
v dt+ o(1) =
ˆ
ωn
f∞(x)ρ(v) dx + o(1)
=
ˆ
ωn
f∞(x)u dx+ o(1) = G∞(u) + o(1) .
(3.7)
The weak lower semicontinuity of Esn on H˜
s(ωn) and (3.5) give
Esn(u) ≤ lim inf
ℓ→∞
Esn(ρ(vℓ)) ≤ lim inf
ℓ→∞
Eℓ(vℓ),
hence I∞(u) =
1
2E
s
n(u) − G∞(u) ≤ lim inf
ℓ→∞
(12Eℓ(vℓ) − Gℓ(vℓ)) = limℓ→∞
Iℓ(vℓ), that concludes
the proof of the liminf inequality in i).
Next we deal with the limsup inequality. Fix a function u ∈ H˜s(ωn). To construct a
recovery sequence for u we take a nonnegative cut-off function φ ∈ C∞0 (R) with support in
(−1, 1) and such that φ(0) = 1. Then we consider the sequence of functions ϕℓ ∈ C
∞
0 (B
k
1 )
defined by
ϕℓ(t) = φ(|t|
ℓ).
Lebesgue’s Theorem readily implies that ϕℓ converges to the constant function 1 in L
p(Bk1 ),
for any p ∈ [1,∞). In particular,
ρ(ϕℓ) =
 
Bk1
ϕℓ dt = 1 + o(1) ,
 
Bk1
|ϕℓ|
2 dt = 1 + o(1) . (3.8)
By direct computation one gets
‖∇ϕℓ‖
2
2 ≤ c ℓ (3.9)
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for ℓ ≥ 1 where, here and below, c is a constant not depending on ℓ. Since
Esk(ϕℓ) =
ˆ
Rk
|τ |2s|Fk[ϕℓ]|
2 dτ ≤
(ˆ
Rk
|Fk[ϕℓ]|
2 dτ
)1−s(ˆ
Rk
|τ |2|Fk[ϕℓ]|
2 dτ
)s
= ‖ϕℓ‖
2(1−s)
L2(Bk1 )
‖∇ϕℓ‖
2s
L2(Bk1 )
by the Parseval formula and by the Cauchy-Schwarz inequality, we use (3.8) and (3.9) to
infer that
Esk(ϕℓ) ≤ c ℓ
s (3.10)
for ℓ ≥ 1.
Now we prove that
vℓ(x, t) = u(x)ϕℓ(t) , vℓ ∈ H˜
s(Ωn+k1 ),
is indeed a recovery sequence for u. First of all, ρ(vℓ) = u ρ(ϕℓ)→ u in H˜
s(ωn) because of
the first limit in (3.8). Secondly, from (2.4) in Lemma 2.2 we obtain
Eℓ(vℓ) =
1
|Bkℓ |
Esn+k(uϕ˘ℓ) ≤
1
|Bkℓ |
E˜sn+k(uϕ˘ℓ) = E
s
n(u)
 
Bk
ℓ
|ϕ˘ℓ|
2 dt+
1
|Bkℓ |
Esk(ϕ˘ℓ)
ˆ
Rn
|u|2 dx
= Esn(u)
 
Bk1
|ϕℓ|
2 dt+
c
ℓ2s
Esk(ϕℓ)
ˆ
Rn
|u|2 dx = Esn(u) + o(1) ,
where we used also (3.8) and (3.10). We infer that lim sup
ℓ→∞
Eℓ(vℓ) ≤ E
s
n(u). Finally, noticing
that ϕℓu→ u in L
2(Ωn+k1 ) and using the assumption (3.2), we readily get
Gℓ(vℓ) =
1
|Bk1 |
ˆ
Ωn+k1
“fℓ(x, t)ϕℓ(t)u(x) dxdt =
1
|Bk1 |
ˆ
Ωn+k1
f∞(x)u(x) dxdt + o(1)
=
1
|Bk1 |
ˆ
Bk1
dt
ˆ
ωn
ϕℓ(x)u(x) dx+ o(1) = G∞(u) + o(1) ,
and the limsup inequality in ii) is proved. This ends the proof. 
In the original De Giorgi’s theory, the convergence of minima and minimizers of a Γ-
converging sequence of equicoercive functionals is a basic result. Since we are not using the
standard definition of Γ-convergence, we cannot relay on such general results and have to
provide an ad hoc proof.
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Proof of Theorem 3.1 Recall that uℓ = v˘ℓ, where vℓ is the unique minimizer for “Mℓ.
Since ρℓ(uℓ) = ρ(vℓ), it suffices to prove that
ρ(vℓ)→ u∞ strongly in H˜
s(ωn).
Let vℓ ∈ H˜
s(Ωn+k1 ) be a recovery sequence for the minimizer u∞. Then
lim sup
ℓ→∞
“Mℓ ≤ lim sup
ℓ→∞
Iℓ(vℓ) ≤ I∞(u∞) . (3.11)
Next, take any subsequence ℓj → ∞. From (3.11) we have that the sequences “Mℓj and
Iℓj(vℓj ) are bounded. By Lemma 3.2, there exists a non relabeled subsequence vℓj and
vˆ ∈ H˜s(ωn) such that ρ(vℓj ) → vˆ weakly in H˜
s(ωn). By the liminf inequality in Theorem
3.3 we have
M∞ ≤ I∞(vˆ) ≤ lim inf
j→∞
Iℓj (vℓj ) = lim inf
j→∞
“Mℓj ,
that compared with (3.11) gives M∞ = I∞(vˆ) = “Mℓj + o(1). It follows that vˆ = u∞, by
the uniqueness of the minimizer of the limit functional, and in fact
“Mℓ →M∞ , ρ(vℓ) → u∞ weakly in H˜
s(ωn) (3.12)
as ℓ→∞, because the subsequence ℓj was arbitrarily chosen. Now we use the weak lower
semicontinuity of the functional Esn, (3.12), the equalities in (3.7) with v replaced by u∞
and (3.5) to obtain
lim inf
ℓ→∞
1
2
Esn(ρ(vℓ)) ≥
1
2
Esn(u∞) ≥M∞ + G∞(u∞)
= lim
ℓ→∞
(
“Mℓ + Gℓ(vℓ)
)
= lim
ℓ→∞
1
2
Eℓ(vℓ) ≥ lim
ℓ→∞
1
2
Esn(ρ(vℓ))
that, together with the weak convergence ρ(vℓ) → u∞ in the uniformly convex space
H˜s(ωn), implies that ρ(vℓ)→ u∞ strongly in H˜
s(ωn) and the theorem is proved. 
4 Concluding remarks
The aim of this section is to point out few general remarks that further clarify the choice
of the convergence under which we computed the Γ-limit and the use of the averaging
operators.
In particular, we study the Γ-limit of the family Eℓ, as ℓ → ∞, with respect to other
two different topologies on H˜s(Ωn+k1 ). We start with the standard weak topology. Let us
recall the classical notion of (sequential) Γ-convergence.
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Definition 4.1 Let (X,σ) be a first countable topological space and let Jh : X → R be a
given sequence of functionals. The functional J∞ : X → R is said to be the Γ-limit of the
sequence Jh, and we write J∞ = Γ(σ) lim
h→∞
Jh, if
i) for every v ∈ X and every sequence vh ∈ X such that vh → v, it holds that
J∞(u) ≤ lim inf
ℓ→∞
Jh(vh);
ii) for every v ∈ X there exists a sequence vh ∈ X such that vh → v and such that
J∞(u) ≥ lim sup
h→∞
Jh(vh) .
Theorem 4.2 Let σw be the weak topology on H˜
s(Ωn+k1 ). Then
Γ(σw) lim
ℓ→∞
Eℓ(v) =
 
Bk1
Esn(v( · , t)) dt for any v ∈ H˜
s(Ωn+k1 ).
Proof. First of all we notice that the functional
E˜∞(v) =
 
Bk1
Esn(v( · , t)) dt
is weakly lower semicontinuous on H˜s(Ωn+k1 ) because it is continuous and convex.
We use again the transform v˘ℓ(x, t) = v
(
x, tℓ
)
to introduce the new sequence of func-
tionals
E˜ℓ(v) =
1
|Bkℓ |
E˜sn+k(v˘ℓ) =
 
Bk1
Esn(v( · , t)) dt +
1
ℓ2s|Bk1 |
ˆ
Rn
Esk(v(x, · )) dx ,
according to (2.2). Trivially E˜ℓ(v) decreases to E˜∞(v) for any v ∈ H˜
s(Ωn+k1 ). By [10],
Proposition 5.7, the pointwise and the Γ(σw)-limit of the sequence E˜ℓ coincide. On the
other hand, from Lemma 2.2 we get
E˜∞(v) ≤ Eℓ(v) ≤ E˜ℓ(v) for any v ∈ H˜
s(Ωn+k1 ),
thus the conclusion follows from [10], Proposition 6.7. 
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Remark 4.3 Theorem 4.2 can be equivalently stated as follows. Extend the functionals
E˜ℓ, E˜∞ to the L
2(Ωn+k1 ) by putting E˜ℓ(v) = E˜∞(v) =∞ if v /∈ H˜
s(Ωn+k1 ) and endow L
2(Ωn+k1 )
with the norm topology σL2 . It holds that
E˜∞ = Γ(σL2) lim
ℓ→∞
E˜ℓ.
Remark 4.4 The limit function E˜∞ is clearly not coercive. For instance, take a sequence
of functions ϕℓ ∈ C
∞
0 (B1) which is bounded in L
2(B1), but unbounded in H˜
s(Bk1 ). Then,
for any nontrivial function v ∈ C∞0 (ω
n), the sequence vϕh is unbounded in H˜
s(Ωn+k1 ), even
if E˜∞(vϕh) = E
s
n(v) ‖ϕh‖
2
L2(Bk1 )
is uniformly bounded.
We can partially recover coercivity by considering on H˜s(Ωn+k1 ) a weaker topology. For
our purposes, the appropriate topology is related to the averaging operator ρ = ρ1,
ρ(v)(x) =
 
Bk1
v(x, t) dt , ρ : H˜s(Ωn+k1 )→ H˜
s(ωn) ,
compare with (1.4) and Lemma 2.4. We denote by H˜s(ωn)′ the topological dual of H˜s(ωn)
and set up the next definition.
Definition 4.5 The weak-averaged topology σρ on H˜
s(Ωn+k1 ) is the weakest topology σ, such
that T ◦ ρ : (H˜s(Ωn+k1 ), σ) → R is continuous, for any T ∈ H˜
s(ωn)′.
We will write
vh →σρ v
if vh → v in the topological space
(
H˜s(Ωn+k1 ), σρ
)
.
Clearly σρ is weaker than the weak topology of H˜
s(Ωn+k1 ). In particular, if vh → v weakly
in H˜s(Ωn+k1 ) then vh →σρ v while the converse is false, in general.
In the next lemma we characterize convergent σρ-sequences.
Lemma 4.6 Let vh be a sequence in H˜
s(Ωn+k1 ). Then vh →σρ v if and only if ρ(vh) → ρ(v)
weakly in H˜s(ωn). In this case, ρ(vh)→ ρ(v) strongly in L
2(ωn).
Proof. It is well known that vh → v in the σρ-topology if and only if (T ◦ρ)(vh)→ (T ◦ρ)(v)
for any continuous linear form T on H˜s(ωn). On the other hand, thanks to the Poincaré
inequality on ωn, the immersion H˜s(ωn) → H˜s(ωn)′ given by
ψ 7→ Tψ , 〈(−∆Rn)
s ψ, v〉 = Tψ(v) for u ∈ H˜
s(ωn)
19
is an invertible isometry. Finally, since
(Tψ ◦ ρ)(v) = 〈(−∆Rn)
s ψ, ρ(v)〉
for any ψ ∈ H˜s(ωn), v ∈ H˜s(Ωn+k1 ), the first part of the statement follows. To conclude the
proof, recall that H˜s(ωn) is compactly embedded in L2(ωn) by Rellich’s theorem. 
We compute the Gamma limit of the sequence of functionals Eℓ with respect to the
topology σρ in the next result. The proof does not differ too much from that one of
Theorem 3.3, and is omitted.
Theorem 4.7 The sequence of functionals Eℓ :
(
H˜s(Ωn+k1 ), σρ
)
→ R, Γσρ-converges as
ℓ→∞. Precisely,
Γσρ lim
ℓ→∞
Eℓ = E
s
n ◦ ρ.
Remark 4.8 The functional Esn ◦ ρ : H˜
s(Ωn+k1 ) → R is clearly lower semicontinuous with
respect to the σρ topology, but it is not coercive. Take for instance a sequence ℓ → ∞ and
define ϕℓ as in the proof of Theorem 3.3. For any nontrivial function u ∈ H˜
s(ωn) we have
that Esn(ρ(ϕℓu)) = ρ(ϕℓ)
2Esn(u) = E
s
n(u) + o(1) is bounded; since ϕℓu → u /∈ H˜
s(Ωn+k1 ) in
L2(Bk1 ), then ϕℓu does not have any σρ-convergent subsequence in H˜
s(Ωn+k1 ).
The last remark explains why the variant notion of Γ-convergence of [1] fits better to
our asymptotic analysis: the restriction of the limit problem to the space H˜s(ωn) turns out
to be coercive, while its extension by +∞ to the bigger space H˜s(Ωn+k1 ) does not.
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