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Differential cross sections of the exclusive process ep→ e′pi+n were measured with good precision
in the range of the photon virtuality Q2 = 1.8 − 4.5 GeV2, and the invariant mass range of the
pi+n final state W = 1.6− 2.0 GeV using the CEBAF Large Acceptance Spectrometer. Data were
collected with nearly complete coverage in the azimuthal and polar angles of the npi+ center-of-mass
system. More than 37,000 cross section points were measured. The contributions of the isospin I = 1
2
resonances N(1675) 5
2
−
, N(1680) 5
2
+
and N(1710) 1
2
+
were extracted at different values of Q2 using
a single-channel, energy-dependent resonance amplitude analysis. Two different approaches, the
unitary isobar model and the fixed-t dispersion relations, were employed in the analysis. We observe
significant strength of the N(1675) 5
2
−
in the A1/2 amplitude, which is in strong disagreement with
quark models that predict both transverse amplitudes to be strongly suppressed. For the N(1680) 5
2
+
we observe a slow changeover from the dominance of the A3/2 amplitude at the real photon point
(Q2 = 0) to a Q2 where A1/2 begins to dominate. The scalar amplitude S1/2 drops rapidly with Q
2
consistent with quark model prediction. For the N(1710) 1
2
+
resonance our analysis shows significant
strength for the A1/2 amplitude at Q
2 < 2.5 GeV2.
PACS numbers: 13.40.Gp, 13.60.Le, 14.20.Gk, 25.30.Rw
I. INTRODUCTION
The study of the excited states of the nucleon is an im-
portant step in the development of a fundamental under-
standing of the strong interaction [1]. While the existing
data on the low-lying resonances are consistent with the
well-studied SU(6)⊗O(3) constituent quark model clas-
sification, many open questions remain. On a fundamen-
tal level there exists only a very limited understanding
of the relationship between Quantum Chromo-Dynamics
(QCD), the field theory of the strong interaction, and the
constituent quark model (CQM) or alternative hadron
models, however recent developments in Lattice QCD,
most notably the predictions of the spectrum of N∗ and
∆∗ states, have shown [2] that the same symmetry of
SU(6)⊗ O(3) is likely at work here as is underlying the
spectrum in the CQM.
Experimentally, we still do not have sufficiently com-
plete data that can be used to uncover unambiguously
the structure of the nucleon and its excited states in the
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entire resonance mass range. While this remains an im-
portant long term goal, very significant advances have
been made during the past decade that have enabled the
precise determination of resonance electrocouplings for a
set of lower mass states and in a wide space-time range.
Precise data have become available in recent years [3–10]
to study the transition from the nucleon ground state
to the ∆(1232), in pi0 electroproduction on the proton
with wide angular coverage and in a wide range of four-
momentum transfer Q2. This has allowed for the deter-
mination of the magnetic dipole transition form factor
and the electric and scalar quadrupole transition, cover-
ing a range of 0 ≤ Q2 ≤ 7 GeV2 (we set c = 1).
This information, combined with precise cross section
and polarization data for the processes ep→ e′pi0p [3, 4,
11], ep→ e′pi+n [12–14] and ep→ e′ηp [15–17] in the sec-
ond nucleon resonance region near W = 1.35 − 1.6 GeV
allowed for precise measurements of electrocouplings of
the ”Roper” resonance N(1440) 12
+
[18], which in the
CQM is the first radial excitation of the nucleon. These
results solved a longstanding question regarding the na-
ture of this state. Precise results have also been obtained
for the transition to the N(1535) 12
−
and the N(1520) 32
−
states. Following these breakthroughs, the process ep→
eppi+pi− was measured in the lower Q2 and low mass
range [19], and a reaction model was developed [20] that
enabled extraction of the electrocoupling amplitudes for
the resonances N(1440) 12
+
and N(1520) 32
−
[21] from this
channel. The two-pion results were consistent with the
results from the single pion analysis, and thus validated
the analysis approach for this more complex reaction
channel. This is a highly non-trivial result as the non-
3resonant (background) contributions are of completely
different origin for the two processes.
The transition amplitudes for the lower mass ex-
cited states have been discussed extensively in recent re-
views [22, 23]. The progress is quite impressive when
compared with results available before 2004 [24]. One
of the major results of these analyses is the evidence for
the need to include significant meson-baryon contribu-
tions in models that describe the Q2 dependence of the
resonance excitation strength. At low Q2 these contri-
butions can be of the same magnitude as the quark con-
tribution, but appear to fall off more rapidly with in-
creasing Q2 [25, 26]. This information has been obtained
largely through the observation that the quark transition
processes often do not have sufficient strength to explain
fully the measured transition amplitudes. One of the best
known examples is the photoexcitation of the ∆(1232) 32
+
on the proton. This reaction proceeds mostly through
a magnetic dipole transition from the nucleon, but only
about 70% of the transition amplitude is explained by the
quark content of the state. A satisfactory description of
the γ∗p→ ∆(1232) 32
+
transition was achieved in models
that include pion-cloud contributions [27, 28] and also
in dynamical reaction models [29–33], where the missing
strength has been attributed to dynamical meson-baryon
interactions in the final state. Similar conclusions have
been drawn for the excited nucleon states N(1440) 12
+
,
N(1520) 32
−
and N(1535) 12
−
using a constituent quark
model on the light-cone [25], and a relativistic quark
model with spectator di-quark [26, 34, 35]. The two main
processes that contribute to the γ∗N → N∗ transition are
illustrated in Fig. 1, by the diagrams (a) and (b,c).
The focus of the current work is the study of the higher
mass range W > 1.6 GeV. Many N∗ and ∆∗ resonances
are known to populate this mass range [36], and several
of them couple strongly to the Npi final state and can
be investigated with the current study, while others cou-
ple more strongly to Npipi final states. In addition to
the study of individual channels, a full exploration will
require to analyze these channels together in a coupled-
channel framework. In this work we provide differential
cross sections for the process ep → e′pi+n in the range
1.6 < W < 2.0 GeV with nearly full azimuthal and polar
angle coverage in the pi+n system. In addition to provid-
ing essential input to full coupled-channel analyses, we
expect for some resonances, especially N(1675) 52
−
and
N(1680) 52
+
, that a single-channel analysis will yield re-
liable results due to the large coupling of these states
to Npi and the absence of I = 32 states with the same
spin-parity in that mass range.
II. FORMALISM
We report on measurements of differential cross sec-
tions with the CEBAF Large Acceptance Spectrometer
(CLAS) at Jefferson Lab using a polarized continuous
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FIG. 1: Main contributions to the γ∗N → N∗ transition: (a)
through quark transition; (b,c) through meson-baryon pairs.
wave (CW) electron beam of 5.499 GeV energy incident
upon a liquid-hydrogen target. The kinematics of single
pion electroproduction is displayed in Fig. 2. In the one-
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FIG. 2: Kinematics of single pi+ electroproduction.
photon exchange approximation the electron kinematics
is described by two Lorentz invariants: Q2, characteriz-
ing the virtuality of the exchanged photon, and ν, the
transferred energy:
Q2 ≡ −(ki − kf )2 = 4EiEf sin2 θe
2
, (1)
ν ≡ pi · pγ
Mp
= Ei − Ef , (2)
where ki and kf are the initial and final four-momenta of
the electron, pγ and pi are the virtual photon and target
four-momenta. Ei and Ef are the initial and final elec-
tron energies in the laboratory frame, θe is the electron
scattering angle, and Mp is the proton mass. Another re-
lated quantity is the invariant mass of the hadronic final
state W that can be expressed as:
W 2 ≡ (pγ + pi)2 = M2p + 2Mpν −Q2 . (3)
In this measurement the scattered electron and the out-
going pi+ are detected while the final state neutron is
4unobserved. Since the four-momentum of the incident
electron and of the target proton are known, the four-
momentum of the missing system X in the final state
can be reconstructed and its mass determined as:
M2X ≡ [(ki + pi)− (kf + qpi)]2 , (4)
where qpi is the 4-momentum of the outgoing pi
+. For
single pi+ production, the constraint on the missing mass
is MX = Mn. The outgoing pi
+ is defined by two angles
in the center-of-mass (CM) frame, the polar angle θ∗pi and
the azimuthal angle φ∗pi. The latter is the angle between
the electron scattering plane and the hadronic production
plane. It is defined such that the scattered electron lies in
the φ∗pi = 0 half plane with the z-axis pointing along the
virtual photon three-momentum vector. The kinematics
is completely defined by five variables (Q2,W, θ∗pi, φ
∗
pi, φe),
where φe is the electron azimuthal lab angle. In the ab-
sence of a transverse polarization of the beam or the tar-
get nucleon, the cross section does not depend on φe, and
can be written as [24]:
d5σ
dEfdΩedΩ∗pi
= Γ · d
2σ
dΩ∗pi
, (5)
where
Γ =
α
2pi2Q2
(W 2 −M2p )Ef
2MpEe
1
1−  , (6)
 = (1 + 2(1 +
ν2
Q2
) tan2
θe
2
)−1 , (7)
dσ
dΩ∗pi
= σT + σL + σTT cos 2φ
∗
pi +
√
2(1 + )σLT cosφ
∗
pi .
(8)
The parameter  represents the virtual photon polar-
ization, Γ is the virtual photon flux, and d
2σ
dΩ∗pi
is the dif-
ferential photoabsorption cross section.
III. EXPERIMENTAL SETUP
The measurement was carried out using the CEBAF
Large Acceptance Spectrometer (CLAS). Details of the
detector systems and the operational performance of
CLAS are described elsewhere [37]. A schematic view
of CLAS is shown in Fig. 3. CLAS utilizes a magnetic
field distribution generated by six flat superconducting
coils, arranged symmetrically in azimuth. The coils gen-
erate an approximate toroidal field distribution around
the beam axis. The six identical sectors of the magnet
are independently instrumented with 34 layers of drift
cells for particle tracking, plastic scintillation counters for
time-of-flight (TOF) measurements and charged particle
identification, gas threshold Cˇerenkov counters (CC) for
electron and pion separation, and scintillator-lead sam-
pling calorimeters (EC) for photon and neutron detec-
tion. To aid in electron/pion separation, the EC is seg-
mented into an inner part of about 6 radiation lengths
facing the target, and an outer part of 9 radiation lengths
away from the target. The energy accumulated in these
two parts are called ECinner and ECouter, respectively.
CLAS covers on average 80% of the full 4pi solid angle
for the detection of charged particles. Azimuthal angle
acceptance is maximum at large polar angles and de-
creases at forward angles. Polar angle coverage ranges
from about 8◦ to 140◦ for the detection of pi+. Electrons
are detected in the CC and EC covering polar angles from
approximately 20◦ to 55◦, this range being somewhat de-
pendent on the momentum of the scattered electron. The
target was located 25 cm upstream of the nominal CLAS
center, surrounded by a small toroidal magnet with nor-
mal conducting coils that was used to shield the drift
chambers closest to the target from the intense low en-
ergy electron background resulting from Mo¨ller scatter-
ing processes in the target. In the current experiment,
FIG. 3: (Color online) Cut view of the CLAS detector sys-
tem. The beam enters from the upper left side into CLAS.
The 6 superconducting torus magnet coils separate the detec-
tor into 6 independent spectrometers (sectors) each equipped
with 3 regions of drift chambers. Time-of-flight scintillators
cover the entire sector from polar angles of about 8◦ to 140◦
and provide fast timing information for charged particle iden-
tification. In the forward angle range at polar angles up to
θ = 45◦, the combination of gas Cˇerenkov counters and elec-
tromagnetic calorimeters provide electron identification and
level 1 trigger capabilities.
only two charged particles need to be detected, the scat-
tered electron and the produced pi+, while the full final
state is reconstructed using four-momentum conservation
constraints. The CW beam provided by CEBAF is well
suited for measurements involving two or more final state
particles in coincidence, leading to very small accidental
coincidence contributions of < 10−3 for the instantaneous
luminosity of 1034cm−2s−1 used in this measurement.
The measurement was performed from April to July
2003 as part of the CLAS run period e1f. An electron
beam of 7- 8 nA current and an energy of 5.499 GeV
was directed onto a 5 cm long liquid-hydrogen target.
5The beam charge was integrated in a totally absorbing
Faraday cup (FC). Empty target runs were performed to
measure contributions from the target cell windows. An
integrated luminosity of L = 20 fb−1 was accumulated,
and a total of 4.3 × 109 triggers were collected contain-
ing 0.65×109 events with at least one scattered electron.
To optimize the overall acceptance and resolution, the
torus magnet current was set at 2250 A corresponding to
2/3 of its normal operating field strength. Events were
triggered on a single electron candidate defined as a coin-
cidence of the total energy deposited in one sector of the
EC and a signal in the CC of the same sector. A mini-
mum energy of 640 MeV deposited in one EC sector was
required in the trigger. All events were first written to a
RAID disk array, and later transferred to the tape silo of
the Jefferson Lab computer center. Raw data were sub-
jected to the calibration and reconstruction procedures
that are part of the standard CLAS data analysis chain.
The reaction studied in this work contributed only a frac-
tion to the total event sample, and a more stringent event
selection was applied to select events with one electron
candidate and only one positively charged track. These
events were subject to further selection criteria described
in the following sections.
IV. DATA ANALYSIS
A. Event selection
1. Electron identification
Selection of electron candidates in CLAS at the level 1
trigger is achieved by requiring energy deposited in the
EC and a CC hit in the same sector. Such an open
trigger does not provide a stringent electron selection at
the relatively high beam energy, and additional selec-
tion criteria must be applied in the offline event analysis.
First, we require that the EC and CC hits are geometri-
cally matched with a negatively charged track in the drift
chambers (DC). Secondly, we employ the direct correla-
tion between the energy deposited in the scintillator part
of the calorimeter (Edep) and the momentum obtained
in the track reconstruction in the magnetic field. About
30% of the total energy deposited in the EC (Etot) is di-
rectly measured in the active scintillator material. This
detectable portion of the EM shower is referred to as
the sampling fraction (α). The remaining 70% of the
energy is deposited mostly in the lead sheets that are
interleaved between the scintillator sheets as showering
material. A GEANT3 [38] based Monte Carlo simu-
lation package (GSIM) was used to determine the EC
response as a function of electron energy. The sampling
fraction is nearly energy-independent and for this exper-
iment α ≡ Edep/Etot = 0.28. Lower values of α are ob-
served in cases where electrons hit the calorimeter near
the edges, and a fraction of the shower energy leaks out
of the calorimeter volume. Such edge effects are elimi-
nated by defining fiducial regions that assure full energy
response as long as the electrons hit the calorimeter in-
side the fiducial regions.
In contrast to electrons, charged pions deposit energy
largely though ionization, resulting in much less energy
deposited in the calorimeter. Minimum ionizing pions are
easily eliminated by energy cuts. Pions which undergo
hadronic interactions also deposit only a fraction of their
full energy in the calorimeter volume, with more energy
lost in the outer parts of the EC, while showering elec-
trons deposit a large portion of their energy in the inner
part of the calorimeter. Cuts were applied to the sam-
pling ratio as well as to the minimum energy deposited in
the EC and in the inner part (Einner). Figure 4 shows the
total energy deposited in the EC scintillators versus the
electron momentum before and after all cuts were applied
to the sampling ratio and the total EC energy. Pions were
rejected by requiring minimum deposited energy in the
EC: Einner > 50 MeV, and Etotal > 140 MeV. In ad-
dition, events were eliminated if the average number of
photoelectrons recorded in the CC did not exceed 2.5 for
electron candidates. Such tracks were more likely associ-
ated with negatively charged pions than with electrons.
Using a Poisson distribution for the number of photo-
electrons, corrections were applied for the small losses of
electron events that occurred due to this cut. These cor-
rections were done separately for all bins in θpi and φpi to
take into account the variation of the average number of
photoelectrons with kinematics.
The electron beam was centered on the hydrogen pro-
duction target cell which, as can be seen in Fig. 5 (top),
was located vertically about -0.5 mm relative to the
CLAS center. The beam offset caused an azimuthal de-
pendence of the reconstructed z-vertex vz (see Fig. 5,
bottom). After the beam offset was corrected, the az-
imuthal dependence of vz was eliminated. The small
peak near vz = −20 cm resulted of electrons scattered
from the exit window of the scattering chamber, which
was located 2 cm downstream of the target cell. These
events were eliminated with appropriate vertex cuts.
After electrons were selected, the start time of the
event at the vertex was determined using the recon-
structed path length of the electron track and the timing
in the TOF scintillator paddles. An average time resolu-
tion of δTe ≈ 150 ps was achieved. The vertex start time
was needed to link the event to the beam micro-bunch
that caused the interaction and to determine the velocity
of the charged hadrons in the event.
2. Pion identification
Charged pions are identified by combining the particle
velocity β = v/c, which is obtained from the difference
of the vertex start time and the time-of-flight measure-
ment in the TOF counters, with the particle momentum
from tracking through the magnetic field using the CLAS
drift chamber system. Figure 6 shows the charged parti-
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FIG. 4: (Color online) Sampling fraction of energy in the EC
scintillators vs. momentum of electron candidates: (a) after
vertex cuts, (b) with additional electron EC fiducial cuts, (c)
after EC energy cuts, and (d) after cuts on the minimum
number of photoelectrons in the CC. The sharp transitions
appearing in the top panels between the upper, middle and
lower regions are due to the initial event selection cuts placed
during the raw event ”skimming”.
cle β versus momentum. Precise timing calibration was
obtained by relating the electron timing to the highly
stabilized radio frequency of the CEBAF accelerator. In
order to isolate pions from protons a 3σ cut on β vs. p
was applied. Using the detected electrons and the iso-
lated pions, the missing neutrons can be reconstructed
through missing mass technique. The missing mass dis-
tribution of ep → e′pi+X integrated over all kinematics
is displayed in the right panel of Fig. 6. At high particle
momenta the charged particle bands may overlap and es-
pecially kaons may be misidentified as pions. These con-
tributions lead to tails in the missing mass distributions
which were estimated and subtracted using a procedure
described in Section VI B.
B. Channel identification
The final state neutron was not directly observed in
this experiment. However, the four-momentum vectors of
all other particles are known and four-momentum conser-
vation and charge conservation allow the determination
of the charge and the mass of the unmeasured part of the
final state. The exclusive process ep → e′pi+n was then
identified by a sharp peak in the missing mass distribu-
tion. An example of the event distribution versus MX
is shown in the right panel of Fig. 6. The narrow peaks
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FIG. 5: (Color online) Top: Reconstructed x and y target
position, showing a vertical offset of about -0.5 mm. The
bottom panel shows the z-vertex before (red shaded area)
and after (solid line) the beam offset in the y target positions
was corrected. The small enhancement near -20 cm is due to
the exit window of the scattering chamber.
at the neutron mass indicate the exclusive process we
aim to measure. The tail at the higher mass side of the
neutron peak is mostly due to radiative processes. On
the lower mass side of the neutron peak there are indica-
tions of some background contributions which are mostly
due to kaons that are misidentified as pions in the region
of higher momenta where the two particle bands shown
in the left panel of Fig. 6 partially overlap. The back-
ground was subtracted as discussed in Section VI B. The
broad enhancement near 1.2 GeV is due to the process
ep→ e′pi+∆0(1232) and is not further considered. Fig. 7
shows theMX distribution versus φ
∗
pi for one specific kine-
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FIG. 6: (Color online) Particle velocity β vs. momentum for positively charged hadrons (left). The pion and proton mass
bands are clearly visible. Positively charged kaons are visible as the faint band between the pions and protons. The dark
shaded band highlights the charged pions. The right panel shows the missing mass distribution (MX) of ep→ e′pi+X after the
selection of the pi+, clearly showing the strong neutron mass peak.
matic bin in W , Q2, and cos θ∗pi. In order to select the
exclusive process with the missing neutron in the final
state, the neutron peak in each kinematical bin was fit
with a Gaussian distribution, and a 3σ cut was applied
to separate the npi+ final state from double pion produc-
tion pi+(piN). This cut also eliminated some events which
are part of the radiative tail for single pion production.
These losses were during the extraction of the unradiated
cross section. This is discussed in Section V B.
C. Kinematic corrections
Evidence for the need of kinematical corrections is seen
in the dependence of the elastic scattering peak observed
in inclusive scattering ep→ e′X on the azimuthal angle.
This effect is most prominent at forward polar angles
where the torus coils come close to each other, and is
largely due to small misalignments of the torus coils re-
sulting in a slightly asymmetric magnetic field distribu-
tion. To compensate for the small magnetic field distor-
tions, corrections were made to the reconstructed particle
momentum vector. As a first step we use the kinemati-
cally constrained elastic ep → e′p′ process to correct for
possible distortions in the reconstructed scattering angle.
The proton angle was well-measured at large scattering
angles where the tracking system was well aligned, and
we assumed it to be accurately known, while scattered
electrons were detected at small angles where the align-
ment of the tracking chambers was less well known, and
small position shifts could result in significant shifts in
the reconstructed angles. Given these conditions, the
electron scattering angle could then be predicted and
compared with the measured angle. The corrections turn
out to be less than 1 mrad for most of the phase space,
however close to the torus coil corrections can be up to
5 mrad.
Electron momentum corrections were derived from the
difference between the predicted and measured momenta,
using the corrected polar angles for elastically scattered
electrons. The magnitude of these corrections decreased
to less than 0.5% with increasing scattering angle, but
could be up 1.5% close to the torus coils. Corrections
to the polar angle of the pi+ were applied using the an-
gle corrections previously determined for electrons. The
pi+ momentum was corrected by matching the observed
missing mass MX to the neutron mass in the process
ep → e′pi+X. The exclusive process ep → e′pi+n was
determined with an average neutron mass resolution of
σn ≈ 23.4 MeV.
The kinematic corrections were tested using other ex-
clusive processes with a neutral particle in the final state,
e.g. ep→ e′ppi0, ep→ e′pη, and ep→ e′pω. In all cases,
the mass of the undetected particles was reconstructed
with better than 2 MeV accuracy. We take this as evi-
dence that the kinematics of the measured particles were
well determined after all corrections were applied.
8FIG. 7: Missing mass MX distribution for ep → e′pi+X events for one kinematic bin in W , Q2, and cos θpi for different φ∗
bins. The two vertical lines indicate the position of the event selection cuts. Background below the neutron mass peak is nearly
absent as K+ production near the K+ − Λ threshold is very small.
D. Fiducial volumes
The ep→ e′pi+n reaction has been simulated in the en-
tire phase space allowed by the incident beam energy and
the CLAS acceptance. However, the CLAS acceptance is
a complicated function of the kinematical variables, and
there are areas, e.g. the mechanical support structure
of the Cˇerenkov counter mirrors, and areas close to the
CLAS torus coils, that are difficult to model with GSIM.
To avoid the complication of edge effects, fiducial vol-
umes with nominal full acceptance for particle detection
were defined. These functions depend on azimuthal and
polar angles, momentum, and charge, and are different
for electrons and pions.
1. Electron fiducial volumes
Geometrical fiducial cuts were defined to select forward
regions of the detector that could be reliably simulated
by the GSIM program. The Cˇerenkov counter efficiency
has a complicated dependence on θe and φe near the ac-
ceptance edges. Fiducial volumes were defined to isolate
the regions with uniform efficiency distributions. Due
to the effects of the magnetic field, the angular fiducial
volume also depends on the momentum of the scattered
electron. The electron (θe, φe) distributions are shown
in Fig. 8 without (red) and with (blue) fiducial cuts ap-
plied. At forward angles a rapidly varying response of
the Cˇerenkov counters can be seen, which is due to non-
uniform light collection. Applying the fiducial volume
cut eliminates these regions from further analysis. The
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FIG. 8: (Color online) Top panel: Electron fiducial cut at
1.0 < pe < 1.1 GeV for sector 1 indicated with the outer solid
lines. The bottom panel shows the φe distributions at two
values of θe as indicated in the top panel. The highlighted
area in the center indicates the selected fiducial range for the
two selected polar angles.
solid curve in Fig. 8 shows the boundary of the fiducial
cut for the central momentum in that bin. Only events
inside the black curve (blue area) were used in the anal-
ysis. In addition, a set of θe versus pe cuts was used to
eliminate areas with reduced efficiency due to malfunc-
tioning time-of-flight counter photomultipliers or missing
drift chamber channels. The detector also contains re-
gions with no acceptance or with low efficiency. These
regions were removed as well. Holes in the acceptance
are mainly due to the torus coils, and in the forward re-
gion due to the vacuum beam pipe and lead shielding
surrounding the beam pipe.
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FIG. 9: (Color online) Pion fiducial cut at 0.9 < ppi < 1.0 GeV
for sector 1. The (red) solid lines in the top panel show the
selected area inside the pi+ azimuthal and polar angle. The
histogram at the bottom shows the projected φpi distribution
for the polar angle range 32.5◦ < θpi < 34.5◦ The highlighted
area indicates the selected fiducial range.
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2. Pion fiducial volumes
The fiducial volumes for the produced pi+ are signifi-
cantly different from the electron fiducial volumes. Since
pion detection requires only charged particle tracking
in the drift chamber system and time-of-flight measure-
ments in the plastic scintillators, pions were detected in
a much larger polar angle range from about 8◦ to 140◦.
Pion acceptance at low angles was increased by the fact
that pions are outbending. An example of fiducial cuts
for positive charged pions is shown in Fig. 9
E. Kinematical binning
The CLAS detector covers a very large kinematic range
in the four CM variables W, Q2, cos θ∗pi, φpi. For further
analysis the data binning was matched to the underlying
physics to be extracted. The study of nucleon excitations
requires the analysis of the azimuthal φ dependence of the
differential cross section to determine the structure func-
tions in the differential cross section, and the analysis of
the polar angle dependence to identify the partial wave
contributions at a given invariant mass of the hadronic
final state. The binning in the hadronic mass W must
accommodate variations in the cross section, taking into
account the width of resonances and their threshold be-
havior. Table I shows the binning in W and Q2. The Q2
binning varies as ∆Q2 = 0.2·Q2 to partly compensate for
the rapid drop in cross section with increasing Q2, while
the binning in the other quantities is fixed. Figure 10
shows coverage in the hadronic center-of-mass angles and
the binning used for the extraction of differential cross
sections. As can be seen, the measurement covers nearly
the entire range in φ∗pi and cos θ
∗
pi, with the exception of
a small region near cos θ∗pi = −1, where the acceptance is
significantly reduced. These regions are eliminated from
the analysis by requiring a minimum acceptance for each
bin.
V. SIMULATIONS
An essential part of the data analysis is the accurate
modeling of the acceptance and event reconstruction ef-
ficiency for the process ep → e′pi+n in the entire kine-
matic region accessible with CLAS. The MAID2003 and
MAID2007 physics models [39, 40] were used as event
generators to populate the covered phase space as closely
as possible to the measured distributions. Nearly 200M
ep→ e′pi+n events were generated covering the measured
kinematics. A GSIM Post Processor (GPP) was used
to adjust the detector response such that the simulated
missing mass resolution was compatible with the mea-
sured distributions. This allowed us to apply the same
selection criteria for the simulated events as for the data,
and gave an accurate estimate of acceptances and recon-
struction efficiencies. The GPP was also used to account
TABLE I: Kinematical binning used in different parts of the
kinematical event space to test the effect of the bin size. Set 1
has a fine binning in W and a coarse binning in φ∗pi. Set 2 has
coarse binning in W and a fine binning in φ∗pi. Set 3 covers a
small part of the polar angle range with very fine binning in
cos θ∗pi and in φ
∗
pi.
Set 1
Quantity # of Bins Range Bin Width
W 22 1.55− 1.78 GeV 10 MeV
Q2 5 1.6− 4.5 GeV2 various
cos θ∗pi 10 −1.0− 1.0 0.2
φ∗pi 12 0.0− 360o 30o
Set 2
Quantity # of Bins Range Bin Width
W 9 1.60− 2.0 GeV 40 MeV
Q2 5 1.6− 4.5 GeV2 various
cos θ∗pi 10 −1.0− 1.0 0.2
φ∗pi 24 0.0− 360o 15o
Set 3
Quantity # of Bins Range Bin Width
W 9 1.60− 2.0 GeV 40 MeV
Q2 5 1.6− 4.5 GeV2 various
cos θ∗pi 10 0.5− 1.0 0.05
φ∗pi 48 0.0− 360o 7.5o
for missing channels in the drift chambers, and malfunc-
tioning photomultipliers and electronics channels in the
various detectors. As previously discussed, cuts were ap-
plied to limit the reconstructed events to the fiducial vol-
umes.
A. Acceptance corrections
Although the CLAS detector has a large acceptance,
there are important non-uniformities and inefficiencies
in some areas that need to be carefully taken into ac-
count when relating the experimentally measured yields
to the differential cross sections. The complexity of the
geometrical acceptance convoluted with the reconstruc-
tion efficiency that depends on all kinematical variables,
prohibits an analytical parameterization of the detector
response. Instead, for each of the approximately 37,000
kinematic bins in Q2, W, cos θ∗pi and φ
∗
pi, a single number
was determined that represents the combined acceptance
and efficiency for this particular bin. In addition to the
acceptance corrections, the data need to be corrected for
radiative effects. External radiation is due to the ini-
tial or the scattered electron interacting with the various
material layers of the CLAS detector. This contribution
was included in the GSIM simulation. Internal radiation
corrections to the cross section are described in the next
section. The number of acceptance corrected events in
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FIG. 10: (Color online) Kinematic coverage in W, Q2 (left) and in cos θ∗pi∗ , φ
∗
pi+(right). The solid lines show the bins used in
most parts of the data analysis. At high W and in the forward angle region 0.6 < cos θ∗pi < 1 a finer binning in both angles was
used due to the strong forward peaking of the angular distribution (not shown in the graph).
each bin is given by:
Ncorr = Nexp/Acc Acc =
RECRAD
THRRAD
, (9)
where THRRAD is the number of generated radiative
events, RECRAD is the number of radiative events recon-
structed in the simulation, Nexp is the number of exper-
imentally observed events, Acc is the acceptance factor,
and Ncorr is the number of acceptance-corrected and de-
radiated events. The latter includes all effects related to
the detector resolution, e.g. event migration from the bin
in which the event was generated to another bin where
it was reconstructed.
In some regions, for example close to the torus coils,
the acceptance changed rapidly with the azimuthal angle
φ∗pi, and could even be zero in part of the bin. To avoid
inaccuracies of the acceptance calculations due to these
binning effects cuts were placed to eliminate bins with
acceptance of less than 2%. This cut affected mostly the
region near φ∗pi = 0
◦. An example of acceptance correc-
tions is shown in Fig. 11. The acceptance varies from a
few % to over 50% .
B. Radiative corrections
The often used inclusive radiative corrections cannot
be applied to exclusive pion electroproduction without
additional assumptions. In this analysis we have cor-
rected the cross sections for internal radiative effects us-
ing the approach developed by A. Afanasev et al. [41] for
exclusive electroproduction of pseudoscalar mesons. This
approach uses a model cross section as input, and per-
forms an exact calculation without relying on the usual
FIG. 11: Acceptances for bins in azimuthal angle φ∗pi for
several cos θ∗pi bins at fixedW = 1.74 GeV andQ
2 = 2.2 GeV2.
peaking approximation or the separate treatment of soft
and hard photon radiation.
Radiative processes affect the measured cross section
for inclusive electron scattering. They can also modify
the measured angular distributions of the hadronic final
state. Therefore, a model input that closely reflects the
unradiated 5-fold differential hadronic cross section is im-
portant. MAID03 [39] was used as model input in a first
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FIG. 12: Examples of ExcluRad results of radiative correction factors for the pion production cross section at a specific
kinematics from W = 1.62 GeV to W = 1.96 GeV and fixed Q2 = 2.6 GeV2.
step, and its parameters were adjusted subsequently to
optimize the procedure. Figure 12 shows as an example
the cos θ∗pi and φ
∗
pi dependences of the radiative correction
factor
RC =
σmodrad
σmod
(10)
for fixed W and Q2, where σmod is the model cross section
13
and σmodrad is the radiated model cross section. At Q
2 =
2.6 GeV2 and W in the range 1.6 - 2.0 GeV, the radiative
corrections are up to 20% and have a non-negligible effect
on the azimuthal and polar angle distributions in the
hadronic center-of-mass.
C. Bin centering corrections
As the cross section can vary significantly within a
given kinematics bin, the center of that bin may not coin-
cide with the cross section weighted average within that
bin. Corrections were applied to the cross section using
MAID03 [39] as a reasonable representation of these vari-
ations. The effects on the cross sections were found to
be small, typically much less than ±1.5%.
VI. RESULTS AND DISCUSSION
A. Differential cross sections
The 5-fold differential cross section for single pion elec-
troproduction can be written in terms of actual binned
variables as in Eq. (11), using the Jacobian notation:
1
Γ
d5σ
dEfdΩfdΩe
= (11)
1
2pi
∑ 1
L Acc CC
NfRCRbin
∆W ∆Q2 ∆ cos θ∗pi ∆φ∗pi
d(W,Q2)
d(Ef , cos θe)
,
where fRC is the radiative correction factor and Rbin is
the bin-centering correction factor, ∆W,∆Q2,∆ cos θ∗pi,
and ∆φ∗pi are the kinematic bin volumes, L is the inte-
grated luminosity, N is the number of events per bin, and
CC is the efficiency of the Cˇerenkov counter. As shown
in table I, different bin sizes were used to compute the
cross section in different parts of the event space. The
last term is the Jacobian which is defined by
d(W,Q2)
d(Ef , cos θe)
=
2Mp Ei Ef
W
. (12)
Due to the large number of kinematic bins, the com-
plete set of the resulting 37,000 differential cross section
values cannot be presented in this paper. All cross sec-
tions are tabulated in the CLAS Physics Database [42].
In this article we only present examples for the φ∗pi and W
dependences of the differential cross sections. From Eq. 8
it is clear that the general structure of the differential
cross section for single pion production with unpolarized
electrons can be written as:
dσ
dΩ∗pi
= A+B cos 2φ∗pi + C cosφ
∗
pi . (13)
By fitting the φ∗pi-dependence of the cross section we can
extract the coefficients A, B, C, which depend on Q2,
W , and cos θ∗pi only. They are related to the various cross
section pieces as given in the following equations:
A = σT + σL , (14)
B = σTT , (15)
C =
√
2(1 + )σLT . (16)
TABLE II: Average systematic uncertainties to the differen-
tial cross sections.
Source Contribution (%)
e− ID 3.3
e− fiducial cut 2.2
pi+ ID 2.3
pi+ fiducial cut 4.5
Missing mass selection 2.5
Vertex cut 3.3
Acceptance corrections 2.1
Radiative corrections 5.5
Binning-corrections 1.5
Background 1.0
Total point-to-point 9.5
Type
LH2 target density 1.0
Luminosity 3.0
Total normalization 3.2
Examples of the φ∗pi-dependence of the differential cross
section are shown in Fig. 13 and Fig. 14 at fixed Q2 and
W for different values of cos θ∗pi.
B. Systematic uncertainties
The systematic uncertainties were studied and deter-
mined with regard to the sensitivity of the cross section
measurements to various sources of systematic uncertain-
ties, e.g. by changing cut values and parameters.
We varied the selection criteria used for the particle
identification to provide more stringent and less stringent
particle selection for both experimental and simulated
data and then reran the complete analysis. A summary
of all studied sources and magnitudes of the assigned sys-
tematic uncertainties are given in Table II. The particle
identification cuts, the vertex cuts for the electrons, the
fiducial cuts or the pions, the missing mass cut, and the
radiative corrections are our major sources of systematic
uncertainty. The cuts on EC energy deposition and CC
amplitude for the electron, as well as the cuts on the TOF
timing for the pion, were varied within reasonable limits.
The EC sampling fraction cut led to a 3.3% uncertainty
for electron identification. Changing the TOF β cut for
pion identification gave a 2.3% uncertainty. The various
cuts for reaction channel identification such as fiducial,
14
FIG. 13: (Color online) Differential cross section vs φ∗pi at W = 1.645 GeV and Q
2 = 2.2 GeV2 for different values of cos θ∗pi.
The curves represent fits to the cross section using the expression given in Eq.(13).
missing mass, and vertex cuts produced 2.2−4.5%, 2.5%,
and 3.3% systematic uncertainties, respectively.
The systematic uncertainty of the acceptance correc-
tions was evaluated by comparing analysis results using
difference versions of the MAID model. We found vari-
ations of about 2.0%. The systematic uncertainty for
radiative corrections was estimated similarly by compar-
ing the radiative-correction factors for different versions
of MAID and by changing the input parameter. An av-
erage 5.5% systematic uncertainty was found.
Concerning the background subtraction procedure un-
der the neutron missing mass, which could be the result
from K+ tracks misidentified as pi+, we assigned the K+
mass to the identified pi+ and weighted the yields with
different production ratios for K+ and pi+ to estimate
the background. This resulted in a 1.0% systematic un-
certainty associated with this procedure.
To take into account the model dependency of our bin-
centering correction, we also introduce an uncertainty
equal to the correction-factor itself which is, at the level
of 1.5% on average.
These latter systematic uncertainties were determined
for each bin. Concerning overall scale uncertainties, the
target length and density have a 1.0% systematic uncer-
tainty and the integrated charge uncertainty is estimated
at 3.0% [43]. The background from the target cell was
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FIG. 14: (Color online) Differential cross section vs. φ∗pi at W = 1.70 GeV and Q
2 = 2.6 GeV2 for different values of cos θ∗pi.
The curves represent fits to the cross section using the expression given in Eq.(13).
subtracted based on the empty-target runs and amounted
to 1.0% of our e′pi+n events. All other corrections were
found to be less than 1.0%
The total systematic uncertainty was evaluated by
adding all point-to-point systematic uncertainties in
quadrature summed over all bins, the total systematic
uncertainty is 9.5%. In addition, the normalization un-
certainty is approximately 3.2%. Table II summarizes
the main systematic uncertainties in this analysis aver-
aged over all the accessible kinematic bins. We want to
emphasize that systematic uncertainties have been eval-
uated for each of the 37,000 cross sections. Their mag-
nitudes vary significantly over the full ranges in Q2, W ,
cos θ∗pi, and φ
∗
pi. They are included in the CLAS Physics
Database [42]. The numbers given in table II can there-
fore only provide a global picture of their magnitudes.
C. Structure functions
The fit of the differential cross sections with the ex-
pression of (13) yields the 3 terms σT + σL, σTT and√
2(1 + )σLT , with  depending on the electron kine-
matics; the structure functions σT , σL, σTT , and σLT
are functions of W , Q2, and cos θ∗pi. Note that the mea-
surement was done at a fixed electron beam energy, thus
the terms σT and σL cannot be separated. The cos θ
∗
pi
distribution is of particular interest at fixed W and Q2
as it represents the partial wave content and thus re-
flects sensitivity to s-channel resonance excitations, as
well as interferences of the complex amplitudes. Exam-
ples of the cos θ∗pi dependence of the extracted structure
functions are shown in Fig. 15. The data on σT + σL
show a strong forward peaking, which is related to the
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FIG. 15: (Color online) Examples of structure functions versus cos θ∗pi at fixed Q
2=1.8 GeV2, and for W=1.66 GeV (top) and
W=1.83 GeV (bottom). The points in the more densely populated angle range of cos θ∗pi > 0.50 are from fits to cross sections
measured with finer bins in θ∗pi. The fine binning was needed to resolve the sharp structures seen at the forward angles. The
points at backward angles are from fits to cross sections in wider bins. The curves are projections from the dynamical models
- DMT (thin-dashed), MAID2003 (dashed-dotted), MAID2007 (bold-dashed).
pion pole. We remark that the MAID curves were based
on parameterizations of background and resonance con-
tributions from fits to previous data and are therefore
not considered model predictions. The discrepancy with
the new data then indicates that the parameterizations
used do not fully capture the background and resonance
contributions of the new data. In the following section
we discuss global fits to the differential cross sections to
obtain improved information about the resonance ampli-
tudes underlying the cross section data.
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FIG. 16: (Color online) Kinematics in Q2 and W for the two
data sets. The data set at the lower W range were pub-
lished previously [14]. They cover approximately the same
range in Q2 but are split into six bins, while the current data
are binned into five Q2 bins. The W range of the previous
measurement covered the range from pion threshold up to
W = 1.69 GeV, while the current data set covers the upper
mass range from W = 1.6 GeV to W = 2.01 GeV.
VII. EXTRACTION OF RESONANCE
ELECTROCOUPLINGS
In this section we present the results obtained in the
analysis of the data within the Unitary Isobar Model
(UIM) and the fixed-t Dispersion Relations (DR) ap-
proach. To provide further constraints in the analysis,
we have combined the data reported in the present pa-
per with the earlier CLAS data [14] on the cross sec-
tions and longitudinally polarized beam asymmetries in
pi+ electroproduction on protons in the lower mass range
1.15 ≤W ≤ 1.69 GeV and at values of Q2 that are close
to those used in the current data set. The kinematics of
the two data sets are shown in Fig. 16.
The complete data sets consist of the present data
at Q2 = 1.8, 2.2, 2.6, 3.15, 4.0 GeV2 and the correspond-
ing data at Q2 = 1.72, 2.05, 2.44, 2.91, 3.48, 4.16 GeV2
Ref.[14]. When combining the two data sets from the
different measurements we use the data with Q2 values
that are closest to each other. From the six Q2 values
of the previous measurements we do not use the data at
Q2 = 3.48 GeV2.
The employed approaches of UIM and DR have been
described in detail in Refs. [44, 45] and have been used
successfully in Refs. [45–47] for the analyses of pion-
electroproduction data in a wide range of Q2 from 0.16
Number of χ2/N
Q2 W data points
(GeV2) (GeV) (N) UIM DR
1.72 1.15-1.69 3530 2.7 2.9
1.8 1.6-2.01 8271 2.4
1.6-1.8 5602 2.3 2.4
2.05 1.15-1.69 5123 2.3 2.5
2.2 1.6-2.01 8140 2.2
1.6-1.8 5539 2.3 2.3
2.44 1.15-1.69 5452 2.0 2.3
2.6 1.6-2.01 7819 1.7
1.6-1.8 5373 2.0 2.2
2.91 1.15-1.69 5484 2.1 2.3
3.15 1.6-2.01 7507 1.8
1.6-1.8 5333 2.1 2.0
4.16 1.15-1.69 5778 1.2 1.3
4.0 1.6-2.01 5543 1.3
1.6-1.8 4410 1.5 1.6
TABLE III: The values of χ2 for the γ∗p → pi+n cross sec-
tions obtained in the analyses within the UIM and DR ap-
proaches. The data at Q2 = 1.8, 2.2, 2.6, 3.15, 4 GeV2 and
Q2 = 1.72, 2.05, 2.44, 2.91, 4.16 GeV2 are, respectively, from
the present work and Ref. [14].
to 6 GeV2.
The UIM [44, 45] has been developed on the basis
of MAID [39]. At the values of Q2 under investiga-
tion, the background of the UIM [44, 45] is built from
the nucleon exchanges in the s-and u-channels and t-
channel pi, ρ, and ω exchanges. This background is uni-
tarized via unitarization of the multipole amplitudes in
the K-matrix approximation. The resonance contribu-
tions are parametrized in the unified Breit-Wigner form
with energy-dependent widths.
The DR approach [44, 45] is based on fixed-t disper-
sion relations for the invariant amplitudes. They relate
the real parts of the amplitudes to the Born terms (s-
and u-channel nucleon and t-channel pi exchanges) and
the integral over the imaginary parts of the amplitudes.
Taking into account the isotopic structure, there are 18
invariant amplitudes that describe pi electroproduction
on nucleons [67].
In Ref. [44], arguments were presented and discussed
in detail which show that in pi electroproduction on nu-
cleons, DR can be reliably used at W ≤ 1.8 GeV. The
same conclusion was made in early applications of DR
(see, for example, Ref. [48]). Therefore, in our DR anal-
ysis, the energy region is restricted by the first, second,
and third resonance regions.
Both global fits, using the UIM and the DR approach,
give equivalent descriptions of the differential cross sec-
tions. This is also demonstrated in Table III in terms
of the overall χ2 for the fits, and shown in Fig. 17 and
Fig. 18.
In the global analysis, we have taken into account all
3- and 4-star resonances from the first, second, and third
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FIG. 17: Differential cross sections for the γ∗p → npi+ reaction at W = 1.68 GeV and Q2 = 1.8 GeV2. The panels
(a,b,c,d,e,f,g,h,i,j) correspond, respectively, to cos θ∗pi = −0.9,−0.7,−0.5,−0.3,−0.1, 0.1, 0.3, 0.5, 0.7, 0.9. The error bars rep-
resent the statistical and systematic uncertainties added in quadrature. The solid and dashed curves are, respectively, the
results obtained within the UIM and DR analyses.
Q2 A1/2 A3/2 S1/2
(GeV2)
1.8 13.6± 0.9± 0.7 −1.0± 1.0± 2.3 −3.1± 1.2± 1.7
2.2 11.6± 0.8± 0.5 −2.1± 1.5± 1.1 −2.1± 1.2± 0.8
2.6 7.6± 1.4± 0.6 −3.2± 1.5± 1.2 −2.0± 1.3± 1.1
3.15 5.7± 1.4± 1.3 −2.2± 1.3± 1.7 −2.5± 1.1± 1.9
4.0 2.4± 1.2± 1.3 −1.4± 1.3± 1.7 −1.2± 1.3± 2.3
TABLE IV: The average values of the γ∗p → N(1675) 5
2
−
helicity amplitudes found using UIM and DR (in units of
10−3GeV−1/2). The first and second uncertainties are, respec-
tively, the statistical uncertainty from the fit and the model
uncertainty discussed in the text. The amplitudes are ex-
tracted using the following mass, width, and piN branching
ratio of the resonance: M = 1.675 GeV, Γ = 0.15 GeV, and
βpiN = 0.4.
resonance regions. From the resonances of the fourth res-
onance region, we have included the ∆(1905)52
+
and the
∆(1950) 72
+
. For the masses, widths, and piN branch-
ing ratios of the resonances, we used the mean values of
the data from the Review of Particle Physics [36] (see
also Table V in Ref. [45]). The results on the res-
onances of the first and second resonance regions, in-
Q2 A1/2 A3/2 S1/2
(GeV2)
1.8 −37.5± 0.8± 1.1 25.5± 0.8± 1.8 −8.3± 0.9± 1.6
2.2 −30.2± 0.7± 1.7 22.3± 0.7± 0.8 −5.7± 0.8± 1.3
2.6 −25.8± 1.2± 1.4 17.8± 1.2± 1.3 −2.1± 1.1± 1.1
3.15 −21.3± 0.8± 2.7 14.6± 0.8± 1.8 −0.2± 0.7± 1.9
4.0 −14.1± 0.9± 2.7 8.7± 1.1± 2.5 1.8± 1.2± 1.8
TABLE V: The average values of the γ∗p → N(1680) 5
2
+
helicity amplitudes found using UIM and DR (in units of
10−3GeV−1/2). The first and second uncertainties are, respec-
tively, the statistical uncertainty from the fit and the model
uncertainty discussed in the text. The amplitudes are ex-
tracted using the following mass, width, and piN branching
ratio of the resonance: M = 1.685 GeV, Γ = 0.13 GeV, and
βpiN = 0.65.
cluding their model uncertainties are based on the data
[14]. They have been found and presented in Ref. [45].
The analysis of the combined sets of data allowed us to
get reliable results for the electroexcitation amplitudes
of the following states from the third resonance region:
N(1675) 52
−
, N(1680) 52
+
, and N(1710) 12
+
. The isotopic
pairs of the resonances from this region: ∆(1600) 32
+
and
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FIG. 18: Differential cross sections for the γ∗p → n+ pi+ reaction at W = 1.68 GeV and Q2 = 4 GeV2. The legend is as for
Fig. 17.
Q2 A1/2 S1/2
(GeV2)
1.8 19.4± 2.4± 4.0 −6.3± 2.9± 1.1
2.2 9.7± 2.2± 2.8 −5.2± 2.7± 1.1
2.6 −1.2± 2.9± 2.5 −6.0± 2.6± 1.3
3.15 2.2± 2.2± 2.6 −5.6± 2.9± 1.2
4.0 2.7± 2.3± 2.7 −4.1± 3.1± 1.4
TABLE VI: The average values of the γ∗p → N(1710) 1
2
+
helicity amplitudes found using UIM and DR (in units of
10−3GeV−1/2). The first and second uncertainties are, respec-
tively, the statistical uncertainty from the fit and the model
uncertainty discussed in the text. The amplitudes are ex-
tracted using the following mass, width, and piN branching
ratio of the resonance: M = 1.71 GeV, Γ = 0.1 GeV, and
βpiN = 0.15.
N(1720) 32
+
, ∆(1620) 12
−
and N(1650) 12
−
, ∆(1700) 12
−
and N(1700) 12
−
, could not be separated from each other
from the data on the Npi production in a single chan-
nel. For their investigation, data in at least two channels,
γ∗p → npi+ and γ∗p → ppi0, are necessary. Concerning
resonances of the fourth resonance region, the present
data did not allow us to extract reliably their electroex-
citation amplitudes. As these are mostly isospin 32 states,
for their determination it is essential to include the ppi0
channel in the analysis.
A. Discussion of global fits
The results for the electroexcitation amplitudes of the
resonances N(1675) 52
−
, N(1680) 52
+
, and N(1710) 12
+
are
presented in Tables IV, V, and VI, and Figs. 19, 20, and
22. The presented amplitudes are the averaged values
of the results obtained using UIM and DR. The uncer-
tainty that originates from the averaging is considered as
one of the model uncertainties. Following the analysis
made in Ref. [45], we consider also two other kinds of
model uncertainties. The first one arises from the un-
certainties of the widths and masses of the resonances.
It is caused mainly by the poor knowledge of the width
of the N(1710) 12
+
. The second one is related to the un-
certainties of the background of the UIM and the Born
term in DR. The pion and nucleon electromagnetic form
factors that enter these quantities are known quite well
from experimental data [49–53], and the second uncer-
tainty is caused mainly by the poor knowledge of the
ρ → piγ form factor. According to the QCD sum rule
[54] and the quark model [55] predictions, the Q2 de-
pendence of this form factor is close to the dipole form
GD(Q
2) = 1/(1 + Q
2
0.71GeV2 )
2. We used this form in our
analysis and have introduced in our final results a sys-
20
tematic uncertainty that accounts for a 20% deviation
from 0.71 GeV2. All these uncertainties are added in
quadrature and presented as the model uncertainties of
the amplitudes.
B. The N(1675) 5
2
−
resonance
The single quark transition model (SQTM), based
on the approximation that only a single quark is in-
volved in the resonance transition, predicts the suppres-
sion of both transverse amplitudes A1/2 and A3/2 for
γ∗p→ N(1675) 52
−
[56–59]. This suppression is known as
the Moorhouse selection rule [60]. The suppression of the
transverse amplitudes A1/2 and A3/2 for the N(1675)
5
2
−
,
predicted by the SQTM, is confirmed by the results ob-
tained in dynamical quark models: by the light-front rel-
ativistic quark model [61] at Q2 = 0 and in the quark
models [62, 63] at all Q2 under consideration. As it can
be seen from Fig. 19, the suppression of the amplitude
A1/2, as predicted by the quark models, strongly dis-
agrees with the results extracted from the experimental
data. We note that these results are independent of what
model was used in the fit: UIM or DR. For the A3/2 am-
plitude we observe values slightly negative and consistent
with zero within the overall uncertainties (statistics +
systematics + model), which, if we take the value at the
photon point (Q2 = 0) as a reference, shows a much more
rapid drop of its strength with Q2 compared to A1/2.
Therefore, we can conclude that the transverse ampli-
tudes for the transition γ∗p → N(1675) 52
−
are deter-
mined almost entirely due to non single-quark contribu-
tions. It should be noted that, in contrast, significant
strength through quark transition is expected for both
transverse amplitudes in the excitation of this state from
the neutron [59].
C. The N(1680) 5
2
+
resonance
The amplitudes for the γ∗p → N(1680) 52
+
transition
extracted from the experimental data are shown in Fig.
20 along with the predictions of quark models: the rel-
ativistic model of Ref. [62] and the nonrelativistic mod-
els [63, 64]. All models underestimate the value of the
amplitude A3/2. Also all models predict significant dom-
inance of the A1/2 amplitude over A3/2 with increasing
Q2, which is not seen in the amplitudes extracted from
the data. This can be more clearly seen in Fig. 21 in
terms of the helicity asymmetry, which shows only a very
slow rise atQ2 > 2 GeV2. A possible explanation of these
discrepancies is a large meson-cloud contribution to the
amplitude A3/2, which according to investigation within
a coupled-channel approach [33], can be quite significant
even above 2 GeV2.
D. The N(1710) 1
2
+
resonance
This state has a 3* rating in the RPP [36], and addi-
tional confirmation from channels other than elastic scat-
tering piN → piN is desirable to strengthen its status.
The current analysis shows the need to include the state
into the fit. For the two lower Q2 points, finite values of
A1/2 are extracted, while at the higher Q
2 the values for
A1/2 are smaller than the experimental and model un-
certainties. The S1/2 amplitude, although small in mag-
nitude, is negative but with finite values that are close to
the predictions of a recent quark model calculation [63],
which also is close to the extracted transverse amplitude
A1/2 as shown in Fig. 22.
VIII. CONCLUSIONS
For the first time we have measured differential cross
sections for the exclusive electroproduction process ep→
e′pi+n in the range of the invariant mass of the pion-
nucleon system 1.6 ≤W ≤ 2.0 GeV, at photon virtuality
1.8 ≤ Q2 < 4.5 GeV2, and with nearly full coverage
in the azimuthal and polar angles of the npi+ center-of-
mass system. A total of approximately 37,000 differential
cross section data points were obtained. This data set,
together with the earlier published data set of similar size
covering the lower mass region W = 1.1−1.69 GeV, pro-
vides complete coverage of the nucleon resonance region
up to W = 2 GeV and Q2 < 4.5 GeV2, that can be used
as input for multi-channel partial wave analyses to deter-
mine the Q2 dependence of electroexcitation of N∗ and
∆∗ states with masses up to 1.9− 2.0 GeV. Data for the
equivalent neutral pion final state ppi0 that are needed
for the separation of isospin 12 and isospin
3
2 states will
be published in the future.
We employed a single-channel energy-dependent res-
onance analysis framework in a global fit of the 37,000
differential cross section points to extract the helicity am-
plitudes A1/2, A3/2, S1/2 and their Q
2 dependence for
some of the well-known isospin 12 N
∗ states. As is true
for this type of analysis, our global data fit has some
model-sensitivity. Much of this sensitivity is due to the
uncertainty in the non-resonant background amplitudes.
In order to have a quantitative measure of the sensitiv-
ity to the specific modeling of the background ampli-
tudes in the fit we employed two independent approaches
that describe the background amplitudes in very different
ways. These are the unitary isobar model and the fixed-
t dispersion relation approach. The results are quite
consistent and show only relatively minor differences in
the extracted helicity amplitudes for the states that are
most sensitive to the measured channel and that are rela-
tively isolated and have no isotopic partners with similar
masses, i.e. N(1675) 52
−
, N(1680) 52
+
, and N(1710) 12
+
.
The latter is the least well determined state as its cou-
pling to Npi is relatively weak and not well determined.
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FIG. 19: Helicity amplitudes for the γ∗p→ N(1675) 5
2
−
transition. The full circles are the results from Table IV obtained in
this work. The bands show the model uncertainties. The dots at Q2 = 0 are the predictions of the light-front relativistic quark
model from Ref. [61]. The triangles at Q2 = 0 are the RPP 2014 estimates [36]. The dashed and solid curves correspond to
the quark model predictions of Refs. [62] and [63], respectively.
-40
-30
-20
-10
0
0 2 4
Q2 (GeV2)
A
1/
2 (
10
-3
G
eV
-1
/2
)
0
50
100
150
0 2 4
Q2 (GeV2)
A
3/
2 (
10
-3
G
eV
-1
/2
)
-30
-20
-10
0
0 2 4
Q2 (GeV2)
S 1
/2
 (1
0-
3 G
eV
-1
/2
)
FIG. 20: Helicity amplitudes for the γ∗p → N(1680) 5
2
+
transition. The full circles are the results from Table V obtained in
this work. The open boxes are the results of the combined analysis of CLAS single pi and 2pi electroproduction data [47]. The
full triangles at Q2 = 0 are the RPP 2014 estimates [36]. The curves correspond to quark model predictions: dashed - Ref.
[62], solid - Ref. [63], dashed-dotted - Ref. [64].
For the other two the coupling to Npi is well measured,
and the resonance amplitudes, masses, and hadronic de-
cays widths are well determined from elastic piN → piN
scattering.
Our data cover the mass range up to 2 GeV, and are
thus sensitive to many N∗ and ∆∗ states. All of these
states were used in the global analysis. However, the sin-
gle channel analysis does not allow the separation of the
different isospin contributions. We have therefore limited
our analysis to the determination of those resonances that
are most sensitively probed in the ep → e′pi+n channel,
i.e. N∗ states, and do not overlap with ∆∗ states of the
same spin and parity. We also restricted the analysis to
masses below W = 1.8 GeV. This leaves the three states
for which we show the resulting electrocoupling ampli-
tudes, N(1675) 52
−
, N(1680) 52
+
, and N(1710) 12
+
.
The most intriguing result of this analysis is the strong
deviation of the A1/2 amplitude for the transition to the
N(1675) 52
−
from the CQM predictions at all measured
Q2. Dynamical quark model predict more than an or-
der of magnitude smaller values than what was extracted
from the data. To our knowledge this is to date the
strongest and most direct evidence for dominant non-
quark contribution to the electroexcitation of a nucleon
resonance on the proton. The relative strength of quark
contributions and meson-baryon contributions will be-
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FIG. 22: Helicity amplitudes for the γ∗p → N(1710)1/2+ transition. The full circles are the results from Table VI obtained
in this work. The solid curves correspond to quark model predictions of Ref. [63]. The legend is as for Fig. 19.
come much clearer when data on neutrons become avail-
able. The analysis of such measurements is underway
with data taken on a liquid-deuterium target with CLAS.
The helicity amplitudes for the N(1680) 52
+
show a
transition from A3/2 dominance at the real photon point
to A1/2 dominance at high Q
2. This is a longstanding
prediction by the CQM. However, the transition is much
less rapid than what is predicted, and does not quantita-
tively agree with the constituent quark models, which in-
dicates that for some states non-quark contributions may
be relevant even at relatively large Q2. It will be very
interesting to study the transition amplitudes to even
higher values of Q2 to see if this trend continues.
The data set presented in this work has great poten-
tial to reveal the internal structure of states for which
the transition amplitudes could not be quantified using a
single channel analysis approach. In the near future data
will be available from the ep → e′p′pi0 channel, includ-
ing a variety of single and double polarization asymme-
tries with polarized beam and targets. These data have
23
high sensitivity to relative phases between different par-
tial waves. Their inclusion into a two-channel analysis
will allow for an extraction of the ∆∗ states as well as
other N∗ states. These studies should also be further ex-
tended to higher Q2 where no data exist at all, as well as
to Q2 < 2 GeV2, where only limited data exist. This will
allow for the determination of the transition charge and
current densities of individual states through a Fourier
transformation of the transverse amplitudes in the light
cone frame. Such data can reveal novel information of
the internal structure of the excited states in transverse
impact parameter space [65, 66].
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