We extend the dynamic van der Waals model introduced by A. Onuki [Phys. Rev. Lett. 94, 054501 (2005)] to the description of cohesive granular flows under a plane shear to study their hydrodynamic instabilities. Numerically solving the dynamic van der Waals model, we observe various heterogeneous structures of the density in steady states, where the viscous heating is balanced with the energy dissipation caused by inelastic collisions. Based on the linear stability analysis, we find that the spatial structures are determined by the mean volume fraction, the applied shear rate, and the inelasticity, where the instability is triggered if the system is thermodynamically unstable, i.e. the pressure, p, and the volume fraction, φ , satisfy ∂ p/∂ φ < 0.
Introduction
Because flows of granular materials are ubiquitous in nature, a better understanding of their properties is crucially important in industry and science 1 . In contrast to usual fluids, inelastic collisions between granular particles significantly influence the dynamics of granular flows [2] [3] [4] . As a result, the granular flow depends on both the volume fraction and externally applied force such as shear rate, where many continuum models have been proposed to describe their anomalous rheology such as kinetic theory of granular gases under shear [5] [6] [7] [8] , constitutive relations for dense granular flows, i.e. the so-called µ-I rheology [9] [10] [11] [12] [13] [14] [15] [16] , revised non-local models for slow flows of granular materials [17] [18] [19] , and order-parameter descriptions for multiphase (fluid-solid coexistence) flows of granular particles [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . The interaction between grains is also an important factor in flows of granular materials, e.g. discontinuous shear thickening of frictional granular particles [32] [33] [34] [35] , strong shear resistance of dense cohesive granular particles 36, 37 , jammed regime in the flow curve of dense cohesive granular materials 38, 39 , and instability of freely falling cohesive granular streams 40 .
Among such a wide range of theoretical and numerical approaches for granular flows, kinetic theory is one of the most successful methods in describing the hydrodynamics of dry granular particles [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] . Though the underlying assumption seems to restrict its applicability (e.g. the contact duration should be zero), kinetic theory gives quantitatively correct predictions of the transport coefficients for rigid granular particles even for moderately dense systems 52, 53 . However, the basic assumption is violated once granular particles are aggregated [54] [55] [56] [57] [58] [59] , which is inavoid- able for a collection of cohesive granular particles. Note that the cohesive forces can have two different physical origins, i.e. van der Waals forces between microscopic powders or capillary forces between wet granular particles 60,61 † . Recently, we studied the flows of cohesive granular particles under a plane shear using molecular dynamics simulations, where we observed various spatial patterns caused by heterogeneous aggregates in steady states 62 . Since such a heterogeneity cannot be explained by the conventional stability analysis of dry granular flows [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] , it is a challenging task to explain the hydrodynamic instabilities in cohesive granular flows.
In this paper, we propose an extended dynamic van der Waals model originally proposed by A. Onuki 78, 79 to describe hydrodynamic behaviors of a collection of cohesive granular particles. Then, we study hydrodynamic instabilities in shear flows of cohesive granular particles with the aid of the dynamic van der Waals model. First, we introduce a continuum model of cohesive granular particles in Sec. 2, where we modify the dynamic van der Waals theory 78, 79 to include the energy dissipation caused by inelastic collisions between granular particles. Then, we numerically solve the model under a plane shear in Sec. 3, where we use the explicit MacCormack scheme 80 for numerical integrations and adopt the Lees-Edwards boundary condition [81] [82] [83] . In Sec. 4, we analyze the linear stability of homogeneous state to explain observed spatial structures in the presence of a shear rate and inelasticity. Finally, we discuss and conclude our results in Secs. 5 and 6, respectively. In Appendices, we derive linearized hydrodynamics for the stability analysis (Appendix A) and show our perturbative calculations of the eigenvalue problem (Appendix B).
Model
In this section, we introduce a continuum model of cohesive granular materials, where the dynamic van der Waals theory for multiphase fluids 78, 79 is extended to include the dissipation of energy. First, we show hydrodynamic equations of cohesive granular particles (Sec. 2.1) and explain our model of constitutive relations (Sec. 2.2). Second, transport coefficients in the hydrodynamic equations are given by the kinetic theory of granular gases, where a dissipation rate is also introduced to represent the effect of inelastic collisions (Sec. 2.3). Third, we nondimensionalize the hydrodynamic equations and show their homogeneous solution (Sec. 2.4).
Hydrodynamic equations
Let us introduce hydrodynamic fields as the mass density, ρ = mn, velocity field,ũ i , and granular temperature ‡ , T , where m, n, and i =x,ỹ,z are the particle mass, the number density, and the coordinate, respectively § . Then, the continuity equation, the equation of momentum conservation, and the equation of granular temperature in d m -dimension are given by
respectively, where we have used the Einstein convention for the subscripts (i, j =x,ỹ,z). On the left-hand-sides of Eqs.
(1)-(3), the material derivative is introduced as D/Dt = ∂ /∂t +ũ i∇i with the time derivative, ∂ /∂t, and gradient,∇ i . The last term on the right-hand-side of Eq. (3) represents the energy dissipation in the bulk caused by inelastic collisions, where we have introduced a dissipation rate asζ .
Constitutive relations
Next, we discuss the constitutive relations for the stress tensor, σ i j , and the heat flux,q i . The stress tensor is divided into the viscous and reversible parts as
where the viscous part is defined as
(k =x,ỹ,z) with the shear viscosity,η, and bulk viscosity,ξ . In the dynamic van der Waals theory 78, 79 , the reversible part can be ‡ The granular temperature is defined as T = m (ṽ −ũ) 2 /d m n with the velocity of granular particle,ṽ, and the local velocity field,ũ. § The variables with the tilde denote quantities having the physical dimension, while those without the tilde, which will be used later, basically denote dimensionless quantities.
written asπ
where the static pressure is given by the van der Waals equation of state,p
with the particle volume, v 0 , and well-depth of the attractive potential for cohesive granular particles, ε. In Eq. (6), the diagonal part,p 1 , and higher order gradient, M∇ i n∇ j n, with the coupling constant, M, represent the increase of energy due to the existence of interfaces between two different phases. In this paper, we adopt the model used in Refs. 78, 79 for the diagonal part, i.e.
where the coupling constant is assumed to be proportional to the temperature as M = 2d 2 v 0 T with the particle diameter, d, measured by the range of square-well potential ¶ . It should be noted that the coupling term can be derived from a microscopic model for thermodynamic interfaces 84 , but we phenomenologically use this expression, because the microscopic derivation for cohesive granular particles, so far, does not exist. The heat flux is given bỹ
where the first term on the right-hand-side represents Fourier's law with the thermal conductivity,κ. The second term on the right-hand-side of Eq. (9), which does not exist in usual fluids, is derived from the kinetic theory of granular gases. The physical origin of this term can be explained as follows: Inelastic collisions in dense regions decrease the kinetic energy of granular particles so that the granular temperature tends to be lower than that in dilute regions 5-7,41-51 .
Transport coefficients and the dissipation rate
Transport coefficients and the dissipation rate of moderately dense dry granular particles are well described by the kinetic theory [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] . However, it is still a challenging task to derive those for cohesive granular particles, where our attempt to develop a kinetic theory of cohesive granular gases is in progress 85 . In this paper, we only study moderately dense systems, where the mean volume fraction of granular particles is much lower than 0.5 (but is sufficiently dense to be regarded as a finite density system). In addition, we assume that the granular particles are nearly elastic and are driven by a small shear rate to keep the low granular temperature. We have already confirmed that the transport coefficients and the dissipation rate of cohesive granular particles are well approximated by expanding the interaction range of a square-well potential with an inelastic repulsive hard-core, at ¶ The complete form of the diagonal part is given byp
where the surface tension is given by
2 dr with the equilibrium density profile, n eq (r). If the coefficient depends only on the temperature, the diagonal part is reduced to the one used in this paper 78, 79 .
least, for nearly elastic dilute granular gases 85 . Therefore, we use the transport coefficients and the dissipation rate derived from the kinetic theory of inelastic hard-core potentials, where the diameter, d, represents the interaction range of the square-well potential.
From the kinetic theory of three-dimensional hard-core granular gases 48 , the bulk viscosity, shear viscosity, and thermal conductivity are given byξ
respectively, where the explicit forms of dimensionless functions of the volume fraction, φ = v 0 n, i.e. f ξ (φ ), f η (φ ), and f κ (φ ), are listed in Table 1 . Note that their dependences on the temperature, √ T , are identical to those in usual hard-core fluids. The transport coefficient for the density gradient in the heat flux, Eq. (9), is given byμ
with the dimensionless function, f µ (φ ), introduced in Table 1 .
The dissipation rate is simply explained by Haff's law 41 : The decrease of granular temperature by inelastic collisions is proportional to (1 − e 2 )T with the restitution coefficient of granular particles, e. The number of collisions per unit time is roughly estimated as χ(φ )n √ T , where χ(φ ) is the radial distribution function at contact. Then, the decrease of temperature per unit time is given by ∂ T /∂t ∼ −(1 − e 2 )nT 3/2 ≡ −nTζ H if we assume χ(φ ) ∼ 1. More precise calculation by kinetic theory 48 shows the existence of an additional term proportional to the velocity gradient such that the total dissipation rate is found to bẽ
where the dimensionless function, f ζ (φ ), is expressed in Table 1 . The first term on the right-hand-side corresponds to Haff's law, where its explicit form is given bỹ
with the dimensionless coefficient, h 1 (e), as given in Table 1 .
Nondimensionalization
We introduce scaling units of the mass, length, energy, and time as the particle mass, m, the particle diameter, d, the well-depth of the attractive potential for cohesive granular particles, ε, and a microscopic time scale, t m ≡ d(m/ε) 1/2 , respectively, so that the shear rate,γ, is scaled as 
(1 − e)e + 4+3e−3e 2 12
Dimensionless hydrodynamic fields are introduced as the volume fraction, φ = v 0 n, dimensionless velocity field, u i = (t m /d)ũ i , and dimensionless granular temperature, θ = T /ε, respectively. Then, the hydrodynamic equations (1)- (3) are nondimensionalized as
respectively, where we have used the Einstein convention for the dimensionless coordinates (i, j = x, y, z) and have introduced the dimensionless material derivative as Table 2 , we summarize dimensionless forms of the stress tensor, the heat flux, the transport coefficients, and the dissipation rate. It is readily found that the dimensionless hydrodynamic equations (17)- (19) have a homogeneous solution, φ = φ 0 , θ = θ 0 , and u = u 0 ≡ (sy, 0, 0), corresponding to a uniform shear flow, where φ 0 , θ 0 , and u 0 are a homogeneous volume fraction, homogeneous temperature, and uniformly sheared velocity field, respectively. From Eq. (19) , the homogeneous temperature is found to be
Note that a finite value of the homogeneous temperature represents the balance between the viscous heating and the dissipation of energy, where the dimensionless shear rate and inelasticity are 
, and µ = (t m /εd 2 )μ, and the dissipation rate, ζ = t mζ , where the viscous stress, the reversible stress, the static pressure, and the diagonal part of the reversible stress are nondimensionalized as
Numerical simulations
In this section, we numerically solve the dimensionless hydrodynamic equations (17)- (19) under a plane shear. We explain our numerical setup in Sec. 3.1 and show our numerical results in Sec. 3.2.
Setup
We prepare a periodic L × L × L cubic box with the dimensionless system size, L/d = 50, and divide it into N = 125000 (= 50 3 ) small cells with the identical volume, d 3 . Next, we randomly distribute the volume fraction, dimensionless temperature, and dimensionless velocity field in each cell around the homogeneous solution, i.e. φ 0 , θ 0 , and u 0 = (sy, 0, 0), respectively, where the amplitudes of fluctuations are less than 10% of the mean values. Then, the explicit MacCormack scheme 80 is used for numerical integrations of the dimensionless hydrodynamic equations (17)- (19), where the dimensionless time increment is fixed to be ∆t/t m = 0.1.
To apply a plane shear to the system, we use the Lees-Edwards boundary condition which is originally proposed for molecular dynamics simulations 81 and is extended to the finite-element method 82 and the lattice Boltzmann method 83 . Figure 1 is a sketch of our numerical setup, where the centered cube and grayshaded cubes represent the bulk and copies of the bulk (imagecells), respectively. In this figure, the isosurface in the bulk corresponds to the volume fraction, φ iso = 0.35, where the volume fractions in the red and blue sides on the isosurface are lower and higher than φ iso , respectively. Then, we move the upper and lower image-cells in the opposite directions along the x-axis so that the system is sheared by the scaled shear rate, s = t mγ . Note that our method is different from the remesh procedure 86 which corresponds to the Sllod algorithm for molecular dynamics simulations, Note that the homogeneous temperature is an increasing function of time if there is no dissipation of energy, where the increase of temperature is equal to the viscous heating, i.e. ∂ θ 0 (t)/∂ t = s 2 η 0 .
because the external shear is applied only at the boundaries and there is no external force in the bulk. 
Transient dynamics and steady states
Depending on the mean volume fraction, φ 0 , dimensionless shear rate, s, and inelasticity, 1 − e 2 , the system exhibits various transient dynamics and different spatial structures in steady states. Figure 2 displays the time evolution of the isosurface, where the shear rate is fixed to be s = 3 × 10 −4 . In this figure, the mean volume fractions and the inelasticities are given by φ 0 = (a) 0.8φ iso , (b) 0.9φ iso , and (c) φ iso , and 1 − e 2 = (a) 3.5 × 10 −7 , (b) 3.0 × 10 −7 , and (c) 2 × 10 −7 , respectively. Initially, the isosurface has a random structure in space. As time goes on, the density contrast starts to grow and the domains merge with each other to make a large cluster. If the mean volume fraction is relatively low, the cluster is isolated in the bulk so that we observe a spheroidal or a droplet like structure in the steady state ( Fig. 2(a) ). On the other hand, if the mean volume fraction is relatively high, the cluster is elongated along the x-axis by the external shear and we observe either a cylindrical structure ( Fig. 2(b) ) or a plate structure (Fig.  2(c) ) in the steady state. We then classify spatial structures of the isosurface based on the dimensionless wave number, (k x , k y , k z ), for the spatial undulation of the isosurface. For example, k x = 0 if the isosurface is homogeneous along the x-axis, while k x = k y = 0 if the isosurface is homogeneous along both the x-and y-axes, etc. Clearly, the homogeneous state is characterized by k x = k y = k z = 0. Figure 3 displays typical structures of the isosurface in steady states, where
, and (e) a transverse-plate (k x = k y = 0, k z = 0) structure. Here, we also introduce another case which does not belong to any of them as (f) an irregular pattern.
Next, we map our numerical results onto phase diagrams of the dimensionless shear rate, s, and inelasticity, 1 − e 2 . Figure 4 displays the phase diagrams for various mean volume fractions, φ 0 , where both the spheroidal and cylindrical structures (droplet and cylinder) can be observed in relatively low volume fractions (Fig. 4(a) ), while the plate structures (plate and transverse-plate) appear in higher volume fractions (Figs. 4(b)-(d) ). In these figures, the initial homogeneous state is stable if the applied shear is large or the inelasticity is small, where the borders between stable and unstable regions are well described by the solid lines obtained from our linear stability analysis in the next section (Sec. 4). If the system is in the unstable region far from the solid line, i.e. in the highly nonlinear regime, the structure in the steady state tends to be irregular and strongly depends on the initial condition, e.g. the pluses (+) in Figs. 4(a) and (b) . Note that we cannot simulate systems with highly inelastic situations, i.e. the parameter sets far above the solid lines in Fig. 4 (s 2 ≪ 1 − e 2 ) , because the decrease of temperature is too fast to retain numerical stability.
The system in the steady state is well sheared even though density contrast is observed in the bulk. Figure 5 displays the profiles of volume fraction,φ (y), and dimensionless velocity field in the sheared direction,ū x (y), where we have averaged φ (x, y, z) and u x (x, y, z) over the x-and z-directions as
respectively. In this figure, the mean volume fraction, dimensionless shear rate, and inelasticity are given by φ 0 = 0.9φ iso ≃ 0.31, s = 5 × 10 −4 , and 1 − e 2 = 7 × 10 −7 , respectively, such that we observe a plate structure of the isosurface in the steady state ( Fig. 3(c) ). As shown in Fig. 5(a) , the initial homogeneous state, particles 62 , we observed the corresponding spatial structures to those displayed in Fig. 3 , where the phase diagrams are qualitatively identical to those in Fig. 4 . Moreover, the profiles of volume fraction and dimensionless velocity field are similar to those in Fig. 5 . Though the range of scaled shear rate (10 −4 ≤ s ≤ 10 −3 ) is much smaller than that studied in our molecular dynamics simulations (10 −4 ≤ s MD ≤ 1) 62 , our continuum model well captures the dynamics of cohesive granular particles under a plane shear.
Linear stability analysis
In this section, we analyze the linear stability of the homogeneous state to explain the dependence of observed spatial structures on the control parameters, i.e. φ 0 , s, and 1 − e 2 .
First, we add small fluctuations,φ ,θ , andû = (û x ,û y ,û z ), to the homogeneous state as φ = φ 0 +φ , θ = θ 0 +θ , and u = u 0 +û, respectively. Then, we linearize the dimensionless hydrodynamic equations (17)-(19) against the small fluctuations. For example, the left-hand-side of the continuity equation (17) is linearized as
Here, the second term on the right-hand-side of Eq. (23) is the result of u 0 · ∇φ = sy∇ xφ which explicitly depends on the coordinate, y. With the aid of Eq. (23), we linearize Eqs. (17)- (19) as ∂φ ∂t
∂û y ∂t
∂û z ∂t
∂θ ∂t
where the coefficients,p φ ,p θ ,η 0 ,η φ ,η θ ,ω φ ,ω θ ,ῡ 0 ,κ 0 ,μ 0 , a, and b, are listed in Table 3 . 
Second, we introduce the Fourier transforms aŝ
where i and k = (k x , k y , k z ) are the imaginary unit and dimensionless wave number vector (such that the wave number vector is given byk = k/d), respectively. The Fourier transform of sy∇ xφ in Eq. (23) is given by (see Appendix A.4 and Ref. 87 )
Thus, the Fourier transforms of the linearized hydrodynamic equations (24)- (28) are written as
where ϕ k = φ k , θ k , u xk , u yk , u zk T is a transverse vector of the Fourier coefficients and L is a time-independent 5 × 5 matrix defined as Eq. (53) in Appendix A.4.
Third, we introduce a growth rate of the Fourier coefficients aŝ ϕ k (t) ∝ e λ t so that the linearized hydrodynamic equation (33) is reduced to an eigenvalue problem,
In Appendix B, we perturbatively solve the eigenvalue problem (34) by expanding the eigenvalues, eigenvectors, and matrix into the powers of the wave number, k = |k|. In our perturbative calculations, the shear rate and inelasticity are scaled as s ∼ O(k 2 ) and 1 − e 2 ∼ O(k 4 ), respectively, so that the homogeneous temperature, θ 0 ∼ s 2 /(1 − e 2 ), remains as finite. Then, we find that the eigenvalue for the most unstable mode is given by λ = λ (3) with
(see Eq. (99) in Appendix B.3), where we have truncated the expansion of λ (3) at k 2 and have introduced a coefficient, f = a 0pφ + φ 0pθ . Therefore, the eigenvalue is positive if
i.e. the hydrodynamic instability is triggered if the system is thermodynamically unstable. Note that the other factor in Eq. (35) is negative, −2κ 0 k 2 /d m φ 0 f 2 < 0. The neutral curve, i.e. p φ = 0, is given by the van der Waals equation of state, Eq. (7), and the homogeneous granular temperature, Eq. (20), where the dimensionless critical shear rate for the neutral stability is found to be
The solid lines in the phase diagrams (Fig. 4) are given by Eq. (37) which well describe the results of numerical simulations. Note that there is no fitting parameter in Eq. (37).
Our perturbative calculation also agrees with the numerical solution of the eigenvalue problem, Eq. (34). Figure 6 is a stability diagram plotted against the shear rate, s, and inelasticity, 1 − e 2 , where the solid line is the neutral curve, Eq. (37) , and the open circles are numerical results of the critical shear rate. Here, the LAPACK subroutines 88 are used to numerically solve the eigenvalue problem, Eq. (34), where we confirm a good agreement between our perturbative calculation and the numerical result. As
shown in Fig. 7 , we also confirm that Eq. (37) well describes numerical results with different mean volume fractions, where the unstable region increases with the increase of φ 0 .
It should be noted that the second term on the left-hand-side of the linearized hydrodynamic equation (33), i.e. −sk x ∂ ϕ k /∂ k y , can be eliminated by introducing the time-dependent wave number vector as k(t) = (k x , k y − stk x , k z ), i.e. the Kelvin mode. In this case, however, we cannot use an ordinary procedure for the linear stability analysis, where the 5 × 5 matrix becomes timedependent, L (t), so that the eigenvalues also depend on time and the eigenvectors have to be constructed of Green's function as ϕ k (t) = G(k, k ′ ,t)ϕ k ′ (0)dk ′ . For the details of this method for dry granular flows, see our previous work in Ref. 76 . 
Discussion
In this paper, we have studied hydrodynamic instabilities in a continuum model of cohesive granular particles under a plane shear. The dynamic van der Waals theory for multiphase fluids 78, 79 has been extended to include the energy dissipation caused by inelastic collisions, where the transport coefficients and dissipation rate derived from the kinetic theory of three-dimensional inelastic hard-core potential 48 were used.
We have numerically solved the hydrodynamic equations for various values of the control parameters, i.e. φ 0 , s, and 1 − e 2 , where the explicit MacCormack scheme 80 was adopted for numerical integrations. To apply a plane shear to the system, the Lees-Edwards boundary condition [81] [82] [83] was used, where there was no bulk shear in contrast to the remesh procedure 86 . Then, we observed heterogeneous structures of the density field in steady states, where a spheroidal or cylindrical structure appeared if the mean volume fraction is relatively small, while plate structures appeared in the systems with higher volume fractions. Note that such regular structures can be observed in the vicinity of the neutral curve, where we observed various irregular patterns in highly nonlinear regimes. All the spatial structures observed in our molecular dynamics simulations 62 have been reproduced by the hydrodynamic equations, where the phase diagrams (Fig. 4 ) and the profiles (Fig. 5) are qualitatively similar to those obtained in our previous study.
To explain the dependence of the spatial structures on the control parameters, we have analyzed the linear stability of the homogeneous state, where we perturbatively solved the eigenvalue problem for the growth rate of small fluctuations. From our linear stability analysis, we have found that the hydrodynamic instability is triggered if p φ < 0, i.e. if the system is thermodynamically unstable. Then, the boundaries between stable and unstable regions in the phase diagrams (Fig. 4) were well described by the neutral curve, Eq. (37), where we also obtained a good agreement between Eq. (37) and the numerical result of the eigenvalue problem, Eq. (34) (Figs. 6 and 7) .
Though the neutral curve, Eq. (37), is given by the stability criterion, Eq. (35), the eigenvalue, λ (3) ∼ k 2 , is isotropic in the Fourier space. In other words, the isotropic eigenvalue cannot distinguish the observed spatial structures. On the other hand, we also find the anisotropic eigenvalue, λ (4) = se x e y −η 0 k 2 (see Eq. (100) in Appendix B.3), where its stability criterion, Eq. (107), corresponds to the shear-induced instability for usual (dry) granular shear flows 76 . Therefore, the thermodynamic instability, p φ < 0, and the shear-induced instability, Eq. (107), compete with each other, where Eq. (107) also depends on the system size, L, through the wave numbers. We find that the isotropic eigenvalue is always larger than the anisotropic one, i.e. λ (3) > λ (4) , because our system size, L = 50d, is too small to observe the shear-induced instability for the range of control parameters studied in this paper. In future, further systematic studies of the pattern selection for larger systems will be needed as well as the weakly nonlinear analysis for the amplitude equation [73] [74] [75] [76] .
It should be noted that the temperature increases with time if there is no dissipation of energy. Thus, the homogeneous solution is always linearly stable in the absence of inelastic collisions 89 . In our model, however, the mean temperature converges to a finite value in the steady state because the viscous heating is canceled by the energy dissipation. Therefore, the hydrodynamic instability presented in this paper is one of consequences of the dissipative nature of granular materials. We also stress that the thermodynamic instability, p φ < 0, can be achieved only if the interaction between the particles is attractive. In addition, the stability analyses of dry granular shear flows show that the hydrodynamic instability is induced only by the layering mode (k x = 0), while the non-layering mode (k x = 0) is always linearly stable [68] [69] [70] [71] [73] [74] [75] [76] . Therefore, spatial undulations in the sheared direction (x-axis), e.g. droplets (Fig. 3(a) ), transverse-cylinders (Fig. 3(d) ), and irregular patterns (Fig. 3(f) ), do not exist in dry granular systems. Thus, our results are also specific to cohesive granular materials.
Because we studied moderately dense systems with the mean volume fractions around φ iso = 0.35, we have used the transport coefficients and dissipation rate derived from the kinetic theory of inelastic hard-core potentials 48 . This assumption may be validated if the externally applied shear rate is so small that the granular temperature stays in low values, where the macroscopic properties of cohesive granular particles can be approximated by expanding the interaction range of a square-well potential 85 . However, the microscopic determinations of realistic transport coefficients, the dissipation rate, and the coupling constant, M, of cohesive granular materials are important, where our attempt to develop a kinetic theory of cohesive granular gases is in progress 85 .
Moreover, the effects of gravity and microscopic frictions between the particles should be examined for practical applications, and the influence of the boundary condition, e.g. the study with remesh procedure 86 or physical boundary conditions, is also important.
Conclusion
In conclusion, the extended dynamic van der Waals model can describe cohesive granular flows under a plane shear, where the hydrodynamic instabilities are well characterized by the neutral curve obtained from the linearized hydrodynamics. The various spatial structures observed in simulations appear in the unstable region, where the hydrodynamic instabilities are triggered if the system is thermodynamically unstable, i.e. p φ < 0. 
A Linearized hydrodynamics
In this Appendix, we linearize the dimensionless hydrodynamic equations (17)- (19) around the homogeneous solution, φ = φ 0 , θ = θ 0 , and u = u 0 ≡ (sy, 0, 0), where φ 0 , θ 0 , and u 0 are the homogeneous volume fraction, the homogeneous temperature, and the linear velocity field, respectively. Here, we add small fluctuations, φ ,θ , andû = (û x ,û y ,û z ), to the homogeneous fields as φ = φ 0 +φ , θ = θ 0 +θ , and u = u 0 +û, respectively. In the following, we linearize the pressure, shear viscosity, and dissipation rate as
respectively, where p 0 , η 0 , and ζ 0 are the homogeneous values of p, η, and ζ , respectively, and the derivatives in the homogeneous state, i.e. p φ , p θ , η φ , η θ , ζ φ , and ζ θ , are listed in Table 4 . Table 4 Dimensionless coefficients in Eqs. (38)- (40).
A.1 Material derivatives and the continuity equation
The material derivatives in Eqs. (17)- (19) are linearized as
where the last term on the right-hand-side of Eq. (42) is the result ofû · ∇(sy) = sû y . Then, the left-hand-sides of Eqs. (17)- (19) are linearized as
respectively. Because the homogeneous solution is incompressive, i.e. ∇ · u 0 = 0, the velocity gradient is linearized as ∇ · u ≃ ∇ ·û so that 1-15 | 9 the linearized continuity equation is given by Eq. (24).
A.2 The equation of motion
Next, we linearize the dimensionless equation of motion, Eq. (18) . Since the diagonal part of dimensionless reversible stress tensor is linearized as p 1 ≃ −2φ 0 θ 0 ∇ 2φ , the dimensionless reversible stress tensor is reduced to π i j ≃ p 0 δ i j +π i j with the first order term,π
where its off-diagonal part is zero. The diagonal part of dimensionless viscous stress tensor is linearized as τ ii ≃τ ii witĥ
where the dimensionless bulk viscosity, ξ 0 , is defined in the homogeneous state (note that the first term on the right-hand-side, ∇ iûi , should not be summed over the subscript, i). The dimensionless shear stress and the other off-diagonal parts of the dimensionless viscous stress are linearized as τ xy ≃ sη 0 +τ xy and τ i j ≃τ i j (i j = xy, yx), respectively, where the first order terms are given byτ
respectively. Then, the dimensionless stress gradient is linearized as
where we have introduced the sum of dimensionless viscosities as υ 0 = (1 − 2/d m ) η 0 + ξ 0 . Therefore, the linearized dimensionless equations of motion are found to be Eqs. (25)- (27) .
A.3 The equation of temperature
Finally, we linearize the equation of dimensionless temperature, Eq. (19) . It is readily found that σ ii ∇ i u i ≃ −p 0 ∇ kûk , σ i j ∇ i u j ≃ 0 (i = j and i j = xy, yx), σ xy ∇ x u y ≃ sη 0 ∇ xûy , and σ yx ∇ y u x ≃ s 2 η 0 + s 2 (η φφ + η θθ ) + 2sη 0 ∇ yûx + sη 0 ∇ xûy . Thus, the dimensionless total power is linearized as
The heat current and correction term for the dissipation rate are linearized as
respectively, where κ 0 and µ 0 are the dimensionless thermal conductivity and dimensionless transport coefficient proportional to the density gradient in the homogeneous state, respectively. Thus, the linearized dimensionless equation of temperature is given by Eq. (28) .
Note that the zero-th order equation, ω 0 = s 2 η φ − (d m /2)φ 0 θ 0 ζ 0 = 0, represents the balance between the viscous heating and energy dissipation in the bulk, where the dimensionless homogeneous temperature, θ 0 , is given by Eq. (20) .
A.4 The Fourier transforms
We introduce the Fourier transforms of the small fluctuations as Eqs. (29)- (31) . In the linearized continuity equation (24) , the second term on the left-hand-side explicitly depends on the ycoordinate, which is transformed as
where we have used ∞ −∞ ∂ φ k e ik·r /∂ k y dk y = 0. Therefore, the linearized continuity equation in the Fourier space is given by 87
Similarly, we transform the linearized equations (25)- (28) into the Fourier space to find
where we have introduced a vector of the Fourier coefficients as
is defined as
with the dimensionless wave number, k = |k|.
A.5 Transverse and longitudinal modes
We represent the vector, ϕ k , in a linear combination of the unit vectors,
as ϕ k = ∑ 5 j=1 a j n j , where the scaled wave numbers are introduced as
Here, n 3 is parallel to the dimensionless wave number vector, while n 4 and n 5 are perpendicular to it, i.e. n 3 · k = k and
A new vector,φ k = (a 1 , a 2 , a 3 , a 4 , a 5 ) T , is defined as ϕ k = Uφ k with a matrix, U = (n 1 , n 2 , n 3 , n 4 , n 5 ). Then, the linearized hydrodynamic equation (52) is transformed as * *
where the left-hand-side is reduced to
with a matrix,
Therefore, the linearized hydrodynamic equations are rewritten
where each component of the matrix, P = U −1 L U + * * The scaled wave numbers satisfy the relations, e sk x U −1 (∂U/∂ k y ) ≡ P αβ , is given by 
B Perturbation theory
In this Appendix, we perturbatively solve the eigenvalue problem,
where we have introduced the growth rate which is equivalent to the eigenvalue, λ , asφ k (t) ∝ e λ t . Here, we also define the lefteigenvector,ψ k , as
At first, we introduce a small parameter, ε, for the perturbative calculations, where the dimensionless wave numbers are scaled as
which do not change the scaled wave numbers, i.e. e j = k j /k = q j /q, e ⊥ j = k j /k ⊥ = q j /q ⊥ ( j = x, y, z), and e ⊥ = k ⊥ /k = q ⊥ /q. The dimensionless shear rate and inelasticity are scaled as
respectively, so that the homogeneous temperature, θ 0 ∼ s 2 /(1 − e 2 ) =s 2 /ς , remains as finite.
Then, we expand the eigenvalue, right-and left-eigenvectors into the powers of ε as λ = ελ 1 + ε 2 λ 2 + . . . ,
ϕ k =φ 0 + εφ 1 + ε 2φ 2 + . . . ,
ψ k =ψ 0 + εψ 1 + ε 2ψ 2 + . . . ,
respectively. The matrix, P, is also expanded into the powers of ε as P = εqA + ε 2 {q 2 B +sC} + ε 3 {q 3 F +sqG} + . . . 
B.1 The 1st order equation
The first order equation is found to be qAφ 0 = λ 1φ0 , qA
where the five eigenvalues are given by 
respectively.
B.2 The 2nd order equation
Because the three eigenvalues, λ
1 (l = 3, 4, 5), are degenerated to zero, we replace the right-eigenvectors, ϕ (l) 0 , with a linear series 76 , h
where the coefficients, h 
where we have introduced M ≡ q 2 B +sC. Multiplying both sides by the left-eigenvectors, ψ 
where the matrix is explicitly given by 
