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This study examines the relationship between perpetrator characteristics, situational 
characteristics, and type of sexual coercion tactics used to obtain sexual contact (including sexual 
intercourse) with an unwilling partner. Men who used manipulation or force were compared to 
each other and to men who engaged in only consensual sex. Participants were college men drawn 
from the first wave of a 5-year longitudinal study. Stepwise discriminant function analyses, 
univariate analyses of variance (ANOVA), and v2 analyses tested group differences. As 
predicted, men who used force reported more childhood sexual abuse, witnessed more domestic 
violence, were more accepting of male violence, and were less likely to endorse love as a motive 
for sex than men in both the manipulation and consent groups. Men in the force group were also 
more likely to have had a casual relationship with the woman, and to be drinking and also 
intoxicated during the coercive incident than men in the manipulation group. Hypothesized 
differences between men who used force and manipulation regarding parental physical 
punishment, traditional gender role attitudes, delinquency, hedonistic and dominance motives for 
sex, prior sexual contact, and the length of the relationship were not supported. The results 
suggest that types of tactic used in sexual assaults can be distinguished on the basis of person and 
situational variables and that knowledge of these differences can facilitate future research, as 




Extensive research over the past three decades has documented associations between sexual 
coercion and various person and situational factors [see White et al., 2006 for a recent review]. 
Given that there is now consensus about these characteristics, attention is turning toward a better 
understanding of differences among sexually coercive men. For example, Groth and Hobson’s 
[1997] typology of sexually aggressive men, Hall and Hirschman’s [1991] quadripartite model of 
sexual aggression, and Shotland’s [1992] theory of courtship rape all suggest variability within 
groups of sexually coercive men that would result in some being more physically aggressive than 
others. Surprisingly, however, until recently little empirical work has followed up on their 
suggestions. A literature examining the relationship between tactics used to achieve sexual 
contact with an unwilling partner and person and situational variables is beginning to emerge 
[Abbey et al., 2004; Byers and Eno, 1991; Christopher et al., 1998; Cleveland et al., 1999; 
Emmers-Sommer and Allen, 1999; Kosson et al., 1997; Tyler et al., 1998]. Using a broad scope 
of sexually coercive incidents and tactics, this study builds on this research using men’s reports. 
 
One impetus for this interest in sexually coercive tactics revolves around issues of the definition 
of sexual coercion, sexual aggression, and victimization [see Lamb, 1999]. Gavey [1999] has 
asked whether all cases of sexual coercion are victimizing and cause harm; other scholars have 
suggested that some coerced sex “appears to be sex-as-usual,” in that it involves normative 
heterosexuality [Atmore, 1999], and may even be a conventional aspect of dating [Byers and 
Eno, 1991]. Muehlenhard and Peterson [2004] have suggested that some verbally coerced sex 
may not even constitute sexual victimization. Given that numerous studies have found that 
women are more likely to be verbally pressured, or in some way manipulated, rather than 
physically forced into unwanted sexual activity [Abbey et al., 2004; Humphrey and White, 2000; 
Koss et al., 1987], it seems imperative to determine the nature of the differences between men 
who use verbal pressure and other manipulative tactics, men who engage in only non-coerced 
sex, and men who use force to obtain sex. Identification of such differences may inform sexual 
assault prevention programs. 
 
A definition of terms used in this study is in order given the numerous terms used in the research 
literature. According to White et al. [2006] “the terms sexual coercion, sexual aggression, sexual 
assault, sexual offense, and sexual perpetration are often used interchangeably to refer to a 
continuum of sexual behaviors in which one person, the perpetrator, engages in behavior against 
another’s will, the victim” (p 128–219). They also state that the outcome for the victim can range 
from unwanted sexual contact to rape, which can include penetrating the victim orally, anally, or 
vaginally with the penis or other objects. They further note that perpetrators may rely on various 
tactics, including psychological pressure (i.e., threatening to end the relationship; saying things 
one does not mean, such as falsely professing love), verbal pressure (i.e., overwhelming a person 
with continual arguments), using a position of authority, giving drugs or alcohol, taking 
advantage of an intoxicated person, threatening or using physical force (e.g., holding down, 
pushing, slapping, beating, choking), or displaying a weapon. Thus, the term sexual coercion has 
been used to encompass a range of unwanted outcomes via a number of tactics [Cleveland et al., 
1999; Emmers-Sommer and Allen, 1999]. It has also been used in a delimited manner. For 
example, Koss et al. [1987; p 166] defined sexual coercion as including “sexual intercourse 
subsequent to the use of menacing verbal pressure or the misuse of authority.” Similarly, Testa 
and Dermen [1999; p 550] stated that sexual coercion “involves verbal or emotional pressure 
whereas rape and attempted rape typically involve force.” In these latter two definitions, it 
appears that outcome and tactic are intertwined. Hence, in this paper we will follow the common 
practice of using the term sexual coercion or sexually coercive incidents to refer to the broad 
spectrum of tactics to achieve various sexual outcomes. We use the terms tactics to refer to the 
strategies that perpetrators use to obtain various outcomes that may range from unwanted sexual 
contact to completed sexual intercourse. Manipulative tactics include verbal pressure, continual 
arguing, use of authority, and use of alcohol or drugs to reduce a woman’s ability to resist, 
whereas force tactics include the threat and use of physical force. Our primary research question 
is: What factors discriminate the use of force from manipulation in sexually coerced incidents? 
We draw upon two bodies of research, women’s reports of men’s strategies and men’s self-
reported characteristics and behaviors in sexually coercive incidents, to derive hypotheses about 
variables that discriminate the use of force from manipulation. Person variables are defined as 
those that a person brings to a particular situation and include past history with childhood 
victimization, attitudes, motives, and past behavior. In contrast, situational variables are aspects 
of the situation at the time of a sexually coercive incident; these include the use of alcohol and 
the nature of the relationship between the perpetrator and victim. 
 
Survivors’ Descriptions of Men’s Tactics 
Although no studies have provided a direct comparison of manipulation and force tactics as 
operationally defined in this paper, several studies of survivors’ descriptions of their sexual 
coercion experiences suggest a pattern of differences. It appears that verbal pressure (one type of 
manipulative strategy) is more likely to occur than physical force in established relationships 
[Abbey et al., 1996; Testa and Livingston, 1999], as well as when there has been prior 
consensual sexual activity [Abbey et al., 2004]. Cleveland et al. [1999] found that acquaintances 
and dates used alcohol/drug-related tactics (i.e., another form of manipulation) significantly more 
often than husbands, whereas strangers tended to use force (i.e., weapons) and isolation and/or 
demand for silence more than any other group of men (except ex-husbands). Less established 
relationships are thus linked to force and also to situational alcohol use [Harrington and 
Leitenberg, 1994]. Specifically, alcohol use in sexually coercive incidents is associated with 
casual relationships and in settings that involve alcohol consumption (bars, parties) [Abbey et al., 
2002, 2003]. Thus, situations involving force may be the same ones in which alcohol is used 
[Emmers-Sommer and Allen, 1999], especially when the perpetrator is intoxicated rather than 
simply drinking [Abbey et al., 2002; Testa et al., 2004]. Although male and female alcohol use 
frequently co-occur [Abbey et al., 1998; Harrington and Leitenberg], female intoxication lowers 
a woman’s ability to defend herself, perhaps making the use of force unnecessary to overcome 
her resistance [Abbey et al., 2004; Harrington and Leitenberg]. 
 
Sexual Coercion and Men’s Self-Reports 
Malamuth et al.’s [1991] confluence model provides the most comprehensive integration of 
variables predicting sexual coercion in men. Although the model does not distinguish between 
manipulation and force tactics, it offers a useful guide for variables to consider. These include 
childhood experiences with family violence, delinquency (including alcohol use), sexual 
motives, and attitudes. An extensive body of research has documented the relationship between 
childhood experiences with physical abuse and sexual coercion in intimate relationships [Wolfe 
and Wekerle, 1997]. Experiencing or witnessing violence in childhood has been associated with 
an increased risk of physical violence in intimate relationships in adulthood [Gwartney-Gibbs et 
al., 1987; Davis and Petretic-Jackson, 2000; White and Widom, 2003]. Overall, prior experiences 
with and attitudes supportive of violence and dominance should be greater in men who use force 
than those who use manipulation. For example, Kosson et al. [1997] found that the threat of or 
use of force was associated with a callous, remorseless exploitation of others, whereas abuse of 
one’s authority was associated with narcissistic attributes. Men with an impulsive, unstable, 
antisocial lifestyle tended to use manipulative and exploitative behaviors and verbal pressure, but 
not force or threat of force. Byers and Eno [1991] found that men who used physical force were 
more accepting of interpersonal violence and reported more sexual arousal than did men who 
used verbal pressure. Men who used verbal pressure, however, reported more frequent and 
longer lasting dating relationships. Christopher et al. [1998] found that men who used force had 
peers who were similarly aggressive, more so than men who used verbal pressure or lies. Men 
who used force also endorsed rape myths more so than men who used verbal pressure, with both 
groups being different from men who engaged in only consensual sex. Shotland [1992] theorized 
that men who use physical violence during a sexually coercive incident have a stronger need for 
control and are more motivated by dominance than men who sexually coerce without using 
violence; thus these men may be less motivated by love. Men who use force may also have a 
history of alcohol use, as frequent drinking and intoxication predicts the use of alcohol/drugs 
during a sexual assault incident [White and Humphrey, 1994] and men who frequently become 
intoxicated use more aggression during sexually coercive incidents [Ullman et al., 1999a]. 
 
The Present Study 
The goal of this study was to examine the differences in the tactics used to obtain sex. We 
compared men who had engaged in only consensual sex with men who reported using 
manipulation and men who reported using force in a sexually coercive incident on a number of 
person and situational variables. Our overarching hypothesis was that men who use force, men 
who use manipulation, and men who engage in only consensual sex constitute discriminable 
groups. Men who use manipulative tactics will fall between men who use force and men who 
engage in only consensual sex. Owing to the suggested “normative” nature of manipulative 
tactics [Byers and Eno, 1991; Muehlenhard and Peterson, 2004], we hypothesize that men who 
used these tactics should be more similar to men who use consent than men who use force. 
Furthermore, incidents involving force will involve  
 
1. a less well-established relationship between the male and female, 
2. with less prior sexual contact, and 
3. more alcohol use by both the male and female. 
 
In addition to situational factors, we hypothesize that several person variables will be associated 
with tactic use. On the basis of the literature reviewed above, men who use force, in contrast to 
manipulation, will have 
 
4. experienced more childhood physical violence, sexual abuse, and witnessed more 
domestic violence; 
5. attitudes more supportive of violence toward women and traditional gender roles; 
6. a stronger history of frequent drinking and intoxication; 
7. greater hedonistic or dominance motives for sex, but will be less motivated by love; and 




This study is drawn from the first wave of data from a larger longitudinal study regarding sexual 
assault perpetration and victimization [White and Humphrey, 1997]. Three incoming freshmen 
classes of men at a medium-sized state-supported university in the southeastern region of the US 
were invited to participate in a 5-year longitudinal study of social experiences; 65% of these men 
responded (N=835). Approximately 87.4% of these men were white, 9.3% were black, and 3.3% 
belonged to other ethnic groups. Participants were representative of the institution, which itself is 
representative of national state-supported universities [Carnegie Foundation, 1987]. Only men in 





Before the survey was administered its purpose and methods were explained and each participant 
signed a consent form. The survey was designed to assess various predictors, correlates, and 
consequences of interpersonal violence. Trained undergraduates administered the initial survey 
to students in mixed sex groups during the first session of fall orientation. Approximately 50% of 
new students attended. Students who did not attend an orientation session were contacted by 
telephone and invited to participate. They were given the option to attend a session being held on 
campus or to receive the survey via mail. 
 
Adolescent sexual perpetration. Respondents were asked to indicate how many times since the 
age of 14 years they had committed each of the several sexual behaviors directed toward a 
woman, using the Sexual Experiences Survey [SES; Koss et al., 1987]. The SES is a well-
established measure of sexual aggression, consisting of ten questions asking about a variety of 
sexual experiences, ranging from no experiences, only consensual experiences, to coercive ones. 
A sample item is, “Have you ever engaged in sexual intercourse with a woman when she didn’t 
want to by threatening or using some degree of physical force (twisting her arm, holding her 
down, etc.?)” Men who had no sexual experiences were excluded from all analyses (n=230), 
leaving a total sample of N=621. For all analyses, men who reported only consensual experiences 
were labeled the consent group (n=432). To be assigned to the manipulation group, men had to 
report that they had some form of sexual contact with an unwilling woman by overwhelming her 
with continual arguments and pressure, using their authority, or deliberately giving her alcohol or 
drugs, yet not have endorsed any force items; this resulted in 150 cases. Men who reported that 
they had threatened to use or actually used some degree of force were assigned to the force group 
(n=39). Owing to the large number of men in the force group who also reported using 
manipulation (n=33), men were assigned to the force group regardless of whether they also 
reported manipulation, which may or may not have occurred in the same incident. These groups 
were defined according to the tactic used to obtain sex and not the outcome of the event. 
 
Measures 
Situational variables. Time constraints restricted men to describing the circumstances 
surrounding only their most coercive sexual experience, which was the last item on they 
endorsed on the SES. Men whose most coercive strategy was manipulation described that 
experience, whereas men who had used force reported on the context surrounding that event. The 
men described their relationship with the woman (family member, stranger, casual acquaintance, 
friend, or girlfriend) and why they were together (casual, unplanned meeting; first date; a date, 
the second to fifth; a date, beyond the fifth; or another reason), and the amount of sexual contact 
with the woman on a previous occasion (none, only kissing and petting, sexual intercourse). The 
men also indicated whether they were drinking and whether the woman was drinking, using a 
four-point scale, with 1=no; 2=yes, but not intoxicated; 3=yes, somewhat intoxicated; 4=yes, very 
intoxicated; 5=don’t know.1 
 
Person variables: childhood victimization. Three forms of childhood victimization were 
assessed (items taken from Koss et al., 1987). Childhood sexual abuse was defined as a sexual 
act perpetrated by an adult or any coercive sexual act perpetrated by a similarly aged peer, on the 
respondent before the age of 14 years, whether or not actual contact occurred [Wyatt, 1985]. 
Respondents reported on the frequency of four acts: Exposure to someone’s sex organs or 
exposing theirs; fondling of sexual organs or being asked to fondle someone else; attempted 
intercourse; or completed intercourse. A 1–5 coding system was used: 1= never; 2=one time; 
3=two times; 4= three to five times; 5=more than five times. Cronbach’s α for the present sample 
was .70. Respondents then indicated who the other person was (stranger, older person, same 
aged person, older family member, or similar-aged family member). A respondent was 
categorized as a childhood sexual abuse victim if he experienced any kind of sexual act (contact 
or non-contact) perpetrated by an adult, regardless of the inducement strategy used, or if a 
similarly aged peer used a coercive tactic, defined as threatening to hurt or punish or actual use 
of physical force. As reported in White and Smith [2004], 9.5% of the men were classified as 
childhood sexual abuse victims: 1.1% reported that the most severe form of coercive sexual 
experience involved a similar-aged peer or relative (.5% involved exposure and/or fondling; .6% 
involved attempted and/or completed sexual intercourse) and 8.4% experienced some sexual 
contact with an adult (5.4% experienced only exposure and/or fondling by an adult and 3% 
experienced attempted and/or completed sexual intercourse by an adult). Parental physical 
punishment was measured by asking respondents how often, in an average month, their parents 
or guardians used “physical blows” like hitting, kicking, and throwing someone down, against 
them. Witnessing domestic violence was assessed by asking respondents how often, during an 
average month, their parents/guardians delivered physical blows to one another. The measures of 
witnessing domestic violence and experiencing parental physical punishment were designed to 
capture children’s recurrent experiences with violence in the home, rather than with a single 
occurrence, or with even a few, throughout childhood. It is the cumulative effects that produce 
the most negative outcomes [Repetti et al., 2002; Turner and Finkelhor, 1996]. For both 
measures of experiencing parental physical punishment and witnessing domestic violence, a five-
point rating scale was used: 1=never, 2=one to five times, 3=six to ten times, 4=11– 20 times, 
5=over 20 times. 
 
Delinquency. Engaging in delinquent activities was assessed using the Elliott and Ageton [1980] 
measure in which respondents indicated how frequently they engaged in each of 11 delinquent 
behaviors in the past year (α=.83), using a five-point scale: 1=none, 2=one, 3=two to five, 4=six 
to 10, 5=over 10. Sample items included “purposely damage or destroyed property that did not 
belong to you”; “carried a hidden weapon other than a plain pocket knife”; “been loud, rowdy, or 
unruly in a public place.” 
 
Attitudes. Two subscales from Ashmore et al. [1995] 26-item Gender Attitude Inventory 
Attitudes were used to measure acceptance of male violence (five items; α=.65) and traditional 
gender attitudes (10 items; α=.67). Typical items included “In most cases, when a woman gets 
raped, she was asking for it” and “Women are generally more sensitive to the needs of others 
than men are.” In all cases a five-point “agree strongly” to “disagree strongly” scale was used. 
Some items were reverse coded. 
 
Motives for sex. A subset of items from Nelson [1979] Reasons for Sexual Behavior 28-item 
scale was used to measure hedonism (six items; α=.90), dominance (four items; α =.77), and love 
(eight items; α =.90) as motives for sex. Respondents indicated the extent to which each item 
described their reasons for engaging in sexual activity, using a five-point “agree strongly” to 
“disagree strongly” scale. Typical items included “Because I enjoy indulging my appetites”; 
“Because I like the feeling that I really have someone in my grasp”; “Because it’s the way I show 
that I really care about someone.” 
 
History of intoxication. Men’s typical alcohol use was measured by combining how often they 
drank alcohol in the past year, how many times they became drunk or pretty high in an average 
month, and how often in an average month they had five or more drinks in a row; each was 
measured using a five-point Likert scale. For the question “How often do you drink alcohol?” 
response options were 1=I never drink or have not drunk in the past year; 2=I drink less than 
once a month but at least once in the past year; 3=I drink one to three times a month; 4=I drink 
one to two times a week; 5=I drink more than two times a week. For the questions “In an average 
month, how many times do you have five or more drinks in a row?” and “How many times do 
you become drunk or pretty high in an average month?” response options were 1=Never, 2=One 
time, 3=Two to five times, 4=Six to nine times, 5=Ten or more times. Responses were cross-
multiplied to create a history of intoxication index (α =82) [see Leonard and Mudar, 2004]. 
 
RESULTS 
Types and frequency of coercive behaviors 
Table I reports the number and percentage of men in each of the traditional SES categories by 
tactic group, as well as the percentage of men within each tactic group endorsing each item on 
the SES. Overall, 27.2% of the men reported no sexual experiences (and were dropped from the 
sample), 51% only consensual experiences, 11% unwanted contact, 4.7% verbal coercion, 1.1% 
attempted rape, and 5.1% rape. Within the manipulation tactic group the majority of men fell in 
the unwanted contact category (59.5%), followed by verbal coercion (27%); the remainder fell in 
the attempted and completed rape categories (13.5%). For the manipulation group, it is clear that 
verbal pressure for sex play (88.7%) and sexual intercourse (33.3%) were the two items most 
frequently endorsed. Within the force group, the majority of men fell into the attempted or 
completed rape categories (86.5%). Almost half this group endorsed each of the force items as 
well as the manipulation items. Men in the force group reported an average of 2.08 force items 
(averaged across the four items) and a mean of 2.37 manipulation items (averaged across six 
items), which was significantly greater than the manipulation average for the manipulation group 
(M=1.44), t(187)=8.77, P<.001. Additionally, men in the consent group (M=4.26) and 
manipulation group (M=4.05) reported significantly more consensual sexual experiences than did 
men in the force group (M=3.26), F(2)=11.97, P<.001. 
 
The combination of person and situational variables that best discriminates the tactic groups 
The overarching hypothesis is that men who use coercive strategies differ from men who use 
consent. Thus, a stepwise discriminant function analysis (DFA) was conducted to identify the 
best set of person and situational variables that discriminated between tactic groups, and to 
predict group classification based on these variables on the basis of a priori probabilities.2 A 
stepwise DFA takes into account the intercorrelated nature of the variables (see Table II) and 
identifies the best subset of variables for discriminating between the groups when there are no a 
priori hypotheses concerning the ordering of variables; furthermore, it allows for the pairwise 
comparison of groups (i.e., an F to test the significance of the Mahalanobis’ distance between 
groups) [Tabachnick and Fidell, 1989]. A solution was reached in six steps, Wilks’ λ=.74, 
P<.001, with two significant functions, the first accounting for 72.5% of the variance and the 
second accounting for 27.5%. The variables, in order of magnitude contributing to the DFA, 
were witnessing domestic violence, dominance as a motive for sex, acceptance of male violence 
toward women, parental physical punishment, whether the victim was a girlfriend, and prior 
sexual contact. Additionally, the DFA pairwise comparisons indicated that all three groups were 
significantly different from each other at P<.001 on all but frequency of intoxication, beyond the 
fifth date, and prior sexual contact (See Table III). According to the canonical discriminant 
function coefficients, witnessing domestic violence, acceptance of male violence, whether the 
victim was a girlfriend, and prior sexual contact contributed the most to the first function, 
whereas witnessing domestic violence (negatively valenced), parental physical punishment, and 
domination as a motive for sex contributed to the second. The squared canonical correlation 
coefficients to determine the effect size of each function [Merther and Vannatta, 2005] revealed 
that tactic group accounts for 28% of variance explained, mostly because of the first function. 
Examination of the centroids and territorial map indicate that the first function most clearly 
discriminated between the force (1.76) and both manipulation (.20) and consensual (—.25) 
groups, which although significantly different, were closer together. 
 
Cross-validated classification results indicated that 70.9% of the total sample was correctly 
classified. When separated by tactic group, 91.6% of the consensual, 16.9% of the manipulation, 
and 46.2% of the force group were correctly classified. These percentages significantly improved 
classification beyond chance when prior group probabilities were compared with observed 
classification, χ2(4)=217.51, P<.001. This result was primarily because of the successful 
classification of men into the consent and force groups beyond chance. Misclassification was due 




According to the univariate F tests provided by the DFA, the groups differ on all variables 
except history of intoxication. Follow-up means comparisons were conducted using Dunnett’s 
post hoc tests, which tested the directional hypotheses that the manipulation and force groups 
would be significantly different from the consensual group. Although the cells in each tactic 
group are discrepant, an ANOVA is generally robust to violations of the normality of variance 
assumption [Harris, 1998]. With the exception of traditional gender role attitudes and history of 
intoxication, all variables distinguished men who used consent and men who used either 
manipulation or force in the hypothesized directions; men who used consent scored the lowest on 
these variables, with the means for manipulation in the middle and the means for force at the 
extreme end. For love as a motive for sex, the manipulation and consent groups were not 
different, yet both had means higher than the force group. For traditional gender role attitudes, 
men who used consent endorsed these attitudes more than men who used manipulation but not 
more than force. Further comparisons revealed that men who used force were significantly 
different in the hypothesized direction from men who used manipulation with regard to 
witnessing domestic violence, child sexual abuse, acceptance of male violence, and love as a 
motive for sex. Contrary to hypotheses, however, men who used manipulation and men who 
used force did not significantly differ on the frequency of parental physical punishment, 
delinquency, traditional gender role attitudes, and dominance and hedonism as motives for sex. 
Although groups did not differ on the frequency of parental physical punishment, a χ2 analysis 
revealed that men in the force group (43.2%) were significantly more likely than men in the 
manipulation group (5.7%) or consent group (3.1%) to report at least one instance of both 
parental physical punishment and witnessing domestic violence in a typical month while growing 
up, χ2(6)=107.14, P<.001 (this analysis compared no childhood experiences, only parental 
physical punishment, only witnessing domestic violence, and both parental physical punishment 
and witnessing domestic violence). Similarly, more men in the force group (33.3%) reported at 
least one instance of childhood sexual abuse than men in the manipulation group (10.1%) or 
consent group (7.2%), χ2(2)=16.6, P<.001. 
 
Situational variables. Table IV shows the percentage of men reporting the presence of each 
situational variable by tactic group. χ2 were computed to further explore the nature of the group 
differences. Examination of standardized residuals permitted identification of cells contributing 
significantly to the overall χ2; standardized residuals greater than or equal to 1.96 are indicative 
of a cell’s contribution to the significance of the χ2 at P=.05 [Sheskin, 2003]. As hypothesized, 
force was more likely to be associated with a casual relationship than was manipulation or 
consent. That is, girlfriends were least likely to be identified as the target by men in the force 
group (37.0%), whereas men in the manipulation group were more likely than expected to report 
that the target was not a girlfriend (39.8%), but were still more likely to report that she was a 
girlfriend (60.2%) than men in the force group. Men in the consent group were, as expected, 
likely to identify the target as a girlfriend (77%), (60.2%), χ2(4)=12.03, P<.001. Because of a 
strong association between being a girlfriend and the event occurring beyond the fifth date, a 
similar pattern was found; force was less likely to be associated with being together beyond the 
fifth date (27%) than was consent (54.2%) or manipulation (42.6%), χ2(4)=4.42, P<.01. 
Unexpectedly, the amount of prior sexual contact did not differ according to tactic group, 
χ2(2)=3.74, P>.05. In fact, most men in each tactic group had some prior sexual contact with the 
woman (consent, 80.0%; manipulation, 71.7%; force, 80%). However, as predicted, perpetrator 
alcohol use, and intoxication in particular, was associated with tactic group. The percentage of 
men who were not drinking significantly declined from 80.8% for the consent group to 65.6% 
for the manipulation group to 44.4% for the force group, χ2(4)=36.74, P<.001. Furthermore, the 
percentage of men who were drinking and also intoxicated increased (8.9%, 24.2%, 38.9%), 
respectively as a function of group: consent, manipulation, or force. Because of the high 
correlation between his drinking and her drinking (r=.83), a similar pattern of results were found 
for her drinking, (9.0, 18.1, and 31.4%, respectively), χ2(4)=31.08, P<.001.3 
 
DISCUSSION 
This study indicates that sexually coercive men who use manipulative tactics and those who use 
force or threat of force constitute meaningfully different groups. The results show a unique 
subset of person and situational factors that discriminate between these two groups. Consistent 
with expectations, men who used force differed from men who used manipulation in their 
experiences with and attitudes about violence. Specifically, men who used force were more 
likely to have witnessed domestic violence, experienced child sexual abuse, were more accepting 
of male violence, and reported lower levels of love as a motive for sex than men who used 
manipulation or consent. In addition, men in the force group were more likely to be with a 
woman who was not a girlfriend, before the fifth date, and to be drinking and intoxicated than 
men in the manipulation group or consent group. 
 
The manipulation group was intermediate regarding the girlfriend status of the target. These men 
were more likely to be involved with a girlfriend than were those in the force group, but less than 
those in the consent group. The manipulation group was also less likely to use alcohol during the 
assault than the consent group. Perhaps manipulation is selectively used by men in more 
“romantic” situations to talk a girlfriend into sex. Research suggests that men may feel greater 
entitlement to sex in a long-term relationship [Abbey et al., 2001; Emmers-Sommer and Allen, 
1999]; these men may prefer manipulation as a strategy to obtain sex. In contrast, if a couple has 
just begun dating, they are less likely to know each other’s limits or to have discussed acceptable 
sexual behavior. In casual dating, both partners have less information about each other [Shotland, 
1992] and may be in social situations involving alcohol use [Ullman, 2003]; this study suggests 
that force is more likely to occur in this situation. The fact that more men in the force group 
reported alcohol use by both parties is noteworthy because one could argue that the potential 
confounding of group assignment with reports of situational drinking might skew the pattern in 
the opposite direction. It is also important to remember that the participants in this study reported 
on adolescent experiences. The fact that these are cases of underage drinking underscores the 
importance of examining alcohol and tactic use at different ages in future research. A different 
pattern is likely to emerge with older males. 
 
The strength of the DFA in this study is that it takes into account the intercorrelated nature of the 
variables, which revealed the best combination of person and situational variables associated 
with tactic use. Although the DFA revealed the importance of witnessing domestic violence, 
acceptance of male violence toward women and status of the victim as a girlfriend, other 
variables should not be discounted. Situational contexts tend to co-occur; having a date with a 
less familiar woman with little to no prior sexual contact may happen in an environment 
promoting the use of alcohol—or the presence of alcohol may encourage behaving sexually 
toward a woman not well known to the man [Abbey et al., 1996; Ullman et al., 1999b]. In 
addition, the univariate ANOVAs indicated that sexual coersion tactics were significant for all 
variables except history of intoxication, suggesting that a composite of numerous intercorrelated 
variables differentiated the groups. As discussed further below, the lack of a relationship 
between tactic use and history of intoxication is likely due to men’s reporting on only adolescent 
experiences. 
 
Although the current data do not allow for causal inferences, we can speculate that it is probable 
that sexually coercive men choose situations that facilitate coercive sexual interactions based on 
their personality. It is less likely (although not impossible) that the situation creates the coercion. 
It is more likely that person factors drive the intention to either create or take advantage of the 
context. If observed across time, would some men in the manipulation group use force in some 
future situation or would they persist in never going beyond using manipulative tactics? Given 
that on almost all variables studied men in the manipulation group fell between men in the force 
and consensual group, it is possible that at least some of these men may eventually become men 
who use force. A man’s willingness to go forward with force if manipulation fails may 
distinguish the use of force from manipulation. If men are able to obtain sex via manipulation 
they do; that is, they may only try as hard as necessary. Men who did not go further probably did 
not either because they were successful or because they did not have those personality 
characteristics that might propel them to cross the line. Those personality characteristics appear 
to be a past history of witnessing domestic violence and childhood sexual abuse, combined with 
attitudes accepting of violence. Men who use force may be opportunistic aggressors by using 
whichever tactic best fits the situation. A developmental perspective would suggest that 
childhood experiences set the stage for a male to learn not only coercive strategies for resolving 
conflicts or getting his way but may also distort his perceptions of normal relationship dynamics 
[White et al., 2001]. These early experiences may contribute to an increased likelihood of 
endorsing violence against women and may make negotiating heterosexual relationships more 
difficult, both reducing the likelihood of consensual sexual relationships and increasing the 
likelihood of force, particularly if manipulative strategies do not work. What might contribute to 
some men drawing the line at manipulation? First, they have fewer childhood victimization 
experiences so may have a less dysfunctional view of relationships; they may, for whatever 
reason, be more capable of developing a sense of love and commitment which helps them 
develop and maintain a more long-term relationship and protect them from force or threat of 
force. 
 
Further research should more carefully investigate specific episodes of sexual coercion to 
discover whether or when men who use force may also use manipulative tactics. The question is 
whether under different situational circumstances the same men would use different tactics. A 
comparison of circumstances involving consensual sex with those involving some form of 
coercion among sexually aggressive men is also warranted. A longitudinal perspective into tactic 
choice would also provide needed answers regarding consistency in the use of manipulation or 
force across situations for men with different histories and personalities. 
 
Although others have found that sexual precedence distinguishes verbal sexual coercion from 
forceful tactics [Abbey et al., 2004; Testa et al., 2003], in this study we found no differences 
between the groups. This may be because of the amount of missing data for this question. It 
could also be related to a lack of success with obtaining consensual sexual intercourse, especially 
for men in the force group, who reported significantly fewer consensual experiences than the 
other men. Another possible reason for these inconsistencies may be this study’s use of 
perpetrators’ self-reports to obtain this information in contrast to victims’ self-report obtained in 
other studies. It would not be surprising to find different perspectives from perpetrators and 
victims. A more consistent picture of the differences among sexually aggressive men will arise 
as more researchers make distinctions between men based on the tactics used to obtain unwanted 
sex. 
 
Although this study extends our knowledge of sexually coercive men and is one of the few to 
provide information about tactic use, the reliance on retrospective self-report is a limitation. 
Given the nature of the behaviors they are reporting and the timespan covered (ages 14–18 
years), it is possible that these men either did not remember or did not wish to reveal the events 
as they actually occurred. Furthermore, in this study men were reporting on only adolescent 
experiences. It is likely that their sexual behaviors, motives, and attitudes will change as they 
grow into adulthood [Seiffge-Krenke, 2003]. The age range may be one reason why no 
differences were found on delinquency and hedonistic and dominance motives for sex. Another 
limitation is that although participants were separated into three different groups based on tactics, 
it is possible that men who admitted to using both force and manipulation may be reporting about 
the same event in which both tactics were used. Nevertheless, several situational factors 
discriminated between the groups; thus to some extent, men were describing different occasions. 
 
The implications for sexual assault prevention education are several. It appears that the context 
for manipulation is the one in which young women may have begun to develop trust and thus be 
less vigilant for danger cues [Norris et al., 1996]. The use of manipulative tactics by a boyfriend 
found in this study may be the type of experience that women are less likely to view as sexual 
assault or rape [Kahn, 2003], and may even view as acceptable [McAuslan et al., 1998] or a 
conventional part of the dating experience [Byers and Eno, 1991; Muehlenhard and Peterson, 
2004]. This view is in part supported by our finding that a large number of men who used 
manipulation were misclassified into the consent group in the DFA. Although manipulators are 
not as physically dangerous as men who use force, their strategies could be insidious in the long 
term. Women who experience verbally coerced intercourse feel heightened levels of depression, 
anxiety, and anger [Zweig et al., 1999]. It is likely that coercive interpersonal strategies, possibly 
learned in a coercive family environment, would extend into adolescent and adult dating 
relationships, suggesting the need for early intervention. The men who use manipulative tactics 
may be the most open to intervention efforts. If targeted early enough, these men may be less 
likely to offend or reoffend, whereas men who use force may pose more of a challenge for sexual 
assault prevention education. Their greater experiences with childhood sexual abuse and 
witnessing domestic violence may weaken the effects of typical psycho-educational programs 
used on college campuses [Lonsway, 1996]. The numerous psychological consequences of these 
early negative experiences likely mediate the relationship between childhood experiences and 
later sexually coercive behavior in ways that necessitate more extensive intervention [Loh and 
Gidycz, 2006]. Therefore, rape deterrent programs for women should also focus on defining 
sexual coercion involving boyfriends. Effective rape prevention programs for men should 
explicitly distinguish between men who use only manipulation and men who use threat or force. 
Such specificity in depicting different types of sexual assault may increase the chances that 
potential victims may learn to recognize risky situations, while adjusting perpetrators’ attitudes 
and expectancies regarding their dates. At the very least, rape deterrent and prevention programs 
should address the issue of manipulation and power in ongoing relationships as well as the more 
traditional topics of attitudes and substance use. 
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1Examination of the initial contingency tables for tactic groups by response options for the 
relationship variables (who was the female, why they were together, and prior sexual contact) 
revealed a number of cells had very small ns, indicating the need to collapse across several 
response options. For who was the female, options were dichotomized to girlfriend or not 
girlfriend. Why they were together was dichotomized as beyond the fifth date or not beyond the 
fifth date (labeled casual). For prior sexual contact, the responses were some contact versus no 
contact. 
2DFA requires complete data on each case, thus the complete sample could not be used. 
However, an examination of the pattern of missing data did not indicate any systematic biases. 
For the person variables, with the exception of history of intoxication (6% missing), less than 
5% of the data were missing for any given variable. However, for the contextual variables, 25% 
of the sample was missing data on at least one variable. These men were most likely to have 
been in the consensual group. A series of t-tests, with a Bonferroni adjustment, revealed no 
significant differences between those who did or did not provide data for the contextual 
variables on any of the person variables. Additionally, the DFA was also run with option to 
replace missing data with the mean. The results did not change. 
3The SES questions regarding deliberately giving a woman alcohol or drugs that were used to 
classify men as using manipulation could possibly be confounded with alcohol use during the 
incident. To test this possibility, men who reported using alcohol or drugs as a tactic were 
dropped from the sample and all analyses were re-run without these men. The number of men in 
the manipulation group became 108 and the men in the force group dropped to 15. The pattern 
of results for men’s alcohol use during incident did not change when these men were dropped 
from the sample. The women’s alcohol use, however, did change, as it was no longer 






Table I: Percentage of Men in Each Tactic Group by SES Category Endorsing Each Item on the 
Sexual Experiences Survey 
 Tactic groups 
 Manipulation (n=148) Force (n=37) 
Unwanted contact 59.5% (n=88) 13.5% (n=5) 
Used authority for sex play 4.1 (n=6) 53.8 (n=21) 
Used verbal pressure for sex play 88.7 (n=133) 28.2 (n=11) 
Used threat/force for sex play 0 56.4 (n=22) 
Verbal coercion 27 (n=40) 0 
Used authority for sexual intercourse 1.3 (n=2) 43.6 (n=17) 
Used verbal pressure for sexual intercourse 33.3 (n=50) 61.5 (n=24) 
Attempted rape 4.7 (n=7) 5.4 (n=2) 
Deliberately gave alcohol/drugs for attempted sexual intercourse 10.0 (n=15) 48.7 (n=19) 
Used threat/force for attempted sexual intercourse 0 56.4 (n=22) 
Rape 8.8 (n=13) 81.1 (n=30) 
Deliberately gave alcohol/drugs for sexual intercourse 8.7 (n=13) 48.7 (n=19) 
Used threat/force for sexual intercourse 0 43.6 (n=17) 
Used threat/force for other sexual acts 0 59.0 (n=23) 
SES, Sexual Experiences Survey. 
 
  
Table II: Point Biserial Intercorrelations Between the Variables Entered into the Discriminate Function Analysis 
Variable 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Child sexual abuse 1.00               
Parental physical punishment .2*** 1.00              
Witness domestic violence .25*** .35*** 1.00             
Traditional gender role attitudes .03 .07 .04 1.00            
Acceptance of male violence .14*** .10*** .21*** .49*** 1.00           
Delinquency .22*** .21*** .16*** .02 .15*** 1.00          
Domination .17*** .07 .14*** .11** .17*** .31*** 1.00         
Hedonism .20*** .07 .09* .03 .12** .36*** .69*** 1.00        
Love .03 .02 -.05 .03 -.01 .04 .41*** .36*** 1.00       
Frequent intoxication .12** -.05 .04 .02 .11** .54*** .24*** .28*** .14*** 1.00      
A girlfriend -.21*** -.15*** -.20*** .04 -.09 -.21*** -.13*** .15*** .10* -.14** 1.00     
After the fifth date -.21*** -.02 -.11* -.02 -.03 -.15*** -.15*** .20*** .08 -.09 .53*** 1.00    
Prior sexual contact .04 .15*** .06 .04 .05 -.03 .03 -.01 .06 .02 .29*** .24 1.00   
Male use of alcohol .12** .13** .18*** .06 .20*** -.30*** .15*** .18*** .00 .37*** -.40*** -.33*** -.17*** 1.00  
Female use of alcohol .010* .16*** .20*** .11** .21*** -.25*** .12*** .17*** .01 .32*** -.37*** -.30*** -.12*** .82*** 1.00 
*P<.05; **P<.01; ***P<.001. 
















Coefficientsa Consent n=365  
Manipulation 
n=128  Force n=35 
Mean SD  Mean SD  Mean SD F DFA 1 DFA 2 
Child sexual abuse 2.14a 3.49  2.90b 4.00  6.14c 5.84 18.78***   
Parental physical punishment 1.39a 3.37  2.50b 4.93  5.69b 7.28 19.47*** .13 .44 
Witnessing domestic violence .20a 1.06  .36b 1.62  5.74c 7.58 93.78*** .60 -.64 
Acceptance of male violence 1.95a .74  2.18b .69  2.94c .86 30.71*** .49 .04 
Traditional gender role attitudes 2.83a .52  2.58b .47  2.74a,b .51 2.98*   
History of intoxication 26.33a 31.53  32.86a 31.17  31.06a 37.64 3.41*   
Delinquency 21.64a 19.30  27.38b 20.67  35.43b 26.04 11.77***   
Domination 2.29a .93  2.83b .88  2.72b 1.07 23.50*** .15 .76 
Hedonism 2.72a 1.06  3.18b .98  2.96b 1.05 16.09***   
Love 3.47a .84  3.53a .85  3.02b .97 5.85**   
A girlfriend          -.41 -.15 
After the fifth date            
Prior sexual contact          .37 -.12 
Male use of alcohol            
Female use of alcohol            
Notes. Means in the same row that do not share subscripts differ by P<.05. No cure coefficient due to missing data. 
aCoefficients are given for only the five significant variables in the stepwise DFA. 
ANOVA, analysis of variance; DFA, discriminant function analysis. 
  
Table IV: Percentage of Men Reporting Presence of Situational Variables by Tactic Group 
Situational variables 
Tactic Group 
Consensual  Manipulation  Force 
% 
Standardized 
residual  % 
Standardized 
residual  % 
Standardized 
residual 
Male use of alcohol         
Not drinking 80.8 1.4  65.6 -1.1  44.4 -2.0 
Drinking, not drunk 10.3 -.2  10.2 -.3  16.7 1.0 
Drinking and drunk 8.9 -2.9  24.2 2.6  38.9 2.6 
Female use of alcohol         
Not drinking 82.4 1.4  66.1 -1.2  45.7 -2.0 
Drinking, not drunk 8.7 -1.5  15.7 1.4  22.9 2.0 
Drinking and drunk 9.0 -2.2  18.1 1.6  31.4 3.0 
Prior sexual contact         
No sexual contact 20.0 -.8  28.3 1.5  20.0 -.3 
Some sexual contact 80.0 .5  71.7 -.8  80.0 .1 
Relationship         
A girlfriend 77.0 1.6  60.2 -1.3  37.0 -2.3 
Not a girlfriend 23.0 -2.1  39.8 2.0  63 2.1 
Why together         
Beyond the fifth grade 54.2 1.3  42.6 -1.0  27.0 -1.9 
Not beyond the fifth grade 45.8 -.6  57.4 .4  73 2.5 
Note: n=432 for the consensual group, n=150 for manipulation, n=39 for force. 
 
