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A well-known theorem of Knuth establishes a bijection between
permutations in S(N) with no decreasing subsequence of length
three and rectangular standard Young tableaux of shape R(2,N).
We prove an asymptotic version of this result: for any ﬁxed integer
d  2, the number of permutations in S(dn) with no decreasing
subsequence of length d + 1 is asymptotically equal, as n → ∞, to
the number of standard Young tableaux on the rectangle R(d,2n).
This yields a new proof of Regev’s theorem on the asymptotic
number of permutations without long decreasing subsequences,
and consequently an alternative, elementary evaluation of Mehta’s
integral at β = 2.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this note we consider the asymptotics of the number S(d,N) of permutations in the symmet-
ric group S(N) which have no decreasing subsequence of length d + 1, in the limit where d  2
is a ﬁxed but arbitrary positive integer and N → ∞. This is a fundamental problem in the sub-
ject of pattern avoidance in permutations, see [1] and [10, §7]. In the interest of brevity, familiarity
with Young diagrams, Young tableaux, and the Robinson–Schensted–Knuth (RSK) correspondence is
assumed. The reader is referred to Stanley’s survey [10] for the necessary background and further
references. We adhere to the notation and terminology of [10] save for the following exceptions:
the d × q rectangular Young diagram is denoted R(d,q) rather than (qd), and the number of standard
Young tableaux of shape λ is denoted dimλ rather than f λ . Recall that the dimension of a Young
diagram may be computed from Frobenius’ formula:
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i=1 Γ (λi − i + d + 1)
∏
1i< jd
(λi − λ j + j − i), (1)
where d is any number such that λd+1 = 0 and Γ (z) is the gamma function.
The following well-known exact formula for S(2,N) is attributed to Hammersley in [10], with the
ﬁrst published proof due to Knuth [6, §5.1.4].
Theorem 1.1 (Knuth). Permutations with no decreasing subsequence of length 3 are counted by the Catalan
numbers:
S(2,N) = dim R(2,N) = (2N)!
N!(N + 1)! .
For d > 2, there is no known closed formula for S(d,N). The main result of this note is the follow-
ing asymptotic version of Knuth’s theorem.
Theorem 1.2 (Asymptotic Knuth theorem). For d ﬁxed and n → ∞,
S(d,dn) ∼ dim R(d,2n).
We will see below that S(d,dn) > dim R(d,2n) as soon as d > 2, so that Theorem 1.2 is false for n
ﬁnite.
Via the RSK correspondence, an equivalent formulation of Theorem 1.2 is the following.
Theorem 1.3. The number of permutations inS(dn) with no decreasing subsequence of length d+1 is asymp-
totically equal, as n → ∞, to the number of involutions in S(2dn) with longest decreasing subsequence of
length exactly d and longest increasing subsequence of length exactly 2n.
By Frobenius’ formula, we have
dim R(d,q) = Γ (dq + 1)∏d
i=1
Γ (q+i)
Γ (i)
. (2)
Thus
dim R(d,q) ∼ (2π) 1−d2
(
d∏
i=1
Γ (i)
)
ddq+
1
2 q
1−d2
2 (3)
as q → ∞ with d ﬁxed, by Stirling’s formula. Setting q = 2N/d, Theorem 1.2 together with (3) imme-
diately implies the following.
Corollary 1.4. For d ﬁxed and N → ∞,
S(d,N) ∼ (2π) 1−d2
(
d∏
i=1
Γ (i)
)
d2N+
d2
2 (2N)
1−d2
2 .
Corollary 1.4 was ﬁrst obtained by A. Regev [8, Formula F.4.5.2] in 1981 by a rather different
method, which will be discussed below.
J. Novak / Advances in Applied Mathematics 47 (2011) 49–56 512. Decomposition of rectangular tableaux
Given a Young diagram μ ⊆ R(d,q), let
μ∗ = (q − μd, . . . ,q − μ1) (4)
denote the complement of μ relative to R(d,q). Clearly,
dim R(d,2n) =
∑
μdn
μ⊆R(d,2n)
(dimμ)
(
dimμ∗
)
=
∑
μdn
μ⊆R(d,2n)
μ=μ∗
(dimμ)2 +
∑
μdn
μ⊆R(d,2n)
μ =μ∗
(dimμ)
(
dimμ∗
)
. (5)
On the other hand, by RSK, we have
S(d,dn) =
∑
λdn
(λ)d
(dimλ)2
=
∑
μdn
μ⊆R(d,2n)
μ=μ∗
(dimμ)2 +
∑
μdn
μ⊆R(d,2n)
μ =μ∗
(dimμ)2 +
∑
νdn
ν1>2n
(ν)d
(dimν)2. (6)
Substituting for the ﬁrst group of terms in (6) using (5) and completing the square yields the follow-
ing.
Proposition 2.1. S(d,N) = dim R(d,2n) + E(d,n), where the error term is given by
E(d,n) = 1
2
∑
μdn
μ⊆R(d,2n)
(
dimμ − dimμ∗)2 + ∑
νdn
ν1>2n
(ν)d
(dimν)2.
Clearly E(2,n) = 0, in agreement with Knuth’s theorem, while E(d,n) > 0 for d > 2. Nevertheless,
the error term is negligible in the limit n → ∞.
3. Asymptotics of the dimension function
The canonical self-complementary diagram relative to R(d,2n) is the d × n rectangle R(d,n). We
consider the asymptotics of diagrams which deviate from R(d,n) on the scale
√
n; this choice of scale
emerges constructively in the proof of the following key lemma.
Lemma 3.1. For any distinct real numbers
y1 > · · · > yd
satisfying
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we have
lim
n→∞Cd,dn dim(n + y1
√
n, . . . ,n + yd
√
n ) = e−W (y1,...,yd),
where
Cd,dn = (2π) d2 n
dn+ d(d+1)4
Γ (dn + 1)edn
and
W (y1, . . . , yd) = 12
d∑
i=1
y2i −
∑
1i< jd
log(yi − y j).
Proof. Let 0 < ε < 1, and consider deviations from R(d,n) on the scale nε . By the Frobenius formula,
we have
dim
(
n + y1nε, . . . ,n + ydnε
)= Γ (dn + 1)∏d
i=1 Γ (n + yinε + d − i + 1)
∏
1i< jd
(
(yi − y j)nε + j − i
)
for n suﬃciently large.
Let us ﬁrst analyze the asymptotics of the product
1∏d
i=1 Γ (n + yinε + d − i + 1)
.
We begin by noting that Γ (n + yinε + d − i + 1) ∼ nd−i+1Γ (n + yinε), so that
1∏d
i=1 Γ (n + yinε + d − i + 1)
∼ 1
n
d(d+1)
2
∏d
i=1 Γ (n + yinε)
.
Taking logarithms yields
log
(
1∏d
i=1 Γ (n + yinε + d − i + 1)
)
∼ −d(d + 1)
2
logn −
d∑
i=1
logΓ
(
n + yinε
)
.
Recall Stirling’s formula:
logΓ (N) ∼ 1
2
log2π +
(
N − 1
2
)
logN − N
for N large. Thus
d∑
logΓ
(
n + yinε
)∼ d
2
log2π − dn +
d∑(
n + yinε − 12
)
log
(
n + yinε
)
.i=1 i=1
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log
(
n + yinε
)= logn + log(1+ yinε−1),
we have
d∑
i=1
(
n + yinε − 12
)
log
(
n + yinε
)
= dn logn − d
2
logn +
d∑
i=1
(
n + yinε − 12
)
log
(
1+ yinε−1
)
.
Using the expansion
log
(
1+ yinε−1
)= yinε−1 − 12 y2i n2ε−2 + O
(
n3ε−3
)
for n suﬃciently large, we ﬁnd that
d∑
i=1
(
n + yinε − 12
)
log
(
1+ yinε−1
)∼ n2ε−1
2
d∑
i=1
y2i .
Putting this all together, we ﬁnd that
1∏d
i=1 Γ (n + yinε + d − i + 1)
∼ e
dn
(2π)
d
2ndn+ d
2
2
e−
n2ε−1
2
∑d
i=1 y2i
as n → ∞.
The second group of factors is much easier to handle:
∏
1i< jd
(
(yi − y j)nε + j − i
)∼ nε d(d−1)2 ∏
1i< jd
(yi − y j).
Thus when ε = 12 we have
dim(n + y1
√
n, . . . ,n + yd
√
n ) ∼ Γ (dn + 1)e
dn
(2π)
d
2ndn+
d(d+1)
4
e−W (y1,...,yd)
as n → ∞, as claimed. 
4. Riemann sum
Consider the generalized sum
S(d,dn;β) =
∑
λdn
(λ)d
(dimλ)β, β > 0, (7)
and its presentation as a sum in parameters around the rectangle R(d,n):
54 J. Novak / Advances in Applied Mathematics 47 (2011) 49–56S(d,dn;β) =
∑
(d−1)n√
n
y1···yd−1 −n√n
yi∈ 1√nZ
dim(n + y1
√
n, . . . ,n + yd
√
n )β, (8)
where yd := −(y1 + · · · + yd−1). The lattice ( 1√nZ)d−1 partitions Rd−1 into cells
[
k1√
n
,
k1 + 1√
n
)
× · · · ×
[
kd−1√
n
,
kd−1 + 1√
n
)
, ki ∈ Z, (9)
of volume ( 1√
n
)d−1. Scaling by the mesh volume makes this into a Riemann sum, and by Lemma 3.1
we have
lim
n→∞
(
1√
n
)d−1
Cβd,dn S(d,dn;β) =
∫
Ωd−1
e−βW (y1,...,yd) dy, (10)
where Cd,dn and W are as in Lemma 3.1 and Ωd−1 ⊂ Rd−1 is the region
Ωd−1 =
{
(y1, . . . , yd−1) ∈ Rd−1: y1 > · · · > yd := −(y1 + · · · + yd−1)
}
. (11)
The details of this convergence can be checked and made rigorous using the dominated convergence
theorem; we refer the reader to [7–9] for the full argument.
Consider now the sum
∑
μdn
μ⊆R(d,2n)
(dimμ)α
(
dimμ∗
)β−α = ∑
n√
n
y1···yd−1 −n√n
yi∈ 1√nZ
dim(n + y1
√
n, . . . ,n + yd
√
n )α
× dim(n − yd
√
n, . . . ,n − y1
√
n )β−α, (12)
where 0  α  β and as before we denote yd := −(y1 + · · · + yd−1). This can again be viewed as a
Riemann sum, and by exactly the same argument we have
lim
n→∞
(
1√
n
)d−1
Cβd,dn
∑
μdn
μ⊆R(d,2n)
(dimμ)α
(
dimμ∗
)β−α
=
∫
Ωd−1
e−αW (y1,...,yd)e−(β−α)W (−yd,...,−y1) dy. (13)
5. Symmetry
Note that the function W has the symmetry
W (y1, . . . , yd) = W (−yd, . . . ,−y1). (14)
It follows that
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Ωd−1
e−βW (y1,...,yd) dy =
∫
Ωd−1
e−αW (y1,...,yd)e−(β−α)W (−yd,...,−y1) dy, (15)
and thus we have proved the following.
Theorem 5.1. For any β > 0 and 0 α  β , we have
S(d,dn;β) ∼
∑
μdn
μ⊆R(d,2n)
(dimμ)α
(
dimμ∗
)β−α
as n → ∞.
Theorem 1.2 is the special case β = 2, α = 1 of this more general asymptotic equivalence.
6. Conclusion
The multidimensional integral
Ψ (d;β) =
∫
Rd
e−
β
2
∑d
i=1 x2i
∏
1i< jd
|xi − x j|β dx, β > 0, (16)
is known as Mehta’s integral. It is the partition function of a Coulomb gas of d identical point charges
x1 > · · · > xd on the real line at inverse temperature β , with energy functional
W (x1, . . . , xd) = 12
d∑
i=1
x2i −
∑
1i< jd
log(xi − x j). (17)
Dyson and Mehta [3] studied this integral and conjectured the formula
Ψ (d;β) = (2π) d2 β− d2−β d(d−1)4
d∏
i=1
Γ (1+ i β2 )
Γ (1+ β2 )
, (18)
which they veriﬁed for β ∈ {1,2,4} using properties of Hermite polynomials (see e.g. [5, §3.5.1] for
the β = 2 case of this argument). Later, Bombieri observed that, for general β , (18) can be deduced
from the Selberg integral formula. See [4] for the interesting history of this problem.
Regev [8, Lemma 4.3] showed that
∫
Ωd−1
e−βW (y1,...,yd) dy = 1
Γ (d + 1)
√
β
2πd
Ψ (d;β), (19)
and used this fact together with Eq. (10) above to determine the asymptotics of S(d,N;β) from the
known form (18) of Ψ (d;β). In this article, we have evaluated the asymptotics of S(d,N) = S(d,N;2)
directly, without appealing to the exact value of Ψ (d;2). Thus, we may obtain
Ψ (d;2) = (2π) d2 2− d
2
2
d+1∏
Γ (i) (20)i=1
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interesting to know if the asymptotics of S(d,N;β) can be determined directly in a similar way for
general β > 0. If so, this would yield a new and elementary veriﬁcation of (18). In particular, for this
purpose one may assume that β is an even integer, see [3].
Finally, in this note we have only considered the asymptotics of S(d,N) in the single scaling limit
where N → ∞ with d ﬁxed. Baik, Deift, and Johansson [2] have shown that
S(d,N) ∼ F (t)N! (21)
in the double scaling limit where d,N → ∞ at the rate d ∼ 2√N + tN1/6, with t ∈ R ﬁxed. Here F (t)
is the Tracy–Widom distribution function, see [2]. Since
S(d,dn) = dim R(d,2n) + E(d,n), (22)
if the error term E(d,n) can be effectively estimated in the double scaling limit then concrete esti-
mates for F (t) will follow.
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