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Cap´ıtulo 1
Noc¸o˜es elementares de lo´gica
1.1 Introduc¸a˜o
A palavra lo´gica tem ra´ız no grego cla´ssico: logos significa raza˜o.
A lo´gica consiste no estudo dos princ´ıpios e das te´cnicas do racioc´ınio, procurando definir
linguagens formais que permitam representar de forma precisa e sem ambiguidade a linguagem
natural e definindo regras que permitam a construc¸a˜o rigorosa e sistema´tica de argumentos
va´lidos.
Desempenha, pois, um papel fundamental em qualquer a´rea do saber, em particular na Ma-
tema´tica e na Informa´tica.
Na Informa´tica, a lo´gica e´ usada, por exemplo, no desenvolvimento de linguagens de pro-
gramac¸a˜o, na verificac¸a˜o da correc¸a˜o de programas e nos circuitos digitais.
[Exemplo]
Consideremos as seguintes situac¸o˜es:
situac¸a˜o 1: Todos os coelhos gostam de cenouras. Este animal e´ um coelho. Enta˜o,
este animal gosta de cenouras.
situac¸a˜o 2: Todos os que esta˜o nesta sala gostam de Matema´tica. Tu esta´s nesta
sala. Enta˜o, tu gostas de Matema´tica.
Formalmente, o racioc´ınio das duas situac¸o˜es e´ o mesmo: assumindo que todos os
elementos x de um dado universo U satisfazem uma dada propriedade p e consi-
derando um elemento x0 de U , podemos concluir que x0 satisfaz p. Note-se que e´
precisamente sobre o racioc´ınio, e na˜o sobre o contexto em si, que o estudo da lo´gica
vai debruc¸ar-se.
Procurando estruturar racioc´ınios, podemos encontrar ferramentas eficazes na resoluc¸a˜o de
problemas, que podem ir de uma simples charada a problemas complexos das mais variadas
a´reas das cieˆncias e da engenharia.
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[Exemplo]
Consideremos o seguinte problema:
Um crime foi cometido por uma e apenas uma pessoa de um grupo de cinco suspeitos:
Armando, Bernardo, Carlos, Daniel e Eduardo.
Questionados sobre quem era o culpado, cada um deles respondeu:
Armando: “Sou inocente.”
Bernardo: “O Armando disse a verdade.”
Carlos: “O Eduardo e´ o culpado.”
Daniel: “O Carlos mentiu.”
Eduardo: “O Daniel e´ o culpado.”
Sabendo que apenas um dos suspeitos mentiu e que todos os outros disseram a
verdade, quem e´ o culpado?
A abordagem ao problema e´ claramente importante na eficieˆncia da sua resoluc¸a˜o.
Fazendo uma leitura de todos os depoimentos, rapidamente percebemos que os de-
poimentos de Carlos e de Eduardo na˜o podem ser ambos verdadeiros, uma vez que
o crime foi cometido por uma e apenas uma pessoa. Se Carlos na˜o mentiu, tanto
Daniel como Eduardo mentiram, o que sabemos na˜o ter acontecido, ja´ que apenas
um dos suspeitos mentiu. Sendo assim, Carlos mentiu e todos os outros disseram a
verdade. Logo, Daniel e´ o culpado.
Para exprimir argumentos precisos e rigorosos sobre afirmac¸o˜es e´ indispensa´vel uma linguagem
simples e clara, na qual as afirmac¸o˜es efetuadas na˜o tenham significado amb´ıguo.
A linguagem corrente na˜o tem estes requisitos e torna-se necessa´rio utilizar uma linguagem
formal. Nesse sentido, adotamos um sistema lo´gico adequado. Um sistema lo´gico apresenta
as seguintes componentes:
sintaxe - conjunto de s´ımbolos e regras de formac¸a˜o que definem as palavras, designadas
por fo´rmulas, que podem ser utilizadas para representar de forma precisa, concisa e sem
ambiguidade a linguagem natural (ou parte dela);
semaˆntica - conjunto de regras que associam um significado a`s fo´rmulas;
sistema dedutivo - conjunto de fo´rmulas, designadas por axiomas, e de regras, desig-
nadas por regras de infereˆncia, utilizados na construc¸a˜o de argumentos.
Ao longo dos anos, foram definidos diversos sistemas lo´gicos. Nesta unidade curricular, es-
tudaremos algumas noc¸o˜es ba´sicas associadas ao Ca´lculo Proposicional Cla´ssico e ao
Ca´lculo de Predicados Cla´ssico.
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1.2 Ca´lculo Proposicional Cla´ssico
1.2.1 Sintaxe
Na linguagem natural, podemos encontrar diversos tipos de frase – declarativas, exclamativas,
interrogativas, imperativas. Na construc¸a˜o de um argumento, recorremos apenas a frases
declarativas.
As frases podem ser simples ou compostas.
Uma frase (declarativa) simples tem, gramaticalmente falando, um sujeito e um predicado.
[Exemplo]
As seguintes frases sa˜o frases simples.
Braga possui 181 954 habitantes no seu concelho.
O Anto´nio gosta de Lo´gica.
Todo o nu´mero inteiro e´ par.
No Ca´lculo Proposicional (CP), cada frase simples e´ encarada como um elemento indivis´ıvel,
na˜o se diferenciando partes da afirmac¸a˜o como o nome ou o verbo.
[Definic¸a˜o 1.1] Representaremos as frases simples por p0, p1, ..., pn, ..., com n ∈ N0. A es-
tes s´ımbolos chamamos varia´veis proposicionais e denotaremos o conjunto das varia´veis
proposicionais por VCP .
A partir de frases simples e recorrendo a expresso˜es como “na˜o”, “e”, “ou”, “se... enta˜o”, “...
se e so´ se...”, obteˆm-se frases mais complexas, designadas por frases compostas.
[Exemplo]
As seguintes frases sa˜o frases compostas.
Braga possui 181 954 habitantes no seu concelho e conta com mais de 2000 anos de
histo´ria como cidade.
Se o Anto´nio gosta de Lo´gica, enta˜o e´ bom aluno a To´picos de Matema´tica Discreta
e a Lo´gica Computacional
Se todo o nu´mero inteiro e´ par, enta˜o 7 e´ divis´ıvel por 2.
No Ca´lculo Proposicional, as frases compostas sa˜o representadas usando:
– as varia´veis proposicionais;
– os s´ımbolos ⊥, ¬, ∧, ∨, → e ↔, chamados conetivos proposicionais, e designados,
respetivamente, por absurdo, negac¸a˜o, conjunc¸a˜o, disjunc¸a˜o, implicac¸a˜o e equi-
valeˆncia;
– os pareˆntesis esquerdo e direito ( e ), chamados s´ımbolos de pontuac¸a˜o.
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Representemos por pn e pm duas frases declarativas (n,m ∈ N0).
A frase “na˜o pn” designa-se por negac¸a˜o de pn e e´ representada por (¬pn). A (¬pn) tambe´m
podemos associar as leituras “e´ falso pn” e “na˜o e´ verdade pn”.
A frase “pn e pm” designa-se por conjunc¸a˜o de pn e pm e e´ representada por (pn ∧ pm).
Nalguns contextos pode aparecer tambe´m na forma “pn mas pm”.
A frase “pn ou pm” designa-se por disjunc¸a˜o de pn e pm e e´ representada por (pn ∨ pm).
A frase “Se pn, enta˜o pm” designa-se por implicac¸a˜o de pn, pm e e´ representada por
(pn → pm). A (pn → pm) tambe´m podemos associar as leituras “pn implica pm”, “pn e´
condic¸a˜o suficiente para pm”, “pm e´ condic¸a˜o necessa´ria para pn”, “pm se pn”, “pm sempre
que pn”, “pn so´ se pm” e “pn somente se pm”. A pn chamamos antecedente ou hipo´tese da
implicac¸a˜o e a pm chamamos consequente ou conclusa˜o.
A frase “pn se e so´ se pm”, que resulta da conjunc¸a˜o das implicac¸o˜es “Se pn, enta˜o pm” e “Se
pm, enta˜o pn”, designa-se por equivaleˆncia de pn e pm e e´ representada por (pn ↔ pm).
A (pn ↔ pm) tambe´m se associam as leituras “pn e´ equivalente a pm” e “pn e´ necessa´rio e
suficiente para pm”.
[Exemplo]
Consideremos as seguintes frases e as varia´veis proposicionais que as representam:
p0 : Braga possui 181 954 habitantes no seu concelho.
p1 : Braga conta com mais de 2000 anos de histo´ria como cidade.
p2 : O Anto´nio gosta de Lo´gica.
p3 : O Anto´nio e´ bom aluno a To´picos de Matema´tica Discreta.
p4 : O Anto´nio e´ bom aluno a Lo´gica Computacional.
p5 : Todo o nu´mero inteiro e´ par.
p6 : 7 e´ divis´ıvel por 2.
As frases compostas referidas no exemplo anterior podem ser representadas, respe-
tivamente, por:
[1] (p0 ∧ p1)
[2] (p2 → (p3 ∧ p4))
[3] (p5 → p6)
Estipulados os s´ımbolos que definem o alfabeto da linguagem do Ca´lculo Proposicional, po-
demos, agora, definir as palavras desta linguagem.
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[Definic¸a˜o 1.2] O conjunto FCP das fo´rmulas do Ca´lculo Proposicional e´ o conjunto
definido indutivamente pelas seguintes regras:
(F1) ⊥ e´ uma fo´rmula do CP;
(F2) toda a varia´vel proposicional e´ uma fo´rmula do CP;
(F3) se ϕ e´ uma fo´rmula do CP, enta˜o (¬ϕ) e´ uma fo´rmula do CP;
(F4) se ϕ, ψ sa˜o fo´rmulas do CP, enta˜o (ϕ ∧ ψ) e´ uma fo´rmula do CP;
(F5) se ϕ, ψ sa˜o fo´rmulas do CP, enta˜o (ϕ ∨ ψ) e´ uma fo´rmula do CP;
(F6) se ϕ, ψ sa˜o fo´rmulas do CP, enta˜o (ϕ→ ψ) e´ uma fo´rmula do CP;
(F7) se ϕ, ψ sa˜o fo´rmulas do CP, enta˜o (ϕ↔ ψ) e´ uma fo´rmula do CP.
[Exemplo]
[1] A palavra ((¬p0)→ (p1 ∧ p2)) e´ uma fo´rmula do Ca´lculo Proposicional, uma vez
que:
i. Pela regra (F2), as varia´veis proposicionais p0, p1 e p2 sa˜o fo´rmulas do CP;
ii. Por i. e pela regra (F3), (¬p0) e´ uma fo´rmula do CP;
iii. Por i. e pela regra (F4), (p1 ∧ p2) e´ uma fo´rmula do CP;
iv. Por ii., iii. e pela regra (F6), ((¬p0)→ (p1 ∧ p2)) e´ uma fo´rmula do CP.
[2] A palavra ((p0 ∨ (¬⊥)) ↔ (p1 → p0)) e´ uma fo´rmula do Ca´lculo Proposicional,
pois:
i. Pela regra (F1), ⊥ e´ uma fo´rmula do CP;
ii. Pela regra (F2), as varia´veis proposicionais p0 e p1 sa˜o fo´rmulas do CP;
iii. Por i. e pela regra (F3), (¬⊥) e´ uma fo´rmula do CP;
iv. Por ii., por iii. e pela regra (F5), (p1 ∨ (¬⊥)) e´ uma fo´rmula do CP;
v. Por ii. e pela regra (F6), (p1 → p0) e´ uma fo´rmula do CP;
v. Por iv., v. e pela regra (F7), ((p0 ∨ (¬⊥))↔ (p1 → p0)) e´ uma fo´rmula do CP.
[3] A palavra (p0) na˜o e´ uma fo´rmula do Ca´lculo Proposicional, uma vez que na˜o pode
ser obtida a partir de ⊥ ou de varia´veis proposicionais por aplicac¸a˜o de um nu´mero
finito das operac¸o˜es descritas em (F3)− (F7). De facto, na˜o pode haver ocorreˆncias
de pareˆntesis numa fo´rmula do Ca´lculo Proposicional sem haver a ocorreˆncia de pelo
menos um dos conetivos ¬, ∧, ∨, → ou ↔.
[4] A palavra ¬p0∧ na˜o e´ uma fo´rmula do Ca´lculo Proposicional, uma vez que na˜o
pode ser obtida a partir de ⊥ ou de varia´veis proposicionais por aplicac¸a˜o de um
nu´mero finito das operac¸o˜es descritas em (F3) − (F7). Com efeito, na˜o e´ poss´ıvel
obter uma palavra, por aplicac¸a˜o das referidas operac¸o˜es, cuja u´ltima letra seja ∧.
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[5] A palavra (p0∨p1 na˜o e´ uma fo´rmula do Ca´lculo Proposicional, uma vez que na˜o
pode ser obtida a partir de ⊥ ou de varia´veis proposicionais por aplicac¸a˜o de um
nu´mero finito das operac¸o˜es descritas em (F3) − (F7). Efetivamente, o nu´mero de
ocorreˆncias de pareˆntesis numa fo´rmula do Ca´lculo Proposicional e´ sempre par.
Para que uma palavra seja considerada uma fo´rmula do Ca´lculo Proposicional, e´ necessa´rio
que os pareˆntesis ocorram de acordo com as regras que definem o conjunto de fo´rmulas.
No entanto, os pareˆntesis extremos e os pareˆntesis a` volta de negac¸o˜es sa˜o muitas vezes
omitidos, por simplificac¸a˜o de escrita. Por exemplo, a palavra
(p5 ∧ ¬p0) ∨ ⊥
sera´ utilizada como uma representac¸a˜o da fo´rmula
((p5 ∧ (¬p0)) ∨ ⊥).
Por abuso de linguagem, chamaremos fo´rmulas a tais representac¸o˜es de fo´rmulas.
[Exemplo]
A fo´rmula (((¬p0) ∨ p1) ↔ (p2 ∧ (¬p0))) pode ser representada pela palavra
(¬p0 ∨ p1)↔ (p2 ∧ ¬p0).
A palavra ¬(p0∨¬p1) e´ uma representac¸a˜o da fo´rmula (¬(p0∨ (¬p1))), ao passo que
¬p0 ∨ ¬p1 na˜o o e´.
A fo´rmula (p0 ∧ (p1 ∨ p2)) pode ser representada por p0 ∧ (p1 ∨ p2) mas na˜o pode ser
representada por p0 ∧ p1 ∨ p2.
1.2.2 Semaˆntica
A sintaxe do Ca´lculo Proposicional na˜o nos permite atribuir qualquer significado a`s fo´rmulas.
De facto, uma fo´rmula, por si so´, na˜o tem qualquer significado – este depende da interpretac¸a˜o
associada aos s´ımbolos.
[Exemplo]
Se p0 representar a afirmac¸a˜o “2×7 = 14” e p1 representar a afirmac¸a˜o “1+2×7 =
15”, enta˜o a fo´rmula (p0 → p1) representa a afirmac¸a˜o “Se 2 × 7 = 14, enta˜o
1 + 2× 7 = 15”, que e´ verdadeira.
Por outro lado, se p0 representar a afirmac¸a˜o “2 × 7 = 14” e p1 representar a
afirmac¸a˜o “1 + 2 × 7 = 16”, enta˜o a fo´rmula (p0 → p1) representa a afirmac¸a˜o “Se
2× 7 = 14, enta˜o 1 + 2× 7 = 16”, que e´ falsa.
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A semaˆntica do Ca´lculo Proposicional consiste na atribuic¸a˜o de valores de verdade a`s suas
fo´rmulas.
Em lo´gica cla´ssica, sa˜o considerados dois valores de verdade.
[Definic¸a˜o 1.3] Os valores lo´gicos (ou valores de verdade) do Ca´lculo Proposicional sa˜o ver-
dadeiro (V ou 1) e falso (F ou 0).
Interessa-nos considerar frases declarativas sobre as quais se pode decidir acerca do seu valor
lo´gico.
[Definic¸a˜o 1.4] Uma proposic¸a˜o e´ uma frase declarativa sobre a qual e´ poss´ıvel dizer objeti-
vamente se e´ verdadeira ou falsa (ainda que possamos na˜o ser capazes de, no momento atual,
determinar o seu valor lo´gico).
A afirmac¸a˜o “5 e´ um nu´mero par” e´ uma proposic¸a˜o (no caso falsa) ja´ que o seu valor lo´gico
na˜o depende do sujeito que o atribui. O mesmo acontece com a afirmac¸a˜o “x2 = −1 na˜o tem
soluc¸o˜es reais”, sendo esta proposic¸a˜o verdadeira. A afirmac¸a˜o “Existe vida em Marte” e´ uma
proposic¸a˜o. Esta afirmac¸a˜o sera´ verdadeira ou falsa (mas na˜o ambas as coisas), apesar de
na˜o sabermos o seu valor lo´gico. Outras afirmac¸o˜es existem, por seu turno, que por falta de
objetividade na atribuic¸a˜o do valor lo´gico, na˜o podem ser consideradas proposic¸o˜es. A t´ıtulo
de exemplo, a afirmac¸a˜o “Os alunos da UM sa˜o os melhores alunos universita´rios do pa´ıs”. A
na˜o objetividade da afirmac¸a˜o parece o´bvia. Ainda outro exemplo, “Esta proposic¸a˜o e´ falsa”.
Existem, ainda, outras afirmac¸o˜es de ı´ndole matema´tica a`s quais na˜o e´ poss´ıvel aferir o valor
lo´gico. Por exemplo, “x ≥ 6” tem o seu valor lo´gico dependente do valor que se atribui a x,
pelo que na˜o e´ uma proposic¸a˜o.
[Exemplo]
Consideremos as seguintes frases:
[1] Lisboa e´ a capital de Portugal.
[2] 2 + 3 = 6
[3] Quando e´ que vamos almoc¸ar?
[4] Toma um cafe´.
[5] 2+x=6
[6] Todo o nu´mero maior ou igual a 4 pode ser escrito como a soma de dois nu´meros
primos.
[7] 2 e´ um nu´mero par.
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As frases 1, 2, 6 e 7 sa˜o proposic¸o˜es: as afirmac¸o˜es 1 e 7 sa˜o verdadeiras, enquanto
que a afirmac¸a˜o 2 e´ falsa.
A afirmac¸a˜o 6 e´ conhecida como a Conjetura de Goldbach – ate´ ao momento, na˜o
existe uma prova da sua veracidade ou da sua falsidade, mas sera´ poss´ıvel associar-
-lhe um e um so´ dos dois valores lo´gicos.
As restantes frases na˜o sa˜o proposic¸o˜es: as frases 3 e 4 na˜o sa˜o do tipo declarativo
e, portanto, na˜o e´ poss´ıvel associar-lhes um dos valores lo´gicos; a frase 5 na˜o e´ nem
verdadeira nem falsa, visto que o valor de x e´ desconhecido.
[Definic¸a˜o 1.5] Uma proposic¸a˜o diz-se uma proposic¸a˜o simples se se tratar de uma frase de-
clarativa simples. Diz-se uma proposic¸a˜o composta se for uma frase declarativa composta.
A veracidade de uma frase simples pode depender do contexto em que esta e´ considerada.
Por exemplo, a afirmac¸a˜o “Este livro tem uma capa vermelha.” pode ser verdadeira ou falsa,
dependendo do livro em causa.
Tambe´m a decisa˜o sobre o valor lo´gico de uma frase composta pode depender do contexto em
que se insere. No entanto, para saber se uma frase composta e´ verdadeira ou falsa, basta saber
o que acontece com as frases simples que a compo˜em. A afirmac¸a˜o “Este livro tem uma capa
vermelha e esta´ escrito em portugueˆs.” e´ verdadeira para alguns livros e falsa para outros.
Pore´m, e´ verdadeira sempre que ambas as frases simples que a compo˜em forem verdadeiras.
[Exemplo]
Consideremos as seguintes proposic¸o˜es:
[1] 2 e´ um nu´mero par.
[2] Todo o nu´mero primo e´ ı´mpar.
[3] 2 e´ um nu´mero par e todo o nu´mero primo e´ ı´mpar.
A proposic¸a˜o 1 e´ uma proposic¸a˜o simples que assume o valor lo´gico verdadeiro, en-
quanto que a proposic¸a˜o 2 e´ uma proposic¸a˜o simples que assume o valor lo´gico falso.
A proposic¸a˜o 3 e´ composta: obte´m-se a partir da conjunc¸a˜o de duas proposic¸o˜es sim-
ples. Como uma das proposic¸o˜es simples que a compo˜em e´ falsa, assume tambe´m o
valor lo´gico falso.
No Ca´lculo Proposicional, na˜o se pretende determinar se uma frase simples e´ ou na˜o verda-
deira. O objetivo e´ estudar a veracidade das proposic¸o˜es compostas a partir da veracidade
ou falsidade das frases que as compo˜em e do significado dos conetivos.
Estudaremos de seguida o significado associado a cada um dos conetivos proposicionais re-
feridos anteriormente. Esse mesmo significado pode ser expresso de forma clara atrave´s de
tabelas designadas por tabelas de verdade.
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Por Definic¸a˜o, a fo´rmula ⊥ toma sempre o valor lo´gico 0.
Dada uma proposic¸a˜o arbitra´ria ϕ, a sua negac¸a˜o tem um valor lo´gico contra´rio ao de ϕ.
A relac¸a˜o entre o valor lo´gico de ϕ e o valor lo´gico de ¬ϕ pode ser representada atrave´s da
seguinte tabela de verdade:
ϕ ¬ϕ
1 0
0 1
[Exemplo]
A proposic¸a˜o “Todo o nu´mero primo e´ ı´mpar.” e´ falsa. A sua negac¸a˜o, “Nem todo
o nu´mero primo e´ ı´mpar.”, e´ verdadeira: basta considerar o nu´mero primo 2.
A proposic¸a˜o “24 e´ divis´ıvel por 8.” e´ verdadeira. A sua negac¸a˜o, “24 na˜o e´ divis´ıvel
por 8.” e´ falsa, uma vez que 24 = 8× 3.
Dadas duas proposic¸o˜es ϕ e ψ, a conjunc¸a˜o de ϕ e ψ e´ verdadeira somente se ambas as
proposic¸o˜es que a compo˜em sa˜o verdadeiras. A tabela de verdade associada ao conetivo ∧ e´
a seguinte:
ϕ ψ ϕ ∧ ψ
1 1 1
1 0 0
0 1 0
0 0 0
[Exemplo]
As proposic¸o˜es “24 e´ divis´ıvel por 8.” e “56 e´ divis´ıvel por 8.” sa˜o verdadeiras. Por
outro lado, a proposic¸a˜o “28 e´ divis´ıvel por 8.” e´ falsa.
A proposic¸a˜o “24 e 56 sa˜o divis´ıveis por 8.”, que resulta da conjunc¸a˜o das duas pri-
meiras proposic¸o˜es atra´s referidas, e´ verdadeira. A proposic¸a˜o “28 e 56 sa˜o divis´ıveis
por 8.” e´ falsa.
Dadas duas proposic¸o˜es ϕ e ψ, a disjunc¸a˜o de ϕ e ψ e´ verdadeira se pelo menos umas das
proposic¸o˜es que a compo˜em e´ verdadeira. O significado do conetivo ∨ e´ dado pela tabela
seguinte:
ϕ ψ ϕ ∨ ψ
1 1 1
1 0 1
0 1 1
0 0 0
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[Exemplo]
A proposic¸a˜o “24 na˜o e´ divis´ıvel por 8 ou 5 na˜o e´ um nu´mero primo.” e´ falsa pois
e´ a disjunc¸a˜o de duas proposic¸o˜es falsas. A proposic¸a˜o “24 na˜o e´ divis´ıvel por 8 ou
100 e´ divis´ıvel por 4.” e´ verdadeira, pois uma das proposic¸o˜es que a compo˜em e´
verdadeira.
Dadas duas proposic¸o˜es ϕ e ψ, ϕ → ψ e´ verdadeira se ψ e´ verdadeira sempre que ϕ e´
verdadeira. O significado do conetivo → e´ dado pela tabela seguinte:
ϕ ψ ϕ→ ψ
1 1 1
1 0 0
0 1 1
0 0 1
[Exemplo]
Consideremos a seguinte afirmac¸a˜o “Se o Joa˜o tiver 12 valores no teste, enta˜o o Joa˜o
passa a` disciplina.”
Note-se que esta afirmac¸a˜o sera´ falsa se o Joa˜o tiver 12 valores no teste e na˜o passar
a` disciplina. Por outro lado, sera´ claramente verdadeira se o Joa˜o tiver 12 valores
no teste e passar a` disciplina. A afirmac¸a˜o na˜o descreve o que acontece caso o Joa˜o
na˜o tire 12 valores no teste. Sendo assim, caso o Joa˜o na˜o tire 12 valores no teste, a
afirmac¸a˜o e´ verdadeira quer o Joa˜o passe a` disciplina quer na˜o passe. Resumindo, a
afirmac¸a˜o e´ falsa se o antecedente da implicac¸a˜o e´ verdadeiro e o consequente falso,
e so´ nesse caso.
Dadas duas proposic¸o˜es ϕ e ψ, ϕ↔ ψ e´ verdadeira se ψ e ϕ sa˜o simultaneamente verdadeiras
ou simultaneamente falsas. O significado do conetivo ↔ e´ dado pela tabela seguinte:
ϕ ψ ϕ↔ ψ
1 1 1
1 0 0
0 1 0
0 0 1
[Exemplo]
Consideremos as seguintes proposic¸o˜es:
[1] 1 + 3 = 4 e´ equivalente a 4 = 1 + 3.
[2] 1 + 1 = 1 se e so´ se chover canivetes.
[3] 10 e´ mu´ltiplo de 5 se e so´ se 8 e´ mu´ltiplo de 5.
A proposic¸a˜o 3 e´ falsa, ao passo que as restantes sa˜o verdadeiras.
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Conhecidos os valores lo´gicos das varia´veis proposicionais que ocorrem numa fo´rmula, esta
tem associado um e um so´ valor lo´gico. Na ana´lise de qual sera´ o valor lo´gico de uma
fo´rmula, relacionando-o com os valores lo´gicos das varia´veis que nela ocorrem, e´ u´til o recurso
a tabelas de verdade.
[Exemplo]
Estudemos o valor lo´gico da fo´rmula ϕ = ¬p0 ∧ (p1 ∨ p0).
Nesta fo´rmula ocorrem duas varia´veis proposicionais, p0 e p1, pelo que se torna
necessa´rio considerar todas as combinac¸o˜es poss´ıveis dos valores lo´gicos de p0 e p1.
Como cada varia´vel pode assumir um de dois valores lo´gicos (0 ou 1), existem 22
combinac¸o˜es poss´ıveis. Logo, a tabela de verdade tera´ 4 linhas. Introduzimos uma
coluna para cada varia´vel proposicional, uma coluna para ϕ e colunas (auxiliares)
para cada uma das restantes subfo´rmulas de ϕ.
p0 p1 ¬p0 p1 ∨ p0 ¬p0 ∧ (p1 ∨ p0)
1 1
1 0
0 1
0 0
Para cada caso, determinamos primeiro o valor lo´gico de ¬p0 e de p1 ∨ p0, para
podermos, depois, determinar o valor lo´gico de ¬p0 ∧ (p1 ∨ p0).
p0 p1 ¬p0 p1 ∨ p0 ¬p0 ∧ (p1 ∨ p0)
1 1 0 1
1 0 0 1
0 1 1 1
0 0 1 0
Da ana´lise da seguinte tabela de verdade
p0 p1 ¬p0 p1 ∨ p0 ¬p0 ∧ (p1 ∨ p0)
1 1 0 1 0
1 0 0 1 0
0 1 1 1 1
0 0 1 0 0
podemos concluir que a fo´rmula ϕ e´ verdadeira apenas quando p0 e´ falsa e p1 e´
verdadeira.
[Exemplo]
Estudemos, agora, o valor lo´gico da fo´rmula ψ = ¬(p0 ∨ p1)→ p2.
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Nesta fo´rmula ocorrem treˆs varia´veis proposicionais distintas, p0, p1 e p2, pelo que
existem 23 combinac¸o˜es dos valores lo´gicos de p0, p1 e p2. Logo, a tabela de verdade
para a fo´rmula ψ tera´ 8 linhas:
p0 p1 p2 p0 ∨ p1 ¬(p0 ∨ p1) ¬(p0 ∨ p1)→ p2
1 1 1 1 0 1
1 1 0 1 0 1
1 0 1 1 0 1
1 0 0 1 0 1
0 1 1 1 0 1
0 1 0 1 0 1
0 0 1 0 1 1
0 0 0 0 1 0
Analisando a tabela, podemos concluir que a fo´rmula ψ e´ falsa apenas quando as
treˆs varia´veis proposicionais p0, p1 e p2 sa˜o todas falsas.
[Observac¸a˜o] Se ϕ e´ uma fo´rmula onde ocorrem n varia´veis proposicionais distintas, enta˜o exis-
tem 2n combinac¸o˜es poss´ıveis para os valores lo´gicos dessas varia´veis proposicionais. Assim,
uma tabela de verdade de ϕ tera´ 2n linhas.
Existem fo´rmulas que assumem sempre o valor lo´gico verdadeiro qualquer que seja a com-
binac¸a˜o dos valores lo´gicos das varia´veis proposicionais que nelas ocorrem.
[Definic¸a˜o 1.6] Uma tautologia e´ uma fo´rmula que assume sempre o valor lo´gico verdadeiro,
independentemente dos valores lo´gicos das varia´veis proposicionais que a compo˜em.
[Exemplo]
Para cada n ∈ N0, as fo´rmulas pn ∨ ¬pn e pn → pn sa˜o tautologias.
pn ¬pn pn ∨ ¬pn
1 0 1
0 1 1
pn pn → pn
1 1
0 1
No resultado que se segue, listam-se tautologias que sa˜o utilizadas com frequeˆncia.
[Proposic¸a˜o 1.7] Dadas as fo´rmulas proposicionais ϕ, ψ e σ, as seguintes fo´rmulas sa˜o tauto-
logias:
[Modus Ponens] (ϕ ∧ (ϕ→ ψ))→ ψ
[Modus Tollens] ((ϕ→ ψ) ∧ ¬ψ)→ ¬ϕ
[transitividade] ((ϕ→ ψ) ∧ (ψ → σ))→ (ϕ→ σ)
demonstrac¸a˜o: Verifiquemos se a fo´rmula que expressa a transitividade e´ uma tautologia.
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Construindo a tabela de verdade de τ : ((ϕ → ψ) ∧ (ψ → σ)) → (ϕ → σ), podemos concluir
que esta fo´rmula e´ uma tautologia se o seu valor lo´gico for sempre verdadeiro.
ϕ ψ σ ϕ→ ψ ψ → σ (ϕ→ ψ) ∧ (ψ → σ) ϕ→ σ τ
1 1 1 1 1 1 1 1
1 1 0 1 0 0 0 1
1 0 1 0 1 0 1 1
1 0 0 0 1 0 0 1
0 1 1 1 1 1 1 1
0 1 0 1 0 0 1 1
0 0 1 1 1 1 1 1
0 0 0 1 1 1 1 1
De modo ana´logo, verifica-se que as outras duas fo´rmulas que expressam o Modus Tollens e
o Modus Ponens sa˜o tautologias (exerc´ıcio). 
A negac¸a˜o de uma tautologia e´ uma fo´rmula que assume sempre o valor lo´gico falso.
[Definic¸a˜o 1.8] Uma contradic¸a˜o e´ uma fo´rmula que assume sempre o valor lo´gico falso,
independentemente dos valores lo´gicos das varia´veis proposicionais que a compo˜em.
[Exemplo]
As fo´rmulas pn ∧ ¬pn e pn ↔ ¬pn sa˜o contradic¸o˜es para todo o n ∈ N0.
pn ¬pn pn ∧ ¬pn
1 0 0
0 1 0
pn ¬pn pn ↔ ¬pn
1 0 0
0 1 0
[Observac¸o˜es]
(1) Se uma fo´rmula na˜o e´ uma tautologia, isso na˜o significa que seja uma contradic¸a˜o. Ha´,
evidentemente, fo´rmulas que na˜o sa˜o nem tautologias nem contradic¸o˜es.
(2) Se ϕ e´ uma tautologia (respetivamente, contradic¸a˜o), enta˜o ¬ϕ e´ uma contradic¸a˜o (res-
petivamente, tautologia).
Existem fo´rmulas que, embora distintas, assumem o mesmo valor lo´gico para cada uma das
combinac¸o˜es poss´ıveis dos valores lo´gicos das varia´veis proposicionais que nelas ocorrem. Se ϕ
e ψ forem duas fo´rmulas nessas condic¸o˜es, facilmente conclu´ımos que ϕ↔ ψ e´ uma tautologia.
[Definic¸a˜o 1.9] Sejam ϕ e ψ duas fo´rmulas proposicionais. Dizemos que ϕ e ψ sa˜o logicamente
equivalentes se ϕ↔ ψ e´ uma tautologia. Neste caso, escrevemos ϕ⇔ ψ.
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[Exemplo]
As fo´rmulas ϕ : (p0 ∧ (p1 ∨ p0))→ ¬p1 e ψ : ¬(p0 ∧ p1) sa˜o logicamente equivalentes,
pois
ϕ↔ ψ : ((p0 ∧ (p1 ∨ p0))→ ¬p1)↔ (¬(p0 ∧ p1))
e´ uma tautologia.
p0 p1 p1 ∨ p0 p0 ∧ (p1 ∨ p0) ¬p1 ϕ p0 ∧ p1 ψ ϕ↔ ψ
1 1 1 1 0 0 1 0 1
1 0 1 1 1 1 0 1 1
0 1 1 0 0 1 0 1 1
0 0 0 0 1 1 0 1 1
Em seguida, listamos algumas das equivaleˆncias lo´gicas mais conhecidas e frequentemente
utilizadas.
[Proposic¸a˜o 1.10] Dadas fo´rmulas proposicionais ϕ, ψ e σ, sa˜o va´lidas as seguintes equivaleˆncias
lo´gicas:
[associatividade] [leis de De Morgan]
((ϕ ∧ ψ) ∧ σ)⇔ (ϕ ∧ (ψ ∧ σ)) ¬(ϕ ∧ ψ)⇔ (¬ϕ ∨ ¬ψ)
((ϕ ∨ ψ) ∨ σ)⇔ (ϕ ∨ (ψ ∨ σ)) ¬(ϕ ∨ ψ)⇔ (¬ϕ ∧ ¬ψ)
[comutatividade] [distributividade]
((ϕ ∧ ψ)⇔ (ψ ∧ ϕ)) ((ϕ ∧ (ψ ∨ σ))⇔ ((ϕ ∧ ψ) ∨ (ϕ ∧ σ))
((ϕ ∨ ψ)⇔ (ψ ∨ ϕ)) ((ϕ ∨ (ψ ∧ σ))⇔ ((ϕ ∨ ψ) ∧ (ϕ ∨ σ))
[idempoteˆncia] [dupla negac¸a˜o]
(ϕ ∧ ϕ)⇔ ϕ ¬(¬ϕ)⇔ ϕ
(ϕ ∨ ϕ)⇔ ϕ
[elemento neutro] [elemento absorvente]
((ϕ ∧ (ψ ∨ ¬ψ))⇔ ϕ ((ϕ ∧ (ψ ∧ ¬ψ))⇔ (ψ ∧ ¬ψ)
((ϕ ∨ (ψ ∧ ¬ψ))⇔ ϕ ((ϕ ∨ (ψ ∨ ¬ψ))⇔ (ψ ∨ ¬ψ)
[lei do contrarrec´ıproco] (ϕ↔ ψ)⇔ (ϕ→ ψ) ∧ (ψ → ϕ)
(ϕ→ ψ)⇔ (¬ψ → ¬ϕ) (ϕ→ ψ)⇔ (¬ϕ ∨ ψ)
demonstrac¸a˜o: Comecemos por mostrar a equivaleˆncia lo´gica da dupla negac¸a˜o.
Construindo a tabela de verdade de ¬(¬ϕ)↔ ϕ, conclu´ımos que esta fo´rmula e´ uma tautolo-
gia:
ϕ ¬ϕ ¬(¬ϕ) ¬(¬ϕ)↔ ϕ
1 0 1 1
0 1 0 1
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Logo, as fo´rmulas ¬(¬ϕ) e ϕ sa˜o logicamente equivalentes.
Verifiquemos, agora, a equivaleˆncia lo´gica
((ϕ ∧ (ψ ∨ σ))⇔ ((ϕ ∧ ψ) ∨ (ϕ ∧ σ)).
As restantes provas ficam como exerc´ıcio.
A` semelhanc¸a do que foi feito no caso da dupla negac¸a˜o, construindo a tabela de verdade de
τ : ((ϕ ∧ (ψ ∨ σ))↔ ((ϕ ∧ ψ) ∨ (ϕ ∧ σ)), conclu´ımos que esta fo´rmula e´ uma tautologia:
ϕ ψ σ ψ ∨ σ ϕ ∧ (ψ ∨ σ) ϕ ∧ ψ ϕ ∧ σ (ϕ ∧ ψ) ∨ (ϕ ∧ σ) τ
1 1 1 1 1 1 1 1 1
1 1 0 1 1 1 0 1 1
1 0 1 1 1 0 1 1 1
1 0 0 0 0 0 0 0 1
0 1 1 1 0 0 0 0 1
0 1 0 1 0 0 0 0 1
0 0 1 1 0 0 0 0 1
0 0 0 0 0 0 0 0 1

[Exemplo]
Usando uma sequeˆncia de equivaleˆncias lo´gicas, podemos mostrar que a fo´rmula
(p0 ∧ p1) ∨ (p0 ∧ (¬p1)),
e´ logicamente equivalente a` fo´rmula p0.
De facto,
(p0 ∧ p1) ∨ (p0 ∧ (¬p1)) ⇔ p0 ∧ (p1 ∨ ¬p1) [distributividade]
⇔ p0 [elemento neutro]
Poder´ıamos, tambe´m, mostrar que a fo´rmula (p0 ∧ p1) ∨ (p0 ∧ (¬p1)) e´ logicamente
equivalente a p0 provando que a fo´rmula ((p0 ∧ p1) ∨ (p0 ∧ (¬p1))) ↔ p0 e´ uma
tautologia.
[Exemplo]
Usando uma sequeˆncia de equivaleˆncias lo´gicas, podemos provar que as fo´rmulas
p0 → (p1 → p2) e ¬(¬p2 → ¬p1)→ ¬p0 sa˜o logicamente equivalentes.
Pela lei do contrarrec´ıproco,
(p1 → p2)⇔ (¬p2 → ¬p1),
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pelo que
(p0 → (p1 → p2))⇔ (p0 → (¬p2 → ¬p1)).
De novo pela lei do contrarrec´ıproco, temos
(p0 → (¬p2 → ¬p1))⇔ (¬(¬p2 → ¬p1)→ ¬p0).
Assim,
(p0 → (p1 → p2))⇔ (¬(¬p2 → ¬p1)→ ¬p0).
1.3 Ca´lculo de Predicados Cla´ssico
Na secc¸a˜o anterior, referimos que frases como “x e´ um inteiro par” ou “x + y = 2” na˜o sa˜o
proposic¸o˜es, visto que os seus valores lo´gicos dependem dos valores de x e de y.
No entanto, e´ frequente encontrarmos, no estudo de qualquer teoria matema´tica, frases que
fazem refereˆncia a objetos gene´ricos representados por letras, designadas por varia´veis.
Frases como esta sa˜o objeto de estudo de um ramo da lo´gica denominado Ca´lculo de Predi-
cados.
Nesta Unidade Curricular, na˜o pretendemos aprofundar o estudo de Ca´lculo de Predicados,
mas iremos estudar algumas noc¸o˜es elementares que permitem a familiarizac¸a˜o com o simbo-
lismo, o significado, o uso e a negac¸a˜o de frases quantificadas.
Em frases que envolvam varia´veis, esta´ impl´ıcito um domı´nio de discurso, designado por
universo ou domı´nio de variac¸a˜o das varia´veis.
[Exemplo]
Na frase “x e´ um inteiro par”, a varia´vel x refere-se a um inteiro, pelo que o universo
de x e´ o conjunto Z.
A frase “x e´ um inteiro par” na˜o e´ uma proposic¸a˜o. No entanto, se substituirmos x por
valores do seu universo, obtemos frases a`s quais ja´ e´ poss´ıvel associar um valor de verdade.
Por exemplo, “2 e´ um inteiro par” e “3 e´ um inteiro par” sa˜o proposic¸o˜es que assumem o
valor lo´gico verdadeiro e falso, respetivamente.
[Definic¸a˜o 1.11] Um predicado nas varia´veis x1, . . . , xn, com n ∈ N, e´ uma frase declarativa
que faz refereˆncia a`s varia´veis x1, . . . , xn cujo valor lo´gico depende da substituic¸a˜o destas
varia´veis por valores do seu domı´nio de variac¸a˜o, tornando-se numa proposic¸a˜o sempre que
as varia´veis sa˜o substitu´ıdas por valores do seu universo.
Representamos um predicado nas varia´veis x1, . . . , xn por uma letra minu´scula p, q, r,...
(eventualmente com ı´ndices) seguida das varia´veis que ocorrem nesse predicado colocadas
entre pareˆntesis e separadas por v´ırgulas.
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[Exemplo]
Os predicados “x e´ um inteiro par” e “x e´ maior do que y” podem ser representados,
respetivamente, por p(x) e por q(x, y).
Dado um predicado p(x1, . . . , xn), com n ∈ N, se, para cada i ∈ {1, . . . , n}, ai e´ um valor do
domı´nio de variac¸a˜o de xi, enta˜o representamos por p(a1, . . . , an) a substituic¸a˜o das varia´veis
de p por esses valores concretos.
[Exemplo]
Considerando os predicados do exemplo anterior, p(8) representa a proposic¸a˜o “8 e´
um inteiro par” e q(
√
2, 3) representa a proposic¸a˜o “
√
2 e´ maior do que 3”.
Os conetivos lo´gicos que definimos na sintaxe do Ca´lculo Proposicional Cla´ssico estendem-se
ao Ca´lculo de Predicados de um modo natural.
Assim, se p(x1, . . . , xn) e q(x1, . . . , xn) sa˜o predicados nas varia´veis x1, . . . , xn, enta˜o
(¬p(x1, . . . , xn)), (p(x1, . . . , xn) ∧ q(x1, . . . , xn)),
(p(x1, . . . , xn) ∨ q(x1, . . . , xn)), (p(x1, . . . , xn)→ q(x1, . . . , xn))
e (p(x1, . . . , xn)↔ q(x1, . . . , xn))
sa˜o tambe´m predicados nas varia´veis x1, . . . , xn.
[Exemplo]
Sejam p(x) o predicado “x e´ um inteiro par” e q(x) o predicado “x e´ um nu´mero
primo”. Enta˜o, p(x)∧q(x) representa o predicado “x e´ um inteiro par e e´ um nu´mero
primo”.
A substituic¸a˜o das varia´veis de um predicado por valores concretos dos seus domı´nios de
variac¸a˜o na˜o e´ a u´nica forma de obter uma proposic¸a˜o a partir de um predicado. Tambe´m o
podemos fazer recorrendo aos chamados quantificadores.
[Definic¸a˜o 1.12] Sejam n ∈ N e i ∈ {1, . . . , n}. Se p(x1, . . . , xn) e´ um predicado nas varia´veis
x1, . . . , xn, a frases tais como “Para todo o xi, p(x1, . . . , xi, . . . , xn).”, “Qualquer que seja
o xi, p(x1, . . . , xi, . . . , xn).”, “Para cada xi, p(x1, . . . , xi, . . . , xn).”, da´-se a designac¸a˜o de
quantificac¸a˜o universal. Estas frases podem ser representadas por ∀xi p(x1, . . . , xi, . . . , xn).
Ao s´ımbolo ∀ chamamos quantificador universal e e´ usual associarmos-lhe uma das seguin-
tes leituras: “todo”, “para todo”, “qualquer que seja” ou “para cada”.
Se p(x) e´ um predicado na varia´vel x, a frase representada por ∀x p(x) e´ uma proposic¸a˜o.
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A proposic¸a˜o ∀x p(x) e´ verdadeira se p(a) for verdadeira para todo o elemento a do domı´nio
de variac¸a˜o de x, tambe´m designado universo de quantificac¸a˜o de x.
[Exemplo]
Se p(x) representar o predicado “x2 ≥ 0” e se o universo de quantificac¸a˜o de x for o
conjunto dos reais, a proposic¸a˜o ∀x p(x) e´ verdadeira, uma vez que a afirmac¸a˜o em
causa e´ verdadeira para qualquer real.
Se existir (pelo menos) um elemento b do domı´nio de variac¸a˜o de x para o qual p(b) e´ uma
proposic¸a˜o falsa, a proposic¸a˜o ∀x p(x) e´ falsa.
[Exemplo]
Se q(x) representar o predicado x2 > 0 e se o universo de quantificac¸a˜o de x for o
conjunto dos reais, a proposic¸a˜o ∀x q(x) e´ falsa, pois 0 e´ um nu´mero real e q(0) e´
falsa.
[Definic¸a˜o 1.13] Sejam n ∈ N e i ∈ {1, . . . , n}. Se p(x1, . . . , xn) e´ um predicado nas varia´veis
x1, . . . , xn, frases tais como “Existe um xi tal que p(x1, . . . , xi, . . . , xn).”, “Para algum xi,
p(x1, . . . , xi, . . . , xn).” sa˜o designadas de quantificac¸a˜o existencial.
Estas frases podem ser representadas por ∃xi p(x1, . . . , xi, . . . , xn). Ao s´ımbolo ∃ chamamos
quantificador existencial e e´ usual associarmos-lhe uma das seguintes leituras: “existe” ou
“para algum”.
Se p(x) e´ um predicado na varia´vel x, a frase representada por ∃x p(x) e´ uma proposic¸a˜o.
A proposic¸a˜o ∃x p(x) e´ verdadeira se p(a) for verdadeira para algum elemento a do universo
de quantificac¸a˜o de x.
Por outro lado, se na˜o existir qualquer elemento b do universo de quantificac¸a˜o de x para o
qual p(b) seja verdadeira, a proposic¸a˜o ∃x p(x) e´ falsa.
[Exemplo]
Se p(x) representar o predicado “x + 3 = 2” e se o universo de quantificac¸a˜o de x
for o conjunto dos nu´meros inteiros, a proposic¸a˜o ∃x p(x) e´ verdadeira, pois −1 ∈ Z
e p(−1) e´ verdadeira.
Por outro lado, se o universo de quantificac¸a˜o de x for o conjunto dos nu´meros
naturais, a proposic¸a˜o ∃x p(x) e´ falsa, uma vez que a equac¸a˜o na˜o tem soluc¸a˜o em
N.
Se o universo de uma dada quantificac¸a˜o for um certo conjunto U , podemos escrever ∀x∈U p(x)
e ∃x∈U p(x), em vez de ∀x p(x) e ∃x p(x), respetivamente.
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[Exemplo]
A frase “Existe um natural x tal que x+ 3 = 2” pode ser representada por
∃x∈N x+ 3 = 2.
Relativamente ao predicado p(x) : x + 3 = 2, prova-se que o nu´mero inteiro −1 e´,
de facto, o u´nico inteiro a tal que p(a) e´ uma proposic¸a˜o verdadeira.
Se p(x) e´ um predicado na varia´vel x, a existeˆncia de um u´nico objeto que satisfac¸a o predicado
p(x) pode ser representada pela expressa˜o ∃1x p(x), a` qual e´ usual associar uma das leituras
“Existe um e um so´ x tal que p(x)” ou “Existe um u´nico x tal que p(x)”.
[Exemplo]
A proposic¸a˜o ∃1x∈Z x + 3 = 2 e´ verdadeira, ao passo que ∃1x∈Z x2 − 1 = 0 e´ falsa
(tanto 1 como −1 satisfazem o predicado x2 − 1 = 0, contradizendo a unicidade de
um objeto que o satisfac¸a).
Os quantificadores universal e existencial podem ser combinados para quantificar uma mesma
condic¸a˜o.
[Exemplo]
Sejam p(x, y) o predicado (x+ y)2 = x2 + 2xy + y2 e q(x, y) o predicado x+ y = 0.
Dados dois nu´meros reais quaisquer a e b, sabemos que p(a, b) e´ verdadeira. Logo,
a proposic¸a˜o ∀x∈R ∀y∈R p(x, y) e´ verdadeira.
Todo o nu´mero inteiro admite um sime´trico em Z, pelo que a proposic¸a˜o
∀x∈Z ∃y∈Z q(x, y) e´ verdadeira.
No entanto, a proposic¸a˜o ∀x∈N0 ∃y∈N0 q(x, y) e´ falsa.
[Exemplo]
Consideremos as seguintes proposic¸o˜es.
[a] A equac¸a˜o x3 = 27 tem soluc¸a˜o no conjunto dos nu´meros naturais.
[b] Todo o nu´mero real admite um inverso para a multiplicac¸a˜o.
[c] Todo o inteiro maior ou igual a 4 pode ser escrito como a soma de dois nu´meros
primos.
[d] No conjunto dos nu´meros reais, existe um elemento absorvente para a multi-
plicac¸a˜o e este elemento e´ u´nico.
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Todas sa˜o quantificac¸o˜es e podemos, sem grande dificuldade, exprimi-las em lingua-
gem formal:
[a] ∃x∈N x3 = 27
[b] ∀x∈R ∃y∈R xy = 1
[c] ∀n∈Z (n ≥ 4→ (∃m,p∈Z\{1} (n = m+p∧∀k∈N ((k|m→ (k = 1∨k = m))∧ (k|p→
(k = 1 ∨ k = p))))))
[d] ∃1y∈R ∀x∈R xy = yx = y
Quando temos um predicado em duas ou mais varia´veis, a valorac¸a˜o da proposic¸a˜o obtida
pela quantificac¸a˜o de todas as varia´veis pode depender da ordem dessas quantificac¸o˜es.
[Exemplo]
Consideremos o predicado x+ y = 5.
A proposic¸a˜o ∀x∈Z ∃y∈Z x + y = 5 e´ verdadeira. De facto, dado x ∈ Z, temos que
x+ y = 5 para y = 5− x, que e´, claramente, um inteiro.
A proposic¸a˜o ∃y∈Z ∀x∈Z x+ y = 5 e´ falsa, ja´ que afirma que existe um inteiro y tal
que x + y = 5 para todo o x ∈ Z (portanto, um mesmo valor de y para todos os
valores de x). Ora, para x = 0, tal y teria de ser 5, mas para x = 1, considerando
y = 5, ter´ıamos x+ y = 6 6= 5.
De notar que, quando as quantificac¸o˜es de todas as varia´veis e´ feita com o mesmo quantifi-
cador, a ordem das quantificac¸o˜es na˜o afeta a valorac¸a˜o da proposic¸a˜o e, como tal, e´ poss´ıvel
simplificar a escrita, usando apenas um quantificador.
[Exemplo]
A proposic¸a˜o (verdadeira) ∃x∈Z ∃y∈Z x+y = 5 pode ser escrita como ∃x,y∈Z x+y = 5.
A proposic¸a˜o (falsa) ∀x∈Z ∀y∈Z x+ y = 5 pode ser escrita como ∀x,y∈Z x+ y = 5.
Se a proposic¸a˜o ∃x p(x) e´ falsa, enta˜o na˜o existe qualquer valor a do domı´nio de quantificac¸a˜o
de x para o qual p(a) seja verdadeira. Por outras palavras, p(a) e´ falsa para todo o elemento a
do domı´nio de quantificac¸a˜o de x. Equivalentemente, podemos afirmar que ¬p(a) e´ verdadeira
para todo o elemento a do domı´nio de quantificac¸a˜o de x, isto e´, a proposic¸a˜o ∀x (¬p(x)) e´
verdadeira. Deste modo, provamos a seguinte proposic¸a˜o:
[Proposic¸a˜o 1.14] ¬(∃x p(x)) e´ logicamente equivalente a ∀x (¬p(x)).
De modo ana´logo, podemos concluir o resultado que se segue.
[Proposic¸a˜o 1.15] ¬(∀x p(x)) e´ logicamente equivalente a ∃x (¬p(x)).
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[Exemplo]
Consideremos a proposic¸a˜o “1000000 e´ o maior nu´mero natural.
Usando linguagem simbo´lica, podemos reescrever a afirmac¸a˜o anterior como
∀x∈N 1000000 > x.
A negac¸a˜o da proposic¸a˜o e´ “1000000 na˜o e´ o maior nu´mero natural”. Esta u´ltima
proposic¸a˜o significa que existe pelo menos um natural que na˜o e´ menor que 1000000.
Podemos, assim, reescrever a negac¸a˜o da proposic¸a˜o inicial como ∃x∈N x 6< 1000000
ou, equivalentemente, como ∃x∈N x ≥ 1000000.
1.4 Me´todos de Prova
[Definic¸a˜o 1.16] A prova (demonstrac¸a˜o) de uma proposic¸a˜o matema´tica e´ um argumento
logicamente va´lido (constru´ıdo com base em princ´ıpios - regras e axiomas) que estabelece a
veracidade da proposic¸a˜o.
[Exemplo]
Consideremos a proposic¸a˜o “2 = 1” e a argumentac¸a˜o que se segue, que lhe conferiria
o valor lo´gico verdadeiro.
Sejam a, b ∈ Z.
a = b ⇒ aa = ab
⇒ a2 = ab
⇒ a2 − b2 = ab− b2
⇒ (a+ b)(a− b) = b(a− b)
⇒ a+ b = b
⇒ b+ b = b
⇒ 2b = b
⇒ 2 = 1
Sabemos que a proposic¸a˜o “2 = 1” e´ falsa, pelo que o argumento apresentado na˜o
pode ser va´lido. Uma vez que estamos a assumir que a = b, facilmente conclu´ımos
que a − b = 0, pelo que na˜o podemos aplicar a lei do corte no quinto passo da
argumentac¸a˜o. O argumento apresentado e´, pois, incorreto.
A prova de uma proposic¸a˜o pode ser direta ou indireta.
Numa prova direta de uma proposic¸a˜o procura-se estabelecer a veracidade da mesma a partir
de axiomas ou factos conhecidos e sem assumir pressupostos adicionais.
Pore´m, em certos casos, a prova direta na˜o e´ simples e pode mesmo na˜o ser poss´ıvel. Nestas
situac¸o˜es pode-se optar por um me´todo de prova indireta. Por exemplo, pode-se provar a
veracidade de uma proposic¸a˜o mostrando que esta na˜o pode ser falsa.
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1.4.1 Prova direta de uma conjunc¸a˜o
Na prova direta de p ∧ q, procura-se uma prova de p e uma prova de q.
De facto, sabemos que a proposic¸a˜o p ∧ q e´ verdadeira se e so´ se ambas as proposic¸o˜es p e q
sa˜o verdadeiras.
[Exemplo]
Consideremos a seguinte proposic¸a˜o: x2 + 2x + 2 = 0 na˜o tem soluc¸o˜es reais e as
ra´ızes do polino´mio x2 − 1 sa˜o -1 e 1.
Esta proposic¸a˜o e´ a conjunc¸a˜o das proposic¸o˜es
p: x2 + 2x+ 2 = 0 na˜o tem soluc¸o˜es reais.
e
q: As ra´ızes do polino´mio x2 − 1 sa˜o -1 e 1.
A prova direta da proposic¸a˜o dada consiste de uma prova da proposic¸a˜o p e de uma
prova da proposic¸a˜o q:
demonstrac¸a˜o: Usando a fo´rmula resolvente para equac¸o˜es polinomiais de 2.o grau,
temos que
x2 + 2x+ 2 = 0⇔ x = −2±
√−4
2
Portanto, x2 + 2x + 2 = 0 na˜o tem soluc¸o˜es reais. Assim, p e´ uma proposic¸a˜o
verdadeira.
Consideremos agora a equac¸a˜o x2 − 1 = 0. Atendendo a que
x2 − 1 = 0⇔ x2 = 1⇔ x = −1 ∨ x = 1,
podemos afirmar que as ra´ızes do polino´mio x2−1 sa˜o -1 e 1 e, por conseguinte, que
q e´ uma proposic¸a˜o verdadeira. 
1.4.2 Prova direta de uma disjunc¸a˜o
Na prova direta de p ∨ q basta fazer prova de uma das proposic¸o˜es p ou q.
Recorde-se que a proposic¸a˜o p ∨ q e´ verdadeira se e so´ se pelo menos umas das proposic¸o˜es
p ou q e´ verdadeira. Ao apresentar-se uma prova de p (respetivamente, q), fica provada a
veracidade de p ∨ q, sem ser necessa´rio apresentar uma prova de q (respetivamente, p).
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[Exemplo]
Consideremos a seguinte proposic¸a˜o: A soma de dois nu´meros naturais consecutivos
e´ ı´mpar ou o seu produto e´ maior do que 3.
Esta proposic¸a˜o e´ a disjunc¸a˜o das proposic¸o˜es
p: A soma de dois nu´meros naturais consecutivos e´ ı´mpar.
e
q: O produto de dois nu´meros naturais consecutivos e´ maior do que 3.
A prova direta da proposic¸a˜o dada consiste de uma prova da proposic¸a˜o p ou de uma
prova da proposic¸a˜o q. Neste caso, a proposic¸a˜o q e´ falsa em geral (note-se que 1 e
2 sa˜o naturais consecutivos cujo produto e´ inferior a 3), mas a prova da veracidade
de p e´ suficiente para provar a veracidade de p ∨ q:
demonstrac¸a˜o: Sejam n e m dois nu´meros naturais consecutivos, com n > m.
Enta˜o, n = m+ 1, pelo que
n+m = (m+ 1) +m = 2m+ 1.
Assim, n+m e´ um nu´mero ı´mpar. Logo, a soma de quaisquer dois nu´meros naturais
consecutivos e´ ı´mpar e, portanto, a proposic¸a˜o e´ verdadeira. .
1.4.3 Prova direta de uma implicac¸a˜o
Para demonstrar diretamente uma afirmac¸a˜o do tipo p → q, assume-se a veracidade de p e
constro´i-se uma prova de q.
Note-se que uma proposic¸a˜o p → q e´ verdadeira apenas nos casos em que p e´ falsa ou em
que p e q sa˜o ambas verdadeiras. Assim, se p e´ uma proposic¸a˜o falsa, p → q e´ naturalmente
verdadeira, independentemente do valor lo´gico de q. Logo, o u´nico caso que e´ necessa´rio
analisar, para mostrar a veracidade de p→ q, e´ o caso em que p e´ verdadeira, sendo necessa´rio
provar, nesse caso, a veracidade de q.
[Exemplo]
Consideremos a proposic¸a˜o: Todo o inteiro ı´mpar se escreve como a diferenc¸a de
dois quadrados perfeitos.
Esta proposic¸a˜o pode ser reescrita do seguinte modo: Se n e´ um inteiro ı´mpar, enta˜o
n e´ a diferenc¸a de dois quadrados perfeitos. Assim, a proposic¸a˜o considerada e´ da
forma p→ q, com
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p: n e´ um inteiro ı´mpar.
e
q: n e´ a diferenc¸a de dois quadrados perfeitos.
Observe-se que, dado um inteiro n, apenas nos interessa considerar, para a prova, o
caso em que n e´ ı´mpar, ou seja, assumimos que p e´ verdadeira e procuramos mostrar
que tambe´m q e´ verdadeira.
demonstrac¸a˜o: Pretendemos mostrar que, se n ∈ Z e´ um nu´mero ı´mpar, enta˜o
existem a, b ∈ Z tais que n = a2 − b2.
Suponhamos, enta˜o, que n ∈ Z e´ um nu´mero ı´mpar.
Enta˜o, existe um k ∈ Z tal que n = 2k + 1.
Ora,
n = 2k + 1 = k2 + 2k + 1− k2 = (k + 1)2 − k2 = a2 − b2,
com a = k+1 e b = k inteiros. Logo, n escreve-se como a diferenc¸a de dois quadrados
perfeitos. 
1.4.4 Prova de uma equivaleˆncia
Atendendo a` equivaleˆncia lo´gica (p ↔ q) ⇔ ((p → q) ∧ (q → p)), a prova de uma afirmac¸a˜o
do tipo p↔ q pode passar pela prova de duas implicac¸o˜es.
Na prova de p↔ q, constro´i-se uma prova de p→ q e uma prova de q → p.
[Exemplo]
Consideremos a seguinte afirmac¸a˜o sobre n ∈ Z: n2 e´ par se e so´ se n e´ par.
Esta proposic¸a˜o pode ser escrita na forma p↔ q, onde
p: n2 e´ par.
e
q: n e´ par.
Observe-se que, dizer que n2 e´ par e´ equivalente a afirmar que n2 = 2k para algum
inteiro k. Logo, n = ±
√
2k, o que na˜o nos permite concluir nada sobre a paridade
de n. A prova da equivaleˆncia dada passa pela prova de p → q e de q → p. Esta
u´ltima e´ trivial:
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demonstrac¸a˜o [q → p]: Admitamos a veracidade de q e procuremos provar p.
Para tal, admitamos que n e´ par. Por definic¸a˜o, existe, enta˜o, um inteiro k tal que
n = 2k. Logo, n2 = (2k)2, donde n2 = 2(2k2), ou seja, n2 = 2s, com s = 2k2 ∈ Z.
Conclu´ımos, deste modo, que n2 e´ par, isto e´, p e´ verdadeira. 
A prova de p ↔ q so´ fica completa quando formos capazes de provar a implicac¸a˜o
p→ q. Veremos essa prova na secc¸a˜o 1.4.8.
1.4.5 Prova de uma negac¸a˜o
Na prova de ¬p, assume-se p e procura-se uma contradic¸a˜o.
[Exemplo]
Consideremos a proposic¸a˜o: Na˜o existem n,m ∈ N tais que 2n + 16m = 13. Facil-
mente se verifica que esta e´ a negac¸a˜o da proposic¸a˜o
p: Existem n,m ∈ N tais que 2n+ 16m = 13.
Para provar a veracidade de ¬p, mostramos que p na˜o pode, de facto, ser verdadeira:
demonstrac¸a˜o: Suponhamos que existem nu´meros naturais n e m tais que
2n+ 16m = 13. Enta˜o,
13 = 2n+ 16m = 2(n+ 8m),
pelo que 13 e´ divis´ıvel por 2, o que contradiz o facto de 13 ser um nu´mero ı´mpar.
Assim, na˜o existem n,m ∈ N tais que 2n+ 16m = 13. 
1.4.6 Prova indireta por contradic¸a˜o ou reduc¸a˜o ao absurdo
Para provar uma afirmac¸a˜o p, assume-se ¬p e procura-se uma contradic¸a˜o.
No exemplo que se segue, apresenta-se uma demonstac¸a˜o do resultado enunciado recorrendo
a uma prova por reduc¸a˜o ao absurdo.
[Exemplo]
Proposic¸a˜o: Existe uma infinidade de nu´meros primos.
demonstrac¸a˜o: No sentido de provarmos por contradic¸a˜o este resultado, admita-
mos que existe um nu´mero finito de primos, digamos p1, p2, . . . , pn, com n ∈ N.
Considere-se, agora, o nu´mero
x = p1p2 · · · pn + 1.
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Temos que
x = p1 × (p2 · · · pn) + 1,
pelo que o resto da divisa˜o de x por p1 e´ 1 e, por conseguinte, x na˜o e´ divis´ıvel por
p1.
Analogamente,
x = p2 × (p1p3 · · · pn) + 1,
donde o resto da divisa˜o de x por p2 e´, tambe´m, 1 e, por isso, x na˜o e´ divis´ıvel por
p2.
E´ o´bvio que este racioc´ınio se pode aplicar com qualquer um dos primos p1, . . . , pn e,
portanto, podemos concluir que o nu´mero x na˜o e´ divis´ıvel por nenhum dos nu´meros
primos p1, p2, . . . , pn (pois o resto da divisa˜o e´ sempre 1).
Logo, x e´ um nu´mero primo, o que contradiz a hipo´tese inicial de que existem apenas
n nu´meros primos, uma vez que x e´ diferente de qualquer um dos nu´meros de entre
p1, . . . , pn.
Enta˜o a hipo´tese inicial esta´ errada e, portanto, existe um nu´mero infinito de primos.

1.4.7 Prova de uma implicac¸a˜o por reduc¸a˜o ao absurdo
Muitas proposic¸o˜es matema´ticas sa˜o enunciadas na forma de uma implicac¸a˜o p → q. Para
ale´m destas, existem outras proposic¸o˜es que, embora na˜o sendo implicac¸o˜es, a sua prova pode
passar pela demonstrac¸a˜o de uma afirmac¸a˜o do tipo p→ q.
Por estes motivos, e´ conveniente conhecer e estudar diversos me´todos de prova indireta que
existem para uma implicac¸a˜o.
A prova de p→ q pode ser feita por contradic¸a˜o. Uma vez que p→ q e´ logicamente equivalente
a ¬(p ∧ ¬q), temos que ¬(p→ q) e´ logicamente equivalente a p ∧ ¬q.
[Exemplo]
Consideremos o seguinte resultado que garante a unicidade da inversa de uma matriz
invert´ıvel sobre o corpo dos complexos.
[Teorema] Seja A uma matriz quadrada de ordem n, sobre C, invert´ıvel. Enta˜o,
existe uma u´nica matriz X, tambe´m de ordem n, sobre C, tal que AX = XA = In,
onde In e´ a matriz identidade de ordem n.
O enunciado deste teorema e´ da forma p→ q, onde
p: A e´ uma matriz quadrada de ordem n, sobre C, invert´ıvel.
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e
q: Existe uma u´nica matriz X, de ordem n, sobre C, tal que
AX = XA = In, onde In e´ a matriz identidade de ordem n.
A prova de p→ q por reduc¸a˜o ao absurdo passa por assumir-se p∧¬q e procurar-se
uma contradic¸a˜o. Ora, ao assumirmos p ∧ ¬q, estamos a assumir p e ¬q. Sendo p
verdadeira, fica garantida a existeˆncia de pelo menos uma matriz X, de ordem n,
sobre C, tal que AX = XA = In, onde In e´ a matriz identidade de ordem n. Sendo
assim, afirmar que ¬q e´ verdadeira e´ equivalente a dizer que existe mais do que uma
matriz nessas condic¸o˜es e isso leva a uma contradic¸a˜o:
demonstrac¸a˜o: Sendo A uma matriz invert´ıvel, sabemos que existe uma matriz
X de ordem n, sobre C, tal que AX = XA = In. Admitamos que X na˜o e´ u´nica,
ou seja, que existe uma outra matriz quadrada Y , de ordem n, sobre C, tal que
AY = Y A = In. Enta˜o,
Y = Y In = Y (AX) = (Y A)X = InX = X,
o que e´ absurdo. Logo, existe uma so´ matriz X nas condic¸o˜es referidas. .
[Exemplo]
Consideremos a seguinte proposic¸a˜o: Se x ∈ R e´ tal que x2 = 2, enta˜o x 6∈ Q.
Esta proposic¸a˜o e´ da forma p→ q, onde
p: x ∈ R e x2 = 2
e
q: x 6∈ Q
e e´ equivalente a afirmar que
√
2 e −√2 sa˜o nu´meros irracionais.
A seguinte prova da proposic¸a˜o segue por reduc¸a˜o absurdo:
demonstrac¸a˜o: Suponhamos que x ∈ R e´ tal que x2 = 2 e x ∈ Q, e procuremos
uma contradic¸a˜o.
Ora, se x2 = 2 temos que x =
√
2 ou x = −√2. Consideremos o caso em que x = √2
(o outro caso e´ ana´logo).
Enta˜o,
√
2 = x ∈ Q, pelo que existem a, b ∈ Z tais que b 6= 0, m.d.c.(a, b) = 1 e
x =
a
b
.
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Assim,
2 = x2 =
(a
b
)2
=
a2
b2
,
pelo que a2 = 2b2.
Logo, a2 e´ um nu´mero par e, consequentemente, a tambe´m o e´. Portanto, existe
k ∈ N tal que a = 2k.
Assim, (2k)2 = 2b2 ou, equivalentemente,
4k2 = 2b2,
pelo que b2 = 2k2.
Enta˜o, b2 e´ par e b tambe´m o e´.
Como a e b sa˜o pares, 2 e´ divisor de ambos os nu´meros, contrariando o facto de
m.d.c.(a, b) = 1. 
1.4.8 Prova de uma implicac¸a˜o por contraposic¸a˜o ou por contrarrec´ıproco
Atendendo a que as fo´rmulas p→ q e ¬q → ¬p sa˜o logicamente equivalentes, a demonstrac¸a˜o
de um resultado do primeiro tipo pode ser feita, indiretamente, apresentando uma prova de
¬q → ¬p. A uma tal demonstrac¸a˜o chama-se prova por contraposic¸a˜o ou por contrarrec´ıproco.
Para demonstrar uma afirmac¸a˜o do tipo p→ q, assume-se ¬q e encontra-se uma prova de ¬p.
[Exemplo]
Consideremos o exemplo apresentado na secc¸a˜o 1.4.4, onde se procurava apresentar
uma prova da seguinte afirmac¸a˜o sobre n ∈ Z: n2 e´ par se e so´ se n e´ par.
Como referimos, esta proposic¸a˜o pode ser escrita na forma p↔ q, onde
p: n2 e´ par.
e
q: n e´ par.
A fim de completar a prova desta proposic¸a˜o apresentada nesse exemplo, resta provar
a implicac¸a˜o p→ q. Note-se que na˜o e´ poss´ıvel uma prova direta de tal implicac¸a˜o:
demonstrac¸a˜o: Iremos demonstrar este resultado por contraposic¸a˜o. Nesse sen-
tido, suponhamos que n na˜o e´ par, ou seja, que n e´ ı´mpar.
Enta˜o, existe k ∈ N tal que n = 2k + 1, pelo que n2 = (2k + 1)2 = 4k2 + 4k + 1 =
2(2k2 + 2k) + 1. Logo, n2 e´ ı´mpar. 
Observe-se que a prova acima e´ a demonstrac¸a˜o da implicac¸a˜o ¬q → ¬p. Sendo esta pro-
posic¸a˜o equivalente a p→ q, a prova acima e´ tambe´m uma demonstrac¸a˜o de p→ q.
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1.4.9 Prova indireta de uma disjunc¸a˜o
Como ja´ referimos anteriormente, a prova de uma disjunc¸a˜o pode tambe´m ser feita de um
modo indireto.
Uma vez que ambas as fo´rmulas ¬p → q e ¬q → p sa˜o logicamente equivalentes a p ∨ q, a
prova da disjunc¸a˜o de p e q pode passar pela prova de ¬p→ q ou de ¬q → p.
Na prova de p∨q, assume-se ¬p e procura-se uma prova de q ou, equivalentemente, assume-se
¬q e procura-se uma prova de p.
[Exemplo]
Consideremos a seguinte proposic¸a˜o: Dados dois nu´meros reais x e y tais que xy = 0,
temos x = 0 ou y = 0.
Considerando R o universo de variac¸a˜o das varia´veis, esta proposic¸a˜o pode ser escrita
na forma r→ (p ∨ q), onde
r: xy = 0,
p: x = 0
e
q: y = 0.
Para provar a proposic¸a˜o dada, assumimos r e procuramos uma prova de p∨ q. Sera´
na prova de p ∨ q que usaremos o me´todo de prova descrito nesta secc¸a˜o.
demonstrac¸a˜o: Pretendemos mostrar que x = 0 ou y = 0, assumindo que x, y ∈ R
e xy = 0. Iremos demonstrar esta disjunc¸a˜o recorrendo a uma prova indireta. Nesse
sentido, comec¸amos por supor que x 6= 0 e procuramos concluir que y = 0.
Sendo x um nu´mero real na˜o nulo, 1x ∈ R. Logo,
xy = 0⇔ 1
x
(xy) =
1
x
.0⇔ ( 1
x
x)y = 0⇔ 1.y = 0⇔ y = 0. 
1.4.10 Prova por casos
A prova direta de uma afirmac¸a˜o do tipo (p1 ∨ · · · ∨ pn)→ q consiste em procurar uma prova
de q assumindo p1 ∨ · · · ∨ pn. Para que p1 ∨ · · · ∨ pn seja verdadeira, e´ necessa´rio que pelo
menos uma das proposic¸o˜es pi seja verdadeira. Assim, podemos construir a prova estudando
cada um dos casos poss´ıveis: (1) p1 e´ verdadeira; (2) p2 e´ verdadeira; ...; (n) pn e´ verdadeira.
A uma tal prova da´-se o nome de prova por casos.
A prova por casos de uma afirmac¸a˜o do tipo (p1 ∨ · · · ∨ pn) → q consiste em procurar uma
prova para cada uma das implicac¸o˜es p1 → q, ..., pn → q.
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[Exemplo]
Consideremos a seguinte proposic¸a˜o: Se a e b sa˜o nu´meros reais tais que 0 ≤ a < b,
enta˜o a2 < b2.
A prova que apresentamos considera dois casos poss´ıveis para a: a > 0 e a = 0.
demonstrac¸a˜o: Sejam a, b ∈ R tais que 0 ≤ a < b. Pretendemos mostrar que
a2 < b2. Uma vez que 0 ≤ a, a prova sera´ feita considerando dois casos: a > 0 e
a = 0.
[i] Se a > 0, enta˜o a < b implica que a × a < a × b ou, equivalentemente, a2 < ab.
Como b > 0, tambe´m a < b implica que a× b < b× b ou, equivalentemente, ab < b2.
Logo, a2 < ab < b2.
[ii] Se a = 0, enta˜o a2 = 02 = 0 e ab = 0× b = 0. Como b > 0, de a < b conclu´ımos
que a× b < b× b ou, equivalentemente, ab < b2. Assim, a2 = 0 = ab < b2. 
1.4.11 Prova de uma proposic¸a˜o com quantificador universal
Na prova direta de uma proposic¸a˜o do tipo “∀x p(x)”, admitimos que a varia´vel a representa
um elemento arbitra´rio do universo de quantificac¸a˜o U da varia´vel x e mostramos que p(a) e´
verdadeira.
No caso em que U e´ um conjunto finito, podemos optar por uma prova por exausta˜o,
testanto individualmente, para cada a ∈ U , se p(a) e´ verdadeira.
[Exemplo]
Consideremos a seguinte quantificac¸a˜o universal: Dado um nu´mero natural n, n2+n
e´ par.
Sendo o universo de variac¸a˜o de n um conjunto infinito, a argumentac¸a˜o da vera-
cidade da proposic¸a˜o dada na˜o pode passar pela atribuic¸a˜o de valores concretos a
n. A ideia e´ mostrar que n2 + n e´ um nu´mero par para qualquer valor que n possa
tomar.
demonstrac¸a˜o: Pretendemos mostrar que ∀n∈N n2 + n e´ par. Admitamos que a
representa um valor arbitra´rio em N e procuremos mostrar que a2 + a e´ par.
Se a for par, enta˜o a2 e´ par. Como a soma de dois nu´meros pares e´ ainda um nu´mero
par, a2 + a e´ par.
Por outro lado, se a for ı´mpar, enta˜o a2 e´ ı´mpar. Ora, a soma de dois nu´meros
ı´mpares e´ um nu´mero par, pelo que a2 + a e´ par. 
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[Exemplo]
Consideremos a seguinte quantificac¸a˜o universal sobre um universo finito: Todo o
elemento de U = {4, 16, 49} e´ um quadrado perfeito.
Pretendemos mostrar que ∀n∈U n e´ um quadrado perfeito. Sendo o universo de
variac¸a˜o de n um conjunto finito, a argumentac¸a˜o da veracidade da proposic¸a˜o
passa por uma prova por exausta˜o:
demonstrac¸a˜o: Recorde-se que um quadrado perfeito e´ um inteiro da forma k2
com k ∈ Z. Dado que os elementos de U sa˜o 4, 16 e 49 e dado que 4 = 22, 16 = 42
e 49 = 72, podemos concluir que todo o elemento de U e´ um quadrado perfeito. 
1.4.12 Prova de uma proposic¸a˜o com quantificador existencial
Na prova direta de uma proposic¸a˜o do tipo “∃x p(x)”, e´ necessa´rio exibir um elemento a do
universo de quantificac¸a˜o U da varia´vel x tal que p(a) seja verdadeira.
Este tipo de prova diz-se uma prova construtiva.
[Exemplo]
Consideremos a seguinte proposic¸a˜o: A equac¸a˜o x5−x4−2√2x3+2√2x2+2x−2 = 0
admite uma soluc¸a˜o inteira.
Pretendemos mostrar que ∃x∈Z x5−x4− 2
√
2x3+2
√
2x2+2x− 2 = 0. Numa prova
direta, basta apresentar um valor inteiro a tal que a5−a4−2√2a3+2√2a2+2a−2 = 0:
demonstrac¸a˜o: Consideremos a = 1 ∈ Z. Enta˜o, a5−a4−2√2a3+2√2a2+2a−2 =
1− 1− 2√2 + 2√2 + 2− 2 = 0, pelo que 1 e´ soluc¸a˜o da equac¸a˜o em causa. 
Em certos casos, a prova construtiva na˜o e´ simples ou na˜o e´ poss´ıvel, podendo-se optar por
uma prova indireta por contradic¸a˜o. Nesta situac¸a˜o, a prova diz-se na˜o construtiva.
1.4.13 Prova de existeˆncia e unicidade
A prova direta de uma proposic¸a˜o do tipo “∃1x p(x)” pode ser dividida em duas partes:
[prova de existeˆncia] prova-se que existe, pelo menos, um elemento a do universo de quanti-
ficac¸a˜o de x tal que p(a) e´ verdade;
[prova de unicidade] supo˜e-se que a e b sa˜o dois elementos do universo de quantificac¸a˜o de x
tais que p(a) e p(b) sa˜o verdadeiras e mostra-se que a = b.
[Exemplo]
Consideremos a seguinte proposic¸a˜o: Existe um elemento neutro para a multi-
plicac¸a˜o em R e esse elemento e´ u´nico.
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Pretendemos mostrar que ∃1u∈R ∀x∈R xu = ux = x.
Na prova que apresentamos de seguida, comec¸amos por mostrar que existe pelo
menos um elemento u que satisfaz ∀x∈R xu = ux = x, De seguida, mostramos que
esse elemento e´ u´nico.
[prova de existeˆncia] Consideremos u = 1 ∈ R. Pretendemos mostrar que ∀x∈R xu =
ux = x. Ora, dado x ∈ R, xu = x× 1 = x = 1× x = ux.
Logo, u = 1 e´ elemento neutro para a multiplicac¸a˜o.
[prova de unicidade] Suponhamos agora que u′ ∈ R e´ elemento neutro para a multi-
plicac¸a˜o. Enta˜o, 1 = 1×u′. Por outro lado, 1 e´ elemento neutro para a multiplicac¸a˜o
e, portanto, u′ = 1× u′. Logo, u′ = 1. 
1.4.14 Prova de falsidade de uma quantificac¸a˜o universal por contraexemplo
A prova de falsidade de uma proposic¸a˜o do tipo “∀x p(x)” passa por mostrar que existe um
elemento a do universo de quantificac¸a˜o tal que p(a) e´ falsa.
Neste caso, diz-se que a e´ um contraexemplo para a proposic¸a˜o “∀x p(x)”.
[Exemplo]
Consideremos a seguinte quantificac¸a˜o universal: Todo o nu´mero real admite inverso
para a multiplicac¸a˜o.
E´ afirmado que ∀x∈R∃y∈R xy = 1. Consideremos a = 0 ∈ R e mostremos que a
proposic¸a˜o “∃y∈R ay = 1” e´ falsa.
Temos, pois, de mostrar que “∀y∈R ay 6= 1” e´ verdadeira.
Ora, dado y ∈ R, ay = 0× y = 0 6= 1.
Assim, 0 e´ um contraexemplo para a proposic¸a˜o considerada. 
1.5 Exerc´ıcios resolvidos
1. Considere as fo´rmulas ϕ : p1 ↔ (¬p1∨p2) e ψ : (p1 → (¬p1∨p2))∧((p1∧¬p2)→ ¬p1).
Diga, justificando, se cada uma das afirmac¸o˜es que se seguem e´ ou na˜o
verdadeira.
(a) Se o valor lo´gico da fo´rmula ϕ e´ 1, enta˜o os valores lo´gicos das varia´veis
proposicionais p1 e p2 sa˜o iguais.
(b) As fo´rmulas ϕ e ψ sa˜o logicamente equivalentes.
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resoluc¸a˜o:
(a) Sabemos que o valor lo´gico de ϕ e´ 1 se e somente se os valores lo´gicos de p1 e de
(¬p1 ∨ p2) sa˜o iguais. Ora, se p1 e´ verdadeira, enta˜o, para (¬p1 ∨ p2) ser verdadeira,
p2 tem de ser verdadeira. Por outro lado, se p1 e´ falsa, enta˜o (¬p1∨p2) e´ verdadeira,
independentemente do valor lo´gico de p2. Logo, se p1 e´ falsa, o valor lo´gico de ϕ e´ 0.
Assim, se o valor lo´gico de ϕ e´ 1, enta˜o p1 e p2 sa˜o ambas verdadeiras e a afirmac¸a˜o
e´ verdadeira.
[observac¸a˜o: esta al´ınea podia ser resolvida com a ana´lise da tabela de verdade de
ϕ]
(b) Consideremos a tabela de verdade
p1 p2 ¬p1 ¬p2 ¬p1 ∨ p2 ϕ p1 → (¬p1 ∨ p2) p1 ∧ ¬p2 (p1 ∧ ¬p2)→ ¬p1 ψ
1 1 0 0 1 1 1 0 1 1
1 0 0 1 0 0 0 1 0 0
0 1 1 0 1 0 1 0 1 1
0 0 1 1 1 0 1 0 1 1
Os valores lo´gicos de ϕ e de ψ nem sempre sa˜o iguais. Logo, as fo´rmulas na˜o sa˜o
logicamente equivalentes e a afirmac¸a˜o e´ falsa.
2. Verifique se a fo´rmula ϕ : (p0 ∨ ¬p1)↔ (¬p0 → p1) e´ uma tautologia.
resoluc¸a˜o: Consideremos a tabela de verdade de ϕ:
p0 p1 ¬p0 ¬p1 p0 ∨ ¬p1 ¬p0 → p1 ϕ
1 1 0 0 1 1 1
1 0 0 1 1 1 1
0 1 1 0 0 1 0
0 0 1 1 1 0 0
Como o valor lo´gico de ϕ na˜o e´ sempre 1, podemos concluir que ϕ na˜o e´ uma
tautologia.
3. Considerando que A e´ um subconjunto de Z, que p representa a proposic¸a˜o
∀y∈A ∃ x∈A y = x2 e que q representa a proposic¸a˜o ∃ y∈A ∀x∈A y = x2,
(a) Deˆ exemplo de A para o qual apenas uma das proposic¸o˜es p, q e´ verda-
deira. Justifique.
(b) Indique, sem recorrer ao conetivo negac¸a˜o, uma proposic¸a˜o equivalente
a ¬p.
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resoluc¸a˜o:
(a) Para p ser verdadeira, para todo y ∈ A tem de existir x ∈ A tal que y = x2, ou
seja, para todo y ∈ A, √y ∈ A ou −√y ∈ A. Note-se que os elementos de A sa˜o
nu´meros inteiros.
Para q ser verdadeira, tem de existir y ∈ A que seja igual aos quadrados de todos
os valores de x ∈ A.
Comecemos por apresentar um conjunto A em que p e´ falsa e q e´ verdadeira. Con-
sideremos A = {−1, 1}. Para y = −1 na˜o existe x ∈ A tal que y = x2. Logo, p e´
falsa. Note-se que y = 1 e´ tal que y = (−1)2 e y = 12. Assim, q e´ verdadeira.
Vejamos, agora, um exemplo de um conjunto A em que p e´ verdadeira e q e´ falsa.
Seja A = {0, 1}. Para y = 0 existe x ∈ A tal que y = x2: basta considerar x = 0.
Para y = 1 existe x ∈ A tal que y = x2: basta considerar x = 1. Portanto, p e´
verdadeira. Como na˜o existe nenhum y ∈ A que seja igual aos quadrados de todos
os elementos de A, q e´ falsa. Note-se que 02 = 0 6= 1 = 12.
(b) Recorde-se que ¬∀y∈A∃x∈A r(x, y)⇔ ∃y∈A∀x∈A¬r(x, y).
Sendo assim,
∃y∈A∀x∈A y 6= x2
e´ logicamente equivalente a ¬p.
4. Considerando que p representa a proposic¸a˜o
∃y∈A∀x∈A(x 6= y → (xy > 0 ∨ x2 + y = 0)),
(a) Justificando, deˆ exemplo de um universo A na˜o vazio onde:
(i) a proposic¸a˜o p e´ verdadeira;
(ii) a proposic¸a˜o p e´ falsa.
(b) Indique, sem recorrer ao conetivo negac¸a˜o, uma proposic¸a˜o equivalente
a ¬p.
resoluc¸a˜o:
(a)(i) Para p ser verdadeira, tem de existir um elemento y em A tal que, para todos
os valores de x em A distintos de y, xy > 0 ou x2 + y = 0. Tomemos, por exemplo,
A = {−2,−1, 1} e consideremos y = −1.
Para x = −2, a proposic¸a˜o (xy > 0 ∨ x2 + y = 0) e´ verdadeira, uma vez que
xy = 2 > 0. Para x = 1, a proposic¸a˜o (xy > 0 ∨ x2 + y = 0) e´, tambe´m, verdadeira,
uma vez que xy = −1 < 0 mas x2 + y = 12 − 1 = 0. Assim, para A = {−2,−1, 1},
p e´ verdadeira .
(ii) Para p ser falsa, para todo o valor de y em A tem de existir pelo menos um
valor de x em A, distinto de y, tal que a proposic¸a˜o (xy > 0 ∨ x2 + y = 0) e´ falsa,
ou seja, tal que xy ≤ 0 e x2 + y 6= 0.
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Tomemos, por exemplo, A = {−1, 0}. Consideremos y = −1.
Para x = 0, a proposic¸a˜o (xy > 0 ∨ x2 + y = 0) e´ falsa, uma vez que xy = 0 6> 0
e x2 + y = −1 6= 0. Consideremos, agora, y = 0. Para x = −1, a proposic¸a˜o
(xy > 0∨ x2 + y = 0) e´, tambe´m, falsa, pois xy = 0 6> 0 e x2 + y = 1 6= 0. Logo, p e´
falsa para A = {−1, 0}.
(b) Recorde-se que ¬∃y∈A∀x∈A r(x, y) ⇔ ∀y∈A∃x∈A¬r(x, y), que ¬(ϕ → ψ) ⇔
(ϕ ∧ ¬ψ) e que ¬(ϕ ∨ ψ)⇔ (¬ϕ ∧ ¬ψ).
Sendo assim,
∀y∈A∃x∈A (x 6= y ∧ (xy ≤ 0 ∧ x2 + y 6= 0))
e´ logicamente equivalente a ¬p.
5. Sejam p e q proposic¸o˜es. Diga, justificando, se a seguinte afirmac¸a˜o e´ ou na˜o
verdadeira: Para provar que p→ q e´ verdadeira, e´ necessa´rio provar que q e´
verdadeira.
resoluc¸a˜o: A afirmac¸a˜o e´ falsa. De facto, p → q pode ser verdadeira e q ser falsa:
de facto, se p e q forem ambas falsas, a implicac¸a˜o p→ q e´ verdadeira.
Consideremos, por exemplo, a proposic¸a˜o “Se hoje e´ sa´bado, amanha˜ e´ domingo”.
Esta proposic¸a˜o e´ verdadeira. No entanto, a proposic¸a˜o “Amanha˜ e´ domingo” na˜o
tem de ser verdadeira.
6. Sejam p e q proposic¸o˜es. Diga, justificando, se a seguinte afirmac¸a˜o e´ ou
na˜o verdadeira: Para mostrar que p ∧ q e´ falsa, basta mostrar que se p e´
verdadeira, enta˜o q e´ falsa.
resoluc¸a˜o: A afirmac¸a˜o e´ verdadeira. Efetivamente, para p∧q ser falsa, pelo menos
uma das proposic¸o˜es p ou q tem de ser falsa. Se p for falsa, automaticamente p ∧ q
e´ falsa, independentemente do valor lo´gico de q. Sendo assim, o u´nico caso que tem
de ser analisado e´ o caso em que p e´ verdadeira. Nesse caso, para p ∧ q ser falsa, q
tem de ser falsa. Assim, para mostrar que p ∧ q e´ falsa, basta mostrar que se p e´
verdadeira, enta˜o q e´ falsa.
7. Prove que se n e´ um nu´mero natural ı´mpar, enta˜o 2n2 + 4n − 14 e´ mu´ltiplo
de 8.
resoluc¸a˜o: Admitamos que n e´ um nu´mero natural ı´mpar. Enta˜o, existe k ∈ N0
tal que n = 2k + 1. Logo,
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2n2 + 4n− 14 = 2× (2k + 1)2 + 4× (2k + 1)− 14
= 2× (4k2 + 4k + 1) + (8k + 4)− 14
= 8k2 + 8k + 2 + 8k + 4− 14
= 8k2 + 16k − 8
= 8× (k2 + 2k − 1)
Note-se que k2 + 2k − 1 ∈ Z. Logo, 2n2 + 4n − 14 e´ mu´ltiplo de 8, pois e´ da forma
8r para algum r ∈ Z.
8. Prove que se o produto de dois nu´meros naturais m e n e´ ı´mpar, enta˜o m e
n teˆm a mesma paridade.
resoluc¸a˜o: A prova segue por contrarrec´ıproca. Provaremos, enta˜o, que se m e n
teˆm paridades distintas, o produto mn e´ par. Para tal, admitamos que m e n sa˜o
nu´meros naturais que na˜o teˆm a mesma paridade. Enta˜o um destes nu´meros e´ par e
o outro ı´mpar. Suponhamos que m e´ par e que n e´ ı´mpar (o outro caso e´ ana´logo).
Nesse caso, existe k ∈ N tal que m = 2k e existe r ∈ N0 tal que n = 2r + 1. Assim,
mn = (2k)× (2r + 1)
= 4kr + 2k
= 2× (2kr + k)
Como 2kr + k ∈ N, segue-se que mn e´ par.
9. Seja n um nu´mero natural. Mostre que se n2+8n− 1 e´ divis´ıvel por 4, enta˜o
n e´ ı´mpar.
resoluc¸a˜o: A prova segue por contrarrec´ıproca. Provaremos, enta˜o, que se n e´ par,
enta˜o n2+8n−1 na˜o e´ divis´ıvel por 4. Admitamos que n e´ par. Enta˜o, existe k ∈ N
tal que n = 2k. Logo,
n2 + 8n− 1 = (2k)2 + 8× (2k) − 1
= 4k2 + 16k − 1
= 4k2 + 16k − 4 + 3
= 4× (k2 + 4k − 1) + 3
Como k2 + 4k − 1 ∈ N, segue-se que o resto da divisa˜o inteira de n2 + 8n− 1 por 4
e´ 3 e, portanto, n2 + 8n − 1 na˜o e´ divis´ıvel por 4.
Cap´ıtulo 2
Teoria elementar de conjuntos
A noc¸a˜o de conjunto e´ uma noc¸a˜o fundamental na Matema´tica. O estudo de conjuntos
(designado por Teoria de Conjuntos) foi introduzido por Georg Cantor, nos finais do
se´culo XIX. A teoria de Cantor, um tanto intuitiva, foi posteriormente tratada de uma forma
axioma´tica.
A Teoria de Conjuntos revela-se, hoje, essencial na˜o so´ em muitos campos da matema´tica,
mas tambe´m noutras a´reas como as cieˆncias da computac¸a˜o.
2.1 Noc¸o˜es ba´sicas
Nesta unidade curricular, iremos considerar a noc¸a˜o de conjunto como um conceito primitivo,
ou seja, como uma noc¸a˜o intuitiva, a partir da qual sera˜o definidas outras noc¸o˜es.
[Definic¸a˜o 2.1] Intuitivamente, um conjunto e´ uma colec¸a˜o de objetos, designados elementos
ou membros do conjunto.
[Exemplo]
Sa˜o exemplos de conjuntos as colec¸o˜es de:
i | unidades curriculares do primeiro ano do plano de estudos do MiEInf;
ii | pessoas presentes numa festa;
iii | estac¸o˜es do ano;
iv | todos os nu´meros naturais.
Representamos os conjuntos por letras maiu´sculas A, B, C, ..., X, Y , Z, eventualmente com
ı´ndices. Os elementos de um conjunto sa˜o habitualmente representados por letras minu´sculas
a, b, c, ..., x, y, z, tambe´m eventualmente com ı´ndices.
[Definic¸a˜o 2.2] Sejam A um conjunto e x um objeto. Dizemos que x pertence a A, e escre-
vemos x ∈ A, se x e´ um dos objetos de A. Caso x na˜o seja um dos objetos de A, dizemos que
x na˜o pertence a A e escrevemos x 6∈ A.
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[Exemplo]
Sejam A o conjunto de todos os nu´meros primos inferiores a 50 e B o conjunto de
todas as soluc¸o˜es da equac¸a˜o x2 + 3x − 4 = 0. Temos, por exemplo, que 3 ∈ A e
1 ∈ B. Por outro lado, 1 /∈ A e 3 /∈ B.
Um conjunto pode ser descrito de diversas formas. Podemos descrever um conjunto enume-
rando explicitamente os seus elementos, colocando-os entre chavetas e separados por v´ırgulas.
Neste caso, dizemos que o conjunto e´ descrito por extensa˜o.
[Exemplo]
Se A e´ o conjunto de todos os nu´meros primos inferiores a 50 e B o conjunto de
todas as soluc¸o˜es da equac¸a˜o x2 + 3x− 4 = 0, enta˜o A e B podem ser descritos por
extensa˜o do seguinte modo: A = {2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47} e
B = {−4, 1}
Numa descric¸a˜o por extensa˜o, nem sempre e´ poss´ıvel ou pratica´vel a enumerac¸a˜o de todos os
elementos. Nesse caso, utiliza-se uma notac¸a˜o sugestiva e na˜o amb´ıgua que permita intuir os
elementos na˜o expressos.
[Exemplo]
O conjunto dos nu´meros naturais e´ usualmente representado por extensa˜o utilizando
a seguinte notac¸a˜o: N = {1, 2, 3, . . . }.
O conjunto dos nu´meros inteiros pode ser escrito por extensa˜o recorrendo a` seguinte
notac¸a˜o: Z = {. . . ,−3,−2,−1, 0, 1, 2, 3, . . . }.
Podemos descrever um conjunto indicando um predicado p(x), com domı´nio de variac¸a˜o U
para a varia´vel x, tal que os valores poss´ıveis a em U para os quais p(a) e´ verdadeira sa˜o
exatamente os elementos do conjunto em causa. Neste caso, a condic¸a˜o p(x) caracteriza
totalmente os elementos do conjunto e dizemos que o conjunto e´ descrito por compreensa˜o.
[Exemplo]
O conjunto dos nu´meros naturais menores do que 5 pode ser descrito, por extensa˜o,
por {1, 2, 3, 4}. Em alternativa, podemos definir esse conjunto por compreensa˜o
como se segue: {n ∈ N : n < 5}.
[Exemplo]
Seja X = {−2,−√2,−1, 0, 1,√2, 2, 4}. Consideremos os seguintes conjuntos de-
finidos por compreensa˜o: A = {x ∈ X : x ∈ N}, B = {x ∈ X : |x| < 2},
C = {x ∈ X : √x ∈ X}, D = {x2 : x ∈ X} e E = {x ∈ X : x2 ∈ X}.
Note-se que o conjunto A e´ o conjunto formado pelos elementos x de X tais que
x ∈ N. Ora, os u´nicos elementos de X que sa˜o nu´meros naturais sa˜o o 1, o 2 e o 4.
Assim, A = {1, 2, 4}.
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O conjunto B e´ formado pelos elementos x de X tais que |x| < 2. Como
| − 2| = 2 6< 2 | − √2| = √2 < 2
| − 1| = 1 < 2 |0| = 0 < 2
|1| = 1 < 2 |√2| = √2 < 2
|2| = 2 6< 2 |4| = 4 6< 2
temos que os elementos de X cujo valor absoluto e´ inferior a 2 sa˜o: −√2, −1, 0, 1
e
√
2. Logo, B = {−√2,−1, 0, 1,√2}.
Por definic¸a˜o, C e´ o conjunto formado pelos elementos de X cuja raiz quadrada e´,
tambe´m, um elemento de X. Ora,
√−2 6∈ X
√
−√2 6∈ X
√−1 6∈ X √0 = 0 ∈ X
√
1 = 1 ∈ X
√√
2 6∈ X
√
2 ∈ X √4 = 2 ∈ X
Podemos, enta˜o, afirmar que os elementos de X cuja raiz quadrada e´, tambe´m, um
elemento de X sa˜o os seguintes: 0, 1, 2 e 4. Portanto, C = {0, 1, 2, 4}.
O conjunto D e´ formado pelos valores de x2 onde x ∈ X. Por outras palavras, D e´
o conjunto dos quadrados dos elementos de X. Sendo
(−2)2 = 4 (−√2)2 = 2
(−1)2 = 1 02 = 0
12 = 1 (
√
2)2 = 2
22 = 4 42 = 16
segue-se que D = {0, 1, 2, 4, 16}.
O conjunto E e´ o conjunto dos elementos x de X tais que x2 e´, tambe´m, um elemento
de X. Dado que
(−2)2 = 4 ∈ X (−√2)2 = 2 ∈ X
(−1)2 = 1 ∈ X 02 = 0 ∈ X
12 = 1 ∈ X (√2)2 = 2 ∈ X
22 = 4 ∈ X 42 = 16 6∈ X
temos que E = {−2,−√2,−1, 0, 1,√2, 2}.
40 CAPI´TULO 2. TEORIA ELEMENTAR DE CONJUNTOS
[Definic¸a˜o 2.3] Ao u´nico conjunto que na˜o tem qualquer elemento chamamos conjunto vazio,
e representamo-lo por ∅ ou por {}.
O conjunto vazio pode ser descrito por compreensa˜o, recorrendo a um predicado que na˜o
possa ser satisfeito. Por exemplo, ∅ = {n ∈ N : n2 = 28} = {x : x 6= x}.
[Definic¸a˜o 2.4] Dois conjuntos A e B dizem-se iguais, e escreve-se A = B, se teˆm os mesmos
elementos, ou seja, se ∀x (x ∈ A ↔ x ∈ B). Se existir um elemento num dos conjuntos que
na˜o pertence ao outro, enta˜o A e B dizem-se diferentes.
[Exemplo]
O conjunto de todos os divisores naturais de 4 e´ igual ao conjunto A = {1, 2, 4} e
tambe´m e´ igual ao conjunto B = {x ∈ R : x3 − 7x2 + 14x− 8 = 0}.
Os conjuntos C = {x ∈ N : x e´ mu´ltiplo de 3} e D = {6, 12, 18, 24, . . . } sa˜o diferen-
tes, pois 3 ∈ C e 3 /∈ D.
Quando se pretende provar a igualdade entre dois conjuntos X e Y dos quais na˜o conhecemos
uma definic¸a˜o por extensa˜o, o processo passa por mostrar que, para todo o x, x ∈ X se e so´
se x ∈ Y [ex.: ver exerc´ıcio resolvido 8. deste cap´ıtulo].
[Definic¸a˜o 2.5] Sejam A e B conjuntos. Diz-se que A esta´ contido em B ou que A e´ um
subconjunto de B, e escreve-se A ⊆ B, se todo o elemento de A e´ tambe´m elemento de
B, ou seja, se ∀x (x ∈ A → x ∈ B). Se existir um elemento de A que na˜o e´ elemento de
B, ou seja, se ∃x∈A x 6∈ B, diz-se que A na˜o esta´ contido em B ou que A na˜o e´ um
subconjunto de B, e escreve-se A 6⊆ B.
[Exemplo]
{−1, 1} ⊆ {x ∈ R : x3− 2x2− x+2 = 0}, uma vez que tanto -1 como 1 sa˜o soluc¸o˜es
da equac¸a˜o x3 − 2x2 − x+ 2 = 0.
{0,−1, 1} 6⊆ {x ∈ R : x3−2x2−x+2 = 0}, uma vez que 0 na˜o e´ soluc¸a˜o da equac¸a˜o
x3− 2x2−x+2 = 0, pelo que 0 pertence ao primeiro conjunto mas na˜o ao segundo.
Quando se pretende provar a inclusa˜o de um conjunto X num conjunto Y dos quais na˜o
conhecemos uma definic¸a˜o por extensa˜o, o processo passa por mostrar que, para todo o x, se
x ∈ X enta˜o x ∈ Y [ex.: ver exerc´ıcio resolvido 7. deste cap´ıtulo].
[Definic¸a˜o 2.6] Sejam A e B conjuntos. Diz-se que A esta´ propriamente contido em B
ou que A e´ um subconjunto pro´prio de B, e escreve-se A ⊆6 B ou A ⊂ B, se A ⊆ B e
A 6= B, ou seja, se
∀x (x ∈ A→ x ∈ B) ∧ ∃x∈B x /∈ A.
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[Exemplo]
{−1, 1} ⊆6 {x ∈ R : x3 − 2x2 − x + 2 = 0}, uma vez que, para ale´m de 1 e -1, 2
tambe´m e´ soluc¸a˜o da equac¸a˜o x3 − 2x2 − x+ 2 = 0.
[Proposic¸a˜o 2.7] Sejam A, B e C conjuntos. Enta˜o,
1 | ∅ ⊆ A;
2 | A ⊆ A;
3 | Se A ⊆ B e B ⊆ C enta˜o A ⊆ C;
4 | A = B se e so´ se (A ⊆ B e B ⊆ A).
demonstrac¸a˜o:
1 | Mostremos, por reduc¸a˜o ao absurdo, que ∅ ⊆ A. Nesse sentido, assumamos que ∅ 6⊆ A.
Enta˜o, existe um elemento de ∅ que na˜o pertence a A. Ora, ∅ na˜o tem elementos. Esta
contradic¸a˜o resultou de supormos que ∅ 6⊆ A. Logo, ∅ ⊆ A.
2 | Dado um elemento arbitra´rio a de A, e´ claro que a ∈ A. Logo, ∀x (x ∈ A → x ∈ A), ou
seja, A ⊆ A.
3 | Suponhamos que A ⊆ B e B ⊆ C, ou seja,
(∗) ∀x (x ∈ A→ x ∈ B) e (∗∗) ∀x (x ∈ B → x ∈ C).
Pretendemos mostrar que A ⊆ C, isto e´, ∀x (x ∈ A→ x ∈ C). Seja x ∈ A. Por (∗), podemos
concluir que x ∈ B. Logo, de (∗∗), vem que x ∈ C. Assim, todo o elemento de A e´ elemento
de C, ou seja, A ⊆ C.
4 | Pretendemos mostrar a veracidade da equivaleˆncia A = B se e so´ se (A ⊆ B e B ⊆ A).
Iremos fazeˆ-lo provando as duas implicac¸o˜es.
(⇒) Suponhamos que A = B. Enta˜o,
∀x (x ∈ A↔ x ∈ B),
ou, equivalentemente,
∀x ((x ∈ A→ x ∈ B) ∧ (x ∈ B → x ∈ A)).
Logo, A ⊆ B e B ⊆ A.
(⇐) Suponhamos que A ⊆ B e B ⊆ A. Enta˜o, todo o elemento de A e´ elemento de B e todo
o elemento de B e´ elemento de A. Por outras palavras, A e B teˆm exatamente os mesmos
elementos, ou seja, A = B. 
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2.2 Operac¸o˜es com conjuntos: unia˜o, intersec¸a˜o e complementac¸a˜o
[Definic¸a˜o 2.8] Sejam A e B subconjuntos de um conjunto X (dito o universo). Chama-se
unia˜o ou reunia˜o de A com B, e representa-se por A ∪B, o conjunto cujos elementos sa˜o
os elementos de A e os elementos de B, ou seja,
A ∪B = {x ∈ X : x ∈ A ∨ x ∈ B}.
Dado x ∈ X, temos que x ∈ A∪B se e so´ se x ∈ A∨ x ∈ B e temos que x 6∈ A∪B se e so´ se
x 6∈ A ∧ x 6∈ B.
[Exemplos]
[1] Sejam A = {1, 2, 3} e B = {3, 4, 5}. Enta˜o, A ∪B = {1, 2, 3, 4, 5}.
[2] Sejam C = {2n : n ∈ N} e D = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. Enta˜o, C ∪D = {n ∈
N : n e´ par ∨ n ≤ 10}.
[Definic¸a˜o 2.9] Sejam A e B subconjuntos de um conjunto X. Chama-se intersec¸a˜o de A
com B, e representa-se por A∩B, o conjunto cujos elementos pertencem a ambos os conjuntos
A e B, ou seja,
A ∩B = {x ∈ X : x ∈ A ∧ x ∈ B}.
Dado x ∈ X, temos que x ∈ A∩B se e so´ se x ∈ A∧ x ∈ B e temos que x 6∈ A∩B se e so´ se
x 6∈ A ∨ x 6∈ B.
[Exemplos]
[1] Sejam A = {1, 2, 3} e B = {3, 4, 5}. Enta˜o, A ∩B = {3}.
[2] Sejam C = {2n : n ∈ N} e D = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. Enta˜o, C ∩ D =
{2, 4, 6, 8, 10}.
[Definic¸a˜o 2.10] Sejam A e B subconjuntos de um conjunto X. Chama-se complementar
de B em A, e representa-se por A \ B, o conjunto cujos elementos pertencem a A mas na˜o
pertencem a B, ou seja,
A \B = {x ∈ X : x ∈ A ∧ x 6∈ B}.
O complementar de B em A tambe´m se designa por diferenc¸a de A com B e representa-se
por A−B.
Dado x ∈ X, temos que x ∈ A \B se e so´ se x ∈ A ∧ x 6∈ B e temos que x 6∈ A \B se e so´ se
x 6∈ A ∨ x ∈ B.
Quando A e´ o universo X, o conjunto A \ B = X \ B diz-se o complementar de B e
representa-se por B ou B′.
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[Exemplos]
[1] Sejam A = {1, 2, 3} e B = {3, 4, 5}. Enta˜o, A \B = {1, 2}.
[2] Sejam C = {2n : n ∈ N} e D = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. Enta˜o, C \D = {n ∈
N : n e´ par ∧ n > 10}} e N \D = {n ∈ N : n > 10}.
[3] Dados os subconjuntos E = {−2, 0, 2, π, 7} e F =]−∞, 3] de R, temos E ∪ F =
]−∞, 3]∪{π, 7}, E∩F = {−2, 0, 2}, E \F = {π, 7} e E ∪ F = [3, π[∪]π, 7[∪]7,+∞[.
Na proposic¸a˜o que se segue, apresentam-se algumas propriedades relativas a` unia˜o de conjun-
tos.
[Proposic¸a˜o 2.11] Sejam A, B e C subconjuntos de um conjunto X. Enta˜o,
1 | A ⊆ A ∪B e B ⊆ A ∪B;
2 | A ∪∅ = A;
3 | A ∪A = A;
4 | A ∪X = X;
5 | A ∪B = B ∪A;
6 | (A ∪B) ∪ C = A ∪ (B ∪ C);
7 | se A ⊆ B enta˜o A ∪B = B.
demonstrac¸a˜o: Iremos demonstrar as propriedades 1, 2, 4, 6 e 7. As restantes ficam como
exerc´ıcio.
1 | Mostremos que A ⊆ A ∪B, ou seja, que
∀x (x ∈ A→ x ∈ A ∪B).
Seja x ∈ A. Enta˜o, e´ verdadeira a proposic¸a˜o x ∈ A ∨ x ∈ B, pelo que x ∈ A ∪ B. Logo, se
x ∈ A enta˜o x ∈ A ∪B e, portanto, A ⊆ A ∪B.
A prova de B ⊆ A ∪B e´ ana´loga.
2 | Mostremos que A ∪ ∅ = A. Da propriedade 1, vem que A ⊆ A ∪ ∅. Resta, pois, provar
que A ∪∅ ⊆ A.
Seja x ∈ A ∪∅. Enta˜o, x ∈ A ∨ x ∈ ∅.
Ora, a proposic¸a˜o x ∈ ∅ e´ falsa, pois ∅ na˜o tem elementos. Logo, podemos concluir que
x ∈ A e, portanto, se x ∈ A ∪∅, enta˜o x ∈ A. Por outras palavras, A ∪∅ ⊆ A.
Assim, A ∪∅ = A.
4 | Provemos agora que A ∪X = X. Da propriedade 1, vem que X ⊆ A ∪X. Basta mostrar
que A ∪X ⊆ X.
Seja x ∈ A∪X. Enta˜o, x ∈ A∨ x ∈ X. Pretendemos mostrar que x ∈ X. Podemos dividir a
prova em dois casos: (I) x ∈ A; (II) x ∈ X.
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No caso (I), como A e´ um subconjunto de X, temos que todo o elemento de A e´ tambe´m
elemento de X. Portanto, x ∈ X. No caso (II), e´ imediato que x ∈ X.
Logo, se x ∈ A ∪X, enta˜o x ∈ X, donde A ∪X ⊆ X e, assim, A ∪X = X.
6 | Mostremos que (A ∪B) ∪C = A ∪ (B ∪ C). Por definic¸a˜o de unia˜o de conjuntos,
x ∈ (A ∪B) ∪ C ⇔ x ∈ A ∪B ∨ x ∈ C ⇔ (x ∈ A ∨ x ∈ B) ∨ x ∈ C.
Uma vez que e´ va´lida a propriedade associativa para a disjunc¸a˜o (ver proposic¸a˜o 1.10), temos
que
(x ∈ A ∨ x ∈ B) ∨ x ∈ C ⇔ x ∈ A ∨ (x ∈ B ∨ x ∈ C).
Novamente pela definic¸a˜o de unia˜o de conjuntos, temos
x ∈ A ∨ (x ∈ B ∨ x ∈ C)⇔ x ∈ A ∨ x ∈ B ∪ C ⇔ x ∈ A ∪ (B ∪ C).
Logo, x ∈ (A ∪B) ∪ C ⇔ x ∈ A ∪ (B ∪ C), pelo que (A ∪B) ∪ C = A ∪ (B ∪C).
7 | Admitamos que A ⊆ B e mostremos que A∪B = B. Da propriedade 1, vem que B ⊆ A∪B.
Falta, pois, provar que A ∪B ⊆ B.
Seja x ∈ A ∪ B. Enta˜o, x ∈ A ∨ x ∈ B. Podemos dividir a prova em dois casos:
(I) x ∈ A; (II) x ∈ B.
No caso (I), como A e´ um subconjunto de B, sabemos que todo o elemento de A e´ tambe´m
elemento de B. Portanto, x ∈ B. No caso (II), e´ imediato que x ∈ B.
Assim, se x ∈ A ∪B, enta˜o x ∈ B.
Logo, A ∪B ⊆ B, pelo que A ∪B = B. 
Em seguida, apresentamos algumas propriedades relativas a` intersec¸a˜o de conjuntos.
[Proposic¸a˜o 2.12] Sejam A, B e C subconjuntos de um conjunto X. Enta˜o,
1 | A ∩B ⊆ A e A ∩B ⊆ B;
2 | A ∩∅ = ∅;
3 | A ∩A = A;
4 | A ∩X = A;
5 | A ∩B = B ∩A;
6 | (A ∩B) ∩ C = A ∩ (B ∩ C);
7 | se A ⊆ B enta˜o A ∩B = A.
demonstrac¸a˜o Iremos demonstrar as propriedades 1, 2 e 7. As restantes ficam como
exerc´ıcio.
1 | Mostremos que A∩B ⊆ A, ou seja, que ∀x (x ∈ A∩B → x ∈ A). Seja x ∈ A∩B. Enta˜o,
por definic¸a˜o de intersec¸a˜o de conjuntos, x ∈ A ∧ x ∈ B. Logo, sa˜o verdadeiras ambas as
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proposic¸o˜es x ∈ A e x ∈ B. Em particular, x ∈ A e´ uma proposic¸a˜o verdadeira. Assim, se
x ∈ A ∩B, enta˜o x ∈ A e, portanto, A ∩B ⊆ A.
A prova de A ∩B ⊆ B e´ ana´loga.
2 | Mostremos que A∩∅ = ∅. Fac¸amo-lo por reduc¸a˜o ao absurdo, admitindo que A∩∅ 6= ∅.
Enta˜o, existe um objeto x tal que x ∈ A ∩∅.
Logo, x ∈ A ∧ x ∈ ∅. Em particular, x ∈ ∅. Mas ∅ na˜o tem elementos, pelo que temos um
absurdo, que resultou de supormos que A ∩∅ 6= ∅.
Assim, A ∩∅ = ∅.
7 | Admitamos que A ⊆ B e mostremos que A∩B = A. Da propriedade 1, vem que A∩B ⊆ A.
Falta, pois, provar que A ⊆ A ∩B.
Seja x ∈ A. Enta˜o, como A ⊆ B, podemos concluir que x ∈ B.
Logo, temos x ∈ A ∧ x ∈ B. Vimos, portanto, que se x ∈ A, enta˜o x ∈ A ∧ x ∈ B, ou seja, se
x ∈ A, enta˜o x ∈ A ∩B.
Assim, A ⊆ A ∩B. 
Vejamos algumas propriedades relacionadas com a complementac¸a˜o.
[Proposic¸a˜o 2.13] Sejam A, B e C subconjuntos de um conjunto X. Enta˜o,
1 | A ∩A = ∅ e A ∪A = X;
2 | A \∅ = A e A \X = ∅;
3 | se A ⊆ B, enta˜o A \B = ∅;
4 | A \ (B ∪C) = (A \B) ∩ (A \ C);
5 | A \ (B ∩C) = (A \B) ∪ (A \ C);
6 | A ∪B = A ∩B;
7 | A ∩B = A ∪B;
8 | (A) = A.
demonstrac¸a˜o: Iremos provar as propriedades 1, 2 e 5. As restantes ficam como exerc´ıcio.
1 | Comecemos por mostrar que A ∩A = ∅ por reduc¸a˜o ao absurdo. Suponhamos, pois, que
existe x ∈ A ∩ A. Enta˜o,
x ∈ A ∧ x ∈ A.
Logo, por definic¸a˜o de complementar de um conjunto,
x ∈ A ∧ (x ∈ X ∧ x /∈ A).
Chegamos, desta forma, a uma contradic¸a˜o, x ∈ A ∧ x 6∈ A, que resultou de supormos que
A ∩A 6= ∅. Portanto, A ∩A = ∅.
Verifiquemos, agora, que A ∪A = X.
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Dado x ∈ A∪A, temos x ∈ A∨x ∈ A. Temos, deste modo, dois casos a considerar: (I) x ∈ A;
(II) x ∈ A. Como A e A sa˜o subconjuntos de X, os elementos de cada um desses conjuntos
sa˜o, ainda, elementos de X. Assim, em ambos os casos podemos afirmar que x ∈ X.
Portanto, A ∪ A ⊆ X.
Resta mostrar que X ⊆ A ∪A. Nesse sentido, tomemos x ∈ X.
E´ claro que a proposic¸a˜o x ∈ A ∨ x 6∈ A e´ verdadeira. Ora, se x ∈ X e x 6∈ A, enta˜o x ∈ A.
Logo,
se x ∈ X, enta˜o x ∈ A ∨ x ∈ A,
ou seja,
se x ∈ X, enta˜o x ∈ A ∪A.
Portanto, X ⊆ A ∪A e a igualdade pretendida segue.
2 | Comecemos por mostrar que A \∅ = A.
Por definic¸a˜o, A \ ∅ e´ o conjunto de todos os elementos de A que na˜o pertencem a ∅. Ora,
nenhum elemento pertence a ∅.
Logo, A \∅ e´ o conjunto de todos os elementos de A, ou seja, A \∅ = A.
No sentido de provar, por reduc¸a˜o ao absurdo, que A \X = ∅, tomemos x ∈ A \X.
Enta˜o, x e´ tal que x ∈ A ∧ x 6∈ X.
Como A e´ um subconjunto de X,
se x ∈ A, enta˜o x ∈ X.
Portanto, x e´ tal que x ∈ X ∧ x 6∈ X, uma contradic¸a˜o. Assim, A \X = ∅.
5 | Pretendemos mostrar que A \ (B ∩ C) = (A \B) ∪ (A \ C). Precisamos, pois, de mostrar
que x ∈ A \ (B ∩ C) se e somente se x ∈ (A \B) ∪ (A \ C), para todo o objeto x.
Ora, pelas leis de De Morgan e pela propriedade distributiva da operac¸a˜o lo´gica ∧ em relac¸a˜o
a` operac¸a˜o ∨, temos que, para qualquer objeto x,
x ∈ A \ (B ∩ C) ⇔ x ∈ A ∧ x /∈ (B ∩ C)
⇔ x ∈ A ∧ ¬(x ∈ B ∩ C)
⇔ x ∈ A ∧ ¬(x ∈ B ∧ x ∈ C)
⇔ x ∈ A ∧ (¬(x ∈ B) ∨ ¬(x ∈ C))
⇔ x ∈ A ∧ (x /∈ B ∨ x /∈ C)
⇔ (x ∈ A ∧ x /∈ B) ∨ (x ∈ A ∧ x /∈ C)
⇔ (x ∈ A \B) ∨ (x ∈ A \ C)
⇔ x ∈ (A \B) ∪ (A \ C)
Logo, A \ (B ∩ C) = (A \B) ∪ (A \ C). 
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[Observac¸a˜o] Sejam A1, A2, . . . , An subconjuntos de um conjunto X. Tendo em conta que as
operac¸o˜es de unia˜o e de intersec¸a˜o de conjuntos gozam da propriedade associativa, podemos
escrever sem ambiguidade
A1 ∪A2 ∪ . . . ∪An
e
A1 ∩A2 ∩ . . . ∩An.
A unia˜o dos conjuntos A1, A2, . . . , An e´ usualmente notada por
⋃n
i=1Ai e a intersec¸a˜o por⋂n
i=1Ai. Assim,
n⋃
i=1
Ai =
{
x ∈ X : x ∈ A1 ∨ x ∈ A2 ∨ . . . ∨ x ∈ An
}
e
n⋂
i=1
Ai =
{
x ∈ X : x ∈ A1 ∧ x ∈ A2 ∧ . . . ∧ x ∈ An
}
.
2.3 Conjunto das partes de um conjunto
[Definic¸a˜o 2.14] Seja A um conjunto. Chamamos conjunto das partes de A ou conjunto
poteˆncia de A, que representamos por P(A), ao conjunto de todos os subconjuntos de A,
ou seja,
P(A) = {X : X ⊆ A}.
[Exemplo]
Consideremos o conjunto A = {1, 2, 3}. Usando, no ma´ximo, estes treˆs elementos,
que conjuntos podemos formar? O conjunto sem nenhum elemento (∅), os conjuntos
com apenas um dos treˆs elementos (especificamente, {1}, {2} e {3}), os conjuntos
com exatamente dois desses treˆs elementos (concretamente, {1, 2}, {1, 3} e {2, 3}) e o
conjunto formado pelos treˆs elementos ({1, 2, 3}). Note-se que estes sa˜o os elementos
de P(A). Com efeito, P(A) = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}.
[Exemplo]
Sejam A = {a, b, c}, B = {1, 2}, C = {1, {2}} e D = ∅. Enta˜o,
1 | P(A) = {∅, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}, {a, b, c}}
2 | P(B) = {∅, {1}, {2}, {1, 2}}
3 | P(C) = {∅, {1}, {{2}}, {1, {2}}}
4 | P(∅) = {∅}
48 CAPI´TULO 2. TEORIA ELEMENTAR DE CONJUNTOS
[Proposic¸a˜o 2.15] Sejam A e B dois conjuntos. Enta˜o,
1 | ∅ ∈ P(A) e A ∈ P(A);
2 | se A ⊆ B, enta˜o P(A) ⊆ P(B);
3 | se A tem n elementos, enta˜o P(A) tem 2n elementos.
demonstrac¸a˜o:
1 | Para qualquer conjunto A, temos que ∅ ⊆ A e A ⊆ A, pelo que ∅ e A sa˜o elementos de
P(A).
2 | Suponhamos que A ⊆ B. Pretendemos mostrar que P(A) ⊆ P(B), ou seja,
∀X (X ∈ P(A)→ X ∈ P(B)).
Seja X ∈ P(A). Enta˜o, X ⊆ A. Pela proposic¸a˜o 2.7, como X ⊆ A e A ⊆ B, podemos concluir
que X ⊆ B.
Logo, X ∈ P(B) e, portanto, P(A) ⊆ P(B).
3 | consultar bibliografia adequada.
2.4 Produto cartesiano de conjuntos
Dados dois objetos a e b, os conjuntos {a, b} e {b, a} sa˜o iguais, uma vez que teˆm exatamente
os mesmos elementos. A ordem pela qual sa˜o listados os elementos na˜o interessa.
Em certas situac¸o˜es, interessa considerar os objetos por determinada ordem. Para tal, recor-
remos ao conceito de par ordenado.
[Definic¸a˜o 2.16] Dados dois objetos a e b, o par ordenado de a e de b sera´ denotado
por (a, b). Dois pares ordenados (a, b) e (c, d) dizem-se iguais, escrevendo-se (a, b) = (c, d),
quando a = c e b = d.
Note-se que, dados dois objetos a e b, se a 6= b, enta˜o (a, b) 6= (b, a).
Num par ordenado (a, b), o objeto a e´ designado por primeira coordenada (ou primeira
componente) e o objeto b e´ designado por segunda coordenada (ou segunda compo-
nente).
Os pares ordenados permitem-nos formar novos conjuntos a partir de conjuntos dados.
[Definic¸a˜o 2.17] Sejam A e B conjuntos. O conjunto de todos os pares ordenados (a, b) tais
que a ∈ A e b ∈ B diz-se o produto cartesiano de A por B e representa-se por A×B. Ou
seja,
A×B = {(a, b) : a ∈ A ∧ b ∈ B}.
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Dado um objeto x, temos que x ∈ A×B se e so´ se existem a ∈ A e b ∈ B tais que x = (a, b).
Dado um par (u, v), temos que (u, v) ∈ A × B se e so´ se u ∈ A ∧ v ∈ B e temos que
(u, v) 6∈ A×B se e so´ se u 6∈ A ∨ v 6∈ B.
[Exemplos]
[1] Sejam A = {1, 2} e B = {a, b, c}. Enta˜o,
A×B = {(1, a), (1, b), (1, c), (2, a), (2, b), (2, c)}
B ×A = {(a, 1), (a, 2), (b, 1), (b, 2), (c, 1), (c, 2)}.
E´ claro que A×B 6= B ×A.
[2] Sejam C = {2n : n ∈ N} e D = {2n + 1 : n ∈ N}. Enta˜o,
C ×D = {(2n, 2m + 1) : n,m ∈ N}.
[3] Sejam E = F = R. Os elementos de E × F = R × R podem ser representados
geometricamente como pontos de um plano munido de um eixo de coordenadas.
A noc¸a˜o de produto cartesiano de dois conjuntos generaliza-se de forma natural:
[Definic¸a˜o 2.18] SejamA1, A2, . . . , An conjuntos (n ≥ 2). O produto cartesiano deA1, A2, . . . , An,
notado por A1 × A2 × . . . × An, e´ o conjunto dos n–u´plos ordenados (a1, a2, . . . , an) em que
a1 ∈ A1, a2 ∈ A2, . . . , an ∈ An , ou seja,
A1 ×A2 × . . .×An =
{
(a1, a2, . . . , an) : a1 ∈ A1 ∧ a2 ∈ A2 ∧ . . . ∧ an ∈ An
}
.
Se A1 = A2 = . . . = An = A, escrevemos A
n em alternativa a A×A× . . .×A.
[Observac¸a˜o] Dois n–u´plos ordenados (a1, a2, . . . , an) e (b1, b2, . . . , bn) sa˜o iguais se e somente
se a1 = b1 e a2 = b2 e . . . e an = bn.
[Exemplo]
Sejam A = {4, 5}, B = {1, 2, 3} e C = {7}. Temos que
A×B ×C = {(4, 1, 7), (4, 2, 7), (4, 3, 7), (5, 1, 7), (5, 2, 7), (5, 3, 7)}
e
A2 =
{
(4, 4), (4, 5), (5, 4), (5, 5)
}
.
Vejamos algumas propriedades relacionadas com o produto cartesiano.
Proposic¸a˜o 2.19 Sejam A, B, C e D conjuntos. Enta˜o,
1 | A×∅ = ∅ = ∅×A;
2 | sendo os conjuntos na˜o vazios, (A×B) ⊆ (C ×D) se e so´ se A ⊆ C e B ⊆ D;
3a | C × (A ∪B) = (C ×A) ∪ (C ×B);
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3b | (A ∪B)×C = (A× C) ∪ (B × C);
4a | C × (A ∩B) = (C ×A) ∩ (C ×B);
4b | (A ∩B)×C = (A× C) ∩ (B × C);
5a | C × (A \B) = (C ×A) \ (C ×B);
5b | (A \B)× C = (A× C) \ (B × C).
demonstrac¸a˜o:
2 | Admitamos que todos os conjuntos sa˜o na˜o vazios. Pretendemos mostrar que (A ×B) ⊆
(C ×D) se e so´ se A ⊆ C e B ⊆ D.
(⇒) Suponhamos que (A×B) ⊆ (C ×D) e procuremos provar que A ⊆ C e B ⊆ D.
Sejam a ∈ A e b ∈ B. Enta˜o, por definic¸a˜o de produto cartesiano, (a, b) ∈ A×B.
Por hipo´tese, todo o elemento de A×B e´ elemento de C ×D.
Portanto, (a, b) ∈ C ×D, pelo que a ∈ C e b ∈ D.
Prova´mos, assim, que
∀a (a ∈ A→ a ∈ C) e ∀b (b ∈ B → b ∈ D),
ou seja, A ⊆ C e B ⊆ D.
(⇐) Reciprocamente, admitamos que A ⊆ C e B ⊆ D e mostremos que (A×B) ⊆ (C ×D).
Seja (a, b) ∈ A×B. Enta˜o, por definic¸a˜o de produto cartesiano, a ∈ A e b ∈ B.
Por hipo´tese, todo o elemento de A e´ elemento de C e todo o elemento de B e´ elemento de
D.
Logo, a ∈ C e b ∈ D e, portanto, (a, b) ∈ C ×D. Assim,
∀a,b ((a, b) ∈ A×B → (a, b) ∈ C ×D)
e, portanto, (A×B) ⊆ (C ×D).
5a | Pretendemos mostrar que C × (A \B) = (C ×A) \ (C ×B).
Dado um par ordenado (x, y),
(x, y) ∈ (C ×A) \ (C ×B) ⇔ (x, y) ∈ C ×A ∧ (x, y) /∈ C ×B
⇔ (x ∈ C ∧ y ∈ A) ∧ (x /∈ C ∨ y /∈ B)
⇔ ((x ∈ C ∧ y ∈ A) ∧ x /∈ C)∨
∨((x ∈ C ∧ y ∈ A) ∧ y /∈ B)
⇔ (x ∈ C ∧ y ∈ A) ∧ y /∈ B
⇔ x ∈ C ∧ (y ∈ A ∧ y /∈ B)
⇔ x ∈ C ∧ y ∈ (A \B)
⇔ (x, y) ∈ C × (A \B)
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A demonstrac¸a˜o das restantes propriedades fica como exerc´ıcio. 
[Observac¸a˜o] Se os conjuntos A1, A2, . . . , An teˆm p1, p2, . . . , pn elementos, respetivamente, o
produto cartesiano A1 ×A2 × . . .×An tem p1 × p2 × . . .× pn elementos.
2.5 Exerc´ıcios resolvidos
1. Considere os conjuntos A = {3, {4}}, B = {3, 4, 15}, C = {n ∈ Z | n2 − 1 ∈ B} e
D = {(x, y) ∈ Z× Z | x ∈ A ∧ x = 3|y|}.
(a) Determine C e D.
(b) Verifique se (A×B) \ {(3, 4), (4, 3)} ⊆ N×N.
(c) Determine P(A) ∩ P(B).
resoluc¸a˜o:
(a) Temos que n2 − 1 ∈ B se e so´ se n2 − 1 = 3 ou n2 − 1 = 4 ou n2 − 1 = 15. Ora,
n2 − 1 = 3 ⇔ n2 = 4
⇔ n = ±2
n2 − 1 = 4 ⇔ n2 = 5
⇔ n = ±
√
5
n2 − 1 = 15 ⇔ n2 = 16
⇔ n = ±4
Como ±2 ∈ Z, ±√5 6∈ Z e ±4 ∈ Z, C = {−4,−2, 2, 4}.
Quanto ao conjunto D, note-se que e´ formado pelos pares ordenados (x, y) em que
x, y ∈ Z sa˜o tais que x ∈ A e x = 3|y|. Ora, para x ∈ Z ser tal que x ∈ A, x tem de
ser igual a 3. Assim,
x = 3|y| ⇔ 3 = 3|y|
⇔ |y| = 1
⇔ y = ±1
Como 1 ∈ Z e −1 ∈ Z, temos que D = {(3,−1), (3, 1)}.
(b) Note-se que a inclusa˜o sera´ va´lida se e somente se todos os elementos de (A×B)\
{(3, 4), (4, 3)} forem elementos de N×N, ou, equivalentemente, se as coordenadas de
todos os pares de (A × B) \ {(3, 4), (4, 3)} forem nu´meros naturais. Ora, ({4}, 3) ∈
(A×B) e, como ({4}, 3) 6∈ {(3, 4), (4, 3)}, ({4}, 3) ∈ (A×B) \ {(3, 4), (4, 3)}. Como
a primeira coordenada do par ordenado ({4}, 3) na˜o e´ um nu´mero natural, podemos
concluir que (A×B) \ {(3, 4), (4, 3)} 6⊆ N× N.
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(c) Por definic¸a˜o, X ∈ P(A) ∩ P(B) se e so´ se X ∈ P(A) e X ∈ P(B), isto e´, se e
so´ se X ⊆ A e X ⊆ B. Ora, os u´nicos subconjuntos comuns a A e a B sa˜o ∅ e {3}.
Assim, P(A) ∩ P(B) = {∅, {3}}.
2. Considere os conjuntos A = {{1, 3}, 1, 4}, B = {−3, 1, 3} e C = {x ∈ Z : 2|x|+ 1 ∈
B}.
(a) Determine A \B.
(b) Determine P(A ∩ C).
(c) Verifique se {−1, 3} ⊆ C ∪B.
(d) {1, 3} ∈ A ∩ P(A)? Justifique.
resoluc¸a˜o:
(a) Temos que A \ B = {x | x ∈ A ∧ x 6∈ B}. Ora, o u´nico elemento de A que
tambe´m e´ elemento de B e´ o 1. Assim, A \B = {{1, 3}, 4}.
(b) Comecemos por determinar C. Temos que 2|x|+1 ∈ B se e somente se 2|x|+1 =
−3 ou 2|x|+ 1 = 1 ou 2|x|+ 1 = 3. Atendendo a que
2|x|+ 1 = −3 ⇔ 2|x| = −4
⇔ |x| = −2
⇔ i(x)
2|x|+ 1 = 1 ⇔ 2|x| = 0
⇔ |x| = 0
⇔ x = 0
2|x|+ 1 = 3 ⇔ 2|x| = 2
⇔ |x| = 1
⇔ x = ±1,
podemos concluir que C = {−1, 0, 1}. Assim, A ∩ C = {1} e P(A ∩ C) = {∅, {1}}.
(c) Por definic¸a˜o de inclusa˜o, {−1, 3} ⊆ C ∪B se e somente se −1 e 3 sa˜o elementos
de C ∪B. Como C ∪B = {x | x ∈ C ∨ x ∈ B} e −1 ∈ C e 3 ∈ B, podemos concluir
que {−1, 3} ⊆ C ∪B.
(d) {1, 3} ∈ A ∩ P(A) se e so´ se {1, 3} ∈ A e {1, 3} ∈ P(A). Sabemos que {1, 3} e´
um dos elementos de A, pelo que, efetivamente, {1, 3} ∈ A. Para {1, 3} ser um dos
elementos de P(A), ter´ıamos de ter {1, 3} ⊆ A, o que na˜o e´ verdade pois 3 ∈ {1, 3}
mas 3 6∈ A. Logo, {1, 3} 6∈ A ∩ P(A).
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3. Considere os conjuntos A = {2n | n ∈ N ∧ n3 ≤ 40}, B = {1, {2, 4}}, C = {1, 2, 4}
e D = {x ∈ Z | x2 − 3 ∈ B}.
(a) Determine A e D.
(b) Verifique se (1, {2, 4}, 4) ∈ C × (B \ C)× C. Justifique.
(c) Verifique se B ∩ P(C) = ∅. Justifique.
resoluc¸a˜o:
(a) Temos que, dado n ∈ N, n3 ≤ 40 se e so´ se n ∈ {1, 2, 3}. Assim, A = {2× 1, 2×
2, 2× 3} = {2, 4, 6}.
Definamos, agora, por extensa˜o, o conjunto D.
Temos que, dado x ∈ Z, x2 − 3 ∈ B se e somente se x2 − 3 = 1. Ora,
x2 − 3 = 1 ⇔ x2 = 4
⇔ x = ±2.
Assim, D = {−2, 2}.
(b) (1, {2, 4}, 4) ∈ C × (B \ C)× C se e so´ se 1 ∈ C, {2, 4} ∈ B \ C e 4 ∈ C.
Como 1 ∈ C, {2, 4} ∈ B, {2, 4} 6∈ C e 4 ∈ C, segue-se que (1, {2, 4}, 4) ∈ C × (B \
C)× C.
(c) Temos que B ∩ P(C) = ∅ se nenhum elemento de B pertencer a P(C).
E´ o´bvio que 1 6∈ P(C), mas {2, 4} ∈ B e {2, 4} ⊆ C. Logo, {2, 4} ∈ B ∩ P(C) e,
portanto, B ∩ P(C) 6= ∅.
4. Deˆ exemplo de ou justifique que na˜o existem conjuntos A, B e/ou C tais que
(a) (1, 2, 1) ∈ A×B × C.
(b) A ∪B = A ∩B.
(c) B ⊆ C e A ∩ C 6⊆ A ∩B.
resoluc¸a˜o:
(a) Por definic¸a˜o de produto cartesiano, (1, 2, 1) ∈ A×B×C se e so´ se 1 ∈ A, 2 ∈ B
e 1 ∈ C. Consideremos, por exemplo, A = {1}, B = {2} e C = {1}.
(b) Sabemos que A ∪ A = A ∩ A = A, para qualquer conjunto A. Assim, para
A = B = {1}, por exemplo, temos A ∪B = A ∩B.
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(c) Admitamos que A,B e C sa˜o tais que B ⊆ C e A ∩ C 6⊆ A ∩ B. Como
A∩C 6⊆ A∩B, existe pelo menos um objeto x tal que x ∈ A∩C e x 6∈ A∩B. Ora,
x ∈ A ∩ C ⇔ x ∈ A ∧ x ∈ C
⇔ x ∈ A ∧ x 6∈ C (∗)
x 6∈ A ∩B ⇔ x 6∈ A ∨ x 6∈ B
⇔ x 6∈ A ∨ x ∈ B. (∗∗)
De (∗) sabemos que x ∈ A e que x 6∈ C. Como x ∈ A, de (∗∗) segue-se que x ∈ B.
Assim, x e´ um objeto tal que x ∈ B mas x 6∈ C, o que contraria a hipo´tese de B
estar contido em C. Logo, na˜o existem tais conjuntos A, B e C.
5. Diga, justificando, se cada uma das afirmac¸o˜es que se seguem e´ ou na˜o
verdadeira para quaisquer subconjuntos A, B e C na˜o vazios de um conjunto
X.
(a) Se A ⊆ C ou B ⊆ C enta˜o A ∪B ⊆ C.
(b) Se A ∩B = ∅ enta˜o A ⊆ B.
(c) (C \ A) ∩ (A ∪B) = C \B.
resoluc¸a˜o:
(a) Consideremos A = {1, 2}, B = {3, 4} e C = {1, 2, 3}. Temos que A ⊆ C mas
A ∪B 6⊆ C. Logo, a afirmac¸a˜o e´ falsa.
(b) Admitamos, por reduc¸a˜o ao absurdo, que A ∩ B = ∅ e A 6⊆ B. De A 6⊆ B
segue-se que existe x tal que x ∈ A e x 6∈ B, ou seja, tal que x ∈ A e x ∈ B. Assim,
x ∈ A ∩B, o que contraria o facto A ∩B = ∅. Portanto, a afirmac¸a˜o e´ verdadeira.
(c) Consideremos A = {1, 2}, B = {1, 2, 3} e C = {1, 2, 3}. Temos que
(C \A) ∩ (A ∪B) = {3} ∩ {1, 2, 3} = {3}
e
C \B = ∅.
Assim, a afirmac¸a˜o e´ falsa.
6. Diga, justificando, se cada uma das afirmac¸o˜es que se seguem e´ ou na˜o
verdadeira para quaisquer conjuntos A, B e C.
(a) Se A ⊆ C ou B ⊆ C, enta˜o A ∩B ⊆ C.
(b) Se (A× C) \ (B ×C) = ∅, enta˜o A ⊆ B.
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(c) Se A ∈ B, enta˜o P(A) ⊆ P(B).
resoluc¸a˜o:
(a) Admitamos que A ⊆ C. O caso em que B ⊆ C e´ ana´logo. Pretendemos mostrar
que todos os elementos de A ∩ B sa˜o elementos de C. Consideremos um elemento
arbitra´rio x de A∩B. Por definic¸a˜o, x ∈ A e x ∈ B. Como A ⊆ C e x ∈ A, segue-se
que x ∈ C. Assim, se x ∈ A ∩B, enta˜o x ∈ C, ou seja, A ∩B ⊆ C. A afirmac¸a˜o e´,
portanto, verdadeira.
(b) Consideremos A = {1, 2}, B = {3, 4} e C = ∅. Temos que
(A×C) \ (B × C) = ∅ \∅
mas
A 6⊆ B.
Logo, a afirmac¸a˜o e´ falsa.
(c) Sejam A = {1} e B = {{1}, 2}. Temos que A ∈ B. No entanto, {1} ∈ P(A)
mas {1} 6∈ P(B). Logo, P(A) 6⊆ P(B). A afirmac¸a˜o e´, pois, falsa.
7. Mostremos que, dados quaisquer treˆs conjuntos A,B e C, se A ⊆ C ou B ⊆ C,
enta˜o (A ∩B) ⊆ C.
resoluc¸a˜o: Pretendemos mostrar que se A ⊆ C ou B ⊆ C, enta˜o todos os elementos
de A ∩B sa˜o elementos de C.
Admitamos que A ⊆ C (o caso em que B ⊆ C e´ ana´logo). Por definic¸a˜o, sabemos
que, para todo o x, se x ∈ A enta˜o x ∈ C. Mostremos que qualquer elemento de
A ∩B e´, tambe´m, elemento de C. Temos que
x ∈ A ∩B ⇔ x ∈ A ∧ x ∈ B [pela definic¸a˜o de intersec¸a˜o de conjuntos]
⇒ x ∈ A
⇒ x ∈ C [porque A ⊆ C]
Assim, mostramos que A ∩B ⊆ C.
8. Sejam A,B e C subconjuntos de um conjunto X. Prove que (A\B)\ (C \B) =
A \ (B ∪ C).
resoluc¸a˜o: Seja x um elemento arbitra´rio de X. Temos que
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x ∈ (A \B) \ (C \B) ⇔ x ∈ (A \B) ∧ x 6∈ (C \B) [pela definic¸a˜o de complementac¸a˜o de conjuntos]
⇔ (x ∈ A ∧ x 6∈ B) ∧ (x 6∈ C ∨ x ∈ B) [pela definic¸a˜o da complementac¸a˜o de conjuntos]
⇔ x ∈ A ∧ (x 6∈ B ∧ (x 6∈ C ∨ x ∈ B)) [pela associatividade da conjunc¸a˜o]
⇔ x ∈ A ∧ ((x 6∈ B ∧ x 6∈ C) ∨ (x 6∈ B ∧ x ∈ B)) [pela distributividade da conjunc¸a˜o
em relac¸a˜o a` disjunc¸a˜o]
⇔ x ∈ A ∧ ((x 6∈ B ∧ x 6∈ C) ∨ ⊥) [porque (x 6∈ B ∧ x ∈ B)⇔ ⊥]
⇔ x ∈ A ∧ (x 6∈ B ∧ x 6∈ C) [porque ⊥ e´ o elemento neutro para a disjunc¸a˜o]
⇔ x ∈ A ∧ x 6∈ (B ∪C) [pela definic¸a˜o de reunia˜o de conjuntos]
⇔ x ∈ A \ (B ∪ C) [pela definic¸a˜o de complementac¸a˜o de conjuntos]
Logo, para todo o x, x ∈ (A\B)\(C \B) se e so´ se x ∈ A\(B∪C). Assim, podemos
concluir que os conjuntos sa˜o iguais.
Cap´ıtulo 3
Induc¸a˜o nos Naturais
[Exemplo]
Consideremos a afirmac¸a˜o “Para qualquer natural n, n2 − n+ 41 e´ primo”.
Atribuindo valores a n, podemos verificar a veracidade das proposic¸o˜es correspon-
dentes obtidas a partir do predicado p(n) :“o nu´mero n2 − n+ 41 e´ primo”.
n 1 2 3 4 5 6 . . . 40 41 . . .
n2 − n+ 41 41 43 47 53 61 71 . . . 1601 412 . . .
41 e´ um nu´mero primo, pelo que p(1) e´ verdadeira.
43 e´ um nu´mero primo, pelo que p(2) e´ verdadeira.
47 e´ um nu´mero primo, pelo que p(3) e´ verdadeira.
53 e´ um nu´mero primo, pelo que p(4) e´ verdadeira.
61 e´ um nu´mero primo, pelo que p(5) e´ verdadeira.
71 e´ um nu´mero primo, pelo que p(6) e´ verdadeira.
(...)
1601 e´ um nu´mero primo, pelo que p(40) e´ verdadeira.
Poderemos, assim, concluir que p(n) e´ verdadeira para todo n ∈ N?
412 na˜o e´ um nu´mero primo, pelo que p(41) e´ falsa! Portanto, a afirmac¸a˜o “Para
qualquer natural n, n2 − n + 41 e´ primo” e´ falsa, ao contra´rio do que poder´ıamos
intuir da veracidade das proposic¸o˜es p(n) com 1 ≤ n ≤ 40.
Para provarmos que uma determinada propriedade e´ va´lida para todo o nu´mero natural,
precisamos de um me´todo de prova adequado. Como o exemplo anterior o ilustra, na˜o basta
verificar a veracidade da propriedade para um nu´mero finito de naturais para podermos
concluir a validade da propriedade em N.
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A definic¸a˜o indutiva de N atrave´s das seguintes regras
i | 1 ∈ N;
ii | se n ∈ N, enta˜o n+ 1 ∈ N,
justifica a adoc¸a˜o do me´todo de prova que iremos estudar. Comecemos por apresentar o
conceito de predicado heredita´rio.
[Definic¸a˜o 3.1] Um predicado p(n), com N como universo de variac¸a˜o da varia´vel n, diz-se
heredita´rio quando, para todo k ∈ N, se a proposic¸a˜o p(k) e´ verdadeira, enta˜o a proposic¸a˜o
p(k + 1) e´ verdadeira.
[Exemplos]
1 | “2n e´ par” e´ um predicado heredita´rio pois se 2k e´ par para algum k ∈ N, enta˜o
2(k + 1) = 2k + 2 tambe´m e´ par (por ser a soma de 2 nu´meros pares).
2 | “n e´ par” na˜o e´ um predicado heredita´rio pois se k e´ par para algum k ∈ N,
enta˜o k + 1 e´ ı´mpar.
3 | “2n+1 e´ par” e´ um predicado heredita´rio pois se 2k+1 e´ par para algum k ∈ N,
enta˜o 2(k + 1) + 1 = 2k + 2 + 1 = (2k + 1) + 2 tambe´m e´ par (por ser a soma de 2
nu´meros pares).
[Observac¸a˜o] Note-se que, sendo p(n) um predicado heredita´rio, a proposic¸a˜o p(a), com a ∈ N,
na˜o tem de ser verdadeira. De facto, no terceiro exemplo temos um predicado heredita´rio p(n)
tal que p(a) e´ uma proposic¸a˜o falsa para qualquer a ∈ N. Ja´ o predicado q(n) do primeiro
exemplo e´ heredita´rio e q(a) e´ uma proposic¸a˜o verdadeira para todo a ∈ N: e´ claro que
q(1) e´ verdadeira pois 2 × 1 = 2 e´ par; a hereditariedade de q(n) permite-nos induzir que a
propriedade e´ va´lida para todo o nu´mero natural. Por outro lado, a hereditariedade de p(n)
na˜o e´ suficiente para concluir que a propriedade e´ verdadeira para todo o nu´mero natural,
uma vez que nos falta um ponto de partida.
No resultado que se segue encontramos um me´todo de prova usado para demonstrar a vera-
cidade de propriedades sobre os nu´meros naturais.
[Teorema 3.2 | princ´ıpio de induc¸a˜o (simples) para N] Seja p(n) um predicado sobre N. Se
1 | p(1) e´ verdadeira; e
2 | p(n) e´ heredita´rio, ou seja, para todo k ∈ N, se p(k) e´ verdadeira, enta˜o p(k + 1) e´
verdadeira,
enta˜o p(n) e´ verdadeira para todo n ∈ N.
demonstrac¸a˜o: Admitamos que as condic¸o˜es 1 | e 2 | sa˜o satisfeitas para o predicado p(n)
e mostremos que, para qualquer natural n, p(n) e´ verdadeira. Nesse sentido, consideremos o
conjunto X dos nu´meros naturais que na˜o satisfazem p(n), ou seja,
X = {n ∈ N : ¬p(n)}.
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Suponhamos, no intuito de uma reduc¸a˜o ao absurdo, que X 6= ∅. Seja m o menor nu´mero
natural que pertence a X. Por 1 |, 1 /∈ X e, portanto, m > 1. Logo, m = k + 1 para algum
k ∈ N.
Uma vez que m e´ o menor natural que pertence a X, sabemos que m− 1 = (k + 1) − 1 = k
na˜o pertence a X, isto e´, k satisfaz o predicado p(n). Ora, por 2 |, p(n) e´ heredita´rio e,
portanto, k+ 1 satisfaz o predicado p(n), ou seja, m satisfaz p(n), o que contradiz o facto de
m pertencer a X. Logo, X tem de ser vazio e, assim, p(n) e´ verdadeira para todo n ∈ N. 
A condic¸a˜o 1 | do teorema anterior e´ designada por base de induc¸a˜o e a condic¸a˜o 2 | por
passo de induc¸a˜o.
Na aplicac¸a˜o da condic¸a˜o 2 |, chamamos hipo´tese de induc¸a˜o a “p(k) e´ verdadeira”. E´
habitual usar a sigla H.I. para denotar a hipo´tese de induc¸a˜o.
Dado um predicado p(n) sobre N, uma aplicac¸a˜o deste princ´ıpio para provar que a proposic¸a˜o
∀n p(n) e´ verdadeira diz-se uma prova por induc¸a˜o nos naturais.
[Exemplo]
Mostremos que n3 − n e´ divis´ıvel por 3, para todo o natural n ∈ N, pelo me´todo de
induc¸a˜o nos naturais.
Representemos por p(n) o predicado “n3 − n e´ divis´ıvel por 3”.
1 | base de induc¸a˜o | Para n = 1, temos n3 − n = 13 − 1 = 0.
Como 0 e´ divis´ıvel por 3, p(1) e´ verdadeira.
2 | passo de induc¸a˜o | Seja k ∈ N tal que p(k) e´ verdadeira, ou seja, k3−k e´ divis´ıvel
por 3 (H.I.).
Enta˜o, existe q ∈ N0 tal que k3 − k = 3q. Assim,
(k + 1)3 − (k + 1) = (k3 + 3k2 + 3k + 1)− (k + 1)
= k3 + 3k2 + 3k − k
= (k3 − k) + (3k2 + 3k)
= 3q + (3k2 + 3k) (pela H.I.)
= 3(q + k2 + k).
Logo, (k + 1)3 − (k + 1) = 3(q + k2 + k), pelo que p(k + 1) e´ verdadeira.
Pelo Princ´ıpio de Induc¸a˜o para N e por 1 | e 2 |, podemos concluir que
∀n∈N n3 − n e´ divis´ıvel por 3.
[Exemplo]
Mostremos que a soma dos n primeiros nu´meros naturais ı´mpares e´ igual a n2, para
todo o natural n ∈ N, pelo me´todo de induc¸a˜o nos naturais.
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Representemos por q(n) o predicado “1 + 3 + 5 + · · · + (2n − 1) = n2”.
1 | base de induc¸a˜o | Para n = 1, temos 1 = 12, pelo que q(1) e´ verdadeira.
2 | passo de induc¸a˜o | Seja k ∈ N tal que q(k) e´ verdadeira, ou seja, 1+ 3+5+ · · ·+
(2k − 1) = k2 (H.I.). Enta˜o,
1 + 3 + 5 + · · ·+ (2k − 1) + (2(k + 1)− 1) = (1 + 3 + 5 + · · ·+ (2k − 1)) + (2k + 1)
= k2 + (2k + 1) (pela H.I.)
= k2 + 2k + 1
= (k + 1)2,
pelo que q(k + 1) e´ verdadeira.
Pelo Princ´ıpio de Induc¸a˜o para N e por 1 | e 2 |, podemos concluir que
∀n ∈ N, 1 + 3 + 5 + · · ·+ (2n − 1) = n2.
[Exemplo]
Mostremos que, para todo n ∈ N,(
1 +
1
3
)n
≥ 1 + n
3
,
pelo me´todo de induc¸a˜o nos naturais.
Representemos por h(n) o predicado “
(
1 + 13
)n ≥ 1 + n3 ”.
1 | base de induc¸a˜o | Para n = 1, temos (1 + 13)n = (1 + 13)1 = 1+ 13 ≥ 1+ 13 = 1+ n3 ,
pelo que h(1) e´ verdadeira.
2 | passo de induc¸a˜o | Seja k ∈ N tal que h(k) e´ verdadeira, ou seja,
(
1 +
1
3
)k
≥ 1 + k
3
(H.I.)
Segue-se que
(
1 + 13
)(k+1)
=
(
1 + 13
)k (
1 + 13
)
≥ (1 + k3) (1 + 13) (pela H.I.)
= 1 + k3 +
1
3 +
k
9
= 1 + k+13 +
k
9
≥ 1 + k+13 .
Assim,
(
1 + 13
)(k+1) ≥ 1 + k+13 , pelo que h(k + 1) e´ verdadeira.
Pelo Princ´ıpio de Induc¸a˜o para N e por 1 | e 2 |, podemos concluir que para todo
n ∈ N, (1 + 13)n ≥ 1 + n3 .
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Como ja´ referimos, e´ necessa´rio que se verifiquem simultaneamente a base e o passo de induc¸a˜o
para que se possa induzir a validade da propriedade em causa para todo o nu´mero natural.
Consideremos o predicado p(n):“n2 > 2n+ 1”.
Facilmente se verifica que p(1) e´ falsa: 12 = 1 6> 3 = 2× 1 + 1.
No entanto, o passo de induc¸a˜o verifica-se, ou seja, o predicado p(n) e´ heredita´rio. Conside-
remos k ∈ N tal que k2 > 2k + 1 (H.I.),
(k + 1)2 = k2 + 2k + 1
= k2 + (2k + 1)
> (2k + 1) + (2k + 1) (pela H.I.)
= 2k + 2 + 2k
> 2k + 2 + 1
= 2(k + 1) + 1.
Na verdade, p(n) e´ va´lida para todos os naturais maiores ou iguais a 3.
A prova deste resultado pode ser feita recorrendo a uma variante do Princ´ıpio de Induc¸a˜o,
considerando para base de induc¸a˜o o elemento de N a partir do qual se pode provar a validade
da propriedade.
[Teorema 3.3 | princ´ıpio de induc¸a˜o (simples) para N de base n0] Sejam p(n) um predicado sobre
N e n0 ∈ N. Se
1 | p(n0) e´ verdadeira; e
2 | para todo k ∈ N tal que k ≥ n0, se p(k) e´ verdadeira, enta˜o p(k + 1) e´ verdadeira,
enta˜o p(n) e´ verdadeira para todo n ∈ N tal que n ≥ n0.
[Exemplo]
Verifiquemos, enta˜o, que para todo n ≥ 3, n2 > 2n+ 1.
1 | base de induc¸a˜o | Para n = 3, temos n2 = 32 = 9 > 7 = 2× 3 + 1, pelo que p(3)
e´ verdadeira.
2 | passo de induc¸a˜o | Mostra´mos acima que p(n) e´ heredita´rio. Assim, dado k ∈ N
tal que k ≥ 3, p(k + 1) e´ verdadeira sempre que p(k) e´ verdadeira.
Pelo Princ´ıpio de Induc¸a˜o para N de base 3 e por 1 | e 2 |, podemos concluir que
para todo n ≥ 3, n2 > 2n+ 1.
[Exemplo]
Mostremos que para todo n ≥ 5, 2n > n2, pelo me´todo de induc¸a˜o para N de base
5.
Representemos por p(n) o predicado “2n > n2”.
1 | base de induc¸a˜o | Para n = 5, temos 2n = 25 = 32 > 25 = 52, pelo que p(5) e´
verdadeira.
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2 | passo de induc¸a˜o | Seja k ∈ N tal que k ≥ 5 e p(k) e´ verdadeira, ou seja, 2k > k2.
Enta˜o,
2k+1 = 2× 2k
> 2× k2 (pela H.I.)
= k2 + k2
> k2 + 2k + 1 (pelo exemplo anterior)
= (k + 1)2,
pelo que p(k + 1) e´ verdadeira.
Pelo Princ´ıpio de Induc¸a˜o para N de base 5 e por 1 | e 2 |, podemos concluir que
para todo n ≥ 5, 2n > n2.
Na prova de certas propriedades sobre os naturais, a aplicac¸a˜o do Princ´ıpio de Induc¸a˜o Simples
na˜o e´ fa´cil. Nestes casos, torna-se mais conveniente optar por um outro me´todo de prova, o
chamado Princ´ıpio de Induc¸a˜o Completa (ou Princ´ıpio de Induc¸a˜o Forte).
[Teorema 3.4 | princ´ıpio de induc¸a˜o completa para N] Seja p(n) um predicado sobre N. Se
1 | p(1) e´ verdadeira; e
2 | para todo k ∈ N, se, para todo j ∈ {1, . . . , k}, p(j) e´ verdadeira, enta˜o p(k + 1) e´
verdadeira,
enta˜o p(n) e´ verdadeira para todo n ∈ N.
Este princ´ıpio parece ser mais geral do que o Princ´ıpio de Induc¸a˜o Simples, mas prova-se
serem equivalentes: toda a prova que possa ser feita pelo Princ´ıpio de Induc¸a˜o Simples pode
ser feita pelo Princ´ıpio de Induc¸a˜o Completa e vice-versa.
A` semelhanc¸a do que acontece com o Princ´ıpio de Induc¸a˜o Simples, podemos enunciar o
Princ´ıpio de Induc¸a˜o Completa de base n0.
[Teorema 3.5 | princ´ıpio de induc¸a˜o completa para N de base n0] Sejam p(n) um predicado sobre
N e n0 ∈ N. Se
1 | p(n0) e´ verdadeira; e
2 | para todo k ∈ N tal que k ≥ n0, se, para todo j ∈ {n0, . . . , k}, p(j) e´ verdadeira, enta˜o
p(k + 1) e´ verdadeira,
enta˜o p(n) e´ verdadeira para todo n ∈ N tal que n ≥ n0.
[Exemplo]
Recorrendo ao Princ´ıpio de Induc¸a˜o Completa de base 2, mostremos que todo o
nu´mero natural diferente de 1 e´ primo ou e´ um produto de nu´meros primos.
Representemos por p(n) o predicado “n e´ primo ou n e´ um produto de primos.”.
1 | base de induc¸a˜o | 2 e´ primo e, portanto, p(2) e´ verdadeira.
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2 | passo de induc¸a˜o | Seja k ∈ N tal que k ≥ 2 e admitamos que p(j) e´ verdadeira
para todo j ∈ {2, . . . , k} (H.I.).
Se k + 1 e´ primo, enta˜o p(k + 1) e´ verdadeira.
Se k + 1 na˜o e´ primo, enta˜o existem a, b ∈ N tais que 1 < a, b < k + 1 e k + 1 = ab.
Pela H.I., como a, b ∈ {2, . . . , k}, sabemos que a e´ primo ou um produto de primos
e b e´ primo ou um produto de primos.
Logo, k + 1 = ab e´ um produto de primos, pelo que p(k + 1) e´ verdadeira.
Por 1 | e 2 | e pelo Princ´ıpio de Induc¸a˜o Completa de base 2, mostra´mos que todo
o nu´mero natural diferente de 1 e´ primo ou e´ um produto de primos.
3.1 Exerc´ıcios resolvidos
1. Prove, por induc¸a˜o nos naturais, que 2n ≥ 2n.
resoluc¸a˜o: Seja p(n) o predicado 2n ≥ 2n sobre n ∈ N.
1 | base de induc¸a˜o | 21 = 2 ≥ 2× 1, pelo que p(1) e´ uma proposic¸a˜o verdadeira.
2 | passo de induc¸a˜o | Seja k ∈ N tal que 2k ≥ 2k (H.I.)
Temos que
2k+1 = 2× 2k
≥ 2× 2k (pela H.I.)
= 2k + 2k
≥ 2k + 2 (porque k ≥ 1)
= 2(k + 1),
pelo que p(k + 1) e´ uma proposic¸a˜o verdadeira.
Pelo Princ´ıpio de Induc¸a˜o para N e por 1 | e 2 |, podemos concluir que, para todo
n ∈ N, 2n ≥ 2n.
2. Prove, por induc¸a˜o nos naturais, que 3 + 32 + 33 + · · · + 3n = 32 (3n − 1), para
todo n ∈ N.
resoluc¸a˜o: Seja p(n) o predicado 3 + 32 + 33 + · · ·+ 3n = 32 (3n − 1) sobre n ∈ N.
1 | base de induc¸a˜o | 3 = 32(31 − 1), pelo que p(1) e´ uma proposic¸a˜o verdadeira.
2 | passo de induc¸a˜o | Seja k ∈ N tal que 3 + 32 + 33 + · · · + 3k = 32(3k − 1) (H.I.).
Assim
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3 + 32 + 33 + · · ·+ 3k + 3k+1 = 32 (3k − 1) + 3k+1 (pela H.I.)
= 323
k − 32 + 3× 3k
= 923
k − 32
= 32 (3× 3k − 1)
= 32 (3
k+1 − 1),
pelo que p(k + 1) e´ uma proposic¸a˜o verdadeira.
Pelo Princ´ıpio de Induc¸a˜o para N e por 1 | e 2 |, podemos concluir que, para todo
n ∈ N, 3 + 32 + 33 + · · ·+ 3n = 32(3n − 1).
3. Mostre que 4n + 15n − 1 e´ mu´ltiplo de 9 para todo o natural n.
resoluc¸a˜o: Seja p(n) o predicado “4n + 15n − 1 e´ mu´ltiplo de 9” sobre n ∈ N.
1 | base de induc¸a˜o | 41 + 15 × 1 − 1 = 18, que e´ mu´ltiplo de 9. Logo, p(1) e´ uma
proposic¸a˜o verdadeira.
2 | passo de induc¸a˜o | Seja k ∈ N tal que p(k) e´ verdadeira, isto e´, 4k + 15k − 1 e´
mu´ltiplo de 9. Assim, existe q ∈ Z tal que 4k + 15k − 1 = 9q (H.I.).
Temos que
4k+1 + 15(k + 1)− 1 = 4× 4k + 15k + 15− 1
= (4× 4k + 4× 15k − 4)− 3× 15k + 15 + 3
= 4× (4k + 15k − 1)− 3× 15k + 18
= 4× 9q − 9× 5k + 9× 2 (pela H.I.)
= 9× (4q − 5k + 2),
que e´ mu´ltiplo de 9. Portanto, p(k + 1) e´ uma proposic¸a˜o verdadeira.
Pelo Princ´ıpio de Induc¸a˜o para N e por 1 | e 2 |, podemos concluir que, para todo
n ∈ N, 4n + 15n − 1 e´ mu´ltiplo de 9 .
4. Mostre que n2 − 1 e´ divis´ıvel por 8 para todo o natural ı´mpar n.
resoluc¸a˜o: Note-se que mostrar que n2 − 1 e´ divis´ıvel por 8 para todo o natural
ı´mpar n e´ o mesmo que mostrar que (2m − 1)2 − 1 e´ divis´ıvel por 8 para todo o
natural m, uma vez que um natural n e´ ı´mpar se e so´ se existe m ∈ N tal que
n = 2m− 1.
Seja p(m) o predicado “(2m− 1)2 − 1 e´ divis´ıvel por 8” sobre os naturais m.
1 | base de induc¸a˜o | (2 × 1 − 1)2 − 1 = 0, que e´ divis´ıvel por 8. Logo, p(1) e´ uma
proposic¸a˜o verdadeira.
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2 | passo de induc¸a˜o | Seja k ∈ N tal que p(k) e´ verdadeira, isto e´, (2k − 1)2 − 1 e´
divis´ıvel por 8. Assim, existe q ∈ Z tal que (2k − 1)2 − 1 = 8q
Temos que
(2(k + 1)− 1)2 − 1 = ((2k − 1) + 2)2 − 1
= (2k − 1)2 + 2× 2× (2k − 1) + 22 − 1
= ((2k − 1)2 − 1) + 4(2k − 1) + 4
= 8q + 8k (pela H.I.)
= 8× (q + k),
pelo que (2(k + 1) − 1)2 − 1 e´ divis´ıvel por 8 e, por conseguinte, p(k + 1) e´ uma
proposic¸a˜o verdadeira.
Pelo Princ´ıpio de Induc¸a˜o para N e por 1 | e 2 |, podemos concluir que, para todo
n ∈ N, (2m − 1)2 − 1 e´ divis´ıvel por 8. Equivalentemente, podemos concluir que
n2 − 1 e´ divis´ıvel por 8 para todo o natural ı´mpar n.
5. Os nu´meros de Fibonacci esta˜o definidos de seguinte forma: f1 = f2 = 1 e, se
n > 2, fn = fn−1 + fn−2. Prove que 2
n−1 > fn > (
3
2 )
n−1 para todo n ≥ 6.
resoluc¸a˜o: Seja p(n) o predicado 2n−1 > fn > (
3
2)
n−1 sobre os naturais n ≥ 6.
1 | base de induc¸a˜o | 25 = 32 > 8 = f6 > 24332 = (32)5, pelo que p(6) e´ uma proposic¸a˜o
verdadeira.
2 | passo de induc¸a˜o | Seja k ∈ N tal que k ≥ 6 e p(6), . . . , p(k) sa˜o proposic¸o˜es
verdadeiras (H.I.), ou seja, 25 > f6 > (
3
2 )
5, . . . , 2k−2 > fk−1 > (
3
2 )
k−2, 2k−1 > fk >
(32)
k−1.
Enta˜o,
fk+1 = fk + fk−1 < 2
k−1 + 2k−2 (pela H.I.)
= 2× 2k−2 + 2k−2
= (2 + 1)× 2k−2
= 3× 2k−2
< 4× 2k−2
= 22 × 2k−2
= 2k
e
fk+1 = fk + fk−1 > (
3
2 )
k−1 + (32 )
k−2 (pela H.I.)
> (32 )
k,
uma vez que
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(32)
k−1 + (32)
k−2 > (32)
k ⇔ 32 (32)k−2 + (32 )k−2 > (32 )2(32)k−2
⇔ 32 + 1 > (32 )2
⇔ 52 > 94
⇔ 20 > 18,
o que e´ uma afirmac¸a˜o verdadeira.
Assim, 2k > fk+1 > (
3
2 )
k, ou seja p(k + 1) e´ uma proposic¸a˜o verdadeira.
Pelo Princ´ıpio de Induc¸a˜o Completa para N de base 6 e por 1 | e 2 |, podemos
concluir que 2n−1 > fn > (
3
2 )
n−1 para todo n ≥ 6.
Cap´ıtulo 4
Func¸o˜es
4.1 Conceitos ba´scios
[Definic¸a˜o 4.1] Sejam A e B conjuntos. Uma func¸a˜o ou aplicac¸a˜o de A em B e´ uma corres-
pondeˆncia de A para B que a cada elemento de A faz corresponder um e um so´ elemento de
B.
Em geral, representamos as func¸o˜es por letras minu´sculas f, g, h,...
Escrevemos f : A→ B para indicar que f e´ uma func¸a˜o de A em B. Para cada objeto a ∈ A,
o u´nico elemento b de B que f faz corresponder ao elemento a chama-se imagem de a por
f e representa-se por f(a). Podemos, assim, escrever
f : A→ B
a 7→ f(a)
Dada uma func¸a˜o f : A→ B, designamos por
1 | domı´nio ou conjunto de partida de f o conjunto A;
2 | codomı´nio ou conjunto de chegada de f o conjunto B;
3 | imagem ou contradomı´nio de f o conjunto Im(f) das imagens por f de todos os
elementos de A, ou seja,
Im(f) = {f(x) : x ∈ A}.
O conjunto de todas as func¸o˜es de A para B representa-se por BA.
Dado um conjunto A, chama-se aplicac¸a˜o vazia a` aplicac¸a˜o ∅ : ∅ → A. Esta e´ a u´nica
aplicac¸a˜o de ∅ em A e, portanto, A∅ = {∅}.
Se A e´ na˜o vazio, na˜o existem func¸o˜es de A em ∅, pelo que ∅A = ∅.
Se A e B sa˜o conjuntos finitos, temos que #BA = (#B)#A.
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[Exemplos]
[1] A correspondeˆncia de Z em Z que a cada elemento x de Z faz corresponder o
elemento y = x2 e´ uma func¸a˜o de Z em Z.
[2] Seja A = {1, 2, 3} e sejam f , g, h e ℓ as correspondeˆncias definidas por
f : A→ A
1 7→ 2
2 7→ 1
3 7→ 3
,
g : A→ A
1 7→ 2
2 7→ 2
3 7→ 2
,
h : A→ A
1 7→ 1
1 7→ 2
2 7→ 2
3 7→ 3
,
ℓ : A→ A
1 7→ 1
3 7→ 3
.
Enta˜o, f e g sa˜o func¸o˜es de A em A. Por outro lado, h na˜o e´ uma func¸a˜o de A em
A uma vez que a 1 faz corresponder duas imagens: 1 e 2. Tambe´m ℓ na˜o e´ uma
func¸a˜o de A em A uma vez que a 2 na˜o faz corresponder qualquer imagem.
[3] Sejam A e B conjuntos, com B 6= ∅. Seja b ∈ B. A correspondeˆncia de A em B
que a cada elemento de A faz corresponder o elemento b e´ uma func¸a˜o de A em B.
[Definic¸a˜o 4.2] Sejam A e B conjuntos. Uma func¸a˜o f : A→ B diz-se uma func¸a˜o constante
se existe b ∈ B tal que, para todo o a ∈ A, f(a) = b.
A func¸a˜o deA em A que a cada elemento a ∈ A faz corresponder a diz-se a func¸a˜o identidade
de A e representa-se por idA, ou seja,
idA : A→ A
a 7→ a
[Exemplo]
Sejam A = {1, 2, 3} e B = {4, 5}. Enta˜o,
idA : A→ A
1 7→ 1
2 7→ 2
3 7→ 3
idB : B → B
4 7→ 4
5 7→ 5
e a correspondeˆncia
f : A→ B
1 7→ 4
2 7→ 4
3 7→ 4
e´ uma func¸a˜o constante.
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[Definic¸a˜o 4.3] Sejam A1, A2, B1, B2 conjuntos e sejam f : A1 → B1, g : A2 → B2 func¸o˜es.
Dizemos que as func¸o˜es f e g sa˜o iguais, e escrevemos f = g, se
1 | A1 = A2;
2 | B1 = B2;
3 | para todo o x ∈ A1, f(x) = g(x).
[Exemplo]
Sejam f : Z → Z, g : Z → Z, h : Q → R e k : Q → Q func¸o˜es definidas,
respetivamente, por
f(x) =
{
x, se x ≥ 0
−x se x < 0 , g(x) = |x|,∀x ∈ Z, h(x) = k(x) = |x|,∀x ∈ Q.
Como os domı´nios de g e de h sa˜o distintos, g 6= h. De igual modo, g 6= k. Como os
codomı´nios de h e de k sa˜o distintos, h 6= k. Por outro lado, como os domı´nios e os
codomı´nios de f e g sa˜o iguais e f(x) = g(x) para todo o x ∈ Z, podemos concluir
que f = g.
4.2 Conjuntos Imagem e Imagem Inversa
[Definic¸a˜o 4.4] Sejam A,B conjuntos, X um subconjunto de A, Y um subconjunto de B e
f : A→ B uma func¸a˜o de A em B. Designamos por
1 | imagem de X por f o conjunto
f(X) = {f(x) : x ∈ X};
2 | imagem inversa ou pre´-imagem de Y por f o conjunto
f←(Y ) = {x ∈ A : f(x) ∈ Y }.
[Exemplos]
[1] Sejam A = {1, 2, 3}, B = {4, 5, 6} e f : A → B a func¸a˜o definida por f(1) =
f(2) = 4 e f(3) = 5.
Enta˜o, f({1, 2}) = {f(1), f(2)} = {4, 4} = {4}, f←({4, 5}) = {1, 2, 3} = A e
f←({6}) = ∅.
[2] Sejam f : Z→ Z a aplicac¸a˜o definida por
f(x) =
{
2x+ 3 se x ≥ 0
3− x se x < 0 ,
X = {−4, 0, 1, 2} e Y = {−5, 0, 5}. Enta˜o,
f(X) = {f(−4), f(0), f(1), f(2)} = {7, 3, 5, 7} = {3, 5, 7}
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f←(Y ) = {x ∈ Z : f(x) = −5 ∨ f(x) = 0 ∨ f(x) = 5}
= {x ∈ Z : (2x+ 3 = −5 ∧ x ≥ 0) ∨ (3− x = −5 ∧ x < 0)∨
∨ (2x+ 3 = 0 ∧ x ≥ 0) ∨ (3− x = 0 ∧ x < 0)∨
∨ (2x+ 3 = 5 ∧ x ≥ 0) ∨ (3− x = 5 ∧ x < 0)}
= {1,−2}
[3] Consideremos a func¸a˜o
f : R→ R
x 7→ |x|
Enta˜o,
i | f({−1, 0, 1}) = {0, 1}; f(R) = R+0 ; f(]− 2, 3]) = [0, 3];
ii | f←({1}) = {−1, 1}; f←(R−) = ∅; f←(R) = R; f←(R+) = R/{0}.
[Proposic¸a˜o 4.5] Sejam A, B conjuntos, f : A → B uma func¸a˜o, A1, A2 ⊆ A e B1, B2 ⊆ B.
Enta˜o,
1 | f(∅) = ∅;
2 | f(A) ⊆ B;
3 | se A1 ⊆ A2, enta˜o f(A1) ⊆ f(A2);
4 | f(A1 ∪A2) = f(A1) ∪ f(A2);
5 | f←(∅) = ∅;
6 | f←(B) = A;
7 | Se B1 ⊆ B2, enta˜o f←(B1) ⊆ f←(B2);
8 | f←(B1 ∪B2) = f←(B1) ∪ f←(B2);
9 | f←(B1 ∩B2) = f←(B1) ∩ f←(B2);
demonstrac¸a˜o:
Iremos demonstrar as propriedades 1, 3, 4, 7 e 8. As restantes sa˜o deixadas como exerc´ıcio.
1 | Por definic¸a˜o, f(∅) = {f(x) : x ∈ ∅}. Ora, ∅ na˜o tem elementos, pelo que x ∈ ∅ e´ uma
condic¸a˜o imposs´ıvel. Portanto, f(∅) = ∅.
3 | Suponhamos que A1 ⊆ A2. Enta˜o, para todo o objeto x, se x ∈ A1 enta˜o x ∈ A2.
Pretendemos mostrar que f(A1) ⊆ f(A2), ou seja, para todo o objeto y, se y ∈ f(A1) enta˜o
y ∈ f(A2)).
Seja y ∈ f(A1). Enta˜o, existe x ∈ A1 tal que y = f(x).
Por hipo´tese, se x ∈ A1 enta˜o x ∈ A2. Logo, x ∈ A2 e, assim, y = f(x) com x ∈ A2. Portanto,
y ∈ f(A2).
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Vimos, enta˜o, que se y ∈ f(A1) enta˜o y ∈ f(A2), pelo que f(A1) ⊆ f(A2).
4 | Pretendemos mostrar que f(A1 ∪A2) = f(A1) ∪ f(A2).
(⊆) Comecemos por mostrar que f(A1 ∪A2) ⊆ f(A1) ∪ f(A2).
Seja y ∈ f(A1 ∪A2). Enta˜o, existe x ∈ A1 ∪A2 tal que y = f(x).
Ora,
x ∈ A1 ∪A2 ⇔ (x ∈ A1 ∨ x ∈ A2).
Se x ∈ A1, enta˜o y = f(x) ∈ f(A1). Se x ∈ A2, enta˜o y = f(x) ∈ f(A2).
Logo, y ∈ f(A1) ∨ y ∈ f(A2) e, portanto, y ∈ f(A1) ∪ f(A2).
(⊇) Mostremos, agora, que f(A1) ∪ f(A2) ⊆ f(A1 ∪A2).
Seja y ∈ f(A1) ∪ f(A2). Enta˜o, y ∈ f(A1) ∨ y ∈ f(A2). Se y ∈ f(A1), enta˜o existe x ∈ A1
tal que y = f(x). Se y ∈ f(A2), enta˜o existe x ∈ A2 tal que y = f(x). Em ambos os casos,
x ∈ A1 ∪A2, pelo que y = f(x) ∈ f(A1 ∪A2).
Logo, f(A1 ∪ A2) ⊆ f(A1) ∪ f(A2) e f(A1) ∪ f(A2) ⊆ f(A1 ∪ A2), pelo que f(A1 ∪ A2) =
f(A1) ∪ f(A2).
7 | Suponhamos que B1 ⊆ B2, ou seja, para todo o objeto y, se y ∈ B1 enta˜o y ∈ B2.
Queremos mostrar que f←(B1) ⊆ f←(B2). Dado x ∈ f←(B1), sabemos que x ∈ A e f(x) ∈
B1, por definic¸a˜o de imagem inversa. Ora, B1 ⊆ B2, pelo que f(x) ∈ B2. Assim, x ∈ f←(B2).
8 | Verifiquemos, agora, que f←(B1 ∪B2) = f←(B1) ∪ f←(B2).
Dado x ∈ A,
x ∈ f←(B1 ∪B2) ⇔ f(x) ∈ B1 ∪B2
⇔ (f(x) ∈ B1 ∨ f(x) ∈ B2)
⇔ (x ∈ f←(B1) ∨ x ∈ f←(B2))
⇔ x ∈ f←(B1) ∪ f←(B2)
Logo, para todo o objeto x, x ∈ f←(B1 ∪B2) se e so´ se x ∈ f←(B1) ∪ f←(B2)), donde segue
a igualdade pretendida. 
4.3 Propriedades das func¸o˜es
[Definic¸a˜o 4.6] Sejam A,B conjuntos e f : A → B uma func¸a˜o. Diz-se que f e´ injetiva
quando quaisquer dois elementos distintos de A teˆm imagens distintas por f , ou seja, quando
∀x,y∈A (x 6= y ⇒ f(x) 6= f(y)). Equivalentemente, f e´ injetiva quando
∀x,y∈A (f(x) = f(y)⇒ x = y).
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[Exemplos]
[1] Sejam A = {1, 2, 3} e B = {4, 5, 6, 7} e seja f : A → B a func¸a˜o definida por
f(1) = 6, f(2) = 7 e f(3) = 4. Enta˜o, f e´ injetiva pois na˜o existem objetos distintos
com a mesma imagem.
[2] Sejam C = {1, 2, 3, 4} e D = {5, 6, 7} e seja g : C → D a func¸a˜o definida por
g(1) = 5, g(2) = 6, g(3) = 7 e g(4) = 7. Enta˜o, g na˜o e´ injetiva pois 3 6= 4 e
g(3) = 7 = g(4).
[3] Seja h : Z→ Z a func¸a˜o definida por h(n) = 2n+1 para todo o n ∈ Z. A func¸a˜o
h e´ injetiva pois, dados n,m ∈ Z,
h(n) = h(m)⇔ 2n+ 1 = 2m+ 1⇔ 2n = 2m⇔ n = m.
[4] Seja k : R→ R a func¸a˜o definida por k(x) = x2, para todo o x ∈ R. A func¸a˜o k
na˜o e´ injetiva pois −2 6= 2 e k(−2) = 4 = k(2).
[Definic¸a˜o 4.7] Sejam A,B conjuntos e f : A → B uma func¸a˜o. Diz-se que f e´ sobrejetiva
quando todo o elemento de B e´ imagem de algum elemento de A, ou seja, quando
∀y∈B∃x∈A f(x) = y.
Equivalentemente, f e´ sobrejetiva se f(A) = B, ou seja se o contradomı´nio coincide com o
conjunto de chegada.
[Exemplos]
Consideremos as func¸o˜es definidas no exemplo anterior.
[1] A func¸a˜o f : {1, 2, 3} → {4, 5, 6, 7} definida por f(1) = 6, f(2) = 7 e f(3) = 4
na˜o e´ sobrejetiva pois 5 na˜o e´ imagem de qualquer elemento de A.
[2] A func¸a˜o g : {1, 2, 3, 4} → {5, 6, 7} definida por g(1) = 5, g(2) = 6, g(3) = 7 e
g(4) = 7 e´ sobrejetiva pois todo o elemento de {5, 6, 7} e´ imagem de algum elemento
de A.
[3] A func¸a˜o h : Z → Z definida por h(n) = 2n + 1 para todo o n ∈ Z, na˜o e´
sobrejetiva pois, dado m ∈ Z par, m na˜o e´ da forma 2n + 1, com n ∈ N. Por
conseguinte, na˜o existe, por exemplo, nenhum objeto que tenha imagem igual a 6.
[4] A func¸a˜o k : R→ R definida por k(x) = x2, para todo o x ∈ R, na˜o e´ sobrejetiva
pois k(R) = R+0 . Portanto, na˜o existe, por exemplo, nenhum objeto que tenha
imagem igual a −1.
[Definic¸a˜o 4.8] Sejam A,B conjuntos e f : A → B uma func¸a˜o. Diz-se que f e´ bijetiva
quando f e´ injetiva e sobrejetiva, ou equivalentemente, quando
∀y∈B∃1x∈A f(x) = y.
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[Exemplos]
1 | A func¸a˜o f : {1, 2, 3} → {4, 5, 6} definida por f(1) = 5, f(2) = 4 e f(3) = 6 e´
bijetiva, uma vez que elementos distintos teˆm imagens distintas e todo o elemento
do conjunto de chegada e´ imagem de algum objeto do domı´nio.
2 | A func¸a˜o g : Z→ Z definida por g(n) = n+ 1, para todo o n ∈ Z e´ bijetiva. De
facto, dados n,m ∈ Z
g(n) = g(m)⇔ n+ 1 = m+ 1⇔ n = m.
Portanto, g e´ injetiva. Por outro lado, dado m ∈ Z, n = m− 1 ∈ Z e
g(n) = g(m− 1) = (m− 1) + 1 = m,
pelo que g e´ sobrejetiva. Como g e´ injetiva e sobrejetiva, podemos concluir que e´
bijetiva.
4.4 Func¸a˜o composta
E´ poss´ıvel definir novas func¸o˜es a partir de func¸o˜es dadas.
[Proposic¸a˜o 4.9] Sejam A,B,C conjuntos e f : A → B, g : B → C func¸o˜es. Enta˜o, a
correspondeˆncia de A para C que a cada elemento x de A faz corresponder o elemento g(f(x))
de C e´ uma func¸a˜o de A para C.
demonstrac¸a˜o:
Como f e´ uma func¸a˜o de A para B, dado x ∈ A, existe um u´nico elemento y em B tal que
f(x) = y. Por sua vez, como g e´ uma func¸a˜o de B para C e y e´ um elemento de B, existe um
u´nico elemento z de C tal que g(y) = z.
Assim, para cada elemento x de A, existe um u´nico elemento z de C tal que g(f(x)) = g(y) =
z. Logo, a correspondeˆncia em causa e´ uma func¸a˜o.
[Definic¸a˜o 4.10] Sejam A,B,C conjuntos e f : A → B, g : B → C func¸o˜es. Designa-se por
func¸a˜o composta de g com f , e representa-se por g ◦ f , a func¸a˜o de A para C que a cada
elemento x de A faz corresponder o elemento g(f(x)) de C, ou seja, g ◦ f e´ a func¸a˜o
g ◦ f : A→ C
x 7→ g(f(x)).
[Exemplos]
[1] Sejam A = {1, 2, 3}, B = {4, 5, 6, 7} e C = {8, 9} conjuntos e sejam f : A→ B e
g : B → C as func¸o˜es definidas por f(1) = 4, f(2) = 6 e f(3) = 7 e g(4) = g(6) = 8,
g(5) = g(7) = 9. Enta˜o, a func¸a˜o g ◦ f : A→ C define-se da seguinte forma:
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(g ◦ f)(1) = g(f(1)) = g(4) = 8
(g ◦ f)(2) = g(f(2)) = g(6) = 8
(g ◦ f)(3) = g(f(3)) = g(7) = 9
[2] Dadas as func¸o˜es f : Z→ N0 e g : N0 → Z definidas por
f(x) =
{
2x, se x > 0
−3x, se x ≤ 0 e g(x) = −x
2, para todo o x ∈ N0,
podemos considerar as func¸o˜es g ◦ f : Z→ Z e f ◦ g : N0 → N0 definidas por
(g ◦ f)(x) =
{
−4x2, se x > 0
−9x2, se x ≤ 0 e (f ◦ g)(x) = 3x
2, para todo o x ∈ N0.
Como podemos verificar no exemplo anterior, a composic¸a˜o de func¸o˜es na˜o e´, em geral,
comutativa. Prova-se, no entanto, ser va´lida a propriedade associativa para a composic¸a˜o de
func¸o˜es.
[Proposic¸a˜o 4.11] Sejam A, B, C, D conjuntos e f : A→ B, g : B → C e h : C → D func¸o˜es.
Enta˜o,
(h ◦ g) ◦ f = h ◦ (g ◦ f).
demonstrac¸a˜o:
Por definic¸a˜o de func¸a˜o composta, as func¸o˜es (h ◦ g) ◦ f e h ◦ (g ◦ f) teˆm A como conjunto de
partida e D como conjunto de chegada. Ale´m disso, dado x ∈ A,
((h ◦ g) ◦ f)(x) = (h ◦ g)(f(x))
= h(g(f(x)))
= h((g ◦ f)(x))
= (h ◦ (g ◦ f))(x).
Podemos, pois, concluir que (h ◦ g) ◦ f = h ◦ (g ◦ f). 
A composic¸a˜o de uma func¸a˜o com a func¸a˜o identidade e´ descrita no resultado que se segue.
[Proposic¸a˜o 4.12] Sejam A, B conjuntos e f : A→ B uma func¸a˜o. Enta˜o, idB ◦f = f = f ◦idA.
demonstrac¸a˜o:
Por definic¸a˜o de func¸a˜o composta, as func¸o˜es idB ◦ f , f e f ◦ idA teˆm A como conjunto de
partida e B como conjunto de chegada. Ale´m disso, dado x ∈ A,
(idB ◦ f)(x) = idB(f(x))
= f(x)
e
(f ◦ idA)(x) = f(idA(x))
= f(x)
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pelo que (idB ◦ f)(x) = f(x) = (f ◦ idA)(x).
Assim, podemos afirmar que as func¸o˜es idB ◦ f , f e f ◦ idA sa˜o iguais. 
A composic¸a˜o preserva certas propriedades das func¸o˜es, como podemos comprovar no seguinte
resultado.
[Proposic¸a˜o 4.13] Sejam A, B, C conjuntos e f : A→ B, g : B → C func¸o˜es. Enta˜o,
1 | Se f e g sa˜o injetivas, enta˜o g ◦ f e´ injetiva.
2 | Se f e g sa˜o sobrejetivas, enta˜o g ◦ f e´ sobrejetiva.
3 | Se f e g sa˜o bijetivas, enta˜o g ◦ f e´ bijetiva.
demonstrac¸a˜o:
1 | Suponhamos que f e g sa˜o injetivas. Enta˜o, dados x, y ∈ A,
(g ◦ f)(x) = (g ◦ f)(y) ⇔ g(f(x)) = g(f(y))
⇒ f(x) = f(y) (g e´ injetiva)
⇒ x = y (f e´ injetiva).
Logo, g ◦ f e´ injetiva.
2 | Suponhamos agora que f e g sa˜o sobrejetivas. Seja z ∈ C. Como g : B → C e´ sobrejetiva,
existe y ∈ B tal que z = g(y). Ora, y ∈ B e f : A→ B e´ sobrejetiva. Logo, existe x ∈ A tal
que y = f(x).
Assim, existe x ∈ A tal que
z = g(y) = g(f(x)) = (g ◦ f)(x).
Mostra´mos que, para todo o z ∈ C, existe x ∈ A tal que z = (g ◦ f)(x), ou seja, g ◦ f e´
sobrejetiva.
3 | Suponhamos que f e g sa˜o bijetivas. Enta˜o, f e g sa˜o injetivas e, por 1|, g ◦ f tambe´m o
e´. Mais, f e g sa˜o sobrejetivas e, por 2|, g ◦ f tambe´m o e´. Logo, g ◦ f e´ bijetiva. 
4.5 Func¸o˜es invert´ıveis
[Teorema 4.14] Sejam A,B conjuntos e f : A→ B uma func¸a˜o. Enta˜o, f e´ bijetiva se e so´ se
existe uma u´nica func¸a˜o g : B → A tal que g ◦ f = idA e f ◦ g = idB .
demonstrac¸a˜o:
Suponhamos que existe uma tal func¸a˜o g e mostremos que f e´ bijetiva.
Sejam x1, x2 ∈ A tais que f(x1) = f(x2). Enta˜o, sendo g uma func¸a˜o, g(f(x1)) = g(f(x2)),
ou seja, (g◦f)(x1) = (g◦f)(x2). Ora, (g◦f)(x1) = idA(x1) = x1 e (g◦f)(x2) = idA(x2) = x2.
Logo, x1 = x2. Prova´mos, assim, que f e´ injetiva.
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Consideremos, agora, y ∈ B. Temos que y = idB(y) = (f ◦g)(y) = f(g(y)). Como g e´ func¸a˜o,
g(y) ∈ A. Assim, existe x ∈ A tal que y = f(x): com efeito, basta tomar x = g(y). Podemos,
enta˜o, afirmar que f e´ sobrejetiva.
Sendo f injetiva e sobrejetiva, f e´ bijetiva.
Reciprocamente, admitamos que f e´ bijetiva e mostremos que existe uma u´nica func¸a˜o g
como descrita no enunciado. Consideremos a correspondeˆncia g : B → A que a cada b ∈ B
faz corresponder o u´nico elemento a ∈ A tal que f(a) = b. Note-se que a existeˆncia e
unicidade de a sa˜o garantidas pelo facto de f ser bijetiva. A correspondeˆncia g e´, assim,
uma func¸a˜o. Para cada a ∈ A, (g ◦ f)(a) = g(f(a)) = a = idA(a) e, para cada b ∈ B,
(f ◦ g)(b) = f(g(b)) = f(a), onde a e´ o u´nico elemento de A tal que f(a) = b. Assim, para
cada b ∈ B, (f ◦ g)(b) = b = idB(b). Mostra´mos, deste modo, que existe pelo menos uma
func¸a˜o g como no enunciado.
Vejamos, agora, que tal func¸a˜o e´ u´nica. Para tal, consideremos g, h : B → A func¸o˜es tais que
g ◦ f = idA, f ◦ g = idB , h ◦ f = idA e f ◦ h = idB . Enta˜o,
g = idA ◦ g
= (h ◦ f) ◦ g
= h ◦ (f ◦ g)
= h ◦ idB
= h.

[Definic¸a˜o 4.15] Sejam A,B conjuntos e f : A → B uma func¸a˜o bijetiva. A` u´nica func¸a˜o
g : B → A tal que g ◦ f = idA e f ◦ g = idB chamamos func¸a˜o inversa de f . Escrevemos
g = f−1 e dizemos que f e´ invert´ıvel.
[Proposic¸a˜o 4.16] Sejam A,B conjuntos e f : A→ B, g : B → C func¸o˜es bijetivas. Enta˜o,
1 | (f−1)−1 = f .
2 | (g ◦ f)−1 = f−1 ◦ g−1.
demonstrac¸a˜o:
1 | Pelo teorema 4.13, como f e´ bijetiva, sabemos que f e´ invert´ıvel, ou seja, existe f−1 :
B → A tal que f ◦ f−1 = idB e f−1 ◦ f = idA. Daqui, novamente pelo teorema 4.13 , f−1 e´
invert´ıvel e (f−1)−1 = f .
2 | Pela proposic¸a˜o 4.12, como f e g sa˜o bijetivas, tambe´m g ◦ f o e´, sendo (g ◦ f)−1 uma
func¸a˜o de C em A.
Por outro lado, f−1 e´ uma func¸a˜o de B em A e g−1 e´ uma func¸a˜o de C em B, pelo que
f−1 ◦ g−1 e´ tambe´m uma func¸a˜o de C em A.
Ale´m disso, dado x ∈ C, atendendo a` proposic¸a˜o 4.11,
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(f−1 ◦ g−1)(x) = ((f−1 ◦ g−1) ◦ idC)(x)
= ((f−1 ◦ g−1) ◦ (g ◦ f) ◦ (g ◦ f)−1)(x)
= (f−1 ◦ (g−1 ◦ g) ◦ f ◦ (g ◦ f)−1)(x)
= (f−1 ◦ idB ◦ f ◦ (g ◦ f)−1)(x)
= (f−1 ◦ f ◦ (g ◦ f)−1)(x)
= (idA ◦ (g ◦ f)−1)(x)
= (g ◦ f)−1(x).
Portanto, as func¸o˜es f−1 ◦ g−1 e (g ◦ f)−1 sa˜o iguais. 
4.6 Exerc´ıcios resolvidos
1. Sejam A = {x ∈ N |x ≥ 8 e x e´ par}, f : N→ A, h : N→ N e g : N→ A as func¸o˜es
definidas por
f(m) =
{
m+ 7 se m e´ ı´mpar
2m+ 4 se m e´ par
, h(m) = 2m− 1 e g(m) = 2m+ 6.
(a) Determine f({3, 4, 5}) e f←({12, 18}). Apresente os ca´lculos que efetuar.
(b) Diga, justificando, se f e´ injetiva e se f e´ sobrejetiva.
(c) Verifique que f ◦ h = g.
(d) Justifique que a func¸a˜o g e´ invert´ıvel e determine a sua inversa.
(e) Conclua que a afirmac¸a˜o seguinte nem sempre e´ verdadeira: Se f1 : B →
C e f2 : C → D sa˜o func¸o˜es tais que f2 ◦ f1 e´ uma func¸a˜o bijetiva, enta˜o
f1 e f2 sa˜o func¸o˜es bijetivas.
resoluc¸a˜o:
(a) Por definic¸a˜o, f({3, 4, 5}) = {f(3), f(4), f(5)}.
Como 3 e 5 sa˜o ı´mpares,
f(3) = 3 + 7 = 10
e
f(5) = 5 + 7 = 12.
Sendo 4 um natural par,
f(4) = 2× 4 + 4 = 12.
Assim, f({3, 4, 5}) = {10, 12}.
Determinemos, agora, f←({12, 18}). Por definic¸a˜o,
f←({12, 18}) = {m ∈ N | f(m) = 12 ∨ f(m) = 18}.
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Ora,
f(m) = 12 ⇔ (m+ 7 = 12 ∧m e´ ı´mpar)
∨ (2m+ 4 = 12 ∧m e´ par)
⇔ (m = 5 ∧m e´ ı´mpar)
∨ (m = 4 ∧m e´ par)
⇔ m = 5 ∨m = 4
e
f(m) = 18 ⇔ (m+ 7 = 18 ∧m e´ ı´mpar)
∨ (2m+ 4 = 18 ∧m e´ par)
⇔ (m = 11 ∧m e´ ı´mpar)
∨ (m = 7 ∧m e´ par)
⇔ m = 11.
Assim, f←({12, 18}) = {4, 5, 11}
(b) Da al´ınea anterior sabemos que f(4) = f(5) = 12. Logo, f na˜o e´ injetiva.
Vejamos se f e´ sobrejetiva. Para tal, consideremos x ∈ A. Temos que x ∈ N, x ≥ 8
e x e´ par. Consideremos m = x − 7. E´ o´bvio que m e´ um natural ı´mpar. Ale´m
disso, f(m) = f(x − 7) = (x − 7) + 7 = x. Prova´mos, deste modo, que para todos
x ∈ A, existe m ∈ N tal que f(m) = x. Assim, f e´ sobrejetiva.
(c) O domı´nio de f ◦ h e´ N e o conjunto de chegada e´ A. Tambe´m o domı´nio de g
e´ N e o conjunto de chegada A. Para concluir que f ◦ h e´ g resta-nos mostrar que
(f ◦ h)(m) = g(m), para todo m ∈ N. Dado m ∈ N,
(f ◦ h)(m) = f(h(m))
= f(2m− 1)
= (2m− 1) + 7,
uma vez que 2m−1 e´ ı´mpar. Assim, para todo m ∈ N, (f ◦h)(m) = 2m+6 = g(m).
Podemos, pois, concluir que f ◦ h = g.
(d) Dados m,n ∈ N, g(n) = g(m) =⇒ 2n + 6 = 2m + 6 =⇒ n = m. Portanto,
g e´ injetiva. Mais ainda, dado x ∈ A, temos que m = x−62 e´ um natural tal que
g(m) = x. De facto, sendo x par na˜o inferior a 8, x−6 e´ um natural par e, portanto,
m = x−62 ∈ N, sendo g(m) = 2 × (x−62 ) + 6 = x. Logo, g e´ sobrejetiva. Sendo
injetiva e sobrejetiva, g e´ bijetiva e, por isso, invert´ıvel. A sua inversa e´ a func¸a˜o
g−1 : A→ N definida por g−1(x) = x−62 para todo x ∈ A.
(e) A afirmac¸a˜o e´ falsa. Com efeito, basta considerar f1 = f e f2 = h. Por (c) e (d)
sabemos que f1 ◦ f2 e´ bijetiva. No entanto, de (b) sabemos que f1 na˜o e´ bijetiva.
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2. Considere a func¸a˜o f : Z→ Z definida da seguinte forma
f(n) =
{
2n+ 3 se −3 ≤ n ≤ 1
3n− 1 se n < −3 ou n > 1 .
(a) Determine f
({n ∈ Z | − 1 ≤ n ≤ 2}) e f← ({−5, 3}).
(b) Diga, justificando, se f e´ sobrejetiva e/ou injetiva.
resoluc¸a˜o:
(a) Por definic¸a˜o,
f
({n ∈ Z | − 1 ≤ n ≤ 2}) = f({−1, 0, 1, 2}) = {f(−1), f(0), f(1), f(2)}.
Ora, f(−1) = 2 × (−1) + 3 = 1, f(0) = 2 × 0 + 3 = 3, f(1) = 2 × 1 + 3 = 5 e
f(2) = 3× 2− 1 = 5. Logo, f({n ∈ Z | − 1 ≤ n ≤ 2}) = {1, 3, 5}.
Por definic¸a˜o, f← ({−5, 3}) = {n ∈ Z | f(n) = −5 ∨ f(n) = 3}. Temos que
f(n) = −5 ⇔ (2n+ 3 = −5 ∧ −3 ≤ n ≤ 1)
∨ (3n − 1 = −5 ∧ (n < −3 ∨ n > 1))
⇔ (n = −4 ∧ −3 ≤ n ≤ 1)
∨ (3n = −4 ∧ (n < −3 ∨ n > 1)),
o que e´ uma condic¸a˜o imposs´ıvel em Z. Assim, na˜o existe nenhum inteiro n cuja
imagem, por f , seja −5. Por outro lado,
f(n) = 3 ⇔ (2n+ 3 = 3 ∧ −3 ≤ n ≤ 1)
∨ (3n − 1 = 3 ∧ (n < −3 ∨ n > 1))
⇔ (n = 0 ∧ −3 ≤ n ≤ 1)
∨ (3n = 4 ∧ (n < −3 ∨ n > 1))
⇔ n = 0.
Portanto, existe um so´ n ∈ Z tal que f(n) = 3, n = 0. Portanto, f← ({−5, 3}) = {0}.
(b) Da al´ınea anterior, sabemos que f(1) = f(2) = 5, pelo que f e´ na˜o injetiva, e
que na˜o existe nenhum n ∈ Z tal que f(n) = −5, donde f e´ na˜o sobrejetiva.
3. Considere as func¸o˜es f : R→ R definida por f(x) = |x|+2, para todo o real x,
e g : R→ R definida da seguinte forma
g(x) =
{
x2 se x ≤ −2
x+ 2 se x > −2 .
(a) Determine f ({−2, 2}) e f(]− 2, 4]).
(b) Determine f← ({−2, 0, 1, 2}).
80 CAPI´TULO 4. FUNC¸O˜ES
(c) Diga se g ◦ f e´ injetiva e se e´ sobrejetiva.
resoluc¸a˜o:
(a) Temos que f(−2) = | − 2| + 2 = 4 e f(2) = |2| + 2 = 4. Assim, f ({−2, 2}) =
{f(−2), f(2)} = {4}.
Por definic¸a˜o, f
(
] − 2, 4]) = {f(x) | x ∈] − 2, 4]}. f e´ uma func¸a˜o estritamente
decrescente em ]−∞, 0] e estritamente crescente em [0,+∞[. Temos que f(−2) = 4,
f(0) = 2 e f(4) = 6. Ale´m disso, todo o elemento y entre 2 e 6 e´ imagem, por f , de
x = y − 2 ∈ R. Portanto, f(]− 2, 4]) = [2, 6].
(b) Por definic¸a˜o, f← ({−2, 0, 1, 2}) = {x ∈ R | f(x) = −2 ∨ f(x) = 0 ∨ f(x) =
1 ∨ f(x) = 2}. Temos que
f(x) = −2 ⇔ |x|+ 2 = −2
⇔ |x| = −4
⇔ i(x),
f(x) = 0 ⇔ |x|+ 2 = 0
⇔ |x| = −2
⇔ i(x),
f(x) = 1 ⇔ |x|+ 2 = 1
⇔ |x| = −1
⇔ i(x)
e
f(x) = 2 ⇔ |x|+ 2 = 2
⇔ |x| = 0
⇔ x = 0.
Assim, f← ({−2, 0, 1, 2}) = {0}
(c) Note-se que f(x) ≥ 2, para todo x ∈ R. Portanto, (g ◦ f)(x) = g(f(x)) =
f(x)+ 2 = |x|+4. Dado que (g ◦ f)(−1) = (g ◦ f)(1) = 5, g ◦ f na˜o e´ injetiva. Ale´m
disso, (g ◦ f)(x) ≥ 4, para todo x ∈ R. Assim, na˜o existe nenhum x ∈ R tal que
(g ◦ f)(x) = 0 e g ◦ f na˜o e´ sobrejetiva.
Cap´ıtulo 5
Relac¸o˜es bina´rias
A noc¸a˜o de relac¸a˜o entre dois objetos baseia-se na ideia de que esses dois objetos esta˜o
associados de alguma forma. Uma relac¸a˜o bina´ria sera´, enta˜o, um conjunto de pares ordenados
e os seus elementos sera˜o os pares ordenados (a, b) tais que a esta´ associado a b.
[Definic¸a˜o 5.1] Sejam A e B dois conjuntos. Chamamos relac¸a˜o bina´ria de A em B a
qualquer subconjunto R do produto cartesiano A×B. Quando A = B, dizemos que R e´ uma
relac¸a˜o bina´ria em A.
Se (a, b) ∈ R, enta˜o dizemos que a esta´ relacionado com b por R e escrevemos aR b.
Se (a, b) 6∈ R, escrevemos aR/ b e dizemos que a na˜o esta´ relacionado com b por R.
[Exemplos]
[1] Sejam A = {1, 2} e B = {1, 3, 5, 7}. Sa˜o exemplos de relac¸o˜es bina´rias de A em
B os conjuntos
i. R = {(1, 1), (1, 3), (2, 7)};
ii. S = {(2, 3)};
iii. ∅;
iv. A×B.
[2] Sejam A = {1, 2, 3, 4} e B = {1, 3, 4, 8, 9}. Enta˜o, R = {(1, 1), (2, 4), (3, 9)} e´
uma relac¸a˜o bina´ria de A em B que pode ser definida por
aR b ⇔ b = a2 (a ∈ A, b ∈ B).
[3] Sejam A = {1, 2, 3} e B = {1, 2}. Enta˜o,
i. R = {(1, 1), (2, 2)} e´ uma relac¸a˜o bina´ria de A em B;
ii. S = {(1, 1), (2, 2), (3, 3)} na˜o e´ uma relac¸a˜o bina´ria de A em B, visto que S 6⊆
A×B.
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[4] Sejam A = {1, 2, 3} e B = {2, 4, 6, 9, 10}.
Se R e´ a relac¸a˜o bina´ria de A em B definida por aR b se e so´ se a|b (ou seja, a divide
b), enta˜o
R = {(1, 2), (1, 4), (1, 6), (1, 9), (1, 10), (2, 2), (2, 4), (2, 6), (2, 10), (3, 6), (3, 9)}
Facilmente verificamos que 2R/ 9, pois 2 6 | 9. No entanto, (2, 9) ∈ A×B.
Por outro lado, apesar de 5|10, temos que 5R/ 10, pois (5, 10) 6∈ A×B.
Dados dois conjuntos A e B, o conjunto de todas as relac¸o˜es bina´rias de A em B e´ o conjunto
P(A×B).
Se os conjuntos A e B forem finitos e tiverem n e m elementos, respetivamente, enta˜o A×B
tem n×m elementos, pelo que P(A×B) tem 2n×m elementos. Assim, existem 2n×m relac¸o˜es
bina´rias de A em B.
Os conjuntos ∅ e A × B sa˜o relac¸o˜es bina´rias de A em B, designadas, respetivamente, por
relac¸a˜o vazia e relac¸a˜o universal.
[Definic¸a˜o 5.2] Seja A um conjunto na˜o vazio. Enta˜o,
idA = {(a, a) : a ∈ A} e ωA = A2 = {(x, y) : x, y ∈ A}
sa˜o relac¸o˜es bina´rias em A. A idA chamamos relac¸a˜o identidade em A e a ωA chamamos
relac¸a˜o universal em A.
[Definic¸a˜o 5.3] Sejam A,B conjuntos e R uma relac¸a˜o bina´ria de A em B. Chamamos domı´nio
de R ao conjunto
Dom(R) = {a ∈ A | ∃b∈B (a, b) ∈ R};
Chamamos imagem ou contradomı´nio de R ao conjunto
Im(R) = {b ∈ B | ∃a∈A (a, b) ∈ R}.
[Exemplo]
Consideremos os conjuntos A = {2, 4, 5} e B = {2, 3, 4, 5} e a relac¸a˜o R de A em B
definida por (a, b) ∈ R se e so´ se a < b. Enta˜o,
i. R = {(2, 3), (2, 4), (2, 5), (4, 5)};
ii. Dom(R) = {2, 4};
iii. Im(R) = {3, 4, 5}.
[Definic¸a˜o 5.4] Duas relac¸o˜es bina´rias R e S de um conjunto A num conjunto B sa˜o iguais
quando os conjuntos R e S sa˜o iguais. Em particular, Dom(R) = Dom(S) e Im(R) = Im(S).
Note-se, no entanto, que na˜o e´ necessariamente verdade que R = S sempre que Dom(R) =
Dom(S) e Im(R) = Im(S), como podemos comprovar no exemplo que se segue.
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[Exemplo]
Consideremos os conjuntos A = {2, 4, 5} e B = {2, 3, 4, 5}. Seja R a relac¸a˜o de A
em B definida por (a, b) ∈ R se e so´ se a < b e seja S = {(2, 3), (2, 4), (4, 5)}. Enta˜o,
i. Dom(R) = {2, 4} = Dom(S);
ii. Im(R) = {3, 4, 5} = Im(S);
iii. (2, 5) ∈ R mas (2, 5) 6∈ S, pelo que R 6= S.
De seguida, estudamos alguns processos que permitem obter novas relac¸o˜es a partir de relac¸o˜es
dadas.
Como uma relac¸a˜o bina´ria e´ um conjunto, podemos considerar, em particular, os processos
estudados anteriormente para obter novos conjuntos a partir de conjuntos dados. Assim, se
R e S sa˜o relac¸o˜es bina´rias de A em B, o mesmo acontece com R∪S, R∩S, R \S, pois cada
um destes conjuntos e´ ainda um subconjunto de A×B.
[Exemplo]
Consideremos os conjuntos A = {2, 4, 5} e B = {2, 3, 4, 5} e as relac¸o˜es R =
{(2, 3), (2, 4), (2, 5), (4, 5)} e S = {(2, 3), (2, 4), (4, 5)}. Enta˜o,
i. R ∪ S = {(2, 3), (2, 4), (2, 5), (4, 5)} e´ uma relac¸a˜o bina´ria de A em B;
ii. R ∩ S = {(2, 3), (2, 4), (4, 5)} e´ uma relac¸a˜o bina´ria de A em B;
iii. R \ S = {(2, 5)} e´ uma relac¸a˜o bina´ria de A em B.
Ale´m destes processos para obter novas relac¸o˜es, existem outros que sa˜o espec´ıficos das
relac¸o˜es.
[Definic¸a˜o 5.5] Sejam A,B conjuntos e R uma relac¸a˜o bina´ria de A em B. Chama-se relac¸a˜o
inversa de R, e representa-se por R−1, a relac¸a˜o de B em A definida por
R−1 = {(b, a) ∈ B ×A | (a, b) ∈ R}.
[Exemplo]
Consideremos, de novo, os conjuntos A = {2, 4, 5}, B = {2, 3, 4, 5} e a relac¸a˜o
R de A em B definida por (a, b) ∈ R se e so´ se a < b. Uma vez que R =
{(2, 3), (2, 4), (2, 5), (4, 5)} tem-se
R−1 = {(3, 2), (4, 2), (5, 2), (5, 4)}.
[Proposic¸a˜o 5.6] Sejam A,B conjuntos e R e S relac¸o˜es bina´rias de A em B. Enta˜o,
1 | Dom(R−1) = Im(R) e Im(R−1) = Dom(R).
2 | (R−1)−1 = R.
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3 | Se R ⊆ S, enta˜o R−1 ⊆ S−1.
demonstrac¸a˜o:
1 | Por definic¸a˜o de domı´nio de uma relac¸a˜o bina´ria, Dom(R−1) = {b ∈ B | ∃a∈A (b, a) ∈ R−1}.
Assim, Dom(R−1) = {b ∈ B | ∃a∈A (a, b) ∈ R}, ou seja, Dom(R−1) = Im(R). Por outro lado,
por definic¸a˜o de contradomı´nio de uma relac¸a˜o bina´ria, Im(R−1) = {a ∈ A | ∃b∈B (b, a) ∈
R−1}. Logo, Im(R−1) = {a ∈ A | ∃b∈B (a, b) ∈ R}, isto e´, Im(R−1) = Dom(R).
2 | Por definic¸a˜o de inversa de uma relac¸a˜o bina´ria,
(R−1)−1 = {(a, b) ∈ A×B | (b, a) ∈ R−1}
= {(a, b) ∈ A×B | (a, b) ∈ R}
= R.
3 | Admitamos que R ⊆ S. Seja (b, a) ∈ R−1. Enta˜o, por definic¸a˜o de inversa de uma relac¸a˜o
bina´ria, (a, b) ∈ R. Como R ⊆ S, segue-se que (a, b) ∈ S. Logo, (b, a) ∈ S−1. Assim,
mostra´mos que todo o elemento de R−1 e´ elemento de S−1, ou seja, R−1 ⊆ S−1. 
Vejamos, de seguida, a definic¸a˜o de relac¸a˜o composta de duas relac¸o˜es bina´rias.
[Definic¸a˜o 5.7] Sejam A, B, C, D conjuntos, R uma relac¸a˜o bina´ria de A em B e S uma
relac¸a˜o bina´ria de C em D. Chama-se relac¸a˜o composta de S com R, e representa-se por
S ◦R, a relac¸a˜o bina´ria de A em D definida por
S ◦R = {(x, y) ∈ A×D | ∃z∈B∩C ((x, z) ∈ R ∧ (z, y) ∈ S)}.
E´ de notar que, nas condic¸o˜es da definic¸a˜o anterior, se B ∩ C = ∅, enta˜o S ◦R = ∅.
[Exemplo]
Sejam A = {1, 2, 3}, B = {1, 2, 3, 4, 5}, C = {0, 2, 3, 4} e D = {0, 1, 3, 5}. Considere-
mos as relac¸o˜es bina´rias
R = {(1, 2), (1, 3), (2, 2), (2, 4)} ⊆ A×B
e
S = {(0, 1), (3, 0), (3, 3), (3, 5), (4, 0)} ⊆ C ×D.
Repare-se que, uma vez que (1, 3) ∈ R e (3, 0) ∈ S, (1, 0) ∈ S ◦R. Temos, tambe´m,
que (0, 1) ∈ S e (1, 2) ∈ R, pelo que (0, 2) ∈ R ◦ S. Uma ana´lise cuidada, seguindo
este tipo de racioc´ınios, permite-nos concluir que
S ◦R = {(1, 0), (1, 3), (1, 5), (2, 0)}
e
R ◦ S = {(0, 2), (0, 3)}.
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Do exemplo anterior, podemos concluir que a composic¸a˜o de relac¸o˜es bina´rias na˜o e´ necessa-
riamente comutativa: dadas duas relac¸o˜es bina´rias R e S, nem sempre R ◦ S = S ◦R.
[Proposic¸a˜o 5.8] Sejam R, S e T relac¸o˜es bina´rias. Enta˜o,
1 | Dom(S ◦R) ⊆ Dom(R) e Im(S ◦R) ⊆ Im(S).
2 | (T ◦ S) ◦R = T ◦ (S ◦R).
3 | (S ◦R)−1 = R−1 ◦ S−1.
demonstrac¸a˜o:
1 | Comecemos por mostrar que Dom(S ◦R) ⊆ Dom(R). Dado x ∈ Dom(S ◦R), existe y tal
que (x, y) ∈ S ◦ R. Por definic¸a˜o de relac¸a˜o composta, (x, z) ∈ R e (z, y) ∈ S para algum
z. Em particular, (x, z) ∈ R, pelo que x ∈ Dom(R). De forma semelhante prova-se que
Im(S ◦R) ⊆ Im(S).
2 | Seja (x, y) ∈ (T ◦S) ◦R. Enta˜o, (x, z) ∈ R e (z, y) ∈ T ◦S para algum z. De (z, y) ∈ T ◦S
segue que (z, w) ∈ S e (w, y) ∈ T para algum w. Ora, como (x, z) ∈ R e (z, w) ∈ S, temos
que (x,w) ∈ S ◦ R. Assim, (x,w) ∈ S ◦ R e (w, y) ∈ T , pelo que (x, y) ∈ T ◦ (S ◦ R). Logo,
(T ◦ S) ◦R ⊆ T ◦ (S ◦R). De modo ana´logo se prova que T ◦ (S ◦R) ⊆ (T ◦ S) ◦R.
3 | Para todo o objeto (x, y),
(x, y) ∈ (S ◦R)−1 ⇔ (y, x) ∈ S ◦R
⇔ ∃z ((y, z) ∈ R ∧ (z, x) ∈ S)
⇔ ∃z ((z, y) ∈ R−1 ∧ (x, z) ∈ S−1)
⇔ ∃z ((x, z) ∈ S−1 ∧ (z, y) ∈ R−1)
⇔ (x, y) ∈ R−1 ◦ S−1.
Logo, (S ◦R)−1 = R−1 ◦ S−1. 
[Observac¸o˜es]
1 | Dados A,B conjuntos, uma relac¸a˜o bina´ria R de A em B total (ou seja, Dom(R) = A) e
un´ıvoca (ou seja, para quaisquer a ∈ A, b1, b2 ∈ B, se (a, b1) ∈ R e (a, b2) ∈ R, enta˜o b1 = b2)
determina uma func¸a˜o FR de A em B tal que, para todo a ∈ A, FR(a) = b, onde b e´ o u´nico
elemento de B tal que (a, b) ∈ R.
2 | Reciprocamente, dados A,B conjuntos, uma func¸a˜o f : A → B determina uma relac¸a˜o
bina´ria de A em B, designada por gra´fico de f, notada por Gf e dada por Gf = {(a, f(a)) | a ∈
A}, que e´ total e un´ıvoca.
3 | Estes dois processos sa˜o inversos e, para R e f nas condic¸o˜es anteriores, tem-se
GFR = R e FGf = f.
4 | Na verdade, no aˆmbito da Teoria de Conjuntos, o conceito de func¸a˜o na˜o e´ primitivo: o
conceito de func¸a˜o surge do conceito de relac¸a˜o como indicado em 1.
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Em seguida, referimos certas propriedades que permitem caraterizar algumas classes especiais
de relac¸o˜es bina´rias.
[Definic¸a˜o 5.9] Sejam A um conjunto e R uma relac¸a˜o bina´ria em A. Dizemos que
1 | R e´ reflexiva quando ∀a∈A (a, a) ∈ R;
2 | R e´ sime´trica quando ∀a,b∈A ((a, b) ∈ R⇒ (b, a) ∈ R);
3 | R e´ antissime´trica quando ∀a,b∈A (((a, b) ∈ R ∧ (b, a) ∈ R)⇒ a = b);
4 | R e´ transitiva quando ∀a,b,c∈A (((a, b) ∈ R ∧ (b, c) ∈ R)⇒ (a, c) ∈ R).
Note-se que uma relac¸a˜o bina´ria R em A e´ antissime´trica se e so´ se
∀a,b∈A (((a, b) ∈ R ∧ a 6= b)⇒ (b, a) 6∈ R).
[Exemplos]
Seja A um conjunto.
[1] A relac¸a˜o idA e´ reflexiva, sime´trica, transitiva e antissime´trica em A.
[2] A relac¸a˜o ωA e´ reflexiva, sime´trica e transitiva em A. Esta relac¸a˜o e´ antissime´trica
se e so´ se A tem no ma´ximo um elemento.
[3] A relac¸a˜o ∅ e´ sime´trica, transitiva e antissime´trica em A. Esta relac¸a˜o e´ reflexiva
se e so´ se A = ∅.
[4] Se A = {1, 2, 3, 4} e R = {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3), (4, 4)}, enta˜o:
i. uma vez que (1, 1), (2, 2), (3, 3), (4, 4) ∈ R, a relac¸a˜o R e´ reflexiva;
ii. o par (1, 2) e´ elemento de R, mas (2, 1) 6∈ R, pelo que R na˜o e´ sime´trica;
iii. como na˜o existem elementos distintos a, b ∈ A tais que (a, b) ∈ R e (b, a) ∈ R,
podemos afirmar que a relac¸a˜o R e´ antissime´trica;
iv. R e´ transitiva, visto que
((1, 1) ∈ R ∧ (1, 1) ∈ R)⇒ (1, 1) ∈ R
((1, 1) ∈ R ∧ (1, 2) ∈ R)⇒ (1, 2) ∈ R
((1, 1) ∈ R ∧ (1, 3) ∈ R)⇒ (1, 3) ∈ R
((1, 2) ∈ R ∧ (2, 2) ∈ R)⇒ (1, 2) ∈ R
((1, 2) ∈ R ∧ (2, 3) ∈ R)⇒ (1, 3) ∈ R
((1, 3) ∈ R ∧ (3, 3) ∈ R)⇒ (1, 3) ∈ R
((2, 2) ∈ R ∧ (2, 2) ∈ R)⇒ (2, 2) ∈ R
((2, 2) ∈ R ∧ (2, 3) ∈ R)⇒ (2, 3) ∈ R
((2, 3) ∈ R ∧ (3, 3) ∈ R)⇒ (2, 3) ∈ R
((3, 3) ∈ R ∧ (3, 3) ∈ R)⇒ (3, 3) ∈ R
((4, 4) ∈ R ∧ (4, 4) ∈ R)⇒ (4, 4) ∈ R
e o antecedente da implicac¸a˜o ((a, b) ∈ R ∧ (b, c) ∈ R) ⇒ (a, c) ∈ R e´ falso para as
restantes combinac¸o˜es de valores para a, b e c.
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[Proposic¸a˜o 5.10] Sejam A um conjunto e R uma relac¸a˜o bina´ria em A. Enta˜o
1 | R e´ reflexiva se e so´ se idA ⊆ R;
2 | R e´ sime´trica se e so´ se R−1 = R;
3 | R e´ transitiva se e so´ se R ◦R ⊆ R;
4 | R e´ antissime´trica se e so´ se R ∩R−1 ⊆ idA.
demonstrac¸a˜o:
1 | R e´ reflexiva se e so´ se (x, x) ∈ R, para todo o x ∈ A, ou equivalentemente, todo o elemento
de idA e´ elemento de R.
2 | Admitamos que R e´ sime´trica. Enta˜o, para quaisquer x, y ∈ A, se (x, y) ∈ R enta˜o
(y, x) ∈ R. Dado (x, y) ∈ R−1, sabemos, por definic¸a˜o de relac¸a˜o inversa, que (y, x) ∈ R.
Como R e´ sime´trica, segue-se que (x, y) ∈ R. Logo, R−1 ⊆ R. Dado (x, y) ∈ R, sabemos,
porque R e´ sime´trica, que (y, x) ∈ R. Assim, pela definic¸a˜o de relac¸a˜o inversa, (x, y) ∈ R−1.
Portanto, R ⊆ R−1 e, consequentemente, R−1 = R.
Reciprocamente, admitamos que R−1 = R e mostremos que R e´ sime´trica. Sejam x, y ∈ A tais
que (x, y) ∈ R. Como R−1 = R, (x, y) ∈ R−1. Por definic¸a˜o de relac¸a˜o inversa, (y, x) ∈ R.
Portanto, para quaisquer x, y ∈ A, se (x, y) ∈ R enta˜o (y, x) ∈ R, ou seja, R e´ sime´trica.
3 | Admitamos que R e´ transitiva. Dado (x, y) ∈ R ◦R, sabemos que existe, pela definic¸a˜o da
relac¸a˜o composta, z ∈ R tal que (x, z) ∈ R e (z, y) ∈ R. Sendo R transitiva, como (x, z) ∈ R
e (z, y) ∈ R, segue-se que (x, y) ∈ R. Portanto, todo o elemento de R ◦ R e´ elemento de R,
isto e´ R ◦R ⊆ R.
Suponhamos, agora, que R ◦R ⊆ R e mostremos que R e´ transitiva. Para tal, consideremos
x, y, z ∈ A tais que (x, y) ∈ R e (y, z) ∈ R. Enta˜o, por definic¸a˜o da relac¸a˜o composta R ◦R,
(x, z) ∈ R◦R. Como R◦R ⊆ R, todo o elemento de R◦R e´ tambe´m elemento de R. Portanto,
(x, z) ∈ R. Prova´mos, assim, que para quaisquer x, y, z ∈ A tais que (x, y) ∈ R e (y, z) ∈ R,
temos (x, z) ∈ R, pelo que R e´ transitiva.
4 | Admitamos que R e´ antissime´trica e suponhamos que R ∩ R−1 6⊆ idA. Enta˜o, existem
x, y ∈ A tais que x 6= y e (x, y) ∈ R ∩ R−1. Portanto, (x, y) ∈ R e (x, y) ∈ R−1. Logo,
(x, y) ∈ R e (y, x) ∈ R, o que contraria o facto de R ser antissime´trica. A contradic¸a˜o
resultou de supormos que R ∩R−1 6⊆ idA. Portanto, R ∩R−1 ⊆ idA.
Reciprocamente, admitamos que R ∩ R−1 ⊆ idA e mostremos que R e´ antissime´trica. Se
x, y ∈ A sa˜o tais que x 6= y e (x, y) ∈ R, enta˜o (y, x) 6∈ R. De facto, se (y, x) ∈ R, enta˜o
(x, y) ∈ R−1. Assim, ter´ıamos (x, y) ∈ R ∩ R−1. Mas, como x 6= y, (x, y) 6∈ idA, o que
contrariaria a hipo´tese R ∩R−1 ⊆ idA. 
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5.1 Relac¸o˜es de equivaleˆncia
[Definic¸a˜o 5.11] Seja A um conjunto. Uma relac¸a˜o bina´ria R diz-se uma relac¸a˜o de equi-
valeˆncia em A quando R e´ reflexiva, sime´trica e transitiva.
[Exemplos]
[1] Dado um conjunto A na˜o vazio, as relac¸o˜es idA e ωA sa˜o relac¸o˜es de equivaleˆncia
em A.
[2] SejamA = {1, 2, 3, 4, 5} e S = {(1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (1, 2), (2, 1), (3, 4), (4, 3)}.
Enta˜o,
i. S e´ reflexiva uma vez que
idA = {(1, 1), (2, 2), (3, 3), (4, 4), (5, 5)} ⊆ S;
ii. S e´ sime´trica pois
S−1 = {(1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (2, 1), (1, 2), (4, 3), (3, 4)} = S;
iii. S e´ transitiva porque
S ◦ S = {(1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (2, 1), (1, 2), (4, 3), (3, 4)} ⊆ S.
Por i.-iii., S e´ uma relac¸a˜o de equivaleˆncia em A.
[3] Sejam A e B conjuntos e f : A→ B uma func¸a˜o. A relac¸a˜o bina´ria definida em
A por
xRf y ⇔ f(x) = f(y)
e´ uma relac¸a˜o de equivaleˆncia em A. De facto,
i. Rf e´ reflexiva: ∀x∈A f(x) = f(x);
ii. Rf e´ sime´trica: ∀x,y∈A (f(x) = f(y)⇒ f(y) = f(x));
iii. Rf e´ transitiva: ∀x,y,z∈A ((f(x) = f(y) ∧ f(y) = f(z))⇒ f(x) = f(z)).
[4] Seja R a relac¸a˜o bina´ria em Z definida por
aR b ⇔ a− b e´ divis´ıvel por 3.
Facilmente verificamos que R e´ uma relac¸a˜o de equivaleˆncia. Com efeito,
i. para todo o a ∈ Z, a − a = 0 e´ divis´ıvel por 3, pelo que aR a. Portanto, R e´
reflexiva;
ii. para todos os a, b ∈ Z, se aR b, enta˜o a − b = 3k, para algum k ∈ Z, pelo que
b−a = −(a− b) = −(3k) = 3(−k), com −k ∈ Z. Logo, bR a e, assim, R e´ sime´trica;
iii. para todos os a, b, c ∈ Z, se aR b e bR c, enta˜o a − b = 3k, para algum k ∈ Z,
e b− c = 3k′, para algum k′ ∈ Z. Logo, a− c = (a − b) + (b − c) = 3(k + k′), com
k + k′ ∈ Z, pelo que aR c. Logo, R e´ transitiva.
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Notemos que, dado a ∈ Z,
1Ra ⇔ 1− a = 3k, para algum k ∈ Z
⇔ a = 3k + 1, para algum k ∈ Z
⇔ a tem resto 1 na divisa˜o inteira por 3.
De modo ana´logo se prova que 2Ra se e so´ se a tem resto 2 na divisa˜o inteira por
3 e 0Ra se e so´ se a tem resto 0 na divisa˜o inteira por 3.
Assim, uma vez que 0, 1, 2 sa˜o os u´nicos restos poss´ıveis na divisa˜o inteira por 3 e R
e´ uma relac¸a˜o de equivaleˆncia, os elementos de Z podem ser agrupados nos seguintes
treˆs subconjuntos de Z:
X0 = {a ∈ Z | 0Ra} = {a ∈ Z | ∃k∈Z a = 3k}
X1 = {a ∈ Z | 1Ra} = {a ∈ Z | ∃k∈Z a = 3k + 1}
X2 = {a ∈ Z | 2Ra} = {a ∈ Z | ∃k∈Z a = 3k + 2}
[Definic¸a˜o 5.12] Sejam R uma relac¸a˜o de equivaleˆncia num conjunto A e x ∈ A. Chama-
-se classe de equivaleˆncia de x mo´dulo R ou, caso na˜o haja ambiguidade, classe de
equivaleˆncia de x, ao conjunto
[x]R = {y ∈ A | xR y}.
[Exemplos]
[1] Consideremos a relac¸a˜o de equivaleˆncia R definida no exemplo anterior. Enta˜o,
[0]R = {a ∈ Z | 0Ra} = {a ∈ Z | ∃k∈Z a = 3k},
[1]R = {a ∈ Z | 1Ra} = {a ∈ Z | ∃k∈Z a = 3k + 1},
[2]R = {a ∈ Z | 2Ra} = {a ∈ Z | ∃k∈Z a = 3k + 2}.
[2] Seja A 6= ∅. Consideremos a relac¸a˜o de equivaleˆncia idA. Para x ∈ A, temos que
[x]idA = {y ∈ A | y idA x} = {y ∈ A | y = x} = {x}.
[3] Seja A 6= ∅. Consideremos a relac¸a˜o de equivaleˆncia ωA. Para x ∈ A, temos que
[x]ωA = {y ∈ A | y ωA x} = A,
[4] Seja A = {1, 2, 3, 4}. Consideremos a relac¸a˜o de equivaleˆncia S =
{(1, 1), (2, 2), (1, 2), (2, 1), (3, 3), (4, 4)}. Enta˜o,
[1]S = {1, 2} = [2]S , [3]S = {3}, [4]S = {4}.
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[Proposic¸a˜o 5.13] Seja R uma relac¸a˜o de equivaleˆncia num conjunto A e sejam x, y ∈ A. Enta˜o:
(a) x ∈ [x]R;
(b) xR y ⇔ [x]R = [y]R;
(c) x 6Ry ⇔ [x]R ∩ [y]R = ∅.
demonstrac¸a˜o:
(a) Sendo R reflexiva, sabemos que xRx. Logo, por definic¸a˜o de classe de equivaleˆncia,
x ∈ [x]R.
(b) Admitamos que xR y. Como R e´ sime´trica, sabemos ainda que y Rx e, sendo R transitiva,
segue-se que, para todo o elemento z de A,
z ∈ [x]R ⇔ z Rx
⇔ z R y
⇔ z ∈ [y]R.
Logo, [x]R = [y]R.
Reciprocamente, admitamos que [x]R = [y]R. De (a) sabemos que x ∈ [x]R. Assim, x ∈ [y]R,
pelo que xR y.
(c) Atendendo a` reflexividade, a` simetria e a` transitividade de R, temos que
[x]R ∩ [y]R 6= ∅ ⇔ ∃z z ∈ [x]R ∩ [y]R
⇔ ∃z (z ∈ [x]R ∧ z ∈ [y]R)
⇔ ∃z (z Rx ∧ z R y)
⇔ ∃z (xR z ∧ z R y)
⇔ xR y.
Logo, x 6Ry ⇔ [x]R ∩ [y]R = ∅. 
Do resultado anterior, podemos afirmar que toda a classe de equivaleˆncia e´ na˜o vazia e que
classes de equivaeˆncia distintas sa˜o disjuntas.
[Definic¸a˜o 5.14] Ao conjunto de todas as classes de equivaleˆncia dos elementos de A chamamos
conjunto quociente de A mo´dulo R e representamo-lo por A/R, ou seja,
A/R = {[x]R | x ∈ A}.
[Exemplos]
1 | Consideremos a relac¸a˜o de equivaleˆncia R em Z do exemplo anterior. Enta˜o,
Z/R = {[0]R, [1]R, [2]R}.
2 | Seja A 6= ∅. Consideremos a relac¸a˜o de equivaleˆncia idA. Temos que A/idA =
{{x} | x ∈ A}.
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3 | Seja A 6= ∅. Consideremos a relac¸a˜o de equivaleˆncia ωA. O respetivo conjunto
quociente e´ A/ωA = {A}.
4 | Consideremos a relac¸a˜o de equivaleˆncia S em A = {1, 2, 3, 4} do exemplo anterior.
Temos que A/R = {{1, 2}, {3}, {4}}.
[Definic¸a˜o 5.15] Sejam A um conjunto e Π ⊆ P(A). Diz-se que Π e´ uma partic¸a˜o do
conjunto A se:
1 | para todo X ∈ Π, X 6= ∅;
2 | para todos X,Y ∈ Π, (X 6= Y ⇒ X ∩ Y = ∅);
3 | para todo a ∈ A, existe X ∈ Π tal que a ∈ X.
[Exemplo]
Sejam A = {1, 2, 3, 4, 5} e
Π1 = {{1, 2}, {}, {3, 4, 5}}, Π2 = {{1, 2}, {2, 3}, {4, 5}},
Π3 = {{1, 2}, {4, 5}}, Π4 = {{1, 2}, {3}, {4, 5}}.
Nenhum dos conjuntos Π1,Π2,Π3 e´ uma partic¸a˜o de A. Com efeito,
[Π1] ∅ ∈ Π1 e, portanto, o conjunto Π1 na˜o verifica a condic¸a˜o 1 | da definic¸a˜o
anterior.
[Π2] o conjunto Π2 na˜o satisfaz a condic¸a˜o 2 | : X = {1, 2} ∈ Π2, Y = {2, 3} ∈ Π2,
X 6= Y e X ∩ Y 6= ∅.
[Π3] no caso do conjunto Π3 falha a condic¸a˜o 3 | : 3 ∈ A e na˜o existe X ∈ Π3 tal
que 3 ∈ X.
No que diz respeito ao conjunto Π4, e´ simples verificar que qualquer uma das
condic¸o˜es 1 |-3 | da definic¸a˜o anterior e´ satisfeita e, portanto, Π4 e´ uma partic¸a˜o
de A.
[Exemplos]
1 | O conjunto quociente Z/R = {[0]R, [1]R, [2]R}, onde R e´ a relac¸a˜o de equivaleˆncia
definida por aR b ↔ a− b e´ divis´ıvel por 3, e´ uma partic¸a˜o de Z.
2 | Dado A 6= ∅, temos que A/idA = {{x} |x ∈ A}. E´ claro que A/idA e´ uma
partic¸a˜o de A.
3 | Dado A 6= ∅, temos que A/ωA = {A} e {A} e´ uma partic¸a˜o de A.
4 | Se A = {1, 2, 3, 4} e R = {(1, 1), (2, 2), (1, 2), (2, 1), (3, 3), (4, 4)}, enta˜o A/R =
{{1, 2}, {3}, {4}}. Facilmente se verifica que A/R e´ uma partic¸a˜o de A = {1, 2, 3, 4}.
Tal como se estabelece no resultado seguinte, a cada relac¸a˜o de equivaleˆncia definida num
conjunto A esta´ associada uma partic¸a˜o de A.
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[Proposic¸a˜o 5.16] Seja R uma relac¸a˜o de equivaleˆncia num conjunto A. Enta˜o, A/R e´ uma
partic¸a˜o de A.
demonstrac¸a˜o:
Note-se que A/R = {[x]R | x ∈ A}. Logo, A/R e´ formado por subconjuntos de A. Ale´m
disso, para qualquer x ∈ A, x ∈ [x]R, pelo que todo o elemento de A/R e´ um conjunto na˜o
vazio e todo o elemento de A pertence a algum elemento de A/R. Mais ainda, se x e y sa˜o
elementos de A tais que [x]R 6= [y]R, etna˜o x 6Ry e [x]R ∩ [y]R = ∅. 
O rec´ıproco do resultado anterior tambe´m e´ va´lido, ou seja, cada partic¸a˜o de um conjunto
define uma relac¸a˜o de equivaleˆncia nesse conjunto.
[Proposic¸a˜o 5.17] Sejam A um conjunto, Π uma partic¸a˜o de A e RΠ a relac¸a˜o bina´ria em A
definida por
xRΠ y se e so´ se existe X ∈ Π tal que x, y ∈ X.
Enta˜o, RΠ e´ uma relac¸a˜o de equivaleˆncia em A.
demonstrac¸a˜o:
Dado x ∈ A, sabemos que existe X ∈ Π tal que x ∈ X. Logo, xRΠ x. Portanto, RΠ e´
reflexiva.
Sejam x, y ∈ A tais que xRΠ y. Enta˜o, por definic¸a˜o, existe X ∈ Π tal que x, y ∈ X. E´ o´bvio
que X e´ tal que y, x ∈ X. Portanto, yRΠ x. Logo, RΠ e´ sime´trica.
Sejam x, y, z ∈ A tais que xRΠ y e yRΠ z. Enta˜o, por definic¸a˜o, existe X ∈ Π tal que
x, y ∈ X e existe X ′ ∈ Π tal que y, z ∈ X ′. Temos que y ∈ X ∩X ′. Portanto, X ∩X ′ 6= ∅,
donde X = X ′ e x, z ∈ X. Podemos, enta˜o concluir que xRΠ z. RΠ e´, pois, transitiva. 
[Exemplos]
1 | Sejam A = {1, 2, 3, 4, 5, 6} e Π = {{1, 2, 3}, {4, 6}, {5}} uma partic¸a˜o de A. Enta˜o,
RΠ = {(1, 1), (2, 2), (3, 3), (1, 2), (2, 1), (1, 3), (3, 1), (2, 3), (3, 2),
(4, 4), (6, 6), (4, 6), (6, 4), (5, 5)}.
2 | Sejam A = Z e Π = {X0,X1,X2}, onde
X0 = {3k | k ∈ Z}, X1 = {3k + 1 | k ∈ Z}, X2 = {3k + 2 | k ∈ Z}.
Enta˜o,
xRΠ y ↔ x− y e´ divis´ıvel por 3.
[Observac¸o˜es] Sejam A um conjunto, R uma relac¸a˜o de equivaleˆncia em A e Π uma partic¸a˜o
de A. Enta˜o,
1 | A/R e´ uma partic¸a˜o de A e
RA/R = R.
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2 | RΠ e´ uma relac¸a˜o de equivaleˆncia em A e
A/(RΠ) = Π.
5.2 Relac¸o˜es de de ordem parcial
[Definic¸a˜o 5.18] Seja A um conjunto. Uma relac¸a˜o bina´ria R diz-se uma relac¸a˜o de ordem
parcial em A quando R e´ reflexiva, antissime´trica e transitiva. Neste caso, ao par (A,R)
da´-se a designac¸a˜o de conjunto parcialmente ordenado (c.p.o.).
[Exemplos]
Sa˜o exemplos de c.p.o.’s os seguintes pares:
1 | (A, idA), onde A e´ um conjunto e idA = {(a, a) : a ∈ A}.
2 | (N,≤), onde ≤ e´ a relac¸a˜o “menor ou igual” usual em N (para todo x ∈ N, x ≤ x,
logo ≤ e´ reflexiva; para todos x, y ∈ N, se x ≤ y e y ≤ x, enta˜o x = y e, portanto,
≤ e´ antissime´trica; para todos x, y, z ∈ N, se x ≤ y e y ≤ z, enta˜o x ≤ z, pelo que
≤ e´ transitiva).
3 | (N, |), onde | e´ a relac¸a˜o “divide” em N.
4 | (P(A),⊆), onde A e´ um conjunto qualquer e ⊆ e´ a relac¸a˜o de inclusa˜o usual.
Se na˜o houver ambiguidade, representamos uma ordem parcial num conjunto A por ≤ e o
respetivo c.p.o. por (A,≤).
Dado um c.p.o. (A,≤) e dados a, b ∈ A, escrevemos
a ≤ b e lemos “a e´ menor ou igual a b” ou “a precede b” para representar (a, b) ∈≤;
a 6≤ b e lemos “a na˜o e´ menor ou igual a b” se (a, b) /∈≤;
a < b e lemos “a e´ menor do que b” ou “a precede propriamente b” se a ≤ b e a 6= b;
a << b e lemos “b e´ sucessor de a” ou “a e´ sucedido por b” ou “b cobre a” ou “a e´
coberto por b” se a < b e ¬(∃c∈A (a < c ∧ c < b)).
[Definic¸a˜o 5.19] Dado um c.p.o. (A,≤) e dados a, b ∈ A, dizemos que a, b sa˜o compara´veis
quando a ≤ b ou b ≤ a. Por outro lado, quando a 6≤ b e b 6≤ a, dizemos que a e b sa˜o
incompara´veis e escrevemos a||b.
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Um c.p.o. (A,≤), em que A e´ um conjunto finito na˜o vazio, pode ser representado por meio
de um diagrama de Hasse, como se descreve em seguida.
1 | cada elemento a ∈ A e´ representado por um ponto do plano:
•a
2 | se a e b sa˜o dois elementos de A tais que a ≤ b, representa-se b acima de a; ale´m disso, se a << b
unem-se estes dois pontos por um segmento de reta.
• a • a
• b • b
ou
[Exemplos]
1 | Sejam A = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14} e | a ordem parcial definida por
x|y ⇔ ∃k∈N y = kx.
O c.p.o. (A, |) pode ser representado pelo seguinte diagrama de Hasse:
• 1
• 2 • 3 • 5 • 7 • 11 • 13
• 4 • 6 • 10 • 14
• 8 • 12
• 9
2 | Seja X = {1, 2, 3}. O c.p.o. (P(X),⊆) pode ser representado pelo diagrama de Hasse
que se segue.
• ∅
• {1} • {2} • {3}
• {1, 2} • {1, 3} • {2, 3}
•X
Dados um c.p.o. (A,≤) e X um suconjunto de A, podem existir elementos com propriedades especiais
relativamente a X .
[Definic¸a˜o 5.20] Sejam (A,≤) um c.p.o., X um subconjunto de A e m ∈ A. Dizemos que m e´:
1 | um elemento maximal de X quando m ∈ X e ¬(∃x∈X m < x);
2 | um elemento minimal de X quando m ∈ X e ¬(∃x∈X x < m);
3 | majorante de X quando ∀x∈X x ≤ m;
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4 | minorante de X quando ∀x∈X m ≤ x;
5 | supremo de X quando m e´ majorante de X e m ≤ m′, para qualquer m′ majorante de X ;
6 | ı´nfimo de X quando m e´ minorante de X e m′ ≤ m, para qualquer m′ minorante de X ;
7 | ma´ximo de X quando m e´ majorante de X e m ∈ X ;
8 | mı´nimo de X quando m e´ minorante de X e m ∈ X .
O conjunto dos majorantes de X e o conjunto dos minorantes de X sa˜o representados por Maj(X) e
Min(X), respetivamente.
Caso exista, o supremo (resp.: ı´nfimo, ma´ximo, mı´nimo) de um subconjunto X de A e´ u´nico e
representa-se por sup(X) (resp.: inf(X), max(X), min(X)).
Note-se que, em particular, A tem um ma´ximo se existir m ∈ A tal que x ≤ m , para todo x ∈ A; A
tem elemento mı´nimo se existir m ∈ A tal que m ≤ x, para todo x ∈ A.
[Exemplo]
Consideremos, de novo, o c.p.o. (A, |) do exemplo anterior
Os elementos maximais de A sa˜o o 8, o 9, o 10, o 11, o 12, o 13 e o 14; 1 e´ o u´nico elemento
minimal de A. Ale´m disso,
Min(A)= {1}, Maj(A)= ∅, inf(A)= 1,
min(A)= 1, sup(A) na˜o existe, max(A) na˜o existe.
Consideremos o subconjunto X = {2, 4, 6} de A.
• 1
• 2 • 3 • 5 • 7 • 11 • 13
• 4 • 6 • 10 • 14
• 8 • 12
• 9
Os elementos maximais de X sa˜o o 4 e o 6; 2 e´ o u´nico elemento minimal de X . Ale´m disso,
Min(X)= {1, 2}, Maj(X)= {12}, inf(X)= 2,
min(X)= 2, sup(X)= 12, max(X) na˜o existe.
Consideremos, agora, o subconjunto Y = {2, 3, 4, 6} de A.
• 1
• 2 • 3 • 5 • 7 • 11 • 13
• 4 • 6 • 10 • 14
• 8 • 12
• 9
Os elementos maximais de Y sa˜o o 4 e o 6; 2 e 3 sa˜o os elementos minimais de Y . Ale´m
disso,
96 CAPI´TULO 5. RELAC¸O˜ES BINA´RIAS
Min(Y )= {1}, Maj(Y )= {12}, inf(Y )= 1,
min(Y ) na˜o existe, sup(Y )= 12, max(Y ) na˜o existe.
Consideremos, agora, o subconjunto Z = A \ {1} de A
• 1
• 2 • 3 • 5 • 7 • 11 • 13
• 4 • 6 • 10 • 14
• 8 • 12
• 9
Os elementos maximais de Z sa˜o: 8, 9, 10, 11, 12, 13 e 14; os elementos minimais de Z sa˜o:
2, 3, 5, 7, 11 e 13. Ale´m disso,
Min(Z)= {1}, Maj(Z)= ∅, inf(Z)= 1,
min(Z) na˜o existe, sup(Z) na˜o existe, max(Z) na˜o existe.
[Proposic¸a˜o 5.21] Num c.p.o. (A,≤), sa˜o equivalentes as seguintes afirmac¸o˜es, para quaisquer a, b ∈ A:
1 | a ≤ b;
2 | sup{a, b} = b;
3 | inf{a, b} = a.
demonstrac¸a˜o:
1 ⇒ 2: Se a ≤ b, como tambe´m b ≤ b, e´ imediato que sup{a, b} = b.
2 ⇒ 3: Se sup{a, b} = b, enta˜o a ≤ b. Dado que tambe´m a ≤ a, segue-se que inf{a, b} = a.
3 ⇒ 1: Se inf{a, b} = b, enta˜o a ≤ b. 
Em seguida, consideramos algumas classes especiais de c.p.o.’s.
[Definic¸a˜o 5.22] Um c.p.o. (A,≤) diz-se um reticulado quando, para quaisquer x, y ∈ A, existem o
supremo e o ı´nfimo do conjunto {x, y}.
Note-que que, num c.p.o. arbitra´rio (A,≤), dados x, y compara´veis, existem o supremo e o ı´nfimo do
conjunto {x, y} (ver proposic¸a˜o anterior). No entanto, se x e y sa˜o elementos incompara´veis, ja´ na˜o e´
garantida a existeˆncia de sup{x, y} ou de inf{x, y}. Assim, para verificar se um c.p.o. e´ um reticulado,
basta averiguar a existeˆncia de sup{x, y} e inf{x, y} para todos os elementos x, y incompara´veis.
[Exemplo]
Consideremos os c.p.o.’s representados pelos seguintes diagramas:
• a
• b • c
• d • e
• f
• a
• b • c
• d
• a
• b
• c
• d
• e
R1 R2 R3
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Os c.p.o.’s R2 e R3 sa˜o reticulados, mas o c.p.o. R1 na˜o e´ um reticulado:
R1 | Os u´nicos pares de elementos incompara´veis sa˜o: b, c e d, e. Temos que Maj({b, c}) =
{d, e, f}. Sendo d e e incompara´veis, na˜o existe supremo de {b, c}.
R2 | O u´nico par de elementos incompara´veis e´ b, c. Temos que Maj({b, c}) = {d} e
Min({b, c}) = {a}. Logo, sup{b, c} = d e inf{b, c} = a.
R3 | Os u´nicos pares de elementos incompara´veis sa˜o: b, d e c, d. Temos que Maj({b, d}) =
{e}, Min({b, d}) = {a}, Maj({c, d}) = {e} e Min({c, d}) = {a}. Assim, sup{b, d} = e,
inf{b, d} = a, sup{c, d} = e e inf{c, d} = a.
[Definic¸a˜o 5.23] Uma ordem parcial ≤ num conjunto A diz-se uma ordem total ou ordem linear
quando quaisquer elementos a e b de A sa˜o compara´veis. Neste caso, (A,≤) diz-se uma cadeia ou
um conjunto totalmente ordenado. Um subconjunto X de A diz-se uma cadeia em (A,≤) ou
um subconjunto totalmente ordenado de (A,≤) quando, para quaisquer x, y ∈ X , x e y sa˜o
compara´veis.
[Exemplos]
1 | {3, 6, 12} e {2, 4} sa˜o cadeias em ({1, 2, 3, 4, 6, 10, 12}, |), mas este c.p.o. na˜o e´ uma cadeia,
pois 4 e 10 sa˜o incompara´veis.
2 | (N,≤), (Z,≤), (R,≤) sa˜o cadeias.
[Observac¸a˜o] Toda a cadeia e´ um reticulado, mas o rec´ıproco na˜o se verifica. De facto, numa cadeia
quaisquer dois elementos x, y sa˜o compara´veis. Logo, existem sup{x, y} e inf{x, y}, pelo que qualquer
cadeia e´ um reticulado. O reticulado R2 do exemplo anterior na˜o e´ uma cadeia, uma vez que os
elementos b e c sa˜o incompara´veis.
5.3 Exerc´ıcios resolvidos
1. Sejam A = {1, 2, 3} e B = {x, y, z}. Considere as relac¸o˜es bina´rias R, de A em B, e S,
de B em A:
R = {(1, x), (1, z), (2, z)}
S = {(x, 1), (x, 3), (y, 2), (z, 2)}.
(a) Indique o domı´nio e a imagem de R.
(b) Determine R−1, S−1, R ∪ S−1, R−1 ∩ S, S ◦R e R ◦ S.
(c) Deˆ um exemplo de uma relac¸a˜o bina´ria T , de B em A, tal que T ◦ R =
{(1, 1), (1, 2)}.
(d) Indique quantas relac¸o˜es bina´rias de A em B existem.
(e) Indique todas as relac¸o˜es bina´rias de A em B cujo domı´nio e´ {1, 2} e cuja
imagem e´ {x, y}.
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resoluc¸a˜o:
(a) Temos que Dom(R) = {1, 2} e Im(R) = {x, z}.
(b)
R−1 = {(x, 1), (z, 1), (z, 2)}
S−1 = {(1, x), (3, x), (2, y), (2, z)}
R ∪ S−1 = {(1, x), (1, z), (2, z)} ∪ {(1, x), (3, x), (2, y), (2, z)}
= {(1, x), (1, z), (2, z), (3, x), (2, y)}
R−1 ∩ S = {(x, 1), (z, 1), (z, 2)} ∩ {(x, 1), (x, 3), (y, 2), (z, 2)}
= {(x, 1), (z, 2)}
S ◦R = {(1, 1), (1, 3), (1, 2), (2, 2)}
R ◦ S = {(x, x), (x, z), (y, z), (z, z)}
(c) Para que (1, 1) seja elemento de T ◦R, como os u´nicos pares de R cuja primeira compo-
nente e´ 1 sa˜o (1, x) e (1, z), pelo menos um dos elementos (x, 1) ou (z, 1) tem de pertencer
a T . Como (2, z) ∈ R, se (z, 1) pertencesse a T ter´ıamos (2, 1) ∈ T ◦ R, o que na˜o acon-
tece. Logo, (z, 1) 6∈ T , pelo que (x, 1) ∈ T . De modo semelhante, para que (1, 2) seja
elemento de T ◦ R, pelo menos um dos elementos (x, 2) ou (z, 2) tem de pertencer a T .
Como (2, z) ∈ R, se (z, 2) pertencesse a T ter´ıamos (2, 2) ∈ T ◦ R. Portanto, (z, 2) 6∈ T ,
donde (x, 2) ∈ T . Note-se que, se T = {(x, 1), (x, 2)}, enta˜o T ◦ R = {(1, 1), (1, 2)}. No en-
tanto, esta na˜o e´ a u´nica resposta poss´ıvel: por exemplo, T = {(x, 1), (x, 2), (y, 1)} tambe´m
satisfaz T ◦R = {(1, 1), (1, 2)}.
(d) As relac¸o˜es bina´rias de A em B sa˜o os subconjuntos de A × B. Como A e B teˆm 3
elementos cada, A×B tem 9 elementos. Logo, existem 29 subconjuntos de A×B, ou seja,
existem 29 relac¸o˜es bina´rias de A em B.
(e) Para que o domı´nio de uma relac¸a˜o bina´ria R, de A em B, seja {1, 2}, tem de existir pelo
menos um elemento b1 de B tal que (1, b1) ∈ R e tem de existir pelo menos um elemento b2
de B tal que (2, b2) ∈ R. Ale´m disso, na˜o pode haver, em R, nenhum par da forma (3, b),
com b ∈ B.
Analogamente, para que a imagem de uma relac¸a˜o bina´ria R, de A em B, seja {x, y}, tem
de existir pelo menos um elemento a1 de A tal que (a1, x) ∈ R e tem de existir pelo menos
um elemento a2 de A tal que (a2, y) ∈ R. Ale´m disso, na˜o pode haver, em R, nenhum par
da forma (a, z), com a ∈ A.
Conjugando estas condic¸o˜es, podemos concluir que os elementos de uma tal relac¸a˜o bina´ria
podem ser (1, x), (1, y), (2, x) ou (2, y), tendo que existir na relac¸a˜o pelo menos um destes
pares cuja primeira componente e´ 1, pelo menos um cuja primeira componente e´ 2, pelo
menos um vuja segunda componente e´ x e pelo menos um cuja segunda componente e´ y.
Assim, as relac¸o˜es bina´ria de A em B nas condic¸o˜es do enunciado sa˜o
R1 = {(1, x), (2, y)}
R2 = {(1, y), (2, x)}
R3 = {(1, x), (1, y), (2, y)}
R4 = {(1, x), (2, x), (2, y)}
R5 = {(1, x), (1, y), (2, x)}
R6 = {(1, y), (2, x), (2, y)}
R7 = {(1, x), (1, y), (2, x), (2, y)}.
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2. Considere o conjunto A = {1, 2, 3} e a relac¸a˜o bina´ria
R = {(1, 1), (1, 2), (2, 1)(2, 2), (2, 3), (3, 2), (3, 3)}
em A. Indique se R e´ reflexiva, sime´trica, antissime´trica ou transitiva.
resoluc¸a˜o:
Como (1, 1), (2, 2), (3, 3) ∈ R, temos que, para todo x ∈ A, (x, x) ∈ R. Logo, R e´ reflexiva.
Dado que R−1 = {(1, 1), (2, 1), (1, 2)(2, 2), (3, 2), (2, 3), (3, 3)} = R, R e´ sime´trica (note-se
que para quaisquer x, y ∈ A, se (x, y) ∈ R enta˜o (y, x) ∈ R).
Dado que (1, 2), (2, 1) ∈ R, R na˜o e´ antissime´trica (note-se que R ∩R−1 = R 6⊆ idA).
Temos que (1, 2) ∈ R e (2, 3) ∈ R. No entanto, (1, 3) 6∈ R. Logo, R na˜o e´ transitiva (note-se
que R ◦R = ωA 6⊆ R).
3. Considere o conjunto A = {1, 2, 3, 4}. Determine a menor relac¸a˜o bina´ria R em A que
seja sime´trica, transitiva e que contenha os pares (1, 2) e (2, 4).
resoluc¸a˜o:
Como (1, 2) ∈ R e (2, 4) ∈ R, para que R seja transitiva, temos de ter (1, 4) ∈ R. Para que
R seja sime´trica, como (1, 2), (2, 4), (1, 4) ∈ R, temos de ter (2, 1), (4, 2), (4, 1) ∈ R. Assim,
(1, 2), (2, 1) ∈ R, donde, para que R seja transitiva, (1, 1), (2, 2) teˆm de ser elementos de
R. Temos tambe´m que (4, 1), (1, 4) ∈ R, pelo que (4, 4) tem de pertencer a R. Note-se
que R = {(1, 1), (1, 2), (1, 4), (2, 1), (2, 2), (2, 4), (4, 1), (4, 2), (4, 4)} e´ sime´trica, transitiva e
contem os pares (1, 2) e (2, 4) e e´ a menor relac¸a˜o bina´ria em A que satisfaz estas condic¸o˜es.
4. Seja A = {1, 2, 5, 7, 8, 9, 15, 27} e considere a relac¸a˜o de equivaleˆncia R em A definida
por x R y se e so´ se x e y teˆm o mesmo nu´mero de divisores naturais. Determine
[9]R e determine o conjunto quociente A/R.
resoluc¸a˜o:
O u´nico divisor natural de 1 e´ o 1. Os divisores naturais de 2 sa˜o o 1 e o 2. Os divisores
naturais de 5 sa˜o o 1 e o 5. Os divisores naturais de 8 sa˜o o 1, o 2, o 4 e o 8. Os divisores
naturais de 9 sa˜o o 1, o 3 e o 9. Os divisores naturais de 15 sa˜o o 1, o 3, o 5 e o 15. Os
divisores naturais de 27 sa˜o o 1, o 3, o 9 e o 27. Assim, o 1 tem um divisor natural, o 2 e o
5 teˆm dois divisores naturais, o 9 tem treˆs divisores naturais e o 8, o 15 e o 27 teˆm quatro
divisores naturais.
Assim,
[9]R = {x ∈ A | x R 9}
= {x ∈ A | x e 9 teˆm o mesmo nu´mero de divisores naturais}
= {x ∈ A | x tem treˆs divisores naturais}
= {9},
uma vez que 9 e´ o u´nico elemento de A que tem treˆs divisores naturais.
Note-se que 2 e 5 teˆm o mesmo nu´mero de divisores naturais, pelo que [2]R = [5]R. Porque
8, 15 e 27 teˆm o mesmo nu´mero de divisores naturais, [8]R = [15]R = [27]R. Temos que
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A/R = {[x]R | x ∈ A} = {[1]R , [2]R , [8]R , [9]R}
= {{1}, {2, 5}, {8, 15, 27}, {9}}.
5. Seja A = {000, 001, 010, 011, 100, 101, 110, 111}, ou seja, A e´ o conjunto das palavras de
comprimento 3 sobre o alfabeto {0, 1}. Considere a relac¸a˜o bina´ria R em A definida
por x R y se e so´ se x tem o mesmo nu´mero de 1’s que y.
(a) Mostre que R e´ uma relac¸a˜o de equivaleˆncia em A.
(b) Determine [101]R.
(c) Determine A/R.
resoluc¸a˜o:
(a) Dado x ∈ A, e´ o´bvio que x tem o mesmo nu´mero de 1’s que x. Logo, x R x, para todo
x ∈ A e R e´ reflexiva.
Admitamos, agora, que x, y ∈ A sa˜o tais que x R y. Enta˜o, x tem o mesmo nu´mero de 1’s
que y, pelo que e´ claro que y tem o mesmo nu´mero de 1’s que x, isto e´, y R x. Portanto, R
e´ sime´trica.
Dados x, y, z ∈ A tais que x R y e y R z, temos que x tem o mesmo nu´mero de 1’s que y
e y tem o mesmo nu´mero de 1’s que z. Logo, x, y e z teˆm o mesmo nu´mero de 1’s. Em
particular, x tem o mesmo nu´mero de 1’s que z , donde se segue que x R z. Assim, R e´
transitiva.
Sendo reflexiva, sime´trica e transitiva, R e´ uma relac¸a˜o de equivaleˆncia.
(b) Por definic¸a˜o,
[101]R = {x ∈ A | x R 101}
= {x ∈ A | x tem o mesmo nu´mero de 1’s que 101}
= {x ∈ A | x tem dois 1’s}
= {011, 101, 110}.
(c) Note-se que 000 tem zero 1’s, 001, 010 e 100 teˆm um 1, 011, 101 e 110 teˆm dois 1’s e 111
tem treˆs 1’s. Assim, [001]R = [010]R = [100]R e [011]R = [101]R = [110]R . Temos que
A/R = {[x]R | x ∈ A} = {[000]R , [001]R , [011]R , [111]R}
= {{000}, {001, 010, 100}, {011, 101, 110}, {111}}.
6. Sejam A = {1, 2, 3, 4, 5, 6} e S a relac¸a˜o de equivaleˆncia em A tal que A/S = {{1, 3}, {2, 4, 6}, {5}}.
Determine S.
resoluc¸a˜o:
Temos que [1]S = [3]S = {1, 3}, [2]S = [4]S = [6]S = {2, 4, 6} e [5]S = {5}. Logo,
R = {(1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (6, 6), (1, 3), (3, 1), (2, 4), (4, 2), (2, 6), (6, 2), (4, 6), (6, 4)} .
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7. Sejam A um conjunto e R a relac¸a˜o de equivaleˆncia em P(A) definida por
X RY sse X ∪ {3} = Y ∪ {3},
para quaisquer X,Y ∈ P(A).
(a) Mostre que a relac¸a˜o bina´ria R e´, efetivamente, transitiva.
(b) Considere A = {1, 2, 3}. Determine [{2, 3}]R e P(A)/R.
(c) Deˆ um exemplo, ou justifique que na˜o existe um exemplo, de um conjunto na˜o
vazio A tal que R e´ a relac¸a˜o universal em P(A).
resoluc¸a˜o:
(a) Dados X,Y, Z ∈ P(A) tais que X R Y e Y R Z, temos que X ∪ {3} = Y ∪ {3}
e Y ∪ {3} = Z ∪ {3}. Consequentemente, X ∪ {3} = Z ∪ {3}. Logo, para quaisquer
X,Y, Z ∈ P(A), se X R Y e Y R Z, enta˜o X R Z, ou seja, R e´ transitiva.
(b) Por definic¸a˜o,
[{2, 3}]R = {X ∈ P(A) | X R {2, 3}}
= {X ∈ P(A) | X ∪ {3} = {2, 3} ∪ {3}}
= {X ∈ P(A) | X ∪ {3} = {2, 3}}
= {{2}, {2, 3}}
[obs: note-se que P(A) = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}]
Temos, que ∅ ∪ {3} = {3} = {3} ∪ {3}. Logo, [∅]R = [{3}]R. Como {1} ∪ {3} = {1, 3} =
{1, 3} ∪ {3}, [{1}]R = [{1, 3}]R. Atendendo a que {1, 2} ∪ {3} = {1, 2, 3} = {1, 2, 3} ∪ {3},
[{1, 2}]R = [{1, 2, 3}]R. Assim,
P(A)/R = {[∅]R, [{1}]R, [{2}]R, [{1, 2}]R}
= {{∅, {3}}, {{1}, {1, 3}}, {{2}, {2, 3}}, {{1, 2}, {1, 2, 3}}}.
(c) Seja A = {3}. Temos que P(A) = {∅, {3}}. Como ∅ ∪ {3} = {3} = {3} ∪ {3}, ∅R {3}
e {3}R∅. Ale´m disso, ∅R∅ e {3}R {3}. Portanto, R e´ a relac¸a˜o universal em P(A).
8. Sejam A = {1, 2, 3, 4, 5, 6, 7, 8} e R a menor relac¸a˜o de equivaleˆncia em A que conte´m
(1, 4), (3, 4) e (2, 8). Determine R.
resoluc¸a˜o:
Sendo R reflexiva, idA ⊆ R. Como (1, 4), (3, 4), (2, 8) ∈ R, sendo R sime´trica,
(4, 1), (4, 3), (8, 2) ∈ R. Da transitividade de R e porque (1, 4) ∈ R ∧ (4, 3) ∈ R, segue-
se que (1, 3) ∈ R. Sendo R sime´trica, temos (3, 1) ∈ R. Assim,
R = {(1, 1), (1, 3), (1, 4), (2, 2), (2, 8), (3, 1), (3, 3, ), (3, 4), (4, 1), (4, 3),
(4, 4), (5, 5), (6, 6), (7, 7), (8, 2), (8, 8)}.
9. Diga, justificando, se sa˜o verdadeiras ou falsas as afirmac¸o˜es seguintes:
(a) Existe uma relac¸a˜o de equivaleˆncia ρ em Z tal que Z/ρ = {Z\{1, 2, 3}, {2}, {1, 3}}.
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(b) Existe uma relac¸a˜o de equivaleˆncia ρ em Z tal que [1]ρ = Z\{2, 3} e [2]ρ = {1, 2, 6}.
resoluc¸a˜o:
(a) Facilmente se verifica que {Z\{1, 2, 3}, {2}, {1, 3}} e´ uma partic¸a˜o de Z. Logo, designando
por Π essa partic¸a˜o, sabemos que RΠ, definida por
xRΠ y se e so´ se existe X ∈ Π tal que x, y ∈ X,
e´ uma relac¸a˜o de equivaleˆncia em Z. Note-se que todos os elementos de Z \ {1, 2, 3} esta˜o
relacionados entre si por RΠ e que nenhum deles esta´ relacionado por RΠ com 1, 2 ou 3,
que 2 apenas esta´ relacionado por RΠ consigo mesmo e que (1, 1), (1, 3), (3, 1), (3, 3) ∈ RΠ.
A afirmac¸a˜o e´, portanto, verdadeira.
(b) A afirmac¸a˜o e´ falsa. Se existisse uma tal relac¸a˜o de equivaleˆncia ρ, de [1]ρ = Z \ {2, 3}
sabemos que (1, 2), (2, 1) 6∈ ρ e de [2]ρ = {1, 2, 6} segue-se que (1, 2), (2, 1) ∈ ρ, o que e´ uma
contradic¸a˜o.
10. Considere, no conjunto A = {1, 2, 3, 4, 5} as relac¸o˜es de equivaleˆncia R e S definidas
pelas partic¸o˜es Π1 = {{1, 2}, {3}, {4, 5}} e Π2 = {{1, 2, 4}, {3, 5}} de A, respetivamente.
Determine o conjunto quociente de A mo´dulo R ∩ S.
resoluc¸a˜o:
Por definic¸a˜o, dados x, y ∈ A, xR∩S y se e so´ se xRy e xS y. Logo, y ∈ [x]R∩S se e somente
se y ∈ [x]R e y ∈ [x]S . Temos que [1]R = [2]R = {1, 2}, [4]R = [5]R = {4, 5} e [3]R = {3}.
Ale´m disso, [1]S = [2]S = [4]S = {1, 2, 4} e [3]S = [5]S = {3, 5}. Apenas o 1 e o 2 esta˜o
na mesma classe de equivaleˆncia tanto em R como em S. Assim, [1]R∩S = [2]R∩S = {1, 2}
e as classes de equivaleˆncia dos outros elementos de A sa˜o apenas formadas pelo pro´prio
elemento. Logo,
A/(R ∩ S) = {{1, 2}, {3}, {4}, {5}}.
11. Considere o conjunto A = {1, 2, 3, 4}. Seja R a menor relac¸a˜o de ordem parcial em A
tal que (1, 3), (3, 2), (3, 4) ∈ R. Determine R e apresente o diagrama de Hasse associado
a esta relac¸a˜o de ordem parcial.
resoluc¸a˜o:
Por definic¸a˜o, R tera´ de ser reflexiva, antissime´trica e transitiva. Sendo R reflexiva,
(1, 1), (2, 2), (3, 3), (4, 4) ∈ R. Para quaisquer a, b ∈ A distintos, se (a, b) ∈ R enta˜o
(b, a) 6∈ R, uma vez que R e´ antissime´trica. Como (1, 3) ∈ R e (3, 2) ∈ R, sendo R
transitiva, (1, 2) ∈ R. Dado que (1, 3) ∈ R e (3, 4) ∈ R, como R e´ transitiva, (1, 4) ∈ R.
Assim, R = {(1, 1), (1, 2), (1, 3), (1, 4), (2, 2), (3, 3), (3, 2), (3, 4), (4, 4)} e o diagrama de Hasse
associado e´
• 1
• 3
• 2 • 4
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12. Considere o c.p.o. (A,≤) com o seguinte diagrama de Hasse associado:
• b• a • c
• d •e • f
• g • h • i
• j
(a) Indique os elementos maximais e minimais de A.
(b) Seja X = {d, e, g, h}. Indique o conjunto dos majorantes e o conjunto dos mino-
rantes de X em A e, caso existam, o supremo e o ı´nfimo de X.
(c) Seja Y = {d, e, g}. Indique o conjunto dos majorantes e o conjunto dos mino-
rantes de Y em A e, caso existam, o supremo e o ı´nfimo de Y .
(d) Seja Z = {b}. Indique o conjunto dos majorantes e o conjunto dos minorantes
de Z em A e, caso existam, o supremo e o ı´nfimo de Z.
resoluc¸a˜o:
(a) Os elementos maximais sa˜o h e j (na˜o existe nenhum elemento x em A tal que h ≤ x
e na˜o existe nenhum elemento x em A tal que j ≤ x). Os elementos minimais sa˜o a, b e c
(na˜o existe nenhum elemento x em A tal que x ≤ a ou x ≤ b ou x ≤ c).
(b) Na˜o existe nenhum elemento x em A tal que todos os elementos de X sejam menores
ou iguais a x. Logo, Maj(X) = {}. Assim, na˜o existe supremo de X . Como b e´ menor ou
igual a todos os elementos de X e na˜o existe mais nenhum elemento em A nessas condic¸o˜es,
Min(X) = {b}. Temos, consequentemente, que inf(X) = b.
(c) Todos os elementos de Y sa˜o menores ou iguais (apenas) a g e a j. Logo, Maj(Y ) = {g, j}.
Como os u´nicos majorantes de Y sa˜o g e j e g ≤ j, segue-se que sup(Y ) = g. Sendo b menor
ou igual a todos os elementos de Y , e porque na˜o existe mais nenhum elemento em A nessas
condic¸o˜es, Min(Y ) = {b}. Dado que b e´ o u´nico minorante de Y , inf(Y ) = b.
(d) Sabemos que b e´ menor ou igual a todos os elementos de A, com excec¸a˜o de a e de c.
Logo, Maj(Z) = A \ {a, c}. O menor dos majorantes de Z e´ b. Assim, sup(Z) = b. Sendo b
um elemento minimal de A, o u´nico elemento x de A tal que x ≤ b e´ o pro´prio b. Portanto,
Min(Z) = {b} e inf(Z) = b.
13. Considere o c.p.o. (A,≤) com o seguinte diagrama de Hasse associado:
• a
• b • c • d •e
• f
• g • h • i • j
• k
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(a) Seja X = {c, d, f, h}. Indique o conjunto dos majorantes e o conjunto dos mino-
rantes de X em A e, caso existam, o supremo, o ı´nfimo, o ma´ximo e o mı´nimo
de X.
(b) Indique, caso exista, um subconjunto Y de A com um elemento maximal que
seja elemento minimal em A.
(c) Deˆ exemplo de um subconjunto Z de A com ma´ximo e mı´nimo diferentes do
ma´ximo e do mı´nimo de A, respetivamente, e tal que #Z > 2.
resoluc¸a˜o:
(a) Os elementos m de A para os quais se tem x ≤ m, para todo x ∈ X , sa˜o h e k. Logo,
Maj(X) = {h, k}. Como h ≤ k, temos que sup(X) = h. Sendo sup(X) um elemento de
X , segue-se que max(X) = h. O u´nico elemento de A que e´ menor ou igual a todos os
elementos de X e´ o a. Assim, Min(X) = {a} e, havendo um so´ minorante de X , e´ imediato
que inf(X) = a. Uma vez que inf(X) 6∈ X , na˜o existe mı´nimo de X.
(b) O u´nico elemento minimal de A e´ o a, que e´ menor ou igual a todos os outros elementos
de A. Assim, para que a seja um elemento maximal de Y , na˜o podera´ haver mais nenhum
elemento em Y, ou seja, Y = {a}.
(c) Temos que max(A) = k e min(A) = a. Seja Z = {b, f, j}. O mı´nimo de Z e´ b e o
ma´ximo de Z e´ j, sendo #Z = 3 > 2. [obs.: ha´ apenas um outro conjunto Z nas condic¸o˜es
pretendidas: Z = {d, f, h}; todos os outros subconjuntos de A com pelo menos treˆs elementos
ou na˜o admitem mı´nimo ou ma´ximo ou teˆm ma´ximo igual ao ma´ximo de A ou mı´nimo igual
ao mı´nimo de A.]
14. Deˆ exemplo de ou justifique por que na˜o existem conjuntos A e B tais que o diagrama
abaixo seja o diagrama de Hasse do conjunto parcialmente ordenado({{1}, A, {1, 6}, {1, 2, 3}, B, {1, 2, 3, 5}, {1, 4, 5, 6}, {1, 2, 3, 4, 5, 6}},⊆) ,
em que ⊆ representa a relac¸a˜o de inclusa˜o de conjuntos.
•
• • •
• • •
•
{1}
A {1, 6} {1, 2, 3}
{1, 4, 5, 6} {1, 2, 3, 5} B
{1, 2, 3, 4, 5, 6}
resoluc¸a˜o:
Por ana´lise do diagrama, podemos afirmar que {1} ⊆ A e que {1, 6} 6⊆ A. Assim, 1 ∈ A
e 6 6∈ A. Ale´m disso, A ⊆ {1, 2, 3, 5} e A ⊆ {1, 4, 5, 6}. Logo, A ⊆ {1, 2, 3, 5} ∩ {1, 4, 5, 6},
ou seja, A ⊆ {1, 5}. Sendo A distinto de {1}, segue-se que A = {1, 5}. Relativamente a B,
sabemos, por ana´lise do diagrama, que {1, 6} ⊆ B e que {1, 2, 3} ⊆ B. Portanto, 1, 2, 3, 6
sa˜o elementos de B. Dado que B ⊆ {1, 2, 3, 4, 5, 6}, poder´ıamos ainda ter 4 ∈ B ou 5 ∈ B
(na˜o ambos, ja´ que B 6= {1, 2, 3, 4, 5, 6}). Atendendo a que A 6⊆ B, podemos concluir que
5 6∈ B. Podemos considerar B = {1, 2, 3, 6} ou B = {1, 2, 3, 4, 6}.
Cap´ıtulo 6
Grafos
Um grafo e´ uma colec¸a˜o de no´s (tambe´m designados por ve´rtices) e de arestas. Cada uma das arestas
liga dois no´s. Para visualizar um grafo, podemos representar os no´s por pontos do espac¸o, do plano
ou de qualquer outra superf´ıcie e as arestas por linhas que ligam os no´s.
Esta representac¸a˜o na˜o e´ u´nica. A u´nica caracter´ıstica importante de um grafo e´ a incideˆncia de no´s
e arestas. Todos os elementos de um grafo podem sofrer continuamente deslocac¸o˜es ou deformac¸o˜es,
continuando, no entanto e sempre, a representar o mesmo grafo, isto e´, a mesma colec¸a˜o de no´s e de
arestas.
6.1 Grafos simples
[Definic¸a˜o 6.1] Um grafo simples G e´ um par ordenado G = (V,E) no qual V e´ um conjunto na˜o
vazio e E e´ um conjunto de subconjuntos de V com exactamente dois elementos. Aos elementos de V
chamamos ve´rtices e aos elementos de E chamamos arestas.
[Exemplo]
O grafo
• d
• a • c
• b
e´ simples. De facto, se tomarmos V = {a, b, c, d} e E = {{a, b}, {b, c}, {c, d}}, o grafo
G = (V,E) tem a representac¸a˜o dada.
Nesta unidade curricular, estudaremos apenas os grafos simples. Na˜o havendo ambiguidade e se nada
for dito em contra´rio, referir-nos-emos aos grafos simples apenas como grafos.
[Definic¸a˜o 6.2] Dois grafos simples G = (V,E) e G′ = (V ′, E′) dizem-se iguais se V = V ′ e E = E′.
[Observac¸o˜es]
1 | Existem representac¸o˜es aparentemente distintas de um mesmo grafo.
No entanto, numa representac¸a˜o de um grafo, o importante e´ o nu´mero de ve´rtices, o nu´mero de
arestas e o modo como estas se dispo˜em em relac¸a˜o a`queles.
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E´ claro que o grafo do exemplo anterior pode ser representado por
• b
• a • d
• c • a
• b
• c
• d
ou
2 | Uma mesma representac¸a˜o pode descrever grafos que, por definic¸a˜o, sa˜o distintos. Por exemplo,
•
• •
•
tanto pode representar o grafo G1 = (V1, E1), onde V1 = {a, b, c, d} e E1 = {{a, b}, {b, c}, {c, d}} como
o grafo G2 = (V2, E2), onde V2 = {1, 2, 3, 4} e E2 = {{1, 2}, {2, 3}, {3, 4}}. Os grafos G1 e G2 diferem
apenas na natureza dos seus ve´rtices e dizem-se isomorfos.
[Definic¸a˜o 6.3] Dois grafos G1 = (V1, E1) e G2 = (V2, E2) dizem-se isomorfos quando existe
f : V1 → V2 bijetiva tal que, para todo v, v′ ∈ V1, {v, v′} ∈ E1 se e so´ se {f(v), f(v′)} ∈ E2.
No resto deste estudo na˜o distinguiremos entre grafos isomorfos.
Sejam n ∈ N e m ∈ N0. Seja G = (V,E) um grafo simples com n ve´rtices e m arestas. Para facilitar
a escrita, consideremos
V = {vi : 1 ≤ i ≤ n} e E = {ej : 1 ≤ j ≤ m}.
[Definic¸a˜o 6.4] Diz-se que ej ∈ E e´ incidente com vi ∈ V quando existe vk ∈ V tal que a aresta ej
liga os ve´rtices vi e vk.
[Definic¸a˜o 6.5] Uma matriz [aij ] ∈ Mn×m(Z} diz-se uma matriz de incideˆncia de G quando
aij =
{
0 se ej na˜o e´ incidente com vi
1 se ej e´ incidente com vi.
[Exemplo]
Seja G = (V,E) o grafo onde V = {a, b, c, d} e E = {{a, b}, {b, c}, {c, d}}. Considerando
v1 = a, v2 = b, v3 = c, v4 = d, e1 = {a, b}, e2 = {b, c} e e3 = {c, d}, obtemos a matriz de
incideˆncia
M =


1 0 0
1 1 0
0 1 1
0 0 1

 .
Observemos que temos 4 linhas, pois existem 4 ve´rtices, e 3 colunas, correspondentes a`s 3
arestas.
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[Definic¸a˜o 6.6] Dois ve´rtices vi e vj de G dizem-se adjacentes quando existe uma aresta em G incidente
com ambos.
[Definic¸a˜o 6.7] Diz-se que uma matriz [aij ] ∈Mn×n(Z} e´ uma matriz de adjaceˆncia de G quando
aij =
{
0 se vi e vj na˜o sa˜o adjacentes
1 se vi e vj sa˜o adjacentes.
[Exemplo]
A matriz
M =


0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0


e´ uma matriz de adjaceˆncia do grafo referido no exemplo anterior.
[Observac¸o˜es]
1 | Uma matriz de adjaceˆncia de um grafo simples e´ uma matriz quadrada. Mais, e´ uma matriz
sime´trica cuja diagonal e´ preenchida por zeros.
2 | Dado um grafo simples, a construc¸a˜o de uma matriz de incideˆncia (ou de adjaceˆncia) depende da
ordem pela qual se consideram os ve´rtices e as arestas. Assim, o mesmo grafo admite va´rias matrizes
de incideˆncia e de adjaceˆncia. No entanto, duas quaisquer matrizes de incideˆncia (ou de adjaceˆncia)
de um mesmo grafo sa˜o semelhantes, pois uma obte´m-se da outra por troca de linhas e/ou colunas.
Existem grafos simples que, pelas suas caracter´ısticas pro´prias, merecem destaque especial.
[Definic¸a˜o 6.8] Um grafo trivial e´ um grafo G = (V,E) onde #V = 1 e #E = 0.
[Definic¸a˜o 6.9] Um grafo nulo e´ um grafo G = (V,E) onde #E = 0.
[Definic¸a˜o 6.10] Um grafo completo e´ um grafo no qual dois quaisquer ve´rtices sa˜o adjacentes. Um
grafo completo com n ve´rtices representa-se por Kn.
[Exemplo]
Para n = 1, 2, 3, 4, 5, os grafos completos sa˜o
K1 K2 K3 K4 K5
•
•
•
• •
•
• •
••
• •
• •
•
[Proposic¸a˜o 6.11] Um grafo completo Kn tem
(
n
2
)
arestas.
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[Definic¸a˜o 6.12] Um grafo G = (V,E) diz-se um grafo bipartido se existir uma partic¸a˜o {X,Y } de V
de tal modo que cada ve´rtice de X e´ adjacente apenas a ve´rtices de Y e cada ve´rtice de Y e´ adjacente
apenas a ve´rtices de X .
[Exemplo]
Os dois grafos seguintes sa˜o bipartidos
• • •
• •
• •
• •
De facto, para cada um dos grafos acima, basta considerar o conjunto X formado pelos
dois ve´rtices representados acima e o conjunto Y formado pelos restantes ve´rtices do grafo,
representados abaixo dos dois atra´s referidos.
[Definic¸a˜o 6.13] Um grafo bipartido completo e´ um grafo bipartido G = (V,E) tal que, para a
partic¸a˜o {X,Y } de V da definic¸a˜o, cada ve´rtice de X e´ adjacente a todos os ve´rtices de Y (e, portanto,
cada ve´rtice de Y e´ adjacente a todos os ve´rtices de X). Representa-se um grafo bipartido completo
por Km,n onde #X = m e #Y = n.
[Exemplo]
Os grafos K2,3 e K3,3 sa˜o representados, respetivamente, por
• •
• •
• • •
• •
•
•
[Definic¸a˜o 6.14] Sejam G = (V,E) um grafo e v ∈ V . Chama-se grau (ou valeˆncia) de v, e representa-
se por grau(v), ao nu´mero de arestas incidentes com v.
[Exemplos]
1 | No grafo completo K6 todos os ve´rtices teˆm grau 5.
2 | No grafo bipartido completo K2,3 existem dois ve´rtices com grau 3 e treˆs ve´rtices com
grau 2.
[Teorema 6.15 (teorema do aperto de ma˜os)] Num grafo G = (V,E), a soma dos graus de todos os seus
ve´rtices e´ igual ao dobro do nu´mero das suas arestas.
[Corola´rio 6.16] Em qualquer grafo, o nu´mero de ve´rtices de grau ı´mpar e´ par.
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demonstrac¸a˜o:
Seja G = (V,E) e´ um grafo com n arestas. Enta˜o,∑
grau(v) ı´mpar
grau(v) +
∑
grau(v) par
grau(v) =
∑
v∈V
grau(v) = 2n.
Logo,
∑
grau(v) ı´mpar grau(v) e´ par e, portanto, o nu´mero de ve´rtices de grau ı´mpar e´ par. 
[Definic¸a˜o 6.17] Um caminho num grafo G e´ uma sequeˆncia de ve´rtices de G no qual dois ve´rtices
sucessivos definem uma aresta. Representa-se um caminho por 〈v1, v2, . . . , vk〉, onde v1, v2, ..., vk sa˜o
ve´rtices de G. Ao primeiro ve´rtice da sequeˆncia chamamos origem do caminho, ou ve´rtice inicial,
e ao u´ltimo ve´rtice chamamos destino do caminho, ou ve´rtice final.
Por convenc¸a˜o, chama-se caminho trivial a` sequeˆncia 〈a〉, onde a ∈ V .
[Exemplo]
No grafo
a b
c d
e f
• •
• •
• •
〈a, b, d, f, c, e, f, b〉 e´ um caminho de a a b.
Um caminho pode ser tambe´m definido como uma sequeˆncia de arestas na qual quaisquer duas arestas
sucessivas teˆm um ve´rtice em comum.
[Exemplo]
No grafo
a b
c d
e f
• •
• •
• •
e1
e2
e3
e4
e5
e6
e7
e8
e9
e10
e11
o caminho 〈a, b, d, f, c, e, f, b〉 pode tambe´m ser representado por 〈e1, e2, e3, e6, e5, e4, e9〉.
[Definic¸a˜o 6.18] Chama-se comprimento de um caminho ao nu´mero de arestas que definem esse
caminho.
[Exemplo]
O caminho apresentado no exemplo anterior tem comprimento 7.
[Definic¸a˜o 6.19] Um ciclo e´ um caminho de comprimento maior que 2 onde na˜o ha´ repetic¸a˜o de ve´rtices,
com excec¸a˜o dos ve´rtices inicial e final, que sa˜o iguais.
[Exemplo]
Qualquer linha poligonal pode ser vista como um ciclo.
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6.2 Grafos conexos
[Definic¸a˜o 6.20] Um grafo conexo e´ um grafo G = (V,E) no qual existe um caminho entre quaisquer
dois dos seus ve´rtices. Um grafo desconexo e´ um grafo que na˜o e´ conexo.
[Exemplo]
O grafo
• •
• •
•
• •
•••
e´ um grafo conexo. O grafo • •
• •
•
• •
•••
e´ um grafo desconexo.
[Definic¸a˜o 6.21] Uma a´rvore e´ um grafo conexo no qual na˜o existem ciclos.
[Exemplo]
O grafo
•
•
•
•
•
•
•
•
•
• •
•
e´ uma a´rvore.
[Exemplo]
Os grafos
•
•
e •
•
•
sa˜o as u´nicas a´rvores com 2 e 3 ve´rtices, respetivamente.
Os grafos
• •
••
e • •
••
sa˜o as u´nicas a´rvores com 4 ve´rtices.
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Os grafos
• •
••
•
e • •
••
•
e • •
••
•
sa˜o as u´nicas a´rvores com cinco ve´rtices.
[Proposic¸a˜o 6.22] Numa a´rvore, a diferenc¸a entre o nu´mero de ve´rtices e o nu´mero de arestas e´ 1.
[Proposic¸a˜o 6.23] Toda a a´rvore tem pelo menos dois ve´rtices de grau 1.
[Exemplo]
A a´rvore
•
•
•
•
•
•
•
•
•
• •
•
tem 12 ve´rtices e 11 arestas.
Existem 7 ve´rtices com grau 1.
6.3 Exerc´ıcios resolvidos
1. Desenhe um grafo que tenha como matriz de incideˆncia a matriz

1 1 1 1 0 0
0 0 0 1 1 0
0 0 1 0 0 1
0 1 0 0 1 1
1 0 0 0 0 0

 .
resoluc¸a˜o:
Como a matriz dada e´ do tipo 5× 6, o grafo tera´ 5 ve´rtices e 6 arestas. Designemos por vi,
para i = 1, ..., 5, os ve´rtices do grafo e por ei, para i = 1, ..., 6, as suas arestas. Atendendo
a`s entradas da primeira coluna, sabemos que a aresta e1 liga os ve´rtices v1 e v5, uma vez
que as u´nicas entradas da primeira coluna que sa˜o na˜o nulas s ao as da primeira e da quinta
linhas. De modo ana´logo, podemos inferir que e2 liga v1 e v4, e3 liga v1 e v3, e4 liga v1 e v2,
e5 liga v2 e v4 e e6 liga v3 e v4. Obtemos o seguinte grafo:
• •
• •
•
v2 v3
v1 v4
v5
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2. Desenhe um grafo que tenha como matriz de adjaceˆncia a matriz

0 1 0 1
1 0 0 0
0 0 0 1
1 0 1 0

 .
resoluc¸a˜o:
Como a matriz dada e´ do tipo 4 × 4, o grafo tera´ 4 ve´rtices. Designemos por vi, para
i = 1, ..., 4, esses ve´rtices. Atendendo a`s entradas da primeira linha, sabemos que o ve´rtice
v1 e´ adjacente com v2 (pois a entrada na posic¸a˜o (1, 2) e´ 1) e com v4 (pois a entrada na
posic¸a˜o (1, 4) e´ 1). Ale´m disso, o ve´rtice v1 na˜o e´ adjacente com v3 (a entrada na posic¸a˜o
(1, 3) e´ 0). De modo ana´logo, podemos inferir que v2 apenas e´ adjacente com v1, que v3
apenas e´ adjacente com v4 e que v4 e´ adjacente com v1 e v3. Obtemos o seguinte grafo:
• •
••
v1 v2
v3v4
3. Mostre que o seguinte grafo e´ bipartido:
•
•
•
•
•
•
•
•
•
•
•
•
resoluc¸a˜o:
Consideremos a seguinte etiquetagem dos ve´rtices:
a
b
c
d
i
e
f
g
h
j
k
l
•
•
•
•
•
•
•
•
•
•
•
•
Determinemos uma partic¸a˜o {X,Y } do conjunto de ve´rtices {a, b, c, d, e, f, g, h, i, j, k, l} de
tal modo que cada ve´rtice de X seja adjacente apenas a ve´rtices de Y e cada ve´rtice de Y
seja adjacente apenas a ve´rtices de X .
Comecemos por fixar que o ve´rtice a esta´ em X . Enta˜o, o ve´rtice c, que e´ adjacente com a,
tem de pertencer a Y .
6.3. EXERC´ICIOS RESOLVIDOS 113
Deste modo, os ve´rtices b, d e e, que sa˜o adjacentes com c, teˆm de pertencer a X .
Sendo e um elemento de X e sendo g adjacente com e, segue-se que g ∈ Y . Logo, os ve´rtices
f , h e j, que sa˜o adjacentes com g, teˆm de pertencer a X .
Como h ∈ X e i e´ adjacente com h, i tem de pertencer a Y .
Finalmente, dado que j ∈ X e dado que k e l sa˜o adjacentes com j, segue-se que k e l teˆm
de pertencer a Y .
Obtemos, assim, a partic¸a˜o {{a, b, d, e, f, h, j}, {c, g, h, i, k, l}} que nos permite afirmar que
o grafo dado e´ bipartido.
4. Deˆ exemplo, caso exista, de:
(a) um grafo com exactamente um ve´rtice de grau par.
(b) um grafo bipartido com 7 ve´rtices.
(c) um grafo que contenha um ciclo de comprimento 5.
(d) um grafo conexo com 2 ve´rtices de grau 3, 3 ve´rtices de grau 2 e 1 ve´rtice de
grau 1.
resoluc¸a˜o:
(a) O grafo trivial (um ve´rtice e zero arestas) satisfaz a condic¸a˜o enunciada:
•
(b) O seguinte grafo G = (V,E) e´ bipartido uma vez que {{a, b, c, d}, {e, f, g}} e´ uma
partic¸a˜o de V tal que cada ve´rtice de {a, b, c, d} e´ adjacente apenas a ve´rtices de {e, f, g} e
cada ve´rtice de {e, f, g} e´ adjacente apenas a ve´rtices de {a, b, c, d}.
• • • •
• • •
a b c d
e f g
(c) O caminho 〈1, 2, 3, 4, 5, 1〉 e´ um ciclo com comprimento 5 no grafo seguinte:
• •
•
•
•
1 2
3
4
5
(d) Em qualquer grafo simples, o nu´mero de ve´rtices de grau ı´mpar e´ par. Logo, na˜o existe
um grafo que satisfac¸a as condic¸o˜es pedidas (pois tendo 2 ve´rtices de grau 3 e 1 de grau 1,
teria 3 ve´rtices de grau ı´mpar).
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5. Sobre um dado grafo G sabe-se que tem exatamente 5 ve´rtices e 8 arestas. Qual
das seguintes afirmac¸o˜es e´ necessariamente verdadeira?
(a) E´ poss´ıvel todos os ve´rtices de G terem o mesmo grau.
(b) Se exatamente dois dos ve´rtices de G teˆm grau 4, enta˜o G tem dois ve´rtices de
grau ı´mpar.
(c) G e´ uma a´rvore.
resoluc¸a˜o:
(a) Sabemos que a soma dos graus de todos os ve´rtices e´ igual ao dobro do nu´mero de
arestas. Logo, a soma dos graus sera´ 16. Para os cinco ve´rtices terem o mesmo grau, a soma
dos graus teria de ser um mu´ltiplo de 5, o que na˜o acontece. Portanto, a afirmac¸a˜o e´ falsa.
(b) Se dois ve´rtices teˆm grau 4, cada um deles e´ adjacente a todos os outros. Sendo assim,
existem 7 arestas incidenres com alguns desses dois ve´rtices. Os casos poss´ıveis sa˜o, a menos
de isomorfismo, e para essas 7 arestas:
• •
••
•
• •
••
•
Tendo o grafo 8 arestas, havera´ uma outra aresta incidente com dois dos outros ve´rtices.
Assim, dois dos outros ve´rtices tera˜o grau 3 e o outro grau 2. Ha´ portanto, dois ve´rtices de
grau ı´mpar em G e a afirmac¸a˜o e´ verdadeira.
(c) Numa a´rvore, a diferenc¸a entre o nu´mero de ve´rtices e o nu´mero de arestas e´ 1, o que
na˜o acontece em G e, por isso, a afirmac¸a˜o e´ falsa.
6. Um conjunto de desconexa˜o de um grafo conexo G e´ um conjunto de arestas cuja
remoc¸a˜o da´ origem a um grafo desconexo. Encontre conjuntos de desconexa˜o para
o seguinte grafo com 1 e 2.
• • •
• • •
•
1 2 3
4
5 6
7
resoluc¸a˜o:
Consideremos o conjunto {{1, 4}} formado pela aresta que incidente com os ve´rtices 1 e 4.
A remoc¸a˜o dessa aresta da´ origem ao grafo
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• • •
• • •
•
1 2 3
4
5 6
7
que e´ desconexo (na˜o ha´ nenhum caminho do ve´rtice 1 para qualquer outro dos ve´rtices).
Note-se que na˜o ha´ mais nenhum conjunto de desconexa˜o apenas com uma aresta.
E´ claro que se removermos a aresta {1, 4} e ainda outra aresta qualquer, continuaremos a
obter um grafo desconexo. Por isso, um conjunto de desconexa˜o com duas arestas pode ser
{{1, 4}, {5, 6}}. O gra´fico obtido removendo estas arestas e´
• • •
• • •
•
1 2 3
4
5 6
7
Note-se, contudo que ha´ outros conjuntos de desconexa˜o com duas arestas que na˜o incluem
a aresta {1, 4}. Removendo, por exemplo, as arestas {5, 2} e {5, 7}, obtemos o grafo
• • •
• • •
•
1 2 3
4
5 6
7
que e´ desconexo, uma vez que na˜o existem caminhos, por exemplo, do ve´rtice 2 para o
ve´rtice 5. Logo, {{5, 2}, {5, 6}} e´ um conjunto de desconexa˜o com duas arestas.
