Abstract. We develop a structure theory of connected solvable spherical subgroups in semisimple algebraic groups. Based on this theory, we obtain an explicit classification of all such subgroups up to conjugation.
1. Introduction 1.1. Let G be a connected semisimple complex algebraic group. A closed subgroup H ⊂ G (resp. a homogeneous space G/H) is said to be spherical if one of the following three equivalent conditions is satisfied:
(1) a Borel subgroup B ⊂ G has an open orbit in G/H; (2) for every irreducible G-variety X containing G/H as an open orbit the number of G-orbits in X is finite; (3) for every irreducible finite-dimensional G-module V and every character χ of H the dimension of the subspace {v ∈ V | hv = χ(h)v ∀h ∈ H} ⊂ V is at most one.
There are other characterizations of spherical subgroups, but the three mentioned are most often used while studying these subgroups.
Spherical homogeneous spaces have been intensively studied during last three decades. However, the problem of classification of these spaces or, equivalently, the problem of classification of spherical subgroups in semisimple algebraic groups still remains of importance. Let us give a short historical reference on this question. The first considerable result in this direction was obtained by Krämer in 1979 [Kr] . He classified all reductive spherical subgroups in simple groups. Then Mikityuk in 1986 [Mik] and, independently, Brion in 1987 [Bri] classified all reductive spherical subgroups in arbitrary semisimple groups (see also [Yak] for a more accurate formulation). The next step towards a classification of spherical homogeneous spaces was performed by Luna in his preprint [Lu1] of 1993 where he considered solvable spherical subgroups in semisimple groups. In this preprint, under some restrictions, all such subgroups are described in the following sense: to each subgroup one assigns a set of combinatorial data that uniquely determines this subgroup, and then one classifies all sets that may appear in that way. In 2001 Luna created a theory of spherical systems and, using this theory, described (in the same sense) all spherical subgroups in semisimple groups of type A [Lu2] . During the following several years Luna's approach was successfully applied by Bravi and Pezzini for several other types of semisimple groups including all classical groups (for details see [BP] and references therein). At last, in 2009 a new approach to the problem was suggested by Cupit-Foutou who completed the proof of the so-called Luna conjecture and thereby obtained a description of all spherical subgroups in arbitrary semisimple groups [C] . Thus, by this moment there is a description in combinatorial terms of all spherical subgroups in semisimple groups. However this description has the following disadvantage: it does not provide a simple way of constructing a spherical subgroup corresponding to a given set of invariants that uniquely determines this subgroup, even in the case of solvable spherical subgroups. In other words, the existing description is implicit. In this connection the problem of obtaining an explicit classification of all spherical subgroups in semisimple groups still remains of interest.
The present paper contains a new approach to classification of connected solvable spherical subgroups in semisimple algebraic groups. This approach is completely different from Luna's approach of 1993 [Lu1] and provides an explicit classification. We note that in this paper the above-mentioned results of Luna and the others are not used.
1.2. Throughout the paper the ground field is the field C of complex numbers. All topological terms relate to the Zarisky topology. All groups are assumed to be algebraic and their subgroups closed. The tangent algebras of groups denoted by capital Latin letters are denoted by the corresponding small German letters. Weights of tori are identified with their differentials.
Until the end of the paper we fix the following notation: G is an arbitrary connected semisimple algebraic group; B ⊂ G is a fixed Borel subgroup of G; T ⊂ B is a fixed maximal torus of G; U ⊂ B is the maximal unipotent subgroup of G contained in B; N G (T ) is the normalizer of T in G; W = N G (T )/T is the Weyl group of G with respect to T ; X(T ) is the character lattice (weight lattice) of T ; Q = X(T ) ⊗ Z Q is the rational vector space generated by X(T ); (· , ·) is a fixed inner product on Q invariant with respect to W ; ∆ ⊂ X(T ) is the root system of G with respect to T ; ∆ + ⊂ ∆ is the subset of positive roots with respect to B; Π ⊂ ∆ + is the set of simple roots; r α ∈ W is the simple reflection corresponding to a root α ∈ Π; w ∈ N G (T ) is a fixed representative of an element w ∈ W ; g α ⊂ g is the root subspace corresponding to a root α ∈ ∆; e α ∈ g α is a fixed non-zero element. Let H ⊂ B be a connected solvable subgroup and N ⊂ U its unipotent radical. We say that H is standardly embedded in B (with respect to T ) if the subgroup S = H ∩ T ⊂ T is a maximal torus in H. Clearly, in this situation we have H = S ⋌ N. It is well known that every connected solvable subgroup in G is conjugate to a subgroup that is standardly embedded in B.
1.3. We now discuss the structure of this paper and its main ideas.
In § 2 we prove a convenient criterion of sphericity for a connected solvable subgroup in terms of its tangent algebra (Theorem 1). This criterion serves as a basis of the whole paper. Then, using this criterion, we prove Theorem 2, which may be regarded as a first approximation to a classification of connected solvable spherical subgroups. Theorem 2 claims that a connected solvable spherical subgroup H standardly embedded in B is uniquely determined by its maximal torus S = H ∩ T and the set Ψ = {α ∈ ∆ + | g α ⊂ h} ⊂ ∆ + .
In § 3 we investigate what kind of set the set Ψ may be. For roots in Ψ we introduce the term 'active roots'. Having studied properties of a single active root in relation to the others we list all positive roots that may be elements of Ψ depending on the root system ∆ (Theorem 3). As a result of the subsequent investigation of active roots, to each connected solvable spherical subgroup H standardly embedded in B we assign a set of combinatorial data Υ(H) = (S, M, π, ∼), where S = H ∩ T is a maximal torus in H, M ⊂ Ψ is the set of so-called maximal active roots, π : M → Π is a map, ∼ is an equivalence relation on M. Then we determine a series of conditions that are fulfilled by Υ(H). The section is ended by the uniqueness theorem (Theorem 4): every connected solvable spherical subgroup H standardly embedded in B is uniquely determined by its set of combinatorial data Υ(H).
In § 4 we prove the existence theorem (Theorem 5): for every set of combinatorial data (S, M, π, ∼) satisfying the conditions listed in the uniqueness theorem, there exists a connected solvable spherical subgroup H standardly embedded in B with this set of combinatorial data. The proof of the existence theorem contains an algorithm that allows one to construct a subgroup H corresponding to a set (S, M, π, ∼).
In § 5 we investigate when two connected solvable spherical subgroups standardly embedded in B are conjugate in G. For this purpose we introduce the notion of an elementary transformation. An elementary transformation is a transformation of the form H 1 → H 2 , where H 1 , H 2 are connected solvable spherical subgroups standardly embedded in B and H 2 = σ α H 1 σ −1 α for some representative σ α ∈ N G (T ) of the simple reflection r α . The answer to the question under consideration is given by Theorem 6: two connected solvable spherical subgroups standardly embedded in B are conjugate in G if and only if there is a sequence of elementary transformations taking one of these subgroups to the other. Theorems 4, 5, and 6 already give a complete classification of connected solvable spherical subgroups in semisimple groups. Next, in the context of the general theory we consider in more detail an important particular case of connected solvable spherical subgroups, namely, the case of subgroups having finite index in their normalizer. Compared with the general case, the classification of such subgroups is reformulated in a simpler form.
In § 6 we show that every conjugacy class of connected solvable spherical subgroups contains a subgroup H standardly embedded in B such that the set Υ(H) satisfies stronger conditions than those appearing in the uniqueness theorem (Theorem 7). We call such sets Υ(H) 'reduced'. Then we prove that, for every two connected solvable spherical subgroups standardly embedded in B and conjugate in G such that their sets of combinatorial data are reduced, there is a sequence of elementary transformations taking one of these subgroups to the other and such that the set of combinatorial data of every intermediate subgroup is reduced (Theorem 8).
At last, § 7 contains some applications of the theory developed in this paper. Namely, in this section for all simple groups G of rank at most 4 we list, up to conjugation, all connected solvable spherical subgroups having finite index in their normalizer. In order to simplify this procedure we essentially use the results of § 6.
The main results of this paper were announced at the workshop 'Algebraic groups' held on April 18-24, 2010 in Oberwolfach, Germany (see [Avd] ).
Some notation and conventions.
e is the identity element of any group; |X| is the cardinality of a finite set X; A is the linear span in Q of a subset A ⊂ X(T ); V * is the space of linear functions on a vector space V ; Z L (K) is the centralizer of a subgroup K in a group L; N L (K) is the normalizer of a subgroup K in a group L; L 0 is the connected component of the identity of a group L; X(L) is the group of characters (in additive notation) of a group L; rk L is the rank of a reductive group L, that is, the dimension of a maximal torus in L; Σ( Π) is the Dynkin diagram of a subset Π ⊂ Π. For every root α = γ∈Π k γ γ ∈ ∆ + , we define its support Supp α = {γ | k γ > 0} and height ht α = γ∈Π k γ . If α ∈ ∆ + , then we put ∆(α) = ∆ ∩ Supp α and ∆ + (α) = ∆ + ∩ Supp α . The set ∆(α) is an indecomposable root system whose set of simple roots is Supp α. The set of positive roots of ∆(α) coincides with ∆ + (α).
Let L be a group and let
By abuse of language, we identify roots in Π and the corresponding nodes of the Dynkin diagram of Π.
By saying that two nodes of a Dynkin diagram are joined by an edge, we mean that the edge may be multiple.
For connected Dynkin diagrams, the numeration of simple roots is the same as in [OV] .
2. Criterion of sphericity and some applications 2.1. Suppose that a connected solvable subgroup H ⊂ G standardly embedded in B is fixed. Let S = H ∩ T and N = H ∩ U be a maximal torus and the unipotent radical of H, respectively. We denote by τ : X(T ) → X(S) the character restriction map from T to S. Let Φ = τ (∆ + ) ⊂ X(S) be the weight system of the natural action of S on u. We have u = λ∈Φ u λ , where u λ ⊂ u is the weight subspace of weight λ with respect to S. Let n = λ∈Φ n λ be the decomposition of the space n into a direct sum of weight subspaces with respect to S. At that, n λ ⊂ u λ for all λ ∈ Φ and some of the subspaces n λ may be zero. For every λ ∈ Φ we denote by c λ the codimension of n λ in u λ .
The following theorem provides a convenient criterion of sphericity for connected solvable subgroups. Theorem 1. Let H ⊂ G be a connected solvable subgroup standardly embedded in B. Then the following conditions are equivalent:
(1) H is spherical in G; (2) c λ 1 for every λ ∈ Φ, and the weights λ with c λ = 1 are linearly independent in X(S).
Proof. According to [Bri, Proposition I.1, 3) ] the sphericity of H is equivalent to the condition that S has an open orbit in U/N under the action (s, uN) → sus −1 N. By [Mon, Lemma 1.4] this condition is equivalent to the existence of an open orbit under the natural action of S on u/n. It remains to prove that S has an open orbit in u/n if and only if condition (2) is fulfilled.
For each λ ∈ Φ with c λ > 0 choose a subspace p λ ⊂ u λ such that u λ = n λ ⊕ p λ . Put p = λ∈Φ: c λ >0 p λ so that u = n ⊕ p. Then there is an S-equivariant isomorphism u/n ≃ p. Let us show that condition (2) is equivalent to the existence of an open Sorbit in p. Indeed, assume that condition (2) is satisfied. Choose a non-zero element in each subspace p λ with c λ = 1. Then all chosen elements form a basis in p. Clearly, the open S-orbit in p consists of elements such that all their coordinates with respect to this basis are non-zero. Now assume that condition (2) does not hold. Choose a basis in each subspace p λ . The union of all these bases is a basis in p. If c λ 2 for some λ ∈ Φ, then for every two different basis elements in p λ the ratio of the corresponding coordinate functions is a non-constant S-invariant rational function on p, whence there is no open S-orbit in p. Now assume that c λ 1 for all λ ∈ Φ but there are elements
. . , y k be the coordinate functions corresponding to the basis elements of subspaces p λ 1 , . . . , p λ k , respectively. Then it is easy to see that the nonconstant rational function y
2.2. In this subsection we deduce several consequences from Theorem 1. These consequences will play a crucial role in the subsequent exposition.
First of all, we recall the following well-known lemma from linear algebra.
Lemma 1. Suppose that vectors v 1 , . . . , v n of a finite-dimensional Euclid space V lie in the same half-space, and the angles between them are pairwise non-acute. Then these vectors are linearly independent.
Let H ⊂ G be a connected solvable spherical subgroup standardly embedded in B. We put S = H ∩T and N = H ∩U so that H = S ⋌N. It follows from the sphericity of H that condition (2) of Theorem 1 holds. We denote all weights λ ∈ Φ with c λ = 1 by ϕ 1 , . . . , ϕ K . These weights are linearly independent in X(S), in particular, each of them is non-zero. For every i = 1, . . . , K we denote by Ψ i the set of roots α ∈ ∆ + such that τ (α) = ϕ i and g α ⊂ n. We put u i = α∈Ψ i g α . Evidently, u i ⊂ u ϕ i for all i = 1, . . . , K. Next, for every i = 1, . . . , K the subspace n ∩ u i ⊂ u i is the kernel of a linear function ξ i ∈ u * i , which is determined up to proportionality. Clearly, if α ∈ Ψ i for some i ∈ {1, . . . , K}, then the restriction of ξ i to g α is non-zero. We also put
Lemma 2. Suppose that α, β ∈ Ψ and γ = β − α ∈ ∆ + . Then γ / ∈ Ψ.
, then the weights τ (α), τ (β) are linearly independent and therefore both are different from τ (γ). We have obtained that the weights τ (α), τ (β), τ (γ) are pairwise different and linearly dependent, which is also impossible for γ ∈ Ψ.
Proof. It follows from Lemma 2 that γ / ∈ Ψ and g γ ⊂ n. Assume that α ′ + γ / ∈ Ψ j for some element α ′ ∈ Ψ i . Consider the one-dimensional subspace (g α ⊕ g α ′ ) ∩ n and choose a non-zero element x = pe α + p ′ e α ′ in it, where p, p
e γ ] = 0, and again e β ∈ n. Hence we have obtained that g β ⊂ n, which contradicts the condition β ∈ Ψ j . Corollary 1. For each j = 1, . . . , K the angles between the roots in Ψ j are pairwise non-acute, and these roots are linearly independent.
Proof. For |Ψ j | = 1 there is nothing to prove. For |Ψ j | 2, suppose that two different roots α, β ∈ Ψ j satisfy (α, β) > 0. Then the vector γ = β − α is a root. Without loss of generality we may assume that γ ∈ ∆ + . Then by Proposition 1 we have Ψ j + γ ⊂ Ψ j , which is false. Therefore for any two different roots α, β ∈ Ψ j we have (α, β) 0. Now, the linear independence of all roots in Ψ j follows from Lemma 1.
Proposition 1 enables one to introduce a partial order on the set Ψ = {Ψ 1 , . . . , Ψ K } as follows. For i = j we write
Clearly, the relation ≺ is transitive. Further, to each set Ψ i we assign the number ρ(Ψ i ) = α∈Ψ i ht α.
Then for Ψ i ≺ ≺ Ψ j we have ρ(Ψ i ) < ρ(Ψ j ). Hence for i = j the relations Ψ i ≺ Ψ j and Ψ j ≺ Ψ i cannot hold simultaneously. Thus the relation ≺ is indeed a partial order on Ψ.
For i = 1, . . . , K we say that a root α ∈ Ψ i is maximal if the set Ψ i is maximal in Ψ with respect to the partial order ≺. Lemma 3. Let Ψ i 1 , . . . , Ψ im be all maximal elements of the partially ordered set Ψ. Then the angles between the roots in the set Ψ i 1 ∪ . . . ∪ Ψ im (that is, the set of all maximal roots) are pairwise non-acute, and these roots are linearly independent.
Proof. In view of Lemma 1 and Corollary 1 it suffices to show that for p = q the angle between any two roots α ∈ Ψ ip and β ∈ Ψ iq is non-acute. Assume the converse. Then γ = β − α is a root. Without loss of generality it may be assumed that γ ∈ ∆ + . By Proposition 1 we get Ψ ip + γ ⊂ Ψ iq , whence Ψ ip ≺ Ψ iq . The latter relation contradicts the maximality of the set Ψ ip in Ψ.
for every α ∈ Ψ j , we have ξ
Theorem 2. Up to conjugation by elements of T , a connected solvable spherical subgroup H ⊂ G standardly embedded in B is uniquely determined by its maximal torus S ⊂ T and the set Ψ ⊂ ∆ + .
Proof. The set of weights {ϕ 1 , . . . , ϕ K } is uniquely determined as the image of the set Ψ under the map τ . For every i = 1, . . . , K the set Ψ i is uniquely determined as the set {α ∈ Ψ | τ (α) = ϕ i }. Further, by Proposition 2 from the condition Ψ i ≺ Ψ j it follows that, up to proportionality, the linear function ξ i is uniquely determined by the linear function ξ j , therefore, up to proportionality, the whole set of linear functions ξ 1 , . . . , ξ K is uniquely determined by the linear functions ξ j corresponding to the maximal elements Ψ j of Ψ.
Conjugation by an element t ∈ T takes the algebra h to an isomorphic one and acts on each space g α , α ∈ ∆ + , as the multiplication by α(t). By Lemma 3 all maximal roots in the set Ψ are linearly independent. Therefore, under an appropriate choice of t ∈ T , all linear functions ξ i corresponding to maximal elements Ψ i of Ψ can be simultaneously reduced to a prescribed form. For example, we may require each ξ i to be the sum of all coordinates in the basis {e α | α ∈ Ψ i }. The latter is possible because ξ i | gα = 0 for all α ∈ Ψ i .
Active root theory
As we have seen in § 2.2 (see Theorem 2), up to conjugation by elements of T , a connected solvable spherical subgroup H ⊂ G standardly embedded in B is uniquely determined by its maximal torus S ⊂ T and the set Ψ ⊂ ∆ + . This section is devoted to study of roots contained in Ψ (in § 3.1 these roots will be called 'active'), as well as the set Ψ on the whole.
During this section we suppose a connected solvable spherical subgroup H = S ⋌N ⊂ G standardly embedded in B to be fixed. (Here S = H ∩ T , N = H ∩ U.) Also, we preserve all notation introduced in § 2.
3.1. In this subsection we introduce the notion of an active root, establish basic properties of active roots and find out which positive roots may be active in dependence on the root system ∆.
Evidently, a root α is active if and only if α ∈ Ψ.
Lemma 4. Let α be an active root and suppose that α = β + γ, where β, γ ∈ ∆ + . Then exactly one of the two roots β, γ is active.
Proof. If neither of the roots β, γ is active, then g β , g γ ⊂ n, whence g α = [g β , g γ ] ⊂ n, which is false. Therefore at least one of the two roots β, γ is active. By Lemma 2 these two roots cannot be active simultaneously.
Definition 2. We say that an active root β is subordinate to an active root α if α = β + γ for some γ ∈ ∆ + . Definition 3. An active root α is called maximal if it is not subordinate to any other active root.
We note that the notion of maximality of an active root introduced in this definition coincides with the notion of maximality considered in § 2.2. In particular, if α is a maximal active root, then every active root β with τ (α) = τ (β) is also maximal.
Definition 4. If α is an active root, then the set consisting of α and all roots subordinate to α is called a family of active roots generated by the active root α. We denote this set by F (α).
For each root α ∈ ∆ + let s(α) denote the number of representations of α as a sum of two positive roots. Then by Lemma 4 for an active root α the number of its subordinates equals s(α), that is, s(α) = |F (α)| − 1.
Lemma 5. Let α be an active root. Then:
. Note that in view of the condition β = γ the roots α, β + γ ′ , γ + β ′ are different. By Corollary 1 these three roots are linearly independent. On the other hand, there is a linear dependence
Corollary 2. If α is an active root, then all roots in F (α) are linearly independent.
Proof. From Lemma 5 it follows that all weights τ (β), where β ∈ F (α), are different. By Theorem 1 these weights are linearly independent. Hence, all roots in F (α) are also linearly independent.
Lemma 6. Suppose that α ∈ ∆ + . Then:
Proof. Without loss of generality we may assume that ∆ = ∆(α). Let us prove (a). Since the root system ∆ is of type A, D, or E, it follows that all roots have the same length, therefore:
(1) a sum of two roots is a root if and only if the angle between them equals 2π/3; (2) a difference of two roots is a root if and only if the angle between them equals π/3; (3) for every β ∈ ∆ and β 0 ∈ Π the root r β 0 (β) equals either of β − β 0 , β, β + β 0 . Further we use induction on ht α. For ht α = 1 the assertion is true. Assume that ht α = k and the assertion is true for all roots α ′ ∈ ∆ + with ht α ′ < k. Consider an arbitrary simple root α 0 such that β = α −α 0 ∈ ∆ + . Then the angle between α 0 and β is 2π/3, whence α = r α 0 (β). We have ht β = ht α − 1, therefore s(β) = ht α − 2 by the induction hypothesis. Suppose that β = β 1 + β 2 , where β 1 , β 2 ∈ ∆ + . Note that neither of the sets Supp β 1 , Supp β 2 coincides with {α i }. Indeed, otherwise one of the roots β 1 , β 2 would coincide with α i , which is impossible since β − α i is not a root. Hence r α 0 (β 1 ), r α 0 (β 2 ) ∈ ∆ + \{α 0 } and α = r α 0 (β 1 ) + r α 0 (β 2 ) is a representation of α as a sum of two positive roots. Conversely, if α = α 1 + α 2 , where α 1 , α 2 ∈ ∆ + \{α 0 }, then Supp α 1 = {α 0 } and Supp α 2 = {α 0 }. Hence r α 0 (α 1 ), r α 0 (α 2 ) ∈ ∆ + and β = r α 0 (α 1 ) + r α 0 (α 2 ) is a representation of β as a sum of two positive roots. Thus we have established a one-two-one correspondence between representations of β as a sum of two positive roots and representations of α as a sum of two positive roots different from α 0 . Taking into account the representation α = α 0 + β, we obtain s(α) = s(β) + 1 = ht α − 1.
We now prove (b). Again we use induction on ht α. For ht α = 1 the assertion is true. Assume that ht α = k and the assertion is proved for all roots α ′ ∈ ∆ + with ht α ′ < k. In view of Lemma 1 there is a simple root α 0 such that (α, α 0 ) > 0. Then
we have ht γ < ht α, therefore the root γ satisfies the induction hypothesis. Namely, s(γ) | Supp α| − 2 for α 0 / ∈ Supp γ and s(γ) | Supp α| − 1 for α 0 ∈ Supp γ. In any case, the number of representations of the form γ = γ 1 + γ 2 , where γ 1 , γ 2 ∈ ∆ + \{α 0 }, is at least | Supp α| − 2. For every such a representation we have r α 0 (γ 1 ), r α 0 (γ 2 ) ∈ ∆ + \{α 0 }, therefore α = r α 0 (γ 1 ) + r α 0 (γ 2 ) is a representation of α as a sum of two positive roots. Taking into account the representation α = β + α 0 , we obtain s(α) | Supp α| − 1. Let us prove (d). Suppose that β ∈ ∆ + , Supp β ⊂ Supp α, and α − β / ∈ ∆ + . From (b) it follows that τ (β) = τ (γ) for all γ ∈ F (α). If β were an active root, by Theorem 1 all weights in the set {τ (β)} ∪ {τ (γ) | γ ∈ F (α)} would be linearly independent, which is impossible in view of (c). Hence the root β is not active.
Corollary 3. Let α be an active root. Then:
Proof. In the hypothesis of (a), by Lemma 7(d) we get α − β ∈ ∆ + , whence β ∈ F (α). Obviously, assertions (b) and (c) follow from (a).
Proof. It suffices to prove that for any p, q, r such that
By definition of the partial order on Ψ there are roots γ pq , γ qr ∈ ∆ + such that Ψ p + γ pq ⊂ Ψ q and Ψ q + γ qr ⊂ Ψ r . Consider an arbitrary root α ∈ Ψ p . Then α + γ pq ∈ Ψ, α + γ pq + γ qr ∈ Ψ, α ∈ F (α + γ pq ), and α + γ pq ∈ F (α + γ pq + γ qr ). By Corollary 3 we obtain α ∈ F (α + γ pq + γ qr ). Therefore γ pq + γ qr ∈ ∆ + , whence by Proposition 1 we have
Proposition 3. For every active root α there exists a unique simple root π(α) ∈ Supp α with the following property: if α = α 1 + α 2 for some roots α 1 , α 2 ∈ ∆ + , then α 1 (resp. α 2 ) is active if and only if π(α) / ∈ Supp α 1 (resp. π(α) / ∈ Supp α 2 ).
Proof is by induction on ht α. If ht α = 1, then α ∈ Π and we may put π(α) = α. Now suppose that ht α = k and the assertion is proved for all active roots of height at most k − 1. Assume that the required root π(α) does not exist. To each simple root γ ∈ Supp α we assign an active root γ ′ ∈ F (α)\{α} such that γ ∈ Supp γ ′ and ht γ ′ is minimal. Then γ = π(γ ′ ) in view of the choice of γ ′ and the induction hypothesis. Since the root π(γ ′ ) is unique, we obtain that for different roots γ 1 , γ 2 ∈ Supp α the corresponding roots γ ′ 1 , γ ′ 2 ∈ F (α) are also different. Thus |F (α)| | Supp α| + 1, which contradicts Lemma 7(a). Hence there exists a root with required properties. If there is another such simple root π ′ (α) = π(α), then the set F (α)\{α}, which is linearly independent by Corollary 2 and consists of | Supp α| − 1 elements, is contained in the subspace (Supp α)\{π(α), π ′ (α)} of dimension | Supp α| − 2, a contradiction. Thus, the root π(α) is uniquely determined.
Corollary 5. For every active root α the family F (α) is uniquely determined by π(α).
Corollary 6. If α is an active root, then the map π : F (α) → Supp α is a bijection.
Proof. To each simple root β ∈ Supp α we assign a root ρ(β) ∈ F (α) of minimal height such that β ∈ Supp ρ(β). (If there are several such roots, we choose any of them.) Then by Proposition 3 applied to ρ(β) we obtain β = π(ρ(β)), whence π is surjective. Since |F (α)| = | Supp α| (see Lemma 7(a)), it follows that π is a bijection.
Definition 5. If α is an active root, then the root π(α) ∈ Π appearing in Proposition 3 is called the simple root associated with the active root α.
Theorem 3. Suppose that α is an active root and π(α) is the simple root associated with it. Then the pair (α, π(α)) is contained in Table 1 . Table 1 No. Type of ∆(α) α π(α) 1 any of rank n
This theorem being proved below, we now explain the notation in Table 1 . In the column 'α' the expression of α as the sum of simple roots in Supp α is given. At that, jth simple root in the diagram Σ(Supp α) is denoted by α j . In the column 'π(α)' all possibilities for π(α) for a given active root α are listed.
Proof of Theorem 3. If ∆(α) is a root system of type A, D, or E, then, by Lemmas 6 and 7, α equals the sum of all simple roots in its support.
If ∆(α) is of type B, C, F, G, then by Lemma 7(a) we obtain s(α) = | Supp(α)|−1. Using case-by-case considerations, it is not hard to find out that this equality holds for exactly two roots with complete support 1 in root systems B n , C n , F 4 and exactly three roots with complete support in root system G 2 . All these roots are contained in Table 1 . For each of rows 2-5 of this table, regard the root β = γ∈Supp α γ ∈ ∆ + . We have α − β ∈ ∆ + , therefore α = β + (α − β) is a representation of α as a sum of two positive roots. Hence π(α) / ∈ Supp(α − β). For the root α in row 6 of Table 1 there is the representation α = α 1 + (2α 1 + α 2 ) as a sum of two positive roots, whence π(α) = α 1 . Thus, for every root α in rows 2-6 of Table 1 we have obtained a subset of the set Supp α that does not contain π(α). In each case, all remaining possibilities for π(α) are listed in the column 'π(α)'. Remark 1. From the existence theorem proved in § 4 below it follows that all the possibilities listed in Table 1 are actually realized.
In order to formulate some consequences of Theorem 3, we need to introduce the following notion.
Definition 6. Let α be an active root. A simple root α ′ ∈ Supp α is called terminal with respect to Supp α if in the diagram Σ(Supp α) the node α ′ is joined by an edge with exactly one other node.
Simple case-by-case considerations of all possibilities in Table 1 yield the following three statements.
Corollary 7. If α is an active root, | Supp α| 2, and α ′ ∈ Supp α ∩ F (α), then the root α ′ is terminal with respect to Supp α.
Corollary 8. If α is an active root and a simple root α ′ ∈ Supp α is terminal with respect to Supp α, then either α
Corollary 9. Let α, α ′ be active roots such that α ′ ∈ F (α). Suppose that the simple root π(α) is terminal with respect to Supp α and in the diagram Σ(Supp α) the node π(α ′ ) is joined by an edge with the node π(α).
3.2. In this subsection we investigate how the supports of two different active roots may intersect. The main results of the subsection are Propositions 4 and 5.
Lemma 8. Let α, β be different maximal active roots such that
Proof. If α ′ = α and β ′ = β, then there is nothing to prove. Hence without loss of generality we may assume that α ′ = α and
by Proposition 1 we obtain that β ′ + α ′′ = β + α ′′ is an active root, which contradicts the maximality of β. Further we assume that β ′ = β and β = β ′ + β ′′ for some β ′′ ∈ ∆ + . Again by Proposition 1 we obtain that α ′ + β ′′ and β
. Hence by Lemma 3 the angles between (different) roots α, β ′ + α ′′ , β, α ′ + β ′′ are pairwise non-acute, and these roots are linearly independent. On the other hand, there is the linear dependence
Lemma 9. Let α, β be different maximal active roots such that τ (α) = τ (β). Then neither of the simple roots π(α), π(β) lies in the set Supp α ∩ Supp β.
Proof. It suffices to show that π(α) / ∈ Supp α ∩ Supp β. Assume the converse. Put a = | Supp α|, b = | Supp β|, c = | Supp α ∩ Supp β|. By Lemma 6 the set {γ ∈ F (α) | π(γ) ∈ Supp α\ Supp β} contains at least a − c roots. Clearly, none of these roots, nor the root α, is not contained in the set F (β). Hence there are at least a − c + 1 + b pairwise different roots in the set F (α) ∪ F (β). By Lemmas 5 and 8, the S-weights of all roots in F (α) ∪ F (β) are different and, by Theorem 1, linearly independent. Hence the dimension of the space F (α) ∪ F (β) is at least a + b − c + 1. On the other hand, this space is contained in the space Supp α ∪ Supp β of dimension a + b − c, a contradiction.
Below we give a list of some conditions on a pair of two active roots α, β. These conditions will be used later when we formulate Propositions 4 and 5.
(
and δ is terminal with respect to both Supp α and Supp β;
and δ is terminal with respect to both Supp α and Supp β; (D2) the diagram Σ(Supp α ∪ Supp β) has the form shown on Figure 1 (for some p, q, r 1),
has the form shown on Figure 1 (for some p, q, r 1),
We note that in view of Corollary 8 the root δ appearing in (D1) is active.
Proposition 4. Let α, β be different maximal active roots such that τ (α) = τ (β). Then one of possibilities (D0), (D1), or (D2) is realized.
Proof. Without loss of generality we may assume that
there is a node δ ∈ I joined by an edge with a node contained in Supp α\I. (The latter set is nonempty in view of the maximality of α and Corollary 3(a).) Next we consider two possible cases. Case 1. The root δ is terminal with respect to Supp α or Supp β. Then, by Corollary 8 and Lemma 9, δ is an active root. In view of Corollary 7 we obtain that δ is terminal with respect to both Supp α and Supp β, therefore I = {δ} and (D1) is realized.
Case 2. The root δ is terminal with respect to neither Supp α nor Supp β. Because of the symmetry under the interchange of α and β we may assume that the following additional condition is satisfied: every node in I joined by an edge with a node in (Supp α∪Supp β)\I is terminal with respect to neither Supp α nor Supp β. From this condition it follows that the degree of δ in the diagram Σ(Π) is 3, and the diagram itself has the form shown on Figure 1 (for some p, q, r 1).
By Lemma 9 neither of the roots π(α), π(β) lies in I, therefore the condition (D2) holds.
Lemma 10. Let α, β be different active roots such that
Proof. In view of Corollary 6 we have α / ∈ F (β) and β / ∈ F (α).
This set contains exactly a+b−c+1 different elements. If dim τ ( Supp α∪Supp β ) = a+b−c, then the S-weights of all elements in A are different and therefore linearly independent (Theorem 1). The latter is impossible since A ⊂ Supp α∪Supp β . Hence, dim τ ( Supp α∪Supp β ) a+b−c−1 and there are at least two pairs of elements in A such that the S-weights inside one pair are the same. Further we consider two cases.
Case 1. There are roots α ′ ∈ F (α)\{α} and
Case 2. There are roots α ′ ∈ F (α)\{α} and
, it follows that the four roots α, β, α ′ + β ′′ , β ′ + α ′′ are pairwise different. By Corollary 1 the angle between the roots α ′ + β ′′ and β, as well as the angle between the roots β ′ + α ′′ and α, is non-acute. Further, the angle between α and β is also non-acute since otherwise α − β would be a root and we would have α ∈ F (β) or β ∈ F (α), whence π(α) = π(β) (Corollary 6), which is not the case. Assume that the angle between either α ′ + β ′′ and α or β ′ + α ′′ and β is acute. Interchanging α and β, if necessary, we may assume that the angle between α ′ + β ′′ and α is acute. Then
Again, in view of the symmetry under the interchange of α and β we may assume that ρ ∈ ∆ + . Then α = (α
′′ (see Proposition 3). This contradiction shows that the angle between α ′ + β ′′ and α, as well as the angle between β ′ + α ′′ and β, is non-acute. We now prove that the angle between α ′ + β ′′ and β ′ + α ′′ is non-acute. If this is not the case, then
Again we may assume that ρ ∈ ∆ + . By Proposition 1 we
The roots α + ρ, β, and α ′ + β ′′ are pairwise different and linearly dependent, which contradicts Corollary 1. As a result of the preceding argument we have obtained that the four roots α, β, α ′ + β ′′ , β ′ + α ′′ are pairwise different, and the angles between them are pairwise non-acute. Hence by Lemma 1 these roots are linearly independent. On the other hand, there is the linear dependence α + β = (α
. This contradiction completes the proof.
Corollary 11. Let α, β be different active roots such that τ (α) = τ (β) and π(α) ∈ Supp α ∩ Supp β. Then π(α) = π(β).
Proof. By Corollary 6 there is a root
. By Lemma 5 we obtain β ′ = β.
Lemma 11. Let α, β be different active roots such that τ (α) = τ (β). Suppose that
Proof. If α ′ = α or β ′ = β, then the assertion follows from Lemma 5. Further we assume that α ′ = α and β 
Corollary 12. Let α, β be different active roots such that
Lemma 12. Let α, β be different active roots such that τ (α) = τ (β). Suppose that
Proof. The hypothesis of the lemma implies that
Then in view of Lemma 5 the restriction to S of the roots in F (α) ∪ F (β) yields exactly |F (α)| + |F (β)| − 1 different weights. By Theorem 1 these weights are linearly independent and span a subspace Ω ⊂ X(S) ⊗ Z Q of dimension |F (α)| + |F (β)| − 1, which is equal to | Supp α| + | Supp β| − 1 by Lemma 7(a). On the other hand, Ω is contained in the subspace Ω ′ spanned by the restrictions to S of roots in
. Then by Corollary 12 there is a root δ ∈ ∆ + such that α = α ′ + δ and β = β ′ + δ. The latter equalities yield
Proposition 5. Let α, β be different active roots such that τ (α) = τ (β). Then one of possibilities (D0), (D1), (E1), (D2), (E2) is realized.
Proof. Without loss of generality we may assume that ∆ = ∆ ∩ Supp α ∪ Supp β . Put I = Supp α ∩ Supp β. Assume that possibility (D0) is not realized, that is, I = ∅. Then there is a node δ ∈ I joined by an edge with a node contained in Supp α\I. (The latter set is nonempty by Corollary 3(a) and Lemma 5(a).) Further we consider three cases. Case 1. The root δ is terminal with respect to Supp α. Then I = {δ}. By Corollary 8, δ is either an active root or the root associated with α. If δ is an active root, then, by Corollary 7, δ is terminal with respect to Supp β and we have (D1). If δ = π(α), then by Corollary 11 and Lemma 12 we obtain δ = π(β), α − δ ∈ F (α) and β − δ ∈ F (β). We now show that δ is terminal with respect to Supp β. Regard the degree d of the node δ in the diagram Σ(Π). If d = 2, then δ is automatically terminal. If d = 3, then ∆(β) is of type A and, by Theorem 3, β equals the sum of all roots in Supp β. It follows that the support of the root β − δ is disconnected, which is impossible. Therefore d = 2, δ is terminal with respect to Supp β, and possibility (E1) is realized.
Case 2. The root δ is not terminal with respect to Supp α but is terminal with respect to Supp β. If I = {δ}, then we may interchange α and β and consider Case 1. Therefore we assume that I = {δ}. Denote by δ ′ the node in the diagram Σ(I) joined by an edge with δ.
In view of Corollaries 7, 8, and 11 we have
contains the node of Supp α\I joined by an edge with δ, a contradiction. If α ′ = β ′ , then in view of Corollary 9 we get Supp β ⊂ I, which is impossible.
Case 3. The root δ is terminal with respect to neither Supp α nor Supp β. Arguing just as in Case 2 of the proof of Proposition 4 we obtain that the diagram Σ(Π) has the form shown on Figure 1 (for some p, q, r 1),
In this situation, taking into account Corollary 11 we obtain that one of possibilities (D2) or (E2) is realized.
3.3. The main goal of this subsection is to prove the following proposition.
Proposition 6. Let α be a maximal active root. Then there exists a simple root α ∈ Supp α such that α / ∈ Supp β for every maximal active root β = α. In other words, the support of a maximal active root is not covered by the supports of other maximal active roots.
Before we prove this proposition, let us prove several auxiliary lemmas.
Lemma 13. Let α, β be different active roots such that τ (α) = τ (β) and π(α) = π(β). Then:
(a) there is a unique node η(α, β) ∈ Supp α\ Supp β of the diagram Σ(Π) joined by an edge with a node in Supp α ∩ Supp β;
Proof. It follows from Proposition 5 that for α, β exactly one of possibilities (E1) or (E2) is realized. It is easy to see that in both cases assertion (a) holds. To prove (b), we consider both possibilities separately. Case 1. Possibility (E1) is realized. In view of Lemma 12, α belongs to either row 1 or row 2 of Table 1 . Denote by δ the unique simple root contained in Supp α ∩ Supp β. Then the root α ′ = α − δ is a desired one. Case 2. Possibility (E2) is realized. Then the diagram Σ(Supp α ∪ Supp β) has the form shown on Figure 1 (for some p, q, r 1),
Proof. In view of Proposition 5 for each pair of roots α, β and α, γ one of possibilities (E1) or (E2) is realized. If (E1) is realized for one of these pairs, then the assertion is true. It remains to observe that (E2) cannot be realized for both pairs simultaneously.
Lemma 15. Let α be a maximal active root. Suppose that β = α is a maximal active root such that π(α) ∈ Supp α ∩ Supp β and the set Supp α ∩ Supp β is maximal with respect to inclusion. Then for every maximal active root γ = α we have η(α, β) / ∈ Supp γ.
Proof. In view of Corollaries 10 and 11 we have τ (α) = τ (β) and
Assume that η is contained in the support of a maximal active root γ different from α and β. Since η ∈ Supp α ∩ Supp γ and π(α) = η, we have π(γ) = η. Regard the root γ ′ ∈ F (γ)\{γ} such that π(γ ′ ) = η and put
, whence π(γ) ∈ Supp δ ⊂ Supp α ∩ Supp γ and, by Corollary 11, π(γ) = π(α). Since η ∈ (Supp α ∩ Supp γ)\ Supp β, by Lemma 14 we obtain that Supp α ∩ Supp γ Supp α ∩ Supp β, a contradiction with the choice of β. Hence γ ′′ = δ. Further, by Proposition 1, α ′ + γ ′′ , β ′ + γ ′′ , and γ ′ + δ are maximal active roots. In view of Lemma 3 all different roots in the set {α, β, γ, α
Since γ coincides with none of α, β, β ′ +γ ′′ , γ ′ +δ, the relation is non-trivial. This contradiction proves the lemma.
Proof of Proposition 6. If π(α) /
∈ Supp β for every maximal active root β = α, then one may take α = π(α). Otherwise π(α) ∈ Supp β for some maximal active root β = α. Without loss of generality one may assume that the set Supp α ∩ Supp β is maximal with respect to inclusion. Then by Lemma 15 one may take α = η(α, β).
3.4. In this subsection we indicate a condition relating the torus S with the set Ψ. The main result of the subsection is Proposition 7.
We recall (see Corollary 6) that for every active root α the map π :
Lemma 16. Let α, β be different maximal active roots. Put J = Supp α\ Supp β. Then:
Proof. Assertion (a) is a direct consequence of Lemma 8. Let us prove (b). Let
In the hypothesis of (c), by Proposition 5 for α, β one of possibilities (E1) or (E2) is realized. In both cases, as is easy to see, every root α ′ ∈ F (α) with π(α ′ ) ∈ J\{η(α, β)} is subordinate to the root α ′′ ∈ F (α) such that π(α ′′ ) = η(α, β). Assume that τ (α ′ ) = τ (β ′ ) for some root β ′ ∈ F (β). By Lemma 11 we obtain that δ = α − α ′ = β − β ′ ∈ ∆ + . Then we have η(α, β) ∈ Supp δ, which is impossible in view of the condition Supp δ ⊂ Supp α ∩ Supp β.
Let us denote by M = M(H) the set of maximal active roots of H.
Then:
Proof. Let us prove both assertions simultaneously by induction on |M ′ |.
Obviously, assertion (a) is true. Assertion (b) is also true in view of Lemmas 5 and 7(a). Now assume that assertions (a) and (b) are true for all proper subsets of M ′ . Let us prove them for
Note the following two properties of α:
| by the induction hypothesis. Thus (a) is proved. In order to prove (b), in view of the induction hypothesis it suffices to check that |J| = k − k. By Lemma 16(a) for every root α ′ ∈ F (α) with π(α ′ ) ∈ J and every root β ∈
. Hence, taking into account properties (1) and (2), we get
By Proposition 6 there is a simple root ρ ∈ Supp α such that ρ ∈ J, whence α − α 0 does not lie in the subspace µ − ν | µ, ν ∈ M ′ , τ (µ) = τ (ν) . It is easy to see that the subspace
| in view of the induction hypothesis. Assertion (a) is proved. In order to prove (b), in view of the induction hypothesis it suffices to check that |J| = k − k + 1. We consider two subcases.
Subcase 2.1. π(α) ∈ J. By Lemma 16(a,b) for every root α ′ ∈ F (α) with π(α ′ ) ∈ J\{π(α)} and every root β ∈
. Hence in view of properties (1) and (2) we get
In this situation there is a maximal active root β = α such that π(α) ∈ Supp β. Without loss of generality we may assume that the set Supp α ∩ Supp β is maximal with respect to inclusion. Then by Lemma 15 we have η(α, β) ∈ J. Let α ′ ∈ F (α) be the root such that π(α ′ ) = η(α, β). From Lemma 13(b) it follows that there is a root β ′ ∈ F (β) with τ (α ′ ) = τ (β ′ ). Assume that for some root α ′′ ∈ F (α) with π(α ′′ ) ∈ J\{η(α, β)} there are roots γ ∈ M ′ and γ
. Applying Lemmas 8 and 11 we obtain that τ (α) = τ (γ) and α − α ′′ = γ − γ ′ ∈ ∆ + , whence π(α) ∈ Supp α ∩ Supp γ. Then by Lemma 16(c) we get η ′ = η(α, γ). Hence in the diagram Σ(Π) the node η ′ is joined by an edge with some node of the set Supp α ∩ Supp γ. Further, by Corollary 11 we have π(α) = π(γ). In view of the choice of β and Lemma 14 there is the inclusion Supp α∩Supp γ ⊂ Supp α∩Supp β. Hence we obtain that in the diagram Σ(Π) the node η ′ ∈ Supp α\ Supp β is joined by an edge with some node of the set Supp α ∩ Supp β. Then by Lemma 13(a) we have η ′ = η(α, β), which is not the case. Thus for every root α ′′ ∈ F (α) with π(α ′ ) ∈ J\{η(α, β)} and every
. Hence in view of properties (1) and (2) we
Proposition 7. The kernel of the map τ :
Applying Lemma 17(b) we obtain dim Ker τ | R = |M| − |τ (M)|, which implies the required result.
3.5. In this subsection we sum up the results obtained in this section and prove the uniqueness theorem (see Theorem 4).
We recall that in § 3.4 we introduced the notation M = M(H) for the set of maximal active roots of H. We now introduce a relation ∼ on M as follows. For any two roots α, β ∈ M we write α ∼ β if and only if τ (α) = τ (β). Evidently, this relation is an equivalence relation.
To each connected solvable spherical subgroup H ⊂ G standardly embedded in B we assign the set of combinatorial data Υ(H) = (S, M, π, ∼). We also put Υ 0 (H) = (M, π, ∼). (In both of the sets Υ(H) and Υ 0 (H), π is considered as a map from M to Π.) Theorem 4 (Uniqueness). Let H ⊂ G be a connected solvable spherical subgroup standardly embedded in B. Then, up to conjugation by elements of T , H is uniquely determined by its set Υ(H) = (S, M, π, ∼), and this set satisfies the following conditions:
(A) π(α) ∈ Supp α for every α ∈ M, and the pair (α, π(α)) is contained in Table 1 ; (D) if α, β ∈ M and α ≁ β, then for α, β one of possibilities (D0), (D1), (D2) is realized;
(E) if α, β ∈ M and α ∼ β, then for α, β one of possibilities (D0), (D1), (E1), (D2), (E2) is realized;
Proof. In view of Corollary 5 the set Ψ is uniquely determined by the pair (M, π). Then in view of Theorem 2, up to conjugation by elements of T , H is uniquely determined by the triple (S, M, π). Condition (A) follows from the definition of π(α) and Theorem 3. Conditions (D) and (E) follow from Propositions 4 and 5, respectively. Condition (C) is established in Proposition 6. At last, condition (T) is proved in Proposition 7.
Remark 2. The set of combinatorial data (S, M, π, ∼) is redundant in the sense that the relation ∼ is uniquely determined by S and M. However, the advantage of this set is that, as we shall see in § 4, the unipotent radical N of H can be constructed using only the subset (M, π, ∼) with no need of S (see Remark 4).
Remark 3. If two connected solvable spherical subgroups H 1 , H 2 ⊂ G standardly embedded in B are conjugate in G, then, generally speaking, the sets of combinatorial data (S, M, π, ∼) corresponding to them are different. Therefore, generally speaking, the set (S, M, π, ∼) is not an invariant of conjugacy classes of connected solvable spherical subgroups. We shall come back to this question in § 5.
Existence theorem
In this section we show that, given a set of combinatorial data indicated in Theorem 4, one can construct a connected solvable spherical subgroup in G standardly embedded in B with this set of combinatorial data. Namely, we prove the following theorem.
Theorem 5 (Existence). Suppose that a subtorus S ⊂ T , a subset M ⊂ ∆ + , a map π : M → Π, and an equivalence relation ∼ on M satisfy conditions (A), (D), (E), (C) , and (T). Then there exists a connected solvable spherical subgroup H ⊂ G standardly embedded in B such that Υ(H) = (S, M, π, ∼).
In § 4.1 we collect some facts that will be needed in the proof of this theorem. The proof itself is carried out in § § 4.2-4.4. 4.1. Let a pair (α, α 0 ), where α ∈ ∆ + , α 0 ∈ Supp α, be such that α is contained in the column 'α' of Table 1 and α 0 is contained in the same row in column 'π(α)' of this table. Put
Then using simple case-by-case considerations one can establish the following properties:
(1) if β ∈ F (α), then β is contained in Table 1 ; (2) if β ∈ F (α) and β = β 1 + β 2 for some roots β 1 , β 2 ∈ ∆ + , then exactly one of the two roots β 1 , β 2 lies in F (α); (3) for every β ∈ F (α) we have |{β} ∪ {β
(4) all roots in F (α) are linearly independent (which in view of condition (3) is equivalent to F (α) = Supp α ).
4.2.
We proceed to the proof of Theorem 5. Suppose that a set of combinatorial data (S, M, π, ∼), where S ⊂ T is a subtorus, M ⊂ ∆ + is a subset, π : M → Π is a map, and ∼ is an equivalence relation on M, satisfies conditions (A), (D), (E), (C) , and (T).
For each pair (α, π(α)), where α ∈ M, we construct the set F (α) as indicated in § 4.1 and put Ψ = α∈M F (α).
In this subsection we derive basic properties of the set Ψ that are necessary for the proof of Theorem 5.
Lemma 18. Let roots α ∈ M and β ∈ Ψ be such that Supp β ⊂ Supp α. Then β ∈ F (α).
Proof. Regard a root β ∈ M such that β ∈ F ( β). If β = α, then there is nothing to prove, therefore we assume that β = α. In view of conditions (D) and (E) for the roots α, β one of possibilities (D1), (E1), (D2), or (E2) is realized. A direct check in each case shows that the assertion is true.
Lemma 19. Suppose that α ∈ Ψ and α = α 1 + α 2 for some roots α 1 , α 2 ∈ ∆ + . Then exactly one of the two roots α 1 , α 2 lies in Ψ.
Proof. Let a root α ∈ M (which, possibly, coincides with α) be such that α ∈ F ( α). Then by property (2) exactly one of the two roots α 1 , α 2 lies in F ( α). We may assume that α 1 ∈ F ( α). If α 2 ∈ Ψ, then by Lemma 18 we obtain α 2 ∈ F ( α), which is not the case.
We now define the set F (α) for an arbitrary root α ∈ Ψ:
For roots α ∈ M this definition coincides with the one given above.
Corollary 13. Let α ∈ Ψ be an arbitrary root. Then:
(b) all roots in F (α) are linearly independent (which in view of (a) is equivalent to
Proof. Assertion (a) follows from condition (3) and Lemma 19, assertion (b) follows from condition (4).
Proposition 8. (a)
Suppose that α ∈ Ψ. Then there exists a unique simple root π(α) ∈ Supp α with the following property: if α = α 1 + α 2 for some roots α 1 , α 2 ∈ ∆ + , then α 1 (resp. α 2 ) belongs to Ψ if and only if π(α) / ∈ Supp α 1 (resp. π(α) / ∈ Supp α 2 ). (b) For every α ∈ Ψ the map π : F (α) → Supp α is a bijection.
Proof. Assertion (a) (resp. (b)) is proved by the same argument that is used in the proof of Proposition 3 (resp. Corollary 6), with replacing reference to Lemma 7(a) (resp. Corollary 2) by reference to Corollary 13(a) (resp. 13(b)).
Thus we have defined the map π on the whole set Ψ. We note that on the set M this map coincides with the given map π : M → Π.
The next step is to extend the equivalence relation ∼ to the whole set Ψ. Suppose that α ′ , β ′ ∈ Ψ\M. We write α ′ ∼ β ′ if and only if there are roots α, β ∈ M and δ ∈ ∆ + such that α ′ ∈ F (α), β ′ ∈ F (β), α ′ + δ = α and β ′ + δ = β. Below we shall prove (see Proposition 9) that this relation is an equivalence relation on the set Ψ\M. We now note two simple properties of this relation.
Proof. Since both roots π(α), π(β) are contained in Supp δ, they are contained in Supp α∩ Supp β, which is impossible for α ≁ β in view of condition (D).
Lemma 21. Suppose that α ′ , β ′ ∈ Ψ\M, α ′ = β ′ , and α ′ ∼ β ′ . Then there is exactly one root α ∈ M with α ′ ∈ F (α).
Proof. Choose roots α, β ∈ M, δ ∈ ∆ + such that α ′ ∈ F (α), β ′ ∈ F (β), α ′ + δ = α, and β ′ + δ = β. Then by the hypothesis we have α = β. Assume that there is a root α ∈ M such that α = α and α ′ ∈ F ( α). Then we have Supp α ′ ⊂ Supp α, Supp δ ⊂ Supp β, whence Supp α ⊂ Supp α ∪ Supp β, which contradicts condition (C).
Proposition 9. The relation ∼ is an equivalence relation on Ψ\M.
Proof. Reflexivity and symmetry of ∼ are obvious, therefore it suffices to prove transi-
for some roots α, β, α, γ ∈ M and δ 1 , δ 2 ∈ ∆ + . By Lemma 21 we obtain α = α, whence δ 1 = δ 2 and β ′ ∼ γ ′ .
Corollary 14. Let A ⊂ Ψ\M be an equivalence class containing more than one element. Then: (a) for every root α ′ ∈ A there is a unique root α ∈ M such that α ′ ∈ F (α); (b) the root δ = α − α ′ is the same for all roots α ′ ∈ A; (c) A + δ ⊂ M and all roots in A + δ are pairwise equivalent.
Proof. Assertion (a) follows from Lemma 21, assertion (b) from the proof of Proposition 9, assertion (c) from (b) and Lemma 20.
Thus we have an equivalence relation on each of the sets M, Ψ\M. We extend it to the whole set Ψ putting α ≁ β for α ∈ M, β ∈ Ψ\M or α ∈ Ψ\M, β ∈ M. Let Ψ 1 , Ψ 2 , . . . , Ψ K be all equivalence classes of the set Ψ with respect to relation ∼.
c) Suppose that i, j ∈ {1, . . . , K}, i = j, and |Ψ i | 2. Then there is at most one root
Proof. (a) If |Ψ i | = 1 then there is nothing to prove. If Ψ j ⊂ M, then the assertion follows from Corollary 14(c). Further we assume that |Ψ i | 2 and Ψ j ⊂ M. Put α ′′ = α ′ + δ, α ′′ ∈ Ψ j . Let α be the unique root in M with α ′ ∈ F (α) (see Corollary 14(a)). Let α ∈ M be an arbitrary root such that α ′′ ∈ F ( α). Then Supp α ′ ⊂ Supp α, whence by Lemma 18 we obtain α ′ ∈ F ( α) and, in view of Corollary 14(a), α = α. Put δ ′ = α − α ′ ∈ ∆ + , δ ′′ = α − α ′′ ∈ ∆ + . Now, let us take an arbitrary root β ′ ∈ Ψ i and show that β ′′ = β ′ + δ ∈ Ψ j . Denote by β the unique root in M with β ′ ∈ F (β) (see Corollary 14(a)). From Corollary 14(b,c) it follows that β = β ′ + δ ′ and α ∼ β. Further, we have δ
′ . Therefore for the roots α, β possibility (E2) is realized. Hence the diagram Σ(Supp α ∪ Supp β) has the form shown on Figure 1 (for some p, q, r 1),
for some s ∈ {0, 1, . . . , r}. At that, δ ′ = γ t + γ t+1 + . . . + γ r , where 0 t s, and δ ′′ = γ u + γ u+1 + . . . + γ r , where t < u s. It is easy to see that β ′′ = β − δ ′′ is a root lying in F (β). From conditions β ′′ + δ ′′ = β, α ′′ + δ ′′ = α, and α ∼ β it follows that α ′′ ∼ β ′′ and β ′′ ∈ Ψ j , which completes the proof of (a).
Without loss of generality we may also assume that δ 0 ∈ ∆ + . By Corollary 14 there are unique roots α
In view of Lemma 18 we have α ′ ∈ F ( α ′′ ), which contradicts Lemma 14(a).
(c) If Ψ j ⊂ M, then the assertion is true in view of Corollary 14. Further we assume that Ψ j ⊂ M. Let δ be a root such that Ψ i +δ ⊂ Ψ j . Let us show that δ is uniquely determined by i and j. By Corollary 14 there are uniquely determined indices k, l ∈ {1, . . . , K} and roots
whence by Lemma 18 we obtain α ∈ F (α + δ + δ j ). In view of Corollary 14(a) we have α + δ i = α + δ + δ j . Therefore δ = δ i − δ j and δ is uniquely determined by i, j.
4.3. In this subsection we construct an algebra n, which is going to be the tangent algebra of the unipotent radical of the desired solvable spherical subgroup.
We put u i = α∈Ψ i g α for i = 1, . . . , K and
. . , K, we assign a linear function ξ i : u i → C as follows. First, let i be such that Ψ i ⊂ M. Then we may take ξ i to be an arbitrary linear function such that its restriction to each root subspace g α , α ∈ Ψ i , is non-zero. Further, for all i with Ψ i ⊂ M and |Ψ i | = 1 we take ξ i to be any non-zero linear function on the (onedimensional) space u i . At last, if i satisfies Ψ i ⊂ M and |Ψ i | 2, then we act as follows. By Corollary 14 there are a unique j ∈ {1, . . . , K} and a unique root δ ∈ ∆ + such that
. Then ξ i is a linear function on u i , and its restriction to g α is non-zero for every α ∈ Ψ i .
Lemma 22. Suppose that Ψ i + δ ⊂ Ψ j , where indices i, j ∈ {1, . . . , K} are different, and
Proof. If |Ψ i | = 1 or Ψ j ⊂ M, then the assertion follows from the definition of ξ i . Further we assume that |Ψ i | 2 and Ψ j ⊂ M. From the proof of Proposition 10(c) it follows that, uniquely determined, there are an index k ∈ {1, . . . , K} and roots
. To complete the proof, it is sufficient to check that [x, e δ j ] = 0. To do this, it is sufficient to prove that α + δ j / ∈ ∆ + for every α ∈ Ψ i . Assume that α + δ j ∈ ∆ + for some α ∈ Ψ i . Then for the root α + δ j + δ ∈ Ψ k we have the representation α + δ j + δ = (α + δ j ) + δ as the sum of two positive roots. Since δ / ∈ Ψ, we have α + δ j ∈ Ψ. Besides, α + δ ∈ Ψ. Hence Supp(α + δ j + δ) = Supp(α + δ) ∪ Supp(α + δ j ), a contradiction with conditions π(α + δ j + δ) / ∈ Supp(α + δ) and π(α + δ j + δ) / ∈ Supp(α + δ j ), which hold in view of Proposition 8(a).
For every i = 1, . . . , K we put n i = {x ∈ u i | ξ i (x) = 0}. Evidently, n i = 0 for |Ψ i | = 1.
We now consider the subspace n
Proposition 11. The subspace n is a subalgebra of u.
Proof. Recall that for every root α ∈ Ψ and every representation α = β + γ, where β, γ ∈ ∆ + , exactly one of the two roots β, γ lies in Ψ (see Lemma 19) . In view of this fact the proof reduces to verifying the condition [n i , g δ ] ⊂ n for all i = 1, . . . , K and δ / ∈ Ψ. Let us do that. If α + δ / ∈ Ψ for all α ∈ Ψ i , then the inclusion [n i , g δ ] ⊂ n holds automatically. If α + δ ∈ Ψ j for some α ∈ Ψ i and some j ∈ {1, . . . , K} (at that, i = j in view of Proposition 10(b)), then by Proposition 10(a) we obtain Ψ i + δ ⊂ Ψ j . From the definition of the subspaces n i , n j and Lemma 22 we have [n i , g δ ] ⊂ n j ⊂ n.
Lemma 23. The torus S normalizes the subalgebra n.
Proof. In view of condition (T), for any two roots α, β ∈ M with α ∼ β we have τ (α) = τ (β). Next, suppose that α ′ , β ′ ∈ Ψ\M and α ′ ∼ β ′ . Then from the definition of the equivalence relation ∼ it follows that there are roots α, β ∈ M and δ ∈ ∆ + such that α = α ′ + δ and
Hence for all i = 1, . . . , K the subspace u i is S-invariant, and so is n i . This proves the lemma.
4.4. This subsection is the final stage of the proof of Theorem 5. We construct the subgroup H ⊂ G and prove that it is spherical in G.
We denote by N the unipotent subgroup in G with tangent algebra n. We put H = SN. From Lemma 23 it follows that H is a subgroup in G, H = S ⋌ N and H is standardly embedded in B. For i = 1, . . . , K we put ϕ i = τ (α) ∈ X(S), where α ∈ Ψ i is an arbitrary root. From the proof of Lemma 23 it follows that the weight ϕ i is well defined.
Proposition 12.
The subgroup H is a connected solvable spherical subgroup in G standardly embedded in B. At that, Υ(H) = (S, M, π, ∼).
Before we prove this proposition, let us prove several auxiliary lemmas. We recall that for every root α ∈ Ψ the map π : F (α) → Supp α is a bijection (see Proposition 8(b)).
Lemma 24. Let α, β ∈ M be different roots such that α ∼ β and π(α) = π(β). Then:
Proof repeats that of Lemma 13.
Lemma 25. Let α, β, γ ∈ M be pairwise different roots such that α ∼ β = τ (γ) and
Proof. This is proved by the same argument as Lemma 14, with replacing the reference to Proposition 5 by the reference to condition (E).
Lemma 26. Suppose that α, β ∈ M, α = β, and I = Supp α ∩ Supp β = ∅. Let δ ∈ I be an arbitrary root and let
Proof. In view of conditions (D) and (E) for the roots α and β one of possibilities (D1), (D2), (E1), (E2) is realized. Assertion (a) is obtained by a direct check. If one of possibilities (E1) or (E2) is realized, then α ∼ β. In case of (E1) we have I = {δ}. Then α ′ = α, β ′ = β, and α ′ ∼ β ′ . At last, in case of (E2) we have either α
If Ψ ′ ⊂ Ψ is an arbitrary nonempty subset, then the restriction of the equivalence relation ∼ from Ψ to Ψ ′ is well defined. Therefore we may consider equivalence classes in Ψ ′ .
Lemma 27. Let M ′ ⊂ M be an arbitrary subset. Put l = | δ∈M ′ Supp δ|, let k be the number of equivalence classes in the set δ∈M ′ F (δ), and let m be the number of equivalence classes in the set M ′ . Then:
Proof. Let us prove both assertions (a), (b) simultaneously by induction on |M ′ |.
, therefore assertion (a) is true. Assertion (b) is also true by property (3) of roots in M (see § 4.1).
Assume that assertions (a) and (b) are proved for all proper subsets of the set M ′ . Let us prove them for Case 2. There is a root α 0 ∈ M ′ such that α ∼ α 0 . Then we have m = m. In view of condition (C) there is a simple root ρ ∈ Supp α with ρ ∈ J, therefore α − α 0 does not lie in the subspace µ − ν | µ, ν ∈ M ′ , µ ∼ ν . It is easy to see that the subspace
view of the induction hypothesis. Assertion (a) is proved. In order to prove (b), in view of the induction hypothesis it suffices to check that |J| k − k + 1. We consider two subcases.
Subcase 2.1. π(α) ∈ J. The required inequality holds in view of Lemma 26 and the condition α ∼ α 0 .
Subcase 2.2. π(α) / ∈ J. In this situation there is a root β ∈ M ′ such that π(α) ∈ Supp β. Without loss of generality we may assume that the set Supp α ∩ Supp β is maximal with respect to inclusion. Let η(α, β) be the root in Lemma 24(a). Regard the root α ′ ∈ F (α) with π(α ′ ) = η(α, β) and the root β ′ ∈ F (β) with β ′ ∼ α ′ (β ′ exists by Lemma 24(b)). Let us prove that η(α, β) ∈ J. Assume the converse. Then there are roots γ ∈ M ′ and γ . Therefore, K = l − (m − n) and all weights ϕ 1 , . . . , ϕ K are linearly independent. Moreover, by construction for every i = 1, . . . , K the codimension of the subspace n i in the space u i equals 1. Thus, condition (2) of Theorem 1 is satisfied, hence H is spherical in G.
The proof of Theorem 5 is completed.
Remark 4. As we see from the proof of Theorem 5, up to conjugation by elements of T , the unipotent radical N of a connected solvable spherical subgroup H standardly embedded in B is uniquely recovered from the set Υ 0 (H) = (M, π, ∼) satisfying conditions (A), (D), (E), (C) .
Remark 5. For every set (M, π, ∼) satisfying conditions (A), (D), (E), (C) there is at least one connected solvable spherical subgroup H ⊂ G standardly embedded in B such that Υ 0 (H) = (M, π, ∼). Namely, we may choose S to be the connected component of the identity of the subgroup in T defined by vanishing of all characters of the form α − β, where α, β ∈ M and α ∼ β.
Classification of connected solvable spherical subgroups up to conjugation
Theorems 4 and 5 provide a classification of connected solvable spherical subgroups of G standardly embedded in B, up to conjugation by elements of T . The aim of this section is to find out when two connected solvable spherical subgroups in G standardly embedded in B are conjugate in G and to reveal a relation between the corresponding sets of combinatorial data.
The main result of this subsection is Proposition 13.
Let H 1 , H 2 ⊂ G be two connected solvable subgroups standardly embedded in B. For i = 1, 2 let N i be the unipotent radical of H i and S i ⊂ T its maximal torus so that
Being the centralizer of a torus in G, the group Z is reductive and connected, and its tangent algebra z has the form z = t ⊕ α∈∆:τ (α)=0 g α , where τ : X(T ) → X(S 1 ) is the restriction of characters.
for g 0 = ug. In view of the Bruhat decomposition of G we have g 0 = u 1 σu 2 , where
Regard an arbitrary element s 1 ∈ S 1 and put s 2 = g 0 s 1 g
2 , which may be rewritten as s 2 v 1 σ = σs 1 v 2 , where
Proposition 13. If both of the subgroups H 1 , H 2 are spherical in G and
Proof. In view of Lemma 28 we may assume that g = uσz, where u ∈ N 2 , σ 0 ∈ N G (T ), z ∈ Z. Regard the subalgebra u 0 =
g α of the Lie algebra z. It is the tangent algebra of a maximal unipotent subgroup U 0 of Z. Besides,
From this it follows that the projection of the algebra Ad(z)u 0 to the subspace t ⊂ z is zero. Besides, for every root α ∈ ∆ the projection of Ad(z)u 0 to one of the spaces g α or g −α is zero. Counting the dimensions yields that Ad(z)u 0 is a regular (that is, normalized by T ) subalgebra in z and the subalgebra t ⊕ Ad(z)u 0 is a Borel subalgebra in z containing the Cartan subalgebra t. Hence there is an element
5.2. In this subsection we introduce the notion of an elementary transformation and prove the main theorem of this section (Theorem 6). We use the notation introduced in § 2.2.
Let H ⊂ G be a connected solvable spherical subgroup standardly embedded in B.
Definition 7. An active root α is called regular if the set Ψ i containing α consists of one element, that is, Ψ i = {α}.
It is easy to see that an active root α is regular if and only if the projection of the subspace n ⊂ u to g α is zero. It is also clear that the subgroup H is regular (that is, normalized by T ) if and only if all active roots of H are regular.
We denote by Ψ reg (H) the set of regular active roots of H. We also put Ω(H) = ∆ + \Ψ reg (H). Clearly, α ∈ Ω(H) if and only if the projection of the space n to g α is non-zero. Since r α (β) ∈ ∆ + for every β ∈ ∆ + \{α}, the subgroup σ α Hσ −1 α is also standardly embedded in B.
Let C 0 ⊂ Q be the dominant Weyl chamber, that is, C 0 = {x ∈ Q | (x, α) 0 for every α ∈ Π}. For every Weyl chamber C ⊂ Q we denote by P (C) the set of positive roots with respect to C. Clearly, P (C 0 ) = ∆ + . Now let us study the following question. Suppose we are given a connected solvable spherical subgroup H ⊂ G standardly embedded in B. Let us find all subgroups that are conjugate to H and also standardly embedded in B. Let H ′ be such a subgroup. Then by Proposition 13 we have H ′ = σHσ −1 for some σ ∈ N G (T ). Let w be the image of σ in the Weyl group W . We have wΩ(H) ⊂ ∆ + = P (C 0 ), whence Ω(H) ⊂ P (w −1 C 0 ). Conversely, let C be a Weyl chamber such that Ω(H) ⊂ P (C). Denote by w C the unique element of W such that C = w −1
Lemma 29. A Weyl chamber C satisfies the condition Ω(H) ⊂ P (C) if and only if it is contained in the cone X(H) = {x | (x, α) 0 for all α ∈ Ω(H)} ⊂ Q.
Proof. This follows from the fact that for a root α the condition α ∈ P (C) is equivalent to the condition (α, x) 0 for all x ∈ C.
Let H, H ′ , σ, w be as above. Then we have Ω(H) ⊂ P (w −1 C 0 ) and, by Lemma 29, w −1 C 0 ⊂ X(H). Being the intersection of several half-spaces, the cone X(H) is convex. Clearly, X(H) is a union of several Weyl chambers. Therefore there are Weyl chambers C 1 , C 2 , . . . , C n−1 contained in X(H) such that in the sequence C 0 , C 1 , . . . , C n−1 , C n = w −1 C 0 any two successive Weyl chambers have a common facet. For i = 1, . . . , n denote by w i the reflection with respect to the common facet of the chambers C i−1 and C i , w i ∈ W , w 2 i = e. Then for i = 1, . . . , n we have C i = w i w i−1 . . . w 1 C 0 . Further, for every i = 1, . . . , n there is a simple reflection r i satisfying the condition w i = (w i−1 w i−2 . . . w 1 )r i (w i−1 w i−2 . . . w 1 ) −1 . Denote by α i the simple root corresponding to r i . We obtain
−1 is standardly embedded in B. Hence for i = 1, . . . , n we obtain that H i = r i H i−1 r −1 i (we put H 0 = H), the root α i is active with respect to the group H i−1 , and the transformation H i−1 → H i is an elementary transformation with center α i . Clearly, H ′ = tH n t −1 for some t ∈ T . Then the chain of elementary transfor-
Thus we have proved the following theorem. Theorems 4, 5, and 6 provide a complete classification of connected solvable spherical subgroups of G up to conjugation. 5.3. Now let us find out how the set of combinatorial data of a connected solvable spherical subgroup is changed under an elementary transformation. We consider two connected solvable spherical subgroups H and H ′ standardly embedded in B. Suppose that H ′ is obtained from H by an elementary transformation with center α, where α is a regular active simple root of H (and also of H ′ ). Suppose that Υ(H) = (S, M, π, ∼) and
Proof. Assertion (a) is obvious. Let us prove (b). Suppose that β ∈ Ψ(H)\{α}. First of all, note that π(β) = α, whence π(β) ∈ Supp r α (β). Let r α (β) = β 1 + β 2 be an arbitrary representation of the root r α (β) ∈ Ψ(H ′ ) as a sum of two positive roots with β 1 ∈ Ψ(H ′ ). It suffices to show that π(β) / ∈ Supp β 1 . This holds if β 1 = α. Further we assume that β 1 = α. Besides, we have β 2 = α since β 2 / ∈ Ψ(H ′ ). Therefore, both roots in the right-hand side of the equality β = r α (β 1 ) + r α (β 2 ) are positive and r α (β 1 ) ∈ Ψ(H). Hence π(β) / ∈ Supp r α (β 1 ). Moreover, π(β) / ∈ Supp r α (β 1 ) ∪ {α}. Since Supp β 1 ⊂ Supp r α (β 1 ) ∪ {α}, we obtain π(β) / ∈ Supp β 1 as desired. Now let us prove (c).
Suppose that β ∈ M\{α}.
Assume that the root r α (β) ∈ Ψ(H ′ )\{α} is not a maximal active root with respect to the subgroup H ′ . In this case there are roots δ ∈ Ψ(H ′ )\{α} and γ ∈ ∆ + \Ψ(H ′ ) such that r α (β) + γ = δ. In particular, γ = α, whence r α (γ) ∈ ∆ + . For the active root r α (δ) we obtain the representation r α (δ) = β + r α (γ) as a sum of two positive roots, which contradicts the maximality of the active root β. Thus,
As a consequence of the previous considerations and Lemma 30 we obtain the following proposition.
Proposition 14. The sets of combinatorial data Υ(H) and Υ(H ′ ) are related as follows:
′ \{α} the relation β ∼ ′ γ holds if and only if r α (β) ∼ r α (γ); for every β ∈ M ′ \{α} we have β ∼ ′ α.
Let H ⊂ G be a connected solvable spherical subgroup standardly embedded in B.
Suppose that Υ(H) = (S, M, π, ∼). In this subsection we find out how one can determine all regular active simple roots of H given the set Υ 0 (H) = (M, π, ∼). The notation used in this subsection is the same as in § 2.2.
Proposition 15. A root α ∈ Π is a regular active root of H in exactly one of the following two cases:
(1) α ∈ M and β ≁ α for all β ∈ M\{α}; (2) α / ∈ M and there is a root α ′ ∈ M such that: (a) α is terminal with respect to Supp α ′ ;
Proof. Let α ∈ Π be a regular active root of H. If α ∈ M, then, evidently, condition (1) is fulfilled. Now suppose α / ∈ M. Then α ∈ F (α ′ ) for some root α ′ ∈ M, at that, α = π(α ′ ). In view of Corollary 7 the root α is terminal with respect to Supp α ′ . Assume that Supp α ′ \{α} ⊂ Supp β for some root β ∈ M\{α ′ }. Then in view of the condition π(α ′ ) = α and Propositions 4, 5 we obtain that α ′ ∼ β and for α ′ , β one of possibilities (E1)
) and the root α is not regular. In case (E2) the type of the root system
) and the root α is not regular. This contradiction proves that condition (2) takes place.
Conversely, if condition (1) holds, then, evidently, α is a regular active root. Now assume that condition (2) holds. By Corollary 8 we obtain α ∈ Ψ. Assume that α is not a regular active root. Then τ (α) = τ (γ) for some root γ ∈ Ψ\{α}. In view of Proposition 1 we have β = γ + (α ′ −α) ∈ M, whence Supp α ′ \{α} = Supp α ′ ∩Supp β, which contradicts condition (c).
Remark 6. Propositions 14 and 15 together with Remark 5 allow one to define the notion of an elementary transformation of a set (M, π, ∼) satisfying conditions (A), (D), (E), and (C).
5.5. In this subsection we consider an application of the theory developed above to an important class of connected solvable spherical subgroups. Namely, we obtain, up to conjugation, a classification of all connected solvable spherical subgroups in G having finite index in their normalizer. Following Vinberg (see [Vin] , § 1.3.4), we use the term saturated 2 for connected spherical subgroups H ⊂ G with H = N G (H) 0 . Besides, we obtain a classification up to conjugation of all unipotent subgroups in G that are unipotent radicals of connected solvable spherical subgroups in G.
Proof. Put S = H ∩ T . Let n(g) be the normalizer of the algebra h in g. It suffices to prove that n(h) = s + n. Evidently, n(h) ⊂ z + h, where z is the centralizer of the algebra s in g (z is the tangent algebra of the reductive group Z G (S)). Put u 0 = z ∩ u. Since the subgroup H is spherical, we have u 0 ⊂ h, whence z ∩ h = s + u 0 . Clearly, u 0 is a maximal nilpotent subalgebra in z, hence its normalizer in z coincides with the algebra t + u 0 . From this it follows that n(h) ⊂ t + h and therefore n(h) = s + n.
Corollary 15. Every saturated solvable spherical subgroup H ⊂ G standardly embedded in B has the form H = S ⋌ N, where N = H ∩ U and S = (N G (N) ∩ T ) 0 . In particular, the torus S is the connected component of the identity of the subgroup in T defined by vanishing of all characters of the form α − β, where α, β run over all roots in M(H) with α ∼ β.
Corollary 16. For every connected solvable spherical subgroup H ⊂ G the subgroup
0 is a saturated solvable spherical subgroup in G.
Lemma 32. Up to conjugation, every saturated solvable spherical subgroup in G is uniquely determined by its unipotent radical.
Proof. As follows from Lemma 31, a maximal torus of a saturated solvable spherical subgroup H ⊂ G with unipotent radical N is a maximal torus in the group N G (N). This implies the assertion of the lemma, since all maximal tori in N G (N) are conjugate.
Corollary 17. Let H ⊂ G be a saturated solvable spherical subgroup and N its unipotent radical. Then the map H → N is a bijection between conjugacy classes in G of saturated solvable spherical subgroups and conjugacy classes in G of unipotent radicals of connected solvable spherical subgroups.
Proof. The injectivity of this map follows from Lemma 32, and the surjectivity follows from Lemma 31 and Corollary 16.
We denote by Υ 0 the set of all triples (M, π, ∼), where M ⊂ ∆ + is a subset, π : M → Π is a map, ∼ is an equivalence relation on M, and conditions (A), (D), (E), and (C) are satisfied. We recall (see Remarks 4 and 5) that to each triple (M, π, ∼) ∈ Υ 0 there corresponds a unique, up to conjugation by elements of T , subgroup N = N(M, π, ∼) ⊂ U that is the unipotent radical of a connected solvable spherical subgroup in G standardly embedded in B. Let us prove the surjectivity. Suppose that (M, π, ∼) ∈ Υ 0 . Consider the subtorus S ⊂ T that is the connected component of the identity of the subgroup in T defined by vanishing of all characters of the form α − β, where α, β run over all roots in M with α ∼ β. Then S satisfies condition (T) (at that, S is the largest subtorus in T satisfying this condition), whence by Theorem 5, up to conjugation by elements of T , there is a unique connected solvable spherical subgroup H standardly embedded in B with Υ(H) = (S, M, π, ∼). Let N ⊂ U be the unipotent radical of H. Then, evidently, S = N G (N) ∩ T and by Corollary 15 the subgroup H is saturated. The second part of assertion (a) follows from the first one and Theorem 6.
(b) Let H ⊂ G be a saturated solvable spherical subgroup standardly embedded in B and suppose that Υ 0 (H) = (M, π, ∼). Then, up to conjugation by elements of T , the subgroup N = N(M, π, ∼) is the unipotent radical of H. Now the desired assertion follows from (a) and Corollary 17.
6. Simplification of the set of combinatorial data corresponding to a connected solvable spherical subgroup
This section is devoted to problems concerned with 'simplification' of the set of combinatorial data Υ(H) corresponding to a connected solvable spherical subgroup H ⊂ G standardly embedded in B.
6.1. In this subsection we show that every conjugacy class in G of connected solvable spherical subgroups contains a subgroup H standardly embedded in B such that the set Υ(H) satisfies stronger conditions than those appearing in Theorem 4. Thereby the set Υ(H) is in a sense simpler than a set of the general form.
Until the end of this subsection, H stands for a connected solvable spherical subgroup standardly embedded in B. It is easy to see that an active root α is typical if and only if it is contained in row 1 of Table 1 .
Lemma 33. Let α be a non-typical maximal active root. Then the simple root δ ∈ F (α) ∩ Supp α marked by an asterisk in Table 2 is a regular active root. (The notation in Table 2 is the same as in Table 1 .) Table 2 Type of ∆(α) α B n α 1 + α 2 + . . .
Proof. Assume that the active root δ is not regular. Then there exists an active root δ ′ = δ such that τ (δ ′ ) = τ (δ). Since α−δ ∈ ∆ + , by Proposition 1 we obtain β = δ ′ +(α−δ) ∈ M. Meanwhile, Supp(α − δ) = Supp α, therefore Supp α ⊂ Supp β, which is impossible in view of maximality of the active roots α and β. Note that by Lemma 30(c) all non-typical maximal active roots of H ′ are contained in the set r δ (M(H)\{δ}). Since r δ (β) = β for all roots β ∈ M(H)\{α} orthogonal to δ, it suffices to show that the remaining maximal active roots of H (including α) make a positive contribution to the difference m(H) −m(H ′ ). Further we consider all possibilities for ∆ 0 and α. 1
• . ∆ 0 if of type B n . From Theorem 3 it follows that every non-typical active root contained in ∆ 0 + contains the root α n in its support. Hence α is the unique non-typical maximal active root contained in ∆ 0 + . We have α = α l + α l+1 + . . . + α n−1 + 2α n , where
is a typical active root, therefore the contribution of α to m(H) − m(H ′ ) is ht α. If a root β ∈ M(H)\{α} is not orthogonal to δ, then by Propositions 4 and 5 we obtain that l = n − 1, β = α p +α p+1 +. . .+α n−1 , where 1 p n−2, and π(β) = π(α) = α n−1 . In other words, for the roots α and γ possibility (E1) is realized, whence 2α n = α − α n−1 ∈ F (α) ⊂ ∆ + , which is not the case. Therefore m(H) − m(H ′ ) = ht α > 0. 2
• . ∆ 0 is of type C n . From Theorem 3 it follows that every non-typical active root contained in ∆ 0 + contains the root α n in its support. Hence α is the unique non-typical maximal active root containted in ∆ 0 + . We have α = 2α l + 2α l+1 + . . . + 2α n−1 + α n , where 1 l n − 1. Then δ = α l . We have r δ (α) = 2α l+1 + . . . + 2α n−1 + α n , whence ht α − ht(r δ (α)) = 2. If a root β ∈ M(H)\{α} is not orthogonal to δ, then by Propositions 4 and 5 we obtain that Supp β ⊂ {α 1 , . . . , α l }. It follows that each of the roots β and r δ (β) is typical. Therefore m(H) − m(H ′ ) = 2 > 0. 3
• . ∆ 0 is of type F 4 . By Theorem 3 four cases are possible. Let us consider them separately.
Case 1. α = 2α 2 + α 3 . Then δ = α 2 . We have r δ (α) = α 3 , whence the contribution of α to m(H) − m(H ′ ) is ht α = 3. If a root β ∈ M(H)\{α} is not orthogonal to δ, then by Propositions 4 and 5 we obtain that either Supp β ⊂ {α 1 , α 2 } or β = α 3 + α 4 . In the first case each of the roots β and r δ (β) is typical. In the second case for the roots α and β possibility (E1) is realized, whence 2α 2 = α − α 3 ∈ Ψ ⊂ ∆ + , which is not the case. Therefore m(H) − m(H ′ ) = 3 > 0. Case 2. α = 2α 2 + α 3 + α 4 . Then δ = α 2 . Since r δ (α) = α 3 + α 4 is a typical root, the contribution of α in m(H) − m(H ′ ) is ht α = 4. If a root β ∈ M(H)\{α} is not orthogonal to δ, then by Propositions 4 and 5 we obtain that Supp β ⊂ {α 1 , α 2 }, whence each of the roots β and r δ (β) is typical. Therefore m(H) − m(H ′ ) = 4 > 0. Case 3. α = 2α 1 + 2α 2 + α 3 . Then δ = α 1 . We have r δ (α) = 2α 2 + α 3 , whence ht α − ht(r δ (α)) = 2. From Propositions 4 and 5 it follows that all roots in M(H)\{α} are orthogonal to δ. Therefore m(H) − m(H ′ ) = 2 > 0. Case 4. α = 2α 1 + 2α 2 + α 3 + α 4 . Then δ = α 1 . We have r δ (α) = 2α 2 + α 3 + α 4 , whence ht α − ht(r δ (α)) = 2. Clearly, all roots in M(H)\{α} are orthogonal to δ. Therefore m(H) − m(H ′ ) = 2 > 0. 4
• . ∆ 0 is of type G 2 . By Theorem 3 we have α = 2α 1 + α 2 or α = 3α 1 + α 2 . In both cases, δ = α 1 . For α = 2α 1 +α 2 and α = 3α 1 +α 2 we have r δ (α) = α 1 +α 2 and r δ (α) = α 2 , respectively, therefore the contribution of α to m(H) − m(H ′ ) is ht α. Clearly, all roots in M(H)\{α} are orthogonal to δ. Therefore m(H) − m(H ′ ) = ht α 3 > 0. Thus we have obtained that m(H) > m(H ′ ). By the induction hypothesis there is an element w ′ ∈ w such that H ′′ = w ′ H ′ w ′−1 ⊂ B and all maximal active roots of the subgroup H ′′ are typical. Then it is easy to see that for w = w ′ r δ and some t ∈ T we have wHw −1 = tH ′′ t −1 , which completes the proof.
Remark 7. If all maximal active roots of H are typical, then all active roots of H are typical.
Remark 8. If all roots in M(H) are typical, then for two different roots in M(H) the condition (E1) is equivalent to the following condition: (E1 ′ ) Supp α ∩ Supp β = {γ}, where γ = π(α) = π(β), and the root γ is terminal with respect to both Supp α and Supp β.
The next step of the simplification of the set of combinatorial data corresponding to a connected solvable spherical subgroup standardly embedded in B is the following proposition.
Proposition 18. Suppose that all maximal active roots of H are typical. Then there is an element w ∈ W such that H ′ = wHw −1 ⊂ B, all maximal active roots of H ′ are typical, and for any two maximal active roots α, β of H one of possibilities (D0), (E1 ′ ), or (E2 ′ ) is realized, where (E2 ′ ) is as follows:
Lemma 34. Suppose that a simple root δ is active and is contained in supports of at least two different maximal active roots. Then δ is a regular active root.
Proof. Let α, β be different maximal active roots such that δ ∈ Supp α ∩ Supp β. Assume that there is an active root δ ′ = δ with τ (δ ′ ) = τ (δ). Then by Proposition 1 we obtain
Then the linear dependence α + β ′ = β + α ′ contradicts Lemma 3 even in the case when some of the roots α, β, α ′ , β ′ coincide.
Lemma 35. Suppose that α is a typical maximal active root, | Supp α| 2, and the root system ∆(α) is not of type G 2 . Let δ ∈ Supp α be a regular active root. Then: (a) if in the diagram Supp α the node δ is incident to a double edge with the arrow directed to δ, then r δ (α) = α;
(b) in all other cases we have r δ (α) = α − δ.
Proof. By corollary 7 the root δ is terminal with respect to Supp α. The remaining part of the proof is obtained by a direct check.
Lemma 36. Suppose that α, β are different maximal active roots and an active simple root δ is such that δ ∈ Supp α ∩ Supp β. Let α 0 denote the (unique) node of the diagram Σ(Supp α) joined by an edge with the node δ. Then for every maximal active root γ = α with α 0 ∈ Supp γ we have δ ∈ Supp γ.
Proof. Assume that a maximal active root γ = α satisfies α 0 ∈ Supp γ and δ / ∈ Supp γ. In view of Corollary 7 the root δ is terminal with respect to Supp α. If α 0 is also terminal with respect to Supp α, then | Supp α| = 2 and we have a contradiction with Proposition 6. Now assume that α 0 is not terminal with respect to Supp α. Then the set Supp α ∩ Supp γ contains at least two elements. Since δ / ∈ Supp γ, in view of Propositions 4 and 5 for the roots α and γ possibility (E2) is realized, at that, Supp α ∩ Supp γ = Supp α\{δ}. Then Supp α ⊂ Supp β ∪ Supp γ, and again we obtain a contradiction with Proposition 6.
For any two different maximal active roots α, β of H we introduce a quantity f (α, β) = f (H, α, β) as follows. If the set Supp α ∩ Supp β contains an active simple root, then we put f (α, β) = | Supp α ∩ Supp β|. Otherwise we put f (α, β) = 0.
Lemma 37. Suppose that a regular active simple root δ and a maximal active root α are such that in the diagram Σ(Π) the node δ is joined by an edge with none of the nodes in the set Supp α. Then for every maximal active root β / ∈ {α, δ} we have f (H, α, β) = f (r δ Hr −1 δ , r δ (α), r δ (β)). Proof. It follows from the hypothesis that the root δ is not contained in the set Supp α and is orthogonal to all roots contained in it, whence r δ (α) = α. Then for every maximal active root β we have Supp α ∩ Supp β = Supp r δ (α) ∩ Supp r δ (β). To complete the proof, it remains to observe that for a root δ ′ ∈ Supp α ∩ Supp β the conditions δ ′ ∈ Ψ(H) and
, where the sum is taken over all (unordered) pairs of different maximal active roots of H. Let us prove the assertion by induction on f (H). If f (H) = 0, then for every two different roots α, β ∈ M(H) the set Supp α ∩ Supp β contains no active roots, which in view of Propositions 4 and 5 means that for α, β one of possibilities (D0), (E1 ′ ), or (E2 ′ ) is realized. Assume that for some k > 0 the assertion is proved for all subgroups H with f (H) < k and consider the case f (H) = k. Let δ be an active simple root contained in supports of at least two different maximal active roots of H. Then by Lemma 34 the root δ is regular. Regard the subgroup H 0 = r δ Hr −1 δ . Let us prove that f (H 0 ) < f (H) and all roots in the set M(H 0 ) are typical. Let ∆ 0 denote the indecomposable component of the root system ∆ containing δ. Clearly, ∆ 0 is not of type G 2 . In view of Lemma 30(c) it is easy to see that a non-zero contribution to f (H 0 ) can only be made by pairs of roots in M(H 0 ) that are contained in r δ (M(H)). Note the following: if for a root α ∈ M(H) the node δ of the diagram Σ(∆ 0 ) is joined by an edge with none of nodes in Supp α, then r δ (α) = α, which implies that the root r δ (α) is typical. Further, if different roots α, β ∈ M(H) are such that δ ∈ Supp α ∩ Supp β, then in view of Propositions 4 and 5 for α, β one of possibilities (D1), (D2), or (E2) is realized. (At that, in the latter case possibility (E2 ′ ) is not realized.) In view of Lemma 35 and the condition that in the diagram Σ(Π) the node δ is incident to at most one double edge, in all the cases we obtain f (H 0 , r δ (α), r δ (β)) = f (H, α, β) − 1. Moreover, each of the roots r δ (α) and r δ (β) is typical. In view of Lemma 36, the further consideration is divided into two cases.
Case 1. For every root α ∈ M(H) with δ / ∈ Supp α in the diagram Σ(Π) the node δ is joined by an edge with none of nodes in Supp α. Then for every such root α by Lemma 37 we obtain that for every root β ∈ M(H)\{α} the equality f (H, α, β) = f (H 0 , r δ (α), r δ (β)) holds.
Case 2. The diagram Σ(Π ∩ ∆ 0 ) has the form shown on Figure 1 (for some p, q, r 1), δ = γ r ′ , where 0 r ′ r −1, and the set M(H) contains the roots α = α 1 +. . .+α
In view of Propositions 4, 5, and 6 none of the maximal active roots of H different from γ contains the root γ r ′ +1 in its support. From this and Lemma 36 it follows that for every root α ′ ∈ M(H) different from α, β, γ the root δ is orthogonal to all roots in Supp α ′ . Then by Lemma 37 we obtain that for every root
, r δ (γ)) = 0, and each of roots r δ (α), r δ (β), r δ (γ) is typical.
In both cases we have obtained that f (H 0 ) < f (H) and all roots in M(H 0 ) are typical. Then by the induction hypothesis there is an element w ′ ∈ W such that the subgroup H ′ = w ′ H 0 w ′−1 is standardly embedded in B, all roots in M(H ′ ) are typical, and for any two different roots α, β ∈ M(H ′ ) one of possibilities (D0), (E1 ′ ), or (E2 ′ ) is realized. Then w = w ′ r δ is the desired element.
Definition 10. The set Υ(H) = (S, M, π, ∼), as well as its subset Υ 0 (H) = (M, π, ∼), is called reduced if the following conditions are fulfilled:
δ for every α ∈ M, and π(α) ∈ Supp α; Before we prove this theorem, let us prove an auxiliary lemma.
Lemma 38. Suppose that α ∈ Ψ(H), | Supp α| 2, and δ ∈ F (α) ∩ Π. Regard (the unique) node δ ′ in the diagram Σ(Supp α) connected by an edge with δ. Then δ ′ / ∈ Ψ(H).
Proof. Assume that δ ′ ∈ Ψ(H ′ ). Then in view of Corollary 7 both roots δ, δ ′ are terminal with respect to Supp α, whence Supp α = {δ, δ ′ }. In this situation the roots δ, δ ′ cannot be active for H simultaneously, a contradiction.
Proof of Theorem 8. Without loss of generality we may assume that the root system ∆ is indecomposable. If ∆ is of type G 2 , then the assertion is easily verified by a case-by-case consideration of all possible sets (M, π, ∼) (which are 9 in total) and all sequences of elementary transformations. Further we assume that ∆ is of type different from G 2 .
Regard the shortest sequence of elementary transformations taking H to H ′ , and show that it satisfies the desired property. Let δ 1 , δ 2 , . . . , δ k be the successive centers of elementary transformations of this sequence. In view of minimality of the length of the sequence, for all i = 1, . . . , k −1 we have δ i = δ i−1 . Put H 0 = H and for all i = 1, . . . , k denote by H i the ith intermediate subgroup:
i , where σ i ∈ N G (T ) is some representative of the reflection r δ i and H k = H ′ . Denote by M i the set of maximal active roots of H i , i = 0, . . . , k. The further argument consists of two steps.
Step 1. Let us prove that for all i = 1, . . . , k − 1 the set M i consists of typical roots. Assume the converse: for some j ∈ {1, . . . , k −1} the set M j contains a non-typical root α, whereas for all i < j the set M i consists of typical roots. Without loss of generality we may assume that j is maximal among all shortest sequences of elementary transformations taking H to H ′ . It is not hard to see that in the diagram Σ(Π) the node δ j is incident to a double edge with the arrow directed to δ j . Let us show that the nodes δ j and δ j+1 are joined by an edge. Indeed, otherwise the elementary transformations with centers in δ j and δ j+1 commute, therefore their interchange yields a new sequence such that M i can contain a non-typical root only for i j + 1, a contradiction with the choice of j. Further we consider all possibilities for ∆. 1
• . ∆ is of type B n . Then α = α l + α l+1 + . . . + 2α n , where 1 l n − 1. We have δ j+1 = α n−1 , which is impossible since the root α n−1 cannot be active. 2
• . ∆ is of type C n , n 3. Then α = 2α n−1 + α n . The root α n is not active, therefore δ j+1 = α n−2 . Let us prove by induction that δ j+l = α n−l−1 for all l = 1, . . . , n − 2. For l = 1 this is true. The passage from l − 1 to l is performed as follows. Clearly, the set M j+l−1 contains the root 2α n−l + 2α n−l+1 + . . . + 2α n−1 + α n . Therefore none of the roots 2α n−l+1 , . . . , α n−1 , α n can be active (with respect to H j+l−1 ). If δ j+l = α n−l−1 , then in view of the condition δ j+l = δ j+l−l we obtain that the root δ j+1 is orthogonal to each of the roots α n−l , α n−l+1 , . . . , α n−1 . Hence in our sequence of elementary transformations, interchanging successively neighboring elements, we can move the (j + l)th elementary transformation to the jth place. As a result we obtain a new sequence such that the set M i can contain a non-typical root only for i j + 1, which contradicts the maximality of j. Thus we have δ j+n−2 = α 1 , M j+n−2 = {2α 1 + . . . + 2α n−1 + α n }, whence the root δ j+n−1 can be none of simple roots, which is impossible. 3
• . ∆ is of type F 4 . Then α = 2α 2 + α 3 or α = 2α 2 + α 3 + α 4 . In both cases the root α 3 is not active, whence δ j+1 = α 1 . Then δ j+2 = α 4 and in our sequence of elementary transformations, interchanging successively neighboring elements, we can move the (j + 2)nd elementary transformation to the jth place. The new sequence possesses the property that the set M i can contain non-typical roots only for i j + 1, a contradiction with the maximality of j.
Thus, in each of the three cases we have obtained a contradiction. Hence for all i = 1, . . . , k − 1 the set M i consists of typical roots.
Step 2. Let us prove that for all i = 1, . . . , k − 1 for any two different roots in M i one of possibilities (D0), (E1 ′ ), or (E2 ′ ) is realized. For this it suffices to prove that for all i = 1, . . . , k − 1 every active simple root of H i is contained in the support of exactly one root in M i . Assume the converse: for some j ∈ {1, . . . , k −1} there is a root δ ∈ Ψ(H j )∩Π contained in the supports of two different roots α, β ∈ M j , whereas for all i < j there is no root with an analogous property. Without loss of generality we may assume that j is maximal among all shortest sequences of elementary transformations taking H to H ′ . Let us show that δ j = δ. Assume that δ j = ν = δ. Then r ν (α), r ν (β) ∈ M j−1 by Lemma 30(c). We have ν = δ and ν = α − δ, therefore both roots r ν (δ) and r ν (α − δ) are positive, whence r ν (δ) ∈ F (r ν (α)). Similarly, r ν (δ) ∈ F (r ν (β)). Then any root in the (nonempty) set F (r ν (δ)) ∩ Π is contained in supports of the maximal active roots r ν (α), r ν (β) of H j−1 , and we have a contradiction with the choice of j. Proof. (a) The equality |M 1 (H, δ)| + |M 21 (H, δ)| + |M 23 (H, δ)| = 0 is equivalent to the condition that the root δ is orthogonal to all roots in the set M(H)\{δ}. If the latter condition is fulfilled, then, evidently, Υ 0 (H ′ ) = Υ 0 (H). Conversely, suppose that Υ 0 (H ′ ) = Υ 0 (H) and there exist a root α ∈ M(H)\{δ} that is not orthogonal to δ. Then we have α, r δ (α) ∈ M(H), whence the support of one of these roots is contained in the support of the other, which is impossible by Corollary 3(c).
(b) The desired result is obtained by a direct check.
(c) In view of Lemma 37 the proof reduces to a consideration of roots in the sets M 1 (H, δ) and M 2 (H, δ). The remaining part of the proof is obtained by a direct check. 
Examples
In this section, as an illustration of the theory developed in the present paper, for all simple groups G of rank at most 4 we list, up to conjugation, all saturated solvable spherical subgroups in G, that is, solvable spherical subgroups H ⊂ G such that H = N G (H) 0 (see § 5.5). Thereby we also list, up to conjugation, all unipotent subgroups in G that are unipotent radicals of connected solvable spherical subgroups in G (see Corollary 17 and Proposition 16).
For a fixed group G we proceed in two steps.
Step 1. We list all reduced sets (M, π, ∼) (where M ⊂ ∆ + is a subset, π : M → Π is a map, ∼ is an equivalence relation on M). We recall that reduced sets are characterized by satisfying conditions (A ′ ), (D ′ ), (E ′ ), and (C) (see Proposition 16 and Theorem 7).
Step 2. For each set (M, π, ∼) in the list obtained at Step 1, we indicate all other sets in this list that are obtained from the set (M, π, ∼) by applying finite sequences of elementary transformations (see Theorem 8, as well as Propositions 15, 14 and Corollary 18).
We note that the procedure described at
Step 1 depends only on the underlying graph of the diagram Σ(Π), that is, the graph obtained from Σ(Π) by replacing each multiple edge by a non-oriented simple edge. In this connection, for all groups G with the same underlying graph of the diagram Σ(Π) it is convenient to perform Step 1 simultaneously. We now describe the notation used in Tables 4-9. In case rk G = n (2 n 4) we suppose that Π = {α 1 , α 2 , . . . , α n }. In the column '(M, π)' we indicate all pairs (α, π(α)), where α ∈ M. At that, (i 1 i 2 . . . i k , i j ) denotes the pair (α i 1 + α i 2 + . . . + α i k , α i j ). In the column '∼' we indicate equivalence classes in M containing more than one element. At that, i 1 . . . i k ∼j 1 . . . j l denotes the relation α i 1 + . . . + α i k ∼ α j 1 + . . . + α j l . In each of the columns headed by type of G, we indicate all reduced sets (M, π, ∼) that are obtained from a given set (M, π, ∼) by applying finite sequences of elementary transformations in G. Namely, in this column m(i) (resp. m) denotes that the given set (M, π, ∼) is transformed to the set (M, π, ∼) in row m of the same table under the elementary transformation with center α i (resp. under an appropriate sequence of elementary transformations of length more than 1). The columns 'c(S)' and 'c(N)' contain the corresponding values. In the last row of each table we indicate the values of d 0 (G) for each G considered in this table. Table 4 No. (M, π) ∼ A 2 B 2 G 2 c(S)c(N) 1 (12, 1) 2, 3(2) 3(2) 0 2 2 (12, 2) 1, 3(1) 3(1) 0 2 3 (1, 1), (2, 2) 1(2), 2(1)2(1)1(2) 0 2 4 (1, 1), (2, 2)1∼2 1 1 d 0 (G) 2 3 3 Table 5 No. 
