We estimate the internal and external parameters of the camera, and simultaneously the distortion S parameters. 
Introduction

The problem
We have one or more images, taken by the same camera, of an objet in the 3D space. We know the 3D coordinates of some points in the objet, but we do not know the position of the camera in the 3D coordinates system. Camera calibration is the estimation of the parameters in the model for the transform between the world (3D) and camera coordinate (2D) frame. It is a key issue for deriving metric information from images. We assume that the 2D points (points in image) are known, with an accuracy modeled as noise in the image. We want to find the relationship between image COordinates and 3D coordinates, i.e. the complete model for the transformation between the world and camera coordinate frames. Our aim is the link of the accuracy in the estimation of camera parameters and the quality of reconstruction.
Related works
Many methods were proposed for this calibration process: the reader is refered to [ 101 for a review. Methods can be divided into the following categories:
Methods that use geometric properties. They use objects whose images have some characteristic that are invariant to the actual position of the object in space and can be used to calibrate some of the internal camera parameters [4] .
Methods that don't require known calibration points but they require camera motion and more than one image 171.
Methods that use known world points. This is the standard calibration method and it works with well designed calibration frame [9] . We will use such a method in section 3. The difference of our approach, is the distortion parameters estimation done simultaneously with the camera calibration.
Works about the importance and precision of distortionparameters are refered in [2].
Modeling the Camera
The pin hole model
The standard camera model is the pin hole model of perspective projection. Given the position of a point in 3D world coordinates, the model predicts the position of the point's image in 2D pixel coordinates.
Calibration data for the model consists of 3D (2, y, z ) world coordinates of a feature point and corresponding 2D ( U , U) coordinates (in pixels) of the feature point in one or more images. The image plane is parallel to the (X,Y) plane and the Z axis coincides with the optical axis. Then the transform between the world and camera coordinate frames, is represented by a 3x4 matrix M, and it can be writen in homogeneous coordinates, as:
where: M= n The model (without distortion) for this transormation, has 10 parameters. Four internal for image scaling constants ( a , ,~, ) and the image centre position (uo,w0) , and six external parameters for the camera coordinate system's position and orientation relative to the world system. The external parameters are : el, e 2 , e3 the rotation angles if we parametrise the rotation matrix R between world coordinate system and camera coordinate system, with Euler angles. 2 1 , t 2 , t 3 the translation components for the transform between the world and camera coordinate frames. There are alternative non parametric methods for correcting the distortion [3] They correct the distortion of points in the image, before the proccess of calibration, and they use a simple geometric property: straight lines in the space have to be projected as straight lines in the images.
Modeling the distortion
In our estimation, we do not know relations between points, and we estimate the model for camera parameters and distortion parameters, simultaneously. As a result this provide a complete camera model for the transformation between the world (3D) and camera coordinate (2D) frames. As such a minimization is non linear problem, we use a non linear optimisation program based on Leverberg-
Estimation method
Parameter estimation is done by minimising (3). This can be performed using the full model given by equations (2).
From (2), we can estimate the distortion model and the camera parameters, simultaneously. Such a method requires however a non linear minimization and therefore it relies on an initial estimate which should be close enough to the final solution.
We use the Faugeras-Toscani [5] method for computing the matrix M and then, using QR decomposition of this matrix, we have an initial estimate for the camera parameters, Assuming no distortion, the distortion parameters are set to zero. After this step, Leverberg-Marquardt algorithm is used to find the optimal solution minimizing the imagecoordinate error (cost function (3)).
Experiments with simulated data
For the synthetic data, they are 60 point in 3D space. The 60 points were randomly scatted in a sphere of radius 14 unit. The cameras were given random orientations and were placed at various distances from the centre of the sphere with a mean distance 70 units. The focal length is 15" and the scene size is almost 45 units. These 3D points are projected in the image, and theirs locations are perturbed with different gaussien noises with mean 0 and standard deviation of 0.05, 0.1, 0.2 or 1 .O pixel. Furthemore, we added to each point ( U , v), radial distortion (6,, 6,) obtained from the following formulaes:
where ( u o , U,) is the coordinates of the principal point, r2 is the distance between the principal point and ( U , v), and kl is the distortion parameter.
For each level of noise 10 simulated images were generated. From them the parameters and the mean and standard deviation for each parameter were estimated, from the results. We simulated camera with radial distortion 0.5, 1.0 or 5.0 pixel at the image corner (cf. equations (4)). We have estimated the camera model without distortion parameters. The results of camera parameters estimation, are summurized in the table 1. Notice that the camera parameters are not correctly estimated. The confidence interval of parameters (mean values & 3 standard deviation) doesn't include the true value. This because the distortion has an influence in the model. Distortion parameters and camera parameters are also highly correlated.
Introducing a model including the distortion parameters, the estimations are slightly better. However, we can find smaller errors with smaller standard deviation for the parameters u o , v O , without using model of distortion, when the noise (1 .O pixel) is larger than the distortion 1 .O pixel at the image corner. Figure 1 displays the estimation for u0 with its standard deviation, in the case of small ( I pixel maximum) and median distortion (5 pixels maximum). Considering the case of small distortion, it has to be noticed that, when estimating uo with a model withoutdistortion parameters, the result is better than with distortion parameters, as the noise reaches at r = 1 pixel (cf. left part of figure 1). The reason is that distortion effects are absorbed by the noise.
But when the distortion is larger,observing the right part of figure 1 , we see that the parameter estimation using distortion model is much better.
Number of distortion parameters in the model
It is well known that radial distortion is the major distortion source; the question is to derive how much parameters are needed as we can have a model for distortion with 1,2,3, 4 or 5 parameters. If we have more parameters in the model, we obtain smaller error of estimation, but larger confidence interval. We will discuss this in section 7. We need to select 
Selection of right camera model
As we have seen, we need to select the parameters of distortion, which are significant. For this, we propose to validate them, using statistical tests.
We suppose that errors are normally distributed with mean 0. We are interested in finding the importance of the parameters of distortion in the model. For every parameter of distortion we make the folowing hypothesis:
Ho: we considere that the parameter i is not significant and is set to 0 HI : we considere that the parameter i is significant In order to validate these hypothesis, we compute the confidence regions. A confidence region is a region of parameter values that contains a certain percentage of the total probability distribution. For example: there is a confidence level 95% that the true parameter values fall within this region around the measured value. The more the region is large, the more this percentage is large too. Regions are designed to have the smallest area (volume), for a given level of Confidence. In case of gaussien distribution they are limited by confidence ellipses.
If we have only one estimation of parameters (real data) we can find the confidence intervals, for every parameter in the model, using the obtained variance-covariance matrix C, which is provided by the Leverberg-Marquardt algorithm, as an additional result.
For the parameter A,, the confidence interval CY% is given by the formula [l] :
where:
xi is the value of y distribution for the significant level a% f the value of objelctive function with the estimated parameters n the number of points C the variance-covariance matrix (DO)-' and D is the jacobi matrix of the estimated parameters
In the results we computed the 6Xi value for a = 90% and we can see if the parameters of the distortion model are significant or not. If this value is bigger than the estimated value (that is 0 is included in the confidence region), the parameter is not significant (there is a probability only 10% that it is not equal to 0).
bX, =a&?;
J is the variance of the residuals
Quality of reconstructed points
If we estimate the parameters for at least two cameras, we can reconstruct the 3D points by triangulation [6] . We investigate here the accuracy of the 3D reconstruction from the accuracy of the camera parameters. We assume that only camera parameters are source of errors; no error is assumed in the image measurements for these steps. So when we refer to noise, this is the noise with which camera parameters were estimated. After correcting the distortion at every point, we find the line which is supposed that join the point in the image (u,v) with the correspondant 3D point (X,Y,Z).
The relative error of reconstruction is the mean of the difference of distance between two 3D points and the two points 3D reconstructed. We find the mean distance for all couple of points, and we divide it by the maximun distance. The formula is:
Pi, Pj are the known 3D points
Pil Pi are the recontructed 3D points, and
is the: euclidean distance between the 3D points P; Pj . The reconstruc:tion depends on the relative position of the two cameras. If the angle between the two camera axis is too small (we call this angle, rotation angle), it is well known that the reconstrwtion degenarates. We made experiments using rotation angle between the two camera position, of 10, 20,30, and 45 degrees. The Z-axis coincides with the optical axis and we rotate: the camera around the Y-axis. The camera is also translated in order to observe the same scene. The reconstruction error is very small for angle 40 or 45 degrees, if the noise is 0.05,O. 1 or 0.2 pixels.
Real data
Figure 2. images of the calibrated reference frame
In figure 2, we see two images of a calibration frame. We find the locations of 3D points in the image with subpixel accuracy 0.05 pixel [3] .
The results with real data are seen in the table 2, for real images (figure 2) with distortion. We don't know the true values of parameters. In order to validate the results, we compute only the reconstruction error, since we know the 3D points coordinates. We use the half part of the data to estimate the parameters, and the other half part to reconstruct the scene. Thus we have no influence of estimation process in the reconstruction.
We estimate first, a model without parameters of distortion. Secondly we consider the 5 distortion parameters, and finally only the significant distortion parameters are put into the model. We did these estimations separately, for each image and also simultaneously for two images. In the estimation with both images, the parameter estimation is more accurate, as it relies on more data.
In 
Conclusion
We have described the process of camera calibration and distortion model estimation, when we want to find an accur- If we use a model with many distortion parameters, we have a big confidence interval for every parameter in the camera and distortion model. When we want accuracy in the model estimation, we need to diminuer this interval. So, we made statistical test for the significance of parameters, to find only the important distortion parameters in the model. If the distortion is much smaller than the noise in the image, the use of distortion model, causes an error in the camera parameters estimation, because the effect of noise is more important than the effect of distortion. In this case, it is better to use a camera model without distortion. If we want parameters estimation with accuracy smaller than 0.1 units, we need to have image location with accuracy until 0.1 pixel.
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If the distortion is greater, it is worth to introduce distortion model, particulary if images measurements are accurate (with subpixel accuracy). We have seen that using a good distortion model (having only the important parameters), we have a better camera parameters estimation and a better image location after correction of distortion. Hence we can obtain a good accuracy in the reconstruction. For real data with large distortion, the gain in 3D reconstruction is better about a factor 2 or more, if we use the right distortion model. Also, we have seen that the z-axis rotation angle e l , is estimated well, because is not correlated with the others camera parameters. But the other camera parameters are correlated and a small error in camera parameters estimation has an large influence in the 3D reconstruction error. 
