This course covers topics related to the recognition of unknown patterns based on distinguishing properties. These topics include the treatment of patterns as random vectors,
Graduate Student Project
Students in 9881 must pick a problem where some area of pattern recognition can be used to solve it. You must research the topic, create an application, give a short presentation, and submit written reports. The report topic should be a couple of sentences on the nature of the problem. Abstracts should be several paragraphs and include a list of references. The presentation will be about 10 minutes total, including a couple of minutes for questions. The final report should be 30-40 pages long, not including appendices.
Implementation of pattern recognition algorithm(s) is necessary. Use MATLAB, C++, or Java as your programming language, or check with me for suitability of other languages.
Sample topics and problem areas:
-edge detection in images, texture classifier, character recognition, document layout processing, facial images, medical images, industrial inspection, affect of noise on images, finding objects in SAR images, sketch recognition -audio/video signal processing, signal processing (biomedical, mechanical, geological, etc.), biometrics, music, word-analysis, speech processing, speaker recognition, meteorology, security
Remember that your project may not be used for credit in other courses or for your thesis. HP or heart rate HR or low-pass filtered event series (LPFES). The continuous time generalization of the IPFM model can be written as
This signal defined in (3) , and observable at according to (4) , is then used to estimate the PSD of the HRV, since can be estimated as . An ectopic electrical impulse may cause the premature resetting of the integration process on the SA node, giving a phaseshifted series of normal beats following the ectopic beat. If the ectopic beat is the th, it can be interpreted that the beats pre-"Analysis of Heart Rate Variability in the Presence of Ectopic Beats Using the Heart Timing Signal" Based on these dimensions, we have examined exact matching of:
• interval and rhythm;
• contour and rhythm;
• interval regardless of rhythm;
• contour regardless of rhythm; and approximate matching of:
• contour and rhythm. For each matching regime we imagine a user singing the beginning of a melody, comprising a certain number of notes, and asking for it to be identified in the database. If it is in the database, how many other melodies that begin this way might be expected? We examined this question by taking every sequence of n notes that appear as the beginning of a melody in the database, and, for each sequence, counting the average number c n of "collisions"-that is, other melodies that match. In order to control computation time using dynamic programming heuristics to speed the match (Waibel and Yegnanarayana, 1983), fragmentation and consolidation were not considered in this analysis. Figure 3 shows the expected number of collisions plotted against n, for each of the matching regimes. The number of notes required to reduce the collisions to any given level increases monotonically as the matching criteria weaken. All exact-matching regimes require fewer notes for a given level of identification than all approximatematching regimes. Within each group the number of notes decreases as more information is used: if rhythm is included, and if interval is used instead of contour. For example, for exact matching with rhythm included, if contour is used instead of interval an extra note is needed to reduce the average number of items retrieved to one. Removing rhythmic information increases the number of notes needed for unique identification by about two if interval is used and about five if contour is used. A similar picture emerges for approximate matching except that the note sequences required are considerably longer.
An important consideration is how the sequence lengths required for retrieval scale with the size of the database. Figure 4 shows the results, averaged over 50 runs, obtained by testing smaller databases extracted at random from the collection. The number of notes required for retrieval seems to scale logarithmically with database size, although all the lines do bend upwards towards the right, indicating that longer sequences may be required for very large databases.
A system for tune retrieval
We have developed a system, based on the melody transcription program described above, for retrieving tunes from the combined Essen and Digital Tradition folksong database. The user starts singing on any note, and the input is notated in the key that yields the fewest accidentals. Transcription operates in adaptive mode, adjusting to the user's gradually changing tuning.
The user is able to retrieve folk tunes using an exact match of pitch, pitch and rhythm, melodic contour or contour and rhythm, or an approximate match of pitch and rhythm or contour and rhythm. All searching incorporates fragmentation and consolidation, as described by Mongeau and Sankoff (1990), and all retrievals are ranked-exact retrieval simply means that only tunes that match with the maximum possible score are retrieved. Our dynamic programming match algorithm is a minimization technique, with the perfect score being zero. In order to provide a more intuitive score for users, the dynamic programming score of each song is subtracted from 1000, with a lower limit of 0, so scores can range from 0 to 1000. Songs are ranked by score; songs with equal scores are listed alphabetically by title. Figure 5 shows the tune retrieval screen following a search. The names and corresponding scores of retrieved melodies are displayed in a text window and the tune of the best match is displayed in a melody window. The user may select other melodies from the list for display. In the Figure, the user has selected Three Blind Mice, following an approximate search on pitch and rhythm. The large number of songs retrieved is not surprising in light of Figure 3 , which shows that, for five notes, approximate matching of pitch and rhythm can be expected to yield thousands of collisions. The number of collisions can be controlled, however, using a variable retrieval threshold.
While the system currently matches all tunes from the beginning, we plan to extend the matching algorithm to allow retrieval based on themes which may occur anywhere 1.1. The objects to be classified are first sensed by a transducer (camera), whose signals are preprocessed. Next the features are extracted and finally the classification is emitted, here either "salmon" or "sea bass." Although the information flow is often chosen to be from the source to the classifier, some systems employ information flow in which earlier levels of processing can be altered based on the tentative or preliminary response in later levels (gray arrows). Yet others combine two or more stages into a unified step, such as simultaneous segmentation and feature extraction. From: Richard O. Duda, Peter E. Hart, and David G. Stork, Pattern Classification. Copyright
We need to develop models of the fish that can be used to distinguish them.
Training samples can be used to find distributions of features. (decision boundary) will serve to unambiguously discriminate between the two categories; using lightness alone, we will have some errors. The value x * marked will lead to the smallest number of errors, on average. 
