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Let X and Y be open subsets of R n . A Fourier integral operator T ∈ I µ (X, Y ; Λ) is an operator which can be locally written in the form 
T u(x) =
We will assume that Λ is a local canonical graph, which means that ∂ y ∂ θ Φ is a non-degenerate matrix. The regularity properties of Fourier integral operators are related to the geometric properties of Λ. Let Λ satisfy the smooth factorization condition. This means that for every λ = (x 0 , y 0 , ξ 0 , η 0 ) ∈ Λ there is a conic neighborhood Λ 0 of λ 0 in Λ and a smooth map π λ0 : Λ 0 → Λ homogeneous of degree 0 such that rank dπ λ0 ≡ n + k and π X×Y | Λ0 = π X×Y • π Λ0 , for some k. Under this condition it was shown in [7] 
, provided that 1 < p < ∞ and µ ≤ −k|1/p − 1/2|. It was also shown in [4] that the order −k|1/p − 1/2| is optimal; that is,
For general properties of operators with ranks k and their relation to the singularity theory of affine fibrations we refer to [5] for the real valued phase functions, and to [6] for the complex valued phase functions, respectively. For the backgrounds on the L p theory of Fourier integral operators we refer to [8] , [9] , and a survey [5] for smaller ranks k.
In this paper we will consider a case for which the factorization condition fails. We give an example of an operator for which the factorization condition fails but the L p result holds. Such a family of phase functions was suggested in [3] . Let X, Y be open subsets of R 3 and define Φ by
in the cone |(ξ 1 , ξ 2 )| ≤ C|ξ 3 | for some C > 0. The factorization condition clearly fails for this phase function. The maximal rank of dπ X×Y | Λ equals 4, so k = 1 and it follows from [4] that the best order for the L p continuity can be −|1/p − 1/2|.
This statement can be generalized to higher dimensions, but this is not the purpose of the paper. Our point is to present operators for which the factorization condition fails but L p estimates are still valid. We will give a brief proof of this result based on the technique and notations of [7] . The operator T is defined by
and the support of its symbol b(x, y, ξ) away from ξ 3 
can be represented by the set of points (∇ ξ φ(y, ξ), y) parametrized by ξ, where
In a neighborhood of x = y the set Σ y after a choice σ = (y 1 ξ 1 + y 2 ξ 2 )/ξ 3 can be parametrized by
By the analytic interpolation technique it is sufficient to check that operators in (2) are bounded from the Hardy space H 1 to L 1 when the order of b is −1/2 (see [9] or [7] for details). From the atomic decomposition of Hardy space, it is sufficient to check ||T a Q || L 1 ≤ C for any atom a Q with C independent of a Q and a cube Q with a small sidelength. Recall that a Q is supported in a cube Q and satisfies |a Q | ≤ |Q| −1 almost everywhere as well as the cancellation property a Q (x)dx = 0. From the atomic decomposition we need to consider only the atoms a Q with Q containing the points where the rank of φ ξξ drops, because otherwise T is conormal in Q. We also assume |Q| ≤ 1. The singularities of Σ occur at the points y = (0, 0, y 3 ). For y . Now, for y with y 1 = y 2 = 0 the singular set Σ y is a point, but we enlarge it by taking a limit of Σ y with y 2 1 + y 2 2 → 0, and the limit is a straight ray from y. For these y we define N y in a similar way as a tubular neighborhood of this ray with width |Q| 2/3 . Finally, we define
The size of N Q is |N Q | ≤ C|Q| 2/3 . Now we want to estimate the L 1 norm of T a Q on N Q . By Cauchy-Schwartz inequality we have
Since T is of order −1/2, the operator T (I − ∆) 1/4 is bounded on L 2 , and hence we get
the last inequality following from the Hardy-Littlewood-Sobolev inequality with p n = 3/2. Now, using ||a
Next we want to estimate in
so that the fibers of the Lagrangian for each T l are close to each other. Let
be a decomposition of (y 1 , y 2 )-space R 2 into sectors of equal angle 2π/L and all the lines starting from zero. Let α l be a partition of unity, homogeneous of degree 0 and related to R l ∩ S 1 . Define T l = T • α l , where α l means multiplication by it. Then (3) holds and it is enough to make estimates for some T l . In view of this decomposition we will assume further that the symbol b(x, y, ξ) of T in (2) is supported in some R l with respect to y 1 and y 2 . The set of (0, 0, y 3 ) is of measure zero, so we can exclude it from the decomposition.
2. Now we make a dyadic decomposition in ξ-space.
and
The corresponding dyadic decomposition of T is now
3. We will also need a further angular decomposition of T λ . In order to accomplish it we make a partition of the unit sphere in ξ-space, related to the smooth factorization property. Let Γ be a narrow cone in ξ-space, containing the support of b. For each y ∈
•
Rl there exists an r-dimensional submanifold S r (y), r = 1, of is an operator with kernel y, ξ) . By a rotation, we assume that for every ξ ∈ Γ there is the splitting ξ = (ξ , ξ ) ∈ R × R 2 , such that ξ is normal to S r (y) atξ y (u ν k , 0). The stationary phase partial integrations are performed with a selfadjoint operator
The estimates forχ ν λ and the fact that b(x, y, ξ)
Furthermore, the same estimate holds forb (5) and (6) . Integration by parts gives
where
Nbν λ (x, y, ξ)| and the fact that the support in the integral in (7) has volume O(λ 1/2 λ 2 ) imply that
For fixed value of y this implies
The number of kernels K ν λ (x, y) was N (λ) = O(λ 1/2 ), so that we obtain
Similarly, with the decompositions above, the rest of the proof is standard as in [7] . The statement of Theorem 1 can be clearly generalized to higher dimensions. The point of this paper is, however, to show that the optimal L p estimates hold even in some cases when the factorization condition fails. Let us now give an example of a translation invariant operator for which the factorization condition fails. It is an interesting problem to investigate the L p properties of such a Fourier integral operator.
By the invariant wave front we mean the wave front of a translation invariant distributional kernel K(x, y) = K(x − y) which corresponds to the convolution operators. Let
be a non-degenerate phase function, smooth in y and positively homogeneous of degree one in ξ, where x, y, ξ are in some open subsets of R n , and det φ yξ = 0.
Let U be open in R n × R n and let k = max (y,ξ)∈U rank φ ξξ (y, ξ). Denote by U (k) the set of (y, ξ) ∈ U such that the rank is equal to k. By the implicit function theorem the mapping κ : U (k) (y, ξ) → ker φ ξξ (y, ξ) ∈ G n−k (R n ) is smooth.
The factorization condition then means that κ extends smoothly from U (k) to U . Since Φ is homogeneous, the factorization condition always holds when k = 0 or k = n − 1. In terms of the phase function, translation invariance means that φ(y, ξ) = y, ξ − H(ξ), where H is smooth and positively homogeneous of degree one. We will write κ(ξ) for κ(y, ξ). In [5] , we have shown that if H is analytic, the smallest dimension when the factorization condition may fail, is n = 5. Moreover, the factorization condition holds if k ≤ 2. There is a general explanation for it based on the fact that ∇φ is constant along κ(ξ) ([5] ).
Thus, the smallest dimension when it may fail is n = 5 with k 
