This paper proposed a method that combines wavelet entropy with particle swarm optimized support vector machine to detect hearing loss (HL). The dataset for this task contains 75 images: 25 healthy controls, 25 left-sided hearing loss patients, and 25 right-sided hearing loss patients. The results shows that our method has higher accuracy than some traditional method. The sensitivities over healthy control, left-sided HL patients, and right-sided HL patients are 85.20± 3.79, 85.20± 4.64, and, 86.40± 5.06, respectively. The overall accuracy is 85.60± 0.84.
Introduction
Hearing loss is a problem which cannot be ignored. Such problem may deprive children of their ability to speak. It may even make some adult lonely [1] . As a result, it is a must to find an acceptable method to detect hearing loss [2] . Nowadays magnetic resonance imaging (MRI) is preferred by researchers and developers when dealing with hearing loss [3] [4] [5] [6] [7] .
Here are some attempts by former researchers and developers: Attias, Horovitz (2001) [8] proposed a method based on Otoacoustic Emissions. Gorriz and Ramírez (2016) [9] suggested to use wavelet entropy and directed acyclic graph support vector machine. Dietl and Weiss (2004) [10] employed wavelet packets and support vector machines. Pereira (2017) [11] used a Hu moment invariant (HMI) approach to identify hearing loss. Nayeem (2017) [12] employed a genetic algorithm (GA) method. Li (2016) [13] used fractional Fourier transform (FRFT) to identify unilateral hearing loss from healthy subjects. [14] used wavelet packet decomposition approach. Chen and Chen (2016) [15] added Tikhonov regularization method.
However, those methods take too much time to execute. Yet their methods are a little bit complicated to implement. Furthermore, their methods did not achieve a high accuracy, which is not an acceptable option in practice.
Thus, we proposed a novel method that combined wavelet entropy, support vector machine and particle swarm optimization. Wavelet entropy is used to extract useful features for classification; support vector machine is used to get the classification result by applying the features extracted by wavelet entropy; particle swarm optimization algorithm is used to find proper parameters for support vector machine. The results show that our method have is promising. Both accuracy and time cost are acceptable in real applications.
Methodology
Shannon entropy gives a useful criterion for analyzing and comparing a probability distribution. It provides a measure of information of any distribution. It has been applied in structural damage identification, Alzheimer's disease [16, 17] , facial emotion recognition [18] , multiple sclerosis [19] , alcoholism identification [20] , transmission line fault detection [21] , fruit classification, angiosperm classification [22] , etc.
Continuous wavelet transform can be described by following mathematical formula:
Here, a represents the scale factor, and c represents the translation factor (both real positive numbers). f is called wavelet mother function, which depends on the factors a and c. With a and c become discrete, we can obtain discrete wavelet transform (DWT). Then we use DWT to calculate wavelet entropy [23] .
Obviously, the high or low frequency component of the given brain image can be extracted by using different scale factor a. We can get local feature in different time scale and spatial scale. Thus, we can get useful features that are helpful for us to detect hearing loss from brain MRI images. As shown in Figure 1 , the 2-D discrete wavelet transform is used twice, then we acquire seven sub-bands. LL2 sub-band represents discrete approximation component, and others represent discrete detail component. The low frequency region LL contains most information of the original image, which characterize invariant features [24] [25] [26] . Remaining sub-bands belong to high frequency region, the LH sub-band reflects vertical feature, HL sub-band keep the horizontal feature, HH sub-band keeps the diagonal detail of the image. The pseudocode of wavelet entropy is shown in Algorithm 1. Algorithm 1 Pseudocode of calculating wavelet entropy.
Step 1 Import the magnetic resonance brain image;
Step 2 Choose proper wavelet family;
Step 3 Choose decomposition level k;
Step 4 Perform discrete wavelet transform (DWT) on the given brain image;
Step 5 Generate and store wavelet sub-bands;
Step 6 Calculate wavelet entropy over each sub-band;
Step 7 Vectorize all the entropy results and output it as the extracted feature Support vector machine (SVM) is a classical 2-class classifier. For any linear separable samples, SVM can always find the best line or the hyper-plane (i.e. the decision boundary) that separate 2 different categories [27] . The decision boundary will be described by the normal vector which is perpendicular to the decision boundary. As a convention in machine learning, we can use notation w to represent this vector, just like the weight vector in logistic regression [28] [29] [30] .
Assuming the input of SVM can be represented by a vector, x, then the output of this SVM can be described as following:
Here we assume both w and x are column vectors another convention in linear algebra. We find that samples in the dataset of this task is linear inseparable. So, the Gaussian kernel is applied to solve this problem.
SVM is a powerful classifier that performs well in most classification tasks. The problem here is to find the correct w. In our study, we use particle swarm optimization algorithm (PSO) to get it.
PSO is proposed by Kennedy and Eberhart. The main idea is to find the optimal solution iteratively after random initialization in the solution space [31] . PSO simulates the behavior of birds and fish. Individual members of the population of fish can benefit from the discovery and previous experience of other individuals in the group in the search for food. PSO is easy to implement, and has the advantage of high accuracy [32] [33] [34] .
The solution space is R n , where n represents the number of components in the solution vector. In PSO, each particle has 2 properties: velocity (V) and position (P), where V represents the moving speed of the particle in each direction [35] , P represents the particle's current position in the solution space. For each particle i, the best position it experienced will be saved as pbest i , and global optimum (i.e. the best position among all particles' experience) will be saved as gbest i . The k-th component of the solution vector will be clipped in the range [x k min , x k max ], where x k min represents the maximum value that the k-th component of the solution vector can have, and x k max represents the minimum value that the k-th component of the solution vector can have [36] [37] [38] [39] . Next, we apply following formula to update the velocity of each particle: = + * 1 * ( − ) + 2 * 2 * ( − ) (4) Then, we use the formula below to update the position of each particle: = + (5) where c 1 , c 2 are the learning rate of PSO, r 1 , r 2~U [0, 1], v i k represents the velocity of the k-th component of the i-th particle.
PSO will start with random initialization. Then, PSO will keep updating the velocity of each particle and their position. PSO will finally stop when it satisfies the termination condition set by the user. Thus, gbest is the solution found by PSO for the given problem. The pseudocode of PSO is listed in Algorithm 2.
Algorithm 2 Pseudocode of PSO.
Step 1 Get the range of each component and fitness measure;
Step 2 Choose proper size of population;
Step 3 Initialize the solution population randomly;
Step 4 Update the velocity and position of each particle;
Step 5 Repeat Step 4 until satisfy the termination condition We use wavelet entropy to extract features of the given MRI brain image. The extracted features will be sent to SVM. Then, SVM will output the label of the MRI, i.e. if hearing loss is detected. During training, we use PSO to find the decision boundary of SVM. After training, the decision boundary is stored in the SVM. Thus, PSO is only needed when training SVM. In the next section we will provide the results of our experiments, as shown in Figure 2 .
The dataset contains 75 images: 25 healthy controls, 25 left-sided hearing loss patients, and 25 right-sided hearing loss patients. Figure 1. displays the examples of each class.
We used a five-fold cross validation, since our dataset is small. A stratification was used so that each fold will contains exactly five healthy controls, five left-sided hearing loss patients, and five right-sided hearing loss patients.
Results and Discussions
Results of the 10 times of 5-fold stratified cross validation were listed in Table 1 HC  F1  F2  F3  F4  F5  Avr  Run 1  80  100  80  100  80  88  2  100  80  100  60  80  84  3  80  100  80  100  80  88  4  60  80  100  100  100  88  5  80  80  60  100  100  84  6  80  80  100  80  100  88  7  80  100  80  100  80  88  8  100  80  80  100  60  84  9  100  40  100  80  100  84  10  80  80  80  60  80  76  Avr  85.20±3.79  Left-sided HL   F1  F2  F3  F4  F5  Avr  Run 1  100  100  100  80  60  88  2  100  100  80  80  60  84  3  100  100  60  100  100  92  4  60  100  80  100  100  88  5  100  60  60  100  100  84  6  80  80  80  80  80  80  7  80  80  80  80  80  80  8  100  80  80  80  80  84  9  80  80  80  80  80  80  10  80  100  100  100  80 We compared our method with HMI [11] and GA [12] , and the results are listed in Table 2 . In terms of overall accuracy, we can observe that HMI [11] get a value of 77.47± 1.17%, GA [12] get a value of 81.11±1.34. Our method achieved the highest overall accuracy of 85.60± 0.84, better than those two state-of-the-art approaches. Figure 2 shows the comparison of all methods. 
Conclusion
Our study proposed a novel method for hearing loss detection based on wavelet entropy, support vector machine and particle swarm optimization. The results show that our method has achieved a higher accuracy than other state-of-the-art methods. In the future, we will train and test our method on a much larger dataset to achieve better result.
