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1. Introduction   
The classical identical parallel machine scheduling problem can be stated as follows: Given 
n jobs and m machines, the problem is to assign each job on one of the identical machines 
during a fixed processing time so that the schedule that optimizes a certain performance 
measure is obtained. Having numerous potential applications in real life, in recent years, 
various research works have been carried out to deal with the parallel scheduling problems.  
The literature of parallel machine scheduling problems has been extensively reviewed by 
(Cheng & Sin, 1990; Mokotoff, 2001). Among many criteria, minimizing makespan 
(maximum completion time) has been one of the most widely studied objectives in the 
literature.
Using the three-field classification introduced in (Graham et al., 1976), the problem is 
denoted in the scheduling literature as P||Cmax where P designates the identical parallel 
machines, Cmax denotes the makespan. We assume, as is usual, that the processing times are 
positive and that 1<m<n. The problem is known to be NP-hard in the strong sense (Garey &  
Johnson, 1979; Sethi, 1977).  
Although traditional techniques such as complete enumeration, dynamic programming, 
integer programming, and branch and bound were used to find the optimal solutions for 
small and medium sized problems, they do not provide efficient solutions for the problems 
with large size. Having found no efficient polynomial algorithm to find the optimal solution 
led many researchers to develop heuristics to obtain near optimal solutions. Though, 
efficient heuristics can not guarantee optimal solutions, they provide approximate solutions 
as good as the optimal solutions. These can be broadly classified into constructive heuristics 
and improvement heuristics. Most of the algorithms belong to the first category and have 
known worst case performance ratio (Coffman et al., 1978; Friesen & Langston, 1986; 
Friesen, 1987; Graham, 1969; Hochbaum & Shmoys, 1987; Leung, 1989; Sahni, 1976). The 
LPT rule of Graham, one of the most popular constructive heuristics, has been shown to 
perform well for the makespan criterion. This rule arranges jobs in descending order of 
processing times, such that p1p2…pn, and then successively assigns jobs to the least 
loaded machine. The MULTIFIT algorithm, a classical constructive heuristic developed by 
(Coffman et al., 1978), determines the smallest machine capacity to find a feasible solution 
using the LPT scheme. This is achieved by solving heuristically a series of bin packing 
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problems. Although MULTIFIT is not guaranteed to perform better than LPT, it has been 
shown that it has a worst case bound better than LPT.  
Improvement based algorithms are based upon local search in a neighbourhood in which a 
feasible solution is taken as a starting point and then tried to be improved by iterative 
changes. Application of these algorithms to the P||Cmax problem can be found in 
(Frangioni et al., 1999; Hübscher & Glover, 1994; Jozefowska et al. 1998). 
Although a large number of approaches such as mathematical programming, dispatching 
rules, expert systems, and neighborhood search to the modeling and solution of scheduling 
problems have been reported in the literature, over the last decades, there has been an 
explosion of interest in using Artificial Neural Networks (ANNs) for the solution of various 
scheduling problems. This is mainly after the success of the use of Hopfield and Tank’s 
network (Hopfield & Tank, 1985) in solving the Traveling Salesman Problem. The authors 
showed that if an optimization problem can be represented by an energy function, then a 
Hopfield network that corresponds to this energy function can be used to minimize this 
function to provide an optimal or near-optimal solution. Since then, a variety of scheduling 
problems are solved using Hopfield type networks (Chen & Dong; 1999; Foo et al. 1995; 
Liansheng et al., 2000; Lo & Bavarian, 1993; Satake et al. 1994; Vaithyanathan & Ignizio, 
1992; Willems & Brandts; 1995; Zhou et al., 1991). 
But a few papers are proposed for the solution of parallel machine scheduling problem 
using ANNs. Park et al. (2000) presented a backpropagation network for solving identical 
parallel machine scheduling problems with sequence dependent set up times. They tried to 
find the sequence of jobs processed on each machine with the objective of minimizing 
weighted tardiness. Hamad et al. (2003) dealt with the non-identical parallel machines 
problem with the sum of earliness and tardiness cost minimization and proposed a way of 
representing the problem to be fed into a backpropagation network. Akyol & Bayhan (2005) 
proposed a coupled gradient network approach for solving the earliness and tardiness 
scheduling problem involving sequence dependent setup times.  
The objective of this research is to apply ANNs to the identical parallel machine scheduling 
problem for minimizing the makespan. We employ a dynamical gradient network approach 
to attack the problem and this work is an extension of the work of Akyol & Bayhan (2006) 
where they consider only a small sized scheduling problem and analyze the effect of 5 
different initial conditions on the solutions. In this study, after the appropriate energy 
function is constructed by using a penalty function approach, the dynamics are defined by 
steepest gradient descent on the energy function. In order to overcome the tradeoff problem 
encountered in using the penalty function approach, a time varying penalty coefficient 
methodology is proposed to be used. By performing simulation experiments, we analyze the 
impact that the initial conditions of the network have on the performance on 5 different data 
sets by running each data set 20 times (20 different initial conditions) for different sizes of 
jobs and machines.  
2. Problem Statement 
Consider a set J of n jobs Ji ,i=1,...,n  to be processed, each of them on one machine, on a set 
M of m machines Mj , j=1,...,m. All the jobs can be processed on any of the m machines. We 
consider identical machines models, for which the processing times of each job, pi, are 
machine independent. The objective is to find an appropriate allocation of jobs to machines 
Identical Parallel Machine Scheduling with Dynamical Networks 
using Time-Varying Penalty Parameters 295
that would optimize a performance criterion. We are interested in the makespan criterion 
(maximum completion time), Cmax.
The following notations are used throughout the rest of this paper. 
Ji : job i, i ǣ N={1,...,n} 
Mj : machine j, j ǣ M={1,...,m} 
pi: processing time of Ji
Ci: completion time of Ji
Cmax: makespan, the maximum completion time of all jobs 
Cmax = max{C1, C2, ...,Cn}
xij : 0/1 assignment variable = 
¿¾
½®¯­
otherwise
jmachinetoassignedisijobif
0
1
A MIP formulation of the minimum makespan problem can be defined as follows: 
min Cmax 
subject to  
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The first constraint given in (1) ensures that each job is assigned to only one machine. The 
second constraint given in (2) ensures that the makespan is at least the completion time of 
each machine.  
3. Design of the Proposed Dynamical Gradient Network 
In this section, we describe how dynamical gradient networks can be used to solve the 
considered problem presented in the previous section. The proposed approach is an 
extension of the original formulation given in (Hopfield, 1984; Hopfield & Tank, 1985). 
Firstly the network architecture is explained, and then derivation of the energy function 
representing the proposed network, and dynamics and proof of the convergence of the 
proposed network are given. Finally, the proposed penalty parameter determination 
method is illustrated with an example. 
3.1 The Network Architecture 
The proposed gradient network has two types of neurons: a continuous type neuron to 
represent real valued variable Cmax, and discrete types of neurons to represent binary 
valued variables X11,…, X1m; X21,…, X2m; Xn1,…,Xnm. UXij symbolizes the input to the neuron 
for job i and resource j, and UCmax denotes the input to the neuron representing Cmax. The 
dynamics of the gradient net will be defined in terms of these input variables. 
VXij designates the output of the neuron for job i and resource j. This neuron will be 
activated if job i is allocated to resource j. VCmax depicts the output of the neuron 
representing Cmax. We use a linear type activation function for neuron Cmax. Neurons 
with sigmoidal nonlinearity are used to represent discrete variables Xij, so that the activation 
function for discrete neurons will take the usual sigmoidal form with slopes ǌX. Here, we 
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use a log-sigmoid function to convert discrete neurons to continuous ones and its functional 
form is shown in Figure 1. 
3.2 The Energy Function 
Instead of using linear programming or the k-out-of-N rules to develop the energy function, 
we directly formulate the cost function according to the constraints term by term. The 
energy function for this network is constructed using a penalty function approach. That is 
the energy function E consists of the objective function Cmax plus a penalty function to 
enforce the constraints. For the problem considered, the penalty function P(X, Cmax) will 
include three penalty terms: P1, P2 and P3. 
The first term P1 adds a positive penalty if the solution does not satisfy any of the equality 
constraints given in (3).  In other words, the first term attempts to ensure that each job is 
allocated to one only one machine. 
 (3) nix
m
j
ij dd ¦
 
11
1
In this case, P1 = . This term yields zero when these equality constraints are 
satisfied. P2 adds a positive penalty if the solution does not satisfy any of the inequality 
constraints given in (4). 
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In accordance with this constraint, P2 will take the following form ¦ ¦
where v represents the penalty function. 
(Watta & Hassoun, 1996) and the functional form of this function is shown in Figure 2.  
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We require that Xij ȱ{0,1}. These constraints will be captured by P3 which adds a positive 
penalty if the binary constraints Xij ȱ{0,1} are violated. In Fig. 3, the functional form of this 
penalty term is shown. It can be seen that the penalty will be zero at either Xij = 0 or Xij = 1.   
P3 =¦¦ and correspondingly, the total penalty function P (X, Cmax) with 
all constraints can be induced as follows.  
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The complete energy function can thus be written as: 
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where A, B, C and D are positive penalty coefficients. 
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  VXij
UXij
Figure 1. Activation function for discrete neurons 
ǖ(ǆ)
ǆ
Figure 2. Penalty function for enforcing inequality constraints 
     Xij(1-Xij)
Xij
Figure 3. Penalty function for enforcing the 0,1 constraints 
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3.3 The Dynamics 
In addition to defining the energy function to be employed, we need to consider the 
equation of motion of the neuron input. The dynamics for the gradient network are obtained 
by gradient descent on the energy function. The equations of motion are obtained as 
follows.  
¦ ¦
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where ǈCmax and ǈX are positive coefficients which will be used to scale the dynamics of the 
network, and ǎ’ is the derivative of the penalty function ǎ.   
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The computation is performed in all neurons at the same time so that the network operates 
in a fully parallel mode. 
The solution of equations of motion may be accomplished via the use of Euler’s 
approximation. The states of the neurons are updated at iteration k as follows. 
dt
dUC
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dUX
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Neuron outputs are calculated by V=g (U), where g (.) is the activation function, U is the 
input and V is the output of the neuron. 
VCmax=g(UCmax) = UCmax  (a linear function) 
VXij = g(UXij) = logsig (ǌX×UXij)  (a log-sigmoid function) 
where ǌX is the slope of the activation function and logsig(n) = 1 / (1 + exp(-n)). 
3.4 Proof of Convergence 
In order to use the proposed Hopfield-like dynamical network for the solution of the 
problem, we have to prove the convergence of the network. To do so, we have to show that 
energy does not increase along the trajectories, energy is bounded below, the solutions are 
bounded and time derivative of the energy is equal to zero only at equilibria. 
Consider the time derivative of the energy function E given below. 
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dUX  (monotone increasing) for log-sigmoid function, the right-
hand side of the equation given in (9) will be obviously negative. This ensures that the 
energy does not increase along trajectories, so we can write 0d
dt
dE .
0 
dt
dE  implies that jiallfor
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dVX ij
,0   and 0max  
dt
dVC . In other words, 0 
dt
dE  at 
the equilibrium points.  
Since Xijs are binary variables, they are bounded but we have to check the boundedness of 
Cmax. If we rewrite the motion equation for Cmax, we obtain the following: 
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and we can conclude that the solutions are bounded. 
Combining this fact with the fact that the energy E is bounded (since the cost is always 
greater than zero), we conclude that the network converges to a stable state which is a local 
minimum of E(X,Cmax). In other words, the time evolution of the network is a motion in 
space tends to that minimum point as t goes to infinity.  
3.5 Selection of Parameters 
In order to simulate the proposed network for solving the problem described by the 
dynamics given in Section 3.3, some parameters should be determined. These are the 
penalty parameters A, B, C and D; the activation slopes ǌX; the step sizes ǈCmax, ǈX and the 
initial conditions.  
Because there is no theoretically established method for choosing the values of the penalty 
coefficients for an arbitrary optimization problem, the appropriate values for these 
coefficients can be determined empirically. That is simulation runs are conducted, and 
optimality and/or feasibility of the resulting equilibrium points of the system are observed. 
The network can be initialized to small random values, and then synchronous or 
asynchronous updating of the network will allow a minimum energy state to be attained. In 
order to ensure smooth convergence, step size must be selected carefully (Watta & Hassoun, 
1996).    
The dynamics of the proposed Hopfield-like gradient network will converge to local 
minima of the energy function E. Since the energy function includes four terms, competing 
to be minimized, there are many local minima and a tradeoff among the terms. An infeasible 
solution may be obtained when at least one of the constraint penalty terms is non-zero. In 
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this case, the objective function term will generally be quite small but the solution will not 
be feasible. Alternatively, a local minimum, which causes a feasible but not a good solution, 
may be encountered even if all the constraints are satisfied. In order to satisfy the each 
penalty term, its associated penalty parameter can be increased but this results an increase 
in other penalty terms and a tradeoff occurs. The penalty parameters that result a feasible 
and a good solution, which minimizes the objective function, should be found.  
Determining the appropriate values of the penalty parameters, network parameters and 
initial states are so critical issues associated with gradient type networks that by adjusting 
the parameters, the convergence performance to valid solutions can be improved. It is clear 
that solving scheduling problems represented by many constraints will cause a tradeoff 
among the penalty terms to be minimized.
Due to the problems of Hopfield like NNs in solving optimization problems, various 
modifications are proposed to improve the convergence of the Hopfield network. While 
several authors modified the energy function of the Hopfield network to improve the 
convergence to valid solutions (Aiyer, Niranjan, & Fallside, 1990; Brandt, Wang, Laub & 
Mitra, 1988; Van Den Bout & Miller, 1988) many others studied the same formulation with 
different penalty parameters (Hedge, Sweet, & Levy, 1988; Kamgar-Parsi & Kamgar-Parsi, 
1992; Lai & Coghill, 1992). In recent years, time based penalty parameters are proposed to 
overcome the tradeoff problems encountered in using penalty function approach. Wang 
(1991) used monotonically time-varying penalty parameters for solving convex 
programming problems. Dogan & Guzelis (2006) proposed linearly increasing time-varying 
penalty parameters for solving clustering problems. Here, we propose to use time varying 
penalty parameters that take zero values as a starting value and then are increased in a 
linear fashion in a stepwise manner to reduce the feasible region and also by updating all 
the neurons synchronously, better simulation results are obtained. 
The proposed gradient network algorithm can be summarised by the following pseudo-code.
Step 1. Construct an energy function for the considered problem using a penalty function 
approach.
Step 2. Initialize all neuron states to random values. 
Step 3. Select the slope of the activation function (ǌ) and step sizes (ǈ).
Step 4. Determine penalty parameters
Step 4.1 Select C (the coefficient of the inequality constraint) and assign zero as initial 
value to other penalty parameters A, B and D. If the constraint associated with 
parameter C is satisfied, proceed to Step 4.2 otherwise go back to Step 4.1. 
Step 4.2 Select D (a higher value than C to increase the effect of equality constraint), and 
use the predetermined value of C (without taking into consideration of the effect of 
parameter A and B) to check whether both of the constraints associated with these 
terms are satisfied. If yes go to step 4.3, otherwise to step 4.4. 
Step 4.3. Select B (a higher value than D), assign 1 to A, and use the predetermined 
values of C, D together with B to check whether all of the constraints associated with 
these terms are satisfied. If yes go to step 5, otherwise to step 4.4.  
Step 4.4 Increase the value of parameter whose associated constraint is not satisfied. 
Step 5. Repeat n times: 
Step 5.1. Update U using equations (7) and (8), and then compute V by V=g (U). 
Step 6. If the energy has converged to local minimum proceed to step 7, otherwise go back to 
step 5. 
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Step 7. Examine the final solution to determine feasibility and optimality. 
Step 8. Adjust parameters A, B, C, D if necessary to obtain a satisfactory solution, reinitialize 
neuron states and repeat from step 5. 
3.6 An Example 
We explain the procedure with a 5-job 3-machine identical parallel machine scheduling 
problem. After constructing the energy function for this problem, all neuron states are 
initialized to random values chosen uniformly from the interval [0,1]. In the proposed 
approach, we firstly suggest to satisfy the inequality constraint by penalizing it.  In the first 
phase of the simulation (for the first 2000 iterations), initial value of the penalty parameter C 
is chosen as 8. Because other penalty parameters are not taken into consideration, they are 
equal to zero. Since this inequality constraint is satisfied after 2000 iterations, it is decided to 
proceed to the next phase. In the second phase (for iterations from 2001 to 4000), one of the 
equality constraints (binary constraints) is taken into consideration, and its associated 
parameter D is chosen as 20, a value greater than C.  The predetermined value of C, 8, is 
used to penalize the inequality constraint. Both of the constraints are satisfied. Thus, it is 
decided to proceed to the next phase (for iterations from 4001 to 5000). In this phase, all of 
the constraints are tried to be satisfied. Together with the predetermined values of C and D, 
the penalty parameter B belonging to the assignment constraint is chosen as 100 (a value 
greater than other parameters). Since A belongs to the original objective function, it is not 
penalized, and we assign 1 to A. After running simulations with all these 4 penalty terms, 
the feasibility and optimality of the final solution is checked. It is seen that except the 
inequality constraint, being violated with a small percentage error, all of the constraints are 
satisfied. Therefore, it is decided to enhance the weight of this constraint, and then value of 
its parameter, C, is increased to 600. Optimal solution is found at iteration 5100. All of the 
constraints were met satisfactorily, and the cost value is 3.1. In Table 1, values of penalty 
parameters used during the solution of the problem considered are displayed. 
   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 8 0
2001:4000 0 0 8 20
4001:5000 1 100 8 20
5001:5100 1 1 600 1
Table 1. Penalty parameter values in four phases of simulation 
4. Simulation Results 
A simulation experiment was conducted to test the effectiveness of the proposed gradient 
network approach in terms of solution quality. The initial conditions of the network and the 
processing times of jobs were chosen randomly from uniform distribution in an interval 
[0,1], and [1,3], respectively. In tables 2-11, penalty coefficients of the proposed gradient 
network and other parameters which were determined empirically by running trial 
simulations are given. 
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For each problem size, the gradient network was run for 20 different initial conditions on 5 
different datasets. It is to be noted that the same set of penalty parameters are tried to be 
found for all the test sets of each problem size during simulations. By tuning the parameters 
for each dataset, it is possible to improve the performance of the proposed network.  
   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 8 0
2001:4000 0 0 8 20
4001:5000 1 100 8 20
5001:5100 1 1 600 1
Table 2. Penalty coefficients during four phases of simulations for n=5 m=3
   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 8 0
2001:4000 0 0 8 20
4001:5000 1 100 8 20
5001:5100 1 1 600 1
Table 3. Penalty coefficients during four phases of simulations for n=10 m=3 
   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 8 0
2001:4000 0 0 8 20
4001:5000 1 100 8 20
5001:5100 1 1 600 1
Table 4. Penalty coefficients during four phases of simulations for n=20 m=3 
   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 8 0
2001:4000 0 0 8 20
4001:5000 1 100 8 20
5001:5100 1 1 600 1
Table 5. Penalty coefficients during four phases of simulations for n=50 m=3 
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   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 8 0
2001:4000 0 0 8 20
4001:5000 1 100 8 20
5001:5100 1 1 600 1
Table 6. Penalty coefficients during four phases of simulations for n=100 m=3 
   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 8 0
2001:4000 0 0 8 20
4001:5000 1 100 8 20
5001:5100 1 1 600 1
Table 7. Penalty coefficients during four phases of simulations for n=10 m=5 
   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 10 0
2001:4000 0 0 10 30
4001:5000 1 100 10 30
5001:5100 1 1 600 1
Table 8. Penalty coefficients during four phases of simulations for n=20 m=5 
   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 10 0
2001:4000 0 0 10 30
4001:5000 1 100 10 30
5001:5100 1 1 600 1
Table 9. Penalty coefficients during four phases of simulations for n=50 m=5 
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   Penalty Coef.   
Iterations
A B C D
1:2000 0 0 10 0
2001:4000 0 0 10 30
4001:5000 1 100 10 30
5001:5100 1 1 600 1
Table 10. Penalty coefficients during four phases of simulations for n=100 m=5 
m n ǈCmax ǈX ǌX
3 5 0.001 0.1 1
3 10 0.001 0.1 1
3 20 0.001 0.1 1
3 50 0.001 0.1 1
3 100 0.001 0.1 1
5 10 0.001 0.01 1
5 20 0.0008 0.01 1
5 50 0.0008 0.1 1
5 100 0.0008 0.1 1
Table 11. Other Parameters used in the simulation 
The proposed procedure was implemented in Matlab language (Version 6.5) and run on a 
PC with a Pentium IV, 2.6 GHz processor having a 512 MB of RAM. 
In tables 12-20, the solutions obtained by the gradient network using the determined 
parameters are compared with those of the well known LPT heuristic and with the optimum 
solutions found by Lingo (version 8.0), a linear programming software package, in terms of 
Best Cmax (cost of the best solution obtained by the gradient network), Avg. Cmax (cost of the 
average solution obtained by the gradient network), Worst Cmax (cost of the worst solution 
obtained by the gradient network), and % deviations. Columns (6) and (7) represent the % 
deviations of the proposed gradient network solution from the LPT rule solution and from the 
optimal solution, respectively. The % deviations reported in Columns (6) and (7) are given by 
%100*
)max(
)max()max(.
%
LPTC
LPTCnetworkGradientCAvg
LPTfromdeviation
 
%100*
)max(
)max()max(.
%
optimalC
optimalCnetworkGradientCAvg
optimalthefromdeviation
 
where Avg. Cmax(Gradient network) is the average gradient network solution of the 20 
runs, Cmax(LPT) is the LPT solution and Cmax(optimal) is the optimal solution obtained by 
the linear programming solver. The percentage of times, which resulted in a feasible 
solution by the network, was also displayed in the last columns of these tables. It is obvious 
that the negative % deviation values from the LPT dispatching rule represent the % 
improvement realized by the gradient network. 
As our primary goal was to compare the proposed network solution with the LPT rule and 
with the optimal solutions, in terms of solution quality, the CPU times required for solving 
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each data set are not given. But from the simulation experiments, it is seen that when 
compared with the very long solution times needed to obtain the optimal solutions by the 
Lingo software, the proposed network could converge to valid solutions in reasonable times 
between 13.18 seconds (for n=3 m=5) and 203.57 seconds (for n=100 m=5).  Obviously, by 
the implementation of the proposed network in a dedicated hardware, significant 
reductions can be obtained in running times. 
Gradient Network 
Best 
Cmax
(1)
Avg.
Cmax
(2)
Worst
Cmax
(3)
LPT
(4)
Optimum
(5)
Deviation 
(%) from 
the LPT 
solution 
(6)
Deviation
(%) from 
the
optimal
solution 
(7)
Percent
Feasibility 
of
Computed
Solutions
(8)
3.1 3.1 3.1 3.1 3.1 0.00 0.00 100%
4.69 4.69 4.69 4.69 4.69 0.00 0.00 100%
3.55 3.55 3.55 3.55 3.55 0.00 0.00 100%
2.98 2.98 2.98 2.98 2.98 0.00 0.00 100%
3.02 3.02 3.02 3.02 3.02 0.00 0.00 100%
Table 12. Results for m=3, n=5 over 5 problems  
Gradient Network 
Best 
Cmax
(1)
Avg.
Cmax
(2)
Worst
Cmax
(3)
LPT
(4)
Optimum
(5)
Deviation 
(%) from 
the LPT 
solution 
(6)
Deviation 
(%) from 
the
optimal
solution 
(7)
Percent
Feasibility 
of
Computed
Solutions
(8)
7.33 7.54 7.67 7.59 7.21 -0.66 4.57 100 % 
6.97 7.21 7.47 7.45 6.92 -3.22 4.19 100 % 
7.28 7.56 7.72 7.69 7.2 -1.69 5 100 % 
6.79 7.11 7.30 7.46 6.72 -4.69 5.80 100  % 
 6.77 7.01 7.31 7.44 6.72 -5.78 4.31 100 % 
Table 13. Results for m=3, n=10 over 5 problems  
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Gradient Network 
Best 
Cmax
(1)
Avg.
Cmax
(2)
Worst
Cmax
(3)
LPT
(4)
Optimum
(5)
Deviation
(%) from 
the LPT 
solution 
(6)
Deviation
(%) from the 
optimal
solution 
(7)
Percent
Feasibility 
of
Computed
Solutions
(8)
3.43 3.53 3.68 3.43 3.43 2.91 2.91 100 % 
3.38 3.76 3.97 3.79 3.38 -0.79 11.24 100 % 
3.64 3.85 3.97 3.68 3.57 4.35 7.56 100 % 
4.03 4.16 4.24 4.03 4.03 3.22 3.22 100 % 
3.57 3.67 3.73 3.53 3.53 3.97 3.97 100 % 
Table 17. Results for m=5, n=10 over 5 problems 
Gradient Network 
Best 
Cmax
(1)
Avg.
Cmax
(2)
Worst
Cmax
(3)
LPT
(4)
Optimum
(5)
Deviation
(%) from 
the LPT 
solution 
(6)
Deviation 
(%) from 
the
optimal
solution 
(7)
Percent
Feasibility 
of
Computed
Solutions
(8)
7.43 7.78 7.91 7.37 7.28 5.56 6.87 100 % 
7.68 7.95 8.08 7.62 7.49 4.33 6.14 100 % 
8.13 8.24 8.37 7.8 7.76 5.64 6.18 100 % 
7.79 7.98 8.13 7.69 7.51 3.77 6.26 100 % 
8.55 8.77 8.92 8.29 8.18 5.79 7.21 100 % 
Table 18. Results for m=5, n=20 over 5 problems 
Gradient Network 
Best 
Cmax
(1)
Avg.
Cmax
(2)
Worst
Cmax
(3)
LPT
(4)
Optimum
(5)
Deviation
(%) from 
the LPT 
solution 
(6)
Deviation 
(%) from 
the
optimal
solution 
(7)
Percent
Feasibility 
of
Computed
Solutions
(8)
20.49 20.86 21.09 20.28 20.22 2. 86 3.16 100 % 
21.70 22.17 22.42 21.55 21.49 2.88 3.16 100 % 
18.69 18.94 19.15 18.42 18.40 2.82 2.93 100 % 
20.71 21.11 21.33 20.37 20.33 3.63 3.83 100 % 
19.79 20.01 20.24 19.43 19.41 2.98 3.09 100 % 
Table 19 Results for m=5, n=50 over 5 problems 
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Gradient Network 
Best 
Cmax
(1)
Avg.
Cmax
(2)
Worst
Cmax
(3)
LPT
(4)
Optimum
(5)
Deviation
(%) from 
the LPT 
solution 
(6)
Deviation 
(%) from 
the
optimal
solution 
(7)
Percent
Feasibility 
of
Computed
Solutions
(8)
41.65 41.87 42.06 41.24 41.20 1.53 1.63 100 % 
40.16 40.56 40.74 39.78 39.77 1.96 1.99 100 % 
41.90 42.12 42.28 41.36 41.34 1.84 1.89 100 % 
40.20 40.55 40.69 39.83 39.82 1.80 1.83 100 % 
41.54 41.89 42.06 41.19 41.15 1.70 1.8 100 % 
Table 20.  Results for m=5, n=100 over 5 problems 
To interpret the findings in a table, let us consider Table 12. For all the 5 data sets, 20 out of 
the 20 runs of the proposed network resulted in a feasible solution, that is percent feasibility 
is 100 %. The average, worst and the best cost of the 20 feasible solutions for the first dataset 
is 3.1, which is equal to the global optimal solution value, therefore the percent above the 
optimal solution and LPT result is 0.0. Similarly, if we consider Table 20, for the first dataset, 
again, 100 % of the runs resulted in a feasible solution by the proposed network. The 
average Cmax of the feasible solutions is 41.87, which is 1.53 % more costly than the result of 
LPT rule, and 1.63 % more costly than the global optimal solution. The best makespan value 
produced by the gradient network is 41.65, which is 0.99 % ([(41.65-41.24)*100]/41.24) above 
than the LPT result and 1.09 % ([(41.65-41.20)*100]/41.20) above the global optimal solution. 
According to these findings, it is clear that the initial conditions of the network appear to 
have a serious impact on the solution quality. For example in Table 17, for n=10 and m=5, 
although the proposed network results in gaps between 2.91 and 4.35 % from the LPT 
solution, on average, it outperforms the LPT heuristic for one of the datasets. In the same 
table, if the results obtained using the first data set are considered, it is seen that although 
the average makespan from the 20 different initial runs is found as 3.53, the best makespan 
out of the 20 runs, produced by the proposed network is 3.43, which is equal to the optimal 
solution. In addition, although the average Cmax results obtained by the proposed network 
are above the LPT results for the 4 data sets, the best Cmax results outperform the LPT rule 
in 4 data sets. 
In all the simulations carried out to show the performance of the network, convergence to 
valid schedules is achieved and better results are obtained for small number of machines 
and large number of jobs. If all the test cases are considered, the proposed network is, on 
average, able to produce a solution with a makespan value, which is 1.14 % above of cost of 
the LPT result. By tuning the penalty coefficients for each dataset, it is possible to improve 
the convergence and the optimality of the solutions. On the other hand, besides its 
convergence to valid schedules, convergence to good quality solutions of the proposed 
network points out its general applicability in other scheduling environments.   
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5. Conclusions and Future Research 
This study has presented a dynamical gradient network for solving the identical parallel 
machine scheduling problem with the makespan criterion which is known to be NP-hard 
even for the case of two identical parallel machines. Focus of this paper has been on 
demonstrating the optimization capabilities of the proposed network by solving a set of 
randomly generated problems. The proposed Hopfield-like network uses time-varying 
penalty parameters that start from zero and increase in a stepwise manner during iterations 
to overcome the tradeoff problem of the penalty function method, one of the important 
drawbacks of the penalty function approach.. To analyse the performance of the network, it 
is compared with the well-known LPT heuristic commonly used to solve the problem under 
study, and also with the optimal solutions in terms of the solution quality. The simulation 
experiments demonstrated that the proposed network generated feasible solutions in all the 
cases, and, in some of the data sets it found smaller makespan compared to LPT. In general, 
for all the instances, the average deviation percentage of the proposed network is 1.14 % 
from the LPT heuristic. 
By conducting several simulation experiments, the influence of different initializations 
schemes was investigated on the solutions of the problem considered. The analysis results 
showed that the percent error of the network is very sensitive to the selection of the starting 
points and the choice of the parameters used in simulation.   
The contribution of this paper is two fold. We propose to use a novel time varying penalty 
method that guarantees feasible and near optimal solutions for solving the identical parallel 
machine scheduling problem with the makespan criterion. Although a large body of 
literature exists for solving identical parallel machine scheduling problem with the 
makespan minimization criterion, to the best of our knowledge, there is no previously 
published article that tried to solve this NP-hard problem using neural networks, so that this 
study will also make a contribution to the scheduling literature.  
Several issues are worthy of future investigations. First, further studies will be focused on 
selecting the parameters of the network automatically rather than choosing by trial and 
error, which is one of the drawbacks of neural networks. Second, extension of the results to 
large size problems will be worthwhile. Finally, extension of the results to different 
manufacturing scheduling environments is important for industrial applications, and 
implementation of the network in hardware can make progress in computational efficiency.  
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