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Abstract
The Schur complement has many applications in linear algebra and in numerical analysis.
Schur complement identities have been used for implementing some scalar and vector extra-
polation methods. In this paper we define some matrix sequence transformations and give
two new Schur complement identities that will be used to derive algorithms for implementing
these transformations.
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1. Introduction
The notion of the Schur complement was first introduced by Schur [27]. Many
properties and applications are defined in [2,10,14,16,17,26]. Schur complements
have many applications in scalar and vector extrapolation methods and projection
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algorithms [3,4,6–8,15,16,19]. Schur complements have also many applications
in linear algebra [1,9,12,20]. A generalization of the Schur complement introduced in
[16] was proved to be useful in deriving an extension of Sylvester’s identity [25]. In
[4,7], connections between Schur complements and many sequence transformations
for the scalar and the vector cases are derived. The extension to the matrix case of
some of these transformations has been given in [22]. In this paper we give two new
Schur complement matrix identities and use them to derive algorithms for imple-
menting some matrix sequence transformations. This paper is organized as follows:
in Section 2, we recall some known Schur complement properties and we propose
two new identities. In Section 3, we consider the matrix E-transformation and apply
these new identities to derive the matrix E-algorithm. We also define the matrix
compact recursive projection algorithm with a variant by using Schur complements.
2. The Schur complement
2.1. Definition and properties
We first recall the definition of the Schur complements and give some of their
properties.
Definition 1. Let M1 be a matrix partitioned in four blocks
M1 =
[
A B
C D
]
,
where the submatrix D is assumed to be square and nonsingular. The Schur comple-
ment of D in M1, denoted by (M1/D), is defined by
(M1/D) = A− BD−1C.
If D is not a square matrix then a pseudo-Schur complement of D in M1 can still
be defined [7,11,21]. Let us remark that having the nonsingular submatrix D in the
lower right-hand corner of M1 is a matter of convention. We can similarly define the
following Schur complements:
(M1/A) = D − CA−1B,
(M1/B) = C −DB−1A,
(M1/C) = B − AC−1D.
Now we will give some properties of the Schur complements.
Proposition 1. Let us assume that the submatrix D is nonsingular, then([
A B
C D
]/
D
)
=
([
D C
B A
]/
D
)
=
([
B A
D C
]/
D
)
=
([
C D
A B
]/
D
)
. (2.1)
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Proposition 2. Assuming that the matrix D is nonsingular and E is a matrix such
that the product EA is well defined, then([
EA EB
C D
]/
D
)
= E
([
A B
C D
]/
D
)
. (2.2)
Proposition 3. Assuming that the matrix D is nonsingular and the matrices A and
A′ have the same dimension, then([
A B
C D
]/
D
)
+
([
A′ B ′
C D
]/
D
)
=
([
A+ A′ B + B ′
C D
]/
D
)
,
(2.3)
and ([
A B
C D
]/
D
)
+
([
A′ B
C′ D
]/
D
)
=
([
A+ A′ B
C + C′ D
]/
D
)
.
(2.4)
The proofs of these propositions are easily derived from the definition of the Schur
complement.
2.2. Some known Schur complement identities
We first recall the quotient property and the first and the second matrix Sylvester
identities. Consider the matrices K , M1, M2, M3 and M4 partitioned as follows:
K =

A B EC D F
G H L

 , M1 =
[
A B
C D
]
,
M2 =
[
B E
D F
]
, M3 =
[
D F
H L
]
, M4 =
[
C D
G H
]
.
Let n1, n2 and n3 denote the number of rows of the matricesA, C andG respectively.
We also denote by p1, p2 and p3 the number of columns of the matrices A, B and E
respectively.
Assume that the matrices A and M1 are square (n1 = p1 and n2 = p2) and non-
singular. Crabtree and Haynsworth [13] proved the following theorem.
Theorem 1 (The quotient property)
(K/M1)= ((K/A)/(M1/A))
=
([
A E
G L
]/
A
)
−
([
A B
G H
]/
A
)
×(M1/A)−1
([
A E
C F
]/
A
)
. (2.5)
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Using the quotient property and some Schur complement properties, we can easily
prove the following results.
Corollary 1 (The first matrix Sylvester identity) [22]. If the matrices D and M3 are
square (n2 = p2 and n3 = p3) and nonsingular, then
(K/M3)= ((K/D)/(M3/D))
= (M1/D)− (M2/D)(M3/D)−1(M4/D). (2.6)
Remark 1. If the matrices D and M4 are square (n2 = p2 and n3 = p1) and non-
singular, then
(K/M4)= ((K/D)/(M4/D))
= (M2/D)− (M1/D)(M4/D)−1(M3/D). (2.7)
Corollary 2 (The second matrix Sylvester identity) [22]. If the matrices H and M3
are square (n3 = p2 and n2 = p3) and nonsingular, then
(K/M3)= ((K/H)/(M3/H))
=
([
A B
G H
]/
H
)
−
([
B E
H L
]/
H
)
× (M3/H)−1
([
C D
G H
]/
H
)
. (2.8)
2.3. Two new Schur complement identities
Now we will establish two new Schur complement identities. The first one gives
the relation between the Schur complements (K/M3) and (K/M4).
Theorem 2. If the matrices D, M3 and M4 are square (n2 = p2, n3 = p3 and
n3 = p1) and nonsingular, then
(K/M3) = −(K/M4)(M3/D)−1(M4/D).
Proof. Applying the first matrix Sylvester identity to (K/M3), we have
(K/M3) = (M1/D)− (M2/D)(M3/D)−1(M4/D). (2.9)
Using Remark 1, we know that
(M2/D) = (K/M4)+ (M1/D)(M4/D)−1(M3/D).
Then replacing in (2.9), we obtain the desired identity. 
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The second new identity gives the relation between the Schur complements (K/M3)
and (K ′/M ′3) where the matrices K ′ and M ′3 are defined as follows:
K ′ =

A′ B ′ E′G′ H ′ L′
C D F

 , M ′3 =
[
H ′ L′
D F
]
where the blocks A′, B ′, E′, G′, H ′ and L′ are of the same size as the blocks A, B,
E, G, H and L respectively. Note that in this case, the matrices K and K ′ are of the
same dimension.
Theorem 3. Assume that the matrices D, M3 and M ′3 are square (n2 = p2 and
n3 = p3) and nonsingular, then we have
(K/M3)− (K ′/M ′3)=



A− A′ B − B ′ E − E′G′ H ′ L′
C D F


/
M ′3


−(M2/D)(M3/D)−1



G H LG′ H ′ L′
C D F

/M ′3

 .
(2.10)
Proof. Applying the first matrix Sylvester identity to (K/M3), the second matrix
Sylvester identity to (K ′/M ′3) and using Proposition 1, we obtain
(K/M3) = (M1/D)− (M2/D)(M3/D)−1(M4/D) (2.11)
and
(K ′/M ′3)=
([
A′ B ′
C D
]/
D
)
−
([
B ′ E′
D F
]/
D
)
×(M ′3/D)−1
([
G′ H ′
C D
]/
D
)
. (2.12)
Applying also the second matrix Sylvester identity to


A− A′ B − B ′ E − E′G′ H ′ L′
C D F


/
M ′3

 and to the Schur complement



G H LG′ H ′ L′
C D F

/M ′3

 it follows that
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

A− A′ B − B ′ E − E′G′ H ′ L′
C D F


/
M ′3


=
([
A− A′ B − B ′
C D
]/
D
)
−
([
B − B ′ E − E′
D F
]/
D
)
× (M ′3/D)−1
([
G′ H ′
C D
]/
D
)
(2.13)
and 


G H LG′ H ′ L′
C D F


/
M ′3

= (M4/D)− (M3/D)(M ′3/D)−1
×
([
G′ H ′
C D
]/
D
)
. (2.14)
Therefore developing the right-hand side of the relation (2.13) and using the relations
(2.11), (2.12) and (2.14) we obtain
(K/M3)− (K ′/M ′3)=



A− A′ B − B ′ E − E′G′ H ′ L′
C D F

/M ′3


−(M2/D)(M3/D)−1



G H LG′ H ′ L′
C D F


/
M ′3

 .

3. The matrix E-algorithm
We first recall the definition of the matrix extrapolation and the matrix E-trans-
formation. The implementation of this transformation will be given by the matrix E-
algorithm which is a generalization to the matrix case of the vector E-algorithm [5].
3.1. The matrix E-extrapolation method
Let (Sn)n be a p × s complex matrix sequence, (Gi(n)) be an p × s complex
matrix sequence and Ai be s × s complex matrices for i = 1, . . . , k with k a fixed
integer. The idea of matrix extrapolation processes is to assume that the matrix
sequence (Sn)n to be extrapolated behaves like
S = Sn −
i=k∑
i=1
Gi(n)Ai, n = 0, . . . , (3.1)
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where S is the p × s matrix extrapolated value of Sn. So let Y be an arbitrary p × s
complex matrix. Then from (3.1) we get
Y ∗Sn+j =
i=k∑
i=1
Y ∗Gi(n+ j)Ai, j = 0, . . . , k − 1, n = 0, . . . , (3.2)
where Y ∗ is the adjoint matrix of Y and the operator  is defined as follows:
Gi(n+ j) = Gi(n+ j + 1)−Gi(n+ j). The unknown coefficient matrices Ai ,
i = 1, . . . , k are obtained from the linear system (3.2).
For m = 1, . . . , k and i > m, let D(n)m , N(n)m and N(n)m,i be the matrices given by
D(n)m =


Y ∗G1(n) · · · Y ∗Gm(n)
...
.
.
.
...
Y ∗G1(n+m− 1) · · · Y ∗Gm(n+m− 1)

 ,
N(n)m =


Sn G1(n) · · · Gm(n)
Y ∗Sn
... D
(n)
m
Y ∗Sn+m−1

 ,
and
N
(n)
m,i =


Gi(n) G1(n) · · · Gm(n)
Y ∗Gi(n)
... D
(n)
m
Y ∗Gi(n+m− 1)

 .
The linear system (3.2) is written as

Y ∗G1(n) · · · Y ∗Gk(n)
...
.
.
.
...
Y ∗G1(n+ k − 1) · · · Y ∗Gk(n+ k − 1)




A1
...
Ak

 =


Y ∗Sn
...
Y ∗Sn+k−1

 .
(3.3)
Assuming that the matrix D(n)k of (3.3) is nonsingular and replacing the coefficient
matrices Ai , i = 1, . . . , k, in (3.1), we get
S = Sn − [G1(n), . . . ,Gk(n)]
[
D
(n)
k
]−1
Y ∗Sn
...
Y ∗Sn+k−1

 ,
which shows that S can be written as a Schur complement. Since S is an approxima-
tion of the limit or the anti-limit of the sequence (Sn) which depends on n and k, it
will be denoted by E(n)k and we have
E
(n)
k =
(
N
(n)
k /D
(n)
k
)
. (3.4)
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3.2. The matrix E-algorithm
Next we will give a recursive algorithm for computing recursively E(n)k defined
by (3.4). First we need some definitions and lemmas.
Definition 2. The matrix sequence D(n)k is said to be a block strongly nonsingular
matrix sequence if | D(n)m | /= 0 for m = 1, . . . , k and n = 0, 1, . . ., where | D(n)m |
denotes the determinant of the matrix D(n)m .
We set for m = 1, . . . , k and i > m
E(n)m =
(
N(n)m /D
(n)
m
)
and
G
(n)
m,i =
(
N
(n)
m,i/D
(n)
m
)
.
We have the following lemmas.
Lemma 1. Assuming that D(n)k is a block strongly nonsingular matrix. Then for
m = 1, . . . , k we have
Y ∗E(n)m = −Y ∗G(n+1)m−1,m
(
D(n+1)m /D
(n+1)
m−1
)
×




Y ∗Sn+m Y ∗G1(n+m) · · · Y ∗Gm(n+m)
Y ∗Sn
... D
(n)
m
Y ∗Sn+m−1


/
D(n)m

 .
Proof. We consider the block matrices K and K ′ involved in Theorem 3 where the
sub-blocks are defined as follows:
A = Y ∗Sn+1, B = [Y ∗G1(n+ 1), . . . , Y ∗Gm−1(n+ 1)],
E = Y ∗Gm(n+ 1), D = D(n+1)m−1 ,
C = [(Y ∗Sn+1)T, . . . , (Y ∗Sn+m−1)T]T ,
F = [(Y ∗Gm(n+ 1))T, . . . , (Y ∗Gm(n+m− 1))T]T , G= Y ∗Sn+m,
L = Y ∗Gm(n+m), H = [Y ∗G1(n+m), . . . , Y ∗Gm−1(n+m)],
A′ = Y ∗Sn, B ′ = [Y ∗G1(n), . . . , Y ∗Gm−1(n)],
E′ = Y ∗Gm(n), G′ = Y ∗Sn,
H ′ = [Y ∗G1(n), . . . , Y ∗Gm−1(n)], L′ = Y ∗Gm(n).
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In this case we have K = Y ∗N(n+1)m , K ′ = Y ∗N(n)m , M3 = D(n+1)m and M ′3 = D(n)m .
Note that


A− A′ B − B ′ E − E′G′ H ′ L′
C D F


/
M ′3

 = 0.
Therefore, applying Theorem 3 with the matrices above, the result follows. 
Lemma 2. Assuming that D(n)k is a block strongly nonsingular matrix. Then for
m = 1, . . . , k we have the following relation:
Y ∗G(n)m,i = −Y ∗G(n+1)m−1,m
(
D(n+1)m /D
(n+1)
m−1
)
×




Y ∗Gi(n+m) Y ∗G1(n+m) · · · Y ∗Gm(n+m)
Y ∗Gi(n)
... D
(n)
m
Y ∗Gi(n+m− 1)


/
D(n)m

.
(3.5)
Proof. The proof is similar to the one of Lemma 1. Applying the identity given
by Theorem 3 by taking K = Y ∗N(n+1)m,i and K ′ = Y ∗N(n)m,i and partitioning as in
Lemma 1, the result follows. 
By applying the first matrix Sylvester identity to E(n)m and to G(n)m,i and by using
the previous lemmas we obtain
E(n)m = E(n)m−1 −G(n)m−1,m
[
Y ∗G(n)m−1,m
]−1
Y ∗E(n)m−1
and
G
(n)
m,i = G(n)m−1,i −G(n)m−1,m
[
Y ∗G(n)m−1,m
]−1
Y ∗G(n)m−1,i . (3.6)
The matrix E-algorithm is summarized as follows:
E
(n)
0 = Sn, G(n)0,1 = G1(n) for n = 0, 1, . . .
For m = 1, . . . , k
E
(n)
m = E(n)m−1 −G(n)m−1,m
[
Y ∗G(n)m−1,m
]−1
Y ∗E(n)m−1,
G
(n)
0,m+1 = Gm+1(n)
for i = 1, . . . , m,
G
(n)
i,m+1 = G(n)i−1,m+1 −G(n)i−1,i
[
Y ∗G(n)i−1,i
]−1
Y ∗G(n)i−1,m+1,
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end i,
end m.
For the kernel of the transformation Ek we have the following result [22].
Theorem 4. E(n)k = S for all k and n if and only if there exist p × s matrices Ai,
i = 1, . . . , k such that S = Sn −∑ki=1 Gi(n)Ai for all n.
3.3. The matrix compact recursive projection algorithm and its variants
In [4], Brezinski proposed the recursive projection algorithm (RPA) and the com-
pact recursive projection algorithm (CRPA) with its variants. The (RPA) and the
(CRPA) could be used to implement projection and extrapolation methods; see [4,
18,24].
The matrix recursive projection algorithm (MRPA) was defined in [23] and was
used to derive iterative methods for solving linear systems with multiple right-hand
sides [19]. The MRPA can be defined as follows. Let Y be a p × s complex matrix
and Xi be p × s complex matrices for i = 1, . . . , k with k a fixed integer such that
ks  p. Let Yk be a p × s complex matrix. Yk is assumed to be an approximation of
Y and we set E′k = Y − Yk the matrix error at the kth step.
Assuming that the columns of the matrices X1, . . . , Xk are linearly independent,
then we have
E′k = Y − Yk = Y −
i=k∑
i=1
XiAi, (3.7)
where Ai , i = 1, . . . , k are s × s unknown complex matrices. Let Zi , i = 1, . . . , k
be p × s complex matrices. The coefficients Ai , i = 1, . . . , k are defined by the
following orthogonality relation:
Z∗i E′k = 0, for i = 1, . . . , k, (3.8)
where Z∗ is the adjoint matrix of Z. Then (3.8) is equivalent to the following linear
system:

Z∗1Y
...
Z∗kY

 =


Z∗1X1 · · · Z∗1Xk
...
.
.
.
...
Z∗kX1 · · · Z∗kXk

×


A1
...
Ak

 . (3.9)
Assuming that the matrix of the linear system (3.9) is nonsingular and replacing
the matrices Ai , i = 1, . . . , k in (3.7) we get
E′k = Y − [X1, . . . , Xk]


Z∗1X1 · · · Z∗1Xk
...
.
.
.
...
Z∗kX1 · · · Z∗kXk


−1
×


Z∗1Y
...
Z∗kY

 , (3.10)
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then E′k can be expressed as the following Schur complement:
E′k =




Y X1 · · · Xk
Z∗1Y Z∗1X1 · · · Z∗1Xk
...
...
.
.
.
...
Z∗kY Z∗kX1 · · · Z∗kXk


/
Z∗1X1 · · · Z∗1Xk
...
.
.
.
...
Z∗kX1 · · · Z∗kXk



 .
If Pk denotes the oblique projector onto the block subspace span{X1, . . . , Xk}
(generated by the columns of the k matrices X1, . . . , Xk) and orthogonally to the
block subspace generated by the columns of the matrices Z1, . . . , Zk then from (3.7)
and (3.8) we get
(E′k)(j) = Y (j) −Pk
(
Y (j)
)
; j = 1, . . . , s,
where (E′k)(j) and Y (j) denote the j th column of the matrices E′k and Y respectively.
3.3.1. The matrix compact recursive projection algorithm
We set Y = X0 and consider the matrices (Xi)i1 as defined before. For m =
1, . . . , k we set
D′(i)m =


Z∗1Xi+1 · · · Z∗1Xi+m
...
.
.
.
...
Z∗mXi+1 · · · Z∗mXi+m

 ,
N ′(i)m =


Xi Xi+1 · · · Xi+m
Z∗1Xi Z∗1Xi+1 · · · Z∗1Xi+m
...
...
.
.
.
...
Z∗mXi Z∗mXi+1 · · · Z∗mXi+m

 ,
and for j > i
N
′(j,i)
m =


Xj Xi+1 · · · Xi+m
Z∗1Xj Z∗1Xi+1 · · · Z∗1Xi+m
...
...
.
.
.
...
Z∗mXj Z∗mXi+1 · · · Z∗mXi+m

 .
LetXi,k = span{Xi+1, . . . , Xi+k} andZk = span{Z1, . . . , Zk} denote the subspac-
es generated by the columns of the matrices Xi+1, . . . , Xi+k and Z1, . . . , Zk respec-
tively. The notation Z ∈ Xi,k means that each vector column of the matrix Z lies in
the subspace Xi,k . We define E′(i)k such that
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E
′(i)
k −Xi = −
∑k
j=1 Xi+jBj ∈ Xi,k
Z∗j E
′(i)
k = 0; j = 1, . . . , k.
(3.11)
If D′(i)k is nonsingular, then E
′(i)
k can be expressed as follows:
E
′(i)
k = Xi − [Xi+1, . . . , Xi+k]


Z∗1Xi+1 · · · Z∗1Xi+k
...
.
.
.
...
Z∗kXi+1 · · · Z∗kXi+k


−1
×


Z∗1Xi
...
Z∗kXi

 .
Therefore E′(i)k can be defined as the following Schur complement:
E
′(i)
k =
(
N
′(i)
k /D
′(i)
k
)
.
Let Q(i)k denote the oblique projector onto the subspace Xi,k and orthogonally to the
subspace Zk , then using the relations (3.11) we have(
E
′(i)
k
)j = (I − Q(i)k ) (Xi)j ; j = 1, . . . , s,
where
(
E
′(i)
k
)j
and (Xi)j denote the j th columns of the matrices E′(i)k and Xi
respectively.
We will assume that D′(i)k is a block strongly nonsingular matrix. We shall now
give an algorithm for computing the E′(i)k ’s. We have the following lemmas.
Lemma 3. Assuming that D′(i)k is a block strongly nonsingular matrix then we have(
N
′(i+1,i)
m−1 /D
′(i)
m−1
)
= −E′(i+1)m−1
(
D
′(i)
m−1/D
′(i+1)
m−2
)−1
×
(
D
′(i+1)
m−1 /D
′(i+1)
m−2
)
, m = 2, . . . , k. (3.12)
Lemma 4. Assuming that D′(i)k is a block strongly nonsingular matrix then we have(
D′(i)m /D
′(i)
m−1
)
= −Z∗mE′(i+1)m−1
(
D
′(i)
m−1/D
′(i+1)
m−2
)−1 (
D
′(i+1)
m−1 /D
′(i+1)
m−2
)
.
(3.13)
The proofs are obtained by using Theorem 2. 
Now we can give the relation between E′(i)m , E′(i)m−1 and E
′(i+1)
m−1 . Applying the first
matrix Sylvester identity to E′(i)m we get
E′(i)m =
(
N ′(i)m /D′(i)m
)
= E′(i)m−1 −
(
N
′(i+1,i)
m−1 /D
′(i)
m−1
) (
D′(i)m /D
′(i)
m−1
)−1
Z∗mE
′(i)
m−1,
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so using the previous lemmas we get
E′(i)m = E′(i)m−1 − E′(i+1)m−1
[
Z∗mE
′(i+1)
m−1
]−1
Z∗mE
′(i)
m−1.
Then the matrix compact recursive projection algorithm (MCRPA) is summarized as
follows:
E
′(i)
0 = Xi , for i = 0, . . . , k,
for m = 1, . . . , k,
for i = 0, . . . , k −m,
E
′(i)
m = E′(i)m−1 − E′(i+1)m−1
[
Z∗mE
′(i+1)
m−1
]−1
Z∗mE
′(i)
m−1,
end i,
end m.
3.3.2. The variant of the matrix compact recursive projection algorithm
The variant of the matrix compact recursive projection algorithm (VMCRPA) is
defined as follows:
E¯
(i)
k =
(
N
′(i)
k /D
′(i−1)
k
)
.
For implementing recursively this Schur complement we need the following results.
Proposition 4. Assuming that D′(i)k is a block strongly nonsingular matrix, then for
m = 1, . . . , k we have
Z∗mE
′(i)
m−1 =
(
D′(i−1)m /D
′(i)
m−1
)
, (3.14)
and
Z∗mE¯
(i)
m−1 =
(
D′(i−1)m /D
′(i−1)
m−1
)
, m = 1, . . . , k. (3.15)
Proof. The proof of this is obtained by using the definition of the Schur comple-
ments E′(i−1)m−1 , and E¯
(i−1)
m−1 . 
Now we will give a relation between E¯(i)m , E¯(i)m−1 and E¯
(i+1)
m−1 . Applying the first
matrix Sylvester identity to E¯(i)m and the Proposition 4 we get
E¯(i)m =
(
N ′(i)m /D′(i−1)m
)
=
(
N
′(i+1)
m−1 /D
′(i)
m−1
)
−
(
N
′(i)
m−1/D
′(i)
m−1
) (
D′(i−1)m /D
′(i)
m−1
)−1 (
D′(i)m /D
′(i)
m−1
)
= E¯(i+1)m−1 − E(i)m−1
[
Z∗mE
′(i)
m−1
]−1
Z∗mE¯
(i+1)
m−1 .
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Applying the new Schur complement identity given by Theorem 2 to E¯(i)m−1, we have
E¯
(i)
m−1=
(
N
′(i)
m−1/D
′(i−1)
m−1
)
=−
(
N
′(i)
m−1/D
′(i)
m−1
) (
D
′(i−1)
m−1 /D
′(i)
m−2
)−1 (
D
′(i)
m−1/D
′(i)
m−2
)
=−E′(i)m−1
(
D
′(i−1)
m−1 /D
′(i)
m−2
)−1 (
D
′(i)
m−1/D
′(i)
m−2
)
,
then we get
E¯
(i)
m−1
[
Z∗mE¯
(i)
m−1
]−1 = E′(i)m−1 (D′(i−1)m−1 /D′(i)m−2)−1 (D′(i)m−1/D′(i)m−2)
×
[
Z∗mE
′(i)
m−1
(
D
′(i−1
m−1 )/D
′(i)
m−2
)−1 (
D
′(i)
m−1/D
′(i)
m−2
)]−1
= E′(i)m−1
[
Z∗mE
′(i)
m−1
]−1
,
replacing E′(i)m−1
[
Z∗mE
′(i)
m−1
]−1
in E¯(i)m , it follows that
E¯(i)m = E¯(i+1)m−1 − E′(i)m−1
[
Z∗mE
′(i)
m−1
]−1
Z∗mE¯
(i+1)
m−1
= E¯(i+1)m−1 − E¯(i)m−1
[
Z∗mE¯
(i)
m−1
]−1
Z∗mE¯
(i+1)
m−1
Then the variant of the matrix compact recursive projection algorithm (VMCRPA)
is given as follows:
E¯
(i)
0 = Xi , for i = 0, . . . , k,
for m = 1, . . . , k,
for i = 0, . . . , k −m,
E¯
(i)
m = E¯(i+1)m−1 − E¯(i)m−1
[
Z∗mE¯
(i)
m−1
]−1
Z∗mE¯
(i+1)
m−1 ,
end i,
end m.
4. Conclusion
In this paper, we derived two new Schur complement identities. These new identi-
ties were applied to obtain recursive algorithms to implement the matrix E-transfor-
mation and the matrix compact recursive projection algorithm with a variant. Other
matrix extrapolation methods could also be defined in the same manner. Applications
of these matrix extrapolation and projection methods are still under investigation.
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