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A REFLEXIVE HI SPACE WITH THE HEREDITARY
INVARIANT SUBSPACE PROPERTY
SPIROS A. ARGYROS AND PAVLOS MOTAKIS
Dedicated to the memory of Edward Odell
Abstract. A separable Banach space X satisfies the Invariant Sub-
space Property (ISP) if every bounded linear operator T ∈ L(X) admits
a non trivial closed invariant subspace. In this paper we present the first
example of a reflexive Banach space X
ISP
satisfying the ISP. Moreover,
this is the first example of a Banach space satisfying the hereditary
ISP, namely every infinite dimensional subspace of it satisfies the ISP.
The space X
ISP
is hereditarily indecomposable (HI) and every operator
T ∈ L(X
ISP
) is of the form λI + S with S a strictly singular operator.
The critical property of the strictly singular operators of X
ISP
is that the
composition of any three of them is a compact one. The construction
of X
ISP
is based on saturation methods and it uses as an unconditional
frame Tsirelson space. The new ingredient in the definition of the space
is the saturation under constraints, a method initialized in a fundamen-
tal work of Edward Odell and Thomas Schlumprecht.
Introduction
The invariant subspace problem asks whether every bounded linear oper-
ator on an infinite dimensional separable Banach space admits a non-trivial
closed invariant subspace. A classical result of M. Aronszajn and K.T. Smith
[12] asserts that the problem has a positive answer for compact operators.
This result was extended by V. Lomonosov [23] for operators on complex Ba-
nach spaces that commute with a non-trivial compact operator. Recently
G. Sirotkin [33] has presented a version of Lomonosov’s theorem for real
spaces. It is also known that the problem, in its full generality, has a nega-
tive answer. Indeed P. Enflo [16] and subsequently C. J. Read [28],[29] have
provided several examples of operators on non-reflexive Banach spaces that
do not admit a non-trivial invariant subspace. In particular, in a profound
study concerning spaces admitting operators without non trivial invariant
subspaces, C. J. Read has proven that every separable Banach space that
contains either c0 or a complemented subspace isomorphic to ℓ1 or J∞,
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admits an operator without non trivial closed invariant subspaces [30]. A
comprehensive study of Read’s methods of constructing operators with no
non trivial invariant subspaces can be found in [20], [21]. Also recently a
non-reflexive hereditarily indecomposable (HI) Banach space XK with the
“scalar plus compact” property has been constructed [7]. This is a L∞
space with separable dual, resulting from a combination of HI techniques
with the fundamental J. Bourgain and F. Delbaen construction [13]. As
consequence, the space XK satisfies the Invariant Subspace Property (ISP).
Moreover, recently a L∞ space, containing ℓ1 isomorphically, with the scalar
plus compact property, has been constructed [8]. Let us point out, that the
latter shows that Read’s result concerning separable spaces containing ℓ1 as
a complemented subspace, is not extended to separable spaces containing
ℓ1. All the above results provide no information in either direction within
the class of reflexive Banach spaces. The importance of a result in this class,
concerning the Invariant Subspace Problem, is reflected in the concluding
phrase of C. J. Read in [30] where the following is stated. “It is clear that
we cannot go much further until and unless we solve the invariant subspace
problem on a reflexive Banach space.”
The aim of the present work is to construct the first example of a reflexive
Banach space X
ISP
with the Invariant Subspace Property, which is also the
example of a Banach space with the hereditary Invariant Subspace Property.
This property is not proved for the aforementioned space XK . It is notable
that no subspace of X
ISP
has the “scalar plus compact” property. More
precisely, the strictly singular operators1 on every subspace Y of XISP form
a non separable ideal (in particular, the strictly singular non-compact are
non-separable).
The space X
ISP
is a hereditarily indecomposable space and every operator
T ∈ L(XISP ) is of the form T = λI+S with S strictly singular. We recall that
there are strictly singular operators in Banach spaces without non-trivial
invariant subspaces [31]. On the other hand, there are spaces where the
ideal of strictly singular operators does not coincide with the corresponding
one of compact operators and every strictly singular operator admits a non-
trivial invariant subspace. The most classical spaces with this property are
Lp[0, 1], 1 6 p <∞ and C[0, 1]. This is a combination of Lomonosov-Sirotkin
theorem and the classical result, due to V. Milman [24], that the composition
TS is a compact operator, for any T, S strictly singular operators, on any of
the above spaces. In [2], Tsirelson like spaces satisfying similar properties
are presented. The possibility of constructing a reflexive space with ISP
without the “scalar plus compact” property emerged from an earlier version
of [2].
The following describes the main properties of the space X
ISP
.
1A bounded linear operator is called strictly singular, if its restriction on any infinite
dimensional subspace is not an isomorphism.
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Theorem. There exists a reflexive space X
ISP
with a Schauder basis {en}n∈N
satisfying the following properties.
(i) The space X
ISP
is hereditarily indecomposable.
(ii) Every seminormalized weakly null sequence {xn}n∈N has a subse-
quence generating either ℓ1 or c0 as a spreading model. Moreover
every infinite dimensional subspace Y of X
ISP
admits both ℓ1 and c0
as spreading models.
(iii) For every Y infinite dimensional closed subspace of X
ISP
and every
T ∈ L(Y,X
ISP
), T = λI
Y,X
ISP
+ S with S strictly singular.
(iv) For every Y infinite dimensional subspace of X
ISP
the ideal S(Y ) of
the strictly singular operators is non separable.
(v) For every Y subspace of X
ISP
and every Q,S, T in S(Y ) the operator
QST is compact. Hence for every T ∈ S(Y ) either T 3 = 0 or T
commutes with a non zero compact operator.
(vi) For every Y infinite dimensional closed subspace of X and every
T ∈ L(Y ), T admits a non-trivial closed invariant subspace. In par-
ticular every T 6= λIY , for λ ∈ R admits a non-trivial hyperinvariant
subspace.
It is not clear to us if the number of operators in property (v) can be
reduced. For defining the space X
ISP
we use classical ingredients like the
coding function σ, the interaction between conditional and unconditional
structure, but also some new ones which we are about to describe.
In all previous HI constructions, one had to use a mixed Tsirelson space
as the unconditional frame on which the HI norm is built. Mixed Tsirelson
spaces appeared with Th. Schlumprecht space [32], twenty years after
Tsirelson construction [34]. They became an inevitable ingredient for any
HI construction, starting with the W.T. Gowers and B. Maurey celebrated
example [19], and followed by myriads of others [4],[11] etc. The most sig-
nificant difference in the construction of X
ISP
from the classical ones, is that
it uses as an unconditional frame the Tsirelson space itself.
As it is clear to the experts, HI constructions based on Tsirelson space,
are not possible if we deal with a complete saturation of the norm. Thus
the second ingredient involves saturation under constraints. This method
was introduced by E. Odell and Th. Schlumprecht [25],[26] for defining
heterogeneous local structure in HI spaces, a method also used in [2]. By
saturation under constraints we mean that the operations ( 12n ,Sn) (see Re-
mark 1.5) are applied on very fast growing families of averages, which are
either α-averages or β-averages. The α-averages have been also used in
[25],[26], while β-averages are introduced to control the behaviour of special
functionals. It is notable that although the α, β-averages do not contribute
to the norm of the vectors in XISP , they are able to neutralize the action
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of the operations ( 12n ,Sn) on certain sequences and thus c0 spreading mod-
els become abundant. This significant property yields the structure of X
ISP
described in the above theorem.
Let us briefly describe some further structural properties of the space
X
ISP
.
The first and most crucial one is that for a (n, ε) special convex combina-
tion (see Definition 1.9)
∑
i∈F cixi, with {xi}i∈F a finite normalized block
sequence, we have that
‖
∑
i∈F
cixi‖ 6
6
2n
+ 12ε
This evaluation is due to the fact that the space is built on Tsirelson space
and differs from the classical asymptotic ℓ1 HI spaces (i.e. [4],[11]) where
seminormalized (n, ε) special convex combinations exist in every block sub-
space. A consequence of the above, is that the frequency of the appearance
of RIS sequences is significantly increased, which among others yields the
following. Every strictly singular operator maps sequences generating c0
spreading models to norm null ones. Furthermore, we classify weakly null
sequences into sequences of rank 0, namely norm null ones, sequences of
rank 1, namely sequences generating c0 as a spreading model and sequences
of rank 2 or 3, namely sequences generating ℓ1 as a spreading model. The
main result concerning these ranks is the following. If Y is an infinite di-
mensional closed subspace of X
ISP
and T is a strictly singular operator on
Y , then it maps sequences of non zero rank, to sequences of strictly smaller
rank. Combining the above properties we conclude property (v) of the above
theorem.
We thank G. Costakis for bringing to our attention G. Sirotkin’s paper
[33].
1. The norming set of the space X
ISP
In this section we define the norming set W of the space XISP . This set
is defined with the use of the sequence {Sn}n which we remind below and
also families of Sn-admissible functionals.
As we have mentioned in the introduction, the set W will be a subset of
the norming set WT of the Tsirelson space.
The Schreier families. The Schreier families is an increasing sequence of
families of finite subsets of the naturals, first appeared in [1], inductively
defined in the following manner.
Set S0 =
{
{n} : n ∈ N
}
and S1 = {F ⊂ N : #F 6 minF}.
Suppose that Sn has been defined and set Sn+1 = {F ⊂ N : F = ∪
k
j=1Fj ,
where F1 < · · · < Fk ∈ Sn and k 6 minF1}
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If for n,m ∈ N we set Sn ∗ Sm = {F ⊂ N : F = ∪
k
j=1Fj , where F1 <
· · · < Fk ∈ Sm and {minFj : j = 1, . . . , k} ∈ Sn}, then it is well known that
Sn ∗ Sm = Sn+m.
Notation. A sequence of vectors x1 < · · · < xk in c00 is said to be Sn-
admissible if {min suppxi : i = 1, . . . , k} ∈ Sn.
Let G ⊂ c00. A vector f ∈ G is said to be an average of size s(f) = n, if
there exist f1, . . . , fd ∈ G, d 6 n, such that f =
1
n(f1 + · · ·+ fd).
A sequence {fj}j of averages in G is said to be very fast growing, if
f1 < f2 < . . ., s(fj) > 2
max supp fj−1 and s(fj) > s(fj−1) for j > 1.
The coding function. Choose L = {ℓk : k ∈ N}, ℓ1 > 2 an infinite subset
of the naturals such that:
(i) For any k ∈ N we have that ℓk+1 > 2
2ℓk and
(ii)
∑∞
k=1
1
2ℓk
< 11000 .
Decompose L into further infinite subsets L1, L2. Set
Q =
{(
(f1, n1), . . . , (fm, nm)
)
: m ∈ N, {nk}
m
k=1 ⊂ N, f1 < . . . < fm ∈ c00
with fk(i) ∈ Q, for i ∈ N, k = 1, . . . ,m}
Choose a one to one function σ : Q → L2, called the coding function, such
that for any
(
(f1, n1), . . . , (fm, nm)
)
∈ Q, we have that
σ
(
(f1, n1), . . . , (fm, nm)
)
> 2nm ·max supp fm
Remark 1.1. For any n ∈ N we have that #L ∩ {n, . . . , 22n} 6 1.
The norming set. The norming set W is defined to be the smallest subset
of c00 satisfying the following properties:
1. The set {+−en}n∈N is a subset ofW , for any f ∈W we have that −f ∈W ,
for any f ∈W and any I interval of the naturals we have that If ∈W and
W is closed under rational convex combinations. Any f = +−en will be called
a functional of type 0.
2. The setW contains any functional f which is of the form f = 12n
∑d
j=1 αj ,
where {αj}
d
j=1 is an Sn-admissible and very fast growing sequence of α-
averages in W . If I is an interval of the naturals, then g = +−If is called a
functional of type Iα, of weight w(g) = n.
3. The setW contains any functional f which is of the form f = 12n
∑d
j=1 βj ,
where {βj}
d
j=1 is an Sn-admissible and very fast growing sequence of β-
averages in W . If I is an interval of the naturals, then g = +−If is called a
functional of type Iβ, of weight w(g) = n.
4. The set W contains any functional f which is of the form f = 12
∑d
j=1 fj,
where {fj}
d
j=1 is an S1-admissible special sequence of type Iα functionals.
This means that w(f1) ∈ L1 and w(fj) = σ
((
f1, w(f1)
)
, . . . ,
(
fj−1, w(fj−1)
))
,
for j > 1. If I is an interval of the naturals, then g = +−If is called a func-
tional of type II with weights ŵ(g) = {w(fj) : ran fj ∩ I 6= ∅}.
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We call an α-average any average α ∈W of the form α = 1n
∑d
j=1 fj, d 6
n, where f1 < · · · < fd ∈W .
We call a β-average any average β ∈W of the form β = 1n
∑d
j=1 fj, d 6 n,
where f1, . . . , fd ∈W are functionals of type II, with disjoint weights ŵ(fj).
In general, we call a convex combination any f ∈ W that is not of type
0, Iα, Iβ or II.
For x ∈ c00 define ‖x‖ = sup{f(x) : f ∈ W} and XISP = (c00(N), ‖ · ‖).
Evidently X
ISP
has a bimonotone basis.
One may also describe the norm on X
ISP
with an implicit formula. Indeed,
for some x ∈ X
ISP
, we have that
‖x‖ = max
{
‖x‖0, ‖x‖II , sup{
1
2n
d∑
j=1
‖Ejx‖
α
kj}, sup{
1
2n
d∑
j=1
‖Ejx‖
β
kj
}
}
where the inner suprema are taken over all n ∈ N, all Sn-admissible intervals
{Ej}
d
j=1 of the naturals and k1 < · · · < kd such that kj > 2
maxEj−1 for j > 1.
By ‖x‖II we denote
‖x‖II = sup{f(x) : f ∈W is a functional of type II}
whereas for j ∈ N, by ‖x‖αj we denote
‖x‖αj = sup{α(x) : α ∈W is an α-average of size s(α) = j}
Similarly, by ‖x‖βj we denote
‖x‖βj = sup{β(x) : β ∈W is a β-average of size s(β) = j}.
Remark 1.2. Very fast growing sequences of α-averages have been consid-
ered by E. Odell and Th. Schlumprecht in [25], [26] and were also used in
[2]. However, β-averages are a new ingredient, introduced to control the be-
haviour of type II functionals on block sequences. The β-averages can also
be used to provide an alternative and simpler approach of the main result
in [26].
As we have mentioned in the introduction, the ‖z‖αj , ‖z‖
β
j , which are
averages, do not contribute to the norm of the vector z. On the other hand,
the {‖ · ‖αj }j , {‖ · ‖
β
j }j have a significant role for the structure of the space
X
ISP
.
Remark 1.3. The norming set W can be inductively constructed to be the
union of an increasing sequence of subsets {Wm}
∞
m=0 of c00, where W0 =
{+−en}n∈N and if Wm has been constructed, then set W
α
m+1 to be the closure
of Wm under taking α-averages, W
Iα
m+1 to be the closure of W
α
m+1 under
taking type Iα functionals, W
Iβ
m+1 to be the closure of W
Iα
m+1 under taking
type Iβ functionals, W
II
m+1 to be the closure of W
Iβ
m+1 under taking type
II functionals, W βm+1 to be the closure of W
II
m+1 under taking β-averages
and finally Wm+1 to be the closure of W
β
m+1 under taking rational convex
combinations.
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Tsirelson space. Tsirelson’s initial definition [34] of the first Banach space
not containing any ℓp, 1 6 p <∞ or c0, concerned the dual of the so called
Tsirelson norm which was introduced by T. Figiel and W. B. Johnson [18]
and satisfies the following implicit formula.
‖x‖T = max
{
‖x‖0, sup{
1
2
d∑
j=1
‖Ejx‖T }
}
where x ∈ c00 and the inner supremum is taken over all successive subsets
of the naturals d 6 E1 < · · · < Ed. Tsirelson space T is defined to be the
completion of (c00, ‖ · ‖T ). In the sequel by Tsirelson norm and Tsirelson
space we will mean the norm and the corresponding space from [18].
As is well known, a norming set WT of Tsirelson space is the smallest
subset of c00 satisfying the following properties.
1. The set {+−en}n∈N is a subset of WT , for any f ∈ WT we have that
−f ∈ WT , for any f ∈ WT and any E subset of the naturals we have that
Ef ∈WT and WT is closed under rational convex combinations.
2. The setWT contains any functional f which is of the form f =
1
2
∑d
j=1 fj,
where {fj}
d
j=1 is a S1 admissible sequence in WT .
Remark 1.4. The following are well known facts about Tsirelson space.
(i) The norming set WT can be inductively constructed to be the union
of an increasing sequence of subsets {WmT }
∞
m=0 of c00, in a similar
manner as above.
(ii) The set W ′T , which is the smallest subset of c00 satisfying the follow-
ing properties, also is a norming set for Tsirelson space.
1. The set {+−en}n∈N is a subset of W
′
T , for any f ∈ W
′
T we have
that −f ∈W ′T and for any f ∈W
′
T and any E subset of the naturals
we have that Ef ∈W ′T .
2. The set W ′T contains any functional f which is of the form f =
1
2
∑d
j=1 fj, where {fj}
d
j=1 is a S1 admissible sequence in W
′
T .
Remark 1.5. It is easy to check that the norming set WT of Tsirelson
space is closed under ( 12n ,Sn) operations, namely for any f1 < · · · < fd in
WT Sn-admissible, the functional
1
2n
∑d
j=1 fj ∈WT . This explains that the
norming set W of the space XISP is a subset of WT . Therefore Tsirelson
space is the unconditional frame on which the norm of X
ISP
is built. As we
mentioned in the introduction, XISP is the first HI construction which uses
Tsirelson space instead of a mixed Tsirelson one.
As it is shown in [14] (see also [15]), an equivalent norm on Tsirelson
space is described by the following implicit formula. For x ∈ c00 set
|||x||| = max
{
‖x‖0, sup{
1
2
2d∑
j=1
|||Ejx|||}
}
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where the inner supremum is taken over all successive subsets of the naturals
d 6 E1 < · · · < E2d. Then, for any {ck}
n
k=1 ⊂ R, the following holds.
(1) ‖
n∑
k=1
ckek‖T 6 |||
n∑
k=1
ckek||| 6 3‖
n∑
k=1
ckek‖T
Remark 1.6. A norming setW(T,|||·|||) for (T, ||| · |||) is also defined in a similar
manner as WT .
Special convex combinations. Next, we remind the notion of the (n, ε)
special convex combinations, (see [4],[6],[11]) which is one of the main tools,
used in the sequel.
Definition 1.7. Let x =
∑
k∈F ckek be a vector in c00. Then x is said to
be a (n, ε) basic special convex combination (or a (n, ε) basic s.c.c.) if:
(i) F ∈ Sn, ck > 0, for k ∈ F and
∑
k∈F ck = 1.
(ii) For any G ⊂ F,G ∈ Sn−1, we have that
∑
k∈G ck < ε.
The next result is from [9]. For a proof see [11], Chapter 2, Proposition
2.3.
Proposition 1.8. For any M infinite subset of the naturals, any n ∈ N and
ε > 0, there exists F ⊂ M, {ck}k∈F , such that x =
∑
k∈F ckek is a (n, ε)
basic s.c.c.
Definition 1.9. Let x1 < · · · < xm be vectors in c00 and ψ(k) = min suppxk,
for k = 1, . . . ,m. Then x =
∑m
k=1 ckxk is said to be a (n, ε) special convex
combination (or (n, ε) s.c.c.), if
∑m
k=1 ckeψ(k) is a (n, ε) basic s.c.c.
2. Basic evaluations for special convex combinations
In this section we prove the basic inequality for block sequences in X
ISP
,
with the auxiliary space actually being Tsirelson space. This will allow us
to evaluate the norm of (n, ε) special convex combinations and it is critical
throughout the rest of the paper.
Definition 2.1. Let f ∈ W be a functional of type Iα or Iβ, of weight
w(f) = n, f = 12n
∑d
j=1 fj. Then, by definition, there exist F1 < · · · < Fp
successive intervals of the naturals such that:
(i) ∪pi=1Fi = {1, . . . , d}
(ii) {min supp fj : j ∈ Fi} ∈ Sn−1, for i = 1, . . . , p
(iii) {min supp fminFi : i = 1, . . . , p} ∈ S1
Set gi =
1
2n−1
∑
j∈Fi
fj, for i = 1, . . . , p. We call {gi}
p
i=1 a Tsirelson
analysis of f .
Remark 2.2. If f ∈ W is a functional of type Iα or Iβ and {fi}
p
i=1 is
a Tsirelson analysis of f , then fi ∈ W , {fi}
p
i=1 is S1-admissible and f =
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1
2
∑p
i=1 fi, although {fi}
p
i=1 may not be a very fast growing sequence of α-
averages or β-averages. Moreover, if w(f) > 1, then fi is of the same type
as f and w(fi) = w(f)− 1 for i = 1, . . . , p.
The tree analysis of a functional f ∈W. A key ingredient for evaluating
the norm of vectors in X
ISP
is the analysis of the elements f of the norming
set W . This is similar to the corresponding concept that has occurred in
almost all previous HI and related constructions (i.e. [3], [4], [7], [11]). Next
we briefly describe the tree analysis in our context.
For any functional f ∈ W we associate a family {fλ}λ∈Λ, where Λ is a
finite tree which is inductively defined as follows.
Set f∅ = f , where ∅ denotes the root of the tree to be constructed. If f
is of type 0, then the tree analysis of f is {f∅}. Otherwise, suppose that the
nodes of the tree and the corresponding functionals have been chosen up to
a height p and let λ be a node of height |λ| = p. If fλ is of type 0, then
don’t extend any further and λ is a maximal node of the tree.
If fλ is of type Iα or Iβ, set the immediate successors of λ to be the
elements of the Tsirelson analysis of fλ.
If fλ is of type II, f =
1
2
∑d
j=1 fj, set the immediate successors of λ to be
the {fj}
d
j=1.
If fλ is a convex combination, which includes α-averages and β-averages,
fλ =
∑d
j=1 cjfj, set the immediate successors of λ to be the {fj}
d
j=1.
By Remark 1.3 it follows that the inductive construction ends in finitely
many steps and that the tree Λ is finite.
Remark 2.3. Let f ∈W and {fλ}λ∈Λ be a tree analysis of f . Then for any
λ ∈ Λ not a maximal node, such that fλ is not a convex combination, we
have that fλ =
1
2
∑
µ∈succ(λ) fµ, where {fµ}µ∈succ(λ) are S1-admissible and
by succ(λ) we denote the immediate successors of λ in Λ.
Remark 2.4. In a similar manner, for any f ∈ W ′T (see Remark 1.4 (ii)),
the tree analysis of f is defined.
Proposition 2.5. Let x =
∑
k∈F ckek be a (n, ε) basic s.c.c. and G ⊂ F .
Then the following holds.
‖
∑
k∈G
ckek‖T 6
1
2n
∑
k∈G
ck + ε
Proof. Let f ∈ W ′T . We may assume that supp f ⊂ G. Set G1 = {k ∈
supp f : |f(ek)| 6
1
2n }, G2 = supp f \G1. Then clearly |G1f(
∑
k∈G ckek)| 6
1
2n
∑
k∈G ck.
We will show by induction that G2 ∈ Sn−1. Let {fλ}λ∈Λ be a tree analysis
of G2f . Then it is easy to see that h(Λ) 6 n − 1. For λ a maximal node
in Λ, we have that supp fλ ∈ S0. Assume that for any λ ∈ Λ, |λ| = k > 0
we have that supp fλ ∈ Sn−1−k and let λ ∈ Λ, such that |λ| = k − 1.
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Then fλ =
1
2
∑d
j=1 fλj , where |λj | = k, supp fλj ∈ Sn−k−1 for j = 1, . . . , d
and {min supp fλj : j = 1, . . . , d} ∈ S1. Then supp fλ = ∪
d
j=1 supp fλj ∈
Sn−1−(k−1).
The induction is complete and it follows that G2 = suppG2f ∈ Sn−1
and therefore G2f(
∑
k∈G ckek) 6
∑
k∈G2
ck < ε. Hence, |f(
∑
k∈G ckek)| <
1
2n
∑
k∈G ck + ε.

Proposition 2.6 (Basic Inequality). Let {xk}k be a block sequence in XISP
such that ‖xk‖ 6 1, for all k and let f ∈ W . Set φ(k) = max suppxk, for
all k. Then there exists g ∈W(T,|||·|||) (see Remark 1.6) such that 2g(eφ(k)) >
f(xk), for all k.
Proof. Let {fλ}λ∈Λ be a tree analysis of f . We will inductively construct
{gλ}λ∈Λ such that for any λ ∈ Λ the following are satisfied.
(i) gλ ∈W(T,|||·|||) and 2gλ(eφ(k)) > fλ(xk), for any k.
(ii) supp gλ ⊂ {φ(k) : ran fλ ∩ ranxk 6= ∅}
For λ ∈ Λ a maximal node, if there exists k such that ran fλ∩ ranxk 6= ∅,
set gλ = e
∗
φ(k). Otherwise set gλ = 0.
Let λ ∈ Λ be a non-maximal node, and suppose that {gµ}µ>λ have been
chosen. We distinguish two cases.
Case 1: fλ is a convex combination (i.e. fλ is not of type 0, Iα, Iβ, or II).
If fλ =
∑
µ∈succ(λ) cµfµ, set gλ =
∑
µ∈succ(λ) cµgµ.
Case 2: fλ is not a convex combination.
If fλ =
1
2
∑d
j=1 fµj , where succ(λ) = {µj}
d
j=1 such that fµ1 < · · · < fµd ,
set
Gλ = {k : ran fλ ∩ ranxk 6= ∅}
G1 = {k ∈ Gλ : there exists at most one j with ran fµj ∩ ranxk 6= ∅}
G2 = {k ∈ Gλ : there exist at least two j with ran fµj ∩ ranxk 6= ∅}
Ij = {k ∈ G1 : ranxk ∩ ran fµj 6= ∅} for j = 1, . . . , d.
Observe that #G2 6 d− 1.
For j = 1, . . . , d set g′j = gµj |φ(Ij) and for k ∈ G2 set gk = e
∗
φ(k). It is easy
to check that if we set gλ =
1
2
(∑d
j=1 g
′
j +
∑
k∈G2
gk
)
, then gλ is the desired
functional.
The induction is complete. Set g = g∅

Remark 2.7. In the previous constructions (see [3], [4], [7], [11]), the basic
inequality is used for estimating the norm of linear combinations of block
vectors which are RIS. In the present paper the basic inequality is stronger,
as it is able to provide upper estimations for any block vectors. Moreover,
RIS sequences are defined in a different manner as in previous constructions
and they also play a different role, which will be discussed in the sequel.
HEREDITARY INVARIANT SUBSPACE PROPERTY 11
Corollary 2.8. Let {xk}k be a block sequence in XISP such that ‖xk‖ 6
1, {ck}k ⊂ R and φ(k) = max suppxk for all k. Then:
‖
∑
k
ckxk‖ 6 6‖
∑
k
ckeφ(k)‖T
Proof. Let f ∈ W . Apply the basic inequality and take g ∈ W(T,|||·|||), such
that if φ(k) = max suppxk and yk = sgn(ck)xk for all k, we have that
2g(eφ(k)) > f(yk), for any k. It follows that
2g(
∑
k
|ck|eφ(k)) > f(
∑
k
ckxk).
Therefore, applying (1), we get
‖
∑
k
ckxk‖ 6 2|||
∑
k
|ck|eφ(k)||| = 2|||
∑
k
ckeφ(k)||| 6 2 · 3‖
∑
k
ckeφ(k)‖T

Corollary 2.9. Let x =
∑m
k=1 ckxk be a (n, ε) s.c.c. in XISP , such that
‖xk‖ 6 1, for k = 1, . . . ,m. If F ⊂ {1, . . . ,m}, then
‖
∑
k∈F
ckxk‖ 6
6
2n
∑
k∈F
ck + 12ε.
In particular, we have that ‖x‖ 6 62n + 12ε.
Proof. Set φ(k) = max suppxk, ψ(k) = min suppxk. Corollary 2.8 yields
that ‖
∑
k∈F ckxk‖ 6 6‖
∑
k∈F ckeφ(k)‖T .
Since, according to the assumption,
∑
k∈F ckeψ(k) is a (n, ε) basic s.c.c.,
it easily follows that
∑
k∈F ckeφ(k) is a (n, 2ε) basic s.c.c.
By Proposition 2.5 the result follows.

Corollary 2.10. The basis of XISP is shrinking.
Proof. Suppose that it is not. Then there exist x∗ ∈ X∗
ISP
, ‖x∗‖ = 1, a
normalized block sequence {xk}k∈N in XISP and δ > 0, such that x
∗(xk) > δ,
for all k ∈ N.
Choose n ∈ N, such that 12n <
δ
12 and ε > 0, such that ε <
δ
24 . By
Proposition 1.8 there exists F a subset of N, such that x =
∑
k∈F ckxk is a
(n, ε) s.c.c.
By Corollary 2.9 we have that δ > ‖x‖ > x∗(x) > δ. A contradiction,
which completes the proof. 
Proposition 2.11. The basis of XISP is boundedly complete.
Proof. Assume that it is not. Then there exist ε > 0 and {xk}k∈N a block
sequence in XISP , such that ‖xk‖ > ε and ‖
∑ℓ+m
k=ℓ xk‖ 6 1, for all ℓ,m ∈ N.
Choose k0 such that d = min suppxk0 >
2
ε . Set F1 = {k0} and inductively
choose F1, . . . , Fd, intervals of the naturals such that
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(i) maxFj + 1 = minFj+1, for j < d and
(ii) #Fj > max{#Fj−1, 2
max suppxmaxFj−1}, for 1 < j 6 d.
Then, if we set yj =
∑
k∈Fj
xk, we have that ‖
∑d
j=1 yj‖ 6 1.
On the other hand, notice that for j = 1, . . . , d, there exists αj an α-
average in W , such that
(i) ranαj ⊂ ran yj, therefore {αj}
d
j=1 is S1-admissible.
(ii) s(αj) = #Fj, therefore {αj}
d
j=1 is very fast growing.
(iii) αj(yj) > ε
From the above it follows f = 12
∑d
j=1 αj is a functional of type Iα in W
and f(
∑d
j=1 yj) >
ε·d
2 > 1. Since this cannot be the case, the proof is
complete. 
These last two results and a well known result due to R. C. James [22],
allow us to conclude the following.
Corollary 2.12. The space X
ISP
is reflexive.
Definition 2.13. Let F either be N or an initial segment of the natural
numbers. A block sequence {xk}k∈F is said to be a (C, {nk}k∈F ) α-rapidly
increasing sequence (or (C, {nk}k∈F ) α-RIS), for a positive constant C > 1
and a strictly increasing sequence of naturals {nk}k∈F , if ‖xk‖ 6 C for all
k ∈ F and the following conditions are satisfied.
(i) For any k ∈ F , for any functional f of type Iα of weight w(f) = j <
nk we have that |f(xk)| <
C
2j
(ii) For any k ∈ F we have that 1
2nk+1
max suppxk <
1
2nk
Remark 2.14. Let {xk}k∈N be a block sequence in XISP , such that there
exist a positive constant C and {nk}k∈N strictly increasing naturals, such
that ‖xk‖ 6 C for all k and condition (i) from Definition 2.13 is satisfied.
Then passing, if necessary, to a subsequence, {xk}k∈N is (C, {nk}k∈N) α-RIS.
Definition 2.15. Let n ∈ N, C > 1, θ > 0. A vector x ∈ X
ISP
is called
a (C, θ, n) vector if the following hold. There exist 0 < ε < 1
36C23n
and
{xk}
m
k=1 a block sequence in XISP with ‖xk‖ 6 C for k = 1, . . . ,m such that
(i) min suppx1 > 8C2
2n
(ii) There exist {ck}
m
k=1 ⊂ [0, 1] such that
∑m
k=1 ckxk is a (n, ε) s.c.c.
(iii) x = 2n
∑m
k=1 ckxk and ‖x‖ > θ.
If moreover there exist {nk}
m
k=1 strictly increasing natural numbers with
n1 > 2
2n such that {xk}
m
k=1 is (C, {nk}
m
k=1) α-RIS, then x is called a (C, θ, n)
exact vector.
Remark 2.16. Let x be a (C, θ, n) vector in X
ISP
. Then, using Corollary
2.9 we conclude that ‖x‖ < 7C.
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3. The α, β indices
To each block sequence we will associate two indices related to α and β
averages. In this section we will show that every normalized block sequence
{xn}n has a further normalized block sequence {yn}n such that on it both
indices α and β are equal to zero. As we will show in the next section, this
is sufficient, for a sequence to have a subsequence generating a c0 spreading
model.
Definition 3.1. Let {xk}k∈N be a block sequence in XISP that satisfies the
following. For any n ∈ N, for any very fast growing sequence {αq}q∈N of
α-averages in W and for any {Fk}k∈N increasing sequence of subsets of the
naturals, such that {αq}q∈Fk is Sn-admissible, the following holds. For any
{xnk}k∈N subsequence of {xk}k∈N, we have that limk
∑
q∈Fk
|αq(xnk)| = 0.
Then we say that the α-index of {xk}k∈N is zero and write α
(
{xk}k
)
= 0.
Otherwise we write α
(
{xk}k
)
> 0.
Definition 3.2. Let {xk}k∈N be a block sequence in XISP that satisfies the
following. For any n ∈ N, for any very fast growing sequence {βq}q∈N of
β-averages in W and for any {Fk}k∈N increasing sequence of subsets of the
naturals, such that {βq}q∈Fk is Sn-admissible, the following holds. For any
{xnk}k∈N subsequence of {xk}k∈N, we have that limk
∑
q∈Fk
|βq(xnk)| = 0.
Then we say that the β-index of {xk}k∈N is zero and write β
(
{xk}k
)
= 0.
Otherwise we write β
(
{xk}k
)
> 0.
Proposition 3.3. Let {xk}k∈N be a block sequence in XISP . Then the
following assertions are equivalent.
(i) α
(
{xk}k
)
= 0
(ii) For any ε > 0 there exists j0 ∈ N such that for any j > j0 there exists
kj ∈ N such that for any k > kj , and for any {αq}
d
q=1 Sj-admissible
and very fast growing sequence of α-averages such that s(αq) > j0,
for q = 1, . . . , d, we have that
∑d
q=1 |αq(xk)| < ε.
Proof. It is easy to prove that (i) follows from (ii), therefore we shall only
prove the inverse. Suppose that (i) is true and (ii) is not.
Then there exists ε > 0 such that for any j0 ∈ N there exists j > j0, such
that for any k0 ∈ N, there exists k > k0 and {αq}
d
q=1 a Sj-admissible and
very fast growing sequence of α-averages with s(αq) > j0, for q = 1, . . . , d,
such that
∑d
q=1 |αq(xk)| > ε.
We will inductively choose a subsequence {xni}i∈N and {α
i}i∈N a very
fast growing sequence of α-averages, such that |αi(xni)| >
ε
2 , for any i. This
evidently yields a contradiction.
For j0 = 1, there exists j1 > 1, such that there exists a subsequence
{xkj}j∈N of {xk}k∈N, a sequence {αq}q∈N of α-averages with s(αq) > 1 for
all q ∈ N and {Fj}j∈N a sequence of increasing intervals of the naturals,
such that:
14 S.A. ARGYROS, P. MOTAKIS
(i) {αq}q∈Fj is very fast growing and Sj1-admissible.
(ii)
∑
q∈Fj
|αq(xkj )| > ε.
(iii) If F ′j = Fj \ {minFj}, then {αq}q∈∪jF ′j is very fast growing.
Since α
(
{xk}k
)
= 0, we have that limj
∑
q∈F ′j
|αq(xkj )| = 0. Choose j such
that |αminFj (xkj)| >
ε
2 and set n1 = kj , α
1 = αminFj .
Suppose that we have chosen n1 < · · · < np and {a
i}pi=1 a very fast
growing sequence of α-averages, such that |αi(xni)| >
ε
2 , for i = 1, . . . , p.
Set j0 = max{s(α
p), 2max suppα
p
} and repeat the first inductive step
to find an α-average α with s(α) > j0 and xk > xnp , xk > α
p, such that
|α(xk)| >
ε
2 . Set xnp+1 = xk and α
p+1 = α|ran xk . The inductive construction
is complete and so is the proof. 
The proof of the next proposition is identical to the proof of the previous
one.
Proposition 3.4. Let {xk}k∈N be a block sequence in XISP . Then the
following assertions are equivalent.
(i) β
(
{xk}k
)
= 0
(ii) For any ε > 0 there exists j0 ∈ N such that for any j > j0 there exists
kj ∈ N such that for any k > kj , and for any {βq}
d
q=1 Sj-admissible
and very fast growing sequence of β-averages such that s(βq) > j0,
for q = 1, . . . , d, we have that
∑d
q=1 |βq(xk)| < ε.
Proposition 3.5. Let {xk}k∈N be a seminormalized block sequence in XISP ,
such that either α
(
{xk}k
)
> 0, or β
(
{xk}k
)
> 0.
Then there exists θ > 0 and a subsequence {xnk}k∈N of {xk}k∈N, that
generates an ℓn1 spreading model, with a lower constant
θ
2n , for all n ∈ N.
More precisely, for every n ∈ N and F ⊂ N with {min suppxnk : k ∈ F} ∈
Sn and {ck}k ⊂ R, we have that ‖
∑
k∈F ckxnk‖ >
θ
2n
∑
k∈F |ck|.
In particular, for any k0, n ∈ N, there exists F a finite subset of N with
minF > k0 and {ck}k∈F , such that x = 2
n
∑
k∈F ckxnk is a (C, θ, n) vector,
where C = sup{‖xk‖ : k ∈ N}.
If moreover {xk}k is (C
′, {nk}k) α-RIS, then x can be chosen to be a
(C ′′, θ, n) exact vector, where C ′′ = max{C,C ′}.
Proof. Assume that α
(
{xk}k
)
> 0. Then there exist ℓ ∈ N, ε > 0, {αq}q∈N a
very fast growing sequence of α-averages, {Fk}k∈N increasing subsets of the
naturals such that {αq}q∈Fk is Sℓ-admissible for all k ∈ N and {xnk}k∈N a
subsequence of {xk}k∈N, such that
∑
q∈Fk
|αq(xnk)| > ε, for all k ∈ N. Pass,
if necessary ,to a subsequence, again denoted by {xnk}k∈N, generating some
spreading model.
By changing the signs and restricting the ranges of the αq, we may assume
that
∑
q∈Fk
αq(xnk) > ε, for all k ∈ N and ranαq ⊂ ranxnk for any q ∈ Fk
and k ∈ N. Set θ = ε
2ℓ
.
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Let k0, n ∈ N and choose 0 < η <
1
36C23n
. By Proposition 1.8 there exists
F a finite subset of {nk : k > max{k0, 8C2
2n}} and {ck}k∈F , such that
x′ =
∑
k∈F ckxnk is a (n, η) s.c.c.
Set f = 1
2ℓ+n
∑
k∈F
∑
q∈Fnk
αq. Then f is a functional of type Iα in W
and f(x′) > ε
2ℓ+n
= θ2n . Therefore x = 2
nx′ is the desired (C, θ, n) vector.
If moreover {xk}k is (C
′, {nk}k) α-RIS, obvious modifications yield that
x can be chosen to be a (C ′′, θ, n) exact vector.
Arguing in the same way, for any n ∈ N, for any F ⊂ N with {min suppxnk :
k ∈ F} ∈ Sn and {ck}k ⊂ R, we have that ‖
∑
k∈F ckxnk‖ >
θ
2n
∑
k∈F |ck|.
The proof is exactly the same if β
(
{xk}k
)
> 0.

Block sequences with α-index zero. In this subsection we show that
sequences {xk}k∈N with xk a (C, θ, nk) vector, with {nk}k strictly increasing
have α-index zero. Also also prove that sequences with α-index zero have
α-RIS subsequences.
Proposition 3.6. Let {xk}k be a bounded block sequence in XISP with
α
(
{xk}k
)
= 0. Then it has a subsequence that is (2C, {nk}k) α-RIS, where
C = sup{‖xk‖ : k ∈ N}.
Proof. Applying Proposition 3.3 we have the following. There exists j0 ∈ N
such that for every j > j0 there exists kj ∈ N such that for every k > kj and
{αq}
d
q=1 very fast growing and Sj admissible sequence of α-averages with
s(αq) > j0 for q = 1, . . . , d, we have that
∑d
q=1 |αq(xk)| < C.
We shall show that for every j > j0 and k0 ∈ N, there exists k > k0
such that for every f ∈ W of type Iα and w(f) = n < j, we have that
|f(xk)| <
2C
2n . If this is shown to be true, then by Remark 2.14 we are done.
Fix j > j0 and k0 ∈ N. Set k = max{j0, k0, kj0} and let f ∈ W with
w(f) = n < j. Then f is of the form f = 12n
∑d
q=1 αq, where {αq}
d
q=1 is a
very fast growing and Sn admissible sequence of α-averages. We may clearly
assume that ranα1 ∩ ranxk 6= ∅. Then {αq}
d
q=2 is very fast growing with
s(αq) > min suppxk > j0 and it is Sj admissible, as it is Sn admissible and
n < j. We conclude the following.
|f(xk)| 6
1
2n
(|α1(xk)|+
d∑
q=2
|αq(xk)|) <
1
2n
(C + C)

Lemma 3.7. Let x = 2n
∑m
k=1 ckxk be a (C, θ, n) vector in XISP . Let also
α be an α-average in W and set Gα = {k : ranα ∩ ranxk 6= ∅}. Then the
following holds.
|α(x)| < min
{C2n
s(α)
∑
k∈Gα
ck,
6C
s(α)
∑
k∈Gα
ck+
1
3 · 22n
}
+2C2nmax{ck : k ∈ Gα}
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Proof. If α = 1p
∑d
j=1 fj. Set
E1 = {k ∈ Gα : there exists at most one j with ran fj ∩ ranxk 6= ∅}
E2 = {1, . . . ,m} \ E1
Jk = {j : ran fj ∩ ranxk 6= ∅} for k ∈ E2.
Then it is easy to see that
(2) |α(
∑
k∈E1
ckxk)| 6
C
p
∑
k∈Gα
ck
Moreover
(3) |α(
∑
k∈E2
ckxk)| < 2Cmax{ck : k ∈ Gα}
To see this, notice that
|α(
∑
k∈E2
ckxk)| 6
1
p
∑
k∈E2
ck
( ∑
j∈Jk
|fj(xk)|
)
< max{ck : k ∈ Gα}
2Cp
p
Set J = {j : there exists k ∈ E1 such that ran fj ∩ ranxk 6= ∅} and for
j ∈ J set Gj = {k ∈ E1 : ran fj ∩ ranxk 6= ∅}. Then the Gj are pairwise
disjoint and ∪j∈JGj = E1.
For j ∈ J , Corollary 2.9 yields that
|fj(
∑
k∈Gj
ckxk)| 6
6C
2n
∑
k∈Gj
ck +
1
3 · 23n
Therefore
(4) |α(
∑
k∈E1
ckxk)| 6
1
p
∑
j∈J
|fj(
∑
k∈Gj
ckxk)| 6
6C
2np
∑
k∈Gα
ck +
1
3 · 23n
Then (2) and (4) yield the following.
(5) |α(
∑
k∈E1
ckxk)| 6 min
{ C
s(α)
∑
k∈Gα
ck,
6C
2ns(α)
∑
k∈Gα
ck +
1
3 · 23n
}
By summing up (3) and (5) the result follows.

Lemma 3.8. Let x be a (C, θ, n) vector in X
ISP
. Let also {aq}
d
q=1 be a very
fast growing and Sj-admissible sequence of α-averages, with j < n. Then
the following holds.
d∑
q=1
|αq(x)| <
6C
s(α1)
+
1
2n
HEREDITARY INVARIANT SUBSPACE PROPERTY 17
Proof. Assume that x = 2n
∑m
k=1 ckxk such that the assumptions of Defini-
tion 2.15 are satisfied. Set q1 = min{q : ranαq∩ranx 6= ∅}. For convenience
assume that q1 = 1. Then by Lemma 3.7 we have that
(6) |α1(x)| <
6C
s(α1)
+
7
18 · 22n
Set
J1 = {q > 1 : there exists at most one k such that ranαq ∩ ranxk 6= ∅}
J2 = {q > 1 : q /∈ J1}
Gq = {k : ranαq ∩ ranxk 6= ∅} for q > 1.
G1 = {k : there exists q ∈ J1 with ranαq ∩ ranxk 6= ∅}
Then {min suppxk : k ∈ G1 \ {minG1}} ∈ Sj , hence
∑
k∈G1
ck <
1
18C23n
.
It is easy to check that
(7)
∑
q∈J1
|αq(x)| 6 2
jC2n‖
∑
k∈G1
ckxk‖ < 2
n−1C2n
1
18C23n
=
1
36 · 2n
For q ∈ J2, Lemma 3.7 yields that
|αq(x)| <
C2n
s(αq)
∑
k∈Gq
ck + 2C2
nmax{ck : k ∈ G
q}
<
C2n
min suppx
∑
k∈Gq
ck + 2C2
nckq
where kq ∈ G
q, such that ckq = max{ck : k ∈ G
q}.
Then {min suppxkq : q ∈ J2 \ {min J2}} ∈ Sj . By the above we conclude
that
(8)
∑
q∈J2
|αq(x)| <
2C2n
min suppx
+
8
36 · 22n
<
1
4 · 2n
+
8
36 · 22n
Summing up (6), (7) and (8), the desired result follows.

Proposition 3.9. Let {xk}k∈N be a block sequence of (C, θ, nk) vectors in
XISP with {nk}k strictly increasing. Then α
(
{xk}k
)
= 0.
Proof. We shall make use of Proposition 3.3. Let ε > 0 and choose j0 ∈ N
such that 6Cj0 <
ε
2 . For j > j0, choose kj , such that
1
2
nkj
< ε2 . For k > kj ,
Lemma 3.8 yields that if {αq}
d
q=1 is a very fast growing and Sj-admissible
sequence of α-averages and s(αq) > j0, for q = 1, . . . , d, we have that
d∑
q=1
|αq(xk)| <
6C
j0
+
1
2nk
<
ε
2
+
ε
2
= ε

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Proposition 3.10. Let x be a (C, θ, n) vector in X
ISP
. Then for any f ∈W
functional of type Iα, such that w(f) = j < n, we have that |f(x)| <
7C
2j
.
Proof. Let f = 1
2j
∑d
q=1 αj be a functional of type Iα with weight w(f) =
j < n. Then Lemma 3.8 yields that
|f(x)| 6
1
2j
( d∑
q=1
|αq(x)|
)
<
1
2j
( 6C
s(α1)
+
1
2n
)
6
7C
2j

The following proposition follows immediately from Proposition 3.10 and
Remark 2.14.
Proposition 3.11. Let {xk}k∈N be a block sequence of (C, θ, nk) vectors
in X
ISP
with {nk}k strictly increasing. Then passing, if necessary, to a
subsequence, {xk}k∈N is (7C, {nk}k) α-RIS.
Block sequences with β-index zero. In this subsection we first prove
that every block sequence of (C, θ, nk) exact vectors with {nk}k strictly
increasing, has β-index zero. This yields that every block sequence has a
further block sequence with both α, β indices equal to zero. We start with
the following technical lemma. Its meaning becomes more transparent in
the following Corollary 3.13 and Lemmas 3.14, 3.15.
Notation. Let x = 2n
∑m
k=1 ckxk be a (C, θ, n) exact vector, with {xk}
m
k=1
(C, {nk}
m
k=1) α-RIS. Let also f =
1
2
∑d
j=1 fj be a type II functional. Set
I0 = {j : n 6 w(fj) < 2
2n}
I1 = {j : w(fj) < n}
I2 = {j : 2
2n 6 w(fj) < n1}
Jk = {j : nk 6 w(fj) < nk+1}, for k < m and Jm = {j : nm 6 w(fj)}
Under the above notation the following lemma holds.
Lemma 3.12. Let x = 2n
∑m
k=1 ckxk be a (C, θ, n) exact vector in XISP , n >
2, with {xk}
m
k=1 (C, {nk}
m
k=1) α-RIS. Let also f =
1
2
∑d
j=1 fj be a functional
of type II.
Then there exists Ff ⊂ {k : ran f ∩ ranxk 6= ∅} with {min suppxk : k ∈
Ff} ∈ S2 such that
|f(x)| < 7C#I0 +
C
2
( m∑
k=2
∑
j∈Jk
2nk
2w(fj)+nk−1
+
m−1∑
k=1
∑
j∈Jk
2n
2w(fj)
+
∑
j∈I1
7
2w(fj)
+
∑
j∈I2
2n
2w(fj)
)
+ C2n
∑
k∈Ff
ck
HEREDITARY INVARIANT SUBSPACE PROPERTY 19
Proof. Notice that {Jk}
m
k=1 are disjoint intervals of {1, . . . , d} and that gk =
1
2
∑
j∈Jk
fj ∈W , for k = 1, . . . ,m.
Set Ff = {k : ran gk ∩ ranxk 6= ∅}. It easily follows that {min suppxk :
k ∈ Ff} ∈ S2 and that
(9)
2n
2
m∑
k=1
|
∑
j∈Jk
fj(ckxk)| 6 C2
n
∑
k∈Ff
ck
Let k0 6 m, j ∈ Jk0 . Then
(10) 2n|fj(
∑
k<k0
ckxk)| < C
2nk0
2w(fj)+nk0−1
and 2n|fj(
∑
k>k0
ckxk)| < C
2n
2w(fj)
Proposition 3.10 yields that for j ∈ I1 we have that |fj(x)| <
7C
2w(fj )
and
hence
(11)
1
2
∑
j∈I1
|fj(x)| <
C
2
∑
j∈I1
7
2w(fj)
For j ∈ I2 we have that |fj(x)| <
C2n
2w(fj )
and therefore
(12)
1
2
∑
j∈I2
|fj(x)| <
C
2
∑
j∈I2
2n
2w(fj)
By Remark 2.16 yields that ‖x‖ < 7C, and since I0 is an interval, it
follows that 12
∑
j∈I0
fj ∈W . Therefore
(13)
1
2
|
∑
j∈I0
fj(x)| < 7C
Summing up (9) to (13) the desired result follows.

The next corollary will be useful in the next sections, when we define the
notion of dependent sequences.
Corollary 3.13. Let x be a (C, θ, n) exact vector in X
ISP
, n > 3. Let also
f = 12
∑d
j=1 fj be a functional of type II. with ŵ(f) ∩ {n, . . . , 2
2n} = ∅.
Then
|f(x)| <
C
2n
+
C
22n
+
∑
{j: w(fj)<n}
4C
2w(fj)
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Proof. Let x = 2n
∑m
k=1 ckxk with {xk}
m
k=1 (C, {nk}
m
k=1) α-RIS. Apply Lemma
3.12. Then the following holds.
|f(x)| <
C
2
( m∑
k=2
∑
j∈Jk
2nk
2w(fj)+nk−1
+
m−1∑
k=1
∑
j∈Jk
2n
2w(fj)
(14)
+
∑
j∈I1
7
2w(fj)
+
∑
j∈I2
2n
2w(fj)
)
+
1
36 · 22n
Notice the following.
(15)
m∑
k=2
∑
j∈Jk
2nk
2w(fj)+nk−1
6
1
2n1
<
1
22n
(16)
∑
j∈I2
2n
2w(fj)
+
m−1∑
k=1
∑
j∈Jk
2n
2w(fj)
= 2n
( ∑
{j:w(fj)>22n}
1
2w(fj)
)
6
2
2n
Applying (15) and (16) to (14) the result follows. 
Lemma 3.14. Let x = 2n
∑m
k=1 ckxk be a (C, θ, n) exact vector in XISP , n >
2, with {xk}
m
k=1 (C, {nk}
m
k=1) α-RIS. Let also β be a β-average. Then there
exists Fβ ⊂ {k : ran β ∩ ranxk 6= ∅} with {min suppxk : k ∈ Fβ} ∈ S2 such
that
|β(x)| <
8C
s(β)
+ C2n
∑
k∈Fβ
ck
Proof. If β = 1p
∑d
q=1 gq, then by definition the gq are functionals of type II
with disjoint weights ŵ(gq).
For convenience, we may write gq =
1
2
∑
j∈Gq
fj, where the index sets
Gq, q = 1, . . . , d are pairwise disjoint. Notice that for j1, j2 ∈ G, j1 6= j2 we
have that w(fj1) 6= w(fj2).
By slightly modifying the previously used notation, set G = ∪dq=1Gq and
I0 = {j ∈ G : n 6 w(fj) < 2
2n}
I1 = {j ∈ G : w(fj) < n}
I2 = {j ∈ G : 2
2n
6 w(fj) < n1}
Jk = {j ∈ G : nk 6 w(fj) < nk+1}, for k < m and
Jm = {j ∈ G : nm 6 w(fj)}
By Remark 1.1 there exists at most one q0 6 d, with ŵ(fq0)∩{n, . . . , 2
2n} 6=
∅ and if such a q0 exists, then #ŵ(fq0) ∩ {n, . . . , 2
2n} 6 1.
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Apply Lemma 3.12. Then for q = 1, . . . , d there exists Fq ⊂ {xk : ran β ∩
ranxk 6= ∅} with {min suppxk : k ∈ Fq} ∈ S2 such that
2n|β(x)| <
7C
p
+
C
2p
( m∑
k=2
∑
j∈Jk
2nk
2w(fj)+nk−1
+
m−1∑
k=1
∑
j∈Jk
2n
2w(fj)
(17)
+
∑
j∈I1
7
2w(fj)
+
∑
j∈I2
2n
2w(fj)
)
+
1
p
C2n
d∑
q=1
∑
k∈Fq
ck
Just as in the proof of Corollary 3.13, notice the following.
(18)
m∑
k=2
∑
j∈Jk
2nk
2w(fj)+nk−1
<
1
22n
(19)
∑
j∈I2
2n
2w(fj)
+
m−1∑
k=1
∑
j∈Jk
2n
2w(fj)
6
2
2n
By the definition of the coding function σ we get
(20)
∑
j∈I1
7
2w(fj)
<
7
1000
(21)
1
p
C2n
d∑
q=1
∑
k∈Fq
ck 6 C2
nmax
{ ∑
k∈Fq
ck : q = 1, . . . , p
}
= C2n
∑
k∈Fq0
ck
for some 1 6 q0 6 d.
Set Fβ = Fq0 and apply (18) to (21) to (17) to derive the desired result.

Lemma 3.15. Let x be a (C, θ, n) exact vector in X
ISP
, n > 4. Let also
{βq}
d
q=1 be a very fast growing and Sj-admissible sequence of β-averages
with j 6 n− 3. Then we have that
d∑
q=1
|βq(x)| <
d∑
q=1
8C
s(βq)
+
1
2n
Proof. Set
J1 = {q : there exists at most one k such that ran βq ∩ ranxk 6= ∅}
J2 = {1, . . . , d} \ J2
G1 = {k : there exists q ∈ J1 with ran βq ∩ ranxk 6= ∅}
Then {min suppxk : k ∈ G1 \ {minG1}} ∈ Sj+1 and it is easy to check
that
(22)
d∑
q∈J1
|βq(x)| 6 2
j2n‖
∑
k∈G1
ckxk‖ <
2
9 · 2n
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For q ∈ J2, choose Fq ⊂ {1, . . . ,m} as in Lemma 3.14 and set F = ∪q∈J2Fq.
Then {min suppxk : k ∈ F \ {minF}} ∈ Sn−1, therefore
∑
q∈J2
∑
k∈Fq
ck <
1
9C23n
.
Lemma 3.14 yields that
(23)
∑
q∈J2
|βq(x)| <
∑
q∈J2
8C
s(βq)
+
1
9 · 22n
Combining (22) and (23), the result follows.

Proposition 3.16. Let {xk}k be a block sequence of (C, θ, nk) exact vec-
tors in X
ISP
with {nk}k strictly increasing. Then α
(
{xk}k
)
= 0 as well as
β
(
{xk}k
)
= 0.
Proof. Proposition 3.9 yields that α
(
{xk}k
)
= 0. To prove that β
(
{xk}k
)
=
0, we shall make use of Proposition 3.4. Let ε > 0 and choose j0 ∈ N such
that
8C
j0
<
ε
4
For j > j0 choose kj , such that nkj > j + 3 and
1
2
nkj
< ε4 . For k > kj ,
Lemma 3.15 yields that if {βq}
d
q=1 is a very fast growing and Sj-admissible
sequence of β-averages and s(βq) > j0, for q = 1, . . . , d, we have that
d∑
q=1
|βq(xk)| <
∑
q=1
8C
s(βq)
+
1
2nk
<
ε
4
+
∑
j>minsupp xk
8C
2j
+
ε
4
< ε

Corollary 3.17. Let {xk}k∈N be a normalized block sequence in XISP . Then
there exists a further normalized block sequence {yk}k∈N of {xk}k∈N, such
that α
(
{yk}k
)
= 0 as well as β
(
{yk}k
)
= 0.
Proof. If α
(
{xk}k
)
= 0 and β
(
{xk}k
)
= 0, then there is nothing to prove.
Otherwise, if α
(
{xk}k
)
> 0 or β
(
{xk}k
)
> 0, apply Proposition 3.5 to
construct a block sequence {zk}k∈N of (1, θ, nk) vectors, with {nk}k strictly
increasing. Then by Proposition 3.9 α
(
{zk}k
)
= 0 and Proposition 3.11
yields, that passing, if necessary, to a subsequence, we have that {zk}k∈N is
(7, {nk}k) α-RIS.
If β
(
{zk}k
)
= 0, set yk =
1
‖zk‖
zk and {yk}k∈N is the desired sequence.
Otherwise, if β
(
{zk}k
)
> 0, apply once more Proposition 3.5 to con-
struct a block sequence {wk}k∈N, of (7, θ
′,mk) exact vectors, with {mk}k
strictly increasing. Proposition 3.16 yields that α
(
{wk}k
)
= 0, as well as
β
(
{wk}k
)
= 0. Set yk =
1
‖wk‖
wk and {yk}k∈N is the desired sequence.

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4. c0 spreading models
This section is devoted to necessary conditions for a sequence {xk}k to
generate a c0 spreading model. At the beginning a Ramsey type result
is proved concerning type II functionals acting on a block sequence {xk}k
with β
(
{xk}k
)
= 0. Then conditions are provided for a finite sequence to be
equivalent to the basis of ℓn∞. This is critical for establishing the HI property
and the properties of the operators in the space. Moreover it is shown that
any block sequence {xk}k with α
(
{xk}k
)
= 0 and β
(
{xk}k
)
= 0 contains a
subsequence generating a c0 spreading model. Another critical property re-
lated to sequences generating c0 spreading models is that increasing Schreier
sums of them define α-RIS sequences.
Evaluation of type II functionals on {xk}k with β
(
{xk}k
)
= 0.
Definition 4.1. Let x1 < x2 < x3 be vectors in XISP , f =
1
2
∑d
j=1 fj be
a functional of type II, such that supp f ∩ ranxi 6= ∅, for i = 1, 2, 3 and
j0 = min{j : ran fj ∩ ranx2 6= ∅}. If ran fj0 ∩ ranx3 = ∅, then we say that
f separates x1, x2, x3.
Definition 4.2. Let i, j ∈ N. If there exists f ∈ W a functional of type II,
such that i, j ∈ ŵ(f), then we say that i is compatible to j.
Lemma 4.3. Let x1 < x2 < · · · < xm be vectors in XISP , such that there
exist ε > 0 and {fk}
m−1
k=2 functionals of type II satisfying the following.
(i) fk separates x1, xk, xm, for k = 2, . . . ,m− 1
(ii) If fk =
1
2
∑dk
j=1 f
k
j and jk = min{j : ran f
k
j ∩ ranxk 6= ∅}, then
w(fkjk) is not compatible to w(f
ℓ
jℓ
) for k 6= ℓ.
(iii) |fk(xm)| > ε for k = 2, . . . ,m− 1
Then there exists a β-average β in W of size s(β) = m − 2 such that
β(xm) > ε.
Proof. Set gk = sgn(fk(xm))fk|ranxm , for k = 2, . . . ,m − 1. Then gk is a
functional of type II in W . We will show that the gk have disjoint weights
ŵ(gk).
Towards a contradiction, suppose that there exist 2 6 k < ℓ 6 m− 1 and
i ∈ ŵ(gk)∩ ŵ(gℓ). By (i) and the way type II functionals are constructed, it
follows that fk|[min suppx2,...,max supp fℓjℓ ]
= +−fℓ|[min suppx2,...,max supp fℓjℓ ]
. This
contradicts (ii).
By the above, it follows that if we set β = 1m−2
∑m−1
k=2 gk, then β is the
desired β-average.

Lemma 4.4. Let x1 < x2 < · · · < xm be vectors in XISP , such that there
exist ε > 0 and {fk}
m−1
k=2 functionals of type II satisfying the following.
(i) fk separates x1, xk, xm, for k = 2, . . . ,m− 1
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(ii) If fk =
1
2
∑dk
j=1 f
k
j and jk = min{j : ran f
k
j ∩ ranxk 6= ∅}, then
w(fkjk) = w(f
ℓ
jℓ
) for k 6= ℓ.
(iii) If j′k = min{j : ran f
k
j ∩ranxm 6= ∅}, then w(f
k
j′
k
) 6= w(f ℓj′
ℓ
) for k 6= ℓ.
(iv) |fk(xm)| > ε for k = 2, . . . ,m− 1
Then there exists a β-average β in W of size s(β) = m − 2 such that
β(xm) > ε.
Proof. As before, set gk = sgn(fk(xm))fk|ranxm , for k = 2, . . . ,m− 1. Then
gk is a functional of type II in W . We will show that the gk have disjoint
weights ŵ(gk).
Suppose that there exist 2 6 k < ℓ 6 m − 1 and i ∈ ŵ(gk) ∩ ŵ(gℓ). By
(i), (ii) and the way type II functionals are constructed, it follows that
fk|[min suppx2,...,min supp xm] =
+
−fℓ|[min suppx2,...,min suppxm]
This leaves us no choice, but to conclude that w(fkj′
k
) = w(f ℓj′
ℓ
), a contradic-
tion.
It follows that if we set β = 1m−2
∑m−1
k=2 gk, then β is the desired β-average.

Proposition 4.5. Let {xk}k∈N be a bounded block sequence in XISP , such
that β
(
{xk}k
)
= 0. Then for any ε > 0, there exists M an infinite subset of
the naturals, such that for any k1 < k2 < k3 ∈M , for any functional f ∈W
of type II that separates xk1 , xk2 , xk3 , we have that |f(xki)| < ε, for some
i ∈ {1, 2, 3}.
Proof. Suppose that this is not the case. Then by using Ramsey theorem
[27], we may assume that there exists ε > 0 such that for any k < ℓ < m ∈
N, we have that there exists fk,ℓ,m a functional of type II, that separates
xk, xℓ, xm and |fk,ℓ,m(xk)| > ε, |fk,ℓ,m(xℓ)| > ε and |fk,ℓ,m(xm)| > ε.
For 1 < k < m, if f1,k,m =
1
2
∑dk,m
j=1 f
k,m
j , set
ik,m = min{j : ran f
k,m
j ∩ ranx1 6= ∅}
jk,m = min{j : ran f
k,m
j ∩ ranxk 6= ∅}
j′k,m = min{j : ran f
k,m
j ∩ ranxm 6= ∅}
Notice, that for 1 < k < m, since |f1,k,m(x1)| > ε, it follows that
1
2
w(fk,mik,m
)
>
ε
‖x1‖max suppx1
By applying Ramsey theorem once more, we may assume that there exists
n1 ∈ N, such that for any 1 < k < m, we have that w(f
k,m
ik,m
) = n1
Arguing in the same way and diagonalizing, we may assume that for
any k > 1, there exists nk ∈ N such that for any m > k, we have that
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w(fk,mjk,m) = nk. Set
A1 =
{
{k, ℓ} ∈ [N \ {1}]2 : nk 6= nℓ and nk is compatible to nℓ
}
A2 =
{
{k, ℓ} ∈ [N \ {1}]2 : nk 6= nℓ and nk is not compatible to nℓ
}
A3 =
{
{k, ℓ} ∈ [N \ {1}]2 : nk = nℓ
}
Once more, Ramsey theorem yields that there exists M an infinite subset
of the naturals, such that [M ]2 ⊂ A1, [M ]
2 ⊂ A2, or [M ]
2 ⊂ A3.
Assume that [M ]2 ⊂ A1 and for convenience assume that M = N \ {1}.
Choose k0 > 1 such that k0 > max suppx1. Since n1 is compatible to n2 and
in general nk−1 is compatible to nk, for k > 1, it follows that there exists a
functional f = 12
∑d
j=1 fj of type II in W , such that ran f ∩ ranx1 6= ∅ and
for k = 1, . . . , k0 there exists jk, with w(fjk) = nk, for k = 1, . . . , k0.
Since min supp f1 6 max suppx1 it follows that {fj}
d
j=1 can not be S1-
admissible, a contradiction.
Assume next that [M ]2 ⊂ A2. Lemma 4.3 yields that β
(
{xk}k
)
> 0 and
since this cannot be, we conclude that [M ]2 ⊂ A3, therefore there exists
n0 ∈ N, such that nk = n0, for any k ∈M .
Assume once more that M = N \ {1} and set
B =
{
{k, ℓ,m} ∈ [N \ {1}]3 : w(f1,k,mj′
k,m
) = w(f1,ℓ,mj′
ℓ,m
)
}
If there exists M an infinite subset of the naturals, such that [M ]3 ⊂
Bc, Lemma 4.4 yields that β
(
{xk}k
)
> 0, therefore by one last Ramsey
argument, there existsM an infinite subset of the naturals, such that [M ]3 ⊂
B.
By the above, we conclude that for m > 4, ranxk ⊂ ran f
2,m
j2,m
and
|f2,mj2,m(xk)| > 2ε, for k = 2, . . . ,m− 2.
Set fm = f
2,m
j2,m
and let f be a w∗ limit of some subsequence of {fm}m∈N.
Then |f(xk)| > 2ε, for any k > 2. Corollary 2.10 yields a contradiction and
this completes the proof.

Remark 4.6. The proof of Proposition 4.5 is the only place where the
condition β
(
{xk}k
)
= 0 is needed. This makes necessary to introduce the
β-averages and their use in the definition of the norm.
Finite sequences equivalent to ℓn∞ basis.
Proposition 4.7. Let x1 < · · · < xn be a seminormalized block sequence
in X
ISP
, such that ‖xk‖ 6 1 for k = 1, . . . , n and there exist n + 3 6 j1 <
· · · < jn strictly increasing naturals such that the following are satisfied.
(i) For any k0 ∈ {1, . . . , n}, for any k > k0, k ∈ {1, . . . , n}, for any
{αq}
d
q=1 very fast growing and Sj-admissible sequence of α-averages,
with j < jk0 and s(α1) > min suppxk0 , we have that
∑d
q=1 |αq(xk)| <
1
n·2n .
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(ii) For any k0 ∈ {1, . . . , n}, for any k > k0, k ∈ {1, . . . , n}, for any
{βq}
d
q=1 very fast growing and Sj-admissible sequence of β-averages,
with j < jk0 and s(β1) > min suppxk0 , we have that
∑d
q=1 |βq(xk)| <
1
n·2n .
(iii) For k = 1, . . . , n− 1, the following holds: 1
2jk+1
max suppxk <
1
2n .
(iv) For any 1 6 k1 < k2 < k3 6 n, for any functional f ∈ W of type II
that separates xk1 , xk2 , xk3 , we have that |f(xki)| <
1
n·2n , for some
i ∈ {1, 2, 3}.
Then {xk}
n
k=1 is equivalent to ℓ
n
∞ basis, with an upper constant 3 +
3
2n .
Moreover, for any functional f ∈ W of type Iα with weight w(f) = j < j1,
we have that |f(
∑n
k=1 xk)| <
3+ 4
2n
2j
.
Proof. By using Remark 1.3, we will inductively prove, that for any {ck}
n
k=1 ⊂
[−1, 1] the following hold.
(i) For any f ∈ W , we have that |f(
∑n
k=1 ckxk)| < (3 +
3
2n )max{|ck| :
k = 1, . . . , n}.
(ii) If f is of type Iα and w(f) > 2, then |f(
∑n
k=1 ckxk)| < (1 +
2
2n )max{|ck| : k = 1, . . . , n}.
(iii) If f is of type Iα and w(f) = j < j1, then |f(
∑n
k=1 ckxk)| <
3+ 4
2n
2j
max{|ck| : k = 1, . . . , n}.
For any functional f ∈W0 the inductive assumption holds. Assume that
it holds for any f ∈ Wm and let f ∈ Wm+1. If f is a convex combination,
then there is nothing to prove.
Assume that f is of type Iα, f =
1
2j
∑d
q=1 αq, where {αq}
d
q=1 is a very fast
growing and Sj-admissible sequence of α-averages in Wm.
Set k1 = min{k : ran f ∩ ranxk 6= ∅} and q1 = min{q : ranαq ∩ ranxk1 6=
∅}.
We distinguish 3 cases.
Case 1: j < j1.
For q > q1, we have that s(αq) > min suppxk1 , therefore we conclude that
(24)
∑
q>q1
|αq(
n∑
k=1
ckxk)| <
1
2n
max{|ck| : k = 1, . . . , n}
while the inductive assumption yields that
(25) |αq1(
n∑
k=1
ckxk)| < (3 +
3
2n
)max{|ck| : k = 1, . . . , n}
Then (24) and (25) allow us to conclude that
(26) |f(
n∑
k=1
ckxk)| <
3 + 42n
2j
max{|ck| : k = 1, . . . , n}
Hence, (iii) from the inductive assumption is satisfied.
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Case 2: There exists k0 < n, such that jk0 6 j < jk0+1.
Arguing as previously we get that
(27) |f(
∑
k>k0
ckxk)| <
3 + 42n
2jk0
max{|ck| : k = 1, . . . , n}
and
(28) |f(
∑
k<k0
ckxk)| <
1
2n
max{|ck| : k = 1, . . . , n}
Using (27), (28), the fact that |f(xk0)| 6 1 and jk0 > n + 3, we conclude
that
(29) |f(
n∑
k=1
ckxk)| < (1 +
2
2n
)max{|ck| : k = 1, . . . , n}
Case 3: j > jn
By using the same arguments, we conclude that
(30) |f(
n∑
k=1
ckxk)| < (1 +
1
2n
)max{|ck| : k = 1, . . . , n}
Then (26), (29) and (30) yield that (ii) from the inductive assumption is
satisfied.
If f is of type Iβ, then the proof is exactly the same, therefore assume that
f is of type II, f = 12
∑d
j=1 fj, where {fj}
d
j=1 is an S1-admissible sequence
of functionals of type Iα in Wm. Set
E = {k : |f(xk)| >
1
n · 2n
}
E1 = {k ∈ E : there exist at least two j such that ran fj ∩ ranxk 6= ∅}
Then #E1 6 2. Indeed, if k1 < k2 < k3 ∈ E1, then f separates xk1 , xk2 and
xk3 which contradicts our initial assumptions.
If moreover we set J = {j : there exists k ∈ E \ E1 such that ran fj ∩
ranxk 6= ∅}, then for the same reasons we get that #J 6 2.
Since for any j, we have that w(fj) ∈ L, we get that w(fj) > 2, therefore:
|f(
n∑
k∈E\E1
ckxk)| < (1 +
2
2n
)max{|ck| : k = 1, . . . , n}(31)
|f(
n∑
k∈E1
ckxk)| 6 2max{|ck| : k = 1, . . . , n}(32)
|f(
n∑
k/∈E
ckxk)| 6 n ·
1
n · 2n
max{|ck| : k = 1, . . . , n}(33)
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Finally, (31) to (33) yield the following.
|f(
n∑
k=1
ckxk)| < (3 +
3
2n
)max{|ck| : k = 1, . . . , n}
This means that (i) from the inductive assumption is satisfied an this com-
pletes the proof.

The spreading models of X
ISP
. In this subsection we show that every
seminormalized block sequence has a subsequence which generates either ℓ1
or c0 as a spreading model.
Proposition 4.8. Let {xk}k∈N be a seminormalized block sequence in XISP ,
such that ‖xk‖ 6 1 for all k ∈ N and α
(
{xk}k
)
= 0 as well as β
(
{xk}k
)
=
0. Then it has a subsequence, again denoted by {xk}k∈N satisfying the
following.
(i) {xk}k∈N generates a c0 spreading model. More precisely, for any
n 6 k1 < · · · < kn, we have that ‖
∑n
i=1 xki‖ 6 4.
(i) There exists a strictly increasing sequence of naturals {jn}n∈N, such
that for any n 6 k1 < · · · < kn, for any functional f of type Iα with
w(f) = j < jn, we have that
|f(
n∑
i=1
xki)| <
4
2j
Proof. By repeatedly applying Proposition 4.5 and diagonalizing, we may
assume that for any n 6 k1 < k2 < k3, for any functional f of type II
that separates xk1 , xk2 and xk3 , we have that |f(xki)| <
1
n·2n , for some
i ∈ {1, 2, 3}.
Use Propositions 3.3 and 3.4 to inductively choose a subsequence of
{xk}k∈N, again denoted by {xk}k∈N and {jk}k∈N a strictly increasing se-
quence of naturals with jk > k+3 for all k ∈ N, such that the following are
satisfied.
(i) For any k0 ∈ N, for any k > k0, for any {αq}
d
q=1 very fast growing
and Sj-admissible sequence of α-averages, with j < jk0 and s(α1) >
min suppxk0 , we have that
∑d
q=1 |αq(xk)| <
1
k0·2k0
.
(ii) For any k0 ∈ N, for any k > k0, for any {βq}
d
q=1 very fast growing
and Sj-admissible sequence of β-averages, with j < jk0 and s(β1) >
min suppxk0 , we have that
∑d
q=1 |βq(xk)| <
1
k0·2k0
.
(iii) For k ∈ N, the following holds: 1
2jk+1
max suppxk <
1
2k
.
It is easy to check that for n 6 k1 < · · · < kn, the assumptions of Proposition
4.7 are satisfied.

Propositions 3.5 and 4.8 yield the following.
HEREDITARY INVARIANT SUBSPACE PROPERTY 29
Corollary 4.9. Let {xk}k∈N be a normalized weakly null sequence in XISP .
Then it has a subsequence that generates a spreading model which is either
equivalent to c0, or to ℓ1.
Definition 4.10. A pair {x, f}, where x ∈ XISP and f ∈ W is called an
(n, 1)-exact pair, if the following hold.
(i) f is a functional of type Iα with w(f) = n,min suppx 6 min supp f
and max suppx 6 max supp f .
(ii) There exists x′ ∈ X
ISP
a (4, 1, n) exact vector, such that 2829 < f(x
′) 6
1 and x = x
′
f(x′) .
A pair {x, f}, where x ∈ XISP and f ∈W is called an (n, 0)-exact pair, if
the following hold.
(i) f is a functional of type Iα with w(f) = n,min suppx 6 min supp f
and max suppx 6 max supp f .
(ii) x is a (4, 1, n) exact vector and f(x) = 0.
Remark 4.11. If {x, f} is an (n, 1)-exact pair, then f(x) = 1 and by
Remark 2.16 we have that 1 6 ‖x‖ 6 29.
Proposition 4.12. Let {xk}k∈N be a normalized block sequence in XISP ,
that generates a c0 spreading model. Then there exists {Fk}k∈N an increas-
ing sequence of subsets of the naturals such that #Fk 6 minFk for all
k ∈ N and limk#Fk = ∞ such that by setting yk =
∑
i∈Fk
xk, there exists
a subsequence of {yk}k∈N, which generates an ℓ
n
1 spreading model, for all
n ∈ N.
Furthermore, for any k0, n ∈ N, there exists F a finite subset of N with
minF > k0 and {ck}k∈F , such that
(i) x′ = 2n
∑
k∈F ckyk is a (4, 1, n) exact vector.
(ii) For any η > 0 there exists a functional fη of type Iα of weight
w(fη) = n such that fη(x
′) > 1 − η,min suppx′ 6 min supp fη and
max supp fη > max suppx
′.
In particular, if f = f1/29, x =
x′
f(x′) , then {x, f} is an (n, 1)-exact pair.
Proof. Since {xk}k∈N generates a c0 spreading model, Proposition 3.5 yields
that α
(
{xk}k
)
= 0 as well as β
(
{xk}k
)
= 0, therefore passing, if necessary,
to a subsequence {xk}k∈N, satisfies the conclusion of Proposition 4.8.
Choose {Fk}k∈N an increasing sequence of subsets of the naturals, such
that the following are satisfied.
(i) #Fk 6 minFk for all k ∈ N.
(ii) #Fk+1 > max
{
#Fk, 2
max suppxmaxFk
}
, for all k ∈ N.
By Proposition 4.5 and Remark 2.14, we have that 1 6 ‖yk‖ 6 4, for all
k ∈ N and passing, if necessary, to a subsequence, {yk}k∈N is (4, {nk}k∈N) α-
RIS.
Moreover it is easy to see, that for any k ∈ N, η > 0, there exists an
α-average α of size s(α) = #Fk, such that α(yk) > 1− η and ranα ⊂ yk.
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This yields that α
(
{yk}k
)
> 0, therefore we may apply Proposition 3.5 to
conclude that {yk}k∈N has a subsequence generating an ℓ
n
1 spreading model,
for all n ∈ N.
We now prove the second assertion. Let k0, n ∈ N and fix 0 < ε <
(36 · 4 · 23n)−1. By taking a larger k0, we may assume that nk0 > 2
2n.
Set ε′ = ε(1 − ε) Proposition 1.8 yields that there exists {d1, . . . , dm} a
finite subset of {k : k > k0} and {ck}
m
k=1 such that x
′′ =
∑m
k=1 ckydk is a
(n, ε′) s.c.c. It is straightforward to check that x′ = 2n
∑m−1
k=1
ck
1−cm
ydk is a
(4, θ, n) exact vector. If (ii) also holds, it will follow that θ > 1.
For some η > 0, k = 1, . . . ,m, choose an α-average αk of size s(αk) =
#Fdk , such that αk(ydk) > 1 − η and ranα ⊂ yk. Set f =
1
2n (
∑m
k=1 αk),
which is a functional of type Iα of weight w(f) = n such that f(x
′) > 1− η
and max supp f > max suppx.

Corollary 4.13. Let Y be an infinite dimensional closed subspace of X
ISP
.
Then Y admits a spreading model equivalent to c0 as well as a spreading
model equivalent to ℓ1.
Proof. Assume first that Y is generated by some normalized block sequence
{xk}k∈N. Corollary 3.17 and Proposition 4.8 yield that it has a further
normalized block sequence {yk}k∈N, generating a spreading model equivalent
to c0.
Proposition 4.12 yields that {yk}k∈N has a further block sequence gener-
ating an ℓ1 spreading model.
Since any subspace contains a sequence arbitrarily close to a block se-
quence, the result follows.

Corollary 4.13 and Proposition 4.12 yield the following.
Corollary 4.14. Let X be a block subspace of XISP . Then for every n ∈ N
there exists x ∈ X and f ∈W , such that {x, f} is an (n, 1)-exact pair.
We remind that, as Propositions 3.5 and 4.8 state, if a sequence generates
an ℓ1 spreading model, then passing, if necessary, to a subsequence, it gener-
ates an ℓk1 spreading model for any k ∈ N. However, as the next proposition
states, the space X
ISP
does not admit higher order c0 spreading models.
Proposition 4.15. The space X
ISP
does not admit c20 spreading models.
Proof. Towards a contradiction, assume that there is a sequence {xk}k∈N in
XISP , generating a c
2
0 spreading model. Then it must be weakly null and we
may assume that it is a normalized block sequence. By Proposition 4.12,
it follows that there exist {Fk}k∈N increasing, Schreier admissible subsets
of the naturals and c > 0 such that ‖
∑n
j=1
∑
i∈Fkj
xi‖ > n · c for any
n 6 k1 < . . . < kn. Since for any such Fk1 < · · · < Fkn we have that
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∪nj=1Fkj ∈ S2, it follows that {xk}k∈N does not generate a c
2
0 spreading
model.

Corollary 4.16. Let Y be an infinite dimensional closed subspace of X
ISP
.
Then Y ∗ admits a spreading model equivalent to ℓ1 as well as a spreading
model equivalent to cn0 , for any n ∈ N.
Proof. Since Y contains a sequence {xk}k∈N generating a spreading model
equivalent to c0, which we may assume is Schauder basic, then for any
normalized {x∗k}k∈N ⊂ Y
∗, such that x∗k(xm) = δn,m for n,m ∈ N, we have
that passing, if necessary, to a subsequence, {x∗k}k∈N generates a spreading
model equivalent to ℓ1.
To see that Y ∗ admits a spreading model equivalent to cn0 for any n ∈ N,
take the previously used sequence {xk}k∈N. Working just like in the proof
of Proposition 4.12 find {Fk}k∈N successive subsets of the natural such that
minFk > #Fk, for all k ∈ N, if yk =
∑
i∈Fk
xi for all k ∈ N, then {yk}k∈N is
seminormalized and there exists a very fast growing sequence of α-averages
{αk}k∈N ⊂W such that lim inf αk(
∑
i∈Fk
xi) > 1.
Then, if c = lim supk ‖yk‖,we evidently have that lim infk ‖αk‖ > 1/c and
since for any n ∈ N, F ∈ Sn, we have that
1
2n
∑
q∈F αq is a functional of
type Iα in W , it follows that ‖
∑d
q∈F αq‖ 6 2
n. This means that, {αk}k∈N
generates a spreading model equivalent to cn0 , with an upper constant 2
n.
Let I∗ : X∗
ISP
→ Y ∗ be the dual operator of I : Y → X
ISP
. Then
{I∗(αk)}k∈N generates a spreading model equivalent to c
n
0 , for any n ∈ N.
Since ‖I∗‖ = 1, all that needs to be shown is that lim infk ‖I
∗(αk)‖ > 0.
Indeed,
lim inf
k
‖I∗(αk)‖ > lim inf
k
(I∗αk)(
∑
i∈Fk
xi
c
) = lim inf
k
αk(
∑
i∈Fk
xi
c
) > 1/c

5. Properties of X
ISP
and L(X
ISP
)
In this final section it is proved that X
ISP
is hereditarily indecomposable
and the properties of the operators acting on infinite dimensional closed
subspaces of XISP are presented.
Dependent sequences and the HI property of X
ISP
. In the first part
of this subsection we introduce the dependent sequences, which are the main
tool for proving the HI property of X
ISP
and studying the structure of the
operators.
Definition 5.1. A sequence of pairs {xk, fk}
n
k=1, is said to be a 1-dependent
sequence (respectively a 0-dependent sequence) if the following are satisfied.
(i) {xk, fk} is an (mk, 1)-exact pair (respectively an (mk, 0)-exact pair)
for k = 1, . . . , n, with m1 > 4n2
2n
32 S.A. ARGYROS, P. MOTAKIS
(ii) max supp fk < min suppxk+1 for k = 1, . . . , n− 1
(iii) {fk}
n
k=1 is an S1-admissible special sequence of type Iα functionals
in W , i.e. f = 12
∑n
k=1 fk is a functional of type II in W .
Proposition 5.2. Let X be a block subspace of X
ISP
and n ∈ N. Then
there exist x1, . . . , xn in X and f1, . . . , fn in W , such that {xk, fk}
n
k=1 is a
1-dependent sequence.
Proof. Choose m1 ∈ L1 with m1 > 4n2
2n. By Corollary 4.14 there exists
{x1, f1} an (m1, 1)-exact pair in X. Then min supp f1 > min suppx1 > n.
Let d < n and suppose that we have chosen {xk, fk} (mk, 1)-exact pairs
for k = 1, . . . , d such that {fk}
m
k=1 is a special sequence and max supp fk <
min suppxk+1 for k = 1, . . . , d.
Set md+1 = σ
(
(f1,m1), . . . , (fd,md)
)
. Then applying Corollary 4.14
once more, there exists {xd+1, fd+1} an md+1-exact pair in X, such that
max supp fd < min suppxd+1.
The inductive construction is complete and {xk, fk, }
n
k=1 is a 1-dependent
sequence.

An easy modification of the above proof yields the following.
Corollary 5.3. If X,Y are block subspaces of XISP and n ∈ N, then a 1-
dependent sequence {xk, fk, }
2n
k=1 can be chosen, such that x2k−1 ∈ X and
x2k ∈ Y for k = 1, . . . , n.
Proposition 5.4. Let {(xk, fk)}
2n
k=1 be a 1-dependent sequence in XISP and
set yk = x2k−1 − x2k, for k = 1, . . . , n. Then we have that:
(i) 1n‖
∑2n
k=1 xk‖ > 1
(ii) 1n‖
∑n
k=1 yk‖ 6
232
n
Proof. Since 12
∑2n
k=1 fk is a type II functional in W , it immediately follows
that 1n‖
∑2n
k=1 xk‖ >
1
2n
∑2n
k=1 fk(xk) = 1.
By Remark 4.11 it follows that 1 6 ‖yk‖ 6 58, for k = 1, . . . , n.
Set y′k =
1
58yk and jk = m2k−1−2 for k = 1, . . . , n. We will show that the
assumptions of Proposition 4.7 are satisfied. From this, it will follow that
1
n‖
∑n
k=1 yk‖ 6 58
4
n , which is the desired result.
The first and second assumptions, follow from Lemmas 3.8 and 3.15 re-
spectively and the definition of the 1-dependent sequence.
The third assumption follows from the fact that, by the definition of the
1-dependent sequence, max supp fk > max suppxk, for k = 1, . . . , 2n and
the definition of the coding function σ.
It remains to be proven that the fourth assumption is also satisfied. Let
1 6 k1 < k2 < k3 6 n and g =
1
2
∑d
j=1 gj be a functional of type II that
separates y′k1 , y
′
k2
and y′k3 .
Set j0 = min{j : ran gj ∩ ran y
′
k3
6= ∅} and assume first that w(fj0) =
m2k3−1 Since supp g∩ supp yk1 6= ∅, it follows that gj0−1 = f2k3−2 and there
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exists I an interval of the naturals, ran y′k2 ⊂ I, such that g = I(
1
2
∑j0−1
k=1 fk).
This yields that g(y′k2) = 0.
Otherwise, if w(fj0) 6= m2k3−1, set g
′ = g|ran y′
k3
and Corollary 3.13 yields
the following.
|g′(y′k3)| <
2 · 4
58
29
28
( 1
2m2k3−1
+
1
22m2k3−1
+
∑
j∈ŵ(g′):
w(gj)<n
4
2w(gj)
)
Since g separates yk1 , yk2 and yk3 , we have that min ŵ(g
′) > p0 = min suppx1,
therefore ∑
j∈ŵ(g′):
w(gj)<n
1
2w(gj)
<
∑
p>p0
1
2p
=
1
2p0
6
1
232·2
2m1
By the choice of m1, we conclude that |g(y
′
k3
)| < 1n2n , which means that the
fourth assumption is satisfied.

The next proposition is proved by using similar arguments.
Proposition 5.5. Let {(xk, fk)}
n
k=1 be a 0-dependent sequence in XISP .
Then we have that:
1
n
‖
n∑
k=1
xk‖ 6
112
n
We pass to the main structural property of XISP .
Theorem 5.6. The space X
ISP
is hereditarily indecomposable.
Proof. It is enough to show that for X,Y block subspaces of X
ISP
, for any
ε > 0, there exist x ∈ X and y ∈ Y , such that ‖x+ y‖ > 1 and ‖x− y‖ < ε.
Let n ∈ N, such that 232n < ε.
By Corollary 5.3 there exists a 1-dependent sequence {xk, fk, }
2n
k=1, such
that x2k−1 ∈ X and x2k ∈ Y for k = 1, . . . , n.
Set x = 1n
∑n
k=1 x2k−1 and y =
1
n
∑n
k=1 x2k. By applying Proposition 5.4,
the result follows.

The structure of L(Y,X
ISP
). For Y a closed subspace of X
ISP
and T :
Y → X
ISP
we show that T = λIY,X
ISP
+ S with S : Y → X
ISP
strictly
singular.
Proposition 5.7. Let Y be a subspace of X
ISP
and T : Y → X
ISP
be a
linear operator, such that there exists {xk}k∈N a sequence in Y generating a
c0 spreading model and lim supdist(Txk,Rxk) > 0. Then T is unbounded.
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Proof. Passing, if necessary, to a subsequence, there exists 1 > δ > 0, such
that dist(Txk,Rxk) > δ, for any k ∈ N.
Since {xk}k∈N generates a c0 spreading model, it is weakly null. Set
yk = Txk and assume that T is bounded. It follows that passing, if necessary,
to a subsequence of {xk}k∈N, then {yk}k∈N also generates a c0 spreading
model.
We may assume that {xk}k∈N, as well as {yk}k∈N are block sequences
with rational coefficients. And limk ‖xk‖ = 1, as well as limk ‖yk‖ = 1.
If this is not the case pass, if necessary, to a further subsequence of
{xk}k∈N, such that both {xk}k∈N and {yk}k∈N are equivalent to some block
sequences with rational coefficients {x′k}k∈N, {y
′
k}k∈N respectively, and more-
over limk ‖x
′
k‖ = 1, as well as limk ‖y
′
k‖ = 1. Set Y
′ = [{x′k}k∈N] and
T ′ : Y ′ → X
ISP
, such that T ′x′k = y
′
k. It is easy to check that T
′ is also
bounded and dist(T ′x′k,Rx
′
k) > δ
′, for some δ′ > 0.
Set Ik = ran(ranxk ∪ ran yk) and passing, if necessary, to a subsequence,
we have that {Ik}k∈N is an increasing sequence of intervals of the naturals.
We will choose {fk}k∈N ⊂ W , such that fk(yk) >
δ
5 , fk(xk) = 0 and
ran fk ⊂ Ik, for all k ∈ N.
The Hahn-Banach Theorem, yields that for all k ∈ N, there exists f ′k ∈
BX∗
ISP
, such that f ′k(yk) > δ, f
′
k(xk) = 0 and ran f
′
k ⊂ Ik, for all k ∈ N.
By the fact that X
ISP
is reflexive, it follows that W is norm dense in
BX∗
ISP
, therefore there exists f ′′k ∈ W with ‖f
′
k − f
′′
k ‖ <
δ
4 and ran f
′′
k ⊂ Ik,
for all k ∈ N.
It follows that f ′′k (yk) >
3δ
4 , |f
′′
k (xk)| <
δ
4 and f
′′
k (xk) is rational, for all
k ∈ N.
Furthermore, there exists gk ∈ W , such that gk(xk) > 1 −
δ
4 , gk(xk) is
rational and ran gk ⊂ Ik, for all k ∈ N.
Set fk =
1
2(f
′′
k −
f ′′
k
(xk)
gk(xk)
gk). By doing some easy calculations, it follows
that the fk are the desired functionals.
For the rest of the proof we may assume that the {xk}k are normalized.
By copying the proof of Proposition 4.12, for any k0 ∈ N, n ∈ N, there
exists F a finite subset of the naturals with minF > k0 and {ck}k∈F such
that
(i) z = 2n
∑
k∈F ckxk is a (4, 1, n) exact vector
(ii) There exists a functional f of type Iα with weight w(f) = n such
that f(z) = 0,max supp f > max supp z and if w = 2n
∑
k∈F ckyk,
then f(w) > δ5 .
Using the above fact and arguing in the same way as in the proof of Propo-
sition 5.2, for some n ∈ N, we construct a sequence {zk}
n
k=1 and {gk}
n
k=1
such that {(zk, gk)}
n
k=1 is 0-dependent and if wk = Tzk, then gk(wk) >
δ
5
and ran gk ∩ ranwm = ∅, for k 6= m.
Then f = 12
∑n
k=1 gk is a functional of type II and
1
n‖
∑n
k=1wk‖ >
1
2n
∑n
k=1 gk(wk) >
δ
10 .
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Moreover, Proposition 5.5 yields that 1n‖
∑n
k=1 zk‖ 6
112
n . It follows that
‖T‖ > n·δ1120 . Since n was randomly chosen, T cannot be bounded, a contra-
diction which completes the proof.

In [17], it is proven that if X is a hereditarily indecomposable complex
Banach space, Y is a subspace of X and T : Y → X is a bounded linear
operator, then there exists λ ∈ C, such that T − λI
Y,X
: Y → X is strictly
singular. Here we prove a similar result for X
ISP
.
Theorem 5.8. Let Y be an infinite dimensional closed subspace of X
ISP
and T : Y → X
ISP
be a bounded linear operator. Then there exists λ ∈ R,
such that T − λI
Y,X
ISP
: Y → X
ISP
is strictly singular.
Proof. If T is strictly singular, then evidently λ = 0 is the desired scalar.
Otherwise, choose Z an infinite dimensional closed subspace of Y , such
that T : Z → X
ISP
is an into isomorphism. Choose {xk}k∈N a normalized
sequence in Z generating a c0 spreading model. Proposition 5.7 yields that
limk dist(Txk,Rxk) = 0. Choose {λk}k∈N scalars, such that limk ‖Txk −
λkxk‖ = 0 and λ a limit point of {λk}k∈N.
We will prove that S = T − λI
Y,X
ISP
is strictly singular. Towards a
contradiction, suppose that this is not the case. Then there exists {yk}k∈N a
normalized sequence in Y generating a c0 spreading model and δ > 0, such
that ‖Syk‖ = ‖(T − λIY,X
ISP
)yk‖ > δ, for all k ∈ N.
As previously, we may assume that {xk}k∈N, {yk}k∈N as well as {Syk}k∈N
are all normalized block sequences generating c0 spreading models.
By Proposition 5.7 and passing, if necessary, to a subsequence, there exists
µ ∈ R, such that limk ‖Syk−µyk‖ = 0. Evidently µ 6= 0, otherwise we would
have that limk ‖Syk‖ = 0. Pass, if necessary, to a further subsequence of
{yk}k∈N, such that
∑∞
k=1 ‖Syk − µyk‖ <
|µ|
232 .
Observe that limk ‖Sxk‖ = 0 and therefore we may pass, if necessary, to
a subsequence of {xk}k∈N, such that
∑∞
k=1 ‖Sxk‖ <
|µ|
232 .
Arguing in the same manner as in the proof of Proposition 5.2, for some
n ∈ N construct {zk}
2n
k=1 and {fk}
2n
k=1 such that z2k−1 is a linear combination
of {yk}k∈N, z2k is a linear combination of {xk}k∈N and {(zk, fk)}
2n
k=1 is a 1-
dependent sequence. Set f = 12
∑2n
k=1 fk, which is a functional of type II in
W .
If wk = z2k−1 − z2k, Proposition 5.4 yields that
1
n‖
∑n
k=1wk‖ 6
232
n .
On the other hand, we have that
1
n
‖
n∑
k=1
Swk‖ >
1
n
(
‖
n∑
k=1
Sz2k−1‖ − ‖
n∑
k=1
Sz2k‖
)
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>
1
n
(
‖
n∑
k=1
µz2k−1‖ − ‖
n∑
k=1
(Sz2k−1 − µz2k−1)‖ −
29|µ|
232
)
>
1
n
( |µ|
2
n∑
k=1
f2k−1(z2k−1)−
29|µ|
232
−
29|µ|
232
)
=
|µ|
2
−
|µ|
4n
>
|µ|
4
It follows that ‖S‖ > n|µ|928 , where n was randomly chosen. This means
that S is unbounded, a contradiction completing the proof.

Strictly Singular Operators. In this subsection we study the action of
strictly singular operators on Schauder basic sequences in subspaces of X
ISP
.
Proposition 5.9. Let Y be an infinite dimensional closed subspace of X
ISP
and T : Y → X
ISP
be a linear bounded operator. Then the following asser-
tions are equivalent.
(i) T is not strictly singular.
(ii) There exists a sequence {xk}k∈N in Y generating a c0 spreading
model, such that {Txk}k∈N is not norm convergent to 0.
Proof. Assume first that T is not strictly singular and let Z be an infinite
dimensional closed subspace of Y , such that T |Z is an isomorphism. Since
any subspace of X
ISP
contains a sequence generating a c0 spreading model,
then so does Z. Since T |Z is an isomorphism, the second assertion is true.
Assume now that there exists {xk}k∈N a sequence in Y generating a c0
spreading model, such that {Txk}k∈N does not norm converge to 0. By
Proposition 5.7 and passing, if necessary to a subsequence, there exists λ 6=
0, such that limk ‖Txk − λxk‖ = 0. Passing, if necessary, to a further
subsequence, we have that
∑∞
k=1 ‖Txk − λxk‖ < ∞. But this means that
{xk}k∈N is equivalent to {Txk}k∈N, therefore T is not strictly singular.

Definition 5.10. Let {xk}k be a normalized block sequence XISP . We say
that {xk}k is of rank 1, if α
(
{xk}k
)
= 0 and β
(
{xk}k
)
= 0.
Definition 5.11. Let {xk}k be a normalized block sequence in XISP . We
say that {xk}k is of rank 2, if it satisfies one of the following.
(i) α
(
{xk}k
)
= 0 and for every L infinite subset of the natural numbers,
β
(
{xk}k∈L
)
> 0
(ii) For every L infinite subset of the natural numbers α
(
{xk}k∈L
)
>
0 and for every C > 1, θ > 0, {nj}j strictly increasing sequence
of natural numbers, Fj ⊂ L and {c
j
k}k∈Fj , j ∈ N such that wj =
2nj
∑
k∈Fj
cjkxk are (C, θ, nj) vectors for every j ∈ N, we have that
β
(
{wj}j
)
= 0
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Definition 5.12. Let {xk}k be a normalized block sequence. We say that
{xk}k is of rank 3, if for every L infinite subset of the natural numbers,
α
(
{xk}k∈L
)
> 0 and there exist C > 1, θ > 0, {nj}j strictly increasing
sequence of natural numbers, Fj ⊂ L and {c
j
k}k∈Fj , j ∈ N such that wj =
2nj
∑
k∈Fj
cjkxk are (C, θ, nj) are vectors for every j ∈ N, and β
(
{wj}j
)
> 0
Remark 5.13. It follows easily from the definitions above, that every nor-
malized block sequence has a subsequence that is of some rank. Moreover,
if a normalized block sequence is of some rank, then any of its subsequences
is of the same rank. We would also like to point out that we can neither
prove nor disprove the existence of sequences of rank 3. The failure of the
existence of such sequences, would yield that the composition of any two
strictly singular operators defined on a subspace of X
ISP
, is a compact one.
Definition 5.14. Let {xk}k be a weakly null sequence in XISP . If it norm
null, then we say that it is of rank 0. If it is seminormalized, we say that
{xk}k is of rank i, if there exists a normalized block sequence {x
′
k}k which
is of rank i, such that
∑
k ‖
xk
‖xk‖
− x′k‖ <∞.
Remark 5.15. Every weakly null sequence in {xk}k has a subsequence
which is of some rank. Moreover Propositions 3.5 and 4.8 yield that {xk}k
has a subsequence which is of rank 1 if and only it admits a c0 spreading
model and it has a subsequence that is of rank 2 or 3 if and only if it admits
ℓ1 as a spreading model.
Proposition 5.9 yields the following.
Proposition 5.16. Let Y be an infinite dimensional closed subspace of
XISP and T : Y → XISP be a strictly singular operator. Then for every
{xk}k weakly null sequence in Y which is of rank 1, we have that {Txk}k is
of rank 0.
Proposition 5.17. Let Y be an infinite dimensional closed subspace of
X
ISP
and T : Y → X
ISP
be a strictly singular operator. Then for every
{xk}k weakly null sequence in Y which is of rank 2, we have that {Txk}k
has no subsequence which is of rank 2 or of rank 3.
Proof. Towards a contradiction pass to a subsequence of {xk}k and assume
that there exist {x′k}k, {yk}k normalized block sequences, with
∑
k ‖
xk
‖xk‖
−
x′k‖ < ∞,
∑
k ‖
Txk
‖Txk‖
− yk‖ < ∞, {x
′
k}k satisfies either (i) or (ii) from Def-
inition 5.11 and {yk}k is of either rank 2 or 3. By Remark 5.15, we may
assume that both {x′k}k, {yk}k generate ℓ1 as a spreading model.
Setting T ′ : [{x′k}k] → XISP with T
′x′k = yk for all k ∈ N, we have
that T ′ is bounded and strictly singular. Arguing in a similar manner as
in the proof of Proposition 3.5, we may choose {nj}j a strictly increasing
sequence of natural numbers, {Fj}j a strictly increasing sequence of natural
numbers and {cjk}k∈Fj , j ∈ N such that zj = 2
nj
∑
k∈Fj
cjkx
′
k and wj =
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T ′zj = 2
nj
∑
k∈Fj
cjkyk are (1, θ, nj) vectors for every j ∈ N. Proposition 3.9
yields that α
(
{zj}j
)
= 0 as well as α
(
{wj}j
)
= 0.
If {x′k}k satisfies (i) from Definition 5.11, then by Proposition 3.6 we may
assume that is is (2, {mk}k) α-RIS, therefore the zj can in fact have been
chosen to be (2, θ, nj) exact vectors. Proposition 4.8 yields that β
(
{zj}j
)
=
0. We have concluded that {zj}j is of rank 1 and by Proposition 5.16 we
have that {wj}j is norm null, which contradicts the fact that ‖wj‖ > θ.
If on the other hand, if {x′k}k satisfies (ii) from Definition 5.11, then we
have that β
(
{zj}j
)
= 0. Again, Proposition 5.16 yields that {wj}j is norm
null, which cannot be the case. 
Proposition 5.18. Let Y be an infinite dimensional closed subspace of X
ISP
and T : Y → XISP be a strictly singular operator. Then every {xk}k weakly
null sequence in Y , has a subsequence {xkn}n such that {Txkn}n is of rank
0, of rank 1, or of rank 2.
Proof. If {Txk}k has a norm null subsequence then we are ok. Otherwise,
pass to a subsequence of {xk}k, again denoted by {xk}k and choose {x
′
k}k,
{yk}k normalized block sequences, with
∑
k ‖
xk
‖xk‖
− x′k‖ <∞,
∑
k ‖
Txk
‖Txk‖
−
yk‖ < ∞. By passing to a further subsequence and slightly perturbing the
x′k, yk, we may assume that min suppx
′
k = min supp yk for all k ∈ N and
that {x′k}k, {yk}k are of some rank.
Setting T ′ : [{x′k}k] → XISP with T
′x′k = yk for all k ∈ N, we have that
T ′ is bounded and strictly singular. Towards a contradiction, assume that
{yk}k satisfies the assumption of Definition 5.12. By Remark 5.15, passing to
a further subsequence, we have that {yk}k generates an ℓ1 spreading model
and by the boundedness of T ′, we may assume that so does {x′k}k. Passing
to an even further subsequence, we have that both {x′k}k and {yk}k satisfy
the conclusion of Proposition 3.5.
Choose C > 1, θ > 0, {nj}j strictly increasing sequence of natural num-
bers, Fj ⊂ L and {c
j
k}k∈Fj , j ∈ N such that wj = 2
nj
∑
k∈Fj
cjkyk are
(C, θ, nj) vectors for every j ∈ N, and β
(
{wj}j
)
> 0.
Since min suppx′k = min supp yk for all k ∈ N, we have that zj =
2nj
∑
k∈Fj
cjkx
′
k are (C, θ, nj) vectors for every j ∈ N.
Proposition 3.9 yields that α
(
{zj}j
)
= 0 as well as α
(
{wj}j
)
= 0.
Since β
(
{wj}j
)
> 0, we may pass to a subsequence of {wj}j that gener-
ates an ℓ1 spreading model and if w
′
j =
wj
‖wj‖
, then {w′j}j satisfies (i) from
Definition 5.11, it is therefore of rank 2.
Once more, the boundedness of T ′ yields that if z′j =
zj
‖wj‖
, then {z′j}j
generates an ℓ1 spreading model. Since α
(
{z′j}j
)
= 0, we conclude that
β
(
{z′j}j
)
> 0. We may therefore pass to a final subsequence of {z′j}j which
is of rank 2. Since T ′z′j = w
′
j , Proposition 5.17 yields a contradiction.

HEREDITARY INVARIANT SUBSPACE PROPERTY 39
The Invariant Subspace Property.
Theorem 5.19. Let Y be an infinite dimensional closed subspace of X
ISP
and Q,S, T : Y → Y be strictly singular operators. Then QST is compact.
Proof. Since X
ISP
is reflexive, it is enough to show that for any weakly null
sequence {xk}k∈N, we have that {QSTxk}k∈N norm converges to zero.
Proposition 5.18, yields that passing, if necessary to a subsequence, {Txk}k
is of rank 0, rank 1, or rank 2. If it is of rank 0, then it is norm null and
we are done. If it is or rank 1, Proposition 5.16 yields that {STxk}k is of
rank 0 and as previously we are done. Otherwise, {Txk}k is of rank 2. By
Proposition 5.17, we may pass to a further subsequence, such that {STxk}k
is either of rank 0, or rank 1. If it is not of rank 0, then applying Proposi-
tion 5.16 we have that {QSTxk}k∈N norm converges to zero and the proof
is complete. 
Corollary 5.20. Let Y be an infinite dimensional closed subspace of X
ISP
and S : Y → Y be a non zero strictly singular operator. Then S admits a
non-trivial closed hyperinvariant subspace.
Proof. Assume first that S3 = 0. Then it is straightforward to check that
kerS is a non-trivial closed hyperinvariant subspace of S.
Otherwise, if S3 6= 0, then Theorem 5.19 yields that S3 is compact and
non zero. Since S commutes with its cube, by Theorem 2.1 from [33], it
is enough to check that for any α, β ∈ R such that β 6= 0, we have that
(αI − S)2 + β2I 6= 0. Since S is strictly singular, it is easy to see that this
condition is satisfied. 
Corollary 5.21. Let Y be an infinite dimensional closed subspace of X
ISP
and T : Y → Y be a non scalar operator. Then T admits a non-trivial
closed hyperinvariant subspace.
Proof. Theorem 5.8 yields that there exist λ ∈ R, such that S = T − λI
is strictly singular, and since T is not a scalar operator, we evidently have
that S is not zero.
By Corollary 5.20, it follows that S admits a non-trivial closed hyperin-
variant subspace Z. It is straightforward to check that Z also is a hyperin-
variant subspace for T . 
In the final result, which is related to Proposition 3.1 from [5], we show
that the “scalar plus compact” property fails in every subspace of X
ISP
.
Proposition 5.22. Let Y be an infinite dimensional closed subspace of X
ISP
.
Then there exists a strictly singular, non compact operator S : Y → Y . In
fact, if S(Y ) is the space of strictly singular operators on Y , then S(Y ) is
non-separable.
Proof. By Corollary 4.13, there exists a sequence {xk}k∈N in Y that gener-
ates a spreading model equivalent to c0, say with an upper constant c1 and
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by Corollary 4.16, there exists a sequence {x∗k}k∈N in Y
∗ that also generates
a spreading model equivalent to c0, say with an upper constant c2. There-
fore {xk}k∈N and {x
∗
k}k∈N are weakly null and we may assume that they are
Schauder basic and that dim(Y/[xk]k) =∞. We may also assume that there
exist {zk}k∈N in Y such that {x
∗
k}k∈N is almost biorthogonal to {zk}k∈N.
For ε > 0, set Mε =
4c1
ε . Choose a strictly increasing sequence of
naturals {qj}j∈N, such that qj > M1/2j+1 . Set S : Y → Y , such that
Sx =
∑∞
k=1 x
∗
qk
(x)xk. Then:
(i) S is bounded and non compact.
(ii) S is strictly singular.
We first prove that it is bounded. Let x ∈ Y, ‖x‖ = 1, x∗ ∈ Y ∗, ‖x∗‖ = 1.
For j > 0, set Bj = {k ∈ N : 1/2
j+1 < |x∗(xk)| 6 1/2
j}. Since {xk}k∈N
generates c0 as a spreading model, it follows that Bj 6 M1/2j+1 6 qj. Set
Cj = {k ∈ Bj : k > j},Dj = Bj \ Cj. Evidently #Dj 6 j and it is easy
to see that #{qk : k ∈ Cj} 6 min{qk : k ∈ Cj}, therefore, since {x
∗
k}k∈N
generates a spreading model equivalent to c0, it follows that
|
∑
k∈Cj
x∗(xk)x
∗
qk
(x)| < c2max{|x
∗(xk)| : k ∈ Cj}
Therefore |
∑
k∈Bj
x∗qk(x)x
∗(xk)| 6 c2max{|x
∗(xk)| : k ∈ Cj} + j/2
j 6
c2/2
j + j/2j . From this it follows that
‖Sx‖ 6
∞∑
j=0
j + c2
2j
‖x‖
The fact that S is non compact follows easily if you consider the almost
biorthogonals {zk}k∈N of {x
∗
qk
}k∈N. Then {zk}k∈N is a seminormalized se-
quence in Y and {Szk}k∈N does not have a norm convergent subsequence.
We now prove that S is strictly singular. Suppose that it is not, then
there exists λ 6= 0 such that T = S − λI is strictly singular. Since λI is
a Fredholm operator and T is strictly singular, it follows that S = T + λI
is also a Fredholm operator, therefore dim(Y/S[Y ]) < ∞. The fact that
S[Y ] ⊂ [xk]k and dim(Y/[xk]k) =∞ yields a contradiction.
Moreover, for any further subsequence {x∗k}k∈L of {x
∗
qk
}k∈N, if we set
SLx =
∑
k∈L x
∗
k(x)xk, then SL satisfies the same conditions. This yields
that S(Y ) contains an uncountable ε-separated set and is therefore non-
separable. 
The last proof actually yields that if Y is an infinite dimensional closed
subspace of X
ISP
, then the space of strictly singular, non-compact operators
of Y is non-separable.
Some final remarks. We would like to mention that the structure of the
dual of XISP is unclear to us. In particular we cannot determine whether
X
∗
ISP
shares similar properties with X
ISP
. For example, we do not know
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whether X∗
ISP
admits only c0 and ℓ1 as a spreading model. However, the
following holds.
Proposition 5.23. Let X be a reflexive Banach space. Then the following
are equivalent.
(i) The space X satisfies the hereditary ISP.
(ii) Every infinite dimensional quotient of X∗ satisfies ISP
If even more, every non scalar operator defined on an infinite dimensional
closed subspace of X admits a non trivial closed hyperinvariant subspace,
then every non scalar operator defined on an infinite dimensional quotient
of X∗ admits a non trivial closed hyperinvariant subspace.
Proof. In the general setting, if X is a Banach space, T is a bounded linear
operator on X admitting a non trivial closed invariant subspace Y , then it
is straightforward to check that Y ⊥ is a non trivial closed invariant subspace
of T ∗. If moreover Y is T -hyperinvariant, then Y ⊥ is S∗-invariant, for every
operator S on X, which commutes with T .
In the setting of reflexive spaces, all operators on X∗ are dual operators,
hence we conclude the following. Let X be a reflexive Banach space and T
be a bounded linear operator on X.
(a) Then T admits a non trivial closed invariant subspace if and only if
T ∗ admits a non trivial closed invariant subspace.
(b) Moreover, T admits a non trivial closed hyperinvariant subspace if
and only if T ∗ admits a non trivial closed hyperinvariant subspace.
We now proceed to prove the equivalence of assertions (i) and (ii).
Assume that (i) holds, let X∗/Y be an infinite dimensional quotient of
X∗ and T be a bounded linear operator on X∗/Y . Then X∗/Y = Y ∗⊥ and
there is S a bounded linear operator on Y⊥ with T = S
∗. Since S admits a
non trivial closed invariant subspace, by (a) so does T .
If we moreover assume that S admits a non trivial closed hyperinvariant
subspace, then by (b), so does T .
Conversely, if (ii) holds, assume that Y is an infinite dimensional subspace
of X and T is a bounded linear operator on Y . Then Y ∗ = X∗/Y ⊥. By
the assumption, T ∗ admits a non trivial invariant subspace and therefore,
by (a) so does T .

Corollary 5.24. Every infinite dimensional quotient of X∗
ISP
satisfies ISP.
More precisely, every non scalar operator defined on an infinite dimensional
quotient of X∗
ISP
admits a non trivial closed hyperinvariant subspace.
We would also like to mention, that the method of constructing hereditar-
ily indecomposable Banach spaces with saturation under constraints, using
Tsirelson space as an unconditional frame, can be used to yield further re-
sults. For example, in [10] a reflexive hereditarily indecomposable Banach
space Xusm is constructed having the following property. In every subspace
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Y of Xusm there exists a weakly null normalized sequence {yn}n, such that
every subsymmetric sequence {zn}n is isomorphically generated as a spread-
ing model of a subsequence of {yn}n.
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