Abstract. This paper presents a new image coding algorithm for scalable and robust image transmission. The algorithm, termed block-based layered set partitioning in hierarchical tree (B-LSPIHT), has both SNR and resolution scalabilities, and its performance is resilient to transmission errors. In the algorithm, the number of layers and the rate and resolution associated with each layer can be specified before encoding. Starting from the base layer, B-LSPIHT encodes one layer at a time until the design of the top layer is completed. The transmission errors are localized using a block-based method. The bits allocated to each block are determined by a dynamic programming technique based on the ratedistortion function computed from the channel models. Numerical results show that the B-LSPIHT algorithm is effective for constructing layered image transmission systems over noisy channels.
Introduction
Layered image transmission ͑LIT͒ systems are effective for multimedia applications over networks. In a LIT scheme, an encoded bit stream is delivered in more than one layer. Images with different qualities are reconstructed by decoding bit streams accumulated up to different upper layers from the base layer. Users with various SNR and/or resolution requirements then can share the same LIT system for efficient image transmission. Network resources such as bandwidth, management overhead, and disk space therefore are reduced.
Many techniques, such as embedded zerotree wavelet ͑EZW͒ 1 and set partitioning in hierarchical trees ͑SPIHT͒, 2 can be employed for realizing LIT systems. However, only SNR scalability can be achieved, since they always display the reconstructed image in full resolution. In Ref. 3 , a modification of SPIHT, termed layered SPIHT ͑LSPIHT͒, is proposed for attaining both SNR and resolution scalabilities. Although these algorithms are effective, they have the common drawback that their rate-distortion performance is sensitive to transmission errors. Those errors are easily propagated across the entire decoded image, and therefore only the bits received prior to the first delivery error can be used for image reconstruction. To alleviate this problem, a number of block-based coding algorithms 4 -6 have been proposed. The algorithms divide the original image into a group of square blocks before encoding. Since each block is encoded independently, any transmission error is confined to a single block. The robustness of the LIT systems therefore is enhanced. However, like the EZW and SPIHT algorithms, many existing block-based algorithms only achieve SNR scalability. The JPEG2000 algorithm 6 is both SNR-and resolution-scalable. However, the blocks of the algorithm have different sizes. To maintain the synchronization between the encoder and decoder, the block size information, which is contained in the packet headers of the encoded bit streams, is delivered to the decoder. Since the packet header errors may contaminate the block size information, the JPEG2000 decoder may lose the synchronization for reconstructing the blocks in the packets having corrupted headers. The performance of the JPEG2000 algorithm may degrade severely because of these errors. This paper presents a new image coding algorithm for the design of robust LIT. The algorithm, termed blockbased layered set partitioning in a hierarchical tree ͑B-LSPIHT͒, is a combination of LSPIHT and block-based coding algorithms. Hence, the algorithm attains robust transmission while having both SNR and resolution scalabilities. In B-LSPIHT, the number of layers in the LIT and the rate and resolution associated with each layer can be prespecified. Starting from the base layer, the algorithm designs one layer at a time until the encoding of the top layer is completed. B-LSPIHT is also a block-based algorithm. Therefore, the encoding at each layer involves the encoding of a group of square blocks at that layer. In the usual block-based algorithms, each block is encoded using the EZW or SPIHT algorithms. Consequently, the original image at each layer is always encoded with full resolution. By contrast, the B-LSPIHT algorithm encodes each block using the LSPIHT algorithm, and therefore allows that block to be encoded with different resolutions at different layers according to the resolution constraints prespecified by users.
In addition to adopting the LSPIHT for attaining the resolution scalability, the B-LSPIHT performs optimal rate allocation to minimize the average distortion at each layer.
Many existing block-based LIT algorithms 4 use the simple equal-allocation technique to determine the rate for each block at each layer. The performance can further be enhanced if the rate allocation is based on the rate-distortion function of each block. The B-LSPIHT algorithm uses the dynamic programming technique to achieve this objective. In the algorithm, the rate-distortion function of each block for dynamic programming is evaluated by the LSPIHT over a noisy channel. The size of the encoded bit stream for different blocks may vary after the optimal allocation. Therefore, an delivering the size information directly to the decoder, a synchronization problem similar to that in the JPEG2000 may occur. To alleviate this problem, the B-LSPIHT adopts a scheme similar to the error-resilient entropy code ͑EREC͒, 7 where the synchronization can be maintained without the block size information. Therefore, while the corrupted JPEG2000-encoded bit streams may lose synchronization, the bit streams delivered by the B-LSPIHT encoder can always be properly decoded.
Numerical results show that the performance of the B-LSPIHT degrades gracefully as the bit error rate ͑BER͒ of the noisy channel increases. The algorithm outperforms its LSPIHT counterpart at each layer subject to the same rate and resolution constraints. When the comparison is only made at the top layer, it significantly outperforms SPIHT, the block-based SPIHT ͑B-SPIHT͒ algorithm with equal bit allocation, and JPEG2000 for noisy channels with high BERs. These facts demonstrate the effectiveness of the B-LSPIHT algorithm.
The LSPIHT and B-SPIHT Algorithms
The B-LSPIHT algorithm is a combination of the LSPIHT and B-SPIHT algorithms. Therefore, we first briefly review these two methods before describing the B-LSPIHT algorithm.
The LSPIHT Algorithm
Let x be an image with dimension 2 p ϫ2 p . After the wavelet decomposition, let x Lk be the lowpass subband, and x Vk , x Hk and x Dk be the V, H, and D orientation-selective highpass subbands at resolution level k, kϭ0, . . . ,pϪ1, respectively. The wavelet coefficients at these subbands can be organized as a set of trees, called wavelet trees, for the encoding of the EZW and SPIHT algorithms. Detailed description of wavelet trees can be found in Refs. 1 and 2.
Consider an N-layer LIT to be constructed by the LSPIHT. Let I i and B i be the resolution and bit budget at layer i of the LIT, respectively. In the LIT system, by accumulating bit streams from layer 1 ͑the base layer͒ up to layer i, the representation of x at resolution level I i , x LI i , can be reconstructed. Note that, in the LSPIHT, N, I i , and B i , iϭ1, . . . ,N, can be prespecified and controlled to achieve both resolution and SNR scalabilities.
The LSPIHT algorithm can be viewed as a sequence of SPIHT operations with one operation for each layer. Starting from the base layer, the LSPIHT constructs one layer at a time until the design of the final layer is completed. The SPIHT for the construction of each layer only covers the subbands with resolution lower than the prescribed resolution constraint at that layer. In addition, except for the SPIHT at the first layer, the SPIHT at each layer uses the results of SPIHT at previous layers to improve the coding efficiency.
Recall that the original SPIHT algorithm repeatedly employs a set partitioning operation for identifying and refining significant wavelet coefficients for each bit depth n until the rate budget is exhausted. To effectively realize the operation, three lists of information, termed the list of significant pixels ͑LSP͒, list of insignificant pixels ͑LIP͒, and list of insignificant sets ͑LIS͒, are used. The LSP and LIP contain the locations of significant and insignificant wavelet coefficients, respectively. The LIS contains the root node of the insignificant wavelet trees.
In the LSPIHT algorithm, let LSP i , LIP i , LIS i , and T i be the LSP, LIP, LIS, and threshold value for the SPIHT encoding of layer i, respectively. At layer 1, the initial LSP 1 is set to be empty, and the initial LIP 1 contains x L0 , x V0 , x H0 , and x D0 . The initial LIS 1 consists of the wavelet trees rooted from x V0 , x H0 , and x D0 . Note that these trees only contain coefficients in the subbands x Vk , x Hk , x Dk , k ϭ0, . . . ,I 1 Ϫ1. The threshold value T 1 is initialized to be
n , where nϭ log 2 (max WX ͉W͉) . SPIHT is performed over the subbands x L0 , x Vk , x Hk , x Dk , k ϭ0, . . . ,I 1 Ϫ1, with the threshold value reduced by half for each successive application of set partitioning until the bit budget B 1 is exhausted.
Suppose the encoding of layer iϪ1 is completed, and the encoding of layer i is to be done, where iϾ1. Since the encoding region of layer i covers the encoding region of i Ϫ1, using the encoding results of layer iϪ1 as initial conditions of layer i may further enhance the coding efficiency. To accomplish this, we first set the initial T i be the final T iϪ1 . This guarantees that the quantization accuracy will improve as the LSPIHT algorithm continues. Before the initialization of LIP i , LSP i , and LIS i , the wavelet trees in the final LIS iϪ1 are first extended to cover coefficients in the new subbands x Vk , x Hk , x Dk , kϭI iϪ1 , . . . ,I i Ϫ1. When the coefficients in the new subbands are less than the initial T i , all the extended wavelet trees remain insignificant. Consequently, we simply initialize LIS i as the final LIS iϪ1 . Since no new insignificant and significant coefficients are created after the wavelet-tree extension, we set the initial LIP i and LSP i be the final LIP iϪ1 , and LSP iϪ1 , respectively.
The extended wavelet trees may not always remain insignificant for any combination of rate and resolution constraints. When some coefficients in the new subbands are larger than the initial T i , the decomposition of the corresponding extended wavelet trees into significant coefficients, insignificant coefficients, and insignificant wavelet trees is necessary. This decomposition process is also the SPIHT over these extended trees. 3 After the decomposition, the LIS i is initialized as the set containing the undecomposed extended wavelet trees and the newly created wavelet trees. Similarly, in addition to having the final LIP iϪ1 and LSP iϪ1 , the initial LIP i and LSP i also contain the newly identified insignificant and significant coefficients, respectively.
After the initial LIS i , LIP i , LSP i , and T i have been determined, SPIHT is then performed over the subbands x L0 , x Vk , x Hk , x Dk , kϭ0, . . . ,I i Ϫ1, until the bit budget B i is exhausted. The same encoding procedure is repeated for each layer until the design of the top layer is completed. The complete flow chart of the LSPIHT algorithm is shown in Fig. 1. 
The B-SPIHT Algorithm
Although the LSPIHT algorithm achieves both SNR and resolution scalabilities, its transmission errors may propagate across the entire image. The B-SPIHT algorithm localizes the transmission errors. In the algorithm, the wavelet coefficients of the original image are reallocated to a number of square blocks. The scheme is illustrated graphically in Fig. 2 . Suppose the q-stage wavelet decomposition is employed. The number of blocks after reallocation, K, is then given by Kϭ2 pϪq ϫ2 pϪq . Each block contains a coefficient in x L(pϪq) , and all its descendants in H, V, and D orientations. The blocks are then independently encoded using SPIHT. In the example shown in the figure, the dimension of the image is 2 4 ϫ2 4 ͑i.e., pϭ4), and the twostage wavelet decomposition is used ͑i.e., qϭ2). Therefore, the number of blocks after coefficient reallocation is Kϭ16.
Let b j be the bit budget for the SPIHT encoding of the j'th block, jϭ1, . . . ,K. In Ref. 4 , the b j 's are all identical. The performance of the algorithm can be enhanced further if the b j 's are determined according to the rate-distortion function of each block. Let d j (n) be the distortion of the SPIHT algorithm for the encoding of the j'th block with the bit budget n. Given an image x, d j (n) can be computed numerically. Consider a binary symmetric channel ͑BSC͒ with bit error rate ⑀. Suppose all the n SPIHT-encoded bits are delivered over the BSC channel. The probability that m, 1рmрn, is the location of the first delivery error is ⑀(1 Ϫ⑀) mϪ1 . Since only the bits received before the first delivery error are useful for image reconstruction, the distortion of the reconstructed j'th block becomes d j (mϪ1) when the location of the first delivery error is m. Let D j (n) be the average distortion of the reconstructed j'th block after receiving the n SPIHT-encoded bits of that block from the BSC channel. Therefore, D j (n) and d j (n) are related by
Based on the D j (n)'s, the problem of assigning b j bits to each block j, jϭ1, . . . ,K, with a total bit budget B can be formulated as
Since the cost function is separable and the b j 's take only positive integer values, the optimal solution to this problem can be found using the dynamic programming technique. The B-SPIHT algorithm with optimal rate allocation is effective in noisy environments. 5 However, the algorithm uses SPIHT for the encoding of each block, and therefore is only SNR-scalable.
The B-LSPIHT Algorithm
The B-LSPIHT algorithm is a combination of the B-SPIHT and LSPIHT algorithms. Hence, while localizing the transmission errors, the B-LSPIHT has both SNR and resolution scalabilities.
The B-LSPIHT algorithm allows the number of layers N, and the resolution I i and the bit budget B i associated with each layer to be prespecified and controlled. Before the encoding, B-LSPIHT also executes the reallocation procedure as shown in Fig. 2 to obtain K blocks of wavelet coefficients. Each block is then independently encoded using LSPIHT. Let b i, j denote the number of bits allocated to layer i of block j. The encoding of LSPIHT for block j at layer i is then executed with bit budget b i, j and resolution I i . That is, the LSPIHT encoding process at each layer of the block j may not cover all wavelet coefficients in that block. Recall from Fig. 2 that the wavelet coefficients in each block are actually reallocated from the subbands with different resolution levels. The encoding process of the each block at layer i only covers the coefficients from the subbands with resolution level lower than I i . An example illustrating how a block is encoded by the LSPIHT is shown in Fig. 3 . In the example, there are two layers ͑i.e., Nϭ2) and the dimension of the image is 2 4 ϫ2 4 ͑i.e., p ϭ4). Suppose the two-stage ͑i.e., qϭ2) wavelet decomposition process is employed. The number of blocks after the reallocation of wavelet coefficients then is Kϭ16. The dimension of each block is 2 2 ϫ2 2 . Assume that the resolution associated with layers 1 and 2 are prespecified as I 1 ϭpϪ1ϭ3 and I 2 ϭpϭ4, respectively. It can be observed from Fig. 2 that the coefficients in the shaded area of Fig. 3 are reallocated from the coefficients in subbands x L2 , x V2 , x H2 , and x D2 . Consequently, based on the resolution constraints, the LSPIHT encoding process at layer 1 of each block only covers the shaded area of each block. The encoding process at layer 2 then covers all the coefficients.
The b i, j 's are determined by the optimal bit allocation algorithm based on the rate-distortion performance of each block at each layer. Let d i, j (n) be the distortion of the LSPIHT algorithm at layer i for the encoding of the j'th block with bit budget n at layer i, and bit budget b k, j at layers kϭ1, . . . ,iϪ1. Now, assume all the b k, j LSPIHTencoded bits at layers kϭ1, . . . ,iϪ1 are decoded correctly. Let D i, j (n) be the average distortion of the reconstructed j'th block at layer i when the n LSPIHT-encoded bits at that layer are delivered over the BSC channel with BER ⑀. Therefore,
͑3͒
Note that d i, j (n) and D i, j (n) for each block j at layer i are dependent on the bit budget b k, j at lower layers k ϭ1, . . . ,iϪ1. Therefore, these bit budgets have to be determined before the computation of d i, j (n) and D i, j (n). The rate allocation operation at layer i is based on d i, j (n) and D i, j (n). Hence, it cannot be executed until the rate allocation operation at its previous layers are completed. Suppose now the functions D i, j (n), jϭ1, . . . ,K, at layer i are available, and the rate allocation at that layer is to be done. This problem for assigning b i, j to block j with total bit budget R i is formulated as The optimal solution to this problem can also be found using the dynamic programming technique. Starting from the base layer, the same rate allocation procedure is repeated for each layer until the rate allocation at the top layer is performed. This completes the rate allocation process of the B-LSPIHT algorithm. After the completion of optimal rate allocation, the algorithm then employs LSPIHT to independently encode block j, jϭ1, . . . ,K, with bit constraints b i, j and resolution constraints I i , iϭ1, . . . ,N. Note that the resulting bit constraints b i, j after optimal rate allocation may vary for different i or j values. Therefore, we have variable-length bitstreams for all blocks at each layer. Suppose we concatenate by cascading these variable-length blocks into a single bitstream. One error bit in some block will affect all the bits in the bitstream after the error bit because of the loss of synchronization information about the block lengths. Therefore, B-LSPIHT uses a scheme similar to EREC, which aligns these variable-length blocks into equal-length slots. EREC is effective when more important information is delivered near the beginning of each variable-length block. 7 Consequently, the scheme is well suited for transmitting the LSPIHT-encoded bit streams for each block. Finally, we note that an end of block ͑EOB͒ symbol must be added to the LSPIHT encoding of each block at each layer to signal the end of that block.
Simulation Results
This section presents some numerical results of the B-LSPIHT algorithm. Figure 4 shows the performance of the two-layer LIT systems constructed by the B-LSPIHT and LSPIHT algorithms over the BSC channels with various BERs. The test images for the performance measurement are the 512ϫ512 images ''Lena'' and ''Baboo.'' The full-resolution level therefore is pϭ9. We use the fourstage wavelet decomposition to obtain the wavelet coefficients of the test images. The 9/7-tap filter 8 is used for the wavelet transform. The number of blocks after the reallocation of the wavelet coefficients is 2 pϪ4 ϫ2 pϪ4 ϭ1024. The dimension of each block is 16ϫ16. The B-LSPIHT and LSPIHT algorithms have identical resolution I i and bit budget B i at each layer i. Let R i be the rate budget at layer i, which is defined as R i ϭB i /(2 p ϫ2 p ), iϭ1,2. In this experiment, I 1 ϭ8, I 2 ϭ9, R 1 ϭ0.25, and R 2 ϭ0.06. The performance for each layer is the average peak SNR ͑PSNR͒. Let x be the image to be encoded; then the lowpass subband x LI i is the desired image to be reconstructed at the layer i. Let x LI i be the reconstructed image at the layer i, and D i be the mean squared distance between x LI i and x LI i . Then the PSNR at the layer i, denoted by PSNR i , is defined as PSNR i ϭ10 log(255 2 /D i ). All the average PSNR 1 and PSNR 2 values shown in the figure were measured an 1000 independent transmissions for each test image.
From Fig. 4 , it is observed that the B-LSPIHT significantly outperforms the LSPIHT at each layer for the BSC channels with high BER values. In particular, when the BERϭ5.0ϫ10
Ϫ4 , the average PSNR 1 and PSNR 2 of the B-LSPIHT are higher than those of the LSPIHT by 11.64 and 11.32 dB for test image ''Lena,'' respectively. In addition, when BERϾ1.5ϫ10 Ϫ4 , the average PSNR 1 of B-LSPIHT is even higher than the average PSNR 2 of the LSPIHT. The B-LSPIHT has superior performance because the algorithm effectively localizes the transmission errors. In addition, the algorithm takes the BER into account for the optimal rate allocation. Consequently, the algorithm is best matched to the channel statistics for the robust transmission.
Figures 5 and 6 compare the average PSNR value ͑av-eraged over 1000 independent transmissions͒ of the SPIHT and B-SPIHT systems with that of the top layer of the two-layer B-LSPIHT algorithm. The rate budgets of the SPIHT and B-SPIHT systems are identical to the accumulated rate budget of the B-LSPIHT system up to the top layer. That is, the rate for the encoding of the SPIHT and B-SPIHT systems is R 1 ϩR 2 ϭ0.31. It is observed from Ϫ5 , the average PSNR 2 of B-LSPIHT is higher than that of SPIHT and B-SPIHT with equal error protection by 2.0 and 1.0 dB for the test image ''Lena,'' respectively. SPIHT and B-SPIHT with equal allocation do not perform well because SPIHT cannot localize transmission errors, and B-SPIHT with equal allocation is not well matched to the channel statistics.
The performance of the B-SPIHT with optimal rate allocation can be viewed as the upper bound of the performance of the B-LSPIHT at the top layer. Overhead is required for B-LSPIHT to attain both resolution and SNR scalabilities. Nevertheless, as illustrated in Fig. 6 , B-LSPIHT at the top layer still has the performance very close to that of the B-SPIHT with optimal rate allocation. When BERϭ2.5ϫ10 Ϫ5 , the difference in average PSNR is only 0.2 dB for the test image ''Baboo.'' Figure 7 compares the B-LSPIHT with the JPEG2000, which is also a block-based coding algorithm using the wavelet transform. The encoding processes of the JPEG2000 and B-LSPIHT are based on the same block dimension (16ϫ16) and the same wavelet transform ͑9/7-tap filter͒. Each test image is viewed as a single tile. The precinct size is 32ϫ32 at all resolution levels. In addition, the rate budget of JPEG2000 is the same as the accumulated rate budget up to the top layer of B-LSPIHT ͑0.31͒. The performance measure of JPEG2000 is based on the Kakadu implementation 6 in error-resilient mode, where only the coding passes received before the first contaminated coding pass at each block are decoded. We observe from the figure that the average PSNR value ͑averaged over 1000 independent transmissions͒ of B-LSPIHT is comparable to that of JPEG2000 for the BSCs with low BER values. This is because both B-LSPIHT and JPEG2000 are block-based coding algorithms, and can localize delivery errors. However, when the BER values are increased, the probability of the occurrence of packet-header errors becomes higher for the JPEG2000 decoding. Since the packets having the errors may contain incorrect block size information, the synchronization for reconstructing blocks in these packets may be lost. This can severely lower the performance of the JPEG2000. On the contrary, since B-LSPIHT uses the EREC algorithm for maintaining the synchronization, its performance may be higher than that of Finally, Fig. 8 shows the reconstructed ''Lena'' image of the algorithms B-LSPIHT, B-SPIHT with equal allocation, LSPIHT, SPIHT, and JPEG2000 for the BSC channel with BERϭ5ϫ10 Ϫ5 . From the figure, we observe that the image encoded by the B-LSPIHT algorithm has visual quality comparable to that of JPEG2000, and better than that of B-SPIHT, LSPIHT, and SPIHT. These facts demonstrate the effectiveness of the B-LSPIHT algorithm.
Concluding Remarks
The B-LSPIHT algorithm has been found to be effective for the design of error-resilient SNR-and resolution-scalable LIT systems. While confining the propagation of bit errors to a single block, it optimizes the performance of each layer using the dynamic programming technique in accordance with the channel statistics. Numerical results show that B-LSPIHT outperforms LSPIHT, SPIHT, and B-SPIHT with equal rate allocation, and JPEG2000 for the noisy channels with high BERs. In addition, it has performance comparable to that of B-SPIHT with optimal rate allocation, which however is only SNR-scalable. B-LSPIHT therefore is an useful alternative for applications where both robust and scalable transmission is desired. 
