Abstract. We give a simple crystal theoretic interpretation of the Lascoux's expansion of a non-symmetric Cauchy kernel ś i`jďn`1 p1´xiyjq´1, which is given in terms of Demazure characters and atoms. We give a bijective proof of the non-symmetric Cauchy identity using the crystal of Lakshmibai-Seshadri paths, and extend it to the case of continuous crystals.
Introduction
Let SpC n b C n q be the symmetric algebra over the complex numbers generated by C n b C n . It is well-known that SpC n b C n q admits a natural action of GL nˆG L n , and the following multiplicity-free decomposition:
where the sum is over the partitions λ with length no more than n, and V pλq denotes the irreducible polynomial GL n -module corresponding to λ. This decomposition implies the Cauchy identity, where the Cauchy kernel ś 1ďi,jďn p1´x i y j q´1 is given as a sum of products of two Schur polynomials in x " t x 1 , . . . , x n u and y " t y 1 , . . . , y n u corresponding to λ. Similarly, the exterior algebra generated by C n b C n yields the dual Cauchy identity, which expands the inverse of the Cauchy kernel after replacing y with´y.
There is a non-symmetric analogue of the Cauchy identity introduced in [5, 15] , which expands ś i`jďn`1 p1´x i y j q´1 as follows:
where K wλ pxq and p K ww 0 λ pyq are the Demazure characters and Demzure atoms in x and y, respectively (see Section 3 for more details). Like the usual Cauchy identity, one may regard (1.2) as a dual of the expansion of the product ś i`jďn`1 px i`yj q given as a sum of products of two Schubert polynomials in x and y.
In this paper, we give a simple crystal theoretic interpretation and bijective proof of the non-symmetric Cauchy identity (1.2).
Let us recall that the crystal associated to the symmetric algebra SpC n bC n q or the quantized coordinate ring of nˆn matrices can be realized as the set M of nˆn nonnegative integral matrices, which is a pgl n , gl n q-bicrystal [3, 15, 18] . The main idea is to regard M as a gl n -crystal via the tensor product rule, which corresponds to the diagonal action of GL n on SpC n b C n q in (1.1). We consider the gl n -subcrystal of M generated by the matrices corresponding to the pGL n , GL n q-highest weight vectors, which is given by the set M low of lower triangular matrices in M. We show that there exists a bijection from M low to the set of pairs of Lakshmibai-Seshadri paths lying in the two-fold tensor power of a highest weight crystal and satisfying certain ordering conditions (Theorem 3.3). Then the bijection recovers the identity (1.2) if we take the "refined characters" of both sides of the bijection by distinguishing the weights from each tensor factor in terms of x and y (Corollary 3.8). In this sense, it is interesting to note that (1.2) is a refinement of the classical Littlewood identity (3.9).
We also see from our proof that the right-hand side of (1.2) appears naturally in a more general setting. Indeed, if we consider the quantum group U q pgq and its quantum coordinate ring A q pgq associated to a semisimple Lie algebra g [8] , then the refined character (in the above sense) of the U q pgq-module generated by the pU q pgq b U q pgqq-highest weight vectors via comultiplication is given by a sum of the products of opposite Demazure characters and Demazure atoms for g (Remark 3.9). Finally, as an application of our bijective proof we give an analogue of the non-symmetric Cauchy decomposition for continuous crystals [2, 12] (Theorem 4.6).
We remark that the bijective proof of (1.2) in this paper is different from those in [1, 15] , though the theory of crystals (of tableaux) is still used there. We hope that it would be helpful for a more direct representation theoretic interpretation of the non-symmetric Cauchy identity, the question on which was raised by Lascoux [15] when he introduced it.
2. Demazure crystals and path model 2.1. Crystals. Let us give a brief review on crystals (cf. [6, 10] ). We denote by Zà nd R`the sets of non-negative integers and non-negative real numbers, respectively. Let g be the Kac-Moody algebra associated to a symmetrizable generalized Cartan matrix A " pa ij q i,jPI for some finite index set I. Let P _ be the dual weight lattice, P " Hom Z pP _ , Zq the weight lattice, Π _ " t h i | i P I u the set of simple coroots, and Π " t α i | i P I u the set of simple roots of g such that xα j , h i y " a ij for i, j P I. Let P`" t λ P h˚| xλ, h i y P Z`u the set of dominant integral weights. Let h " C b Z P _ be the Cartan subalgebra of g, and let W Ă GLph˚q the Weyl group of g generated by s i for i P I, where s i pλq " λ´λph i qα i for λ P h˚.
A crystal is a set B together with the maps wt : B Ñ P , ε i , ϕ i : B Ñ Z Y t´8u and r e i , r f i : B Ñ B Y t0u for i P I satisfying the following: for b P B and i P I,
where 0 is a formal symbol and´8 is the smallest element in Z Y t´8u such that 8`n "´8 for all n P Z.
is finite for all µ, we define the character of B by chB " ř µPh˚| B µ |e µ , where e µ is a basis element of the group algebra Qrh˚s. Let B 1 and B 2 be crystals. A tensor product B 1 b B 2 is a crystal, which is defined to be B 1ˆB2 as a set with elements denoted by b 1 b b 2 , where For an indeterminate q, let U q pgq be the quantized enveloping algebra of g over Qpqq. For λ P P`, let Bpλq be the crystal associated to an irreducible highest weight U q pgq-module with highest weight λ. For w P W , the Demazure crystal B w pλq is the crystal associated to a U q pbq-module generated by an extremal weight vector v wλ of weight wλ, where U q pbq is the subalgebra of U q pgq corresponding to the Borel subalgebra b of g [9] . The Demazure crystals B w pλq for w P W are characterized as follows:
where e is the identity in W , v λ is the highest weight element in Bpλq, and ℓpwq is the length of w P W . If w " s i 1¨¨¨s i ℓ P W is a reduced expression, then we have
We also have B w pλq Ă B w 1 pλq if and only if w ď w 1 for w, w 1 P W , where ă is a Bruhat order on W . Put
Then we have the following decomposition
where
Suppose that g is of finite type, and hence Bpλq is a finite crystal for λ P P`. Let w 0 be the longest element in W . Similarly, for w P W , the opposite Demazure crystal B w pλq is the crystal associated to a U q pb´q-module generated by an extremal weight vector v wλ of weight wλ, where b´is the negative Borel subalgebra of g. As in (2.1), it can be characterized by For λ P P n and w P W , let
Then we also have the following decomposition
2.2. Path model. Let us briefly recall the Littelmann path model [16] . Let λ P Pb e given. For µ, ν P W λ, we define ν ě µ if there exists a sequence of weights ν 0 " ν, . . . , ν s " µ and a sequence of positive real roots β 1 , . . . , β s such that xν k´1 , h β k y ă 0 and ν k " s β k pν k´1 q, where h β k and s β k are the coroot and reflection corresponding to β k for 1 ď k ď s. We define distpν, µq to be the maximal length s of such sequences. For a P Q and µ, ν P W λ with ν ě µ, an a-chain for pν, µq is a sequence ν " λ 0 ą λ 1 ą¨¨¨ą λ s " µ of weights in W λ such that distpλ k´1 , λ k q " 1, axλ k´1 , h β k y P Z, and λ k " s β k pλ k´1 q for some positive real root β k , for each 1 ď k ď s.
Then a Lakshmibai-Seshadri (LS) path of class λ is a pair π " pν; aq of sequences ν : ν 0 ą¨¨¨ą ν s of weights in W λ and 0 " a 0 ă¨¨¨ă a s " 1 of rational numbers such that there exists an a k -chain for pν k´1 , ν k q for each 1 ď k ď s. Let hR " Rb Z P . We may regard π as a piecewise linear function π : r0, 1s ÝÑ hR such that
for a i´1 ď t ď a i . We denote by Bpλq the set of all LS paths of class λ. Let π λ be given by π λ ptq " tλ for t P r0, 1s. It is clear that π λ P Bpλq. Let π P Bpλq be given. For i P I, let h " mint xπptq, h i y | t P r0, 1s u. We have h P´Z`. If h " 0, we define r e i π " 0, where 0 is a formal symbol. If h ď´1, let t 1 be the smallest one such that xπpt 1 q, h i y " h, and t 0 P r0, t 1 s the largest one such that xπpt 0 q, h i y " h`1. Then we define r e i π : r0, 1s ÝÑ hR such that
We define r f i π in a similar way. If πp1q´h ă 1, we define r f i π " 0. If πp1q´h ě 1, let t 1 be the smallest one such that xπpt 1 q, h i y " h`1, and t 0 P r0, t 1 s the largest one such that xπpt 0 q, h i y " h. Then we define r f i π : r0, 1s ÝÑ hR such that
We put wtpπq " πp1q, ε i pπq " maxt m P Z`| r e m i π ‰ 0 u, and ϕ i pπq " maxt m P Z`| r f m i π ‰ 0 u for π P Bpλq and i P I.
Theorem 2.1 ([16]
). For λ P P`, Bpλq is a crystal with respect to wt, ε i , ϕ i , and r e i , r f i for i P I defined above. Moreover,
where π λ is given by π λ ptq " tλ for t P r0, 1s.
Theorem 2.2 ( [7, 11] ). For λ P P`, there is a unique isomorphism ψ λ of crystals from Bpλq to Bpλq such that ψ λ pv λ q " π λ .
For π " pν 0 , . . . , ν s ; a 0 , . . . , a s q P Bpλq, let ιpπq " ν 0 and τ pπq " ν s . If we put B w pλq " t π P Bpλq | ιpπq ď wλ u , p B w pλq " t π P Bpλq | ιpπq " wλ u , (2.7) for w P W , then we have by induction on ℓpwq for w P W that ψ λ pB w pλqq Ă B w pλq and hence by comparing the number of elements of each weight that
Similarly, if g is of finite type and put
Non-symmetric Cauchy identity
Fix a positive integer n ě 2. In this section, we assume that g " gl n which is spanned by the elementary matrices e ij for 1 ď i, j ď n. We have P _ "
:" e ii´ei`1 i`1 | i P I u, and Π " t α i :" ǫ i´ǫi`1 | i P I u, where xǫ i , e jj y " δ ij for 1 ď i, j ď n and I " t1, . . . , n´1u.
3.1. Bicrystals and diagonal actions. Let P n be the set of partitions λ " pλ 1 , . . . , λ n q of length ď n. We identify λ " pλ 1 , . . . , λ n q P P n with λ 1 ǫ 1`¨¨¨`λn ǫ n P P`. Let rns " t 1,¨¨¨, n u and let W be the set of finite words with letters in rns. We regard rns as a crystal Bpǫ 1 q, where wtpkq " ǫ k for k P rns. Identifying a " a 1 . . . a r P W with a 1 b¨¨¨b a r , we regard W as a crystal. The connected component of a in W is isomorphic to Bpλq for some λ P P n . So there exists a unique b P Bpλq such that b " a, which we denote by b a .
Let
and let I be the set of biwords pa, bq P WˆW such that (1) a " a 1¨¨¨ar and b " b 1¨¨¨br for some r ě 0, (2) pa 1 , b 1 q ď¨¨¨ď pa r , b r q, where pa, bq ă pc, dq if and only if pb ă dq or (b " d and a ą c), for a, b, c, d P rns. Then we have a bijection from I to M, where pa, bq is mapped to M pa, bq " pm ij q with m ij " |t k | pa k , b k q " pi, jq u|. For i P I and M P M with M " M pa, bq, we define
px " e, f q and put wtpM q " wtpaq, ε i pM q " ε i paq,
The following is due to [15] (our presentation here is based on [14] ). (1) M is a pgl n , gl n q-bicrystal with respect to (3.1) and (3.2) , that is, r x i and r y 7 j commute with each other on M for x, y P te, f u and i, j P I, (2) if C λ is the connected component of M λ :" diagpλ 1 , . . . , λ n q in M for λ P P n as a pgl n , gl n q-bicrystal, then
Since C λ -BpλqˆBpλq where r x i and r y 7 j act on the first and second component in BpλqˆBpλq for x, y P te, f u and i, j P I, respectively, we have an isomorphism of pgl n , gl n q-bicrystals
for M P M with M " M pa, bq and M t " M pc, dq. Recall that if we identify Bpλq with the set of semistandard Young tableaux of shape λ with entries in rns, then κ is the usual RSK correspondence (cf. [4] ). Let N " Ů λPPn BpλqˆBpλq. We define another crystal structure on N by regarding BpλqˆBpλq as Bpλq b Bpλq as a gl n -crystal, and denote the associated Kashiwara operators on N by r e i and r f i for i P I. We also define the operators r e i and r f i on M for i P I, which are induced from κ´1, and hence a crystal structure on M. By Proposition 3.1, κ is an isomorphism of crystals with respect to r e i and r f i for i P I. In fact, if M P M is given with M " M pa, bq and M t " M pc, dq, then
with respect to this crystal structure. To avoid confusion with the bicrystal structures on M and N, let us denote by M and N the sets M and N, which are crystals with respect to r e i and r f i for i P I.
Non-symmetric Cauchy identity. Let
be the set of lower triangular matrices in M. For λ P P n , let C λ be the connected component of M λ in M. We have M λ " v λ b v λ by (3.4), and hence C λ -Bp2λq.
Lemma 3.2. Under the above hypothesis,
(1) M low Y t0u is invariant under r e i and r f i for i P I, where we assume that r e i 0 " r f i 0 " 0, (2) M low is a subcrystal of M, which decomposes as follows:
Proof.
(1) Suppose that there exists M " pm ij q P M low such that r e i M ‰ 0 is not lower triangular for some i P I. So, if m ii " x, m i`1i " y, and m i`1 i`1 " z, then we have (3.5) . . .
Equivalently, if M " M pa, bq and M t " M pc, dq with a "¨¨¨i`1¨¨¨i`1 loooooomoooooon y i¨¨¨i lo omo on
(here we ignore the letters other than i and i`1 in a and c) then M " a b c and r e i M " pr e i aq b c, which implies that x ě z by tensor product rule of crystals (cf. [13, Section 2] ). On the other hand, r e i a ‰ 0 and (3.5) implies that x ă z, which is a contradiction. Hence M low Y t0u is invariant under r e i for i P I. The proof for r f i is similar.
(2) For λ P P n , M λ P M low , and hence C λ Ă M low by (1). Conversely, let M " pm ij q P M low be given. Since M low Y t0u is invariant under r e i for i P I, we may assume that r e i M " 0 for all i P I. Suppose that M is not diagonal. Then there exists a pair pi 0 , j 0 q such that i 0 ą j 0 and m i 0 j 0 ą 0. We may assume that i 0´j0 " k ą 0 is maximal and furthermore i 0 ą 1 is the smallest one such i 0´j0 " k. By the choice of pi 0 , j 0 q, we have either j 0 " 1 or
This implies that r e i 0´1 M ‰ 0, which is a contradiction. Hence M " diagpλ 1 , . . . , λ n q for some λ i P Z`. Moreover if λ i ă λ i`1 for some i P I, then r e i M ‰ 0, which is also a contradiction. Hence M " M λ P C λ with λ " pλ 1 , . . . , λ n q P P n . This proves (2).
The following is the main theorem in this paper. Proof. For λ P P n , let N λ " pv λ , v λ q P N and let D λ be the connected component of N λ in N, which is isomorphic to Bp2λq. By (3.3), κpM λ q " N λ , and hence given by θpπq " π 1˚π2 , where π 1 ptq " πpt{2q and π 2 ptq " πppt`1q{2q´πp1{2q. By definition of the LS path, we have τ pπ 1 q ě ιpπ 2 q, and hence by (2.3)
Since the map sending π to pψ´1 λ pπ 1 q, ψ´1 λ pπ 2is an isomorphism from Bp2λq to D λ , we obtain (3.6) from (3.8). 
Proof. It follows immediately from the fact that if κpM q " pb 1 , b 2 q for M P M, then κpM t q " pb 2 , b 1 q.
Corollary 3.5. The map κ in (3.3) when restricted to M low also gives a bijection
Proof. It follows from (2.5) and the same argument as in Theorem 3.3.
Put z i " e ǫ i P QrP s for 1 ď i ď n. For λ P P n and w P W , let
Recall that K wλ pzq (resp. K wλ pzq) is called a Demazure character (resp. opposite Demazure character), while p K wλ pzq (resp. p K wλ pzq) is called a Demazure atom (resp. opposite Demazure atom) [17] .
Assume that x i , y j are formal commuting variables for 1 ď i, j ď n. From Theorem 3.3 and Corollary 3.5, we have the following identities.
Remark 3.7. By specializing y j " x j for 1 ď j ď n, Corollary 3.6 also recovers the Littlewood identity
where s µ px 1 , . . . , x n q is the Schur polynomial corresponding to µ P P n . Now, we recover the expansion of the non-symmetric Cauchy kernel given by Lascoux in [15, Theorem 6] .
Proof. By replacing x i with x n´i`1 for 1 ď i ď n in Corollary 3.6 and using the fact that K wλ px n , . . . , x 1 q " K ww 0 λ px 1 , . . . , x n q, we have 1
Finally replacing λ with w 0 λ yields the identity.
Remark 3.9. Let g be a semisimple Lie algebra, and A q pgq the quantum coordinate ring associated to g [8] . Then A q pgq is a U q pgq-bimodule and decomposes as follows:
where V q pλq is the irreducible highest weight U q pgq-module with highest weight λ. It also has a crystal base, and its crystal is isomorphic to Ů λPP`B pλqˆBpλq by (3.10) .
Let H q be the space of highest weight vectors in A q pgq as a U q pgq-bimodule. Now, we regard A q pgq as a U q pgq-module where the action is given by U q pgq ∆ ÝÑ U q pgq b U q pgq ÝÑ EndpA q pgqq with ∆ a comultiplication. Recall that this corresponds to the diagonal action of G on its coordinate ring where G is the reductive algebraic group associated to g.
Let N q be the U q pgq-submodule of A q pgq generated by H q and let N q be its crystal. Since N q is isomorphic to Ů λPP`B p2λq, the same argument in the proof of (3.6) shows that there exists a bijection
w pλqˆp B w pλq .
Continuous crystals and non-symmetric Cauchy kernel
In this section, we extend the result in the previous section to the case of continuous crystals.
4.1. Continuous crystals. Let us review the notion of continuous crystals [2, 3, 12] . Let pA, P _ , P, Π _ , Πq be the generalized Cartan datum associated to a symmetrizable Kac-Moody algebra as in Section 2.
A continuous crystal is a set B together with the maps wt : B Ñ P , ε i , ϕ i : B Ñ R Y t´8u and r e r i : B Ñ B Y t0u for i P I and r P R satisfying the following: for b P B, i P I, and r P R, (1) ϕ i pbq " xwtpbq, h i y`ε i pbq, (2) ε i pr e r i bq " ε i pbq´r, ϕ i pr e r i bq " ϕ i pbq`r, wtpr e r i bq " wtpbq`rα i if r e r i b P B, (3) r e r i 0 " 0, r e 0 i b " b, (4) r e r`s b " r e s i r e r i b for s P R, if r e r i b P B, (5) r e r i b " 0 when r ‰ 0 and ϕ i pbq "´8.
For continuous crystals B 1 and B 2 , a tensor product B 1 b B 2 is a continuous crystal, which is defined to be B 1ˆB2 as a set with elements denoted by b 1 b b 2 , where
Here we assume that 0 b b 2 " b 1 b 0 " 0.
Let C be the set of continuous maps π : r0, 1s ÝÑ hR. Let π P C be given. For i P I, put m i " inf tPr0,1s txπptq, h i yu. For i P I and r P R, we define r e r i π P C by pr e for i P I. Then C is a continuous crystal with respect to wt, ε i , ϕ i , r e r i for i P I and r P R [2, Proposition 3.9]. In this case, we have
Let C " t λ P hR | xλ, h i y ě 0 pi P Iq u be the closure of the Weyl chamber. Let π P C be a continuous path lying in C, that is, πptq P C for all t P r0, 1s. By (4.1), we have r e r i π " 0 for i P I and r ą 0. In this case, let us put
Here we denote r f r i " r e´r i for i P I and r P R`by convention. For π, π 1 P C , π˚π 1 denotes the concatenation of π and π 1 . Then we have the following.
Theorem 4.1 (Theorem 4.11 in [2] ). The map
Continuous non-symmetric Cauchy kernel. From now on, we assume that g " gl n as in Section 3. Let
Let M " pm ij q i,jPrns be given. Put
where π M piq " pπ m ni ǫn˚πm n´1i ǫ n´1˚¨¨¨˚π m 1i ǫ 1 q for i P rns. For i P I and r P R, we define r e r i M to be the unique matrix in M such that r e r i π M " π r e r i M if r e r i π M ‰ 0, and r e r i M " 0 if r e r i π M " 0. We put wtpM q " wtpπ M q, ε i pM q " ε i pπ M q, and ϕ i pM q " ϕ i pπ M q for i P I. Then M is a continuous crystal with respect to wt, ε i , ϕ i , r e r i for i P I and r P R. Similarly, given M P M , we define pr e r i q 7 M "`r e r i M t˘t , wt 7 pM q " wtpM t q, ε 7 i pM q " ε i pM t q, ϕ 7 i pM q " ϕ i pM t q for i P I, r P R. Then M is also a continuous crystal with respect to wt 7 , ε 7 i , ϕ 7 i , pr e r i q 7 for i P I and r P R. As in Proposition 3.1, one can check without difficulty that the operators r e r i and pr e s j q 7 commute with each other on M for i, j P I and r, s P R, and hence M is a continuous pgl n , gl n q-bicrystal.
For λ " ř n i"1 λ i ǫ i P C, let M λ " diagpλ 1 , . . . , λ n q. By Corollary 4.4, we have F pM λ q -Bpλq with respect to r e r i and pr e r i q 7 for i P I and r P R , respectively.
Proposition 4.5 (cf. [3] ). There exists an isomorphism of continuous pgl n , gl n qbicrystals
such that κpM λ q " pπ λ , π λ q for λ P C, where r e r i and pr e r i q 7 for i P I and r P R act on the first and second component in BpλqˆBpλq, respectively.
Proof. Let M P M be given. As in Proposition 3.1 we can check that there exists λ P C such that r e
M " M λ for some i 1 , . . . , i k , j 1 , . . . , j l P I and r 1 , . . . , r k , s 1 , . . . , s l P R`. This implies that M is the union of the connected components of M λ for λ P C and proves the decomposition of M as a continuous pgl n , gl n q-bicrystal.
Let N " Ů λPC BpλqˆBpλq. We define a continuous crystal structure on N by identifying pπ, π 1 q with π b π 1 . By Proposition 4.5, we can define a continuous crystal structure on M such that κ : M ÝÑ N is an isomorphism of continuous crystals.
Let
M low " t M " pm ij q P M | m ij " 0 pi ă jq u .
Then we have the following analogue of Theorem 3.3 for continuous crystals. Proof. The proof is almost identical to that of Theorem 3.3. We leave the details to the readers.
Remark 4.7. Taking the intersection M low X M in Theorem 4.6 recovers Theorem 3.3.
