Abstract-Low-rate Reed-Solomon (RS) codes can be adopted in biometric encryption and digital communication systems to achieve high error-correcting capability. The interpolation step of RS decoding can be solved by the Lee-O'Sullivan (LO) algorithm, which converts an initial basis of polynomials to a Gröbner basis. This paper proposed a modified basis initialization for the LO algorithm for low-rate codes. The proposed modification leads to significant reduction on the degree of the polynomials and the number of clock cycles needed in the conversion process. Hardware implementation architectures are also developed in this paper. Compared to architectures using the original initialization, the proposed design can achieve 44% higher efficiency in terms of speed-over-area ratio for a (30, 9) RS code over GF (2 16 ).
I. INTRODUCTION
Reed-Solomon (RS) codes are employed in numerous digital storage and communication systems due to their good burst error-correcting capability. Moreover, low-rate RS codes are used in the fuzzy vault biometric encryption schemes [1] , [2] to tolerate the natural fuzzyness of biometric samples. Compared to other biometric encryption schemes, such as the fuzzy commitment [3] and fuzzy syndrome hashing [4] , the fuzzy vault schemes have the advantages that they are indifferent to additions, erasures, or the order of the symbols in biometric samples.
The interpolation-based RS decoding is adopted in the fuzzy vault schemes. Many simplification methods and architectures have been developed for the interpolation-based algebraic softdecision RS decoding [5] - [8] . However, most of them were designed with high-rate codes in mind. In the case of lowrate codes, some existing architectures no longer apply and new issues need to be addressed. The first implementation architecture for the modified fuzzy vault [2] was proposed in [9] . In this design, the Lee-O'Sullivan (LO) interpolation algorithm [10] is employed. It starts with an initial basis of bivariate polynomials passing each interpolation point. Then the initial basis is iteratively converted to a Gröbner basis, from which the message symbols are recovered. The initialization originally uses the Lagrange polynomial that passes each point. In the modified fuzzy vault scheme, a monic polynomial that passes each point is derived in the enrollment process, and can replace the Lagrange polynomial in the initial basis [9] . However, the conversion process has long latency using either of these initializations.
This material is based upon the work supported by NSF grants 0846331 and 0835782. This paper proposes a novel initialization of the polynomial basis in the LO interpolation for low-rate codes. Using the original basis initialization in [10] and that in [9] , the xdegrees of the polynomials can be raised significantly during the basis conversion process for low-rate codes. The raised xdegree leads to increase in not only the number of clock cycles in each iteration, but also the number of iterations required in the basis conversion. By exploiting the properties of the computations in the basis conversion process, the proposed scheme reduces the x-degree of the polynomials through splitting the interpolation points into groups and making use of the Lagrange polynomial for each group in the basis initialization. For a (30, 9) RS code over GF (2 16 ) considered for the fuzzy vault biometric encryption, the proposed initialization reduces the basis conversion latency by more than 40%. Efficient implementation architectures are also developed in this paper for the proposed initial basis construction. Complexity analysis shows that the interpolation adopting the proposed basis initialization achieves 44% higher efficiency in terms of speed-over-area ratio than the interpolation using the original initialization.
The structure of this paper is as follows. Section II introduces the LO interpolation for low-rate RS codes. Section III proposes the modified basis initialization. Hardware implementation architectures are developed in Section IV, and complexity analysis is provided in Section V. Conclusions follow in Section VI.
II. LEE-O'SULLIVAN INTERPOLATION ALGORITHM
An (n, k) RS code constructed over GF (2 m ) can be encoded by evaluating the message polynomial f (x), whose degree is at most k − 1, over n distinct nonzero elements of GF (2 m ), α 0 , α 1 , . . . , α n−1 . If the number of errors in the received symbols β 0 , β 1 , . . . , β n−1 , does not exceed (n−k)/2 , then the bivariate polynomial Q(x, y) of (1, k − 1) minimum weighted degree that passes each (α i , β i ) (0 ≤ i < n) has a factor y − f (x). Such a Q(x, y) can be found using the LO interpolation algorithm.
The LO algorithm starts with a basis consisting of t + 1 polynomials Q l (x, y) (0 ≤ l ≤ t), each of which has different y-degree and passes all the interpolation points. In [10] , the initial basis is constructed as
where h(x) is a polynomial passing each (α i , β i ) derived by the Lagrange interpolation. To guarantee that there is a solution for a set of n interpolation constraints, the polynomials should have n + 1 monomials. Hence, t can be set to the y-degree of the (n + 1) th bivariate monomial arranged in (1, k − 1) weighted lexicographic order. It has been derived that t =
[5] and t > 1 for low-rate codes.
t , the basis conversion process in the LO algorithm is carried out according to Algorithm A. In this algorithm, lt(·) and lc(·) denote the leading term according to (1, k − 1) weighted lexicographic order and leading coefficient, respectively. Steps A4 and A5 iteratively cancel out the leading term of Q r (x, y), until its leading term has y-degree as r. In addition, after these steps, the y-degrees of the leading terms in other polynomials are unchanged and each polynomial still passes the same interpolation points. Therefore, the t + 1 polynomials have distinct ydegrees in the leading terms after the iterations are carried out for r = 1, 2, . . . , t, and they form a Gröbner basis. The polynomial of minimum weighted degree in the Gröbner basis has the lowest weighted degree among all polynomials in the same module, and hence is the desired interpolation output. 
Output: Q l (x, y) with the minimum weighted degree
The latency of Algorithm A is dependent on the number of iterations needed for converting each polynomial. Also in a serial architecture that updates one coefficient of a polynomial at a time, the number of clock cycles required for each iteration is decided by the x-degrees of the involved polynomials. In the next section, by tracking how the x-degrees of the polynomials change during the conversion process, a novel basis initialization is proposed to reduce the basis conversion latency from both perspectives.
III. PROPOSED INITIALIZATION FOR THE LO ALGORITHM
Algorithm A converts Q 1 (x, y), Q 2 (x, y), . . . , one after another to make the y-degrees of their leading terms become 1, 2, . . . , respectively. When the conversion process for Q r (x, y) starts, q l,i (x) = 0 for l ≤ r and i > r using the initialization in (1). Hence, these univariate polynomials remain zero during the iterations for converting Q r (x, y). Denote the weighted degree by deg w (·). The computations in steps A4 and A5 of Algorithm A cancel out the leading term in q r,s (x)y s (s < r), and deg w (q r,s (x)y s ) − deg w (q r,r (x)y r ) strictly decreases after these steps [10] . s various among 0, 1, . . . , r − 1, and these computations are repeated until deg w (q r,r (x)y r ) becomes equal to or larger than deg w (q r,i (x)y i ) for every 0 ≤ i < r. From simulations, it has been observed that usually only the leading term of q r,s (x)y s is canceled out each time. Multiple terms in q r,s (x)y s may be canceled out in the last iteration for converting Q r (x, y), especially when there are a few errors. Moreover, the leading term in q r,i (x)y i (0 ≤ i < r, i = s) may also be canceled out simultaneously. Nevertheless,
) and accordingly
) can still be a good indicator to compare the number of iterations needed for converting Q r (x, y). t is usually two for the low-rate RS codes adopted in finger print biometric encryption. Next through analyzing how deg(q r,i (x)) changes during the conversion process, a novel basis initialization is proposed to reduce the conversion latency for the example case of t = 2.
At the beginning of the conversion for
) and deg(q 1,1 (x)) are always less than n − 1 in these iterations. According to step A5, Q 0 (x, y) gets the value of Q 1 (x, y) in the iterations that d < 0, and for Q 1 (x, y) conversion. Simulations also show that when the conversion process for
weighted degree is adopted, Fig. 1 (a) shows the typical degrees of q l,i (x) at the beginning of the conversion for Q 2 (x, y) if the initialization in (1) is used. In this figure, 1 (x) ) is raised to 2n + k − 4 after the first iteration. The high-degree terms need to be iteratively canceled and lead to a large number of iterations during the conversion of Q 2 (x, y).
Using the initialization in (1), deg(q 2,0 (x)) is raised substantially because i) the leading term of Q 2 (x, y) is in q 2,1 (x)y and deg(q 2,1 (x)) is n − 1 at the beginning; ii) deg(q 1,0 (x)) > deg(q 1,1 (x)) when k − 1 is positive, and hence deg(q 2,0 (x)) is raised to higher than deg(q 2,1 (x)). Inspired by this, we propose to initialize the basis as
where h 0 (x) and h 1 (x) are the Lagrange polynomials passing the first and second half of the n interpolation points, respectively. This is a valid initial basis since Q 2 (x, y) passes all interpolation points and its y-degree is two. Using this initialization, the x-degrees of the polynomials at the beginning of the Q 2 (x, y) conversion would be those listed in Fig. 1(b) assuming n is even. The leading term of Q 2 (x, y) in (2) lies in q 2,0 (x) and d ≥ 0. After step A4 is done, deg(q 2,1 (x)) becomes max(n−p−2, n/2−1), and accordingly deg(q 2,0 (x)) + deg(q 2,1 (x)) becomes max(2n − p − 5, 3n/2 − 4).
When k is positive, max(2n − p − 5, 3n/2 − 4) < 2n + k − 4. Hence, the proposed initialization in (2) leads to less iterations for converting Q 2 (x, y). Moreover, also because of the lower x-degrees of the polynomials, less clock cycles are needed for each iteration if the polynomial coefficients are processed serially. As a result, significant latency reduction can be achieved using the proposed initialization. Fig. 2 shows the number of clock cycles needed for the basis conversion for a (30, 9) RS code. When there are fewer errors, more terms are canceled out in the last iteration for converting each Q r (x, y), and hence the number of required iterations is less. When the number of errors is larger (n − k)/2 , most likely only one term is canceled out in each iteration of the conversion, and the latency does not further increase with the number of errors. As it can be observed from Fig. 2 , the proposed initialization leads to more than 40% reduction on the basis conversion latency. In the modified fuzzy vault scheme [2] , a monic polynomial that passes each interpolation point is stored in the database. It was proposed in [9] to replace the Lagrange polynomial in (1) by this monic polynomial. Fig. 2 also plots the basis conversion latency using this initialization, and it is even longer than that of using the original initialization in (1). When t > 2, Q l (x, y) for l > 2 can be initialized similarly as 0≤i<l (y − h l,i (x)), where each h l,i (x) is a Lagrange polynomial passing 1/l of the interpolation points. The intermediate results from the computation of Lagrange polynomials passing fewer points can be reused in the computation of Lagrange polynomials passing more points.
IV. VLSI ARCHITECTURES
This section develops efficient hardware architectures for the proposed basis initialization in the case of t = 2.
Denote the sets of the first and second half of the n code positions by A and B, respectively. The Lagrange polynomial passing the points in A is
To simplify the computations, j∈A (x + α j ) is derived first. Then it is divided by each (x + α i ) to get the numerators in (3). For the proposed initialization, the Lagrange polynomials passing the points in A and B are computed separately.
j∈A (x + α j ) and j∈B (x + α j ) are computed as intermediate results, and they are multiplied to derive the initial Q 0 (x, y). Moreover The architectures required for implementing the proposed basis initialization are shown in Fig. 3 . Multiplying one (x + α j ) at a time, (x + α j ) is computed by the serial architecture in Fig. 3(a) . To multiply n (x + α j ) together, this architecture needs
Hence, each coefficient in the product can be derived by accumulating the products of appropriate coefficients from the multiplier and multiplicand. To speed up the polynomial multiplication, multiple coefficient products can be computed and accumulated at a time. Fig. 3(b) shows a 2-parallel architecture, in which even and odd coefficients of the multiplier and multiplicand are stored in separate memory blocks to enable parallel processing. When deg(a(x)) = deg(b(x)) = w, it can be derived that the 2-parallel polynomial multiplication takes around (w 2 + 3w)/2 + 1 clock cycles. Serial division by (x + α i ) is done by the multiplier-adder loop in the lower left corner of the architecture in Fig.  3(c) . At the same time, the scalars β i / j∈A,j =i
j∈A,j =i (α i + α j )) are calculated by the units on the upper left part. Both scalers are multiplied with j∈A,j =i (x + α j ) and accumulated with another scaled j∈A,j =i (x + α j ) from previous clock cycles to derive h 0 (x) and the first half of h(x) in (4). When |A| = n/2, this process takes around (n/2) 2 clock cycles. The computation units in Fig. 3 continuously access memories and each architecture is time-multiplexed to finish multiple computations. The scheduling of the computations affects the overall latency and memory requirement. Re-write h(x) in (4) Fig. 4 shows an optimized scheduling of computations and usage of memory blocks for the proposed basis initialization. The light gray bars denote that the memories are used during the computations of the corresponding equations. The dark gray bars represent that the results of the equations are hold in the memories to be read by the computation units. The latency of each computation is based on that for an example (30, 9) RS code. For this code, |A| = |B| = 15, and the architecture in Fig. 3(a) computes each of j∈A (x + α j ) and j∈B (x + α j ) in 15(15+3)/2 = 135 clock cycles. h 0 (x) and h (x) are computed simultaneously by the architecture in Fig. 3(c) using the result of j∈A (x + α j ) in 15 2 = 225 clock cycles. Then this architecture calculates h 0 (x) and h (x) in the same amount of time using j∈B (x + α j ). The degrees of the polynomials need to be multiplied are either 14 or 15 in the case of n = 30. Hence, the latency of the polynomial multiplication is around 136 clock cycles using the 2-parallel architecture in Fig. 3(b) . To enable 2-parallel processing, the odd coefficients of the two operands are also written into two small memory blocks of depth n/4. These two blocks are not shown in Fig. 4 . Since the computations of h 0 (x), h (x), h 1 (x), h (x) overlap with that of j∈A (x + α j ) × j∈B (x + α j ), the results of j∈A (x + α j ) and j∈B (x + α j ) at stored into duplicated memory blocks to avoid access conflicts. After j∈B (x + α j )h (x) and j∈A (x + α j )h (x) are available, they are added up in n clock cycles to derive h(x). At that time, Q 0 (x, y) = j∈A∪B (x + α j ) has also been computed, and the conversion of Q 1 (x, y) starts while the calculations of h 0 (x) × h 1 (x) and h 0 (x) + h 1 (x) for Q 2 (x, y) initialization are carried out. h 0 (x) + h 1 (x) is computed when proper coefficients are read out for the h 0 (x) × h 1 (x) computation. Hence, it takes the same amount of time as the polynomial multiplication.
A basis conversion architecture can be found in [9] and is not re-drawn in this paper. For t = 2, it has nine memory blocks storing the coefficients of q l,i (x) (0 ≤ l, i < 3). The coefficients for each polynomial are updated serially follow- ing Algorithm A, and there are three groups of units, each simultaneously processing the three univariate polynomials associated with the same y-degree. Such a basis converter needs 6 multipliers and 3 adders.
V. HARDWARE COMPLEXITY ANALYSIS AND COMPARISON
Taking the (30, 9) RS code over GF (2 16 ) (m = 16) as an example, the complexity of the proposed scheme is analyzed and compared to prior approaches in this section. Table I summarizes the hardware complexity of the LO interpolation using the proposed initialization. The nine memory blocks used during the basis initialization can be reused to store the coefficients of q l,i (x) (0 ≤ l, i < 3) for basis conversion. The depths of the memories are decided from the maximum degrees of the polynomials they need to hold. From Fig. 4 , the proposed basis initialization takes 135 + 225 × 2 + 136 + 30 = 751 clock cycles. As it is shown in Fig. 2 , the latency of the basis conversion depends on the number of errors. When there are ten errors, the basis conversion using the proposed initialization needs 942 clock cycles.
The complexity of the LO interpolation using the original initialization in (1) is also listed in Table I. For the original  initialization, 0≤j<n (x + α j ) can be computed by the architecture in Fig. 3 (a) in 30(30 + 3)/2 = 495 clock cycles. Similarly, the division by (x + α i ) is done by the feed-back loop in the lower left corner of Fig. 3(c) . Then the scalar multiplication and polynomial accumulation for computing h(x) are implemented by half of the units in the rest part of this architecture. This process takes n 2 = 900 clock cycles. Moreover, there is no need for polynomial multiplication. Although using the original initialization leads to higher xdegree of the polynomials during the conversion process, less intermediate results need to be stored in the initial basis computation, and the memory requirement is about the same. However, the latency of basis conversion is substantially longer since both the x-degree of the polynomials and number of iterations are increased compared to that using the proposed initialization.
The proposed architecture has the same critical path as that using the original initialization. Hence, the proposed architecture reduces the interpolation latency to (728+942)/(1395+1625)=56%. A GF (2 16 ) multiplier can be implemented by around 413 XOR gates, and a GF (2 16 ) inverter needs less than 1000 XOR using composite field arithmetic. Moreover, a register takes around three times the area of an XOR, and storing a bit in the RAM requires about the same area as an XOR. Using these assumptions, the proposed interpolation only requires 24% more area. In terms of speed-over-area ratio, the proposed design can achieve 44% higher efficiency. When the number of errors is less, the proposed initialization leads to more significant reduction in the latency, and hence the achievable efficiency improvement will be even higher.
For the modified fuzzy vault scheme [2] , a monic polynomial, g (x) , that passes each interpolation point is stored in the database. The complexity of the interpolation using an initialization that replaces the h(x) in (1) with g(x) can be found in [9] and is re-listed in Table I . When g(x) is available, it can also replace the h(x) in Q 1 (x, y) in the proposed initialization in (2) . In this case, there is no need to compute h (x), h (x) and h(x). As a result, the architecture is simplified and memory requirement is reduced as shown in Table I . Compared to the scheme in [9] when a polynomial passing all points is available at the decoder input, the proposed architecture can achieve about the same hardware efficiency.
VI. CONCLUSIONS
This paper proposed a novel basis initialization of the LO interpolation for low-rate RS codes. The proposed scheme leads to significant reduction in both the x-degree of the polynomials and the number of iterations needed in the basis conversion process. Moreover, efficient architectures were developed for implementing the proposed scheme. The proposed architecture only have small area overhead compared to that using the original initialization. Extending the proposed initialization to the cases of soft-decision RS decoding will be investigated in our future research.
