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Introduction
This thesis studies arithmetic of linear algebraic groups. It involves studying
the properties of linear algebraic groups defined over global fields, local fields and
finite fields, or more generally the study of the linear algebraic groups defined
over the fields which admit arbitrary cyclic extensions.
We cover the basic material about linear algebraic groups in the first chapter.
After defining a linear algebraic group in the first section, we introduce the notions
of tori, reductive groups, semisimple groups and the simple algebraic groups.
Since a reductive algebraic group admits an almost direct decomposition into
simple algebraic groups and a torus, it is necessary to study simple groups and
tori to understand the structure of reductive algebraic groups. We describe the
classification of split simple algebraic groups using root systems. The description
of non-split simple groups can be given using Galois cohomology, which is the
main topic of the second chapter of this thesis.
One of the main applications of the Galois cohomology in the theory of the
algebraic groups is to describe the forms of algebraic groups. LetG be an algebraic
group defined over a field k. The k-groups H such that H ⊗k k is isomorphic to
G⊗k k, where k denotes the algebraic closure of k, are called as the k-forms of G.
It is known that the set of the k-isomorphism classes of the k-forms of a group G
is in bijection with the set H1(k,Autk(G)) (Corollary II.3(1)). As a special case,
we give the description of the k-isomorphism classes of n-dimensional tori defined
over a field k. We also describe the k-conjugacy classes of maximal k-tori in a
reductive group defined over a field k. After covering the preliminaries in the first
two chapters, we report on author’s research work in the next three chapters.
0.A. Maximal tori determining the algebraic group. We define an
arithmetic field to be a number field, a local non-archimedean field or a finite
field.
It is a natural question to ask if a connected reductive algebraic group defined
over a field k is determined by the set of k-isomorphism classes of maximal tori
contained in it. We study this question for split, semisimple groups defined over
arithmetic fields, i.e, over number fields, local non-archimedean fields and finite
fields. We prove that the Weyl group of a split, connected, semisimple k-group
H , where k is an arithmetic field, is determined by the k-isomorphism classes of
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the maximal tori in H . Since a split simple k-group is determined by its Weyl
group, up to isogeny except for the groups of the type Bn and Cn, we get that the
group H is determined up to isogeny except that we are not able to distinguish
between the simple direct factors of H of the type Bn and Cn.
From the explicit description of maximal k-tori in SO2n+1 and Sp2n, see for
instance [21, Proposition 2], one finds that the groups SO2n+1 and Sp2n contain
the same set of k-isomorphism classes of maximal k-tori. We also show by an
example that the existence of split tori in the group H is necessary.
We now give a brief description of the proof. Fix an arithmetic field k. The
set of k-isomorphism classes of maximal tori in a reductive group H/k is in
bijection with the equivalence classes of the integral Galois representations, ρ :
Gal(k/k) → W (H), where W (H) is the Weyl group of H . Now, let H1, H2 be
reductive k-groups sharing the same set of maximal tori up to k-isomorphism.
For a maximal torus T1 ⊂ H1, let T2 ⊂ H2 be a torus which is k-isomorphic to
T1. Then the integral Galois representations associated to the tori Ti, say ρi, are
equivalent (Lemma II.6). Hence the images ρi(Gal(k/k)) ⊂W (Hi) are conjugate
in GLn(Z). Next we prove that every cyclic subgroup of W (H) appears as the
image of a Galois representation associated to some maximal torus in H . Hence
it follows that the Weyl groupsW (H1) andW (H2) share the same set of elements
up to conjugacy in GLn(Z). Then the proof boils down to proving the following
result:
If the Weyl groups of two split, connected, semisimple algebraic groups, W (H1)
and W (H2), embedded in GLn(Z) in the natural way, i.e., by their action on
the character group of a fixed split maximal torus, have the property that every
element of W (H1) is GLn(Z)-conjugate to one in W (H2), and vice versa, then
the Weyl groups are isomorphic.
We prove this result by induction on the rank of the groups Hi. Our proof
uses the knowledge of characteristic polynomials of elements in the Weyl groups
considered as subgroups of GLn(Z).
This study seems relevant for the study of Mumford-Tate groups over algebraic
number fields.
0.B. Orders of finite semisimple groups. It is a theorem of Artin ([2, 3])
and Tits ([41, 42, 43, 46, 47, 48]) that if H1 and H2 are two finite simple groups
of the same order then they are isomorphic except for the pairs(
PSL4(F2),PSL3(F4)
)
and
(
PSO2n+1(Fq),PSp2n(Fq)
)
for n ≥ 3, q odd.
We investigate the situation for the finite semisimple groups in [13]. These
are the groups of Fq-rational points of semisimple algebraic groups defined over
the field Fq.
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We concentrate only on the simply connected groups, as the order of H(Fq) is
the same as the order of H1(Fq) if H1 is isogenous to H (Lemma II.10). It is easy
to see that the order of H(Fq) does not determine the group H up to isogeny, for
instance
|A1A3(Fq)| = |A2B2(Fq)|.
However, we prove that the field Fq can be determined under some mild condi-
tions. Since |A1(F9)| = |B2(F2)|, the field Fq can not be determined in general.
We feel that this is the only counter example where the field Fq is not determined
by the order of H(Fq), but we have not been able to prove it. We also observe
that for two split, connected, semisimple algebraic groups H1, H2 defined over Fq,
Hi(Fq) have the same order for i = 1, 2, then so do the groups Hi(Fqr) for any
r ≥ 1.
The question now boils down to describing the pairs of order coincidence, i.e.,
the pairs of split, semisimple, simply connected Fq-groups (H1, H2) such that the
order of the group H1(Fq) is the same as the order of the group H2(Fq). We
want to understand the reason behind the coincidence of these orders and to
characterize all possible pairs of order coincidence (H1, H2). We note (Theorem
IV.8) that for such a pair (H1, H2), the fundamental degrees of the corresponding
Weyl groups, W (H1) and W (H2), must be the same with the same multiplicities.
Then the following easy observations follow from the basic theory of the Weyl
groups ([19]).
Remark (Remark IV.10). Let H1 and H2 be two split semisimple simply con-
nected algebraic groups over a finite field Fq such that the groups H1(Fq) and
H2(Fq) have the same order. Then we have:
(1) The rank of the group H1 is the same as the rank of H2.
(2) The number of direct simple factors of the groups H1 and H2 is the same.
(3) If one of the groups, say H1, is simple, then so is H2 and in that case
H1 is isomorphic to H2 or {H1, H2} = {Bn, Cn}.
Next natural step would be to look at the pairs of order coincidence in the
case of groups each having two simple factors. We characterize such pairs in the
theorem (IV.11). There are three infinite families of such pairs,
(A2n−2Bn, A2n−1Bn−1)n≥2, (An−2Dn, An−1Bn−1)n≥4, (Bn−1D2n, B2n−1Bn)n≥2;
and five pairs containing the exceptional group G2,
(A1A5, A4G2), (A1B3, B2G2), (A1D6, B5G2), (A2B3, A3G2) and (B
2
3 , D4G2).
Observe that if we define (H1, H2)◦ (H3, H4) to be the pair obtained by removing
the common simple direct factors from the pair (H1H3, H2H4), then the above
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list is generated by the following pairs:
(A2n−2Bn, A2n−1Bn−1)n≥2, (An−2Dn, An−1Bn−1)n≥4 and (A2B3, A3G2).
These three pairs admit a geometric reasoning for the order coincidence, we elab-
orate on it at the end of this subsection.
If we do not restrict ourselves to the groups having exactly two simple factors,
then we find the following pairs involving other exceptional groups:
(A1B4B6, B2B5F4), (A4G2A8B6, A3A6B5E6), (A1B7B9, B2B8E7),
and (A1B4B7B10B12B15, B3B5B8B11B14E8).
One now asks a natural question whether these four pairs, together with the
above three pairs, generate all possible pairs of order coincidence. Observe that
the binary relation ◦, described above, puts the structure of an abelian group on
the set of pairs of order coincidence over Fq,{
(H1, H2) : |H1(Fq)| = |H2(Fq)|
}
,
where H1 and H2 have no common simple direct factor. We prove that (Theorem
IV.14) that this group is generated by the following pairs:
(A2n−2Bn, A2n−1Bn−1)n≥2, (An−2Dn, An−1Bn−1)n≥4, (A2B3, A3G2),
(A1B4B6, B2B5F4), (A4G2A8B6, A3A6B5E6), (A1B7B9, B2B8E7)
and (A1B4B7B10B12B15, B3B5B8B11B14E8).
Now we describe the geometric reasoning for the order coincidence behind the
first three pairs in the above list. The groups On, Un and Spn act on the spaces
Rn, Cn and Hn, respectively, in a natural way. By restricting this action to the
corresponding spheres, we get that the groups On, Un and Spn act transitively
on the spheres Sn−1, S2n−1 and S4n−1, respectively. By fixing a point in each of
the spheres, we get the corresponding stabilizers as On−1 ⊂ On, Un−1 ⊂ Un and
Spn−1 ⊂ Spn.
By treating the space Cn = R2n, we see that the groups Un ⊂ O2n act
transitively on S2n−1. Since S2n−1 is connected, the actions of SUn ⊂ Un and
SO2n ⊂ O2n on S
2n−1 remain transitive. Thus, we get that the action of SO2n
is transitive on S2n−1 and after restricting to SUn the action remains transitive.
The stabilizer of a point a ∈ S2n−1 in SO2n is SO2n−1 and that in SUn is SUn−1.
Then, by a theorem of Onishchik ([30]), we get that the fundamental degrees of
the Weyl groups of the compact Lie groups SO2n · SUn−1 and SO2n−1 · SUn are
the same. Then it is clear that the orders of the finite semisimple groups DnAn−2
and An−1Bn−1 are the same over any finite field Fq.
Similarly, by treating Hn as C2n and repeating the above arguments, we get
the inclusion of transitive actions Spn ⊂ SU2n, acting on the sphere S
4n−1, with
Spn−1 ⊂ SU2n−1 as the corresponding stabilizers. This gives us the pair of order
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coincidence (A2n−1Bn−1, BnA2n−2). The pair (A1B3, B2G2) can be obtained in a
similar way by considering the natural action of G2 ⊂ SO7 on S
6.
It would be interesting to know if the pairs (4) to (7) of theorem (IV.14)
involving exceptional groups are also obtained in this geometric way.
0.C. Excellence properties of F4. Let G be an algebraic group defined
over a field k. We define the anisotropic kernel of G to be the derived group
of the centralizer of any maximal split k-torus in G. It is determined up to
isomorphism and we denote it by Gan.
We say that G is an excellent group if for any extension L of k there exists an
algebraic groupH defined over k such thatH⊗kL is isomorphic to the anisotropic
kernel of the group G⊗k L.
This notion was introduced by Kersten and Rehmann ([22]) in analogy with
the notion of excellence of quadratic forms introduced and studied by Knebusch
([24, 25]). The excellence properties of some groups of classical type have been
studied in [20, 22]. It can be seen that a group of type G2 is excellent over a field
k. Since a simple group of type G2 is either anisotropic or split, therefore the
anisotropic kernel of this group over any extension is either the whole group or it
is trivial, and hence it is always defined over the base field. We prove in [14] that
a group of type F4 is also excellent over any field of characteristic other than 2
and 3.
Fix a field k of characteristic other than 2 and 3, let G be a group of type F4
defined over k and let L be an extension of k. It is known that G, a group of
type F4, defined over a field k can be described as the group of automorphisms of
an Albert algebra, A, defined over k ([17]). If the split rank of the group G⊗k L
is 0 or 4, then the respective anisotropic kernels, being either the whole group
G⊗k L or the trivial subgroup, are defined over k. If the group G⊗k L has split
rank 1, for an extension L/k, then the corresponding Albert algebra over L can
be described as the algebra of 3× 3 hermitian matrices over an octonion algebra,
say C, defined over L. We prove that the anisotropic kernel of the group G⊗kL is
defined in terms of the norm form of the octonion algebra C. Since the octonion
algebra C is defined over k ([32, Theorem 1.8]), it follows that the anisotropic
kernel of G⊗k L is defined over k. Thus the group G is an excellent group over
k.
0.D. General layout of the thesis. A conscious effort is made to make
this thesis self-contained and reader-friendly. Almost all basic results about linear
algebraic groups and Galois cohomology, that are used in this thesis, are recalled
in the first two chapters. Then while using these results we refer to the first
two chapters instead of referring to the original papers, which we have anyway
referred to in the introductory chapters. For example, Lang’s theorem is recalled
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in chapter 2 (Theorem II.4) and while using it in the proof of lemma (III.2) we
refer to (II.4) instead of [29].
The sections are numbered cumulatively and independent of the chapters
whereas the numbering of the results is done according to the chapters. We have
notes at the end of the last three chapters. The notes at the end of chapters 3
and 4 merely contain some remarks, but those at the end of chapter 5 contain a
proof communicated by an anonymous referee.
Main results proved in this thesis
Theorem 1 (Theorem III.6). Let k be a number field, a local non-archimedean
field or a finite field. Let H1 and H2 be two split, semisimple linear algebraic
groups defined over k sharing the same set of maximal tori up to k-isomorphism.
Then the Weyl groups W (H1) and W (H2) are isomorphic. Moreover, if we write
the Weyl groups W (H1) and W (H2) as a direct product of simple Weyl groups,
W (H1) =
∏
Λ1
W1,α, and W (H2) =
∏
Λ2
W2,β,
then there exists a bijection i : Λ1 → Λ2 such that W1,α is isomorphic to W2,i(α)
for every α ∈ Λ1.
Theorem 2 (Theorem III.7). Let k,H1, H2 be as in the above theorem and
assume further that the groups H1 and H2 are adjoint. Write Hi as a direct
product of simple (adjoint) groups,
H1 =
∏
Λ1
H1,α, and H2 =
∏
Λ2
H2,β.
There is a bijection i : Λ1 → Λ2 such that H1,α is isomorphic to H2,i(α), except
for the case when H1,α is a simple group of type Bn or Cn, in which case H2,i(α)
could be of type Cn or Bn.
Theorem 3 (Theorem IV.6). Let H1 and H2 be two split, semisimple, simply
connected algebraic groups defined over finite fields Fq1 and Fq2 respectively. Let
X denote the set {8, 9, 2r, p} where 2r + 1 is a Fermat prime and p is a prime of
the type 2s ± 1. Suppose that for i = 1, 2, A1 is not one of the direct factors of
Hi whenever qi ∈ X and B2 is not a direct factor of Hi whenever qi = 3. Then,
if |H1(Fq1)| = |H2(Fq2)|, the characteristics of Fq1 and Fq2 are the same.
Theorem 4 (Theorem IV.8). Let H1 and H2 be two split, semisimple, simply
connected algebraic groups defined over finite fields Fq1 and Fq2 of the same
characteristic. Suppose that the order of the finite groupsH1(Fq1) andH2(Fq2) are
the same, then q1 = q2. Moreover the fundamental degrees (and the multiplicities)
of the Weyl groups W (H1) and W (H2) are the same.
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Theorem 5 (Theorem IV.9). Let H1 and H2 be two split, semisimple, simply
connected algebraic groups defined over a finite field Fq. If the orders of the finite
groups H1(Fq) and H2(Fq) are same then the orders of H1(Fq′) and H2(Fq′) are
the same for any finite extension Fq′ of Fq.
Theorem 6 (Theorem IV.14). Fix a finite field Fq and let G denote the set of pairs
(H1, H2) of split, semisimple, simply connected algebraic groups defined over Fq
such that H1, H2 have no common direct simple factor and |H1(Fq)| = |H2(Fq)|.
The set G admits a structure of an abelian group and it is generated by the
following pairs of order coincidences:
(1) (A2n−2Bn, A2n−1Bn−1) for n ≥ 2 with the convention that B1 = A1,
(2) (An−2Dn, An−1Bn−1) for n ≥ 4,
(3) (A2B3, A3G2),
(4) (A1B4B6, B2B5F4),
(5) (A4G2A8B6, A3A6B5E6),
(6) (A1B7B9, B2B8E7),
(7) (A1B4B7B10B12B15, B3B5B8B11B14E8).
Theorem 7 (Theorem V.3). Let k be a field of characteristic other than 2 and
3 and let G be a group of type F4 defined over k. Then for any extension L/k,
there exists a linear algebraic group H such that H ⊗k L is isomorphic to the
anisotropic kernel of G⊗k L.
CHAPTER I
Linear algebraic groups
This chapter is the most basic and at the same time the most essential part of
this thesis. Here we define all the required terms and review the basic results that
are needed later in this thesis. The theory of linear algebraic groups is a well-
developed topic and at least three excellent books are available on it, written
by Borel [4], Humphreys [18] and Springer [39]. In addition to these, several
expository articles are written by many leading mathematicians working in this
area. We refer to them as we use them.
The exposition in this chapter is mostly based on the book by Springer [39].
The first section covers the definition of a linear algebraic group and some very
basic properties of linear algebraic groups. In the second section, we introduce
the notion of a reductive group. Then in §3, we introduce the notion of a torus
to study the reductive groups. The fourth section describes the classification of
split simple linear algebraic groups and the last section describes the groups of
type G2 and F4.
We fix a perfect field k for this chapter and k denotes the algebraic closure of
k.
§1. Definition and basic properties.
A linear algebraic group G defined over k is a group as well as an affine
algebraic variety defined over k such that the maps µ : G×G → G and i : G → G,
given by (g1, g2)
µ
7→ g1g2 and g
i
7→ g−1, are morphisms of varieties and the identity
element, e, is a k-rational point of G.
We sometimes use the word k-group to denote a linear algebraic group defined
over the field k. If L/k is a field extension and G is a k-group, then the underlying
variety of G is also defined over L. The L-group thus obtained is denoted by
G⊗k L.
A homomorphism of k-groups φ : G → H is a group homomorphism as well
as a morphism of varieties. A surjective homomorphism ψ : G → H with a finite
kernel is called an isogeny. A subgroup H of a linear algebraic group G is assumed
to be a closed subset of G (in the Zariski topology). Thus, a subgroup H of a
linear algebraic group G is also a linear algebraic group in its own right and the
injection H →֒ G is a homomorphism of algebraic groups.
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For k-groups, the notions of connectedness and irreducibility coincide. The
maximal irreducible subset in a k-group G containing the identity element is
a normal connected subgroup of G of finite index. We call it the connected
component of G and denote it by G◦.
An example of a linear algebraic group is the group of n×n invertible matrices,
GLn. Indeed, we have
GLn =
{(
X 0
0 xn+1
)
: det(X) · xn+1 = 1
}
,
and for X, Y ∈ GLn, the entries of the product XY are polynomial functions in
the entries of X and Y . This group is also known as the general linear group.
Observe that there is a difference between GLn and GLn(k). Here, GLn is
an affine algebraic variety defined over k whereas GLn(k) is the set of k-rational
points of this variety. Similarly, if G is a linear algebraic group defined over k
and if L is a field extension of k, then we use the symbol G(L) to denote the set
of L-rational points of G.
It is customary to denote the group GL1 by Gm. There is another important
k-group which is denoted by Ga for which Ga(L) = L for every extension L/k.
Once we have that GLn is a k-group, we get plenty of examples of k-groups by
looking at the closed subgroups of GLn. We list some of them below:
(1) The group of invertible diagonal matrices, Dn, (observe that Dn ∼= G
n
m).
(2) The group of upper triangular matrices, Tn.
(3) The group of unipotent upper triangular matrices, Un, (observe that
Ga ∼= U2).
(4) The special linear group, SLn =
{
X ∈ GLn : det(X) = 1
}
.
(5) The orthogonal group, On =
{
X ∈ GLn :
tXX = 1n
}
, where tX denotes
the transpose of the matrix X and 1n is the identity matrix in GLn.
(6) The symplectic group, Spn =
{
X ∈ GL2n :
tXJX = J
}
, where J ∈ GL2n
is the matrix
(
0 1n
−1n 0
)
.
In fact, every linear algebraic group is a closed subgroup of GLn.
(I.1) Theorem ([39, Theorem 2.3.7]). Let G be a linear algebraic group defined
over k. There exists an isomorphism (defined over k) of G onto a closed subgroup
of GLn for some n.
This theorem implies that no matter what group structure we put on an affine
algebraic variety, if it becomes an algebraic group then this group structure can
always be seen as multiplication of matrices. It also explains why we use the
word linear for the affine algebraic groups.
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§2. Structural properties of linear algebraic groups.
Now that a linear algebraic group is a matrix group, we can use all the linear
algebraic tools like eigenvalues, diagonalization and semisimplicity to study the
linear algebraic groups. Recall that a matrix in GLn(k) is called semisimple
(respectively, unipotent) if it is diagonalizable over the algebraic closure of k
(respectively, if all its eigenvalues are equal to 1). Recall also that a matrix
X ∈ GLn(k) can be written as X = XsXu = XuXs in a unique way, where
Xs ∈ GLn(k) is a semisimple matrix and Xu ∈ GLn(k) is a unipotent matrix.
This is called the Jordan decomposition of matrices. We have the following analog
of the Jordan decomposition in linear algebraic groups.
(I.2) Theorem ([39, Theorem 2.4.8]). Let G be a linear algebraic group defined
over k and let g ∈ G.
(1) There exist unique elements gs, gu ∈ G such that g = gsgu = gugs, where
the image of gs (respectively, the image of gu) under any injection ρ :
G →֒ GLn is a semisimple (respectively, a unipotent) matrix.
(2) If φ : G → G′ is a homomorphism of linear algebraic groups, then φ(gs) =
φ(g)s and φ(gu) = φ(g)u.
The elements gs and gu in (1) are called the semisimple part and the unipo-
tent part of g ∈ G respectively. We call an element g ∈ G to be semisimple
(respectively, unipotent) if g = gs (respectively, if g = gu).
A k-group G is said to be unipotent if all its elements are unipotent. It can be
shown that a unipotent k-group is always isomorphic (over k) to some (closed)
subgroup of Un. For a k-group G, (G,G) denotes the subgroup of G generated
by all elements of the type g1g2g
−1
1 g
−1
2 . If the group G is connected, then (G,G)
is a closed subgroup of G and is called the derived group of G. We say that a
k-group G is solvable if it is so as an abstract group.
The radical of a k-group G is defined to be the maximal closed, connected,
normal, solvable k-subgroup of G. It exists and is denoted by R(G). Similarly
the maximal closed, connected, normal, unipotent k-subgroup of G is called the
unipotent radical of G and we denote it by Ru(G). Clearly, Ru(G) is a subgroup
of R(G). Moreover, Ru(G) is precisely the subset consisting of all unipotent
elements in R(G).
A linear algebraic group G defined over the field k, is called reductive if the
unipotent radical of G is trivial. If the radical of G is trivial, then we call G to
be a semisimple algebraic group. If a k-group G has no connected, closed, normal
k-subgroup then we say that G is a simple algebraic group.
As an example, we see that the group GLn×GLm is reductive, the group
SLn× SLm is semisimple and the group SLn is a simple algebraic group. A simple
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algebraic group is always semisimple and a semisimple algebraic group is always
a reductive group.
A reductive k-group G can be decomposed as an almost direct decomposition,
i.e., a decomposition where the components are allowed to have finite intersec-
tions, of simple k-groups and the radical of G.
(I.3) Theorem ([39, Theorem 8.1.5 and Corollary 8.1.6]). If G is a connected
reductive algebraic group defined over k, then we can write G as an almost direct
decomposition
G = G1 · · ·Gr · R(G),
where Gi are simple algebraic groups defined over k and R(G) is the radical of
the group G.
We call the simple groups Gi that appear in the above decomposition of G the
simple direct factors of the group G. From the above theorem, it is clear that we
have to understand the structure of simple k-groups to understand the structure
of reductive k-groups. It turns out that the simple k-groups can be classified
explicitly up to (central) isogeny. A central isogeny is an isogeny : G → H whose
(finite) kernel is contained in the center of G.
A connected k-group G is said to be simply connected if, for any connected
group H , any central isogeny φ : H → G is an isomorphism. A connected k-
group G is said to be adjoint if, for any connected group H , any central isogeny
φ : G → H is an isomorphism. The simply connected and adjoint groups are sort
of end objects for semisimple algebraic groups, as the following theorem suggests.
(I.4) Theorem ([34, Proposition 2.10]).
(1) Let G be a semisimple k-group. There exist a simply connected group G˜,
an adjoint group G and central isogenies
G˜
pi
−→ G
φ
−→ G.
(2) Any simply connected (respectively, adjoint) semisimple k-group is a di-
rect product of simple k-groups which, moreover, are simply connected
(respectively, adjoint).
§3. Tori in reductive groups.
We introduce the notion of a torus to study the semisimple elements. Through-
out this section, G denotes a reductive k-group.
A torus (or a k-torus) is a k-group which is k-isomorphic to Gnm for some n.
If a k-torus T is k-isomorphic to some Gnm, then we say that it is a k-split torus
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or simply a split torus if there is no confusion about the base field. Note that a
k-torus need not be k-split. For instance,
T =
{(
a b
−b a
)
∈ GL2 : a
2 + b2 = 1
}
is a torus defined over Q, but it is not split over Q.
3.A. Maximal tori. A torus in G is called maximal if it is not properly
contained in any other torus in G. Such tori exist because of the dimension
argument. It is clear that all elements in a k-torus are semisimple. Moreover,
every semisimple element g ∈ G(k) is contained in some maximal k-torus in G
and, in fact, any k-torus in G is contained in some maximal k-torus in G.
As we have seen above, a maximal torus in G need not be split over k. How-
ever, there may be tori in G which are maximal with respect to being split over
k. We call such tori maximal k-split tori in G. If T1 and T2 are two maximal
k-split tori in G then there exists an element g ∈ G(k) such that T1 = gT2g
−1
([34, 2.1.14]). Hence the dimension of a maximal k-split torus is independent of
any fixed maximal k-split torus and we call it the k-rank of the group G or the
split rank of G over k.
Since any k-torus is split over k, we have that any two maximal k-tori in G
can be conjugated by an element of G(k). The k-rank of G is called simply the
rank of the group G. If the k-rank of G is the same as its k-rank, in other words,
if the group G has a maximal k-torus which is split over k, then G is said to be a
split reductive k-group. We call G to be isotropic if it contains a (not necessarily
maximal) k-split torus and it is called anisotropic if it contains no split torus.
3.B. Weyl group. The maximal tori in G are special in the sense that the
connected component of the centralizer of a maximal torus in the group G is the
torus itself, i.e., ZG(T )
◦ = T for a maximal torus T in G. Moreover, the torus
T is a finite index normal subgroup of its normalizer in G, NG(T ). The finite
quotient NG(T )/T is defined to be the Weyl group of G with respect to the torus
T and it is denoted byW (G, T ). If the group G is split over k, then we can choose
T to be a split maximal torus and we denote the corresponding Weyl group by
W (G).
If we decompose the reductive k-group G as an almost direct decomposition
of simple k-groups and the radical of G, say, G = G1 · · ·Gr ·R(G), then the Weyl
group of G is a direct product of the Weyl groups of simple direct factors of G,
W (G) =W (G1) · · ·W (Gr).
If there is a central isogeny φ : G → H , then the Weyl group of H is isomorphic
to the Weyl group of G.
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3.C. Anisotropic kernel. The split semisimple k-groups are well under-
stood. They are determined, up to an isogeny, by their direct simple factors. It
is desirable to determine the isotropic groups and the anisotropic ones by some
data. We now introduce the notion of anisotropic kernel which helps us in un-
derstanding the structure of isotropic groups. This notion is motivated by the
notion of the anisotropic kernel in the theory of quadratic forms.
Let S be a maximal k-split torus in G. The derived group of ZG(S), the
centralizer of the torus S in G, is called the anisotropic kernel of the group G
with respect to the torus S ([44, §2]). Since any two maximal k-split tori, say S1
and S2, are conjugate over k, the anisotropic kernels of G with respect to Si are
k-isomorphic. Hence the anisotropic kernel is determined up to k-isomorphism
and we denote it by Gan.
It is clear that if G is anisotropic then Gan = (G,G) whereas in the other
extreme if G is k-split then Gan is trivial. The general theory of isotropic and
anisotropic groups does not appear in this thesis until the last chapter.
§4. Classification of simple algebraic groups.
The split simple k-groups are easier to handle than the general simple k-
groups, therefore we first classify the split simple algebraic groups defined over
the field k. For that, we introduce the notion of a root system. The root system
can be defined in an axiomatic way, but we avoid doing it here. Instead, we
compute the root system of a split semisimple k-group explicitly.
4.A. Root system. Let G be a split semisimple k-group and fix a split
maximal k-torus T in G. A character of the torus T is a homomorphism (of
k-groups) χ : T → Gm and a cocharacter of T is a homomorphism λ : Gm → T .
The characters as well as cocharacters admit the natural structure of a free abelian
group and we denote them respectively by X∗(T ) and X∗(T ). Thus,
X∗(T ) :=
{
χ : T → Gm
}
, X∗(T ) :=
{
λ : Gm → T
}
.
For χ ∈ X∗(T ) and λ ∈ X∗(T ), we define the character of Gm given by
a 7→ χ(λ(a)). Hence there is an integer, which we denote by 〈χ, λ〉, such that
χ(λ(a)) = a〈χ,λ〉. We thus have a bilinear map 〈·, ·〉 : X∗(T )×X∗(T ) → Z.
The group G acts on its Lie algebra by the adjoint action. We can then decom-
pose the Lie algebra into T -invariant subspaces corresponding to the characters
of T . The nonzero characters that correspond to the non-trivial T -invariant sub-
spaces are called roots of G with respect to T . We denote the set of all roots of
G with respect to T by Φ(G, T ).
Since the group G is k-split, it can be shown that X∗(T ), X∗(T ) and Φ(G, T )
are independent of the chosen split maximal torus T , so we denote them re-
spectively by X(G), X∨(G) and Φ(G) (or simply by X,X∨ and Φ). The set Φ
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generates the group X . Define V := R⊗X . It is clear that the finite set Φ gen-
erates V over R and we call it a root system in V . An isomorphism between two
root systems Φi in Vi, for i = 1, 2, is an isomorphism of vector spaces φ : V1 → V2
such that φ(Φ1) = Φ2.
There exists a basis of X in Φ, denoted by Π, such that any element in Φ
is a linear combination of elements of Π with all coefficients of the same sign.
The elements of Π are called as simple roots. For each α ∈ Φ, we can choose an
element α∨ ∈ X∨ in a canonical way such that 〈α, α∨〉 = 2. We denote the set of
all α∨ by Φ∨.
It can be shown that the root system Φ is reduced, i.e., if α, cα ∈ Φ for
c ∈ R×, then c = ±1. For any two linearly independent roots α, β ∈ Φ, we have
that 〈α, β∨〉 is 0,±1,±2 or ±3 and 0 < 〈α, β∨〉〈β, α∨〉 ≤ 3.
We now define the Dynkin diagram of the group G, denoted by D(G), to be
the graph whose vertex set is Π(G), the set of simple roots of G, and two vertices
α, β ∈ Π(G) are joined by 〈α, β∨〉〈β, α∨〉 edges, with an arrow pointing towards
the shorter root if α and β have different lengths.
We call a root system to be reducible if it can be obtained by taking direct
sum of two root systems and irreducible otherwise. The Dynkin diagram of an
irreducible root system is a connected graph and it does not contain a circuit
(though it can have multiple edges). The irreducible root systems can be explicitly
classified and they exactly correspond to the split simple k-groups.
(I.5) Theorem ([39, §9.6]). A connected, split, semisimple k-group G is deter-
mined up to central isogeny by the isomorphism class of its root system, Φ(G).
(I.6) Theorem ([28, Proposition 25.8]). Let G be a connected, split semisimple
k-group.
(1) The group G is simple if and only if the root system Φ(G) is irreducible
if and only if the Dynkin diagram D(G) is connected.
(2) If Gi are the simple direct factors of the group G, then Φ(G)
∼
−→⊕
iΦ(Gi) and the Dynkin diagram of G, D(G), is the disjoint union
of D(Gi).
We now list the split simple k-groups. There are four infinite families of split
simple k-groups, which are also called classical simple groups, An, Bn, Cn and
Dn. In addition to these, there are five exceptional groups, G2, F4, E6, E7 and
E8.
4.B. Classical split simple k-groups. We first describe the classical split
simple k-groups. For each such group G, we describe the root system Φ(G),
simple roots Π(G) and the Weyl group W (G
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4.B.1. Type An, (n ≥ 1). This is the first infinite family of classical split
simple groups. It corresponds to the special linear groups SLn+1 described in §1.
The group SLn+1 is simply connected whereas the corresponding adjoint group is
denoted by PSLn+1.
We now describe the root system of SLn+1. Let V1 = R
n+1 and let V be the
quotient vector space of V1 by the 1-dimensional subspace generated by the vector
e1 + e2 + · · ·+ en+1 where {e1, . . . , en+1} is the canonical basis of V1. We denote
by ei the class of ei in V . The roots and simple roots of SLn+1 are given by:{
ei − ej : i 6= j
}
,
{
α1 = e1 − e2, . . . , αn = en − en+1
}
,
and the Dynkin diagram of SLn+1 is given by: ❞
α1
❞
α2
♣ ♣ ♣ ❞
αn
.
The Weyl group of SLn+1 is Sn+1, the symmetric group acting on n+ 1 symbols.
4.B.2. Type Bn, (n ≥ 2). This family of split simple k-groups corresponds
to the special orthogonal groups SO2n+1 = SL2n+1 ∩O2n+1. This group is adjoint
and the corresponding simply connected group is denoted by Spin2n+1.
The root system for Bn is given as follows. Let V = R
n with canonical basis
{ei}. Then the set of roots and the set of simple roots of SO2n+1 are given by:{
± ei, ±ei ± ej : i 6= j
}
,
{
α1 = e1 − e2, . . . , αn−1 = en−1 − en, αn = en
}
,
and the corresponding Dynkin diagram is >❞
α1
❞
α2
♣ ♣ ♣ ❞
αn−1
❞
αn
.
The Weyl group of SO2n+1 is isomorphic to Sn ⊲<(Z/2Z)
n. The semidirect prod-
uct is given by the natural permutation action of Sn on (Z/2Z)
n.
4.B.3. Type Cn, (n ≥ 3). This family of classical split simple k-groups
corresponds to the symplectic groups Spn, as described in §1. The group Spn is
simply connected and the corresponding adjoint group is denoted by PGSpn.
Let V = Rn with the canonical basis {ei}. Then the root system and the set
of simple roots of Spn are given by:{
± 2ei, ±ei ± ej : i 6= j
}
,
{
α1 = e1 − e2, . . . , αn−1 = en−1 − en, αn = 2en
}
,
and the corresponding Dynkin diagram is <❞
α1
❞
α2
♣ ♣ ♣ ❞
αn−1
❞
αn
.
The Weyl group of Spn is the same as W (Bn), Sn ⊲<(Z/2Z)
n.
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4.B.4. Type Dn, (n ≥ 4). This family of split simple k-groups corresponds
to the special orthogonal groups SO2n = SL2n ∩ O2n. The corresponding simply
connected and adjoint groups are denoted respectively by Spin2n and PGSO2n.
Let V = Rn with canonical basis {ei}. Then the root system and the set of
simple roots of SO2n are given by:{
± ei ± ej : i 6= j
}
,{
α1 = e1 − e2, . . . , αn−1 = en−1 − en, αn = en−1 + en
}
,
and the corresponding Dynkin diagram is
αn−1
αn
❞
α1
❞
α2
♣ ♣ ♣ ❞
αn−2
❞
❞
  
❅❅
.
The Weyl group of SO2n is isomorphic to Sn ⊲<(Z/2Z)
n−1. This is the subgroup
of Sn ⊲<(Z/2Z)
n consisting of elements (σ, (x1, . . . , xn)), σ ∈ Sn, xi ∈ Z/2Z, such
that
∑
i xi = 0.
4.C. Exceptional split simple k-groups. We now come to the five excep-
tional types of split simple k-groups. These groups are not as easy as the classical
groups to handle. The models of these types are described by the non-associative
algebras. We study the octonion algebras and the Albert algebras in the next
section and describe the groups of type G2 and F4. We are not going to say
anything else for other three types, namely E6, E7 and E8. For now, we just give
the Dynkin diagrams for these five exceptional split simple k-groups.
G2: <❞ ❞
F4: >❞ ❞ ❞ ❞
E6: ❞ ❞ ❞ ❞ ❞
❞
E7: ❞ ❞ ❞ ❞ ❞ ❞
❞
E8: ❞ ❞ ❞ ❞ ❞ ❞ ❞
❞
We summarise the information about the split simple k-groups in the following
table.
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Table 1
Type of G order of Φ(G)
order of Π(G)
= rank of G
order of W (G)
An n(n + 1) n (n+ 1)!
Bn 2n
2 n 2n · n!
Cn 2n
2 n 2n · n!
Dn 2n(n− 1) n 2
n−1 · n!
G2 12 2 12
F4 48 4 2
7 · 32
E6 72 6 2
7 · 34 · 5
E7 126 7 2
10 · 34 · 5 · 7
E8 240 8 2
14 · 35 · 52 · 7
4.D. Non-split simple k-groups. Observe that any simple k-group is split
by a finite Galois extension of k. Further, we observe that the list of the split
simple k-groups does not depend on the field k. That is to say that the list
is the same for any two fields. Therefore, if we consider an extension L/k and
suppose that G is a split simple L-group, then we can find a split simple k-group
H such that H ⊗k L is L-isogenous to G. This group H can be taken to be the
k-group corrsponding to the root system of G. So the question now boils down to
describe the simple k-groups which are isomorphic to a fixed split simple k-group
over some extension L/k. This is done using Galois cohomology and we describe
it in the next chapter.
§5. Groups of type G2 and F4.
We first review the theory of octonion algebras and the Albert algebras. An
excellent reference for this is the book by Springer and Veldkamp [40]. For sim-
plicity, we assume in this section that the characteristic of the field k is other
than 2 and 3.
5.A. Octonion algebras and groups of type G2. A composition algebraC
over k is a finite dimensional (not necessarily associative) k-algebra with identity
element together with a non-degenerate quadratic form N , called the norm form,
such that
N(x)N(y) = N(xy) ∀ x, y ∈ C.
It turns out that the possibilities for the dimensions of a composition algebra
over k are 1, 2, 4 or 8. A composition algebra comes equipped with an involution
¯ : C → C such that xx = xx = N(x). The norm form of a composition algebra
is a Pfister form, therefore it is either anisotropic, i.e., it has no nontrivial zero,
or it achieves the maximum possible Witt index.
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An octonion algebra over k is a composition algebra over k of dimension 8. It
is a non-associative algebra. An octonion algebra is said to be split (respectively,
anisotropic) if its norm form is isotropic (respectively, anisotropic). An octonion
algebra is determined by its norm form, hence there is a unique split octonion
algebra over k. We now describe the split octonion algebra over k.
LetM2 denote the 2×2 matrix algebra and define C =M2⊕M2. For x ∈M2,
let x be the adjoint matrix of x, i.e.,
(
a b
c d
)
=
(
d −b
−c a
)
.
We now define the multiplication in C and the norm form over C as
(x, y)(u, v) = (xu+ vy, vx+ yu) and N((x, y)) = det(x)− det(y).
It can be easily checked that the form N is a non-degenerate quadratic form and
that it is multiplicative on C. Thus, C is an octonion algebra. Further, the norm
form N clearly has non-trivial zeros, therefore the octonion algebra C is split.
The octonion algebras over the field k describe the k-groups of type G2.
(I.7) Theorem (Hijikata [17, page 163]). Let G be a simple algebraic group of
type G2 defined over the field k. Then there exists an octonion algebra C, unique
upto isomorphism, defined over k such that G is k-isomorphic to the group of
k-automorphisms of C, Autk(C).
5.B. Albert algebras and groups of type F4. Let C denote an octonion
algebra over the field k and let N denote the norm form of C. Consider M3(C),
the (non-associative) algebra of 3×3 matrices with entries from C. Let Γ ∈M3(k)
be the diagonal matrix with γ1, γ2, γ3 on the diagonal. Consider the involution of
M3(C) given by X 7→ X
∗ = Γ−1(tX)Γ, where X is the matrix {Xi,j}. We define
H(C; γ1, γ2, γ3), which is also denoted by H(C; Γ), to be the subset of M3(C)
consisting of the fixed points of the involution X 7→ X∗. We have
H(C; Γ) :=



 x1 c3 γ1−1γ3c2γ2−1γ1c3 x2 c1
c2 γ3
−1γ2c1 x3

 : xi ∈ k, ci ∈ C

 .
This is a 27 dimensional vector space over k. We define the multiplication on
H(C; Γ) by
X × Y =
1
2
(XY + Y X).
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This multiplication makes H(C; Γ) into a non-associative k-algebra. We also have
a quadratic form on it defined by
Q(X) =
1
2
tr(X2)
=
1
2
(x21 + x
2
2 + x
2
3) + γ2γ
−1
3 N(c1) + γ3γ
−1
1 N(c2) + γ1γ
−1
2 N(c3).
We define the split Albert algebra over k to be the algebra H(C; Γ) where C is
the split octonion algebra over k. An Albert algebra over k is a (non-associative)
algebra A/k such that A⊗kL is isomorphic to the split Albert algebra over L for
some extension L/k. A split Albert algebra over k is unique up to isomorphism.
Albert algebras over the field k describe the k-groups of type F4.
(I.8) Theorem (Hijikata [17, page 164]). Let G be a simple algebraic group of
type F4 defined over the field k. Then there exists an Albert algebra A, unique
upto isomorphism, defined over k such that G is k-isomorphic to the group of
k-automorphisms of A, Autk(A).
CHAPTER II
Galois Cohomology
This is another basic chapter of this thesis. In this chapter, we mainly deal
with the Galois cohomology of linear algebraic groups. There are several excellent
references for this topic, Platonov-Rapinchuk [34, §2.2 and Ch. 6], Serre [36] and
the expository article by Springer [37], to mention a few.
In §6, we define the Galois cohomology sets H0 and H1. The next section
deals with the classification of k-forms using Galois cohomology. We also give the
results regarding H1(k,G) for some special fields k. Then in §8, we use Galois
cohomology to describe the k-isomorphism classes of k-tori and the conjugacy
classes of maximal tori in a split reductive k-group. The last section is in a
different direction. We introduce the Herbrand quotient there and prove that the
order of a finite semisimple group is an invariant of its isogeny class.
§6. Basic definitions.
Galois cohomology is basically the cohomology of the Galois groups. Let G
be a group and let A be an abelian group admitting an action of G such that
g(ab) = g(a)g(b) for all g ∈ G, a, b ∈ A. The group A can be treated as a module
over Z[G] in the natural way, so we also call A to be a G-module. We define
AG to be the largest subgroup of A on which G acts trivially. The cohomology
groups, denoted by H i(G,A) for i ≥ 0, are the right derived functors of the left
exact functor A 7→ AG from the category of G-modules to the category of abelian
groups. The cohomology groups H i(G,A) can be computed using the standard
cochain complex ([11]). We are interested in the first two cohomology groups,
H0(G,A) and H1(G,A), and we define them as follows:
H0(G,A) = AG :=
{
a ∈ A : g(a) = a ∀g ∈ G
}
,
H1(G,A) :=
{
φ : G → A : φ(g1g2) = φ(g1)g1(φ(g2))
}{
φa(g) = a−1g(a) : a ∈ A
} .
If the group A is not abelian, then usually only H0 and H1 are defined. The
group H0(G,A) is again defined to be AG whereas H1(G,A) is defined to be the
set of equivalence classes of the set
Z1(G,A) :=
{
φ : G → A : φ(g1g2) = φ(g1)g1(φ(g2))
}
,
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where φ1 ∼ φ2 if there exists a ∈ A such that φ1(g) = a
−1φ2(g)g(a) for all g ∈ G.
An element of Z1(G,A) is called a 1-cocycle. The set H1(G,A) is a pointed
set, i.e., it has a distinguished element called the neutral element, namely, the
equivalence class of the trivial map g 7→ 1. If A is abelian then these definitions
of H0 and H1 agree with the above definitions. Observe that if the group G acts
trivially on A, then the set Z1(G,A) is the set of all homomorphisms from G to
A. If
0 −→ A −→ B −→ C −→ 0
is an exact sequence of groups admitting G-action, then
0 −→ H0(G,A) −→ H0(G,B) −→ H0(G,C)
−→ H1(G,A) −→ H1(G,B) −→ H1(G,C)
is an exact sequence of pointed sets, i.e., the inverse image of the neutral element
under any map is the image of the previous map.
Let k be a field and let K/k be a finite Galois extension. If G is an alge-
braic group defined over the field k, then the Galois group Gal(K/k) acts natu-
rally on G(K), the group of K-rational points of G. It is customary to denote
H i
(
Gal(K/k), G(K)
)
by H i(K/k,G). We define
H i(k,G) := lim−→ H
i(K/k,G),
the direct limit taken over all finite Galois extensions of k. Let us see some
examples now.
(1) H0(k,G) = G(k). In particular, H0(k,Gm) = k
× and H0(k,Ga) = k.
(2) H1(k,Gm) = 0, the Hilbert’s theorem 90.
(3) H1(k,GLn) = 0.
(4) H i(k,Ga) = 0 for all i ≥ 1, the normal basis theorem.
§7. Galois cohomology of linear algebraic groups.
In this section, we recall some basic results about the Galois cohomology of
linear algebraic groups.
7.A. Classification of k-forms. Fix a field k and let G be a linear algebraic
group defined over k. A principal homogeneous space of G over k is an algebraic
variety P , defined over k, which admits a simple transitive G-action, i.e., there
is a morphism of algebraic varieties φ : G× P → P such that the map
(φ, π2) : G× P → P × P, (g, p) 7→ (gp, p)
is an isomorphism of varieties. An example of a principal homogeneous space
of G is P = G and the map φ : G × G → G is the multiplication in G. Two
principal homogeneous spaces P1, P2 of G over k are said to be isomorphic if they
are isomorphic under a map which is compatible with the G-action. It is clear
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that a principal homogeneous space of G over k is k-isomorphic to G if and only if
P (k) 6= ∅. The following theorem gives a way to describe the set of k-isomorphism
classes of the principal homogeneous spaces of G over k.
(II.1) Theorem ([36, §I.5.2]). Let k be a field and let G be a linear algebraic
group defined over k. The set of k-isomorphism classes of principal homogeneous
spaces of G over k is in bijection with the set H1(k,G).
Now we come to the classification of k-forms of a k-group, which was promised
in the first chapter. We state the result in a general form.
Let X be an “algebraic object” defined over the field k. Here an algebraic
object could mean a linear algebraic group, an algebraic variety, a division algebra
or more generally an associative or a non-associative algebra defined over k. A
k-form of X is another algebraic object Y , of the same type as that of X , defined
over k which is isomorphic to X over ks, the separable closure of k. The following
theorem gives us a description of k-forms of X .
(II.2) Theorem ([36, §III.1.3]). Let k,X be as above and let A := Autk(X) de-
note the group of algebraic k-automorphisms of X. Then H1(k, A) is in bijection
with the set of k-isomorphism classes of the k-forms of X.
As a corollary, we have:
(II.3) Corollary. Let k be a field.
(1) For a k-group G, the set of k-isomorphism classes of k-groups H which
are ks-isomorphic to G is in bijection with the set H
1(k,Autk(G)).
(2) Let X be one of the split simple k-groups described in §4, then the sim-
ple k-groups which are ks-isomorphic to X can be described by the set
H1(k,Autk(X)).
(These groups are called the simple k-groups of type X .)
It should be pointed out that the above theorem gives only an interpretation
of the k-forms of X . It is usually not easy to calculate H1(k,Autk(X)). However,
this rephrasing does help in seeing the k-forms in a new perspective. We illustrate
this by means of an example.
The group Autk(SL2) is isomorphic to PGL2 which also happens to be the
group of k-automorphisms of M2 as a central simple algebra over k. Hence
H1(k,PGL2) on one hand describes the k-forms of SL2 and on the other hand it
describes the k-forms of M2, i.e., the quaternion algebras defined over k. Thus,
one deduces that there is a bijective correspondence between the quaternion al-
gebras over k and the k-forms of SL2. Indeed, there is one such correspondence
sending a quaternion algebra H to the group of norm 1 elements in H , which is
a group of type SL2.
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7.B. H1(k,G) for some special fields k. As we saw in (§7.A), the set
H1(k,G) is important by several aspects. Here we give the results concerning the
computations of H1(k,G) over some special ground fields k and for some special
types of groups G defined over them. The first such theorem that comes to mind
is the following fundamental theorem proved by Lang in 1958.
(II.4) Theorem (Lang [29, Corollary to Theorem 1]). Let k be a finite field and
let G be a connected algebraic group defined over k. Then H1(k,G) = 0.
Observe that in the above theorem, the group G need not be linear. We have
following weaker version of the above theorem for linear algebraic groups defined
over local fields.
(II.5) Theorem (Kneser [26, 27], Bruhat-Tits [7, 8, 9, 10]). Let k be a local field
of characteristic 0 and let G be a connected, semisimple, simply connected, linear
algebraic group defined over k. Then H1(k,G) = 0.
§8. Galois cohomology and tori.
Fix a field k and let T0 = G
n
m be the split n-dimensional torus defined over k.
The special version of the theorem (II.2), where we replace the algebraic object
X by the k-torus T0, is given by:
(II.6) Lemma. Let k be a field. The k-isomorphism classes of n-dimensional
tori defined over k are in bijection with the isomorphism classes of n-dimensional
integral representations of the Galois group Gal(k/k).
Proof : Let T1 be an n-dimensional torus defined over k and let L1 denote a
splitting field of T1. We assume that the field L1 is Galois over k. Since the
torus T1 is split over L1, we have an L1-isomorphism f : T0 → T1. The Galois
action on T0 and T1 gives us another isomorphism, f
σ := σfσ−1 : T0 → T1 for
σ ∈ Gal(L1/k). One checks that the map : Gal(L1/k) → AutL1(T0) given by
σ 7→ f−1fσ, is a 1-cocycle. Indeed,
f−1fστ = (f−1σfσ−1)σ(f−1τfτ−1)σ−1 = (f−1fσ)(f−1f τ )σ.
By composing the natural map from Gal(k/k) to Gal(L1/k) with this map we
get a 1-cocycle ϕf : Gal(k/k) → AutL1(T0).
Since the torus T0 is already split over k, we have AutL1(T0)
∼= Autk(T0), and
hence the Galois group Gal(k/k) acts trivially on AutL1(T0), which is isomorphic
to GLn(Z). Therefore, ϕf is actually a homomorphism from Gal(k/k) to GLn(Z).
This is an n-dimensional integral representation of Gal(k/k). By changing the
isomorphism f to any other L1-isomorphism from T0 to T1, we get an equivalent
1-cocyle to ϕf . Thus the element [ϕf ] in H
1(k,GLn(Z)) is determined by T1
and we denote it by ϕ(T1). Thus a k-isomorphism class of an n-dimensional
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torus gives us an equivalence class of n-dimensional integral representations of
the Galois group, Gal(k/k).
In the other direction, if ρ : Gal(k/k) → GLn(Z) is an integral Galois repre-
sentation then ρ is a 1-cocycle as the Galois action on GLn(Z) is trivial. Then
the torus obtained by twisting the split torus T0 by the 1-cocycle ρ is the required
torus ([36, §III 1.3]). 
We now describe the conjugacy classes of a maximal torus in a reductive k-
group using Galois cohomology. We state the result for split reductive k-groups,
but it nevertheless holds for all reductive k-groups.
(II.7) Lemma. Let H be a split, connected, semisimple algebraic group defined
over a field k. Fix a split maximal torus T0 in H and let N(T0) denote the
normaliser of the torus T0 in H. The natural embedding N(T0) →֒ H induces a
map Ψ : H1(k,N(T0)) → H
1(k,H). The set of k-conjugacy classes of maximal
tori in H are in one-one correspondence with the subset of H1(k,N(T0)) which
is mapped to the neutral element in H1(k,H) under the map Ψ.
Proof : Let T be a maximal k-torus in H and let L be a splitting field of T ,
i.e., assume that the torus T splits as a product of Gm’s over L. We assume
that the field L is Galois over k. By the uniqueness of maximal split tori up to
conjugacy, there exists an element a ∈ H(L) such that aT0a
−1 = T , where T0 is
the split maximal torus in H fixed before. Then for any σ ∈ Gal(L/k), we have
σ(a)T0σ(a)
−1 = T , as both T0 and T are defined over k. This implies that(
a−1σ(a)
)
T0
(
a−1σ(a)
)−1
= T0.
Therefore a−1σ(a) ∈ N(T0). This enables us to define a map : Gal(L/k) → N(T0)
which sends σ to a−1σ(a). By composing this map with the natural map :
Gal(k/k)→ Gal(L/k), we get a map φa : Gal(k/k) → N(T0). One checks that
φa(στ) = φa(σ)σ
(
φa(τ)
)
∀ σ, τ ∈ Gal(k/k),
i.e., the map φa is a 1-cocycle. If b ∈ H(L) is another element such that bT0b
−1 =
T , we see that
φa(σ) = (b
−1a)−1φb(σ)σ(b
−1a).
Thus the element [φa] ∈ H
1(k,N(T0)) is determined by the maximal torus T . We
denote it by φ(T ). It is clear that φ(T ) is determined by the k-conjugacy class
of T . Moreover, if φ(T ) = φ(S) for two maximal tori T and S in H , then one
can check that these two tori are conjugate over k. Indeed, if T = aT0a
−1 and
S = bT0b
−1 for a, b ∈ H(k), then for any σ ∈ Gal(k/k),
a−1σ(a) = c−1
(
b−1σ(b)
)
σ(c)
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for some c ∈ N(T0). Then, σ(bca
−1) = bca−1 for all σ ∈ Gal(k/k), hence bca−1
is an element of H(k) and (bca−1)T (bca−1)−1 = S. Further, it is clear that the
image of φ in H1(k,N(T0)) is mapped to the neutral element in H
1(k,H) under
the map Ψ.
Moreover, if a 1-cocycle φ1 : Gal(k/k) → N(T0) is such that Ψ(φ1) is neutral
in H1(k,H), then φ1(σ) = a
−1σ(a) for some a ∈ H(k). Then the cohomology
class [φ1] ∈ H
1(k,N(T0)) corresponds to the maximal torus S1 = aT0a
−1 in H .
Since a−1σ(a) = φ1(σ) ∈ N(T0), the torus S1 is invariant under the Galois action,
therefore we conclude that it is defined over k. Thus the image of φ is the inverse
image of the neutral element in H1(k,H) under the map Ψ. This is the complete
description of the k-conjugacy classes of maximal k-tori in the group H .
Finally, we observe that the detailed proof we have given above amounts to
looking at the exact sequence 1 → N(T0) → H → H/N(T0) → 1 which gives an
exact sequence of pointed sets:
H/N(T0)(k) −→ H
1(k,N(T0))
Ψ
−→ H1(k,H).
Therefore H/N(T0)(k), which is the variety of conjugacy classes of k-tori in H ,
is identified to elements in H1(k,N(T0)) which become trivial in H
1(k,H). 
§9. Herbrand quotient.
If G is a finite cyclic group then the cohomology groups H i(G,A) for any
G-module A depend only on the parity of i. Let NG =
∑
g∈G g. Then the Tate’s
cohomology group Ĥ0(G,A) is defined to be the quotient AG/NGA. We define
the Herbrand quotient
h(A) =
|Ĥ0(G,A)|
|H1(G,A)|
whenever it is defined.
(II.8) Lemma ([35, Proposition VIII.8]). If G is a cyclic group and A is a finite
G-module, then h(A) = 1.
(II.9) Lemma. Let Fq be the finite field of q elements and let A be a finite
Gal(Fq/Fq)-module, then
|H0(Fq, A)| = |H
1(Fq, A)|.
Proof : We fix the finite field Fq and let G denote the absolute Galois group of
Fq, Gal(Fq/Fq). Let A be a finite G-module. By the above lemma, it is enough
to prove that the sets Ĥ0(Fq, A) and H
0(Fq, A) are the same.
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Let Gn be the Galois group of the extension Fqn over Fq and Hn be the Galois
group of Fq over Fqn, so that Gn = G/Hn
∼
−→ Z/nZ. We have
H0(Fq, A) = lim−→
H0(Gn, A
Hn)
= lim
−→
(AHn)Gn
= AG
and
Ĥ0(Fq, A) = lim−→
Ĥ0(Gn, A
Hn)
= lim
−→
(AHn)Gn/NGnA
Hn
= lim
−→
AG/NGnA
Hn .
Every element of g ∈ Gn has order n therefore the image of g under the
natural map : AG/NGnA
Hn → AG/NG
n2
AHn2 is zero. This holds for every Gn
therefore we get the direct limit as
lim−→ A
G/NGnA
Hn = AG.
This proves the lemma. 
(II.10) Lemma. Let H be a connected semisimple algebraic group defined over
a finite field Fq. If H1 is a connected semisimple algebraic group defined over Fq
which is isogenous to H, then |H(Fq)| = |H1(Fq)|.
Proof : It is enough to prove that if H˜ is a simply connected group in the isogeny
class of H then the order of H˜(Fq) is the same as the order of H(Fq).
Let H˜ be the simply connected group isogenous to H . We have an exact
sequence
0 −→ A −→ H˜ −→ H −→ 1
where A is a finite abelian group. We get the following exact sequence of Galois
cohomology sets
0 → H0(Fq, A) → H
0(Fq, H˜) → H
0(Fq, H) → H
1(Fq, A) → H
1(Fq, H˜).
By Lang’s theorem, (II.4), H1(Fq, H˜) = 0. Since all the sets in the above sequence
are finite, we have
|H0(Fq, A)| · |H
0(Fq, H)| = |H
0(Fq, H˜)| · |H
1(Fq, A)|.
Then it follows from the above lemma that
|H0(Fq, H)| = |H
0(Fq, H˜)|, i.e., |H˜(Fq)| = |H(Fq)|.


CHAPTER III
Maximal tori determining the algebraic group
From now on, we start reporting on the research done by the author. This
chapter reports the work done in [12]. The main theorem proved here is that the
Weyl group of a connected, split, semisimple k-groupH , where k is a number field,
a local non-archimedean field or a finite field, is determined by the k-isomorphism
classes of the maximal k-tori in H . Now onwards, we just say arithmetic field for
a number field, a local non-archimedean field or a finite field.
In §10, we give the background of the main question and describe the proof in
brief. The sections §11, 12 cover the basic material that is needed in the proof and
the remaining sections of this chapter deal with the proof of the main theorem.
We also present an easier proof of the theorem III.5 which was communicated to
the author by Prof. T. A. Springer.
§10. Introduction.
It is a natural question to ask if a linear algebraic group is determined by
the set of maximal tori in it. We study this question for connected, split,
semisimple groups defined over arithmetic fields, i.e, over number fields, local
non-archimedean fields and finite fields.
We prove (Theorem III.6) that the Weyl group of a split, connected, semisim-
ple k-group H , where k is an arithmetic field, is determined by the k-isomorphism
classes of the maximal tori in H . If we write the Weyl group, W (H), as a direct
product of the Weyl groups of simple direct factors of H , then these factors of
W (H) are also determined with their multiplicities. Since a split simple k-group
is determined by its Weyl group, up to isogeny except for the groups of the type
Bn and Cn, we get that the group H is determined up to isogeny except that we
are not able to distinguish between the simple direct factors of H of the type Bn
and Cn.
This result is the best possible result in some sense. From the explicit descrip-
tion of maximal k-tori in SO2n+1 and Sp2n, see for instance [21, Proposition 2],
one finds that the groups SO2n+1 and Sp2n contain the same set of k-isomorphism
classes of maximal k-tori.
We also show by an example that the existence of split tori in the group H is
necessary. We know that the Brauer group of Qp is Q/Z. Consider the central
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division algebras of degree five, say D1 and D2, corresponding to 1/5 and 2/5 in
Q/Z respectively. We now define two semisimple Qp-groups H1 = SL1(D1) and
H2 = SL1(D2). The maximal tori in Hi correspond to the maximal commutative
subfields in respective Di. But over Qp, every division algebra of a fixed degree
contains every field extension of that fixed degree ([33, Proposition 17.10 and
Corollary 13.3]). Therefore, the groups H1 and H2 share the same set of maximal
tori over k. But they are not isomorphic, since SL1(D) ∼= SL1(D
′) if and only if
D ∼= D′ or D ∼= (D′)op ([28, 26.11]).
We now give a brief information on how the proof goes. We have seen in the
previous chapter, lemma (II.6) and lemma (II.7), that the k-isomorphism classes
of n-dimensional k-tori and the k-conjugacy classes of maximal tori in a split
reductive k-group can be computed using Galois cohomology. Using these two
descriptions, we obtain a Galois cohomological description for the k-isomorphism
classes of maximal tori in a split reductive k-group. We further prove that if the
split, connected, semisimple algebraic groups of rank n, H1 and H2, share the
same set of maximal k-tori up to k-isomorphism, then the Weyl groups W (H1)
and W (H2), considered as subgroups of GLn(Z), share the same set of elements
up to conjugacy in GLn(Z). Then the proof boils down to proving the following
result:
If the Weyl groups of two split, connected, semisimple algebraic groups, W1
and W2, embedded in GLn(Z) in the natural way, i.e., by their action on the char-
acter group of a fixed split maximal torus, have the property that every element
of W1 is GLn(Z)-conjugate to one in W2, and vice versa, then the Weyl groups
are isomorphic.
Our analysis finally depends on the knowledge of characteristic polynomials of
elements in the Weyl groups considered as subgroups of GLn(Z). We would like
to emphasize that if we were proving the result for simple algebraic groups, then
our proof is relatively very simple. However, for semisimple groups, we have to
make a somewhat complicated inductive argument on the maximal rank among
the simple factors of the semisimple groups Hi.
We use the term simple Weyl group of rank r for the Weyl group of a simple
algebraic group of rank r. Any Weyl group is a product of simple Weyl groups in
a unique way (up to permutation). We say that two Weyl groups are isomorphic
if and only if the simple factors and their multiplicities are the same.
This study seems relevant for the study of Mumford-Tate groups over algebraic
number fields.
§11. Galois cohomological lemmas.
Let k denote an arbitrary field and let Gal(k/k) be the Galois group of k,
the algebraic closure of k, over k. Let H denote a split, connected, semisimple
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algebraic group defined over k and let T0 be a fixed split maximal torus in H .
Suppose that the dimension of T0 is n. Let W be the Weyl group of H with
respect to T0. Then we have an exact sequence of algebraic groups defined over
k,
0 −−−→ T0 −−−→ N(T0) −−−→ W −−−→ 1
where N(T0) denotes the normalizer of T0 in H . This exact sequence induces a
map ψ : H1(k,N(T0)) → H
1(k,W ).
We have seen in lemma (II.7) that a certain subset of H1(k,N(T0)) classifies
k-conjugacy classes of maximal tori in H . Since the group H is k-split, the Weyl
group W is defined over k, and W (k) = W (k). Therefore Gal(k/k) acts triv-
ially on W , and hence the elements of H1(k,W ) correspond to the isomorphism
classes of Galois representations with values in W . Since W acts faithfully on
the character group of T0, we get that W →֒ GLn(Z) and this induces a map
i : H1(k,W ) → H1(k,GLn(Z)).
Let T be an arbitrary maximal k-torus in H . This torus determines a unique
element φ(T ) ∈ H1(k,N(T0)), guaranteed by lemma (II.7). The image of this
element φ(T ) under the map i ◦ψ in H1(k,GLn(Z)) associates an integral Galois
representation to the torus T . But, we already have another integral Galois
representation associated to the torus T , given by ϕ(T ) ∈ H1(k,GLn(Z)) (Lemma
II.6). We prove that these two representations are equivalent.
(III.1) Lemma. Let the notations be as above. For every maximal k-torus T in
H, the integral representations given by i ◦ ψ ◦ φ(T ) and ϕ(T ) are equivalent.
Proof : The proof follows by carefully examining the definitions of the elements
i ◦ ψ ◦ φ(T ) and ϕ(T ).
If L is a splitting field of T , then an element a ∈ H(L) such that aT0a
−1 = T
gives rise to a 1-cocycle φa : Gal(k/k) → N(T0), σ 7→ a
−1σ(a) and φ(T ) is
precisely the element [φa] ∈ H
1(k,N(T0)). Further, we treat the conjugation by
a as an L-isomorphism f : T0 → T , and then it can be checked that the map
fσ := σfσ−1 is the conjugation by σ(a). The element ϕ(T ) ∈ H1(k,GLn(Z)) is
equal to [ϕf ], where ϕf(σ) = f
−1fσ.
Now, the map ψ1 : N(T0) → W is the natural map which takes α ∈ N(T0) to
α := α · T0 ∈ W = N(T0)/T0. Hence we have
ψ1
(
φa(σ)
)
= a−1σ(a) = f−1fσ = ϕf(σ) ∀σ ∈ Gal(k/k).
Since the action of W on T0 is given by conjugation, it is clear that the integral
representations of the Galois group, Gal(k/k), given by ψ(φ(T )) and ϕ(T ) are
equivalent. 
Thus, a k-isomorphism class of a maximal torus in H gives an integral Galois
representation taking values in the Weyl group W . If all subgroups of the Weyl
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group W could appear as the images of some integral Galois representation,
then the Weyl group itself would be one such. Then it would be quite easy to
determine the Weyl group as the largest subgroup of GLn(Z) that appears as the
image of some integral Galois representation associated to the maximal torus in
H . Unfortunately, this is not the case. For instance, over finite fields the only
finite images of the absolute Galois group are cyclic groups. However, we have
following weaker result for finite fields and local non-archimedean fields.
(III.2) Lemma. Let k be a finite field or a local non-archimedean field and let
H, T0,W be as above. An element in H
1(k,W ) which corresponds to a homomor-
phism ρ : Gal(k/k) → W with cyclic image, corresponds to the k-isomorphism
class of some maximal k-torus in H under the mapping ψ : H1(k,N(T0)) →
H1(k,W ).
Proof : Consider the map Ψ : H1(k,N(T0)) → H
1(k,H) induced by the inclusion
N(T0) →֒ H . If we denote the neutral element in H
1(k,H) by ι, then by lemma
(II.7) the set
X :=
{
f ∈ H1(k,N(T0)) : Ψ(f) = ι
}
is in one-one correspondence with the k-conjugacy classes of maximal tori in
H . By the previous lemma, it is enough to show that [ρ] ∈ ψ(X), where ψ :
H1(k,N(T0))→ H
1(k,W ) is induced by the natural map from N(T0) to W .
By Tits’ theorem ([45, 4.6]), there exists a subgroup W of N(T0)(k) such that
the sequence
0 −−−→ µn2 −−−→ W −−−→ W −−−→ 1
is exact, where n is the dimension of the split torus T0 ⊂ H . Let N denote
the image of ρ in W . We know that N is a cyclic subgroup of W . Let w be a
generator of N and let w be a lifting of w to W . Since the base field k admits
cyclic extensions of any given degree, there exists a map ρ1 from Gal(k/k) to W
whose image is the cyclic subgroup generated by w. Since the Galois action on
W is trivial, as W is a subgroup of N(T0)(k), the map ρ1 could be treated as a
1-cocycle from Gal(k/k) to N(T0). Consider [ρ1] as an element in H
1(k,N(T0)),
then ψ([ρ1]) = [ρ] ∈ H
1(k,W ). We have yet to show that [ρ1] is an element of
X . We make two cases depending on the base field.
Case 1: k is a finite field. By Lang’s theorem (II.4), H1(k,H) is trivial
and hence the set X coincides with H1(k,N(T0)). Therefore the element [ρ1] ∈
H1(k,N(T0)) corresponds to a k-conjugacy class of maximal k-torus in H . Then,
by previous lemma, [ρ] = ψ([ρ1]) corresponds to a k-isomorphism class of maximal
k-tori in H .
Case 2: k is a local non-archimedean field. By theorem (I.4), there exists a
semisimple simply connected algebraic group H˜ , which is defined over k, together
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with a k-isogeny π : H˜ → H . We have already fixed a split maximal torus T0
in H , let T˜0 be the split maximal torus in H˜ which gets mapped to T0 by the
covering map π. It can be seen that, by restriction we get a surjective map
π : N(T˜0) → N(T0), where the normalizers are taken in appropriate groups.
Moreover, the induced map π1 : W˜ → W is an isomorphism.
We define the maps
ψ˜ : H1(k,N(T˜0)) → H
1(k, W˜ ) and Ψ˜ : H1(k,N(T˜0)) → H
1(k, H˜)
in the same way as the maps ψ and Ψ are defined for the group H .
Consider the following diagrams,
H˜ ←−−− N(T˜0) −−−→ W˜
pi
y piy ypi1
H ←−−− N(T0) −−−→ W,
H1(k, H˜)
Ψ˜
←−−− H1(k,N(T˜0))
ψ˜
−−−→ H1(k, W˜ )
pi∗
y pi∗y ypi∗1
H1(k,H) ←−−−
Ψ
H1(k,N(T0)) −−−→
ψ
H1(k,W ).
The first diagram is clearly commutative and so is the other. Since π1 is an
isomorphism, the map π∗1 is a bijection. Now, consider an element [ρ] ∈ H
1(k,W ),
such that the image of the 1-cocycle ρ is a cyclic subgroup ofW , and let [ρ˜] be its
inverse image in H1(k, W˜ ) under the bijection π∗1. Using Tits’ theorem ([45]) as
above, we lift [ρ˜] to an element [ρ˜1] in H
1(k,N(T˜0)). Since H˜ is simply connected
and k is a non-archimedean local field, H1(k, H˜) is trivial by Kneser’s theorem
(II.5). Therefore, Ψ˜([ρ˜1]) is neutral in H
1(k, H˜) and so is π∗(Ψ˜([ρ˜1])) in H
1(k,H).
By commutativity of the diagram, we have that the element [ρ] ∈ H1(k,W ) has
a lift π∗([ρ˜1]) in H
1(k,N(T0)) such that Ψ(π
∗([ρ˜1])) is neutral in H
1(k,H). Thus
the element [ρ] corresponds to a k-isomorphism class of a maximal torus in H .
This proves the lemma. 
§12. Reflection groups and characteristic polynomials.
This section is devoted to the study of the characteristic polynomials of the
elements of Weyl groups, seen as subgroups of GLn(Z).
We define a complex reflection group W to be a finite group generated by
reflections, i.e., diagonalizable invertible matrices having all but one eigenvalues
equal to 1, in some GLn(C). The group W then acts in a natural way on the
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ring of polynomial functions on V = Cn. It is a fact that the subring of invari-
ant polynomial functions, under the W -action, is generated by n homogeneous
polynomials whose degrees depend only on the group W ([19, Theorem 3.5 and
Proposition 3.7]). We call these degrees the fundamental degrees of the group W .
A lot of information about the group W is hidden in these degrees. We quote a
theorem by T. A. Springer, which will be used in the later sections of this chapter.
(III.3) Theorem (Springer [38]). Let W be a complex reflection group and let
d1, . . . , dm be the fundamental degrees of W . An r
th root of unity occurs as an
eigenvalue for some element of W if and only if r divides one of the fundamental
degrees di of W .
For a finite subgroup W of GLn(Z), we define ch(W ) to be the set of char-
acteristic polynomials of elements of W and ch∗(W ) to be the set of irreducible
factors of elements of ch(W ). Since all the elements of W are of finite order,
the irreducible factors (over Z) of the characteristic polynomials ch(x) are cyclo-
tomic polynomials. We denote by φr, the r-th cyclotomic polynomial, i.e., the
irreducible monic polynomial over Z satisfied by a primitive r-th root of unity.
Then
ch(W ) =
{
ch(x) : x ∈ W ⊂ GLn(Z)
}
,
ch∗(W ) =
{
φr : φr divides some f ∈ ch(W )
}
.
We now restate the above mentioned theorem of Springer for Weyl groups:
(III.4) Theorem (Springer [38]). Let W be a Weyl group embedded in some
GLn(Z) in the natural way and let d1, . . . , dm denote the fundamental degrees
of W . Then φr ∈ ch
∗(W ) if and only if r divides one of the fundamental degrees
di of the reflection group W .
We define
mi(W ) = max
{
t : φti divides some f ∈ ch(W )
}
,
m′i(W ) = min
{
t : φt2 · φ
mi(W )
i divides some f ∈ ch(W )
}
, and
mi,j(W ) = max
{
t + s : φti · φ
s
j divides some f ∈ ch(W )
}
.
If U1 is a subgroup of GLn(Z) and U2 is a subgroup of GLm(Z), then U1×U2 can
be treated as a subgroup of GLm+n(Z). Then
ch(U1 × U2) =
{
f1 · f2 : f1 ∈ ch(U1), f2 ∈ ch(U2)
}
.
Moreover, one can easily check that
mi(U1 × U2) = mi(U1) +mi(U2) ∀ i,
m′i(U1 × U2) = m
′
i(U1) +m
′
i(U2) ∀ i,
mi,j(U1 × U2) = mi,j(U1) +mi,j(U2) ∀ i, j.
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Therefore to obtain the sets ch(W ) and ch∗(W ) for all Weyl groups W , it is
enough to obtain these sets for simple Weyl groups. A simple Weyl group W of
rank n has a natural embedding in GLn(Z). We now list the fundamental degrees
and the divisors of degrees for the simple Weyl groups , cf. [19, 3.7]:
Table 2
Fundamental degrees Divisors of degrees
An 2, 3, . . . , n+ 1 1, 2, . . . , n+ 1
Bn
Cn
2, 4, . . . , 2n
1, 2, . . . , n, n+ 2, n+ 4, . . . , 2n n even
1, 2, . . . , n, n+ 1, n+ 3, . . . , 2n n odd
Dn 2, 4, . . . , 2n− 2, n 1, 2, . . . , n, n+ 2, n+ 4, . . . , 2n− 2 n even
1, 2, . . . , n, n+ 1, n+ 3, . . . , 2n− 2 n odd
G2 2, 6 1, 2, 3, 6
F4 2, 6, 8, 12 1, 2, 3, 4, 6, 8, 12
E6 2, 5, 6, 8, 9, 12 1, 2, 3, 4, 5, 6, 8, 9, 12
E7 2, 6, 8, 10, 12, 14, 18 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 18
E8 2, 8, 12, 14, 18, 20, 24, 30 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 15, 18, 20, 24, 30
Using Springer’s theorem (III.4) and the above table, we get the sets ch∗(W )
for all simple Weyl groups W . We do not distinguish between the Weyl groups
W (Bn) and W (Cn) as they are isomorphic.
ch∗
(
W (An)
)
=
{
φ1, φ2, . . . , φn+1
}
(1)
ch∗
(
W (Bn)
)
=
{
φi, φ2i : i = 1, 2, . . . , n
}
(2)
ch∗
(
W (Dn)
)
=
{
φi, φ2j : i = 1, 2, . . . , n, j = 1, 2 . . . , n− 1
}
(3)
ch∗
(
W (G2)
)
=
{
φ1, φ2, φ3, φ6
}
(4)
ch∗
(
W (F4)
)
=
{
φ1, φ2, φ3, φ4, φ6, φ8, φ12
}
(5)
ch∗
(
W (E6)
)
=
{
φ1, φ2, φ3, φ4, φ5, φ6, φ8, φ9, φ12
}
(6)
ch∗
(
W (E7)
)
=
{
φ1, φ2, . . . , φ10, φ12, φ14, φ18
}
(7)
ch∗
(
W (E8)
)
=
{
φ1, φ2, . . . , φ10, φ12, φ14, φ15, φ18, φ20, φ24, φ30
}
(8)
§13. Determining the Weyl groups.
In this section, we take an important step towards proving that the integers
mi(W ), m
′
i(W ) and mi,j(W ) determine the Weyl group W up to isomorphism.
This result is the heart of this chapter. Here we prove that the product of the
simple Weyl groups of the highest rank inW is determined by the integers mi(W ),
m′i(W ) and mi,j(W ).
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(III.5) Theorem. Let H1 andH2 be split, connected, semisimple algebraic groups
of the same rank, say n, defined over a field k. Let W1 and W2 denote the re-
spective Weyl groups of the groups H1 and H2. Assume that
mi(W1) = mi(W2), m
′
i(W1) = m
′
i(W2), mi,j(W1) = mi,j(W2) ∀ i, j.
Let m be the maximum possible rank among the simple factors of H1 and H2. Let
W ′i denote the product of the Weyl groups of simple factors of Hi of rank m for
i = 1, 2. Then the groups W ′1 and W
′
2 are isomorphic.
The proof of this theorem occupies the rest of this section. We distribute the
proof over several subsections.
We prove this result by proving that if a simple Weyl group of rank m appears
as a factor of W1 with multiplicity p, then it appears as a factor of W2, with the
same multiplicity. We use case by case analysis depending on the type of rank m
simple factors of Hi.
The main idea here is to compare the sets ch∗(W ) for the simple Weyl groups
of rank m. We observe from Table 2, that if we put the simple Weyl groups of
rank m in the decreasing order according to their maximal fundamental degrees
we get that the simple Weyl group of exceptional type, if any, comes first, then
comes W (Bm), the next one is W (Dm) and finally the Weyl group W (Am) has
the smallest maximal degree. So, we begin the proof with the case of exceptional
groups of rank m, prove that it occurs with the same multiplicity for i = 1, 2.
Once that is done, we prove the result for Bm, then for Dm and finally we prove
the result for the group Am.
13.A. Exceptional group of rank m. In this case, we assume that there
exists a simple Weyl group of exceptional type of rank m, i.e., we assume that
m ∈ {2, 4, 6, 7, 8}.
We first treat the case of the simple group E8, i.e., we assume that 8 is the
maximum possible rank of the simple factors of the groups Hi. We know that
m30(W (E8)) = 1. Observe that φ30 is an irreducible polynomial of degree 8, hence
it cannot occur in ch∗(W ) for any simple Weyl group of rank ≤ 7. Moreover, from
theorem (III.4) and the Table 2, it is clear that
m30(W (A8)) = m30(W (B8)) = m30(W (D8)) = 0.
Hence the multiplicity of E8 in Hi is given by m30(Wi) which is the same for
i = 1, 2.
Similarly for the simple algebraic group E7, we observe that m18(W (E7)) = 1
and m18(W ) = 0 for any simple Weyl groupW of rank ≤ 7. Then the multiplicity
of E7 in Hi is given by m18(Wi) which is the same for i = 1, 2.
The case of E6 is done by using m9. It is clear that m9(W ) = 0 for any simple
Weyl group W of rank ≤ 6.
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The cases of F4 and G2 are done similarly by using m12 and m6 respectively.
13.B. The groups Bm and Cm. Since W (Bm) ∼= W (Cm), we treat the case
of Bm only. By §13.A, we can assume that the exceptional group of rankm, if any,
occurs with the same multiplicities in both H1 and H2, and hence while counting
the multiplicities mi, m
′
i and mi,j , we can (and will) ignore the exceptional groups
of rank m.
Observe that m2m(W (Bm)) = 1 and m2m(W ) = 0 for any other simple Weyl
group W of classical type of rank ≤ m. However, it is possible that m2m(W ) 6= 0
for a simple Weyl group W of exceptional type of rank strictly less than m. If
m ≥ 16, then this problem does not arise, therefore the multiplicity of Bm in Hi
for m ≥ 16 is given by m2m(Wi), which is the same for i = 1, 2. We do the cases
of Bm for m ≤ 15 separately.
For the group B2, we observe that m4(W (B2)) = 1 and m4(W ) = 0 for any
other simple Weyl group W of rank ≤ 2. Thus, the case of B2 is done using
m4(W1) = m4(W2).
For the group B3, we have m6(W (B3)) = 1, but then m6(W (G2)) is also 1.
Observe that m4(W (B3)) = 1 and m4(W (G2)) = 0. Now, let the multiplicities of
B3, G2 and B2 in the groups Hi be pi, qi and ri, for i = 1, 2 respectively. Since,
here we concentrate on m4,m6 and m4,6, we do not have to worry about the simple
Weyl groups W of rank ≤ 3 for which the multiplicities m4(W ) and m6(W ) are
both zero. Then we get
p1 + q1 = m6(W1) = m6(W2) = p2 + q2,
p1 + r1 = m4(W1) = m4(W2) = p2 + r2
and
p1 + q1 + r1 = m4,6(W1) = m4,6(W2) = p2 + q2 + r2.
Combining these equalities, we get that p1 = p2, i.e., the group B3 appears in
both the groups Hi with the same multiplicity.
For the group B4, we observe that m8(W (B4)) = 1. Since φ8 has degree 4, it
cannot occur in ch(W ) for any simple Weyl group of rank ≤ 3 and m8(W (A4)) =
m8(W (D4)) = 0. Since we are assuming by §13.A that the group F4 occurs in
both Hi with the same multiplicity, we are done in this case also.
For the group B5, we have m10(W (B5)) = 1 and m10(W ) = 0 for any other
simple Weyl group of classical type of rank ≤ 5. Since 5 does not divide the order
of W (G2) or W (F4), m10(W (G2)) = m10(W (F4)) = 0 and so we are done.
The group B6 is another group where the exceptional groups give prob-
lems. We have m12(W (B6)) = 1, but m12(W (F4)) is also 1. We observe that
m10(W (B6)) = 1, but m10(W (F4)) = 0. Now, let the multiplicities of B6, D6, B5
and F4 in Hi be pi, qi, ri and si respectively. Then,
p1 + s1 = m12(W1) = m12(W2) = p2 + s2.
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Similarly comparing m10, we get that
p1 + q1 + r1 = p2 + q2 + r2.
Then, we compare m10,12 of the groups W1 and W2, to get that
p1 + q1 + r1 + s1 = p2 + q2 + r2 + s2.
Combining this equality with the one obtained by m10, we get that s1 = s2 and
hence p1 = p2. Thus the group B6 occurs in both H1 and H2 with the same
multiplicity.
We have that m14(W (E6)) = 0, therefore the group B7 is characterized by φ14
and hence it occurs in both Hi with the same multiplicity.
For the group B8, m16(W (B8)) = 1. Since φ16 has degree 8, it cannot occur
in ch∗(W ) for any of the Weyl groups of G2, F4, E6 or E7. Thus, the group B8 is
characterized by φ16 and hence it occurs in both Hi with the same multiplicity.
The group B9 has the property that m18(W (B9)) = 1. But we also have that
m18(W (E7)) = m18(W (E8)) = 1. We conclude that the multiplicity of E8 is the
same for bothW1 andW2 using m30. Then we compare the multiplicities m18,m16
and m16,18 to prove that the group B9 occurs in both the groups Hi with the same
multiplicity.
Now, we do the case of B10. Here m20(W (B10)) = 1. Observe that m20(W ) =
0, for any other simple Weyl group W of rank ≤ 10, except for E8. Then the
multiplicity of B10 in Hi is m20(Wi)−m30(Wi) and hence it is the same for i = 1, 2.
The same method works for B12 also, i.e. the multiplicity of B12 in Hi is
m24(Wi)−m30(Wi).
The multiplicities of B11, B13 and B14 in Hi are given by m22(Wi),m26(Wi)
and m28(Wi) and hence they are the same for i = 1, 2. Now we are left with the
case of B15 only.
For B15, we have m30(W (B15)) = m30(W (E8)) = 1 and it is 0 for any other
simple Weyl group of rank ≤ 15. Observe that m28(W (B15)) = m28(W (B14)) = 1
and it is 0 for any other simple Weyl group of rank ≤ 15. Then by comparing
m30, m28 and m28,30 we get the desired result that B15 occurs in both Hi with the
same multiplicity.
13.C. The group Dm. While doing the case of Dm, we assume that the
exceptional group of rank m, if any, and the group Bm occur in both Hi with the
same multiplicities.
We observe that 2m− 2 is the largest integer r such that φr ∈ ch
∗(W (Dm)),
but m2m−2(W (Bm−1)) = 1. Hence we always have to compare the group Dm with
the group Bm−1.
Let us assume that m ≥ 17, so that φ2m−2 6∈ ch
∗(W ) for any simple Weyl
group of exceptional type of rank < m.
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We know that m2m−2(W (Dm)) = m2m−2(W (Bm−1)) = 1 and for any other
simple Weyl group W of classical type of rank ≤ m, m2m−2(W ) = 0. Further,
(X+1)(Xm−1+1) is the only element in ch(W (Dm)) which has φ2m−2 as a factor.
Similarly Xm−1 + 1 is the only element in ch(W (Bm−1)) which has φ2m−2 as a
factor. Observe that
m′2m−2(W (Dm)) = m
′
2m−2(W (Bm−1)) + 1
and m′2m−2(W ) = 0 for any other simple Weyl group W of rank ≤ m. Now,
let pi and qi be the multiplicities of the groups Dm and Bm−1 in Hi for i = 1, 2
respectively. Then by considering m2m−2, we have
p1 + q1 = p2 + q2.
Further if m is even, then by considering m′2m−2 we have
2p1 + q1 = 2p2 + q2.
This equality, combined with the previous equality, implies that p1 = p2. If m is
odd then m′2m−2 itself gives that p1 = p2. Thus, we get the result that the group
Dm appears in both Hi with the same multiplicity for i = 1, 2.
Now we do the cases of Dm, for m ≤ 16.
For the group D4, we have to consider the simple algebraic groups B3 and G2.
Comparing the multiplicities m6, m4 and m4,6 we get that G2 occurs in both Hi
with the same multiplicity, and then we proceed as above to prove that D4 also
occurs with the same multiplicity in both the groups Hi.
For the groupD5, we first prove that the multiplicity of F4 is the same for both
Hi using m12 and then prove the required result by considering m5, m8 and m5,8.
Now, while dealing the case of D6, we observe that m10(W (G2)) = m10(W (F4)) =
0, and so we do this case as done above for m ≥ 17. The case of D7 is done by
considering m7, m12 and m7,12.
While doing the case of D8, we first prove that the group E7 occurs in both
the Hi with the same multiplicity by considering m18 and then proceed as above.
For the group D9, we prove that E8 occurs in both Hi with the same multiplicity
by considering m30 and proceed as done above for m ≥ 17. While doing the
case D10, we prove that E8 appears in both the Hi with the same multiplicity by
considering m30 and the same can be proved for E7 by considering m18, m16 and
m16,18. Then we do this case as done above.
For the groups Dm, m ≥ 11, the only simple Weyl group W of exceptional
type such that φ2m−2 ∈ ch
∗(W ) is W (E8), but for Dm, m ≤ 15, we can assume
that E8 occurs in both the Hi with the same multiplicity by considering m30 and
hence we are through. For the group D16, we take care of E8 by considering m30,
m28 and m28,30. Other arguments are the same as done in the case m ≥ 17.
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13.D. The group Am. Now we do the last case, the case of simple algebraic
group of type Am. Here, as usual, we assume that all other simple algebraic
groups of rank m occur with the same multiplicities in both Hi.
If m is even, then m+1 is odd and hence mm+1(W ) = 0, for any simple Weyl
group W of classical type of rank < m. If m ≥ 30, then we do not have to bother
about the exceptional simple groups of rank < m. If m is odd and m ≥ 31,
then φm+1 occurs in ch
∗(W (Br)) and ch
∗(W (Dr+1)) for r ≥ (m + 1)/2. Then
we compare the multiplicities mm, mm+1 and mm,m+1 and get the result that the
group Am occurs in Hi with the same multiplicity. So, we have to do the case of
Am for m ≤ 29, separately.
The cases of A1, A2 are easy since there are no exceptional groups of rank 1.
For A3, we use m3,m4 and m3,4 to get the result. Similarly A4 is done by using
m5.
The problem comes for A5, since m6(W (B3)) 6= 0, m6(W (G2)) 6= 0 and
m6(W (F4)) 6= 0. But, this is handled by first proving that F4 appears with
the same multiplicity using m12 and then using the multiplicities m5, m6 and
m5,6. The case of A6 is done by using m7. For A7, we use m7, m8 and m7,8.
While doing the case of A8, we can first assume that the multiplicity of E7 is
the same for bothHi, by using m18. Then we use m7, m9 and m7,9 to get the result.
For the group A9, we can again get rid of E7 and E8 using the multiplicities m18
and m30. Then we are left with the groups B5 and E6, so here we work with m7,
m10 and m7,10 to get the result.
Further, we observe that for m ∈ {10, 12, . . . , 28} such that m 6= 14, we
have that mm+1(W ) = 0 for any simple Weyl group of rank < m. Thus, the
multiplicities of the groups Am, where m ∈ {10, 12, . . . , 28} and m 6= 14, in Hi
are characterized by considering mm+1(Wi) and hence they are same for i = 1, 2.
The case of A14 is done by using m13,m15 and m13,15.
Thus, the only remaining cases are Am where m is odd and 11 ≤ m ≤ 29. We
observe that form ∈ {11, 13, . . . , 29} such thatm 6= 15, we have that the only sim-
ple Weyl group W of rank less than m such that mm(W ) 6= 0 is Am−1. Moreover,
mm+1(W (Am−1)) = 0, so the cases of the groups Am for m ∈ {11, 13, . . . , 29},
m 6= 15 is done by considering mm,mm+1 and mm,m+1.
Thus, the only remaining case is that of A15 which can be done by considering
m13,m16 and m13,16.
This proves the required result.
§14. Main result.
Notations: We fix some notations for this section. Let k denote an arithmetic
field, i.e., a number field, a local non-archimedean field or a finite field. We fix
two split, connected, semisimple algebraic groups H1 and H2 defined over the
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field k which share the same set of maximal k-tori up to k-isomorphism, i.e., for
every maximal k-torus T1 ⊂ H2 there exists a maximal k-torus T2 ⊂ H2 such
that the torus T2 is k-isomorphic to T1 and vice versa. We let W1 := W (H1) and
W2 := W (H2).
We now state the main theorem.
(III.6) Theorem. Let k,H1, H2,W1 and W2 be as above. Then the Weyl groups
W1 and W2 are isomorphic. Moreover, if we write the Weyl groups W1 and W2
as a direct product of simple Weyl groups,
W1 =
∏
Λ1
W1,α, and W2 =
∏
Λ2
W2,β,
then there exists a bijection i : Λ1 → Λ2 such that W1,α is isomorphic to W2,i(α)
for every α ∈ Λ1.
Since a split simple algebraic group with trivial center is determined by its
Weyl group, except for the groups of the type Bn and Cn, we have following
theorem.
(III.7) Theorem. Let k,H1, H2 be as above and assume further that the groups
H1 and H2 are adjoint. Write Hi as a direct product of simple (adjoint) groups,
H1 =
∏
Λ1
H1,α, and H2 =
∏
Λ2
H2,β.
There is a bijection i : Λ1 → Λ2 such that H1,α is isomorphic to H2,i(α), except
for the case when H1,α is a simple group of type Bn or Cn, in which case H2,i(α)
could be of type Cn or Bn.
Clearly, the above mentioned groups H1 and H2 are of the same rank, say n.
We therefore treat the Weyl groupsW1 andW2 as subgroups of GLn(Z). We first
transfer the information about the k-isomorphism classes of maximal tori in Hi
to the one about the GLn(Z)-conjugacy classes of elements of the Weyl groups.
(III.8) Lemma. Let W1 and W2 be as above. Then for every element w1 ∈ W1
there exists an element w2 ∈ W2 such that w2 is conjugate to w1 in GLn(Z) and
vice versa.
Proof : Let w1 ∈ W1 and let N1 denote the subgroup of W1 generated by w1.
Since the base field k admits any cyclic group as a Galois group, there is a map
ρ1 : Gal(k/k) → W1 such that ρ1(Gal(k/k)) = N1.
We first consider the case when k is a finite field or a local non-archimedean
field. By lemma (III.2), the element [ρ1] ∈ H
1(k,W1) corresponds to a maximal
k-torus in H1, say T1. Since the groups H1 and H2 share the same set of k-tori up
to k-isomorphism, there exists a torus T2 ⊂ H2 which is k-isomorphic to T1. Then
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lemma (III.1) gives us an integral Galois representation ρ2 : Gal(k/k) → GLn(Z)
corresponding to the k-isomorphism class of T2 which factors through W2. Let
N2 := ρ2(Gal(k/k)) ⊆ W2. Since T1 and T2 are k-isomorphic tori, the corre-
sponding Galois representations, ρ1 and ρ2, are equivalent. This implies that
there exists g ∈ GLn(Z) such that N2 = gN1g
−1. Then w2 := gw1g
−1 ∈ N2 ⊆W2
is a conjugate of w1 in GLn(Z). We can start with an element w2 ∈ W2 and
obtain its GLn(Z)-conjugate in W1 in the same way.
Now we consider the case when k is a number field. Let v be a non-archimedean
valuation of k and let kv be the completion of k with respect to v. Clearly the
groups H1 and H2 are defined over kv. Let T1,v be a maximal kv-torus in H1.
Then by Grothendieck’s theorem ([5, 7.9 and 7.11]) and weak approximation
property ([34, Proposition 7.3]), there exists a k-torus in H , say T1, such that
T1,v is obtained from T1 by the base change. By hypothesis, we have a k-torus T2
in H2 which is k-isomorphic to T1. Then the torus T2,v, obtained from T2 by the
base change, is kv-isomorphic to T1,v. Thus, every maximal kv-torus in H1 has a
kv-isomorphic torus in H2. Similarly, we can show that every maximal kv-torus in
H2 has a kv-isomorphic torus in H1. Then, the proof follows by previous case. 
(III.9) Corollary. Let W1 and W2 be as above. Then ch(W1) = ch(W2) and
ch∗(W1) = ch
∗(W2). In particular, mi(W1) = mi(W2), m
′
i(W1) = m
′
i(W2) and
mi,j(W1) = mi,j(W2) for all i, j.
Proof : Since the Weyl groups W1 and W2 share the same set of elements up to
conjugacy in GLn(Z), the sets ch(Wi) are the same for i = 1, 2, and hence the
sets ch∗(Wi) are also the same for i = 1, 2.
Further, for a fixed integer i, φ
mi(W1)
i divides an element f1 ∈ ch(W1). But
since ch(W1) = ch(W2), the polynomial φ
mi(W1)
i divides some f2 ∈ ch(W2) as well.
Therefore mi(W1) ≤ mi(W2). We obtain the inequality in the other direction
in the same way and hence mi(W1) = mi(W2). Similarly, we can prove that
m′i(W1) = m
′
i(W2) and for integers i, j, mi,j(W1) = mi,j(W2). 
We now prove theorem (III.6), the main theorem.
Proof of theorem III.6: We recall that W1 and W2 denote the Weyl groups of H1
and H2, respectively. It is clear from the corollary (III.9) that mi(W1) = mi(W2),
m′i(W1) = m
′
i(W2) and mi,j(W1) = mi,j(W2) for any i, j. Let m0 be the maximum
possible among the ranks of simple factors of the groups Hi. We apply the
theorem (III.5) to conclude that the product of rank m0 simple factors in Wi is
isomorphic for i = 1, 2.
Let m be a positive integer less than m0. For i = 1, 2, let W
′
i be the subgroup
ofWi which is the product of the Weyl groups of simple factors ofHi of rank > m.
We assume that the groups W ′1 and W
′
2
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the product of the Weyl groups of rank m simple factors of Hi are isomorphic for
i = 1, 2. This will complete the proof of the theorem by induction argument.
Let Ui be the direct product of the Weyl groups of simple direct factors of
Hi of rank ≤ m so that Wi = Ui × W
′
i . Then, since mj(W
′
1) = mj(W
′
2) and
m′j(W
′
1) = m
′
j(W
′
2), we have
mj(U1) = mj(W1)−mj(W
′
1) = mj(W2)−mj(W
′
2) = mj(U2),
m′j(U1) = m
′
j(W1)−m
′
j(W
′
1) = m
′
j(W2)−m
′
j(W
′
2) = m
′
j(U2)
and similarly
mi,j(U1) = mi,j(U2).
Then we apply theorem (III.5) for Ui to conclude that the subgroups ofWi which
are products of the Weyl groups of simple factors of Hi of rank m are isomorphic
for i = 1, 2.
The proof of the theorem can now be completed by the downward induction
on m.
It also follows from the proof of the theorem (III.5), that the Weyl groups of
simple factors of Hi are pairwise isomorphic. 
§15. Another proof of Theorem III.5.
We now give another proof of the theorem (III.5) communicated to the author
by Prof. T. A. Springer. This proof is much simpler than the one given in §13.
The author thanks him for his permission to write the proof here.
The notations are as in [6].
1. Let W be a Weyl group, acting in the n-dimensional vector space V over C
(it is convenient to extend coefficients to C). For each conjugacy class γ in G let
fγ be the characteristic polynomial of an element of γ (viewed as a linear map of
V ). Let F be the family of polynomials (fγ), γ running through the conjugacy
classes of W . The following result is proved in [12].
Proposition. W is determined up to a linear isomorphism by F .
The proof given in [loc. cit.] uses explicit results about conjugacy classes in Weyl
groups. Below is another proof, exploiting the properties of Coxeter elements.
2. First some recollections. Denote by d1, . . . , dn the characteristic degrees of
W . Let ζ be a primitive root of unity of order d. For w ∈ W let V (w, ζ) be the
ζ-eigenspace of w. We have the following result (see [38, 3.4]).
Lemma 1. (i) a(d) = maxw∈W dim V (w, ζ) equals the number of di divisible
by d;
(ii) The spaces V (w, ζ) of dimension a(d) form one W -orbit.
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This has the following consequence.
Lemma 2. F determines the degrees of W .
Proof. It follows from the previous lemma that the integers a(d) are determined
by F . But these integers determine the degrees (as is easily seen).
Assume W to be irreducible. Denote by h the maximum of the degrees di and
let ζh = e
2pii
h .
Lemma 3. (i) h occurs only once among the di;
(ii) The elements c ∈ W with eigenvalue ζh form one conjugacy class;
(iii) The eigenvalues of c as in (ii) are (ζdi−1h )1≤i≤n. In particular: c has no
eigenvalue 1.
For (i) and (iii) see [6, Ch. V, 6.2] and for (ii) [38, 4.2].
Now let again W be arbitrary. Then W is a direct product W = W1 × . . .×Wa
of irreducible Weyl groups. There is a direct sum decomposition
V = V1 ⊕ . . .⊕ Va
such that Wi acts trivially in the Vj with j 6= i and acts as an irreducible Weyl
group in Vi.
Let now h be the maximum of the Coxeter numbers of the Wi. It follows from
Lemmas 1 and 3 that h is the maximal degree of W . By Lemma 2 h is deter-
mined by F . Assume that W1, . . . ,Wb are the Wi with Coxeter number h. Put
W ′ =W1 × . . .×Wb, W
′′ =Wb+1 × . . .×Wa. Then W =W
′ ×W ′′ and we have
a corresponding decomposition V = V ′ ⊕ V ′′.
Lemma 4. Assume that all Wi have the same Coxeter number h (i.e. W = W
′).
Then W is determined up to linear isomorphism by its degrees.
Proof. We use a number of explicit results contained in [6], in particular the
description of the degrees for the various types.
If h = 2 the all Wi are of type A1 and the Lemma is obvious. So assume h > 2.
A Coxeter number h occurs in the following classical types:
Ah−1, (if h is even) B 1
2
h and D 1
2
h+1 (notice that the Weyl groups of types Bl and
Cl are isomorphic).
In the exceptional types E6, E7, E8, F4, G2 the Coxeter numbers are, respectively,
12, 18, 30, 12, 6.
Inspection of the lists of degrees for the various irreducible Weyl groups shows
that the number of Wi of type Ah−1 equals the multiplicity m of 3 in the set of
degrees of W . Write W ≃ (Sh)
m ×W1, where W1 has no factor of type A. The
degrees of W1 can be read off from the degrees of W . If m > 0 an induction
shows that W1 is unique up to isomorphism.
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So we may assume that W has no factors of type A. Then h is even and the
number of factors of type B 1
2
h or D 1
2
h+1 equals the multiplicity of 4 in the set of
degrees. We can then reduce the proof to the two cases that the factors of W are
either of exceptional type or are of type B and D.
In the first case the number of factors of type E6 equals the multiplicity of 5
in the set of degrees. Discarding those factors we are left with the case that all
factors are of one of the types E7, E8, F4, G2. These cases are distinguished by
the value of the Coxeter number h.
Finally, if only types B and D occur the degrees are 2, 4, . . . , h, each with the
same multiplicity and 1
2
h + 1 with multiplicity equal to the number of factors of
type D. The number of factors of type B is then also determined.
This finishes the proof of Lemma 4.
We return to the general case. For 1 ≤ i ≤ b let ci be a Coxeter element of
Wi (of order h). Define c ∈ W
′ by c = (c1, . . . , cb) and let f be its characteristic
polynomial, as a linear map of V ′. Let F ′′ be the set of characteristic polynomials
for the Weyl group W ′′, acting in V ′′.
Lemma 5. The characteristic polynomials of the elements w ∈ W such that
dimV (w, ζh) = a(h) are the polynomials of the form fg where g ∈ F
′′.
Proof. Let w′′ ∈ W ′′. Using part (iii) of Lemma 3 one sees that
dimV ((c, w′′), ζh) = b = a(h).
Now let w = (w′, w′′) be such that dimV (w, ζh) = b. It follows from part (i) of
Lemma 1 that w′′ cannot have an eigenvalue ζh. Hence w
′ has an eigenvalue ζh
with multiplicity b. Write w′ = (c′1, . . . , c
′
b), where c
′
i ∈ Wi. Then c
′
i must have an
eigenvalue ζh in Vi, hence is conjugate to ci in Wi. So w
′ is conjugate to c in W ′.
It follows that the characteristic polynomial of w is asserted.
We can now prove the proposition. By Lemma 5 there is a unique polynomial in
F which has a root ζh with multiplicity b and a maximal number of eigenvalues
1, viz. f(t)(t − 1)dimV
′′
. By part (iii) of Lemma 3 f determines the degrees of
W ′. Lemma 4 then shows the uniqueness of W ′. Lemma 5 describes the set F ′′.
By an induction on the order of W we may assume that the uniqueness of W ′′
has been established. The Proposition follows.
Notes.
We remark here that theorem (III.5) holds even if we assume that the Weyl
groups W (H1) and W (H2) share the same set of elements up to conjugacy in
GLn(C), not just in GLn(Z). Thus theorem (III.6) is true under the weaker
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assumption that the groups H1 and H2 share the same set of maximal k-tori up
to k-isogeny, not just up to k-isomorphism.
Philippe Gille has recently proved ([15]) that the map ψ, described in lemma
(III.1), is surjective for any quasisplit semisimple group H . Therefore our main
theorem, Theorem (III.6), now holds for all fields k which admit cyclic extensions
of arbitrary degree.
CHAPTER IV
Orders of finite semisimple groups
This chapter reports the work done in [13]. Here we investigate the extent
to which a simply connected algebraic group H defined over a finite field Fq is
determined by the order of the finite group H(Fq). We describe the background of
this study in §16, cover the basic material in §17 and the other sections describe
the main work.
§16. Finite semisimple groups.
The theory of finite simple groups has enjoyed the attention of several math-
ematicians over decades. Emil Artin investigated if a finite simple group is de-
termined by its order. He proved in [2, 3] that if H1 and H2 are two finite simple
groups of the same order then they are isomorphic except for the pairs(
PSL4(F2),PSL3(F4)
)
and
(
PSO2n+1(Fq),PSp2n(Fq)
)
for n ≥ 3, q odd.
Artin proved this result for the finite simple groups that were known then. As
new finite simple groups were discovered, Tits ([41, 42, 43, 46, 47, 48]) verified
that the above examples are the only examples of order coincidence. One may
also look in [23] for an exposition of these proofs.
The aim of this chapter is to investigate the situation for the finite semisimple
groups. A finite semisimple group is defined to be the group of Fq-rational points
of a simply connected, split, semisimple algebraic group defined over Fq. By
lemma (II.10), the orders of the groups H(Fq) and H
′(Fq) are the same if H and
H ′ are isogenous, and since the simply connected group is unique in an isogeny
class, we concentrate only on the simply connected groups. It is easy to see
by simple examples that the order of H(Fq), for a semisimple simply connected
algebraic group H defined over Fq, does not determine the group H . Then one
wonders if all examples of the order coincidence in finite semisimple groups can
be explicitly described. We prove that it can be done under some mild conditions.
We feel that our list of examples of order coincidence in finite semisimple groups
is complete, i.e., the mild conditions can be removed, but we have not been to
prove it. We also give a geometric reasoning for the order coincidence.
Fix a finite field Fq and let H be a simply connected, split, semisimple alge-
braic group defined over Fq. Let W be the Weyl group of H and let d1, . . . , dm
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be the fundamental degrees of W counted with multiplicities. Let N denote half
the number of the roots of H . Then the order of the finite group H(Fq) is given
by the following formula:
|H(Fq)| = q
N(qd1 − 1)(qd2 − 1) · · · (qdm − 1).
We now compute the orders of H(Fq) for all split, simple, simply connected
Fq-groups. We refer to tables 1 and 2 for the information regarding the order of
Φ(H) and the fundamental degrees of W (H).
|An(Fq)| = q
n(n+1)/2(q2 − 1)(q3 − 1) · · · (qn+1 − 1), n ≥ 1,
|Bn(Fq)| = q
n2(q2 − 1)(q4 − 1) · · · (q2n − 1), n ≥ 2,
|Cn(Fq)| = q
n2(q2 − 1)(q4 − 1) · · · (q2n − 1), n ≥ 3,
|Dn(Fq)| = q
n(n−1)(q2 − 1)(q4 − 1) · · · (q2n−2 − 1)(qn − 1), n ≥ 4,
|G2(Fq)| = q
6(q2 − 1)(q6 − 1),
|F4(Fq)| = q
24(q2 − 1)(q6 − 1)(q8 − 1)(q12 − 1),
|E6(Fq)| = q
36(q2 − 1)(q5 − 1)(q6 − 1)(q8 − 1)(q9 − 1)(q12 − 1),
|E7(Fq)| = q
63(q2 − 1)(q6 − 1)(q8 − 1)(q10 − 1)(q12 − 1)(q14 − 1)(q18 − 1),
|E8(Fq)| = q
120(q2 − 1)(q8 − 1)(q12 − 1)(q14 − 1)(q18 − 1)(q20 − 1)
(q24 − 1)(q30 − 1).
The order of the group Cn(Fq) is the same as that of Bn(Fq) for all n ≥ 3 and for
all q, so we do not distinguish between these groups in this chapter. Note that
the groups Bn(Fq) and Cn(Fq) are isomorphic if and only if q is even ([23, Lemma
2.5]).
§17. Some preliminary lemmas.
Artin in [2, 3] obtained some estimates on the power of a prime that can
divide (qm − 1). We recall these results here.
Let φn(x) be the n-th cyclotomic polynomial and
Φn(x, y) = y
ϕ(n)φn(x/y)
be the corresponding homogeneous form. Let a, b be integers which are relatively
prime and which satisfy the inequality
|a| ≥ |b|+ 1 ≥ 2.
Fix a prime p which divides an − bn for some n. Then it is clear that p does not
divide any of a and b. Let f be the order of a/b modulo p. For a natural number
m, we put ordpm = α where p
α is the largest power of p dividing m. We call
pordpm the p-contribution to m. Since f | p− 1, we have ordpf = 0.
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(IV.1) Lemma (Artin [2, Lemma 1]). With above notations, we have the fol-
lowing rules:
(1) If p is odd:
ordpΦf (a, b) > 0, ordpΦfpi(a, b) = 1 for i ≥ 1
and in all other cases ordpΦn(a, b) = 0.
Therefore, we have
ordp(a
n − bn) =
{
0 if f ∤ n,
ordp(a
f − bf ) + ordpn otherwise.
(2) If p = 2, then f = 1 :
(a) If Φ1(a, b) = a− b ≡ 0 (mod 4), then ord2Φ2i(a, b) = 1 for i ≥ 1.
(b) If Φ2(a, b) = a + b ≡ 0 (mod 4), then ord2Φ2i(a, b) = 1 for i =
0, 2, 3, . . .
In all other cases ord2Φn(a, b) = 0.
(IV.2) Lemma (Artin [3, page 464]). Let α = (a−1)(a2−1) · · · (al−1) for some
integer a 6= 0 and let p1 be a prime dividing α. Let P1 be the p1-contribution to
α, i.e., let P1 be the highest power of p1 dividing α and let q be a prime power.
We have:
(1) If a = ±q, then P1 ≤ 2
l(q + 1)l.
(2) If a = q2, then P1 ≤ 4
l(q + 1)l.
(IV.3) Lemma (Artin [2, Corollary to Lemma 2]). If a > 1 is an integer and
n > 2 then there is a prime p which divides φn(a) but no φi(a) with i < n unless
n = 6 and a = 2.
The following lemma is easy to prove.
(IV.4) Lemma. If the inequality qn ≥ α(q + 1), where α is a fixed positive real
number, holds for a pair of positive integers (q1, n1), then it holds for all (q2, n2)
satisfying q2 ≥ q1 and n2 ≥ n1.
§18. Determining the finite field.
The first natural step in determining the field Fq is to determine its character-
istic. Observe that if we have two semisimple groupsH1 and H2 defined over finite
fields Fpr1
1
and Fpr2
2
respectively, such that |H1(Fpr1
1
)| = |H2(Fpr2
2
)| and p1 6= p2,
then either p1 fails to give the largest contribution to the order of H1(Fpr1
1
) or
p2 fails to give the largest contribution to the order of H2(Fpr2
2
). Therefore we
first obtain the description of the split semisimple algebraic groups H defined
over Fpr such that the p-contribution to the order of the group H(Fpr) is not
the largest. These groups are the only possible obstructions for determining the
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characteristic of the base field. Since we consider simply connected groups only,
every semisimple group considered in this paper is a direct product of (simply
connected) simple algebraic groups. Hence we need to describe simple algebraic
groups H defined over Fpr with the property that p does not contribute the largest
to the order of H(Fpr). We describe such groups in proposition (IV.5) and then
prove that under some mild conditions the characteristic of Fq can be determined
by the order of H(Fq). Once the characteristic is determined, we prove that the
field is determined in theorem (IV.8).
18.A. Determining the characteristic of the finite field. We remark
that the main tool in the proof of the following proposition is lemma (IV.1) which
is proved by Artin in [2]. Our proof of the following proposition is very much on
the lines of Artin’s proof of Theorem 1 in [3]. However, our result is for H(Fq),
the groups of Fq-rational points of a simple algebraic group H defined over Fq
whereas Artin proved the result for finite simple groups. The groups H(Fq) that
we consider here, are not always simple, because of the presence of (finite) center.
Therefore, we encounter slightly different groups than Artin did, and so we have
to sometime use different methods in our proof. Moreover, our list of groups
where the characteristic fails to contribute the largest to the order is different
than the list described by Artin in [3, Theorem 1].
(IV.5) Proposition. Let H be a split simple algebraic group defined over a finite
field Fq of characteristic p. If the p-contribution to the order of the finite group
H(Fq) is not the largest prime power dividing the order, then the group H(Fq) is:
(1) A1(Fq) for q ∈ {8, 9, 2
r, p} where 2r + 1 is a Fermat prime and p is a
prime of the type 2s ± 1 or
(2) B2(F3).
Moreover in all these cases, the p-contribution is the second largest prime power
dividing the order of the group H(Fq).
Proof : We refer to §16 for the orders of the finite groups H(Fq) where H is a split
simple group defined over Fq. Now, let H be one of the finite simple Fq-groups
and let p1 be a prime dividing the order of the finite group H(Fq) such that p1 ∤ q.
We use lemma (IV.2) to estimate P1, the p1-contribution to the order of H(Fq).
Depending on the type of H , we put the following values of a and l in lemma
(IV.2).
H An Bn, Dn G2 F4 E6 E7 E8
a q q2 q2 q2 q q2 q2
l n + 1 n 3 6 12 9 15
Now, suppose that the p-contribution to the order of the group H(Fq) is not
the largest, i.e., the power of q that appears in the formula for |H(Fq)| is smaller
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than P1 for some prime p1 ∤ q. Then, depending on the type of the group, we get
following inequalities from lemma (IV.2):
An : P1 ≤ 2
n+1(q + 1)n+1 =⇒ qn/2 < 2(q + 1),
Bn : P1 ≤ 4
n(q + 1)n =⇒ qn < 4(q + 1),
Dn : P1 ≤ 4
n(q + 1)n =⇒ qn−1 < 4(q + 1),
G2 : P1 ≤ 4
3(q + 1)3 =⇒ q2 < 4(q + 1),
F4 : P1 ≤ 4
6(q + 1)6 =⇒ q4 < 4(q + 1),
E6 : P1 ≤ 2
12(q + 1)12 =⇒ q3 < 2(q + 1),
E7 : P1 ≤ 4
9(q + 1)9 =⇒ q7 < 4(q + 1),
E8 : P1 ≤ 4
15(q + 1)15 =⇒ q8 < 4(q + 1).
In all the cases where the above inequalities of the type qm < α(q + 1) do not
hold, we get that p contributes the largest to the order of H(Fq). Observe that
the last four inequalities, i.e., the inequalities corresponding to the groups F4, E6,
E7 and E8 do not hold for q = 2 and hence by lemma (IV.4) they do not hold
for any q ≥ 2. Thus, for H = F4, E6, E7 and E8, the p-contribution to |H(Fq)| is
always the largest prime power dividing |H(Fq)|.
Similarly we obtain following table of the pairs of positive integers (q, n) where
the remaining inequalities fail. Then using lemma (IV.4), we know that for all
(q′, n′) with q′ ≥ q and n′ ≥ n, the contribution of the characteristic to the order
of the finite group H(Fq) is the largest. Therefore, we are left with the cases for
(q′, n′) such that q′ < q or n′ < n, which are to be checked. The adjoining table
shows the groups H(Fq) which are to be checked.
An q = 2 n ≥ 6 A3(F2), A3(F3), A3(F4), A3(F5),
q = 3, 4, 5 n ≥ 4 A4(F2), A5(F2),
q ≥ 7 n ≥ 3 A1(Fq), A2(Fq) ∀q,
Bn q = 2 n ≥ 4 B2(F2), B2(F3), B2(F4),
q = 3, 4 n ≥ 3 B3(F2),
q ≥ 5 n ≥ 2
Dn q = 2 n ≥ 5 D4(F2),
q ≥ 3 n ≥ 4
G2 q ≥ 5 G2(F2), G2(F3), G2(F4).
In all the cases other than A1(Fq) and A2(Fq), we can do straightforward cal-
culations and check that p contributes the largest to the order of every group
except for B2(F3). In the case of B2(F3), since |B2(F3)| = 2
7 · 34 · 5, the prime 3
indeed fails to give the largest contribution, however it gives the second largest
contribution to the order of the group. The cases of A1 and A2 over a general
finite field Fq are done in a different way.
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We first deal with the case of the group A2(Fq). Recall that
|A2(Fq)| = q
3(q2 − 1)(q3 − 1)
= q3(q2 + q + 1)(q + 1)(q − 1)2.
Let p1 ∤ q be a prime dividing the order of A2(Fq) and let P1 be the contribution
of p1 to |A2(Fq)|. Let f denote the order of q modulo p1. If f 6= 1, 2 or 3, then
the p1-contribution to (q
2 − 1)(q3 − 1) is 1. If f = 3 then p1 contributes only
to (q3 − 1), whereas if f = 2 then p1 contributes only to (q
2 − 1). Thus, it is
clear that in these cases, i.e., when f 6= 1, that the p1-contribution to the order
of A2(Fq) is not more than q
3.
Now we consider the case when f = 1. If p1 6= 2 or 3, then by lemma (IV.1),
P1 divides (q − 1)
2 which is less than q3. Thus we only have to check the cases
when p1 = 2 or p1 = 3. If f = 1 and p1 = 2 or 3, then P1 divides either 3(q− 1)
2,
2(q− 1)2 or 4(q+1). Thus, if q3 is not the largest prime power dividing |A2(Fq)|,
then q3 < P1 for some prime p1 6= p and hence we have
q3 < 3(q − 1)2, 2(q − 1)2 or 4(q + 1).
Again as above, we observe that none of the above inequalities is satisfied by
q ≥ 3, and then we check that the 2-contribution to the order of A2(F2) is the
largest one.
Now, for the group A1(Fq), we observe that for any prime p1 ∤ q, the p1-
contribution to the order of A1(Fq) divides q
2− 1 = (q+1)(q− 1). We make two
cases here.
Case (1), 2 ∤ q: In this case, both q + 1 and q − 1 are even. The 2-contribution
to one of the numbers q + 1 and q − 1 is 2, and the other number then must be
a power of 2 if q is not the largest prime power dividing |A1(Fq)|.
If q + 1 is a power of 2 then we have q + 1 = pr + 1 = 2s where p is the
characteristic of the group A1(Fq). If r is even, p
r would be a square and hence
s = 1. If r is odd, then p+ 1 divides pr + 1 and
pr + 1
p+ 1
= pr−1 − pr−2 + · · · − p + 1
is an odd divisor of pr + 1 = 2s, hence we have r = 1 and q = p = 2s − 1, a
Mersenne prime.
If q− 1 is a power of 2 then we have q− 1 = pr− 1 = 2s. It is clear that p− 1
divides pr− 1 = 2s and hence p = 2m+1 is a Fermat prime. If r = 1, then q = p.
If r = 2, then (p2 − 1)/(p − 1) = p + 1 is a power of 2. Thus p + 1 and p − 1
are both powers of 2, but their difference is 2. Hence p + 1 = 4, p − 1 = 2, i.e.,
p = 3, q = 9 and s = 3. If r > 2, then by lemma (IV.3), there is a prime divisor
of pr − 1 which does not divide p− 1, a contradiction.
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Case (2), 2 | q: In this case, q − 1 and q + 1 are both odd and hence they do
not have any common prime factor. If q is not the largest prime power dividing
|A1(Fq)|, then the largest prime power dividing |A1(Fq)| must be q+1. Let q = 2
r
and P1 = p
s
1 = 2
r +1. Here p1 is odd, and hence by lemma (IV.3), if s > 2, there
is a prime divisor of ps1−1 which does not divide p1−1, a contradiction. If s = 2,
2r = p21−1. Then both p1±1 are powers of two and hence we obtain that p1 = 3
and q = 23 = 8. If s = 1, p1 = 2
r + 1, a Fermat prime.
Thus, we have the result that if the p-contribution to the order of the group
H(Fpr), where H is a split simple algebraic group defined over the field Fpr , is
not the largest then the possibilities of H(Fpr) are: A1(Fq) where q ∈ {8, 9, 2
r, p}
where 2r + 1 is a Fermat prime and p is a prime of the type 2s ± 1, or the group
B2(F3).
In these cases, it can be checked that the contribution of the characteristic
to the order of the group H(Fq) is the second largest prime power dividing the
order. 
If H(Fq) is not one of the groups described in the above proposition, then
the characteristic of Fq contributes the largest to the order of H(Fq). Since every
(simply connected) semisimple algebraic group is a direct product of (simply
connected) simple algebraic groups, we get that whenever a finite semisimple
group H(Fq) does not have any of the above groups as direct factors, then the
characteristic of Fq contributes the largest to the order of H(Fq).
(IV.6) Theorem. Let H1 and H2 be two split semisimple simply connected al-
gebraic groups defined over finite fields Fq1 and Fq2 respectively. Let X denote
the set {8, 9, 2r, p} where 2r + 1 is a Fermat prime and p is a prime of the type
2s ± 1. Suppose that for i = 1, 2, A1 is not one of the direct factors of Hi when-
ever qi ∈ X and B2 is not a direct factor of Hi whenever qi = 3. Then, if
|H1(Fq1)| = |H2(Fq2)|, the characteristics of Fq1 and Fq2 are the same.
Proof : Let p1 and p2 be the respective characteristics of the fields Fq1 and Fq2.
For i = 1, 2 and any integer m, we denote the pi-contribution to m by Pi(m).
Since the groups mentioned in proposition (IV.5) do not occur as direct factors
of the semisimple groups Hi, we have
P1
(
|H1(Fq1)|
)
≥ P2
(
|H1(Fq1)|
)
and P2
(
|H2(Fq2)|
)
≥ P1
(
|H2(Fq2)|
)
.
Since |H1(Fq1)| = |H2(Fq2)|, we have
P1
(
|H1(Fq1)|
)
= P1
(
|H2(Fq2)|
)
and P2
(
|H1(Fq1)|
)
= P2
(
|H2(Fq2)|
)
.
This gives us that P1
(
|H1(Fq1)|
)
= P2
(
|H1(Fq1)|
)
. Since P1 and P2 are powers of
the primes p1 and p2 respectively, this implies that p1 = p2. 
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(IV.7) Remark. Since |A1(F9)| = |B2(F2)|, the above theorem is not true in
general. We feel that this is the only counter example, i.e., the conclusion of the
theorem (IV.6) is true without the hypothesis imposed there except that we must
exclude the case of H1 = A1 over F9 and H2 = B2 over F2, but we have not been
able to prove it.
18.B. Determining the finite field. Now, we come to the main result of
this section. Recall that if H is a split semisimple algebraic group of rank n
defined over a finite field Fq, then the order of H(Fq) is given by the formula,
|H(Fq)| = q
N (qd1 − 1)(qd2 − 1) · · · (qdm − 1)
where d1, d2, . . . , dm are the fundamental degrees of W (H), the Weyl group of H
and N is half the number of the roots of H . Incidentally, we also have
N =
∑
i
(di − 1).
(IV.8) Theorem. Let H1 and H2 be two split semisimple simply connected al-
gebraic groups defined over finite fields Fq1 and Fq2 of the same characteristic.
Suppose that the order of the finite groups H1(Fq1) and H2(Fq2) are the same,
then q1 = q2. Moreover the fundamental degrees (and the multiplicities) of the
Weyl groups W (H1) and W (H2) are the same.
Proof : Let p be the characteristic of the fields Fq1 and Fq2, and let q1 = p
t1 , q2 =
pt2 . Let the orders of the finite groups H1(Fq1) and H2(Fq2) be given by,
|H1(Fq1)| = (q1)
r (qr11 − 1) (q
r2
1 − 1) · · · (q
rn
1 − 1)
= (pt1)r
(
(pt1)r1 − 1
) (
(pt1)r2 − 1
)
· · ·
(
(pt1)rn − 1
)
|H2(Fq2)| = (q2)
s (qs12 − 1) (q
s2
2 − 1) · · · (q
sm
2 − 1)
= (pt2)s
(
(pt2)s1 − 1
) (
(pt2)s2 − 1
)
· · ·
(
(pt2)sm − 1
)
As remarked above, the integers ri and sj are the respective fundamental degrees
of the Weyl groups W (H1) and W (H2). Moreover the rank of the group H1 is n
and that of H2 is m. Further, we have
r =
n∑
i=1
(ri − 1) and s =
m∑
j=1
(sj − 1).
Since |H1(Fq1)| = |H2(Fq2)|, we have that
t1r = t2s
and
n∏
i=1
(
(pt1)ri − 1
)
=
m∏
j=1
(
(pt2)sj − 1
)
.(9)
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Assume that r1 ≤ r2 ≤ · · · ≤ rn and s1 ≤ s2 ≤ · · · ≤ sm. We treat both
the products in the equation (9) as polynomials in p and factor them into the
cyclotomic polynomials in p.
Let us assume for the time being that p 6= 2, so that we can apply lemma
(IV.3) to conclude that the cyclotomic polynomials appearing on both the sides
of the equation (9) are the same with the same multiplicities. Observe that on the
left hand side (LHS) the highest order cyclotomic polynomial is φt1rn(p) whereas
such a polynomial on the right hand side (RHS) is φt2sm(p). Since the cyclotomic
polynomials appearing on both the sides are the same, we have that t1rn = t2sm.
Thus, the polynomial pt1rn − 1, which is the same as the polynomial pt2sm − 1,
can be canceled from both the sides of the equation (9). Continuing in this way
we get that t1rn−k = t2sm−k for all k. This implies in particular that m = n.
Further
t1r = t2s =⇒
∑
i
t1(ri − n) =
∑
j
t2(sj − n).
But, by above observation, this gives us that t1n = t2n and hence t1 = t2, i.e.,
q1 = q2. Thus, the fields Fq1 and Fq2 are isomorphic.
Now, it also follows that ri = si for all i, i.e., the fundamental degrees of the
corresponding Weyl groups are the same.
Now, let p = 2. So, we have the equation
(2t1)r
n∏
i=1
(
(2t1)ri − 1
)
= (2t2)s
m∏
j=1
(
(2t2)sj − 1
)
.(10)
The only possible obstruction to the desired result in this case comes from the
equations
φ6(2) = 2
2 − 2 + 1 = 3 and φ2(2) = 2 + 1 = 3.
So, we can assume that the cyclotomic polynomials of order l 6= 1, 2, 3, 6 occur
on both the sides of above equation with the same multiplicities.
Let now φ6(2) divide the LHS of the equation and assume that it does not
divide the RHS. Since the polynomial φ6(2) divides the LHS, the polynomial 2
6−1
appears on the LHS. Since φ6(2) does not divide the RHS the prime factors of
26 − 1 = 32 · 7 must be adjusted by the polynomial (23 − 1)(22 − 1)2 in the RHS,
i.e., in the formula for |H2(F2t2 )|. Thus, a power of (2
6 − 1) in the LHS and
the same power of (23 − 1)(22 − 1)2 is the only obstruction. Other than these
polynomials, all the factors of type 2l − 1 occur in both the sides with the same
multiplicities.
Being a fundamental degree of a Weyl group, s1 > 1, so t2 = 1, q2 = 2.
Similarly since t1 divides 6, the possible values for q1 are 2, 2
2 and 23. We make
three cases depending on q1.
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Case (1). If q1 = 2, the equation (10) becomes
2r
n∏
i=1
(
2ri − 1
)
= 2s
m∏
j=1
(
2sj − 1
)
.
But then r = s and hence
∑
i(ri − 1) =
∑
j(sj − 1). Now, the term (2
6 − 1)
contributes 5 to r whereas the term (23 − 1)(22− 1)2 contributes only 4 to s. As
other factors are the same on both the sides, this is a contradiction. Hence the
factor (26 − 1) in LHS of the equation (10) must be adjusted by the same factor
in the RHS. Then we get that m = n and ri = si for all i.
Case (2). If q1 = 2
2, the equation (10) becomes
4r
n∏
i=1
(
4ri − 1
)
= 2s
m∏
j=1
(
2sj − 1
)
.
Then, we get that 2r = s and hence
∑
i 2(ri − 1) =
∑
j(sj − 1). Now, the term
(26 − 1) = (43 − 1) contributes 2 to r, i.e., 4 to 2r and the term (23− 1)(22− 1)2
contributes 4 to s. Since, other factors of type 2k− 1 are the same on both sides,
the contribution of each sj = 2rij is 2rij − 1 to s whereas ri contributes 2ri − 2
to 2r. This is a contradiction, unless there are no other factors. But since 2 is
always a fundamental degree for W (H) for any split simple group H , we have
(42 − 1) in the LHS. Thus, we again get that the factor 26 − 1 is adjusted by the
same factor in the RHS also.
Case (3). If q1 = 2
3, the equation (10) becomes
8r
n∏
i=1
(
8ri − 1
)
= 2s
m∏
j=1
(
2sj − 1
)
.
As above we have 3r = s and therefore
∑
i 3(ri−1) =
∑
j(sj−1). Now, the term
(26−1) = (82−1) contributes 1 to r, i.e., 3 to 3r, whereas the term (23−1)(22−1)2
contributes 4 to s. Since, other factors of type 2k− 1 are the same on both sides,
the contribution of each sj = 3rij is 3rij − 1 to s whereas ri contributes 3ri − 3
to 3r. Thus 3r < s and this is a contradiction. Hence the factors φn(2) must be
the same on both the sides of the equation (10).
This completes the proof. 
(IV.9) Theorem. Let H1 and H2 be two split semisimple simply connected alge-
braic groups defined over a finite field Fq. If the orders of the finite groups H1(Fq)
and H2(Fq) are the same then the orders of H1(Fq′) and H2(Fq′) are the same for
any finite extension Fq′ of Fq.
Proof : Let H1, H2 be split semisimple algebraic groups defined over Fq. By
theorem (IV.8), we have that if |H1(Fq)| = |H2(Fq)| then the fundamental degrees
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of the Weyl groupsW (H1) and W (H2) are the same with the same multiplicities.
Then the formulae for the orders of the groups H1(Fq) and H2(Fq) are the same
as polynomials in q. Hence the orders of the groups H1(Fq′) and H2(Fq′) are the
same for any finite extension Fq′ of Fq. 
§19. Pairs of order coincidence.
We fix a finite field Fq and all the algebraic groups considered in this section
are assumed to be defined over Fq. In this section, we concentrate on the pairs
of order coincidence. We define a pair of order coincidence to be a pair of split
semisimple groups (H1, H2), such that the orders of the groupsH1(Fq) andH2(Fq)
are the same. We want to understand the reason behind the coincidence of these
orders and to characterize all possible pairs of order coincidence (H1, H2). We
know by theorem (IV.8), that for such a pair (H1, H2), the fundamental degrees
of the corresponding Weyl groups, W (H1) and W (H2), must be the same with
the same multiplicities. We now make following easy observations which follow
from the basic theory of the Weyl groups ([19]).
(IV.10) Remark. Let H1 and H2 be two split semisimple simply connected al-
gebraic groups over a finite field Fq such that the groups H1(Fq) and H2(Fq) have
the same order. Then we have:
(1) The rank of the group H1 is the same as the rank of H2.
(2) The number of direct simple factors of the groups H1 and H2 is the same.
(3) If one of the groups, say H1, is simple, then so is H2 and either H1 is
isomorphic to H2.
(We remind the reader once again that we do not distinguish between the groups
of type Bn and Cn.)
Next natural step would be to look at the pairs of order coincidence in the
case of groups each having two simple factors. We characterize such pairs in the
following theorem. For a Weyl group W , we denote the collection of fundamental
degrees of W by d(W ).
(IV.11) Theorem. Let H1 and H2 be split semisimple simply connected alge-
braic groups each being a direct product of exactly two simple algebraic groups.
Assume that H1 and H2 do not have any common simple direct factor. Then the
pairs (H1, H2) such that |H1(Fq)| = |H2(Fq)| are exhausted by the following list:
(1) (A2n−2Bn, A2n−1Bn−1) for n ≥ 2, with the convention that B1 = A1,
(2) (An−2Dn, An−1Bn−1) for n ≥ 4,
(3) (Bn−1D2n, B2n−1Bn) for n ≥ 2, with the convention that B1 = A1,
(4) (A1A5, A4G2),
(5) (A1B3, B2G2),
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(6) (A1D6, B5G2),
(7) (A2B3, A3G2) and
(8) (B23 , D4G2).
Proof : Let H1 = H1,1 × H1,2 and H2 = H2,1 × H2,2 where Hi,j are split simple
algebraic groups. We denote W (Hi) by Wi and W (Hi,j) by Wi,j.
Since the orders of the groups |H1(Fq)| and |H2(Fq)| are the same, by theorem
(IV.8), the fundamental degrees of the Weyl groupsW1 andW2 are the same with
the same multiplicities. Moreover for i = 1, 2, we have Wi =Wi,1 ×Wi,2.
The general philosophy of the method is as follows. Let the largest funda-
mental degree of Wi,1 be greater than or equal to the largest fundamental degree
of Wi,2. Once we fix a positive integer n to be the largest fundamental degree
of W1 (which is the same as the largest fundamental degree of W2), we have a
finite set of choices for H1,1 and H2,1. Then we fix one choice each for H1,1 and
H2,1, and compare the fundamental degrees of W1,1 and W2,1. Since H1,1 6= H2,1
the collections d(W1,1) and d(W2,1) are different. The fundamental degrees of
W1,1 that do not occur in d(W2,1) must occur in the collection d(W2,2) and simi-
larly the fundamental degrees of W2,1 that do not occur in d(W1,1) must occur in
the collection d(W1,2). Moreover the fundamental degrees of W1,2 and W2,2 are
bounded above by n. This gives us further finitely many choices for the groups
H1,2 and H2,2. Then we simply verify the equality of the collections d(W1) and
d(W2). If the collections are equal, we get a coincidence of orders (H1, H2).
Let n be the maximum of the fundamental degrees of W1. Suppose that n
is the maximum fundamental degree of W1,1. Then depending on n, we have
following choices for the group H1,1:
n = 4 A3, B2.
n = 6 A5, B3, D4, G2.
n = 12 A11, B6, D7, F4, E6.
n = 18 A17, B9, D10, E7.
n = 30 A29, B15, D16, E8.
n = 2 or n odd An−1.
n = 2m, m 6∈ {1, 2, 3, 6, 9, 15} A2m−1, Bm, Dm+1.
Let n = 4. Let us assume that H1,1 = A3. Since the groups H1 and H2 do
not have any common simple direct factor, A3 is not a factor of H2. Therefore,
one of the H2,j, say H2,1 is B2. Then we have
d(W1,1) = {2, 3, 4} and d(W2,1) = {2, 4}.
Thus, 3 is a fundamental degree of W2,2 and the maximum of the fundamental
degrees of W2,2 is less than or equal to 4, hence H2,2 = A2. Then, since d(W1) =
d(W2), the only possibility for the collection d(W1,2) is {2} and we get that
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H1,2 = A2. This gives us the order coincidence
(A1A3, A2B2).
Let n = 6. We make several cases depending on the choice of H1,1.
Case (1): Let H1,1 = G2. Since H1 and H2 do not have any common direct simple
factor, G2 is not a direct factor of H2. Then one of the factors of H2, say H2,1 is
one of the groups A5, B3 and D4.
Suppose H2,1 = D4. Then we have
d(W1,1) = {2, 6} and d(W2,1) = {2, 4, 4, 6}.
Since the collections d(W1) and d(W2) are the same, we have that {4, 4} must
be a subcollection of d(W1,2). But then H1,2 = D4 since the collection d(W1,2) is
bounded above by 6. But this is a contradiction, as H1 and H2 do not have any
common simple direct factor.
Suppose H2,1 = B3. Then we have
d(W1,1) = {2, 6} and d(W2,1) = {2, 4, 6}.
Therefore 4 ∈ d(W1,2) and the collection d(W1,2)−{4} is also a valid collection of
fundamental degrees, in fact, it is the collection d(W2,2). Moreover the maximum
of the collection d(W1,2) is less than or equal to 6. This gives us the possible
choices for H1,2 as D4, B2, A3 and the corresponding pairs of order coincidence
are
(G2D4, B
2
3), (G2B2, B3A1) and (G2A3, B3A2).
Finally suppose H2,1 = A5. Then we have
d(W1,1) = {2, 6} and d(W2,1) = {2, 3, 4, 5, 6}.
Therefore {3, 4, 5} is a subcollection of d(W1,2), thus implying that H1,2 = A4
since the maximum of fundamental degrees of W1,2 is less than or equal to 6.
This gives us another order coincidence
(G2A4, A5A1).
Case (2): Now we let H1,1 = D4. We can assume that G2 is not one of the simple
factors of H2, thanks to the case above, therefore we have B3 and A5 as the only
possible choices for H2,1.
Suppose H2,1 = A5. Then we have
d(W1,1) = {2, 4, 4, 6} and d(W2,1) = {2, 3, 4, 5, 6}.
Then 5 ∈ d(W1,2) and therefore 4 ∈ d(W1,2). Thus, we have that 4 occurs with
multiplicity 3 in d(W1) = d(W2). Since the multiplicity of 4 in d(W2,1) is 1, the
same in d(W2,2) is 2. But then H2,2 is D4, since the set d(W2) is bounded above
by 6. This is a contradiction since H1 and H2 do not have any common factor.
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Suppose H2,1 = B3. Then we have
d(W1,1) = {2, 4, 4, 6} and d(W2,1) = {2, 4, 6}.
Therefore 4 ∈ d(W2,2) such that d(W2,2)− {4} = d(W1,2). This gives us possible
choices of H2,2 as B2, A3 and we get following pairs of order coincidence:
(D4A1, B3B2) and (D4A2, B3A3).
Case (3): Finally we let H1,1 = B3. We now assume that G2 and D4 do not
appear as factors, therefore H2,1 = A5. Then we have
d(W1,1) = {2, 4, 6} and d(W2,1) = {2, 3, 4, 5, 6}.
Therefore {3, 5} ⊆ d(W1,2) and d(W1,2) − {3, 5} = d(W2,2). This implies that
H1,2 = A4 and H2,2 = B2, and the order coincidence we get is
(B3A4, A5B2).
This completes the case for n = 6.
We follow the same method for other cases and get the required result. 
Observe that in the above theorem, we have three infinite families of pairs,
(A2n−2Bn, A2n−1Bn−1), (An−2Dn, An−1Bn−1) and (Bn−1D2n, B2n−1Bn).
If we consider the following pairs given by the first two infinite families:
(H1, H2) = (A2n−2Bn, A2n−1Bn−1) and (H3, H4) = (A2n−2D2n, A2n−1B2n−1)
then
(H1H4, H2H3) = (A2n−2A2n−1BnB2n−1, A2n−1A2n−2Bn−1D2n).
This implies that (B2n−1Bn, Bn−1D2n) is also a pair of order coincidence and this
is precisely our third infinite family! Thus, the third infinite family of pairs of
order coincidence can be obtained from the first two infinite families.
Similarly if we consider
(H1, H2) = (A2D4, A3B3) and (H3, H4) = (A2B3, A3G2),
then we get the pair (B23 , D4G2) from the pair (H2H3, H1H4).
Similarly we observe that
(A1B3, B2G2) can be obtained from (A1A3, A2B2) and (A2B3, A3G2),
(A1A5, A4G2) can be obtained from (A4B3, A5B2) and (A1B3, B2G2),
(A1D6, B5G2) can be obtained from (A4D6, A5B5) and (A1A5, A4G2).
We record our observation as a remark below.
(IV.12) Remark. All pairs of order coincidence described in theorem (IV.11)
can be obtained from the following pairs:
(1) (A2n−2Bn, A2n−1Bn−1) for n ≥ 2, with the convention that B1 = A1,
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(2) (An−2Dn, An−1Bn−1) for n ≥ 4, and
(3) (A2B3, A3G2).
These pairs are quite special, in the sense that they admit a geometric rea-
soning for the coincidence of orders. We describe it in the last section, §21.
If we do not restrict ourselves to the groups having exactly two simple factors,
then we also find the following pairs (H1, H2) involving other exceptional groups:
(A1B4B6, B2B5F4), (A4G2A8B6, A3A6B5E6), (A1B7B9, B2B8E7),
and (A1B4B7B10B12B15, B3B5B8B11B14E8).
One now asks a natural question whether these four pairs, together with the pairs
described in the remark (IV.12), generate all possible pairs of order coincidence.
We make this question more precise in the next section and answer it in the
affirmative.
§20. On a group structure on pairs of order coincidence.
Fix a finite field Fq. Let A be the set of ordered pairs (H1, H2) of order
coincidence of split semisimple algebraic groups defined over the field Fq. We
define an equivalence relation on A by saying that an element (H1, H2) ∈ A is
related to (H ′1, H
′
2) ∈ A, denoted by (H1, H2) ∼ (H
′
1, H
′
2), if and only if there
exist two split semisimple algebraic groups H and K defined over Fq such that
H ′1 ×K = H1 ×H and H
′
2 ×K = H2 ×H.
It can be checked that ∼ is an equivalence relation. We denote the set of equiva-
lence classes, A/ ∼, by G and the equivalence class of an element (H1, H2) ∈ A
is denoted by
[
(H1, H2)
]
. This set G describes all pairs of order coincidence
(H1, H2) where the split semisimple (simply connected) groups Hi do not have
any common direct simple factor.
We put a binary operation on G given by[
(H1, H2)
]
◦
[
(H ′1, H
′
2)
]
=
[
(H1 ×H
′
1, H2 ×H
′
2)
]
.
It is easy to see that the above operation is well defined modulo the equivalence
that we have introduced. The set G is obviously closed under ◦ which is an
associative operation. The equivalence class
[
(H, H)
]
acts as the identity and[
(H1, H2)
]−1
=
[
(H2, H1)
]
. Thus G is an abelian torsion-free group. Since the
first two infinite families described in the remark (IV.12) are independent, the
group G is not finitely generated.
Let G ′ be the subgroup of G generated by following elements.
(1) Bn =
[
(A2n−2Bn, A2n−1Bn−1)
]
for n ≥ 2, with the convention that
B1 = A1,
(2) Dn =
[
(An−2Dn, An−1Bn−1)
]
for n ≥ 4,
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(3) G2 =
[
(A2B3, A3G2)
]
,
(4) F4 =
[
(A1B4B6, B2B5F4)
]
,
(5) E6 =
[
(A4G2A8B6, A3A6B5E6)
]
,
(6) E7 =
[
(A1B7B9, B2B8E7)
]
,
(7) E8 =
[
(A1B4B7B10B12B15, B3B5B8B11B14E8)
]
.
(For a group such as Bn, we use Bn to denote a pair (H1, H2) in which Bn appears
with the largest fundamental degree.)
(IV.13) Lemma. Let n be a positive integer. Let H1 and H2 be split, simply
connected, simple algebraic groups such that the Weyl groups W (H1) and W (H2)
have the same highest fundamental degree and it is equal to n. Then there is an
element in G ′ which can be represented as the equivalence class of a pair (K1, K2)
of order coincidence such that for i = 1, 2, Hi is one of the simple factors of Ki
and for any other simple factor H ′i of Ki the highest fundamental degree of W (H
′
i)
is less than n.
Proof : We prove this lemma by explicit calculations. If n is odd or n = 2,
there is nothing to prove as there is only one group, An−1, with n as the highest
fundamental degree. Further, the groups A3 and B2 are the only groups with 4
as the highest fundamental degree and B2 =
[
(A2B2, A3B1)
]
is an element of the
group G ′ where A3 and B2 appear as factors on either sides and all other simple
groups that appear have highest fundamental degree less than 4.
If n = 2m for m > 2 and m 6∈ {3, 6, 9, 15}, then A2m−1, Bm and Dm+1 are
the only groups with n as the highest fundamental degree. Consider following
elements of G ′:
Bm =
[
(A2m−2Bm, A2m−1Bm−1)
]
, Dm+1 =
[
(Am−1Dm+1, AmBm)
]
and Dm+1 ◦ Bm =
[
(Am−1A2m−2Dm+1, AmA2m−1Bm−1)
]
.
The element Bm contains the simple groups A2m−1 and Bm on its either sides and
other simple groups appearing in Bm have highest fundamental degree less than
2m. Similarly the elements Dm+1 and Dm+1Bm are the required elements of G
′
for the pairs {Dm+1, Bm} and {A2m−1, Dm+1}.
Now, we consider the cases when n = 6, 12, 18, 30. These cases involve excep-
tional groups. We have following elements of G ′ for the corresponding pairs:
B3 =
[
(A4B3, A5B2)
]
for the pair
{
B3, A5
}
,
D4 =
[
(A2D4, A3B3)
]
for the pair
{
D4, B3
}
,
G2 =
[
(A2B3, A3G2)
]
for the pair
{
B3, G2
}
,
D4 ◦ G2 =
[
(A22D4, A
2
3G2)
]
for the pair
{
D4, G2
}
,
B3 ◦ D4 =
[
(A2A4D4, A3A5B2)
]
for the pair
{
D4, A5
}
,
G2 ◦ B
−1
3 =
[
(A2A5B2, A3A4G2)
]
for the pair
{
A5, G2
}
.
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In the same way, we give following elements of the group G ′ for all possible simple
groups having highest fundamental degree 12, 18 and 30.
n = 12
pair element of G ′{
B6, D7
}
D7 =
[
(A5D7, A6B6)
]{
B6, A11
}
B6 =
[
(A10B6, A11B5)
]{
B6, F4
}
F4 =
[
(A1B4B6, B2B5F4)
]{
B6, E6
}
E6 =
[
(A4G2A8B6, A3A6B5E6)
]{
D7, A11
}
B6 ◦ D7{
D7, F4
}
D7 ◦ F4{
D7, E6
}
D7 ◦ E6{
A11, F4
}
B−16 ◦ F4{
A11, E6
}
B−16 ◦ E6{
F4, E6
}
F−14 ◦ E6
n = 18
pair element of G ′{
B9, D10
}
D10 =
[
(A8D10, A9B9)
]{
B9, A17
}
B9 =
[
(A16B9, A17B8)
]{
B9, E7
}
E7 =
[
(A1B7B9, B2B8E7)
]{
D10, A17
}
B9 ◦ D10{
D10, E7
}
D10 ◦ E7{
A17, , E7
}
B−19 ◦ E7
n = 30
pair element of G ′{
B15, A29
}
B15 =
[
(A28B15, A29B14)
]{
B15, D16
}
D16 =
[
(A14D16, A15B15)
]{
B15, E8
}
E8 =
[
(A1B4B7B10B12B15, B3B5B8B11B14E8)
]{
D16, A29
}
B15 ◦ D16{
D16, E8
}
D16 ◦ E8{
A29, E8
}
B−115 ◦ E8
This completes the proof of the lemma. 
(IV.14) Theorem. The groups G and G ′ are the same.
In other words, the group G is generated by the following elements:
(1)
[
(A2n−2Bn, A2n−1Bn−1)
]
for n ≥ 2 with the convention that B1 = A1,
(2)
[
(An−2Dn, An−1Bn−1)
]
for n ≥ 4,
(3)
[
(A2B3, A3G2)
]
,
(4)
[
(A1B4B6, B2B5F4)
]
,
(5)
[
(A4G2A8B6, A3A6B5E6)
]
,
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(6)
[
(A1B7B9, B2B8E7)
]
,
(7)
[
(A1B4B7B10B12B15, B3B5B8B11B14E8)
]
.
Proof : Let
[
(H1, H2)
]
∈ G. By theorem (IV.8), the fundamental degrees of the
Weyl groups W (H1) and W (H2) are the same with the same multiplicities. Let
n be the highest fundamental degree of W (H1) which is the same as the highest
fundamental degree of W (H2). For i = 1, 2, let Ki be one of the simple factors
of Hi such that n is the highest fundamental degree of W (Ki). Then by previous
lemma, there exists an element
[
(H ′1, H
′
2)
]
∈ G ′ such that Ki are the simple
factors of H ′i and the other simple factors of H
′
i have highest fundamental degree
less than n. Thus, the element
[
(H1H
′
2, H2H
′
1)
]
is an element of the group G and
the multiplicity of Ki in either sides of this element is now reduced by 1. This
way, we cancel all the simple factors having n as the highest fundamental degree
and then the result is obtained by induction. 
§21. A geometric reasoning.
Here we explain how a transitive action of compact Lie groups is related to
the coincidence of orders. The exposition is based on [16, Chapter 2, page 121].
Suppose H is a compact simply connected Lie group acting transitively on a
compact manifold X = H/H1 with H1 connected. Suppose that H2 is a closed
connected Lie subgroup of H and that the action of H on X when restricted to
H2 remains transitive. Then X = H/H1 = H2/(H1 ∩ H2). By looking at the
homotopy exact sequence for the fibration 1 → H ′ → H → H/H ′ → 1 for any
closed subgroup H ′ of H ,
π1(H
′) −−−→ π1(H) −−−→ π1(H/H
′) −−−→ π0(H
′),
we find that H/H ′ is simply connected if and only if H ′ is connected. Therefore
X = H/H1 is simply connected and hence if X = H2/(H1 ∩H2) with H2 simply
connected, H1 ∩H2 is connected.
We now assume that there is an analogue of the action of H on X over finite
fields, which we now take to be all defined over Fq. By Lang’s theorem (II.4) if
H1 is connected then
|(H/H1)(Fq)| =
|H(Fq)|
|H1(Fq)|
.
Therefore for the equality of spaces H/H1 andH2/(H1∩H2), with H1, H2, H1∩H2
connected, we find that
|H(Fq)| · |(H1 ∩H2)(Fq)| = |H1(Fq)| · |H2(Fq)|.
Thus transitive action of compact Lie groups gives rise to coincidence of orders
of finite semisimple groups.
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We call an ordered 3-tuple (H,H1, H2), as discussed above, a triple of inclusion
of transitive actions. We first classify all such triples of inclusion of transitive
actions and explain the geometric reasoning behind the order coincidence for the
first three pairs described in theorem (IV.14). We note some observations.
(IV.15) Remark. Let (H,H1, H2) be a triple of inclusion of transitive actions,
where H, H1 and H2 are compact Lie groups such that H1 is a subgroup of H
and the natural action of H1 on H/H2 is transitive. Then
(1) H = H1H2 [16, Lemma 4.1, page 138] and
(2) either H1 or H2 has the same maximal exponent as the maximal exponent
of the group H [16, Corollary 2, page 143].
(We recall that a natural number a is an exponent of a compact Lie group H if
and only if a + 1 is a fundamental degree of the Weyl group of H .)
Therefore to classify the inclusions among the transitive actions, equivalently
to determine the triples (H,H1, H2) of inclusion of transitive actions, it would be
desirable to classify the subgroups of a given Lie group of the maximal exponent.
We restrict ourselves to the case when H is a simple Lie group.
(IV.16) Theorem (Onishchik, [30]). Let H be a connected simple compact Lie
group and H1 be a compact Lie subgroup of H having the same maximal exponent
as that of H. Then, the pairs H1 ⊆ H are exhausted by the following list:
Spn ⊂ SU2n (n > 1), G2 ⊂ SO7, SO2n−1 ⊂ SO2n (n > 3),
Spin7 ⊂ SO8, G2 ⊂ SO8, F4 ⊂ E6.
Now, we classify the triples (H,H1, H2), of inclusion of transitive actions,
where H is a simple Lie group.
(IV.17) Theorem (Onishchik, [30]). The triples (H,H1, H2) of inclusion of tran-
sitive actions where the group H is simple are the following ones:
H H1 H2 H1 ∩H2
SU2n (n ≥ 2) Spn SU2n−1 Spn−1
SO2n (n ≥ 4) SO2n−1 SUn SUn−1
SO4n (n ≥ 2) SO4n−1 Spn Spn−1
SO7 G2 SO6 SU3
SO7 G2 SO5 SU2
SO8 Spin7 SO7 G2
SO8 Spin7 SO6 SU3
SO8 Spin7 SO5 SU2
SO16 SO15 Spin9 Spin7
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Observe that the exponents of the groups H × (H1 ∩ H2) and H1 × H2 are
the same in all above cases. Hence
(
H × (H1 ∩H2), H1 ×H2
)
is a pair of order
coincidence for us. The pairs described in the remark (IV.12) occur in the above
descriptions. We can, in fact, give an explicit description of the inclusion among
the transitive actions corresponding to the pairs given in the remark (IV.12).
The groups On, Un and Spn act on the spaces R
n, Cn and Hn, respectively, in
a natural way. By restricting this action to the corresponding spheres, we get that
the groups On, Un and Spn act transitively on the spheres S
n−1, S2n−1 and S4n−1,
respectively. By fixing a point in each of the spheres, we get the corresponding
stabilisers as On−1 ⊂ On, Un−1 ⊂ Un and Spn−1 ⊂ Spn.
By treating the space Cn = R2n, we obtain an inclusion of transitive actions
Un ⊂ O2n, with both the groups acting transitively on S
2n−1. Since S2n−1 is
connected, the actions of SUn ⊂ Un and SO2n ⊂ O2n on S
2n−1 remain transitive.
Thus we get an inclusion of actions SUn ⊂ SO2n and the corresponding stabilisers
are SUn−1 ⊂ SO2n−1. Thus, we get a triple (SO2n, SUn, SO2n−1) or equivalently
we get a pair of order coincidence as (DnAn−2, An−1Bn).
Similarly, by treating Hn as C2n and repeating the above arguments, we
get the inclusion of transitive actions Spn ⊂ SU2n, acting on the sphere S
4n−1,
with Spn−1 ⊂ SU2n−1 as the corresponding stabilisers. This gives us the triple
(SU2n, Spn, SU2n−1) and the pair of order coincidence (A2n−1Bn−1, BnA2n−2).
Thus, we get the two infinite families described in the remark (IV.12). The
remaining pair of order coincidence, (A1B3, B2G2), can be obtained in a similar
way by considering the natural inclusion G2 ⊂ SO7. These groups act transi-
tively on the sphere S6 and the corresponding stabilisers are SU3 and SO6. We
observe that SO6 is isomorphic to SL4, therefore the triple (SO7, G2, SO6) gives
us (A2B3, A3G2) as the corresponding pair of order coincidence.
Notes.
It would be interesting to know if the pairs (4) to (7) of theorem (IV.14)
involving exceptional groups are also obtained in this geometric way.
CHAPTER V
Excellence properties of F4
This is the last chapter of this thesis. Here we report the work done in [14].
The sections §22, 23 cover the basic material and the last section contains the
proof of the main theorem. We also give an easier proof of the main theorem,
given by an anonymous referee.
§22. Excellence of linear algebraic groups.
Let G be an algebraic group defined over a field k. We say that G is an
excellent group if for any extension L of k there exists an algebraic group H
defined over k such that H ⊗k L is isomorphic to the anisotropic kernel of the
group G ⊗k L. This notion was introduced by Kersten and Rehmann ([22]) in
analogy with the notion of excellence of quadratic forms introduced and studied
by Knebusch ([24, 25]). The excellence properties of some groups of classical type
have been studied in [20, 22].
It can be seen that a group of type G2 is excellent over a field k. Indeed,
the group of type G2 is either anisotropic or it is split ([40, Proposition 17.4.2]).
Therefore the anisotropic kernel of this group over any extension is either the
whole group or it is trivial, and hence it is always defined over the base field. We
prove in this chapter that a group of type F4 is also excellent over any field of
characteristic other than 2 and 3.
Let k be a field of characteristic other than 2 and 3. Let G be a group of
type F4 defined over k and let L be an extension of k. It is known that G can be
described as the group of automorphisms of an Albert algebra, A, defined over k
(Theorem I.8). If the split rank of the group G⊗k L is 0 or 4, then the respective
anisotropic kernels, being either the whole group G⊗k L or the trivial subgroup,
are defined over k. If the group G ⊗k L has split rank 1 for an extension L/k,
then the corresponding Albert algebra over L can be described as the algebra of
3 × 3 hermitian matrices over an octonion algebra, say C, defined over L. We
prove that the anisotropic kernel of the group G ⊗k L is defined in terms of the
norm form of the octonion algebra C. Since the octonion algebra C is defined
over k (cf. [32, Theorem 1.8]), it follows that the anisotropic kernel of G⊗k L is
defined over k. Thus the group G is an excellent group over k.
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§23. Albert algebras and groups of type F4.
We fix a field k of characteristic other than 2 and 3 for this section. An
Albert algebra defined over k is a (non-associative) k-algebra A such that A⊗k k
is isomorphic to the split Albert algebra H(C; Γ) for the split octonion algebra C
defined over k and for some diagonal Γ ∈ M3(k). These algebras are important
because they describe the simple groups of type F4 and E6.
By Tits’ classification ([44]), we know that the possibilities for the split ranks
of a group of type F4 are 0, 1 or 4. The anisotropic kernel in each type is the
anisotropic group of the type described by the Dynkin diagram obtained by re-
moving the special vertices denoted by •. A group of type F4 of split rank i is
denoted by F4,i, for i = 0, 1, 4.
The group F4,0: >❝ ❝ ❝ ❝.
This group is anisotropic and hence the anisotropic kernel of this group is the
group F4,0 itself.
The group F4,4: >• • • •.
This group is split, therefore the anisotropic kernel of this group is trivial.
The group F4,1: >❝ ❝ ❝ •.
This group has a split torus of dimension 1. Once we remove the special
vertex from the above Dynkin diagram, we get the Dynkin diagram of type B3.
Hence the anisotropic kernel of F4,1 is an anisotropic group of type B3.
We now compute the anisotropic kernel of the group F4,1 explicitly. It is
known that if the split rank of the k-group Autk(A) is nonzero, then the Albert
algebra A is reduced, i.e., it has an idempotent 6= 0, 1. Further, a reduced Albert
algebra A defined over k is k-isomorphic to H(C; Γ) for some octonion algebra C
defined over k and for some diagonal matrix Γ ∈ GL3(k) ([40, Theorem 17.6.7]).
More precisely, we have
(V.1) Proposition ([1, Theorem 6]). Let k be a field of characteristic other than
2 and 3, and let G be a group of type F4 defined over k whose k-rank is 1. Then
the group G can be described as the automorphism group of an Albert algebra
A = H(C; 1,−1, 1) where C is a division octonion algebra defined over k.
We fix an Albert algebra A = H(C; 1,−1, 1) for a division octonion algebra C
defined over k. Let Q denote the norm form on A and let 〈·, ·〉 be the associated
bilinear form. We denote the group Autk(A) by G, which is a group of type F4
whose k-rank is 1. To compute Gan, we need the description of a maximal torus
in G which has a rank 1 split subtorus.
Observe that there is a map φ : SO(1,−1, 1) → Gwhich sendsX ∈ SO(1,−1, 1)
to the automorphism of A given by θ 7→ XθX−1 ([31, Lemma 5.1]). The group
SO(1,−1, 1) is a k-split group. Indeed, it contains the following 1-dimensional
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split torus,
T =



a b 0b a 0
0 0 1

 ∈ GL3 : a2 − b2 = 1

 .
The kernel of the map φ is finite, hence the image of the torus T under the
map φ is a 1-dimensional split torus in G. We prove that this torus φ(T ) can be
embedded in a certain subgroup of G of type B4 and so the anisotropic kernel,
Gan can be described as the anisotropic kernel of the same subgroup.
(V.2) Lemma. There exists a primitive idempotent u ∈ A such that Gan, the
anisotropic kernel of the group G, is the same as the anisotropic kernel of the
subgroup Gu of G, consisting of those automorphisms of A that fix u.
Proof : Define u to be the idempotent
0 0 00 0 0
0 0 1

 ∈ A.
Since Q(u) := tr(u2)/2 = 1/2, u is a primitive idempotent. Let Gu denote the
subgroup of G consisting of the automorphisms of A which fix u. This subgroup
Gu is isomorphic to the group Spin(Q,E0) ([40, Proposition 7.1.6]), where
E0 :=
{
x ∈ A : 〈x, 1〉 = 〈x, u〉 = 0, ux = 0
}
.
It can be easily seen that the space E0 is given by:
E0 =



 x c 0−c −x 0
0 0 0

 ∈ A

 ∼−→ k ⊕ C.
Thus, the space E0 is a 9-dimensional vector space over k and hence the group
Spin(Q,E0) is a group of type B4. The quadratic form on E0 is given by
(x, c) 7→ x2 − cc = x2 −N(c),
where N denotes the norm form of C. It can be seen that the torus φ(T ) fixes
the idempotent u, therefore φ(T ) is contained in Gu. It is a group of k-rank 1,
as it contains the torus φ(T ). By Tits classification ([44, page 55, 56]), we know
that the anisotropic kernel of Gu is a group of type B3. Moreover, Gan is also a
group of type B3 and it contains (Gu)an, therefore it is clear that the anisotropic
kernels of the groups G and Gu are the same. 
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§24. The main theorem.
This section is devoted to the proof of the following main theorem.
(V.3) Theorem. Let k be a field of characteristic other than 2 and 3 and let G
be a group of type F4 defined over k. Then G is an excellent group.
Proof : Let k be a field of characteristic other than 2 and 3 and fix a simple group
G of type F4 defined over k. Let A be the Albert algebra such that G = Autk(A).
We want to show that for any extension L/k, there exists a group H defined over
k such that H ⊗k L is isomorphic to (G⊗k L)an. Fix an extension L/k.
If the L-rank of the group G ⊗k L is 0, we define H to be the group G itself
and if the L-rank of G⊗k L is 4, then we define H to be the trivial subgroup of
G.
Now, let the L-rank of the group G⊗k L be 1. Then the group G⊗k L can be
described as the group of L-automorphisms of the Albert algebra H(C; 1,−1, 1)
for some division octonion algebra C/L. By the uniqueness of the Albert algebra,
we have A⊗kL
∼
−→ H(C; 1,−1, 1). By lemma (V.2), the anisotropic kernel of the
group G⊗k L is the same as that of a subgroup of type B4 which is isomorphic
to Spin(Q,L⊕ C), where the form Q is given by
(l, c) 7→ l2 −N(c)
where N is the norm form of the division octonion algebra C.
It is a theorem of Serre and Rost that for an Albert algebra defined over k
and for a reducing field extension L/k, the co-ordinate octonion algebra is defined
over k ([32, Theorem 1.8]).
Therefore, the algebra C is defined over k and so is the norm form N . Hence
the quadratic form Q is also defined over k. We define H to be the anisotropic
kernel of the k-group Spin(Q, k ⊕ C), then it is clear that H ⊗k L is isomorphic
to the anisotropic kernel of G⊗k L.
Thus the group G is an excellent group. 
Notes.
In §23, we compute the anisotropic kernel of any group of type F4 defined
over k. These computations are important for the proof presented in the last
section. Now, we give a proof which does not require these computations.
Another proof of Theorem (V.3). Let k be a field of characteristic other than 2
and 3, and let G be a group of type F4 defined over k. Let G be isomorphic to
Autk(A) for an Albert algebra A/k. Let L be an extension of k.
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If the split rank of the group G⊗k L is 0 or 4, then the anisotropic kernel of
the group G⊗k L is clearly defined over k.
If the split rank of the group G ⊗k L is 1, then G ⊗k L
∼
−→ AutL(A ⊗k L)
where A ⊗k L is a reduced Albert algebra defined over L. Then there exists an
octonion algebra C defined over L such that A ⊗k L
∼
−→ H(C; 1,−1, 1). By the
theorem of Serre and Rost ([32, Theorem 1.8]), the octonion algebra C is defined
over k. Define G′ to be the k-automorphism group of the k-algebraH(C; 1,−1, 1).
Then G′ is a group of type F4 and its k-rank is 1. Clearly, the anisotropic kernel
of the group G′ is isomorphic to (G ⊗k L)an over L and hence the anisotropic
kernel of the group G⊗k L is defined over k.
This proves that the group G is excellent. 
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