INTRODUCTION
In recent years, competition in manufacturing industries has significantly increased due to globalisation and is expected to intensify further in future. Today industries are striving to engineer new business and control application architectures, which not only provide flexible solutions but also allow seamless interaction between control and business systems. To achieve this manufacturing industries are focusing on improving and increasing automation in the manufacturing processes [1] . The agility of process systems needs to be increased, whilst at the same time maintaining operational performance and reducing costs. The potential solution proposed in this paper is to realise a modular reconfigurable system based on a platform of reusable distributed components integrated within a Service-Oriented Architecture (SOA). These components are distributed entities interacting through their data, event and service ports. In this paper, Web Services are used for communication of SOA-based distributed components. The utilisation of Web Services in control systems significantly reduces the technological barriers between the shop floor automation and enterprise systems. Therefore, this paper presents an implementation framework utilising SOA and Web Services with a component-based design approach and enabling peer-to-peer communication between distributed embedded control devices. This approach is expected to significantly benefit manufacturing industry by enabling businesses and processing entities to become more integrated, adaptable and agile.
II. THE ADVENT OF SOA & WS
Manufacturing industry utilises a large set of connected, heterogeneous systems composed of large number of components, which may vary widely in complexity, e.g., from individual sensors to whole control or monitoring sub-systems. An agile automation system is likely to be a loosely coupled but tightly integrated set of such components, which is a desired characteristic of a distributed SOA system [9] . SOA can be implemented using a wide range of technologies such as RPC, REST, DCOM, CORBA, Jini, Web Service DDS and WCF. In this research, Web Services have been used to implement SOA, because Web Services standards (e.g. SOAP) potentially provide greater interoperability by making functional building blocks (services) accessible over the standard Internet protocols (such as HTTP) that are independent from vendor specific platforms and programming languages [7] . These services can be new applications or just wrapped around existing legacy systems to make them network enabled [16] . SOA and Web Services have already been widely researched to support business-to-business integration [3] . Research is now being targeted on whether these technologies can be applied in industrial sectors to integrate business to shop floor applications. This paper focuses on communicating with and between shop-floor level devices using the application of SOA and Web Services. The objective is to achieve comparatively increased flexibility, and reduced cost to manage and redesign such systems, relative to traditional approaches to automation engineering.
SOA also provides interoperability in a way that the interoperating systems will be aware of services exposed by other systems. Dynamic interoperability means the systems are able to comprehend, where necessary, the state changes that occur in other systems over time, and are able to take advantage of those changes [5] . Distributed systems, especially ones based on the SOA design principle, have been investigated in the SOCRADES research project in both the discrete-and process-control domains [2] . The applicability of SOA at device level, using the Devices Profile for Web Services (DPWS) has been successfully demonstrated in [11] . The SODA [6] and SOCRADES and SIRENA ( [3] , [4] ) collaborative research projects have implemented and demonstrated the use of SOA in several application domains in manufacturing automation systems. The recent FP7 IMC-AESOP project has extended this work, focussing on the realtime requirements to demonstrate the feasibility of adapting cross-layer SOA in control and monitoring [14, 15, 17] . The RIMACS consortium [8] initiated the implementation of a WS capability (enabled by Devices Profile for Web Services (DPWS)) on a target PLC-based device control platform. An extensive pilot implementation of CB approach using orchestrator based WS approach was implemented on the SOCRADES project around an automotive engine assembly scenario provided by Ford [5] . However, this research had several shortcomings such as high memory usage and device communication delays. In this paper, related research work is focused on enhancing the approach by employing a choreography-based SOA-WS approach to the design of the CB automation system.
III. COMPONENT-BASED DESIGN FRAMEWORK
Presently, industrial information and control systems are often fragmented, hard to manage, difficult to change or extend and isolated from higher level business systems [7] . These systems are typically composed of a wide range of vendor specific components; along with their integration technologies and configuration solutions, also supplied by different vendors. There is therefore the need for an open distributed system capable of integrating such heterogeneous devices. A decentralised architecture having a conglomerate of distributed, autonomous, intelligent, fault tolerant, reusable production units is proposed in [18] . Each entity is capable of dynamically interacting with others using the Collaborative Manufacturing Management (CMM) model. The CMM model represents an integration of emerging technologies like smart agent based control technology, holonic control systems and mechatronics and is used to derive a collaborative industrial automation system paradigm. To realise a distributed automation system, a combination of embedded devices associated with Ethernet networks, the SOAP architecture and Web Services, publish-subscribe models and component-based design tools is proposed in this paper. In the CB design architecture, the components are pre-built with the required functional and integration capabilities to enable effective composition into instances of machines based on the required specification of end-users [2] . Therefore, a key task to realise such a modular system is the design of generic hardware and control software components that could be reconfigured to form new machine configurations to suit different production scenarios. A typical example of this approach is depicted in Fig. 1 ; which is a Festo test rig built from subsystem units consisting of device controller nodes (sensors and actuators) called components, sequenced and interlocked relative to one another in a real-time environment. This replicates functionality, typical found in Ford powertrain assembly machines. In the CB design approach, the component functionalities are represented by the component's state behaviour (i.e. control logic/state transitions), operations and error information, which are encapsulated in each control unit [5] .
Research has been done on modular/component based distributed control system since mid 1990's and is on-going [2, 9, 10, 15] . To provide flexibility and reconfigurability, user applications are typically composed by higher-level engineering tools, e.g., a Process Definition Environment (PDE), which are not only responsible for defining component functionality and interfacing, but also the way components are mapped onto real-time tasks [2, 10] . To design a distributed control system using the CB approach, the architecture of the assembly machine system is categorised in a suitable hierarchical structure, for example Stations-ComponentsElements-Inputs/Outputs. In this paper, the term "component" is defined as the combination of: (1) a controller unit which includes network communication, hardware configuration, and control application, (2) electronic interface, and (3) physical inputs and outputs. The machine system in Fig. 2 comprises 4 stations (subsystems); including a hopper unit, buffering unit, processing index table unit, and handling arm unit, which are linked together via Ethernet communication systems to form the completed work process [15] . As shown in Fig. 2 , each station is controlled by a corresponding STB device (described in section V), which drives the actuators to achieve the assigned manufacturing tasks. 
IV. THE AREA OF DEVELOPMENT AND NOVEL CONTRIBUTION
To meet the challenges mentioned above in section I, a distributed automation system is required in which various control components are interconnected with each other using service-based interfaces. Ad-hoc specifications and design currently severely limit component reusability and therefore it is highly desirable to develop a formal framework that will allow for a systematic specification of reconfigurable components, which will be reusable by definition [10] . The control/application logic designed during CB design can be deployed on distributed embedded devices communicating in a peer-to-peer fashion, thus, making the automation platform reconfigurable and reusable, logically as well as physically. A methodology to decompose automated industrial operations into user manageable, reusable and reconfigurable components with Web Services interface is proposed in this paper. The main aim of employing SOAs on embedded devices down on the factory floor is to enable cross-layer and cross-system interactions. The commonly used protocol today for employing SOAs is Simple Object Access Protocol (SOAP), using the verbose XML language and more recently OPC-UA [11] . XML has excellent support today from a large number of software vendors, which makes it an open and standardised way in exchanging data between devices from different manufacturers using different operating systems and application. Distributed applications require components, function units such as sensors, controllers, actuators, operator stations etc. and in SOA based design approach, these function units must interact transparently with one another via appropriate services to choreograph or orchestrate activities appropriately to suit the application need. In this automation model, the Web Service codes are embedded into the devices for object (or services) discovery and a novel method of integrating devices using peer-to-peer interactions through SOA and Web Services interface is proposed. The performance of the system is evaluated in terms of the real time response and cycle time, ease of system design, application integration and changes to the control system to assess reconfigurability.
V. IMPLEMENTATION OF CB AUTOMATION SYSTEM :
SOA-WS FRAMEWORK The use of SOA based technologies with the modular CB approach can provide an open, non-vendor specific approach to control systems, as well as enabling seamless enterprise integration. To design and implement modular CB systems based on SOAs, a step-by-step approach is presented in this section.
A. Defining Components, State Transitions and Interlocking
In distributed CB-based design, the whole system is divided into a number of software components depending upon the application logic/process sequence. The logical behaviour of each component is represented by control elements using distributed finite state machines (DFSM). Components interact with one another through well-defined network interfaces and configuration parameters further enable modification of their specific operational characteristics as well as their interlocking relationships with other components. Fig. 3 shows an example of part of a system (Fig. 2) consisting of different distributed components consisting of a Distribution Hopper with 2 sensors and 1 actuator; and a Transfer Arm with 3 sensors and 1 actuator respectively. The elements of the hopper component (i.e. the ejector, the magazine sensor, the magazine transfer sensor) are grouped together to form the whole component. The state transition diagrams (STDs) of a binary sensor and a pneumatically controlled actuator (as shown in Fig. 3 ) have generic definitions and can be re-used for similar control elements of another component. The STD's are defined for all the components and these state diagrams are interlocked to reach the desired process sequence.
For simplicity, a DFSM is provided here representing the behaviour of two components, however, for the complete system, a large number of these logical components are interlinked with each other. This can be done through graphical application generator tools, for example the Process Definition Editor (PDE) [10] . To support reconfigurability, these DFSMs can be altered within the PDE tools and then can be mapped again to the control applications through a suitable interface. Fig. 3 . DFSM model of a system using STDs of its control elements.
B. Designing Control Application
The next step involves designing the control application using the state transition definitions provided by the application tool generator, e.g. PDE. This step involves development of the actual control logic for the components and their associated physical I/O for each of the embedded target devices. The control application can be designed and implemented using various programming languages like C, C++ and the IEC-61131 languages, depending on the target device. In this research, IEC 61131-3 functional block diagram (FBD) programming was used, via a graphical tool called ControlBuild, which is now a Dassault Systemes product [6] . ControlBuild possesses the ability to test, validate and simulate the device-level application before its deployment, as shown in Fig. 4 .
C. Defining Service Bindings and Web Services Description
After designing the control application logic, the next step is to define the Web Services interfaces in order to make it compatible for communication with other WS based applications. In this research, ControlBuild editor is used to define the Web Services interface. These WS interfaces handle device discovery, service binding and interfacing to the device control application.
ControlBuild automatically generates a WSDL file, which is used to bind services onto the embedded devices in Fig. 6 . A service is activated on meeting the set of conditions defined by logic and linked to the input gathered from the interfaces to I/O devices. Predefined component functionality is encapsulated in the target platform (using FBD in ControlBuild) and presented as a remote service to other interacting devices or higher-level applications (e.g. ERP/MES). In this case, the alteration of the process/machine application is achieved at the service level without changing the low-level device code (if the internal component behaviour does not have to be modified). In this peer-to-peer fully distributed environment, a WS component can be a server, a client (including events), or both at the same time to allow communication between sequenced or interlocking components.
All stations on the test rig communicate via this methodology, as shown in 
D. Simulation and Physical I/O Configuration Generation
The next step is to test the designed control application prior to its deployment on the embedded device. ControlBuild allows simulation and testing of the desired control application in order to verify that it meets the required machine logic sequence. In ControlBuild, the status of any input variable can be changed to visually inspect the corresponding desired change in outputs while the simulation is running. This will help to determine application errors, prior to its deployment on the embedded device. By using simulation tools prior to physical system deployment the commissioning time of any given automated process control system can be reduced considerably.
Following the testing of control applications, the Inputs/Outputs of the designed components are mapped to the physical input/output lines of the device by generating a configuration file. The input lines will read the status of the connected physical devices such as sensors and pass these to the control application to run the logic accordingly and the output of this control application is then passed to output lines for controlling the connected devices such as actuators. In ControlBuild, this is done by generating an embedded configuration file that assigns each device, components and its variables with a unique identification number called UUID to resolve same name duplicity.
E. Deploying Control Application into Embedded Device
The final step is to deploy the tested and configured components in to Web Services-based embedded devices. In order to design the CB automation systems using this Web Services and SOA implementation, the selected embedded device should be based on the DPWS protocol [11] . The controller device selected for Festo test rig was an Advantysbased Smart Terminal Block (STB) module, supplied by Schneider Electric [12] . Advantys STB 2311 integrates a control processor, distributed I/O, a power distribution module (PDM) and a network interface module (NIM) into a configurable physical structure called an island. The island can function on a variety of different open industry standard fieldbus networks such as Profibus DP, DeviceNet, Ethernet, CANopen, FIPIO, Modbus Plus and INTERBUS. In this research Ethernet was used. Each STB device is configurable via an embedded webpage, which is accessible through the Materna/DPWS explorer tool. This is used to find and address DPWS devices, i.e. it displays all the STB devices connected on the network as well as the components deployed on these devices and supports WS management services. 
F. SOA-Based Systems: Peer-to-Peer Interactions
In SOA based system design, the main aim is creation of services based upon functionality. For control applications this will naturally map onto a physical device breakdown of the system, which can be composed of the "components" of the application. The building of a complete control system requires the integration of these components as well as sequencing or linking of defined services to achieve the system goals. Orchestration is the arrangement of components, to achieve the desired system goals where the overall process remains coordinated from the perspective of one of the involved parties [5] . Choreography implies multiparty collaboration, describing externally observable interactions between Web Services. Thus, in the peer-to-peer communication approach utilised here, each device is potentially self-organised and can interact directly to other without passing the commands and information through a central server [16] . If a new device is installed (enters) into the system, then it propagates its details (specification and location) to let other devices know about its presence and conditions to interact with. A key advantage of this approach is that a failure of one device would not cause the failure of whole system. Other advantages relate to the scalability and re-configurability of the system. To realise a peer-to-peer approach using Web Services based communication and SOA, a client-server mechanism is used in this research as shown in Fig. 7 . In this approach, each embedded device in a system comprises both client and server capabilities. The client portion of device is directly associated with discovery services (i.e. WS-Discovery) and registration by sending a multicast discovery messages over UDP. Each client acts as an event sink to receive information (e.g. state variables) from the server of other connected devices and passes this information to its local server. The role of server is to associate services metadata, locations provided for dynamic device discovery and access state variables information from clients. The server is involved in the control application and publishes the information related to its state variables over the network. This information exchange (SOAP messages) between client and server is done asynchronously using a publish/subscribe approach as shown in Fig. 7 . In this approach, a client invokes the service on server and the server then sends an acknowledgement message to the client. To bridge the gap between the abstract service interfaces described through WSDL and the SOAP messages, the DPWS stack automatically generate files called stub and skeleton respectively for client and server. The skeleton file is used by server for exchanging messages required for control operations, while the stub files provide remote service interface used by client to invoke service operations on the server side.
VI. EVALUATION AND SYSTEM INTEGRATION
Good practice in assembly automation typically specifies that the I/O response time between inter-connecting controllers in production must meet a soft real-time criterion of under 30 milliseconds in order to meet the normal performance of the machine assembly process [5] . During practical tests, the average response time of Web Services interaction between distributed I/Os on the Festo test rig was found to be 28.7 milliseconds, indicative of acceptable performance. In addition, the test rig implementation has demonstrated the reliability of Ethernet message packets, with TCP/IP packet synchronisation. The additional Web Services message acknowledgment of the DPWS application guarantees that the DPWS message is sent and received. In accessing the reconfigurability of the automation system, test scenarios have been considered in modifying process work flows and adding/removing components to suit product changes. In one scenario, the workflow process of test rig shown in Fig. 2 has been modified by removing station 2 and directly connecting station 1 to station 3. The swivel arm component of station 1 is interlocked with WP sensor of station 3. The same component logic can be used and only the interlocking has been altered to define the new machine sequence. More specifically, only WS interface needs modifications, client of station 2 on server 2 needs replacing by the client function of server 3 in ControlBuild. The control devices are loosely coupled through device services, therefore, there is no direct coding of low-level I/O device programs. This means that the replacement of one device does not affect the low-level programming of other devices. Fig. 8 details the potential for integrating the proposed SOA-WS based CB approach with third party engineering tools, e.g. the PDE toolkit [12] , HMIs and business applications. The WS-based fully distributed control system, discussed in this paper, can be integrated with these applications through a common Web Services based SOA middleware. 
VII. CONCLUSIONS AND FUTURE WORK
The research reported in this paper has proposed the novel idea of integrating a CB design approach with SOA & WS, using a choreography based peer-to-peer control and communication approach, in order to realise a fully distributed agile manufacturing system. This approach allows the decomposition of applications into components, and their subsequent assembly into loosely coupled systems with SOAP-XML message exchange formats utilised to generate the manufacturing choreographed application tasks. A welldefined structure for implementing the said approach using embedded controllers (STBs) and graphical engineering tools (ControlBuild) has been presented. The outcomes of the performed experimental studies have indicated that the realtime performance of such a Web Services based system on the selected embedded control device platform is comparable with traditional PLC-based systems, other centralised orchestrator based systems, whilst offering the potential to support greater manufacturing agility. The research has also been evaluated both in terms of the end-user requirements (such as reconfigurability and reusability) of agile automation and various quantitative parameters. These studies have demonstrated the feasibility of adopting the SOA-WS based CB approach within manufacturing systems.
The future work related to the proposed application is expected to include 1) integration between the PDE tools and the WS-Management functionality on the embedded devices, and 2) validation of component logic prior to direct deployment of the components to the embedded devices. This requires mapping between the DPWS component description (WSDL) and the PDE tool simulator logic. Therefore, further work could also be done on integrating the PDE tools and the DPWS-enabled control devices, e.g., to enable support for runtime visualisation.
