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It is well known that the Hankel transform which arises as a generalization 
of the Fourier transform of a radial integrable function on Euclidean n-space 
is continuous. In fact, even more is true. Schoenberg proved (pp. 822-823) 
that the transform of such a function hasp derivatives where p is the greatest 
integer not exceeding (n - 1)/2. In the present investigation we obtain bounds 
for these derivatives and a Lipschitz condition for the highest derivative. We 
also show that the results are best possible. 
Let Y be a fixed real number greater than - (4) and let q = Y + (4). Let p 
denote the greatest integer not exceeding 7. We use x and y in this paper to 
denote nonnegative real numbers, q, j, k nonnegative integers, and C, C, , 
c 2 ,... nonnegative constants. 
Let L be the space of measurable complex-valued functions defined on 
[0, co] integrable with respect to m where 
and let 
dm(x) = .2.2Y+1[2VT(~ + 1)1-l dx, 
llfll = 1: If(x) I Mx) (f EL). 
If f is in L, the Hankel transform (of order V) off is defined by 
fb9 = j; x(.df (4 Wx) 
where 
f(x) = r(v + 1) 2”x-“Jy(X), 
where J&c) is the Bessel function of the first kind of order v. 
* The work in this paper was included in the author’s doctoral dissertation, which 
was written at the University of Wisconsin. 
+ The research was supported in part by the National Science Foundation, Contract 
number GP-6764. 
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The following are well known properties of Bessel functions: 
J,(x) = O(x”) as x -+ 0, 
L(x) = 0 (-j=) as x-+ co, 
J,(x) = ($)(liZ) cos (x - (2/L + 1) +) + 0(x-‘3’2’) 
g (x-“JJX)) = - x-uju+l(x): 
X-+00, 
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(1) 
(2) 
(3) 
(4) 
From the continuity of $ and (2) we see that if f is in L, then f is a conti- 
nuous function that vanishes at infinity. 
The following theorem is our main result. 
THEOREM. Let p be the greatest integer not exceeding 7 = v + (4) and let 
f be in L, then f has the following properties. 
I. f has p continuous derivatives given by 
P'(Y) = ~~PYV)f(~) w-4 (0 G 4 G P). (5) 
11. IfO<q<p, 
f’“‘(y) = o(y-9’ as y+ 00. (6) 
III. If X is near 1, then 
If(p’(hy) -f’“‘(y) I < h(h, y) y-” I h - 1 jn-~ 
where 
(7) 
@,A = Cl Ilf II I h - 1 l(p+1-n)‘2 + C2 s ;,,,,,-,,, If@) I Wx); 
in particular h(h, y) + 0 as h -+ 1. 
We will prove the theorem after the following lemma and corollary. The 
lemma gives a representation of $(p)(x) which is basic to all that follows. 
LEMMA. If q = 0, I,2 ,... 
f’@(x) = 1 C(q, k) x-(“+y)J”+,-~(x) (8) 
OSPk<q 
where C(q, k) are constants. 
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PROOF. (S) is true when q = 0; we now use the method of induction to 
show that if (8) holds for some value of q, it also holds for q + 1. IYe dif- 
ferentiate (8) on both sides. Differentiation of a typical term of the sum b!- 
means of (4) yields 
= (q - 24 ~-[r,+(~~-l’lJ~+(n+l)-(li+l)(“) 
- .~-‘“+h’J”,(o+I)-r(.~), 
and the lemma follows. 
COROLLARY. If q < p then .xq$(g)(x) is a bounded function; if 
q < 7 = v + (&), then xq,f(q)(x) -+ 0 as s + co. 
PROOF, Since g(x) is entire, x+$(*)(x) is bounded on compact sets. Thus 
because of the lemma it will suffice to consider expressions of the form 
xq-(v+k)jv+p-k(x) for large x, but from (2) we see that 
.t+(~+~)J”+q-k(x) = 0(x*-~-~). 
The corollary is immediate because if q < p then q - 7 - K < 0 and SO 
x*fcQ)(x) = o(1) as x 4 co; and if 7 is an integer and q = 17 then 
q - 7 - k < 0. Thus .+/‘Q’(x) = O(1) as x + co. 
PROOF OF THEOREM. I. The right-hand side of (5) defines a bounded 
continuous function; call it g,(y). Then by application of Fubini’s theorem, 
= 1,” [I; j:’ e-0 I:“-’ xQ$(Q)(xy,) dy, . .. dy2 djl,] f (x) h(x) 
= 
J 
‘; [P(y) + f(yx)] f (x) dnz(x) 
= PCY)f(O) t-f(Y) 
where P is a polynomial of degree less than q. Thus 
and so{(y) is q times continuously differentiable and 
Pqw = g*(Y)* 
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II. From (5), 
yQj’Q’(y) = Jr (xy)Q ~‘Q’(xy)f(x) dm(x), 
So yQ{(Q)(y) + 0 as y + w as a consequence of the corollary and the Lebesgue 
dominated convergence theorem in the cases Q < 7. 
We now examine the case 4 = p = 7. Because of the lemma yPf^o’)(y) is a 
linear combination of terms of the form 
Ik(Y) = 1; (XY)” (MY)“‘*-” I*,-cl,s+k(~YV(~) w-4 (0 < 2 <P). 
If k>l, (xy) (1’2)-~j2p--(1..2)+p(~y) --+ 0 as y --f w, so I,(y) + 0 as y + w 
by (2) and the Lebesgue dominated convergence theorem. 
If k = 0, we use (3) to write 
+ ,I,,,) @A 
a’*) O((xy)-‘3’*))f(X) d??z(x) 
= WY) + H*(Y) + f53wt), 
where /3 = - (2~ + 1) CT/~. 
H,(y) -+ 0 as y - w because dx JQe-(1,2~(~) is a bounded function; 
H,(y) + 0 as y + w by the classical Riemann-Lebesgue lemma; and finally 
H,(y) + 0 as y -+ w because 
(~y)(l’~) O((X~)-(~/*)) = 0 (-$=) as y + w 
if x 2 (lldy). 
III. We have, from (5), 
j(“‘(Ay) -pyy, = J-r x*[p)(A.xy) - d&‘P)(xy)]f(x) dm(x); 
the integral above can be estimated by considering the four integrals 
fw, Y) = Y-p ,yy’ 4, VW9 w4, 
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where 
A(& x) = x=[pyxx) - p’(x)]. 
Assume j h - 1 1 < (i); we estimate d(X, x) on the four intervals [0, I], 
[I, (lid I h - 1 01, [(WI X - 1 I), (l/l h - 1 01, and W/l h - 1 I , a). 
If 0 < x < 1 we apply the mean value theorem and find 
1 A@, x) 1 < x= I h - 1 1 x sup j $(p+r)(Q I < c, I h - 1 1 ) 
where the sup is taken over 4 in [0, I]. 
If 1 < x < (1/1/l X - 1 I) we again have as a consequence of the mean 
value theorem that 
1 A@, x) 1 < xp+1 1 x - 1 j I &(Pfl)(f) 1 
for some 6 between x and hr. By the lemma $ (p+r)(f) is a linear combination 
of terms of the form &-(Y+k)Jy+D+l-k(~), so if k = 0 
a-p+1 j x - 1 I [-” / J”,,,#) I ,( c, 1 h - 1 I xp-“+(1’2) 
< c* I h _ 1 ~(3--2P+w4 
, 
since 
Ifkal 
p - v + ($) > 0. 
xp+1 I h - 1 I 5-v-k 1 J”+D+l-k(S) ( < c, I h - 1 ] xp-“-L-(1’2’ 
< c3 I h - 1 I , 
since 
Thus, 
p-v-k-((g)=p---k<O. 
I A@, x) I < c* I A - 1 [(Pi-l--n)‘2 1x - 1 /n--p, 
if 
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A method similar to the one above serves to show 
, A@, x) , < c, , h - 1 p---P 
if 
Finally, if 
and by use of the lemma we see that 
] A@, x) / < c, , x - 1 j”+(r’a)--9 
if x > (l/i /\ - 1 I). The integrals H1 , H, , H3 and H4 can now be estimated. 
I W&Y) I < GY-l' I h - 1 I llfll . 
, H,(h, y) / < Cay-p lifll 1 h - 1 j(p+l--n)‘P 1 h - 1 IV--~. 
I f&t Y) I < Csy j;,vd,A-l,j IfC4 I Wx) I X - 1 In+‘. 
I H,&Y) I G C,Y-~ ,;,v,Ae,,, IfM I d44 I h - 1 Y-+. 
And (7) is proved. 
We now discuss the completeness of our result. We note that the theorem 
makes no statement concerning the smoothness off at 0. Indeed, nothing 
more than continuity holds; for let W(y) > 0 and W(y) + 0 as y + 0; then 
there is a function f in L and a sequence {yj} such that 
j(O) -j(Yj) > w(yj), j = l,Z 3,... - 
To see this, let a be a fixed number greater than Y + (+) and choose sequences 
{oIJ, {yi}, {tj} such that (i) mf > 0 and 11” cyi < co, (ii) yi + 0 monotonically 
and lV(yJ < 42, and (iii) tj > yj and (1 - (yj/tj)“)” < (4). Let 
where 
.Qt(x) = 2”O + 1) t ~+l-=.~-(Q+“+l’Ja+“+l(X) (t > 0, x > 0). 
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Thenfis in,!,, for if a > v + (-i) 
/I nt)t II = 11 101 II; and f(0) --j(Fj) 3‘-. II Q,,\ 
since 
(nQt)^ oq = ] [’ - (?;‘w o..,p -.t 
y ...I t. 
A construction similar to the one above shows that the statement 
j(y) = o(l) as y+cc 
cannot be improved. More precisely, given W(y) such that W’(y) > 0 and 
TV(y) --f 0 as y + co, there is a function-f in L and a sequence {yj}, yj + co, 
for which 
f(y,) > TV(Yj), j = 1, 2, 3 ,... . 
It is also apparent that no smaller exponent can replace 
hand side of Eq. (6), for if 
f(Q)(y) = O(y--(Q+e)) as Y-a 
for some E > 0 and for everyf in L, we would have 
f(Y) = WY-9 
- - q in the right 
for every f in L contradicting the construction referred to above. 
Finally, the exponent r] - p on / h - I 1 in (7) cannot be increased; for let 
01 exceed 7 - p, then there is a function f in L such that 
f(VY) -f’“‘(Y)+ oc) 
(1 -A) 
as X-+1 with ,\<l. (9) 
To construct such a function, choose j3 so that 01 > /3 > 7 - p and let 
then f is in L and 
j(y) = ((1 - Y2Pts Ofy<l 
! 0 Y > 1, 
and an easy computation shows that f satisfies (9). 
REMARK. The discussion above has been limited for the sake of simplicity 
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to functions of class L; it can readily be extended to measures on [0, CD) for if 
p is a complex-valued Bore1 measure on [0, co), define 
where f(0) = 1. 
The theorem still holds with the following exceptions: 
(i) p = q = 7 and p is singular, in which case 
fitp)(y) = O(yep) as y+QJ, 
(ii) q = 0 and p({O}) f 0. 
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