Abstract. The groundwork for a theory of quadratic identities involving the classical triple and quintuple products is layed. The approach is through the study and use of affine maps that act on indexing lattices associated with the terms (double sums) in the given identity. The terms of the identity are found to be connected by the invariant of a ternary quadratic form.
Introduction
In this paper we begin to lay the groundwork of a theory of identities whose terms have the form x n times T i T j , T i Q j , and Q i Q j . Here the letters "T i , T j " and "Q i , Q j " denote respectively one of the four T -functions (derived from the Jacobi triple product expansion) and one of the four Q-functions (derived from the quintuple product expansion)
where δ, ∈ {0, 1}. For simplicity, we write T 2 , T Q, and Q 2 for T i T j , T i Q j , and Q i Q j respectively, and refer to identities with terms of this kind as "quadratic" identities. We also write T (k, l) for T 0 (k, l).
The main concerns of this theory are the construction and classification of identities that are quadratic in T and Q and the development of a general method for proving them. One of the goals of the theory is a complete classification of such identities and the discovery of multi-parameter formulas from which the identities in the classes can be derived. In [2, Theorem 1] we gave a formula of sufficient generality to establish the identities of that paper. It is not as yet clear, however, just what role that particular formula will play in the general classification problem.
In this work, we take as our goal the construction of a proof of an identity we have already given two proofs of, viz. Our purpose in giving a third proof of (1.3) is not that (1.3) is of any particular interest beyond its original use in proving a certain (mod 2) congruence in [1] , but rather that it can be used to explicate the methods and ideas we wish to present here.
T (
The two earlier proofs of (1.3) employed a general expansion formula to express the identity as a T 2 equation all of whose terms have the form x αn T (k 1 , l 1n ) T (k 2 , l 2n ), where the parameters k 1 and k 2 are the same for each term. Such equations are called "balanced" at the particular pair (k 1 , k 2 ). The resulting equation, which was balanced at the k-pair (96,672), was then established by a summation technique called an "expansion of zero." (See [1] for an explanation of these techniques and the relevant terminology.)
In Section 2 of this paper, we expand (1.3) into a T 2 equation with 16 terms on a side, balanced at the smallest possible k-pair (24,168). This 32 term identity is found to be the sum of four sub-identities, each with four terms on a side. Since these four T 2 equations are similar, we will develop the ideas of this paper using only the first of these as a model, proving all four identities in a uniform way in the last section of the paper.
The initial step toward proving this first identity comes from writing each of its eight terms as a doubly-indexed sum:
Because each coefficient in such a sum is a 1, the equality between the two sides of the identity is an assertion that the powers of x on the two sides are the same, so the right side is merely a re-arrangement of the left. Thus, to find a proof of the identity is to find its re-arrangement scheme.
In Section 3 we examine the re-arrangement in the first identity by determining which of the four sums on the right contain the powers of x in each of the four sums on the left. It becomes clear from this examination that the lattice points (i, j) in the plane Z 2 for a given sum on the left, whose powers of x are in a particular sum on the right, lie on a lattice, and the four lattices in one plane, that correspond respectively to the four sums on the right, form a partition of that plane. The occurrence of such a simple structure as a lattice in the indexing planes permits a precise description of the re-arrangement as a collection of 1-1 affine maps between the lattices in the four indexing planes on the two sides of the identity.
Sections 4-6 deal with the general theory used to establish the re-arrangement schemes. In Section 4 it is proved that if two lattices in Z 2 are to be point-wise associated, a certain affine map with rational coefficients must generally be used.
In Section 5, the nature of an affine map that connects two quadratic polynomials of the form k 1 x 2 +k 2 y 2 +l 1 x+l 2 y+α is derived. (These quadratics are the exponent polynomials in (1.4) whose pair of coefficients (k 1 , k 2 ) is the same.) In particular, it is discovered that the determinant of such a map must be ±1 and the members of the family of quadratic exponent polynomials that appear in an identity, whose members are linked by such affine maps, are restricted to having coefficients which must satisfy a certain invariant.
Section 6 contains a synthesis of the analyses in Sections 4 and 5. This synthesis shows how to construct affine maps between the members of the family of exponent polynomials so as to properly re-arrange the powers of x by point-wise connections between the respective lattices in Z 2 . The result of this synthesis is the useful Theorem 3, which gives three computable conditions under which identities like the four identities under consideration are true.
The paper ends with Section 7 in which the four identities are proved using Theorem 3, but not by just applying this theorem to each of the four identities. Instead, Theorem 3 is used to prove a 3-parameter identity (Theorem 4), which contains the four identities as special cases.
Expanding identity (1.3) into a balanced T 2 identity
In [1, p. 792], we discussed expanding identity (1.3) into an identity balanced at (24,168), the smallest possible K-pair one can use for this purpose. (We will use capital K and L in this section as in the expansion formula in [1] . In what follows, however, we will use small k and l for the coefficients in the exponent polynomials.) This pair was not used, however, because the resulting identity could not be proved using expansions of zero, the method of proof discussed in that paper. Equation (1.3) was therefore established by expanding to the larger k-pair (96,672). In the present paper, we will use the minimal K-pair (24,168) to prove the expanded identity by a re-arrangement method of proof.
Before 3 2 ), we expand the two terms on the left side of (1.3) using expansion #1. The double term on the RHS of (1.3) is expanded as two identical terms, using expansions #2 and #4. Transposing negative terms to the other side, and canceling 16 matching terms, we obtain the equation
where the A i (x) and B i (x) are listed in Table 1 . It is this equation that we must prove.
If we next compare the powers of x that appear in the A and B series on the two sides of (2.1), we discover the surprising fact that (2.1) is actually the sum of four simpler identities, each with four A terms on the left and four B terms on the right. These sub-identities are listed in Table 2 .
That none of these four sub-identities can be split further is due to the fact that there is no other dependency among the A and B power series. We describe this characteristic of an identity by the following terminology.
Definition 1. A balanced T
2 identity is called reducible if it can be split into the sum of two or more balanced T 2 identities. Otherwise, it is called irreducible. 
The re-arrangement schemes
In this section we discuss the idea of the re-arrangement scheme of a balanced T 2 identity. We will explain this idea by examining the scheme of the first identity in Table 2 (equation (3.1)), which is essentially the same as the schemes of the other three identities in Table 2 . This identity is:
We begin by writing the eight terms of (3.1) as double sums as in (1.4), so (3.1) becomes
Here the l ir and l is are respectively l i and l i in Identity 1 in Table 2 . In a few cases we will use the negatives of the values in Table 2 , because this gives greater regularity in the resulting geometric lattice patterns that underlie the rearrangements. That such a change is permissible is due to the fact that the indices i and j run over Z.
In this form, it is clear that the equality in (3.1) is an assertion that a power x Lr(i,j) , evaluated at the point (i, j) in the r th indexing plane Z 2 on the left, will be one of the powers x Rs(i,j) , evaluated at some corresponding point (i , j ) in the s th indexing plane Z 2 on the right. It becomes clear after considerable computing that the points (i, j) ∈ Z 2 in the r th indexing plane, at which x Lr (i,j) is a term in the s th sum on the right, lie on an affine lattice, and that the corresponding points (i , j ) ∈ Z 2 lie on an affine lattice in the s th indexing plane as well.
Definition 2. A 2-dimensional, (affine) lattice is a set of points
To illustrate such lattices, consider the first sum on the left and the second sum on the right, which have the exponents
2 + 168j 2 + 6i − 70j + 7 respectively, with two negative coefficients as mentioned after (3.2).
We find that the lattice for the first sum is
and the associated lattice for the second sum is
To verify these are corresponding lattices, we note simply that
Lattices such as those in (3.3) and (3.4) and equations similar to (3.5) can be worked out for the other 15 pairs of exponents in Identity 1. It can also be shown that the quartets of lattices in the eight indexing planes that are linked in this way by the sixteen 1-1 lattice maps, consititute a partitioning of the 8 indexing planes. The other 3 identities in Table 2 can be verified in the same way by finding 48 more equations like (3.5).
Instead of taking this tedious and unrevealing approach, we will pursue the present example further and investigate the nature of the direct map that connects the points x y to x y . To do this, solve (3.4) for n 1 n 2 and substitute the result into (3.3). This gives the vector equation
The map ψ, defined by
3 −7 1 3 and
, can generally be considered as an affine map between two real planes R 2 , so that the equality L 1 (x, y) = R 2 (x , y ) holds between these two-variable, real polynomials. In general, we call a real, affine map ψ : R 2 → R 2 of this kind a global map. The map ψ in (3.6) has the special property that it is also a 1-1 map of the lattice in (3.3) to the lattice in (3.4) .
Not all global maps from Z 2 to Z 2 send lattices to lattices though. For example, the simple translation
is a global map from L 1 to R 2 , but one that doesn't send any integer point to another integer point. Global maps with rational coefficients turn out to be crucial to our understanding of re-arrangement schemes. They show how the quadratic exponent polynomials relate to each other in a balanced identity. Global maps of the right kind also allow us to relate quadratic exponent polynomials to the underlying re-arrangement lattices. In general, we need to have a simple way to find a global map between a pair of lattices in one of the four planes on the two sides of our identity and, vice versa, to determine when a global map induces a correspondence between lattices in the indexing planes.
Rational matrices and associated lattice maps
In this short section we prove a theorem about lattices and affine maps between them. The maps between two lattices in Z 2 will ordinarily have rational rather than integer coefficients.
Theorem 1 (Lattice Mapping Theorem). (a) Let
, then there exists a 1-1 affine map with rational coefficients ψ : in K(ψ 1 ), so K(ψ 1 ) contains at least two distinct vectors. Now, ifx 1 ,x 2 ∈ K(ψ 1 ), then for any n 1 , n 2 ∈ Z, 
Since det A = 0, ψ is 1-1, which proves (b).
Remarks. 2. We have phrased Theorem 1 to be used in only the two-dimensional case and only where ψ is 1-1. It is clear that more general versions of this theorem hold for n-dimensional lattices or when ψ is not necessarily 1-1. It is worth noting that even when ψ : R n → R n is not 1-1, a nonempty K(ψ) will nonetheless have dimension n. 3. When an affine map is given, such as
where the small letters are integers and m > 0 is the least common denominator of the component fractions, we can find bases for the lattices L and L (see [4] ) by solving the system
The result in the following example, which illustrates Remark 3, will be needed later in the paper. 
We thus get the single congruence x ≡ y (mod m), or equivalently, x = y + tm.
Setting n 1 = y and n 2 = t, we obtain the general solution
The global maps
The quadratic polynomials that are the exponents in an irreducible, balanced T 2 equation form an interesting, close-knit family in that the pair of coefficients of their quadratic terms is the same throughout the family ("balanced" quadratics) and the collection of integer values (with repeats) of the quadratics on the left side of the identity -produced by letting the pair of variables in each quadratic range over Z 2 -is the same as the collection of values produced in the same way on the right. It seems reasonable under these circumstances to suspect that any two quadratics in such a family might well be connected by an affine map. The next theorem gives necessary and sufficient conditions that specify the form of such an affine map. 
Theorem 2 (Global Mapping Theorem). Let L(x, y)
Proof. (=⇒) We have from (5.1) that
Equating coefficients of corresponding powers of x and y and canceling common factors gives 
we find that
Thus, 
Multiplying by a b/k c d/k gives
A l 1 l 2 /k = a b/k c d/k l 1 l 2 = 2k 1 a b/k c d/k a kc b kd e f + a b/k c d/k a c b d l 1 l 2 = 2k 1 I e f + 1 0 0 1/k l 1 l 2 ,
using (5.3) -(5.5). This implies (5.6). (5.7): Putting
into (5.1) and using (5.6) gives
It follows from the definitions of L and R in Theorem 2 that
which implies (5.7).
(⇐=) Let a and c be any real solutions of (5.5) and set A = a − kc c a , where
Suppose that e f is given by (5.6) and that (5.7) holds. A routine calculation shows that (5.1) is satisfied.
Note that (5.7) can be rewritten as
This suggests the following definition.
Then define the invariant I of f to be,
(5.14)
Equation (5.13) asserts that I(L) = I(R).

It is worth noting that two quadratic polynomials f (x, y) and g(x, y) are affinely related as in (5.1) if and only if I(f ) = I(g).
To see this, observe that (5.1) =⇒ (5.7) ⇐⇒ (5.13) ⇐⇒ I(f ) = I(g). On the other hand, I(f ) = I(g) ⇐⇒ (5.7). We can take A = I and use (5.6) to define e and f , which then implies that (5.1) holds.
That such an invariant appears here and takes the form it does is not surprising. Write f (x, y) in homogeneous form:
then it is well-known that detÃ is an invariant. In fact, it is the only fundamental algebraic invariant [3, p. 15] . Whenf (x, y, z) = f(x, y, z) in (5.15), determinantÃ becomes
Note that I(f ) = 10752 for all the quadratics f in the four identities in Table 2 , if the powers of x are not canceled.
Remarks. 1. Observe that k is not required to be an integer in Theorem 2.
2. We have shown in Theorem 2 that if the quadratic exponents are linked by affine maps as in (5.1), then certain conditions must hold. A basic question remains, however, which we put as an (unproved) conjecture:
Conjecture. Any pair of quadratic exponents in an irreducible, balanced T
2 identity is connected by a global map.
Connecting global maps with lattices
Our goal in this section is to find lattices L and L for L(x, y) and R(x, y) in Theorem 2 such that to each lattice point (i, j) ∈ L there corresponds exactly one lattice point (i , j ) ∈ L such that L(i, j) = R(i , j ). In other words, we wish to find basis vectorsb 1 ,b 2 ,c 1 ,c 2 and displacement vectorsḡ andḡ such that
(It is convenient to use the same coordinates (n 1 , n 2 ) for the two lattices.) To find the desired vectors, we employ the matrix A = a − kc c a with rational entries.
Now set a = δ m and c = γ m , where m is the least common denominator of a and c. Then,
where the integers δ and γ satisfy δ 2 + kγ 2 = m 2 .
Next consider the affine map with rational coefficients ψ
where e and f are computed in (5.6). By Theorem 1, ψ maps a lattice L onto a lattice L if and only if there is a single point
While A has entries with common denominator m, (5.6) shows that e and f have denominators 2k 1 and 2k 2 respectively. In order for (6.2) to hold, the rationals e and f must each reduce to a fraction with denominator m.
We make two observations. The first is that k = 7 divides every l 2 and l 2 in Table 2 . We will assume from now on that k divides l 2 and l 2 and we write l 2 = k l 2 and l 2 = k l 2 . The second observation is that T (k, −l) = T (k, l), so we can arbitrarily change the signs of l 1 , l 2 , l 1 , and l 2 , if we choose. Thus, to try to make (6.2) hold, we must find 1 , 2 , 1 , 2 ∈ {−1, 1}, so that
When this condition is satisfied, we can write
where e, f ∈ Z 2 . Our rational map ψ is now
We can next examine the system mod m as in (4.1) to see if we obtain a solution of (6.2). When we do, we can find an integral matrix B and a vector
Thus, both the matrix C = [c ij ] = AB and the vector g h in (6.2) have integer entries. This produces the two desired lattices, using the columns of the matrices B and C as the basis vectors:
and
Before we prove the main theorem (Theorem 3), which deals with identities having the re-arrangement pattern of the identities in Table 2 , we will construct a particular global map, related to Identity 1, by choosing a specific solution to (6.2). This will be used in Section 8 where we prove the four identities in Table 2 .
When k is an odd integer, we take m = k + 1 2 , δ = k − 1 2 = m − 1, γ = 1, and = 1. For these values, δ 2 + γ 2 = m 2 , so the matrix A given in (6.1) is a global map. By (4.2), the homogeneous system
has the general solution
The next lemma gives a simple test for determining whether the affine map
Lemma 1. Given two balanced quadratic polynomials L(x, y)
for some choice of signs 1 , 2 , 1 , 2 ∈ {1, −1} that
Proof. To simplify notation, writel
. Multiplying (6.8)
which is condition (6.3). This implies by (6.4) that e = e m and f = f m , (6.9) where e, f ∈ Z.
We now turn our attention to finding a vector
integer. Since all the fractions of this affine map have denominator m, this means we must solve the congruence
The augmented matrix for this system reduces (mod m) as follows:
(6.11) Thus, the second congruence drops out if and only if e + f ≡ 0 (mod m). Since by (6.4) and (6.9),
then on adding the first row to the second row, we see the second row is
By the condition in the first row of (6.8), 2k
, and the system (6.10) is consistent. The first congruence in the reduced augmented matrix in (6.11) is
which clearly has the particular solution g h = e 0 = me 0 .
In determining how various lattices fit together, the following lemma is useful.
Lemma 2. Assume the hypothesis of Lemma 1. Let
Proof. Subtracting the two vector equations gives
Multiplying this equation by the elementary matrix 1 0 1 1 and equating the second components gives
On the other hand, in the first equation, since by hypothesis and (6.9)
we have that the first component is an integer, which is to say (m − 1)
Using the second equation, we find in a similar way that m 2 − n 2 ≡ e (mod m). Subtracting, we obtain that (m 1 − n 1 ) − (m 2 − n 2 ) ≡ 0 (mod m). Combining this with (6.12) completes the proof.
Assume the following three conditions are satisfied: 
To complete the proof we must show that for each r, the m lattices L r1 , . . . , L rm form a partition of the rth indexing plane on the left and for each s, the m lattices L 1s , . . . , L ms form a partition of the sth indexing plane on the right. Let Note. In Theorem 3, the invariant condition guarantees that the quadratic exponents L r (x, y) and R s (x, y) are affinely related by the function ψ rs . Also, the lattice condition produces the 1-1 re-arrangement correspondence in (6.19), using the lattices L rs and L rs derived from the global map ψ rs . Finally, the two synthesis conditions show that these lattices fit together exactly to fill out their planes.
A general parametric identity
In Theorem 3, we have an effective means for proving the four identities in Table  2 . Rather than doing this directly, we will use Theorem 3 to prove a 3-parameter identity which contains each of the four identities as a special case. Trying various possibilities for the signs, we find that we must take 1r = 2r = 2s = 1 and 1s = −1 for 1 ≤ r, s ≤ m. Inserting these values into (6.14), we find that This verifies the lattice condition in Theorem 3.
