Improving field performance of telecommunication systems is a key objective of both telecom suppliers and operators, as an increasing amount of business critical systems worldwide are relying on dependable telecommunication. Early defect detection improves field performance in terms of reduced field failure rates and reduced intrinsic downtime. Cost-effective software project management will focus resources towards intensive validation of those areas with highest criticality. This article outlines techniques for identifying such critical areas in software systems. It concentrates on the practical application of criticality-based predictions in industrial development projects, namely the selection of a classification technique and the use of the results in directing management decisions. The first part is comprehensively comparing and evaluating five common classification techniques (Pareto classification, classification trees, factor-based discriminant analysis, fuzzy classification, neural networks) for identifying critical components. Results from a large-scale industrial switching project are included to show the practical benefits. Knowing which technique should be applied the second area gains even more attention: What are the impacts for practical project management within given resource and time constraints? Several selection criteria based on the results of a combined criticality and history analysis are provided together with concrete implementation decisions.
I. Introduction
The danger of computer is not that they will eventually get as smart as men, but that we will meanwhile agree to meet them halfway. Bernard Aviskai.
With a growing impact of software on almost all products and services such as traffic or telecommunication, it is of primary concern to manage software quality and to control software development cost. To better manage quality and reduce development cost of globally available products, various validation techniques are applied. A large share of defects is however still detected too late in the project, thus crating danger to the public and far too high cost of rework. This article will focus on techniques how • to detect source code defects early in the development process by means of code reviews and unit testing and • to focus defect detection on those areas that are error-prone instead of wasting effort by random or scattered reviews.
In order to achieve an early indication of software quality, software is subjected to measurement. It would be of great benefit to predict early in the development process those components of a software system that are likely to have a high error rate or that need high development effort. Though the search for underlying structures and rules in a set of observations is performed in many scientific fields and effective solutions to refine forecasting methods based on past data have been suggested, their applicability to software development has been restricted [1, 2] . Few references give insight that attention has been paid to a systematic analysis of empirical data (e.g. [3, 4, 5, 6] ).
This article compares different classification techniques as a basis for constructing quality models that can identify outlying software components that might cause potential quality problems. For example, when distinguishing modules that are more error-prone than others, a metric vector consisting of few metrics such as module size, cohesiveness and data fan-in can be determined during the design phase. Now, the goal is to determine those modules that belong to the rather small group of modules that potentially cause most of the errors, costs, and rework. Obviously, the best solution would be to filter out exactly the specific high-risk components in order to improve their design or start again from scratch.
Such classification models are based on the experience that typically a rather small number of components has a high failure rate and is most difficult to test and maintain. Our own project experiences for instance just recently showed that 20 % of all modules in large telecommunication projects were the origin of over 40 % of all field failures with high priority ( fig.1 ). Even worse is the fact that we could also show that it is not so difficult to identify these modules in advance -either by asking designers and testers and grouping their subjective ratings, or by applying classification rules based on simple structural software metrics [7] .
In this context the article addresses typical questions often asked in software engineering projects:
• How can I early identify the relatively small number of critical components that make significant contribution to faults identified later in the life cycle?
• Which modules should be redesigned because their maintainability is bad and their overall criticality to the project's success is high?
• Are there structural properties that can be measured early in the code to predict quality attributes?
• If so, what is the benefit of introducing a metrics program that investigates structural properties of software?
• Can I use the -often heuristic -design and test know-how on trouble identification and risk assessment to build up a knowledge base to identify critical components early in the development process? Beyond addressing such questions the article compares different approaches for identifying critical components and provides insight in the most common techniques for complexity-based classification of software modules. Quantitative data both from literature (in order to provide easy access to some quality data and thus to do own experiments and to validate results) and from telecommunication software development is used to show in two concrete situations how classification techniques can be applied and what results to expect.
The effects of applying complexity-based criticality prediction to a new project can be summarized based on results from telecommunication projects ( fig.1 ):
• 20 % of all modules in the project were predicted as most critical (after coding); • these modules contained over 40 % of all faults (up to release time). Knowing from these and many other projects that [11, 23] • 60 % of all faults can theoretically be detected until the end of module test and • fault correction during module test and code reading costs less than 10 % compared to fault correction during system test, it can be calculated that 24 % of all faults can be detected early by investigating 20 % of all modules more intensively with 10 % of effort compared to fault correction during system test, therefore yielding a 20 % total cost reduction for fault correction. Additional costs for providing the statistical analysis are in the range of two person days per project. Necessary tools are off the shelf and account for even less per project.
The article is organized as follows. Section II presents a brief summary of background and problems associated with metric-based decision models. Section III introduces common classification methodologies and their applicability to software quality models, covering Pareto classification, crisp classification trees, factor-based discriminant analysis, neural network approaches, and fuzzy classification. Due to size limits we will concentrate on brief qualitative introductions with references on archive materials. Section IV describes the construction of a classification system for software quality management (see also appendix 1 for more practical details on software quality assurance and validation techniques). Section V provides the experimental setup to investigate classification for errorand change prediction. It summarizes the environment from which the data has been taken as well as the type of study that supports the data evaluation and validity of described observations. Two projects from the area of real-time systems are introduced for comparing classification results within section V. Project A is based on already published metric data, which permits easy access for further (third party) studies. Project B is a collection of 451 modules from a large Alcatel telecommunication switching system.
Section VI provides the results of these experiments and section VII discusses these results in the context of applicability to other projects from a pragmatic viewpoint. Finally, section VIII gives an outlook on future research.
There are two appendices included at the end of this chapter. A first appendix introduces to validation techniques within software engineering. All those who are interested to get some more background why classification techniques are necessary for validation efficiency and effectiveness should read this appendix. It outlines how classification techniques best fit into the development life cycle.
A second appendix summarizes concepts of fuzzy classification. Since fuzzy classification are not yet as popular for multidimensional classification as other techniques used in this article, this part is helpful in underlining the key concepts and the practical relevance once heuristic knowledge is available.
As such we should conclude this introduction by stating that the selection of feasible classification techniques and their evaluation always needs profound understanding of underlying data sets and environmental conditions. We will come back to this observation quite frequently.
II. Metric-Based Quality Models
Although striving to reach high quality standards, only a few organizations apply true quality management. Quality management consists of proactively comparing observed quality with expected quality, hence minimizing the effort expended on correcting the sources of defect. In order to achieve software quality, it must be developed in an organized form by using defined methods and techniques and applying them consistently. In order to achieve an indication of software quality, software must be subjected to measurement. This is accomplished through the use of metrics and statistical evaluation techniques that relate specific quantified product requirements to some attributes of quality.
Fig. 2: Measures and statistical techniques in software engineering

Quality Modeling with Metrics
The approach of integrating software metrics and statistical techniques is shown in fig.2 . The CASE environment provides defined methods and process, and holds descriptions of different products developed during the software life cycle. Multivariate statistical techniques provide feedback about relationships between components (e.g. factor analysis [8] , principal component analysis [4] ).
Classification techniques help determining outliers (e.g. error-prone components) [2, 3, 9] . Finally, detailed diagrams and tables provide insight into the reasons why distinct components are potential outliers and how to improve them [8, 10] .
Quality or productivity factors to be predicted during the development of a software system are affected by many product and process attributes, e.g. software design characteristics or the underlying development process and its environment.
In order to achieve a distinct quality goal that is often only measurable at delivery time, quality criteria are derived that allow In Process Quality Checks. Such quality criteria if measured are indirect quality metrics because they do not directly measure the related quality factor ( fig.3) . However, being available early in the development process they can be used to set up immediate targets for project tracking. Quality criteria are measurable during the development process. An example is given in fig.3 . The quality factor reliability that is contracted based on the failure rate of 10 failures per month can only be measured after the product is deployed to the field.
The associated quality criteria, for instance test coverage, can be measured early and they can be kept within a distinct range if experience suggests so [10] . These quality criteria are part of the development quality plan and can rather easy be checked at appropriate milestones.
Quality Prediction and Classification
Quality prediction models try to give an early indication on achieving quality goals in terms of quality factors. They are based upon former project experiences and combine quantitative quality criteria with a framework of rules (e.g. limits for metrics, appropriate ranges etc.).
For instance, the distribution of defects among modules in a software system is not evenly. An analysis of several recent projects revealed the applicability of the Pareto rule: 20 % of the modules are responsible for 80% of the malfunctions of the whole project [26] . An example for such a distribution is provided in fig.4 that accumulates history data for several frequently used subsystems of switching software over several years. These critical components need to be identified as early as possible, i.e. in the case of legacy systems at start of detailed design and for new software during coding. By concentrating on these components the effectiveness of codeinspections and module test is increased and less faults have to be found during test phases. 40000   70  30  23  43  17  68  16  20  19  3  47  5  115  25  12  75  9  92  81 It is of great benefit toward improved quality management to be able to predict early on in the development process those components of a software system that are likely to have a high fault rate or those requiring additional development effort. This chapter describes the selection and application of techniques for identifying such critical modules in the context of large switching systems software. Criticality prediction is based on selecting a distinct small share of modules that incorporate sets of properties which would typically cause defects to be introduced during design more often than in modules that don't possess such attributes. Criticality prediction is thus a technique for risk analysis during the design process. Compared to previous studies [26] we took not only complexity metrics and defect numbers (i.e. hard factors) into consideration, but also the processes contributing to fault injection, namely staffing, designers' experiences with the legacy code (i.e. soft factors). In addition the best ranking technique, namely fuzzy classification was further enhanced with genetic algorithms to improve rule identification for optimal prediction effectiveness. Fig.5 shows the typical approach of metric-based classification in a project environment. They are generated by combination and statistical analysis of product metrics (e.g. complexity metrics) and product or process attributes (e.g. quality characteristics, effort, etc.) [3, 5, 6, 10, 11] . These models are evaluated by applying and comparing exactly those invariant figures they are intended to predict the quality factors (e.g. error rate). Iterative repetition of this process can refine the quality models hence allowing the use of them as predictors for similar environments and projects. Typical problems connected to data collection, analysis, and quality modeling are addressed and discussed comprehensively in [1, 11, 23] .
One of the few examples for a metric-based decision environment with expert rules has been suggested by Behrendt et al [13] . This tool is based on a factorial quality taxonomy that classifies the above mentioned quality factors (e.g. reusability) and related sub-factors (e.g. modularity) into linguistic categories (e.g. "not acceptable"). The proposed classification system takes measurable and nonmeasurable attributes as input, such as design of control structures or number of system parameters. Another tool system for assessing risk factors of software components has been developed by Porter and Selby [2, 9] . The proposed method generates metric-based models of high-risk components automatically, based on metrics from previous releases or projects. These models are built according to a classification tree with binary and multi-value decision nodes. While the first approach permits the use of linguistic descriptions and qualitative reasoning without describing how the classes had been created, the latter is based on history-based crisp decisions that do not indicate any intuition. Thus, both approaches try to solve the problem of metricbased decision support; however, it is often not clear how to justify the decisions. The most serious constraint imposed by classification trees and other crisp clustering techniques is their goal to identify mutually exclusive subsets, thus not allowing fuzzy memberships to several classes.
It must be emphasized that criticality prediction techniques being used do not attempt to detect all faults. Instead they belong to the set of managerial instruments that try to optimize resource allocation by focusing them on areas with many faults that would affect the utility of the delivered product. The trade-off of applying complexity-based predictive quality models is estimated based on:
• limited resources are assigned to high-risk jobs or components;
• impact analysis and risk assessment of changes is feasible based on affected or changed complexity;
• gray-box testing strategies are applied to identified high-risk components;
• fewer customer reported failures.
Criticality predictions surely go well beyond component-oriented validation activities, such as inspections or module test. Especially testing procedures, which look on units or the entire system, can gain a lot from not only testing randomly as it is typically done. Random testing is effective only when defects are distributed uniformly throughout a system.
III. Classification Techniques
Classification and clustering algorithms are mathematical tools for detecting similarities between members of a collection of objects. Metric vectors assigned to the same cluster are in some sense similar to each other, more so than they are to other metric vectors not assigned to that cluster. Instead of predicting number of errors or changes (i.e. algorithmic relationships) we are considering assignments to groups (e.g. "change-prone"). While the first goal has been achieved more or less with regression models or neural networks predominantly for finished projects, the latter goal seems to be adequate for predicting potential outliers in running projects, where precision is too expensive and unnecessary for decision support.
Of course, the primary concern with the use of a classification algorithm is how well it has actually identified underlying structures that are present in the data (cluster validity). Classification algorithms may be constructed manually or automatically. Manual construction reflects intuitive knowledge about underlying structures and relations or influences of metrics on distinct factors to be predicted; automatic construction is applied to large data sets where unknown structures and a variety of interdependencies are to be considered. Because it is a difficult task to try all combinations of ranges of (input) metrics and determine their individual influence on the classification algorithm to predict quality factors, such automated techniques have been developed that solve this problem [9, 19, 20] .
Pareto Classification
Pareto analysis is included as a classification technique that is common for quick quality analyses. The goal of a Pareto analysis is to identify those 20 % of all components that contribute heavily to all troubles. The principle is nicknamed '80:20 rule' because it assumes that the 20 % share is responsible for 80 % of the problems. It is amazing that this simple approach holds in most application domains. Software quality management methods, such as root cause analysis, typically also start by applying a Pareto analysis and identify the small amount of problems (20 %) that provide the biggest return on effort when resolved.
We apply simple Pareto analysis based on the software size (i.e. the top 20 % of all modules ranked according to module size are selected). In our comparison this type of analysis clearly performed well with volume as the only input metric for selecting the top 20 %. We thus suggest applying Pareto classification as a quick rule of thumb to decide on further activities. The difference to crisp classification trees that could easily provide similar results is that the classification rule is not connected to static boundaries, but to a static rule of thumb with dynamic boundaries in terms of values.
Crisp Classification Trees
Classification trees have been widely used in many areas, for example in image recognition, taxonomy, or decision table programming. The trees are based on a set of metrics that are used to classify components according to how likely they are to have certain high-risk properties. They consist of several leaf nodes that contain binary or multi-value decisions to indicate whether a component is likely to be in a certain class based on historical data. Because each leaf describes values of a distinct metric such trees might be composed from a set of production rules.
Several methods for automatic tree generation have been described and used for real projects [9] . Each rule imposes crisp boundaries with the result being exclusively allocated to one set based on the values of the input metrics. They are all based on automatic learning from examples with distinct approaches for optimizing, controlling and supervising the learning process (e.g. pattern recognition). Features with more values can lead to decision trees that are unintelligible to human experts and require a larger increase in computation.
Factor-Based Discriminant Analysis
Factor-based discriminant analysis is an instrument to identify structures and suggest possible organizations of the data into meaningful groups [21, 8, 3] . Any given metric vector can be considered as a multidimensional space where each software component (e.g. a module) is represented as a point with distinct coordinates. We identify as a cluster any subset of the points which is internally well connected and externally poorly connected (i.e. components of a cluster are closely related to each other based on some similarities within the related input metrics). The underlying assumption is that objects under investigation may be grouped such that elements residing in a particular group or cluster are, in some sense, more similar to each other than to elements belonging to other groups.
Typically the classification consists of two steps. First factor analysis or principal-components procedure is used for reducing the dimensionality of the metric vector to fewer metrics with orthogonal complexity domains. Discriminant analysis is then used to separate groups of software components according to one selected quality attribute (i.e. changes, error rate).
Neural Network Classification
To avoid unnecessary crispness while dealing with approximate knowledge, some recent research has focused towards employing artificial neural networks for metric-based decision support [17] . The multilayer perceptron is the most widely applied neural network architecture today. Neural network theory showed that only three layers of neurons are sufficient for learning any (non) linear function combining input data to output data. The input layer consists of one neuron for each complexity metric, while the output layer has one neuron for each quality metric to be predicted.
Because neural network based approaches are predominantly result-driven, not dealing with design heuristics and intuitive rules for modeling the development process and its products, and because their trained information is not accessible from outside, they are even less suitable for providing reasons for any result. To our point of view, any decision support system should contain the maximum amount of expert knowledge that is available. Neural networks can be applied when there are only input vectors (software metric data) and results (quality or productivity data), while no intuitive connections are known between the two sets (e.g. pattern recognition approaches in complicated decision situations).
However, neural networks can currently not provide any insight why they arrived at a certain decision besides providing result-driven connection weights. It is interesting to note that feedforward neural nets can be approximated to any degree of accuracy by fuzzy expert systems [22] , hence offering a new approach for classification based on neural fuzzy hybrids that can be trained and pre-populated with expert rules.
Fuzzy Classification
In the above mentioned classification techniques, expert rules are either completely ignored or not adequately covered because neither predicate logic nor probability-based methods provide a systematic basis for dealing with them [5, 2, 6] . Only recently, fuzzy classification techniques had been introduced to software quality management [12, 18] .
Most fuzzy expert systems are using production rules (as opposed to semantic nets or frames) that represent procedural knowledge. Such production rules are used to capture both heuristic rules of thumb and formally known relations among the facts in the domain. These rules are represented as if-then-rules that associate conclusions to given antecedents. To arrive at a conclusion, the fuzzy implication and the underlying premise have to be interpreted by a compositional rule of inference. If there are many fuzzy production rules their individual results can be superimposed. More details are summarized in the appendix.
IV. Developing a Metric-Based Classification System
The development of a classification system for software quality management consists of the following steps: 1. Describe an exactly defined development process environment from which the software products under investigation are selected. 2. Select a group of expert development staff who will be asked to develop a consensus concerning distinct quality factors. Of course, this jury should consist of people with respected knowledge in the areas that influence those projects being ranked (e.g. database or real-time experts for projects determined by such problem domains). If the selected quality factors include maintainability or testing effort, staff members that are assigned to such areas must be considered in the jury. 3. Select a random, however representative sample of software components of past projects from the environment (e.g. modules, procedures, classes) which is used as training and validating data. 4. Measure these components with respect to a metric vector M = {m1,...,mn } based on n selected direct software product metrics that are available during the development process (e.g. cyclomatic complexity or number of input data to a module). 5. Measure or have the jury cluster these software components with respect to quality or productivity factors in a quality vector F by comparing and evaluating them. Typically F considers aspects such as reliability, error-count, maintainability, or effort. It can have values such as number of errors or MTTF of a given group of software components. Usually F is unknown during the project development and therefore highest interest lies in its early and accurate prediction. To support accurate prediction is actually the task of the classification system. Because F is used for training and validation purposes, an associated metric vector M from the same past projects is required. The result of this step is a data set {M;F} for each software module or component. If construction and validation of the prediction model is required, the associated data sets M and F need to be divided into two mutually exclusive sets {M';F'} and {M'';F''} before the classification process takes place. One is the set used for training or construction of a distinct classification scheme, while the other one will be used to validate the scheme [5] . 6. Assign the elements of the set {M;F} to appropriate linguistic variables. Usually one linguistic variable is assigned to each metric and quality element of the vectors. 7. Define values for each linguistic variable. Place membership functions for mapping the scale and (usually numeric) range of metrics or quality factors to membership degrees of these values.
8. For construction of a rule-based system (e.g. pre-populated classification trees, neural-fuzzy hybrids, fuzzy classification) let the experts condense their design knowledge to a set of recursively refined predictive expert rules. The rules are usually dominated by fuzzy linguistic and qualitative descriptions in opposition to quantitative selection formulas that might be preferable on the first sight. Each rule must be explained exactly in order to permit a repeatable classification. When expert knowledge is not available or too expensive algorithmic fuzzy classification approaches may be used for the training data sets. Integrate this set of rules to a classification scheme that can be applied automatically to analyze other software components. Test the resulting set of production rules in terms of completeness (boundaries of ranges) and inconsistencies (several rules with similar antecedents, or similar consequences with contradictive antecedents, etc.). 9. Validate the classification system by classifying the test data sets {M'';F''}. 10 . The final step is to improve the model by adjusting its properties to optimization goals (e.g. adjusting weights in neural networks, shifting membership functions in fuzzy classification systems, condensing classification trees). Such goals include reducing chi-square values, which is equal to reducing misclassification errors (see sections V and VI). Parameter tuning is measured by separating misclassification errors, either type I errors ("change-prone components" classified as "uncritical components") or type II errors ("uncritical components" classified as "change-prone components "; also called False Positives). The goal must be to reduce type I errors at the cost of type II errors because it is less expensive to investigate some components despite the fact that they are not critical compared to labeling critical components as harmless without probing further.
V. Practical Application: Predicting Changes Based on Complexity Data
It is relatively easy to construct metric-based quality models that happen to classify data of past projects well, because all such models can be calibrated according to quality of fit. The difficulty lies in improving and stabilizing models based on historic data that are of value for use in anticipating future outcomes. While working on software for large real-time systems, we had the task of developing a quality model with predictive accuracy. The main interest of these quality models for metric-based software development was in detecting change-prone modules during the design. Changes include both corrective and additive maintenance; in any case they indicate components requiring more effort than others do. The following subsections summarize results from several experiments that had been conducted to investigate two hypotheses:
• Fuzzy classification applied to criticality prediction provides better results than other classification techniques that have been used in this area in the past.
• Fuzzy classification as introduced here does not necessarily need training (i.e. it could start completely untrained based on design heuristics), thus being more portable to other systems and easier to understand than other classification techniques.
Obviously the purpose of this section is not to evaluate or challenge hypotheses, but rather to give insight into practical results, leading to conclusions that will later be summarized for general applicability.
Within section IV the first subsection describes the study setting. The second subsection investigates already published data (thus providing access for further studies and validations) by applying the classification techniques introduced in sections II and III. The last subsection shows how to use metric-based classification in an ongoing industrial project.
Both hypotheses have been tested with the Chi Square Test. Based on this test a hypothesis is rejected if the calculated χ 2 is bigger than the respective value of χ 2 1;a from χ 2 -tables [25] . The population size was in both experiments sufficiently high to employ this test. An additional experiment for the investigation of the different classification techniques was performed based on a random selection of test sets that were then classified. Numbers of type I errors and type II errors are also used for evaluation. The success criteria are in all cases oriented towards low overall misclassification, sufficiently high χ 2 -value and low number of type I errors. Due to outliers it is intrinsically impossible to optimize one classification method for both types of misclassification errors. Residual analysis was not performed because our goal was to predict change-prone modules and not number of changes. A sound statistical analysis of change or fault numbers would require a much larger data set with more modules and is usually not requested in practice.
Study Setting
The Alcatel 1000 S12 is a digital switching system that is currently used in over 40 countries world wide with over 130 million installed lines. It provides a wide range of functionality (small local exchanges, transit exchanges, international exchanges, network service centers, or intelligent networks) and scalability (from small remote exchanges to large local exchanges). Its typical size is over 2.5 million source statements of which a big portion is customized for local network operators. The code used for S12 is realized in Assembler, C and CHILL. Recently object-oriented paradigms supported by C++ and Java are increasingly used for new components. Within this study we focus on modules coded in the CHILL programming language, although the concepts apply equally for other languages. CHILL is a Pascal-like language with dedicated elements to better describe telecommunication systems.
In terms of functionality, S12 covers almost all areas of software and computer engineering. This includes operating systems, database management and distributed real-time software.
The organization responsible for development and integration is registered for the ISO 9001 standard. Most locations are ranked on capability maturity model (CMM) Level 2, while few have already achieved CMM Level 3. Development staff is distributed over the whole world in over 20 development centers with the majority in Europe and US. Projects within the product line are developed typically within only few centers with a focus on high collocation of engineers involved in one project and a high allocation degree to one specific project at a time. In terms of effort or cost, the share of software is increasing continuously and is currently in the range of over 80 %.
A product line concept has been introduced which is based on few core releases that are further customized according to specific market requirements around the world. The structuring of a system into product families allows the sharing of design effort within a product family and as such, counters the impact of ever growing complexity. This makes it possible to better sustain the rate of product evolution and introduction to new markets. There is a clear trade-off between coherent development of functionality versus the various specific features of that functionality in different countries. Not only standards are different (e.g. Signaling or ISDN in the USA vs. Europe) but also the implementation of dedicated functionality (e.g. supplementary services or test routines) and finally the user interfaces (e.g. screen layout, charging records).
Project size in terms of effort ranges between 10 and 500 person years with around four million new or changed statements in total. Each of those projects was built on around 2500 KStmt legacy code depending on the degree of reused functionality and underlying base release. The field performance metrics used in this study cover altogether several thousand years of execution time.
The data for this study was collected between '95 and '97. Metrics are collected automatically (e.g. size) or semi-automatically derived from operational databases (e.g. faults, elapse time, effort). They are typically first stored in operational databases related to the respective development process, and later extracted and aggregated for the project history database. Since the projects are typically developed in a timeframe of several months and then deployed to the field again over a period of several months, the timestamp for each project in time series was the handover date. This is the contractually fixed date when the first product is delivered to the customer for acceptance testing. Customer detected faults which is one of the dependent variables are counted from that date onwards.
Fault accounting is per activity to allow for overlapping development activities and incremental development. This means that the major activities of the entire development process are taken for reporting of both faults and effort, even if they overlap with a follow-on activity. If for instance a correction was inspected before regression testing, the faults found during that code inspection would be reported a inspection faults, rather than test faults.
The described results within this paper result from the Software Process Improvement program, which Alcatel heavily pushes since 1995. This process improvement program is based on the Capability Maturity Model (CMM) [26] and initially looks into improving quality and predictability of projects. One core part of this program in the first years was to improve reliability for the reasons mentioned in the introduction. The improvement program is based on the CMM, and although this framework would not go to so much detail as prescribing specific reliability engineering techniques, it's clear focus in the beginning is on better software quality and improved project management, both closely related to a managed reliability of the delivered system [26] . At the beginning of our approach to improve reliability the focus was thus on two measurable objectives closely related to Alcatel's business goals:
• improving the customer-perceived quality;
• reducing the total cost of non-quality.
Improving customer perceived quality can be broken down to one major improvement target, namely to dramatically reduce customer detected faults. This sounds superficial given the many dimensions of quality. There was however at the start of this SPI program strong indication in several markets that above all, field failures had to be reduced. Such targets are quite common in telecommunication systems and often contracts fix upper limits of failures and downtime with respect to priorities and calendar time or execution time.
Project A
To investigate the effectiveness of different classification techniques we applied them to data originally published by Kitchenham et al [1] . Given two sets of metrics from modules of the ICL general-purpose operating system VME, complexity-based classification was performed to estimate change-proneness of the modules. Both sets of data came from two different implementations of the same subsystem with identical functional requirements. As each program was coded, it was placed under formal configuration control and subsequent changes to modules were recorded. It was not distinguished between corrective and additive changes' intentions. Ten different software complexity metrics are provided together with change rates for 67 modules altogether. The complexity metrics' set includes machine code instructions, lines of code (executable), modules called (calls to external modules), data items (access to static data items by a program module), parameters, Halstead's unique operator count, Halstead's unique operand count, total operators in a module, total operands in a module, and McCabe's cyclomatic complexity.
Since these data sets had been investigated and used for other studies [4] , we will only summarize some explorative outcomes. The given software complexity metrics are highly correlated, most Spearman rank correlation coefficients are above 0.5. For example the volume of the code in executable lines of code (without comments and without empty lines) is correlated with the cyclomatic complexity (0.90), and with unique operands (0.93) for all modules. Such relations between metrics are typical and were studied extensively [11] . Factor analysis was performed for reducing dimensions of the metric space resulting in three almost orthogonal factors: volume, control and parameterization. Based on these results we selected five complexity metrics as input values for the prediction models that are most common in complexity metrics application, namely lines of code (tvol), modules called (func), data items (data), unique operands (uopd), and cyclomatic complexity (cycl).
Two VME sub-systems had been described within the Kitchenham study with sub-system 1 containing 27 modules and sub-system 2 containing 40 modules. Since all changes to each module had been provided together with several complexity metrics, we first divided both sub-systems in two classes for each sub-system containing around 80 % of modules with few changes and the remaining 20 % with many changes. Then one sub-system was treated as the data set for training, while the other one was tested for validation purposes after having trained the classification system. For testing the robustness of different classification methods we treated the sets equally despite knowing about the presence of outliers. Compared to other studies [4] we did not eliminate outliers because no common agreement for such filtering exists [11] .
Factor-based discriminant analysis could be performed rather easily because it only requires factor analysis for reducing metrics' dimensionality and afterwards discriminant analysis which needs just one learning cycle. This approach hence is the fastest way for classification. Both classification tree and neural network predictions need several thousand training cycles for optimization that are performed automatically on workstations or PCs. It was interesting to realize that classification tree results were similar to results from crisp cluster analysis with ten classes, although the latter approach takes almost no computational effort. For neural network classification a three layer perceptron (5, 12, 1 nodes) with backpropagation learning (100000 training cycles; learning rate: 0.5; momentum between 0 and 0.5) showed best results.
Fuzzy classification was short cut to only one given rule system without further optimization (as presented in fig.6 ). Therefore the rules (weights = 1) and membership functions (trapezoid and symmetrical) provide good comprehension and portability. Optimizing the fuzzy classification resulted in reduction of misclassification errors by one or two (not presented here) however rules and membership functions looked very strange (i.e. asymmetric membership functions with overly precise boundaries, increasing the number of rules with individual weight factors). We hence discarded those results.
Project B
The second experiment was for portability of the classification methods to bigger projects. Training data was taken from several real-time telecommunication projects that had been developed according to a similar design approach. We will describe classification results for one telecommunication project in the area of switching systems called 'Project B' that was used for testing purposes. We investigated a selection of 451 modules that had been placed under configuration control since start of coding. The overall size of these modules is in the area of 1 Million lines of executable code. The specific project had been in field use for over a year thus showing stability in terms of features and failures. Software changes (comparative to those in project A) are given for each module together with several complexity metrics [24] .
Fig. 6:Fuzzy membership functions and inference rules for module design
Complexity metrics used in this project include number of (executable) statements, statement complexity, expression complexity, data complexity, depth of nesting (control flow), and data base access (number and complexity of data base accesses). Statement complexity, expression complexity and data complexity are simple metrics that count the use of distinct statements (e.g. different data types and their use is considered data complexity) according to given hierarchies of individual complexity assignments. Again Spearman rank correlation among different complexity metrics was considerably high. For all selected metrics they were above 0.8. Complexity metrics also correlated with number of changes (average over 0.4).
The second hypothesis being tested is that using fuzzy classification as introduced here does not necessarily need training (i.e. it could start completely untrained based on design heuristics), thus being more portable to other systems and easier to understand than the other methods. We tested this hypothesis in a third experiment for project B in order to achieve insight in portability of classification techniques without further training. Based on an earlier project that had been designed similarly we provided few expert rules for the fuzzy classification. The rules were as follows:
• if statement count is high then changes are high • if data complexity is high then changes are high • if expression complexity is high then changes are high • if data base access is high then changes are high
• if depth of nesting is high then changes are high • if data complexity is low then changes are low • if statement count is low then changes are low Membership functions remained unchanged from the former project that allows application of these expert rules as design heuristics or vice versa. Table I shows a portfolio of predictions versus reality for both sub-systems of project A. Notions in quotation marks (in the first column) are the predictions. The upper half of the table investigates sub-system I, while the lower half analyses sub-system II. Instead of common portfolio tables the four values for predictions versus reality are put into single line entries. For example sub-system I consists of 27 modules. 21 of these modules (77 %) contain 5 changes or less, while 6 modules (23 %) contain more than 5 changes. This share reflects approximately the 80:20 ratio that is useful for predictions that require rework in terms of redesign or other approaches to improve maintainability. Applying the Pareto classification (second column) results in a selection of 6 modules that have the biggest volume (i.e. top 20 %). The remaining 21 modules are predicted as having 'few changes'. Now these two groups are compared with reality. 19 modules with few changes and 4 change-prone modules were classified correctly. 2 modules were misclassified as having few changes (type I error) and 2 modules were predicted as change-prone, while belonging to the class of modules with few changes (type II error). Taking these values gives the chi-square result of 8.82.
VI. Results and Discussion
The last line of table I provides the average percentage of correct classifications for several runs when all data sets (both sub-systems) were mixed and then half of them were randomly selected for training or testing, respectively. Classification seems to be more difficult for sub-system 1, which contains more outlying data sets (i.e. complexity metrics and number of changes do not fit together). Fuzzy classification performed best in terms of χ 2 and overall misclassifications were altogether at a minimum. Fig.7 shows a scatterplot of the complete Kitchenham data set (both subsystems) with changes (horizontal axis), lines of code (vertical axis), and cyclomatic complexity (shape). Outliers with small complexity and high change-rate can be clearly identified. It is obviously impossible to strive for zero misclassifications because several data sets are overlapping in a sense that they belong to the -intuitively -wrong group according to the delivered error count.
Applying the five different classification techniques to the switching system data of project B showed almost identical results in terms of overall correct classification of the modules (table II) . Results showed highest overall correct classification for crisp classification trees (85 % of all modules). Pareto classification (83 % of all modules) and neural network classification (82.5 %) performed slightly worse. Factor-based discriminant analysis and non-optimized fuzzy classification finally achieved 81 % correct classifications. Obviously there is no clear winner given this ranking which is due to a number of outliers that either increase type I or type II misclassifications when optimization of the other area is achieved ( fig.8 ). Table II provides these results. Fuzzy classification shows lowest misclassification results with only 8 modules indicated as having few changes while they actually were change-prone. Chi-square analysis also indicates that fuzzy classification is performing better than the other techniques (χ 2 = 52.2). Automatic optimization of rules (e.g. more than two input values in one rule) and membership functions improved these results, however due to desired intuitiveness of rules we won't discuss such techniques.
Results of the third experiment on portability of classification techniques without further training are as follows: Fuzzy classification with data from a follow-on project provided χ 2 = 46.1 for 200 modules. Pareto classification performed slightly worse (χ 2 = 35.7), while the three remaining classification techniques had a χ 2 below 30. A comparison of different classification approaches suitable for metric-based decision support is presented in tables III. Results as presented in this table are based on various applications of the four classification techniques to data sets from switching systems. Pareto classification is left out because this mere analytical technique needs neither training nor does it provide any constructive guidelines during design and coding. The upper part of this table presents a summary on learning and knowledge representation. The lower part gives the effects of using manipulated data values (i.e. two metrics are highly correlated, one metric is almost random; several data sets contain random values). The remaining two parts of table III provide portability results and -again -a short bibliography for improved orientation.
Based on the described experiments, fuzzy classification clearly performed best. Since there are some guiding principles for decision support available, we emphasize on utilizing expert-derived, however vague, knowledge that we in-cluded in a fuzzy expert system-type classification scheme. For the same reason (i.e. software engineering expert knowledge is available) we strongly oppose using learning strategies that are only result-driven (e.g. classification trees or mere neural network approaches). However, we see the necessity of such approaches when only few guiding principles are available and sufficient project data can be utilized for supervised learning. 
VII. Conclusions
The choice of the proper approach to automatic decision support depends on the problem. To software classification problems, multibranching fuzzy classification provides a more comprehensive solution than crisp decision trees. Such multibranching decision support is based on structures that are not necessarily trees but also networks that resemble expert systems' structures. When these classification schemes are applied to new data sets, the best solution is to provide not only a binary result, but fuzzy attributes that consider those results that lie in between a clear "yes" or "no". We emphasize the necessity of applying fuzzy concepts to the areas of metric-based software project and quality management because subjective and qualitative judgment plays an important role in this area.
We can conclude out of the comparison of the different techniques the following:
• If it comes to fast and simple identification of critical modules a simple Pareto classification is the choice.
• Compared with other classification methods fuzzy classification shows best results in terms of both chi-square and reduction of type I misclassification errors.
• Expert rules that are already available (e.g. design heuristics, coding guidelines) can be directly included in the classification scheme.
• Rules can be used independent of the projects because membership functions may be tuned according to project environments without violating the rules.
• Derived classification schemes can be combined with CASE tools and automatic metrics generation for integrated design support.
The impacts of this study for other applications in software development projects are as follows:
• Complexity metrics together with history data sets of past projects must be utilized for criticality prediction of modules. They help identifying those few critical components that later are responsible for most of the faults that show up in integration and in the field.
• Criticality predictions are most effective before the start of system integration.
• For a quick overview, for instance in a project review, Pareto analysis should be applied to identify few highly critical modules.
• The best classification technique among five techniques that are currently applicable for complexity-based criticality prediction is fuzzy classification. This technique can easily be applied because tool environments are available off the shelf.
• The outcome of each criticality prediction must be an intensive investigation of the identified modules in order to find out whether they indeed contain not yet detected errors. 
VIII. Summary and Further Research
We have evaluated several classification techniques as an approach for predicting faults based on code complexity metrics. Given complexity metrics and quality data (fault rates) of several different real-time systems best results were achieved with fuzzy classification. Pareto analysis ('80:20 rule') generally showed good results which clearly underlie its importance as a rule of thumb for easy identification of the top 20 % of critical modules. Complexity-based classification has been applied to the design and testing of telecommunication systems. Its practical use was showed for detecting fault-prone components and assigning additional fault-detection effort.
As such the technique proves to be effective in early identification of critical components. It must be emphasized that criticality prediction techniques being used do not attempt to detect all faults. Instead they belong to the set of managerial instruments that try to optimize resource allocation by focusing them on areas with many faults that would affect the utility of the delivered product.
The trade-off of applying complexity-based predictive quality models is estimated based on:
• impact analysis and risk assessment of changes is feasible based on affected or changed complexity; • gray-box testing strategies are applied to identified high-risk components;
• less customer reported failures.
Especially the mentioned levels for reaction and the appropriate measure how to react most effective must be subject to continuous evaluation. They will improve over time with more projects being applied. Further research in the area of predictive quality models should focus on the areas:
• Investigation of more projects from different application areas in order to provide fundamental insight in the development of quality models and their influence on different project types. This should include analyses of different approaches for constructing classification schemes (e.g. decision trees) and optimizing their accuracy, intelligibility, and reproducibility.
• Model the processes contributing to fault injection, detection and correction (look for example on staffing, late feature changes, corrections affecting complex components, testing strategies and their coverage and distribution over the whole system).
• Coping with noisy data sets for constructing predictive classification systems. Solutions to this problem include robust feature selection and error-estimation during the induction of classification schemes.
• Application to practical software project management based on predictive and dynamic classification models. Derived classification schemes must be combined with IPSE and CM thus providing automatic metric generation for integrated design and test management support.
Appendix 1: Validation within Software Development Projects
Quality improvement such as increased reliability and maintainability are of utmost importance in software development. In this field, which was previously ad hoc and unpredictable rather than customer oriented, increasing competition and decreasing customer satisfaction have motivated many companies to put more emphasis on quality. Failures in telecommunication systems, such as a nation-wide switching circuit failure in 1992, show that low software quality in such a sensible field has much more effect than defects in many other applications. Compared to other products with high software complexity (e.g. scientific computing, real-time systems) telecommunication systems provide manifold risks (based on the product of probability and effect) due to the high coupling of various components, which lets failures being distributed rapidly within the entire network. Criticality of telecommunication systems is multiplied by the fact that numerous other applications, such as stock exchange or electronic commerce, dependent on correct functionality of real-time information supply.
Competition, along with the customer's willingness to change providers whenever he is dissatisfied has resulted in huge efforts to provide switching software on time and with exactly the quality the customer has specified and expects to pay for. A study by the Strategic Planning Institute shows that customerperceived quality is amongst the three factors with the strongest influence on long-term profitability of a company. Customers typically view achieving the right balance among reliability, delivery date, and cost as having the greatest effect on their long-term link to a company. Engineering for improved reliability as described in this paper is achieving this balance in software-based systems.
Since defects can never be entirely avoided, several techniques have been suggested for detecting defects early in the development life cycle:
• design reviews;
• code inspections with checklists based on typical fault situations or critical areas in the software; • enforced reviews and testing of critical areas (in terms of complexity, former failures, expected fault density, individual change history, customer's risk and occurrence probability); • tracking the effort spent for analyses, reviews, and inspections and separating according to requirements to find out areas not sufficiently covered; • test coverage metrics (e.g. C0 and C1);
• dynamic execution already applied during integration test;
• application of protocol testing machines to increase level of automatic testing;
• application of operational profiles / usage specifications from start of system test. We will further focus on several selected approaches that are applied for improved defect detection before starting with integration and system test.
One important tool for effectively reducing defects and improving reliability is to track all faults that are detected independent in which development process. Counting faults is one of the most widely applied and accepted methods used to determine software quality. Typically development views quality on the basis of faults, while it is failures that reflect the customer's satisfaction with a product. Counting faults during the complete project helps to estimate the end of distinct phases (e.g. module test or subsystem test) and improves the underlying processes. Failure prediction is used to manage release time of software. This ensures that neither too much time nor money is spent on unnecessary testing that could possibly result in late delivery, nor that early release occurs which might jeopardize customer satisfaction due to undetected faults. More advanced techniques in failure prediction focus on typical user operations and therefore avoid wasting time and effort on wrong test strategies. Failures reported during system test or field application must be traced back to their primary causes and specific faults in the design (e.g. design decisions or lack of design reviews).
An example of good reporting is when a customer provides adequate data and is interested in detecting as many faults as possible in order to get them corrected. Obviously the same quality of defect reporting must be achieved during the entire development process to achieve liable prediction and criticality results. Based on fault reports since module test, predictive models have been developed on the basis of complexity metrics and on the basis of reliability prediction models. As a result, it was possible to determine defective modules already during design and field failure rates during test! Fig.9 shows that in organizations with rather low maturity (i.e. ranked according to the capability maturity model) faults are often detected at the end of the development process despite the fact that they had been present since the design phase. Late fault detection results in costly and time consuming correction efforts, especially when the requirements were misunderstood or a design flaw occurred. Organizations with higher maturity obviously move defect detection towards the phases where they have been introduced. The single most relevant techniques for early and cost-effective defect detection so far are inspections and module test. Detecting faults in architecture and design documents has considerable benefit from a cost perspective, because these defects are expensive to correct. Major yields in terms of reliability however can be attributed to better code, for the simple reason that there are much more defects residing in code that were also inserted during the coding activity. We therefore provide more depth on techniques that help improving quality of code, namely code reviews (i.e. code reading and code inspections) and module test.
There are six possible paths between delivery of a module from design until start of integration test ( fig.10) . They indicate the permutations of doing code reading alone, performing code inspections and applying module test. Although the best approach surely is from a mere defect detection perspective to apply inspections and module test, cost considerations and the objective to reduce elapse time and thus improve throughput, suggested to carefully evaluate which path to go in order to most efficiently and effectively detecting and removing faults. To our experience code reading is the cheapest detection technique, while module test is the most expensive. Code inspections lie somewhat in between.
Module test however, combined with C0 coverage targets has highest effectiveness for regression testing of existing functionality. Inspections on the other hand help in detecting distinct fault classes that can only be found under load in the field.
There is nevertheless a tendency not to perform these inexpensive validation techniques adequately. Fig.11 indicates the typical vicious circle of not validating when it's the right time, and as a consequence later having to detect defects at much higher cost thus again taking away unexpectedly resources during the next design activity of a project.
The target must be to find the right balance between efficiency (time to be spent per item) and effectiveness (ratio of detected faults compared to remaining faults) by making the right decisions to spend the budget for the most appropriate quality assurance methods. In addition overall efficiency and effectiveness have to be optimized. It must be therefore carefully decided which method should be applied on which work product to guarantee high efficiency and effectiveness of code reading (i.e. done by one checker) and code inspections (i.e. done by multi-ple checkers in a controlled setting). Wrong decisions can mainly have two impacts:
• Proposed method to be performed is too 'weak': Faults that could have been found with a stronger method are not detected in the early phase. Too little effort would be spend in the early phase. Typically in this case efficiency is high and effectiveness is low.
• Proposed method to be performed is too 'strong': If the fault density is low from the very beginning, even an effective method will not discover many faults. This leads to a low efficiency, compared to the average effort, which has to be spent to detect one fault. This holds especially for small changes in legacy code. Obviously specific targets must be set covering both operational and strategic perspectives to introduce validation activities in projects (operational) and products (strategic). Fig.12 shows their mutual influence.
Knowing about the difficulties in introducing and maintaining a good level of early validation activities implies for most organizations a major cultural change. Not many projects or product lines adequately manage defect detection according to optimizing cost of non-quality. Such process change means that not only a process has to be defined and trained, but also that continuous coaching is available ( fig.13) .
Faults are not distributed homogeneously through new or changed code. By concentrating on fault-prone modules both, effectiveness and efficiency are improved. Our main approach to identify fault-prone software-modules is a criticality prediction taking into account several criteria. One criterion is the analysis of module complexity based on complexity metrics. Other criteria concern the amount of new or changed code in a module, and the amount of field faults a module had in the predecessor project. • The main input parameters for planning code inspections are:
• General availability of an inspection leader: Only a trained and internally certified inspection leader is allowed to plan and perform inspections to ensure adherence to the formal rules and achievement of efficiency targets. The number of certified inspection leaders and their availability limits the number of performed inspections for a particular project.
• Module design effort (planned / actually spent): The actual design effort per module can already give an early impression on how much code will be new or changed. This indicates the effort that will be necessary for verification tasks like inspections.
• Know-how of the checker: If specific know-how is necessary to check particular parts of the software the availability of correspondingly skilled persons will have an impact on the planning of code reviews and code inspections.
• Checking rate: Based on the program language and historic experiences in previous projects the optimal checking rate determines the necessary effort to be planned.
• Size of new or changed statements: Relating to the checking rate the total amount of the target size to be inspected defines the necessary effort.
• Quality targets: If high-risk areas are identified (e.g. unexpected changes to previously stable components or unstable inputs from a previous project) exhaustive inspections must be considered.
• Achieving the entry criteria: The inspection or review can start earliest if entry criteria for these procedures can be matched. Typically at least error-free compilable sources have to be available. The intention is to apply code inspections on heavily changed modules first, to optimize payback of the additional effort that has to be spent compared to the lower effort for code reading. Code reading is recommended to be performed by the author himself for very small changes with a checking time shorter than two hours in order to profit from a good efficiency of code reading. The effort for know-how transfer to another designer can be saved.
For module test some additional parameters have to be considered: • Optimal sequence of modules to be tested before start of integration test: Start-up tests typically can start without having the entire new features implemented for all modules. Therefore the schedule for module test has to consider individual participation of modules in start-up tests. Later increments of the new design are added to integration test related to their respective functionality.
• Availability of reusable module test environments: Effort for setting-up sophisticated test environments for the module test must be considered during planning. This holds especially for legacy code where often the module test environments and test cases for the necessary high C0 coverage are not available.
• Distribution of code changes over all modules of one project: The number of items to be tested has a heavy impact on the whole planning and on the time, which has to be planned for performing module test. The same amount of code to be tested can be distributed over a small number of modules (small initialization effort) or over a wide distribution of small changes throughout a lot of modules (high initialization effort).
• Completion date of planned code reviews and code inspections: Overlap of code reviews or code inspections with module test should be avoided as much as possible in order to ensure high overall efficiency. Obviously it is not reasonable to test in parallel to inspections of the same portion of code, as corrections must be tested again.
• Achieving the entry criteria: The readiness of validated test lists is a mandatory prerequisite for starting the module test.
The intention is to avoid spending high initialization effort by setting-up module test environments in order to test only a few number of changed statements. If on the other side reusable module test environments are available, this effort will be small enough to be appropriate. For modules identified as potentially critical module test must be performed independent of the effort which is necessary to initialize the module test environment.
During test the correction of faults is typically the bottleneck for the project progress (not the detection of faults). It's no problem to add testers to a test phase in order to increase the number of detected faults within a given time schedule, but it's impossible to increase the correction rate by the same time if many corrections have to be made in a small group of modules.
Therefore, a criticality prediction performed upfront should help to identify error-prone modules in advance to avoid a small number of designers having to correct the majority of the faults. For this group of modules early quality assurance activities should be performed preferably to cut peaks for the number of faults in error-prone areas.
The result of a multi-linear discriminant analysis based on complexity metrics for a criticality prediction was taken into account for the planning of code inspections and module tests (especially modules identified as critical had to be inspected and module tested mandatory). It was expected that corrections from integration test onwards will be distributed over a larger set of modules Our experiences clearly demonstrate that the impacts of the bottleneck in getting corrections could be reduced by performing additional quality assurance activities before start of integration. Instead of the 80-20 distribution, after these activities the bottleneck was widened: We achieved an 81-40 distribution (i.e. 81% of the faults are distributed over 40% of the modules), and a 63-20 distribution.
Appendix 2: Fuzzy Classification
Often, fuzzy facts and rules are generally manipulated as if they were nonfuzzy; leading to conclusions whose validity is open to question. As a simple illustration of this point, consider the fact [2] : "If data bindings are between 6 and 10 and cyclomatic complexity is greater than 18 the software component is likely to have errors of a distinct type". Obviously the meaning of this -automatically generated -fact is less precise than stated and might be provided by a maintenance expert as a fuzzy fact: "If data bindings are medium and cyclomatic complexity is large then the software component is likely to have errors of a distinct type." Of course, the latter fact requires the determination of the fuzzy attributes "medium" or "large" in the context of the linguistic variables they are associated with (i.e. data bindings and cyclomatic complexity).
Fuzzy Sets and Fuzzy Logic
Fuzzy logic provides a method for representing the meaning of both fuzzy and non-fuzzy predicate modifiers or hedges (e.g. not, very, much, slightly, extremely) which permits a system for computing with linguistic variables, that is, variables whose values are words in a natural language [15] . For example, cyclomatic complexity is a linguistic variable when its values are assumed to be: high, small, medium, very high, rather small, etc., where each value can be interpreted as a possibility distribution over all integers. In order to permit rule-based approximate reasoning based on external input data from software products or documents and vague knowledge about the underlying process that produced the software components to be classified, it is necessary to permit the formulation of fuzzy (expert) rules. Fuzzy classification has been introduced to complexitybased criticality prediction in [18] .
While in two-valued logic systems a proposition may be qualified by associating it with a truth value (i.e. true or false) or a modal value (e.g. impossible), in fuzzy logic, these qualifications are either truth (possibility) qualifications expressed as a real value τ ∈ [0,1] or probability qualifications with a qualifier λ ∈ [0,1]. A fuzzy set A of a given universe of discourse U which is associated with its base variable y is described by its membership function µ A : U → [0,1] which represents each element y of discourse U as a number µ A in the interval [0,1] that represents the grade of membership of y in A. In other words, the value of the membership function indicates the possibility or certainty with which y belongs to the fuzzy set A. Because both, possibility distributions and probability distributions may be associated with y, it is necessary to distinguish exactly between the two interpretations.
As an example let A be a linguistic variable with the label "cyclomatic complexity" with y ∈ U = [1,100]. The terms of this linguistic variable, which are fuzzy sets, are labeled "high", "small", and so on. The base variable y of A is the number of decisions in a software component plus one. µ A : U → [0,1] is the rep-resentation rule that assigns a meaning, that is, a fuzzy set, to the terms. Though different shapes of membership functions have been described, practical applications usually describe fuzzy numbers with a triangular membership function (i.e. the degree of membership of a distinct value to a fuzzy set is of triangular shape starting with 0, indicating non-membership, to 1, indicating full membership, and back to 0, hence allowing various degrees of membership for the elements of the given set).
Fuzzy Decision Support
In order to permit rule-based approximate reasoning based on external input data from software products or documents and vague knowledge about the underlying process that produced the software components to be classified, it is necessary to permit the formulation of fuzzy (expert) rules. The combination of interacting fuzzy rules derived from expert knowledge is called a fuzzy expert system, because it is supposed to model an expert and make his or her knowledge available for non-experts for purposes of diagnosis or decision making. The declarative knowledge of fuzzy expert systems is represented as fuzzy sets and data.
Let Zadeh proposed that rather than describe a set by its membership, to describe it by a membership function and allow the function to have values between 0 and 1 to represent ambiguity that might be present in the set. A cyclomatic complexity of 20 might be assigned a membership of 0.8 in the set labeled "medium" and a membership of 0.2 in the set labeled "high", while a cyclomatic complexity of 30 has a membership degree of 0.3 in the set labeled "medium" and a membership of 0.7 in the set labeled "high". The clusters of a fuzzy classification are hence the membership functions themselves. They indicate structure of the input data in a way that two components M i and M j with membership functions close to one for the same label can be considered equal to each other. If several components have their individual maximum membership for the same membership function, that component with the highest membership is classified best by the clustering.
Most fuzzy expert systems are using production rules (as opposed to semantic nets or frames) that represent procedural knowledge. Such production rules are used to capture both heuristic rules of thumb and formally known relations among the facts in the domain (fig.6 ). These rules are represented as if-then-rules that associate conclusions to given antecedents. An example for a production rule that we use is "if cyclomatic complexity is medium and statement count is medium then the component is error-prone". The advantage of production rules obviously lies in the fact that they are a convenient way to represent one's domain knowledge and that they can be augmented easily by adding further rules. The inference engine that controls the application of fitting rules to given data is based on an extension of set-theoretic operators (e.g. and, or, then). Originally the following three operators were proposed by Zadeh for intersection, union and complement:
µ A ∩ B (y) = min ( µ A (y) , µ B (y) ) , y ∈ U; µ A ∪ B (y) = max ( µ A (y) , µ B (y) ) , y ∈ U; µ ¬ A (y) = 1 -µ A (y) , y ∈ U. Although other operators have been introduced, we will stick to these definitions since they are most common and simple to deal with.
One of the most important inference rules in traditional logic is the modus ponens that has also been generalized to be applicable to fuzzy sets. Let A, A', B , B' be fuzzy sets, then the generalized modus ponens states:
Premise:
x is A' Implication: If x is A then y is B Conclusion: y is B' Of course, it is possible that different conclusions can be arrived at by using the same implication if the premises vary. Fuzzy inference finally is based on the concepts of fuzzy implication and a compositional rule of inference. Fuzzy implication is represented as A → B, where A and B are fuzzy sets. The most common implications have already been introduced (e.g. fuzzy union µ A∪B (y)).
To arrive at a conclusion, the fuzzy implication and the underlying premise have to be interpreted by a compositional rule of inference. If there are many fuzzy production rules their individual results can be superimposed. The conclusion of all rules may be derived by using the centroid of the area under the resulting fuzzy membership curve. This process of ending with a crisp value, called defuzzification, is of course not necessary when the curves can be associated with fuzzy sets of result variables on nominal scales, and thus provide qualitative decision support.
