In this paper, we are exploring the response of individual classifier families on imbalanced medical data. In this work we are using LIDC (Lung Image Database Consortium) dataset, which is a very good example for imbalanced data. The main objective of this work is to examine how will be the response of different categories of classifier on imbalanced dataset. We are considering five categories of dataset which are grouped as, Instance Based classifier, Rule Based classifiers, Functional Classifier, Decision Tree classifier and Ensemble of Classifiers. The results from our experiments will be evaluated based on following performance metrics such as Accuracy, Precision, Recall, F-measure, Area under curve and kappa statistics.
INTRODUCTION
Based on the GLOBOCAN 2008 estimates, about 13.7 million cancer cases and 9.6 million cancer deaths are estimated to have occurred in 2008 of these, 56% of the cases and 64% of the deaths occurred in the economically developing world [1] . Lung cancer is the most frequently diagnosed cancer and the leading cause of cancer death. Survival from the lung cancer is directly related to early and correct detection and diagnosis of the malignant lesions. Studies show that positive diagnosis from radiologists is possible to the maximum accuracy of 70% -80% when it has been diagnosed using computerized tomography (CT) imaging. Hence usage of CT screening technique is widely used across the world. The possibility of survival rate from cancer is very less and mortality rates are increasing year to year. The main failure for such mortality is due to wrong diagnosis of cancer disease. The early detection of cancerous nodule will surely helps in curing the disease. It is human tendency to make error in manually diagnosing the lesions as nodule or nodule. Many cases have different interpretation between the radiologists. This is generally true of biomedical field, where opinions are extremely subjective. Studies have shown that radiologist frequently fail to agree with all nodules, especially in marginal cases and the examination of CT scan is time consuming and error prone task and its human tendency to make mistakes due to large work pressure [2] . The main purpose of Computer Aided Diagnosis (CAD) systems is to assist radiologist in medical decision making.
RELATED WORK
Ekrain et.al [3] investigated several approaches to combine delineated boundaries and ratings from multiple observer and they have used p-map analysis with union, intersection and threshold probability to combine the boundary reading and claimed that threshold probability approach provides good level of agreement. Lee et al [4] proposed a method using two step approaches for feature selection and classifier ensemble construction. They used genetic algorithm in initial round of feature reduction and claimed that use of ensemble classifiers that explicitly enable classification using multiple different subsets helps to relief the problem of selection of high performance feature subset in developing CAD system. Various classifier models have been used for lung nodule classification. Linear classifiers are popular due to their speed and accuracy, including Artificial Neural Network (ANN) [5] . Lee et al [6] have developed a CADx system based on twostep feature selection and advanced classifier algorithm. Nakumura et al [7] worked on simulating the radiologists perception of diagnostic characteristic rating such as shape, margin, irregularity, Spiculation, Lobulation, texture etc. on a scale of 1 to 6 and they extracted various statistical and geometric image features including fourier and radiant gradient indices and correlated these features with the radiologists ratings. They showed correlation between radial gradient indices with spiculation and the other geometric features with shape and concluded that there was poor predictive performance in ratings of radiologists due to variability in inter observer ratings. Ebadollahi et al [8] proposed a framework that uses semantic methods to describe visual abnormalities and exchange knowledge with medical domain.
METHODS AND MATERIALS
The dataset used in this work is obtained from LIDC (Lung image database Consortium) [9] . LIDC is lung image dataset which is publically available through National cancer Institute's Imaging Archive. In this section we briefly discuss about the procedure of data collection process by LIDC. The dataset comes with CT images and XML file. CT images are of DICOM (Digital Imaging and Communications in Medicine) image format and it is a standard for handling, storing, printing, and transmitting information in medical imaging. XML file gives us the information about the nodule details such as, its nodules spatial location co-ordinates, size and radiological characteristic ratings. LIDC have four radiologists in the panel. LIDC data collection will be made of two phases namely Blinded session and unblinded sessions of reading. In the first phase each radiologist reviews CT scan independently. In the second phase ratings from all the four radiologists are gathered together and presented to each other radiologists for a second review, allowing radiologist to refine their earlier opinion based on others review. Subsequently results of each radiologists were compiled later to form final unblinded review.
As mentioned before LIDC data comes along with XML file which hold the information about the nodules for the communication of results. XML files holds the spatial location information about the three types of lesions, they are nodules < 3 mm, nodules > 3 mm and Non-nodules > 3mm of diameter as marked by panel of four radiologists. Apart from spatial location information, XML files also gives information about the radiologist's ratings for nine nodule characteristics: Lobulation, internal structure, calcification, subtlety, spiculation, margin, sphericity, texture and malignancy.
In this work 124 out of 399 cases from LIDC dataset has been considered. We have extracted 4532 nodule from those 124 cases. The samples of nodules which we have extracted from the CT images are shown in figure below (see Fig 1) . Gabor feature extraction approach is also being used in this work for extraction of texture features under category of transform based features. Gabor features is a well known method which extracts texture information from an image in the form of response image [10] . We calculated this at four orientations (0°, 45°, 90° and 145°) and three frequencies (0.3, 0.4 and 0.5) by convolving the image with 12 Gabor filters. Here we have considered only the resulting mean and standard deviation of 12 Gabor response images thus resulting in 24 Gabor features per nodule image.
The detailed low level images features which have been considered in this work are listed in Table 1 . In this work we have grouped image features into two categories (1) low level image features (2) radiologist's characteristic ratings provided by LIDC. As we explained in the earlier section we have extracted fifty five low level features which are concatenated with eight radiological predictions. Therefore the total number of features we are considering in this work equals to sixty three.
The overview of the dataset and number of features considered in this work is given in Table 2 . 
EXPERIMENTAL SETUP
In this work we have carried out different set of experiments on the same dataset with different parameter setup to observe the performance of the classifier on imbalanced dataset. As we mentioned before in this work we are using five different classifier families to carry out our experiments. We used KNearest Neighbor (KNN) under instance based classifier, Multi Layer Perceptron (MLP) and Support Vector Machine (SVM) under functional based classifiers, PART and RIDOR for rule based classifiers, J48 and REPTree under decision tree classifiers. We are considering Bagging and Boosting under Ensemble Methods for our experiments.
Top performing classifier in the list of instance based, functional based, rule based and decision tree based classifiers are chosen to be a base classifiers for Bagging and AdaBoost methods.
RESULTS AND DISCUSSIONS
The performances of classifiers are evaluated using five performance metrics which are categorized into three groups. Accuracy and F-measure are considered under threshold metrics and we have fixed threshold to 0. The classifier which performs above the threshold (> 0.5) is considered to be good performer and classifier whose performance below is threshold (< 0.5) is regarded as under performer. RMSE (Root Mean squared Error) is used as probability metric. Probability metric are minimized when the predicted value for each case is equals to true conditional probability.
Lower the RMSE value will be better the performer. AUC (Area Under Curve) is used as a rank metric and this metric measures how well the positive cases and negative cases are ordered and viewed. Kappa statics is used as agreement measures, which in turn reflect how well model agrees between the expert prediction and machine prediction. The kappa interpretation scale has been given in Table 3 . Table - The best performing classifiers are highlighted in the results table (refer Table 3 ) (bold cases in the column under specified performance metric). We have observed from our experimentation that the ensembles of classifiers are performing well in all the cases. In our case Bagging with REPTree base classifier has been provided excellent results when compared to all other classifier group. When we compare the Bagging with near competitor i.e., J48 decision tree performance, the results look similar. This is because the way we choose base classifier. We have chosen base classifier in such a way that it should be top performer in the list.
CONCLUSION
In this work we have addressed the role of classifier on medical data which happens to be imbalanced in many cases. The results from our experiments showed that ensemble of classifier approach will give good results when compared to other family of classifiers. It is worth notice that though SVM is regarded as good classifier in the pattern recognition literature is worst performer in our case. Hence it is very sensible issue in choosing classifier while dealing with imbalanced dataset. The fact behind the better performance from ensemble of classifier family is the way they classify the test examples is very much similar to assessing the label from different experts. That is ensemble of classifiers works on combination rules such voting which refers to winner take all policy. As in medical domain there is always requirement for getting many opinions and finally concluding the result based on outputs of first level. Hence the ensemble of classifier model is best suited for the fields like medical where often it is required to deal with imbalance dataset.
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