We introduce a new class of inequalities valid for the cut polytope, which we call gap inequalities. Each gap inequality is given by a nite sequence of integers, whose \gap" is de ned as the smallest discrepancy arising when decomposing the sequence into two parts as equal as possible. Gap inequalities include the hypermetric inequalities and the negative type inequalities, which have been extensively studied in the literature. They are also related to a positive semide nite relaxation of the max-cut problem.
Introduction
Set V := f1; : : :; ng. Let Computing the gap of an integer sequence is a hard problem. For instance, it is an NP-complete problem to decide if the gap is equal to zero. Indeed, the sequence b has gap zero if and only if it can be partitioned into two parts of equal weights. This is the partition problem, which is NP-complete; see GJ79] .
Given a sequence b 2 Z n , we consider the following inequality in the ? n 2 variables x ij (1 i < j n): Our main motivation for introducing the inequalities (1.2) lies in their connection with the cut polytope CUT n ; indeed, they de ne valid inequalities for CUT n . The following classes of gap inequalities have been extensively studied in the literature:
(i) The inequalities (1.2) with (b) = 0 (which implies that (b) = 0), known as the negative type inequalities.
(ii) The inequalities (1.2) with (b) = 1 (which implies that (b) = 1), known as the hypermetric inequalities.
Negative type inequalities were used by Schoenberg Sch35, Sch38] for the characterization of the distance spaces that are isometrically`2-embeddable. Hypermetric inequalities were introduced by Deza Dez61] and later, independently, by Kelly Kel75] in connection with the study of`1-embeddable distance spaces. Among the hypermetric inequalities, large subclasses are known that de ne facets of the cut polytope; see, e.g., DL92]. On the other hand, for the case = 0 of the negative type inequalities, the following is known. In fact, using symmetries, this yields that every gap inequality with gap = 0 is implied by the gap inequalities with gap = 1. Therefore, no gap inequality with gap 0 de nes a facet of the cut polytope.
Hence arises naturally the question of deciding what happens in the case 2 ? So far, we have not been able to nd any example of a gap inequality with 2 and that de nes a facet of CUT n . This leads us to conjecture that none exists. In view of the remarks above, in order to prove Conjecture 1.4, it su ces to show that every gap inequality that de nes a facet of CUT n has gap 2 f0; 1g.
In this paper, we give several results in connection with this conjecture.
The paper is organized as follows. In Section 2 we present some preliminary results. In particular, we explain how the gap inequalities (1.2) arise in connection with the cut polytope CUT n and how they relate with the inequalities de ning a positive semide nite relaxation of CUT n . We group in Section 3 several results on the gap. We present in Section 4 a characterization of the gap inequalities that de ne facets of the cut polytope, which is in terms of conditions on the possible root patterns (i.e., in the n-space rather than in the ? n 2 -space, where the inequalities live). We show in Section 5 that our conjecture on gap facets holds for all the sequences that take two distinct values (in absolute value).
Preliminaries
The cut polytope.
Set V := f1; : : :; ng. Let ? n 2 denote the set of unordered pairs ij with 1 i < j n (i.e., ij and ji are considered identical). Given a subset S V , the set 2
Given a weight function w 2 R ( n 2 ) , the max-cut problem is the problem of nding a cut (S) whose weight P ij2 (S) w ij is maximum; it can be formulated as (2.2) max(w T x j x 2 CUT n ):
The max-cut problem is NP-hard GJ79]. In fact, computing the gap of a sequence b 2 Z n can be formulated as an instance of the max-cut problem. Namely, set w ij := b i b j for all ij 2 ? n 2 . Then,
(This is actually the original method used by Karp for deriving the NP-hardness of the max-cut problem from the NP-completeness of the partition problem, using = 0 in the above argument.)
Root patterns.
Let b = (b 1 ; : : :; b n ) 2 Z n . We let (b) denote the sum P 1 i n b i and (b) denote the gap of b, de ned by (1.1). We also denote (b) and (b) by and , respectively, if there is no ambiguity.
Let Q n (b) denote the vector of R ( n 2 ) indexed by the pairs ij (1 i < j n) and de ned by Q n (b) ij := b i b j for 1 i < j n: Hence, the inequality (1.2) reads:
It is convenient to look at the di erent values that are taken by the integers b 1 ; : : :; b n . Let k denote the number of distinct coe cients that enter in the sequence b and let a 1 ; : : :; a k denote the distinct values taken by the entries of b. Then, the set V is partitioned into V = V 1 : : : V k , where b j = a h for all j 2 V h , h = 1; : : :; k. Let Let P denote the set of possible patterns for the roots of (2.4), i.e., P consists of the sequences r 2 N k for which (2.5) holds. The members of P are called the root patterns of the inequality (2.4). Switching. In the same way, we say that the inequality:
2 4 is obtained from the inequality:
by switching on S. Hence, each class of gap inequalities with a given gap is closed under switching, i.e., any switching of a gap inequality with gap is again a gap inequality with the same gap . It is not di cult to check that the gap inequalities with gap 0 are precisely the switchings of the negative type inequalities (i.e., the inequalities (1.2) for = 0). In the same way, the gap inequalities with gap 1 are all the inequalities that can be obtained from the hypermetric inequalities (i.e., the inequalities (1.2) for = 1) by switching. The following results can be found in DL92]. They imply that we can suppose without loss of generality to deal with integer positive sequences. (ii) Let . In other words, if we let G n denote the convex body in R ( n 2 ) which is de ned by the gap inequalities (1.2) for all b 2 Z n , then we have the following inclusions:
CUT n G n J n : Even though J n is a weaker relaxation of CUT n than G n , it enjoys some nice properties that G n does not have. An important property of J n is that one can optimize over it in polynomial time. Namely, given w 2 R ( n 2 ) , the problem: (2.10) max w T x s.t. x 2 J n can be solved (with arbitrary precision) in polynomial time (see, e.g., GW94]).
To see it, note rst that the separation problem for J n : Given x 2 R ( n 2 ) , decide whether x 2 J n and, if not, nd b 2 R n such that Q n (b) T 
; can be solved in polynomial time. Indeed, for x 2 R ( n 2 ) , consider the n n symmetric matrix X with zero diagonal and with ij-th entry x ij ; then, one can easily check that x 2 J n () the matrix J ? 2X is positive semide nite, where J denotes the all ones matrix. Now, using the ellipsoid method (see GLS88]) this implies that the optimization problem (2.10) can be solved in polynomial time.
Goemans and Williamson GW94] have shown that J n provides a good approximation of CUT n . More precisely, they show that max(w T x j x 2 J n ) max(w T x j x 2 CUT n ) 1:131 for all w 2 R ( n 2 ) + : In contrast, the optimization problem over the body G n is probably a hard problem. Indeed, several facts indicate that the separation problem for the gap inequalities is quite likely to be hard. Some results of Avis and Grishukhin AG93] show that the separation problem is already hard for the class of hypermetric inequalities. For instance, they show that the following problem is NP-hard: Given x 2 R ( n 2 ) , decide if x satis es all hypermetric inequalities and, if not, nd b 2 Z n with (b) = 1 and minimum P 1 i n jb i j such that Q n (b) T x > 0. where a 1 ; : : :; a k are relatively prime integers. Let denote the gap of b and := b 1 + : : : + b n . We remind that P denotes the set of root patterns, i.e., the set of sequences r 2 N k such that P 1 h k a h r h = In fact, the parameters u i in the Bezout identity can be chosen with arbitrary signs. 
Facet conditions
In this section, we study when the gap inequality (2.4) de nes a facet of the cut polytope. We give necessary and su cient conditions for the inequality (2.4) to be facet de ning. These conditions are in terms of root patterns; see Theorem 4.4 and Propositions 4.14 and 4.19. Our characterization presents the interesting feature that it is expressed in terms of conditions on the root patterns, which live in the n-space, while the facet property concerns the ? n 2 -space.
Facet characterization
We remind that K denotes the set of indices h = 1; : : :; k for which m h 2. Set J = fhh 0 : 1 h < h 0 k or h = h 0 2 K g: Hence, jJj = ? k 2 + jK j: Based on the family P of root patterns, we introduce a jPj jJj matrix M P . The rows of M P correspond to the root patterns r 2 P, and its columns to the pairs hh 0 2 J. is satis ed by all roots of (2.4). This proves that (2.4) is not facet de ning. 2 Let G = (V; E) be a graph and let S be a collection of subsets of V . Set F G S := f G (S) j S 2 Sg; where G (S) is the characteristic vector of the cut determined by the set S in the graph G. We say that F G S is full dimensional if F G S spans the whole space R E . We will consider here the following cases: -For h 2 K , G is the complete graph on V h and S = fS V h : jSj = r h for some r 2 Pg; then, F G S is denoted as F h;h . -For 1 h < h 0 k, G is the complete bipartite graph with node bipartition V h V h 0 and S = fS V h V h 0 : jS \V h j = r h and jS \V h 0 j = r h 0 for some r 2 Pg; then, F G S is denoted as F h;h 0 .
Lemma 4.3 Assume that the inequality (2.4) is facet de ning. Then, the set F h;h 0 is full dimensional for each h = h 0 2 K and for each 1 h < h 0 k.
Proof. If the inequality (2.4) is facet de ning, then its set X of roots has full dimension ? n 2 . Therefore, the set f(x ij ) i2V h ;j2V h 0 j x 2 Xg is a subset of F h;h 0 of full dimension. 2
In fact, as the next result shows, the conditions from Lemmas 4.1 and 4.3 are already su cient for characterizing facets. The components of (r) are given by 
Linear dependencies of uniform cuts
Our objective in this section is to give a reformulation of Theorem 4.4 which uses only simple conditions on the root patterns of the inequality (2.4). For this, we need to formulate conditions for the full dimensionality of the cut families F h;h 0 .
Such conditions are given in Propositions 4.14 and 4.19.
Given h 2 K , we recall that the cut family F h;h consists of the incidence vectors of the cuts G (S), where G is the complete graph on V h and S V h with jSj = r h for some r 2 P. Hence, F h;h is a union of several families of uniform cuts. In fact, as we will see below, the full dimensionality of F h;h can be checked by using at most two di erent set sizes for the cuts in F h;h .
We start with the problem of determining when the family of all uniform cuts of a given size is full dimensional. In fact, it can be further reduced in the following way. For this, it is convenient to introduce some auxiliary matrices associated with the cuts of the graph K m . For every integer r; 0 r m, we introduce a 3 3 matrix A r = (a ij ); i; j = 0; 1; 2, as follows. Fix the edge e := i 0 j 0 of the complete graph K m , and partition its edge set into three classes E 0 ; E 1 and E 2 according to the intersection with e: E i := fe : je \ ej = ig i = 0; 1; 2: (Thus, E 2 = feg). Now, we de ne the entries a ij of the matrix A r by (4.10) aij = jEi \ (S)j if there is a subset S f1; : : : ; ng; jSj = r; jS \ ej = j 0 if such a set S does not exist.
Observe that the value of a ij is independent of a particular choice of a subset S. Clearly, the system (4.9) is solvable if and only if the system: We can now characterize when the cut family F h;h is full dimensional, in terms of the set P of root patterns. Let P h := f j 9r 2 P such that r h = g denote the projection of P on the h-th coordinate. We now turn to the study of the cut families F h;h 0 where 1 h < h 0 k. Note that the family F h;h 0 is a union of uniform cut families in the complete bipartite graph G = K m h ;m h 0 with node bipartition V h V h 0 . We will see that the full dimensionality of F h;h 0 can be checked by looking at two set sizes at most.
As in the case treated above, we rst study the case when the set of uniform cuts of a given size in a complete bipartite graph is full dimensional. Again, due to symmetries, this problem can be formulated as follows.
Let m 1 ; m 2 1 be xed. Consider the complete bipartite graph K m 1 ;m 2 with vertex set V = V 1 V 2 ; jV i j = m i ; i = 1; 2; and choose a pair of vertices i 0 2 V 1 and j 0 2 V 2 . Partition the edges of K m 1 ;m 2 into four sets as follows: E 1 := fi 0 j 0 g; E 2 := fi 0 j j j 2 V 2 nj 0 g; E 3 := fij 0 j i 2 V 1 ni 0 g; E 4 := fij j i 2 V 1 ni 0 ; j 2 V 2 ni 0 g: For any pair of integers r 1 and r 2 ; 0 r i m i ; i = 1; 2; let S r 1 ;r 2 := fS V 1 V 2 : jS \ V i j = r i ; i = 1; 2g: We partition the set system S r 1 ;r 2 into four classes S i ; i = 1; 2; 3; 4, as follows: S 1 := fS 2 S r 1 ;r 2 j i 0 ; j 0 2 Sg; S 2 := fS 2 S r 1 ;r 2 j i 0 2 S; j 0 = 2 Sg; S 3 := fS 2 S r 1 ;r 2 j i 0 = 2 S; j 0 2 Sg; S 4 := fS 2 S r 1 ;r 2 j i 0 ; j 0 = 2 Sg:
We introduce a matrix B r 1 ;r 2 = (b k;`) ; k;`= 1; 2; 3; 4, by setting b k;`: = ( jE k \ (S)j for S 2 S0 if S`= ;: Clearly, the value of b k;`i s independent of a particular choice of S 2 S`for anỳ = 1; 2; 3; 4. We are interested in the solvability of the linear system: . We now characterize the values of (r 1 ; r 2 ) for which the family C r 1 ;r 2 is full dimensional. We also give some values of (r 1 ; r 2 ) and (r 0 1 ; r 0 2 ) for which the union C r 1 ;r 2 C r 0 1 ;r 0 2 is full dimensional. The following notation will be useful for the proofs of Lemmas 4.16 and 4.17. For a 4 4 matrix B with rows u 1 ; u 2 ; u 3 ; u 4 , we let B 0 denote the 4 4 matrix whose rows are the vectors u 1 ; u 1 +u 2 ; u 1 +u 3 ; and u 1 +u 2 +u 3 +u 4 . So, B 0 r 1 ;r 2 is the transform of B r 1 ;r 2 de ned in this way. Obviously, the system (4.15) is solvable if and only if the system: (4.18) B 0 r 1 ;r 2 x = e is solvable, where e := (1; 1; 1; 1) T .
We collect below a list of matrices, which show all the possible forms for the matrices B 0 We can now characterize when the cut family F h;h 0 is full dimensional, for 1 h < h 0 k. To simplify the notation, we state the result for the indices h = 1; h 0 = 2. ; m 2 g, then one deduces again from Lemma 4.17 that F 1;2 is contained in the hyperplane H 2 , yielding a contradiction. So, we have shown that (iic) holds under the assumption that F 1;2 is full dimensional. Conversely, let us suppose that (iic) holds. Let r; r 0 2 P as in (iic). We deduce from Lemma 4.16 (iv) that F 1;2 is full dimensional.
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We conclude with a few remarks. We have seen in Lemma 4.1 that a necessary condition for the inequality (2.4) to be facet de ning is that the matrix M P have full column rank. Another similar necessary condition can be formulated in terms of the incidence matrix A P of the set P of root patterns. More precisely, let A P denote the matrix whose rows are the root patterns r 2 P. Hence, A P has k columns and jPj rows. Proof. Suppose that rank A P k ? 1. We show that the inequality (2.4) is not facet de ning. Consider the system of equations:
A P z = + 2 e; where e denotes the all ones vector. This system has at least one solution, namely, the vector a := (a 1 ; : : :; a k ) (recall (2.5)). As rank A P k?1, we can nd another solution z 6 = a of the system A P x = 2
We group below several necessary conditions that can be deduced from our results. In what follows, we let e denote the all ones vector (of appropriate dimension).
(ii) Let m h 0 = 1. Suppose that there exists 2 Zsuch that r h 0 = for all r 2 P. Let u 2 R k be de ned by u h 0 = 1 and u h = 0 for h 2 f1; : : :; kg n fh 0 g. Then, A P u = e: On the other hand, A P a = + 2 e: This shows that rank A P < k. Therefore, (2.4) is not facet de ning by Proposition 4.20.
(iii) Suppose that there exist h 0 2 K and 2 Zsuch that r h 0 2 f ; m h 0 ? g for all r 2 P. Let We obtain a contradiction. Example 4.22 Consider the sequence b := (1; 1; 1; 1; 1; 2; 2; 4; 4); its gap is equal to 1. This is the case: n = 9, k = 3, a = (1; 2; 4) and m = (5; 2; 2). There are four root patterns: r = (3; 1; 1), (1; 2; 1), (5; 0; 1), and (1; 0; 2). Hence, rank A P = 3. However, the inequality (2.4) is not facet de ning in this case as there too few root patterns. Indeed, one needs at least ? k 2 + jK j = 6 root patterns ! As another example, consider the sequence b := (1; 1; 1; 1; 2; 2) with gap 0. There are only two root patterns: (4; 0) and (2; 1). Hence, (2.4) is not facet de ning. 2
5 Sequences with two and three values
In this section, we show that Conjecture 1.4 holds for sequences with two values. We start with a lemma which is a re nement of Lemma 3.5. There are four cases to be considered.
Case 1: r 1 < v 1 and m 1 ? r 1 < w 1 .
Then, m 1 < v 1 + w 1 = a 2 . By Corollary 4.21, we deduce that (2.4) is not facet inducing.
Case 2: m 2 ? r 2 < v 2 and r 2 < w 2 .
Then, m 2 < a 1 , which implies as before that (2.4) is not facet de ning. a 1 , i.e., r 1 a 2 and m 2 ? r 2 a 1 . Let u 1 ; u 2 be integers such that u 1 a 1 ? u 2 a 2 = 1, 0 u 1 a 2 and 0 u 2 a 1 . Then, the assumption of Lemma 3.3 holds as r 1 a 2 u 1 and m 2 ?r 2 a 1 u 2 . Therefore, the gap is 0 or 1 by Lemma 3.3. 2
Proposition 5.4 Conjecture 1.4 holds for any sequence taking the values a 1 ; a 2 and a 3 := a 1 +1, where a 1 ; a 2 1 are integers such that a 1^a2 = (a 1 +1)^a 2 = 1. Proof. Supose that the gap satis es 2. Note that ua 1 + v(a 1 + 1) = 1 holds for (u; v) = (?1; 1). Applying Lemma 3.3, we obtain that every root pattern r satis es: m 1 ? r 1 < 1 or r 3 < 1, i.e., r 1 = m 1 or r 3 = 0. Using Lemma 5.3, this implies that there are at most two distinct root patterns. Therefore, the inequality (1.2) is not facet de ning by Corollary 4.21. 2
We conclude with some examples.
Example 5.5 Let a 1 := 2; a 2 := 3; a 3 := 7. Conjecture 1.4 holds for this sequence, i.e., the gap is 0 or 1, or the inequality (2.4) does not de ne a facet of the cut polytope.
We distinguish 7 cases, according to the respective parities of m 1 ; m 2 ; m 3 . (We indicate in each case what is the suitable partition realizing the minimum gap.) m 1 ; m 2 even, m 3 odd; then = 1, as the sequence (2; 2; 3; 3; 7) has gap 1 (with partition: 27; by this we mean the partition with 2,7 on one side and 2,3,3 on the other side). m 1 ; m 3 even, m 3 odd; then, = 1 as the sequence (2; 2; 3; 7; 7) has gap 1 (with partition: 227).
The sequence (2; 3; 3; 7; 7) has gap 2, but does not de ne a facet of CUT 5 . This is the smallest case of m 1 odd, m 2 ; m 3 even. The next cases to consider are: -m 1 = 3, m 2 = m 3 = 2; then, the sequence (2; 2; 2; 3; 3; 7; 7) has gap 0 (with partition: 2227).
-m 1 = 1, m 2 = 4, m 3 = 2; then, the sequence (2; 3; 3; 3; 3; 7; 7) has gap 0 (with partition: 77).
-m 1 = 1; m 2 = 2, m 3 = 4; then, the sequence (2; 3; 3; 7; 7; 7; 7) has gap 2. In fact, the sequence (2; 3; 3; 7; : : :; 7 | {z } 2m ) has gap 2. The roots are the subsets S satisfying b(S) = +2 2 = 5+7m. Hence, there is only one root pattern, namely, r = (1; 1; m). Therefore, the corresponding inequality (2.4) does not de ne a facet of the cut polytope. m 1 even, m 2 ; m 3 odd; then, = 0 as the sequence (2; 2; 3; 7) has gap 0 (with partition: 7). m 2 even, m 1 ; m 3 odd; then, = 1 as the sequence (2; 3; 3; 7) has gap 1 (with partition: 233). m 3 even, m 1 ; m 2 odd; then, = 1 as the sequence (2; 3; 7; 7) has gap 1 (with partition: 37).
In the case m 1 ; m 2 ; m 3 odd, the gap is = 0 except = 2 for the sequences (2; 3; 7; : : :; 7 | {z } 2m+1 ) (then, (0; 0; m + 1) is the only root pattern) and (2; 2; 2; 3; 7; : : :; 7 | {z } 2m+1 ) (then, (3; 1; m) and (1; 0; m + 1) are the only root patterns). 2
Example 5.6 Let a 1 := 2; a 2 := 3; a 3 := 5. Conjecture 1.4 holds for this sequence, i.e., the gap is 0 or 1, or the inequality (2.4) does not de ne a facet of the cut polytope. We proceed as in Example 5.5. The sequence (2; 2; 3; 3; 5) has gap 1 (with partition: 35). The sequence (2; 2; 3; 5; 5) has gap 1 (with partition: 225). The sequence (2; 2; 2; 3; 3; 5; 5) has gap 0 (with partition: 335) as well as the sequence (2; 3; 3; 3; 3; 5; 5; ) (with partition: 3333). On the other hand, the sequence The sequence (2; 3; 3; 5) has gap 1 (with partition: 25). The sequence (2; 3; 5; 5) has gap 1 (with partition: 35). The sequence (2; 2; 2; 2; 3; 5) has gap 0 (with partition: 2222) as well as the sequence (2; 2; 3; 3; 3; 5) (with partition: 333). On the other hand, the sequence (2; 2; 3; 5; : : :; 5 | {z } 2m+1 ) has gap 2. The roots should satisfy b(S) = 7 + 5m; hence, the possible root patterns are r = (1; 0; m + 1) and (2; 1; m). Hence, the inequality (2.4) is not facet de ning in this case.
The sequence (2; 3; 5) has gap 0 (with partition: 23). 2
