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Abstract
Transport based distances, such as the Wasserstein distance and
earth mover’s distance, have been shown to be an effective tool
in signal and image analysis. The success of transport based
distances is in part due to their Lagrangian nature which allows
it to capture the important variations in many signal classes.
However these distances require the signal to be nonnegative
and normalized. Furthermore, the signals are considered as
measures and compared by redistributing (transporting) them,
which does not directly take into account the signal intensity.
Here we study a transport-based distance, called the TLp dis-
tance, that combines Lagrangian and intensity modelling and is
directly applicable to general, non-positive and multi-channelled
signals. The framework allows the application of existing nu-
merical methods. We give an overview of the basic properties
of this distance and applications to classification, with multi-
channelled, non-positive one and two-dimensional signals, and
color transfer.
1 Introduction
Enabled by advances in numerical implementation [3,8,38], and
their Lagrangian nature, transportation based distances for signal
analysis are becoming increasingly popular in a large range of
applications. Recent applications include astronomy [5, 11, 12],
biomedical sciences [2, 18–20, 56, 60, 61, 64, 65], colour transfer
[6,10,36,44,45], computer vision and graphics [4,31,43,47,48,
53, 54], imaging [26, 29, 46], information theory [57], machine
learning [1, 7, 13, 24, 27, 35, 55], operational research [49] and
signal processing [39, 42].
The success of transport based distances is due to the large
number of applications that consider signals that are Lagrangian
in nature (spatial rearrangements, i.e. transport, are a key factor
when considering image differences). Many signals contain
similar features for which transport based distances will outper-
form distances that only consider differences in intensity, such
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as Lp. Optimal transport (OT) distances, for example the earth
mover’s distance or Wasserstein distance, are examples of trans-
port distances. However these distances do not directly account
for signal intensity. The Lp distance is the other extreme, this
distance is based on intensity and does not take into account
Lagrangian properties.
In this paper we develop the TLp distance introduced in [14]
which combines both Lagrangian and intensity based modelling.
Our aim is to show that by including both transport and inten-
sity within the distance we can better represent the similarities
between classes of data in many problems. For example, if a
distance can naturally differentiate between classes, that is the
within class distance is small compared to the between class
separation, then the classification problem is made easier. This
requires designing distances that can faithfully represent the
structure within a given data set.
Optimal transport distances interpret signals as either prob-
ability measures or as densities of probability measures. This
places restrictions on the type of signals one can consider. Prob-
ability measures must be non-negative, integrate to unity and
be single-channelled. In order to apply OT to a wider class of
signals one has to use ad-hoc methods to transform the signal
into a probability measure. This can often dampen the features,
for example renormalization may reduce the intensity range of a
signal.
The TLp distance does not need the signal to be a probabil-
ity measure and therefore the above restrictions do not apply.
Rather, the TLp distance models the intensity directly. The
framework is sufficiently general as to include signals on either
a discrete or continuous domains that can be negative, multi-
channelled and integrate to an arbitrary value.
Another property of OT, due to the lack of intensity mod-
elling, is its insensitivity to high frequency perturbations. This
is due to transport being on the order of the wavelength of the
perturbation. By modelling the intensity directly, and therefore
accounting for amplitude, the TLp distance does not suffer this
property.
The aim of this paper is to develop the TLp framework and
demonstrate its applicability in a range of applications. We
consider classification problems on data sets where we show that
the TLp better represents the underlying geometry, i.e. achieves
a better between class to within class distance, than popular
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alternative distances.
We also consider the colour transfer problem in a context
where spatial information, as well as intensity, is important. To
apply standardised tests in applications such as medical imaging
it is often necessary to normalise colour variation [23, 32, 52].
One solution is to match the means and variance of each colour
channel (in some colourspace e.g. RGB or LAB). However, by
transferring the colour of one image onto the other it is possible
to recolour an image with exactly the same colour profile.
A popular method is to use the OT distance on the histogram
of images [6, 10, 36, 44, 45]. This allows one to take into ac-
count the intensity of pixels but includes no spatial information.
The TLp distance is able to include both spatial and intensity
information.
Our methodology, therefore, has more in common with regis-
tration methods that aim to find a transformation that maximizes
the similarity between two images where our measure of sim-
ilarity includes both spatial and intensity information. One
should compare our approach to [20] where the authors develop
a numerical method for the Monge formulation of OT with the
addition of an intensity term for image warping and registration.
However, unlike the method presented in [20], the formulation
presented here defines a metric.
Paper Overview. The outline for this paper is the following.
In the next section we review OT and give a formal definition of
the TLp distance followed by examples to illustrate its features
and to compare with the OT and Lp distances. In Section 3
we give a more general definition and explain some of its key
properties. In Section 4 we include applications of the TLp dis-
tances. We first consider classification on synthetic one and two
dimensional, non-positive signals with no assumption on total
mass and to real-world multivariate signals and two-dimensional
images. A further application to the colour transfer problem is
then given. Conclusions are given in Section 5.
2 Formal Definitions and Examples
2.1 Review of Optimal Transport and the TLp
Distance
We begin by reviewing optimal transport in first the Kantorovich
formulation and then the Monge formulation.
The Kantorovich Formulation of Optimal Transport. For
measures µ and ν on Ω ⊂ Rd with the same mass and a con-
tinuous cost function c : Ω × Ω → [0,∞) the Kantorovich
formulation of OT is given by
OT(µ, ν) = min
pi
∫
Ω×Ω
c(x, y) dpi(x, y) (1)
where the minimum is taken over probability measures pi on
Ω× Ω such that the first marginal is µ and the second marginal
is ν, i.e. pi(A×Ω) = µ(A) and pi(Ω×B) = ν(B) for all open
sets A and B. We denote the set of such pi by Π(µ, ν). We call
measures pi ∈ Π(µ, ν) transport plans since pi(A × B) is the
amount of mass in A that is transferred to B. Minimizers pi∗ of
OT(µ, ν), which we call optimal plans, exist when c is lower
semi-continuous [62].
A common choice is c(x, y) = |x−y|pp =
∑d
i=1 |xi−yi|p in
which case we define dOT(µ, ν) = p
√
OT(µ, ν). When p = 2
this is known as the Wasserstein distance and when p = 1
the earth mover’s distance. With an abuse of notation we will
sometimes write dOT(f, g) when µ and ν have densities f and
g respectively.
When µ has a continuous density then the support of any opti-
mal plan pi∗ is contained on the graph of a function T ∗. In partic-
ular this implies pi∗(A,B) = µ ({x : x ∈ A, T ∗(x) ∈ B}) and
furthermore that the optimal plan defines a mapping between µ
and ν, see for example Figure 1a. This leads us to the Monge
formulation of OT.
The Monge Formulation of Optimal Transport. An appeal-
ing property of optimal transport distances are their formulation
in a Lagrangian setting. One can rewrite the optimal transport
problem in the Monge formulation as
OTM (µ, ν) = inf
T
∫
Ω×Ω
c(x, T (x)) dµ(x) (2)
where the infimum is taken over transport maps T : Ω → Ω
that rearrange µ into ν, i.e. ν = T#µ where we define the push-
forward of µ onto the range of T by T#µ(A) = µ(T−1(A)),
see Figure 1b. This is now a non-convex optimization prob-
lem with nonlinear constraints. However when, for example, µ
and ν have densities, then optimal transport maps T ∗ exist and
give a natural interpolation between two measures. In particular
when c(x, y) = |x − y|p the map Tt(x) = (1 − t)x + tT ∗(x)
describes the path of particle x and furthermore the measure of
µ pushed forward by Tt is the geodesic (shortest path) between
µ and ν. This property has had many uses in transport based
morphometry applications such as biomedical [2, 40, 59, 63],
super-resolution [26] and has much in common with large defor-
mation diffeomorphism techniques in shape analysis [16, 21].
Optimal Transport in Signal and Image Processing. To fur-
ther motivate our development of the TLp distance we point
out some features of optimal transport important to signal and
image processing. We refer to [25] and references therein for
more details and a review of the subject.
Key to the success of OT is the ability to provide generative
models which accurately represent various families of data dis-
tributions. The success and appeal of OT owes to (1) ability to
capture well the signal variations due to spatial rearrangements
(shifts, translations, transport), (2) the OT distances are theoreti-
cally well understood and have appealing features (for example
Wasserstein distance has a Riemannian structure and geodesics
can be characterized), (3) efficiency and accuracy of numerical
methods, (4) simplicity compared to other Lagrangian methods
such as large deformation diffeomorphic metric mapping.
The Monge formulation of OT defines a mapping between
images which has been used in, for example, image registra-
tion [17–20, 37, 61, 65] where one wishes to find a common
geometric reference frame between two or more images. In
2
Tµ ν
(a) The Monge formulation of OT looks for maps that rearrange µ
into ν. The optimal transport map between the uniform measure on
the circle and the uniform measure on a bean (with the same mass)
is given above. The mapping is represented by the colouring.
x
y
T
ρµ
ρν
(b) The measure T#µ is represented with support on the y-axis and
the measure µ on the x-axis in the above graph. The pushforward
measure T#µ(A) is, by definition, equal to µ(T−1(A)). When
T is differentiable, one-to-one and dµ(x) = ρµ(x) dx, dν(y) =
ρν(y) dy then ν = T#µ is equivalent to det(DT (x))ρν(T (x)) =
ρµ(x).
Figure 1: On the left an example optimal transport map for OT, on the right an illustration of the pushforward measure.
addition to the properties listed above the success of OT is due
to the fact that (5) the Monge problem is symmetric (i.e. if T is
the optimal map from the first image to the second, then T−1
is the optimal map from the second image to the first) and (6)
OT provides a landmark-free and parameter-free registration
scheme.
We now introduce the TLp distance in the simplest setting.
The Transportation Lp Distance. In this paper we use the
TLp distance (introduced in more generality in the next section),
for functions f, g : Ω→ Rm defined by
dpTLp(f, g) = minpi
∫
Ω×Ω
|x− y|pp + |f(x)− g(y)|pp dpi(x, y)
where the minimum is taken over all probability measures pi on
Ω× Ω such that both the marginals are the Lebesgue measure
L on Ω, i.e. pi ∈ Π(L,L). This can be understood in two ways.
The first is as an optimal transport distance of the Lebesgue
measure with itself and cost c(x, y) = |x−y|pp+ |f(x)−g(y)|pp.
This observation allows one to apply existing numerical meth-
ods for OT where the effective dimension is d (recall that
Ω ⊆ Rd). The second is as an OT distance between the
Lebesgue measure raised onto the graphs of f and g. That
is, given f, g : Ω→ R then we define the measures µ˜, ν˜ on the
graphs of f and g by µ˜(A×B) = L ({x : x ∈ A, f(x) ∈ B})
and ν˜(A×B) = L ({y : y ∈ A, g(y) ∈ B}) for any open sets
A ⊆ Ω, B ⊆ Rm. The TLp distance between f and g is the
OT distance between µ˜ and ν˜. Transport in TLp is of the form
(x, f(x)) 7→ (y, g(y)) and therefore has two components. We
refer to horizontal transport as the transport x 7→ y in Ω, and ver-
tical transport as the transport f(x) 7→ g(y). In the next section
we discuss the behaviour of TLp through three examples.
2.2 Examples Illustrating the Behaviour of TLp
No mass renormalization. Unlike for OT, in the TLp dis-
tance there is no need to assume that f and g are non-negative
or that they have the same mass. If a signal is negative then a
typical (ad-hoc) fix in OT is to add a constant to make the signal
non-negative before computing the distance. How to choose
this constant is often unclear unless a lower bound is known
a-priori. Furthermore this may damage sensitivity to translations
as the defining features of the signal become compressed. For
example, considering the functions in Figure 2a, let g = f(·− `)
be the translation of f . OT will lose sensitivity when comparing
fˆ = f+α∫
(f+α)
and gˆ = g+α∫
(g+α)
. In particular dOT(fˆ , gˆ) scales
with the height of the renormalised function, which is of the
order of 1α , and the size of the shift: dOT(fˆ , gˆ) ∝ h0`α where h0
is the height of f . To ensure positivity one must choose α large
but this also implies a small OT distance. Note also that both Lp
and TLp are invariant under adding a constant whereas OT is
not.
Sensitivity to High Frequency Perturbations. The TLp dis-
tance inherits sensitivity to high frequency perturbations from
the Lp norm. For example, let g = f +Aξ where ξ is high fre-
quency perturbation with amplitude A and wavelength ω. Then
the distance moved by each particle in the Monge formulation
of OT is on the order of the wavelength ω of ξ, which is small,
and independent of the amplitude A. On the other hand both
the TLp distance and the Lp distance are independent of the
wavelength but scale linearly with amplitude, see Figure 2b. In
particular OT is insensitive to high frequency noise regardless of
how large the amplitude whereas both TLp and Lp scale linearly
with the amplitude.
Ability of TLp to Track Translations. Another desirable
property of both TLp and OT are their ability to keep track
of translations for further than Lp. Let f = Aχ[0,1] be the
indicator function of the set [0, 1] on R scaled by A > 1 and
g(x) = f(x− `) the translation of f by `. Once ` > 1 then Lp
can no longer tell how far apart two humps are. On the other
hand OT can track the hump indefinitely. In this example the
TLp distance couples the graphs of f and g in one of three ways,
3
1`
h0
hα
(a) f (solid, black) and g (solid, red) are translations of each
other, the shifted and renormalised signals are fˆ = f+α∫
(f+α)
(dashed, black) and gˆ = g+α∫
(g+α)
(dashed, red). dOT(fˆ , gˆ) =
O
(
h0`
α
)
whilst TLp requires no renormalization.
ω
A
(b) f (black) is a low frequency signal and g is a high frequency
signal (red). dOT(f, g) = O(ω)  1 whilst dTLp(f, g) =
O(A).
Figure 2: A Comparison of TLp with OT.
see Figure 3. The first is when the transport is horizontal only in
the graph (Figure 3 top left). In the second (top right) there is
a mixture of horizontal and vertical transport. And in the third
there is only vertical transport (bottom left), in which case the
TLp distance coincides with the Lp distance. One can calculate
the range of the TLp distance which is on the order of A.
3 Definitions and Basic Properties of
TLp
In the previous section we defined the TLp distance for signals
defined with respect to the Lebesgue measure. In this section we
generalise to signals defined on a general class of measures. In
particular we treat a signal as a pair (f, µ) where f ∈ Lp(µ;Rm)
for a measure µ ∈ Pp(Ω) (the set of probability measures with
finite pth moment) and a function f : Ω → Rm. The general
framework allows us to treat signal and discrete signals within
the same framework as well as allowing one to design the under-
lying measure in order to emphasise certain parts of the signal.
We are also able to compare signals with different discretisa-
tions. However, unless otherwise stated, µ = ν is the Lebesgue
measure. In addition there is no assumption on the dimension
m of the codomain. This allows us to consider multi-channelled
signals.
The TLpλ distance for pairs (f, µ) ∈ TLp where
TLp := {(f, µ) : f ∈ Lp(µ), µ ∈ Pp(Ω)}
is defined by
dp
TLpλ
((f, µ), (g, ν)) = min
pi∈Π(µ,ν)
∫
Ω×Ω
cλ(x, y; f, g) dpi (3)
cλ(x, y; f, g) =
1
λ
|x− y|pp + |f(x)− g(y)|pp (4)
and Π(µ, ν) is the space of measures on Ω×Ω such that the first
marginal is µ and the second marginal is ν. Note that if f = g is
constant then we recover the OT distance between the measures
µ and ν. In the special cases, when µ = ν = L are the Lebesgue
measure, we write dTLpλ(f, g) := dTLpλ((f,L), (g,L)) and,
when λ = 1, dTLp(f, g) := dTLp1 (f, g). The result of [14,
Proposition 3.3] implies that dTLpλ is a metric on TL
p.
Proposition 3.1. [14] For any p ∈ [1,∞], (TLp, dTLpλ) is a
metric space.
When µ = ν = L is the Lebesgue measure then an admissible
plan is the identity plan: pi(A×B) = L(A ∩B). This implies
that the TLpλ distance is bounded above by the L
p distance (for
any λ).
In fact the parameter λ controls how close the distance is
to an Lp distance. As λ → 0 then the cost of transport:
1
λ
∫
Ω×Ω |x − y|pp dpi(x, y), is very expensive which favours
transport plans that are approximately the identity mapping.
Hence dTLp0 (f, g) := limλ→0 dTLpλ(f, g) = ‖f − g‖Lp . The
following result, and the remainder of the results in this section,
can be found in [58].
Proposition 3.2. [58] Let f, g ∈ Lp (with respect to the
Lebesgue measure). The TLpλ distance is decreasing as a func-
tion of λ and
lim
λ→0
dTLpλ(f, g) = ‖f − g‖Lp .
Moreover, if either the derivative of f or g is bounded then
dp
TLpλ
(f, g) ≥
{
p−1(λ)‖f − g‖pLp if p > 1
‖f − g‖pLp if p = 1 and λ < 1κ
where (λ) = 1
1+(λκ)
1
p−1
and κ = min{‖Df‖pL∞ , ‖Dg‖pL∞}.
The above proposition implies that, when p = 1, if 1λ is
chosen larger than the length scale given by the derivative then
the TL1λ distance is exactly the L
1 distance.
Recall that we can consider the TLpλ distance as an OT dis-
tance on the graphs of f and g. When there exists a map realising
the minimum in dTLpλ then we can understand the transport as a
map (x, f(x)) 7→ (y, g(y)). We refer to the transport x 7→ y in
the domain Ω as horizontal transport and transport f(x) 7→ g(y)
in the codomain of f and g as vertical transport. We see that
4
` > A
√
2 + 1 `1
√
2A
A
√
2 + 1
√
3 + 2A2 − 2
` <
√
3− 2A2 − 2 √3 + 2A2 − 2 < ` < A√2 + 1
Figure 3: TL2 transport between f(x) = Aχ[0,1] (black) and g(x) = f(x− `) (red) and the TL2 distance (red), L2 distance (blue) and
OT (black) between f and g (bottom right).
horizontal transport is favoured as λ → ∞. For example, if
we consider f(x) = χ[0,1] and g(x) = χ[1,2] defined on the
interval [0, 2] then the mapping T (x) = x+ 1 if x ∈ [0, 1] and
T (x) = x− 1 otherwise has cost
dp
TLpλ
(f, g) ≤
∫ 2
0
|x− T (x)|p
λ
+ |f(x)− g(T (x))|p dx
=
2
λ
→ 0 as λ→∞.
In this example dTLp∞(f, g) := limλ→∞ dTLpλ(f, g) = 0. The
TLp∞ distance is an OT distance between the measures f#µ and
g#ν.
Proposition 3.3. [58] Let Ω ⊆ Rd, f, g : Ω→ Rm measurable
functions and µ, ν ∈ Pp(Ω) where p ≥ 1, then
lim
λ→∞
dTLpλ((f, µ), (g, ν)) = dOT(f#µ, g#ν)
where dOT is the OT distance (on P(Rm)) with cost c(x, y) =
|x− y|pp.
As the example before the proposition showed, dTLp∞(f, g)
is not a metric, however is non-negative, symmetric and the
triangle inequality holds.
We observe that when µ is a uniform measure (either in the
discrete or continuous sense) the measure f#µ is the histogram
of f . The OT distance between histograms is a popular tool in
histogram specification. Minimizers to the Monge formulation
of dOT(f#µ, g#ν) define a mapping between the histograms
f#µ and g#ν [36, 44, 45]. However this mapping contains
no spatial information. If instead one uses minimizers to the
Monge formulation of the TLpλ distance (5) (λ <∞) then one
can include spatial information in the histogram specification.
We explore this further in Section 4.4 and apply the method to
the colour transfer problem.
It is well known that there exists a minimizer (when c is lower
semi-continuous) for OT. Since dTLpλ is closely related to an OT
distance between measures in Rd+m (i.e. measures supported
on graphs) then there exists a minimizer to TLpλ.
Proposition 3.4. [58] Let Ω ⊆ Rd be open and bounded,
f ∈ Lp(µ), g ∈ Lp(ν) where µ, ν ∈ P(Ω), λ ∈ [0,+∞] and
p ≥ 1. Under these conditions there exists an optimal plan
pi ∈ Π(µ, ν) realising the minimum in dTLpλ((f, µ), (g, ν)).
As in the OT case it is natural to set the TLpλ problem in the
Monge formulation (2)
dTLpλ((f, µ), (g, ν)) = infT :T#µ=ν
∫
Ω
cλ(x, T (x); f, g) dµ(x).
(5)
Minimizers to the above will not always exist. For example,
consider when f = g then the TLpλ distance is the OT distance
between µ and ν. If one chooses µ = 13δx1 +
1
3δx2 +
1
3δx3 and
ν = 12δy1 +
1
2δy2 where all of xi, yj are distinct then there are
no maps T : {x1, x2, x3} → {y1, y2} that pushforward µ to ν.
However, in terms of numerical implementation, an interest-
ing and important case is when µ and ν are discrete measures
(see also [62, pg 5, 14-15] for the following argument with the
Monge OT problem). Let µ = 1n
∑n
i=1 δxi and ν =
1
n
∑n
i=1 δyi
then pi = (piij)ni,j=1 ∈ Π(µ, ν) is a doubly stochastic matrix up
to a factor of 1n , that is
piij ≥ 0∀i, j,
n∑
i=1
piij =
1
n
∀j and
n∑
j=1
piij =
1
n
∀i, (6)
and the TLpλ distance can be written
dp
TLpλ
((f, µ), (g, ν)) = min
n∑
i=1
n∑
j=1
cλ(xi, yj ; f, g)piij (7)
where the minimum is taken over pi satisfying (6). It is known
(by Choquet’s Theorem) that the solution to this minimisation
problem is an extremal point in the matrix set Π(µ, ν). It is
also known (by Birkhoff’s Theorem) that extremal points in
Π(µ, ν) are permutation matrices. This implies that there exists
an optimal plan pi∗ that can be written as pi∗ij =
1
nδj−σ(i) for a
permutation σ : {1, . . . , n} → {1, . . . , n}. Hence there exists
an optimal plan to the Monge formulation of TLpλ.
5
Proposition 3.5. For any f ∈ Lp(µ) and g ∈ Lp(ν) where µ =
1
n
∑n
i=1 δxi and ν =
1
n
∑n
j=1 δyj there exists a permutation
σ : {1, 2, . . . , n} → {1, 2, . . . , n} such that
dTLpλ((f, µ), (g, ν)) =
1
n
n∑
i=1
cλ(xi, xσ(i); f, g).
The above theorem implies that in the discrete case there ex-
ists optimal plans (which are matrices) which will be sparse. In
particular, pi∗ is an n× n matrix with only n non-zero entries.
This motivates the use of numerical methods that can take ad-
vantage of expected sparsity in the solution (e.g. iterative linear
programming methods such as [38]).
4 TLp in Multivariate Signal and Image
Processing
Written in the form (3) the TLp distance is an optimal transport
problem between the measures µ and ν with the cost function c
given by (4) and which depends upon f and g. Hence, to com-
pute TLp there are many algorithms for OT that we may apply,
for example the multi-scale approaches of Schmitzer [51] and
Oberman and Ruan [38], or the entropy regularized approaches
of Cuturi [8] and Benamou, Carlier, Cuturi, Nenna and Peyre [3].
Our choice was the iterative linear programming method of Ober-
man and Ruan [38] for the multivariate signals which we find
works well both in terms of accuracy and computation time. Our
choice for the images was the entropy regularized solution due
to Cuturi [3, 8]. Whilst this only produces an approximation
of the TLp distance we find it computationally efficient for 2D
images. For convenience we include a review of the numerical
methods in Appendix B.
With respect to choosing λ there are two approaches we could
take. The first is to compute the TLp distance for a range of
λ and then use cross-validation. There are two disadvantages
to this approach: we would still have to know the range of
λ and computing the TLpλ distance for multiple choices of λ
would considerably increase computation time. The second
approach, and the one we use for each example in this section, is
to estimate λ by comparing length scales and desired behaviour.
In particular we choose λ so that both horizontal and vertical
transport make a contribution. For the applications in this section
we want to stay away from the asymptotic regimes λ ≈ 0 and
λ  1. By balancing the vertical and horizontal length scale
we can formally find an approximation of λ which in our results
below works well.
We first consider two synthetic examples. Considering syn-
thetic examples allows us to better demonstrate where TLp will
be successful. In particular synthetic examples can simplify the
analysis and allow us to draw attention to features that may be
obscured in real world applications.
The first synthetic example considers three classes where we
can analytically compute the within class distances and between
class separation. This allows us to compare how well we expect
TLp to perform in a classification problem.
The second synthetic example uses simulated 2D data from
one-hump and two-hump functions. We test how well TLp
recovers the classes and compare with OT and Lp.
Our first real world application is to classifying multivariate
times series and 2D images. We choose a multivariate time
series data set where we expect transport based methods to be
successful but it is not clear how one could apply OT distances
(one would want to define a ‘multi-valued measure’). Our cho-
sen data set consists of sequences of sign language data (we
define the data set in more detail shortly) which contains the
position of both hands (parametrised by 22 variables) at each
time. The TLp distance can treat these signals as functions
f : [0, 1] → R22. We expect to see certain features in the sig-
nals however these may be shifted based on the speed of the
speaker. The second data set contains 2D images that must be
normalised in order to apply the OT distance, this distorts some
of the features leading to a poor performance.
The second real world application is to histogram specification
and colour transfer. Histogram specification or matching, where
one defines a map T that matches one histogram with another,
is widely used to define a colour transfer scheme. In particular
let f : {xi}Ni=1 → R3 represent a colour image by mapping
pixels xi to a colour f(xi) (for example in RGB space), one
defines a multidimensional histogram of colours on an image by
ϕ(c) = 1N#{xi : f(xi) = c}. For colour images the histogram
ϕ is a measure on R3. For notational clarity we will call ϕ the
colour histogram. One can equivalently define a histogram for
grayscale images as a measure on R.
Let ϕ and ψ be two colour histograms for images f and g
respectively. The OT map T defines a rearrangement of ϕ onto
ψ, that is ψ = T#ϕ. In colour transfer the map T is used to
colour the image f using the palette of g by fˆ(x) = g(T (x)).
The histogram contains only intensity information and in par-
ticular there is no spatial dependence. Using the TLpλ-optimal
map we define a spatially correlated histogram specification and
explain how this can be applied to the colour transfer problem.
4.1 1D Class Separation for Synthetic Data
Objective. We compare the expected classification power of
TLp, Lp and OT with three classes of 1D signals that differ
by position (translations), shape (1 hump versus 2 hump) and
frequency (hump versus chirp).
Data Sets. We consider data from three classes defined in
Figure 4. The first class contains single hump function and
the second class contains two hump functions. The third class
consists of functions with one hump and one chirp, defined to be
a high frequency perturbation of a hump. The classes are chosen
to test the performance of TL2 with L2 and OT with regards
to identifying translations (where we expect L2 to do poorly)
with a class containing high frequency perturbations (where we
expect OT to do poorly).
Methods. For a distance to have good performance in classi-
fication and clustering problems it should be able to separate
classes. To be able to quantify this we use the ratio of ‘between
class separation’ to ‘class coverage radius’ that we define now.
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(C2) Two hump functions: of the form
f =
1
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(
χ[`,`+α] + χ[`+β+α,`+β+2α]
)
where ` ∈ [0, 1− β − 2α].
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(C3) One hump, one chirp functions: of the form
f =
α
γ−1∑
i=0
χ[`+iγ,`+ (2i+1)γ2 ]
+
1
2
χ[`+β+α,`+β+2α]
where ` ∈ [0, 1− β − 2α].
Figure 4: For fixed α, β, γ ∈ (0, 1) where β > α γ the definition of the classes Ci.
Let CNi = {f ij}Nj=1 be a sample of N functions from class
Ci. For a given radius r we let Gi(r) be the graph defined by
connecting any two points in CNi with distance less than r. The
distance will be defined using the TLpλ, L
2 and OT metrics. Let
RTLpλ(CNi ) be the smallest r such that Gi(r) is a connected
graph using the TLpλ metric. Analogously we can define RLp
and ROT.
We define ‘between class separation’ as the Hausdorff dis-
tance between classes:
dH,ρ(CNi , CNj ) =
max
{
sup
f∈CNi
inf
g∈CNj
ρ(f, g), sup
g∈CNj
inf
f∈CNi
ρ(f, g)
}
where we will consider ρ to be one of the TL2, L2 or OT metrics.
Large values of dH,ρ(CNi , CNj ) imply that the classes CNi and
CNj are well separated.
When Rρ(CNi ) ≤ dH,ρ(CNi , CNj ) then we say that the class
CNi is separable from class CNj since for any f ∈ CNi the nearest
neighbour in
(CNi ∪ CNj ) \ {f} is also in class CNi . We define
the pairwise property
κij(ρ;N) =
EdH,ρ(CNi , CNj )
max{ERρ(CNi ),ERρ(CNj )}
where we take the expectation over sample classes CNi . We will
assume that the distribution over each class is uniform in the
parameter `. When κij(ρ;N) > 1 then we expect classes CNi
and CNj to be separable from each other.
As a performance metric we use the smallest value of N such
that κij(ρ;N) ≥ 1. We let
N∗ij(ρ) = min{N : κij(ρ;N) ≥ 1}.
This measures how many data points we need in order to expect
a good classification accuracy.
Results. We leave the calculation to the appendix but the con-
clusion is
N∗12(TL
2) < N∗12(OT) < N
∗
12(L
2)
N∗13(TL
2) < N∗13(OT) < N
∗
13(L
2)
N∗23(TL
2) < N∗23(OT) < N
∗
23(L
2).
In each case the TL2 distance outperforms L2 and OT.
In each class the L2 distance has a larger value of R. This
implies a larger data set is needed to accurately cover each class.
This is due to the Lagrangian nature of signals within each class
(translations) that is poorly represented by L2. OT has the lowest
(and therefore best) value of R in each class. Since each class is
Lagrangian then the OT distance is very small between functions
of the same class.
When considering between class separation the TL2 and L2
distances coincide and give a bigger (and better) between class
distance than OT. Since the class C3 can be written as a high
frequency perturbation of functions in the class C2 then the OT
distance struggles to tell the difference between these classes.
The distance dH,OT(CN2 , CN3 ) is comparatively small so that one
needs more data points in order to fully resolve these classes.
We see a similar effect when considering dH,OT for the other
classes.
4.2 2D Classification for Synthetic Data
Objective. We use simulated data to illustrate better separation
of TLp compared to Lp and OT distances for 2D data from two
classes of 1-hump and 2-hump functions.
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Data Sets. The data set consists of two dimensional images
simulated from the following classes
P =
{
pb[0,1]2 : p(x) = αφ(x|γ, σ), γ ∼ unif([0, 1]2),
α ∼ unif([0.5, 1])
}
Q =
{
qb[0,1]2 : q(x) = αφ(x|γ1, σ)− αφ(x|γ2, σ),
γ1, γ2
iid∼ unif([0, 1]2), α ∼ unif([0.5, 1])
}
where φ(·|γ, σ) is the multivariate normal pdf with mean γ ∈ R2
and co-variance σ ∈ R2×2. We choose σ = 0.01 × Id where
Id is the 2× 2 identity matrix. The first class, P, are the set of
multivariate Gaussians restricted to [0, 1]2 with mean uniformly
sampled in [0, 1]2 and weighted by α uniformly sampled in
[0.5, 1]. The second class, Q, are the set of weighted differences
between two Gaussian pdf’s restricted to [0, 1]2 with means
γ1, γ2 sampled uniformly in [0, 1]2. Note that the second class
contains non-positive functions. See Figure 5 for examples from
each class.
We simulate 25 from each set and denote the resulting set of
functions by F = {fi}Ni=1 where N = 50.
Methods. Let ({fi}Ni=1, DTL2λ) be a finite dimensional metric
space where DTL2λ is the N ×N matrix containing all pairwise
distances is the TL2λ distance i.e. DTL2λ(i, j) = dTL2λ(fi, fj).
Similarly for ({fi}Ni=1, DL2) and ({fi}Ni=1, DOT ) where the op-
timal transport distance is defined by dOT(f, g) =
√
OT(f, g)
and OT is given by (1) for c(x, y) = |x− y|22.
To apply the optimal transport distance we need to renor-
malise so that signals are all non-negative and integrate to the
same value. We do this by applying the nonlinear transform
N (f) = f−β∫
(f−β) where β = minf∈F minx∈[0,1]2 f(x). Neither
the L2 nor TL2λ distances require normalisation.
We use non-metric multidimensional scaling (MDS) [28] to
represent the graph in k dimensions. More precisely the aim is
to approximate ({fi}Ni=1, D·) by a metric space ({xi}Ni=1, D|·|2)
embedded in Rk (D|·|2 is the matrix of pairwise distances using
the Euclidean distance, i.e. D|·|2(i, j) = |xi − xj |2). This is
done by minimising the stress S defined by
STL2λ(k) =
∑N
i,j=1
(
|xi − xj |22 − F (DTL2λ(i, j))
)2
∑N
i,j=1 |xi − xj |22
over {xi}Ni=1 ⊂ Rk and monotonic transformations F :
[0,∞) → [0,∞), with SL2λ , SOT defined analogously. The
classical solution to finding the MDS projection (for Euclidean
distances) is to use the k dominant eigenvectors of the ma-
trix of squared distances, after double centring, as coordinates
weighted by the square root of the eigenvalue. More precisely,
define D(2) = − 12J
[|fi − fj |2]ij J where J = Id − 1N I and
I is the N ×N matrix of ones. Let Λk be the matrix with the
k largest eigenvalues of D(2) on the diagonal and Ek to be the
corresponding matrix of eigenvectors. Then X = EkΛ
1
2
k is
the MDS projection. Increasing the dimension of the projected
space k leads to a better approximation. In Figure 5 we show
the projection in L2, TL2 and the OT distance for k = 2 as well
as the dependence of k on S for each choice of distance.
Results. Our results in Figure 5 show that TL2 is the better
distance for this problem. There is no separation in either L2 or
OT whereas TL2 completely separates the data. It should not
therefore be surprising that the 1NN classifier in TL2 outper-
forms the other distances. In fact, using 5 fold cross validation
(CV) we get 100% accuracy in TL2, compared to 72% in L2
and 86% in OT. In addition we see that the stress Sρ is much
smaller and converges quickly to zero for TL2 which indicates
that the TL2 distance is, in this problem, more amenable to a
low dimensional representation than either OT or L2.
4.3 Classification with Real World Data Sets
Objective. We evaluate TL2λ as a distance to classify real
world data sets where spatial and intensity information is ex-
pected to be important and compare with popular alternative
distances. We choose one dataset which is of the type multivari-
ate time series and a second data set consisting of images.
Data Sets. We use two data sets. The first is the AUS-
LAN [22, 30] data set which contains 95 classes (corresponding
to different words) from a native AUSLAN speaker (Australian
Sign Language) using 22 sensors on a CyberGlove (record-
ing position of x, y, z axis, roll, yaw, pitch for left and right
hand). Therefore signals are considered as functions from
{t1, t2, . . . tN} to R22. We used the following 25 (out of the 95)
classes: alive, all, boy, building, buy, cold, come, computer, cost,
crazy, danger, deaf, different, girl, glove, go, God, joke, juice,
man, where, which, yes, you and zero. There are 27 signals in
each class which give a total of 675 signals.
We make two pre-processing steps. The first is to truncate
each signal so it is 46 frames in length. Empirically we find that
the signal is constant after the 46th frame and therefore there is
no loss of information in truncating the signal. The second pre-
processing step is to normalise each channel independently. This
is because some channels are orders of magnitude greater than
others and would otherwise dominate each choice of distance.
The second data set we use is a subset of the 28× 28 Caltech
Silhouettes database [33]. This data set was derived from the
Caltech 101 data set [9], which consists of images from 101
categories, by finding and filling in the outline for the object of
focus in each image. See Figure 6b for examples. The subset
we uses consists of the following 11 images: anchor, barrel,
crocodile head, dollar bill, emu, gramophone, pigeon, pyramid,
rhino, rooster and stegosaurus. The number of images in each
class varied from 42 to 59. There were 565 images in total.
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(b) Example signal from class Q.
(c) MDS projection in L2. (d) MDS projection in OT.
(e) MDS projection in TL2.
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(f) Dependence of the stress Sρ on the dimension of the pro-
jected space k for L2 (red), OT (black) and TL2 (blue).
Figure 5: Example signals and results for the synthetic data in Section 4.2.
Methods. For the multivariate time series we compare the
performance of a 1NN classifier using the L2 and TL2λ distances
as well as the state-of-the-art method dynamic time warping [15].
There are three common variations of dynamic time warping.
One can apply dynamic time warping directly to the signals
f and g (denoted by DTW), to the derivative f ′ of the signals
(denoted by DDTW) and to a weighted average of DTW and
DDTW (denoted by WDTW). We define
dDDTW (f, g) = dDTW (f
′, g′)
dWDTW (f, g) = αdDTW (f, g) + (1− α)dDDTW (f, g).
The parameter α is chosen by 5-fold 2nd depth cross validation.
One can define the analogous distances for L2 and TL2 by
dDL2(f, g) = dL2(f
′, g′)
dDTL2λ(f, g) = dTL2λ(f
′, g′)
dWL2(f, g) = αdL2(f, g) + (1− α)dDL2(f, g)
dWTL2λ(f, g) = αdTL2λ(f, g) + (1− α)dDTL2λ(f, g).
We do not have to choose the same value of λ in TL2 andDTL2
however considering that signals are normalised, we will use the
same value. Note that DL2, DTW, DDTW, WDTW and DTL2λ
are not metrics.
We remark that an alternative method for including derivatives
in the TLp distance would be to extend the signal to include the
derivative. We briefly assume that f is defined over a continuous
domain. Let f : R→ R, and f˜ =
(
f, dfdx
)
then we define
dTW 1,pλ
(f, g) = dTLpλ(f˜ , g˜).
We take our notation TW k,pλ from the Sobolev space notation
where W k,p is the Sobolev space with k weak derivatives inte-
grable in Lp. There is no reason to limit this to one derivative,
and we may define f˜ =
(
f, dfdx , . . . ,
dkf
dxk
)
and
dTWk,pλ
(f, g) = dTLpλ(f˜ , g˜).
When the signals are discrete one should use a discrete approxi-
mation of the derivative. In order to be consistent with previous
9
extensions of dynamic time warping we do not develop this
approach here.
Dynamic time warping is only defined on time series so we are
not able to apply it to the Caltech Silhouettes database. Instead
we use the optimal transport distance (with p = 2). To apply
the optimal transport distance each image f ∈ R2 → {0, 1} is
normalised by fˆ(x) = f(x)∫
[0,1]2
f(y) dy
. There is no normalisation
for either L2 or TL2. We find the 1NN classifier using TL2, L2
and OT distances.
We will use λ = 1 in AUSLAN and λ = 0.1 in Caltech Sil-
houettes for the TL2 based distances. The underlying measure µ
is chosen to be the uniform measure defined on [0, 1] or [0, 1]2.
Results. We considered two methods for comparing the per-
formance of each distance. The first is the 1NN classification
accuracy in each distance. We use the 1NN classification ac-
curacy as a measure as to how well each distance captures the
underlying geometry. A higher accuracy implies closest neigh-
bours are more likely to belong to the same class.
The results are given in Table 1 where we report error rates
using 5-fold cross-validation. In terms of the 1NN classifier for
the AUSLAN data set we see that TL2 is significantly better than
L2 and is a modest improvement over dynamic time warping.
And for the Caltech Silhouettes dataset OT performs poorly with
TL2 the best performer.
In the same spirit as Section 4.1 we define the performance
metric κij(ρ) as the ratio of distance between class i and class j
and the maximum class coverage radius of class i and class j.
For the distance between classes we use the Hausdorff distance
(see Section 4.1) and for the class coverage radius we use the
minimum radius r such that connecting any two data points in
class i closer than r defines a connected graph. We plot the
results in Figures 6c and 6d. The x axis represents pairs of
classes where for visual clarity we have ordered the pairs so that
the κ(L2) is increasing. A large value of κij indicates that it
is easier to identify class i from class j whereas a small value
indicates that identifying the two classes is a difficult problem.
For AUSLAN we see that TL2 has, for the majority of pairs
of classes, a larger value of κij than L2 andDTW and therefore
better represents the class structure. For the Caltech Silhouettes
dataset L2 has the worst separation even though it outperformed
OT in the 1NN test. The TL2 distance is much more consistent
than OT, we can see that although between some classes OT is
the best distance with other classes OT does extremely poorly
(worse than L2). On the other hand TL2 is better than L2 for
every pair of classes.
4.4 Histogram Specification and Colour Trans-
fer with TLp
Histogram specification and colour transfer. Histogram
specification concerns the problem of matching one histogram
onto another. For a function f on a discrete domain X the his-
togram is given by f#µ where µ is the uniform discrete measure
supported on N points. We do not make any assumption on the
dimension of the codomain of f (so that f may be multivalued
and the histogram may be multidimensional). This coincides
with the definition given in the introduction to the section, that
is
f#µ(y) =
1
N
# {x ∈ X : f(x) = y} .
Given two functions f : X → Rm and g : Y → Rm, with
histograms ϕ and ψ respectively, histogram specification is the
problem of finding a map T : X → Y such that ψ = T#ϕ.
The colour transfer problem is the problem of colouring one
image f with the palette of an exemplar image g. A common
method used to solve this problem is to use histogram specifi-
cation where T is the minimizer to Monge’s optimal transport
problem (2) between ϕ and ψ [6, 10, 36, 44, 45]. Let our colour
space be denoted by C where for example if the colour space is 8
bit RGB then C = {0, 1, . . . , 255}3. The colour histogram then
defines a measure over C. If we consider two such histograms
ϕ and ψ corresponding to images f : X → C and g : Y → C
respectively then a histogram specification is a map T : C → C
that satisfies ψ = T#ϕ. The recoloured image fˆ = g ◦ T has
the same colour histogram as g. The solution fˆ is a recolouring
of f using the palette of g.
If we consider grayscale images then C = [0, 1] and the
optimal transport map (assuming it exists) is a monotonically
increasing function. In particular this implies that if pixel x is
lighter than pixel y (i.e. f(x) > f(y)) then in the recoloured
image fˆ = T ◦f pixel x is still lighter than pixel y. In this sense
the OT solution preserves intensity ordering. But note that no
spatial information is used to define T ; only the difference in
intensity between pixels is used and not the distance between
pixels.
Spatially correlated histogram specification. Let ϕ and ψ
be the histograms corresponding to images f : X → Rm and
g : Y → Rm respectively. If we recall Proposition 3.3 then
limλ→∞ dTLpλ((f, µ), (g, ν)) = dOT(f#µ, g#ν) (where µ and
ν are the discrete uniform measures over the sets X and Y ).
For λ < ∞ the TLpλ distance includes spatial and intensity
information. Hence the TLpλ distance provides a generalization
of OT induced histogram specification.
Analogously to the OT induced histogram specification
method we define the spatially correlated histogram specification
to be histogram specification using the map T : X → Y which
is a minimizer to Monge’s formulation of the TLpλ distance (5).
When the images are of the same size then, by Proposition 3.5
such a map exists. The recoloured image fˆ of f is given by
fˆ = g ◦ T . Furthermore when the images are of the same size
the map T is a rearrangement of the pixels in X and therefore
the histograms are invariant under T . In particular the histogram
of fˆ is the same as the histogram of g.
Although we propose the spatially correlated histogram spec-
ification as a method to incorporate spatial structure we now
point out its value as a numerically efficient approximation to
OT induced histogram specification for colour images. Moti-
vated by Proposition 3.3 one expects that for large λ the TLpλ
map is approximately the OT map between colour histograms.
The OT problem is in the C space which, for colour images is
3 dimensional. However, the TLpλ problem is in the domain of
the images, which is typically 2 dimensional. Hence one can
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(c) A measure of the class identification of each pair of classes for
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(d) A measure of the class identification of each pair of classes for
L2 (red squares), OT (black crosses) and TL2 (blue circles) for
Caltech Silhouettes.
Figure 6: Example signals and results for the data sets described in Section 4.3.
Dataset L2 DL2 WL2 DTW DDTW WDTW TL2λ DTL
2
λ WTL
2
λ
AUSLAN 10.4 14.7 9.8 9.6 3.1 2.7 9.5 2.4 2.7
Dataset L2 OT TL2λ
Caltech Silhouettes 12.8 19.6 11.0
Table 1: Error rates (%) for 1NN classification.
use TLpλ to approximate OT induced histogram specification in
a lower dimensional space.
We briefly remark that histogram specification methods of-
ten include additional regularization terms. Such choices of
regularization on the transport map include penalizing the gradi-
ents [10, 44, 45], sparsity [45] and average transport [41]. One
could apply any of the above regularizations to spatially corre-
lated histogram specification.
Examples. First, let us consider the grayscale images in Fig-
ure 7. The objective is to combine the shading of the first image
with the geometry of the second image. We are motivated by
the scenario where one wishes to combine information about
a scene obtained by two different measurements: one where
intensities (dynamical range) are well resolved, but the spatial
resolution (geometry) is not well captured, and another where
dynamical range is poorly captured, but the geometry is well
resolved. We furthermore allow that the scenes captured may
be somewhat different. The desire is to combine the images to
obtain a single image with both good geometry and intensity.
The solution we propose is to use spatially correlated histogram
specification to re-shade the image with low quality intensity.
The result, as given in Figure 7, produces what we consider
to be the desired output. The shading has been transferred
and the geometry has not been lost. One is not able to apply
histogram specification (induced by the OT map) due to the lack
of existence of an optimal transport map from the histogram of
the original image ϕ to the histogram exemplar image ψ. This
is due to the histogram of the original image being a sum of two
delta masses as in Figure 7d.
As a more challenging example we consider the colour images
in Figure 8. The exemplar image contains a few trees with the
northern lights in the background, whilst the other image has
a few trees with a mostly clear sky in the background. The
challenge is to recreate the northern lights in the second image.
As one would expect, in Figure 8f we see that the histogram
specification induced by OT loses the spatial structure. Indeed,
it is hard to recognise the northern lights. The spatially corre-
lated histogram specification solution does a much better job
at preserving the ordering locally. As λ increases it becomes
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(a) Exemplar image. (b) Original image to be shaded. (c) The TLpλ solution. (d) The grayscale histograms of
the exemplar image (top) and the
original image (bottom).
Figure 7: Spatially correlated histogram specification of synthetic grayscale images.
cheaper to match pixels that are further apart and therefore, for
large λ, the matching does not preserve the local structure in the
exemplar image.
5 Conclusions
In this paper we have developed and applied a distance that
directly accounts for the intensity of the signal within a La-
grangian framework. This differs from optimal transport that
does not directly measure intensity and the Lp distance which
measures intensity only. Through applications we have shown
the potential of this distance in signal analysis.
The distance is widely applicable, unlike optimal transport the
distance does not require treating signals as measures. Treating
a signal as a measure implies the following constraints: non-
negative signals, conservation of mass and single channelled
signals. None of these assumptions are necessary for the TLpλ
distance. Furthermore the framework is general enough to in-
clude discrete and continuous signals as well as allowing practi-
tioners to emphasise features which in many cases should allow
for a better representation of data sets, for example one could
include derivatives.
Efficient existing methods, such as entropy regularized or
multi-scale linear programming, for optimal transport are ap-
plicable to the TLpλ distance. In fact any numerical method for
optimal transport that can cope with arbitrary cost functions is
immediately available.
Via the representation as an optimal transport distance be-
tween measures supported on graphs we expect many other
results for OT to carry through to TLp. For example, one could
extend the LOT method [63] for signal representation and analy-
sis to the TLp framework. This would allow pairwise distances
of a data set to be computed with numerical cost that is linear in
number of images. We leave the development for future work.
The applications we considered were classification and his-
togram specification in the context of colour transfer. For classi-
fication we chose data sets with a Lagrangian nature but were
either multi-channelled (so that optimal transport distances are
not available) or non-positive (in which case one has to rescale
in order to apply optimal transport). We showed the TLpλ dis-
tance better represented the underlying geometry. For the colour
transfer problem we defined a spatially correlated histogram
specification method which produced more visually appealing
results when combining the colour of one image with the geom-
etry of another.
Although the main motivation was to develop a distance which
better represents Lagrangian data sets we also note that the TLpλ
distance provides a numerically efficient approximation for the
optimal transport induced histogram specification method by,
for 2-dimensional images colour images, reducing the effective
dimension of the problem from three for optimal transport to
two for TLpλ. We also observe that the effective dimension of
multi-channelled time signals is one. In particular the effective
dimension is independent of the number of channels.
The applications we have considered are for demonstration
on the performance of TLpλ. A next step would be to consider a
more detailed study of a specific problem. For example in the
colour transfer application we could have considered regular-
ization terms which would have improved the performance. It
was not the aim to propose a state-of-the-art method for each
application, indeed each application would constitute a paper
within its own right.
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A Performance of TLpλ in Classification
Problems with Simple and Oscilla-
tory Signals
We compare the performance of TL2λ, L
2 and OT distances
with respect to classification/clustering for the three classes
{Ci}i=1,2,3 of signals defined in Figure 4. We test how each
distance performs by finding the smallest number of data points
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(a) Exemplar image. (b) Original image to be coloured.
(c) TLpλ solution for λ = 0.1. (d) TL
p
λ solution for λ = 1.
(e) TLpλ solution for λ = 10. (f) OT colour transfer solution (no spatial information).
Figure 8: Spatially correlated histogram specification of real colour images.
such that the classes CNi = {fi}Ni=1 ⊂ Ci are separable.
For sufficiently large N the approximation dH,ρ(CNi , CNj ) ≈
dH,ρ(Ci, Cj) is used to simplify the computation. Similarly, as a
proxy for ERρ(CNi ) we use Rρ(CˆN ) where
CˆNi =
{
f` : ` = `
i
min +
n− 1
N − 1
(
`imin − `imax
)
,
n ∈ {1, 2, . . . , N}
}
is the uniform sample from class Ci (recall that class Ci is pa-
rameterized by ` ∈ [`imin, `imax] and with an abuse of notation
we use the subscript of f` to denote the dependence of `).
It follows that the class separation distances and class cover-
age radius are approximated by
d2H,L2(CN1 , CN2 ) ≈
α
2
R2L2(CN1 ) ≈
2
N
d2H,L2(CN1 , CN3 ) ≈
3α
4
R2L2(CN2 ) ≈
1
N
d2H,L2(CN2 , CN3 ) ≈
α
4
R2L2(CN3 ) ≈
2α
Nγ
d2H,OT(CN1 , CN2 ) ≈
β2α
4
R2OT(CN1 ) ≈
α
N2
d2H,OT(CN1 , CN3 ) ≈
β2α
4
R2OT(CN2 ) ≈
α
N2
d2H,OT(CN2 , CN3 ) ≈
αγ2
8
R2OT(CN3 ) ≈
α
N2
d2H,TL2λ
(CN1 , CN2 ) ≈
α
2
R2TL2λ
(CN1 ) ≈
α2
N
d2H,TL2λ
(CN1 , CN3 ) ≈
3α
4
R2TL2λ
(CN2 ) ≈
4α2
N
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d2H,TL2λ
(CN2 , CN3 ) ≈
α
4
R2TL2λ
(CN3 ) ≈
α2
N
.
We have
κ212(L
2;N) ≈ αN
4
, κ213(L
2;N) ≈ 3γN
8
,
κ212(OT;N) ≈
β2N
4
, κ213(OT;N) ≈
β2N2
4
,
κ212(TL
2
λ;N) ≈
N
8α
, κ213(TL
2
λ;N) ≈
3N
4α
,
κ223(L
2;N) ≈ γN
8
,
κ223(OT;N) ≈
γ2N2
8
,
κ223(TL
2
λ;N) ≈
N
16α
.
Finally we can compute N∗,
N∗12(L
2) ≈ 4
α
, N∗13(L
2) ≈ 8
3γ
, N∗23(L
2) ≈ 8
γ
N∗12(OT) ≈
2
β
, N∗13(OT) ≈
2
β
, N∗23(OT) ≈
√
8
γ
N∗12(TL
2) ≈ α
8
, N∗13(TL
2) ≈ 4α
3
, N∗23(TL
2) ≈ 16α
which for β > α2 , β >
3γ
4 and γ <
√
2α
8 implies the ordering
given Section 4.1.
B Numerical Methods
In principle any numerical method for OT capable of dealing
with an arbitrary cost function can be adapted to compute TLpλ.
Here we describe two numerical methods we used in Section 4.
B.1 Iterative Linear Programming
Here we describe the iterative linear programming method of
Oberman and Ruan [38] which we abbreviate OR. Although this
method is not guaranteed to find the minimum in (3) we find it
works well in practice and is easier to implement than, for exam-
ple, methods due to Schmitzer [50] that provably minimize (3)
but require a more advanced refinement procedure. See also [34]
and references therein for a multiscale descent approach.
The linear programming problem restricted to a subsetM⊆
Ω2h is
minimize:
∑
(i,j)∈M
cλ(xi, xj ; fh, gh)piij over pi
subject to
∑
i : (i,j)∈M
piij = qj ,
∑
j : (i,j)∈M
piij = pi
(LPh)
where cλ is given by (4). WhenM = Ω2h then the TLpλ distance
between (fh, µh) and (gh, νh) is the minimum to the above
linear programme. Furthermore if pih is the minimizer in the
TLpλ distance then it is also the solution to the linear programme
in (LPh) for any M containing the support of pih. That is if
one already knows (or can reasonably estimate) the set of nodes
M for which the optimal plan is non-zero then one need only
consider the linear programme on M. This is advantageous
whenM is a much smaller set. Motivated by Proposition 3.5
we expect to be able to write the optimal plan as a map. This
implies whilst pih has n2 unknowns we only expect n of them
to be non-zero.
The method proposed by OR is given in Algorithm 1. An
initial discretisation scale h0 is given and an estimate pih0 found
for the linear programme (LPh) withM = Ω2h0 . One then itera-
tively findsMr ⊆ Ω2hr , where hr =
hr−1
2 , to be the set of nodes
defined by the following refinement procedure. Find the set of
nodes for which pihr−1 is non-zero, add the neighbouring nodes
and then project onto the refined grid Ω2hr . The optimal plan pihr
on Ω2hr is then estimated by solving the linear programme (LPh)
withM =Mr.
The grid Ωhr will scale as (2
rdh−10 )
2. If the linear programme
is run N times then at the rth step the linear programme has on
the order of 2rdh−10 variables. In particular on the last (and most
expensive) step the number of variables is O(2Ndh−10 ). This
compares to size (2Ndh−10 )
2 if the linear programme was run
on the final grid without this refinement procedure.
Algorithm 1 An Iterative Linear Programming Approach [38]
Input: functions f, g ∈ Lp(Ω), measures µ, ν ∈ P(Ω) and
parameters h0, N .
1: Set r = 0.
2: repeat
3: Define Sr = Ω2hr where Ωhr is the square grid lattice
with distances between neighbouring points hr and discre-
tise functions f, g and measures µ, ν on Ωh.
4: if r = 0 then
5: Solve (LPh) on S0 and call the output pih0 .
6: else
7: Find the set of nodes on Sr−1 for which pihr−1 is
non-zero and call the set Kr−1.
8: To Kr−1 add all neighbouring nodes and call this
set Nr−1.
9: Define Mr to be the set of nodes on Sr that are
children of nodes in Nr−1.
10: Solve (LPh) restricted toMr and call the optimal
plan pihr .
11: end if
12: Set hr+1 = hr2 and r 7→ r + 1.
13: until r = N
Output: The optimal plan pihN−1 for (LPh).
B.2 Entropic Regularisation
Cuturi, in the context of computing optimal transport, proposed
regularizing the minimization in (3) with entropy [8]. This
was further developed by Benamou, Carlier, Cuturi, Nenna and
Peyré [3], abbreviate to BCCNP, which is the method we de-
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scribe here. Instead of considering the distance TLpλ we consider
S = inf
pi∈Π(µ,ν)

n∑
i=1
n∑
j=1
cλ(xi, xj ; f, g)piij − H(pi)

where H(pi) = −∑ni=1∑nj=1 piij log piij is the entropy. In the
OT case the distance S is also known as the Sinkhorn distance.
It is a short calculation to show
S =  inf
pi∈Π(µ,ν)
{KL(pi|K)}
where Kij = exp
(
− cλ(xi,xj :f,g)
)
(the exponential is taken
pointwise) and KL is the Kullback-Leibler divergence defined
by
KL(pi|K) =
n∑
i=1
n∑
j=1
piij log
(
piij
Kij
)
.
It can be shown that the optimal choice of pi for S can be
written in the form pi∗ = diag(u)Kdiag(v) where u, v ∈ Rn
are limits, as r →∞, of the sequence
v(0) = I, u(r) =
p
Kv(r) , v
(r+1) =
q
K>u(r)
and p = (p1, . . . , pn), q = (q1, . . . , qn) (multiplication is the
usual matrix-vector multiplication, division is pointwise and >
denotes the matrix transpose). The algorithm given in 2 is a
special case of iterative Bregman projections.
The stopping condition proposed in [8] is to let pi(r) =
diag(u(r))Kdiag(v(r)) then stop when∣∣∣∣∣
∑n
i,j=1Kijpi(r)ij − H(pi(r))∑n
i,j=1Kijpi(r−1)ij − H(pi(r−1))
− 1
∣∣∣∣∣ < 10−4.
Note that although as → 0 we will recover the unregularised
TLpλ distance we also suffer numerical instability as K → 0
exponentially in .
Algorithm 2 An Entropy Regularised Approach [3, 8]
Input: discrete functions f = (f1, . . . , fn), g = (g1, . . . , gn),
discrete measures µ =
∑n
i=1 piδxi , ν =
∑n
j=1 qjδxj , the
parameter  and a stopping condition.
1: Set r = 0, K =
(
exp
(
− c(xi,xj ;f,g)
))
ij
and v(0) = I ∈
Rn.
2: repeat
3: Let r 7→ r + 1,
v(r) =
q
K>u(r−1) and u
(r) =
p
Kv(r)
where p = (p1, . . . , pn), q = (q1, . . . , qn).
4: until Stopping condition has been reached
5: Set pi = diag(u(r))Kdiag(v(r)).
Output: An estimate pi on the optimal plan for S where the
accuracy is determined by the stopping condition.
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