A well-known test of consistency in the results from an interlaboratory evaluation is the Birge test, named after its developer Raymond T Birge, a physicist. We show that the Birge test of consistency may be interpreted as a classical test of the null hypothesis that the variances of the results are less than or equal to their stated values against the alternative hypothesis that the variances of the results are greater than their stated values. A modern protocol for hypothesis testing is to calculate the classical p-value of the test statistic. Thep-value is the maximum probability under the null hypothesis of realizing in conceptual replications a value of the test statistic equal to or larger than the realized (observed) value of the test statistic. The null hypothesis is rejected when the p-value is too small. We show that, interestingly, the classical p-value of the Birge test statistic is equal to the Bayesian posterior probability of the null hypothesis based on suitably chosen non-informative improper prior distributions for the unknown statistical parameters. Thus the Birge test may be interpreted also as a Bayesian test of the null hypothesis. The Birge test of consistency was developed for those interlaboratory evaluations where the results are uncorrelated. We present a general test of consistency for both correlated and uncorrelated results. Then we show that the classical p-value of the general test statistic is equal to the Bayesian posterior probability of the null hypothesis based on non-informative prior distributions. The general test makes it possible to check the consistency of correlated results from interlaboratory evaluations. The Birge test is a special case of the general test.
Introduction
Suppose n laboratories submit the following paired results of measurement and standard uncertainties [x 1 , u(x 1 )], . . ., [x n , u(x n )] for a common reference. Suppose the sampling probability distributions of the results x 1 , . . ., x n are mutually independent. Seventy-five years ago a physicist named Raymond T Birge [1] proposed that to check for consistency in the results x 1 , . . ., x n relative to the stated standard uncertainties u(x 1 ), . . ., u(x n ), calculate the following test 
where w i = 1/u 2 (x i ) for i = denotes the chi-square probability distribution with degrees of freedom ν as well as a random variable having the χ In the Birge test statistic R 2 , the sampling distributions of x 1 , . . ., x n are assumed to be independent and normal (Gaussian) with known variances u 2 (x 1 ), . . ., u 2 (x n ), respectively. Based on this assumption, a traditional statistical protocol is to compare the calculated value (n − 1)R ) . We show that the traditional statistical protocol of the Birge test of consistency is equivalent to checking whether the classical p-value of (n − 1)R 2 0 is less than 0.05. The classical p-value is the maximum probability under the null hypothesis of realizing a value of (n − 1)R 2 equal to or larger than (n − 1)R 2 0 in contemplated replications of the interlaboratory evaluation.
Subsequently, we show that the classical p-value of the Birge test statistic is equal to the Bayesian posterior probability of the null hypothesis based on suitably chosen non-informative prior distributions for the unknown statistical parameters. The Birge test may therefore be interpreted also as a Bayesian test of the null hypothesis. The Bayesian interpretation makes it possible to use Bayesian statistics for checking consistency in interlaboratory evaluations. The use of Bayesian statistics is important in metrology because the Guide to the Expression of Uncertainty in Measurement (GUM) [3] agrees with Bayesian statistics [4] .
In addition, we present a general test of consistency for both uncorrelated and correlated results, of which the Birge test is a special case. Then we show that the classical p-value of the general test statistic is equal to the Bayesian posterior probability of the null hypothesis based on non-informative prior distributions. The general test makes it possible to check consistency in correlated interlaboratory results.
Classical interpretation of the Birge test and its generalized version
A definition of consistency in the results from an interlaboratory evaluation, motivated by the Birge test, is as follows. 
Definition.
The superscript t introduced in the definitions of x and 1 indicates transpose of a vector or of a matrix. By the relational symbol ∼ used in (3) we mean that the random vector x has the probability distribution N(µ1, D). Using the notation
Following [5] , the dispersion matrix D in model (3) is assumed to be known and positive definite. A square matrix D is said to be positive definite if a t Da 0 for all a = (a 1 , . . ., a n ) t and a t Da = 0 only if a = 0 [6] . If (3) is µ. One way of interpreting the Birge test of consistency is to consider the following more general statistical model: x has the normal distribution, N(µ1, τ 2 D), with expected value µ1 and dispersion matrix τ 2 D, for some positive parameter τ 2 ; that is
Model (4) has two unknown parameters µ and τ 2 . Model (4) has the virtue that it can fit for some value of τ 2 any degree of dispersion, large or small, between the results x 1 , . . ., x n . This property of model (4) makes it suitable for statistical interpretation of the Birge test of consistency. The statistical consistency model (3) is a special case of (4) in which τ 2 is assumed to be one. (4) . We show in appendix B that the classical (frequentist sampling theory) estimates of µ and τ 2 and their sampling distributions are as follows.
Estimation of the parameters of model
(i) An unbiased estimate of the parameter µ is m = B t x, where (i) The estimate m = B t x of µ reduces to the weighted mean 
If the p-value p C is very small then the computed value (n − 1)R 
The sampling distribution of (n − 1)Q 2 is known to be τ 2 times the chi-square distribution with degrees of freedom n − 1. Therefore, a suitable test statistic for testing the consistency hypothesis H 0 : τ 2 1 against its alternative H 1 : τ 2 > 1 is (n − 1)Q 2 = x t Cx. Small values of (n − 1)Q 2 favour the consistency hypothesis, H 0 : τ 2 1, and large values of (n − 1)Q 2 favour its alternative, H 1 : τ 2 > 1. The realized value of the test statistic (n − 1)Q 2 is denoted by (n − 1)Q 2 0 . As discussed in appendix C, the classical p-value under the null hypothesis of realizing a value of (n − 1)Q 2 equal to or larger than (n − 1)Q 2 0 in contemplated replications of the interlaboratory evaluation according to model (4) is
Thus a general test of consistency for both correlated and uncorrelated interlaboratory results is to compute the p-value from expression (7) . If the p-value is very small then the realized value (n−1)Q 
Bayesian interpretation of the Birge test and its generalized version
With reference to model (4) 2 ) regarded as a function of the parameters µ and τ 2 rather than of x. A sampling pdf is a property of the data generation process with one or more unknown parameters. The posterior distribution p(µ, τ 2 |x) is obtained using Bayes's theorem [10, p 34] which states that the posterior distribution p(µ, τ 2 |x) is proportional to the product of the likelihood function l(µ, τ 2 |x) and the prior distribution p(µ, τ 2 ). In symbols Bayes's theorem states that
A prior distribution need not be a proper probability distribution. Prior distributions that are not probability distributions are called improper distributions. A valid posterior distribution is always a proper probability distribution.
Improper prior distributions. Absence of prior knowledge (complete ignorance) is represented by using non-informative prior distributions, which are improper distributions. Bayesian inferences based on suitably chosen non-informative prior distributions are often numerically similar or identical to classical (frequentist sampling theory) inferences albeit with Bayesian interpretation. We will use non-informative improper prior distributions for µ and τ 2 . The choice of non-informative prior distributions keeps the basis of statistical inference about µ and τ 2 identical in the classical and the Bayesian analyses. Then Bayes's theorem yields a joint posterior distribution for µ and τ 2 conditional on the given results x 1 , . . ., x n . From the joint posterior distribution for µ and τ 2 , we will determine the marginal posterior distribution for τ 2 . We will then use the posterior distribution for τ 2 to determine the probability of the interval 0 < τ Bayesian posterior pdf for τ 2 . The pdf of x according to model (4) is
As discussed in appendix E, the quadratic form in (9) can be expressed as
Thus the likelihood function of µ and τ 2 conditional on the results x is
A suitably chosen non-informative improper prior distribution for (µ, τ 2 ) is the product of improper prior distributions for µ and τ 2 which are uniform in µ and in log τ 2 , respectively. [10, p 53] , and
According to Bayes's theorem (8) the posterior distribution, p(µ, τ 2 |x), of µ and τ 2 given x is proportional to the product of the likelihood function l(µ, τ 2 |x) and the prior distribution p(µ, τ 2 ). Thus,
The Bayesian posterior pdf for τ 2 given x, p(τ 2 |x), is obtained by integrating out µ from the joint posterior distribution
Bayesian interpretation of the general test of consistency.
, by the change of variables technique, the pdf of the distribution of ξ given x is
The expression (15) From (7) and (16), we note that the Bayesian posterior probability p B and the classical p-value p C are identical. This relation between the classical p-value and Bayesian posterior probability is possible only when non-informative improper prior distributions are used for the unknown parameters [10, section 4.3] . This interpretation of the general test of consistency as a Bayesian hypothesis testing method is based on the methodology developed by Lindley [12] . 
Summary
The Birge test is a well known and widely used method to check for the consistency in the interlaboratory results x 1 , . . ., x n that are uncorrelated [5] . We interpreted the Birge test as a classical test of the null hypothesis that the variances of the results x 1 , . . ., x n are less than or equal to their stated values u 2 (x 1 ), . . ., u 2 (x n ) against the alternative hypothesis that the variances of x 1 , . . ., x n are greater than u 2 (x 1 ), . . ., u 2 (x n ). A modern statistical protocol for hypothesis testing is to calculate the classical p-value. The p-value is the maximum probability under the null hypothesis of realizing in conceptual replications a value of the test statistic equal to or larger than its realized (observed) value. The null hypothesis is rejected when the p-value is too small. We determined the p-value of the Birge test statistic. Then we showed that the classical pvalue is equal to the Bayesian posterior probability of the null hypothesis based on non-informative prior distributions for the unknown statistical parameters. The Bayesian interpretation of the Birge test makes it possible to use Bayesian statistics for checking the consistency in uncorrelated interlaboratory results. This is important because the GUM agrees with Bayesian statistics and it is an international standard for expressing uncertainty.
Occasionally the interlaboratory results are correlated and it is necessary to check their consistency. We presented a general test of consistency for both uncorrelated and correlated results. We showed that the classical p-value of the general test statistic is equal to the Bayesian posterior probability of the null hypothesis based on non-informative prior distributions. The general test makes it possible to check the consistency of correlated results from interlaboratory evaluations. The Birge test is a special case of the general test of consistency.
The least squares estimate of the common expected value µ is the weighted mean x W in both the statistical model (4) as well as its special case (3). In Birge's [1] terminology, the phrase 'probable error based on internal consistency' refers to the theoretical variance of the least squares estimate x W based on model (3) and the phrase 'probable error based on external consistency' refers to the empirical (estimated) variance of x W commensurate with the actual dispersion of the realized results x 1 , . . ., x n . The internal consistency variance (theoretical variance) of x W based on model (3) is σ (10) and (9), and (ii) the sampling distributions of m and Q 2 are independent.
