Since the knowledge of industrial processes is mainly based on virtualisation, it is fundamental to develop a better understanding of the real processes performing analysis from an industrial point of view. Every analysis must use tools and solutions that could be really useful for industries, and become improvement keys for success. This paper shows a structured analysis of a turning process, to gain useful information, to evaluate experimental data and to define some improvement guidelines. On the basis of an excellent dataset, the main objective is to perform statistical analyses to estimate the influence of critical factors on response variables.
Introduction
To achieve competitiveness and savings, companies, which base their business on cutting processes, have to evaluate and analyse new approaches and methodologies for the improvement, support and control of their processes. In this environment, companies can obtain advantages by using tools and methods to overcome the lack of experience or the onerousness of investments. Even if industrial experiences and literature guarantee a widespread and consolidated knowledge, a common cutting process is very difficult to describe and to analyse, since it is characterised by very complex physical and mechanical phenomena (Kalpakjian and Schmid, 2006; Kronenberg, 1966; Ranganath, 1993) . On the basis of these statements it is necessary to develop a better understanding of the real cutting processes and to perform qualitative and quantitative analyses that could prepare the field for building predictive models (Ivester et al., 2000 (Ivester et al., , 2002 Ivester and Kennedy, 2004) . Nowadays, the simulation of common machining processes is well studied and powerful software can be used to increase the knowledge, test different scenarios and choose the best configuration that guarantee both high performances and savings. Before using complex tools, it is necessary to obtain information from data collection, to explain the behaviour of the cutting performances, when some parameters or conditions vary (Ivester et al., 2000; Özel et al., 2005 Özel et al., , Settineri et al., 2005 .
The goal of this paper is to show how a statistical analysis can be structured and applied to a common turning process. Many tools and methods of design of experiments are shown to simplify the analysis and to better follow real industrial requirements. In fact, by developing an analytical framework, useful information can be traced, experimental data can be evaluated and the effect of cutting factors evaluated (Mazzola et al., 2007) . This approach guarantees a real understanding of experimental data and the effectiveness of the measuring system; thus, the analysis prepares the field to assess results obtained from modelling tools (Ng et al., 1999; Marusich and Ortiz, 1995) .
AMM project
The analysis is based on an excellent dataset, developed by NIST (www. mel.nist.gov/div822/amm/) for the Assessment on Machining Models (AMM) project. The authors based the work on the AMM dataset because the data have a relevant research value and they are collected in collaboration with excellent companies. In this way, the authors found a perfect field for matching industrial evidence with statistical elaborations. Again, the AMM project aimed to encourage researchers to delve into the knowledge of the cutting processes to assess reliable models (Ivester and Kennedy, 2004) . The goal of the AMM project is to assess the ability of state-of-the-art machining models to make accurate predictions of the behaviour of practical machining operations, based upon the knowledge of machining parameters typically available on a modern industrial shop floor (Ivester et al., 2000 (Ivester et al., , 2002 Özel et al., 2005 Özel et al., , Settineri et al., 2005 . In this paper, the philosophy of the project is maintained, but different goals are pursued. Before using real data for modelling efforts, a procedure is necessary to understand their behaviour and to trace a lot of useful information. The dataset considers the turning process of an AISI 1045 steel rod (diameter obtained from a single batch/heat), with a diameter of 101.6 mm and a length of 152.4 mm. Four different laboratories are considered and every laboratory performed many tests. According to a previously defined design of experiments, specific factors have been varied during tests. The overall amount of data refers to different laboratories that performed every test twice, by varying the cutting Speed, the Feed, the Rake angle and the Insert type between two levels. Ideally, the experimental design is a 2 4 full-factorial DOE with two replications for every combination of the factors and for every laboratory, a random source of variability (Table 1) . For every configuration of the critical factors mentioned above, four response variables are collected: the three components of the turning force (Cutting, Thrust and Side force) and the temperature. Therefore, some laboratories did not complete their work and the dataset lacks in degrees of freedom. In particular, some values of force are absent for Lab 2 and Lab 3, whereas temperatures have been completely missed by Lab 2 and partially by Lab 3 (Table 2) . Lab 3 has completed at least one replication of every configuration of the factors. Lab 2 did not estimate temperatures and did not assess two combinations of the forces (Speed 300 m/min, Feed 150 µm/rev, Rake −7 for both the tools). Once the experimental environment has been correctly defined, the analysis begins by following many sequential steps. First of all a qualitative Exploratory Data Analysis (EDA) is necessary to show rough evidence. Then a well-known statistical tool, the Analysis of Variance (ANOVA), is applied to infer about the influence of the factors on response variables (Montgomery, 1990a (Montgomery, , 1990b . Both means and standard deviations are considered during the analysis. Finally, based on the results of the ANOVA, a regression approach is shown.
Exploratory Data Analysis
Exploratory Data Analysis means a collection of qualitative and quantitative tools, graphs and methods used to obtain useful information from a set of data. Even if some basic principles are shared and the theory is based on statistical inference, there is not a univocal way to conduct the analysis. In this study, it is fundamental to show a visual representation of the data to understand some macro-aspects. By using boxplots (Montgomery, 1990b) , it is possible to show the data in a compact manner. Thus, for every laboratory, this representation can aid the interpretation of the main statistics and the data distribution. The qualitative analysis has been performed for both the Cutting and Thrust components, mainly stratifying the data.
EDA of cutting force
Cutting force is the most critical component of every turning process analysis and optimisation. Particular attention must be paid, from an industrial point of view, because power consumption and cost are strictly related with this component. The overall amount of the data is shown in a boxplot, divided between different laboratories (Figure 1 ). The great variability of the data can be noted, as resumed in Table 3 . It is clear that such a great variability depends on some specific causes. The quantification of them will be the main goal of ANOVA. Even if they are very significant, standard deviations seem to be very similar. The four medians (rather than the means) are very close, except for Lab2. This overestimation may be influenced by the lack of observations. The grouped data depart from normality, as confirmed by the Anderson and Darling (AD) test. This test is used to verify if a sample of data comes from a population with a specific distribution. The test makes use of the specific distribution in calculating critical values, thus it appears powerful and attractive (D'Agostino and Stephens, 1986) . The goodness-of-fit of the sample can be assessed by looking at the p-value (the test fails if p-value is less then α = 0.05, or AD > 0.752). By stratifying the data in a hierarchical manner, it is possible to delve into the process, by considering those factors perturbed during experiments. Both one-factor-at-time and other grouped stratification have been considered, even if they are not completely shown in this paper. In particular, it is interesting to note how the experimental data are correctly represented by a normal distribution, if they are grouped by Feed factor levels. The variation of the Feed factor from the 'low' value (150 µm/rev) to the 'high' value (300 µm/rev) causes a great increasing of the cutting force. By stratifying the data by Labs and then by Feed, less variability can be noted between the boxes. The interquartile range increases for higher values of Feed and in particular for Lab 4. Greater values of Feed cause an increase of the mean and median values. Table 4 shows the main statistics of the stratified data. Looking at the standard deviations, Lab 4 presents the highest values. AD tests confirm the data are normally distributed (AD < 0.70). The boxplot of Figure 2 visualises the data divided into Lab, Feed and then Rake. An appreciable decreasing trend can be noted for every laboratory, when the Rake increases. Lab 4 presents some anomalies, but, generally, no outliers are noted. 
EDA of thrust force
The same analytical approach is implemented for the thrust force. All the same considerations previously achieved for the cutting force component can be maintained for the thrust force. In fact, as the scatterplot (Figure 3) shows, a direct proportionality is evidenced.
Figure 3 Linearity between force components
The main statistics of the thrust force are collected, by stratifying the data by different laboratories and, then, by Feed levels (Table 5) . AD normality test confirms that the data are approximately normally distributed, except for Lab 4. A consideration can be added: the values measured by Labs 1 and 2, when Feed level is 300 and Rake level -7 are relevantly higher than those of Labs 3 and 4. This discrepancy is highlighted when the Speed factor is set on 200 m/min. 
Analysis of Variance
The EDA showed a lot of unexpected evidence (Mazzola et al., 2007) . First of all, four laboratories that operate efficiently obtain quite different results. Therefore, before jumping to some conclusions, it is important to complete the analysis by considering every possible source of variability that could affect the response variables. The data are structured to define a full-factorial experimental environment. In this case, the ANOVA is the opportune method to quantify the influence of every perturbed factor and of every interaction of them on a specific response variable.
The factors vary between two levels. To obtain a reliable regression, the Laboratory must be considered as a source of variability and, in particular as a noise factor (to be modelled as a block), whose effect should not be relevant. Unfortunately, every laboratory obtained significantly and systematically different results, as shown by the exploratory analyses. For this reason, a full-factorial 2 4 model with a block fails in representing the real behaviour of the process. In fact, the results of this elaboration demonstrate the effects of factors and interactions, but the model lacks in prediction, because of the erroneous consideration of the Lab variable as a noise (p-values are less than 0.05 for all the blocks and for the lack-of-fit indicator). The combination of machinery and measurement instruments used by different laboratories, in addition to the lack of some observations, affects the variability and influences the adequacy of the model. Thus, a fixed effect ANOVA with five factors, with unbalanced planes is performed, by considering laboratories as a key factor (Ng et al., 1999; Marusich and Ortis, 1995; Montogomery, 1990a; Schmidt and Launsby, 1997) . In particular, it is interesting to understand if the difference between laboratories is maintained for every combination of perturbed parameters.
The analysis has been focused on both cutting and thrust force. The objective is to quantify what happens to the force mean and standard deviation values, when the combination of the levels of each factor changes.
ANOVA of cutting force
For cutting force, a General Linear Model of the ANOVA is performed, by considering Laboratory, Speed, Feed, Rake and Insert factors variable between different levels. Interactions between the five factors are computed up to order three. The first analysis considers the cutting force values and the inferences on the means. The table of the ANOVA (Table 6) shows the combinations of factors and their p-values. P-values less than α = 0.05 means a systematic effect on the response variable. These critical values have been highlighted. One outlier is removed from the data collection (Lab 4, Speed 200, Feed 300, Rake −7 and Insert K68), because the reported value is unreliable.
The model is reliable to predict the cutting force values, as confirmed by the correlation index R 2 , whose adjusted value is 97.5%. In addition, the analysis of the residuals confirms the adequacy of the model (Figure 4) .
The coefficients for all the terms included in the model are calculated, demonstrating how the effect of the Feed factor is extremely relevant and causes an average increase of 402 N on the cutting force. Every laboratory affects the overall variability, showing an insufficient reproducibility of the process (Montgomery, 1990a; Schmidt and Launsby, 1997) . In respect to an overall data mean (constant coefficient 755.45 N), Lab 1 and 2 have a similar effect (an average increasing of 24.4 N and 37 N, respectively), but an opposite effect is traced for Lab 3 (−8 N) and, in particular, for Lab 4 (−43.4 N). Moreover, from an industrial point of view, the significant interactions between Lab*Speed, Lab*Feed and Lab*Rake mean the capability of the laboratories to reproduce the phenomena depends on cutting conditions. The effect of every single factor is visualised on the main effects plot in Figure 5 . The dominant effects of Feed and Rake are shown, together with the lower but relevant effects of speed and insert. Another analysis is performed by looking at the standard deviations of the cutting force, collected for every combination of factors. Each combination has been replicated only twice; thus reliable estimations of standard deviation can be invalidated. It is possible to try again to consider the variable Lab as a block and to perform a 2 4 full-factorial design of experiments. In this way, a more feasible experimental field is obtained. Looking at the adequacy of the model, it is possible to assess how a Johnson's transformation can be useful to represent the data in respect of the normality and omoschedasticity of the residuals (Montgomery, 1990a) . The equation (1) represents that the transformation has been applied, where x is the standard deviation value of cutting force. Table 7 shows the results of the ANOVA after the transformation and verification of the model adequacy. In this case, the model is correctly able to represent the process performances. None of the factors perturbed affect the variability; this mean the variability due to the repeatability component is mainly due to natural causes. 
ANOVA of thrust force
The high correlation between force components is shown on the Scatterplot in Figure 3 . The expected influence of factors is proportionally the same noted for cutting force. It is impossible to consider lab variable as a noise factor (this scenario has been tested and the model fails); thus a 2 5 full-factorial experimental unbalanced design is considered. The ANOVA is performed and the ANOVA table collects the influence of every factor and interaction on the response variable (Table 8) . Once again the model correctly represents the process behaviour and the adjusted predictors justify the 94.95% of the overall variability. The interactions are collected up to the third order and the outlier (Lab 4, Speed 200, Feed 300, Rake −7 and Insert K68) is still removed.
A relevant effect is noted when the Feed is perturbed. An average difference of 137.2 N is estimated when the feed varies between the two levels. The difference between laboratories is appreciable and, in particular, a statistically significant difference is noted for Lab 4. The same laboratory measured four unusual observations, identified as possible outliers, even if their residuals are less than 4R (Montgomery, 1990a) . The Rake angle has the greatest weight (when the Rake changes from its low level to the high one an average decreasing of 153.6 N is estimated). For thrust force, the effect of three way interactions become more significant. All the information are visualised on the main effects plot (Figure 6 ). Once again a complete regression approach is not possible, because the data demonstrate a poor reproducibility of the process. 
Regression approach
From a statistical point of view, the influence of the factor Lab implies the difficulty in finding a general model useful to compare virtual data. Clearly, the validation of some models (the authors particularly refer to simulative models) assesses the respect of proportions and the agreement of trends between real data and virtual ones. The analyses previously explained can help in understanding a real opportunity: it is necessary to share a common measurement method when the data are collected to increase the reproducibility of the process. The dataset shows good repeatability and the ANOVA could only estimate the components of variability due to the perturbation of some factors.
From an industrial point of view, it is not only interesting to know what is the effect of factors on response variables, but above all to understand the behaviour of response variables through a reliable regression. To assess a reliable regression approach and to evaluate the capability of laboratories to predict the response variables under various perturbations, the data of Laboratory 1 are considered. In this paper, the regression aims to predict the behaviour of cutting force when feed, rake angle, insert type and speed vary.
The data of Lab 1 seem to agree with Kronenberg's derived expression (2), they do not present outlier and the experimental plane becomes balanced. The theoretical expression for the cutting force (
where f is the Feed (expressed in mm/rev), d the depth of cut (1 mm In total, 32 data are considered and the ANOVA is performed. To perform the analysis, the factor Insert is coded (level '−1' means insert type K68 and level '+1' KC9010). A 2 4 full-factorial experimental plane is considered and the ANOVA is applied to this group of data. The reduced model results adequate to predict the data of Laboratory 1 (the analysis of residuals confirms normality, omoschedasticity and casualty), even if the amount of information becomes quite poor. The adjusted R 2 index value is 99.14%. Table 9 collects the effects of every factor and interaction, the coefficients for the regression curve and the relative incidence on the cutting force (looking at the p-values). The estimated coefficients are expressed in uncoded units. The variable Insert can assume only the discrete values ±1.
The main effects are all relevant and the statistical incidences of Feed and Rake agree with the theoretical expression. In addition, the significant effect of Speed, Insert and of Speed*Feed and Feed*Rake interactions can't be avoided and they concur to the embellishment of the regression equation. All the effects are visualised on the Pareto chart shown in Figure 7 .
The regression equation (3) 
The curves of Figure 8 show how the regression discretely follows the theoretical expression and furnishes an embellishment, because two factors are added. In particular, the agreement between experimental curve and Kronenberg's expression is more evident when the speed is lower. An interesting industrial aspect is to use a regression obtained from real data to assess the capability of simulative models. Once the simulation results have been validated it is possible to refine the experimental architecture by inserting some centre points and to embellish the regression curves as a consequence.
Conclusion
The paper presented a structured analysis of a cutting process. The use of both qualitative and quantitative methods and tools highlighted the importance of an analytical procedure from an industrial point of view. The main components of turning force are considered, and through ANOVA, the effects of single or combined factors are computed. The perturbations of the Feed and Rake variables strongly affect the variability of the process. Therefore, the effects of the Speed and Insert type cannot be forgotten, together with the influences due to the interaction between two or three factors. Some statistically important differences are computed between the four different laboratories involved. Great part of the overall variability is due to the poor reproducibility of the measurements and this altered a global reliable regression approach, useful in case this study is used to compare real data with simulated ones.
Finally, a regression attempt is shown, by considering the data of Laboratory 1. The authors realised a statistical model and relative regression curves, to be considered as an embellishment of a theoretical equation already existing in literature.
Further developments of this work will be the simulation of the data with a dynamic FEM simulator of machining processes, the assessment of software predictability and the addition of some centre points to the experimental architecture to verify and improve the regression curve with an increased sample.
