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An example is given of a context-free grammar with infinite index. 
This solves ~ problem proposed by BrMnerd. The notion of index is 
extended to concern context-free languages, and an example isgiven 
of a language with infinite index. 
1. INDEX OF A GRAMMAI~ 
Let G = (V~, Vr,  X, F) be a context-free grammar, where V~ 
is the set of nonterminals, Vr the set of terminals, X E VN the initial 
symbol and F the set of productions. For any word P, lg(P) denotes 
the ]ength of P. By definition, the length of the empty word k equals 0. 
The language generated by G is denoted by L(G). 
Following BrMnerd (1968), we now define the index of G. For a word 
P over Vs 0 Vr,  we denote by d(P) the word obtained from P by 
erasing all letters of Vr.  The index of a derivation 
D:X = Po~ P I~ P~ . . .  ~ Pk = Q 
is defined by 
ind(D, G) = max lg(d(Pj)). 
The index of a word Q E L(G) is defined by 
ind(Q, G) = man ind(D, G), (1) 
D 
where D ranges over all derivations of Q according to G. The grammar 
G is of finite index if there is a natural number u such that, for all Q E 
L(G), ind(Q, G) -_< u. Otherwise, G is of infinite index. The smallest 
possible value of u is referred to as the index of G and denoted by lad(G). 
Clearly, G is of finite index if and only if the pushdown automaton 
I~DA uccepting L(G), defined as in (SMomaa, 1968, p. 196), possesses 
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the following property. There is a natural number u such that eve17 
word in L(G) is accepted by PDA through a computation where at no 
time instant he number of nonterminals in the stack exceeds u. 
Brainerd (1968) has established a result concerning rammars (and, 
more generally, matrix grammars) of finite index, and proposed the 
problem of whether or not every context-free grammar is of finite index. 
We will prove that this is not the case. 
Consider the grammar 
G = ({X},{O, 1} ,X ,{X-~,X~OXl ,  X~XX}) .  (2) 
Clearly, G generates the Dyck language L~ over the alphabet {0, 1}. 
(Cf. (Ginsburg, 1966) or (Salomaa, 1968).) Furthermore, consider the 
following infinite sequence of words in LD : 
Q0 = x, 
Qi+l = 0Qd0Qd, i _-> 0. 
THEOREM 1. The grammar (2) is of infinite "index. 
Proof. We show by induction on i that, for each i, 
ind(Q~, G) = i ~- 1. (3) 
Clearly, (3) holds for i = 0. Assume that (3) holds for a fixed value of 
i. The word QdOQ~ does not belong to LD because the number of l's 
in Q~I is greater than the number of O's. Hence, any derivation of Q~+I 
begins with an application of the production X --~ XX.  The only proper 
initial subword of Q;+I which belongs to the language L .  is the word 
0Q~I. Furthermore, any derivation from X of the word 0Qd begins 
with an application of the production X --* 0X1 (apart from derivations 
beginning with an application of X --~ XX where one of the X's on 
~he right is later reduced to k). Consequently, by our inductive hy- 
pothesis, 
ind(Q~,l, G) = i -~ 2, 
whence Theorem 1 follows. 
2. INDEX OF A LANGUAGE 
The index of a context-free language L is defined by 
ind(L) = rain ind(L(G)), 
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where G ranges over all context-free grammars generating L. In ques- 
tions concerning the index, one cannot in general replace an arbitrary 
derivation by a leftmost one. For instance, consider the grammar 
a = ({X0, Zl}, {0}, X0, {X0 - *  ~, Xo --, XoX l ,  X l  ~ 0}). 
Clearly, the index of G equals 2. However, the "leftmost index" of G 
(i.e., in (1) D ranges over all leftmost derivations of Q) is infinite. 
It  seems likely that if a language L is of finite index then there is a 
grammar G generating L such that the leftmos~ index of G is finite. 
We will now establish the existence of languages with infinite index. 
T~OR~,M 2. The Dyck  language L~ over {0, 1} is of infinite index. 
Proof. We show that any context-free grammar G = (V~, Vr,  
X, F) generating L~ is of infinite index. For this purpose, we consider 
the previously defined words Qi, i = 0, 1, • -.. 
Assume first that V~ contains only one nonterminal X. Then the 
language generated by X is the language L .  itself. Define 
n = max{lg(P) ]X --* P in F} A-1. 
We now show by induction on i that, for all i, 
ind(Q~, G) > i and ind(0Q~l, G) >_- i whenever m >= in. (4) 
Clearly, (4) holds for i = 0. Assume that (4) holds for a fixed value 
of i. For all a, any subword of a word Q~ either does not belong to LD 
otis of one of the forms Qb or 0Qbl. Consequently, by the definition of n, 
any derivation of a word Q~ where m => (i A- 1)n is of the form 
X ~ . .  • ~ OPIXP21OP3XP41 ~ • • • ==~ Q,~, 
for some words P~, P2, P~, P4, where the X's between the P's gen- 
erate words Q~ or 0Q~I with  a ~ in. By our inductive hypothesis, 
ind(Q~,G) > i+  1 whenever m >- ( i -b 1)n. 
The result 
ind(0Q~l,G) >= i -b 1 whenever m-_ (iA- 1)n 
is obtained similarly. This completes ~he induction and we conclude 
that G is of infinite index. 
The above argument is applicable also in the case where each non- 
terminal in V~ generates a subset of Lv.  Consider an arbitrary G = 
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(V~, Vr,  X, F) generating Lb. Without loss of generality, we may 
assume that, for each element Y of V~, X generates a word containing 
Y. Obviously, each Y in VN generates a language contained in a finite 
union of languages obtained by concatenating L~, [0} and {1}. Conse- 
quently, if G is of finite index then there is an equivalent grammar of 
finite index possessing only one nonterminal, wtfich contradicts our 
earlier esult. This implies that G is of infinite index, whence Theorem 2
follows. 
It remains an open problem whether or not there exist two equivalent 
grammars, one of which is of finite and the other of infinite index. It  
seems likely that such grammars do not exist. A possible way of proving 
this would be the following. There do not exist two normal grammars 
in the sense of Chomsky (1959) satisfying this condition. The index 
remains finite (infinite) in the transition from an arbitrary grammar 
to the equivalent normal grammar constructed by some specified rules. 
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