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a b s t r a c t
The first major study of p-groups of maximal class was made by Blackburn in 1958.
He showed that an important invariant parameter of these groups is its ‘degree of
commutativity’, which is ameasure of the commutativity among themembers of the lower
central series of G.
In this paper, we find a lower bound for the degree of commutativity of some p-groups
of maximal class of order pm, by using m and another two known invariant parameters of
a p-group of maximal class. This bound improves the best one given in terms of the order
of G.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A group G of order pm, with m ≥ 4, is said to be a p-group of maximal class if Ym−1 6= 1, where Y0 = G, Yi = [
i︷ ︸︸ ︷
G, . . . ,G]
for every i ≥ 2 and Y1 is such that Y1/Y4 = CG/Y4(Y2/Y4).
Themost important invariant parameter of a p-group ofmaximal classG is its degree of commutativity. It was introduced
by Blackburn (cf. [1]) and it is defined by
c(G) = c = max{k ≤ m− 2 | [Yi, Yj] ≤ Yi+j+k,∀i, j ≥ 1}.
We denote the residual class of c(G) = c modulo p− 1 by c0(G) = c0.
Following Blackburn’s ideas (cf. [1]), we choose a pair of elements s ∈ G\ (Y1∪CG(Ym−2)) and s1 ∈ Y1 \Y2, andwe define
recursively si = [si−1, s] ∈ Yi \ Yi+1 for i = 2, . . . ,m− 1. For i+ j ≤ m− c − 1, let αi,j(G) = αi,j ∈ Fp be determined by the
congruence
[si, sj] ≡ sαi,ji+j+c (mod Yi+j+c+1).
It is known that αi,j satisfies the following properties:
(P1) αi,j = −αj,i.
(P2) αi,i = 0 if 2i ≤ m− c − 1.
(P3) αi,j = αi+1,j + αi,j+1 if i+ j+ 1 ≤ m− c − 1 (Bernoulli’s property).
(P4) αi,j = αi+p−1,j = αi,j+p−1 if i+ j+ p− 1 ≤ m− c − 1 (periodicity modulo p− 1).
(P5) f (i, j, k) = αi,jαi+j+c,k + αj,kαj+k+c,i + αk,iαk+i+c,j = 0 for any positive integers i, j, k satisfying i+ j+ k ≤ m− 2c − 1
(Jacobi’s identity).
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From (P2) and (P3), it is easy to check that αi,i+1 = αi,i+2 if 2i+ 2 ≤ m− c − 1. We denote αi,i+1 by x′i . We can write αi,j in
terms of the x′k (cf. [7]):
αi,j =
[
i+j−1
2
]∑
k=i
(−1)k−i
(
j− k− 1
k− i
)
x′k. (1)
We put the α’s in a table τG like this one:
τG =

α1,m−c−2 α2,m−c−3 · · · α[m−c−3
2
]
,m−c−1−
[
m−c−3
2
]
...
... . .
.
α1,6 α2,5 α3,4
α1,5 α2,4
α1,4 α2,3
α1,3
α1,2.
That is, if j ≥ i, i+ j ≤ m− c − 1 and i+ j = k+ 2, then αi,j is in the i-th column and in the k-th row of the table (counting
from the bottom row to the top row). If 1 < λ < ν and 1+ ν ≤ m− c − 1, we denote by Tλ,ν the subtable of τG given by
Tλ,ν =

α1,ν . . . αν−λ+1,λ
... . .
.
α1,λ.
In [8], another useful invariant parameter of a p-group of maximal class is defined by
l(G) = l = min{i ∈ {1, . . . , (p− 1)/2} | x′i 6= 0}. (2)
If l = p−12 , thenm = c + p (cf. [8]).
If l+ c0 ≤ p−12 , we define
t(G) = t = min{i ∈ N| α′i,2l+c0+1 6= 0}. (3)
In Lemma 2.1, we will show that t is well-defined.
Throughout this paper, we always considerG as a p-group ofmaximal class of order pm, degree of commutativity c(G) = c
and invariant parameters l(G) = l ≤ p−32 and c0(G) = c0. We will use it without more comment and we will omit this fact
in the statements of the results.
We define
xi = x
′
i
x′l
, if 2i+ 1 ≤ m− c − 1; (4)
y′j = α1,2l+j, if 2l+ j+ 1 ≤ m− c − 1; (5)
yj =
y′j
x′l
, if 2l+ j+ 1 ≤ m− c − 1. (6)
w′i = αi,2l+c0+1, if 2l+ c0 + i+ 1 ≤ m− c − 1; (7)
wi = w
′
i
w′t
, if max {2l+ c0 + i+ 1, 2l+ c0 + t + 1} ≤ m− c − 1; (8)
g(r, i) = f (i, i+ 1, 2l+ t + r − 2i− 1)
(−1)tx′lw′t
, if 2l+ t + r ≤ m− 2c − 1; (9)
\a, b\ =

a(a− 1) · · · (a− b+ 1), if b > 0;
1, if b = 0;
1
(a−b)(a−b−1)···(a+1) , if b < 0.
∀b ∈ Z.
It is interesting to obtain lower bounds for c because they can be translated into structural properties of G. For example, if
we search for the defining relations of G, an improvement of only one unit in the lower bound for c allows us to eliminate
many variables in the commutator structure of the defining relations.
Blackburn (cf. [1]) showed that c = m−2 if G is a 2-group ofmaximal class, whereas c ≥ m−4 for p = 3 and 2c ≥ m−6
for p = 5. Later, these results were independently generalized to arbitrary p-groups of maximal class by Shepherd (cf. [7])
and Leedham-Green and McKay (cf. [4]), who proved that 2c ≥ m− 3p+ 6. However, examples constructed by Leedham-
Green andMcKay (cf. [5]) suggested that the given lower bound for c could be improved. In fact, Fernández-Alcober showed
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that 2c ≥ m − 2p + 5 for p ≥ 7 (cf. [2]). Moreover, this last bound in terms of the order of G is exact, because there exist
examples of p-groups of maximal class satisfying 2c = m− 2p+ 5 (cf. [5]).
However, calculations that we have done for p-groups of maximal class with p ≤ 47 show that if p ≤ 47, there exists
a function ψ(p, l, c0) such that 2c ≥ m − ψ(p, l, c0) and ψ(p, l, c0) ≤ 2p − 5. Moreover, we notice that if p ≤ 47,
ψ(p, l, c0) < 2p − 5 for almost all pairs (l, c0). Thus, the following problem arises: find the expression of ψ(p, l, c0) for
G any p-group of maximal class and p an arbitrary prime. The papers [3,9–11] deal with the search for this function. For G a
p-group ofmaximal class with Y1 of class 2, Jaikin-Zapirain and Vera-López have found the valueψ(p, l, c0) in [3]. Moreover,
they have given examples of p-groups of maximal class with Y1 of class 2 satisfying 2c = m−ψ(p, l, c0). But if G is a p-group
of maximal class without any restriction on the class of Y1, the problem is still open.
For each p prime number, we define the following sets:
Up =
{
1, 2, . . . ,
p− 3
2
}
× {0, 1, . . . , p− 2},
Ap =
{
(l, c0) ∈ Up | l+ c0 = p− 12 , l ≥ max
{
p+ 5
6
, 3
}}
,
bp,1 = {(l, c0) ∈ Up | p− l ≤ c0 ≤ p− 2, l ≥ 2},
bp,2 = {(l, c0) ∈ Up | c0 ≥ 2p− 4l+ 1},
bp,3 =
{
(l, c0) ∈ Up | 2p− 4l− 1 ≤ c0 ≤ 2p− 4l+ 2, l > p− 13
}
,
bp,4 =
{
(l, c0) ∈ Up | c0 ∈ {2p− 4l− 2, 2p− 4l− 4}, l ≥ p+ 13 , l+ c0 >
p+ 1
2
}
,
bp,5 =
{
(l, c0) ∈ Up | l ≥ p+ 56 , l+ c0 =
p+ 1
2
}
,
Bp = bp,1 ∪ bp,2 ∪ bp,3 ∪ bp,4 ∪ bp,5,
Cp = {(l, c0) ∈ Up | l+ c0 = p− 1, l < p/3},
Dp =
{
(l, c0) ∈ Up | l = 1, 4p− 55 ≤ c0 ≤ p− 3
}
,
ep,1 =
{
(l, c0) ∈ Up | l ≥ 3, l+ c0 ≤ p− 32 , 0 ≤ c0 ≤ 2l− 1
}
,
Ep = ep,1 ∪ {(2, 0)},
Fp = {(l, c0) ∈ Up − (Bp ∪ Cp) | c0 = p− 4l+ 3λ+ µ, λ ≥ 1, µ = 1, 3, 5, p+ 12 ≤ l+ c0},
gp,1 =
{
(l, c0) ∈ Up | l+ c0 = p− 12 , 3 ≤ l <
p+ 5
6
}
,
gp,2 =
{
(l, c0) ∈ Up | l+ c0 ≤ p− 32 , c0 > 2l− 1, l ≥ 3
}
,
Gp = gp,1 ∪ gp,2,
Jp = Ap ∪ Bp ∪ Cp ∪ Dp ∪ Ep ∪ Fp.
Collecting the information obtained in [9–11], Theorem 1 has been proved:
Theorem 1. Let G be a p-group of maximal class of order pm, degree of commutativity c and invariant parameters l and c0. Then,
2c ≥ m− ψ(p, l, c0), where ψ(p, l, c0) is given by
ψ(p, l, c0) =

2l+ c0 + 1, if (l, c0) ∈ Ap and c0 < c;
p+ 2l− c0, if (l, c0) ∈ Bp;
p+ 1, if (l, c0) ∈ Cp;
2c0 − p+ 7, if (l, c0) ∈ Dp and c0 < c;
2l+ c0 + 2, if (l, c0) ∈ Ep;
p+ 2l− c0 + 1, if (l, c0) ∈ Fp.
Besides, there exist p-groups of maximal class of order pm such that 2c = m− ψ(p, l, c0) for the regions Ap, Bp and Ep.
Remarks. 1. The condition c0 < c in Ap ∪ Dp is not restrictive. Otherwise, c = c0 is given by the defining conditions of Ap
or Dp.
2. Fixing a prime p, we notice that Jp does not cover all the possible (l, c0) ∈ Up. For example, for p = 37, Fig. 1 shows:
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Fig. 1. Regions defined in Theorem 1 for p = 37.
(a) The regions A37, B37, C37, D37, E37 and F37.
(b) The cells corresponding to (l, c0) ∈ U37 − J37 in dark grey in order to indicate that ψ(37, l, c0) has not been defined
for these pairs (l, c0) in Theorem 1.
In this paper, we find ψ(p, l, c0) for some (l, c0) ∈ Up − Jp. In fact, we prove the following theorem:
Main Theorem. Let G be a p-group of maximal class of order pm, degree of commutativity c and invariant parameters l ≥ 3 and
c0 satisfying l+ c0 ≤ p−12 . Then, 2c ≥ m− (2l+ c0 + 3) holds.
It is easy to check that the region {(l, c0) ∈ Up | l + c0 ≤ p−12 , l ≥ 3} that appears in the statement of the Main Theorem
is Ap ∪ ep,1 ∪ Gp. We obtain a new lower bound for c(G) in the region Gp that improves on the best known lower bound
for c in terms of the order of G (cf. [2]). That is, we prove that ψ(p, l, c0) = 2l + c0 + 3 if (l, c0) ∈ Gp. The number of pairs
(l, c0) ∈ Up − Jp for which we have defined ψ(p, l, c0) in the Main Theorem is
|Gp| = |gp,1| + |gp,2|
=
[
p+ 5
6
]
+  +
(
p− 10− 3 [ p−36 ]) ([ p−36 ]− 2)
2
,
where  is equal to −2 if p+56 6∈ N, or −3, otherwise. For example, for the prime p = 37, the regions J37 and G37 appear in
Fig. 2 and |G37| = 22.
Besides, there exist examples of p-groups of maximal class with invariant parameters l and c0 such that l+ c0 ≤ p−32 and
2c = m− (2l+ c0+2) and examples of p-groups of maximal class with invariant parameters l and c0 such that l+ c0 ≤ p−12
and 2c = m− (2l+ c0 + 1) (cf. Theorem 5.5 of [3]). So, the bound given in the Main Theorem is almost exact.
The proof of the Main Theorem is based on the following facts:
1. Arguing by contradiction, we assume that 2l+ c0 + 3 ≤ m− 2c − 1 if l ≥ 3 and l+ c0 ≤ p−12 .
2. By Lemma 2.1, we know that t ≤ c0 + 1 if l+ c0 < p+12 . So, if we deduce that t > c0 + 1, we derive a contradiction and
the Main Theorem is proved.
3. In order to show that t > c0 + 1, we study separately the cases t ≤ c0 − 3, and t = c0 − i, with i = −1, 0, 1, 2. First, we
determine the values of αi,j in the triangles T2l+c0+1,t+2l+c0 and Tt,t+2l+j for some j. We will manage to bring these two
triangles close enough for the known values of τG to allow us to derive a contradiction, by using (P1)–(P5).
4. Lemmas and propositions of Sections 2–6 are used to determine the values of some particular αi,j. Conditions of type
2l+ t + k ≤ m− 2c − 1 appear in the statements of these results. Obviously, we choose k satisfying t + k ≤ c0 + 3.
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Fig. 2. Regions defined in Theorem 1 and the Main Theorem for p = 37.
The scheme of the paper is the following one:
In Section 2, we check that t , defined in (3), is well-defined. We also prove the Main Theorem in the particular case of
l > c0 + 2. Moreover, we obtain relations between the invariant parameters of G, the p-group of maximal class, and H ≤ G,
the maximal subgroup of G, that are useful for applying inductive arguments. In addition, we compute the determinant of
a matrix that will appear in Section 7. We know that w1 = · · · = wt−1 = 0 and wt = 1. We are interested in computing
wt+k for k ≥ 1. Hence, we also deduce that under a certain hypothesis,wt+2 = 0 orwt+1 ≡ (2t − 2l+ 3)mod p.
In Section 3, we concludewt+1 6≡ (2t − 2l+ 3)mod p andwt+2 = 0 if some conditions are satisfied.
In Section 4, we look for the value ofwt+1. Lemmas of this section show thatwt+1 = 0 orwt+1 = −1 if certain conditions
are satisfied.
In Sections 5 and 6, we analyze the cases wt+1 = −1 and wt+1 = 0, respectively, and we obtain the values of yt+δ for
−2l+ 2 ≤ δ ≤ k− 2 if 2l+ t + k ≤ m− 2c − 1 and other additional hypotheses hold.
As we have said, all the information of Sections 2–6 is used to prove the Main Theorem in Section 7.
Finally, we define
M(G) = {H ≤ G | H is maximal in G and H 6= Y1(G), CG(Ym−2)}.
We know that if G is a p-group of maximal class, then H ∈ M(G) is a p-group of maximal class with c(H) = c(G) + 1 (cf.
[12]). Henceforth, in inductive arguments, we use the following notation: c(G), c(H), l(G), l(H), αi,j(G) and αi,j(H) depending
on the p-group of maximal class G or the maximal subgroup H ≤ G, which we work on. If the group does not appear,
we understand that we are working on G and we write c , l or αi,j and so on, instead of c(G), l(G) or αi,j(G) and so on,
respectively.
2. Preliminary lemmas
In this section, we show that t , defined in (3), is well-defined. This invariant parameter is necessary for proving the Main
Theorem. Moreover, we prove some general interesting results that we will use in the following sections.
Lemma 2.1. Let G be a p-group of maximal class with invariant parameters l and c0. If w′i = 0 for i = 1, . . . , c0 + 1, then
l+ c0 ≥ p+12 .
Proof. We know that x′1 = · · · = x′l−1 = 0 and x′l 6= 0. From (1), the system{
w′i = 0, for i = 1, . . . , c0 + 1
}
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is a homogeneous linear system of c0 + 1 equations in the c0 + 1 variables x′l, . . . , x′l+c0 . As x′l 6= 0, the determinant of the
system matrix, det(A), is 0 and from Lemma 1 of [9], it follows that
det(A) = F1(l+ c0 + 1, c0 + 2, c0 + 1)
F1(c0 + 2, c0 + 2, c0 + 1) ,
where
F1(r, s, u) =
∏
1≤k≤s−1
(r − k)min{k,s−u,s−k} ·
∏
s−u+1≤k≤s+u−3
(2r − k− 1)min
{[
u−s+k+1
2
]
,
[
u+s−k−1
2
]}
. (10)
This implies that l+ c0 ≥ p+12 . 
From Lemma 2.1, we notice that if l + c0 ≤ p−12 , then there exists w′i 6= 0 for some 1 ≤ i ≤ c0 + 1. So, the invariant
parameter t , given in (3), is well-defined.
Lemma 2.2. If G is a p-group of maximal class with invariant parameters l and c0 such that l + c0 ≤ p−12 and l > c0 + 2, then
2c ≥ m− (2l+ c0 + 3).
Proof. Arguing by contradiction, we assume that 2l+ c0 + 3 ≤ m− 2c − 1. Then, 0 = f (j, l, l+ 1) = −x′lw′j for j < c0 + 2.
But, this implies thatw′j = 0 for j = 1, . . . , c0 + 1. By applying Lemma 2.1, it follows that l+ c0 ≥ p+12 , a contradiction. 
Henceforth, we assume that
l+ c0 ≤ p− 12 and l ≤ c0 + 2. (11)
It is easy to check that if 2l+ c0 + 3 ≤ m− 2c − 1 and (11) hold, then f (j, l, l+ 1) = 0, with j < l, implies that t ≥ l.
Lemma 2.3. If y′s+i = 0 for i = 0, 1, . . . , s− 1, where s ≥ 0, then
l+ s− j ≡ 0 mod p, for some j ∈ {1, . . . , s},
or
2l+ 2s− ω − 1 ≡ 0 mod p, for some ω ∈ {2, . . . , 2s− 2}.
Proof. If y′s+i = 0 for i = 0, 1, . . . , s − 1, then (P3) implies that αi,2l+s = 0 for i = 1, . . . , s. According to (1) and
0 = x′k, k = 1, . . . , l− 1, the homogeneous linear system0 = αi,2l+s =
[
2l+s+i−1
2
]∑
k=i
(−1)k−i
(
2l+ s− k− 1
k− i
)
x′k, i = 1, . . . , s,

in variables x′k has a non-zero solution. From Lemma 1 of [9], the determinant of the system matrix det(A) is
det(A) = ± F1(l+ s, s+ 1, s)
F1(s+ 1, s+ 1, s) ,
where F1 is given in (10). This completes the proof. 
It is helpful to obtain relations between the invariant parameters of G, the p-group of maximal class, and H ∈ M(G), the
maximal subgroup of G. It is easy to check:
Lemma 2.4. Let G be a p-group of maximal class and H ∈ M(G). Then,
(i) m(H) = m(G)− 1.
(ii) l(H) = l(G)− 1.
(iii) c0(H) = c0(G)+ 1 if c0(G) ≤ p− 2.
(iv) t(H) = t(G)− 1.
(v) αi,j(H) = αi+1,j+1(G) if i+ j ≤ m(G)− c(G)− 3.
(vi) wi(H) = wi+1(G). In particular,wt(H)+j(H) = wt(G)+j(G) for all j ≥ 0 such that 2l(G)+ c0(G)+ t(G)+ j+ 1 ≤ m− c− 1.
Remarks. 1. We notice that if G is a p-group of maximal class and H ∈ M(G), then
m(G)− 2c(G)− (2l(G)+ t(G)) = m(H)− 2c(H)− (2l(H)+ t(H)).
Hence, conditions of type 2l + t + k ≤ m − 2c − 1 are good for applying the inductive argument on G. However if
we consider the hypothesis 2l + c0 + 3 ≤ m − 2c − 1, then 2l(G) + c0(G) + 3 ≤ m(G) − 2c(G) − 1 does not imply
2l(H)+ c0(H)+ 3 ≤ m(H)− 2c(H)− 1 and we cannot use the inductive argument on G.
2. Bearing inmind the relation betweenαi,j(H) andαi+1,j+1(G) given in Lemma2.4(v), it follows that y′j(H) = α2,2l(G)+j−1(G).
Hence, we do not use only inductive arguments on Gwhen we work with the yj’s.
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The following lemma gives us the interesting particular cases to study:
Lemma 2.5. If p > 2, l ≥ 3 and 2l+ t + 3 ≤ m− 2c − 1, then one of the following assertions holds:
(i) wt+2 = 0.
(ii) 2wt+1 ≡ 2t − 2l+ 3 mod p.
Proof. We argue by induction on l+ |G|. If l = 3, we define
β1(i) =
{
(2wt+2 − 2twt+1 + t2 − t)(t − 1− wt+1), if i = 1;
2((t − 2)2 − (2t − 3)wt+1 + 2wt+2)(2wt+1 − 2t + 3), if i = 2;
β2(i) =
{
(2twt+1 − 2wt+2 − t2 + t), if i = 1;
2(t − 2)(2t − 3)+ 2(5− 4t)wt+1 + 8wt+2, if i = 2;
β3(i) =
{
2t − 2wt+1, if i = 2;
8wt+1 − 8t + 12, if i = 3.
Straightforward calculations show that
2∑
i=1
2∑
j=1
βi(j)g(i, j)+
3∑
k=2
β3(k)g(3, k) = (−1)t−14(2wt+1 − 2t + 3)wt+2. (12)
Then, bearing in mind that g(r, i) = 0 for 1 ≤ r, i ≤ 3, the equality (12) implies that the result is true for l = 3. For l > 3, it
is enough to apply an inductive argument and Lemma 2.4. 
Furthermore, in order to prove that t 6= c0 + 1 when l > 3 and l + c0 ≤ p−12 , we need to compute determinants of some
matrices whose entries are combinatorial numbers. In this computation, we use the following equality of combinatorial
numbers:
Lemma 2.6. Let 0 ≤ k ≤ n, M ≤ n and n−M ≤ 2k. Then,
M∑
j=0
(
M
j
)(
n
k+ j
)(
2k+ 2j
n+M
)
=
(
n
k
)(
2k
n−M
)
.
Proof. In order to prove the equality
M∑
j=0
(
M
j
)(
n
k+ j
)(
2k+ 2j
n+M
)
=
(
n
k
)(
2k
n−M
)
,
it is enough to check that
M∑
j=0
(
M
j
)
\k+M,M − j\\n− k, j\\2k− n+M, 2M − 2j\\2k+ 2j, 2j\ = \k+M,M\\n+M, 2M\.
Let E(n, k,M) be the left-hand side of the previous equality. Then, it is easy to prove that:
(a) E(n, k,M) is a polynomial in variables k, nwith degree up to 3M .
(b) \k+M,M\ is a factor of E(n, k,M).
(c) \n+M, 2M\ is a factor of E(n, k,M).
Therefore, E(n, k,M) = λ\k+M,M\\n+M, 2M\ for some λ. But if k = 0, n = M , then E(M, 0,M) = \M,M\\2M, 2M\.
Hence, λ = 1 and
E(n, k,M) = \k+M,M\\n+M, 2M\. 
Remark. The last identity can be verified by using Zeilberger’s Algorithm explained in [6].
Now, we compute the determinant of a matrix that appears in Section 7:
Lemma 2.7. Let A ∈ Matn×n(K [x]) = (ai,j) be defined by
aij =
{( x−j
n+1+i−2j
)
if 1 ≤ i ≤ n− 1 , 1 ≤ j ≤ n;( x−λ−j
n+2−λ−2j
)
if i = n , 1 ≤ j ≤ n ; 1 ≤ λ ≤ n.
Then,
det(A) = (−1)n−1 · 21−[ λ+12 ] ·
n−1∏
j=1
j !
(2n− 2j)! ·
\n− 1, λ− 1\ · \n+ λ− 2, λ− 1\
\2x− n− 2, λ− 1\ ·
2n∏
w=4
(2x− w)min([w−22 ],[ 2n−w+22 ]).
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Proof. Wemake the following row and column transformations in A:
Aj −→ (2n+1−2j)!\x−j,n+3−2j−1\Aj, j = 1, . . . , n− 1,
Ai −→ Ai + 2Ai+1,
Ai −→ 12x−2−i−sAi, i = 1, . . . , s , s = n− 2, . . . , 1,
Aj −→ 12n−2j+1Aj, j = 1, . . . , n− 1,
An −→ \x− 2, n− 2\An,

where Aj is the j-th column of A and Ai is the i-th row of A.
Then, we obtain C = (cij) defined by
cij =
{
\x− (n+ 2− j), i− 1\, if 1 ≤ i ≤ n− 1;
\2n−2j,n+λ−2\
\x−j,λ\ , if i = n ;
and
det(A) = 2 n2−2n+δ4
n−1∏
j=1
1
(2n− 2j)! ·
n∏
w=1
(x− w)min(w,n+1−w) ·
2n−3∏
w=5
w odd
(2x− w)min(w−32 , 2n−w−12 ) · det(C).
In order to compute det(C), we use the cofactor expansion along the last row of C . The (n, i)-cofactor of C is
(−1)n−i (n−1i−1) P(n),where
P(n) = 0! · 1! · 2! · · · (n− 2)! .
Indeed if we consider the matrix R obtained by substitution of the n-th row of C by (1, y, y2, . . . , yn−1), then det(R) is a
polynomial in variables x and y, that is, det(R) = R(x, y). However, det(C) does not depend on x. In fact, the transformations
Ri −→ iRi + Ri+1, i = n− 2, . . . , 1,
yield R(x, y) to R(x+ 1, y), so R(x, y) is a polynomial in x invariant under translations. Therefore, det(R) does not depend on
x. Moreover det(R(x, y)) = 0! · 1! · 2! · · · (n− 2)! · (y− 1)n−1. Hence,
det(C) =
n∑
j=1
(−1)n−j P(n)
(
n− 1
j− 1
)
· cnj = P(n)gn(x),
with
gn(x) =
n∑
j=1
(−1)n−j aj\x− j, λ\
and
aj =
(
n− 1
j− 1
)
·
(
2n− 2j
n+ λ− 2
)
· (n+ λ− 2)!.
But, we claim that gn(x) = fn(x), where
fn(x) = (−1)n−1
(
n− 1
λ− 1
)
(n+ λ− 2)! · \2x− (n+ λ+ 1), n− λ\\x− 1, n\ .
Indeed, as the degree of the numerator is lower than the degree of the denominator, it is enough to check that the two
functions have the same residue at the points x = k for 1 ≤ k ≤ n. Let rk = [(x− k) fn(x)]x=k. Then,
rk = (−1)n−1+n−k
(
n− 1
λ− 1
)
(n+ λ− 2)! \2k− (n+ λ+ 1), n− λ\
(k− 1)!(n− k)!
=
{
0, if n ≤ 2k− λ− 1;
(−1)n−1−λ−k (n−1
λ−1
)
(n+ λ− 2)! \2n−2k,n−λ\
(k−1)!(n−k)! , if n ≥ 2k− λ.
Let uk = [(x− k) gn(x)]x=k. Then,
uk =
k∑
j=max(1,k−λ+1)
(−1)n−j+λ−k+j−1
(n−1
j−1
) ( 2n−2j
n+λ−2
)
(n+ λ− 2)!
(k− j)!(λ− k+ j− 1)! .
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If n ≤ 2k− λ− 1, all terms of uk are 0 because the factor
( 2n−2j
n+λ−2
)
of each term is 0. If we put{
λ = M + 1, n = n′ + 1,
k = n′ + 1− k′′, j = n′ + 1− k′′ − j′′,
we have
uk = (−1)M−k′′ (n
′ +M)!
M!
M∑
j′′=0
(
M
j′′
)(
n′
k′′ + j′′
)(
2k′′ + 2j′′
n′ +M
)
.
Now, by Lemma 2.6, we conclude that uk = rk for each k ≤ n+λ2 . 
3. The case 2wt+1 ≡ 2t − 2l + 3 mod p
We recall that if l+c0 ≤ p−12 , thenwi = 0 for 1 ≤ i ≤ t−1 andwt = 1. Furthermore for l ≥ 3 and 2l+t+3 ≤ m−2c−1
holding, we have shown that wt+2 = 0 or 2wt+1 ≡ (2t − 2l + 3)mod p. Now, we obtain the values of yt−i for some i, for
when 2l + t + 2 ≤ m − 2c − 1 and 2wt+1 ≡ (2t − 2l + 3) mod p. Moreover, we prove that if 2l + t + 6 ≤ m − 2c − 1
holds, then 2wt+1 6≡ (2t − 2l+ 3)mod p.
Lemma 3.1. Suppose that l = 3, 2wt+1 ≡ (2t − 3)mod p and 2l+ t + 2 ≤ m− 2c − 1. Then,
(i) yt−i = 0 for i = 0, 1, 2.
(ii) yt−4 = 32yt−3.
(iii) yt−5 = (−1)t−12 t + 34 (−1)t + 158 yt−3.
(iv) yt−6 = 19(−1)t8 − 54 (−1)t t + 3516yt−3.
Proof. Immediate. It is the solution of the homogeneous linear system g(r, i) = 0, with 1 ≤ r ≤ 2 and 1 ≤ i ≤ 3 written
in variables yt−i. 
By using inductive argument, this last lemma can be generalized for l ≥ 3 as follows:
Proposition 3.2. If l ≥ 3, 2wt+1 ≡ (2t − 2l + 3)mod p and 2l + t + 2 ≤ m − 2c − 1, then yt−i = 0 for i = 0, . . . , 2l − 4
and yt−2l+2 = 2l−32 yt−2l+3.
Proof. We argue by induction on l + |G|. From Lemma 3.1(i) and (ii), the result is true for l = 3. For l > 3, working with
H ∈ M(G), and bearing in mind (P3), g(1, 1) = 0 and g(1, l− 1) = 0, an inductive argument completes the proof. 
For l = 3 and 2l+ t + 5 ≤ m− 2c − 1, we obtain the values of somewt+i and yt−j in the following lemma:
Lemma 3.3. If l = 3, p > 7,2l+t+5 ≤ m−2c−1, (2t−1)(2t−3)(2t−5)(2t−7)(2t−9)(2t−15)(t−6)(t+6)t(t+3)(t−1) 6≡
0 mod p and 2wt+1 ≡ (2t − 3)mod p, then
wt+2 = (2t − 3)(4t − 3)18 , wt+3 =
t(2t − 3)(4t − 3)
81
, wt+4 = 0,
yt+1 = 0, yt−3 = 2(−1)t 4t − 32t + 3 ,
yt−7 = (−1)
t
4
t(t3 − 68t2 + 513t − 846)
(2t + 3)(4t − 9) ,
yt−8 = (−1)
t
8
7t4 − 200t3 + 1287t2 − 1926t − 648
(2t + 3)(4t − 9) ,
yt−9 = − (−1)
t
24
−68040+ 3974t4 − 183t5 + t6 − 30801t3 − 83970t + 95859t2
(4t − 9)(4t − 15)(2t + 3) ,
yt−10 = − (−1)
t
16
−77760+ 3667t4 − 215t5 + 3t6 − 25053t3 − 61992t + 73350t2
(4t − 9)(4t − 15)(2t + 3) .
Proof. It is easy to check that
(9− 6t)wt+3 ≡ (4t2 − 10t + 6− 12wt+2)wt+2 mod p. (13)
62 A. Vera-López et al. / Journal of Pure and Applied Algebra 215 (2011) 53–71
Otherwise, we derive a contradiction, by applying Lemma 3.1 and the following two polynomial combinations:
0 = −12(wt+3g(3, 3)− wt+2g(4, 3))
= yt−3(2t − 1)((9− 6t)wt+3 − (4t2 − 10t + 6− 12wt+2)wt+2)
0 = 2((24t2 + 18− 48t)wt+2 + 39t + 36t3 − 8t4 − 9wt+3 − 58t2 − 24wt+3t − 9)g(3, 3)
+ 3(−8t3 + 28t2 + 16wt+2t − 30t + 9+ 6wt+2)g(4, 3)
= 4yt−5(2t − 1)((9− 6t)wt+3 − (4t2 − 10t + 6− 12wt+2)wt+2).
In addition, we have the following identity:
0 = − 1
48
(144t3 − 804t2 + 1476t − 891− (64t2 + 176t + 13)wt+2 + 192w2t+2)g(3, 3)
− 1
6
(−12t2 + 36t − 27+ (8t2 + 4t − 24)wt+2 − 24w2t+2)g(3, 4)+ g(4, 4)(2t − 4− wt+2)(2t − 3)
= (−1)t−1 1
96
(2t − 1)(2t − 3)(2t − 5)(2t − 7)(8t2 − 18t + 9− 18wt+2). (14)
Therefore, from (13) and (14), it follows that
wt+2 = (2t − 3)(4t − 3)18 , wt+3 =
(2t − 3)(4t − 3)t
81
.
Moreover, for p > 7, from 0 = g(3, 3), we deduce the value of yt−3. Hence, by substituting the known values of yt−j
for j = −1, . . . , 6, and wt−i for i = 0, 1, 2, we obtain the values of yt−k for k = 7, 8, 9 and 10 by solving the following
homogeneous linear system:
{0 = g(i, j), i = 1, 2, 3, j = 4, 5} . (15)
Finally, bearing in mind Lemma 3.1 and the value ofwt+2, the solution of the homogeneous linear system{
0 = g(3, 1)
0 = g(5, 3)
}
is yt+1 = 0 andwt+4 = 0. 
Remarks. 1. By using inductive argument and t ≤ c0 + 1, it is immediately proved that if l ≥ 3, l + c0 ≤ p−12 and
2l+ t + 5 ≤ m− 2c − 1 hold, thenwt+4 = 0.
2. In the proof of Lemma 3.3, when we solve the linear system (15), it is easy to check that (4t − 9)(4t − 15) 6≡ 0 mod p if
t(t − 1)(t + 3)(t − 6) 6≡ 0 mod p. We use this fact in the following result.
Lemma 3.4. If l = 3, p > 7, 2l+ t + 6 ≤ m− 2c− 1, (2t − 1)(2t − 3)(2t − 5)(2t − 7)(2t − 9)(2t − 15)(t − 6)(t + 6)t(t +
3)(t − 1)(t + 2)(t − 3)(t − 9)(t − 12) 6≡ 0 mod p and 2wt+1 ≡ (2t − 3)mod p, then
(i) wt+5 = 0, yt+2 = 0 and yt+3 = 0.
(ii) 112t4 − 3384t3 + 14598t2 − 9801t − 17010 ≡ 0 mod p.
Proof. By hypothesis, g(r, i) = 0 for 1 ≤ r ≤ 6 and 1 ≤ i ≤ 6. Moreover, by Lemma 3.1 and Proposition 3.2, we know the
values of yt−j for j = −1, . . . , 10 andwt+i for i = 2, . . . , 4. Then, (i) follows directly from the homogeneous linear system{
g(5, i) = 0, i = 1, 2
g(6, 3) = 0.
}
.
Now we conclude (ii) by substituting in g(6, 5) = 0 the values of yt−j for j = −3, . . . , 10 and wt+i for i = 1, . . . 5 given in
Lemmas 3.1, 3.3 and 3.4(i). 
Remark. We know that if l+ c0 ≤ p−12 , then t ≤ c0 + 1. So, the condition (2t − 1)(2t − 3)(2t − 5)(2t − 7)(2t − 9)(2t −
15)(t − 6)(t + 6)t(t + 3)(t − 1)(t + 2)(t − 3)(t − 9)(t − 12) 6≡ 0 mod p holds if we work on a p-group of maximal class
such that the invariant parameters l and c0 satisfy l+ c0 ≤ p−12 and l ≥ 3.
Now, we obtain the value ofwt+2 and information onwt+1 for l = 3.
Lemma 3.5. If l = 3, p > 11, 2l+ t + 6 ≤ m− 2c − 1 and l+ c0 ≤ p−12 , then 2wt+1 6≡ 2t − 3 mod p andwt+2 = 0.
Proof. Arguing by contradiction, we assume that 2wt+1 ≡ 2t − 3 mod p. Then, from Lemma 3.4, it follows that
f1(t) = 112t4 − 3384t3 + 14598t2 − 9801t − 17010 ≡ 0 mod p.
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Moreover, the values ofwt+i and yt−j computed in Lemmas 3.1, 3.3 and 3.4 give
0 = g(6, 4) = (−1)
t
810
(2t − 1)(2t − 3)(14t2 − 27t − 27)t(4t − 3)
(4t − 9) .
So, g1(t) = 4t − 3 ≡ 0 mod p or g2(t) = 14t2 − 27t − 27 ≡ 0 mod p. Set f1(t) = gi(t)hi(t) + ri(t) for i = 1, 2, where
deg(ri(t)) < deg(gi(t)). Then, ri(t) ≡ 0 mod p, a contradiction if p > 11. Therefore, 2wt+1 6≡ 2t − 3 mod p and, from
Lemma 2.5,wt+2 = 0. 
By an inductive argument, we extend Lemma 3.5 as follows:
Proposition 3.6. If 2l+ t + 6 ≤ m− 2c − 1, l ≥ 3, p > 11, l+ c0 ≤ p−12 , then 2wt+1 6≡ 2t − 2l+ 3 mod p andwt+2 = 0.
4. The values ofwt+1
In this section, we analyze the case 2wt+1 6≡ (2t − 2l+ 3)mod p. First of all, by Lemma 2.5, we notice thatwt+2 = 0. In
the following results, we prove that, under certain hypotheses, the only possible values ofwt+1 are 0 or−1.
Lemma 4.1. If l = 3, 2l+ t + 3 ≤ m− 2c − 1 and 2wt+1 6≡ (2t − 3)mod p, then one of the following assertions holds:
(i) wt+1 + w2t+1 ≡ 0 mod p andwt+2 = 0.
(ii) wt+2 = 0 and yt−4 = yt−3 = yt−2 = yt−1 = yt = 0.
Proof. From Lemma 2.5, setwt+2 = 0. Now, g(r, i) = 0 for r ≤ 3 implies
0 = (t − wt+1)g(3, 2)+
(
tw2t+1 − w2t+1 −
3
2
wt+1t2 − wt+1 + 32 twt+1r +
1
2
t3 + 1
2
t − t2
)
g(1, 1)
+ 1
2
t(−t + 1+ 2wt+1)g(2, 1)
= −yt−2(wt+1 + w2t+1).
Therefore, wt+1 + w2t+1 ≡ 0 mod p or yt−2 = 0. If yt−2 = 0, then the equality 0 = g(1, 1) = −yt−1 + 2yt−2 = −yt−1
implies yt−1 = 0. Bearing in mind
2wt+1 6≡ (2t − 3)mod p,
yt−1 = yt−2 = 0,
0 = g(2, 2),
we obtain yt−3 = 0. Moreover, 0 = g(1, 2) implies yt−4 = 0.
Finally, assume that yt 6= 0. Then, from 0 = g(2, 1), we deduce wt+1 = t. Now 0 = g(3, 2) = 12 (t + 1)tyt , a
contradiction. 
The last lemma is extended to l > 3 as follows:
Lemma 4.2. If l ≥ 3, 2l + t + 3 ≤ m − 2c − 1 and 2wt+1 6≡ (2t − 2l + 3) mod p, then one of the following conditions is
satisfied:
(i) wt+1 + w2t+1 = 0 andwt+2 = 0.
(ii) yt−i = 0 for i = 0, . . . , 2l− 2 andwt+2 = 0.
Proof. It is enough to apply Lemma 4.1, induction on l+ |G| and (P3). 
Lemma 4.3. If l = 3, 2l+ t + 6 ≤ m− 2c − 1, 2wt+1 6≡ (2t − 3)mod p and
t(t + 1)(t + 2)(t + 3)(t − 2)(t − 3)(2t − 3)(2t − 5)(2t − 7)(2t − 9) 6≡ 0 (mod p),
thenwt+1 ∈ {0,−1}.
Proof. Arguing by contradiction, we assumewt+1 + w2t+1 6≡ 0 mod p. From Lemma 4.1, we deducewt+2 = 0, yt−i = 0 for
i = 0, 1, . . . , 4.Moreover, g(1, 3) = 0 = g(4, 3) implies
yt−6 = (−1)
t + 5yt−5
2
andwt+3 = 0.
The system{
0 = g(3, 1)
0 = g(4, 2)
}
implies yt+1 = 0. Similarly, if we consider 0 = g(5, 3) = g(4, 1) = g(5, 2) = g(6, 3), we conclude that wt+4 = 0,
wt+5 = 0 and yt+2 = 0.
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Moreover, 0 = g(2, 3) andwt+1 6= 0, imply
yt−5 = (−1)
twt+1
(2t − 5− 2wt+1) .
But, by substituting in g(3, 4) the values of yt−5, yt−6 and yt−k = 0 for k = 2, 3, 4, we obtain
0 = g(3, 4) = (−1)t(−1+ 2wt+1)x4 + (8t
2 − 43t + 58− 8wt+1t + 19wt+1)wt+1
2t − 5− 2wt+1 +
−2t3 + 17t2 − 48t + 45
2t − 5− 2wt+1 .
It is easy to check that−1+ 2wt+1 6= 0, whence
x4 = −12
−8t2wt+1 + 43twt+1 + 8tw2t+1 − 58wt+1 − 19w2t+1 + 2t3 − 17t2 + 48t − 45
(−2t + 5+ 2wt+1)(−1+ 2wt+1) .
Then, bearing in mindwt+1 6= 0,−1, yt−j = 0 for j = 1, 2, 3, 4 and the value of yt−5, we have
0 = g(4, 4) = (−1)
t−1
6
(2t − 5)(2t − 7)wt+1(wt+1 + 1)(−t + 3+ 3wt+1)
(−2t + 5+ 2wt+1)(−1+ 2wt+1) .
Hence,
wt+1 = t3 − 1.
Moreover, from−2t + 5+ 2wt+1 6= 0, we obtain 0 6= −4t + 9. Furthermore, from 0 = g(5, 5), we deduce
x5 = 18
t(t − 2)(t − 3)2
(4t − 9)(4t − 15) .
But, by substituting in g(6, 5) = 0 the values of yt−j for j = 0, . . . , 5,wt+i for i = 1, 3, 4, 5, and x5, it follows that
0 = g(6, 5) = (−1)
t−1
180
t(t − 3)2(2t − 5)(2t − 7)(t − 2)(2t − 3)
(4t − 9)(4t − 15) ,
a contradiction. Consequently,wt+1 + w2t+1 ≡ 0 mod p. 
Now, by an inductive argument and Lemma 2.4, we generalize Lemma 4.3:
Theorem 4.4. If l ≥ 3, l+ c0 ≤ p−12 and 2l+ t + 6 ≤ m− 2c − 1, thenwt+2 = 0 andwt+1 ∈ {0,−1}.
Thus now we consider the cases corresponding to each possible value ofwt+1 in what follows.
5. The casewt+1 = −1
In this section, we analyze the casewt+1 ≡ −1 mod p for l ≥ 3. For 2l+ t + k ≤ m− 2c − 1, we find the values ofwt+i
for i = 2, . . . , k− 1 and yt+j for j = 0, . . . , k− 2.
Lemma 5.1. Suppose that l ≥ 3, 2l+t+3 ≤ m−2c−1, (t+2)(t+1)(2t−1)(2t−2l+5) 6≡ 0mod p andwt+1 ≡ −1mod p.
Then,
(i) wt+2 = 0.
(ii) yt+1 = (2t+2)(2t+1)(t+2)(t+1) yt−1, yt = (2t+1)t+1 yt−1, yt−2 = 12yt−1, yt−3 = 12 t−12t−1yt−1, yt−4 = (t−2)4(2t−1)yt−1.
Proof. (i) By Lemma 2.5, we obtainwt+2 = 0.
(ii) Immediate. It is the solution of the linear homogeneous system{
g(r, i) = 0, for 1 ≤ r, i ≤ 2
g(3, 1) = 0.
}
. 
Now, arguing by an inductive argument, we extend the result of the above lemma:
Proposition 5.2. Suppose that l = 3, 2l+ t + k ≤ m− 2c − 1, with k ≥ 3,wt+1 ≡ −1 mod p,
k−3∏
j=0
(2t − (2j+ 1)) 6≡ 0 mod p,
k−1∏
j=1
(t + j) 6≡ 0 mod p,
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and [
k−1
2
]
−2∏
j=0
(2t + 2j+ 1) 6≡ 0 mod p.
Then,
(i) wt+2 = · · · = wt+k−1 = 0.
(ii) yt+i = 2
[
i+1
2
]
yt−1
∏[ i2 ]
j=0
2t+2j+1
t+
[
i−1
2
]
+2+j , 0 ≤ i ≤ k− 2.
(iii) yt+j−1 = 2t+jt+j yt+j−2 for 1 ≤ j ≤ k− 1.
Proof. We argue by induction on k. If k = 3, it follows from Lemma 5.1.
By an inductive argument, we may assumewt+2 = · · · = wt+k−1 = 0 and the values yt+i for i = −4, . . . , k− 2 given in
the statement. We claim thatwt+k = 0. Indeed,
0 = g(k+ 1, 2) = (−1)k tk
(t + k− 2)(t + k− 1)2
[ k+12 ]−2
[ k2 ]−2∏
j=0
2t + 2j+ 1
t + j+ [ k−12 ]yt−1wt+k,
so if yt−1 6≡ 0 mod p, then the last equality implies wt+k = 0. If yt−1 ≡ 0 mod p, then, by induction, we have α4,t+kx′3 =
yt+k−6 − 3yt+k−5 + 3yt+k−4 − yt+k−3 = 0 and α3,t+kx′3 = yt+k−6 − 2yt+k−5 + yt+k−4 = 0, so 0 = g(k+ 1, 3) = (−1)
t−1wt+k.
Hence,wt+k = 0. In any case,
wt+k = 0.
Moreover, from
0 = g(k+ 1, 1) =
(
t + k− 1
t − 1
)(
2t + k
t
yt+k−2 − t + kt yt+k−1
)
,
we obtain
yt+k−1 = 2t + kt + k yt+k−2.
Then, by induction, we conclude that
yt+k−1 = 2
[
k
2
]
yt−1
[
k−1
2
]∏
j=0
2t + 2j+ 1
t + [ k−22 ]+ 2+ j . 
Now, we extend this result for p-groups G such that l > 3. We do it in two steps, because the inductive argument on G
does not work properly when we consider yj.
Theorem 5.3. If l ≥ 3, l+c0 ≤ p−12 , 2l+t+k ≤ m−2c−1, with k ≥ 3 andwt+1 ≡ −1mod p, thenwt+2 = · · · = wt+k−1 = 0.
Proof. It follows from Proposition 5.2(i) (for l = 3), induction on l+ |G| and Lemma 2.4. 
Theorem 5.4. If l ≥ 3, l+ c0 ≤ p−12 , 2l+ t + k ≤ m− 2c − 1, with k ≥ 3, andwt+1 ≡ −1 mod p, then yt+j−1 = 2t+jt+j yt+j−2
for 1 ≤ j ≤ k− 1.
Proof. For l = 3, the result holds by Proposition 5.2(ii). If l > 3, we apply Theorem 5.3 in order to obtain wt+i = 0 for
i = 2, . . . , k− 1. Moreover, for j = 2, . . . , k, we have
0 = g(j, 1) =
(
t + j− 2
t − 1
)(
2t + j− 1
t
yt+j−3 − t + j− 1t yt+j−2
)
.
Thus,
yt+j−2 = 2t + j− 1t + j yt+j−3. 
6. The casewt+1 = 0
In this section, we analyze the case wt+1 = 0 for l ≥ 3. We omit the proofs because the arguments are the same as the
ones used in the corresponding results of the former section.
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Lemma 6.1. Suppose that l ≥ 3, 2l+ t + 3 ≤ m− 2c − 1,wt+1 ≡ 0 mod p, 2t − 2l+ 3 6≡ 0 mod p,
2∏
j=1
(2t − (2j+ 1)) 6≡ 0 mod p and
1∏
j=0
(t + j) 6≡ 0 mod p.
Then,
(i) wt+2 = 0.
(ii) yt+1 = 2 (2t−1)(t+1) yt−1, yt = (2t−1)t yt−1, yt−2 = 12yt−1, yt−3 = 12 (t−2)(2t−3)yt−1, yt−4 = 14 (t−3)(2t−3)yt−1.
Proposition 6.2. If l = 3, 2l+ t + k ≤ m− 2c − 1 with k > 3,wt+1 ≡ 0 mod p,
k−1∏
j=1
(2t − (2j+ 1)) 6≡ 0 mod p and
k−2∏
j=0
(t + j) 6≡ 0 mod p,
then
(i) wt+2 = · · · = wt+k−1 = 0.
(ii) yt+i = 2
[
i+1
2
]
yt−1
∏[ i2 ]
j=0
2t+2j−1
t+
[
i−1
2
]
+j+1 for 1 ≤ i ≤ k− 2 and yt =
(2t−1)
t yt−1.
Moreover, yt+j = 2t+j−1t+j yt+j−1 for j = 1, . . . , k− 2.
Theorem 6.3. If l ≥ 3, l+ c0 ≤ p−12 , 2l+ t + k ≤ m− 2c − 1 andwt+1 ≡ 0 mod p, thenwt+2 = · · · = wt+k−1 = 0.
Theorem 6.4. If l ≥ 3, l+c0 ≤ p−12 , 2l+t+k ≤ m−2c−1 andwt+1 ≡ 0mod p, then yt+j = 2t+j−1t+j yt+j−1 for j = 1, . . . , k−2.
7. Proof of the Main Theorem
In this section, we prove the Main Theorem. Arguing by contradiction, we assume that 2l+ c0 + 3 ≤ m− 2c − 1. If we
prove that 2l+ c0+ 3 ≤ m− 2c− 1 and l ≥ 3 implies t > c0+ 1, then, by using Lemma 2.1, we derive a contradiction, that
shows the Main Theorem. In order to check that t > c0 + 1, we consider separately the cases t < c0 − 2, t = c0 − i with
i = 0, 1, 2 and t = c0 + 1. This analysis is based on the conclusions that we have found in the previous sections.
Proposition 7.1. If p > 29, l ≥ 3, l+ c0 ≤ p−12 and 2l+ c0 + 3 ≤ m− 2c − 1, then t > c0 − 3.
Proof. Arguing by contradiction, we assume that t ≤ c0− 3. Then, 2l+ t+ 6 ≤ 2l+ c0− 3+ 6 = 2l+ c0+ 3 ≤ m− 2c− 1
and, by Theorem 4.4, it follows that wt+2 = 0 and wt+1 = 0,−1. If wt+1 = 0, from Theorem 6.3 with t + k = c0 + 3, we
deduce thatwi = 0 for i = 2, . . . , c0 + 2 and, from Theorem 6.4,
yt+j = 2t + j− 1t + j yt+j−1, for j = 1, . . . , c0 + 1− t.
But, yt+c0+1−t = yc0+1 = w1 = 0, so yt+j = 0 for j = 0, . . . , c0 + 1− t . Moreover, from Lemma 6.1, it follows that yt−i = 0
for i = 1, . . . , 4. Furthermore, as 0 = w1 = · · · = wt−1, we know that yc0+1+j = 0 for 1 ≤ j ≤ t − 2. Hence,
0 = yt−4 = · · · = yc0+t−1.
If we take s = t − 4, we have
2s− 1 = 2t − 9 ≤ (c0 − 3)+ t − 9 = c0 + t − 12 ≤ c0 + t − 1,
and, by Lemma 2.3, we conclude that either there exists j such that 1 ≤ j ≤ t − 4 and
l+ t − 4− j ≡ 0 mod p,
or there existsw such that 2 ≤ w ≤ 2t − 10 and
2l+ 2t − 9− w ≡ 0 mod p.
But if 1 ≤ j ≤ t − 4, then
3 ≤ l ≤ l+ t − 4− j ≤ l+ t − 5 ≤ l+ c0 − 3− 5 ≤ l+ c0 − 8 ≤ p− 12 − 8 < p, if p > 29
and if 2 ≤ w ≤ 2t − 10, then
7 ≤ 2l+ 1 ≤ 2l+ 2t − 9− w ≤ 2l+ 2t − 11 ≤ 2l+ 2c0 − 19 ≤ p− 22.
That is, wt+1 = 0 is not possible. Similarly, wt+1 = −1 is refuted by considering the corresponding theorems of
Section 5. 
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Now, the cases t = c0− iwith i = −1, 0, 1, 2 remain to be studied. In order to disprove them, we collect the information
that we have obtained in Sections 2–4 in the following three lemmas.
Lemma 7.2. If l ≥ 3, l+ c0 ≤ p−12 and 2l+ t + 3 ≤ m− 2c − 1, then one of the following statements is satisfied:
(i) wt+1 + w2t+1 = 0 andwt+2 = 0.
(ii) yt−i = 0 for i = 0, . . . , 2l− 4.
Proof. Immediate. It is enough to apply Lemma 2.5, Proposition 3.2 and Lemma 4.2. 
If (ii) and 2l+ t + 4 ≤ m− 2c − 1 hold, we calculate the value of yt+1:
Lemma 7.3. If p > 2, l ≥ 3, l+ c0 ≤ p−12 and 2l+ t+4 ≤ m−2c−1 and yt−i = 0 for i = 0, . . . , 2l−4, then yt+1 = 0 holds.
Proof. Suppose that yt+1 6= 0. Then, the system
0 = yt−i, for i = 0, . . . , 2l− 4,
0 = g(3, 1)
0 = g(1, l− 1)
0 = g(4, 2)

implies
wt+2 = 12 (t + 1)(−t + 2wt+1),
yt−2l+2 = (2l− 3)2 yt−2l+3,
wt+3 = 16 (t + 1)(t + 2)(−2t + 3wt+1).
If yt−2l+3 6= 0, we derive a contradiction, considering the system{0 = g(2, l− 1)
0 = g(3, l)
0 = g(4, l)
}
.
Thus, yt−2l+3 = 0. This fact jointly with 0 = g(3, l) implies yt−2l+2 = 0, wt+2 = 0 and wt+1 = t2 . However, by substituting
these values in g(4, l), we derive a contradiction. 
A similar argument shows:
Lemma 7.4. If p > 2, l ≥ 3, l+ c0 ≤ p−12 , 2l+ t + 5 ≤ m− 2c − 1 and yt−i = 0 for i = 0, . . . , 2l− 4, then yt+2 = 0.
Proof. From Lemma 7.3, we know that yt+1 = 0. From g(1, l− 1) = 0, we deduce that
yt−2l+2 = (2l− 3)2 yt−2l+3.
In addition, from yt−i = 0 for i = 0, . . . , 2l− 4, it follows that
0 = g(5, l) = (−1)t−1wt+4.
Hence, wt+4 = 0. Now, we assume, by contradiction, that yt+2 6= 0. Then, from the system 0 = g(4, 1) = g(5, 2), we
deduce that
wt+2 = −14 (t
2 + t)+ 2
3
(t + 1)wt+1 and wt+3 = − 112 (t + 2)(t + 1)(t − 2wt+1).
An argument similar to the proof of Lemma 7.3 completes the proof. 
Now, we disprove t = c0 − i for i = 0, . . . , 2 in the following proposition.
Proposition 7.5. If p > 29, l ≥ 3, l+ c0 ≤ p−12 and 2l+ c0 + 3 ≤ m− 2c − 1, then t > c0.
Proof. From Proposition 7.1, we know that t > c0 − 3. Suppose that t = c0 − i, with i ∈ {0, 1, 2}.
If Lemma 7.2(i) holds, then from Lemmas 5.1 and 6.1, according to wt+1 = −1, 0, we can write yt−j = ajyt−1 for
j = −1, . . . , 4, where aj is defined in Lemma 5.1 and Lemma 6.1, respectively. Now, set k = c0 + 3 − t and we apply
Theorem 5.4 ifwt+1 = −1 or Theorem 6.4 ifwt+1 = 0 to conclude that 0 = yc0+1. Then,
yt−4 = · · · = yc0 = 0.
Moreover,w1 = · · · = wt−1 = 0, so
yt−4 = · · · = yt+c0−1 = 0.
Now by applying Lemma 2.3, we derive a contradiction.
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If Lemma 7.2(ii) holds, then:
(a) We disprove the case t = c0 by Lemma 2.3 with s = c0.
(b) If t = c0 − 1, it follows that
0 = yc0−2l+3 = · · · = yc0−1 = yc0+1 = · · · = y2c0−2.
and, by Lemma 7.3, it follows that yc0 = 0, so we set s = c0 − 1 in Lemma 2.3 in order to derive a contradiction.
(c) If t = c0 − 2, we argue like in (a) and (b) after applying Lemmas 7.3 and 7.4. 
It only remains to prove that t 6= c0 + 1. The argument for disproving t = c0 + 1 is different because the results for which
the hypothesis is 2l+ t + k ≤ m− 2c − 1 with k ≥ 3 cannot be used.
Proposition 7.6. If l ≥ 3, l+ c0 ≤ p−12 and 2l+ c0 + 3 ≤ m− 2c − 1, then t 6= c0 + 1.
Proof. Suppose t = c0 + 1. Then,
0 = yc0+1 = · · · = y2c0 .
Moreover, yt = yc0+1 = w1 = 0 implies
0 = g(2, 1) = yc0(2c0 − 2wc0+2 + 1).
But, from Lemma 2.3, with s = c0, we conclude that yc0 6= 0 andwc0+2 = 2c0+12 . Furthermore, from
0 = f (1, 2, 2l+ c0 − 1) = (−1)c0+1w′c0+1(α2,2l+c0−1 + α1,2l+c0−1)
it follows that α2,2l+c0−1 = −α1,2l+c0−1, and by (P3),
α1,2l+c0 = 2α1,2l+c0−1.
Wewritew′i = 0, for i = 1, . . . , c0 in terms of x′i by using that
( j−k−1
i+j−2k−1
) = (j−k−1k−i ) and the formula (1). Then, we obtain the
following homogeneous linear system:
i+2l+c0
2∑
k=i
(−1)k−i
(
2l+ c0 − k
2l+ c0 + i− 2k
)
x′k = 0, (16)
where the variables are x′1, . . . , x
′
c0+l. But x
′
i = 0 for i = 1, . . . , l−1, whence the system has c0 equations in c0+1 variables.
We add a new variable s = y′c0−1. Then, we have the following equations:{
α1,2l+c0 − 2s = 0
α1,2l+c0−1 − s = 0
}
,
that is,
α1,2l+c0 − 2s =
[
2l+c0
2
]∑
k=1
(−1)k−1
(
2l+ c0 − k− 1
2l+ c0 − 2k
)
x′k − 2s = 0
α1,2l+c0−1 − s =
[
2l+c0−1
2
]∑
k=1
(−1)k−1
(
2l+ c0 − k− 2
2l+ c0 − 2k− 1
)
x′k − s = 0

. (17)
These two last equations jointly with the system (16) form a homogeneous linear system of c0 + 2 equations in the c0 + 2
variables x′l, . . . , x
′
l+c0 , s. In the equations of (16) and (17), we make the following changes:
k = l− 1+ u, (−1)kx′k = γk,
in order to obtain
(−1)i
[
c0+i
2
]
+1∑
u=max{l,i−l+1}
(
l+ c0 + 1− u
c0 + i+ 2− 2u
)
γu = 0, i = 1, . . . , c0
(−1)
[
c0
2
]
+1∑
u=l
(
l+ c0 − u
c0 + 2− 2u
)
γu − 2s = 0
(−1)
[
c0−1
2
]
+1∑
u=l
(
l+ c0 − 1− u
c0 + 1− 2u
)
γu − s = 0

. (18)
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If we remove (−1)i in the c0 first equations and we multiply the last two equations by (−1), we obtain a homogeneous
linear system whose system matrix of order (c0 + 2)× (c0 + 2) is defined by A = (ai,j)where
ai,j =

( l+c0+1−j
c0+2+i−2j
)
, if 1 ≤ i ≤ c0 and 1 ≤ j ≤ c0 + 1;
0, if 1 ≤ i ≤ c0 and j = c0 + 2;( l+c0−j
c0+2−2j
)
, if i = c0 + 1 and 1 ≤ j ≤ c0 + 1;
2, if i = c0 + 1 and j = c0 + 2;(l+c0−1−j
c0+1−2j
)
, if i = c0 + 2 and 1 ≤ j ≤ c0 + 1;
1, if i = c0 + 2 and j = c0 + 2.
Then, the determinant of A is given by
det(A) = −2det(A1)+ det(A2),
where A1 = (bi,j)with
bi,j =
{
ai,j, if 1 ≤ i ≤ c0, 1 ≤ j ≤ c0 + 1;
ac0+2,j, if i = c0 + 1, 1 ≤ j ≤ c0 + 1;
and A2 is the main submatrix of A of order (c0 + 1) × (c0 + 1). Now if we define x = l + c0 + 1, n = c0 + 1 and λ = 1, 2,
the determinants of A1 and A2 are as computed in Lemma 2.7. Then,
det(A) = (−1)
c0
|F(1)| F(l+ c0 + 1)T (l+ c0 + 1),
where
T (x) = 2x− 2c
2
0 − 3c0 − 3
2x− c0 − 3 ,
and
F(x) =
[ n2 ]+1∏
i=2
(x− i)i−1
n∏
i=[ n2 ]+2
(x− i)n+1−i
[
n−1
2
]
+1∏
i=2
(2x− 2i− 1)i−1
n−1∏
i=
[
n−1
2
]
+2
(2x− 2i− 1)n−i.
But if c0 is even, the power of the factor 2x − c0 − 3 is c0/2. Then, for c0 even, F(x)|F(1)|2x−c0−3 , with x = l + c0 + 1, is not 0
modulo p when l + c0 ≤ p−12 and det(A) is 0 modulo p if and only if 2x − 2c20 − 3c0 − 3, with x = l + c0 + 1, is 0 modulo
p. If c0 is odd, then the same happens. As the system (18) has a non-trivial solution, it follows that det(A) is 0 modulo p and,
consequently,
2x− 2c20 − 3c0 − 3 = 2l− 2c20 − c0 − 1 ≡ 0 mod p.
Moreover, we know that
0 = g(2, 2) = 1
2
yc0 −
5
2
yc0−1 + 2yc0−2
and, because of y′c0 = 2y′c0−1, it follows that
y′c0−2 −
3
4
y′c0−1 = 0.
Then, we consider the system
w′i = 0, i = 1, . . . , c0
y′c0−1 − s = 0
y′c0−2 − 34 s = 0,

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where s = y′c0−1. We notice that y′c0−2 =
∑[ 2l+c0−12 ]
k=1 (−1)k−1
( 2l+c0−2−k−1
2l+c0−1−2k−1
)
x′k. Therefore if we make the same changes as in
the other system, we obtain
0 = (−1)i
[
c0+i
2
]
+1∑
u=max{l,i−l+1}
(
l+ c0 + 1− u
c0 + i+ 2− 2u
)
γu, i = 1, . . . , c0
0 = (−1)
[
c0−1
2
]
+1∑
u=l
(
l+ c0 − 1− u
c0 + 1− 2u
)
γu − s
0 = (−1)
[
c0−1
2
]
+1∑
u=l
(
l+ c0 − 2− u
c0 − 2u
)
γu − 34 s

. (19)
We multiply the first c0 equations of (19) by (−1)i and the last two equations by (−1). Then, the systemmatrix obtained is
B = (bi,j), where
bi,j =

( l+c0+1−j
c0+i+2−2j
)
, if 1 ≤ i ≤ c0 and 1 ≤ j ≤ c0 + 1;
0, if 1 ≤ i ≤ c0 and j = c0 + 2;(l+c0−1−j
c0+1−2j
)
, if i = c0 + 1 and 1 ≤ j ≤ c0 + 1;
1, if i = c0 + 1 and j = c0 + 2;(l+c0−2−j
c0−2j
)
, if i = c0 + 2 and 1 ≤ j ≤ c0 + 1;
3
4 if i = c0 + 2 and j = c0 + 2.
Then,
det(B) = −det(B1)+ 34det(B2),
where B1 is the submatrix formed from the first c0 rows of B and row c0+ 2 with the first c0+ 1 columns and B2 is the main
submatrix of order (c0 + 1)× (c0 + 1). Then if we set x = l+ c0 + 1, n = (c0 + 1) and λ = 2, 3 in Lemma 2.7, we conclude
that
det(B) = (−1)c0 H(x)|H(1)|
c0
2
(
−(c0 − 1)+ 32 c0
T1(x)
|T1(1)|
)
,
where
T1(x) =
{
x− c02 − 2, if c0 is even;
2x−c0−5
2 , if c0 is odd;
and
H(x) = H1(x)H2(x)
H1(x) =
[
n−1
2
]
+1∏
i=2
(x− i)i−1
n∏
i=
[
n−1
2
]
+2
(x− i)n+1−i
[
n−1
2
]
+1∏
i=2
(2x− 2i− 1)i−1
n−1∏
i=
[
n−1
2
]
+2
(2x− 2i− 1)n−i,
H2(x) =

1(
x−
([
n−1
2
]
+2
))(
2x−2
[
n−1
2
]
−3
)(
2x−2
[
n−1
2
]
−5
) , if n is even;
1(
x−
([
n−1
2
]
+2
))(
2x−2
[
n−1
2
]
−3
) , if n is odd.
But this means that
det(B) = (−1)c0 H(l+ c0 + 1)|H(1)|
c0
4(c0 + 2) (6l− 2c
2
0 + c0 − 2)
and as l+ c0 ≤ p−12 , we have
det(B) ≡ 0 mod p
if and only if
6l− 2c20 + c0 − 2 ≡ 0 mod p.
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But 2l− (2c20 + c0 + 1) ≡ 0 mod p, so that
6l− 2c20 + c0 − 2 = 3(2l− (2c20 + c0 + 1))− (2c0 + 1)2 ≡ −(2c0 + 1)2 mod p.
Therefore det(B) 6≡ 0 mod p, a contradiction. 
Remark. The results of this section show the Main Theorem for p > 29. For p ≤ 29 if we consider the Jacobi identities
f (i, j, k) = 0, where i + j + k ≤ (2l + c0 + 3) ≤ m − 2c − 1, that factor into a product of polynomials and we analyze all
the possibilities, we conclude that:
1. 2c ≥ m− (2l+ c0 + 2) if p ≤ 29, l ≥ 3 and l+ c0 ≤ p−32 except for p = 29, l = 3 and c0 = 10.
2. 2c ≥ m− (2l+ c0 + 1) if p ≤ 29 and l+ c0 = p−12 , l ≥ 3, except for p = 29, l = 3 and c0 = 11.
3. 2c ≥ m− (2l+ c0 + 3) if p = 29, l = 3 and c0 = 10.
4. 2c ≥ m− (2l+ c0 + 2) if p = 29, l = 3 and c0 = 11.
In order to obtain these bounds, we have designed an algorithm that checks all possibilities and obtains whether there exists
the corresponding Lie algebra for attaining the bound. We have implemented this algorithm in MAPLE.
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