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TRACTOR CALCULUS, BGG COMPLEXES, AND THE
COHOMOLOGY OF KLEINIAN GROUPS
A. ROD GOVER AND CALLUM SLEIGH
Abstract. For a compact, oriented, hyperbolic n-manifold (M, g), realised as
M = Γ\Hn where Γ is a torsion-free cocompact subgroup of SO(n, 1), we es-
tablish and study a relationship between differential geometric cohomology on
M and algebraic invariants of the group Γ. In particular for F an irreducible
SO(n, 1)-module, we show that the group cohomology with coefficients H•(Γ,F)
is isomorphic to the cohomology of an appropriate projective BGG complex on
M . This yields the geometric interpretation that H•(Γ,F) parameterises solu-
tions to certain distinguished natural PDEs of Riemannian geometry, modulo
the range of suitable differential coboundary operators. Viewed in another di-
rection, the construction shows one way that non-trivial cohomology can arise in
a BGG complex, and sheds considerable light on its geometric meaning. We also
use the tools developed to give a new proof thatH1(Γ, Sk0R
n+1) 6= 0 wheneverM
contains a compact, orientable, totally geodesic hypersurface. All constructions
use another result that we establish, namely that the canonical flat connection
on a hyperbolic manifold coincides with the tractor connection of projective
differential geometry.
ARG gratefully acknowledges support from the Royal Society of New Zealand
via Marsden Grant 13-UOA-018
1. Introduction
Hyperbolic manifolds and their fundamental groups are objects that lie at the
intersection of many different areas of mathematics. Indeed, their study has ex-
posed deep interactions between analysis, group theory, Riemannian geometry,
and topology, see for example [24, 36, 40, 6]. In this article we show that there
is considerable gain in introducing another tool to study hyperbolic manifolds;
namely, projective differential geometry. We show that many standard objects in
the area may be effectively interpreted in this framework. Critically, this perspec-
tive enables us to apply powerful tools such as the Cartan-tractor calculus and
BGG theory [2, 11, 13, 20]; these provide a route for the geometric interpretation
of certain algebraic invariants of hyperbolic geometries.
Projective differential geometry is based around geodesic structure. Two affine
connections, ∇ and ∇′, are said to be projectively related if they share the same
geodesics as unparameterised curves. This happens trivially if connections differ
only by torsion, so we take a projective geometry to mean a manifold equipped
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with an equivalence class p = [∇] of torsion-free affine connections which have the
same geodesics up to parametrisation. In Riemannian geometry the metric canon-
ically determines a distinguished affine connection, the Levi-Civita connection,
and this provides a basic object for invariantly treating local geometric analysis.
On projective geometries there is no such distinguished connection on the tangent
bundle. However there is a canonical connection on a related higher rank bundle,
called the tractor connection, and for projective geometry this is the basic tool for
invariant local analysis.
Since hyperbolic manifolds have a Riemannian metric and Levi-Civita connec-
tion available, our reasons for exploiting the tractor connection are more subtle.
The first point is that on a hyperbolic manifold the tractor connection is flat;
indeed a hyperbolic manifold may be characterised as a flat projective manifold
equipped with a certain Cartan holonomy reduction in the sense of [15, 16]. In the
hyperbolic geometry literature it is well known that the hyperbolic metric gives
rise to another canonical flat connection, determined by the faithful representation
of the fundamental group into the group of hyperbolic isometries. We show that
this agrees with the tractor connection, and the identification of these connections
is used to give a rich interplay between results in projective differential geometry
and results for (higher dimensional) Kleinian groups. In particular, we use the
projective tractor calculus and the related BGG theory (as discussed below) to
study the cohomology, with coefficients, of the fundamental group of a hyperbolic
manifold.
The work here also has motivation from another direction; namely, the general
role of projective geometry in pseudo-Riemannian geometry. Clearly any pseudo-
Riemannian geometry determines a projective structure through its Levi-Civita
connection. However a deeper role of projective geometry in the metric setting has
emerged [32, 38], with already some striking developments and applications [10, 26,
31]. A particularly promising aspect is a strong link with certain overdetermined
partial differential equations and their close connections to the invariant calculus
for projective geometry [14, 15, 23]. The current work provides a new direction in
this programme.
Since the work here brings together different areas of mathematics we have
attempted to present the material in an elementary way and, to the extent possible,
make the treatment self-contained.
Before discussing our results in more detail, let us point out that there are two
directions in which the work here should generalise. First compact hyperbolic man-
ifolds form our main focus here, but much of the development applies equally to
the case of infinite volume hyperbolic manifolds; this should be especially interest-
ing because of the relation to projective compactification defined in [14]. Second,
many of the constructions in this article will generalise without difficulty to many
classes of manifolds that arise by discrete quotients of homogeneous spaces. We
view our treatment here as a template for the first aspects of these wider theories.
1.1. Main results. We work on a compact, oriented, hyperbolic n-manifold (M, g),
n ≥ 2, realised as M = Γ\Hn where Γ is a torsion-free cocompact subgroup of
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SO(n, 1). As mentioned above, it is well known that for any SO(n, 1)-module F
there is canonical vector bundle and connection (F,∇dev) (with typical fibre F)
with the property that the holonomy of ∇dev recovers the representation of Γ on
F (see, for example, Part 1 of [30] or Section 3.3 below). On the other hand, since
the metric g determines a projective structure, for any SL(n + 1,R)-module E
there is a corresponding projective tractor bundle TE onM with projective tractor
connection ∇TE. The first main result is Theorem 1 which states that these con-
nections agree in the case that F is the restriction of E to SO(n, 1) ⊂ SL(n+1,R).
We paraphrase:
Theorem. There is a canonical isomorphism of vector bundles and (flat) connec-
tions,
(F,∇dev) ∼= (TE,∇
TE).
Projective geometries fit into a large class of structures known as parabolic
geometries. Within this class there are fundamental differential sequences known
as BGG sequences. Building on work of Baston [3, 4] and others, the general theory
of these was developed by Cˇap, Slova`k, Soucˇek [20] and Calderbank, Diemer [11];
they are intimately related to the algebraic Bernstein-Gelfand-Gelfand resolutions
of [7, 29]. Part of the importance of these sequences arises from the fact that they
form complexes when the geometry is flat in the sense of its Cartan connection.
While there has been considerable study of the local structure of these sequences,
see e.g. [19], and also geometric interpretation of the solution space for the first
operators [1, 15, 16, 28] there has been little known about the higher cohomology
of BGG complexes. Another key motivation of this article is to make some first
inroads to address this gap.
From the general theory it follows that on a hyperbolic manifold there is, for
each irreducible representation E of SL(n + 1), a projective BGG complex that
takes the form,
0 −→ B0
D0−→ B1
D1−→ · · ·
Dn−1
−→ Bn −→ 0,
where the Bi are irreducible (weighted) tensor bundles. Each of these complexes
may be derived from a twisting of the de Rham complex by the corresponding (flat)
tractor connection, and computes the same cohomology as the tractor twisted de
Rham complex. Using this fact, and the isomorphism from Theorem 1 discussed
above brings us to the next main result, Theorem 4, which may be summarised
as:
Theorem. The cohomology of the projective Bernstein-Gelfand-Gelfand complex
associated to E is isomorphic to the group cohomology H•(Γ,F).
The basic BGG theory that we need is reviewed in Section 4 with examples in
Section 4.3. Theorem 3 and Theorem 4 provide a nontrivial geometric interpre-
tation of the group cohomology of Γ, with coefficients in any SO(n, 1)-module F.
Apart from certain isolated cases a truly geometric interpretation of the group
cohomology of Γ with coefficients has been unknown until now, to the best of our
knowledge.
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Finally, in section 5, we use tractor-theoretic methods to give a proof of the
following non-vanishing theorem. Here, and throughout, we will use the nota-
tion Sk0R
n+1 for the SO(n, 1)-module formed by taking the trace-free part of the
kth symmetric power of the defining representation. The trace comes from the
signature (n, 1) inner product on Rn+1.
Theorem. If Γ\Hn is a compact, orientable, n-dimensional hyperbolic manifold,
with a compact, orientable, totally geodesic hypersurface, ι : Σ →֒ M , then,
H1(Γ, Sk0R
n+1) 6= 0.
This theorem has been proven by Millson [33] using completely different methods
(the action of Γ on trees) for the same set of possible coefficients as us. For the case
of coefficients in Rn+1, Lafontaine [27] gave a proof using Riemannian geometry.
Our use of the Poincare´ dual of totally geodesic submanifolds to give elements of
H•(Γ,F) was inspired by the article [35].
The authors would like to thank Andreas Cˇap for useful conversations.
2. Projective differential geometry and hyperbolic manifolds.
On a hyperbolic manifold it is particularly simple to construct the Cartan bundle
and the associated tractor connections, and we show this here.
2.1. The homogeneous model for projective geometry. We recall from the
introduction:
Definition 1. A projective structure p on a manifold M is an equivalence class
of torsion-free connections on TM , defined by the equivalence relation: ∇ ∼ ∇˜ if
and only if ∇ and ∇˜ have the same unparameterised geodesics.
Throughout, the group SL(n + 1,R) will be identified with its defining repre-
sentation on Rn+1 and usually denoted G := SL(n + 1,R); the corresponding Lie
algebra will likewise be denoted g := sl(n + 1,R). We write Sn to denote the n-
sphere equipped with the projective structure [∇r], where r is the round metric on
the n-sphere and ∇r the corresponding Levi-Civita connection. Now the n-sphere
may be identified with the set of oriented rays in Rn+1, so the group G is seen to
act on Sn, and sends great circles to great circles, so that the projective structure is
preserved. Conversely, any projective transformation of an open connected subset
of Sn can be extended to an element of G.
The stabiliser, in G, of the timelike ray {(0, 0, . . . , 0, t), t > 0} ⊂ Rn+1 is a
parabolic subgroup P ⊂ G and so the projective sphere Sn is a homogeneous
space (in fact a flag manifold),
S
n ∼= G/P.
Thus the projective structure of Sn is closely tied to the properties of the group
G, and the homogeneity of G/P . It is possible to formalise a way in which an
arbitrary manifold with a projective structure can be infinitesimally “compared”
to Sn; the local failure of homogeneity is measured in the curvature of an object
called the Cartan connection.
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A manifold arising as a quotient of Sn by a discrete group of projective transfor-
mations is clearly projectively equivalent to Sn in a neighbourhood of any point, so
in this case the curvature of the Cartan connection vanishes. Discrete quotients of
this form are our objects of study, so here we will be dealing with flat Cartan con-
nections. In the following section we will discuss the aspects of Cartan geometry
that we need.
2.2. The Cartan bundle and connection. Observe that G may be viewed as
the total space of a principal P -bundle G→ G/P ∼= Sn that encodes the structure
of Sn as a homogeneous space. Furthermore, recall that, as with any Lie group,
the total space G is canonically equipped with an equivariant g-valued one form
known as the Maurer-Cartan form ωMC; this is characterised by its identification of
left-invariant vector fields with elements of TeG, the tangent space at the identity.
Because of its left invariance, ωMC descends to a well-defined g-valued one-form
on discrete quotients of G, with equivariance properties as stated here (cf. [39]
chapter 4, section 3).
Lemma 1. If Γ is a discrete subgroup of G, and U ⊂ G/P is an open set with the
property that M := Γ\U is a manifold, then GΓ := Γ\G is a principal P -bundle
over Γ\U and the Maurer-Cartan form ωMC induces a g-valued one-form ω on GΓ
such that,
(1) R∗pω = Ad(p
−1)ω for all p ∈ P .
(2) ω(u) : TuG→ g is a linear isomorphsim, for all u ∈ Γ\G.
(3) ω(ζX(u)) = X, for all u ∈ Γ\G, X ∈ p, and ζX the fundamental vector
field generated by X.
Proof. We work over the inverse image of U in G, and take GΓ to mean the quotient
of this by Γ. Since Γ acts on the left it is clear that GΓ →M is a principal bundle
with fibre P . Note that a vector field X on GΓ may be thought of as a vector field
X˜ on G with the property that
(1) Tγ(X˜g) = X˜γg
for all g ∈ G (in the open set over U) and γ ∈ Γ. Thus, if [g] denotes the
equivalence class of g in GΓ, we define ω([g])(X[g]) by
ω([g])(X[g]) := ωMC(g)(X˜g).
This defines ω on GΓ because, from (1) and the left invariance of ωMC , we have
ωMC(g)(X˜g) = ωMC(γg)(X˜γg) for any γ ∈ Γ.
Now the properties 1,2, and 3 follow at once from the equivariance of ωMC. 
Remark 1. Note that the Lemma applies to any group G, with closed Lie subgroup
P , and discrete subgroup Γ, where the latter satisfies that Γ\U is a manifold M .
The principal bundle structure and the properties 1,2, and 3 of the Lemma mean
that (GΓ, ω) is a Cartan (bundle, connection) pair for M .
For the case that G = SL(n + 1) and P the parabolic subgroup, as described
earlier, these groups identify the structure (GΓ, ω) as a projective Cartan con-
nection. Furthermore the Cartan connection ω given here is the normal Cartan
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connection for the bundle GΓ, in the sense of [18], because ω agrees locally with
the Maurer-Cartan form. Note that a Cartan connection differs from the usual
notion of a principal P -connection; for example the g-valued one-form ω has no
kernel, so there is no horizontal distribution.
Given finite-dimensional P -representation ρ : P → GL(E) we can form an
associated vector bundle over M ,
(2) GΓ ×ρ E.
For example, it follows easily from Lemma 1 that the tangent bundle arises from
the case that E is g/p, where p := Lie(P ) and ρ is induced from the restriction
to P of the Adjoint representation. Thus all tensor bundles arise as associated
bundles of the form (2). Unfortunately the properties of the Cartan connection
ω mean that it does not in general induce a linear connection on these induced
vector bundles. However there are such connections on a special class, that we
now describe.
2.3. Tractor bundles and the tractor connection. A special case of the as-
sociated vector bundle construction arises if E carries a G-representation ρ : G→
GL(E), rather than just a P -representation. In this case the associated vector
bundles
TE := GΓ ×ρ E,
are called projective tractor bundles [2, 13]. Tractor bundles exist in far greater
generality, but here we shall only be concerned with those arising in connection
with propjective geometry, so the adjective “projective” will usually be omitted in
the following.
In contrast to general associated vector bundles as in (2), the Cartan connection
ω does induce a linear connection on tractor bundles [13, Theorem 2.7], so that
tractor bundles are of considerable importance. In particular for the connection
from Lemma 1 we have:
Lemma 2. For any finite-dimensional G-module ρ : G →֒ GL(E), the Cartan
connection ω on GΓ induces a flat linear connection ∇TE on the tractor bundle TE.
Proof. (Sketch) Sections of TE can be identified with P -equivariant maps from GΓ
to E. For any such map σ, and any X ∈ Γ(TM), choose an arbitrary lift X˜ of X
to GΓ and set,
˜∇TEX σ := X˜ · σ + ρ(ω(X˜))σ,
where the action · is just the derivation action of a vector field on an E-valued
function. It can be shown [13], that the choice of lift X˜ does not matter, and that
this definition gives a linear connection.
The fact that this connection is flat follows easily from the fact that, locally, the
Maurer-Cartan form ωMC satisfies the Maurer-Cartan equations. 
The connection ∇TE on TE is called the (projective) tractor connection. Apart
from the data of the particular representation ρ, by construction this is determined
solely by the structure of the homogeneous space G/P and the action of the group
Γ on this. So it depends only on the projective geometry of M .
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3. Hyperbolic manifolds and Projective Geometry
We now fit hyperbolic manifolds into the setup developed above. We do this by
first showing that, up to isometry, any hyperbolic manifold arises from a discrete
quotient of an open SOo(n, 1) orbit in the projective sphere S
n, where SOo(n, 1)
is the identity connected component of SO(n, 1).
Once this has been achieved, we relate the corresponding projective tractor
bundle to the canonical flat bundle familiar in hyperbolic geometry.
3.1. The Beltrami-Klein model and the projective n-sphere. We use a
slight variant of the usual Beltrami-Klein model, as follows. Let h be the diagonal
Lorentzian metric of signature (n, 1) on Rn+1 such that, for x = (x1, . . . , xn+1) ∈
Rn+1,
h(x, x) = x21 + · · ·+ x
2
n − x
2
n+1.
Consider the hyperboloid of two sheets {x ∈ Rn+1 s.t. h(x, x) = −1}. We will
write I to denote the positive sheet of this; that is, the sheet consisting of points
with positive last coordinate. This projects onto an open subset of the space of
rays in Rn+1. Recall that the space of rays in Rn+1 is naturally diffeomorphic to
a standard n-sphere Sn, and the projection, P+(I), of I is a ‘cap’ of this sphere.
The pullback of h along the projection is a signature (n, 0) metric on the cap: this
gives the cap the structure of n-dimensional hyperbolic space Hn. Let Isom+(H
n)
denote the group of orientation-preserving isometries of the Riemannian manifold
Hn.
We recover the group picture associated with these structures as follows. As
mentioned earlier we identify G = SL(n + 1,R) with its linear representation on
Rn+1. We identify SO(n, 1) with the subgroup of this linear group preserving
the metric h, as an indefinite inner product on Rn+1; so SOo(n, 1) is the identity
connected component therein. Then Isom+(H
n) ⊆ SOo(n, 1), so the orientation-
preserving isometries of the cap form a class of projective transformations of Sn.
Definition 2. We fix here some notation. Henceforth, M denotes a compact,
orientable, hyperbolic manifold. We use g to denote the hyperbolic metric on M ,
and ∇g is the corresponding Levi-Civita connection on TM . We sometimes also
use g to denote group elements, but no confusion should arise as the meaning will
always be clear by the context.
The developing map (see, for example, Chapter B of [6]) gives a faithful repre-
sentation,
dev : π1(M)→ Isom+(H
n),
so that dev(π1(M)) is a discrete, torsion-free, cocompact subgroup Γ ⊂ Isom+(Hn),
and M is isometric to Γ\Hn; we identify M with Γ\Hn.
If Γ is such a group, then evidently Γ also embeds in the group of projective
transformations of Sn. We identify the group Γ with its image under the inclusions
Γ ⊂ SOo(n, 1) ⊂ G. Now recall that G acts transitively on Sn and we write P
for the parabolic subgroup fixing a nominated point, so we may identify Sn =
P+(R
n+1) with G/P , see Section 2.1. We write U := P+(I) and observe this is
an open SOo(n, 1) orbit of S
n. Then (U, g) is identified with Hn, where g is the
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pullback of the metric on I (and see the remark below). As Γ acts by isometries
on Hn the metric descends to the hyperbolic metric g on M ∼= Γ\Hn.
Since Γ is a subgroup of G, Lemma 1 gives that the P -bundle GΓ restricts to a
smooth P -bundle over Γ\Hn. By construction this is the Cartan bundle for the
projective structure determined by the Levi-Civita connection of g, and Lemma 2
gives the associated projective tractor bundles and tractor connections on Γ\Hn,
for any G-representation E.
Remark 2. The construction above identifies the hyperbolic manifold (M, g) as
a projective manifold (M,p) equipped with a Cartan holonomy reduction, in the
sense of [15, 16]. The inner product h induces a parallel signature (n, 1) metric
on the tractor bundle TRn+1 and this gives the holonomy reduction in this case. As
explained in those sources (and see also [1, 25]) such a reduction is closely linked
to an Einstein metric on the underlying manifold. In the case here this is the
hyperbolic metric g.
3.2. The standard tractor bundle and its dual. Setting E to be the defining
G-representation Rn+1, gives the standard tractor bundle over M . This will be
denoted simply T , rather than TRn+1 . Since T is an associated bundle to R
n+1,
tensor products of T and its dual are associated vector bundles for tensor products
of Rn+1 and its dual. The notation ∇T will be used for the tractor connection on
any of these.
The basic projective tractor calculus is developed in [2, Section 3]. See also
[17, 21, 25]. There is a canonical isomorphism of vector bundles,
T ∼= TM ⊕ R,
where R denotes the trivial line bundle. For readers who are familiar with projec-
tive tractor calculus, in this isomorphism we have used the canonical scale arising
from the hyperbolic metric to split the tractor bundle and trivialise projective
density bundles.
Using this isomorphism, and the fact that the connection ω on GΓ is the normal
projective Cartan connection, we can use the formula from section 3 of [2] to get
that the action of the tractor connection is,
(3) ∇TX
(
Y
s
)
=
(
∇gXY + sX
X(s) + g(X, Y )
)
,
where X, Y ∈ Γ(TM) and s ∈ C∞(M). In this formula we have also used that the
projective Schouten tensor P (for the metric projective structure) on a hyperbolic
manifold satisfies P = −g.
The dual of the defining representation (Rn+1)∗ induces the dual standard trac-
tor bundle on M . For this there is a similar canonical isomorphism,
T ∗ ∼= R⊕ TM∗,
and a corresponding expression for the tractor connection,
∇T
∗
X
(
s
η
)
=
(
X(s)− η(X)
∇Xη − sX♭
)
,
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for η ∈ Γ(TM∗), s ∈ C∞(M), X ∈ Γ(TM), and where X♭ = g(·, X).
The vector bundle decompositions and formulae in these examples imply similar
formulae for the tractor bundles over M associated to any tensor product of Rn+1
and its dual.
3.3. The canonical flat connection and the tractor connection. Now we
will construct the usual canonical flat connection for hyperbolic geometry, as men-
tioned in the introduction. In fact, although we will not use it here, the construc-
tion applies far more generally and is standard in the study of locally symmetric
spaces, (see, for example, [30]).
Given a faithful SO(n, 1)-module F, composition with dev : π1(M) →֒ Isom+(Hn)
yields a representation (which we will still denote dev), dev : π1(M) →֒ GL(F).
This gives rise to a vector bundle π : F →M with total space
F := Hn ×dev F,
where the universal covering space Hn is to be thought of as a left principal π1(M)-
bundle over M . The notation on the right-hand-side is understood as follows. The
group π1(M) ∼= Γ acts on H
n on the left, and we are using γ · x to indicate the
action of an element of γ ∈ Γ ∼= π1(M) on a point x ∈ Hn. Then
Hn ×dev F := (H
n × F)/ ∼,
with the equivalence relation ∼ on points (x, v) ∈ Hn × F defined by,
(x, v) ∼ (γ · x, dev(γ)v), ∀γ ∈ Γ.
This differs from the usual quotient in the associated vector bundle construction
because of the left, rather than right action of π1(M). By construction F is thus
equal to Γ\(Hn×F), with the left action of Γ as in the definition of the equivalence
relation ∼.
Note that a section f ∈ Γ(Hn ×dev F) is equivalent to a function f˜ : Hn → F
with the equivariance property,
(4) f˜(γ · x) = dev(γ)f˜(x),
for all x ∈ Hn and for all γ ∈ Γ. Similarly a tangent vector field v on M is
represented by v˜ ∈ Γ(THn) such that
v˜γ·x = Tγ(v˜x).
It follows that the derivative v˜f˜ , of f˜ , is again equivariant in the sense of (4), that
is
(v˜f˜)(γ · x) = dev(γ)(v˜f˜)(x),
for all x ∈ Hn and for all γ ∈ Γ. This means that the canonical trivial connection
on Hn × F descends to a (flat) connection ∇dev on F , over M . We shall call the
pair (F,∇dev) the canonical flat connection associated to F. By construction, the
holonomy of the connection ∇dev is, up to conjugation, the faithful representation
of Γ on F.
Recall that M can be thought of as a subset of Γ\Sn, and Γ\G restricts to give
the smooth P -bundle GΓ over M . We used this in Lemma 2 to define tractor
bundles.
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Theorem 1. If ρ : SL(n+ 1,R)→ GL(E) is a finite dimensional representation,
and µ : SO(n, 1) → GL(F) is a finite dimensional representation with ρ|SO(n,1) ∼=
µ, then there is a canonical isomorphism of flat vector bundles,
(F,∇dev)
≃
−→ (TE,∇
TE).
Remark 3. Even if the representation ρ used to define the tractor bundle is ir-
reducible, the representation µ defining the (hyperbolic) canonical flat bundle will,
typically, be reducible.
Proof. We need to first show that, over M , there is an isomorphism of vector
bundles
(5) Γ\(Hn × E)
≃
−→ GΓ ×ρ E,
where γ ∈ Γ acts on Hn × E by,
γ(x, y) = (γ · x, γv),
and we have used the embedding Γ →֒ SL(n + 1,R) to define the action of γ on
v ∈ E. Furthermore, we will show that this is compatible with the connections, as
stated.
To do this, we use that there is a vector bundle isomorphism Φ : (G/P )× E→
G×ρ E given by,
Φ : (gP, v) 7→ [(g, g−1v)]P .
It is easily checked that this map is well defined. The inverse map is,
Φ−1 : [(g, v)]P 7→ (gP, gv).
Next we use the fact that Hn is identified with an open subset of G/P , so that
points (x, v) ∈ Hn × E can be written (gP, v). The required isomorphism is
constructed by first forming the mapping Hn × E→ G×ρ E given by
(x, v) = (gP, v) 7→ Φ(gP, v),
and then mapping the image to the quotient GΓ×ρE by the projection from G×ρE
to GΓ×ρE = (Γ\G)×ρE. It remains to show that this mapping Hn×E→ GΓ×ρE
descends to a well-defined map on Γ\(Hn × E) → GΓ ×ρ E. But this follows at
once from the fact that,
Φ(γgP, γv) = [(γg, g−1v)]P .
So we have the bundle map (5), and by the construction this is an isomorphism.
Via the isomorphism Φ, the trivial connection on the bundle (G/P ) × E over
Hn is mapped to that tractor connection ∇TE on G ×ρ E. This implies that the
vector bundle isomorphism Γ\(Hn × E)
≃
→ TE sends ∇dev to ∇TE . 
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3.4. The Tractor connection and group cohomology. Given an SO(n, 1)-
module F, we can use the developing map dev to construct the group cohomology,
H•(Γ,F) (see [9]). Since M is an Eilenberg-Maclane space K(Γ, 1) the group
cohomology is isomorphic to the simplicial cohomology ofM with local coefficients
in F.
The connection ∇dev is flat, so a differential complex onM arises by twisting the
de Rham complex with (∇dev, F ). It is a standard fact (see, for example, Section 3
of [35]) that the cohomology of this twisted de Rham complex is isomorphic to the
simplicial cohomology of M with local coefficients in F, and hence is isomorphic
to H•(Γ,F).
Next, using that the isomorphism in Theorem 1 is also an isomorphism of con-
nections (and with E and F related as there), we have at once the following
important consequence. Here, as in Theorem 1, F is a restriction to Γ ⊂ SO(n, 1)
of the representation E of SL(n+ 1), inducing TE .
Proposition 1. The cohomology of the twisted de Rham complex,
(6) 0 −→ Γ(TE)
∇TE
−→ Γ(TM∗ ⊗ TE)
d∇
TE
−→ . . .
d∇
TE
−→ Γ(ΛnTM∗ ⊗ TE) −→ 0,
is isomorphic to the group cohomology with coefficients H•(Γ,F).
Example 1. If E = S2Rn+1, then,
(7) H•(M, TS2Rn+1) ∼= H
•(Γ, S20R
n+1)⊕H•(Γ,Rn+1),
where S20R
n+1 denotes the trace-free part (using the (n, 1) metric h) of S2Rn+1,
and H•(M, TS2Rn+1) denotes the cohomology of the twisted de Rham complex (6).
The relationship to group cohomology means that we can use the vanishing
results of [41]. To do so we introduce some notation. Fix a Cartan subalgebra h
of the complexification of so(n, 1). Let εi be the ith usual Cartesian coordinate
functional on h, so that the positive roots are the sums and differences of the εi
in case n + 1 is even, and εi are the short positive roots if n + 1 is odd. If m is
the rank of SO(n, 1), and λ = (λ1, λ2, . . . , λm) is a weight expressed in the basis
{εi}mi=1, define i(λ) to be the number of nonzero entries in the vector λ.
Theorem 2 ([41, 35]). If F is an irreducible representation of SO(n, 1) with highest
weight λ, then,
(1) If n = 2m − 1 and all entries of λ are nonzero, then Hk(Γ,F) = 0 for all
k.
(2) For all other irreps F,
k /∈ {i(λ), i(λ) + 1, . . . , n− i(λ)} =⇒ Hk(Γ,F) = 0.
Remark 4. This statement of what the Vogan-Zuckerman theorem implies for
hyperbolic manifolds is taken from [35].
An important instance of this vanishing theorem that we will use later is,
(8) H0(Γ,F) = 0,
for any nontrivial representation F.
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As a consistency check, and to provide an alternative geometric perspective, we
include a short tractor calculus proof of the case where F = Rn+1.
Lemma 3. On a compact hyperbolic manifold M = Γ\Hn,
H0(Γ,Rn+1) = 0.
Proof. From theorem 1 it is sufficient to show that there are no (nontrivial) globally
parallel sections of T . Suppose, with a view to contradiction, that
σ =
(
Y
s
)
∈ Γ(T ),
is a nontrivial section satisfying ∇T σ = 0 everywhere on M . Then, for each
X ∈ Γ(TM), formula (3) gives two equations,
∇gXY + sX = 0
∇gXs+ g(X, Y ) = 0.
The bottom equation means that ds = −Y ♭, and so s must be nontrivial, since σ
is assumed to be nontrivial. Substituting ds = −Y ♭ into the first equations yields,
in indices,
−∇a∇
bs+ sδ ba = 0,
and contraction gives that ∆gs + ns = 0. This is a contradiction because ∆g has
nonnegative eigenvalues. 
Remark 5. For readers who are familiar with tractor calculus, a similar proof can
be given that H0(Γ, Sk0R
n+1) = 0, using the Thomas D operator and the canonical
tractor X ([2], Section 3.5). Suppose a non-zero parallel, trace-free symmetric
tractor σA1A2···Ak ∈ Γ(S
k
0T) exists. Then s :=
(
σA1A2···AkX
A1XA2 · · ·XAk
)
is not
zero, where we have used abstract indices. Using the pseudo-Leibniz rule which the
Thomas D operator satisfies (eg. in the proof of Proposition 3.6 of [2]), it is easy
to show,
DADAs = 0.
On the other hand,
DADAs = −∆
gs− k(k + n− 1)s,
so that ∆g has a negative eigenvalue −k(k + n − 1), which is impossible. In
fact, a variant of this tractor calculus proof shows that the result holds much more
generally: for example no parallel sections of Sk0T exist on any closed manifold of
negative constant scalar curvature.
4. Bernstein-Gelfand-Gelfand Complexes
An important motivation for constructing the isomorphism between the flat
bundle (E,∇dev) and (TE,∇TE) is that the latter is intimately related to the con-
struction of projectively invariant differential operators on M . Moreover, we can
use the tractor connection to construct complexes of differential operators, gener-
alising the Bernstein-Gelfand-Gelfand (BGG) complexes of representation theory.
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We will now give a brief outline of the construction of these differential BGG
complexes, using the tractor connection. Unless stated otherwise, proofs of all
statements in the following two sections can be found in the foundational articles
[20] [11], (also [19], section 2 contains a useful review of these constructions).
4.1. The |1|-grading and Lie algebra homology. It will be necessary to utilise
some features of the group G and its Lie algebra.
First of all, the Lie algebra g has a decomposition,
g ∼= g−1 ⊕ g0 ⊕ g1,
where p := g0 ⊕ g1 is the Lie algebra of the parabolic subgroup P , and g1 is a
nilpotent ideal of p. The Lie algebra direct summands have the property that
[gi, gj] ⊂ gi+j , so that g is a ‘|1|-graded Lie algebra’. For more information on
|k|-graded Lie algebras, consult section 3.1.2 of [18].
Fix a finite-dimensional SL(n+1,R) representation ρ : SL(n+1,R)→ GL(E).
Define the vector spaces Ck(g1,E) := Λ
kg1 ⊗ E; these have a natural P -module
structure, and we will use the same notation for the corresponding representation
ρ : P → GL(Λkg1 ⊗ E).
From this P -module structure it follows that we can form associated vector
bundles, GΓ ×ρ Ck(g1,E). As mentioned in section 2.2, it is easily verified, via the
adjoint representation, that the associated vector bundle GΓ×Ad g/p is isomorphic
to the tangent bundle of M , see e.g. [20]. Since (g/p)∗ ∼= g1 as P -modules, it can
then also be shown that,
GΓ ×ρ C
k(g1,E) ∼= Λ
kTM∗ ⊗ TE.
Now we define the ‘Kostant codifferential’ ∂∗ : Ck(g1,E)→ Ck−1(g1,E) by,
∂∗(Z1 ∧ . . . Zk ⊗ v) =
k∑
i=0
(−1)i+1Z1 ∧ Ẑi . . . ∧ Zn ⊗ Zi · v,
where Zi ∈ g1 and v ∈ E. We get that (∂∗)2 = 0, and also that the homology
vector spaces given by this differential are naturally P -modules, which will be
denoted Hk(g1,E). Again, the P -module action will still be denoted ρ, since it is
determined by the original representation ρ.
The Kostant codifferential is P -equivariant, and so induces a canonical bundle
map (which will be denoted with the same symbol ∂∗) between the associated
bundles,
∂∗ : ΛkTM∗ ⊗ TE → Λ
k−1TM∗ ⊗ TE.
The quotient bundles that arise as the homology of ∂∗ at twisted k-forms will be
denoted Hk(E). By construction, we have that Hk(E) ∼= GΓ ×ρ Hk(g1,E).
There is a natural bundle map,
(9) π : Ker(∂∗)→ Hk(E),
and the same symbol will be used for the corresponding map on sections.
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Example 2. If E = (Rn+1)∗ is the dual of the G-defining representation then TE =
T ∗ is the dual of the standard tractor bundle, and a simple section in ΛkTM∗⊗T ∗
can be written, (
ωs
ω ⊗ η
)
,
for ω ∈ Γ(ΛkTM∗)), η ∈ Γ(TM∗) and s ∈ C∞(M). The Kostant codifferential ∂∗,
is given by,
∂∗
(
ωs
ω ⊗ η
)
=
(
0
ωs
)
.
Clearly, (∂∗)2 = 0, and the first three homology bundles are,
H0((R
n+1)∗) = R, H1((R
n+1)∗) = S2TM∗, and H2((R
n+1)∗) = Λ2TM∗ ⊙ TM∗,
where (the ‘Cartan part’) Λ2TM∗ ⊙ TM∗ is (Λ2TM∗ ⊗ TM∗)/Λ3TM∗.
4.2. The BGG operators. For each irreducible SL(n+1) representation E, the
tractor connection ∇TE : Γ(TE)→ Γ(TM∗⊗TE) is flat, so there is a corresponding
twisted de Rham complex,
(10) 0 −→ Γ(TE)
∇TE
−→ Γ(TM∗ ⊗ TE)
d∇
T
E
−→ . . .
d∇
T
E
−→ Γ(ΛnTM∗ ⊗ TE) −→ 0,
as used in Proposition 1. The groundbreaking works [20], [11], (building on [3],
[4]), give a construction of a corresponding differential complex involving lower
rank bundles as follows.
There is, for each k ∈ {0, 1, · · · , n}, a differential BGG splitting operator Lk :
Hk(E) → ΛkTM∗ ⊗ TE, uniquely characterised by the following properties, for
σ ∈ Hk(E),
(1) ∂∗Lkσ = 0
(2) ∂∗d∇
TELkσ = 0
(3) πLkσ = σ, where π is the projection (9) from Λ
kTM∗ ⊗ TE to Hk(E).
Next, using the operators Lk, it is evidently possible to define differential operators
Dk+1 := π◦d∇
TE ◦Lk : Hk(E)→ Hk+1(E). The properties of the splitting operators
together with the fact that (10) is a complex imply that,
(11) 0 −→ Γ(H0(E))
D1−→ Γ(H1(E))
D2−→ . . .
Dn−→ Γ(Hn(E)) −→ 0,
is a complex. This is called the BGG complex associated to E.
Furthermore, the splitting operator induces a chain homotopy between the dif-
ferential complexes (11) and (10). Thus we have the following:
Theorem 3 (CˇSS, CD). The cohomology of the complex (11) is isomorphic to the
twisted de Rham cohomology H•(M, TE).
Now using Theorems (1) and (3), we have the following result.
Theorem 4. Let ρ : SL(n + 1,R) → GL(E) and µ : SO(n, 1) → GL(F) be
finite-dimensional representations with ρ|SO(n,1) ∼= µ.
If M ∼= Γ\Hn is a compact hyperbolic manifold, the cohomology groups H•(Γ,F)
are isomorphic to the cohomology of the BGG complex associated to E.
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4.3. Examples of BGG complexes.
Example 3. For the case where E = (Rn+1)∗ is the dual of the defining repre-
sentation of SL(n + 1) (cf. example 2), the beginning of the corresponding BGG
complex begins,
0 −→ C∞(M)
D0−→ Γ(S2TM∗)
D1−→ Γ(Λ2TM∗ ⊙ TM∗)
D2−→ · · · .
The operators are defined by,
(D0s)(X, Y ) = (∇
g
Xds)(Y )− g(X, Y )s, s ∈ C
∞(M)
2(D1u)(X, Y, Z) = (∇
g
Xu)(Y, Z)− (∇
g
Y u)(X,Z), u ∈ Γ(S
2TM∗),
and there are similar expressions for the higher Dk, k ≥ 2.
In this example, the restriction of E to SO(n, 1) is just the dual of the defining
representation of SO(n, 1), which we will still write as (Rn+1)∗. Using the combi-
nation of Theorem 1 and Theorem 3, the complex in the preceding example yields
immediate geometric interpretations of the group cohomology H•(Γ, (Rn+1)∗).
For example, on any manifold with a projective structure a nowhere zero solu-
tion of D0 means that (M, g) is projectively Ricci-flat, meaning there is an affine
connection ∇ ∈ p that is is projectively Ricci-flat. Furthermore any solution of D0
is necessarily non-zero on an open dense subset of M [15], Section 3.2. Theorem
1 gives that H0(Γ, (Rn+1)∗) ∼= H0(M, T ∗), and so Theorem 3 gives an interpre-
tation of the fact that H0(Γ, (Rn+1)∗) = 0. Specifically, it means that D0 has no
solutions, and so the Levi-Civita connection on M is not projectively related to a
Ricci-flat (and hence flat) affine connection.
Example 4 (This generalises the previous example). For the case E = Sk(Rn+1)∗,
the corresponding BGG complex begins,
0 −→ C∞(M)
D0−→ Γ(Sk+1TM∗)
D1−→ Γ(Λ2TM∗ ⊙ SkTM∗)
D2−→ · · · ,
If s ∈ C∞(M) and Xi ∈ Γ(TM) are vector fields, the operator D0 is defined by,
D0s := Sym(D˜0s), where,
(D˜0s)(X1, X2, . . . , Xk+1) := ∇
g
X1
∇gX2 · · ·∇
g
Xk+1
s− ckg(X1, X2)∇
g
X3
. . .∇gXk+1s,
where ck is a constant (depending on k) and Sym is the symmetrisation map from
⊗k+1TM∗ to Sk+1TM∗.
If u ∈ Γ(Sk+1TM∗), the operator D1 is defined by, D1u := Proj(D˜1u), where,
D˜1u(X1, X2, . . . , Xk+2) := (∇
g
X1
u)(X2, . . . , Xk+2),
and Proj is the projection map from TM∗⊗Sk+1TM∗ to the Cartan part Λ2TM∗⊙
SkTM∗). See e.g. [22] for the formulae arising in this example.
Another example of the geometric interpretation of group cohomology is the
following:
Proposition 2. The existence of a global, trace-free Codazzi tensor in Γ(S2TM∗)
implies that H1(Γ, (Rn+1)∗) 6= 0.
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Proof. First use Theorem 1 to get that H1(Γ, (Rn+1)∗) ∼= H1(M, T ∗), and then
use Theorem 4 to reduce the problem to finding a nonzero element of the first
BGG cohomology. Now, use the fact that a Codazzi tensor u ∈ Γ(S2TM∗) is a
solution of the BGG operator D1 : Γ(S
2TM∗)→ Γ(Λ2TM∗⊙TM∗) defined in the
preceding example.
Suppose, with a view to contradiction, that there is a function s with D0s = u.
Then, from the expression for D0 in example 4, we get that, in indices,
∇a∇bs− gabs = uab.
Contracting the previous equation gives,
−∆gs− ns = ucc,
where we use the Laplacian ∆g = −∇c∇c = δd. But the hypothesis that u is
trace-free means that −n is an eigenvalue of ∆g, which is impossible. 
This proposition gives a tractor interpretation of the proof in [27]. In [27],
Lafontaine constructs a trace-free Codazzi tensor, and then shows using different
methods that this is related to H1(Γ,Rn+1). Since Γ lies in SO(n, 1) it follows
that H1(Γ,Rn+1) is canonically isomorphic to H1(Γ, (Rn+1)∗).
Example 5. For the adjoint representation g = sl(n + 1), the first two homology
bundles are H0(g) = TM and H1(g) = S
2T ∗M , and the first operator D0 in the
BGG complex is the Killing operator,
D0 : X 7→ LXg,
for X ∈ Γ(TM). Theorem (1) implies that,
H0(M, Tsl(n+1)) ∼= H
0(Γ,Λ2Rn+1)⊕H0(Γ, S20R
n+1).
The Vogan-Zuckerman theorem applied to the two groups on the righthand side
means that H0(M, Tsl(n+1)) = 0 and so Theorem 3 recovers the well-known fact
that there are no global Killing vectors on a hyperbolic manifold.
These examples are typical of how BGG complexes will be useful in studying
the groups Hk(Γ,E) and vice versa. The bundles in the BGG complex are tensor
bundles, and the operators acting between them are defined entirely using the
Riemannian geometry of M . This provides a nice link between the discrete group
cohomology and the geometry of M .
Remark 6. Apart from the the simplest representations, ‘manually’ determining
the homology bundles by examining the action of the ∂∗-operator is too difficult.
However, there is an explicit algorithm, based on results of Kostant, for deter-
mining the bundles that occur in any given BGG complex with only the starting
representation as initial data.
In this algorithm, representations determining induced bundles are labelled by
decorated Dynkin diagrams, and one uses the action of the affine Weyl group to
determine which representations (and in which order) occur in the complex. See
[5], especially 4.3 and 8.5. We have summarised the results of this algorithm, for
the case of interest to this article, in Appendix A.
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For detailed formulae for the operators occurring in the projective BGG complex,
see [22]. There is also a uniform method for determining formulae for a large class
of the operators that occur in BGG complexes, for any parabolic geometry; see [12]
for details.
5. Group cohomology and totally geodesic hypersurfaces
In this section, we will use the isomorphism between the tractor connection and
the (hyperbolic) canonical flat connection to prove a non-vanishing theorem for
the group cohomology of Γ with coefficients in Sk0R
n+1. Firstly, we will examine
some of the special properties of the standard tractor bundle over M , and how
this relates to totally geodesic hypersurfaces in M .
5.1. The tractor metric. The standard tractor bundle on the hyperbolic man-
ifold M has important extra structure; it comes equipped with a signature (n, 1)
metric, which will be denoted h. For (X s)t and (Y t)t in Γ(T ), the metric is given
by,
h
(( X
s
)
,
(
Y
t
))
:= g(X, Y )− st.
Using equation (3), the important result that,
(12) ∇T h = 0,
is easily verified, and the metric h will be used to given an isomorphism between
T and its dual.
Remark 7. The existence of h is a very special case of a much more general
construction developed in [25, Theorem 3.1] (see also [1, 17]). In these papers, it
is shown that the projective equivalence class of an Einstein metric yields a ∇T -
compatible metric on T , and vice-versa. The fact that the hyperbolic metric is
Einstein gives the special case we are considering here.
5.2. The normal tractor. In the next section, we will construct cocycles for
d∇
T
: Γ(Sk0T )→ Γ(TM
∗⊗Sk0T ) using totally geodesic hypersurfaces of M . There
are infinite families of compact, oriented, hyperbolic manifolds with totally geo-
desic hypersurfaces: Millson constructs arithmetic examples in [34]. In Section
5.4, the question of whether the cocycles found are trivial in H1(Γ, Sk0R
n+1) will
be investigated. A key tractor tool that we shall require is the normal tractor field,
which is a tractor extension of the normal vector field along a hypersurface.
Let ι : Σ →֒ M be a closed, compact, orientable hypersurface in the hyperbolic
manifold (M, g). Let N ∈ Γ(TM |Σ) be the unit normal to Σ, with g(N,N) = 1 at
all points of Σ. The unit normal induces the decomposition of vector bundles,
TM |Σ ∼= TΣ⊕NΣ,
where the normal bundle NΣ is a trivial line bundle and spanned pointwise by N .
Now, define the projective normal tractor ν ∈ Γ(T |Σ) to be,
ν :=
(
N
0
)
.
18 A. ROD GOVER AND CALLUM SLEIGH
Lemma 4. The normal tractor ν is parallel along Σ with respect to the tractor
connection if and only if the surface Σ is totally geodesic.
Proof. Differentiate the projective normal tractor along the surface Σ using the
formula (3) for the tractor connection ∇T , to get, for any X ∈ Γ(TΣ),
∇Xν =
(
∇XN
g(X,N)
)
.
The desired result follows because the term g(X,N) is zero for X ∈ Γ(TΣ), and
∇XN = 0 if and only if Σ is totally geodesic. 
The induced Riemannian metric g˜ on the hypersurface ι : Σ →֒ M gives Σ an
intrinsic submanifold projective structure and hence an intrinsic tractor connec-
tion. In particular if the induced hypersurface metric is a hyperbolic metric then
Σ has the structure of a hyperbolic manifold (Σ, g˜) ∼= Γ′\Hn−1. In this case the
tractor connection arises using the construction given in section 3.1.
As for the ambient standard tractor bundle, we have the canonical splitting
T Σ ∼= TΣ ⊕ R. By identifying TΣ with a sub bundle of TM |Σ in the usual
way, we can evidently identify T Σ with a sub bundle of T |Σ. If the hypersurface
Σ is totally geodesic, then the induced Riemannian metric on Σ is a hyperbolic
metric, and the following Lemma shows that the inclusion of T Σ into T |Σ has nice
properties:
Lemma 5. For a totally geodesic hypersurface Σ, there is an orthogonal splitting
(for the tractor metric h),
T |Σ ∼= T Σ⊕NΣ,
where NΣ is a trivial line bundle spanned pointwise by ν. The restriction of the
ambient tractor connection ∇T to T |Σ is a direct sum of ∇T Σ and the trivial
connection on the line bundle NΣ.
Proof. Along the hypersurface Σ, for Y ∈ Γ(TM) and s ∈ C∞(M), a section
(Y s)t ∈ Γ(T |Σ) splits, (
Y
s
)
=
(
Y ⊤
s
)
+
(
Y ⊥
0
)
,
where Y ⊤ and Y ⊥ are the tangential and normal components of Y respectively.
Sections in the first summand are sections of T Σ, using the identification above.
Direct calculation using the metric h show that this splitting is orthogonal.
Recall that g˜ be the induced metric on Σ. If X ∈ Γ(TΣ) is a tangential vector
field, then the formula for the ambient tractor connection gives that,
∇TX
(
Y
s
)
=
(
∇gXY + sX
X(s) + g(X, Y )
)
=
(
∇gXY
⊤ +∇gXY
⊥ + sX
X(s) + g(X, Y ⊤) + g(X, Y ⊥)
)
=
(
∇g˜XY
⊤ + sX
X(s) + g˜(X, Y ⊤)
)
+
(
∇gXY
⊥
0
)
,
TRACTORS, BGG COMPLEXES, AND GROUP COHOMOLOGY 19
where the Gauss formula, and the fact that Σ is totally geodesic were used to
give that ∇g can be replaced with ∇g˜. The expression in the first summand of
the second line of the preceding equation is the formula for ∇T Σ, according to
equation 3 
Lemma 6. Let U be a tubular neighbourhood of a compact, totally geodesic hyper-
surface Σ. The normal tractor of Σ can be extended to a section ν ∈ Γ(T |U) that
is parallel.
Proof. This is elementary, since the tractor connection ∇T is flat. 
The section ν ∈ Γ(T |U) constructed in the preceding Lemma can be extended
to a smooth section of T → M with support containing U , and we will henceforth
use the same symbol ν for this section.
5.3. Constructing tractor cocycles. For any smooth compact hypersurface ι :
Σ →֒ M , recall that the Poincare´ dual of Σ is the cohomology class in H1(M,R)
determined by the property that, for any one-form ωΣ representing this class in de
Rham cohomology, ∫
Σ
ι∗η =
∫
M
η ∧ ωΣ,
for all closed (n− 1)-forms η on M .
Additionally [8], it possible to choose a representative one-form for the Poincare´
dual whose support can be shrunk to any given tubular neighbourhood of Σ. These
properties, and Lemma (6) give that:
Lemma 7. Define τ := (ν ⊗ ν ⊗ . . . ν)0 to be the trace-free part of,
(ν ⊗ ν ⊗ . . .⊗ ν)︸ ︷︷ ︸
k−times
.
If Σ is totally geodesic, and ωΣ is a Poincare dual of Σ with support contained in the
region where ν is parallel, then the tractor valued one-form ωΣ⊗ τ ∈ Γ(TM∗⊗T )
defines a cocycle for d∇
T
and hence, using theorem 1, an element of H1(Γ, Sk0R
n+1).
The question that we will next address is whether the element of H1(Γ, Sk0R
n+1)
defined by ωΣ⊗ τ is trivial or not. Notice that the relationship to the topology of
Σ is not straightforward, in the sense that even if [Σ] = 0 ∈ Hn−1(M,R), it does
not directly follow that the cocycle defined by ωΣ ⊗ τ is trivial in cohomology.
5.4. Non-triviality. In this section we will prove that the cocycle constructed in
Lemma 7 associated to a totally geodesic, compact hypersurface is nontrivial in
cohomology.
Theorem 5. If a compact hyperbolic manifoldM contains an orientable, compact,
totally geodesic hypersurface Σ, then H1(Γ, Sk0R
n+1) 6= 0, for k ≥ 1.
Proof. Recall that the normal tractor ν constructed in Lemma 6 is parallel in a
tubular neighbourhood U of Σ. Fix a diffeomorphism that identifies U with Σ×R,
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and use the notation π for the projection onto the first factor. Choose a Poincare´
dual form ωΣ so that the the support of ωΣ is the open set,
U ′ := {(x, t) ∈ U ∼= Σ× R | − 1 < t < 1}.
(This is possible, see Proposition 6.25 of [8]). Define τ := (ν⊗ν⊗ . . . ν)0 as above.
The section τ is a trace-free element of Γ(SkT ) which is parallel on U .
Consider the cocycle ωΣ⊗τ , and the corresponding element [ωΣ⊗τ ] ∈ H1(M,Sk0T ).
Theorem 1 shows that to prove Theorem 5 it is sufficient to show that [ωΣ ⊗ τ ]
is nontrivial in H1(M,Sk0T ). This will be achieved by showing that there is no
section σ ∈ Γ(Sk0T ) with ∇
T σ = ωΣ ⊗ τ .
Assume, with a view to contradiction, that such a section σ exists. Now, for a
small positive ǫ ∈ R, define the two subsets,
V+ := {(x, t) ∈ U | t > −ǫ} ∪ (M \ U), V− := {(x, t) ∈ U | t < ǫ} ∪ (M \ U).
Since ∇T σ = ωΣ⊗ τ , it follows that σ is parallel over M \U ′. It is not necessarily
parallel on the sets V+ and V−. Our strategy will be to use parallel transport
along the fibres of Σ×R fromM \U ′ to V+ and V−, in order to extend σ|M\U ′ into
parallel sections σ± over V±. This will then be shown to lead to a contradiction.
Step 1: To implement this construction, we first need to show that σ|M\U ′ is not
trivial. To do this, use that, for any X ∈ Γ(TM |U),
X.h(σ, τ) = h(∇TXσ, τ) = h(τ, τ)ωΣ(X).
Now recall that ν is length 1, so that h(τ, τ) = cn,k is constant, and so ωΣ
is exact on this region. For some x = (x, 0) ∈ Σ × R, integrate ωΣ along
the line l(t) := (x,−1 − ǫ + (1 + ǫ)2t), and use the fact [8, 1.6] that the
integral of ωΣ along the fibre of Σ× R is equal to one to get,
(13) 1 =
∫
l
ωΣ =
1
cn,k
(
h(σ, τ)(x,1+ǫ) − h(σ, τ)(x,−1−ǫ)
)
.
This implies that σ is not identically zero in the complement of U ′. In fact,
since σ is parallel outside of U ′ this shows that σ never equals 0 on M \U ′.
Now we will use σ to define sections on V±.
Step 2: This is done as follows: choose a point p = (x, 1+ ǫ) ∈ U \U ′ and a simply
connected open set W ⊂ Σ, with x ∈ W . We can define a section, σ+ on
the set {(w, t) ∈ U | w ∈ W, t > −ǫ} by parallel transport of the vector
σ(p) ∈ Tp along any path in {(w, t) ∈ U | w ∈ W, t > −ǫ}. Since the
tractor connection ∇T is flat, the precise path is irrelevant, since parallel
transport only depends on the homotopy class of a path.
For another simply connected set W ′ ⊂ Σ with x′ ∈ W ′, and p′ =
(x′, 1 + ǫ) ∈ U \ U ′, we can similarly define a section σ′+ on {(w
′, t) ∈
U | w′ ∈ W ′, t > −ǫ}. The sections σ+ and σ
′
+ thus defined will agree on
{(w, t) ∈ U | w ∈ W ∩W ′, t > −ǫ}.
To see why, notice that, for any w ∈ W ∩W ′, there is a path that joins p
with w and passes through (π(w), 1+ǫ). Specifically, if γ(s) : [0, 1] 7→ Σ is a
path joining x with π(w), then (γ(s), 1+ ǫ), concatenated with translation
along the fibre Rπ(w) is the required path. Likewise, there is a similar path
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joining p′ with w, which passes through (π(w), 1 + ǫ). Since σ is parallel
outside of U ′ and the tractor connection ∇T is flat, these paths show that
σ+(w) = σ
′
+(w), because they are both equal to the parallel transport of
σ(π(w),1+ǫ) down the fibre Rπ(w). Thus, σ+ = σ
′
+ on W ∩ W
′. Using a
covering {Wi} of Σ by simply-connected open sets, continue in this way to
define a section σ+ on {(x, t) ∈ U | t > −ǫ}.
Similarly, we can define a parallel section σ− on {(x, t) ∈ U | t < ǫ},
by starting at a point q = (x,−1 − ǫ) and using parallel transport of
σ(q) to define a section σ− on {(w, t) | w ∈ W, t < ǫ}. Then, continue
as before, using a covering {Wi} of Σ to define a parallel section σ− on
{(x, t) ∈ U |t < ǫ}.
By declaring σ±(p) := σ(p) at all points p ∈ M \ U , we get two smooth
parallel sections on V±, since by construction σ± agrees with σ on U \ U ′.
Step 3: Now, we will show that σ+ = c
+τ , for some constant c+. To see this, notice
that Lemma 5 shows that there is an orthogonal splitting of Sk0T |Σ into a
direct sum; with summands either of the form Sl0T Σ, with 1 ≤ l ≤ k, or of
the form,
(NΣ⊗NΣ⊗ . . .⊗NΣ)0︸ ︷︷ ︸
k times
.
Moreover, with the induced Riemannian metric, Σ is itself a compact hy-
perbolic manifold Γ′\Hn−1. Theorem 1 therefore shows that the orthogonal
projection of the parallel section σ+ onto any of the summands Sl0T Σ gives
an element of H0(Γ′, Sl0R
n+1). But this must be zero, because the case of
the Vogan-Zuckerman theorem discussed in equation 8, section 3.4 (and
also remark 5). So σ+ has no component in S
l
0T Σ, which means that
σ+ = c
+τ , for some constant c+. The constant c+ must be nonzero, be-
cause σ is nowhere zero on M \U ′ (which we showed above using Equation
13), and σ+ agrees with σ outside of U
′.
The same reasoning applied to σ− means that σ− = c
−τ for some (nec-
essarily non-zero) constant c−.
Step 4: From the fact (Equation 12) that ∇T h = 0, we get that c+ = ±c−. This
means that σ+ ⊗ σ+ and σ− ⊗ σ− are parallel sections of ⊗2kT |V+ and
⊗2kT |V−, respectively, which agree on the overlap V+ ∩ V−. This means
that there is a gobally parallel section ̟ ∈ Γ(⊗2kT ) such that ̟ = σ+⊗σ+
on V+ and ̟ = σ− ⊗ σ− on V−.
Since ̟ locally agrees with σ+ ⊗ σ+ or σ− ⊗ σ−, the trace-free, sym-
metric part of ̟ is not zero. But then Theorem 1 means that there is
a nonzero element of H0(Γ, S2k0 R
n+1), which contradicts the case of the
Vogan-Zuckerman theorem in equation 8, section 3.4.

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Appendix A. General formulae for bundles occuring in the BGG
complex
To describe the end result of the algorithmic method of determining BGG com-
plexes, let’s fix some notation from representation theory. Fix a Cartan subalgebra
h ≤ g, and let {αi} be a set of simple roots for (g, h). Let α∨i be a corresponding set
of co-roots, so that α∨i = 2αi/(αi, αi), and ̟i be the corresponding fundamental
weights, with (̟i, α
∨
j ) = δij .
We will use the correspondence between SL(n+1,R)-representations and highest
weight vectors in h∗, which will be written in the basis {̟i}ni=1 ∈ h
∗. Furthermore,
the vector in h∗ labelling a representation will also denote the corresponding asso-
ciated bundle to GΓ. With these conventions, the BGG complex on Γ\Hn has the
following bundles (in this order),
(a1, a2, . . . , an)→ (a1 − 2, a1 + a2 + 1, a3, . . . , an)
→ (a1 − a2 − 3, a1, a2 + a3 + 1, a4, . . . , an)
→ (a1 − a2 − a3 − 4, a1, a2, a3 + a4 + 1, a5, . . . , an)→ · · ·
→ (−a1 − a2 − · · · − an−1 − n, a1, a2, . . . , an−2, an−1 + an + 1)
→ (−a1 − a2 − . . .− an − (n + 1), a1, a2, . . . , an−1).
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