The ALICE experiment at the LHC is dedicated to the investigation of reactions between ultra relativistic heavy ions. With an expected event rate of about 200 Hz in Pb-Pb collisions the data rate of the TPC alone is approximately 15 Gbyte/s, in contrast with a maximum affordable rate to the permanent storage system of 1.25 Gbyte/s. Therefore, a high-level trigger is needed which allows for the reduction of the data rate by at least one order of magnitude while preserving full physical information. For a detailed description of the ALLICE High-Level Trigger and its physics applications refer to [1].
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Overview
A key component of the proposed High-Level Trigger is its ability to process the raw data in real time. This is achieved by employing a hierarchical cluster of standard personal computers running the Linux operating system. The first layer of this network, the so-called HLT front-end processors, receives data via optical links which are mounted on the Read-Out Receiver Card (RORC). This device is plugged into the PCI bus of the personal computer (see Figure 1 ). The incoming data are moved into the main memory of the host using DMA transfers on the PCI-bus.The first processing is performed trivially parallel by implementing a highly local cluster finder algorithm on the digitised raw clusters. The derived space points are then further processed in an online tracker and finally converted into physics quantities which are merged from all detectors in order to generate the global trigger decision. Once the event or part of it is selected for readout the data are compressed and forwarded to the mass storage system. For an overview of the conceivable compression schemes see [2] . Since the FPGA is necessary in any case in order to implement the PCI protocol it can also be used to assist the host processor with first-level processing, e.g. cluster finding by applying a Hough transformation in case of high multiplicity events.
Software Framework and Fault Tolerance
In order to implement an interface between the different processing steps a generic low overhead framework has been developed based on the publisher-subscriber principle. To avoid unnecessary copying of large data blocks the data itself will not be communicated between different processes. Instead, only a descriptor of the data including a reference to the actual data in a shared memory segment will be sent. Another design criterion of the software framework was its tolerance against failure of single processing nodes. This built-in fault tolerance was demonstrated with a small setup of seven computers in which one producing node distributes data to three worker nodes which in turn send their data to one node acting as data sink. The results are shown in Figure  2 . At point "1", a network cable is unplugged in order to mimic a node failure. The network traffic into the affected worker node goes immediately to zero (curve C).At the same time the network traffic out of the data source decreases to a value of about two thirds (curve A). At point "2" the faulty node has been removed from the data path and data are passed only to the two remaining nodes. The amount of data leaving the data source increases to its original value while the amount of data going into one worker node increases by a factor of about 1.5 (curve D). Finally, at point "3" one spare node is connected into the processing chain (curve D) and the amount of data going into the regular worker node decreases back to the value before the simulated failure. In this process no event is being lost. 
