Abstract-Node localization is the basis of a variety of applications as an important technology in wireless sensor networks. This paper studies the existing localization algorithms, and puts forward a sensor node localization algorithm based on particle swarm algorithm, this algorithm uses the fitness value of the particle to adjust the inertia weight value, in order to achieve , and fast and accurate positioning of the target node. The simulation results show that the algorithm is an effective refinement algorithm in nodes localization.
I. INTRODUCTION
Wireless sensor networks [1, 2] is a self-organizing networks, which is constituted by a large number of inexpensive sensor nodes deployed in the monitoring area. It combines sensor technology, embedded computing technology, wireless communication technology, distributed information processing technology and modern network technology and other technology, and interacts through various types of integrated sensor with the outside world, and achieves data acquisition, monitoring, processing and other functions. It has a wide application prospects. The technology of node localization is the supporting technology in wireless sensor networks, the network data monitoring and acquisition, as well as the performance of the system has a very important role; It can locate and track the target node, so that the monitoring data is more meaningful [3] ; It can not only determine information of the sensor node location, improve the routing efficiency for the network to provide a namespace, and report the coverage of the network quality, but also it can achieve load balancing of the network and self configuration of the network topology and other functions [4, 10] .
There are a variety of localization algorithms, each algorithm has different applications, we give a brief summary of these algorithms. AHLOS algorithm [11] , DV-distance algorithm [12] are based on representative ranging algorithms. AHLOS algorithm requires a high density of anchor nodes in the networks, does not apply to large-scale wireless sensor networks, and cumulative error exists in the iterative process; DV-distance algorithm has a high localization accuracy, applies to isotropic dense network, but it is easy to be affected by the ranging error. Range-free technology has the following Centroid algorithm [13] , Convex position algorithm [14] , DV-hop [15] , MDS-MAP [16] . Centroid localization algorithm is simple without coordination between the anchor nodes and unknown nodes, and it is easy to implement, but the localization accuracy is not high; Under the condition that the ratio of beacon node is 10%, the localization accuracy of the convex programming algorithm is about 100%, the algorithm requires the beacon nodes are deployed at the network edge, otherwise the estimated location of unknown node will be offset to the network center; DV-hop algorithm with low hardware requirements, but it requires a higher density of anchor nodes, and only applies to the isotropic dense network; The positioning of the M DS-MAP algorithm has higher fault tolerance, it is not susceptible by the ranging error, under the conditions that the proportion of beacon nodes is small, it also can obtain higher localization accuracy, but the algorithm has a large amount of computation and traffic, which is not suitable for large-scale network. These algorithms have their own characteristics, we can select the appropriate algorithm depending on the applications. This paper studies the localization accuracy of the nodes in wireless sensor networks, proposes an improved particle swarm algorithm and applies it to the node localization of the wireless sensor networks. The algorithm takes advantage of the fitness value to adjust the inertia weight, the iteration of the inertia weight is processed under the condition that the particles adapt to the value of dynamic change; so the algorithm enhances the global and local search ability of particles to accelerate the convergence speed, accesses to better solution accuracy. Through simulation experiments, the improved algorithm and the other two particle swarm algorithms are compared, and the experimental results show that the algorithm can speed up the localization speed of the node and improve the accuracy of the node localization; it is an effective localization algorithm.
II. THE BASIC PRINCIPLE OF LOCALIZATION ALGORITHM
The node localization algorithm of wireless sensor networks includes two steps: the first step, we have to measure the distance. It means that we can directly or indirectly measure the distance, orientation, or other connectivity information between the nodes; second, we can calculate the spatial location. This is mainly the use of various algorithms or techniques to achieve the estimate of the position of the node. For Ranging-based localization algorithm, these two steps are indispensable. For Ranging-free localization algorithm, the first step can be omitted, or without measuring the distance and angle directly.
There are four methods which are commonly used to measure the distance for ranging-based localization algorithm: Time of Arrival (TOA), time difference on arrival (TDOA), angle of arrival (AOA), received signal strength indicator (RSSI).
TOA is to measure the distance by measuring the signal propagation time [17] . If the propagation time of radio waves from an anchor node to an unknown node is t, the wave propagation speed is C, the distance from the anchor node to the unknown node is tC. TOA requests that the reception signal node must know the time of radio wave transmission and requires very accurate clock, due to the small distance between the nodes in wireless sensor networks, it's difficult to measure the distance. The TDOA has been widely used in the node localization of wireless sensor networks [18] , it requires that the ultrasonic transceiver and the RF transceiver are installed on the node. In the ranging process, it requires that the two transceiver of the transmitting terminal must simultaneously transmit signals, because the speed of sound waves is different from the radio waves, we can record to the differences in the arrival time of two different signals (RF and ultrasonic signal) at the receiving end; signal propagation speed is known, so the time can be directly converted into distance. However, TDOA requires lots of computing and communication overhead, it is not suitable for low-power wireless sensor applications.AOA method is to measure the angle, and angle is converted to the distance [19] .The reception node through the antenna array or a plurality of ultrasonic receivers senses the direction of the transmitting node signal arriving, calculate the angle between the receiving node and the transmitting node, and then calculate the node's position by triangulation. Although the structure is relatively simple, but AOA is easy to be impacted by the environmental of the outside world, and it need additional hardware; taking into account the size and power consumption of the hardware, it does not apply to largescale sensor networks. RSSI: the emission power has been informed, measure the received power at the receiving node, calculate the propagation loss, use theory or empirical model of signal propagation, then the propagation loss will be converted into the distance, RF signal is mainly used [20] .Because the sensor node has the capability of wireless communication, it is a low power and inexpensive ranging technology. Its signal propagation model is very complex and it is easily affected by the environment. At the same distance, due to the interference of the emission, multipath propagation, the non-line-of-sight and antenna gain, propagation loss will be very different. RSSI is generally deemed to be an inexact ranging technology, it is possible to produce 50% of ranging error [21] .
If there are a number of anchor nodes in wireless sensor networks, it is according to the location of the anchor node positioning to calculate the coordinates of the unknown node. Trilateral positioning method is that we know the coordinates of the three anchor nodes A, B, and C, and the distance between the unknown nodes D and three anchor nodes, then three anchor nodes as the center of the circle, the distance d is from the radius of the three circles of the unknown node to anchor node, three circles of intersection are the coordinates of the unknown node [22] . The method of calculation can be seen from the figure. 
We can calculate the coordinates of the unknown node:
Because the three circles will not intersect at one point, d A ,d B , d C which are measured in the trilateral localization algorithm have measurement error, then the calculated coordinates of the unknown node and the actual coordinates for comparison, the error will be large. To reduce the impact of distance error in the localization accuracy, multilateral great likelihood estimation method can be adopted [23] .
We assume that the coordinates of the more than three anchors are known, and their distance to the unknown nodes, and we can get the coordinates of the unknown node. The detailed method will be described in the following content.
The number of the nodes in the method is n, the coordinates of the nodes are: (x 1 , y 1 ), (x 2 , y 2 )……(x n ,y n ), the distance between the anchor node and unknown node are d 1 , d 2 ,……d n , the coordinates of the unknown node is D(x, y);then we can use the coordinates of anchor nodes and the distance to establish a system of equations: 2  2  2  2  2  2  1  1  1  1  1   2  2  2  2  2  2  2  2  2  2  2   2  2  2  2  2  2  1 
By simplifying the calculation we get the matrix multiplication: AX=b. A, X and b in the above equation can be represented by the following formula:
By using the standard minimum mean variance estimation method we can get the coordinates of the node D:
.
Ⅲ LOCALIZATION ALGORITHM OF PARTICLE SWARM OPTIMIZATION

A. Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a global optimization algorithm. Kennedy and Eberhart proposed the algorithm after they studying the behavior of birds [24] . The basic idea of particle swarm optimization is that [25] : the optimization solution is called a particle, each particle flies with a certain speed in the n-dimensional search space, fitness function value is used to measure the pros and cons of the particle, the particle according to its own flying experience and others' flying experience can dynamically adjust flight speed and fly to the best particle position in the group, so that the optimization problem obtains the optimal solution.
First, we introduce the basic contents of the particle swarm optimization. In the n-dimensional search space, m particles are composed of a swarm, we represent the position and velocity of the particle by using the ndimensional vector group:x i =(x i1 ,x i2 ,…..x in ),v i =(v i1 ,v i2 , …..v in ). The best position of particle experienced during the move is the optimal solution found by the particle itself, and denoted by P i =(P i1 ,P i2 ,…..P in ). Each location of the particles is considered to be a potential solution, these solutions which are good or bad are decided by the fitness function value. The entire swarm have experienced the best position, which is the optimal position of the group, denoted by P g =(P g1 ,P g2 ,….P gn ). The speed and position of the particle are updated according to the following equation. ( 1) ( ) ( ( ) ( )) ( ( ) ( ))
( 1) () ( 1)
t wv t Cr p t x t Cr p t x t x t x t v t
We can know that the formula of velocity can be divided into three parts: the first part is the velocity of the previous generation of particle; the second part is the particle's cognitive abilities; the third part is the cognitive ability of the particle swarm. If the first part is not included, the particle's velocity only depends on the particle's cognitive abilities and the cognitive ability of the particle swarm, the velocity will not have the memory; if in the beginning, a particle is just located to the best location in the whole particle swarm, the particle will remain the same position until a best position to replace the position; at the same each particle will move in the direction of the best position of the groups until the particle find the new best position. Therefore, if there is no the first part, the particle swarm algorithm will be easy to fall into local optimum and occur the premature phenomenon. On the other hand, if the first part is enhanced, the particles will expand the ability of the search and have the ability to extend a new search area. Therefore, we enhance the first part of this algorithm, the global search capability can be enhanced. Local search capability and global search capability are beneficial to solve some kind of the problem, so there must be a balance between the global search and local search. Different problems need different balance, the inertia weight can be introduced to play a balancing role between the local search capability and global search capability. For any optimization search algorithm, a good idea is that the algorithm has stronger global search capability in the early which can find a good solution species, and has stronger local search capability in the late that the algorithm can search for a good solution in the local area. How to set the value of w is the main content of our study.
In the above equation C 1 、C 2 are called the learning factors, they adjust the maximum step of the fly which can direct the individual best particle and global best particle, C 1 ，C 2 can accelerate the convergence, and the algorithm will not easily fall into local optimum [26] , C 1 、 C 2 are usually set to 2; r 1 and r 2 are uniformly distributed the random numbers between [0,1]; t is the number of iterations; particles through continuous learning, P g is found the global optimal solution at the last. Another important parameter of the algorithm is the population size of the particle swarm, when the value of m increases, the number of particles that can cooperate with other particles to search is more, so it can give full play to the search ability of PSO. However, if m is too large, it will significantly increase the time of calculation, when the scale of population growth to a certain number, and then increase the number of particles does not improve the search ability. Through the study of m, the value of m is set to 20, this is more appropriate.
B. Fitness Function
The fitness function is a very important function in the particle swarm algorithm. In the process of the movement of particles, there are some parameters associated with the particle's state. Substituting these parameters into the fitness function and we can get a value. The value of this function can be used to determine the quality of the relevant parameters of the particle. If the current value of the function is less than before, the current location of the particle is the best location in the entire process of movement of the particles, the best location is the P i . By comparison with the best location of the other particles to find the best location of the particle swarm.
We assume that there are numbers of anchor nodes in wireless sensor networks, the total number of them is n, the coordinates of each anchor node is (x j ,y j ), the distance between the anchor node and unknown node is d j , j=1,2……n, ) , ( y x is the coordinate of the unknown node which is estimated, the fitness function is： 2 22 1ˆ( ( 
C. The Improved Particle Swarm Optimization
In the particle swarm algorithm, the inertia weight w as an important parameter .The effect of the implementation of the particle swarm algorithm depends on the selection of inertia weight, then in order to balance algorithm for global search and local search capabilities, and the inertia weight which is selected correctly is particularly important. When the value of w is larger, it is conducive to the global exploration, but the ability of local search is weak and less efficient; when the value of w is small, there is a strong local ability to explore, but it is easy to fall into local optimum. So the value of inertia weight is reasonably set, it can avoid particle swarm algorithm into local optimum and improve search capability. The value of inertia weight can be adjusted dynamically, its maximum is 0.9 and its minimum is 0.1 [27] .
In the article [28, 29] , the authors proposed a strategy that w was linearly decreased in the particle swarm algorithm, the inertia weight was adjusted by the number of iterations. The following is the formula: w are the maximum and minimum inertia weight; t is the current number of iterations; T is the maximum number of iterations. The improved inertia weight can make the algorithm has a strong global search capability in the early stages of the evolution, but if the algorithm can not find the optimal point early in the search, with the decrease of the w, the local search capabilities will enhance and it is easy to fall into local minima [30, 33] . This paper presents a dynamic change of the algorithm for the problems, it allows w to be dynamically adjusted as the fitness value of particle. The following is the formula: 
w are the maximum and minimum inertia weight; fin is the value of the particle current fitness; max fin is the maximum fitness value , min fin is the minimum fitness value.
From the above equation we can see that, if we want to get the value of w, we must first compare the value of the fitness function, the value of the fitness function determines the values of w. when the particle's fitness value is greater than the maximum fitness value, the inertia weight can get the maximum value, so that PSO can have larger search space and continue to search, the Figure 3 . The flow chart of the particle swarm algorithm method particle can keep a wide range of optimization; When the particle's fitness value is reduced, the value of w is between maximum and minimum values, w can be dynamically adjusted according to the particle current adaptive value; when the particle adaptability value is less than the minimal fitness value, the inertia weight value is always equal to the minimum value of the inertia weight, particle continues to search in the invariant inertia weight condition. The value of w is only associated with the number of iterations in the previous algorithms, the value of w is either frequently changed or maintains a constant value. The improved algorithm takes advantage of the advantages of other algorithms, the value of w can be constant and also be changed with the value of the fitness function, so that the particles has diversity and can accelerate the convergence rate. Fitness value can evaluate the advantages and disadvantages of particle, this paper proposes an improved algorithm, and can know that the relationship of the inertia weight and fitness values is linear, so that the inertia weight can makes that the particle algorithm will be faster and better to find the optimal results.
D. Location Algorithm of Particle Swarm Optimization
The improved particle swarm optimization algorithm can be applied in node localization of the wireless sensor networks. The unknown node is the target which is the particle search for. The particle searches in the region which includes the anchor node and unknown node. The algorithm takes advantage of the parameters of the node, it will find the unknown node's position through a series of calculations. The flow chart of the particle swarm algorithm is shown in Figure 2 [34, 35] . The location algorithm of particle swarm optimization particle algorithm is composed of the following seven steps: ⑴ First we set the swarm size is m, then the positions and velocities of all particles are randomly initialized, the fitness value can be calculated according to the fitness function, we can find the smallest fitness value of the particle, so the position of the particle is P g , each particle's current position is P i ; ⑵ According to the equation (7), w can be updated, then w is substituted into the equation (4) to update the position and velocity of the particle； ⑶ The value of particle fitness is calculated, then we compare the particle's current fitness values and the fitness value that is calculated by P i , if the particle's current fitness is less than the fitness value which is calculated by P i , particle's current position is P i ; otherwise P i is unchanged;
⑷ Comparing the particle's current fitness values and the fitness value that P g corresponds to, if the particle's fitness is less than the fitness value that P g corresponds to, particle's current position is P g , otherwise P g is unchanged; ⑸ Checking the value to find that whether it meets the end of program condition (Reaching a preset maximum number of iterations or fitness values is in the range error range), if it meets the end of program condition, it will output the global optimum position which is the location of the unknown node, then the cycle will be ended; otherwise it will go to step 2.
Ⅳ. SIMULATION DESIGN AND RESULTS ANALYSIS
A. Conditions of the Simulation
In this paper, we use the Matlab simulation platform, the improved algorithm is simulated to verify its validity. We compare it with the other two algorithms. One of the algorithms has invariant inertia weight, we refer to it as IPSO, because its inertia weight that is invariant, the algorithm's search capabilities will remain unchanged in the entire process of movement. The other algorithm is that the inertia weight can change with the number of iterations, the value of w is calculated by Equation (6), we refer to it as CPSO, and so the search capabilities of the algorithm will dynamically change. The location error is an important indicator to evaluate the performance of the location algorithm, location error of the three algorithms will be compared in the simulation. The location error is small that measurement distance will be very close to the actual distance, which means that if the algorithm has a high localization accuracy and the algorithm will have a good performance. Through the comparison of the algorithm, we can find the advantages of the improved algorithm.
In the simulation, there are two important things. One is that we need to initialize some parameters, because the initialization of parameters can directly affect the performance of the algorithm. Initialization is to set some parameters appropriate value, but some parameters are randomly set the values, which is more conducive to the simulation of the algorithm. The other is that the simulation must select the appropriate object. In this paper, we selected four objects used to simulate, these three parameters are the location error, the number of iterations, measurement error and the fitness value. The location error and measurement error are important indicators to judge the performance of the algorithm; we First we set simulation environment: there is a 100m×100m two-dimensional square area, this area is the global search area of particle swarm algorithm.51 nodes are randomly deployed in the region including 50 anchor nodes and an unknown node; the perception of distance is 20m; the average measurement error is 0. 
A. Simulation of the Location Error and the Number of Iterations
The location error and the fitness value are for comparison under the condition that the number of iterations is variable, other conditions are not changed. We can know that the location error of algorithms have obvious distinction, the improved algorithm has a high location performance. Results are presented in Figure 4 .
B. Simulation of the Fitness Value and the Number of Iterations
The fitness value and the number of iterations are for comparison, under the condition that the number of iterations is variable, the fitness value will gradually reduce with the change of the number of iterations. The fitness value of the improved algorithm can be quickly reduced to the minimum, it shows that the improved algorithm can quickly search in the area and find the target node.
C. Simulation of the location error and the measurement error
The location error and the measurement error are for comparison. The condition has been changed, the average measurement error is not a constant value, and it can take the value from 0.1 to 0.3, the Maximum number of iterations is 10, other conditions are not changed, results are presented in Figure 6 .
D. The Analysis of the Results
It can be seen from Figure 4 that the location error of the three algorithms is almost the same at the beginning, and then the location error of the improved algorithm is always the smallest, the location error of the algorithms are approaching the same value after 13 iterative. So the improved algorithm can reduce the location error to the minimum with the shortest time. The fitness function value can be quickly reduced in Figure 5 , it shows that the direction of the movement of the entire particle swarm are accurate, the number of particles that deviate from the target direction is small, and the improved algorithm can quickly locate the unknown node. We can see that the speed of the improved algorithm is the fastest from Figure 4 and Figure 5 . Location error will gradually increase with the increase of the measurement error in Figure 6 , but the location error of the improved algorithm is always the smallest, it shows that the improved algorithm has high location accuracy and the coordinates of the unknown node which is found will be accurate.
Ⅴ. CONCLUISONS
In this paper, an improved particle swarm optimization algorithm is proposed by using fitness value to adjust the inertia weight, and it is apply to the node localization of the wireless sensor network. In the improved algorithm, w has a large and constant value in the early stages of particle search, the particles have a strong global search capability, and can search in the large space; the value of w will be gradually reduced with the continuation of the process of particle search, the global search ability of the particle can be weakened and the local search ability can be enhanced; at the end of the process of particle search, the values of w will be small and constant, the particles have the strongest local search capability and only search in a small space. So that the algorithm can not only prevent the algorithm dropping into a local optimum, but also accelerate the convergence speed. The simulation result shows that the improved algorithm can quickly locate the unknown node with high location accuracy in certain areas. In conclusion, the improved algorithm is an effective algorithm for node localization in wireless sensor networks.
