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Resumen
En esta tesis estudiamos la unicidad de modelos límite como una noción débil de superestabili-
dad en clases elementales abstractas métricas, mostrando algunas consecuencias en el estudio de
nociones de estabilidad geométrica como dominación, una noción débil de ortogonalidad y par-
alelismo, estudiando en algunos ejemplos los resultados obtenidos. Adicionalmente, estudiamos
un teorema de transferencia de estabilidad bajo hipótesis de carácter local (superestabilidad) y
docilidad.
Palabras clave: teoría de modelos, clases métricas, clases no elementales, superestabilidad, estabilidad,
dominación, ortogonalidad, paralelismo.
Abstract
In this thesis, we study uniqueness of limit models as a weak version of superstability in met-
ric abstract elementary classes, showing some consequences in some basic notions of geometric
stability theory as domination, a weak notion of orthogonality and parallelism, studying the got
results in some examples. Also, we study a stability transfer theorem under local character (su-
perstability) and tameness in the setting of metric abstract elementary classes.
Keywords: model theory, metric classes, non-elementary classes, superstability, stability, domina-
tion,orthogonality, parallelism.
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Introduction
Metric Abstract Elementary Class (shortly, MAECs) is a notion which corresponds to a kind of
amalgam of the notions of Abstract Elementary Class (see [She99, Bal09]) and elementary classes
in the setting of Continuous Logic. This notion has been studied by S. Shelah and A. Usvyatsov
(see [SU]) and A. Hirvonen and T. Hyttinen (see [HH09]). MAECs are important for many rea-
sons. Mainly, this setting provides a suitable abstract framework for studying classes of complete
metric structures which cannot be studied as CFO elementary classes. CFO requires that all con-
sidered operators satisfy some restricted properties like boundedness, compactness and uniform
continuity, but there are lots of metric structures studied in Physics (for example, rigged Hilbert
spaces in Quantum Mechanics) which do not satisfy those conditions.
In [HH09], Hirvonen and Hyttinen studied a categoricity transfer theorem in the setting of Ho-
mogeneous Metric Abstract Elementary Classes. In that paper, Hirvonen and Hyttinen introduced
a notion of independence which underω-d-stability is well-behaved. There is no suitable study
of geometric stability in those particular examples. However, Hirvonen and Hyttinen deVned
domination in homogeneous MAEC, and used it to prove unidimensionality of Galois types in
this setting, and then used it for the proof of their version of categoricity transfer theorem. Also,
they did a suitable analysis ofω-d-stability in their setting, but they did not study more general
consequences under the weaker superstability assumptions.
Uniqueness (up to isomorphism) of limit models is a robust version of superstability which R.
Grossberg and M. VanDieren used for giving a partial answer -in the setting of tame AEC- to the
following conjecture due to Shelah: For any (discrete) abstract elementary class (for short AEC)K
there exists a cardinality µ (which depends on the Löwenheim-Skolem number of K) such that
if K is λ-categorical for some λ ≥ µ then K is κ-categorical for all κ ≥ µ. R. Grossberg, M.
VanDieren and A. Villaveces proved in [GVV08] uniqueness (up to isomorphism) of limit models
assuming that K does not allow long splitting chains, K satisVes locality of splitting and K is
κ-Galois-stable (which follow from categoricity).
In [Bal0x], J. Baldwin does a study of a weak notion of domination which is based on a rough
notion of independence in terms of on intersections of models, although he assumes uniqueness
of limit models as a superstability-like assumption.
In superstable Vrst order theories, getting a decomposition (up to equi-domination) of stationary
types as a Vnite product of regular types provides us a proof of the following fact due to Lachlan:
A countable superstable theory has 1 or inVnitely many countable models. Also, there are ver-
sions of this decomposition theorem in not necessarily stable theories (see [OU09b]) such as rosy
and dependent theories (see [OU09a]), settings where there is a very well-behaved independence
notion.
In the Vrst chapter, we provide some basic deVnitions and facts aboutMetric Abstract Elementary
Classes. In section 1.4 we introduce a notion of independence (smooth independence) which is
well-behaved under stability assumptions. In this section, we prove some properties which were
not considered in [HH09] such as a version of transitivity of independence. Also, we prove a
new property on independence notions which we called continuity. In general, this result says
that if (bn)→ b and every bn is independent from some modelM overN, so is b. This property
is very useful in the proof of uniqueness of limit models in the setting of MAECs. In section
1.5 we introduce a notion of κ-d-tame MAEC and we introduce a variant of s-independence
(called tame-independence) and prove some basic properties of this independence notion. We
use this independence notion towards getting a stability transfer theorem in the setting of κ-d-
tame MAEC (in a similar way as [BKV06]).
In chapter 2, we make some steps towards getting uniqueness of limit models under superstability-
like assumptions. Although the sketch of the proof which we do in this work is quite similar to
the proof given in [GVV08], we have to point out that various steps of the proof in our setting
are quite diUerent from the details given by Grossberg, VanDieren and Villaveces. We even have
to give a diUerent notion of reduced tower based in our notion of independence.
In chapter 3, we introduce a notion of dominance in the setting of superstable MAEC. We base
our work on [Bal0x], but we deVne our notion of dominance using smooth independence and
not just using intersections as J. Baldwin does in his paper. We prove that under suitable as-
sumptions, given a tuple (M,M, a,N) (where M is a resolution of M which witnesses that M
is a limit model over some model M0) such that a |^
M0
M0
M (and therefore ga-tp(a/M) is a sta-
tionary type because M is an universal model over M0), there exist N∗ and a resolution M∗
which witnesses that M is a limit model over M0 such that a BCM
∗
M N
∗. Also, in this chapter
we study notions of orthogonality and parallelism in superstable MAECs, inspired in [She09b].
In this study, we drop some strong conditions given in [She09b] and simplify some of the proofs
given there. Also, we prove some properties which were not studied in [She09b].
In chapter 4 we prove a stability transfer theorem in the setting of κ-d-tame MAEC, using the in-
dependence notion deVned in section 1.5 of chapter 1. Discrete tameAECs are a very special kind
of AECs which have a categoricity transfer theorem (see [GV06a]) and a nice stability transfer
theorem (see [BKV06]). In fact -under ℵ0-tameness and ℵ0-locality (assuming LS(K) = ℵ0)-, J.
Baldwin, D. Kueker and M. VanDieren proved that ℵ0-Galois-stability implies κ-Galois-stability
for every cardinality κ. First, they prove that ℵ0-Galois-stability implies ℵn-Galois stability for
every n < ω (in fact, their argument works for getting κ-Galois-stability if cf(κ) > ω) and
so (by ω-locality) ℵω-Galois-stable (where that argument works for getting κ-Galois stability if
cf(κ) = ω). In this thesis, we prove an analogous stability transfer theorem in a metric ver-
sion of tameness of MAECs, but we use a version of local character of a notion of independence
(tamely independence) which is well-behaved in that setting instead of using ω-locality as in
[BKV06].
In chapter 5, we study some examples and interpret the results on geometric stability theory
studied in chapter 3. First, we consider Hilbert spaces with a unitary operator. Secondly, we
study Lp spaces. Then, we study Hilbert spaces with an unbounded closed self-adjoint operator.
Finally, we study Gelfand triplets as MAECs.
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CHAPTER 1
Some independence notions in Metric Abstract Elementary
Classes
1.1 Some basic deVnitions and results
Abstract Elementary Class is a notion due to B. Jónsson and S. Shelah (see [Jón56, Jón60, She87a,
She87b]) which corresponds to a generalization of Vrst order elementary classes and was used
initially for studying the model-theoretical behavior (categoricity spectrum, stability spectrum,
etc.) of non (Vrst order) elementary classes like the class of models of an Lω1,ω sentence. But
this approach is not suXcient for studying analytic structures such as those arising in Operator
Theory, Functional Analysis, Probability, etc.
Continuous logic (for short, CL) is a logic which is used for studying these kinds of analytical
structures (see [BYBHU08]) due originally to W. Henson and J. Iovino (Positive Bounded Theories,
see [HI02]; inspired in works of C. C. Chang and H. J. Keisler, see [KC66]) and in a later ver-
sion due to I. Ben-Yaacov and A. Usvyatsov. In this logic, we consider structures with uniformly
continuous functions and relations and a new particular symbol which is interpreted as a metric
in every sort in the structures considered. Metrics play the same role in this setting as equality
plays in Vrst order extensions. In CL, formulas are deVned inductively, taking values continu-
ously between 0 and 1 (where their values are interpreted as the “distance to the truth”). We do
not provide either the inductive deVnition of formulas or the deVnition of “satisfaction” in this
work, but we refer to [BYBHU08] for basic deVnitions and facts in this logic.
Although CL provides a nice framework for studying analytical structures, there is the obvi-
ous limitation that most known elementary examples in CL impose very restrictive condition
on operators (as boundness and compactness), because these requirements are necessary for
constructing ultraproducts towards getting an axiomatization in CL. This excludes lots of inter-
esting examples which cannot be studied in CL, e.g. Hilbert spaces with an unbounded closed
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self-adjoint operator (see [Arg1X]). So, it is necessary to set a more general framework to be able
to study this kind of examples.
Metric Abstract Elementary Class is a framework due to S. Shelah and A. Usvyatsov (see [SU])
and independently by Å. Hirvonen and T. Hyttinen (see [HH09]), which corresponds to a kind of
amalgam of Abstract Elementary Classes (for short, AECs) and elementary classes in the context
of CL.
DeVnition 1.1.1. The density character of a topological space is the smallest cardinality of a dense
subset of the space. If X is a topological space, we denote its density character by dc(X). If A is
a subset of a topological space X, we deVne dc(A) := dc(A), where A denotes the topological
closure of A relative to X. Notice that this notion depends on X, but there is no ambiguity if we
are working in a Vxed context.
Fact 1.1.2. Let κ > ω be a regular cardinal and M be a metric space of density character κ. Let
{ai : i < κ} be a dense subset of M. Then there exist ε > 0 and Y ⊂κ κ (i.e.: |Y| = κ) such that
d(ai, aj) ≥ ε for every i 6= j ∈ Y.
Proof. If this fact were false, given r ∈ Q+ there are at most λr < κ many indexes i, j < κ such
that d(ai, aj) ≥ r. Denote by Xr a maximal set of such indexes of size < κ (such maximal set
exists by Zorn’s lemma, because cf(κ) = κ and there are at most λr < κ many indexes i, j < κ
such that d(ai, aj) ≥ r). DeVne X :=
⋃
r∈Q+ Xr. Since cf(κ) > ω, notice that |X| < κ.
We claim that {ai : i ∈ X} is dense in M. Let a ∈ M and r ∈ Q+. Since {ai : i < κ} is a dense
subset of M, there exists i < κ such that d(a, ai) < r/2. If i ∈ X, we are done. If not, since
i /∈ X, in particular i /∈ Xr/2. So, there exists ir ∈ Xr/2 such that d(ai, air) < r/2 (since we chose
every Xr maximal). By the triangle inequality, d(a, air) ≤ d(a, ai)+d(ai, air) < r/2+r/2 = r,
so we are done. Therefore, X is a dense subset ofM of size < κ (contradiction).
Fact 1.1.2
We consider a natural adaptation of the notion of Abstract Elementary Class (see [Gro02] and
[Bal09]), but work in a context of Continuous Logic that generalizes the “First Order Continu-
ous” setting of [BYBHU08] by removing the assumption of uniform continuity1 and we consider
closed operators instead of uniform continuity. Our deVnitions are inspired in the work done by
Åsa Hirvonen and Tapani Hyttinen (see [HH09]).
Next, we deVne the notion of structure that we use in this thesis. This is an adaptation of the
notion of structure given in [BYBHU08], but we do not require to consider uniform continuity in
this thesis, as in [BYBHU08], because we are not interested to get axiomatizations of the classes.
However, we require that relational and functional symbols satisfy some closedness assumptions.
1Uniform continuity guarantees logical compactness in their formalization, but we drop compactness in our more
general setting of AEC.
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DeVnition 1.1.3. Let L be a language as in [BYBHU08], but without the uniform continuity
modulus. A multi-sorted metric L-structure is a tuple
M := ({〈Ai, di〉}i∈I,R, {cj}j∈J, {Fk}k∈K, {Rl}l∈L), where:
1. Each (Ai, di) is a complete metric space.
2. R is an isomorphic copy of the real Veld (R,+, ·, 0, 1,≤).
3. Each cj is a constant in a Vxed sort Ai(j).
4. Each Rk is a continuous predicate, which corresponds to a function Rk : Ai(k)1 × · · · ×
Ai(k)n → [0, 1] which is weakly closed, i.e.: if (x)n<ω → x as tuples, then (Rk(xn))n<ω →
Rk(x), where n is called the arity of Rk.
5. Each Fl is a function Fl : Ai(l)1 × · · · × Ai(l)m → Ai(l) which is weakly closed(i.e.: if
(x)n<ω → x as tuples, then (Fl(xn))n<ω → Fl(x)), wherem is called the arity of Fl .
If it is clear that we are working in a metric context, we just called them L-structures.
DeVnition 1.1.4. Let K be a class of (possibly multi-sorted) metric L-structures and ≺K be a
binary relation deVned in K. We say that (K,≺K) is a Metric Abstract Elementary Class (shortly
MAEC) if:
1. K and ≺K are closed under isomorphism.
2. ≺K is a partial order inK.
3. IfM ≺K N thenM is an L-substructure of N -denoted byM ⊆ N-.
4. (Tarki-Vaught chains) If (Mi : i < λ) is a ≺K-increasing chain then
a) the function symbols in L can be uniquely interpreted on the completion of
⋃
i<λMi
in such a way that
⋃
i<λMi ∈ K
b) for each j < λ ,Mj ≺K
⋃
i<λMi
c) if eachMi ≺K N, then
⋃
i<λMi ≺K N.
5. (Coherence) ifM1 ⊆M2 ≺K M3 andM1 ≺K M3, thenM1 ≺K M2.
6. (Downward Löwenheim-Skolem axiom) There exists a cardinality LS(K) (which is called
the metric Löwenheim-Skolem number of K) such that if M ∈ K and A ⊆ M, then there
exists N ∈ K such that dc(N) ≤ dc(A) + LS(K) and A ⊆ N ≺K M.
Examples 1.1.5. 1. Any continuous elementary class (see [BYBHU08]) with the usual ele-
mentary substructure relation is an MAEC. Important cases include
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a) Hilbert spaces with a unitary operator (Argoty and Berenstein,
see [AB09]).
b) Nakano spaces with compact essential rank (Poitevin, see [Poi06]).
c) Probability Spaces with an automorphism, see [BH04].
d) Compact Abstract Theories, see [BY03, BY05]
2. Nakano spaces with non-compact essential rank, see [HH11].
3. A subclass of completions of metric spaces which approximately satisfy a positive bounded
theory, where ≺K is interpreted by the approximate elementary submodel relation (see
[HI02]).
4. Gelfand triplets (see section 5.4).
5. Any (discrete) AEC is an MAEC together with the discrete metric.
DeVnition 1.1.6. A ≺K-increasing chain 〈Mi : i < α〉 is said to be continuous if and only if for
every limit ordinal β < α we have thatMβ =
⋃
γ<βMγ.
DeVnition 1.1.7 (Resolution). We say that a ≺K-increasing and continuous chain 〈Mi : i < α〉
is a resolution ofM if and only if
⋃
i<αMi =M.
DeVnition 1.1.8. We call a function f :M→ N aK-embedding if
1. For every k-ary function symbol F of L, we have
f(FM(a1, · · · , ak)) = F
N(f(a1), · · · , f(ak))
In particular, f is an isometry.
2. For every constant symbol c of L, f(cM) = cN.
3. For everym-ary relation symbol R of L, for every a¯ ∈Mm, d(a¯, RM) = d(f(a¯), RN).
4. f[M] ≺K N (notice that f[M] ∈ K by axiom 1. of deVnition 1.1.4).
1.2 The Shelah Presentation Theorem in MAECs.
As in (discrete) AECs, we have a version of the Shelah Presentation Theorem. In [Hir06], Å.
Hirvonen proved a version of this theorem in order to provide the construction of Ehrenfeucht-
Mostowski models in MAECs, as in (discrete) AECs. However, she did not prove that MAECs are
PC-classes. Here, we prove that MAECs are in fact PC-classes. In fact, she proved the following
result:
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Theorem 1.2.1 (Hirvonen). Let (K,≺K) an MAEC of L-structures with |L| + LS(K) = ℵ0. Then
for eachM ∈ K we can deVne an expansionM∗ with Skolem functions Fkn (k, n < ω) such that:
1. If A ⊂M∗ and A is closed under the functions Fkn then A  L ∈ K and A  L ≺K M.
2. For all Vnite tuples a ∈M, Aa := {(F
length(a)
n )
M∗(a) : n < ω} is such that
a) Aa  L ∈ K and Aa  L ≺K M,
b) If b ⊆ a (as sets) then a ∈ Ab ⊂ Aa.
Although our proof in the metric setting follows the same sketch of the proof given in the dis-
crete case, we have to point out that the details are quite diUerent because we are working in a
metric setting. We have to use the formulation of Continuous Logic, clarifying that we drop the
uniform continuity of the function and relational symbols.
We mention some basic (and classic) facts towards getting a proof of Shelah Presentation The-
orem. These basic facts are also used in the classic proof in the (discrete) Abstract Elementary
Classes (for short, AECs), but for the sake of completeness we provide their statements.
Fact 1.2.2. Let (I,≤) be a directed partial order of size λ. Then there exists a family {Iα : α < λ} of
suborders of I such that:
1. Each Iα is a directed order and |Iα| < λ
2. If α < β < λ, then Iα ≤ Iβ
3. I =
⋃
α<λ Iα.
We prove the following fact in a similar way as in (discrete) AECs (mutatis mutandis). In fact,
we strongly use the Tarski-Vaught chains axiom (MAEC axiom). Notice that in MAECs, this
axiom involves not just the union of the≺K-chain, we have to take the completion of that union.
In spite of the sketch of the proof being almost the same as in (dicrete) AECs, for the sake of
completeness we provide a proof of this fact.
Proposition 1.2.3. Let (I,≤) be a directed partial order and (Mi : i ∈ I) a ≺K-directed system.
Then:
(a)
⋃
i∈IMi ∈ K.
(b) Mj ≺K
⋃
i∈IMi for each j ∈ I.
(c) IfN ∈ K andMj ≺K N for each j ∈ I, then
⋃
i∈IMi ≺K N.
Proof. Assume this fact holds for α < |I|. By fact 1.2.2 we have that there exists a family
{Iα : α < λ} of suborders of I such that:
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1. Each Iα is a directed order and |Iα| < |I|
2. If α < β < |I|, then Iα ≤ Iβ
3. I =
⋃
α<|I| Iα.
DeVneMα :=
⋃
i∈Iα Mi. By induction hypothesis (b) we have thatMj ≺K Mα for every j ∈ Iα.
If α < β, since Iα ⊆ Iβ then Mj ≺K Mβ for every j ∈ Iα. By induction hypothesis (c) we have
thatMα :=
⋃
j∈Iα Mj ≺K Mβ.
It is easy to check that
⋃
α<|I|Mα =
⋃
i∈IMi, so by deVnition 1.1.4 4) (a) we have that
⋃
i∈IMi =⋃
α<|I|Mα ∈ K. Then (a) holds.
If j ∈ I, there exists α < |I| such that j ∈ Iα, so Mj ≺K Mα (by induction hypothesis) and by
deVnition 1.1.4 (4) (b)Mα ≺K
⋃
α<|I|Mα =
⋃
i∈IMi. ThereforeMj ≺K
⋃
i∈IMi, i.e. (b) holds.
Let N be an L-structure in K such that Mj ≺K N for each j ∈ I. By induction hypothesis (c),
for each α < |I| we have that Mα ≺K N. So, by deVnition 1.1.4 (4) (c) we have that
⋃
i∈IMi =⋃
α<|I|Mα ≺K N. So, (c) holds.
DeVnition 1.2.4 (directed system). Let K be a Category. A functor D : (I,≤) → C is said to be
a directed system if and only if (I,≤) is a directed ordered set. Set Mk := D(k) for every k ∈ I
and fi,j := D((i, j)) : Mi →Mj the morphism associate to the unique I-morphism (i, j) : i → j
viaD whenever i ≤I j.
DeVnition 1.2.5 (directed limits). We say that K is closed under directed limits iU for every di-
rected system D : (I,≤) → C there existM ∈ ob(K) and C-morphisms fi,∞ : Mi →M (i ∈ I)
such that
1. for any i ≤I j we have fi,∞ = fj,∞ ◦ fi,j
2. if any N ∈ ob(C) has a system of C-morphisms gi,∞ : Mi → N which saVsties 1. above,
then there exists a unique C-morphism h :M→ N such that gi,∞ = h ◦ fi,∞.
Mi M
N
-fi,∞
R
gi,∞
?
h
Such morphisms fi,∞ are called canonical morphisms.
Corollary 1.2.6. An MAEC K (viewed as a category with morphisms the
K-embeddings) is closed under directed limits.
Proof. This is a direct consequence of proposition 1.2.3 and deVnition 1.1.4 (1). Corollary 1.2.6
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And now, we provide the proof of Shelah Presentation Theorem in MAECs. Although the sketch
of this proof is quite similar to the proof of the original Shelah Presentation Theorem in (discrete)
AECs, we have to point out that we strongly use continuity and density, because our setting is
metric complete structures. Also, the theory and syntactic types used in the proof are not in
Classical First Order Logic but in CL (although without uniform continuity assumptions).
Theorem 1.2.7 (Shelah Presentation Theorem in MAECs). Given an MAEC
(K,≺K), there exist an expansion L
′ of L(K), a L ′-theory T ′ (as in CL but considering weakly
closed formulas instead of uniformly continuous formulas) and a set of T ′-types Γ such that
K = PCL(T
′, Γ) := {M : M is an L-structure which has an L ′- expansionM ′
such thatM ′ |= T ′ andM ′ omits all p ∈ Γ }
i.e.: K is a continuous projective class with omitting types (for short, a continuous PCΓ class).
Proof. Let L ′ be the language obtained from L(K) by adding new n-ary function symbols Fni
(i < LS(K)). Let T ′ be the theory which says that
sup x0 . . . sup xn−1|F
n
i (xo, · · · , xn−1) − xi| = 0
for all i < n. Notice that all Fni are deVned as projections, so they are continuous (and therefore,
weakly closed).
Take M ′ |= T ′ and a ∈ M ′. For b <subtuple a, deVne Ub := {F
m
i (b) : i < LS(K)}, where
m := l(b).
DeVne Γ as follows: for every M ′ |= T ′ and a Vxed submodel N ⊂ M ′ of density character
LS(K) and for every tuple a ∈ M ′, tpL ′(a/∅) ∈ Γ (the L ′-syntactic type) unless we have the
following two conditions:
1. For every b ≤subtuple a, Ub is a dense subset of a submodel of M
′  L, which we denote
byMb, andMb ∈ K.
2. If b ≤subtuple a, we haveMb ≺K Ma.
LetM ∈ PCL(T ′, Γ). So, there existsM ′ |= T ′ such that omits all the types in Γ andM =M ′  L.
Consider the sets Ua, for each a ∈ M. Since M ′ omits all the types in Γ , each Ua is a dense
subset of the universe of a submodelMa ofM such thatMa ∈ K. By proposition 1.2.3 we have
that
⋃
a∈MMa ∈ K.
SinceM ′ |= T ′, we have that a ∈ Ua and so
⋃
a∈MMa =M. ThereforeM ∈ K.
In the other direction, takeM ∈ K. We deVne M ′ as follows: for n = 0, choose M∅ ≺K M of
density character LS(K) and let U∅ := {F0i : i < LS(K)} be an enumeration of a dense subset of
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M∅. Having done this for n, let a ∈M be of length n + 1. ChooseMa ≺K M of density char-
acter LS(K) which contains
⋃
{Mb : b <subtuple a} and a, and let Ua := {F
n+1
i (a) : i < LS(K)}
be an enumeration of a dense subset ofMa such that F
n+1
i (a) = ai for i < n+ 1.
So,M ′ |= T ′ andM ′ omits every type in Γ . Hence,M ∈ PCL(T ′, Γ).
Th. 1.2.7
Notation 1.2.8. A (discrete) class K is said to be PCΓ(λ, µ) iU K is of the form PCL(T, Γ) for
|T | ≤ λ and |Γ | ≤ µ.
Question 1.2.9. Let L be a (Vrst order) language and µ := sup{|L|, κ}. Since Shelah proved that
any AEC is a PCΓ(κ, 2κ) class with LS(K) = κ, as a consequence of the M. Morley’s omitting
types theorem -see [Mor65]- we have that there exists a cardinality H1 := i(2µ)+ such that if K
is an AEC of L-structures with LS(K) = κ such that if there exists M ∈ K of cardinality > H1
then there exists a model inK in any cardinality> H1. But its existence strongly depends on the
existence of Hanf numbers in (discrete) omiting type classes (which depends on inVnitary logics,
see [Mor65]). In the metric case, we do not have a suitable study of metric inVnitary logics. It is
still open if in a suitable notion of metric inVnitary logic we can do a suitable analysis of Hanf
numbers which implies that metric PC classes have a Hanf number, and so MAECs do as well.
1.3 More basic deVnitions and results
Assumption 1.3.1. Throughout this thesis, we assume that K is an MAEC such that K has a Hanf
number (i.e., there exists a cardinalHanf(K) such that if there exists a modelM ∈ K with density
character > Hanf(K), then there exist arbitrarily large enough models in K).
DeVnition 1.3.2 (Amalgamation Property, AP). Let K be an MAEC. We say that K satisVes the
Amalgamation Property (for short AP) if and only if for everyM,M1,M2 ∈ K, if gi :M→Mi is
a K-embedding (i ∈ {1, 2}) then there exist N ∈ N and K-embeddings fi : Mi → N (i ∈ {1, 2})
such that f1 ◦ g1 = f2 ◦ g2.
M1 N
M M2
-f1
6
g1
-
g2
6
f2
DeVnition 1.3.3 (Joint Embedding Property, JEP). LetK be an MAEC. We say thatK satisVes the
Joint Embedding Property (for short JEP) if and only if for everyM1,M2 ∈ K there exist N ∈ N
andK-embeddings fi : Mi → N (i ∈ {1, 2}).
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M1 N
M2
-f1
6
f2
Remark 1.3.4. Notice that if K has a prime model (i.e., a model N ∈ K such that for every
M ∈ K there exists aK-embedding f : N→M), then AP implies JEP.
Remark 1.3.5 (Monster Model). If K is an MAEC which satisVes AP and JEP and has a model of
density character > Hanf(K) (i.e., K has large enough models), then we can construct a large
enough model M (which we call a Monster Model) which is homogeneous–i.e., every isomor-
phism between two K-substructures ofM can be extended to an automorphism ofM– and also
universal –i.e., every model with density character < dc(M) can be K-embedded intoM.
DeVnition 1.3.6 (Galois type). Under the existence of a monster modelM as in Remark 1.3.5, for
all a ∈ M and N ≺K M, we deVne ga-tp(a/N) (the Galois type of a over N) as the orbit of a
under Aut(M/N) := {f ∈ Aut(M) : f  N = idN}. We denote the set of Galois types over a
modelM ∈ K by ga-S(M).
Although it is easier to see Galois types as orbits under automorphisms of M, for the sake of
completeness we provide the proof of the following equivalence which we use to prove later the
existence of universal models. In fact, the following deVnition of Galois type was the original
one considered by Shelah. The two deVnitions are equivalent under AP, JEP and the existence of
models of size ≥ Hanf(K).
Proposition 1.3.7. Assume there exists a monster model M as in remark 1.3.5. Let M ∈ K and
a, b ∈ M. ga-tp(a/M) = ga-tp(b/M) iU there exists M1,M2, N ∈ K and K-embeddings f1 :
M1 → N and f2 : M2 → N such that a ∈M1, b ∈M2, f1(a) = f2(b) and f1 M = f2  M =
idM (which we denote by (M1, a,M) ∼ (M2, b,M)).
Proof. (⇒) If there exists f ∈ Aut(M/M) such that f(a) = b, let M1 K M be such that
a ∈M1 andM2 ⊃ f[M1]∪ {b} be a model inK. ConsideringN :=M2, f1 := f M1 :M1 → N
and f2 := idM2 we are done.
(⇐) Suppose there exists M1,M2, N ∈ K and K-embeddings f1 : M1 → N and f2 : M2 → N
such that a ∈ M1, b ∈ M2, f1(a) = f2(b) and f1  M = f2  M = idM. By the homogeneity
ofM, let f be an automorphism ofM which extends f−12 ◦ f1. Notice that f(a) = f
−1
2 ◦ f1(a) =
f−12 ◦ f2(b) = b and f M = idM, so ga-tp(a/M) = ga-tp(b/M). Prop. 1.3.7
Remark 1.3.8. Under AP, ∼ deVned in proposition 1.3.7 is an equivalence relation, and (M1, a,M)/ ∼
is called the Galois type of a overM insideM1 (which we denote by ga-tp(a/M,M1)).
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Throughout this paper, we assume the existence of a model-homogeneous and universal monster
model as in Remark 1.3.5.
DeVnition 1.3.9 (Distance between types). Let p, q ∈ ga-S(M). We deVne d(p, q) := inf{d(a, b) :
a, b ∈M, a |= p, b |= q}, where lg(a) = lg(b) =: n and d(a, b) := max{d(ai, bi) : 1 ≤ i ≤ n}.
The following facts are easy computations that almost directly follow from the deVnitions. We
provide their proofs for the sake of completeness.
Fact 1.3.10 (Hyttinen-Hirvonen). Given ε > 0 and a |= p, there exists b |= q such that d(a, b) ≤
d(p, q) + ε
Proof. Fix ε > 0. By the deVnition of d, there exist realizations c |= p and c ′ |= q such that
d(c, c ′) ≤ d(p, q) + ε. As a, c |= p then there exists f ∈ Aut(M/A) such that f(c) = a. Note
that d(a, f(c ′)) = d(f(c), f(c ′)) = d(c, c ′) ≤ d(p, q) + ε, where f(c ′) |= q, so f(c ′) is the
required b. Fact 1.3.10
Corollary 1.3.11. Given ε > 0 and p, q ∈ ga-S(M) such that d(p, q) < ε and b |= q, then there
exists aε |= p such that d(aε, b) < 2ε.
Proof. By fact 1.3.10, there exists aε |= p such that d(aε, b) ≤ d(p, q) + ε, therefore d(aε, b) ≤
d(p, q) + ε < ε + ε = 2ε. Cor. 1.3.11
The previous corollary says that if d(p, q) < ε and if we Vx b |= q, we can Vnd a realization
aε |= p such that d(aε, b) < 2ε. But we can even Vnd such realization aε such that d(aε, b) < ε.
Proposition 1.3.12. Given ε > 0 and p, q ∈ ga-S(M) such that d(p, q) < ε and b |= q, then there
exists aε |= p such that d(aε, b) < ε
Proof. Since d(p, q) < ε, there exist a ′ |= p and b ′ |= q such that d(a ′, b ′) < ε (by deVnition
of distance between types). Since b ′, b |= q, there exists f ∈ Aut(M/M) such that f(b ′) = b.
Notice that f(a ′) |= p (because a ′ |= p and f Vxes M pointwise). Since f is an isometry,
d(f(a ′), b) = d(f(a ′), f(b ′)) = d(a ′, b ′) < ε. Notice that the statement of the proposition
holds for aε := f(a ′). Prop. 1.3.12
DeVnition 1.3.13 (Continuity of Types). Let K be an MAEC and consider
(an) → a in M. We say that K has the Continuity of Types Property2 (for short, CTP), if and
only if, if ga-tp(an/M) = ga-tp(a0/M) for all n < ω then ga-tp(a/M) = ga-tp(a0/M).
Claim 1.3.14. The distance between types d (see DeVnition 1.3.9) is a pseudo-metric (i.e., d satisVes
the triangle inequality and symmetry). Moreover, d is a metric (i.e., d is a pesudometric satisfying
d(p, q) = 0 iU p = q) if and only if K has the CTP.
Proof.
2This property is also called Perturbation Property in [HH09]
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⇒ Suppose the distance between Galois types deVned above is a metric and let (an)n<ω be a
convergent sequence such that (an) → a and
ga-tp(a0/M) = ga-tp(an/M) for all n < ω. Let ε > 0. Since (an) → a, there exists
N < ω such that d(an, a) < ε for every n ≥ N. Therefore,
d(ga-tp(a0/M), ga-tp(a/M)) = d(ga-tp(aN/M), ga-tp(a/M))
< ε
Since d is a metric, ga-tp(a0/M) = ga-tp(a/M). So, K has the CTP.
⇐ This claim is proved in [HH09]. But for the sake of completeness, we include a proof.
Symmetry and triangle inequality are straightforward to prove. We provide the proof of
the fact that d(p, q) = 0 iU p = q. For the nontrivial direction, assume d(p, q) = 0. By
deVnition, given n < ω there exist an |= p and bn |= q such that d(an, bn) <
1
n+1
. By
fact 1.3.10, we may assume a0 = an for every n < ω (consider an and bn as above, so take
b ′n |= q such that d(a0, b
′
n) ≤ d(p, q) + d(an, bn) <
1
n+1
and consider b ′n instead of bn).
Therefore (bn)→ a0 and by CTP p = ga-tp(a0/M) = ga-tp(b0/M) = q.
Claim 1.3.14
Throughout this document, we also assume CTP (so, distance between Galois types is in fact a
metric).
Assuming CTP (i.e., distance between Galois types is a metric), when we require to prove that
two Galois types p, q are the same, it is enough to prove that d(p, q) < ε for every ε > 0. We
point out that we can obtain this inequality using suitable instances of ε-splitting (see section
1.4).
Since we can deVne a metric in ga-S(M), we deVne a metric version of stability, as follows:
DeVnition 1.3.15 (d-stability). LetK be anMAEC that has a monster model as in remark 1.3.5 and
satisVes CTP. We say that K is µ-d-stable if and only if given any M ∈ K of density character
µ, dc(ga-S(M)) ≤ µ. If it is clear that we are working in a metric context, we just say that K is
µ-stable.
DeVnition 1.3.16 (d-universality). Let K be an MAEC and N ≺K M. We say that M is λ-d-
universal over N iU for every N ′ K N with density character λ there exists a K-embedding
f : N ′ → M such that f  N = idN. We say that M is d-universal over N if M is dc(N)-
universal over N. We drop the preVx d if it is clear that we are working in a metric setting.
DeVnition 1.3.17 (limit model). LetK be an MAEC. We say thatM is a (µ, θ)-limit model if and
only if there exist a continuous resolution 〈Mi : i < θ〉 ofM of length θ such that dc(Mi) = µ
andMi+1 is d-universal overMi for every i < θ.
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Remark 1.3.18. Under µ-d-stability, we can prove -as in (discrete) AECs- the existence of µ-d-
universal models. We will prove existence of d-universal models in proposition 2.1.1. However,
throughout this chapter we assume the existence of universal models.
Proposition 1.3.19. Let K be an MAEC with AP. Let N ′ ≺K N ≺K M. If M is universal over N,
then it is dc(N)-universal over N ′.
Proof. Let N∗ K N ′ be of density character dc(N). By AP and Downward Löhenheim-Skolem
axiom, there exist M ′ K N of density character dc(N) and a ≺K-embedding f : N∗ → M
such that f  N ′ = idN ′ . Since M is universal over N and M ′ K N, then there exists a ≺K-
embedding g :M ′ →M such that g  N = idN. Notice that g◦ f : N∗ →M is a≺K-embedding
which VxesN ′ pointwise, soM is dc(N ′)−universal over N ′.
N ′
N
M
M ′
N∗
f
g
Prop. 1.3.19
Lemma 1.3.20. LetK be a MAEC. If fi :Mi →M (i < µ) is a ⊆-increasing and continuous (in the
metric sense) chain of K-embeddings, then there exists a K-embedding f :
⋃
i<µMi → M which
extends g :=
⋃
i<µ fi :
⋃
i<µMi →M.
Proof. Let a ∈
⋃
i<µMi, so there exist elements an ∈
⋃
i<µMi for n < ω, such that (an)n<ω →
a. As (an)n<ω is a Cauchy sequence, (g(an))n<ω is also a Cauchy sequence (since g is an isom-
etry). So, there exists b ∈M such that (g(an))n<ω → b. DeVne f(a) := b. Proceed in a similar
way for every a ∈
⋃
i<µMi. The function f is well-deVned: if we take (a
′
n)n<ω a sequence in⋃
i<µMi such that (a
′
n)n<ω → a, let b ′ ∈M be such that (g(a ′n))n<ω → b ′. We will prove that
b = b ′. Otherwise, let ε := d(b, b ′) > 0.
Claim 1.3.21. Given ε ′ > 0, there exists N < ω such that for all n ≥ N d(g(an), g(a ′n)) < ε
′.
Proof. As (an)n<ω → a and (a ′n)n<ω → a, there exists N < ω such that for all n ≥ N we
have that d(an, a) < ε ′/2 and d(a ′n, a) < ε
′/2, so for all n ≥ N we have that d(an, a ′n) ≤
d(an, a)+d(a, a
′
n) < ε
′. As g is an isometry, for all n ≥ N we have that d(g(an), g(a ′n)) < ε
′.
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Claim 1.3.21
As (g(an))n<ω → b, (g(a ′n))n<ω → b ′ and by claim 1.3.21, there existsM < ω such that for all
n ≥Mwe have that d(g(an), b) < ε/3, d(g(a ′n), b
′) < ε/3 and d(g(an), g(a ′n)) < ε/3. So, for
alln ≥Mwe have that d(b, b ′) ≤ d(b, g(an))+d(g(an), g(a ′n))+d(g(a
′
n), b
′) < ε = d(b, b ′)
(contradiction).
Therefore b = b ′ and so f is well-deVned.
We have that f extends g: let a ∈
⋃
i<ωMi, so taking an := a (n < ω) we have that
(an)n<ω → a and (g(an))n<ω is also a constant sequence. So, f(a) = limn<ω g(an) = g(a).
Let c ∈ f[
⋃
i<µMi], so there exists a ∈
⋃
i<µMi such that f(a) = c, therefore there exists
(an)n<ω a sequence in
⋃
i<µMi such that (an)n<ω → a and c := limn<ω g(an). Therefore c ∈
g[
⋃
i<µMi] =
⋃
i<µ fi[Mi], so f[
⋃
i<µMi] ⊆
⋃
i<µ fi[Mi]. Take c ∈
⋃
i<µ fi[Mi] = g[
⋃
i<µMi],
so there exists a sequence (bn)n<ω in
⋃
i<µMi such that (g(bn))n<ω → c. As (g(bn))n<ω is
a Cauchy sequence and g is an isometry, we have that (bn)n<ω is also a Cauchy sequence. So,
there exists a ∈
⋃
i<µMi such that (bn)n<ω → a, and therefore f(a) = limn<ω g(bn) = c,
hence c ∈ f[
⋃
i<µMi]. So, f[
⋃
i<µMi] =
⋃
i<µ fi[Mi]. As (fi : i < µ) is a ⊆-increasing and
continuous chain of K-embeddings, fi[Mi] ≺K M, so by axioms 4.(c) and 5. of MAEC we have
that f[
⋃
i<µMi] =
⋃
i<µ fi[Mi] ≺K M. Furthermore, for every symbol σ of L(K), f is compat-
ible with the interpretation of σ in
⋃
i<µMi: f is a limit of K-embeddings – function symbols
on these limits are uniquely interpreted by Axiom 4(a), and f being a limit of K-embeddings,
distances to interpretations of predicates are preserved. Therefore f is a K-embedding which
extends g. Lemma 1.3.20
The following lemma is useful for later constructions — usually, it is easier in the metric case
to realize dense subsets of ga-S(M); the lemma provides a criterion for relative metric Galois
saturation.
Lemma 1.3.22. Suppose that we have an increasing ≺K-chain of models (Nn : n < ω) such
that Nn+1 realizes a dense subset of ga-S(Nn). Then, every type in ga-S(N0) is realized in Nω :=⋃
n<ωNn.
Proof. Given p := ga-tp(b/N0) there exists q0 ∈ ga-S(N0) which is realized in N1 (by assump-
tion) and d(p, q0) <
1
2(0+1)2
= 1
2
. Let a0 be a realization of q0. By corollary 1.3.11 there exists
b0 |= p such that d(b0, a0) < 2(
1
2
) = 1.
The key idea is to build two Cauchy sequences (an)n<ω and (bn)n<ω inM such that an ∈ Nn+1,
ga-tp(bn/N0) = ga-tp(b/N0) for every n < ω and also an and bn are close enough, so if
c := limn<ω bn = limn<ω an then by CTP (DeVnition 1.3.13) we have that ga-tp(c/N0) =
ga-tp(b0/N0) = p. Since c = limn<ω an, then c ∈ Nω :=
⋃
n<ωNn, and so p is realized in
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Nω.
The construction: Consider n > 0. Since Nn+1 realizes a dense subset of ga-S(Nn), take an ∈
Nn+1 a realization of a type qn ∈ ga-S(Nn) which satisVes d(ga-tp(bn−1/Nn), qn) <
1
2n2
. By
corollary 1.3.11, take bn |= ga-tp(bn−1/Nn) such that d(bn, an) < 2(
1
2n2
) = 1
n2
.
We have that (an)n<ω is a Cauchy sequence: as bn+1 |= ga-tp(bn/Nn+1), there exists g ∈
Aut(M/Nn+1) such that g(bn) = bn+1. Since g is an isometry and an ∈ Nn+1, then d(bn+1, an) =
d(g(bn), g(an)) = d(bn, an) <
1
n2
. Therefore, d(an+1, an) ≤ d(an+1, bn+1) + d(bn+1, an) <
1
(n+1)2
+ 1
n2
< 2
n2
, so we have that (an : n < ω) is a Cauchy sequence.
Therefore, there exists c := limn<ω an, c ∈ Nω and also c = limn<ω bn. So, we are done.
Lemma 1.3.22
1.4 Smooth independence in MAEC
Assumption 1.4.1. We summarize the general assumptions which we suppose throughout this sec-
tion: We assume thatK is an MAEC such that
1. it satisVes AP, JEP, CTP, is µ-d-stable and there exist arbitrarily large enough models.
2. so, we can construct a model-homogeneous monster modelM such that every modelM ∈ K
can be K-embedded intoM (Galois types over a modelM are orbits under Aut(M/M))
3. Also, every model considered in this section has density character µ -unless otherwise stated-.
S. Shelah deVned a suitable notion of independence called splitting (see [She99]) in a general
setting of Abstract Elementary Classes, which under stability assumptions is well-behaved; it
satisVes monotonicity, extension and stationarity over limit models and local character. But in
a general way, we can just work with types over models. Å. Hirvonen and T. Hyttinen gave
notions of ε-splitting and 0-independence given in the context of model-homogeneous metric
abstract elementary classes (see [HH09]). In the homogeneous setting, we can consider Galois
types over sets (in the general case, we cannot do that). In this section, we present an adaptation
of the notion of ε-splitting and 0-independence given in [HH09], but working with Galois-types
over models.
DeVnition 1.4.2 (ε-splitting and |^ ε). Let N ≺K M and ε > 0. We say that ga-tp(a/M) ε-
splits over N iU there exist N1, N2 with N ≺K N1, N2 ≺K M and h : N1 ≈N N2 such that
d(ga-tp(a/N2), h(ga-tp(a/N1)) ≥ ε. We use a |^
ε
N
M to denote the fact that ga-tp(a/M) does
not ε-split over N,
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M
N
N1 N2
h
ε
ga-tp(a/N2)
ga-tp(h(a)/N2)
DeVnition 1.4.3. Let N ≺K M. Fix N := 〈Ni : i < σ〉 a resolution of N. We say that a is
smoothly independent from M over N relative to N (denoted by a |^ N
N
M) iU for every ε > 0
there exists iε < σ such that a |^
ε
Niε
M.
M
N
N
Niε
h ε
ga-tp(a/N2)
ga-tp(h(a)/N2)
N1 N2
We called smooth independence the notion of independence given above, inspired by [BS91]. In
that paper, J. Baldwin and S. Shelah deVned smoothness as a nice property of an abstract class of
models K which involves increasing chains of models, context where the existence of a kind of
monster model holds.
Notation 1.4.4. Let p be a Galois-type over M, N a K-submodel of M and N a resolution of
N. We write p |^ ε
N
M (p |^ N
N
M) whenever for any realization a |= p we have that a |^ ε
N
M
(a |^ N
N
M).
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Proposition 1.4.5 (Invariance of smooth independence). Let N ≺K M, a ∈ M, N := {Ni : i < σ}
be a resolution of N and f ∈ Aut(M). Then a |^ N
N
M if and only if f(a) |^
f[N]
f[N]
f[M], where f[N] :=
{f[Ni] : i < σ}.
Proposition 1.4.6 (Monotonicity of smooth independence). Let M0 ≺K M1 ≺K M2 ≺K M3.
Fix Mk := 〈M
k
i : i < σk〉 a resolution of Mk (k = 0, 1), where M0 ⊆ M1. If a |^
M0
M0
M3 then
a |^
M1
M1
M2.
Proof. Let ε > 0. Since a |^ M0
M0
M3, there exists iε < σ0 such that a |^
ε
M0
iε
M3. But M0 ⊆ M1,
then there exists jε < σ1 such that M0iε = M
1
jε
. Therefore, for every h, N1 and N2 such that
M1jε ≺K N1
h
≈M1jε
N2 ≺K M3 (in particular for every such N1, N2 ≺K M2) we have that
d(ga-tp(a/N2), ga-tp(h(a)/N2)) < ε. Then a |^
ε
M1
jε
M2. Since this holds for every ε > 0, then
a |^
M1
M1
M2. Prop. 1.4.6
Proposition 1.4.7 (Monotonicity of non-ε-splitting). Let M0 ≺K M1 ≺K M2 ≺K M3. If
a |^
ε
M0
M3 then a |^
ε
M1
M2.
Proof. Suppose a |^ ε
M0
M3. If N1, N2 ∈ K satisVes M1 ≺K N1, N2 ≺K M2 and h : N1 ≈ N2
Vxes M1 pointwise, in particular M0 ≺K M1 ≺K N1, N2 ≺K M2 ≺K M3 and h Vxes M0
pointwise (because M0 ≺K M1). Since a |^
ε
M0
M3, then d(ga-tp(a/N2), ga-tp(h(a)/N2)) < ε.
Hence a |^ ε
M1
M2. Prop. 1.4.7
Although the following claim does not involve uniqueness of independent extensions, we can
consider it as a weak version of stationarity: every pair of ε-independent extensions are pretty
close to one another (in fact, distance between two ε-independent extensions is less than ε).
Lemma 1.4.8 (Weak stationarity). Suppose thatN0 ≺K N1 ≺K N2 andN1 is universal over N0. If
ga-tp(a/N1) = ga-tp(b/N1), a |^
ε
N0
N2 and b |^
ε
N0
N2, then d(ga-tp(a/N2), ga-tp(b/N2)) < 2ε.
Proof. Since N1 is universal over N0, there exists a K-embedding g : N2 →N0 N1. So,
N0 ≺K g[N2] ≺K N1.
Since N0 ≺K g[N2], N2 ≺K N2, g−1  g[N2] : g[N2]
≈→N0 N2 and a |^ εN0N2, then
d(ga-tp(g−1(a)/N2), ga-tp(a/N2)) < ε.
Doing a similar argument, it is easy to prove that
d(ga-tp(g−1(b)/N2), ga-tp(b/N2)) < ε.
Also, since ga-tp(a/N1) = ga-tp(b/N1) and g[N2] ≺K N1, we have ga-tp(a/g[N2]) = ga-tp(b/g[N2]),
so ga-tp(g−1(a)/N2) = ga-tp(g−1(b)/N2).
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Therefore,
d(ga-tp(a/N2), ga-tp(b/N2)) ≤ d(ga-tp(a/N2), ga-tp(g
−1(a)/N2))
+d(ga-tp(g−1(a)/N2), ga-tp(g
−1(b)/N2))
+d(ga-tp(g−1(b)/N2), ga-tp(b/N2))
< ε + 0+ ε
= 2ε
Lemma 1.4.8
Proposition 1.4.9 (Extension of |^ N over universal models). IfN ≺K M ≺K M ′, N := 〈Ni : i <
σ〉 is a resolution of N, M is universal over N and p := ga-tp(a/M) ∈ ga-S(M) is a Galois type
such that a |^
N
N
M, then there exists b such that ga-tp(b/M) = ga-tp(a/M) and b |^ N
N
M ′.
Proof. Since M is universal over N, there exists a K-embedding h ′ : M ′ →N M (recall all
models have density character µ, see assumptions at the beginning of section 1.4). Extend h ′ to
an automorphism h ∈ Aut(M/N). Since a |^ N
N
M and h[M ′] ≺K M, by monotonicity of |^
N
we have that a |^ N
N
h[M ′]. By invariance, we have that h−1(a) |^ N
N
M ′.
Claim 1.4.10. ga-tp(a/M) = ga-tp(h−1(a)/M).
Proof. Consider N1 := h−1[M] and N2 := M. Notice that N ≺K N1, N2 ≺K h−1[M] and
h  N1 : N1 ≈N N2. Since a |^
N
N
M, by invariance we have that h−1(a) |^ N
N
h−1[M]. So, given
n < ω there exists in < σ such that h−1(a) |^
1
n+1
Nin
h−1[M].
Bymonotonicity of non-ε-splitting (Proposition 1.4.7), we may conclude thath−1(a) |^
1
n+1
N h
−1[M]
for every n < ω.
Since N ≺K N1, N2 ≺K h−1[M], we therefore have that for every n < ω
d(ga-tp(h−1(a)/N2), ga-tp((h◦h−1)(a)/N2)) <
1
n+1
, taking h as the witness for non- 1
n+1
-splitting.
Since N2 =M, we may conclude that ga-tp(a/M) = ga-tp(h−1(a)/M). Claim 1.4.10
Since ga-tp(a/M) = ga-tp(h−1(a)/M) (by Claim 1.4.10), there exists g ∈ Aut(M/M) such that
g(h−1(a)) = a. Recall that h−1(a) |^ N
N
M ′, so by invariance we have that g(h−1(a)) |^ N
N
g[M ′],
i.e.: a |^ N
N
g[M ′]. Applying invariance again, we have that g−1(a) |^ N
N
M ′. Take b := g−1(a).
Prop. 1.4.9
Proposition 1.4.11 (stationarity (1)). If N ≺K M ≺K M ′, M is universal over N, N := 〈Ni : i <
σ〉 a resolution of N and p := ga-tp(a/M) ∈ ga-S(M) is a Galois type such that a |^ N
N
M, then
there exists a unique extension p∗ ⊃ p over M ′ which is independent (relative to N) fromM ′ over
N.
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Proof. By proposition 1.4.9, there exists at least one extension p∗ := ga-tp(b/M ′) of p such that
b |^
N
N
M ′
Let q∗ := ga-tp(c/M ′) ⊃ p be any other extension of p such that for any c |= q∗, c |^ N
N
M ′. So,
p∗ M = q∗ M = p, b |^ N
N
M ′ and c |^ N
N
M ′. We will prove that p∗ = q∗.
Let ε > 0. So, there exist iaε , i
b
ε < σ such that a |^
ε
Niaε
M ′ and b |^ ε
N
ibε
M ′. Taking i := max{iaε , i
b
ε },
by monotonicity of non-ε-splitting we have that a |^ ε
Ni
M ′ and b |^ ε
Ni
M ′.
Since M is universal over Ni (because M is universal over N), a |^
ε
Ni
M ′, b |^ ε
Ni
M ′ and p∗ 
M = q∗  M, by lemma 1.4.8 we have that d(p∗, q∗) < 2ε. Therefore p∗ = q∗, as ε was taken
arbitrary. Prop. 1.4.11
The following property of smooth independence (called antireWexivity ) is the metric version of
the following property of thorn-forking in the Vrst order setting: if a |^ þ
B
a then a ∈ acl(B).
Proposition 1.4.12 (AntireWexivity). Let M ≺K N where M is a (µ, θ)-limit model witnessed by
M := {Mi : i < θ}. If a |^
M
M
N and a ∈ N, then a ∈M.
Proof. Let ε > 0 and iε < θ be such that a |^
ε
Miε
N. Since M is universal over Miε , there exists
an ≺K-embedding f : N→M which VxesMiε pointwise. DeVne c := f(a). Notice that c ∈M.
Setting N1 := N andN2 := f[N], notice thatMiε ≺K N1
f
≈Miε N2 ≺K N. Since a |^
ε
Miε
N, then
d(ga-tp(a/N2), ga-tp(c/N2)) = d(ga-tp(a/N2), ga-tp(f(a)/N2))
< ε
Since c = f(a) ∈ f[N] = N2, c is the unique realization of ga-tp(c/N2). Therefore, we can Vnd
a ′ |= ga-tp(a/N2) such that d(a ′, c) < ε (by deVnition of distance between types).
Since a ′ |= ga-tp(a/N2), there exists g ∈ Aut(M/N2) such that g(a) = a ′. Therefore,
d(a, c) = d(g(a), g(c)) (g is an isometry)
= d(a ′, c) (since c ∈ N2 and g ∈ Aut(M/N2))
< ε
DeVning B(a, ε) := {b ∈ N : d(a, b) < ε}, we have that c ∈ B(a, ε) ∩ f[N] ⊆ B(a, ε) ∩M, so
B(a, ε) ∩M 6= ∅, hence a ∈M =M. Prop. 1.4.12
The following fact strongly uses µ-d-stability.
Proposition 1.4.13 (Local character of ε-non-splitting). Let ε > 0. For every p ∈ ga-S(N) with N
of density character > µ there existsM ≺K N with density character µ such that p |^
ε
M
N
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Proof. Suppose that there exists some p := ga-tp(a/N) such that p 6^ | ε
M
N for every M ≺K N
with density character µ. If a ∈ N, it is straightforward to see that p does not ε-split over its
domain. Then, suppose that a /∈ N.
DeVne χ := min{κ : 2κ > µ}. So, χ ≤ µ and 2<χ ≤ µ.
We will construct a sequence of models 〈Mα, Nα,1, Nα,2 : α < χ〉 in the following way: First,
takeM0 ≺K N as any submodel of density character µ.
Suppose α := γ + 1 and that Mγ (with density character µ) has been constructed. Then p
ε-splits over Mγ. Then there exist Mγ ≺K Nγ,1, Nγ,2 ≺K N with density character µ and
Fγ : Nγ,1 ≈Mγ Nγ,2 such that d(Fγ(p  Nγ,1), p  Nγ,2) ≥ ε. Take Mγ+1 ≺K N a submodel of
size µ which contains |Nγ,1| ∪ |Nγ,2|. At limit stages α, takeMα :=
⋃
γ<αMγ.
Let us construct a sequence 〈M∗α : α ≤ χ〉 of models and a tree 〈hη : η < α〉 (α ≤ χ) of
K-embeddings such that:
1. γ < α impliesM∗γ ≺K M
∗
α.
2. M∗α :=
⋃
γ<αM
∗
γ if α is limit.
3. γ < α and η ∈ α2 imply that hηγ ⊂ hη.
4. hη :Mα →M∗α for every η ∈ α2.
5. If η ∈ γ2 then hη_0(Nγ,1) = hγ_1(Nγ,2)
TakeM∗0 :=M0 and h〈〉 := idM0 .
If α is limit, take M∗α :=
⋃
γ<αM
∗
γ and if η ∈
α2 deVne hη :=
⋃
γ<α hηγ, the unique exten-
sion of
⋃
γ<α hηγ toMα =
⋃
γ<αMγ.
If α := γ + 1, let η ∈ γ2. Take hη ⊃ hη any automorphism of the monster model M (this
is possible becauseM is model-homogeneous).
Notice that hη ◦ Fγ(Nγ,1) = hη(Nγ,2). DeVne hη_0 as any extension of hη ◦ Fγ to Mγ+1 and
hη_1 as hη  Mγ+1. Take M∗γ+1 ≺K N as any model with density character µ which contains
hη_l(Mγ+1) for any η ∈ γ2 and l = 0, 1.
Now, for every η ≤ χ2, let Hη be an automorphism ofM which extends hη,
Claim 1.4.14. If η 6= ν ∈ χ2 then d(ga-tp(Hη(a)/M∗χ), ga-tp(Hν(a)/M
∗
χ)) ≥ ε.
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Proof. Suppose not, then d(ga-tp(Hη(a)/M∗χ), ga-tp(Hν(a)/M
∗
χ)) < ε. Let ρ := η ∧ ν. Without
loss of generality, suppose that ρ_0 ≤ η and ρ_1 ≤ ν. Let γ := lg(ρ). Since hρ_0(Nγ,1) =
hρ_1(Nγ,2) ≺K M
∗
χ, thend(ga-tp(Hη(a)/hρ_0(Nγ,1)), ga-tp(Hν(a)/hρ_1(Nγ,2)) < ε. Also
3
d(ga-tp(H−1ν ◦ Hη(a)/Fγ(Nγ,1)), ga-tp(a/Nγ,2)) =
d(ga-tp(Hη(a)/hρ_0(Nγ,1)), ga-tp(Hν(a)/hρ_1(Nγ,2)) < ε
(asHν is an isometry, hρ_0 = hρ ◦Fγ, ρ < ν, ρ_0 ≤ η and ρ_1 ≤ ν). SinceH−1ν ◦Hη ⊃ Fγ, then
d(Fγ(p  Nγ,1), p  Nγ,2) < ε, which contradicts the choice of Nγ,1, Nγ,2 and Fγ. This Vnishes
the proof of claim 1.4.14 Claim 1.4.14
We have that dc(M∗χ) = µ, but claim 1.4.14 says that there are at least 2
χ > µ many types
mutually at distance at least ε. Therefore dc(ga-S(M∗χ)) > µ, which contradicts µ-d-stability.
Prop. 1.4.13
Corollary 1.4.15 (Existence). For every a ∈M and everyN ∈ K there existM ≺K N with density
character µ and a resolutionM := 〈Mi : i < ω〉 ofM such that a |^
M
M
N.
Proof. Let n < ω. By proposition 1.4.13, there exists Mn ≺K N with density character µ such
that a |^
1
n+1
Mn
N. By monotonicity, without loss of generality we can assume that m < n < ω
impliesMm ≺K Mn. TakeM :=
⋃
n<ωMn. Notice that dc(M) = µ.
It is straightforward to see that a |^ M
M
N. Prop. 1.4.15
Lemma 1.4.16 (Continuity of smooth independence). Let (bn)n<ω be a convergent sequence and
b := limn<ω bn. If bn |^
N
N
M for every n < ω, then b |^
N
N
M.
Proof. Since bn |^
N
N
M for everyn < ω, for an arbitrary Vxed ε > 0 there exists in,ε < σ such that
for everyNin,ε ≺K N
1 h≈Nin,ε N
2 ≺K M we have that d(ga-tp(bn/N2), ga-tp(h(bn)/N2)) < ε/3.
Let K < ω be such that for every n ≥ K we have that d(bn, b) < ε/3. Thus,
d(ga-tp(bn/N2), ga-tp(b/N2)) < ε/3 for every n ≥ K.
Since h is an isometry, we have that (h(bn)) → h(b) and also for every n ≥ K we have
that d(h(bn), h(b)) < ε/3 (and therefored(ga-tp(h(bn)/N2), ga-tp(h(b)/N2)) < ε/3).
Hence, for any n ≥ K we have that
d(ga-tp(h(b)/N2), ga-tp(b/N2)) ≤ d(ga-tp(h(b)/N2), ga-tp(h(bn)/N
2)) +
d(ga-tp(h(bn)/N
2), ga-tp(bn/N
2)) +
d(ga-tp(bn/N
2), ga-tp(b/N2))
< ε/3 + ε/3 + ε/3 = ε.
3This distance between Galois types makes sense, as hρ_0(Nγ,1) = hρ_1(Nγ,2).
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Therefore, b |^ ε
Nin,ε
M and so, b |^ N
N
M. Lemma 1.4.16
Proposition 1.4.17 (stationarity (2)). LetM0 ≺K M ≺K N be such thatM is a (µ, σ)-limit model
over M0, witnessed by M := 〈Mi : i < σ〉. If a, b |^
M
M
N and ga-tp(a/M) = ga-tp(b/M), then
ga-tp(a/N) = ga-tp(b/N).
Proof. Let ε > 0. Since a, b |^ M
M
N, there exists i < σ such that a, b |^ ε
Mi
N (by deVnition
and monotonicity of non-ε-splitting). Since Mi+1 is universal over Mi and Mi ≺K N, there
exists a ≺K-embedding f : N →Mi Mi+1. Also, since Mi ≺K f[N] f−1≈Mi N ≺K N and
a |^
ε
Mi
N, then d(ga-tp(a/N), ga-tp(f−1(a)/N)) < ε. Doing a similar argument, we have that
d(ga-tp(b/N), ga-tp(f−1(b)/N)) < ε.
On the other hand, we have that ga-tp(a/f[N]) = ga-tp(b/f[N]) (since by hypothesis ga-tp(a/M) =
ga-tp(b/M) and f[N] ≺K Mi+1 ≺K M), therefore we have that ga-tp(f−1(a)/N) = ga-tp(f−1(b)/N).
Hence
d(ga-tp(a/N), ga-tp(b/N)) ≤ ga-tp(a/N) + ga-tp(f−1(a)/N)
+ d(ga-tp(f−1(a)/N), ga-tp(f−1(b)/N))
+ d(ga-tp(f−1(b)/N), ga-tp(b/N))
< ε + 0+ ε
= 2ε
Therefore, ga-tp(a/N) = ga-tp(b/N). Prop. 1.4.17
Remark 1.4.18. Notice that stationarity (1) (proposition 1.4.11) and stationarity (2) (proposi-
tion 1.4.17) are a bit diUerent. The Vrst one states uniqueness of smooth independent exten-
sions in the case that N ≺K M ≺K M ′, M is universal over N, ga-tp(a/M) = ga-tp(b/M)
and a, b |^ N
N
M; the second one is a bit weaker in the sense that we just require ga-tp(a/M) =
ga-tp(b/M) and a, b |^ M
M
M ′ ifM ≺K M ′, whereM still keeps a kind of universality. We proved
this other version of stationarity because we need to use it to prove an instance of transitivity of
smooth independence.
Proposition 1.4.19 (transitivity). LetM0 ≺K M1 ≺K M2 be such thatM0 is a (µ, σ0)-limit model
over some M ′ ≺K M0 ≺K M1 (witnessed by M0) and M1 is a
(µ, σ1)-limit model over M0 (witnessed by M
′
1). Let M1 := M0 ∪ M
′
1, so M0 ⊂ M1. Then
a |^
M0
M0
M2 iU a |^
M0
M0
M1 and a |^
M1
M1
M2.
Proof. (⇒) By monotonicity.
(⇐) Suppose a |^ M0
M0
M1 and a |^
M1
M1
M2. Notice that M1 is universal over M0. Therefore, by
extension property (proposition 1.4.9), there exists b |= ga-tp(a/M1) such that b |^
M0
M0
M2. By
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monotonicity, we have that b |^ M1
M1
M2. Since a, b |^
M1
M1
M2, ga-tp(a/M1) = ga-tp(b/M1) and
since M1 is a (µ, σ)-limit model over M0, then by stationarity (2) (proposition 1.4.17) we have
that ga-tp(a/M2) = ga-tp(b/M2). Since b |^
M0
M0
M2, then a |^
M0
M0
M2. Prop. 1.4.19
1.5 Another independence notion in d-tame metric abstract
elementary classes.
Tame AECs are a very special kind of AECs which have a categoricity transfer theorem (see
[GV06a]) and a nice stability transfer theorem (see [BKV06]). In fact -under ℵ0-tameness and
ℵ0-locality (assuming LS(K) = ℵ0)-, J. Baldwin, D. Kueker andM. VanDieren proved in [BKV06]
that ℵ0-Galois-stability implies κ-Galois-stability for every cardinality κ. First, they proved that
ℵ0-Galois-stability implies ℵn-Galois stability for every n < ω (in fact, their argument works
for getting κ-Galois-stability if cf(κ) > ω) and so (by ℵ0-locality) ℵω-Galois-stable (where the
same argument works for getting κ-Galois stability if cf(κ) = ω).
In this section, we provide a deVnition of tameness adapted to the setting of metric abstract
elementary classes and a suitable notion of independence in that setting, which we will use in
chapter 4 for proving the following upward stability transfer theorem:
Theorem 4.0.7. Let K be a µ-d-tame (for some µ < κ) MAEC. Suppose that K is [LS(K), κ)-
coVnally d-stable. If cf(κ) ≥ ζ∗ thenK is κ-d-stable.
We will prove theorem 4.0.7 in chapter 4.
DeVnition 1.5.1. Let K be an MAEC. We say that K is [ζ, κ)-coVnally d-stable if and only if for
any cardinal θ such that ζ ≤ θ < κ there exists θ ≤ θ ′ < κ such thatK is θ ′-d-stable.
Roughly speaking, a (discrete) AEC is µ-tame if and only if the diUerence between two Galois
types over a modelM ∈ K is determined by aK-submodel ofM of cardinality µ. Since we have
deVned a distance between Galois types in MAECs, diUerence between two Galois types p and q
means that d(p, q) > 0. Using this characterization of diUerence of Galois types via the distance
between two Galois types, we adapt the notion of tameness in the metric context.
DeVnition 1.5.2 (d-tameness). Let K be a MAEC and µ ≥ LS(K). We say that K is µ-d-tame iU
for every ε > 0 there exists δε > 0 such that if for any M ∈ K of density character ≥ µ if we
have that d(p, q) ≥ ε where p, q ∈ ga-S(M), then there exists N ≺K M of density character µ
such that d(p  N, q  N) ≥ δε.
Assumption 1.5.3. Throughout this section, we assume that K is a µ-d-tame and a λ-d-stable
MAEC.
Notation 1.5.4. Let κ > µ. DeVne λ := min{θ < κ : µ < θ andK is θ-d-stable } (if it makes
sense), ζ := min{ξ : 2ξ > λ} and ζ∗ := max{µ+, ζ}.
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DeVnition 1.5.5 (tame ε-splitting). Let N ≺K M and ε > 0. We say that ga-tp(a/M) ζ∗-
tamely ε-splits over N iU for every submodel N ′ ≺K N with density character < ζ∗, there are
models N ′ ≺K N1, N2 ≺K M with density character < ζ∗ and h : N1 ≈N ′ N2 such that
d(ga-tp(a/N2), h(ga-tp(a/N1)) ≥ ε. If ga-tp(a/M) does not ζ∗-tamely ε-split overN, we denote
that by a |^ T,ε
N
M.
N1 N2
h
N
M
N ′
ε
ga-tp(a/N2)
h(ga-tp(a/N1))
DeVnition 1.5.6. LetN ≺K M. We say that a is tamely independent fromM overN iU for every
ε > 0 we have that a |^ T,ε
N
M. We denote this by a |^ T
N
M
Proposition 1.5.7 (Monotonicity). Let M0 ≺K M1 ≺K M2 ≺K M3 and suppose that a |^
T
M0
M3.
Then a |^
T
M1
M2.
Proof. Since a |^ T
M0
M3, given ε > 0 there exists a model N ′ ≺K M0 with density character
< ζ∗ such that for every pair of models N ′ ≺K N1
h
≈N ′ N2 ≺K M3 with density character < ζ∗
we have that d(ga-tp(a/N2), ga-tp(h(a)/N2)) < ε. But we have that N ′ ≺K M1 and also in
particular if N ′ ≺K N1
h
≈N ′ N2 ≺K M2. Therefore, a |^
T
M1
M2. Prop. 1.5.7
Fact 1.5.8 (Invariance). Let f ∈ Aut(M). If a |^ T,ε
N
M then f(a) |^
T,ε
f(N)
f(M).
Recall that we are assuming that K is λ-d-stable (see assumption 1.5.3). Local character of ζ∗-
tamely ε-non-splitting follows from λ-d-stability.
Lemma 1.5.9 (Local character of ζ∗-tamely ε-non-splitting). For everyM, a and every ε > 0 there
exists N ≺K M of density character < ζ
∗ such that a |^ T,ε
N
M.
24 1 Some independence notions · · ·
Proof. Suppose that there exists p := ga-tp(a/N) such that p 6^ | T,ε
M
N for every M ≺K N with
density character < ζ∗. If a ∈ N, it is straightforward to see that p does not ε-split over its
domain. Then, suppose that a /∈ N.
We will construct a sequence of models 〈Mα, Nα,1, Nα,2 : α < ζ〉in the following way: First,
takeM0 ≺K N as any submodel of density character < ζ∗.
Suppose α := γ+ 1 and thatMγ (with density character < ζ∗) has been constructed. Therefore
p ε-splits over Mγ. Then there existMγ ≺K Nγ,1, Nγ,2 ≺K N with density character < ζ∗ and
Fγ : Nγ,1 ≈Mγ Nγ,2 such that d(Fγ(p  Nγ,1), p  Nγ,2) ≥ ε. Take Mγ+1 ≺K N a submodel of
size < ζ∗ which contains |Nγ,1| ∪ |Nγ,2|. At limit stages α, takeMα :=
⋃
γ<αMγ.
Remark 1.5.10. Notice that 〈Mγ : γ < ζ〉 is a ≺K-increasing and continuous sequence such that
a 6^ | T,ε
Mγ
Mγ+1 for every γ < ζ.
Let us construct a sequence 〈M∗α : α ≤ ζ〉 of models and a tree 〈hη : η ∈
α2〉 (α ≤ ζ) of
K-embeddings such that:
1. γ < α impliesM∗γ ≺K M
∗
α.
2. M∗α :=
⋃
γ<αM
∗
γ if α is limit.
3. γ < α and η ∈ α2 imply that hηγ ⊂ hη.
4. hη :Mα →M∗α for every η ∈ α2.
5. If η ∈ γ2 then hη_0(Nγ,1) = hγ_1(Nγ,2)
TakeM∗0 :=M0 and h〈〉 := idM0 .
If α is limit, takeM∗α :=
⋃
γ<αM
∗
γ and if η ∈
α2 deVne hη :=
⋃
γ<α hηγ.
If α := γ + 1, let η ∈ γ2. Take hη ⊃ hη any automorphism of the monster model M (this
is possible becauseM is model-homogeneous).
Notice that hη ◦ Fγ(Nγ,1) = hη(Nγ,2). DeVne hη_0 as any extension of hη ◦ Fγ to Mγ+1 and
hη_1 as hη Mγ+1. TakeM∗γ+1 ≺K N as any model with density character< ζ
∗ which contains
hη_l(Mγ+1) for any η ∈ γ2 and l = 0, 1.
Take Hη an automorphism ofM which extends hη, for every η ≤ ζ2.
Claim 1.5.11. If η 6= ν ∈ ζ2 then d(ga-tp(Hη(a)/M∗ζ), ga-tp(Hν(a)/M
∗
ζ)) ≥ ε.
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Proof. Suppose not, then d(ga-tp(Hη(a)/M∗ζ), ga-tp(Hν(a)/M
∗
ζ)) < ε. Let ρ := η ∧ ν. Without
loss of generality, suppose that ρ_0 ≤ η and ρ_1 ≤ ν. Let γ := length(ρ). Since hρ_0(Nγ,1) =
hρ_1(Nγ,2) ≺K M
∗
ζ, therefore d(ga-tp(Hη(a)/hρ_0(Nγ,1)), ga-tp(Hν(a)/hρ_1(Nγ,2)) < ε. Also
d(ga-tp(H−1ν ◦ Hη(a)/Fγ(Nγ,1)), ga-tp(a/Nγ,2)) =
d(ga-tp(Hη(a)/hρ_0(Nγ,1)), ga-tp(Hν(a)/hρ_1(Nγ,2)) < ε
(sinceHν is an isometry, hρ_0 = hρ◦Fγ, ρ < ν, ρ_0 ≤ η and ρ_1 ≤ ν). SinceH−1ν ◦Hη(a) ⊃ Fγ,
then d(Fγ(p  Nγ,1), p  Nγ,2) < ε, which contradicts the choice of Nγ,1, Nγ,2 and Fγ. Claim 1.5.11
We have that dc(M∗ζ) ≤ λ (because dc(M
∗
ζ) ≤ ζ
∗ · ζ = max{µ+, ζ} · ζ ≤ λ). TakeM∗ K M∗ζ of
density character λ; so by claim 1.5.11 we have that dc(ga-S(M∗)) ≥ 2ζ > λ, which contradicts
λ-d-stability. Lemma 1.5.9
Lemma 1.5.12 (Weak Stationarity over universal models). For every ε > 0 there exists δ such
that for every N0 ≺K N1 ≺K N2 and every a, b, if N1 is universal over N0, a, b |^
T,δ
N0
N2 and
d(ga-tp(a/N1), ga-tp(b/N1)) < δ, therefore d(ga-tp(a/N2), ga-tp(b/N2)) < ε.
ga-tp(a/N2) ga-tp(b/N2)
ga-tp(b/N1)
ga-tp(a/N1)
ε
δ
Proof. Take δ := δε/3 (see deVnition of tameness, 1.5.2). Let N∗ ≺K N0 be a model of density
character < ζ∗ which witnesses a, b |^ T,δ
N0
N2. Let M◦ ≺K N2 be a model of density character
µ. Let M∗ ≺K N2 be a model of density character < ζ∗ which contains |N∗| ∪ |M◦|. Since N1
is universal over N0, it is < ζ∗-universal over N∗. Therefore, there exist a model M ′ such that
N∗ ≺K M ′ ≺K N1 and an isomorphism f : M ′
f
≈N∗ M
∗. Since N∗ witnesses that a, b |^ T,δ
N0
N2
andN∗ ≺K M ′
f
≈N∗ M
∗ ≺K N2, therefore
d(ga-tp(a/M∗), ga-tp(f(a)/M∗)) < δ
and
d(ga-tp(b/M∗), ga-tp(f(b)/M∗)) < δ.
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Also, we have that
d(ga-tp(a/M ′), ga-tp(b/M ′)) ≤ d(ga-tp(a/N1), ga-tp(b/N1))
< δ
Therefore:
d(ga-tp(a/M◦), ga-tp(b/M◦)) ≤ d(ga-tp(a/M∗), ga-tp(b/M∗))
≤ d(ga-tp(a/M∗), ga-tp(f(a)/M∗))
+d(ga-tp(f(a)/M∗), ga-tp(f(b)/M∗))
+d(ga-tp(f(b)/M∗), ga-tp(b/M∗))
< 3δ = δε
Since M◦ is an arbitrary K-submodel of N2 of density character µ, by µ-d-tameness we have
that d(ga-tp(a/N2), ga-tp(b/N2)) < ε. Lemma 1.5.12
CHAPTER 2
Existence and uniqueness of Limit Models in Metric Abstract
Elementary Classes
One of the most important classical results in Model theory is the Morley categoricity transfer
theorem in the setting of countable complete Vrst order theories. The proof of this fact gave us a
new useful tool in Model Theory -stability- which has been studied since then.
Shelah stated a conjecture related to this theorem in the setting of (discrete) AECs; see [She99]):
For any (discrete) AEC K there exists a cardinality µ (which depends on the Löwenheim-Skolem
number ofK) such that ifK is λ-categorical for some λ ≥ µ thenK is κ-categorical for all κ ≥ µ.
Actually, this conjecture has been very hard to prove and we just know some partial answers to
this in some special kinds of AECs (e.g.: [She99, SV99, GV06a, HK06, She09a]).
Uniqueness (up to isomorphism) of limit models is a robust version of superstability which R.
Grossberg and M. VanDieren used in [GV06a] for giving a partial answer -in the setting of tame
AEC- to the conjecture due to Shelah given above. In fact, such uniqueness plays the same role
of saturated models in the original Morley’s proof. R. Grossberg, M. VanDieren and A. Villaveces
proved in [GVV08] uniqueness (up to isomorphism) of limit models assuming that K does not al-
low long splitting chains, K satisVes locality of splitting and K is κ-Galois-stable (which follow
from categoricity). Those superstability-like assumptions hold under categoricity (see [GV06a]).
M. VanDieren in the Bogotá Meeting in Model Theory 2007 talked about the following equi-
valence stated by S. Shelah (see [Van]): if T is a (countable) complete Vrst order theory, the
following are equivalent:
1. T is superstable (i.e.: T is λ-stable for all λ ≥ 2ℵ0 ).
2. κ(T) = ℵ0 (i.e.: given any inVnite ordinal α, there are no a tuple a and an increasing chain
of sets {Ai : i < α} such that a 6^ | AiAi+1).
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3. Union of an ≺-increasing chain of saturated models of T is saturated.
4. Given an ≺-increasing and continuous chain 〈Mi : i < λ+〉 of models of T of size λ
such that
⋃
i<λ+ Mi is a saturated model, where λ > |T |
+ is a regular cardinal, nλ(T) :=
min{|{Mδ/≈ : δ ∈ E}| : E ⊂club λ+} = 1 (see [She]).
5. IfM1 andM2 are Limit Models of T overM0 with the same cardinality, thenM1 ≈M0 M2
(consequence of [GVV08], because (Mod(T),≺) is an Abstract Elementary Class).
In (discrete) AECs, uniqueness of limit models (up to isomorphism) is a weak notion of super-
stability. In fact, a suitable version of κ(T) = ℵ0 of non-splitting together with some extra
assumptions imply such uniqueness.
In our setting (MAECs), we also have a version of Uniqueness of Limit Models, which is a conse-
quence of some superstability-like assumptions.
In this thesis, we provide a generalization of such uniqueness of limit models, under analo-
gous superstability-like assumptions, but in the setting of Metric Abstract Elementary Classes.
Although we take some ideas from [GVV08] -in fact, the same sketch of their proof works in our
setting-, we have to point out that there are essential diUerences in our proof with respect to the
proof in the discrete case:
1. Existence of limit models is proved in a similar way as in [She09a], but towards getting an
actual realization of a type we need to employ a construction in ω many steps, because
we cannot Vnd a realization but we can Vnd a realized type which is close enough to such
a type (our deVnition of stability involves a dense subset of the Galois-types space).
2. We adapt most of the deVnitions given in [GVV08] to our setting. For example, our def-
inition of extension of towers involves K-embeddings, instead of just K- inclusions as in
[GVV08]. Also, instead of a notion of a union of an increasing and continuous chain of
towers, we have to deVne a similar notion via directed limits. Although the proof given
in [GVV08] does not use directed limit constructions, we have to point out that the proofs
of uniqueness of limit models given in [Van06] use directed limits, however M. VanDieren
does not deVne the extension of towers via embeddings.
3. We deVne the notion of reduced tower using the notion of
smooth independence given in chapter 1, instead of just intersections as in [GVV08]. Al-
though we proved that our notion of reduced towers are closed under directed limits, are
dense and are continuous, the proofs which we provided in this thesis are quite diUerent
from the proofs given in [GVV08] because we consider quite diUerent deVnitions.
In this chapter, we consider the notion of smooth independence deVned in chapter 1.
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2.1 Existence of limit models in MAEC
In section 1.1 we deVne the notion of universal model in the setting of Metric Abstract Elemen-
tary Classes (see deVnition 1.3.16). In this section, we provide a proof of the existence of this kind
of models. As some proofs in this work, the sketch of the proof is quite similar to the related
one in the setting of (discrete) Abstract Elementary Class (see [GV06b]), but some key details
are completely diUerent. For example, one of them is the fact that most often we cannot obtain
an actual realization of a Galois-type in just one step because of the deVnition of d-stability; we
can just get a realization of a type which is pretty close to the original one. Because of that, we
have to use lemma 1.3.22 (which involves a construction withω-many steps) towards getting an
actual realization of a Galois-type.
We now prove the existence of universal extensions in the setting of µ-d-stable Metric Abstract
Elementary Classes. We point out that this is an adaptation of the proof of the existence of
universal extensions over a given model M in the setting of Abstract Elementary Classes (see
[GV06b]). In that proof, under µ-stability, we can consider an increasing and continuousK-chain
〈Mi : i < µ〉 such that M0 := M and where Mi+1 realizes every Galois-type in ga-S(Mi). So,⋃
i<µMi is universal overM. But in this setting, we cannot infer directly from µ-d-stability that
Mi+1 realizes every type in ga-S(Mi). But we use Lemma 1.3.22 in a suitable way to guarantee
that requirement.
Proposition 2.1.1 (Existence of universal extensions). LetK be a MAEC µ-d-stable with AP. Then
for allM ∈ K such that dc(M) = µ there existsM∗ ∈ K universal overM such that dc(M∗) = µ
In the metric case we needω many
intermediate steps betweenMi andMi+1
M0 =M
Mi
Mni+1
Mn+1i+1
Mi+1
Proof. The proof goes almost along the same lines as the proof of existence of universal models
in usual AECs (see Claim 2.9 of [GV06b] and Claim 1.15.1 of [She09a]); that is, by trying to
capture realizations of types along the construction in a coherent way, and building the universal
extension as a union of a chain.
In our metric setting, we need to be careful with the way we realize the types along the construc-
tion: although this cannot be done in an immediate way in each successor stage as in [GV06b],
lemma 1.3.22 provides the realizations we need between dense subsets of the typespace in ω
many steps.
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We construct an increasing and continuous ≺K-chain of models 〈Mi : i < µ〉 such that M0 :=
M, (Mni+1 : n < ω) is a resolution of Mi+1 where M
0
i+1 := Mi, M
n+1
i+1 realizes a dense sub-
set of ga-S(Mni+1) and dc(M
n
i+1) = µ for every n < ω. This is possible by µ-d-stability of
K. Take M∗ :=
⋃
i<µMi. M
∗ turns out to be universal over M — by the same argument as
in Claim 2.9 of [GV06b]. For the sake of completeness, we write this proof.
Let N ∈ K be such that dc(N) = µ and M ≺K N. We have to construct a ≺K-embedding
f : N→M∗ such that f M = idM.
Let A := {ai : i < µ} be an enumeration of a dense subset of N \M (i.e. A = N \M).
Let 〈Nil : l ∈ {0, 1}, i < µ〉 be an increasing and continuous ≺K-chain of models with den-
sity character µ and 〈fi : i < µ〉 be an increasing and continuous ⊆-chain of ≺K-embeddings
such that:
1. Ni0 ≺K N
i
1 for all i < µ.
2. N00 :=M andN
0
1 := N.
3. a ∈ Ni+10 .
4. fi : Ni0 →Mi
This is enough: Take g :
⋃
i<µN
i
0 →M∗ as the completion of⋃i<µ fi given by lemma 1.3.20, and
f := g  N is the desired ≺K-embedding.
This is possible: If i < µ is a limit ordinal, take Nil :=
⋃
j<iN
j
l (l ∈ {0, 1}) and fi as the comple-
tion of
⋃
j<i fj given by lemma 1.3.20.
If i := j + 1 (j < µ), we consider two cases: If ai ∈ N
j
0, take N
j+1
0 := N
j
0 and fj+1 := fj.
Otherwise, as fj : N
j
0 →Mj is a ≺K-embedding, we takeMj0 := fj[Nj0] ≺K Mj.
Let g ⊇ fj and (M
j
1)
∗ ∈ K be such that g : Nj1
≈→ (Mj1)∗. Notice that (Mj1)∗ K Mj0.
As K satisVes AP, we have that there exist Mj1 ∈ K and a ≺K-embedding g
′ : (M∗j ) → Mj1
such thatMj ≺K M
j
1 and also the following diagram commutes:
Nj1 (M
j
1)
∗ Mj1
Nj0 M
j
0
Mj
-g -g
′
-
fj
6
id
6
id
-
id
6
id
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As aj ∈ A ⊆ N = N01 ≺K N
j
1, so aj ∈ N
j
1 \N
j
0. Therefore, g(aj) ∈ g[N
j
1] \g[N
j
0] = (M
j
1)
∗ \Mj0.
Without loss of generality (by renaming) we can assume that g ′(g(aj)) /∈Mj.
Let p := ga-tp(g ′(g(aj))/Mj,M
j
1). By 1.3.22 and by construction of Mj+1, we have that p is
realized inMj+1.
Take b |= p such that b ∈Mj+1, so there exist N∗∗ ∈ K and a ≺K-embedding h1 : Mj+1 → N∗∗
such thatMj1 ≺K N
∗∗, g ′(g(aj)) = h1(b) and the following diagram commutes:
Mj1 N
∗∗
Mj Mj+1
-id
6
id
-
id
6
h1
So, we have the following commutative diagram:
Nj1 (M
j
1)
∗ Mj1 N
∗∗
Nj0 Mj+1
-g -g
′
-id
-
fj
6
id
6
h1
By renaming, takeNj+11 ∈ K and h ⊇ g
′ ◦ g such thatNj0 ≺K N
j+1
0 and h : N
j+1
1
∼=→ N∗∗.
Nj+11
Nj1 N
∗∗
Nj0 Mj+1
R
h
6
id
-g
′◦g
6
id
-
fj
6
h1
TakeNj+10 := h
−1[h1[Mj+1]] and fj+1 := h
−1
1 ◦ h  N
j+1
0 . Note thatN
j
0 ≺K N
j+1
0 . Prop. 2.1.1
Corollary 2.1.2. Let K be a MAEC µ-d-stable with AP. Then for allM ∈ K such that dc(M) = µ
there existsM∗ ∈ K limit overM such that dc(M∗) = µ.
Proof. Iterate the construction given in proposition 2.1.1. Cor. 2.1.2
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2.2 Uniqueness of Limit Models
In this section, we prove uniqueness -up to isomorphism- of limit models (i.e., if M1 is a (µ, θ1)-
limit model over M and M2 is a (µ, θ2)-limit model over M and dc(M1) = dc(M2), then
M1 ≈M M2) under suitable superstability-like assumptions. If cf(θ1) = cf(θ2), then by a
standard back and forth argument we are done. So, if cf(θ1) 6= cf(θ2), as in [GVV08], the key
idea is to build a (µ, θ)-limit model over MMθ which is also a (µ,ω)-limit model over M for
any ordinal θ < µ+, so
M1 ≈M Mθ1 (because they are (µ, θ1)-limits overM)
≈M Mθ2 (because they are (µ,ω)-limits overM)
≈M M2 (because they are (µ, θ2)-limits overM)
In order to build that model, as in [GVV08], we deVne the notion of smooth tower, which corre-
sponds to an adaptation of the notion of tower given in [GVV08] but in our metric setting. The
key idea is to extend (viaK-embeddings) a given tower of length of coVnality θ to a special kind
of tower (reduced towers) which is continuous and to a kind of tower (relatively full tower) which
satisVes a kind of relative saturation. Iterating this argumentω many times, the idea is to prove
that the directed limit of such directed system is a reduced (and therefore a continuous) tower
where the completion of its union is a (µ, θ)-limit model over M (which is consequence of the
full-relativeness of the extensions given in the directed system). To be a (µ,ω)-limit model over
M is assured deVning in a suitable way the notion of extension of towers (see deVnition 2.2.6).
Although this argument has the same sketch of the proof done in [GVV08], we point out that
the details in our proof are quite diUerent: e.g., our notion of extension of s-towers involves K-
embeddings instead of justK-inclusions as in [GVV08], our notion of reduced tower involves the
notion of smooth independence deVned in chapter 1 instead of just intersections as in [GVV08]
and since our notion of extension of s-towers involves K-embeddings then we have to consider
the notion of directed limit of a directed system of towers instead of the union of an increasing
chain of towers as in [GVV08].
We split this section in four subsections: The Vrst one sets the general assumptions in our proof
and we deVne the notion of s-tower, which corresponds to an adaptation of the notion of towers
in (discrete) AECs to our setting. The second subsection treats the notion of Reduced s-tower,
and we prove some basic properties of this kind of s-tower (density, closure under directed limits
and continuity). The third subsection is about the notion of relatively full s-towers, which corre-
sponds to a kind of relative saturation inside a s-tower, which allows us to prove that the Vnal
construction in this section is in fact a Limit Model. So, alternatingω many times the density of
Reduced s-towers and relatively full s-towers, the directed limit of this construction is a (µ,ω)-
Limit Model which is also a (µ, θ)-Limit Model. We provide the details of the proof in section
2.4.
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2.2.1 Smooth towers
As we stated above, the key idea in the proof of uniqueness of limit models is to build a (µ, θ)-
limit model which is also a (µ,ω)-limit model. Smooth tower (shortly, s-tower) corresponds to
an adaptation of the notion of tower given in [GVV08], but in our metric setting. In this section,
we deVne the notion of s-tower, extension of s-towers and directed limit of a directed system of
s-towers. The key idea is to take a directed limit of a special kind of s-towers (reduced s-towers,
which will be deVned in subsection 2.2.2) which is continuous, where full-relativeness (which will
be deVned in subsection 2.2.3) guarantees that the completion of its union is in fact a (µ, θ)-limit
model. To be a (µ,ω)-limit model is guaranteed by deVnition of extension of s-towers.
Assumption 2.2.1. Throughout this section, we assume that all our models have density character
≤ µ, all orderings denoted by I, I ′, Iβ, etc. have cardinality µ as well, and cf(I) = cf(I ′) =
cf(Iβ) > ω, unless otherwise stated.
Assumption 2.2.2 (superstability). For every a and every increasing and continuous ≺K-chain of
models 〈Mi : i < σ〉 andMj a resolution ofMj (j < σ):
1. (Continuity) If p Mi |^
M0
M0
Mi for all i < σ, then p |^
M0
M0
⋃
i<σMi.
2. (Local character) if cf(σ) > ω, there exists j < σ such that a |^ Mj
Mj
⋃
i<σMi.
3. (weak ε-simplicity) if cf(σ) = ω, there exists j < σ such that a |^ ε
Mj
⋃
i<σMi.
Remark 2.2.3. In the continuous setting, we have to split in two diUerent cases the local character
assumption, because under superstability, given a Vnite tuple b and a set B (inside a monster
model) there exists a countable set A ′ of B such that tp(a/B) does not fork over A ′. In ω-d-
stable homogeneous MAEC, Å. Hirvonen and T. Hyttinen just proved that for every  > 0 there
exists a Vnite subset A of B such that b is  independent from B over A, which takes us to get
just a countable subset A of B such that b is independent from B over A
Remark 2.2.4. Notice that assumptions 2.2.2 (2) and (3) imply a |^ M
M
M for every a and M a
resolutionM ofM (by monotonicity and deVnition). SupposeM := {Mi : i < σ}.
1. If cf(σ) = ω, given ε > 0, by ε-simplicity there exists iε < σ such that a |^
ε
Miε
M. By
deVnition, this means a |^ M
M
M.
2. If cf(σ) > ω, then by assumption 2.2.2 (2) (local character) there exists i < σ such that
a |^
Mi
Mi
M. SinceMi ≺K M, by monotonicity of s-independence we have a |^
M
M
M.
Anyway, under assumption 2.2.2 (2) and (3), we have a |^ M
M
M. We call assumption 2.2.2 (3) weak
ε-simplicity, because in (discrete) Vrst order theories, simplicity (non existence of a formula with
the tree property, see [TZ09, Wag00]) implies tp(a/A) does not fork over A. Also, T. Hytti-
nen and M. Kesäla used a ↓C C (where ↓ is a well-behaved independence notion deVned in the
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context of Vnitary abstract elementary classes) for every tuple a and every set C as a version
of simplicity (see [HK06]). In Vrst order, simplicity corresponds to a more general setting than
stability, where non-forking still has good properties. In the setting of Vnitary AECs, under sim-
plicity a suitable notion of independence ↓ also has good properties, but Hirvonen and Hyttinen
are interested in proving a categoricity transfer theorem in their setting.
As in (discrete) AECs, a (µ, θ)-limit model is witnessed by a ≺K-increasing and continuous
chain of models (Mi : I < θ) in K such that for any i ∈ I we have that Mi+1 is universal
over Mi. By µ-d-stability, we can Vnd a model (of density character µ) Ni ≺K Mi such that
aI |^
Ni
Ni
Mi (and moreover, such Ni can be chosen such that Mi is a (µ, σ)-limit model over Ni,
by assumption 2.2.2). So, we can deVne the notion of s-tower in the following way:
DeVnition 2.2.5 (smooth towers). Let I be a well-ordering, M := (Mi : i ∈ I) be an ≺K-
increasing chain, a := (ai : i ∈ I), N := (Ni : i < σ) be a sequence of models in K,M := (Mj :
j ∈ I) be a sequence of resolutions Mj of Mj (j ∈ I) and N := (Nj : j ∈ I) be a sequence of
resolutions Nj of Nj (j ∈ I). We say that (M, a,N,M,N) is a smooth tower (shortly, s-tower) iU
for every i ∈ Iwe have thatMi is a (µ, σ)-limit model overNi for some σ < µ+, ai ∈Mi+1\Mi
and ai |^
Ni
Ni
Mi.
Mi
Mi+1
ai
Ni
Roughly speaking, an s-tower is composed by a ≺K-increasing (not necessarily continuous)
chain of models M := (Mi : i ∈ I) and a collection of K-submodels N := (Ni : i ∈ I)
such that each Mi is a (µ, σ)-limit model over Ni (for some σ < µ+) which codify a smooth
independence of the elements ai taken in the s-tower (i.e., ai |^
Ni
Ni
Mi).
The following deVnition is an adaptation of the notion of extension of towers given in [GVV08,
SV99]. In the deVnition given in those papers, they just consider K-extensions. In this work, we
consider extensions via K-embeddings instead of just inclusions, because in our adaptation of
the proof of continuity of our notion of reduced towers, directed systems appear in crucial parts
of the proof. Following the same philosophy as in (discrete) AECs, we require that every model
M ′i in the extension indexed by an element in the set of indexed of the extended s-tower is a
universal model over an isomorphic copy of the respective model Mi in the extended s-tower.
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So, when we take the directed limit of a directed system ofω many s-towers, the corresponding
directed limit is a (µ,ω)-limit model
DeVnition 2.2.6 (Extension of s-towers). Let I ≤ I ′ be well-orderings,
(M, a,N,M,N) ∈ Kµ,I and (M ′, a ′,N ′,M ′, N ′) ∈ Kµ,I ′ . We say that
(M ′, a ′,N ′,M ′, N ′) extends (M, a,N,M,N) (which we denote by
(M ′, a ′,N ′,M ′, N ′) > (M, a,N,M,N)) iU there exists aK-embedding f :
⋃
i∈IMi → ⋃j∈I ′ M ′j
such that for every i ∈ I:
1. M ′i is a proper universal model over f[Mi]
2. f[Mi] ⊂M ′i .
3. f(ai) = a ′i
4. f[Ni] = N ′i
5. f[Ni] = N ′i
Mi
Mi+1
f[Ni]Ni
bb
ai f(ai)
f[Mi+1]
M ′i+1
M ′i
f
DeVnition 2.2.7 (Weak directed limit of an <-increasing chain of towers). Let 〈Iα : α < β〉
be an ⊂-increasing chain of well-orderings and suppose that I :=
⋃
α<β Iα is a well-ordering.
Let 〈(M, a,N,M,N)α : α < β〉 be an ≤-increasing chain of towers (witnessed by a system of
mappings (fα,γ : α ≤ γ < β)), where (M, a,N,M,N)α ∈ Kµ,Iα . We deVne the weak directed
limit of this ≤-increasing chain as follows:
1. For every i ∈ I, let α(i) := min{α < β : i ∈ Iα}.
2. For i ∈ I, deVne M := lim→〈
⋃
i∈Iα M
α
i ; fα,γ : α ≤ γ < β〉, with canonical embeddings
denoted by fα,β. DeVne Mi :=
⋃
α(i)≤α<β fα,β[M
α
i ] (this deVnition makes sense because if
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α(i) ≤ α < γ < β, then fα,β[Mαi ] = (fγ,β ◦ fα,γ)[M
α
i ] ≺K fγ,β[M
γ
i ]), ai := fα(i),β(a
α(i)
i )
and Ni := fα(i),β[N
α(i)
i ]. DeVne M := (Mi : i ∈ I), a := (ai : i ∈ I), N := (Ni : i ∈ I),
M := (Mi : i ∈ I) where each Mi is deVned as the respective concatenations of the
resolutions fα,β[Mαi ] for α(i) ≤ α < β and N := (fα(i),β[N
α(i)
i ] : i ∈ I).
Fact 2.2.8. (M, a,N,M,N) is in fact an s-tower.
Proof. Notice thatMi is universal overNi (since fα,β[Mαi ] is universal overNi), ai |^
Ni
Ni
fα,β[M
α
i ]
(by invariance), so by superstability (assumption 2.2.2) ai |^
Ni
Ni
Mi. Therefore (M, a,N,M,N)
deVned as above is in fact a tower which ≤-extends every tower (M, a,N,M,N)α
The s-tower (M, a,N,M,N) deVned as above is called the weak directed limit of (M, a,N,M,N)α
α < β
α(i)
M
α(i)
i
fα(i),α(i)+1
M
α(i)+1
i
2.2.2 Reduced s-Towers
The following is an adaptation of the notion of reduced tower given in [GVV08], but using the
new notion of extension of towers introduced in this thesis. In (discrete) AECs, reduced towers
are such towers that their extensions do not add more information in terms of intersections (see
[GVV08]). Our deVnition follows the same idea, but not adding more information in terms of
smooth independence.
As in (discrete) AECs, our notion of reduced s-towers corresponds to a special kind of s-towers
which satisfy the following properties: any s-tower can be extended to a reduced s-tower (density
of reduced s-towers) and if (M, a,N,M,N) is reduced thenM is continuous. Continuity is very
important in the proof of uniqueness of limit models because we require that the Vnal tower
in this construction satisVes that the completion of its union is in fact a (µ, θ)-limit model (in
particular, we require that the last model in the Vnal s-tower is in fact the completion of the
union of every previous model in the Vnal s-tower).
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DeVnition 2.2.9. We say that (M, a,N) is a reduced s-tower iU for every extension
(M ′, a ′,N ′,M ′,N ′) > (M, a,N,M,N) (witnessed by a K-embedding f) and for every j ∈ I
we have that f[
⋃
i∈IMi] |^
f[Mj]
f[Mj]
M ′j (i.e.: for every b ∈
⋃
i∈IMi, f(b) |^
f[Mj]
f[Mj]
M ′j ).
M ′jf[Mj]
f(b)
b
Roughly speaking, reduced s-towers are s-towers whose their extensions do not add more infor-
mation in terms of smooth independence.
The following facts are adaptations of the analogous properties proved in [GVV08] which re-
duced towers satisfy.
Proposition 2.2.10 (density of reduced s-towers). Every s-tower (M, a,N,M,N) has an extension
which is a reduced s-tower.
Proof. Suppose not. So, we can construct an<-increasing and continuous chain 〈(M, a,N,M,N)α :
α < µ+〉 such that (M, a,N,M,N)α+1 witnesses that (M, a,N,M,N)α is not reduced (via
fα,α+1 :
⋃
i∈IM
α
i → ⋃i∈IMα+1i ). For α < δ ≤ µ+ (δ a limit ordinal), deVne fα,δ as the canonical
K-embedding given by the corresponding directed limit and for α < β ≤ µ+ (β a successor
ordinal), take fα,β as the corresponding natural compositions.
Notice that if α < β < µ+, then fα,µ+ [Mαi ] ≺K fβ,µ+ [M
β
i ] (since fα,β[M
α
i ] ≺K M
β
i , so ap-
plying fβ,µ+ we have fα,µ+ [Mαi ] = (fβ,µ+ ◦ fα,β)[M
α
i ] ≺K fβ,µ+ [M
β
i ]).
For a Vxed l ∈ I, by assumption 2.2.2 (superstability-like assumptions), for every c we have that
there exists a minimal β < µ+ such that
c |^
fβ,µ+ [M
β
l
]
fβ,µ+ [M
β
l ]
⋃
α<µ+ fα,µ+ [M
α
l ] (which we denote by α
l
c). DeVne αc := sup{α
l
c : l ∈ I} < µ
+ (be-
cause |I| ≤ µ). Notice that for every i ∈ I, fαic,µ+ [M
αic
i ] ≺K fαc,µ+ [M
αc
i ] ≺K
⋃
α<µ+ fα,µ+ [M
α
i ], so
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bymonotonicity we have that c |^
fαc,µ+ [M
αc
l
]
fαc,µ+ [M
αc
l
]
⋃
α<µ+ fα,µ+ [M
α
l ] (since fαic,µ+ [M
αic
i ] ≺K fαc,µ+ [M
αc
i ]).
Take any γ0 < µ+. We have that
⋃
i∈I fγ0,µ+ [M
γ0
i ] has density character µ, so we can take
Bγ0 ⊆
⋃
i∈I fγ0,µ+ [M
γ0
i ] of cardinality µ such that Bγ0 =
⋃
i∈I fγ0,µ+ [M
γ0
i ]. DeVning a mapping
c 7→ αc < µ+ for every c ∈ Bγ0 , we have that there exists γ ′0 < µ+ such that αc < γ ′0 for every
c ∈ Bγ0 . Take γ1 := max{γ0, γ
′
0}+ 1.
Suppose that we have deVned γn < µ+ for a Vxed n < ω. Take
Bγn ⊆
⋃
i∈I fγn,µ+ [M
γn
i ] of cardinality µ such that Bγn =
⋃
i∈I fγn,µ+ [M
γn
i ]. DeVning a map-
ping c 7→ αc < µ+ for every c ∈ Bγn , we have that there exists γ ′n < µ+ such that αc < γ ′n for
every c ∈ Bγn . Take γn+1 := max{γn, γ
′
n}+ 1.
We have that γ := sup{γn : n < ω} < µ+.
Take b ∈
⋃
i∈I fγ,γ+1[M
γ
i ] which witnesses that (M, a,N,M,N)
γ is not reduced: i.e.: there
exists k ∈ I such that b 6^ |
fγ,γ+1[M
γ
k
]
fγ,γ+1[M
γ
k
]
Mγ+1k . We know that there exists (bn) in
⋃
i∈I fγ,γ+1[M
γ
i ]
such that (bn) → b, so by continuity of smooth independence there exists N < ω such that
bN 6 |^
fγ,γ+1[M
γ
k
]
fγ,γ+1[M
γ
k ]
Mγ+1k . By deVnition, there exists some j ∈ I such that bN ∈ fγ,γ+1[M
γ
j ] =⋃
α<γ fα,γ+1[M
α
j ]. Notice that j > k.
Since bN ∈ fγ,γ+1[M
γ
j ] =
⋃
α<γ fα,γ+1[M
α
j ], there exists a sequence (cn) in
⋃
α<γ fα,γ+1[M
α
j ]
such that (cn) → bN. Since bN 6^ | fγ,γ+1[Mγk ]fγ,γ+1[Mγk ]Mγ+1k , by continuity of |^ there exists M < ω such
that cM 6^ |
fγ,γ+1[M
γ
k ]
fγ,γ+1[M
γ
k
]
Mγ+1k .
Notice that there exists αM < γ such that cM ∈ fαM,γ+1[M
αM
j ]. By deVnition of γ, there ex-
ists L < ω such that αM < γL, therefore cM ∈ fγL,γ+1[M
γL
j ], so fγ+1,µ+(cM) ∈ fγL,µ+ [M
γL
j ] ⊆⋃
i∈I fγL,µ+ [M
γL
i ]. Take a sequence (dn) ∈ BγL such that (dn)→ fγ+1,µ+(cM). By invariance, we
may say fγ+1,µ+(cM) 6^ |
fγ,µ+ [M
γ
k ]
fγ,µ+ [M
γ
k ]
fγ+1,µ+ [M
γ+1
k ]; by continuity of |^ there exists K < ω such that
dK 6^ |
fγ,µ+ [M
γ
k
]
fγ,µ+ [M
γ
k
]
fγ+1,µ+ [M
γ+1
k ]. Let c := dK, soαc < γL+1 < γ. Since c |^
fαc,µ+ [M
αc
k
]
fαc,µ+ [M
αc
k
]
⋃
α<µ+ fα,µ+ [M
α
k ],
then by monotonicity we have c |^
fγ,µ+ [M
γ
k ]
fγ,µ+ [M
γ
k ]
fγ+1,µ+ [M
γ+1
k ] (contradiction). Prop. 2.2.10
Proposition 2.2.11 (weak directed limits of reduced s-towers).
If 〈((M, a,N,M,N)γ : γ < β〉 is an <-increasing and continuous chain of reduced s-towers
(witnessed by fγ,α for γ ≤ α < β; where (M, a,N,M,N)
γ ∈ Kµ,Iγ and Iα ⊆ Iγ if α < γ < β),
the directed limit of this sequence is a reduced s-tower indexed by Iβ :=
⋃
γ<β Iγ.
Proof. Suppose not. Let (M, a,N,M,N) > (M, a,N,M,N)β be an s-tower and f :
⋃
i∈IM
β
i →⋃
i∈IMi witnessing that (M, a,N,M,N)
β is not a reduced s-tower. Let b ∈
⋃
i∈Iβ f[M
β
i ] =
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⋃
i∈Iβ f[M
β
i ] (because cf(Iβ) > ω) and i ∈ Iβ be such that b 6^ |
f[M
β
i ]
f[M
β
i
]
Mi. Also, there exists j ∈ Iβ
such that b ∈ f[Mβj ]. Notice that j > i.
Since b ∈ f[Mβj ] := f[
⋃
α(j)≤α<β fα,β[M
α
j ]] (remember α(j) := min{γ < β : j ∈ Iγ}), there
exists a sequence (bn) in
⋃
α(j)≤α<β(f ◦ fα,β)[M
α
j ] such that (bn) → b. By continuity of s-
independence, there exists N < ω such that bN 6^ |
f[M
β
i ]
f[M
β
i ]
Mi.
Let α(i) := min{γ < β : i ∈ Iγ} and γ be such that max{α(i), α(j)} ≤ γ < β and bN ∈
(f ◦ fγ,β)[M
γ
j ] ⊆
⋃
i∈Iγ(f ◦ fγ,β)[M
γ
i ]. Since bN 6^ |
f[M
β
i ]
f[M
β
i
]
Mi, by monotonicity we have that
bN 6^ |
(f◦fγ,β)[Mγi ]
(f◦fγ,β)[Mγi ]
Mi. This contradicts the fact that (M, a,N,M,N)γ is a reduced s-tower.
Prop. 2.2.11
Proposition 2.2.12 (Truncation of reduced towers). Let (M, a,N,M,N) ∈ Kµ,I be a reduced
tower and I ′ ⊂ I an initial segment of I. Then (M, a,N,M,N)  I ′ is a reduced tower.
Proof. Suppose not, so there exists an initial segment I0 ⊂ I such that
(M, a,N,M,N)  I0 is not a reduced tower. Hence there exist an extension (M ′, a ′,N ′,M ′, N ′) ≥
(M, a,N,M,N)  I0 (witnessed by f0), b ∈
⋃
i∈I0 Mi and i ∈ I0 such that b 6^ |
f0[Mi]
f0[Mi]
M ′i .
Let δ := min[I \ I0]. Let δ− := δ if δ is a limit element and δ− := δ − 1 if δ is a successor
element. Notice that f0 :
⋃
i<δMi → ⋃i<δM ′i . Let f0 ∈ Aut(M) be such that f0 ⊃ f0. Let
M ′δ− be a universal model over f0[Mδ− ] which contains
⋃
i<δM
′
i and N
′
δ− := f0[Nδ−]. By deV-
nition of tower, aδ− |^
Nδ−
Nδ−
Mδ− . By invariance, f0(aδ−) |^
f0[Nδ− ]
f0[Nδ− ]
f0[Mδ−]. By extension property
(proposition 1.4.9), there exists g0 ∈ Aut(M/f0[Mδ− ]) such that (g0 ◦ f0)(aδ−) |^
f0[Nδ− ]
f0[Nδ− ]
M ′δ− .
DeVne f1 := (g0 ◦ f0) and f1 := f1  Mδ− = f0  Mδ− : Mδ− → M ′δ− . Notice that
f1 ⊇ f0. DeVne M ′δ−+1 as a universal model over f1[Mδ−+1] which contains M
′
δ− . Notice that
f1(aδ−) ∈ f1[Mδ−+1] ⊂ M
′
δ−+1 and f1(aδ−) /∈ M
′
δ− (by proposition 1.4.12) Proceed in a similar
way for obtaining fi for every i ∈ I\I0, getting and increasing⊂-chain of embeddings and deVne
g :=
⋃
i∈I fi. Notice that the tower and g deVned in this way witness that (M, a,N,M,N) is
not a reduced tower (contradiction). Prop. 2.2.12
Proposition 2.2.13 (reduced towers are continuous). If (M, a,N,M,N) is a reduced tower, then
it is continuous.
Proof. Let T0 := ((〈Mi : i ∈ I〉, 〈ai : i ∈ I〉, 〈Ni : i ∈ I〉, 〈Mi : i ∈ I〉, 〈Ni : i ∈ I〉)
be a reduced s-tower which is not continuous. Let δ be the minimum limit ordinal such that
continuity fails in T0 at δ; i.e.: there exists b ∈ Mδ \
⋃
i<δMi. Without loss of generality, by
truncation of reduced towers -Proposition 2.2.12-, we may assume that I := δ + 1. By density
of reduced towers, let T1 := (〈M1i : i ≤ δ〉, 〈f0,1(ai) : i ≤ δ〉, 〈f0,1[Ni] : i ≤ δ〉, 〈M
1
i : i ≤
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δ〉, 〈f0,1[Ni] : i ≤ δ〉) be a reduced tower which extends T0 via f0,1. For β = α + 1 < δ, extend
Tα := (〈M
α
i : i ≤ δ〉, 〈f0,α(ai) : i ≤ δ〉, 〈f0,α[Ni] : i ≤ δ〉, 〈M
1
i : i ≤ δ〉, 〈f0,α[Ni] : i ≤ δ〉) to a
reduced tower (〈Mα+1i : i ≤ δ〉, 〈fα,α+1 ◦ f0,α(ai) : i ≤ δ〉, 〈fα,α+1 ◦ f0,α[Ni] : i ≤ δ〉, 〈M
1
i : i ≤
δ〉, 〈fα,α+1 ◦ f0,α[Ni] : i ≤ δ〉) via fα,α+1 (α < δ). DeVne fα,γ (α ≤ γ < δ) inductively as follows:
for γ = α, deVne fα,α := id; given fα,γ, deVne fα,γ+1 := fγ,γ+1 ◦ fα,γ. For β < δ limit, deVne
Tβ as the weak directed limit of the towers 〈Tα, fα,γ : α ≤ γ < β〉, with fα,β : Mαδ → Mβδ the
corresponding canonical embedding.
Let Tδ := (〈Mδi : i ≤ δ〉, 〈f0,δ(ai) : i ≤ δ〉, 〈f0,δ[Ni] : i ≤ δ〉, 〈M
1
i : i ≤ δ〉, 〈f0,δ[Ni] : i ≤ δ〉)
be the weak directed limit of the towers (Tα; fα,β : α ≤ β < δ) with canonical embeddings fα,δ
(α < δ).
Remark 2.2.14 (f0,α(b) /∈ Mαα for every α < δ). If at some stage α < δ f0,α(b) appeared inside
Mαα, we have that f0,α(b) 6^ | f0,α[Mα]M
α
α because f0,α(b) ∈ M
α
α \ f0,α[Mα] (by antirreWexivity of
smooth independence, Proposition 1.4.12). Tα would then witness that T0 is not a reduced tower
(contradiction). Therefore, there is no any α < δ such that f0,α(b) appears insideMαα
By assumption 2.2.2 (2) and (3), we have that either for any Vxed ε > 0 there exists ζ < δ
such that f0,δ(b) |^
ε
fζ,δ[M
ζ
ζ
]
⋃
α<δ fα,δ[M
α
α] (if cf(δ) = ω, apply (3)) or there exists ζ < δ such that
f0,δ(b) |^
fζ,δ[M
ζ
ζ
]
fζ,δ[M
ζ
ζ]
⋃
α<δ fα,δ[M
α
α] (if cf(δ) > ω, apply (2)).
Without loss of generality, for the sake of simplicity, we may assume ζ = 0.
CASE i = 0: DeVne N ′0 := f1,δ[M
1
0]. Notice that f1,δ[M
1
0] ≺K f1,δ[M
1
1], since M
1
0 ≺K M
1
1.
Let h0 := id  f0,δ[M00]. Notice that h0[f0,δ[M
0
0]] = f0,δ[M
0
0] ≺K f1,δ[M
1
0]. Thus h0 : f0,δ[M
0
0] →
f1,δ[M
1
0] ≺K N
′
0.
CASE i = 1: Let h1 := id  f1,δ[M11] : f1,δ[M
1
1] → f2,δ[M21]. Notice that h0 ⊂ h1. Since
f0,1(a0) |^
f0,1[N0]
f0,1[N0]
M10 (since T0 ≤ T1), by invariance -applying f1,δ- we have
f0,δ(a0) |^
f0,δ[N0]
f0,δ[N0]
f1,δ[M
1
0] (2-1)
LetN ′1 be a universal model over
⋃
n<δ fn,δ[M
n
n] containing f0,δ(b). Notice thatN
′
0 := f1,δ[M
1
0] ≺K
f1,δ[M
1
1] ≺K N
′
1. and h1 : f1,δ[M
1
1] → f2,δ[M21] ≺K f2,δ[M22] ≺K N ′1. Let l0,1 := id  N ′0 : N ′0 →
N ′1.
Notice that f0,1(a0) ∈ M11 (since T1 is a tower), then f0,δ(a0) = f1,δ ◦ f0,1(a0) ∈ f1,δ[M
1
1].
Therefore, (2-1) means
h1 ◦ f0,δ(a0) |^
h0◦f0,δ[N0 ]
h0◦f0,δ[N0]l0,1[N
′
0] (2-2)
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CASE i = 2: Since f0,1(a1) |^
f0,1[N1 ]
f0,1[N1]
M11 (deVnition of ≤ and since T1 is a tower), by invariance
and the commutative property of directed limits, applying f1,δ we have
f0,δ(a1) |^
f0,δ[N1 ]
f0,δ[N1]
f1,δ[M
1
1] (2-3)
Since f1,δ[M11] is universal over f0,δ[N1] and f1,δ[M
1
1] ≺K f2,δ[M
2
1] ≺K N
′
1, by extension -
Proposition 1.4.9- there exists g1 ∈ Aut(M/f1,δ[M11]) such that
g1 ◦ f0,δ(a1) |^
f0,δ[N1 ]
f0,δ[N1]
N ′1 (2-4)
Notice that f3,δ[M32] is universal over f2,δ[M
2
2] (becauseT2 ≤ T3), in particular it is universal over
f1,δ[M
1
1] ≺K f2,δ[M
2
2]. Since g1 ◦ f2,δ[M
2
2] K f1,δ[M
1
1], there exists f1 : g1 ◦ f2,δ[M
2
2] → f3,δ[M32]
Vxing f1,δ[M11] pointwise. Let
h2 := f1 ◦ g1  f2,δ[M
2
2] : f2,δ[M
2
2]→ f3,δ[M32]
Notice that h1 ⊂ h2, since both f1 and g1 Vx f1,δ[M11] pointwise and h1 := id  f1,δ[M
1
1].
Let f¯1 be an automorphism ofM extending f1. By invariance, applying f¯1 to (4) we get
f1 ◦ g1 ◦ f0,δ(a1) |^
f0,δ[N1]
f0,δ[N1]
f¯1[N
′
1]. (2-5)
Let N ′2 be a universal model over f3,δ[M
3
2] containing f¯1[N
′
1] and l1,2 := f¯1  N
′
1 : N
′
1 → N ′2.
Notice that h2 : f2,δ[M22]→ f3,δ[M32] ≺K N ′2 and f0,1(a1) ∈ f2,δ[M22].
Therefore (2-5) means
h2 ◦ f0,δ(a1) |^
h1◦f0,δ[N1]
h1◦f0,δ[N1]l1,2[N
′
1]. (2-6)
CASE i = 3: Since f0,2(a2) |^
f0,2[N2 ]
f0,2[N2]
M22 (deVnition of ≤ and since T2 is a tower), by invariance
and the commutative property of directed limits, applying f2,δ we have
f0,δ(a2) |^
f0,δ[N2 ]
f0,δ[N2]
f2,δ[M
2
2] (2-7)
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Let h¯2 be an automorphism ofM extending h2. By invariance,
h¯2 ◦ f0,δ(a2) |^
h2◦f0,δ[N2 ]
h2◦f0,δ[N2]h2 ◦ f2,δ[M
2
2] (2-8)
Since h2 ◦ f2,δ[M22] is universal over h2 ◦ f0,δ[N2] and h2 ◦ f2,δ[M
2
2] ≺K N
′
2, by extension (Propo-
sition 1.4.9) there exists
g2 ∈ Aut(M/h2 ◦ f2,δ[M
2
2])
such that
g2 ◦ h¯2 ◦ f0,δ(a2) |^
h2◦f0,δ[N2]
h2◦f0,δ[N2]N
′
2 (2-9)
Notice that f4,δ[M43] is universal over f3,δ[M
3
3] (because T3 ≤ T4), in particular it is universal
over h2[f2,δ[M22]] ≺K f3,δ[M
3
2] ≺K f3,δ[M
3
3]. Since g2 ◦ h¯2 ◦ f3,δ[M
3
3] K h2[f2,δ[M
2
2]], there exists
f2 : g2 ◦ h¯2 ◦ f3,δ[M
3
3]→ f4,δ[M43]
Vxing h2[f2,δ[M22]] pointwise.
Let h3 := f2 ◦ g2 ◦ h¯2  f3,δ[M33] : f3,δ[M
3
3]→ f4,δ[M43].
Notice that h2 ⊂ h3, since both f2 and g2 Vx h2[f2,δ[M22]] pointwise.
Let f¯2 be an automorphism ofM extending f2. Applying invariance to (2-9), we have
f2 ◦ g2 ◦ h¯2 ◦ f0,δ(a2) |^
h2◦f0,δ[N2]
h2◦f0,δ[N2]f¯2[N
′
2] (2-10)
Let N ′3 be a universal model over f4,δ[M
4
3] containing f¯2[N
′
2]. Notice that h3 : f3,δ[M
3
3] →
f4,δ[M
4
3] ≺K N
′
3. Let l2,3 := f¯2  N
′
2 : N
′
2 → N ′3. Notice that f0,δ(a2) ∈ f3,δ[M33].
Therefore, (2-10) means
h3 ◦ f0,δ(a2) |^
h2◦f0,δ[N2 ]
h2◦f0,δ[N2]l2,3[N
′
2] (2-11)
Continue in a similar way for n < ω.
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CASE i = ω: Notice that i < j < ω implies
fi,δ[M
i
i] ≺K fj,δ[M
j
j] :
fi,δ[M
i
i] = fj,δ[fi,j[M
i
i]] ≺K fj,δ[M
j
j] (since fi,δ = fj,δ ◦ fi,j).
Ê
Let N^ω be the directed limit of 〈N ′n, ln,m : n < ω,n < m < ω〉, with canonical embeddings
ln,ω : N
′
n → N^ω.
Let kn := ln,ω ◦ hn : fn,δ[Mnn] → ln,ω[fn+1,δ[Mn+1n ]]] ≺K ln,ω[N ′n] ≺K N^ω. Notice that kn ⊂
kn+1: Let a ∈ fn,δ[Mnn], then
kn(a) = ln,ω ◦ hn(a)
= (ln+1,ω ◦ ln,n+1) ◦ h
′
n(a) (by commutative
properties of canonical embeddings of directed systems)
= ln+1,ω ◦ (ln,n+1 ◦ hn)(a)
= ln+1,ω ◦ (f¯n ◦ hn)(a) (ln,n+1 := f¯n  N
′
n, by deVnition)
= ln+1,ω ◦ (fn ◦ gn ◦ hn)(a) (gn Vxes hn ◦ fn,δ[M
n
n] pointwise and f¯n ⊃ fn)
= ln+1,ω ◦ hn+1(a) (hn+1 = fn ◦ gn ◦ h¯n  fn+1,δ[M
n+1
n+1])
= kn+1(a) (by deVnition of kn+1).
Let hω :=
⋃
n<ω kn :
⋃
n<ω fn,δ[M
n
n]→ ⋃n<ω ln,ω[fn+1,δ[Mn+1n ]] ≺K N^ω.
Notice that
ln,n+1 ◦ hn  fn,δ[M
n
n] = f¯n ◦ hn  fn,δ[M
n
n]
(ln,n+1 := f¯n  N
′
n and hn[fn,δ[M
n
n]] ≺K N
′
n)
= fn ◦ gn ◦ hn  fn,δ[M
n
n]
(since gn Vxes hn ◦ fn,δ[M
n
n] pointwise and
f¯n ⊃ fn)
= hn+1  fn,δ[M
n
n]
= hn  fn,δ[M
n
n] (since hn+1 ⊃ hn)
Therefore, we conclude that ln,n+1 Vxeshn[fn,δ[Mnn]] pointwise. Without loss of generality, doing
a pull back, we may assume that ln,ω Vxes hn[fn,δ[Mnn]] pointwise.
1. Case 1: ω < δ: Let N ′ω be a universal model over hω[fω,δ[M
ω
ω]] = hω[
⋃
n<ω fn,δ[M
n
n]]
containing N^ω.
Notice that fω,δ[Mωω] =
⋃
n<ω fω,δ[M
ω
n ] =
⋃
n<ω fn,δ[M
n
n] (since ω < δ and δ is the
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minimum ordinal such that there exists a reduced tower with a failure of continuity at
level δ).
Notice that
hω[
⋃
n<ω
fn,δ[Mnn]] =
⋃
n<ω
kn[fn,δ[Mnn]]
=
⋃
n<ω
ln,ω ◦ hn[fn,δ[Mnn]]
=
⋃
n<ω
hn[fn,δ[Mnn]]
(ln,ω is assumed to Vx fn,δ[M
n
n] pointwise)
≺K
⋃
n<ω
fn+1,δ[Mn+1n ]
=
⋃
n<ω
fn,δ[Mnn]
Therefore hω : fω,δ[Mωω]→ fω,δ[Mωω] ≺K fω+1,δ[Mωω + 1].
Since f0,ω(aω) |^
f0,ω[Nω]
f0,ω[Nω]
Mωω (sinceT0 ≤ Tω), by invariance and the commutative property
of directed limits, applying fω,δ we have
f0,δ(aω) |^
f0,δ[Nω]
f0,δ[Nω]
fω,δ[M
ω
ω] (2-12)
Let h¯ω ∈ Aut(M) be extending hω. By invariance, we have that
h¯ω ◦ f0,δ(aω) |^
hω◦f0,δ[Nω]
hω◦f0,δ[Nω]hω ◦ fω,δ[M
ω
ω]. (2-13)
Since hω◦fω,δ[Mωω] is universal over hω◦f0,δ[Nω] and hω◦fω,δ[M
ω
ω] ≺K N
′
ω, by extension
-Proposition 1.4.9- there exists gω ∈ Aut(M/h ′ω ◦ fω,δ[M
ω
ω]) such that
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gω ◦ h¯ω ◦ f0,δ(aω) |^
hω◦f0,δ[Nω]
hω◦f0,δ[Nω]N
′
ω (2-14)
Notice that fω+2,δ[M
ω+2
ω+1] is universal over fω+1,δ[M
ω+1
ω+1], in particular it is universal over
hω[fω,δ[M
ω
ω]] ≺K fω,δ[M
ω
ω] ≺K fω+1,δ[M
ω+1
ω+1].
Let h¯ω ∈ Aut(M) extending hω. Since gω ◦ h¯ω[fω+1,δ[M
ω+1
ω+1]] K hω[fω,δ[M
ω
ω]], there
exists fω : gω ◦ h¯ω[fω+1,δ[M
ω+1
ω+1]]→ h¯ω[fω+2[Mω+2ω+1]] Vxing hω[fω,δ[Mωω]] pointwise.
Let f¯ω ∈ Aut(M) extending fω, then by invariance applied to (2-14) we get
fω ◦ gω ◦ h¯ω ◦ f0,δ(aω) |^
hω◦f0,δ[Nω]
hω◦f0,δ[Nω]f¯ω[N
′
ω] (2-15)
Let hω+1 := fω ◦ gω ◦ h¯ω  fω+1,δ[M
ω+1
ω+1] : fω+1,δ[M
ω+1
ω+1]→ h ′ω[fω+2,δ[Mω+2ω+1]]. Notice that
hω ⊂ hω+1 because both fω and gω Vx hω[fω,δ[Mωω]] pointwise.
Let N ′ω+1 be a universal model over fω+1,δ[M
ω+1
ω ] K hω[fω,δ[M
ω
ω]] containing f¯ω[N
′
ω]
and lω,ω+1 := f¯ω  N ′ω : N
′
ω → N ′ω+1.
Since f0,δ(aω) ∈ fω+1,δ[M
ω+1
ω+1], notice that (2-15) can be written as follows:
hω+1 ◦ f0,δ(aω) |^
hω◦f0,δ[Nω]
hω◦f0,δ[Nω]lω,ω+1[N
′
ω] (2-16)
2. Case 2: ω = δ: We have the following diagram:
Mωω
⋃
n<ω
fn,δ[Mnn] N^ω
6
id
-
h ′ω
We want to Vnd h¯ ∈ Aut(M) such that h¯(f0,δ(b)) = l1,ω(f0,δ(b)), extending hω. We
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just know that for a Vxed ε > 0 there exists ζ < δ -recall that without loss of generality,
we may assume ζ = 0- such that f0,δ(b) |^
ε
f0,δ[M
0
0
]
⋃
i<δ fi,δ[M
i
i]. We conjecture that under
the stronger condition f0,δ(b) |^
f0,δ[M
0
0]
f0,δ[M
0
0
]
⋃
i<δ fi,δ[M
i
i] we could Vnd such automorphism in
a similar way as it was proved in [GVV08] that there exists an automorphism h¯ of the
monster model such that h¯(b) = b, extending some mapping h with domain
⋃
i<δM
i
i.
Suppose that we were succeeded Vnding such automorphism h¯.
Let h := h¯ Mωω andN
′
ω be a universal model over h[M
ω
ω] containing N^ω.
Since h ⊃ hω, notice that the following diagram commutes:
Mωω N
′
ω
⋃
n<ω
fn,δ[Mnn] N^ω
-h
6
id
-
hω
6
id
DeVne j := h ◦ f0,δ : M0ω → N ′ω. Notice that by equations (2-2), (2-6) and (2-11), we can
assure that
hi+1(f0,δ(ai)) |^
hi◦f0,δ[Ni]
hi◦f0,δ[Ni]li,i+1[N
′
i] (2-17)
Since hi+1 ⊃ hi, we have that
hi+1(f0,δ(ai)) |^
hi+1◦f0,δ[Ni]
hi+1◦f0,δ[Ni]li,i+1[N
′
i]
By invariance, applying li+1,ω we get
li+1,ω ◦ hi+1(f0,δ(ai)) |^
li+1,ω◦hi+1◦f0,δ[Ni]
li+1,ω◦hi+1◦f0,δ[Ni]li,ω[N
′
i]
Since li+1 ◦ hi+1 =: ki+1 ⊂ hω ⊂ h, we get
h(f0,δ(ai)) |^
h◦f0,δ[Ni]
h◦f0,δ[Ni]li,ω[N
′
i]
i.e.,
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j(ai) |^
j[Ni]
j[Ni]
li,ω[N
′
i] (2-18)
By antirreWexivity -Prop. 1.4.12-, we have that j(a) /∈ li,ω[N ′i] because j(ai) /∈ j[Ni] and
j(ai) |^
j[Ni ]
j[Ni]
li,ω[N
′
i].
Therefore, the tower based on 〈li,ω[N ′i] : i < ω〉, 〈j[Ni] : i < ω〉 and 〈j(ai) : i < ω〉
extends T0 via j.
Notice that j(b) = h ◦ f0,δ(b)= l1,ω ◦ f0,δ(b) ∈ l1,ω[N ′1] \ h[f0,δ[M
0
1]] = j[M
0
1], then by
antirreWexivity -Proposition 1.4.12- we have that j(b) 6 |^
j[M01]
j[M01]
l1,ω[N
′
1], contradicting the
reducibility of T0.
For i < δ a successor ordinal, proceed as in the case i = 3. If i < δ is a limit ordinal, proceed as
in the caseω < δ. And Vnally, for i = δ proceed as in the caseω = δ. Prop. 2.2.13
2.2.3 Full-relativeness of s-towers
As in (discrete) AECs, relatively full s-towers are a kind of s-towers which are relatively saturated.
Reduced s-towers guarantee that the completion of the union of our directed system is continu-
ous, relatively full s-towers guarantee that such completion satisVes that every model indexed by
a successor ordinal is in fact universal over its predecessor model (i.e., such model is in fact a
(µ, θ)-limit model).
Before deVning relatively full s-towers, we have to deVne a notion of strong type as in [GVV08,
SV99].
DeVnition 2.2.15 (strong type). LetM be a σ-limit model
1. St(M) :=


(p,N) :
N ≺K M
N is a (µ, θ)-limit model
M is universal overN
p ∈ ga-S(M) is non-algebraic
and p |^ N
N
M
for some resolution N of N.


2. Two strong types (pl, Nl) ∈ St(Ml) (l ∈ {1, 2}) are parallel (which we denote by (p1, N1) ‖
(p2, N2) iU for everyM ′ K M1,M2 with density character µ, there exists q ∈ ga-S(M ′)
which extends both p1 and p2 and q |^
Nl
Nl
M ′ (l ∈ {1, 2}) (where Nl is the resolution of Nl
which satisVes pi |^
Nl
Nl
Ml).
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Assumption 2.2.16. Through this subsection, assume that I is a well order which has a coVnal
sequence (iα : α < θ), where cf(θ) > ω.
DeVnition 2.2.17 (Metric s-Towers). An s-tower (M, a,N,M,N) is called a metric s-tower if
the resolution witnessing that Mi is a (µ, σ)-limit model over Ni is spread-out. A spread-out
resolutionM ofM is a resolution where for every γ,Mγ+1 is anω1-limit overMγ.
DeVnition 2.2.18 (relatively full s-towers). Let (M, a,N,M,N) be an s-tower indexed by I. Let
(Mγi : γ < σ) be a sequence which witnesses that Mi is a (µ, σ)-limit model. We say that
(M, a,N,M,N) is a relatively full s-tower with respect to (Mγi )i∈I,γ<σ iU for every iα ≤ i < iα+1
and (p,Mγi ) ∈ St(Mi) there exists i ≤ j < iα+1 such that (p,M
γ
i ) ‖ (ga-tp(aj/Mj),Nj).
Proposition 2.2.19. Suppose that for every α < θ there are µ·ωmany elements between iα and iα+1.
Let (M, a,N,M,N) be a relatively full s-tower with respect to (Mγi )i∈I,γ<σ. Then M :=
⋃
i∈IMi
is a limit model overMi0 .
Proof. It is enough to prove thatMiα+1 is universal overMiα . Let p := ga-tp(a/Miα) ∈ ga-S(Miα)
and ε > 0. So, by assumption 2.2.2 there exists γ := γε < σ such that a |^
ε
M
γε
i0
Mi0 .
By construction, Mγ+1iα is a (µ,ω1)-limit model over M
γ
iα
. Let (M∗i : i < ω1) be a resolu-
tion which witnesses that.
Consider q := p  Mγ+1iα , so by assumption 2.2.2 there exists i < ω1 such that q |^
M∗i
M∗
i
Mγ+1iα .
By extension over universal models (proposition 1.4.9) (notice that Mγ+1iα is universal over M
∗
i ),
there exists q∗ ∈ ga-S(Miα) an extension of q such that q
∗ |^ M
∗
i
M∗i
Miα . So, (q
∗,M∗i ) ∈ St(Miα).
By relatively fullness of (M, a,N,M,N), there exists iα ≤ j1 < iα+1 such that (q∗,M∗i ) ‖
(ga-tp(aj/Mj),Nj). Therefore, q∗ = ga-tp(aj/Miα) and so q
∗ is realized inMj1 .
By monotonicity of non-ε-splitting, we have that p does not ε-split over M∗i (since p does not
ε-split over Mγiγ and M
γ
iα
≺K M
∗
i ); i.e. p |^
ε
M∗i
Miα . Since q
∗ |^ M
∗
i
M∗
i
Miα , then q
∗ |^ ε
M∗i
Miα (by
monotonicity of non-ε-splitting).
Also, since q = p  Mγ+1iα and q
∗ ⊃ q, then q∗  Mγ+1iα = p  M
γ+1
iα
. Notice that Mγ+1iα is
universal overM∗i .
Since p, q∗ |^ ε
M∗i
Miα , by a weak version of the stationarity (Lemma 1.4.8), we have that d(p, q
∗) <
2ε. Therefore,Mj1 realizes a dense subset of ga-S(Miα).
Doing a similar argument, we can construct an increasing sequence (jn : n < ω) in I (where
j0 := iα) such that iα ≤ jn < iα+1, whereMjn+1 realizes a dense subset of ga-S(Mjn).
Therefore, by lemma 1.3.22 we have that M∗ :=
⋃
n<ωMjn ≺K Miα+1 realizes every type over
Mj0 =Miα , soMiα+1 does.
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Prop. 2.2.19
The following fact is proved in a similar way as the discrete case (see [GVV08]). For the sake of
completeness, we give a proof of this result.
Proposition 2.2.20. If (M, a,N,M,N) ∈ K∗µ,I, there exists (M
′, a,N,M ′, N) > (M, a,N,M,N)
in K∗µ,I such that for every limit i ∈ I,M
′
i is a (µ, µ)-limit over
⋃
j<iMj
Proof. First, we construct by induction on i ∈ I a model M+i K Mi and a directed system
(fi,j : i < j ∈ I) of ≺K-embeddings (as in the discrete AEC case, one may prove that the
“union axioms” for metric AEC also hold for directed systems) such that fi,j : M
+
i → M+j and
fi,j Mi = idMi .
Suppose (M+k : k ≤ i) and (fk,l : k < l ≤ i) are constructed. We give the construction of
M+i+1 and fi,i+1. The construction of fj,i+1 (j < i) are given by deVnition of directed system.
Let M∗i+1 be a limit model over M
+
i and Mi+1. Since ai+1 |^
Ni+1
Ni+1
Mi+1 and Mi+1 is universal
over Ni+1 (by deVnition of s-tower), by the extension property ([VZ10b, 2.7]) and invariance
of smooth independence there exists f ∈ Aut(M/Mi+1) such that ai+1 |^
Ni+1
Ni+1
f[M∗i+1]. DeVne
M+i+1 := f[M
∗
i+1] and fi,i+1 := f M
+
i .
For limit i ∈ I, Vrst take the directed limit of (M+k : k ≤ i) and (fk,l : k < l ≤ i) and then
considerM+i a limit model over this directed limit and (µ, µ)-limit over
⋃
j<i fj,i[M
+
j ].
Fix j ∈ I. Let fj,sup(I) andM ′j,sup(I) be the respective directed limit of this directed system. With-
out loss of generality, we may assume that fj,sup(I)  Mj = idMj (just doing a pull back). DeVne
M ′j := fj,sup(I)[M
+
j ].
Notice that the s-tower (M ′, a,N,M,N) deVned in this way satisVes the requirements of the
proposition and that (M ′, a,N,M,N) is not necessarily continuous. Prop. 2.2.20
Lemma 2.2.21 (weak relatively full). Given (M, a,N,M,N) ∈ K∗µ,In , there exists (M
′, a,N,M ′, N) >
(M, a,N,M,N) inK∗µ,In+1 such that for every (p,N) ∈ St(Mi) (where i ∈ In and iα ≤ i < iα+1)
there exists i ≤ j < iα+1 such that (ga-tp(aj/M ′j ),Nj) ‖ (p,N).
Proof. Let M ′iα+1 be a (µ, µ)-limit model over
⋃
j<iα+1,j∈In Mj (by proposition 2.2.20). Let 〈M
′
i :
l ∈ In+i, iα + µ · n < l < α+ 1〉 be an enumeration of a resolution which witnesses thatM ′iα+1
is (µ, µ)-limit over
⋃
j<iα+1,j∈In Mj.
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Let S := {(p,N)lα : iα + µ · n < l < iα+1} be an enumeration of a dense subset of
⋃
{St(Mi) :
i ∈ In, iα ≤ i < iα+1} (by µ-stability). Therefore, given (p,N)lα ∈ S there exists i ∈ In such that
iα ≤ i < iα+1 such that (p,N)lα ∈ St(Mi). So p
l
α |^
Nlα
Nlα
Mi. Since by deVnition of strong type
Mi is universal over Nlα andMi ≺K M
′
l , by proposition 1.4.9 there exists p
∗ ∈ ga-S(M ′l ) which
extends plα and p
∗ |^ N
l
α
Nlα
M ′l . Notice thatM
′
succIn+1 (l)
is universal overM ′l (by construction), then
there exists al ∈M ′succIn+1 (l)
such that al |= p∗. ConsiderNl := Nlα. So, al |^
N
Nl
M ′l . The s-tower
constructed in this way satisVes the requirements of the proposition. Lemma 2.2.21
2.2.4 Uniqueness of Limit Models
The following fact is inspired by the related result given in [GVV08]. Although the sketch of the
proof in the metric case is the same as the proof given in [GVV08], we have to point out that the
details of the steps in the proof are quite diUerent.
Proposition 2.2.22. There is a (µ, θ)-d-limit model over M which is also a (µ,ω)-d-limit model
overM.
Proof. Consider a tower (M, a,N,M,N)0 ∈ Kµ,I0 such that M
0
0 := M. Suppose that we
have constructed (M, a,N,M,N)n ∈ Kµ,In . By lemma 2.2.21 and proposition 2.2.10, there ex-
ists an s-tower (M, a,N,M,N)n ≤ (M, a,N,M,N)n+1 (witnessed by fn,n+1 :
⋃
i∈In M
n
i →⋃
j∈In+1 M
n+1
j ) which is reduced and also satisVes the properties given in lemma 2.2.21. At Iω,
consider (M, a,N,M,N)ω as the directed limit of 〈(M, a,N,M,N)n, fn,m : n ≤ m < ω〉.
By proposition 2.2.11, (M, a,N,M,N)ω is a reduced tower (and so continuous, by proposi-
tion 2.2.13).
Claim 2.2.23. Mωiθ is a (µ,ω)-d-limit model witnessed by {fn,ω[M
n
iθ
] : n < ω}
Proof. By deVnition of ≤. Claim 2.2.23
Claim 2.2.24. Mωθ is a (µ, θ)-d-limit model
Proof. (M, a,N,M,N)ω is relatively full to (fn,ω[Mni ])n<ω,i∈Iω (by lemma 2.2.21). So, by propo-
sition 2.2.19,Mωiθ is a (µ, θ)-d-limit witnessed by {M
ω
i : i < ıθ} (notice that continuity of reduced
towers guarantees thatMωiθ =
⋃
i<iθ
Mωi ). This Vnishes the proof of claim 2.2.24 Claim 2.2.24
So, we have constructed a (µ,ω)-d-limit model overMwhich is also a (µ, θ)-d-limit model over
M. Prop. 2.2.22
Corollary 2.2.25. IfMi is a (µ, θi)-d-limit overM (i ∈ {1, 2}), thenM1 ≈M M2.
Proof. By proposition 2.2.22, they are isomorphic to a (µ,ω)-d-limit model overM. Cor. 2.2.25
CHAPTER 3
Domination, orthogonality and parallelism in superstable Metric
Abstract Elementary Classes
The study of Zilber’s trichotomy for strongly minimal sets in understanding the classiVcation
-up to bi-interpretability- of uncountably categorical strongly minimal theories is considered
the beginning of Geometric Stability Theory, although restricted to ω1-categoricity. However,
some people consider that the actual birth of Geometric Stability Theory is the study of the
non-Vnite axiomatizability of totally categorical theories -works of Cherlin, Harrington, Lachlan
and Zilber-. Buechler used generalizations of this machinery outside of totally-categorical and
ω1-categorical settings and got a proof of his famous dichotomy theorem on the collectionD of
realizations of stp(a/A) for a any realization of a weakly minimal type, which says that either
D is locally modular or p has Morley rank 1 [Bue85].
In Superstable First Order theories, there is a nice development of Geometric Stability Theory
(see [Pil96, Bue96]), which corresponds to a generalization of the results studied in the categorical
settings. In his doctoral thesis, E. Hrushovski extended this work to Stable First Order Theories
[Hru86]. Also, this study has been extended to Rosy Theories by A. Onshuus and A. Usvyatsov
(see [OU09a]). In abstract settings, S. Shelah provided some extensions of these results in AEC
Good Frames (see [She09b]), which corresponds to a setting that J. Baldwin calls intermediate
stability theory because it does not really consider more reVned techniques of geometric stability
theory, e.g. group conVgurations and Hrushovski’s analysis.
This chapter is devoted to the study of some basic notions of classical Geometric Stability The-
ory -domination, orthogonality and parallelism, in fact notions well-behaved in stable theories- in
Superstable MAECs, extending the results given by J. Baldwin ([Bal0x]) and Shelah [She09b], and
studying some properties which were not proved in [She09b].
Assumption 3.0.26. Throughout this chapter, we assume AP, JEP, CTP, existence of arbitrarily large
enough models and 2.2.2 (the superstability-like assumptions which we used in chapter 2). For the
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sake of completeness, we write those assumptions once more: For every a and every increasing and
continuous≺K-chain of models 〈Mi : i < σ〉 andMj a resolution ofMj (j < σ):
1. (Continuity) If p Mi |^
M0
M0
Mi for all i < σ, then p |^
M0
M0
⋃
i<σMi.
2. (Locality) if cf(σ) > ω, there exists j < σ such that a |^
Mj
Mj
⋃
i<σMi.
3. (ε-simplicity) if cf(σ) = ω, there exists j < σ such that a |^ ε
Mj
⋃
i<σMi.
Under these assumptions, we proved uniqueness of limit models (see corollary 2.2.25): IfMi is a
(µ, θi)-d-limit over M (i ∈ {1, 2}) such that dc(M1) = dc(M2), then M1 ≈M M2. Remember
that assumptions 2.2.2 2. and 3. imply a |^ M
M
M for every M and every resolution M of M
(remark 2.2.4)
3.1 Domination in MAEC
In this section, we deVne a natural adaptation of the notion of domination in the setting of su-
perstable MAECs that exhibit the superstability-like assumption 2.2.2. We base the development
of this section on [Bal0x] but we use s-independence instead of intersections as Baldwin does.
According to S. Buechler ([Bue96]), the motivating question which takes us to the notion of
domination is whether nonorthogonal (Vrst order syntactical) types p and q have bases relative
to a model M (i.e., maximal Morley sequences of p and q respectively over the domain of the
respective types contained in M) with the same cardinality. In such context, domination is a
kind of opposite notion to orthogonality. In Vrst order, we say that a (possibly inVnite) set B
dominates another (possibly inVnite) set A over C if and only if for any set D, if B |^
C
D then
A |^
C
D. But in our setting, we cannot deVne independence on sets because, in general, Galois
types are deVned on models. Because of that, we have to adapt this notion to our general context.
Notation 3.1.1. (M,M, N, a) means that M ≺K N, M is a limit model witnessed by M and
a ∈ N \M.
DeVnition 3.1.2. We say that (M,M, N, a) ≺nf (M ′,M ′, N ′, a) if and only if M ′ is a limit
model overM,M ⊂M ′ andM corresponds to an initial segment ofM ′,N ≺K N ′ and a |^
M
M
M ′.
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M
M ′
N ′
N
b a
...
...
M ′
M
DeVnition 3.1.3. We say that a set A is smooth independent from M over N relative to a reso-
lution N of N -denoted by A |^ N
N
M - if and only if b |^ N
N
M for every Vnite tuple b ∈ A.
DeVnition 3.1.4. Given (M,M, N, a), we say that a dominatesN overM relative toM (denoted
by a BMM N) iU for every (M
′,M ′, N ′, a) nf (M,M, N, a) we have that N |^
M
M
M ′ (i.e., for
every b ∈ N b |^ M
M
M ′).
Remember that in Vrst order, B dominates A over C if and only if for any set D, if B |^
C
D then
A |^
C
D. Because in our general context Galois types are deVned on models instead of sets, we
have to adapt this notion to our setting. Notice that (M ′,M ′, N ′, a) nf (M,M, N, a) implies
a |^
M
M
M ′, so a BMM N means that a |^
M
M
M ′ implies N |^ M
M
M ′, agreeing with the Vrst order
notion of domination.
The following proposition says that domination over a modelMα implies domination over aK-
superstructureM K Mα if there is some independence fromM overMα (i.e., the information
given overM is the same overMα).
Proposition 3.1.5. Let (M,M, N, a) (whereM := {Mi : i < θ} witnesses thatM is a limit model)
andMα ⊂M be a resolution ofMα (α < θ) such that a |^
Mα
Mα
M. If a BMαMα N then a B
M
M N.
Proof. Let (M ′,M ′, N ′, a) nf (M,M, N, a). Therefore, a |^
M
M
M ′. By hypothesis a |^ Mα
Mα
M,
hence a |^ Mα
Mα
M ′ (by transitivity, proposition 1.4.19). So, (M ′,M ′, N ′, a) nf (Mα,Mα, N, a).
Since a BMαMα N, then N |^
Mα
Mα
M ′. By monotonicity (proposition 1.4.6), N |^ M
M
M ′, therefore
a BMM N. Prop. 3.1.5
The following proposition is a kind of reciprocal of proposition 3.1.5. This says that under some
independence fromM overMα, domination overM implies domination overMα.
Proposition 3.1.6. Let (M,M, N, a) (where M := {Mi : i < θ} witnesses that M is a (µ, σ)-
limit model) and Mα ⊂ M be a resolution of Mα (α < θ) such that N |^
Mα
Mα
M. If a BMM N then
a BMαMα N.
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Proof. Let (M ′,M ′, N ′, a) nf (Mα,Mα, N, a). Let M ∪ M ′ ⊂ M^ ≺K M (by downward
Löwenheim-Skolem axiom) and M∗ K M^ be a limit over M^ -and so M∗ is a limit model over
M, whereM∗∗ is a witness of that-. Let N∗ K N be such thatN∗ K M∗. andM∗ :=M_M∗∗
Mα
M N
b
a
M ′
N∗
M∗
Since a |^ Mα
Mα
M ′ (by deVnition of ≺nf) andM ′ is universal over Mα, by the extension property
of smooth independence (proposition 1.4.9), there exists a ′ |= ga-tp(a/M ′) such that a ′ |^ Mα
Mα
M∗.
Without less of generality, suppose a |^ Mα
Mα
M∗. Notice that (M∗,M∗, N∗, a) nf (M,M, N, a).
Since a BMM N, then N |^ MM
∗. By hypothesis, N |^ Mα
Mα
M, so by transitivity (proposition 1.4.19,
sinceM andMα are limit models overM0) N |^ MαM
∗, and by monotonicity (proposition 1.4.6)
N |^
Mα
Mα
M ′ (sinceMα ≺K M ′ ≺K M∗). So, we have that a B
Mα
Mα
N. Prop. 3.1.6
The following proposition says that given any tuple (M,M, N, a), we can Vnd some extensions
N ′ K N andM ′ K M such thatN ′ K M ′, and a dominates N ′ overM ′.
Proposition 3.1.7. Given (M,M, N, a) there exists (M ′,M ′, N ′, a) nf (M,M, N, a) such that
a BM
′
M ′ N
′.
Proof. Suppose not. This allows us to construct an≺nf-increasing and continuous sequence of tu-
ples 〈(Mα,Mα, Nα, a) : α < µ+〉 such that (M0,M0, N0, a) := (M,M, N, a) and
(Mα+1,Mα+1, Nα+1, a)witnesses that (Mα,Mα, Nα, a) does not satisfy that a BM
α
Mα N
α. There-
fore, there exists b ∈ Nα such that a |^ M
α
Mα
Mα+1 but b 6^ | M
α
Mα
Mα+1. By assumption 2.2.2, given
any c there exists αc < µ+ such that c |^
Mαc
Mαc
⋃
α<µ+ M
α.
Consider γ0 < µ+. Since Nγ0 has density character µ, there exists Bγ0 a dense subset of N
γ0 of
cardinality µ. DeVning f0 : Bγ0 → µ+ as f(c) := αc, we have that there exists γ ′0 < µ+ such that
f(c) := αc < γ
′
0 for every c ∈ Bγ0 . DeVne γ1 := max{γ0, γ
′
0}+ 1.
In the same way we deVne Bγn and γn for every n < ω. Notice that (γn : n < ω) is an
increasing sequence of ordinals < µ+.
DeVne γ := sup{γn : n < ω}. Notice that γ < µ+.
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Let b ∈ Nγ be such that b 6 |^ M
γ
Mγ
Mγ+1. Since Nγ :=
⋃
α<γN
α, there exists a sequence
(bn) ∈
⋃
α<γN
α such that (bn) → b. By proposition 1.4.16 (continuity of |^ ), there exists
k < ω such that bk 6^ |
Mγ
Mγ
Mγ+1. Since bk ∈
⋃
α<γN
α, there exists β < γ such that bk ∈ Nβ.
Since β < γ := sup{γn : n < ω}, there existsm < ω such that β < γm, so bk ∈ Nγm . Since by
construction we have that Bγm = N
γm , there exists a sequence (cn) ∈ Bγm such that (cn)→ bk.
By proposition 1.4.16 again, there exists l < ω such that c := cl 6^ |
Mγ
Mγ
Mγ+1. By construction,
αc < γm+1 < γ < γ + 1 < µ
+, then by proposition 1.4.6 (monotonicity of |^ ) we have that
c 6^ | M
αc
Mαc
⋃
α<µ+ M
α (contradiction). Therefore, the proposition is true. Prop. 3.1.7
The following proposition says that under the conclusions of the previous proposition, we can
Vnd an extensionN∗ of N ′ such that a dominates N∗ overM.
Proposition 3.1.8. Suppose (M,M, N, a) ≺nf (M
′,M ′, N ′, a), where M is a (µ, σ1)-limit model
witnessed by M := 〈Mi : i < σ1〉, M
′ is a (µ, σ2)-limit model over M witnessed by M ′′ and
M ′ := M_M ′, a |^ Mα
Mα
M for some limit α < σ and a BM
′
M ′ N
′. Then, there exist N∗ and a
resolutionM∗ which witnesses thatM is a limit model overM0 such that a BM
∗
M N
∗.
Proof. Let p := ga-tp(a/M) and p ′ := ga-tp(a/M ′). Since a |^ Mα
Mα
M (by
hypothesis), a |^ M
M
M ′ (by deVnition of ≺nf) and M, Mα are limit models over M0, by transi-
tivity (proposition 1.4.19) we have a |^ Mα
Mα
M ′.
Notice that since M and M ′ are limit over Mα witnessed by M and M ′ respectively such and
M ⊂ M ′, then M and M ′ are limit over M1 ∈ M. By corollary 2.2.25 (uniqueness of limit
models), there exists f :M ′ ≈→Mα+1 M. Since a |^ MαMαM ′, we have that f(a) |^ MαMαM (by invari-
ance, proposition 1.4.5). Notice that Mα+1 is universal over Mα. Then, as ga-tp(a/Mα+1) =
ga-tp(f(a)/Mα+1) and a, f(a) |^
Mα
Mα
M, by stationarity (proposition 1.4.11) we may say ga-tp(a/M) =
ga-tp(f(a)/M).
Consider g ∈ Aut(M/M) such that (g ◦ f)(a) = a. Notice that
(g ◦ f)(M ′,M ′, N ′, a) = (M, (g ◦ f)[M ′], (g ◦ f)[N ′], a)
witnesses that a BM
∗
M N
∗, where N∗ := (g ◦ f)[N ′] and M∗ := (g ◦ f)[M ′] = f[M ′]. Notice
thatM∗ is also a resolution which witnesses thatM is a limit model overM0 (remember that in
particular f VxesM0 pointwise).
b a
N ′
N
M ′
M
N∗
g ◦ f
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Prop. 3.1.8
Remark 3.1.9. Notice that given (M,M, a,N), ifM ′ is limit model overM such thatN |^ M
M
M ′,
in particular we have that a |^ M
M
M ′ because a ∈ N. Therefore, if a BMM N we may say that a
andN are equidominant overM relative toM, which we denote by a BCMM N.
Corollary 3.1.10. Given (M,M, a,N) such that a |^
Mα
Mα
M for some limit ordinalα such thatMα ∈
M (and therefore ga-tp(a/M) is a stationary type because M is an universal model over Mα),
there exist N∗ and a resolution M∗ which witnesses that M is a limit model over M0 such that
a BCM
∗
M N
∗.
Question 3.1.11. In general, we cannot assure the existence of prime models in metric and dis-
crete AECs. In superstable Vrst order theories, we can prove that if p is a stationary syntactic
type, there exist regular types p1, · · · , pn such that p BC p1 ⊗ · · · ⊗ pn. Setting (a1, · · · , an) |=
p1 ⊗ · · · ⊗ pn and a |= p, it is known that M[a1, · · ·an] = M[a] (i.e., the a-prime model over
M ∪ {a} and the a-prime model over M ∪ {a1, · · · , an} agree). In Hilbert spaces with a unitary
operator (section 5.1), notice that corollary 3.1.10 says that that given a ∈ H (where H is a
monster Hilbert space with a unitary operator) and M a Hilbert space with a unitary operator
such that M is saturated enough and a /∈ M, there exists a Hilbert space with a unitary op-
erator N∗ ⊃ acl(Ma) extending M such that for every Hilbert space with a unitary operator
M ′ ≥ M, PM(a) = PM ′(a) (the orthogonal projections over M and M ′ respectively) implies
that PM(b) = PM ′(b) for every b ∈ N∗; i.e.: a determines the projections onM of all elements
inN∗. A natural question that arises at this point is under which assumptions (e.g.,ω-d-stability
or related properties) an MAEC admits prime models over sets. This question takes us to wonder
what we can conclude on domination, orthogonality and parallelism under existence of primer
models over sets.
3.2 Orthogonality
Orthogonality arose from the question on the existence of bases -maximal Morley sequences- of
arbitrary size in a model, for (Vrst order syntactical types) p and q (see [Bue96]).
In this section, we adapt the study of orthogonality which S. Shelah did in the setting of good
frames in (discrete) Abstract Elementary Classes (see [She09b, She09a]). Shelah provided a suit-
able study of superstability in (discrete) AECs via good frames. But he did not assume the exis-
tence of a monster model as in 1.3.5 and he worked on an abstract notion of independence. Most
of the deVnitions in this section are inspired on Shelah’s work ([She09b]), with some exceptions
(e.g., the deVnition of domination of types, which we deVne in this thesis in order to prove that
domination corresponds to a kind of nonorthogonality), but we have to point out that our anal-
ysis is a bit diUerent than the work done in [She09b] because we are assuming the existence of
a homogeneous monster model and we are working on a Vxed notion of independence (smooth
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independence). In this section, we obtain a “simpliVcation” of the notions given by Shelah to our
setting and prove some basic facts which were not proved in [She09b].
Although, we have to point out that there would be some problems proving the existence of
weakly orthogonal types in the way as our notion of weak orthogonality is being deVned. In
spite of that, we develop this section for showing some nice properties as a consequence of
uniqueness of limit models.
Notation 3.2.1. (M,M, N, b, α)meansM := {Mi : i < δ} is a resolution ofM which witnesses
thatM is a limit model, α < δ is a limit ordinal,M ≺K N, b ∈ N \M and b |^
Mα
Mα
M, whereMα
is a resolution ofMα such thatMα ⊂M.
b
b
N
M
Mα
M0
3.2.1 Orthogonality and Independence of sequences
DeVnition 3.2.2. Let J be a sequence of elements in M, M ⊂ N where M ≺K N and M be a
resolution of M. We say that J is independent in (M,N) iU there exist 〈Mj, ai : j ≤ α, i < α〉
andN+ ∈ K such that
1. 〈Ni : i ≤ α〉 is a ≺K-increasing and continuous chain.
2. J = {ai : i < α}.
3. M ≺K Ni ≺K N+ andN ≺K N+.
4. ai ∈ Ni+1 \Ni.
5. ai |^
M
M
Ni.
DeVnition 3.2.3. Let M ∈ K be a limit model witnessed by M and Mα be a resolution of a
model Mα ∈ M such that Mα ⊂ M. Let p, q ∈ ga-S(M) be non-algebraic types such that
p, q |^
Mα
Mα
M. We say that p is weakly orthogonal to q relative to α (denoted by p ⊥wkα q) iU given
(M,M, N, b, α) where b |= q and p ′ ∈ ga-S(N) any extension of p, then p ′ |^ M
M
N -notice that
by deVnition of (M,M, N, b, α), b ∈ N-. We drop the subindex α if it is clear.
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p ′ ⊃ p
b
b
N
MMα
q
In Vrst order, for stationary types p, q ∈ S(A), we say that p is (almost) orthogonal to q (overA)
if and only if there exist realizations a |= p and b |= q such that a |^
A
b. Since in our setting we
cannot consider independence either from or over sets which are not models, we have to adapt
this notion to our context, as in [She09b]. Notice that if we could deVne smooth independence
on sets, p ′ |^ M
M
N would imply p |^ M
M
b because b ∈ N. Hence, weak orthogonality corresponds
to a stronger notion of orthogonality. In spite of that, the notion of independence deVned at the
beginning of this subsection (independence of sequences, deVnition 3.2.2) allows us to catch such
independence between a realization a of p and a realization b of q.
Example 3.2.4. Consider the class of Hilbert spaces. As in Hilbert spaces together with a uni-
tary operator (see section 5.1), independence is characterized by agreeing with the respective
projections (i.e., a |^
N
M if and only if PN(a) = PM(a)). In this case, p ⊥wk q (both of them in
ga-S(M)) means that for every Hilbert spaceN ≥Mwhich contains a realization of q and given
any realization a of p, PM(a) = PN(a). IfM = 〈0〉 andN = 〈b〉, notice that weak orthogonality
implies that 0 = PM(a) = PN(a), therefore a and b are orthogonal in the sense of the inner
product in Hilbert spaces.
Proposition 3.2.5. Let p, q ∈ ga-S(M) be such that p ⊥wkα q andMα andM be resolutions ofMα
and M respectively such thatMα ⊂ M, whereM witnesses that M is a limit model. If N
′ K M
contains a realization a of p and a realization b of q, then {a, b} is independent in (M,N ′).
Proof. DeVne N0 := M. Given M, N ′, and a, b ∈ N ′ as above, by Downward Löwenheim-
Skolem axiom of MAEC (deVnition 1.1.4 (6)) there exists N1 ∈ K of size µ such that N0 ∪ {b} ⊂
N1 ≺K N
′. Notice that b /∈ N0 (since q is non-algebraic). Trivially we have that b |^
N0
N0
N0.
Since ga-tp(a/N1) ⊃ p, applying p ⊥wkα q to (M,M, N1, b, α) we may say a |^
N0
N0
N1. Notice
that a /∈ N1 since a /∈ N0 (since p is non-algebraic and by antirreWexivity, proposition 1.4.12).
LetN2 K N ′.
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N0 :=M
b
a
N1 N ′ N2
b b
DeVning N+ := N2, a0 := b and a1 := a, notice that {N0, N1, N2;a0, a1} and N+ witness that
{a, b} is independent in (M,N ′). Prop. 3.2.5
The following proposition says that given p, q ∈ ga-S(M)) and N K M has a realization of q,
then p is weakly orthogonal to q if and only if p has just one extension in ga-S(N).
Proposition 3.2.6. Let p, q ∈ ga-S(M) be non-algebraic types, M be a resolution of M which
witnesses that M is a limit model such that p, q |^ Mα
Mα
M where Mα ∈ M and Mα ⊂ M is a
resolution of Mα. Then p ⊥
wk
α q ⇔ for any (M,M, N, b, α) such that q = ga-tp(b/M), p has
just one extension in ga-S(N).
Proof.
⇒ Suppose p ⊥wkα q, then every extension p ′ ∈ ga-S(N) of p satisVes p ′ |^ MMN; since Mα
andM are limit model overM0, by transitivity (proposition 1.4.19) we have p ′ |^
Mα
Mα
N. By
stationarity over limit models of s-independence (proposition 1.4.11), we have that there is
just one extension of p in ga-S(N).
⇐ Let (M,M, b,N, α) be such that b |= q and suppose p has just one extension in ga-S(N).
By extension property of s-independence (proposition 1.4.9, sinceM is a limit model over
Mα), there exists an extension p ′ ⊃ p in ga-S(N) such that p ′ |^
Mα
Mα
N. By monotonicity
(proposition 1.4.6 , since Mα ⊂ M), p ′ |^
M
M
N. Since p has just one extension in ga-S(N),
then the unique extension of p in ga-S(N) is p ′. Therefore, p ⊥wkα q.
Prop. 3.2.6
Proposition 3.2.7. Let (M,M, N, b, α) be such that b |= q and p ∈ ga-S(M) be a non-algebraic
Galois type such that p |^
Mα
Mα
M. If p is realized in N, then p 6⊥wkα q.
Proof. Since M is universal over Mα and p |^
Mα
Mα
M, by extension property (proposition 1.4.9)
there exists p ′ ⊃ p in ga-S(N) such that p ′ |^ Mα
Mα
N. Notice that p ′ is non-algebraic: otherwise,
by antirreWexivity (proposition 1.4.12 (6), since Mα is a limit model witnessed byMα) p ′ would
be realized in Mα and so realized in M (contradiction). But by hypothesis, there exists c ∈ N
such that c |= p. Notice that p ′′ := ga-tp(c/N) ⊃ p and p ′ 6= p ′′ (contradicts fact 3.2.6). Prop. 3.2.7
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Another way to understand the previous proposition is the following
corollary:
Corollary 3.2.8. Let (M,M, N, b, α) be such that b |= q and p ∈ ga-S(M) be a non-algebraic
Galois type such that p |^
Mα
Mα
M. If p ⊥wkα q, then p is not realized in N.
As we stated in section 3.1, orthogonality corresponds (in Vrst order) in some way to nonorthog-
onality. In order to prove a similar result in our context, we adapt the notion of domination of
types.
DeVnition 3.2.9. Let p, q ∈ ga-S(M) be non-algebraic Galois types such that p, q |^ Mα
Mα
M. We
say that q is dominated by p (denoted by q C p) if there exist a |= p, b |= q and N K M such
that a, b ∈ N andN CM a.
b
b
b |= q
a |= p
NM
The following propositions says that domination of types implies non-weak orthogonality.
Proposition 3.2.10. Let M := {Mi : i < θ} be a resolution of a model M and Mα ⊂ M be a
resolution ofMα. If q C p then p 6⊥
wk
α q and q 6⊥
wk
α p.
Proof. Let a |= p, b |= q and N ≺K M be witnesses of q C p. Notice that p ′ := ga-tp(a/N)
is an extension of p such that a 6^ | M
M
N (by antirreWexivity, since a ∈ N \ M). Notice that
(M,M, N, b, α) witnesses that p 6⊥wkα q. By an analogous argument, we can prove q 6⊥
wk
α p,
using (M,M, N, a, α). Prop. 3.2.10
3.3 Parallelism
Roughly speaking, two (Vrst order syntactical) stationary types p and q are parallel if and only
if they have a common independent extension. In this section, we study parallelism of strong
limit Galois types in the setting of superstable MAECs.
Remember that we deVned parallelism of strong Galois types in chapter 2 (deVnition 2.2.15 (2)),
which we used it as an auxiliary tool for studying full-relative s-towers. Full-relative s-towers
were very important to get a proof of uniqueness of limit models because they codiVed a kind of
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saturation. In this subsection, we study some properties of a stronger version of parallelism, but
in the setting of superstable MAECs.
However, for the sake of completeness, we provide the deVnition of parallelism once more. But
we have to point out that in this subsection, we require that if (p,N) ∈ St(M), then M is a
limit model over N, instead of just being a universal model over N. Because of that, we deVne a
stronger notion of strong type, which we call strong limit type. In this thesis, we use the notion
of strong limit typeinstead of strong types because we want to use uniqueness of limit models to
prove some properties of parallelism, e.g. proposition 3.3.6 (2) and (3).
DeVnition 3.3.1 (strong limit type). LetM be a (µ, σ)-limit model
SL(M) :=


(p,N) :
N ≺K M
N is a θ-Limit Model
M is a Limit Model over N
p ∈ ga-S(M) is non-algebraic
and p |^ N
N
M
for some resolution N of N.


DeVnition 3.3.2 (Parallelism). Two strong limit types (pl, Nl) ∈ SL(Ml) (l ∈ {1, 2}) are said to
be parallel (which we denote by (p1, N1) ‖ (p2, N2)) iU for everyM ′ K M1,M2 with density
character µ, there exists q ∈ ga-S(M ′) which extends both p1 and p2 and q |^
Nl
Nl
M ′ (l ∈ {1, 2})
(where Nl is the resolution of Nl which satisVes pl |^
Nl
Nl
Ml). If there is no any confusion, we
denote it by p1 ‖ p2.
M1
M2
M ′
b
b
b
p1
p2
q
Remark 3.3.3. Consider the class of Hilbert spaces. Let us suppose that we could set N1 =
N2 = 〈0〉 ⊂ R
3 -the space generated by the origin- (despite this is not a universal model) and
let M := M1 = M2 = {(x, 0, 0) : x ∈ R}. Remember that we stated in 3.2.4 that, as in a
Hilbert space with a unitary operator (see section 5.1), independence in Hilbert spaces means the
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respective projections agree. Let pi ∈ ga-S(M), a |= p1 and b |= p2 be such that a and b are
independent fromM over 〈0〉; i.e.: 0 = PM(a) = PM(b), therefore a and b are orthogonal toM.
bc
bc
ga-tp(a/M) = ga-tp(b/M)
M
b
b
a
b
If p1 and p2 are parallel in the sense deVned above, consider M ′ := 〈M ∪ {a, b}〉 ≥ M, so
there exists a type over M ′ q ⊃ p1, p2 (so ga-tp(a/M) = ga-tp(b)/M) = q  M) such that q is
independent from M ′ over 〈0〉 (i.e., any realization c |= q satisVes 0 = PM ′(c)), therefore c is
orthogonal to a and b. If c ∈ R3, notice that it means that if ϕ is the angle between a and b and
θ is the angle between b and c (and so θ + ϕ is the angle between a and c), since a and c are
orthogonal then | cos(ϕ+ θ)| = 0, and since b and c are orthogonal then | cos(θ)| = cos(θ) = 0,
then θ = (2k+1)pi
2
for some k ∈ Z. Since 0 = | cos(ϕ + θ)| = | cos(θ) cos(ϕ) − sin(θ) sin(ϕ)| =
| sin
(
(2k+1)pi
2
)
sin(ϕ)| = | sin(ϕ)|, therefore ϕ = mpi for some m ∈ Z; i.e.: a and b would be
parallel as vectors in R3.
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bc
bc
bc
ga-tp(a/M) = ga-tp(b/M)
M
a
b
bc
c
ϕ
θ
Claim 3.3.4. ‖ is an equivalence relation.
Proof. ReWexivity and symmetry are trivial. We focus on transitivity. Let (pl, Nl) ∈ SL(Ml)
(l ∈ {1, 2, 3}) be such that p1 ‖ p2 and p2 ‖ p3. Let M be a K-extension of both M1 and
M3. By Downward Löwenheim-Skolem axiom (DeVnition 1.1.4 (6)) and Coherence axiom of
MAEC (DeVnition 1.1.4 (5)), there exists a K-extension M ′ of both M and M2. Denote by pM
′
l
(l ∈ {1, 2, 3}) the unique s-independent extension of pl in ga-S(M ′) (such that extension exists
by propositions 1.4.9 and 1.4.11, sinceM is universal over Nl) and by pMk (k ∈ {1, 3}) the unique
s-independent extension of pk in ga-S(M). Notice that for k ∈ {1, 3} we have pMk = p
M ′
k  M.
SinceM1,M2 ≺K M ′ and p1 ‖ p2, then pM
′
1 = p
M ′
2 . In a similar way we have p
M ′
2 = p
M ′
3 , then
pM
′
1 = p
M ′
3 . Since M ≺K M
′, then pM1 = p
M ′
1  M = p
M ′
3  M = p
M
3 . Therefore, p1 ‖ p3.
Claim 3.3.4
The following proposition says that strong limit types are stationary (up to parallelism).
Proposition 3.3.5 (“Stationarity” of parallelism). Let (p,N) ∈ SL(M) andM ′ K M be a limit
model overM. There exists a unique (q,N) ∈ SL(M ′) such that p ‖ q.
Proof. Since M is universal over N, by stationarity (proposition 1.4.11) there exists a unique
q ∈ ga-S(M ′) such that q |^ N
N
M ′. Notice that (q,N) ∈ SL(M ′).
We have that p ‖ q: Let M ′′ K M ′ (and so M ′′ K M). If p ′, q ′ ∈ ga-S(M ′) are the
s-independent extensions of p and q respectively, we have p ′ = q ′ (if not, p ′ 6= q ′ are s-
independent extensions of p, contradicts stationarity). Therefore p ‖ q.
If (q∗, N) ∈ SL(M ′) satisVes p ‖ q∗ and q‘ ∈ ga-S(M ′) is the unique extension of p and q∗
(so q∗ = q ′) such that q ′ |^ N
N
M ′, then by stationarity (proposition 1.4.11) q∗ = q ′ = q. So,
uniqueness is proved. Prop. 3.3.5
Next, we prove that weak orthogonality is preserved under parallelism. Before giving its proof,
we prove that weak orthogonality is invariant under isomorphisms and that weak orthogonal-
ity is preserved under K-submodels and K-superstructures if we have suitable independence
conditions.
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Proposition 3.3.6. 1. Given p, q ∈ ga-S(M), M := {Mi : i < δ} a resolution of M which
witnesses thatM is a limit model such that p, q |^ Mα
Mα
M for some α < δ (whereMα ⊂ M is
a resolution ofMα) and f :M ≈ N is an isomorphism, then p ⊥
wk
α q⇔ f(p) ⊥wkα f(q).
2. GivenM := {Mi : i < δ} a resolution which witnesses thatM is a limit model, ifN K M is
limit overM, given p, q ∈ ga-S(N) such that p, q |^ Mα
Mα
N, p ⊥wkα q⇔ p M ⊥wkα q M.
3. Given M := {Mi : i < δ} a resolution which witnesses that M is a limit model, if N K
M is a limit model over M (and in particular over Mα+1) and (pl,Mα) ∈ SL(M) and
(ql,Mα) ∈ SL(N) (l ∈ {1, 2}) satisfy pi ‖ qi (i ∈ {1, 2}), then p1 ⊥
wk
α p2 iU q1 ⊥
wk
α q2.
Proof.
1. Let N := {Ni : i < δ} be a resolution of N which witnesses that N is a limit model and
f(p), f(q) |^
Nα
Nα
N . Let (N,N, N ′, b, α) be such that b |= f(q). Notice that f−1[N] :=
{f−1[Ni] : i < δ} is a resolution of M which witnesses that M is a limit model such that
(M, f−1[N], f−1[N ′], f−1(b), α) holds (by invariance) and f−1(b) |= q; since p ⊥wkα q then
p |^
f−1[Nα]
f−1[Nα]
f−1[N ′]. By invariance once more, f(p) |^ Nα
Nα
N ′, so f(p) ⊥wkα f(q). Converse
follows from a similar argument as above.
2. SinceM andN are limit models overMα+1, by corollary 2.2.25 (uniqueness of limit models)
there exists f : M ≈Mα+1 N. Suppose p ⊥
wk
α q. Notice that p  Mα+1 = f(p  Mα+1) ⊂
f(p  M) and q  Mα+1 = f(q  Mα+1) ⊂ f(q  M). Since p  Mα+1 |^
Mα
Mα
Mα+1 (by
monotonicity, since p |^ Mα
Mα
N) and f(p  M) ⊃ p  Mα+1 satisVes f(p  M) |^
Mα
Mα
N (by
invariance of s-independence, since p  M |^ Mα
Mα
M) and we also have p |^ Mα
Mα
N, then by
stationarity of p  Mα+1 (proposition 1.4.11, notice that Mα+1 is universal over Mα) we
have that f(p  M) = p. In a similar way we can prove f(q  M) = q. By proposition
3.3.6 (1) we have p M ⊥wkα q M iU p ⊥
wk
α q.
3. Notice that pi = qi M. So, this holds by proposition 3.3.6 (2).
Prop. 3.3.6
CHAPTER 4
A stability transfer theorem in d-tame metric abstract elementary
classes
Discrete tame AECs are a very special kind of AECs which have a categoricity transfer theorem
(see [GV06a]) and a nice stability transfer theorem (see [BKV06]). In fact -under ℵ0-tameness
and ℵ0-locality (assuming LS(K) = ℵ0)-, J. Baldwin, D. Kueker and M. VanDieren proved that
ℵ0-Galois-stability implies κ-Galois-stability for every cardinality κ. First, they prove that ℵ0-
Galois-stability implies ℵn-Galois stability for every n < ω. An analogous argument works
for getting κ-Galois-stability if cf(κ) > ω. They proved ℵω-Galois-stable using ω-locality. For
getting κ-Galois stability if cf(κ) = ω they used an analogous argument viaω-locality as well.
This chapter is devoted to proving a generalization of that theorem for d-tame metric abstract
elementary classes. A corollary of this stability transfer theorem -roughly speaking- says that
under d-tameness, ℵ0 and ℵ1-d-stability and some suitable superstablity-like assumptions -via
tame independence- we have κ-d-stability for all cardinality κ.
We have to point out that our proof does not involve ω-locality as in [BKV06], and we use
superstability-like assumptions on tame-independence to get our results.
We refer to the results about independence and d-tameness given in section 1.5.
First, we provide a general stability transfer theorem.
Theorem 4.0.7 (stability transfer theorem). LetK be a µ-d-tame (for some µ < κ) MAEC. Suppose
that for every θ < κ there exists θ ≤ θ ′ < κ such thatK is θ ′-d-stable. DeVne
λ := min{θ < κ : µ < θ and K is θ-d-stable }
,
ζ := min{ξ : 2ξ > λ}
66 4 Stability transfer theorem in d-tame MAEC
and
ζ∗ := max{µ+, ζ}.
If cf(κ) ≥ ζ∗ and κ > ζ∗ then K is κ-d-stable.
Proof. Suppose that this proposition is false. LetM ∈ K be a model of density character κ such
that there are ai (i < κ+) such that d(ga-tp(ai/M), ga-tp(aj)/M) ≥ ε for every i < j < κ+ and
for some Vxed ε > 0.
Without loss of generality, we may assume that M is the completion of the union of a ≺K-
increasing sequence (Mi : i < cf(κ)) such that LS(K) ≤ dc(Mi) < κ and Mi+1 is universal
overMi for every i < cf(κ); this is possible by Fact 2.1.1 and coVnal-d-stability: By [LS(K), κ)-
coVnal-d-stability, let LS(K) ≤ κ0 < κ be a cardinality such thatK is κ0-d-stable andM0 ≺K M
be a model of density character κ0. Since K is dc(M0)-d-stable, we may construct an universal
modelM ′1 overM0 of density character dc(M0) < κ (by Fact 2.1.1). Let B := {bi : i < κ} a dense
subset ofM of size κ. LetM1 ⊃M ′1 ∪ {b0} be of density character dc(M
′
1). LetM
′
α :=
⋃
i<αMi
where α < κ is a limit ordinal. Notice that M ′α has still density character less than κ. By
[LS(K), κ)-coVnal-d-stability, there exists dc(Mα) ≤ κα < κ such that K is κα-d-stable. Let
M ′α ≺K Mα ≺K M be of density character κα. By Fact 2.1.1, letMα+1 be a universal model over
Mα which contains bα of density character dc(Mα) < κ. Notice that M ′ :=
⋃
i<κMi K M
and dc(M ′) ≤ κ. Notice that since dc(ga− S(M)) ≥ κ+, then dc(ga− S(M ′)) ≥ κ+: in fact,
if p, q ∈ ga − S(M ′) then d(p, q) := inf{d(a, b) : a |= p, b |= q} ≥ d(p  M,p  M) :=
inf{d(a, b) : a |= p M,b |= q M} because any pair of realizations of p and q are realizations
of p  M and q  M respectively. Let us consider the following two cases: If dc(M ′) < κ, this
contradicts the coVnal d-stability below κ; if dc(M ′) = κ, considerM ′ instead ofM.
By proposition 1.5.9, for every ε > 0 and every i < κ+ there exists Mi,ε ≺K M of den-
sity character < ζ∗ such that ai |^
T,ε
Mi,ε
M. Since dc(Mi,ε) < ζ∗ ≤ cf(κ), there exists ji <
cf(κ) such that Mi,ε ≺K Mji . By monotonicity of |^
T,ε -proposition 1.5.7-, we have that
ai |^
T,ε
Mji
M. By pigeon-hole principle, there exists i∗ < cf(κ) and X ⊂ κ+ of size κ+ such
that for every k ∈ X we have that ak |^
T,ε
Mji∗
M. By proposition 1.5.12, there exists δ > 0 such
that d(ga-tp(ak/Mji∗+1), ga-tp(aj/Mji∗+1)) ≥ δ. Since by hypothesis there exists dc(Mji∗+1) ≤
θ ′ < κ such that K is θ ′-d-stable, we can take M∗ K Mji∗+1 with density character θ
′, so
d(ga-tp(ak/M∗), ga-tp(aj/M∗)) ≥ δ for every j 6= k ∈ X (contradicts θ ′-d-stability). Prop. 4.0.7
In Theorem 4.0.7 we require that κ > ζ∗: Notice that ζ∗ := max{µ+, ζ}, then λ ≥ ζ :=
min{ξ : 2ξ > λ} and λ := min{θ : µ < θ < κ andK is θ-d-stable} ≥ µ+. Therefore
λ ≥ ζ∗ := max{µ+, ζ}. If κ = ζ∗, then we get a contradiction because κ = ζ∗ ≤ λ < κ.
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The following corollary lets us go up from d-stability in ℵ0 and ℵ1 to d-stability in ℵn for
every n < ω.
Corollary 4.0.8. Let K be an ℵ0-d-tame MAEC. Suppose that K is ℵ0-d-stable and ℵ1-d-stable.
Then K is ℵn-d-stable for all n < ω
Proof. Consider µ := ℵ0 and κ := ℵ2. Notice that λ := min{θ < κ : µ < θ andK is θ-d-stable } =
ℵ1 and ζ := min{ξ : 2ξ > λ} ≤ ℵ1. So, ζ∗ := max{µ+, ζ} = ℵ1 (independently if CH holds).
In this case, a |^ T
N
M means that given ε there exists a separable model Nε ≺K N such that
a |^
T,ε
Nε
M. Notice that cf(κ) = ℵ2 ≥ ζ∗ = ℵ1, so by theorem 4.0.7 we have thatK is ℵ2-d-stable.
By an inductive argument, we have thatK is ℵn-d-stable for all n < ω. Cor. 4.0.8
The following corollary says that, under the superstability-like assumption below, we can get
ℵω-d-stability from d-stability in ℵn for every n < ω.
Assumption 4.0.9 (ε-local character). For every tuple a, every ε > 0, every inVnite ordinal σ and
every increasing and continuous ≺K-chain of models 〈Mi : i < σ〉, there exists j < σ such that
a |^
T,ε
Mj
⋃
i<σMi.
Corollary 4.0.10. Let K be a ℵ0-d-tame, ℵ0-d-stable and ℵ1-d-stable MAEC which satisVes as-
sumption 4.0.9. Then K is ℵω-d-stable.
Proof. By corollary 4.0.8,K is ℵn-d-stable for all n < ω. By reductio ad absurdum, supposeM is
not ℵω-d-stable. So, there exists M ∈ K of density character ℵω such that dc(ga-S(M)) ≥
ℵω+1. Without loss of generality, we may assume M is the completion of the union of a
≺K-increasing and continuous chain {Mn : i < ω} where dc(Mn) = ℵn and Mn+1 is uni-
versal over Mn for all n < ω. So, there exist ε > 0 and ai ∈ M (i < ℵω+1) such that
d(ga-tp(ai/M), ga-tp(aj/M)) ≥ ε for all i 6= j < ℵω+1 (we can Vnd them using the same argu-
ment when the space is not separable, because cf(ℵω+1) > ω, see [Lim93, Wil70]).
By ℵ0-d-tameness, there exists δε > 0 such that for every p, q ∈ ga-S(M), if d(p, q) ≥ ε
then there exists M ′ ≺K M of density character ℵ0 such that d(p  M ′, q  M ′) ≥ δε (see
deVnition 1.5.2). DeVne δ := δε/3.
On the other hand, given i < ℵω+1, by the superstability-like assumption 4.0.9 there exists
ni < ω such that ai |^
T,δ
Mni
M. Since cf(ℵω+1) = ℵω+1 > ω, by pigeon-hole principle there
exists a Vxed n < ω and X ⊂ ℵω+1 of size ℵω+1 such that ai |^
T,δ
Mn
M for all i ∈ X.
Notice that for every i 6= j ∈ X, d(ga-tp(ai/M), ga-tp(aj/M)) ≥ ε and
ai, aj |^
T,δ
Mn
M. We may say that
d(ga-tp(ai/Mn+1), ga-tp(aj/Mn+1)) ≥ δ.
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If not, suppose d(ga-tp(ai/Mn+1), ga-tp(aj/Mn+1)) < δ. Let N∗ ≺K Mn be a model of size
ℵ0 which witnesses ai, aj |^
T,δ
Mn
M. Let M◦ ≺K M be any model of density character ℵ0. Let
M∗ ≺K M be a model of density character ℵ0 which contains |N∗| ∪ |M◦|. Since Mn+1 is
universal overMn, so it is universal overN∗. Therefore, there exist a modelM ′ such thatN∗ ≺K
M ′ ≺K Mn+1 and an isomorphism f : M ′
f
∼=N∗ M
∗. Since N∗ witnesses that ai, aj |^
T,δ
Mn
M and
N∗ ≺K M ′
f
∼=N∗ M
∗ ≺K M, therefore
d(ga-tp(ai/M
∗), ga-tp(f(ai)/M∗)) < δ
and
d(ga-tp(aj/M
∗), ga-tp(f(aj)/M∗)) < δ
SinceM ′ ≺K Mn+1, we have that
d(ga-tp(ai/M
′), ga-tp(aj/M ′)) ≤ d(ga-tp(ai/Mn+1), ga-tp(aj/Mn+1))
< δ
so,
d(ga-tp(f(ai)/M
∗), ga-tp(f(aj)/M∗)) = d(ga-tp(ai/M ′), ga-tp(aj/M ′))
< δ
Therefore:
d(ga-tp(ai/M
◦), ga-tp(aj/M◦)) ≤ d(ga-tp(ai/M∗), ga-tp(aj/M∗))
≤ d(ga-tp(ai/M
∗), ga-tp(f(ai)/M∗))
+d(ga-tp(f(ai)/M
∗), ga-tp(f(aj)/M∗))
+d(ga-tp(f(aj)/M
∗), ga-tp(aj/M∗))
< 3δ = δε
Notice that M◦ is an arbitrary K-submodel of M of density character ℵ0. Therefore, by ℵ0-d-
tameness, we have that d(ga-tp(ai/M), ga-tp(aj/M)) < ε (contradiction).
Hence dc(ga-S(Mn+1)) ≥ ℵω+1 > ℵn+1, contradicting ℵn+1-d-stability. Cor. 4.0.10
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Corollary 4.0.11 (weak superstability). LetK be anℵ0-d-tame,ℵ0-d-stable andℵ1-d-stable MAEC,
which also satisVes assumption 4.0.9 (countable character of ε-splitting). Then K is κ-d-stable for
every cardinality κ.
Proof. By induction on all cardinalities κ ≥ ℵ0, we prove thatK is κ-d-stable. By hypothesis, we
haveK is ℵ0 and ℵ1-d-stable.
Suppose K is λ-d-stable for all λ < κ. Notice that µ = ℵ0, λ = min{θ > µ : K is θ-d-stable } =
ℵ1, ζ = min{ξ : 2ξ > λ} ≤ ℵ1 and ζ∗ = max{µ+, ζ} = ℵ1. Notice that we have to check
κ-d-stability for every κ ≥ ℵ2 > ℵ1 = ζ∗. If cf(κ) > ℵ0 then cf(κ) ≥ ℵ1 = ζ∗, then by
theorem 4.0.7K is κ-d-stable.
If cf(κ) = ω, the argument given in corollary 4.0.10 works for proving that K is κ-d-stable.
For the sake of completeness, we provide the proof if cf(κ) = ω. Let Λ : ℵ0 → κ be a coV-
nal mapping. By hypothesis, K is Λ(n)-d-stable. By reductio ad absurdum, suppose M is not
κ-d-stable. So, there exists M ∈ K of density character κ such that dc(ga-S(M)) ≥ κ+. With-
out loss of generality, we may assumeM is the completion of the union of a ≺K-increasing and
continuous chain {Mn : i < ω} where dc(Mn) = Λ(n) and Mn+1 is universal over Mn for all
n < ω. Given ε > 0, let ai ∈ M (i < κ+) be such that d(ga-tp(ai/M), ga-tp(aj/M)) ≥ ε for
all i 6= j < κ+. Let δ := δε/3 (where δε is given in deVnition 1.5.2 -tameness-). On the other
hand, given i < κ+, by the superstability-like assumption 4.0.9 there exists ni < ω such that
ai |^
T,δ
Mni
M. Since cf(κ+) = κ+ > ω, by the pigeon-hole principle there exists a Vxed n < ω
and X ⊂ κ+ of size κ+ such that ai |^
T,δ
Mn
M for all i ∈ X.
Notice that for every i 6= j ∈ X, d(ga-tp(ai/M), ga-tp(aj/M)) ≥ ε and
ai, aj |^
T,δ
Mn
M. So, by the argument given in corollary 4.0.10 we may say
d(ga-tp(ai/Mn+1), ga-tp(aj/Mn+1)) ≥ δ.
Hence dc(ga-S(Mn+1)) ≥ κ+ > Λ(n+ 1), which contradicts Λ(n+ 1)-d-stability. Cor. 4.0.11
CHAPTER 5
Exploring some examples: Bounded and unbounded operators
In [SS78], S. Shelah and J. Stern proved that the Hanf number of classes of metric structures is
far away from the behavior of Vrst order elementary classes. Despite they did not calculate the
exact Hanf number for this kind of classes -they just said that this is exactly the Hanf number of
the second order theory of binary relations-, we know that this is a large cardinality because it
is related to a language that allows quantiVcation over countable sets. This implies in particular
that classical Vrst order model theoretical techniques do not apply directly to those classes.
Additionally, in [She75] Shelah proposes the study of the model theory of analytical structures.
Around 1974, there were few responses to this challenge, but the work of Henson -in the late
90’s- and later Henson and Iovino -[HI02]- in 2002 opened the way to the development of a gen-
uine Vrst order continuous approach to the model theory of metric structures.
Ben Yaacov used a new approach to study metric structures: Compact Abstract Theories -shortly,
CATs, see [BY03]-. In this approach, Ben Yaacov studied metric structure classes as Positive
Robinson Theories and as Compact Elementary Categories.
Lately, in 2008 Ben Yaacov, Berenstein, Henson and Usvyatsov presented in a monography -see
[BYBHU08]- a new approach to study metric structures based on [CK66], where the underlying
logic is constructed using uniformly continuous functions on Vnite powers of [0, 1], instead of a
compact space X as in [CK66]. All of those approaches are equivalent, but we based our deVni-
tions in the Ben Yaacov-Berenstein-Henson-Usvyatsov’s setting, as in [Hir06, HH09]
Metric Abstract Elementary Classes (for short, MAECs) are devoted to provide a general frame-
work to study metric classes which are not axiomatizable in CL, although elementary CL classes
are also particular examples of MAECs. C. Argoty gave an example of a non-axiomatizable in
CL superstable MAEC (Hilbert Spaces with an unbounded closed self-adjoint operator, [Arg1X]).
In his example, Argoty gave an interesting characterization of Galois types via measures using
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the Spectral Theory of this kind of operators and studied notions of almost orthogonality -via
orthogonality of measures- and domination of types over the empty set -via absolute continuity
of measures-.
Å. Hirvonen and T. Hyttinen studied a more general framework to study examples which are not
ω-d-stable -in the sense deVned in chapter 1- butω-d-stable up to perturbations (see [HH11]).
This chapter is devoted to study some of these examples and to interpret the notions studied
in chapter 3.
On the other hand, Gelfand triplets (also known as Rigged Hilbert Spaces) are very important
in Quantum Mechanics because they provide a natural mathematical setting to study the Dirac’s
bra-ket formalism -which cannot be completely studied just with Hilbert Spaces- [Mad]. In this
chapter, we begin the study of Gelfand triplets as MAECs.
5.1 Hilbert spaces with a unitary operator.
In this section, we study some consequences of corollary 3.1.10 in the class of Hilbert spaces
expanded to a unitary operator (example given by C. Argoty and A. Berenstein, see [AB09]).
Notation 5.1.1. LetKu := {(H, U) | H is a Hilbert space and U : H→ H is a unitary operator}.
We denote by 〈 , 〉H the inner product deVned onH. We dropH if it is clear the space on which
the inner product is deVned.
Fact 5.1.2 (Argoty-Berenstein, see [AB09]). Ku is an axiomatizable class in (Vrst order) Continuous
Logic.
Fact 5.1.3 (Argoty-Berenstein, see [AB09]). Ku satisVes Amalgamation Property.
Fact 5.1.4 (Argoty-Berenstein, see [AB09]). Ku is ω-d-stable.
DeVnition 5.1.5. Let (H, U) be a monster model in Ku, a ∈ H and C, B ⊂ H be small sets (i.e.:
dc(B), dc(C) < dc(H)). Let σ be the spectrum of U and Pλ the respective projection associated
to λ ∈ σ. We denote by a |^ ∗
C
B the assertion that Pacl(B)(Pλ(a)) = Pacl(BC)(Pλ(a)) for every
λ ∈ σ.
Fact 5.1.6 (Argoty-Berenstein, see [AB09]). a |^ ∗
C
B if and only if Pacl(C)(a) = Pacl(BC)(a).
Fact 5.1.7 (Argoty-Berenstein, see [AB09]). |^ ∗ corresponds to an independence notion in contin-
uous logic, so it is equivalent to non-forking independence.
Remark 5.1.8. Corollary 3.1.10 says in the example above that given a ∈ H and M ∈ Ku such
that M is saturated enough and a /∈ M, there exists N∗ ⊃ acl(Ma) in Ku such that for every
M ′ ⊃ M in Ku, PM(a) = PM ′(a) implies that PM(b) = PM ′(b) for every b ∈ N∗; i.e.: a
determines the projections onM of all elements in N∗.
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M ′
M
N∗
a
PM ′(a) = PM(a)
Remark 5.1.9. In Hilbert spaces together with a unitary operator, p ⊥wk q (both of them types
over a Hilbert spaceM ∈ Ku) means that for every Hilbert space N ≥M in Kuwhich contains
a realization of q and for any Vxed realization a of p, PM(a) = PN(a). Let us considerM = 〈0〉
(despite M /∈ Ku) and N = 〈b〉, notice that weak orthogonality implies that 0 = PM(a) =
PN(a). Therefore, p ⊥wk q implies any realizations of p and q respectively are orthogonal in
the sense of the inner product in Hilbert spaces.
5.2 Lp spaces
In this section, we will study an example due to I. Ben-Yaacov, A. Berenstein and C.W. Henson
about the class of Lp spaces on decomposable measures (see [BBH09]).
Let X be a set, U a σ-algebra on X and µ a measure on U, and let p ∈ [1,∞). Consider Kp
the completion of models of (ThA(Lp(X,U, µ)) in the setting of Positive Bounded Theories (see
[HI02]). Throughout this section, we just consider decomposable measures.
DeVnition 5.2.1. Let E be an abstract Lp space. We say that E is a Banach lattice if ‖x + y‖p =
‖x‖p + ‖y‖p whenever x, y ∈ E and x∧ y = 0.
Example 5.2.2. Lp(X,U, µ) is a Banach lattice, deVning ∧ pointwise.
DeVnition 5.2.3. Given E a Banach lattice and f ∈ E, we deVne:
1. f+ := f∨ 0 (which is called positive part of f).
2. f− := (−f)+ (which is called negative part of f)
3. |f| := f+ + f−.
f is said to be positive if and only if f = f+ and negative if and only if −f is positive.
DeVnition 5.2.4. Let B ⊂ Ewhere E is a Banach lattice. B⊥ := {f ∈ E : |f|∧|g| = 0 for all g ∈ B}
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Fact 5.2.5. Given a Banach lattice E, there exists a (decomposable ) measure space (X,U, µ) such
that E ∼= Lp(X,U, µ).
Fact 5.2.6 (Conditional expectation). Let (Y, V, µ) ⊂ (X,U, µ) be measure spaces, 1 ≤ p < ω
and f ∈ Lp(X,U, µ). Then there exists a unique gf ∈ L
p(Y, V, µ) such that
∫
A
gfdµ =
∫
A
fdµ for
every A ∈ V . We call gf the conditional expectation of f with respect to (Y, V, µ) and we denote it
by E(f|V). The operator mapping f 7→ E(f|V) is a contractive, positive projection from Lp(X,U, µ)
onto Lp(Y, V, µ) and E(f|V) = 0 for any f ∈ Lp(Y, V, µ)⊥.
DeVnition 5.2.7. Let (Y, V, µ) ⊂ (X,U, µ) be measure spaces. Let f := (f1, · · · , fn), g :=
(g1, · · · , gn) ∈ L
p(X,U, µ)n such that f, g ∈ (Lp(Y, V, µ))⊥⊥. We say that f and g have the
same (joint) conditional distribution over (Y, V, µ) if and only if for any Borel set B ⊂ Rn we
have E(f
−1
(B)|V) = E(g−1(B)|V), and we denote this fact by dist(f|V) = dist(g|V).
Fact 5.2.8. Let U be an abstract Lp Banach laticce and let C be any sublattice of U. There exists a
unique linear operator T : U → C such that T is an contractive, positive projection and T(f) = 0
for any f ∈ C⊥.
Notation 5.2.9. Let C = Lp(Y, V, µ) ⊂ U = Lp(X,U, µ) be Banach lattices. The unique contrac-
tive, positive projection from U onto C that is identically 0 on C⊥ will be denoted by EUC. We
drop the superscript U if it is not ambiguous.
DeVnition 5.2.10. Let (X, V, µ) ⊂ (X,U, µ). The measure space (X,U, µ) is said to be atomless
over (X, V, µ) if and only if for every A ∈ U of positive measure there exists B ∈ U such that
A ∩ B 6= A ∩ C for all C ∈ V
Fact 5.2.11. Let (X, V, µ) ⊂ (X,U, µ) be measure spaces, where (X,U, µ) is atomless over (X, V, µ).
Let (X, V, µ) ⊂ (X,W, µ) be any other extension. Then for any f ∈ Lp(X,W, µ)n, there is g ∈
Lp(X,U, µ)n such that dist(f|V) = dist(g|V).
Fact 5.2.12. Let B be a sublattice of M and let (Y, V, µ) ⊂ (X,U, µ) be measure spaces such that
B = Lp(Y, V, µ) andM = Lp(X,U, µ). Let f ∈Mn and h ∈Mn be such that f, h ∈ (B⊥⊥)n. Then
dist(f|V) = dist(g|V) if and only if tp(f/B) = tp(h/B).
DeVnition 5.2.13. Let A,B, C ≤ U be sublattices of U such that C ≤ A ∩ B. Let EB and EC be
the conditional expectation projections to B and C respectively, given by fact 5.2.8. We say that
A is ∗-independent from Bover C (denoted by A |^ ∗
C
B) if and only if EB(f) = EC(f) for every
f ∈ A.
Fact 5.2.14. The theory of Lp Banach Lattices is stable, and non-dividing (see [BYBHU08]) coincides
with ∗-independence.
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5.2.1 What the results in the chapter 3 say in this example
Recall the claim of corollary 3.1.10: Given (M,M, f, N) such that f |^ M0
M0
M (and therefore ga-tp(f/M)
is a stationary type because M is a universal model over M0), there exist N∗ and a resolution
M∗ which witnesses thatM is a limit model overM0 such that f BCM
∗
M N
∗.
This says that if M = Lp(X,U, µ) and M0 = Lp(X,U0, µ) ≤ M are such that (X,U, µ) is
atomless over (X,U0, µ), we can Vnd a Banach Lattice N∗ = Lp(Y, V, µ) ≥ M = Lp(X,U, µ)
such that EM ′(f) = EM(f) if and only if EM ′(g) = EM(g) for all g ∈ N∗.
In this setting, weak orthogonality (p ⊥wk q overM) means that given a Banach latticeN K M
which contains a realization of q, there exists an extension ga-tp(f/N) ⊃ p such that EN(f) =
EM(f).
In this example, for p ∈ ga-S(M1) and q ∈ ga-S(M2), p ‖ qmeans that for everyM ⊃M1∪M2,
if p ′, q ′ ∈ ga-S(M) are the independent extensions of p and q respectively (i.e.: EM0
1
(f) = EM(f)
and EM02(g) = EM(g) for some f |= p
′ and g |= q ′), then p ′ = q ′; i.e.: p and q are parallel if
and only if equality between the conditional expectations EM, EM0
1
and EM0
2
determines equality
between the independent extensions of p and q overM.
Proposition 3.3.6 (3) says that weak orthogonality is preserved under paralellism; i.e.: if pi ∈
ga-S(M1) and qi ∈ ga-S(M2) (i ∈ {1, 2}) are such that pi ‖ qi and p1 ⊥wk p2, then q1 ⊥wk q2.
It means that if equality between the conditional expectations EM, EM0
1
and EM0
2
determines
equality between the independent extensions of pi and qi overM ⊃M1∪M2, then this implies
equality between EN and EM1 (whereN is a model which contains a realization of p2) is equiva-
lent to have equality between EN ′ and EM2 (where N is a model which contains a realization of
q2).
5.3 Hilbert spaces with an unbounded closed self-adjoint
operator
This section is devoted to study the class of Hilbert spaces together with an unbounded closed
self-adjoint operator. The beginning of the model-theoretical analysis of this example is due to
C. Argoty (see [Arg1X]). This example is interesting because it is a non-axiomatizable in CL
MAEC. First, we give some basic deVnitions related to this example. In the section 5.3.1, we give
some basic facts about independence, domination and orthogonality in this example.
This example is constructed in the following way: Let H be a complex Hilbert space with a
unbounded closed selfadjoint operatorQ. Consider the following structure: (H, 0,−, i, x+y, ‖ ·
‖, ΓQ) where 0 is the zero vector in H; − : H → H is deVned by v 7→ −v; i : H → H is deVned
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by v 7→ iv (where i2 = −1; x+y : X×H→ H is deVned by (x, y) 7→ x+y, ‖ · ‖ : H→ R+∪ {0}
is the norm of H; ΓQ : H × H → R+ ∪ {0} is deVned by ΓQ(v,w) := dist ((x, y), graph(Q)).
This structure is denoted by (H,Q).
DeVnition 5.3.1. Let Q1 and Q2 be closed unbounded selfadjoint operators deVned on Hilbert
spaces H1 and H2 respectively. We say that Q1 and Q2 are essentially equivalent (denoted by
Q1 ∼σ Q2) if and only if:
1. σ(Q1) = σ(Q2)
2. σe(Q1) = σe(Q2)
3. dim{x ∈ H1 : Q1x = λx} = dim{x ∈ H2 : Q2x = λx} for every λ ∈ σ(Q1) \ σe(Q1)
DeVnition 5.3.2. Given v ∈ H and A ⊂Borel R, deVne µv(A) := 〈χA(Q)v | v〉. µv is called the
spectral measure deVned by v.
Notation 5.3.3. K(H,Q) := {(H
′, Q ′) : (H ′, Q ′) is an L-structure andQ ′ ∼σ Q}
Fact 5.3.4. K(H,Q) together with ⊂ (to be a subspace) is a homogeneous MAEC, with LS(K) ≤ 2
2ℵ0 ,
which satisVes JEP and AP.
Reference. [Arg1X]
Fact 5.3.5. Let v1 ∈ (H1, Q1) and v2 ∈ (H2, Q2). Then ga-tp(H1,Q1)(v1/∅) = ga-tp(H2,Q2)(v2/∅) if
and only if µv1 = µv2 .
Reference. [Arg1X]
Fact 5.3.6. Let v,w ∈M and G ⊂M. Then ga-tp(v/G) = ga-tp(w/G) if and only if PGv = PGw
and ga-tp(PG⊥v/∅) = ga-tp(PG⊥w/∅)
Reference. [Arg1X]
5.3.1 Independence, domination and orthogonality
DeVnition 5.3.7. Let v ∈ M and let F, G ⊂ M. We say that v is independent from G over F if
Pacl(F)v = Pacl(F∪G)v and denote it by v |^
∗
F
G.
Fact 5.3.8. K(H,Q) is stable and |^
∗ is a freeness relation, so |^ ∗ corresponds to (continuous) Vrst
order non-forking.
Reference. [Arg1X]
Fact 5.3.9. Let p, q ∈ S1(∅), let v |= p and w |= q . Then, p ⊥
a q if and only if µve ⊥ µwe .
Reference. [Arg1X]
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Fact 5.3.10. Let p, q ∈ S1(G), let v |= p andw |= q . Then, p ⊥
a q if and only if µP
G⊥
ve ⊥ µPG⊥we
.
Reference. [Arg1X]
Fact 5.3.11. Let p, q ∈ S1(∅), v |= p and w |= q. Then , p B∅ q if and only if µve >> µwe .
Reference. [Arg1X]
Question 5.3.12. In spite of the results given by Argoty, there is no any published reference about
the equivalence of domination, orthogonality and paralellism of types over non-empty sets as it
was done in [Arg1X]. However, it seems that there is a similar equivalences in terms of measures
as in [Arg1X]. Having such equivalences, we would have nice interpretations in this setting of
the got results in chapter 3.
5.4 Gelfand triplets
We base the deVnitions given in this section on [Wlo73].
Let H0 := (H0, 〈 , 〉0) be a Hilbert space and H+ := (H+, 〈 , 〉+) be a Hilbert space such that
H+ ⊂‖·‖0−dense H0 and ‖u‖0 ≤ ‖u‖+ for every u ∈ H+. Notice that the inclusion i : H+ → H0
is uniformly continuous.
Fact 5.4.1. Let B : H0×H+ → C be the bi-linear form deVned by B(u, v) := 〈u, i(v)〉0. It is a well-
known fact that there exists an operator I : H0 → H+ such that 〈I(u), v〉 = 〈u, i(v)〉 = B(u, v)
(i.e.: I and i are “almost” adjoint).
Reference. [Wlo73]
Notice that ‖i‖ ≤ 1, so ‖I‖ ≤ 1 (since ‖u‖0 ≤ ‖u‖+ for every u ∈ H+).
DeVne 〈u, v〉− := 〈iI(u), v〉0 = 〈I(u), I(v)〉+ for every u, v ∈ H0. Notice that 〈 , 〉− is an in-
ner product deVned on H0. But in general, H0 is not a complete space in the ‖ · ‖−-norm. Take
H− as the ‖ · ‖−-completion ofH0. Notice that ‖u‖− ≤ ‖u‖0 for every u ∈ H0: If u ∈ H0, notice
that
‖u‖2− := 〈u, u〉−
= 〈iIu, u〉0 (by deVnition)
≤ ‖iIu‖0 · ‖u‖0 (by Cauchy-Schwarz inequality)
≤ ‖i‖ · ‖I‖ · ‖u‖20
≤ ‖u‖20 (since ‖i‖ ≤ 1 and ‖I‖ ≤ 1)
DeVnition 5.4.2 (Gelfand triplet). A triple of Hilbert spaces (H+,H0,H−) is called a Gelfand
triplet if
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1. H+ ⊂‖·‖0−dense H0 ⊂‖·‖−−dense H−
2. I : H0 → H+ is the “almost” adjoint of the inclusion i : H+ → H0,
3. 〈u, v〉− = 〈I(u), I(v)〉+ = 〈i(I(u)), v〉0 for every u, v ∈ H0
4. ‖u‖− ≤ ‖u‖0 for every u ∈ H0
5. ‖v‖0 ≤ ‖v‖+ for every v ∈ H+
In this section, we consider multi-sorted structures with four sorts
(H+,H0,H−,C) with function symbols for their respective inner products and a function sym-
bol I such that its interpretation corresponds to a linear operator I : H0 → H+. Denote this kind
of structures by (H+,H0,H−,C, I). From now, the sort corresponding to Cwill not be explicitly
displayed in our statements, but we understand that C is consider as a sort in any structure of
the form (H+,H0,H−, I).
5.4.1 Gelfand triplet as Multisorted Metric Abstract Elementary Classes
DeVnition 5.4.3. Let G := (H+,H0,H−, I) and G ′ := (H ′+,H
′
0,H
′
−, I) be Gelfand triplets, we
say that G is a substructure of G ′ (which we denote by G ≤ G ′) if and only if:
1. H is a Hilbert subspace ofH ′ for  ∈ {+, 0,−}, and 〈 , 〉 = 〈 , 〉
′
  H.
Fact 5.4.4. The “almost” adjoint I of the inclusion in a Gelfand triplet
G := (H+,H0,H−) is interpretable in G.
Proof. By deVnition of I (I is the “adjoint” of the inclusion i : H+ → H+) Prop. 5.4.4
Proposition 5.4.5. Let G := (H+,H0,H−) and G
′ := (H ′+,H
′
0,H
′
−) be Gelfand triplets such that
G is a substructure of G ′ and I and I ′ are the “adjoint” operators of the inclusions in G and G ′
respectively, then I ′  H0 = I.
Proof. Let i ′ : H ′+ → H ′0 be the inclusion in G ′ and I ′ : H0 → H+ be its respective “adjoint”
operator. Let u ∈ H0, we will see that 〈I ′u − Iu, I ′u− Iu〉 ′+ = 0, so I
′u = Iu.
Notice that 〈I ′u− Iu, I ′u− Iu〉 ′+ = 〈I
′u, I ′u〉 ′+ − 〈I
′u, Iu〉 ′+ − 〈Iu, I
′u ′+〉+ 〈Iu, Iu〉
′
+.
Also, notice that
〈I ′u, Iu〉 ′+ = 〈u, i
′Iu〉 ′0 (since I
′ = (i ′)∗)
= 〈u, Iu〉 ′0 (i
′ is the inclusion in G ′)
= 〈u, Iu〉0 (since G ≤ G
′)
= 〈u, iIu〉0 (since i is the inclusion in G)
= 〈Iu, Iu〉+ (since I = i
∗)
= 〈Iu, Iu〉 ′+ (since G ≤ G
′)
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and
〈Iu, I ′u〉 ′+ = 〈I
′u, Iu〉 ′0
= 〈Iu, Iu〉 ′+ (see above)
= 〈Iu, Iu〉 ′+
therefore, 〈I ′u, Iu〉 ′+ = 〈Iu, I
′u〉 ′+. Also, we have that
〈I ′u, I ′u〉 ′+ = 〈u, i
′I ′u〉 ′0 (since I
′ = (i ′)∗)
= 〈u, I ′u〉 ′0 (since i
′ is the inclusion in G ′)
= 〈i ′u, u〉 ′0 (since i
′ = (I ′)∗)
= 〈u, u〉 ′0 (since i
′ is the inclusion in G ′)
= 〈u, u〉0 (since G ≤ G
′)
= 〈iu, u〉0 (since i is the inclusion in G)
= 〈u, Iu〉0 (since i = I
∗)
= 〈u, iIu〉0 (since i is the inclusion in G)
= 〈Iu, Iu〉+ (since I = i
∗)
= 〈Iu, Iu〉 ′+ (since G ≤ G
′)
Therefore, 〈I ′u− Iu, I ′u− Iu〉 ′+ = 〈I
′u, I ′u〉 ′+ − 〈I
′u, Iu〉 ′+ − 〈Iu, I
′u ′+〉 + 〈Iu, Iu〉
′
+ = 0, so
I ′u = Iu, i.e.: I ′  H0 = I. Prop. 5.4.5
Because of fact 5.4.4 and proposition 5.4.5, in a Gelfand triplet we can drop I as an extra operator.
Proposition 5.4.6. Let {Gi := (H
i
+,H
i
0,H
i
−) : i < θ} be an ≤-increasing and continuous chain
of Gelfand triplets. Then, G := (H+,H0,H−) deVned by H :=
⋃
i<θH
i
 ( ∈ {+, 0,−}) is a
Gelfand triplet.
Proof. First, we will prove that the completion of H+ with the norm ‖ · ‖0 is H0 and that the
completion ofH0 with the norm ‖ · ‖− isH−.
Let x ∈ H0, so there exists a sequence (xn) in
⋃
i<θH
i
0 such that (xn) → x in the norm ‖ · ‖0.
Let in < θ be such that xn ∈ H
in
0 . Since H
in
+ is ‖ · ‖
in
0 -dense in H
in
0 , there exists a sequence
(ynk) in H
in
+ such that (y
n
k) → xn in the norm ‖ · ‖in0 . Let ε > 0 and Bε(x) := {y ∈ H0 :
d0(y, x) < ε}. Since (xn)→‖·‖0x, there exists N < ω such that for every n ≥ N d0(xn, x) < ε2 .
Since (ynk) → xn in the norm ‖ · ‖in0 , then there exists M < ω such that for every m ≥ M
d0(y
n
m, xn) = d
in
0 (y
n
m, xN) <
ε
2
. So, for k := max{M,N}, by the triangle inequality we may say
d0(y
n
k , x) ≤ d0(y
n
k , xk) + d0(xk, x) < ε, therefore H+ ∩ Bε(x) 6= ∅. Then, H+ is ‖ · ‖0-dense in
H0.
Doing a similar argument, we may say thatH0 is ‖ · ‖−-dense inH−. Prop. 5.4.6
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Proposition 5.4.7. Let G := (H+,H0,H−) be a Gelfand triplet and
A := (A+, A0, A−) ⊂ G . Then there exists a Gelfand triplet G
′ := (H ′+,H
′
0,H
′
−) ≤ G such
that dc(G ′) ≤ dc(A) +ℵ0 and A ⊂ G ′.
Proof. Let x ∈ A0 \ A+. Since x ∈ H0 and G is a Gelfand triplet, there exists a sequence (yxn) in
H+ such that (yxn)→ x in the norm ‖ · ‖0. If x ∈ A+, let (yxn) be the constant sequence (x)n<ω.
Let H0+ := span(y
x
n : x ∈ A0, n < ω)
+
. Notice that A+ ⊂ H0+ and H
0
+ is a Hilbert space. Let
H00 := H
0
+
0
. Notice that A0 ⊂ H00 (since if x ∈ A0 then x = limn<ω y
x
n ∈ H
0
0, by construction).
A+
A0
A−
H+
H0
H−
b x
H00
(yxn)
H0+
Let x ∈ A−. Since x ∈ H− andG is a Gelfand triplet, there exists a sequence (yxn) inH0 such that
(yxn)→ x in the norm ‖ · ‖−. LetH10 := span({yxn : x ∈ A−, n < ω} ∪H00)0 andH1− :=
(
H10
)−
.
Notice that H00 ⊂ H
1
0 and A− ⊂ H
1
− (if x ∈ A−, notice that (y
x
n) → x ∈ H1− :=
(
H10
)−
since
yxn ∈ H
1
0 for every n < ω).
A+
A0
A−
H+
H0
H−
H00
H0+
b x
H1−
(yxn)
H10
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We will build three ⊂-increasing sequences {H2n+1− : n < ω}, {H
n
0 : n < ω} and {H
2n
+ : n < ω}
of Hilbert sub-spaces ofH−,H0 andH+ respectively, such thatH2n+ ⊂
‖·‖0
dense H
2n
0 ⊂ H
2n+1
0 ⊂
‖·‖−
dense
H2n+1− .
Let 1 ≤ n < ω and suppose we have deVnedHm+ ,H
k
0 andH
l
− for every evenm ≤ 2n−1, every
k ≤ 2n− 1 and every odd l ≤ 2n− 1. We will deVneH2n+ ,H
2n
0 ,H
2n+1
0 andH
2n+1
− satisfying the
conditions given above.
H2n−20
H2n−2+
H2n−1−
H2n−10
H−
H0
H+
Let x ∈ H2n−10 \ H
2n−2
+ . Since x ∈ H0 and G is a Gelfand triplet, there exists a sequence (y
x
n) in
H+ such that (yxn)→ x in the norm ‖·‖0. If x ∈ H2n−2+ , let (yxn) be the constant sequence (x)n<ω.
Let H2n+ := span(y
x
n : x ∈ H
2n−1
0 , n < ω)
+
. Notice that H2n−2+ ⊂ H
2n
+ and H
2n
+ is a Hilbert
space. LetH2n0 := H
2n
+
0
. Notice thatH2n−10 ⊂ H
2n
0 (if x ∈ H
2n−1
0 then (y
x
n)→ x ∈ H2n0 = H2n+ 0,
since yxn ∈ H
2n
+ ).
H2n−20
H2n−2+
H2n−1−
H2n−10
H−
H0
H+
b x
(yxn)
H2n+
Let x ∈ H2n−1− . Since x ∈ H− and G is a Gelfand triplet, there exists a sequence (y
x
n) in H0
such that (yxn) → x in the norm ‖ · ‖−. Let H2n+10 := span({yxn : x ∈ H2n−1− , n < ω} ∪H2n0 )0
and H2n+1− :=
(
H2n+10
)−
. Notice that H2n0 ⊂ H
2n+1
0 (by construction) and H
2n−1
− ⊂ H
2n+1
− (if
x ∈ H2n−1− , notice that (y
x
n)→ x ∈ H2n+1− :=
(
H2n+10
)−
because yxn ∈ H
2n+1
0 for every n < ω).
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H2n−20
H2n−2+
H2n−1−
H2n−10
H−
H0
H+H2n+
H2n0
b x
(yxn)
H2n+10
H2n+1−
LetH ′+ :=
⋃
n<ωH
2n
+
+
,H ′0 :=
⋃
n<ωH
n
0
0
andH ′− :=
(⋃
n<ωH
2n+1
−
)−
.
Notice that H ′+ ⊂ H
′
0 ⊂ H
′
−: Let x ∈ H
′
+, so there exists a sequence (xn) in
⋃
n<ωH
2n
+ such
that (xn)→ x in the norm ‖ · ‖+. Notice that there exists kn < ω such that xn ∈ H2kn+ , therefore
xn ∈ H
2kn
0 , so (xn) is a sequence in H
′
0. Since (xn) → x in the norm ‖ · ‖+, then (xn) → x in
the norm ‖ · ‖0 (because ‖u‖0 ≤ ‖u‖+ for all u ∈ H+), then x ∈ H ′0. Let x ∈ H
′
0, then there
exists a sequence (xn) in
⋃
n<ωH
n
0 such that (xn) → x in the norm ‖ · ‖0. Let kn < ω such
that xn ∈ H
kn
0 . Notice that if kn is odd then xn ∈ H
kn
− and if kn is even then xn ∈ H
kn+1
− .
Anyway, xn ∈ H ′−. Since (xn)→ x in the norm ‖ · ‖0, then (xn)→ x in the norm ‖ · ‖− (because
‖u‖− ≤ ‖u‖0 for all u ∈ H0). Therefore, x ∈ H ′−.
Moreover, H ′+ ⊂
‖·‖0
dense H
′
0 ⊂
‖·‖−
dense H
′
−: Let x ∈ H
′
− and ε > 0, therefore there exists a sequence
(xn) in
⋃
n<ωH
2n+1
− such that (xn) → x in the norm ‖ · ‖−. So, there exists N < ω such that
for every n ≥ N d−(x, xn) < ε/2. Given n ≥ N, there exists kn < ω such that xn ∈ H
2kn+1
− .
By construction, there exists a sequence (yxnm ) in H
2kn+3
0 such that (y
xn
m ) → xn in the norm
‖ · ‖−. Therefore, there exists M < ω such that for every m ≥ M d−(xn, yxnm ) < ε/2. So,
d−(x, y
xn
m ) ≤ d−(x, xn)+d−(xn, y
xn
m ) < ε. Therefore, the ball Bε(x) := {y ∈ H
′
− : d−(x, y) < ε}
has an element inH ′0; and soH
′
0 is ‖ · ‖−-dense inH
′
−.
Let x ∈ H ′0 and ε > 0, therefore there exists a sequence (xn) in
⋃
n<ωH
n
0 such that (xn)→ x in
the norm ‖·‖0. So, there existsN < ω such that for everyn ≥ Nd0(x, xn) < ε/2. Givenn ≥ N,
there exists kn < ω such that xn ∈ H
kn
0 . By construction, if kn is even there exists a sequence
(yxnm ) in H
kn+2
+ such that (y
xn
m ) → xn in the norm ‖ · ‖0, if kn is odd there exists a sequence
(yxnm ) in H
kn+1
+ such that (y
xn
m ) → xn in the norm ‖ · ‖0. Anyway, such that sequence (yxnm )
is in H ′+. Therefore, there exists M < ω such that for every m ≥ M d0(xn, y
xn
m ) < ε/2. So,
d0(x, y
xn
m ) ≤ d0(x, xn) + d0(xn, y
xn
m ) < ε. Therefore, the ball Bε(x) := {y ∈ H
′
0 : d0(x, y) < ε}
has an element inH ′+; and soH
′
+ is ‖ · ‖0-dense inH
′
0.
Therefore, G ′ is a Gelfand triplet such that A ⊂ G ′ ≤ G. Prop. 5.4.7.
Proposition 5.4.8 (Amalgamation Property). IfH0 ≤ H1,H2 are Gelfand triplets, then there exist
a Gelfand tripletH and ≤-embeddings fi : H
i → H which VxH0 pointwise.
82 5 Exploring some examples: Bounded and unbounded operators
Proof. Let (H0)
⊥i be the perpendicular space toH0 insideH
i
 ( ∈ {+, 0,−} and i ∈ {1, 2}). So
H0⊕(H
0
)
⊥i ≈ Hi. DeVneH := H
0
⊕(H
0
)
⊥1⊕(H0)
⊥2 . We will see thatH := (H+,H0,H−)
is a Gelfand triplet:
Let x− := (x0−, x
1
−, x
2
−) ∈ H− and (y
i
n)n ∈ H
i
0 be a sequence such that (y
i
n)n →‖·‖− xi− (i ∈
{0, 1, 2}). Let ε > 0. So, there exists Ni < ω such that for every n ≥ Ni ‖xi− − y
i
n‖− <
ε
√
3
3
, so〈
xi− − y
i
n, x
i
− − y
i
n
〉
−
< ε2/3. Let yn := (y0n, y
1
n, y
2
n). Therefore, if n ≥ max{N0, N1, N2}, then
〈x− − yn, x− − yn〉− =
〈
x0− − y
0
n, x
0
− − y
0
n
〉
−
+
〈
x1− − y
1
n, x
1
− − y
1
n
〉
−
+
〈
x2− − y
2
n, x
2
− − y
2
n
〉
−
<
3(ε2/3) = ε2, so ‖x− − yn‖− < ε. Hence x− ∈ (H0)−, and soH− = (H0)−.
Let x0 := (x00, x
1
0, x
2
0) ∈ H0 and (y
i
n)n ∈ H
i
+ be a sequence such that (y
i
n)n →‖·‖0 xi0 (i ∈
{0, 1, 2}). Let ε > 0. So, there exists Ni < ω such that for every n ≥ Ni ‖xi0 − y
i
n‖0 <
ε
√
3
3
,
so
〈
xi0 − y
i
n, x
i
0 − y
i
n
〉
0
< ε2/3. Let yn := (y0n, y
1
n, y
2
n). Therefore, if n ≥ max{N0, N1, N2},
then 〈x0 − yn, x0 − yn〉0 =
〈
x00 − y
0
n, x
0
0 − y
0
n
〉
0
+
〈
x10 − y
1
n, x
1
0 − y
1
n
〉
0
+
〈
x20 − y
2
n, x
2
0 − y
2
n
〉
0
<
3(ε2/3) = ε2, so ‖x0 − yn‖0 < ε. Hence x0 ∈ (H+)0, and soH0 = (H+)0. Prop. 5.4.8
Proposition 5.4.9 (Joint Embedding Property). LetH1,H2 be Gelfand triplets. Then there exists a
Gelfand tripletH and ≤-embeddings fi : H
i → H .
Proof. LetH := H1 ⊕H
2
 ( ∈ {+, 0,−}).
Notice that H := (H+,H0,H−) is a Gelfand triplet: Let x := (x1, x2) ∈ H−. We know
that here exists a sequence (xin)n ∈ H
i
0 such that for every ε > 0 there exists Ni < ω
such that for every n ≥ Ni d(xin, x
i) = ‖xin − x
i‖− =
√
〈xin − x
i, xin − x
i〉− <
ε
√
2
2
. So,
if n ≥ max{N1, N2} then 〈xn − x, xn − x〉− =
〈
x1n − x
1, x1n − x
1
〉
−
+
〈
x2n − x
2, x2n − x
2
〉
−
<
2(ε2/2) = ε2, so ((x1n, x
2
n))→‖·‖− (x1, x2). Therefore, (H0)− = H−.
Let x := (x1, x2) ∈ H0. We know that here exists a sequence (xin)n ∈ H
i
+ such that for
every ε > 0 there exists Ni < ω such that for every n ≥ Ni d(xin, x
i) = ‖xin − x
i‖0 =√
〈xin − x
i, xin − x
i〉0 <
ε
√
2
2
. So, ifn ≥ max{N1, N2} then 〈xn − x, xn − x〉0 =
〈
x1n − x
1, x1n − x
1
〉
0
+〈
x2n − x
2, x2n − x
2
〉
0
< 2(ε2/2) = ε2, so ((x1n, x
2
n)) →‖·‖0 (x1, x2). Therefore, (H+)0 = H0.
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