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Abstract
We consider the problem of estimating a rank-one nonsymmetric matrix under additive white Gaussian noise. The matrix to
estimate can be written as the outer product of two vectors and we look at the special case in which both vectors are uniformly
distributed on spheres. We prove a replica-symmetric formula for the average mutual information between these vectors and the
observations in the high-dimensional regime. This goes beyond previous results which considered vectors with independent and
identically distributed elements. The method used can be extended to rank-one tensor problems.
Index Terms
matrix factorization, high-dimensional statistics, replica formula
I. INTRODUCTION
Tensor decomposition, which originated with Hitchcock in 1927 [1], has found many applications in signal processing,
graph analysis, data mining and machine learning in the past two decades [2]–[4]. While tensor decomposition was originally
developed in a deterministic and algebraic context, it is of interest for these applications to develop a statistical approach [5].
Some important questions in this setting are, for example, under which conditions and how can we recover a low-rank tensor
– the signal of interest – from noisy observations of it? This work focuses on answering – at least in part – these questions in
the most elementary, but yet rich, setting of a nonsymmetric rank-one matrix signal buried within noise. Namely, we observe
under additive white Gaussian noise (AWGN) a nu × nv rank-one matrix UVT where U and V are random vectors that we
wish to recover as well as possible. This problem, and its symmetric version, have generated important results in the past ten
years [6], [7].
Our approach is in the continuity of a line of research establishing low-dimensional variational formulas for the average
mutual information between a signal of interest and noisy observations in the high-dimensional regime [8]–[11]. Such formulas
are valuable because they link the mutual information of a high-dimensional channel whose outputs are coupled to those of
simple decoupled scalar channels. One can then determine, by solving a low-dimensional variational problem, phase transitions
as well as performance measures related to the minimum mean square error (MMSE). One also obtains important insights
on the performance of (message passing) algorithms designed to estimate input signals. In fact, the fixed points of the state
evolution equations tracking the performance of the Approximate Message Passing algorithm in the high-dimensional regime
can be identified among the critical points of the variational expression for the mutual information.
For the problem at hand, the variational formula – that was predicted using the replica trick from statistical physics – has
already been proven rigorously when U and V have independent and identically distributed (i.i.d.) entries [9], [10]. These
results were extended beyond the matrix case to rank-one nonsymmetric tensor decomposition [12], [13]. The replica prediction
has also been shown to be true for low-rank symmetric tensor decomposition [9], [14].
A natural follow-up interrogation is what happens when either U or V doesn’t have independent entries anymore. Can the
average mutual information in the high-dimensional regime still be given by a simple, low-dimensional, variational formula?
In this work, we study the simple case in which both U and V are uniformly distributed on spheres (whose radii scale like√
nu and
√
nv, respectively) and give a rigorous and positive answer to the question above. To the best of our knowledge
fully rigorous results on this issue are scarce. Recently, [15] analyzed (under natural assumptions) another situation in which
U and V are generated by a generalized linear model.
In Section II we present the problem and our main results. In Section III we give the reader an outline of the proof of the
variational formula for the average mutual information. We conclude in Section IV with a discussion of the relation between
the present problem and the classical spherical spin-glass model of statistical mechanics.
II. PROBLEM SETTING AND MAIN RESULTS
Let U ∈ Rnu and V ∈ Rnv be uniformly distributed on the spheres of radii √ρunu and √ρvnv, respectively, with ρu and
ρv positive real numbers. We denote Pu and Pv their respective probability distributions. The matrix factorization problem is
the task of inferring both vectors U and V from a noisy observation of the scaled rank-one matrix UVT. More precisely, we
observe the matrix Y ∈ Rnu×nv whose entries satisfy ∀(i, j) ∈ {1, . . . , nu} × {1, . . . , nv}:
Yij =
√
λ
n
UiVj + Zij . (1)
Here, the matrix Z ∈ Rnu×nv has i.i.d. elements with respect to (w.r.t.) the standard normal distribution N (0, 1), the positive
real number λ plays the role of a signal-to-noise ratio (SNR), and the positive integer n scales like nu and nv, i.e., there exist
positive real numbers αu and αv such that:
lim
n→+∞
nu
n
= αu , lim
n→+∞
nv
n
= αv . (2)
The normalization 1/
√
n in (1) with the scaling (2) makes the estimation problem nontrivial. Finally, we define the vector of
hyperparameters for this problem: Θ , [λ αu αv ρu ρv].
A. Variational formula for the average mutual information
A central role is played by a simple linear model with AWGN and its average mutual information.
Lemma 1. Let X be a n-dimensional random vector uniformly distributed on the sphere of radius
√
n that is observed at the
output of the following noisy linear channel:
Y˜ =
√
mX+ Z˜ (3)
where Z˜i
i.i.d.∼ N (0, 1) for i = 1, . . . , n and m > 0 plays the role of a SNR. The average mutual information between X and Y˜
converges in the high-dimensional limit and:
lim
n→+∞
I(X ; Y˜)
n
=
ln(1 +m)
2
. (4)
Note that the limit is equal to the average mutual information between X and Y˜ where this time the entries of the signal
X are i.i.d. with respect to N (0, 1). It is well-known that such vector X is approximately uniformly distributed on the sphere
of radius
√
n in high-dimension [16, Section 3.3.3]. We now state our main theorem:
Theorem 1. Define the following potential function:
iΘ(mu,mv) ,
λαuαv
2
(ρu −mu)(ρv −mv) + αu ln(1 + λαvρumv)
2
+ αv
ln(1 + λαuρvmu)
2
. (5)
In the high-dimensional limit, the average mutual information between (U,V) and Y defined in (1) satisfies:
lim
n→+∞
I(U,V ; Y)
n
= inf
mu∈[0,ρu]
sup
mv∈[0,ρv]
iΘ(mu,mv) . (6)
The proof of Theorem 1 is given in Section III. Note that the last two summands in (5) are the asymptotic average mutual
informations of two decoupled channels:
lim
n→+∞ I(U ;
√
λαvmvU+ Z˜)/n = αu ln(1 + λαvρumv)/2 ;
lim
n→+∞
I(V ;
√
λαumuV + Z)/n = αv ln(1 + λαuρvmu)/2 ;
where Z˜, Z are independent AWGN.
We remark that the limit of I(U,V;Y)/n is the same if both U and V have i.i.d. standard Gaussian components (see [10],
[12]). The equivalence of the spherical and Gaussian cases is not an obvious fact when it comes to make a precise argument.
We discuss this point further in Section IV.
B. Minimum mean square error
It is well-known that the mean square error of an estimator of UVT that is a function of Y only is minimized by the
posterior mean E[UVT |Y]. We denote by MMSEλ(UVT |Y) the minimum mean square error E ‖UVT−E[UVT |Y]‖2/nunv (it
depends on λ through the observations Y). Combining Theorem 1 with the I-MMSE relation (see [17])
∂
∂λ
(
I(U,V;Y)
n
)
=
nu
n
nv
n
MMSEλ(UV
T |Y)
2
yields the next theorem. Its proof is given in Appendix F.
Theorem 2. Let λIT ,
1
ρuρv
√
αuαv
. For all λ ∈ (0,+∞), there is a unique solution to the extremization over (mu,mv) on
the right-hand side of (6) given by:
(
m∗u(λ),m
∗
v(λ)
)
=
{
(0 , 0) if 0 < λ ≤ λIT(
λ2αuαvρ
2
vρ
2
u−1
λαuρv(1+λαvρvρu)
,
λ2αuαvρ
2
vρ
2
u−1
λαvρu(1+λαuρvρu)
)
if λ > λIT
.
Then, MMSEλ(UV
T |Y) satisfies:
lim
n→+∞MMSEλ(UV
T |Y) = ρuρv −m∗u(λ)m∗v(λ) . (7)
Hence, the asymptotic MMSE is less than ρuρv if, and only if, λ > λIT.
Theorems 1 and 2 provide important insight on the inference problem. Nonanalytic points of (6) correspond to the location of
phase transitionswhere the MMSE changes behavior. In the present problem, we find by an explicit analysis a unique continuous
phase transition point λIT. The mutual information is continuously differentiable for all λ > 0 and its second derivative has a
jump at λIT. Correspondingly, the MMSE is continuous with a jump in its first derivative at λIT. More precisely, the MMSE
is ρuρv for λ ≤ λIT and it continuously departs from ρuρv once λ becomes greater than λIT. Thus, λIT is the lowest SNR for
which an estimate of the matrix UVT is information-theoretically possible. The general phenomenological picture has been
uncovered in a number of situations (including richer ones) by direct analysis of the replica formula for the asymptotic mutual
information. We refer to [8] for more details.
III. PROOF OF THEOREM 1
We only present the main ideas and steps of the proof. We will refer to the appendices, which contain all the technicalities of
the proof, when needed. The proof is based on the adaptive interpolation method introduced in [18], [19]. The main difference
with the canonical interpolation method developed by Guerra and Toninelli in the context of spin glasses [20], [21] is the
increased flexibility in choosing the path followed by the interpolation between its two extremes. By choosing two different
interpolation paths, we will bound the asymptotic average mutual information from above and below by the same variational
formula. For the proof we assume that λ = 1. This is without loss of generality as we can always reduce to this case by
rescaling ρu to λρu.
A. Adaptive path interpolation
We introduce a “time” parameter t ∈ [0, 1]. The adaptive interpolation interpolates from the original channel (1) at t = 0
to two independent channels similar to (3) at t = 1 (one for U and one for V). In between, we follow an interpolation
path R(·, ǫ) = (Ru(·, ǫ), Rv(·, ǫ)) where Ru(·, ǫ) and Rv(·, ǫ) are continuously differentiable functions from [0, 1] to [0,+∞)
parametrized by a “small perturbation” ǫ = (ǫu, ǫv) ∈ [0,+∞)2 and such that R(0, ǫ) = ǫ. More precisely, for t ∈ [0, 1], we
observe: 
Y(t) =
√
1−t
n UV
T + Z ;
Y˜(t,ǫ) =
√
αvRv(t, ǫ)U+ Z˜ ;
Y
(t,ǫ)
=
√
αuRu(t, ǫ)V + Z ;
(8)
where U ∼ Pu, V ∼ Pv and all of the noises Z ∈ Rnu×nv , Z˜ ∈ Rnu , Z ∈ Rnv have i.i.d. entries with respect to N (0, 1).
Applying Bayes’ rule, we obtain the posterior distribution of (U,V) given (Y(t), Y˜(t,ǫ),Y
(t,ǫ)
):
dP (u,v|Y(t), Y˜(t,ǫ),Y(t,ǫ)) , dPu(u)dPv(v) e
−Ht,ǫ(u,v;Y(t),Y˜(t,ǫ),Y(t,ǫ))
Zt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ))
, (9)
where we introduced the interpolating Hamiltonian
Ht,ǫ(u,v;Y(t), Y˜(t,ǫ),Y(t,ǫ)) ,
nu∑
i=1
nv∑
j=1
1− t
2n
u2i v
2
j −
√
1− t
n
uivjY
(t)
ij +
nu∑
i=1
αvRv(t, ǫ)
2
u2i −
√
αvRv(t, ǫ)uiY˜
(t,ǫ)
i
+
nv∑
j=1
αuRu(t, ǫ)
2
v2j −
√
αuRu(t, ǫ) vjY
(t,ǫ)
j , (10)
and Zt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ)) properly normalizes the posterior. Note that (10) could be simplified using the spherical constraints
but this general form is convenient for the analysis. We denote an expectation with respect to the posterior distribution (9)
using the angular brackets 〈−〉t,ǫ, i.e., 〈g(u,v)〉t,ǫ =
∫
g(u,v) dP (u,v|Y(t), Y˜(t,ǫ),Y(t,ǫ)). The interpolating average free
entropy defined as
fn(t, ǫ) ,
1
n
E lnZt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ)) (11)
is intimately linked to the average mutual information. In particular, fn , fn(0, 0) = nunvρuρv/2n2 − I(U,V;Y)/n. Hence,
Theorem 1 is equivalent to:
lim
n→∞
fn = sup
mu
inf
mv
φΘ(mu,mv) , (12)
where the potential φΘ is defined using ϕ(m) ,
m−ln(1+m)
2 :
φΘ(mu,mv),αuϕ(αvρumv) + αvϕ(αuρvmu)− αuαvmumv
2
.
Looking at how fn(t, ǫ) varies from t = 0 to t = 1 yields the following important sum-rule that we will later evaluate for
different interpolation paths.
Proposition 1. Define the scalar overlaps Qu ,
1
nu
∑
i uiUi andQv ,
1
nv
∑
i viVi. Denote R
′
u(·, ǫ) and R′v(·, ǫ) the derivative
of Ru(·, ǫ) and Rv(·, ǫ), respectively. Assume that both R′u(t, ǫ) and R′v(t, ǫ) are uniformly bounded in (t, ǫ) belonging to
[0, 1]× [0,+∞)2. Then:
fn = O(‖ǫ‖) + On(1) + αuϕ(αvρuRv(1, ǫ)) + αvϕ(αuρvRu(1, ǫ))− αuαv
2
∫ 1
0
dtR′u(t, ǫ)R
′
v(t, ǫ)
+
αuαv
2
∫ 1
0
dtE
〈
(Qu−R′u(t, ǫ))(Qv−R′v(t, ǫ))
〉
t,ǫ
(13)
where On(1) is a quantity that vanishes uniformly in ǫ as n gets large, and O(‖ǫ‖) is a quantity whose absolute value is
upper bounded by C‖ǫ‖ for some constant C independent of both n and ǫ.
Proof: Evaluating (11) at both extremes of the interpolation yields fn(0, ǫ) = fn(0, 0) + O(‖ǫ‖) = fn + O(‖ǫ‖) and
fn(1, ǫ) = αuϕ(αvρuRv(1, ǫ)) + αvϕ(αuρvRu(1, ǫ)) + On(1) where On(1), O(‖ǫ‖) are quantities satisfying the properties
given in the proposition. We obtain the sum-rule (13) by combining the later with the fundamental theorem of calculus
fn(0, ǫ) = fn(1, ǫ)−
∫ 1
0
f ′n(t, ǫ)dt, where f
′
n(·, ǫ) is the derivative of fn(·, ǫ). All the technical details, including the computation
of f ′n(·, ǫ), is given in Appendix B.
B. Interpolation paths as solutions to ODEs
To prove Theorem 1, we will lower bound lim infn fn and upper bound lim supn fn by the same quantity supmu infmv φΘ(mu,mv).
To do so we will plug two different choices for R(·, ǫ) in the sum-rule (13). In both cases, R(·, ǫ) will be the solution of a
second-order ordinary differential equation (ODE). We now describe these ODEs before diving further into the proofs of the
matching bounds.
For t ∈ [0, 1] and R = (Ru, Rv) ∈ [0,+∞)2, consider the problem of estimating (U,V) from the observations:
Y(t) =
√
1−t
n UV
T + Z ;
Y˜(t,Rv) =
√
αvRv U+ Z˜ ;
Y
(t,Ru)
=
√
αuRuV + Z ;
(14)
where U ∼ Pu, V ∼ Pv and all of the noises Z ∈ Rnu×nv , Z˜ ∈ Rnu , Z ∈ Rnv have i.i.d. entries with respect to N (0, 1).
The posterior distribution of (U,V) given (Y(t), Y˜(t,Rv),Y
(t,Ru)
) is (up to the normalization factor):
dP (u,v|Y(t), Y˜(t,Rv),Y(t,Ru)) ∝ dPu(u)dPv(v) e−Ht,R(u,v;Y(t),Y˜(t,Rv),Y
(t,Ru)) , (15)
where Ht,R denotes the associated interpolating Hamiltonian:
Ht,R(u,v;Y(t), Y˜(t,Rv),Y(t,Ru)) ,
nu∑
i=1
nv∑
j=1
1− t
2n
u2i v
2
j −
√
1− t
n
uivjY
(t)
ij +
nu∑
i=1
αvRv
2
u2i −
√
αvRv uiY˜
(t,Rv)
i
+
nv∑
j=1
αuRu
2
v2j −
√
αuRu vjY
(t,Ru)
j .
The angular brackets 〈−〉t,R will denote the expectation w.r.t. the posterior (15). Let mu ∈ [0, ρu], Fv(t, R) , E〈Qv〉t,R and
Fu(t, R) , 2ρuϕ
′(αvρuE〈Qv〉t,R). We will consider the two following second-order ODEs with initial value ǫ ∈ [0,+∞)2:
g′ =
(
mu, Fv(t, g)
)
, g(0) = ǫ ; (16)
g′ =
(
Fu(t, g), Fv(t, g)
)
, g(0) = ǫ . (17)
The next proposition sums up useful properties on the solutions of these two ODEs, i.e., our two kinds of interpolation paths.
The proof is given in Appendix C.
Proposition 2. For all ǫ ∈ [0,+∞)2, there exists a unique global solution R(·, ǫ) : [0, 1]→ [0,+∞)2 to (16). This solution is
continuously differentiable and its derivative R′(·, ǫ) satisfies R′([0, 1], ǫ) ⊆ [0, ρu]× [0, ρv]. Besides, for all t ∈ [0, 1], R(t, ·)
is a C1-diffeomorphism from [0,+∞)2 into its image whose Jacobian determinant is greater than, or equal to, one:
∀ ǫ ∈ [0,+∞)2 : det JR(t,·)(ǫ) ≥ 1 , (18)
where JR(t,·) denotes the Jacobian matrix of R(t, ·).
Finally, the same statement holds if we consider (17) instead.
C. Proof of the lower bound on lim infn fn
Let mu ∈ [0, ρu] and ǫ = (ǫu, ǫv) ∈ (0,+∞)2. We choose as interpolation path the unique solution R(·, ǫ) to the ODE
(16). Then R′u(t, ǫ) = mu and R
′
v(t, ǫ) = E〈Qv〉t,ǫ. Plugging this choice in the sum-rule of Proposition 1, and making use of
ϕ(αvρuRv(1, ǫ)) = O(ǫv) + ϕ
(
αvρu
∫ 1
0 dtR
′
v(1, ǫ)
)
and ϕ(αuρv(ǫu +mu)) = O(ǫu) + ϕ(αuρvmu), yields:
fn = O(‖ǫ‖) + On(1) + φΘ
(
mu,
∫ 1
0
dtR′v(1, ǫ)
)
+
αuαv
2
∫ 1
0
dtE
〈
Qu
(
Qv − E〈Qv〉t,ǫ
)〉
t,ǫ
≥ O(‖ǫ‖) + On(1) + inf
mv∈[0,ρv]
φΘ(mu,mv) +
αuαv
2
∫ 1
0
dtE
〈
Qu
(
Qv − E〈Qv〉t,ǫ
)〉
t,ǫ
. (19)
The lower bound is because
∫ 1
0 dtR
′
v(1, ǫ) ∈ [0, ρv] (see Proposition 1). If the overlap Qv concentrates on its expectation then
the remainder
∫ 1
0
dtE〈Qu(Qv − E〈Qv〉t,ǫ)〉t,ǫ in the lower bound (19) vanishes and we can end the proof. However, proving
such concentration is only possible after integrating on a well-chosen set of “perturbation” ǫ. This integration over ǫ smoothens
the phase transitions that might appear for particular choices of ǫ when n goes to infinity. From now on, ǫ ∈ Sn , [sn, 2sn]2
where sn , n
−η, η > 0. Integrating w.r.t. ǫ on both sides of (19) yields
(
fn =
∫
[sn,2sn]2
fndǫ/s2n
)
:
fn ≥ On(1) + inf
mv∈[0,ρv]
φΘ(mu,mv) +
αuαv
2
R , (20)
where R , ∫ 1
0
dt
∫
Sn
dǫ
s2n
E 〈Qu(Qv − E〈Qv〉t,ǫv )〉t,ǫ. By Jensen’s inequality and |Qu| ≤ ‖U‖‖u‖/nu = ρu, R satisfies:
|R| ≤ ρu
∫ 1
0
dt
√∫
Sn
dǫ
s2n
E
〈
(Qv − E〈Qv〉t,ǫ)2
〉
t,ǫ
. (21)
The change of variables ǫ → R = R(t, ǫ) – justified by R(t, ·) being a C1-diffeomorphism from [0,+∞) to its image (see
Proposition 2) – yields for all t ∈ [0, 1]:∫
Sn
dǫ
s2n
E
〈
(Qv − E〈Qv〉t,ǫv )2
〉
t,ǫ
≤
∫ 2sn+ρv
sn
dRv
s2n
∫ 2sn+ρu
sn
dRu E
〈
(Qv − E〈Qv〉t,R)2
〉
t,R
.
The inequality follows from the integrand being nonnegative, (18) and R(t,Sn) ⊆ [sn, 2sn + ρu] × [sn, 2sn + ρv].We now
apply Proposition 3 – an important result on the concentration of the overlap Qv that follows this proof – with Mu = 2+ ρu,
Mv = 2 + ρv , a = sn, b = 2sn + ρu and δ = snn
2η−1
3 (we further assume η < 1/2). Then, for n large enough, there exists
M > 0 such that ∀t ∈ [0, 1], ∀Rv ∈ [sn, 2sn + ρv]:∫ 2sn+ρu
sn
dRu E
〈
(Qv − E〈Qv〉t,R)2
〉
t,R
≤M/n 1−2η3 .
Combining this inequality with the two previous ones, we get |R| ≤ M ′n 4η3 − 16 where M ′ , ρu
√
(1 + ρv)M . This upper
bound on |R| vanishes for n large as long as η is less than 1/8. Passing to the limit inferior on both sides of (20) thus yields
lim infn→+∞ fn ≥ infmv∈[0,ρv] φΘ(mu,mv). As this is true for all mu ∈ [0, ρu], we finally obtain:
lim inf
n→+∞
fn ≥ sup
mu∈[0,ρu]
inf
mv∈[0,ρv ]
φΘ(mu,mv) .
D. Concentration of the overlap Qv
We rely on the following concentration result to prove the matching bounds. It is clear that a similar result holds for Qu.
Proposition 3. Let Mu,Mv > 0. For n large enough, there exists a constant M such that ∀(a, b) ∈ (0,Mu)2 with
a < min{1, b}, ∀δ ∈ (0, a), ∀Rv ∈ [0,Mv], ∀t ∈ [0, 1]:∫ b
a
E
〈
(Qv − E 〈Qv〉t,R)2
〉
t,R
dRu ≤M
(
1
δ2n
− ln(a)
n
+
δ
a− δ
)
.
The proof, technical but not difficult, is given in Appendix D, and follows the same step than similar concentration results on
the overlaps of inference problems [11], [12], [18], [19]. The differences with the proof in [12] are due to the entries of both U
and V being not independent anymore. It mainly impacts the proof that the free entropy lnZt,R/n1 concentrates on its average,
which we need in our proof of the overlap concentration. We now use Lévy’s lemma [16, Corollary 5.4] to show that lnZt,R/n
concentrates on its expectation with respect to U,V. This requires verifying that (U˜, V˜) 7→ lnZt,R/n is Lipschitz continuous
with respect to U˜ , U/√ρunu on the (nu − 1)-sphere and V˜ , V/√ρvnv on the (nv − 1)-sphere. The other difference is that
in [12, Lemma 3.1] the concentration result holds under the assumption that the prior of the i.i.d. entries of V is compactly
supported. Here, knowing that the norm of V scales like
√
n is in fact enough to guarantee Proposition 3.
E. Proof of the matching upper bound on lim supn fn
Let ǫ = (ǫu, ǫv) ∈ (0,+∞)2. We choose as interpolation path the unique solution R(·, ǫ) to the ODE (17). Then, R′u(t, ǫ) =
2ρuϕ
′(αvρuE〈Qv〉t,ǫ) and R′v(t, ǫ) = E〈Qv〉t,ǫ. Note that ϕ(αvρu
∫ 1
0
dtR′v(t, ǫ)) ≤
∫ 1
0
dt ϕ(αvρuR
′
v(t, ǫ)) as ϕ is convex. So
ϕ(αvρuRv(1, ǫ)) ≤ O(ǫv) +
∫ 1
0
dt ϕ(αvρuR
′
v(t, ǫ)) ,
and a similar inequality holds for ϕ(αuρvRu(1, ǫ)). Making use of these bounds after writing the sum-rule of Proposition 1
for this particular interpolation path gives:
fn ≤ O(‖ǫ‖) + On(1) +
∫ 1
0
dt φ
(
R′u(t, ǫ), R
′
v(t, ǫ)
)
+
αuαv
2
∫ 1
0
dtE
〈
(Qu −R′u(t, ǫ))(Qv − E〈Qv〉t,ǫ)
〉
t,ǫ
. (22)
Fix t ∈ [0, 1] and let h : mv ∈ [0, ρv] 7→ φ(R′u(t, ǫ),mv). As R′u(t, ǫ) = 2ρuϕ′(αvρuR′v(t, ǫ)), we have h′(R′v(t, ǫ)) = 0 and
the unique global minima of the strictly convex function h is reached at R′v(t, ǫ) ∈ [0, ρv], i.e.,
φ(R′u(t, ǫ), R
′
v(t, ǫ)) = inf
mv∈[0,ρv]
φ(R′u(t, ǫ),mv) .
Hence φ(R′u(t, ǫ), R
′
v(t, ǫ)) ≤ supmu infmv φ(mu,mv). Plugging this upper bound back in (22) yields:
fn ≤ O(‖ǫ‖) + On(1) + sup
mu∈[0,ρu]
inf
mv∈[0,ρv ]
φ
(
mu,mv
)
+
αuαv
2
∫ 1
0
dtE
〈
(Qu −R′u(t, ǫ))(Qv − E〈Qv〉t,ǫ)
〉
t,ǫ
. (23)
We get rid of the remainder exactly as in the proof of the lower bound. After integrating (23) over ǫ ∈ Sn , [sn, 2sn]2
(sn , n
−η with η > 0), fn =
∫
Sn
fn dǫ/s2n satisfies:
fn ≤ On(1) + sup
mu
inf
mv
φ(mu,mv) + αuαvR/2 , (24)
where R stands for the remainder:
R ,
∫ 1
0
dt
∫
Sn
dǫ
s2n
E
〈
(Qu −R′u(t, ǫ))(Qv − E〈Qv〉t,ǫ)
〉
t,ǫ
.
We can upper bound the absolute value of R by Cn 4η3 − 16 for some positive constant C and n large enough. It is done exactly
as in the proof of the lower bound on lim infn fn: |Qu − R′u(t, ǫ)| ≤ 2ρu and the change of variables ǫ → R = R(t, ǫ) is
justified by R(t, ·) being a C1-diffeomorphism from [0,+∞) to its image (see Proposition 2). As long as η is less than 1/8,
the remainder vanishes when n goes to infinity and passing to the limit superior on both sides of the inequality (24) yields
the desired upper bound:
lim sup
n→+∞
fn ≤ sup
mu∈[0,ρu]
inf
mv∈[0,ρv ]
φ(mu,mv) . (25)
1 Zt,R ≡ Zt,R(Y
(t)
, Y˜
(t,Rv)
,Y
(t,Ru)) is the normalization factor of the right-hand side of (15).
IV. CONCLUSION
We conclude with a few comments on close connections with models of spin glasses. The symmetric version of the present
problem can be seen to be perfectly equivalent to the spherical version of the Sherrington-Kirkpatrick spin-glass with an extra
ferromagnetic interaction, on its Nishimori line. This model was introduced and solved long ago by a “spectral method” using
Wigner’s semicircle law [22]. Although this analysis is not completely rigorous, it can be made so (hence providing a proof of
the replica formula by avoiding the replica trick entirely). For the non-symmetric inference problem considered in this paper,
it is presumably also possible to use a spectral method (using Ginibre’s circle law [23]), instead of an interpolation, to arrive
at the expression of the mutual information. However, it has to be noted that the interpolation method presented here readily
extends to rank-one tensor problems. Indeed, the present analysis can be combined with [12] to treat the spherical tensors.
We already pointed out that the mutual informations for spherically distributed and i.i.d. Gaussian signal vectors are the
same. This is perhaps not so surprising since, roughly speaking, a standard Gaussian vector concentrates on a sphere. However,
we believe that this quick argument is rather weak for two reasons. First, the only method we know to check that the mutual
informations are equal is to compute them separately and compare them. Secondly, this argument fails when naively applied
to the spherical spin-glass model of statistical mechanics. It is well-known that the spherical and Gaussian spin-glass models
are not equivalent (this is goes back to [24], see [25], [26] for interesting recent developments). From this perspective, it is
not obvious that in inference the two distributions lead to identical asymptotic mutual informations.
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APPENDIX A
PROOF OF LEMMA 1
Let X ∼ Px a n-dimensional random vector uniformly distributed on the sphere of radius √n. We are interested in the
average mutual information between X and Y˜ =
√
mX + Z˜ in the high-dimensional regime, where Z˜i
i.i.d.∼ N (0, 1) for
i = 1, . . . , n and m > 0. We first link this average mutual information to the free entropy f˜n ,
1
nE ln
∫
dPx(x)e
−H(x,Y)
where H(x,Y) ,∑ni=1 m2 x2i −√mxiY˜i. We have:
I(X; Y˜)
n
= −h(Y)
n
− h(Y|X)
n
= −E ln
∫
dPx(x)e
−H(x,Y)− ‖Y˜‖22
n
+
E ln e−
‖Z˜‖2
2
n
=
m
2
− f˜n . (26)
Therefore, proving Lemma 1 is equivalent to proving
lim
n→+∞
f˜n =
m
2
− ln(1 +m)
2
. (27)
We use a classical interpolation scheme to prove (27). For t ∈ [0, 1], consider the estimation of the n-dimensional vector X˜
whose entries are i.i.d. with respect to N (0, 1) from the observations{
Y(t) =
√
m(1− t)n X˜‖X˜‖ + Z
Y˜(t) =
√
mt X˜ + Z˜
(28)
where the noises Z ∈ Rn, Z˜ ∈ Rn have i.i.d. entries with respect to N (0, 1). The associated interpolating Hamiltonian is:
Ht(x˜;Y(t), Y˜(t)) ,
n∑
i=1
m(1− t)n
2
x˜2i
‖x˜‖2 −
√
m(1 − t)n x˜i‖x˜‖Y
(t)
i +
n∑
i=1
mt
2
x˜2i −
√
mt x˜iY˜
(t)
i . (29)
Define the interpolating free entropy f˜n(t) ,
1
nE lnZt(Y(t), Y˜(t)) where
Zt(Y(t), Y˜(t)) =
∫
dx˜√
2π
n e
− ‖x˜‖22 e−Ht(x˜;Y
(t),Y˜(t)) .
Note that
√
n X˜‖X˜‖ has the same distribution than X, i.e., it is uniformly distributed on the (n− 1)-sphere of radius
√
n. Then
the observation model at t = 0 is identical to (3) and we find that f˜n(0) = f˜n is the free entropy whose limit we want to
compute. At t = 1, the above integral is a simple Gaussian integral and we find f˜n(1) =
m
2 − ln(1+m)2 . Hence, we have:∣∣∣∣m2 − ln(1 +m)2 − f˜n
∣∣∣∣ = ∣∣∣∣ ∫ 1
0
f˜ ′n(t) dt
∣∣∣∣ ≤ ∫ 1
0
∣∣f˜ ′n(t)∣∣ dt . (30)
Computing f˜ ′n(t) is done much like in the proof of Lemma 4 when computing the derivative of the average free entropy (11).
We obtain:
f˜ ′n(t) =
m
2
E
〈
x˜TX˜
‖x˜‖‖X˜‖
(‖x˜‖‖X˜‖
n
− 1
)〉
t
, (31)
where the angular brackets 〈−〉t denote the expectation w.r.t. the posterior distribution
dP (x˜|Y(t), Y˜(t)) = 1Zt(Y(t), Y˜(t))
dx˜√
2π
n e
−‖x˜‖22 e−Ht(x˜;Y
(t),Y˜(t)) .
We split f˜ ′n(t) in two pieces:
f ′n(t) =
m
2
E
〈
x˜TX˜
‖x˜‖‖X˜‖
‖x˜‖√
n
(‖X˜‖√
n
− 1
)〉
t
+
m
2
E
〈
x˜TX˜
‖x˜‖‖X˜‖
(‖x˜‖√
n
− 1
)〉
t
.
Applying Cauchy-Schwarz inequality separately to these two pieces, we get:∣∣f˜ ′n(t)∣∣ ≤ m2
√
E
〈
(x˜TX˜)2
‖x˜‖2‖X˜‖2
‖x˜‖2
n
〉
t
E
[(‖X˜‖√
n
− 1
)2 ]
+
m
2
√
E
〈
(x˜TX˜)2
‖x˜‖2‖X˜‖2
〉
t
E
〈(‖x˜‖√
n
− 1
)2〉
t
≤ m
2
√
E
〈‖x˜‖2
n
〉
t
E
[(‖X˜‖√
n
− 1
)2 ]
+
m
2
√
E
〈(‖x˜‖√
n
− 1
)2〉
t
= m
√
E
[(‖X˜‖√
n
− 1
)2 ]
. (32)
The second inequality follows again from the Cauchy-Schwarz inequality: |x˜TX˜| ≤ ‖x˜‖‖X˜‖. The subsequent equality is an
application of the Nishimori identity (see Lemma 2 directly following the proof): E
〈‖x˜‖2
n
〉
t
= E ‖X˜‖
2
n and E
〈(‖x˜‖√
n
− 1)2 〉
t
=
E
(‖X˜‖√
n
− 1)2. The upper bound (32) on the absolute value of the derivative of the interpolating free entropy is valid for all
t ∈ [0, 1]. Plugging it back in (30) yields:∣∣∣∣m2 − ln(1 +m)2 − f˜n
∣∣∣∣ ≤ m√n
√
E
[(‖X˜‖ − √n )2 ] . (33)
There exists a constant C such that P(|‖X˜‖ − √n| ≥ a) ≤ 2e−Ca2 for all a ≥ 0 (see [16, Theorem 3.1.1]). This directly
implies E
[(‖X˜‖ − √n )2] ≤ 2/C. Given the upper bound (33), it concludes the proof of (27).
Lemma 2 (Nishimori identity). Let (X,Y) ∈ Rn1 × Rn2 be a pair of jointly distributed random vectors. Let k ≥ 1. Let
X(1), . . . ,X(k) be k independent samples drawn from the conditional distribution P (X = · |Y), independently of every other
random variables. The angular brackets 〈−〉 denote the expectation operator with respect to P (X = · |Y), while E denotes
the expectation with respect to (X,Y). Then, for all continuous bounded function g we have:
E 〈g(Y,X(1), . . . ,X(k))〉 = E 〈g(Y,X(1), . . . ,X(k−1),X)〉 .
Proof: This is a simple consequence of Bayes’ formula. It is equivalent to sample the pair (X,Y) according to its
joint distribution, or to first sample Y according to its marginal distribution and to then sample X conditionally to Y from its
conditional distribution P (X = · |Y). Hence the (k+1)-tuple (Y,X(1), . . . ,X(k)) is equal in law to (Y,X(1), . . . ,X(k−1),X).
APPENDIX B
ESTABLISHING THE SUM-RULE OF PROPOSITION 1
Remember that we fixed λ = 1 and this without loss of generality. We remind the reader of the definitions of the scalar
overlaps: Qu ,
1
nu
∑
i uiUi and Qv ,
1
nv
∑
i viVi.
Lemma 3 (Average interpolating free entropy at t = 0 and t = 1). Assume that both Ru(t, ǫ) and Rv(t, ǫ) are uniformly
bounded in (t, ǫ) ∈ [0, 1]× [0,+∞)2. The average interpolating free entropy fn(t, ǫ) whose definition is given by (11) satisfies:
fn(0, ǫ) = fn(0, 0) +O(‖ǫ‖) ; (34)
fn(1, ǫ) = αuϕ(αvρuRv(1, ǫ)) + αvϕ(αuρvRu(1, ǫ)) + On(1) ; (35)
where On(1) is a quantity that vanishes uniformly in ǫ as n gets large, and O(‖ǫ‖) is a quantity whose absolute value is
upper bounded by C‖ǫ‖ for some constant C independent of both n and ǫ.
Proof: By definition, fn(0, ǫ) =
1
nE lnZ0,ǫ(Y(0), Y˜(0,ǫ),Y
(0,ǫ)
) where
Z0,ǫ(Y(0), Y˜(0,ǫ),Y(0,ǫ)) ,
∫
dPu(u)dPv(v) e
−H0,ǫ(u,v;Y(0),Y˜(0,ǫ),Y(0,ǫ))
andH0,ǫ(u,v;Y(0), Y˜(0,ǫ),Y(0,ǫ)) is the Hamiltonian (10) evaluated at t = 0. Remembering that Ru(0, ǫ) = ǫu, Rv(0, ǫ) = ǫv,
and replacing Y(0), Y˜(0,ǫ),Y
(0,ǫ)
by their expressions on the right-hand side of (8), we obtain:
Z0,ǫ(Y(0), Y˜(0,ǫ),Y(0,ǫ)) =
∫
dPu(u)dPv(v) e
−H0,ǫ(u,v;U,V,Z,Z˜,Z) (36)
with
H0,ǫ(u,v;U,V,Z, Z˜,Z) ,
nu∑
i=1
nv∑
j=1
u2i v
2
j
2n
− 1
n
uiUivjVj − uivjZij√
n
+
nu∑
i=1
αvǫv
2
u2i − αvǫv uiUi −
√
αvǫv uiZ˜i
+
nv∑
j=1
αuǫu
2
v2j − αuǫu vjVj −
√
αuǫu vjZj . (37)
Making use of (36), the partial derivative of ǫ 7→ fn(0, ǫ) with respect to ǫu reads:
∂fn
∂ǫu
∣∣∣∣
t=0,ǫ
= − 1
n
E
[∫
dPu(u)dPv(v)
∂H0,ǫ(u,v;U,V,Z,Z˜,Z)
∂ǫu
e−H0,ǫ(u,v;U,V,Z,Z˜,Z)∫
dPu(u)dPv(v) e−H0,ǫ(u,v;U,V,Z,Z˜,Z)
]
= − 1
n
E
〈
∂H0,ǫ(u,v;U,V,Z, Z˜,Z)
∂ǫu
〉
t=0,ǫ
= −αu
2n
nv∑
j=1
E 〈v2j 〉0,ǫ +
αu
n
nv∑
j=1
E 〈vjVj〉0,ǫ + 1
2n
√
αu
ǫu
nv∑
j=1
E 〈vjZj〉0,ǫ . (38)
We can now simplify the expectation E 〈vjZj〉0,ǫ with an integration by parts with respect to the standard Gaussian Zj :
E 〈vjZj〉0,ǫ = E
[
Zj
∫
dPu(u)dPv(v) vje
−H0,ǫ(u,v;U,V,Z,Z˜,Z)∫
dPu(u)dPv(v) e−H0,ǫ(u,v;U,V,Z,Z˜,Z)
]
= E
[∫ dPu(u)dPv(v) vje−H0,ǫ(u,v;U,V,Z,Z˜,Z) ∫ dPu(u)dPv(v) ∂H0,ǫ(u,v;U,V,Z,Z˜,Z)∂Zj e−H0,ǫ(u,v;U,V,Z,Z˜,Z)( ∫
dPu(u)dPv(v) e−H0,ǫ(u,v;U,V,Z,Z˜,Z)
)2 ]
− E
[∫ dPu(u)dPv(v) vj ∂H0,ǫ(u,v;U,V,Z,Z˜,Z)∂Zj e−H0,ǫ(u,v;U,V,Z,Z˜,Z)∫
dPu(u)dPv(v) e−H0,ǫ(u,v;U,V,Z,Z˜,Z)
]
= E
[
〈vj〉0,ǫ
〈
∂H0,ǫ(u,v;U,V,Z, Z˜,Z)
∂Zj
〉
0,ǫ
]
− E
[〈
vj
∂H0,ǫ(u,v;U,V,Z, Z˜,Z)
∂Zj
〉
0,ǫ
]
= −√αuǫu E[〈vj〉20,ǫ] +
√
αuǫu E[〈v2j 〉0,ǫ] . (39)
Plugging (39) back in (38) yields:
∂fn
∂ǫu
∣∣∣∣
t=0,ǫ
=
αu
n
nv∑
j=1
E 〈vjVj〉0,ǫ − αu
2n
nv∑
j=1
E[〈vj〉20,ǫ] =
αu
2
nv
n
E 〈Qv〉0,ǫ . (40)
The second equality follows from the Nishimori identity E[〈vj〉20,ǫ] = E[〈vj〉0,ǫVj ] (see Lemma 2). We have proved that
∀ǫ ∈ [0,+∞)2 : ∂fn∂ǫu
∣∣
t=0,ǫ
= αu2
nv
n E 〈Qv〉0,ǫ and (this is proved in a similar way) ∂fn∂ǫv
∣∣
t=0,ǫ
= αv2
nu
n E 〈Qu〉0,ǫ. Besides, by
Cauchy-Schwarz inequality, |Qu| ≤ ‖u‖‖U‖/nu = ρu and |Qv| ≤ ‖v‖‖V‖/nv = ρv almost surely. By the mean-value theorem –
ǫ = (ǫu, ǫv) – :
|fn(0, ǫ)− fn(0, 0)| ≤ |fn(0, ǫ)− fn(0, (0, ǫv))|+ |fn(0, (0, ǫv))− fn(0, 0)|
≤
∣∣∣∣∂fn∂ǫu
∣∣∣
0,ǫ
∣∣∣∣|ǫu|+ ∣∣∣∣∂fn∂ǫv
∣∣∣
0,(0,ǫv)
∣∣∣∣|ǫv|
≤ αuρu
2
nv
n
|ǫu|+ αvρv
2
nu
n
|ǫv| .
Knowing that (nu/n, nv/n)→ (αu, αv), this last upper bound concludes the proof of (34).
At t = 1, the observation Y(1) = Z is pure noise while Y˜(1,ǫ) =
√
αvRv(1, ǫ)U + Z˜ and Y
(1,ǫ)
=
√
αuRu(1, ǫ)V + Z
are two decoupled channels like the one described in Lemma 1. Then, we easily see that fn(1, ǫ) =
nu
n f˜nu +
nv
n f˜nv where
f˜nu ,
1
nu
E ln
∫
dPu(u) e
−∑nu
i=1
αvRv(1,ǫ)
2 u
2
i−
√
αvRv(1,ǫ)uiY˜
(1,ǫ)
i ;
f˜nv ,
1
nv
E ln
∫
dPv(v) e
−∑nvi=1 αuRu(1,ǫ)2 v2i−
√
αuRu(1,ǫ) viY
(1,ǫ)
i ;
are the average free entropy of the two aforementioned channels. In the proof of Lemma 1, we show that
|f˜nu − ϕ(αvρuRv(1, ǫ))| ≤
2αvRv(1, ǫ)
C
√
nu
and |f˜nv − ϕ(αuρvRu(1, ǫ))| ≤
2αuRu(1, ǫ)
C
√
nv
(41)
where C is a constant independent of ǫ. The two upper bounds (41) together with the assumption on the uniform boundedness
of Ru, Rv yields (35):
fn(1, ǫ) =
nu
n
f˜nu +
nv
n
f˜nv = αuϕ(αvρuRv(1, ǫ)) + αvϕ(αuρvRu(1, ǫ)) + On(1) .
Lemma 4 (Derivative of the average interpolating free entropy). Denote R′u(·, ǫ) and R′v(·, ǫ) the derivative of Ru(·, ǫ) and
Rv(·, ǫ), respectively. Assume that both R′u(t, ǫ) and R′v(t, ǫ) are uniformly bounded in (t, ǫ) belonging to [0, 1]× [0,+∞)2.
Then, the derivative with respect to t of the average free entropy (11) satisfies ∀(t, ǫ) ∈ [0, 1]× [0,+∞)2:
f ′n(t, ǫ) = −
αuαv
2
E
[〈(
Qu −R′u(t, ǫ)
)(
Qv −R′v(t, ǫ)
)〉
t,ǫ
]
+
αuαv
2
R′u(t, ǫ)R
′
v(t, ǫ) + On(1) , (42)
where On(1) vanishes uniformly in (t, ǫ) as n goes to infinity.
Proof: The conditional probability density function of (Y(t), Y˜(t,ǫ),Y
(t,ǫ)
) given (U,V) is
p
Y(t),Y˜(t,ǫ),Y
(t,ǫ)|U,V(y, y˜, y¯|u,v) ,
1√
2π
nunv+nu+nv
e−
1
2
(∑
i,j
y2ij+‖y˜‖2+‖y¯‖2
)
−Ht,ǫ(u,v;y,y˜,y¯)
where
Ht,ǫ(u,v;y, y˜, y¯) ,
nu∑
i=1
nv∑
j=1
1− t
2n
u2i v
2
j −
√
1− t
n
uivjyij +
nu∑
i=1
αvRv(t, ǫ)
2
u2i −
√
αvRv(t, ǫ)uiy˜i
+
nv∑
j=1
αuRu(t, ǫ)
2
v2j −
√
αuRu(t, ǫ) vjyj . (43)
Therefore, the average interpolating free entropy (11) satisfies:
fn(t, ǫ) =
1
n
EU,V
[
E
[
lnZt,ǫ
(
Y(t), Y˜(t,ǫ),Y
(t,ǫ))∣∣∣U,V]]
=
1
n
EU,V
[ ∫
dydy˜dy¯
e−
1
2
(∑
i,j
y2ij+‖y˜‖2+‖y¯‖2
)
√
2π
nunv+nu+nv
e−Ht,ǫ(U,V;y,y˜,y¯) lnZt,ǫ
(
y, y˜, y¯
)]
. (44)
where we remind that Zt,ǫ(y, y˜, y¯) ,
∫
dPu(u)dPv(v) e
−Ht,ǫ(u,v;y,y˜,y¯) Taking the derivative of (44) with respect to t, we
directly obtain:
f ′n(t, ǫ) = −
1
n
E
[H′t,ǫ(U,V;Y(t), Y˜(t,ǫ),Y(t,ǫ)) lnZt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ))]︸ ︷︷ ︸
,T1
− 1
n
E
〈H′t,ǫ(u,v;Y(t), Y˜(t,ǫ),Y(t,ǫ))〉t,ǫ︸ ︷︷ ︸
,T2
,
with
H′t,ǫ(u,v;y, y˜,y) ,
nu∑
i=1
nv∑
j=1
−u
2
i v
2
j
2n
+
uivjy
(t)
ij
2
√
n(1− t) +
nu∑
i=1
αvR
′
v(t, ǫ)
2
u2i −
R′v(t, ǫ)
2
√
αv
Rv(t, ǫ)
uiy˜
(t,ǫ)
i
+
nv∑
j=1
αuR
′
u(t, ǫ)
2
v2j −
R′u(t, ǫ)
2
√
αu
Ru(t, ǫ)
vjy
(t,ǫ)
j . (45)
Equation (45) is obtained by differentiating the interpolating Hamiltonian (43) with respect to t. If we evaluate (45) at
(u,v,y, y˜,y) = (U,V,Y(t), Y˜(t,ǫ),Y
(t,ǫ)
), we get:
H′t,ǫ
(
U,V;Y(t), Y˜(t,ǫ),Y
(t,ǫ))
=
nu∑
i=1
nv∑
j=1
UiVjZij
2
√
n(1− t) −
nu∑
i=1
R′v(t, ǫ)
2
√
αv
Rv(t, ǫ)
UiZ˜i
−
nv∑
j=1
R′u(t, ǫ)
2
√
αu
Ru(t, ǫ)
VjZj . (46)
T2 is now easily shown to be zero thanks to the Nishimori identity (see Lemma 2):
T2 = E
〈H′t,ǫ(u,v;Y(t), Y˜(t,ǫ),Y(t,ǫ))〉t,ǫ
= E
[H′t,ǫ(U,V;Y(t), Y˜(t,ǫ),Y(t,ǫ))]
=
nu∑
i=1
nv∑
j=1
E[UiVjZij ]
2
√
n(1− t) −
nu∑
i=1
R′v(t, ǫ)
2
√
αv
Rv(t, ǫ)
E[UiZ˜i]−
nv∑
j=1
R′u(t, ǫ)
2
√
αu
Ru(t, ǫ)
E[VjZj ]
= 0 .
Therefore, f ′n(t, ǫ) = −T1/n. Plugging (46) in the definition of T1, we obtain:
f ′n(t, ǫ) = −
nu∑
i=1
nv∑
j=1
E[UiVjZij lnZt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ))]
2n
√
n(1− t) +
nu∑
i=1
R′v(t, ǫ)
2n
√
αv
Rv(t, ǫ)
E[UiZ˜i lnZt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ))]
+
nv∑
j=1
R′u(t, ǫ)
2n
√
αu
Ru(t, ǫ)
E[VjZj lnZt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ))] . (47)
The three expectations appearing on the right-hand side of (47) are simplified thanks to Stein’s lemma, i.e., by integrating by
parts w.r.t. the Gaussian noises:
E[UiVjZij lnZt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ))] = E
[
UiVj
∂ lnZt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ))
∂Zij
]
= −E
[
UiVj
〈
∂Ht,ǫ(u,v;Y(t), Y˜(t,ǫ),Y(t,ǫ))
∂Zij
〉
t,ǫ
]
=
√
1− t
n
E 〈uiUivjVj〉t,ǫ .
In a similar way:
E[UiZ˜i lnZt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ))] =
√
αvRv(t, ǫ)E 〈uiUi〉t,ǫ ;
E[VjZj lnZt,ǫ(Y(t), Y˜(t,ǫ),Y(t,ǫ))] =
√
αuRu(t, ǫ)E 〈vjVj〉t,ǫ .
Hence, we have:
f ′n(t, ǫ) = −
1
2
nu
n
nv
n
E 〈QuQv〉t,ǫ + nu
n
αvR
′
v(t, ǫ)
2
E 〈Qu〉t,ǫ + nv
n
αuR
′
u(t, ǫ)
2
E 〈Qv〉t,ǫ . (48)
By Cauchy-Schwarz inequality, |Qu| ≤ ‖u‖‖U‖/nu = ρu and |Qv| ≤ ‖v‖‖V‖/nv = ρv almost surely. It comes:
f ′n(t, ǫ) = −
αuαv
2
E 〈(Qu −R′u(t, ǫ))(Qv − R′v(t, ǫ))〉t,ǫ +
αuαv
2
R′u(t, ǫ)R
′
v(t, ǫ) + On(1) , (49)
where On(1) is a quantity that vanishes uniformly in (t, ǫ) ∈ [0, 1]× [0,+∞)2 as n goes to infinity.
APPENDIX C
PROPERTIES OF THE SOLUTIONS TO THE ORDINARY DIFFERENTIAL EQUATIONS GOVERNING THE INTERPOLATION PATHS
This appendix is dedicated to the proof of Proposition 2 in Section III of the main text. We first recall a few definitions.
For t ∈ [0, 1] and R = (Ru, Rv) ∈ [0,+∞)2, consider the problem of estimating (U,V) from the observations:
Y(t) =
√
1−t
n UV
T + Z ;
Y˜(t,Rv) =
√
αvRv U+ Z˜ ;
Y
(t,Ru)
=
√
αuRuV + Z ;
where U ∼ Pu, V ∼ Pv and all of the noises Z ∈ Rnu×nv , Z˜ ∈ Rnu , Z ∈ Rnv have i.i.d. entries with respect to N (0, 1).
The posterior distribution of (U,V) given (Y(t), Y˜(t,Rv),Y
(t,Ru)
) reads
dP (u,v|Y(t), Y˜(t,Rv),Y(t,Ru)) = dPu(u)dPv(v) e
−Ht,R(u,v;Y(t),Y˜(t,Rv),Y(t,Ru))
Zt,R(Y(t), Y˜(t,Rv),Y(t,Ru))
,
where Zt,R(Y(t), Y˜(t,Rv),Y(t,Ru)) is the normalization factor and Ht,R denotes the associated interpolating Hamiltonian:
Ht,R(u,v;Y(t), Y˜(t,Rv),Y(t,Ru)) ,
nu∑
i=1
nv∑
j=1
1− t
2n
u2i v
2
j −
√
1− t
n
uivjY
(t)
ij +
nu∑
i=1
αvRv
2
u2i −
√
αvRv uiY˜
(t,Rv)
i
+
nv∑
j=1
αuRu
2
v2j −
√
αuRu vjY
(t,Ru)
j .
The angular brackets 〈−〉t,R denote the expectation w.r.t. this last the posterior. Let mu ∈ [0, ρu], Fv(t, R) , E〈Qv〉t,R and
Fu(t, R) , 2ρuϕ
′(αvρuE〈Qv〉t,R). We consider the two following second-order ODEs with initial value ǫ ∈ [0,+∞)2:
g′ =
(
mu, Fv(t, g)
)
, g(0) = ǫ ;
g′ =
(
Fu(t, g), Fv(t, g)
)
, g(0) = ǫ .
We can now repeat and prove Proposition 2.
Proposition. For all ǫ ∈ [0,+∞)2, there exists a unique global solution R(·, ǫ) : [0, 1]→ [0,+∞)2 to
g′ =
(
Fu(t, g), Fv(t, g)
)
, g(0) = ǫ .
This solution is continuously differentiable and its derivative R′(·, ǫ) satisfies R′([0, 1], ǫ) ⊆ [0, ρu] × [0, ρv]. Besides, for all
t ∈ [0, 1], R(t, ·) is a C1-diffeomorphism from [0,+∞)2 into its image whose Jacobian determinant is greater than, or equal
to, one:
∀ ǫ ∈ [0,+∞)2 : det JR(t,·)(ǫ) ≥ 1 ,
where JR(t,·) denotes the Jacobian matrix of R(t, ·).
Finally, the same statement holds if instead we consider the second-order ODE:
g′ =
(
mu, Fv(t, g)
)
, g(0) = ǫ .
Proof: We only give the proof for the ODE g′ =
(
Fu(t, g), Fv(t, g)
)
, the one for g′ =
(
mu, Fv(t, g)
)
is simpler and
follows the same arguments.
By Nishimori identity (see Lemma 2) and Jensen’s inequality:
E〈Qv〉t,R = E‖〈v〉t,R‖
2
nv
≤ E〈‖v‖
2〉t,R
nv
=
E ‖V‖2
nv
= ρv ,
i.e., E〈Qv〉t,R ∈ [0, ρv] for all (t, R) ∈ [0, 1]× [0,+∞)2. Thus, the function F : (t, R) 7→ (Fu(t, R), Fv(t, R)) is defined on
all [0, 1] × [0,+∞)2 and takes value in [0, ρu] × [0, ρv]. To invoke Cauchy-Lipschitz theorem, we have to check that F is
continuous in t and uniformly Lipschitz continuous in R (meaning the Lipschitz constant is independent of t). The continuity is
easy to show using domination arguments. To check the uniform Lipschitzianity, we show that the Jacobian matrix JF (t,·)(R)
of F (t, ·) is uniformly bounded in (t, R):
JF (t,·)(R) =
[
c(t, R) c(t, R)
1 1
] [ ∂Fv
∂Ru
∣∣
t,R
0
0 ∂Fv∂Rv
∣∣
t,R
]
,
with c(t, R) , 2αvρ
2
uϕ
′′(αvρuFv(t, R)) ∈ [0, αvρ2u] and
∂Fv
∂Ru
=
αv
nv
nv∑
i=1
nv∑
j=1
E[(〈vivj〉t,R − 〈vi〉t,R〈vj〉t,R)2] ;
∂Fv
∂Rv
=
αv
nv
nu∑
i=1
nv∑
j=1
E[(〈uivj〉t,R − 〈ui〉t,R〈vj〉t,R)2] .
Both ∂Fv/∂Ru, ∂Fv/∂Rv are clearly nonnegative. If (u,v) are jointly distributed w.r.t. the posterior (15) then ‖u‖ = √ρunu
and ‖v‖ = √ρvnv; hence ∂Fv/∂Ru ≤ 4αvρ2vnv and ∂Fv/∂Rv ≤ 4αvρuρvnu. Thus, we have shown than JF (t,·)(R) is uniformly
bounded in (t, R).
By Cauchy-Lipschitz theorem, for all ǫ = (ǫu, ǫv) ∈ [0,+∞)2 there exists a unique solution R(·, ǫ) : [0, δ]→ [0,+∞)2 to
the initial value problem g′ = F (t, g), g(0) = ǫ. Here δ ∈ [0, 1] is such that [0, δ] is the maximal interval of existence of the
solution. Because F has its image in [0, ρu]× [0, ρv], we have R([0, δ], ǫ) ⊆ [ǫu, ǫu + δρu]× [ǫv, ǫv + δρv], which means that
δ = 1 (the solution never leaves the domain of definition of F ).
Each initial condition ǫ ∈ [0,+∞)2 is tied to a unique solution R(·, ǫ). This implies that the function ǫ 7→ R(t, ǫ) is injective.
Its Jacobian determinant is given by Liouville’s formula [27]:
det JR(t,·)(ǫ) = exp
∫ t
0
ds
(
∂Fu
∂Ru
+
∂Fv
∂Rv
)∣∣∣∣
s,R(s,ǫ)
This Jacobian determinant is greater than, or equal to, one as both ∂Fu/∂Ru and ∂Fv/∂Rv are nonnegative. For ∂Fv/∂Rv, this
follows from our previous computations. For ∂Fu/∂Ru, notice that ∂Fu/∂Ru =
αvρ
2
u
(1+αvρuFv(t,R))2
∂Fv/∂Ru where ∂Fv/∂Ru ≥ 0.
The fact that the Jacobian determinant is bounded away from 0 uniformly in ǫ implies by the inverse function theorem that
the injective function ǫ 7→ R(t, ǫ) is a C1-diffeomorphism from [0,+∞)2 onto its image.
APPENDIX D
CONCENTRATION OF THE OVERLAP
Remember that the angular brackets 〈−〉t,R denote the expectation with respect to the posterior distribution (15). One central
result in order to prove the lower bound on lim infn fn and the upper bound on lim supn fn is the concentration of the scalar
overlap Qv around its expectation E〈Qv〉t,R, as long as we integrate over R in a bounded subset of [0,+∞)2. This corresponds
to Proposition 3 in the main text, that we repeat here for reader’s convenience:
Proposition (Concentration of the overlap around its expectation). LetMu,Mv > 0. For n large enough, there exists a constant
M such that ∀(a, b) ∈ (0,Mu)2 : a < min{1, b}, ∀δ ∈ (0, a), ∀Rv ∈ [0,Mv], ∀t ∈ [0, 1]:∫ b
a
E
〈(
Qv − E 〈Qv〉t,R
)2 〉
t,R
dRu ≤M
(
1
δ2n
− ln(a)
n
+
δ
a− δ
)
.
The proof of Proposition 3 is carried out mostly as in [18]. The main difference is that we don’t need to assume that the
marginals of the prior Pv have a support bounded uniformly with n. It will be enough that the norm of a vector distributed
with respect to Pv scales likes
√
n. The concentration of the overlap around its expectation will follow from the concentration
of the quantity:
L = 1
n
nv∑
j=1
αu
2
v2j − αu vjVj −
1
2
√
αu
Ru
vjZj . (50)
We first prove the following lemma that links the fluctuations of Qv to the fluctuations of L.
Lemma 5. ∀(t, R) ∈ [0, 1]× (0,+∞)2, we have:
E 〈L〉t,R = −αu
2
nv
n
E 〈Qv〉t,R ; (51)
E 〈(Qv − E 〈Qv〉t,R)2〉t,R ≤ 4
α2u
(
n
nv
)2
E 〈(L − E 〈L〉t,R)2〉t,R . (52)
Proof: Fix (t, R) ∈ [0, 1]× (0,+∞)2. By definition (50) of L, we have:
E 〈L〉t,R = 1
n
nv∑
j=1
αu
2
E〈v2j 〉t,R − αu E
[〈vj〉t,RVj]− 1
2
√
αu
Ru
E
[〈vj〉t,RZj] ; (53)
E 〈QvL〉t,R = 1
n
nv∑
j=1
αu
2
E〈Qvv2j 〉t,R − αu E
[〈Qvvj〉t,RVj]− 1
2
√
αu
Ru
E
[〈Qvvj〉t,RZj] . (54)
Integrating by parts with respect to the Gaussian random variable Zj , the last expectation on the right-hand side of each of
(53) and (54) reads:
E
[〈vj〉t,RZj] =√αuRuE[〈v2j 〉t,R]−√αuRuE[〈vj〉2t,R] ; (55)
E
[〈Qvvj〉t,RZj] =√αuRuE[〈Qvv2j 〉t,R]−√αuRuE[〈Qvvj〉t,R〈vj〉t,R] . (56)
Plugging (55) in (53) yields:
E 〈L〉t,R = αu
n
nv∑
j=1
1
2
E
[〈vj〉2t,R]− E[〈vj〉t,RVj] = −αu2 nvn
nv∑
j=1
E
[〈vj〉t,RVj]
nv
= −αu
2
nv
n
E 〈Qv〉t,R ,
where the second equality follows from Nishimori identity E[〈vj〉2t,R] = E[〈vj〉t,RVj ]. This ends the proof of (51). Plugging
(56) in (54), it comes:
E 〈QvL〉t,R = αu
n
nv∑
j=1
1
2
E
[〈Qvvj〉t,R〈vj〉t,R]− E[〈Qvvj〉t,RVj]
=
αu
n
nv∑
j=1
1
2
E
[〈Qv〉t,R〈vjVj〉t,R]− E[〈Qvvj〉t,RVj]
= αu
nv
n
(
1
2
E
[〈Qv〉2t,R]− E 〈Q2v〉t,R) . (57)
The second equality follows once again from Nishimori identity
E
[〈Qvvj〉t,R〈vj〉t,R] = 1
nv
nv∑
i=1
E
[〈viVivj〉t,R〈vj〉t,R] = 1
nv
nv∑
i=1
E
[
Vi〈vi〉t,RVj〈vj〉t,R
]
= E
[〈Qv〉t,R〈vjVj〉t,R] .
Combining (57) and (51) yields:
E 〈Qv(L − E 〈L〉t,R)〉t,R = E 〈QvL〉t,R − E 〈Qv〉t,RE 〈L〉t,R
=
αu
2
nv
n
(
E
[〈Qv〉2t,R]− 2E 〈Q2v〉t,R + E[〈Qv〉t,R]2)
= −αu
2
nv
n
(
E
〈
(Qv − 〈Qv〉t,R)2
〉
t,R
+ E
〈
(Qv − E 〈Qv〉t,R)2
〉
t,R
)
. (58)
The identity (58) directly implies (the second inequality below is an application of Cauchy-Schwarz inequality):
αu
2
nv
n
E
〈
(Qv − E 〈Qv〉t,R)2
〉
t,R
≤ ∣∣E 〈Qv(L − E 〈L〉t,R)〉t,R∣∣
=
∣∣E 〈(Qv − E 〈Qv〉t,R)(L − E 〈L〉t,R)〉t,R∣∣
≤
√
E 〈(Qv − E 〈Qv〉t,R)2〉t,R · E 〈(L − E 〈L〉t,R)2〉t,R . (59)
The upper bound (52) on the fluctuation of Qv follows simply from this last upper bound.
A. Concentration of L around its expectation
To prove concentration results on L, it will be useful to work with the free entropy 1n lnZt,R(Y(t), Y˜(t,Rv),Y
(t,Ru)
) where
Zt,R(Y(t), Y˜(t,Rv),Y(t,Ru)) is the normalization factor of the Gibbs posterior distribution (15). In Appendix E, we prove that
this free entropy concentrates around its expectation when n→ +∞. In order to shorten notations, we define:
Fn(t, R) ,
1
n
lnZt,R
(
Y(t), Y˜(t,Rv),Y
(t,Ru))
; fn(t, R) ,
1
n
E
[
lnZt,R
(
Y(t), Y˜(t,Rv),Y
(t,Ru))]
= EFn(t, R) . (60)
Proposition 4 (Thermal fluctuations of L). For n large enough, we have for all positive real numbers a < b, t ∈ [0, 1] and
Rv ∈ [0,+∞): ∫ b
a
dRu E
〈(L − 〈L〉t,R)2 〉t,R ≤ αuαvρvn
(
ln(b/a)
2
+ 1
)
. (61)
Proof: Fix (n, t) ∈ N∗ × [0, 1]. Note that ∀R ∈ (0,+∞)2:
∂fn
∂Ru
∣∣∣∣
t,R
= − 1
n
E
[〈
∂Ht,R(x;Y(t), Y˜(t,Rv),Y(t,Ru))
∂Ru
〉
t,R
]
= −E 〈L〉t,R . (62)
Further differentiating, we obtain:
∂2fn
∂R2u
∣∣∣∣
t,R
= E
[〈
L ∂Ht,R
∂Ru
〉
t,R
]
− E
[
〈L〉t,R
〈
∂Ht,R
∂Ru
〉
t,R
]
− E
〈
∂L
∂Ru
〉
t,R
(63)
= nE
〈(L − 〈L〉t,R)2 〉t,R − 14Ru
√
αu
Ru
E
[〈v〉Tt,RZ ]
n
. (64)
It follows directly from (64) that:
E
〈(L− 〈L〉t,R)2 〉t,R = 1n ∂2fn∂R2u
∣∣∣∣
t,R
+
1
4Ru
√
αu
Ru
E
[〈v〉Tt,RZ ]
n2
(65)
We start with upper bounding the integral over the second summand on the right-hand side of (65). Thanks to an integration
by parts with respect to Zj , j ∈ {1, . . . , nu}, it comes:
1
4Ru
√
αu
Ru
E
[〈v〉t,RZ ]
n2
=
αu
4Ru
E 〈‖v‖2〉t,R − E ‖〈v〉t,R‖2
n2
≤ αuρv
4Ru
nv
n2
. (66)
Therefore: ∫ b
a
dRu
4Ru
√
αu
Ru
E
[〈v〉Tt,RZ ]
n2
≤ nv
n2
αuρv ln(b/a)
4
. (67)
It remains to upper bound
∫ b
a
dRu
n
∂2fn
∂R2u
∣∣
t,R
= 1n
∂fn
∂Ru
∣∣
t,Ru=b,Rv
− 1n ∂fn∂Ru
∣∣
t,Ru=a,Rv
. Note that ∀R ∈ [0,+∞)2:
∂fn
∂Ru
∣∣∣∣
t,R
= −E 〈L〉t,R = αu
2
nv
n
E 〈Qv〉t,R = αu
2
nv
n
E
[‖〈v〉t,R‖2]
nv
, (68)
where the first equality follows from (62), the second one from Lemma 5 (this is the identity (51)) and the third one from
Nishimori identity: E 〈Qv〉t,R = E[〈v〉Tt,RV]/nv = E[‖〈v〉t,R‖2]/nv. Making use of (68) and Jensen’s inequality (for the upper
bound), it is easy to see that ∀R ∈ [0,+∞)2:
0 ≤ ∂fn
∂Ru
∣∣∣∣
t,R
≤ αu
2
nv
n
E 〈‖v‖2〉t,R
nv
=
αuρv
2
nv
n
. (69)
Combining both (67) and (69), we finally get:∫ b
a
dRu E
〈(L − 〈L〉t,R)2 〉t,R ≤ 1n nvn αuρv2
(
ln(b/a)
2
+ 1
)
. (70)
Proposition 5 (Quenched fluctuations of L). Let Mu,Mv > 0. For n large enough, there exists a constant M such that
∀(a, b) ∈ (0,Mu)2 : a < min{1, b}, ∀δ ∈ (0, a), ∀Rv ∈ [0,Mv], ∀t ∈ [0, 1]:∫ b
a
dRu E
〈(〈L〉t,R − E 〈L〉t,R )2 〉t,R ≤M( 1δ2n − ln(a)n + δa− δ
)
. (71)
Proof: Fix (n, t) ∈ N∗ × [0, 1]. For all R ∈ (0,+∞)2, we have:
∂Fn
∂Ru
∣∣∣∣
t,R
= −〈L〉t,R ; (72)
∂2Fn
∂R2u
∣∣∣∣
t,R
= n
〈(L − 〈L〉t,R)2 〉t,R − 14Ru
√
αu
Ru
〈v〉Tt,R Z
n
; (73)
∂fn
∂Ru
∣∣∣∣
t,R
= −E 〈L〉t,R ; (74)
∂2fn
∂R2u
∣∣∣∣
t,R
= nE
〈(L− 〈L〉t,R)2 〉t,R − 14Ru
√
αu
Ru
E
[〈v〉Tt,RZ ]
n
. (75)
The second term on the right-hand side of (73) can be upper bounded with Cauchy-Schwarz inequality:∣∣∣∣∣ 14Ru
√
αu
Ru
〈v〉Tt,R Z
n
∣∣∣∣∣ ≤ 14Ru
√
αu
Ru
‖〈v〉t,R‖ ‖Z‖
n
≤ 1
4Ru
√
αu
Ru
〈‖v‖〉t,R ‖Z‖
n
≤ 1
4Ru
√
αuρv
Ru
nv
n
‖Z‖√
n
. (76)
We now define for all Ru ∈ (0,+∞):
F (Ru) , Fn(t, (Ru, Rv))−
√
αuρvRu
nv
n
‖Z‖√
n
; (77)
f(Ru) , fn(t, (Ru, Rv))−
√
αuρvRu
nv
n
E ‖Z‖√
n
. (78)
F is convex on (0,+∞) as it is twice differentiable with a nonnegative second derivative by (73) and (76). The same holds
for f . We will apply the following standard result to these two convex functions (we refer to [18] for the proof):
Lemma 6 (An upper bound for differentiable convex functions). Let g and G be two differentiable convex functions defined
on an interval I ⊆ R. Let r ∈ I and δ > 0 such that r ± δ ∈ I . Then
|G′(r) − g′(r)| ≤ Cδ(r) + 1
δ
∑
u∈{−δ,0,δ}
|G(r + u)− g(r + u)| , (79)
where Cδ(r) = g
′(r + δ)− g′(r − δ) ≥ 0.
For all Ru ∈ (0,+∞), we have:
F (Ru)− f(Ru) = Fn(t, (Ru, Rv)) − fn(t, (Ru, Rv))−
√
αuρvRu
nv
n
‖Z‖ − E ‖Z‖√
n
; (80)
F ′(Ru)− f ′(Ru) = −
(
〈L〉t,R − E 〈L〉t,R
)
− 1
2
√
αuρv
Ru
nv
n
‖Z‖ − E ‖Z‖√
n
. (81)
Let Cδ(r) = f
′(r + δ)− f ′(r − δ), which is nonnegative by convexity of f . It follows from Lemma 6 and the two identities
(80) and (81) that ∀Ru ∈ (0,+∞), ∀δ ∈ (0, Ru):∣∣〈L〉t,R − E 〈L〉t,R∣∣ ≤ 1
2
√
αuρv
Ru
nv
n
∣∣‖Z‖ − E ‖Z‖∣∣√
n
+ Cδ(Ru) +
1
δ
∑
x∈{−δ,0,δ}
|F (Ru + x)− f(Ru + x)|
≤
√
αuρv
nv
n
(
1
2
√
Ru
+ 3
√
Ru
)∣∣‖Z‖ − E ‖Z‖∣∣√
n
+ Cδ(Ru)
+
1
δ
∑
x∈{−δ,0,δ}
|Fn(t, (Ru + x,Rv))− fn(t, (Ru + x,Rv))| .
Thanks to the inequality (
∑m
i=1 vi)
2 ≤ m∑mi=1 v2i , this directly implies ∀Ru ∈ (0,+∞), ∀δ ∈ (0, Ru):
E
[(〈L〉t,R − E 〈L〉t,R)2 ] ≤ 5αuρv nv
n
(
1
4Ru
+ 3 + 9Ru
)
Var‖Z‖
n
+ 5Cδ(Ru)
2
+
5
δ2
∑
x∈{−δ,0,δ}
E
[(
Fn(t, (Ru + x,Rv))− fn(t, (Ru + x,Rv))
)2]
. (82)
The next step is to bound the integral of the three summands on the right-hand side of (82). By [16, Theorem 3.1.1], there
exists C1 such that Var ‖Z‖ ≤ C1 independently of the dimension nv. Then:∫ b
a
dRu 5αuρv
nv
n
(
1
4Ru
+ 3 + 9Ru
)
Var‖Z‖
n
≤ 5αuρv nv
n
(
ln(b/a)
4
+ 3b+
9
2
b2
)
C1
n
. (83)
Note that Cδ(Ru) = |Cδ(Ru)| ≤ |f ′(Ru + δ)|+ |f ′(Ru − δ)|. For all Ru ∈ (0,+∞), we have:
|f ′(Ru)| ≤
∣∣E 〈L〉t,R∣∣+ 1
2
√
αuρv
Ru
nv
n
E ‖Z‖√
n
≤ nv
n
√
αuρv
2
(√
αuρv +
1√
Ru
)
, (84)
The second inequality in (84) follows from the upper bounds |E 〈L〉t,R| ≤ αuρvnv/2n (see (69)) and E‖Z‖ ≤ E[‖Z‖2]1/2 = √nv.
Thus, for the second summand, we obtain ∀δ ∈ (0, a):∫ b
a
dRuCδ(Ru)
2 ≤ nv
n
√
αuρv
2
(√
αuρv +
1√
a− δ
)∫ b
a
dRu Cδ(Ru)
=
nv
n
√
αuρv
2
(√
αuρv +
1√
a− δ
)[(
f(b+ δ)− f(b− δ))− (f(a+ δ)− f(a− δ))]
≤ δ
(
nv
n
)2
αuρv
(√
αuρv +
1√
a− δ
)2
. (85)
The last inequality is a simple application of the mean value theorem. We finally turn to the third summand. By Proposition 6
in Appendix E, there exists a positive constant C2 depending only on a, b and Mv such that ∀t ∈ [0, 1], ∀(Ru, Rv) ∈
(0, b+ a)× (0,Mv):
E
[(
Fn(t, R)− fn(t, R)
)2 ] ≤ C2
n
. (86)
Using (86), we see that the third summand satisfies ∀δ ∈ (0, a):∫ b
a
dRu
5
δ2
∑
x∈{−δ,0,δ}
E
[(
Fn(t, (Ru + x,Rv))− fn(t, (Ru + x,Rv))
)2 ] ≤ 15C2
δ2n
b . (87)
To end the proof it remains to integrate (82) over Ru ∈ [a, b] and use the three upper bounds (83), (85) and (87).
B. Concentration of Qv around its expectation: proof of Proposition 3
Using the upper bound (52) and Cauchy-Schwarz inequality, it directly comes:∫ b
a
E
〈(
Qv − E 〈Qv〉t,R
)2 〉
t,R
dRu ≤ 4
α2u
(
n
nv
)2 ∫ b
a
E 〈(L − E 〈L〉t,R)2〉t,R dRu . (88)
We then use the concentration results for L, that is, Propositions 4 and 5, to upper bound∫ b
a
E 〈(L − E 〈L〉t,R)2〉t,R dRu =
∫ b
a
E 〈(L − 〈L〉t,R)2〉t,R dRu +
∫ b
a
E[(〈L〉t,R − E 〈L〉t,R)2 ] dRu
and prove Proposition 3.
APPENDIX E
CONCENTRATION OF THE FREE ENTROPY
Consider the inference problem (14). Once the observationsY(t), Y˜(t,Rv) andY
(t,Ru)
have been replaced by their definitions,
the associated Hamiltonian reads:
Ht,R(u,v;U,V,Z, Z˜,Z) ,
nu∑
i=1
nv∑
j=1
(1 − t)
2n
u2i v
2
j −
1− t
n
uivjUiVj −
√
1− t
n
uivjZij
+
nu∑
i=1
αvRv
2
u2i − αvRv uiUi −
√
αvRv uiZ˜i +
nv∑
j=1
αuRu
2
v2j − αuRuvjVj −
√
αuRu vjZj . (89)
In this section, we show that the free entropy
1
n
lnZt,R
(
Y(t), Y˜(t,Rv),Y
(t,Ru))
=
1
n
ln
(∫
dPu(u)dPv(v) e
−Ht,R(u,v;U,V,Z,Z˜,Z)
)
(90)
concentrates around its expectation. We will sometimes write 1n lnZt,R, omitting the arguments, to shorten notations.
Proposition 6 (Concentration of the free entropy). For any positive number M , there exists a positive constant C such that
for any R ∈ [0,+∞)2 whose Euclidian norm is bounded by M we have:
E
[(
lnZt,R
n
− E
[
lnZt,R
n
])2 ]
≤ C
n
. (91)
Proof: We drop the subscripts to the angular brackets 〈−〉t,R to lighten notations. First, we show that the free entropy
concentrates on its conditional expectation given V, Z, Z˜, Z. Thus, lnZt,R/n is seen as a function of U/√ρunu and we work
conditionally to V, Z, Z˜, Z: g(U/√ρunu) ≡ lnZt,R/n. We normalize by √ρunu because U/√ρunu is uniformly distributed on
the (nu − 1)-sphere of radius 1, and we want to apply Lévy’s lemma on the concentration of uniform measure on the sphere.
A statement of this lemma, which we reproduce here for the reader’s convenience, can be found in [28, Corollary 5.4] along
with a proof.
Lemma 7 (Lévy’s lemma). Let Sn−1 the (n− 1)-sphere of radius 1. Let f : Sn−1 → R be Lipschitz with Lipschitz constant
L, and let X be a uniform random vector in Sn−1. Then
P(|f(X)− Ef(X)| ≥ Lt) ≤ exp(π − nt2/4) .
By Jensen’s inequality, we have:
1
n
〈Ht,R(u,v; U˜,V,Z, Z˜,Z)−Ht,R(u,v;U,V,Z, Z˜,Z)〉U˜
≤ g
(
U√
ρunu
)
− g
(
U˜√
ρunu
)
≤ 1
n
〈Ht,R(u,v; U˜,V,Z, Z˜,Z)−Ht,R(u,v;U,V,Z, Z˜,Z)〉U (92)
The subscript U˜ (resp. U) of the Gibbs bracket notation on the left-hand side (resp. right-hand side) of (92) specifies that
(u,v) is distributed according to dPu(u)dPv(v)e
−Ht,R(u,v;U˜,V,Z,Z˜,Z) (resp. dPu(u)dPv(v)e−Ht,R(u,v;U,V,Z,Z˜,Z)). Note that∣∣Ht,R(u,v; U˜,V,Z, Z˜,Z)−Ht,R(u,v;U,V,Z, Z˜,Z)∣∣ = ∣∣∣∣1− tn
nu∑
i=1
nv∑
j=1
vjVjui(Ui − U˜i) + αvRv
nu∑
i=1
ui(Ui − U˜i)
∣∣∣∣
=
∣∣∣∣1− tn vTV + αvRv
∣∣∣∣ · ∣∣uT(U− U˜)∣∣
≤
(
nv
n
ρv + αvRv
)
ρunu
∥∥∥∥ U√ρunu − U˜√ρunu
∥∥∥∥ .
Combining this last inequality with (92) yields:∣∣∣∣g( U√ρunu
)
− g
(
U˜√
ρunu
)∣∣∣∣ ≤ ρunun
(
ρv
nv
n
+ αvRv
)∥∥∥∥ U√ρunu − U˜√ρunu
∥∥∥∥ ,
i.e., g is Lipschitz with Lipschitz constant L = ρu
nu
n
(
ρv
nv
n + αvRv
)
. Lemma 7 directly implies:
E
[(
lnZt,R
n
− E
[
lnZt,R
n
∣∣∣∣V,Z, Z˜,Z]
)2 ]
≤ 4L
2eπ
nu
=
C1
n
(93)
with C1 = 4e
πρ2u
nu
n
(
ρv
nv
n + αvRv
)2
.
We can show in a similar way that the conditional expectation of the free entropy given V, Z, Z˜, Z concentrates on its
conditional expectation given Z, Z˜, Z, that is:
E
[(
E
[
lnZt,R
n
∣∣∣∣V,Z, Z˜,Z]− E[ lnZt,Rn
∣∣∣∣Z, Z˜,Z]
)2 ]
≤ C2
n
(94)
with C2 = 4e
πρ2v
nv
n
(
ρu
nu
n + αuRu
)2
.
Finally, we show that the conditional expectation of the free entropy given Z, Z˜, Z concentrates on its expectation. lnZt,R/n
is seen as a function of the Gaussian noises Z, Z˜, Z: let g(Z, Z˜,Z) ≡ E[lnZt,R/n|Z, Z˜,Z]. By the Gaussian-Poincaré inequality
(see [29, Theorem 3.20]), we have:
E
[(
E
[
lnZt,R
n
∣∣∣∣Z, Z˜,Z]− E[ lnZt,Rn
])2 ]
≤ E∥∥∇g(Z, Z˜,Z)∥∥2 . (95)
The squared norm of the gradient of g reads ‖∇g‖2 = ∑i,j |∂g/∂Zi,j |2 +∑i |∂g/∂Z˜i|2 +∑j |∂g/∂Zj|2. Each of these partial
derivatives takes the form ∂g/∂x = −n−1〈∂Ht,R/∂x〉. More precisely:∣∣∣∣ ∂g∂Zij
∣∣∣∣ = n−1∣∣∣∣
√
1− t
n
〈uivj〉
∣∣∣∣ ; ∣∣∣∣ ∂g
∂Z˜i
∣∣∣∣ = n−1∣∣√αvRv 〈ui〉∣∣ ; ∣∣∣∣ ∂g∂Zj
∣∣∣∣ = n−1∣∣√αuRu 〈vj〉∣∣ .
On one hand, we have
nu∑
i=1
nv∑
j=1
E
∣∣∣∣ ∂g∂Zij
∣∣∣∣2 ≤ 1n3
nu∑
i=1
nv∑
j=1
E[〈uivj〉2] ≤ 1
n3
nu∑
i=1
nv∑
j=1
E[〈u2i v2j 〉] =
nu
n
nv
n
ρuρv
n
, (96)
where the second inequality follows from Jensen’s inequality. On the other hand, we have
nu∑
i=1
E
∣∣∣∣ ∂g
∂Z˜i
∣∣∣∣2 ≤ αvRvn2
nu∑
i=1
E[〈u2i 〉] =
nu
n
αvρuRv
n
;
nv∑
j=1
E
∣∣∣∣ ∂g∂Zj
∣∣∣∣2 ≤ αuRun2
nv∑
j=1
E[〈v2j 〉] =
nv
n
αuρvRu
n
; (97)
where in both cases the first inequality follows from Jensen’s inequality once again. Plugging (96) and (97) in (95) yields:
E
[(
E
[
lnZt,R
n
∣∣∣∣Z, Z˜,Z]− E[ lnZt,Rn
])2 ]
≤ C3
n
, (98)
with C3 =
nu
n
nv
n ρuρv +
nu
n αvρuRv +
nv
n αuρvRu.
Note that
C1 + C2 + C3 −−−−−→
n→+∞
C , αuαv(4e
παvρ
2
u(ρv +Rv)
2 + 4eπαuρ
2
v(ρu +Ru)
2 + ρuρv + ρuRv + ρvRv) .
This limit combined with the inequalities (93), (94), and (98) ends the proof of (91).
APPENDIX F
PROOF OF THEOREM 2: FORMULA FOR THE ASYMPTOTIC MATRIX-MMSE
In the whole appendix we suppose that the positive hyperparameters αu, αv , ρu and ρv are all fixed. Then, we define
∀(mu,mv, λ) ∈ [0, ρu]× [0, ρv]× (0,+∞):
i(mu,mv, λ) , iΘ(mu,mv) =
λαuαv
2
(ρu −mu)(ρv −mv) + αu ln(1 + λαvρumv)
2
+ αv
ln(1 + λαuρvmu)
2
.
Lemma 8. For all (mu, λ) ∈ [0, ρu]× (0,+∞) there exists a unique m∗v(mu, λ) ∈ [0, ρv] such that:
i(mu,m
∗
v(mu, λ), λ) = sup
mv∈[0,ρv ]
i(mu,mv, λ) . (99)
Let mu(λ) , ρu
(
1− 11+λαvρuρv
)
. The function m∗v(·, ·) satisfies for ∀(mu, λ) ∈ D , [0, ρu]× (0,+∞):
m∗v(mu, λ) =
{
mu
λαvρu(ρu−mu) if 0 ≤ mu ≤ mu(λ) ;
ρv if mu(λ) < mu ≤ ρu .
(100)
It is continuous on D and continuously differentiable on D \ {(mu, λ) ∈ D : mu = mu(λ)}. Finally,
∀λ ∈ (0,+∞), ∀mu ∈ [0,mu(λ)] : ∂i
∂mv
∣∣∣∣
mu,m∗v(mu,λ),λ
= 0 . (101)
Proof: Fix (mu, λ) ∈ D. Let f : mv ∈ [0, ρv] 7→ i(mu,mv, λ). f is continuously twice differentiable on [0, ρv] and
f ′(mv) = λαuαv2
(
ρu
1+λαvρumv
− ρu +mu
)
, f ′′(mv) = − λ
2αuα
2
vρ
2
u
2(1+λαvρumv)2
. We have:
f ′(mv) = 0⇔ mv = mu
λαvρu(ρu −mu) .
It is easy to check that this solution to f ′(mv) = 0 lies in [0, ρv] if, and only if, mu ∈ [0,mu(λ)] where mu(λ) is defined in
the lemma. Besides, f is strictly concave as f ′′ < 0. Therefore, f has a unique global maximizer that is given by the unique
solution to f ′(mv) = 0 if mu ∈ [0,mu(λ)] and is equal to ρv if mu ∈ [mu(λ), ρu]. The definition of m∗v(·, ·) and its properties
directly follows.
Lemma 9. Let h(λ) , inf
mu∈[0,ρu]
sup
mv∈[0,ρv ]
i(mu,mv, λ). h is continuously differentiable on (0,+∞) and satisfies for all
λ ∈ (0,+∞):
h(λ) = i
(
m∗u(λ)m
∗
v(λ), λ
)
; (102)
h′(λ) =
αuαv
2
(
ρuρv −m∗u(λ)m∗v(λ)
)
; (103)
where (m∗u(λ),m
∗
v(λ)) is the unique solution to the extremization that defines h:
m∗u(λ) =
{
0 if 0 < λ ≤ 1/ρuρv√αuαv
λ2αuαvρ
2
vρ
2
u−1
λαuρv(1+λαvρvρu)
if λ > 1/ρuρv
√
αuαv
; (104)
m∗v(λ) =
{
0 if 0 < λ ≤ 1/ρuρv√αuαv
λ2αuαvρ
2
vρ
2
u−1
λαvρu(1+λαuρvρu)
if λ > 1/ρuρv
√
αuαv
. (105)
Proof: By Lemma 8, we have h(λ) = infmu∈[0,ρu] g(mu, λ) where ∀λ ∈ (0,+∞) : g(mu, λ) , i(mu,m∗v(mu, λ), λ).
By continuity of i(·, ·, λ) and m∗v(·, λ), g(·, λ) is continuous on [0, ρu]. Besides, g(·, λ) is increasing on [mu(λ), ρu] as
∀mu ∈ [mu(λ), ρu] :
g(mu, λ) = i(mu, ρv, λ) = αu
ln(1 + λαvρuρv)
2
+ αv
ln(1 + λαuρvmu)
2
.
Then, we can restrict the infimum to the interval [0,mu(λ)] in the definition of h: h(λ) , infmu∈[0,mu(λ)] g(mu, λ). For all
mu ∈ [0,mu(λ)]:
g(mu, λ) = i
(
mu,
mu
λαvρu(ρu −mu) , λ
)
=
αu
2ρu
(
λαvρvρ
2
u −mu(1 + λαvρvρu)
)
+
αu
2
ln
(
ρu
ρu −mu
)
+
αv
2
ln(1 + λαuρvmu) ;
∂g
∂mu
∣∣∣∣
mu,λ
= − αu
2ρu
(1 + λαvρvρu) +
αu
2
1
ρu −mu +
αv
2
λαuρv
1 + λαuρvmu
=
αu
(
− (1 + λαvρvρu)(ρu −mu)(1 + λαuρvmu) + ρu(1 + λαuρvmu) + λαvρvρu(ρu −mu)
)
2ρu(ρu −mu)(1 + λαuρvmu)
= a(mu, λ)mu
(
1− λ2αuαvρ2vρ2u
λαuρv(1 + λαvρvρu)
+mu
)
;
where a(mu, λ) ,
λα2uρv(1+λαvρvρu)
2ρu(ρu−mu)(1+λαuρvmu) . Note that ∀λ ∈ (0,+∞), ∀mu ∈ [0,mu(λ)] : a(mu, λ) > 0. If λ ≤ 1/ρuρv
√
αuαv
then 0 is the unique global minimizer of g(·, λ) on [0,mu(λ)]. Instead, if λ > 1/ρuρv√αuαv, ∂g∂mu
∣∣
mu,λ
has a nonzero root
given by:
λ2αuαvρ
2
vρ
2
u − 1
λαuρv(1 + λαvρvρu)
= mu(λ) − 1
λαuρv(1 + λαvρvρu)
∈ (0,mu(λ)) .
Then, it is easy to see that this root is the unique global minimizer of g(·, λ) on [0,mu(λ)]. We have just shown that
m∗u(λ) =
{
0 if 0 < λ ≤ 1/ρuρv√αuαv
λ2αuαvρ
2
vρ
2
u−1
λαuρv(1+λαvρvρu)
if λ > 1/ρuρv
√
αuαv
is the unique global minimizer of g(·, λ) on [0,mu(λ)] (and, in fact, [0, ρu]) and ∀λ ∈ (0,+∞) : ∂g∂mu
∣∣
m∗u(λ),λ
= 0. Define
m∗v(λ) , m
∗
v(m
∗
u(λ), λ)
{
0 if 0 < λ ≤ 1/ρuρv√αuαv
λ2αuαvρ
2
vρ
2
u−1
λαvρu(1+λαuρvρu)
if λ > 1/ρuρv
√
αuαv
. (106)
It follows from Lemma 8 that ∀λ ∈ (0,+∞):
h(λ) = g(m∗u(λ), λ) = i(m
∗
u(λ),m
∗
v(λ), λ) (107)
By Lemma 8, ∀λ ∈ (0,+∞) : ∂i∂mv
∣∣
m∗u(λ),m
∗
v(λ),λ
= 0 and m∗v(·, λ) is continuously differentiable on [0,mu(λ)] so (remember
the definition of g(mu, λ) at the beginning of the proof):
0 =
∂g
∂mu
∣∣∣∣
m∗u(λ),λ
=
∂i
∂mu
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
+
∂i
∂mv
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
· ∂m
∗
v
∂mu
∣∣∣∣
m∗u(λ),λ
=
∂i
∂mu
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
.
All in all, we have shown that
∀λ ∈ (0,+∞) : ∂i
∂mu
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
=
∂i
∂mv
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
= 0 . (108)
Combining (107) and the fact that m∗u,m
∗
v are continuously differentiable on (0,+∞) \ {1/ρuρv√αuαv}, we obtain that h is
continuously differentiable on (0,+∞) \ {1/ρuρv√αuαv} and for all λ ∈ (0,+∞) \ {1/ρuρv√αuαv}:
h′(λ) =
∂i
∂λ
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
+
dm∗u
dλ
∣∣∣∣
λ
· ∂i
∂mu
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
+
dm∗v
dλ
∣∣∣∣
λ
· ∂i
∂mv
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
=
∂i
∂λ
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
=
αuαv
2
(
ρu −m∗u(λ)
)(
ρv −m∗v(λ)
)
+
αuαvρum
∗
v(λ)
2(1 + λαvρum∗v(λ))
+
αuαvρvm
∗
u(λ)
2(1 + λαuρvm∗u(λ))
=
αuαv
2
(
ρu −m∗u(λ)
)(
ρv −m∗v(λ)
)
+
m∗v(λ)
λ
(
∂i
∂mv
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
+
λαuαv
2
(
ρu −m∗u(λ)
))
+
m∗u(λ)
λ
(
∂i
∂mu
∣∣∣∣
m∗u(λ),m
∗
v(λ),λ
+
λαuαv
2
(
ρv −m∗v(λ)
))
=
αuαv
2
((
ρu −m∗u(λ)
)(
ρv −m∗v(λ)
)
+m∗v(λ)
(
ρu −m∗u(λ)
)
+m∗u(λ)
(
ρv −m∗v(λ)
))
=
αuαv
2
(
ρuρv −m∗u(λ)m∗v(λ)
)
.
The second and second-to-last inequalities follow from (108). Note that λ 7→ αuαv2
(
ρuρv −m∗u(λ)m∗v(λ)
)
is continuous at
λ = 1/ρuρv
√
αuαv. Therefore, h is continuously differentiable on (0,+∞).
We can now prove Theorem 2 that we repeat here for reader’s convenience:
Theorem. Let λIT ,
1
ρuρv
√
αuαv
. For all λ ∈ (0,+∞), there is a unique solution to the extremization over (mu,mv) on the
right-hand side of (6) given by:
(
m∗u(λ),m
∗
v(λ)
)
=
{
(0 , 0) if 0 < λ ≤ λIT(
λ2αuαvρ
2
vρ
2
u−1
λαuρv(1+λαvρvρu)
,
λ2αuαvρ
2
vρ
2
u−1
λαvρu(1+λαuρvρu)
)
if λ > λIT
.
Then, MMSEλ(UV
T |Y) satisfies:
lim
n→+∞
MMSEλ(UV
T |Y) = ρuρv −m∗u(λ)m∗v(λ) .
Hence, the asymptotic MMSE is less than ρuρv if, and only if, λ > λIT.
Proof: Let n ∈ N∗. Define hn : λ ∈ (0,+∞) 7→ I(U,V;Y)n (the mutual information depends on λ through the observation
Y). The I-MMSE relation [17] reads:
h′n(λ) =
∂
∂λ
(
I(U,V;Y)
n
)
=
nu
n
nv
n
MMSEλ(UV
T |Y)
2
. (109)
λ 7→ MMSEλ(UVT |Y) is nondecreasing so hn is convex on (0,+∞). By Lemma 9, h : λ 7→ inf
mu∈[0,ρu]
sup
mv∈[0,ρv]
i(mu,mv, λ)
is continuously differentiable on (0,+∞) and, by Theorem 1, it is the pointwise limit of the sequence of convex functions
(hn)n∈N∗ . It follows:
∀λ ∈ (0,+∞) : lim
n→+∞h
′
n(λ) = h
′(λ) =
αuαv
2
(
ρuρv −m∗u(λ)m∗v(λ)
)
.
Combining the later with (109) yields limn→+∞MMSEλ(UVT |Y) = ρuρv −m∗u(λ)m∗v(λ). The rest of the theorem follows
from Lemma 9.
