We consider the problem of minimizing the sum of three convex functions: i) a smooth function f in the form of an expectation or a finite average, ii) a non-smooth function g in the form of a finite average of proximable functions g j , and iii) a proximable regularizer R. We design a variance reduced method which is able progressively learn the proximal operator of g via the computation of the proximal operator of a single randomly selected function g j in each iteration only. Our method can provably and efficiently accommodate many strategies for the estimation of the gradient of f , including via standard and variance-reduced stochastic estimation, effectively decoupling the smooth part of the problem from the non-smooth part. We prove a number of iteration complexity results, including a general O( 1 /t) rate, O( 1 /t 2 ) rate in the case of strongly convex f , and several linear rates in special cases, including accelerated linear rate. For example, our method achieves a linear rate for the problem of minimizing a strongly convex function f under linear constraints under no assumption on the constraints beyond consistency. When combined with SGD or SAGA estimators for the gradient of f , this leads to a very efficient method for empirical risk minimization with large linear constraints. Our method generalizes several existing algorithms, including forward-backward splitting, Douglas-Rachford splitting, proximal SGD, proximal SAGA, SDCA, randomized Kaczmarz and Point-SAGA. However, our method leads to many new specific methods in special cases; for instance, we obtain the first randomized variant of the Dykstra's method for projection onto the intersection of closed convex sets.
Introduction
In this paper we address optimization problems of the form 
where f : R d → R is a smooth convex function, and R, g 1 , . . . , g m : R d → R ∪ {+∞} are proper closed convex functions, admitting efficiently computable proximal operators 1 . We also assume throughout that dom F := {x : F (x) < +∞} = ∅ and, moreover, that the set of minimizers of (1), X * , is non-empty.
The main focus of this work is on how the difficult non-smooth term
should be treated in order to construct an efficient algorithm for solving the problem. We are specifically interested in the case when m is very large, and when the proximal operators of g and g + R are impossible or prohibitively difficult to evaluate. We thus need to rely on splitting approaches which make calls to proximal operators of functions {g j } and R separately.
Existing methods for solving problem (1) can efficiently handle the case m = 1 only [1] . There were a few attempts to design methods capable of handling the general m case, such as [2, 45, 50] and [16] . None of the existing methods offer a linear rate for non-smooth problem except for random projection. In cases when sublinear rates are established, the assumptions on the functions g j are very restrictive. For instance, the results in [2] are limited to Lipschitz continuous g j only, and [16] assumes g j to be strongly convex. This is very unfortunate because the majority of problems appearing in popular data science and machine learning applications lack these properties. For instance, if we want to find a minimum of a smooth function over the intersection of m convex sets, g j will be characteristic functions of sets, which are neither Lipschitz nor strongly convex.
Applications. There is a long list of applications of the non-smooth finite-sum problem (1) , including convex feasibility [3] , constrained optimization [42] , decentralized optimization [39] , support vector machine [15] , Dantzig selector [8] , overlapping group LASSO [61] , and fused LASSO. In Appendix A we elaborate in detail how these problems can be mapped to the general problem (1) (in particular, see Table 3 ).
Variance reduction. Stochastic variance reduction methods are a major breakthrough of the last decade, whose success started with the Stochastic Dual Coordinate Ascent (SDCA) method [53] and the invention of the Stochastic Average Gradient (SAG) method [49] . Variance reduction has attracted enormous attention and now its reach covers strongly convex, convex and non-convex [33] stochastic problems. Despite being originally developed for finite-sum problems, variance reduction was shown to be applicable even to problems with f expressed as a general expectation [32, 41] . Further generalizations and extensions include variance reduction for minimax problems [43] , coordinate descent in the general R case [26] , and minimization with arbitrary sampling [25] . However, very little is known about variance reduction for non-smooth finite sum problems.
Summary of Contributions
The departure point of our work is the observation that there is a class of non-smooth problems for which variance reduction is not required; these are the linear feasibility problems: given A ∈ R m×d and b ∈ R m , find x ∈ R d such that Ax = b. Assuming the system is consistent, this problem can be cast as an instance of (1), with R ≡ 0 , f (x) = 1 2 x 2 and g j corresponding to the characteristic function of the j-th equation in the system. Efficient SGD methods (or equivalently, randomized projection methods) with linear convergence rates were recently developed for this problem [24, 47, 57] , as well as accelerated variants [57, 47, 23] whose linear rate yields a quadratic improvement in the iteration complexity. However, it is not known whether these or similar linear rates could be obtained when one considers f to be an arbitrary smooth and strongly convex function. While our work was originally motivated by the quest to answer this question, and we answer in the affirmative, we were able to build a much more general theory, as we explain below.
We now summarize some of the most important contributions of our work:
First variance reduction for g. We propose a variance reduction strategy for progressively approximating the proximal operator of the average of a large number of non-smooth functions g j via only evaluating the proximal operator of a single function g j in each iteration. That is, unlike existing approaches, we are able to treat the difficult term (2) for any m. Combined with a gradient-type step in f (we allow for multiple ways in which the gradient estimator is built; more on that below), and a proximal step for R, this leads to a new and remarkably efficient method (Algorithm 1) for solving problem (1) .
Compatibility with any gradient estimator for f . Our variance reduction scheme for the non-smooth term g is decoupled from the way we choose to construct gradient estimators for f . This allows us to use the most efficient and suitable estimators depending on the structure of f . In this regard, two cases are of particular importance: i) f = E ξ f ξ , where f ξ : R d → R is almost surely convex and smooth, and ii Table 1 : Selected special cases of our method. For Dykstra's algorithm, C 1 , . . . , C m are closed convex sets; and we wish to find projection onto their intersection. Randomized Kaczmarz is a special case for linear constraints (i.e. C j = {x : a j x = b j }). We do not prove convergence under the same assumptions as Point-SAGA as they require strong convexity and smoothness of each g j , but it is still a special case.
in case ii) one may consider the batch gradient ∇f (x k ) if n is small, or a variance-reduced gradient estimator, such as SVRG [28, 31] or SAGA [17, 46] , if n is large. Our general analysis allows for any estimator to be used as long as it satisfies a certain technical assumption (Assumption 2). In particular, to illustrate the versatility of our approach, we show that this assumption holds for estimators used by Gradient Descent, SVRG, SAGA and over-parameterized SGD. We also claim without a proof that a variant of coordinate descent [26] satisfies our assumption, but leave it for future work.
Future-proof design. Our analysis is compatible with a wide array of other estimators of the gradient of f beyond the specific ones listed above. Therefore, new specific variants of our generic method for solving problem (1) can be obtained in the future by marrying any such new estimators with our variance reduction strategy for the non-smooth finite sum term g.
Special cases. Special cases of our method include randomized Kaczmarz method [29, 54] , Douglas-Rachford splitting [34] , forward-backward splitting [40, 13] , a variant of SDCA [53] , and Point-SAGA [16] . Also, we obtain the first randomized variant of the famous Dykstra's algorithm [21] for projection onto the intersection of convex sets. These special cases are summarized in Table 1 .
Sublinear rates. We first prove convergence of the iterates to the solution set in a Bregman sense, without quantifying the rate (see Appendix F.3). Next, we establish O ( 1 /t) rate with constant stepsizes under no assumption on problem (1) beyond the existence of a solution and a few technical assumptions (see Thm 1) . The rate improves to O ( 1 /t 2 ) once we assume strong convexity of f , and allow for carefully designed decreasing stepsizes (see Thm 2) .
Linear rate in the non-smooth case with favourable data. Consider the special case of (1) with f being strongly convex, R ≡ 0 and g j (x) = φ j (A j x), where φ j : R dj → R ∪ {+∞} are proper closed convex functions, and A j ∈ R d×dj are given (data) matrices:
If the smallest eigenvalue of A A is positive, i.e. λ min (A A) > 0, where Linear and accelerated rate in the smooth case. If g 1 , . . . , g m are smooth functions, the rate is linear (see Thm 6) . If m is big enough, then it is also accelerated (Cor 3). A summary of our iteration complexity results is provided in Table 2 .
Related work. The problems that we consider recently received a lot of attention. However, we are the first to show linear convergence on non-smooth problems. O ( 1 /t) convergence with stochastic variance reduction was obtained in [50] and [45] , although both works do not have O ( 1 /t 2 ) rate as we do. On the other hand, works such as [62, 10] managed to prove O ( 1 /t 2 ) convergence, but only with all functions from f and g used at every iteration. Stochastic O ( 1 /t 2 ) for constrained minimization can be found in [37] . There is also a number of works that consider parallel [18] (O ( 1 /t) rate) and stochastic [64, 36] variants of ADMM, which work with one non-smooth term composed with a linear transformation. To show linear convergence they require matrix in the transformation to be positive-definite. Variance reduced ADMM for compositions, which is an orthogonal direction to ours, was considered in [60] . There is a method for non-smooth problems with f ≡ 0 and proximal operator preconditioning that was analyzed in detail in [11] , we discuss the relation to it in Appendix B.5. Many methods were designed to work with non-smooth functions in parallel only, and one can obtain more of them from three-operator splitting methods such as the Condat-Vũ algorithm [59, 14] . Several works obtained linear convergence for smooth g [19, 43] . Coordinate descent methods for two non-smooth functions were considered in [1] . Work [63] designed a method for (1) assuming that the variance of ∇f ξ (x) is uniformly bounded over all possible x, which we do not require, and it has to evaluate proximal operators of all terms in g at each iteration, making it the bottleneck of the algorithm.
Preliminaries
Convexity and smoothness. A differentiable function f :
Bregman divergence. To simplify the notation and proofs, it is convenient to work with Bregman divergences. The Bregman divergence associated with a differentiable convex function f is the function
It is important to note that the Bregman divergence of a convex function is always non-negative and is a (non-symmetric) notion of "distance" between x and y. For x * ∈ X * , the quantity D f (x, x * ) serves as a generalization of the functional gap f (x) − f (x * ) in cases when ∇f (x * ) = 0.
Useful inequalities related to convexity, strong convexity and smoothness are summarized in Appendix D. We will make the following assumption related to optimality conditions. 2 By χC(x) we denote the characteristic function of the set C, defined as follows: χC(x) = 0 if x ∈ C and χC(x) = +∞ if x / ∈ C 
Sample j from {1, . . . , m} with probabilities {p 1 , . . . , p m } and set η j = η mpj 5:
7: end for Assumption 1. There exists x * ∈ X * and vectors y *
Throughout the paper, we will assume that some x * and y * 1 , . . . , y * m satisfying Assumption 1 are fixed and all statements relate to these objects. We will denote y * := 
The Algorithm
Our method is very general and can work with different types of gradient update. One only needs to have for each x t an estimate of the gradient v t such that Ev t = ∇f (x t ) plus an additional assumption about its variance. We also maintain an estimate y t of full proximal step with respect to g, which allows us to make an intermediate step
The key idea of this work is then to combine it with variance reduction in the non-smooth part. In fact, it mimics variance reduction step from [16] , which was motivated by the SAGA algorithm [17] . Essentially, the expression above for z t does not allow for update of y t , so we do one more step,
This can additionally be rewritten using the identity prox ηg (x) ∈ x − η∂g(prox ηg (x)) as
To make sure that the approximation works, we want to make y t j be close to ∂g j (x t+1 ), which we do not know in advance. However, we do it in hindsight by updating y t+1 j with a particular subgradient from ∂g j (x t+1 ), namely y
We also need to accurately estimate ∇f (x t ), and there several options for this. The simplest choice is setting v t = ∇f (x t ). Often this is too expensive and one can instead construct v t using a variance reduction technique, such as SAGA [17] (see Algorithm 2) . To a reader familiar with Fenchel duality, it might be of some interest that there is an explanation of our ideas using the dual. 3 
Gradient Estimators
Since we want to have analysis that puts many different methods under the same umbrella, we need an assumption that is easy to satisfy. In particular, the following will fit our needs. Assumption 2. Let w t := x t − ηv t and w * := x * − η∇f (x * ). We assume that the oracle produces v t and (potentially) updates some other variables in such a way that for some constants η 0 > 0, ω > 0 and non-negative sequence {M t } +∞ t=0 , such that the following holds for any η ≤ η 0 :
3 Indeed, problem (1) can be recast into minx maxy 1 ,..
, where g * j is the Fenchel conjugate of gj. Then, the proximal gradient step in x would be z = prox ηR x − η∇f (x) − η 1 m yj . In contrast, our update in yj is a proximal block coordinate ascent step, so the overall process is akin to proximal alternating gradient descent-ascent. However, this is not how we developed nor analyze the method, ans so this should not be seen as a formal explanation. 
(b) If f is µ-strongly convex, then either M t = 0 for all t or there exists ρ > 0 such that
We note that we could easily make a slightly different assumption to allow for a strongly convex R, but this would be at the cost of analysis clarity. Since the assumption above is already quite general, we choose to stick to it and claim without a proof that in the analysis it is possible to transfer strong convexity from f to R.
Another observation is that part (a) of Assumption 2 implies its part (b) with ω/2. However, to achieve tight bounds for gradient descent we need to consider them separately. Lemma 1 (Proof in Appendix F.1). If f is convex, Gradient Descent satisfies Assumption 2(a) with
Since M t = 0 for Gradient Descent, one can ignore ρ in the convergence results or treat it as +∞.
Lemma 2 (Proof in Appendix F.11). In SVRG and SAGA, if f i is L-smooth and convex for all i, Assumption 2(a) is satisfied with η 0 = 1 /6L, ω = 1 /3 and
t is the reference point of the current loop, and in SAGA u t i is the point whose gradient is stored in memory for function f i . If f is also strongly convex, then Assumption 2 holds with η 0 = 1 /5L, ω = 1, ρ = 1 /3n and the same M t .
Lemma 3 (Proof in Appendix F.12). Assume that at an optimum x * the variance of stochastic gradients is finite, i.e. σ
Then, SGD that terminates after at most t 0 iterations satisfies Assumption 2(a) with η 0 = 1 4L , ω = 1 and ρ = 0. In this case,
If f is strongly convex and σ * = 0, it satisfies Assumption 2(b) with η 0 = 1 2L , ω = 1 and M t = 0.
There are two important cases for SGD. If the model is overparameterized, i.e. σ * ≈ 0, we get almost the same guarantees for SGD as for GD. If, σ * 0, then one needs to choose
, see Cor 1. Moreover, obtaining a O ( 1 /t) rate for strongly convex case requires a separate proof.
Convergence
Let γ := min j=1,...,m 1 ηj Lj , where L j ∈ R ∪ {+∞} is the smoothness constant of g j , in most cases giving L j = +∞ and γ = 0. Tho goal of our analysis is to show that with introducing new term in the Lyapunov function,
, the convergence is not significantly hurt. This term will be always incorporated in the full Lyapunov function defined as
where M t is from Assumption 2. In the proof of O ( 1 /t 2 ) rate we will use decreasing stepsizes and Y t will be defined slightly differently, but except for this, it is going to be the same Lyapunov function everywhere. 
where
If R ≡ 0 and g j ≡ 0 for all j, then this transforms into O( 1 /t) convergence of f (x t ) − min f (x), which is the correct rate.
The next result takes care of the case when SGD is used, which requires special consideration. Corollary 1. If we use SGD for t iterations with constant stepsize, the method converges to a neighborhood of radius M 0 /ηt = 2ησ 2 * . If we choose the stepsize
2 ) convergence for strongly convex f
In this section, we consider a variant of Algorithm 1 with time-varying stepsizes,
Theorem 2 (Proof in Appendix F.5). Consider updates with time-varying stepsizes,
This improves upon O( 1 /t) convergence proved in [16] under similar assumptions and matches the bound in [11] .
In Cor 1 we obtained O( 1 / √ t) rate for SGD with σ * = 0. It is not surprising that the rate is worse as it is so even with g ≡ 0. For standard SGD we are able to improve the guarantee above to O( 1 /t) when the objective is strongly convex. Theorem 3 (Proof in Appendix F.6). Assume f is µ-strongly convex, f ξ is almost surely convex and L-smooth. Let the update be produced by SGD, i.e. v t = ∇f ξ t (x t ), and let us use time-varying stepsizes η t−1 = 2 a+µt with a ≥ 4L. Then
Linear convergence for linear non-smoothness
We now provide two linear convergence rates in the case when R ≡ 0 and g j (x) = φ j (A j x).
. . , m and take a method satisfying Assumption 2 with ρ > 0. Then, if η ≤ η 0 ,
Corollary 2. If oracle from Algorithm 2 (SAGA) is used with probabilities p j ∝ A j , then to get
Now let us show that this can be improved to depend only on positive eigenvalues if the problem is linearly constrained.
Theorem 5 (Proof in Appendix F.8).
Under the same assumptions as in Thm 4 and assuming, in addition, that g j = χ {x:
e. ρ A depends only on the smallest positive eigenvalue of A A.
One implication of Thm 5 is that just by taking a solver such as SVRG we immediately obtain a method for decentralized optimization that will converge linearly. Furthermore, if the problem is ill-conditioned or the communication graph is well conditioned, the leading term is still L /µ, meaning that the rate for decentralized method is the same as for centralized up to constant factors. In Appendix F.8, we also give a version of our method specialized to the linearly constrained problem that requires only one extra vector, y t .
Linear convergence if all g j are smooth
Theorem 6 (Proof in Appendix F.9). Assume that f is L-smooth and µ-strongly convex, g j is L j -smooth for all j, Assumption 2(b) is satisfied and η ≤ η 0 . Then, Algorithm 1 converges as
Based on the theorem above, we suggest to choose probabilities p j to maximize γ, which can be done by using
Choose as solver for f SVRG or SAGA without minibatching, which satisfy Assumption 2 with η 0 = 1 /5L and ρ = 1 /n, and consider for simplicity situation where
, and set the stepsize to η = min{η 0 , η best }. Then the complexity to get
Notably, the rate in Cor 3 is accelerated in g, suggesting that the proposed update is in some cases optimal. Moreover, if m becomes large, the last term is dominating everything else meaning that acceleration in f might not be needed at all.
Implementation Details and Experiments
Randomly generated linear system. In this experiment, we first generate a matrix with independent Gaussian entries of zero mean and scale 1 / √ d, where d = 100, and after that we set W ∈ R d×d to be the product of the generated matrix with itself plus identity matrix with coefficient 10 −2 to make sure W is positive definite. We also generated a random vector x * ∈ R d and took b = Wx * . The problem is to solve Wx = b, or, equivalently, to minimize Wx − b 2 . We made this choice because it makes estimation of the parameters of accelerated Sketch-and-Project easier.
To run our method, we choose
where χ {x : w j x=bj } (x) is the characteristic function, whose value is 0 if w j x = b j and +∞ otherwise. Then, the proximal operator of g j is the projection operator onto the corresponding constraint. We found that the choice of stepsize is important for fast convergence and that the value approximately equal 1.3 · 10 −4 1 = 2 /(L+µ) led to the best performance for this matrix.
We compare our method to the accelerated Sketch-and-Project method of [23] using optimal parameters. The other method that we consider is classic Kaczmarz method that projects onto randomly chosen constraint. We run all methods with uniform sampling. It is immediate to observe that the method we propose performs on a par with the accelerated Sketch-and-Project. Right: linear regression with A9a dataset from LIBSVM [12] with first 50 observation used as linear constraints. We compare convergence of SVRG, SAGA and SGD with full projections (labeled as 'SVRG', 'SAGA', 'SGD') to the same methods combined with Algorithm 1 (labeled as 'Double-').
Linear regression with linear constraints. We took A9a dataset from LIBSVM and ran 2 -regularized linear regression, using first 50 observations of the dataset as tough constraints. We compare iteration complexity to precise projection onto all constraints and observe that it takes almost the same number of iterations, although stochastic iterations are significantly cheaper. For each method we chose minibatch of size 20 and stepsizes of order 1 /L for all methods.
More experiments are provided in Appendix G. 
A Applications
In this section we list a number of selected applications for our method:
• Compressed sensing [9] .
• Total Generalized Variance (TGV) image denoising [7] .
• Decentralized optimization over networks [39] .
• Support-vector machine [15] .
• Dantzig selector [8] .
• Group-Lasso [61] .
• Network utility maximization.
• Square-root lasso [5] .
• 1 trend filtering [30] .
• Convex relaxation of unsupervised image matching and object discovery [58] .
In the rest of this section we formulate some of them explicitly. A summary of the mapping of these problems to the structure of problem (1) is provided in Table 3 .
Special case of problem (1) f Table 3 : Selected applications of Algorithm 1 for solving problem (1).
A.1 Constrained Optimization
Let C j ⊆ R d be closed convex sets with a non-empty intersection and consider the constrained composite optimization problem
If we let g j ≡ χ Cj be the characteristic function of C j , defined as follows: χ Cj (x) = 0 for x ∈ C j and χ Cj (x) = +∞ for x / ∈ C j , this problem can be written in the form
We remark that [1] considered the case m = 1.
For f (x) = 1 2 x − x 0 2 and R ≡ 0, this specialized to the best approximation problem. For f ≡ 0 and R ≡ 0, this problem specializes to the convex feasibility problem [38] .
A.2 Dantzig Selector
Dantzig selector [8] solves the problem of estimating sparse parameter x from a linear model. Given an input matrix A ∈ R m×d , output vector b ∈ R m and threshold parameter λ ≥ 0, define
The goal of the Dantzig selector problem is to find the solution to
which can equivalently be written in the finite-sum form
A.3 Decentralized Optimization
The problem of minimizing the sum of functions over a network [39] can be reformulated as
where W is a matrix such that Wx = 0 if and only if x 1 = · · · = x n . Functions f 1 , . . . , f n are stored on different nodes and each node has access only to its own function. Matrix W is often derived from a communication graph, which defines how the nodes can communicate with each other. Then, one can solve the problem above by sampling constraints and projecting onto them, which corresponds to averaging of the iterates among a subset of nodes. Formally, if W = (w 1 , . . . , w m ) , we rewrite the problem above as
A.4 Support-Vector Machine (SVM)
Support-vector machine [15] is a very popular method for supervised classification. The primal formulation of SVM is given by
where a 1 , . . . , a m ∈ R d and b 1 , . . . , b m are the features and the outputs. It is easy to verify that for g j (x) := max{0, 1 − b j a j x} the proximal operator is given by
The celebrated stochastic subgradient descent method Pegasos [51, 52, 55] for SVMs achieves O( 1 /t) rate.
A.5 Overlapping Group Lasso
This is a generalization of LASSO proposed in [61] to efficiently select groups of features that are most valuable for the given objective. Let us assume that we are given sets of indices G 1 , . . . , G m ⊆ {1, . . . , d} and let
i is the i-th coordinate of vector x. Then, assuming that we are given vectors a 1 , . . . , a n ∈ R d and scalars b 1 , . . . , b n , the objective we want to minimize is
It is easy to verify that if g j (x) = x Gj , then
Vector y t j will always have at most |G j | nonzeros, so one can store in memory only the coordinates of y t j from G j .
A.6 Fused Lasso
The Fused Lasso problem [56] is defined as
[x] j is the j-th entry of vector x, a 1 , . . . , a n ∈ R d and b 1 , . . . , b n ∈ R are given vectors and scalars, ε is given thresholding parameter. 
In our notation, this means A = D and A A is a tridiagonal matrix given by
It can be shown that the eigenvalue of a tridiagonal matrix W of size (d − 1) × (d − 1) with a on its main diagonal and b on the other two diagonals are given by λ k (W) = a + 2|b| cos 
A.7 Square-root Lasso
The approach gets its name from minimizing the square root of the regular least squares, i.e. Dw − b instead of Dw − b 2 . This is then combined with 1 -penalty for feature selection, which gives the objective
Equivalently, by introducing a new variable z we can put constraints D j: x − [z] j = 0 for j = 1, . . . , m, which can be written as a j (w , z ) = 0 with a j = (D j: , e j ) and e j := (0, 0, . . . , 1 j , . . . , 0). Then, the reformulation is
The proximal operator of R is that of a block-separable function, which is easy to evaluate:
B Relation to Existing Methods

B.1 SDCA, Dykstra's algorithm and the Kaczmarz method
Here we formulate SDCA [53] , Dykstra's algorithm and Kaczmarz method. SDCA is a method for solving
Its iterates can be defined by the following recursion:
If we restrict our attention to characteristic functions, i.e.
then the proximal operator step is replaced with projection:
This is known as Dykstra's algorithm. Finally, if C j = {x : a j x = b j }, then it boils down to random projections, i.e.
which is the method of Kaczmarz. Furthermore, if we consider special case g j = χ Cj , where C j = ∅ is a closed convex set, then we also obtain Dykstra's algorithm, and if every C j is a linear subspace, then we recover the Kaczmarz method.
Proof. We will show by induction that y t = x 0 − x t and x t+1 = prox ηj gj (x t + η j y t j ). Indeed, it holds for y 0 by initialization and then by induction assumption we have
Therefore, if we denote y t j := η j y t j , then
which is the update rule of x t+1 in SDCA. Moreover, we have
Finally,
which yields our induction step and the proof itself.
B.2 Accelerated Kaczmarz
Accelerated Kaczmarz [35] performs the following updates:
with some parameters α t , γ t , β t . While the original analysis [35] suggests β t < 1, our method gives the same update when f (x) = 1 2 x 2 , R ≡ 0, α t = η, β t = 1, γ t = 1 ηn .
B.3 ADMM and Douglas-Rachford splitting
ADMM, also known as Douglas-Rachford splitting, in its simplest form as presented in [44] is a special case of Algorithm 1 when f ≡ 0 and m = 1.
B.4 Point-SAGA, SAGA, SVRG and proximal GD
In the trivial case f ≡ 0 and R ≡ 0, we recover Point-SAGA. Methods such as SAGA, SVRG and Proximal Gradient Descent are obtained, in contrast, by setting g ≡ 0. We would like to mention that introducing g does not change the stepsizes for which those methods work, e.g. Gradient Descent works with arbitrary η < 2 /L, which is tight. The similarity suggests that small η should be used when solving this problem and this observation is validated by our experiments.
B.5 Stochastic Primal-Dual Hybrid Gradient
The relation to the Stochastic Primal-Dual Hybrid Gradient (SPDHG) is complicated. On the one hand, SPDHG is a general method with three parameters and it preconditions proximal operators with matrices, so our method can not be its strict generalization. On the other hand, SPDHG does not allow for f . Moreover, when f ≡ 0 and some parameters are set to specific values in SPDHG, the methods coincide, but the guarantees are not the same. In particular, we show below that one of the parameters in SPDHG, θ, should be set to 1, in which case linear convergence for smooth g 1 , . . . , g m was not known for SPDHG. Therefore, potentially the tools developed in this work can lead to new discoveries about full version of SPDHG as well.
Let us now formulate the method explicitly. After a simple rescaling of the functions, SPDHG from [22] can be formulated as a method to solve the problem
Renaming the variables for our convenience and choosing for simplicity uniform probabilities of sampling j from {1, . . . , m}, the update rules of SPDHG can be written as One can immediately see that one big difference with our approach is that the method puts A j outside of the proximal operator, which also leads to different iteration complexity. In particular, when φ 1 , . . . , φ m are smooth, the complexity proved in [11] is
where µ R is the strong convexity constant of R and L φ is the smoothness constant of φ 1 , . . . , φ m . Since function g j (x) = φ j (A j x) is at most L φ A j 2 smooth, our rate from Corollary 3 with µ-strongly convex and L-smooth f is
If, in addition, we use sampling with probabilities proportional to A j , then we can achieve
We do not prove this, but the complexity for our method will be similar if we use strongly convex R rather than f , so our rates should match or be even be superior to that of SPDHG, at the cost of evaluating potentially harder proximal operators. Now, let us prove that our method is indeed connected to SPDHG via choice of θ = 1 and ησ = 1. Theorem 8. If we apply SPDHG with identity matrices A j = I, i.e. φ j (x) = g j (x), and choose parameters θ = 1 and ησ = 1, then it is algorithmically equivalent to Algorithm 1 with f ≡ 0.
Proof. Since φ j and g j are the same, we will use in the proof g j only.
First, mention that it is straightforward to show by induction that y t = 1 m m j=1 y t j , which coincides with our update. Our goal is to show by induction that in SPDHG it holds
where we define sequence x t as
We will see that implicitly x t+1 is present in every update of SPDHG. To this end, let us first rewrite the update for y t+1 j . We have by Moreau's identity
Since we consider σ = 1 η , it transforms into
The only missing thing is rewriting update for w t in terms of x t and y t . From the update rule for y t+1 j we derive
Hence,
Thus, update for w t , y t j and y t completely coincide under this choice of parameters.
Since our method under f ≡ 0 reduced to Point-SAGA [16] , we obtain the following results that was unknown. Corollary 4. Point-SAGA [16] is a special case of Stochastic Primal-Dual Hybrid Gradient [11] .
C Evaluating Proximal Operators
For some functions, the proximal operator admits a closed form solution, for instance if g j (x) = χ {x : a j x=bj } (x), then prox ηj gj (x) = x − a j x−bj aj 2 a j . If, however, the proximal operator is not given in a closed form, then it is still possible to efficiently evaluate it. If g j = φ j (A j x), A j ∈ R d×dj and A j is of full column rank, then the proximal operator is the solution of a d j -dimensional strongly convex problem. Lemma 4. Let φ j : R dj → R be a convex lower semi-continuous function such that Range A j has a point of dom(φ).
Proof. Let us fix x. Any vector z ∈ R d can be decomposed as z = x + A j β + w, where β ∈ R dj and A j w = 0, from which it also follows g j (z) = φ j (A j x + A A j β). Then
Clearly, the last expression achieves its minimum only when w = 0.
We can simply the expression for the proximal operator even more. It is straightforward to verify that for any matrix B ∈ R d1×d2 and constant vector c ∈ R d2 we have and function Φ with dom(Φ(Bβ + c) = ∅ it holds argmin
Since we know by chain rule that u := prox ηj gj (x) = x + A j β j for some β j ∈ R dj , we can write the necessary and sufficient optimality condition for u:
Note that
where for any positive semi-definite matrix W we denote x
Thus, we only need to know how to efficiently evaluate prox
If, in addition, φ j : R → R is given by
D Inequalities Related to Smoothness, Convexity and Proximal Operators
Since many of our proofs are easier to write when one uses Bregman divergences, we will formulate most of the required properties in terms of D f (·, ·). Proposition 1. Let f be convex and L-smooth, then we have for any y
Proposition 2. Let f be µ-strongly convex, including the case µ = 0, which holds when f is simply convex. Then, for arbitrary x and y µ 2
The proposition above is convenient for proofs of SVRG and SAGA, but it is not tight if we want to show that Gradient Descent converges for any η ≤ 2 L+µ when the objective is µ-strongly convex. To make the analysis tighter, we require the following statement. Proposition 3. Let f be differentiable and µ-strongly convex. Then we have for any x and y
Moreover, if f is also L-smooth, then
This is the tightest inequality one can get and, in particular, (17) implies (14) when µ = 0. (18) with characteristic function of a linear subspace, g(x) = χ {x : a x=b} . In this case the proximal operator returns the projection of a point onto the subspace, and Inequality (18) becomes identity and follows from Pythagorean theorem.
An important property of the proximal operator is firm non-expansiveness: Proposition 4. Let g : R d → R ∪ {+∞} be a proper closed convex function. Then its proximal operator is firmly non-expansive. That is, for all η ∈ R,
where L g ∈ R ∪ {+∞} is the smoothness constant of function g (for non-smooth functions, L g = +∞).
Inequality (18) was also the main inspiration for one of the authors, who believed that if a method for non-smooth variance reduction exists, then it is possible to show convergence using (18) . We derived the method by playing with this inequality and trying to see how it can be combined with a full gradient step ∇f , and later extended it to stochastic gradients and introduced penalty term R. Moreover, we would like to note that Equation 18 is tight if g(x) = χ {x : a x=b} for some vector a and scalar b, as is shown in Figure 2 .
E Optimality Conditions
We now comment on the nature of Assumption 1. In view of the first-order necessary and sufficient condition for the solution of (1), we have
By the weak sum rule [4, Cor 3.38], we have where g 1 , . . . , g k are polyhedral functions, the inclusions becomes an identity [48, Thm 23.8] , which means that Assumption 1 is satisfied.
For functions g j of the form g j (x) = φ j (A j x), where φ j : R dj → R ∪ {+∞} are proper closed convex functions and A j ∈ R d×dj , we shall instead consider the following (slightly stronger) assumption: Assumption 3. There exists x * ∈ X * and vectors y * 1
, Assumption 3 is indeed stronger than Assumption 1. If Range A j contains a point from ri(dom g j ), or g j is polyhedral and Range A j contains a point from mere dom(g j ), then ∂g j (x) = A j ∂φ j (A j x) for any x [48, Thm 23.9], and these two assumptions are the same.
Below we provide another stationarity condition that shows why x * is a fixed-point of our method.
Lemma 5 (Optimality conditions)
. Let x * be a solution of (1) and let Assumption 1 be satisfied. Then for any η, η j ∈ R,
R is convex, so the problem inside argmin is strongly convex, and the necessary and sufficient condition for z to be its solution is
By Assumption 1 it holds for z = x * , implying the first equation that we want to prove. The second one follows by exactly the same argument applied to argmin u {η j g j (u)+
F Convergence Proofs
In this section, we provide the proofs of our convergence results. Each lemma, theorem and corollary is first restated and only then proved to simplify the reading. 
Sample j from {1, . . . , m} with probabilities {p 1 , . . . , p m } and set η j = η mpj 4:
6:
Here we prove that Gradient Descent update on f satisfies our assumption on the method with the best possible stepsizes. 
The last step simply uses 1 − ηµ ≤ 1, which, of course, makes our guarantees slightly weaker, but, on the other hand, puts Gradient Descent under the umbrella of Assumption 2.
F.2 Key lemma
The result below is the most important lemma of our paper as it lies at the core of our analysis. It provides a very generic statement about the step with stochastic proximal operators. At the same time, it is a mere corollary of firm non-expansiveness of the proximal operator. 
where γ := min j=1,...,m 1 ηj Lj and L j ∈ R ∪ {+∞} is the smoothness constant of g j .
Proof. Mention that x * = prox ηj gj (x * + η j y * j ) by optimality condition. In addition, it holds by definition y
, so property (18) yields
and we can replace 1 + 1 ηj Lg with 1 + γ since γ ≤ 1 ηj Lg . Let E j the expectation with respect to sampling of j. Then, we observe
To get the expression in the left-hand side of this lemma's statement, let us add the missing sum and evaluate its expectation:
Clearly, all summands in the last sum were not changed at iteration t, so
The negative sum will cancel out with the same in equation (19) and we conclude the proof.
F.3 Convergence of Bregman divergence to 0 almost surely
Here we formulate a result that we only briefly mentioned in the main text. It states that for convex problems, Bregman divergence D f (x t , x * ) almost surely converges to 0. To show it, let us borrow the classical result on supermartingale convergence.Theorem 1. Assume f is L-smooth and µ-strongly convex, g 1 , . . . , g m , R are convex, closed and lower semi-continuous. Take a method satisfying Assumption 2 and η ≤ η 0 , then
Proof. Recall that
and by Assumption 2 combined with Lemma 6
Telescoping this inequality from 0 to t, we obtain
By convexity of f , the left-hand side is lower bounded by tED f (x t , x * ), so dividing both sides by t finishes the proof.
F.5 Proof of Theorem 2 (O(
In this subsection, we show the O ( 1 /t 2 ) rate. 
Proof. For this proof, we redefine the sequence Y t to have time-varying stepsizes:
Before writing a new recurrence, let us note that
. Then, Lemma 6 gives a similar recurrence to what we have seen in other proofs, but the stepsizes in the right-hand side are now time-dependent:
Thus,
F.6 Proof of Theorem 3 (O( 1 /t) rate of SGD)
Here we consider the case where f (x) is given as expectation parameterized by a random variable ξ,
While it is often assumed in the literature that E ∇f ξ (x) − ∇f (x) 2 ≤ σ 2 uniformly over x, we do not need this assumption and bound the variance using the following lemma.
, where random function f ξ (x) is almost surely convex and L-smooth. Then,
where σ
2 * is the variance at an optimum. If more than one x * exists, take the one that minimizes σ 2 * .
Proof. This proof is based on existing results for SGD and goes in a very standard way. By Young's inequality
In the proof of Theorem 3 we will again need time-varying stepsize and Y t should be defined as
Lemma 8. But before let us prove a simple statement about sequences with contraction and additive error. Assume that sequence
Proof. We will prove the inequality by induction. For t = 0 it is straightforward. The induction step follows from
Now we are ready to prove the theorem.
Using the same argument as in the proof of Theorem 2, we can show that
Combining these results with Lemma 6, we obtain for
By Lemma 8
F.7 Proof of Theorem 4 (linear rate for
Let us now show linear convergence of our method when the consider problem has linear structure, i.e. g j (x) = φ j (A j x).
We first need a lemma on the nature of y Proof. By definition y t+1 j
). In addition, by Lemma 4 there exists β t+1 j
and, thus, y
. Therefore, we also have
The claims about y * 1 , . . . , y * m and y * follow from Assumption 3.
Now it is time to prove Theorem 4. Theorem 4. Assume that f is µ-strongly convex, R ≡ 0, g j (x) = φ j (A j x) for j = 1, . . . , m and take a method satisfying Assumption 2 with ρ > 0. Then, if η ≤ η 0 ,
, and
Proof. Lemma 6 with Assumption 2 yields
This is sufficient to show the claimed result.
F.10 Proof of Corollary 3 (optimal stepsize)
Corollary 3 is a very interesting statement about the optimal stepsizes for the case where g 1 , . . . , g m are smooth functions. Its proof is a mere check that the choice of stepsizes gives the claimed complexity. Corollary 3. Choose as solver for f SVRG or SAGA without minibatching, which satisfy Assumption 2 with η 0 = 1 5L and ρ = 1 n , and consider for simplicity situation where
, and set the stepsize to be η = min{η 0 , η best }. Then the complexity to get
Proof. According to Theorem 6, in general, for any η ≤ η 0 the complexity to get E x t − x * 2 is In addition, for SVRG and SAGA, ω is a constant close to 1, so we can ignore it. Since m and 1 ρ = 3n do not depend on η, we only need to simplify the other two terms. One of them decreases with η and the other increases, so the best complexity is achieved when the two quantities are equal to each other. The corresponding equation is
whose solution is
Thus, we see that η best is optimal. Moreover, if η best ≤ η 0 and η = η best , the two terms in the complexity become equal 1 ωη best µ = mη best L g = mL g ωµ .
However, if η best > η 0 , then η = min{η 0 , η best } = η 0 is relatively small and the dominating term in the complexity is 1 ωηµ rather than ηL g m. Therefore, the complexity is
Combining the two complexities into one, we get the result.
F.11 Proof of Lemma 2 (SVRG and SAGA)
Here we consider the update rule by SVRG and SAGA with minibatch of size τ . Following [27] , we analyze SVRG and SAGA together by treating them both as memorization methods. In this sense, SAGA simply stores each gradient estimate, ∇f i (u In both cases, we obtained the same recursion. Now let us bound the gradient difference in the identity above: 
G Additional Experiments
Here we want to see how changing m and n affects the comparison between SVRG with exact projection and decoupled SVRG with one stochastic projection. The problem that we consider is again 2 -regularized constrained linear regression. We took Gisette dataset from LIBSVM, whose dimension is d = 5000, and used its first 1000 observations to construct f and g. In particular, we split these observations into soft loss f i (x) = 1 2 a i x − b i 2 and hard constraints g j (x) = χ {x:a j x=bj } with n + m = 1000 and we considered three choices of n: 250, 500 and 750. To make sure that the constraints can be satisfied, we generated a random vector x 0 from normal distribution N (0, 1 / √ d) and set b = Ax 0 . In all cases, first part of data was used in f and the rest in g. To better see the effect of changing n, we used fixed 2 penalty of order 1 /(n+m) for all choices of n.
Computing the projection of a point onto the intersection of all constraints as at least as expensive as m individual projections and we count it as such for SVRG. In practice it might be by orders of magnitude slower than this estimate for big matrices, but the advantage of our method can be seen even without taking it into account. On the other hand, to make the comparison fair in terms of computation trade-off, we use SVRG with minibatch 20 and our method with minibatch 1. The stepsize for both methods is 1 /(2L).
As we can from Figure 3 , the trade-off between projections and gradients changes dramatically when m increases. When m = 100, which implies that the term corresponding to A in the complexity is small, the difference is tremendous, partially because minibatching for SVRG improves only part of its complexity [25] . In the setting m = n = 500, we see that the number of data passes taken by our method to solve the problem is a few times bigger than than that taken by SVRG. Clearly, this happens because the term related to A becomes dominating in the complexity and SVRG uses m = 500 times more constraints at each iteration than our method.
H SAGA: Solver for f
To provide a detailed example of how everything should look together, we give here a pseudocode of our method with SAGA. z t = prox ηR (x t − ηv t − ηy t )
5:
for i ∈ S do 6:
Update ∇f i (u While we consider in our theory only uniform probabilities, i.e. q 1 = . . . = q n , we still borrow the arbitrary sampling oracle from [46] to provide a more general method.
