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Mind-Mapping ist eine effiziente und universelle Kreativitätstechnik, die es ermöglicht, in
einer Gruppe ein komplexes Thema aufzuschlüsseln. Dabei wird eine Assoziation verschiede-
ner Schlüsselwörter, Notizen und Grafiken zu einem zentralen Begriff vorgenommen und
dadurch eine Möglichkeit zur schrittweisen kompakten Visualisierung eines Themengebietes
geschaffen. Große interaktive Display Walls erlauben durch ihre Fläche und ihre interaktiven
Möglichkeiten das kollaborative Erstellen von Mind-Maps, so dass jeder Nutzer individu-
ell Teile kreieren und der gemeinsamen Mind-Map beifügen kann. In dieser Ausarbeitung
werden geeignete Interaktionskonzepte zur Erstellung von Mind-Maps an interaktiven Dis-
play Walls vorgestellt. Dabei liegt der Fokus auf den Möglichkeiten der Erkennung der
Nutzerposition vor der Display Wall, um jedem Benutzer eine persönliche Linse und damit
Zugriff auf persönliche Werkzeuge zu ermöglichen, sowie der Interaktion mittels Stift und
Touch zum Zwecke der Erstellung und Platzierung von Mind-Map Elementen. Dafür werden
zunächst verwandte Arbeiten aus den Bereichen: Mind-Maps, Kollaboration und Interak-
tion mit interaktiven Display Walls und Magische Linsen analysiert. Basierend auf einem
Grundverständnis dieser drei Domänen wurden Konzepte zur kollaborativen Erstellung von
Mind-Maps an interaktiven Display Walls mit persönlichen Linsen präsentiert. Ausgewählte
Konzepte wurden dabei in einer prototypischen Implementierung umgesetzt und boten erste
aussichtsreiche Einblicke, wie das Mind-Mapping der Zukunft erfolgen könnte. Dabei wurde
insbesondere der Nutzen einer persönlichen Linse, als individuelle Visualisierungs- und
Interaktions-Schnittstelle erkannt.
Mind-mapping is an effective and universal creativity technique, which allows to break
down complex topics in a group activity. Therefore keywords, notes or images are being
associated to a superordinate topic, in order to gradually create a compact visualization of
a topic. Large interactive display walls allow the collaborative creation of mind-maps due
to their size and options for interaction so that the users can individually create parts and
integrate them into the collective mind-map. As part of this thesis, suitable concepts for the
creation of mind-maps on interactive display walls are being presented. In this context, the
emphasis is lying on the possibilities of using the position of the user in front the display
wall, in order to offer every user a personal lens and thus access to personal tools, as well
as the interaction with pen and touch in order to create and move mind-map-elements.
Therefore related work of the topic areas: mind-maps, collaboration and interaction at
interactive display walls and Magic Lenses will be analysed at first. Based on a fundamental
understanding of these three domains, concepts for the collaborative creation of mind-maps
on interactive display walls using personal lenses are being presented. Selected concepts
were prototypically implemented and offered first promising insights how the mind-mapping
of the future could be done. In the process the particular benefit of a personal lens as an
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Die universelle und effiziente Kreativitätstechnik der Mind-Maps ist ein bewährtes Werkzeug
zum Sammeln von Ideen und Gedanken zu einer Thematik. Durch eine nachvollziehbare
und hierarchisch strukturierte visuelle Repräsentation, entsteht beim Mind-Mapping ein
schrittweise erzeugter Überblick, welcher den Denkprozess des Autors reflektiert. Einst in
den 1970ern von Tony Buzzan für die Anwendung mit Stift und Papier eingeführt [Buz76],
fanden Mind-Maps inzwischen ihren Weg in die digitale Welt. Unzählige Mind-Mapping-
Tools versuchen seit dem die Vorteile des „analogen“ Mind-Mappings auf dem Desktop zu
ermöglichen.
Digitale Mind-Maps sind in ihrem Erscheinungsbild wesentlich ordentlicher und konsistenter
als von Hand gezeichnete. Sie lassen sich schnell erstellen und einfach nachträglich editieren.
Automatisierte Funktionen wie Layouting oder Rechtschreibprüfung unterstützen den Nutzer
zusätzlich, um ein bestmögliches Endergebnis zu erhalten. Shortcuts fördern den Workflow
erfahrener Nutzer darüber hinaus, um den Erstellungsprozess effizienter vonstattengehen
zu lassen. Allerdings sind auch Defizite in den meisten Mind-Mapping Tools anzutreffen.
Oftmals wird ein langer und intensiver Lernprozess benötigt, bis mit den bereitgestellten
Funktionalitäten effektiv umgegangen werden kann. Der Workflow des Nutzers leidet zusätz-
lich unter den teilweise zu restriktiv und kompliziert gestalteten Erstellungs-Funktionalitäten.
Möglichkeiten zur kollaborativen Interaktion werden jedoch als Potenzial angesehen. Mittels
simultaner Interaktion könnten mehrere Personen gleichzeitig ihre Gedanken und Ideen in
einer Mind-Map vereinigen, um somit gemeinsam Konzepte zu entwickeln.
Abb. 1.1: Gegenüberstellung einer typischen handgezeichneten Mind-Map mit einer digital
erstellten.
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Abb. 1.2: Die interaktive Display Wall des Lehrstuhls für Multimedia-Technologie am Institut
für Software- und Multimediatechnik der Informatik Fakultät der TU Dresden mit
einer 10,5 Quadratmeter großen, touchfähigen Displayfläche.
Herkömmliche Computersysteme verwenden in der Regel kleine, niedrig aufgelöste und
nicht-touchfähige Computermonitore zur Ausgabe von visuellen Informationen. Interaktive
Display Walls hingegen sind sehr leistungsstarke Computersysteme, verknüpft mit einer
großen, hoch aufgelösten und touchfähigen Displayfläche (siehe Abbildung 1.2). Aufgrund
der größeren Dimension des Displays, bieten sich insbesondere kollaborative Anwendungen
an, bei denen mehrere Nutzer simultan gemeinsam oder individuell, mittels direkter Touch-
Interaktion interagieren können.
Übliche Maus- und Tastatur-Interaktion eignet sich, aufgrund der zu großen Interaktions-
pfade, nicht für den Umgang mit Display Wall-Anwendungen. Stattdessen kann mittels
natürlicher Gesteninteraktion, bestehend aus expliziten Touch-Gesten, ein benutzerfreund-
licher und effizienter Workflow geschaffen werden. Die von Frisch et al. vorgestellten
bimanuellen Touch- und Stift-Gesten, zur Interaktion mit Diagrammen und Graphen, gehen
dabei Hand in Hand mit den zuvor genannten Anforderungen für eine effiziente und natürli-
che Interaktionsform [Fri+10]. Da Mind-Maps sich wie übliche Graphen aus Knoten und
Kanten zusammensetzen und somit eine Unterform dieser sind (konkret: visueller Graph),
lässt sich das zuvorgenannte Interaktionskonzept voraussichtlich gut auf diese übertragen.
Abb. 1.3: “FingerGlass“ als ein Beispiel für die Interaktion mit und durch magischen Linsen
[K+¨11].
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„Interaktive-Linsen“ (auch: „Magic Lenses“) sind ein 1993 erstmals erwähntes Visualisie-
rungskonzept [Bie+93]. Dabei fungiert die Linse, welche in eine (i.d.R. statischen) Form
eingebettet ist, als ein universeller visueller Filter, welcher eine alternative Darstellung der
global repräsentierten Daten bietet. Dies kann dem Nutzer insbesondere dabei helfen in-
nerhalb von mächtigen Datensätzen präzise Informationen herauszufiltern (siehe Abbildung
1.3). Dementsprechend gibt es für verschiedene Aufgaben und Datentypen unterschied-
lich gestaltete Linsen. Die vielfältige Bandbreite erstreckt sich von Vergößerungs-Linsen,
über 3D-Linsen, Graph-Analyse-Linsen bis hin zu Linsen zum Untersuchen von tempora-
len Entwicklungen innerhalb von Datensätzen. Tominski et al. konnten bereits über 40
verschiedene Linsenarten klassifizieren und bewerten das Visualisierungskonzept als sehr
aussichtsreich für zukünftige Forschungen [Tom+14]. Der konkrete Vorzug einer solchen
Benutzerschnittstelle ist, dass aufgrund der geringeren Interaktionsdistanz weniger Arbeits-
schritte zum Bewältigen einer Aufgabenstellung benötigt werden, als bei Standard-Interfaces.
Dies resultiert daraus, dass alle Werkzeuge direkt im Fokus des Nutzers visualisiert sind und
somit dessen Aufmerksamkeit stets im Point-of-Interest (den Daten) verweilt. Aufgrund der
Lokalität und Kompaktheit der Linsen-Visualisierung, besteht des Weiteren Möglichkeit zur
Kollaboration. Mehrere Linsen (und insbesondere deren Filter) können individuell, jedoch
auch kombiniert zur alternativen Visualisierung von Daten angewandt werden. Folglich
bieten sich Linsen für den Kontext der kollaborativen Mind-Map-Erstellung an (siehe Abbil-
dung 1.4). Verknüpft man die Linsen zusätzlich mit personalisierbaren Funktionalitäten und
Werkzeugen, wäre es dem Nutzer möglich die Linse individuell auf seinen Workflow und
Präferenzen anzupassen.
Darüber hinaus ist das Linsen-Konzept nicht nur auf gewöhnlichen Desktop-PCs, sondern
auch auf alternativen Systemen wie Tabletops oder Display Walls anwendbar. Um Linsen
effektiv an zuletzt genanntem nutzen zu können, ist ein Body-Tracking des Nutzers sinnvoll,
um mittels der erkannten Nutzerposition die Linse vor dem Nutzer auszurichten. Als Resultat
kann jedem Anwender automatisiert eine eigene Linse zugeordnet werden, die ihm bei
Bewegungen vor der Display Wall folgt. Implizite Funktionalitäten, wie automatischer
Zoom der Visualisierung in Abhängigkeit der Distanz zur Display Wall, können mittels
Body-Tracking ebenfalls realisiert werden.
Abb. 1.4: frühe Konzeptgrafik zur Visualisierung der Thematik.
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1.2 Ziel
Summa summarum lässt sich das Szenario der kollaborativen Mind-Map Erstellung, in Verbin-
dung mit persönlichen Linsen, voraussichtlich gut auf Basis einer Display Wall-Anwendung
umsetzen, da diese aufgrund ihrer großen, touchfähigen Displayfläche, genug Raum für die
individuelle und gemeinsame Interaktion mehrerer Personen bietet. In Verbindung mit einer
intuitiven, benutzerfreundlichen und kollaborationsfähigen Steuerungs-Schnittstelle, könnte
somit eine völlig neue Art der Interaktion mit Mind-Maps entstehen.
Als Kernziel dieser Bachelorarbeit ergibt sich dadurch die Erarbeitung geeigneter Interakti-
onskonzepte zur Erstellung von Mind-Maps. Dabei liegt der Fokus auf den Möglichkeiten der
Erkennung der Nutzerposition vor der Displaywand, um jedem Benutzer eine persönliche
Linse und damit Zugriff auf persönliche Werkzeuge zu ermöglichen. Demzufolge ist es von
Bedeutung auf die Funktionalität der Linse selbst und die Interaktion mittels Stift und Touch
zum Zwecke der Erstellung und Bearbeitung von Mind-Map-Elementen einzugehen.
Zur Realisierung dieses Ziels ist es zunächst notwendig, verwandte Arbeiten im Bereich
der Mind-Maps, Kollaboration und Interaktion mit interaktiven Display Walls, sowie der
Magischen Linsen zu analysieren. Dabei ist es relevant auf die Möglichkeiten der Kollabo-
ration einzugehen. Folglich können auf Basis eines erweiterten Grundverständnisses des
Themengebietes, Konzepte für personalisierte Linsen, als Werkzeug für die Erstellung von
Mind-Maps, sowie Konzepte zur Touch- und Stift-Interaktion mit der Linse entwickelt wer-
den. Abschließend sollen ausgewählte Konzepte in einer prototypischem Umsetzung für eine
interaktive Display Wall implementiert, analysiert und diskutiert werden.
1.3 Struktur dieser Arbeit
Im weiteren Verlauf dieser Arbeit werden zunächst grundlegende, mit der Thematik ver-
wandte Arbeiten, analysiert und vorgestellt. Es wird explizit auf Mind-Maps, Interaktion
und Kollaboration an interaktiven Display Walls, Linsen als persönliche Werkzeuge zur
Arbeit mit Daten und bimanuelle Stift- und Touch-Interaktion eingegangen. Danach werden
geeignete Konzepte für die “Kollaborative Erstellung von Mind-Maps mit persönlichen Linsen
an interaktiven Displays Walls“ vorgestellt. Ausgewählte Konzepte werden daraufhin in einer
prototypischen Implementierung umgesetzt und die Ergebnisse präsentiert. Am Ende erfolgt
eine Auswertung der erarbeiteten Konzepte, sowie der prototypischen Implementierung und
es wird ein Ausblick auf zukünftige Forschungsansätze gegeben.
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2Related Work
Um die Thematik der kollaborativen Erstellung von Mind-Maps an interaktiven Display Walls
mit persönlichen Linsen aufzuschlüsseln, ist es notwendig auf die drei Domänen: Mind-
Mapping, interaktive Display Walls und Magic Lenses einzugehen. Dabei wird erläutert, was




Eine Mind-Map (siehe Abbildung 2.1) ist eine hierarchische graphische Repräsentation
von Ideen und Gedanken, verbunden über ein zentrales Schlüsselwort, eine Idee oder
Fragestellung. Zusammengehörige Elemente werden mittels Linien verbunden und somit
visuell nachvollziehbar in Relation gesetzt. Folglich sind Mind-Maps eine Unterart von
Graphen (konkret: visueller Graph), da die Elemente Knoten und die Relationen Kanten
eines Graphen widerspiegeln. Das eigentliche Konzept der Mind-Maps wurde in den 1970ern
von Tony Buzan eingeführt und ist inzwischen ein gängiges Werkzeug um kreative Prozesse
zu fördern [Buz76]. Es wird zur Wissensgenerierung, Aufschreiben von Notizen, Erstellen
von Dokumenten, Planen von Projekten oder Entwickeln von Konzepten angewandt.
Nach Faste et al. kann der Kreativitätsprozess des Mind-Mappings auf eine 2-stufige iterative
Methodik abstrahiert werden, bei der zunächst so viele Ideen wie möglich zu einem Thema
erdacht werden und danach dieser Prozess auf einer Untermenge der generierten Ideen
wiederholt wird [FL12]. Perteneder et al. fügten dieser Verfahrensweise noch einen dritten
Abb. 2.1: Ein Ausschnitt aus einer sehr umfangreichen, von Faste gezeichneten, Mind-Map
über das Thema Mustererkennung [FL12].
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Schritt hinzu - dem der Ideenüberarbeitung [Per+12]. Allerdings wird stets neues Wissen auf
Existierendem aufgebaut. Zusätzlich reflektieren Mind-Maps den Denkprozess ihres Authors
und helfen anderen Menschen Probleme in Konzepten zu erkennen. Faste et al. hielten in
der selben Veröffentlichung fest, dass “die resultierenden Mind-Maps auf dem ersten Blick
organisch bzw. chaotisch erscheinen, da diese Kreativitätstechnik einem gewissen Strom
an Gedanken entspringt“. Chik et al. argumentieren allerdings, dass sich stets eine Hierar-
chische Struktur von Ideen dahinter verbirgt, welche vom Gehirn einfach zu verarbeiten
ist [Chi+07]. Daher benötigen Menschen zum Lesen von Mind-Maps weniger Zeit, als für
eine vergleichbare Menge an Notizen. Das aktive Herleiten einer visuellen Repräsentation
der Gedanken erweist sich als äußerst effizient, da die kompakte Repräsentationsform die
Wahrnehmungsfähigkeit des Menschen unterstützt, wie Willis et al. beschrieben [WM06].
Walny et al. halten darüber hinaus fest, dass das Aufzeichnen von Gedanken beim Entwickeln
neuer Ideen hilft, da der “innere Speicher entlastet wird“ [Wal14].
Digitales Mind-Mapping
Abb. 2.2: Ein und die selbe Mind-Map erstellt in verschiedenen Mind-Mapping Tools. A:
Mindjets MindManager Version 15 [Min]; B: Jörg Müller’s FreeMind Version 1
[Jö]; C: OpenGenius Ltd’s iMindMap Version 8 [Ope]; D: Sauf Pompier Ltd’s
MindMup [Sau]
Im letzten Jahrzehnt ist eine Vielzahl an digitalen Ideenverwaltungssystemen auf dem freien
und kommerziellen Markt erschienen. Diese erlauben unter Anderem das digitale Erstel-
len von Mind-Maps. Beispiele für solche Anwendungen sind "MindManager"[Min], "Free-
Mind"[Jö], “iMindMap“ [Ope] oder “MindMup“ [Sau] (siehe Abbildung 2.2). “Mind-Manager“
ist eine kommerzielle SharePoint-Anwendung, welche eine aktuell typische Mind-Mapping-
Software repräsentiert. Das Design ist modern, das Erstellen der Mind-Map funktioniert
über Shortcuts oder Maus-Interaktion, das Layouting erfolgt automatisch und es können
Multimedia-Inhalte eingebunden werden. “FreeMind“ hingegen ist ein freies Tool, welches
im Großen und Ganzen selbige Funktionalitäten bietet, wie die zuvor genannte Software.
Lediglich das Design wirkt etwas schlichter. Einen sehr fortschrittlichen Ansatz stellt, dass
mit Hilfe des “Mind-Map-Schöpfers“ [Buz76] Tony Buzan entwickelte, “iMindMap“ dar. Die
Anwendung erlaubt das Erstellen von 3 Mind-Map-Arten: Brainstorming-, Professional- und
Buzan-Mind-Maps. Dieses Werkzeug besitzt neben den Grundfunktionalitäten auch erweiter-
te Funktionen, wie zum Beispiel das automatische Einfärben von Elementen. Es ist zusätzlich
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in der Lage Mind-Maps direkt in 2D- oder 3D-Präsentationen zu verwandeln, welches einen
großen Mehrwert bietet, wenn man Mind-Maps mit anderen Menschen teilen möchte. Die
vierte Beispielanwendung “MindMup“ ist ein freies browserbasiertes Tool, welches das Erstel-
len und Teilen von Mind-Maps Online, mit allen bekannten Grundfunktionalitäten erlaubt.
Es bietet zusätzlich Cloud-Optionen, sodass der Zugriff auf die Erstellten Mind-Maps stets
und überall möglich ist.
Analysen der allgemeinen Methodik verschiedenster Mind-Mapping-Software, durchgeführt
von Experten, weisen dabei auf Vor- und Nachteile gegenüber handgezeichneten Mind-Maps
hin. Lin et al. halten fest, dass es 3 Hauptgebiete gibt, die analoges Mind-Mapping von
digitalem unterscheidet: Erscheinungsbild und Funktionalität, Geschwindigkeit und Effizienz,
sowie Möglichkeit zur Kollaboration [LF11]. Digitale Mind-Maps sind in ihrem Erscheinungs-
bild nicht nur wesentlich ordentlicher und konsistenter, als von Hand gezeichnete, sondern
bieten darüber hinaus Funktionalitäten, die analoge nicht bereitstellen können. Es ist mög-
lich Multimediale Inhalte an Knoten anzuhängen, die finale Mind-Map in die vielfältigsten
Dateiformate zu konvertieren oder Kindknoten einzuklappen um die Übersicht zu bewahren.
Der Erstellungsprozess erfolgt ähnlich schnell wie beim analogen Mind-Mapping, allerdings
ist nachträgliches editieren im Gegensatz dazu einfach möglich. Automatisiertes Layouting
oder Rechtschreibprüfung unterstützen den Nutzer darüber hinaus, um ein bestmögliches
Endergebnis zu erhalten und Shortcuts fördern den Workflow erfahrener Nutzer.
Nichtsdestotrotz sind auch Defizite in den meisten Mind-Mapping Tools anzutreffen. Häufig
erlauben die Widget-basierten Benutzerschnittstellen keine effiziente Ansteuerung der an-
gebotenen Funktionalitäten. Die Interaktionspfade sind oftmals zu lang, kompliziert und
restriktiv gestaltet und benötigen einen intensiven Lernprozess, bis mit den bereitgestellten
Werkzeugen effizient umgegangen werden kann. Als Resultat wird ein großer Teil der men-
talen Energie in die Bedienung der Software investiert, während diese bevorzugt für die
Ausführung der Kreativitätstechnik benötigt würde.
Um diesen Nachteil auszugleichen sind daher Designverbesserungen gesucht, die den Work-
flow beim digitalen Mind-Mapping verbessern. Oftmals wird das Potenzial von Touch- und
Sketching-Interaktion hervorgehoben. Eine vielversprechende alternative, zu den meist
mittels Maus und Tastatur gesteuerten Widget-basierten UIs, stellt laut Lin et al. Touch-
basierte Interaktion dar [LF11]. Diese ermöglicht eine schnellere, effektivere und intuitivere
Steuerung und lässt den Anwender Gedanken ohne Umwege in das Mind-Map-System über-
tragen. Dabei sollte der Nutzer Experimentierraum haben, allerdings vom System unterstützt
werden, um diesen Prozess nicht zu sehr auszudehnen. Walny beschäftigte sich beispiels-
weise damit Sketching, als eine Alternative zu Widget-basierten Steuerungsschnittstellen in
Kreativitätsprozessen, zu untersuchen [Wal13]. Sie sieht die Überlegenheit von Sketching
gegenüber digitalen Werkzeugen darin, dass Denkprozesse (z.B. Mind Mapping) mittels
Sketching ohne Restriktionen direkt zum Ausdruck gebracht werden können. Dabei hebt sie
hervor, dass häufig Erfahrungen der realen Welt in die digitale Interaktion übertragen wer-
den. Daher ergibt die Verwendung eines Stiftes zum Ausführen manipulativer Interaktionen
Sinn. Ein konkretes Beispiel für solch eine alternative Umsetzung, stellt das 2007 von Chik
et al. entwickelte System dar. Um dem ständigen Wechsel zwischen Brainstorming-Prozess
und Tool-Management aus dem Wege zu gehen, kreierten die Forscher eine Stift-basierte
Mind-Mapping-Applikation, die “intelligent ink recognition“ verwendet [Chi+07]. Dies hat
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zum Vorteil, dass der Nutzer direkt und ohne Umwege interagieren kann und der Fokus auf
dem Ausführen der Kreativitätstechnik verweilt. Ink-Erkennung wurde dabei verwendet um
die einzelnen Elementtypen (Text, Knoten, Kanten) in einer mit Stift gezeichneten Mind-
Map zu erkennen und damit unterstützende Funktionen, wie automatisches Layouting oder
Gruppierung, ansteuern zu können. Perteneder et al. stellten ebenfalls fest, dass bewährte
Kreativitätstechniken bisher noch nicht gut in digitale Workflows integriert sind. Daher
entwickelten sie “Idea Playground“ um herauszufinden, wie digitale Umgebungen zum
Unterstützen von Kreativitätsprozessen effizienter umzusetzen sind [Per+12]. Es wurde viel
Wert darauf gelegt, dass die Werkzeuge der digitalen Kreativitätssoftware flexibel sind und
es verschiedene Wege zum Ansteuern von Funktionen gibt. Dabei erfolgt die Interaktion mit
einem Stift an einem interaktiven Whiteboard. Durch die effiziente und vielfältige Art- und
Weise der Content-Generierung, z.B. direkt am Whiteboard, per Anoto-Papier oder mittels
eines Smartphones, war es möglich Ideen schnell und problemlos in die digitale Mind-Map
zu übertragen.
Kollaboratives Editieren
In Veröffentlichungen, die sich damit beschäftigen digitale Mind-Mapping-Tools zu analysie-
ren, wird oftmals der Ausblick auf Kollaboration, als großes Potenzial digitaler Mind-Maps
gegeben. Mittels simultaner Interaktion könnten mehrere Personen gleichzeitig ihre Ge-
danken und Ideen in einer Mind-Map vereinigen, um beispielsweise gemeinsam Konzepte
zu entwickeln. Lin et al. stellten fest, dass Kollaboration am Computer nicht nur gegen-
seitige Anregung neuer Ideen erzeugt, sondern auch in Endergebnissen höherer Qualität
und größerer Quantität resultiert [LF11]. Beim analogen Mind-Mapping ist Kollaboration
aufgrund des spärlichen Interaktionsraumes nur bedingt möglich. Da dieses Problem bei
digitalem Mind-Mapping nicht besteht, bietet sich laut den Forschern das kollaborative
Erstellen von Mind-Maps an einem interaktiven Display (konkret: Tabletop) an. Dabei wurde
die Relevanz einer Aktivitäts-Visualisierung der einzelnen Nutzer, in den verschiedenen
Teilen der Mind-Map, besonders betont.
Ein frühes Beispiel für eine konkrete Umsetzung eines solchen kollaborativen Systems, stellt
das von Guimbretière et al. 2001 entwickelte “PostBrainstorm“ dar (siehe Abbildung 2.3)
[Gui+01]. Dieses ermöglichte das gemeinsame Organisieren, von zur Laufzeit gesketchten
Elementen und fotografierten Dokumenten, an einem interaktiven Whiteboard. Eine aktuel-
Abb. 2.3: A: Zeigt Guimbretière et al.’s “PostBrainstorm“-System [Gui+01]. B: Eine Foto-
grafie von Perteneder et al.’s “Idea Playground“ [Per+12].
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lere Umsetzung ist eine von Schäfer entwickelte, kollaborationsfähige und browserbasierte
Mind-Mapping-Anwendung, welche als Ausgabemedium eine interaktive Display Wall ver-
wendete [Sch09]. Dabei hielt sie fest, dass “beim kollaborativen Schreiben innerhalb einer
Personengruppe, die Kommunikation und gemeinsame Nutzung von Datenressourcen im Mit-
telpunkt steht“. Des Weiteren wurde erkannt, dass hierarchische Dokumentenstrukturen (wie
z.B. Mind-Maps) sich gut zur gleichzeitigen unabhängigen Bearbeitung eignen, da das Doku-
ment in mehrere physikalische Segmente aufgeteilt ist. Das bereits zuvor erwähnte “Idea
Playground“-System von Perteneder et al. aus dem Jahre 2012, erlaubt das kollaborative
Organisieren von gesketchten und eingescannten Dokumenten an einem interaktiven Whi-
teboard (siehe Abbildung 2.3) [Per+12]. Ein besonderes Herausstellungsmerkmal war hier,
dass synchrone und asynchrone Interaktion mehrerer Nutzer, zur kollaborativen Erzeugung
und Überarbeitung von Inhalten, möglich war.
2.2 Interaktive Display Walls, Interaktion und
Kollaboration an interaktiven Displays
Interaktive Display Walls
Abb. 2.4: Die Abbildung von Andrews et al. zeigt eine aus 50 einzelnen Displays bestehende
interaktive Display Wall [And+11].
Interaktive Display Walls, auch “Powerwalls“ oder “Large High-Resolution Displays“ genannt,
sind leistungsstarke Computersysteme, verknüpft mit einem oder mehreren in Reihe ge-
schalteten, oftmals touchfähigen Displays, welche in ihrer Gesamtheit eine außerordentlich
große Displayfläche ergeben (siehe Abbildung 2.4). Diese nehmen nicht selten menschliche
Maßstäbe in ihrer Größe, sowie dem maximal vom Menschen visuell Wahrnehmbaren an,
wie Andrews et al. festhalten [And+11]. Daraus ergeben sich völlig neue Designmöglich-
keiten, Probleme und Herausforderungen, die beim Gestalten von Anwendungen für solch
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ein System bedacht werden müssen. Die Forscher sehen den Kernvorteil darin, dass die
dargestellte Visualisierung nicht mehr durch eine kleine Pixel-Zahl begrenzt ist.
Eine größere Displayfläche und höhere Auflösung wirken sich laut Ni et al. positiv auf das
Interaktionserlebnis des Nutzers aus und ermöglichen überlegene Interaktion gegenüber
herkömmlichen Computersystemen - insbesondere bei “Navigations-, Such- und Vergleich-
Aufgaben“ [Ni+06b]. Ball et al. führen dies auf die zunehmende physische Navigation
zurück, welche durch größere Displays unterstützt wird [Bal+07] und laut Andrews et al.
dabei hilft, das räumliche Vorstellungsvermögen zum besseren Verständnis der Visualisierung
miteinzubeziehen [And+11].
Die Anwendungsmöglichkeiten von Powerwalls wurden in einer anderen Veröffentlichung
von Ni et al. in die Kategorien: Command and Control, Vehicle Design, Geospatial Image-
ry and Video, Scientific Visualization, Collaboration and Tele-Immersion, Education and
Training, Immersive Applications und Public Information Displays klassifiziert [Ni+06a].
Display Walls besitzen in Bezug auf die allgemeine Interaktion drei Charakteristiken: "(1)
sie erlauben simultane Eingabe mehrerer Nutzer, (2) die Interaktion wird oftmals sehr
nah am Bildschirm ausgeführt, (3) Nutzer wechseln dynamisch zwischen individueller und
kollaborativer Arbeit", wie Jakobsen et al. festhalten [JH14]. Folglich kann übliche Maus-
und Tastatur-Steuerung nicht die Anforderungen einer ausreichend flexiblen Interaktions-
möglichkeit erfüllen, wie Ni et. al. erkannten [Ni+06a]. Den Grund sehen die Forscher zum
Einen darin, dass der kleine Cursor der Maus auf dem Bildschirm schlichtweg untergeht und
zum Anderen simultane Interaktion mehrerer Nutzer nicht effizient realisierbar ist. Daher
erfolgt die Interaktion in der Regel mittels Touch-Eingabe. Da interaktive Display Walls oft-
mals aus mehreren einzelnen Bildschirmen bestehen, ist dabei zu bedenken, dass aufgrund
der Ränder dieser, kontinuierliche Gesten über Display-Grenzen nur bedingt möglich sind.
Zusätzlich kann die Interaktion mit weit entfernten Objekten (z.B. auf der anderen Seite des
Displays) schwerfallen. Eine weitere Eingabemethode kann die Distanz des Nutzers vor der
Display Wall darstellen. Vogel et al. nutzten eine Erkennung der Körper-Orientierung und der
Distanz des Nutzers zum Bildschirm um automatisiert implizite und explizite Interaktionen
zu erkennen [VB04]. Dabei identifizierten die Forscher, dass eine Einteilung des Bereiches
vor der Display Wall in Interaktionsphasen sinnvoll erscheint. Demnach gilt: desto näher der
Nutzer an dem Display steht, desto höher ist dessen Interesse an Interaktion mit den dort
präsentierten Daten.
Bimanuelle Interaktion
Multitouchfähige Displays erlauben die simultane Interaktion mit beiden Händen (bimanu-
ell). Dennoch setzen die meisten aktuellen Multitouch-Anwendungen noch auf einhändige
Interaktionstechniken. Jedoch ermöglicht die Erweiterung durch die zweite Hand es zwei
Gesten miteinander zu verknüpfen und somit eine noch vielfältigere Bandbreite an Inter-
aktionen bereitzustellen. Dabei müssen nicht zwingend beide Hände agieren, sondern es
können auch Objekte wie: Tangibles, Handschuhe oder Stifte verwendet werden. Allerdings
gilt bimanuelle Stift- und Touch-Interaktion, nach einer Studie von Brandl et al. (siehe
Abbildung 2.5), als effektivste bimanuelle Interaktionsform [Bra+08]. Dies resultiert aus
dem bevorzugtem Nutzererlebnis und überlegener Geschwindigkeit und Genauigkeit bei
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der Interaktion, gegenüber anderen bimanuellen Kombinationen. Die Verwendung eines
Stiftes wird aus der Natürlichkeit und Allgegenwärtigkeit des Objektes begründet, welches
zusätzlich Interaktionen ermöglicht, bei denen die Finger das Gesehene nicht verdecken. In
einer Analyse erkannten die Forscher, dass eine Unterteilung der Hände in eine dominante
und nicht-dominante Rolle sinnvoll erscheint. Die dominante Hand führt demnach, mittels
Stift-Interaktion, präzise manipulative Operationen durch, während die nicht-dominante
Hand den Arbeitsrahmen festlegt. Die Interaktionen selber können: sequentiell, überlappend
oder simultan erfolgen. Um das Interaktionserlebnis so effektiv wie möglich zu gestalten, ist
es hilfreich die Interaktionen beider Hände sauber ineinander übergehen zu lassen und nicht
strikt zu trennen. Zusätzlich sollte visuelles Feedback dem Anwender die nächstmöglichen
Schritte aufzeigen.
Im Zusammenhang mit Stift- und Touch-Interaktion fällt häufig das Stichwort des “natür-
lichen Interaktionserlebnises“. Um dieses zu ermöglichen, müssen laut Walny et al. die
einzelnen Interaktionen auf bekannten (im Besten Fall alltäglichen) physikalischen Handlun-
gen, wie dem Schreiben mit einem Stift an einem Whiteboard, aufbauen (siehe Abbildung 2.5)
[Wal+12]. Als Resultat entsteht keine Ablenkung durch umständliche Interface-Navigation
und der Fokus der Person kann auf der Aufgabe verweilen. Die Forscher untersuchten in einer
Studie, welche Gesten Testkandidaten intuitiv zur Manipulation von Balken-Diagrammen
verwenden. Dabei wurde festgestellt, dass die Nutzer, obgleich der gegebenen Freiheiten,
oftmals nach Standard-Wegen zur Interaktion suchen. Dabei lernten die Teilnehmer schnell
welche Gesten von dem System erkannt wurden und welche nicht. Grundlegende Opera-
tionen wie das Verschieben, Rotieren oder Skalieren von Objekten erfolgte überwiegend
mit den Händen bzw. Mehrhandgesten und wurde auf alltägliche physikalische Interak-
tionen fundamentiert. Da es keine ausnahmslose Konsistenz in den von den Anwendern
intuitiv gewählten Gesten gab, sollten Anwendungen ebenso flexible Gesten zur Interaktion
unterstützen. Zusätzlich sollte visuelles Feedback die nächstmöglichen Schritte aufzeigen.
Um für bestimmte Anwendungsfälle optimale Interaktion ermöglichen zu können, stellen
Forscher oftmals Gesten-Sets bereit. Diese bestehen aus einer Reihe von konsistenten, sich
ergänzenden Gesten, die oftmals anhand eines übergeordneten Aspekts entwickelt wurden.
Frisch et al. erforschten beispielsweise auf Grundlage einer Studie, welche Multi-Touch-
und Stift-Gesten Testkandidaten intuitiv zur Diagramm-Editierung an interaktiven Displays
verwenden und präsentierten ein aus der Untersuchung resultierendes Gesten-Set (siehe
Abbildung 2.6) [Fri+10]. Ein Jahr später stellten Frisch et al. das NEAT-Konzept (Natural
and Effective Layout Techniques) vor [Fri+11]. Dieses bietet eine Menge von flexiblen
Werkzeugen und Gesten für Layouting-Aufgaben an interaktiven Displays. Bei der Gestaltung
Abb. 2.5: A: Brandl et al.’s Beispielanwendung mit bimanueller Interaktion [Bra+08].
B: Abbildung aus Walny et al.’s Untersuchung [Wal+12]. C: Zeichnen einer
Führungslinie aus Frisch et al.’s NEAT-Konzept [Fri+11].
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Abb. 2.6: Ein Auszug aus dem von Frisch et al. vorgestellten Gesten-Set zum bimanuellen
Diagramm-Editieren [Fri+10].
der Gesten wurde viel Wert auf Konsistenz und Intuitivität gelegt, während die Werkzeuge
minimale visuelle Repräsentationen benötigen. Die Interaktion selber erfolgt mittels Touch
und Stift. Auch hier wurde das Konzept der dominanten und nicht-dominanten Rolle der
Hände aufgegriffen. Ein Herausstellungsmerkmal der vorgestellten Gesten ist, dass diese
die Kombination separater Aktionen ermöglichen (z.B. Platzieren, Skalieren und Rotieren in
einem Schritt). Sogenannte “Führungslinien“ können darüber hinaus erstellt und kombiniert
werden, um eine Vielzahl von Objekten mit diesen zu verknüpfen und Transformationen
auszuführen (siehe Abbildung 2.5).
Kollaboration an interaktiven Displays
Interaktive Displays ermöglichen, aufgrund ihrer schieren Größe und Multitouch-Fähigkeit,
simultane Interaktion mehrerer Nutzer. Kollaboration bedeutet in diesem Anwendungskon-
text, dass sich die Anwender einen Bildschirm und die darauf befindlichen Objekte teilen.
Abb. 2.7: A: Zeigt das von Streitz et al. entwickelte “i-Land“ System [Str+99]. B: Fotografie
von Jakobsen et al. von Nutzern bei der kollaborativen Interaktion an einer Display
Wall [JH14].
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Bereits 1999 erkannten Streitz et al. mithilfe ihres eigens entwickelten “i-Land“-Systems,
welches Workspace-Organisation an einer frühen Form eines interaktiven Whiteboards (siehe
Abbildung 2.7) erlaubte, dass die Nutzer sowohl individuell, als auch gemeinsam intera-
gieren möchten [Str+99]. Dies resultiert in verschiedenen Herausforderungen, die bei der
Umsetzung von Mehrnutzer-Anwendungen an einer Display Wall bedacht werden müssen.
Scott et al. führten Studien zur kollaborativen Interaktion an Tabletops durch [Sco+04]
und erkannten dabei, dass die Nutzer intuitiv in persönlichen, gemeinsamen und neutralen
Territorien interagierten. Auf horizontale Displays bezogen, interagieren Nutzer hier meist in
persönlichen Territorien, wenn diese sehr nah am Display stehen und in gemeinsamen, wenn
die Anwender weiter entfernt positioniert sind. Zudem existieren verschiedene Stile der Kol-
laboration, bei denen nahtlos und ohne Absprache zwischen gemeinsamer und individueller
Arbeit gewechselt wird, wie Jakobsen et al. in einer Studie (siehe Abbildung 2.7) erkannten
[JH14]. Daher sollten Anwendungen solche dynamischen Übergange unterstützen. In Veröf-
fentlichungen älterer kollaborativer Display Wall-Systeme, wie zum Beispiel Guimbretière et
al.’s “PostBrainstorm“ zum Organisieren von Elementen an einem interaktiven Whiteboard
[Gui+01] oder Russel et al.’s “BlueBoard“ zum gemeinsamen Explorieren von Webinhalten
an touchfähigen Plasmabildschirmen [Rus+02], wurde davon berichtet, dass ein Nutzer
stets die Führungsrolle übernehmen musste, um die kollaborative Arbeit anzuleiten. Dies
resultierte allerdings aus der technischen Limitierung, dass zu dieser Zeit noch keine si-
multane Touch-Eingabe möglich war. Seit dem diese Hürde durch eine neue Generation
touchfähiger Displays überwunden wurde, wird nun im Kontrast zu vorher erwähnten Syste-
men von Jakobsen et al. berichtet, dass die Anwender simultan interagieren [JH14]. Dabei
wurde festgestellt, dass die Nutzer näher beieinander stehen, wenn diese auch miteinander
interagieren. Darüber hinaus verlief die Interaktion der Anwender üblicherweise nicht starr
in einem Bereich der Display Wall, sondern war mit aktiven Bewegungen verknüpft.
2.3 Magic Lenses
Fokus + Kontext als ergänzende Visualisierung
Fokus + Kontext ist ein Prinzip aus der Informationsvisualisierung. Die Grundidee ist es
den Kontext der repräsentierten Daten grob aufzulösen, während ein Teil der Informationen
(Fokus) detailliert aufgelöst wird. Auf Nutzerinteraktion übertragen, sind somit die für den
Abb. 2.8: A: Veranschaulichung des “Fokus+Kontext“-Konzeptes erstellt von Baudisch et al.
[Bau+01]. B: Fotografie, welche die Konstruktion der Forscher zeigt. C: “Fischei-
Sigma-Lens“ von Pietriga und Appert [PA08].
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Anwender interessanten Informationen umfassend dargestellt und nahtlos in die niedriger
aufgelösten Daten eingebettet. Der Kontext wird in der Regel durch Verzerrung, Entfernen
oder Verkleinerung der dort befindlichen Daten niedriger aufgelöst, wie Cockburn et al.
beschreiben [Coc+09]. Erstmals erwähnt wurde dieses Konzept 1982 von Apperley et al.
[App+82]. Um trotz der stark begrenzten Darstellungsfläche damaliger Bildschirme mit
größeren Datenmengen interagieren zu können, teilten sie den Darstellungsbereich in 3 Teile
ein. Zentral wurde eine Teilmenge der Daten hoch aufgelöst dargestellt, während links und
rechts davon die Restlichen "horizontal komprimiert wurden", damit diese auf den Bildschirm
passen. Dadurch war es dem Nutzer möglich zu erahnen, welche Informationen in diesen
Regionen auffindbar sind, sollte er den Fokus in diese Richtung verschieben. In den folgenden
Jahrzehnten wurde das Fokus + Kontext Konzept immer wieder aufgegriffen. 1995 wurde
es beispielsweise von Lamping et al. verwendet, um die Visualisierung und Manipulation
großer Hierarchien Hyperbolischer Geometrie zu ermöglichen [Lam+95]. Die Grundidee
war es Teile einer Hierarchie größer darzustellen, während die Umgebenden stets noch mit
dem vergrößerten Teil in Relation standen. Auch auf technische Systeme wurde das Fokus
+ Kontext-Konzept übertragen. Baudisch et al. setzten diese Informationsvisualisierung in
Form eines hochauflösenden LCD Bildschirms, eingebettet in eine Leinwandfläche, die mit
Projektoren bestrahlt wurde, um (siehe Abbildung 2.8) [Bau+01]. Dabei war der von den Pro-
jektoren erzeugte Teil der Darstellung grob aufgelöst, während der LCD Bildschirm, aufgrund
seiner höheren Auflösung, einen präziseren Einblick in die visualisierten Daten gewährte. In
Anwendungskontexten wie: Karten-Exploration, 3D-Videospielen, Videokonferenzen oder
Organisationsaufgaben wurde diese Konstruktion getestet. Studien mit Probanden bewiesen
die Effektivität eines solchen Systems. Auch die im nachfolgenden Kapitel behandelten
“Magic Lenses“ (deutsch: Magische Linsen) bedienen sich überwiegend Fokus + Kontext
- Techniken, um eine alternative Repräsentation eines Teiles der Daten bieten zu können.
Pietriga und Appert kombinierten Magic Lenses mit Fokus + Kontext-Visualisierungen nicht
nur in Form von Vergrößerungs-, Fischei- oder Überblend-Linsen, sondern zeigten auch
temporale Zusammenhänge des Fokus-Bereiches mit dem Kontext auf (siehe Abbildung 2.8)
[PA08].
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Definition von Magic Lenses
Abb. 2.9: Beispiele von vielfältigen Linsenvisualisierung zur alternativen Darstellung glo-
baler Daten. A: Bier et al.’s rechteckige 3D-Wireframe-Linse und eine runde
Vergrößerungslinse [Bie+93]. B: Tominski et al.’s “Local EdgeLinse“ [Tom+06].
C: Käser et al.’s “FingerGlass“ [K+¨11]. D: Kister et al.’s “Touch Enabled Lenses“
[Kis+14].
„Interaktive-Linsen“ (auch: „Magic Lenses“) sind ein Visualisierungskonzept, bei dem die
Linse, welche in eine (i.d.R. statischen) Form eingebettet ist, als ein universeller visueller
Filter fungiert, welcher eine alternative Darstellung der global repräsentierten Daten bietet.
Dies kann dem Nutzer insbesondere dabei helfen innerhalb von mächtigen Datensätzen
präzise Informationen herauszufiltern. Der Begriff der “Magic Lenses“ fiel das erstmals in
einer Veröffentlichung von Bier et al. im Jahre 1993 [Bie+93]. Dabei wurden durchsichtige
Widgets (“Toolglass“) mit visuellen Filtern (“Magic Lenses’") verknüpft, die laut den Forschern
“die Repräsentation der darauf angewandten Objekte verändert, um versteckte Informationen
darzustellen, interessante hervorzuheben oder unwichtige zu verstecken“ (siehe Abbildung
2.9). Der eigentliche Filter ist dabei durch eine sogenannte “Linsenfunktion“ realisiert, welche
im Idealfall mit anderen Linsenfunktionen kombinierbar ist. Schon 1993 wurde das Potenzial
einer solchen Form der Visualisierung erkannt. Die Vorteile eines “see-through interface“
sind laut Bier et al., dass weniger Arbeitsschritte, bei weniger fehlerhafter Interaktion und
kleineren Interaktionspfaden benötigt werden. Zusätzlich bedarf es keiner permanenten
Displayfläche, da Linsen beweglich sind und universell an verschiedenste Displaygrößen
angepasst werden können. Die Aufmerksamkeit des Nutzers kann des Weiteren auf dem
derzeitigen Fokus verweilen, da die Linsenvisualisierung sich in diesem befindet und keine
globalen Widgets angesteuert werden müssen. Darüber hinaus ist es dem Anwender möglich,
mit den alternativ dargestellten Daten in der Linse individuell zu interagieren, ohne dass
Änderungen am globalen Kontext vorgenommen werden. Tominski et al. war es möglich
über 40 verschiedene Linsen-Arten, welche in den letzten 2 Jahren entwickelt wurden,
nach dem zu visualisierenden Datentyp und der vom Nutzer zu bewältigenden Aufgabe, zu
klassifizieren tominski2014. Dabei stellten die Forscher fest, dass sich eine Linse insbesondere
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durch die Eigenschaften: Form, Position, Größe und Orientierung definiert. Zusätzlich wird
berichtet, dass das Konzept der interaktiven Linsen sowohl auf gewöhnlichen Desktop-
Anwendungen, als auch auf alternativen Systemen, wie Tabletops, Tablets oder interaktiven
Display Walls, umsetzbar ist. Dies hat zur Folge, dass die Interaktion mit Linsen ähnlich
vielfältig mittels: Maus und Tastatur, (Multi-)Touch, Tangibles oder Body-Tracking erfolgen
kann und dabei auch kollaborative Szenarien aufgrund der Kompaktheit und Lokalität der
Linse unterstützt werden.
Ein klassisches Beispiel für die Anwendung von Magic Lenses bietet die 2006 von Tominski
et al. entwickelte “Local Edge Lens“ (siehe Abbildung 2.9) [Tom+06]. Diese kann bei der
Analyse von komplexen Graphen zur Hilfe gezogen werden, um ein besseres Verständnis
über die Relationen der Knoten und Kanten zu erhalten. Bei Anwendung der Linse auf
Knoten werden lediglich diejenigen Kanten dargestellt, die auch direkt mit den Knoten in
Verbindung stehen. Alle anderen, die nicht in Relation zu den Knoten innerhalb der Linse
stehen, werden dementsprechend herausgefiltert und nicht gezeichnet. Eine innovative
Möglichkeit der präzisen Interaktion, mit den in der Linse visualisierten Daten, bietet das
von Käser et al. entwickelte “FingerGlass“-Konzept (siehe Abbildung 2.9) [K+¨11]. Dabei
wird eine Linsenvisualisierung mit einer bimanuellen Interaktionstechnik kombiniert, um
die exakte Ansteuerung von Elementen zu ermöglichen. Die Anwendung erfolgt dabei auf
großen Multi-Touch-fähigen Displayflächen. Dies kann beispielsweise dazu dienen, um aus
einem komplexen Datensatz präzise Elemente zu selektieren oder zu verschieben. Studien
zeigten, dass diese Interaktionsform Anderen, zur Bewältigung der selben Aufgabenstellung,
überlegen ist. Häufig ist es auch notwendig Parameter der Linsenfunktion oder diese selber
während der Laufzeit anzupassen. Kister et al. stellten für diese Anforderung Magic Lenses
vor, bei denen die zuvor genannten Eigenschaften mittels flüssiger Multi-Touch-Interaktion
dynamisch manipuliert werden können (siehe Abbildung 2.9) [Kis+14]. An dem Linsenrand
befestigte Widgets boten dem Anwender die Möglichkeit beliebige Parameter differenziert
einzustellen. Darüber hinaus war es für fortgeschrittene Nutzer möglich die eigentliche Lin-
senfunktion mittels Multi-Touch-Gesten zu verändern. Solch eine Form der Linseninteraktion
bietet großes Potenzial für die Anwendung in kollaborativen Szenarien, in denen mehrere
Nutzer simultan an einem Bildschirm individuell, sowie gemeinsam interagieren, da auf die
Ansteuerung globaler Widgets verzichtet werden kann.
Personalisierte Interaktion und persönliche Linsen
Abb. 2.10: A: Forlines et al.’s “DTLens“ [FS05]. B: Grafik von Schmidt’s “Hand Down“-
Nutzererkennungssystem [Sch+10a]. C: Schmidt et al.’s [Sch+10b] “IdLens“.
Kollaborative Interaktion bedarf Funktionalitäten zur gemeinsamen, sowie zur individuel-
len Interaktion. In kollaborativen Szenarien mit Linsen-Visualisierungen gibt es daher die
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Thematik der persönlichen Linsen. Eine persönliche Linse ist stets an einen spezifischen
Nutzer gebunden, welcher mit dieser individuell interagieren kann (z.B. Positionieren, Kon-
trollieren und Personalisieren). Jeder Anwender hat somit seine eigene Visualisierungs- und
Interaktions-Schnittstelle. Das Konzept Interaktionsmöglichkeiten nutzerspezifisch anzu-
passen wurde 2005 von Ryall et al. [Rya+05] aufgegriffen. Sie konzipierten sogenannte
“iDwidgets“, das sind Widgets, die in spezifischem Zusammenhang mit einem Nutzer stehen.
Dadurch sind die Widgets je nach Rolle oder Präferenzen des zugehörigen Nutzers auf diesen
parametrisiert. Dies ist laut den Forschern grundlegend, um bei kollaborativen Szenarien
bessere individuelle und gemeinsame Interaktion ermöglichen zu können. Nach Ryall et
al. "können Idwidgets durch Erweiterung traditioneller Widgets in den Aspekten: Funktion,
Inhalt, Erscheinungsbild und kollaborativer Funktionalität kreiert werden". Ebenfalls 2005
wurde das Konzept der persönlichen Interaktion im Bereich der Magischen Linsen von
Forlines et al. mit ihrer “DTLens“ (siehe Abbildung 2.10) umgesetzt [FS05]. Diese erlaubt
eine räumliche Mehr-Nutzer Daten-Exploration auf einem Tabletop. Die Verwendung einer
persönlichen Linse wurde dadurch begründet, dass sich Nutzer bei kollaborativer Interaktion
mit großen Datenmengen verirren, insbesondere wenn der globale Kontext ständig manipu-
liert wird (z.B. durch Panning und Zooming). Daher wurde auf Basis von Designkriterien
eine Multi-User fähige, mittels beidhändiger Interaktion steuerbare, zoom-in-context Linse
entwickelt. Der Anwendungsfall ist das Betrachten und Annotieren hochauflösender Bilder
auf einem Tabletop. Mittels einer 2-Finger-Pinch-Geste war es jedem Nutzer möglich eine
eigene Linse aufziehen und innerhalb dieser Zooming- und Panning-Interaktion in Form
von Multi-Touch-Gesten durchzuführen. Alle Nutzer wurden durch automatische Zuwei-
sung einer individuellen Farbe identifiziert. Jegliche Manipulation wurde mit dieser Farbe
gekennzeichnet und konnte nur von ihrem Autor bearbeitet werden. Kleine, um die Linse
positionierte, Widgets erlaubten darüber hinaus den Zugriff auf zusätzliche Funktionen
wie: Minimieren, Schließen, Translation oder Skalierung der Linse, sowie dem Aktivie-
ren eines Annotationsmodus, in welchem der Nutzer mittels Freihand-Sketching Teile des
Bildes hervorheben konnte. Dabei unterstützte die Linse den Anwender indem sie dem
Interaktionspfad des Fingers beim Annotieren folgte. Der Nutzer wurde in diesem System
lediglich über die Interaktion mit einer Linse identifiziert, was zur Folge hatte, dass es jedem
Nutzer möglich war mit der Linse eines Anderen zu interagieren, allerdings stets mit den
Parametern des Erstellers. Um die Linse dynamisch und stets nutzerspezifisch parametri-
sieren zu können, wurden daher Lösungen gesucht, die dabei helfen Nutzer zuverlässig
und automatisch zu identifizieren. Eine Antwort auf dieses Problem stellt das von Schmidt
entwickelte “Hands Down“-System dar, welche die Identifikation eines Nutzers, anhand
der biometrischen Analyse der Handkontur, erkannt von einer Multi-Touch-fähigen Fläche,
ermöglicht (siehe Abbildung 2.10) [Sch+10a]. Dies bot die Grundlage zur Entwicklung
automatisiert personalisierter Interaktions-Schnittstellen. Schmidt et al. verwendeten dieses
Erkennungs-System um eine persönliche Linse namens “IdLens“ zu entwickeln [Sch+10b].
Diese ist für Multi-Touch-Displays konzipiert und kann individuell von jedem Nutzer zu jeder
beliebigen Zeit, zum Durchführen persönlicher Interaktion, erstellt werden. Dabei ist dessen
Identität stets mit seiner individuellen IdLens verknüpft. Durch simples Auflegen der Hand
auf den Display erfolgte die Nutzererkennung und das Erschaffen der Linse, welche danach
frei bewegt werden konnte. Alle Touch-Interaktionen innerhalb der Linse wurden nun dem
tatsächlichen Nutzer zugeordnet, während Interaktionen außerhalb anonym verblieben.
Das Überschneiden mehrerer IdLenses kann laut den Forschern Interesse an kollaborativer
Interaktion ausdrücken, allerdings stand die kollaborative Nutzung der IdLens nicht im
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Fokus der Forschungen. Als mögliche Anwendungsfälle wurden: das Ausfüllen persönlicher
Felder im Browser (Login), sowie individuelle Annotation eines Dokumentes vorgestellt.
Dabei konnte der Nutzer auch selber entscheiden, welche seiner Annotationen öffentlich
einsehbar sind. Des Weiteren könnte solch eine benutzerspezifische Linse eine individuelle
Repräsentation (z.B. andere Sprache) und den Zugang zu persönlichen Daten (z.B. zum
Ausfüllen eines Formularfeldes) gewähren. Schmidt et al. stellen zusätzlich zur Aussicht,
dass der Nutzer auch eine persönliche Menge an Tools und Funktionen besitzen könnte, die
ihm individuell zur Verfügung stehen. Dabei ist zu beachten, dass solche Werkzeuge und
Funktionalitäten visuell gesondert kenntlich gemacht werden müssen.
2.4 Zusammenfassung
Mind-Maps sind eine etablierte und effiziente Kreativitätstechnik zum Generieren von Wissen,
Aufschreiben von Notizen, Erstellen von Dokumenten, Planen von Projekten oder Entwi-
ckeln von Konzepten. Gegenüber handgezeichneten Mind-Maps sind digitale Mind-Maps in
ihrem Erscheinungsbild konsistenter und ordentlicher, lassen sich schneller erstellen, einfach
nachträglich editieren und bieten Funktionen (wie automatisches Layouting, Rechtschreib-
prüfung, Einklappen in Kindknoten, Umwandlung in Präsentationen, ...), die eben nur digital
möglich sind. Das Erstellen digitaler Mind-Maps wird durch zahlreiche Ideenverwaltungs-
systeme unterstützt, welche im letzten Jahrzehnt auf dem freien und kommerziellen Markt
erschienen. Analysen von Forschern ergaben, dass diese Tools oftmals noch auf Maus- und
Tastatur-basierte Widget-Interaktion setzen, welche nicht selten einen langen Lernprozess
und ineffiziente Interaktionspfade zur Folge hat. Zur Ausmerzung dieser Nachteile empfiehlt
sich die Verwendung von Multi-Touch-basierten Steuerungsschnittstellen, welche natürliche
und intuitive Interaktion ermöglichen können. Die kollaborative Editierung von Mind-Maps
kann darüber hinaus zu einem Quantitativ und Qualitativ besseren Endergebnis beitragen.
Interaktive Display Walls sind leistungsstarke Computersysteme verknüpft mit einem oder
mehreren in Reihe geschalteten touchfähigen Displays, welche in ihrer Gesamtheit eine au-
ßerordentlich große Displayfläche ergeben. Dies ermöglicht Visualisierungen weit über dem
üblichen Standard und erlaubt die simultane Interaktion mehrerer Nutzer. Beispielsweise
mittels bimanueller Stift- und Touch-Interaktionen kann eine natürliche, effiziente, aber
auch mächtige Steuerungsmöglichkeit für Display Wall-Anwendungen geschaffen werden.
Aufgrund der besonderen Eigenschaften der Display Walls bieten sich auch kollaborative
Szenarien an, welche bereits in zahlreichen Beispielen umgesetzt wurden.
Fokus + Kontext ist ein Prinzip aus der Informationsvisualisierung, welches die detaillierte
Darstellung eines Teiles der Daten (Fokus) vor einem grob aufgelösten Kontext beschreibt.
Dies ermöglicht die präzise Arbeit mit komplexen, sonst unübersichtlichen Datensätzen.
Magische Linsen sind ein Visualisierungskonzept, welches oftmals Fokus + Kontext-Techniken
verwendet, um eine alternative Repräsentation der lokal abgedeckten Daten zu bieten. Dabei
können die Linsen dynamisch in ihrer Position, Form, Orientierung oder Funktionalität
angepasst werden, indem der Nutzer mit dieser und den visualisierten Daten interagiert.
Aufgrund der Kompaktheit und Mobilität der Linsen können diese auch für kollaborative
Szenarien verwendet werden, in denen jeder Nutzer mit einer eigenen personalisierten Linse
und Steuerungsschnittstelle interagieren kann.
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Digitale Mind-Maps, Interaktive Display Walls und Magische Linsen verbindet somit die
Fähigkeit zur kollaborativen Interaktion. Durch Kombination dieser drei Domänen ließe
sich eine völlig neue Art des digitalen Mind-Mappings, an einer interaktiven Display Wall
mit persönlichen Linsen, ermöglichen. Im folgenden Kapitel werden daher Konzepte zur




Erstellung von Mind-Maps mit
persönlichen Linsen an
interaktiven Display Walls
Wie bereits im vorherigen Kapitel erläutert, verbindet digitale Mind-Maps, Interaktive Display
Walls und Magische Linsen die Fähigkeit zur kollaborativen Interaktion. Um eine solide
Verbindung zwischen diesen Domänen herzustellen, ist es notwendig passende Konzepte zu
entwickeln, welche das kollaborative Erstellen von Mind-Maps mit Hilfe von persönlichen
Linsen an einer interaktiven Display Wall ermöglichen. Dabei wird vorausgesetzt, dass diese
eine vollständige Erkennung aller Multi-Touch-Interaktionen der Nutzer im kompletten
Display-Bereich bietet und darüber hinaus ein Body-Tracking-System jederzeit die Position
der Nutzer vor dem Display zur Verfügung stellt (siehe Abbildung 3.1). Die konkrete Inter-
aktion erfolgt mittels Stift- und Touch-Interaktion. Dabei befindet sich der Stift stets in der
dominanten Hand. Bei der Konzeption der dafür verwendeten Gesten wurde dem Stift die
manipulative Rolle zugewiesen. Das bedeutet, dass dieser alle Interaktionen durchführt, wel-
che die Struktur bzw. den Inhalt der Mind-Map verändern. Die Hand unterstützt dabei und
führt Aktionen wie das Verschieben, Halten oder Anwenden von Attributen durch. Die auf
den folgenden Seiten vorgestellten Konzepte orientieren sich dabei an den typischen Mind-
Mapping-Aufgaben: Erstellen und Löschen von Elementen und Kanten, Umstrukturierung
der Mind-Map, Ansteuerung von Mind-Map-Elementen, Ändern von Element-Eigenschaften
und Bewahren der Übersicht. Dabei wird auf die Gesten, Funktionalität der Linse und
Visualisierungen eingegangen. Insgesamt soll ein vollständiges Set für die grundlegende
Interaktion mit Mind-Maps bereitgestellt werden, von denen ausgewählte Konzepte prototy-
pisch umgesetzt werden. Die in den Konzepten verwendeten Symbole sind in Abbildung 3.2
definiert.
Abb. 3.1: Eine Veranschaulichung der technischen Rahmenbedingungen unter denen die
Konzepte entworfen werden.
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Abb. 3.2: Legende der in den folgenden Konzepten häufig verwendeten Symbole.
3.1 Die Magische Linse für kollaboratives
Mind-Mapping an interaktiven Display Walls
Das bereits im vorherigen Kapitel vorgestellte Visualisierungskonzept der Magischen Linsen
bietet sich auch für den Anwendungskontext der kollaborativen Mind-Map-Erstellung an
interaktiven Display Walls an. Die Hauptaufgabe der Linse hier, ist es den Nutzer beim Er-
stellungsprozess zu unterstützen, um diesen möglichst schnell und effizient vonstattengehen
zu lassen. Dabei fungiert die Linse als zentraler Arbeitsbereich, in dem neue Mind-Map-
Elemente erstellt und existierende bearbeitet werden können. Realisiert werden kann diese
Idee durch persönliche Linsen. Das bedeutet, dass jeder Nutzer im Besitz einer eigenen
Linse ist, welche ihm als individuelle Interaktions- und Visualisierungsschnittstelle dient.
Folglich kann auf die Ansteuerung globaler Widgets und Menü-Elemente verzichtet werden.
Dementsprechend benötigt der Nutzer kürzere Interaktionspfade, für die Erledigung einer
Aufgabe, bei weniger fehlerhafter Interaktion. Eine automatische Positionierung der Linse
vor dem Nutzer, beispielsweise realisiert durch Body-Tracking, erscheint zudem sinnvoll.
Ergo könnte die Linse dem Anwender bei Bewegungen vor der Display Wall folgen und
dessen Aufmerksamkeit auf dem Aufgabenbereich verweilen. Die Eignung für kollaborative
Szenarien erfüllen Linsen durch die Kompaktheit und Lokalität ihrer Visualisierung.
Ähnlich wie bei Schmidt et al.’s “IdLens“ ist personalisierte Interaktion durch die Linse mög-
lich [Sch+10b]. Dies kann beispielsweise dazu dienen, um Mind-Map-Elemente bei ihrer
Erstellung automatisch mit Attributen anzureichern, welche beispielsweise das Bearbeiten
und Verschieben von Mind-Map-Elementen nur von autorisierten Personen erlauben. Für die
Interaktion mit einer Mind-Map bedarf es einer speziell für diesen Anwendungsfall gestalte-
ten Magischen Linse. Diese definiert sich, wie bereits im Related-Work-Kapitel beschrieben,
durch die Eigenschaften: Form, Position, Größe und Orientierung, welche im Folgenden
beschrieben werden.
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Form: Die Entscheidung fällt auf eine rechteckige Form, da die Mind-Map-Elemente ebenfalls
rechteckig umrahmt sind. Somit passen sich diese gut in die Linse ein und darüber hinaus
lassen sich Widgets problemlos und gut erreichbar an den Linsenrand anordnen.
Position: Die Linse wird stets zentriert und auf Augenhöhe vor dem Nutzer visualisiert (siehe
Abbildung 3.3). Realisiert wird diese Funktionalität durch ein Body-Tracking-System, welche
die exakte Nutzer-Position vor der interaktiven Display Wall erfasst und an die Anwendung
weiterleitet. Dadurch folgt die Linse automatisch den Bewegungen des Nutzers, sodass dieser
stets eine individuelle Interaktions- und Visualisierungsschnittstelle mit sich führt.
Größe: Die Linse muss zum Einen groß genug sein, um Mind-Map-Elemente beinhalten zu
können und zum Anderen stets noch Zugriff auf die um die Linse positionierten Widgets
bieten. Daher darf die Linse in keinem Fall breiter als die menschliche Armspannweite sein.
Schätzungsweise wäre ein Viertel der menschlichen Armspannweite optimal, da so die um
die Linse positionierten Widgets bequem erreichbar sind.
Orientierung: Die Linse stellt den zentralen Arbeitsraum eines jeden Nutzers dar. Da das
Sichtfeld dessen gleichmäßig nach links und rechts verläuft, ist es sinnvoll die Linse stets
achsenparallel zur Display Wall zu orientieren. Dadurch passen sich die ebenfalls achsenpar-
allelen Mind-Map-Elemente gut in die Linse ein.
Die eigentliche Funktionalität der Linse äußert sich durch die nachfolgend spezifizierten
Visualisierungseigenschaften und mit der Linse verknüpften Widgets, welche seitlich um den
Linsenrand positioniert werden. Diese Widgets werden dabei durchgängig mit der nicht-
dominanten Hand angesteuert. Daher ist es sinnvoll die Widgets, mit denen am meisten
interagiert wird, auf die Seite der nicht-dominanten Hand zu positionieren. Dies kann
bimanuelle Interaktion unterstützen, bei der die nicht-dominante und dominante Hand
simultan interagieren. Für Rechtshänder sollten diese Widgets daher auf der linken Seite der
Linse positioniert werden.
Abb. 3.3: Die Magische Linse folgt dem Nutzer bei Bewegungen vor der interaktiven Display
Wall.
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3.2 Erstellen und Löschen von Elementen und Kanten
Erstellen von Elementen
Das Erstellen neuer Elemente ist die essentiellste Aufgabe beim Mind-Mapping. Daher sollte
der Erstellungsprozess dem Nutzer die Möglichkeit bieten, seine Gedanken schnell, direkt
und unkompliziert in die Mind-Map einfügen zu können. Dabei definiert sich ein Mind-
Map-Element insbesondere durch dessen Inhalt. Dieser kann sich in digitalen Mind-Maps
von statischen Text, über Freihand-Skizzen, bis hin zu Multimedia-Inhalten (Bilder, Videos,
Hyperlinks) erstrecken. Zuletzt genanntes kann helfen Mind-Maps noch aussagekräftiger
zu machen, ist allerdings in dem hier behandelten Szenario nur bedingt vom Nutzer dy-
namisch generierbar und wird daher in folgenden Konzepten nicht berücksichtigt. Text
kann in Multi-Touch-fähigen Anwendungen üblicherweise über eine virtuelle Tastatur oder
Stift-Sketching in Kombination mit einer Handschriftenerkennung generiert werden. Da
eine Multi-Touch-Tastatur keinen natürlichen und schnellen Weg der Content-Generierung
darstellt und keineswegs die Vorzüge einer interaktiven Display Wall ausgeschöpft, erscheint
die Alternative des Stift-Sketchings als die zu wählende Option. Mithilfe dieser können Text
und Freihand-Skizzen auf eine natürliche Art Und Weise dynamisch generiert werden.
Das “Idea Playground“-System von Perteneder et al. aus dem Jahre 2012 erlaubte, mit-
tels Stift-Sketching auf Anoto-Papier oder an einem Interaktiven Whiteboard, eine solche
Form der Inhalts-Generierung [Per+12]. Der dabei resultierende Sketch wurde von der
Anwendung direkt in ein bewegliches und in der Größe veränderbares digitales Objekt
umgewandelt, welches von einem Notizzettel-artigen Rand umrahmt wurde. Dieses Konzept
wurde hier aufgegriffen und mit der Magischen Linse kombiniert. Da diese die zentrale
Arbeitsfläche zum Erstellen von Mind-Map-Elementen darstellen soll, erfolgt der komplette
Erstellungsprozess innerhalb der Linse mit Unterstützung eines Erstellen-Widgets. Dieses
trägt der Nutzer, aufgrund der Verknüpfung mit der Linse und der automatischen Positio-
nierung dieser, stets bei sich und ist dadurch jederzeit in der Lage schnell und einfach neue
Mind-Map-Elemente zu erstellen. Die genaue Funktionsweise wird im Folgenden mit Bezug
auf Abbildung 3.4 erklärt.
Durch eine mittels Touch durchgeführte Drag-and-Drop-Geste, ausgehend von dem Erstellen-
Widget auf der linken Seite der Linse und endend auf einer beliebigen Stelle in der Linse,
kann ein neues Mind-Map-Element erzeugt werden (siehe Abbildung 3.4 - A und B). Dieses
befindet sich automatisch im Bearbeitungs-Modus und kann mittels Stift-Freihand-Sketching
mit Inhalt befüllt werden (siehe Abbildung 3.4 - C). Wenn gewünscht, kann der Nutzer
auch die Zeichenfarbe mithilfe einer Farbauswahl ändern (siehe Abbildung 3.3 - D). Wenn
der Zeichenprozess abgeschlossen ist, kann dies durch Tap auf das "HakenIcon signalisiert
werden (siehe Abbildung 3.4 - E). Erfolgt dieser Schritt, wird der Sketch automatisch mit
einem farbigen Hintergrund versehen, um zu visualisieren, dass es sich nun um ein Element
der Mind-Map handelt (siehe Abbildung 3.4 - F). Alternativ könnte der erste Schritt (das
Erstellen eines neuen Elementes durch eine Drag-and-Drop-Geste) auch mittels eines Taps auf
das Erstellen-Widget ersetzt werden. Dadurch könnte das neue Element automatisch zentriert
in der Linse des Nutzers positioniert werden. Die restlichen Schritte zur Generierung des
Inhaltes und zum Bestätigen des Zeichenprozesses wären äquivalent zu den zuvor definierten
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Abb. 3.4: Zeigt die einzelnen Schritte zum Erstellen eines neuen Mind-Map-Elementes -
beginnend bei der Verwendung des Erstellen-Widgets, über die Generierung von
Inhalt mittels Freihand-Sketching, bis zur Bestätigung des Zeichenprozesses.
Schritten B - F. Beim Stift-Sketching selber könnte die Interaktion bimanuell oder lediglich
über die dominante Hand erfolgen. Bimanuelle Interaktion erlaubt das simultane Ändern
der Zeichenfarbe mit der nicht-dominanten Hand und gleichzeitiges zeichnen mit dem
in der dominanten Hand befindlichen Stift. Hierdurch kann die Zeichenfarbe wesentlich
dynamischer und bequemer angepasst werden, als wenn dies lediglich über Verwendung
der dominanten Hand erfolgen würde. In diesem Fall müsste zum Ändern der Farbe der
komplette Zeichenprozess unterbrochen werden. Daher stellt bimanuelle Interaktion die hier
überlegene Option dar.
Bearbeiten von Element-Inhalt
Wenn Mind-Map-Elemente mittels Sketching erstellt werden können, so ist die erneute
Bearbeitung des Inhaltes dieser eine sinnvolle und hilfreiche Interaktion. Der Nutzer kann
dadurch bestehende Sketches erweitern, um das Element nach seinen Wünschen anzupassen.
Dabei ist es wichtig, dass ein eindeutiger Wechsel von dem allgemeinen Interaktionsmodus,
in dem Elemente verschoben oder gelöscht werden können, in den Bearbeitungsmodus
stattfindet. Visuelles Feedback ist ein geeignetes Mittel um dem Nutzer den Übergang
zwischen diesen beiden Modi zu vermitteln. Im Folgenden wird mit Bezug auf Abbildung 3.5
erklärt, wie der Bearbeitungsvorgang im Detail abläuft.
Der Bearbeitungsvorgang wird durch einen Tap auf den Editieren-Button des zu modifi-
zierenden Mind-Map-Elementes begonnen (siehe Abbildung 3.5 - A). Dieser Button wird
lediglich dargestellt, wenn sich das Element innerhalb einer Linse befindet, da diese den
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Abb. 3.5: Zeigt den Bearbeitungsvorgang zum Editieren/Erweitern eines bestehenden Mind-
Map-Elementes. Beginnend beim Wechsel in den Bearbeitungsmodus, über das
eigentliche Editieren, bis hin zur Bestätigung.
zentralen Arbeitsraum für die Interaktionen darstellt. Die Änderung der Hintergrundfarbe
des Elementes visualisiert den erfolgreichen Wechsel in den Bearbeitungs-Modus (siehe
Abbildung 3.5 - B). Ist dieser aktiviert, so kann das Element bis zum Deaktivieren nicht mehr
bewegt oder gelöscht werden, um irrtümliche Interaktionen während des Bearbeitungspro-
zesses vermeiden. Der Nutzer hat nun die Möglichkeit den Inhalt des Elementes mit dem
gewohnten Stift-Sketching zu modifizieren. Damit der Nutzer den Sketch auch effizient
erweitern kann, vergrößert sich die Zeichenfläche automatisch, wenn beim Zeichnen über
den Rand hinaus gemalt wird (siehe Abbildung 3.5 - C). Die automatische Vergrößerung
des Sketching-Bereiches hat sich bereits in Perteneder et al.’s “Playground-System“ bewährt
[Per+12]. Hat der Nutzer die Bearbeitung abgeschlossen, so kann er nun durch einen Tap
auf das "HakenIcon den Bearbeitungsmodus verlassen (siehe Abbildung 3.5 - D). Die Hin-
tergrundfarbe des Elementes signalisiert nun, dass es sich wieder um ein frei bewegliches
Mind-Map-Element handelt (siehe Abbildung 3.5 - E).
Kopieren von Elementen
Da eine Mind-Map aus einer Reihe von zusammenhängenden Assoziationen besteht, kann
es vorkommen, dass mehrere Nutzer an ähnlichen Ideen arbeiten oder unterschiedliche
Überarbeitungen einer Idee erzeugen möchten. Damit die Nutzer Elemente nicht doppelt
zeichnen müssen, ist eine Funktionalität zum Kopieren von Mind-Map-Elementen sinnvoll.
Dabei wird der Inhalt eines Elementes unverändert kopiert und in ein neues eingebettet. Die
genaue Funktionsweise dieser Interaktion wird im Folgenden in Bezugnahme auf Abbildung
3.6 erklärt und basiert auf einer von Frisch et al. festgehaltenen Geste [Fri+10].
Abb. 3.6: Zeigt die Interaktionen, die zum Anfertigen einer Kopie eines Mind-Map-
Elementes notwendig sind.
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Die Geste wurde im Rahmen einer Studie beobachtet, bei der untersucht wurde, welche
Multi-Touch- und Stift-Gesten Testkandidaten intuitiv für die Interaktion mit einem Graphen
verwenden [Fri+10]. Das Erstellen einer Kopie von einem Mind-Map-Element erfolgt in 3
Schritten. Kurzes Halten auf das Mind-Map-Element aktiviert den Kopieren-Modus (siehe
Abbildung 3.6 - A). Visualisiert wird diese Modi-Änderung durch Verdunklung des Hinter-
grundes. Durch eine Stift-Drag-Geste ausgehend vom Element wird beim weiteren Halten
mit dem Finger, eine Vorschau der Kopie dargestellt (siehe Abbildung 3.6 - B). Endet der
Stift-Drag, so wird an der finalen Position das geklonte Mind-Map-Element erzeugt (siehe
Abbildung 3.6 - C).
Erstellen von Kanten
Um die Relation zwischen zwei Mind-Map-Elementen repräsentieren zu können, ist es
notwendig die Erstellung von Kanten zu ermöglichen. Dies erfolgt hier durch das Ziehen
einer Linie zwischen zwei Mind-Map-Elementen (siehe Abbildung 3.7) und somit auf die selbe
Art und Weise, wie beim Mind-Mapping mit Stift und Papier. Daher sollte diese Interaktion
dem Nutzer intuitiv und natürlich erscheinen.
Das Erstellen von Kanten erfolgt in 2 Schritten. Durch das Auflegen des Stiftes auf ein
Mind-Map-Element beginnt das Ziehen der Kante. Durch kontinuierlichen Drag des Stiftes
wird eine halbtransparente Vorschau der bisher gezogenen Kante dargestellt (siehe Abbildung
3.7 - A). Durch Beendigung der Stift-Drag-Geste auf einem anderen Mind-Map-Element wird
eine solide Kante zwischen Start- und End-Element erzeugt (siehe Abbildung 3.7 - B).
Abb. 3.7: Zeigt das Erstellen einer Kante durch eine simple Stift-Interaktion. Die Kanten
verlaufen dabei stets vom Zentrum eines Mind-Map-Elementes zu dem eines
Anderen.
Löschen von Elementen und Kanten
Insbesondere bei der Überarbeitung einer bestehenden Mind-Map wünscht der Nutzer es
häufig bestehende Kanten oder Mind-Map-Elemente zu löschen. Daher für die Anwendung
dieser Operation relevant, eine direkte und unkomplizierte Geste bereitzustellen. Ähnlich
wie beim Kopieren von Elementen, konnten Frisch et al. auch hierfür eine intuitiv gewählte
Geste beobachten [Fri+10]. Für das Löschen von Knoten und Kanten war das Durchstreichen
mittels einer kontinuierlichen Stift-Geste eine gängige Herangehensweise. Daher erscheint
eine Löschen-Geste basierend auf dieser Erkenntnis sinnvoll, da das Durchstreichen von nicht
mehr relevanten geschriebenen oder gezeichneten Objekten eine natürliche und bekannte
Interaktion ist, welche dem Anwender vertraut erscheinen sollte. Die genaue Funktionsweise
dieser Interaktion wird im Folgenden mit Bezug auf Abbildung 3.8 erläutert.
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Abb. 3.8: Zeigt das Entfernen einer Kante und eines Mind-Map-Elementes, sowie mehrerer
selektierter Mind-Map-Elemente durch dreifaches Durchstreichen mit dem Stift.
Das Entfernen einer Kante oder eines Mind-Map-Elementes erfolgt durch dreifaches Durch-
streichen mittels einer kontinuierlichen Stift-Geste (siehe Abbildung 3.8 - A). Beim Löschen
eines Mind-Map-Elementes werden automatisch alle mit dem Element verbundenen Kanten
entfernt, um das Vorhandensein verwaister Kanten zu verhindern. Sind mehrere Elemen-
te selektiert, so werden beim Durchführen der Löschen-Geste alle selektierten Elemente
entfernt (siehe Abbildung 3.8 - B).
3.3 Umstrukturierung der Mind-Map
Selektion von Elementen
Das Selektieren von Elementen dient dazu eine Operation, wie z.B. das Verschieben oder
Löschen, auf mehrere Objekte gleichzeitig anzuwenden. Infolgedessen fällt der Umgang mit
einer Menge von Elementen leichter. Während in mittels Maus und Tastatur gesteuerten
Anwendungen der Klick zum Selektieren von Elementen verwendet wird, ist die analoge
Operation bei Touch-Interaktion der sogenannte “Tap“. Daher ist es mittels einer Tap-Geste
möglich Mind-Map-Elemente zu selektieren siehe Abbildung 3.9. Die Selektion wird durch
Einfärbung des Randes (hier rot) visualisiert. Die Deselektion eines einzelnen Elementes
erfolgt durch einen erneuten Tap auf dieses, während die Deselektion aller selektierten
Elemente durch einen Tap auf den Hintergrund der Mind-Map erfolgt.
Abb. 3.9: A: Selektion mehrerer Elemente durch mehrfaches Tap-Event. B: Selektion aller
in der Linse befindlichen Elemente durch einen Tap-Event auf den Linsenrand.
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Verschieben von Elementen
Das Verschieben von Elementen benötigt der Nutzer um das Layout der Mind-Map an seine
individuellen Ansprüche anzupassen. Im Bereich der digitalen Mind-Maps bedienen sich
viele Tools automatischen Layouting-Algorithmen. Allerdings scheint diese Funktionalität
im Kontext der kollaborativen Mind-Map-Erstellung an einer interaktiven Display Wall
nicht sinnvoll. Wie Gladisch et al. 2014 festhielten “entwickeln Benutzer, die länger mit
einem Datensatz gearbeitet haben, eine gedankliche Karte dessen. Die Visualisierung sollte
sich infolgedessen mit dieser Karte decken und den Nutzer nicht mit unvorhergesehenen
Änderungen überraschen“ [Gla+14]. Stattdessen wird daher das manuelle Verschieben von
Elementen mittels einer Touch-Drag-Geste verwendet siehe Abbildung 3.10.
Abb. 3.10: A: Zeigt das Verschieben eines einzelnen Elementes durch eine Drag-and-Drop-
Geste. B: Zeigt das Verschieben mehrerer selektierte Elemente mittels derselben
Geste.
Clipboard-Stack
Wünscht der Nutzer es, zum Zwecke der Umstrukturierung der Mind-Map, ein oder mehrere
Elemente von der einen Seite der Display Wall auf die Andere zu platzieren, so müsste er oh-
ne eine geeignete Lösung das Element mühselig per Hand verschieben. Dieser Prozess wäre
nicht nur für den einen Nutzer strapaziös, sondern könnte auch Andere bei ihrer Interaktion
beeinträchtigen. Ebenso wäre es möglich, dass ein Nutzer mehrere Mind-Map-Elemente
vorbereitet hat, die er nun an verschiedenen Stellen der Mind-Map einbinden will. Beide Sze-
narien verbindet, dass ein Nutzer ein oder mehrere Elemente effizient transportieren möchte.
Das folgend vorgestellte “Clipboard-Stack“-Konzept bietet dem Nutzer die Möglichkeit diese
Aufgabe schnell und effektiv zu bewältigen.
Die zuvor definierten Konzepte zum Selektieren und Verschieben von Elementen werden
nun mit einem an der Linse befindlichen Widget verknüpft. Dieses ist in eine rechteckige
Form eingebettet und rechts vom Linsenrand positioniert. Der Clipboard-Stack dient zum
Ablagern von Mind-Map-Elementen. Das Einlagern erfolgt durch eine Drag-and-Drop-Geste,
welche von einem oder mehreren selektierten Elementen ausgeht und auf einer beliebigen
Stelle des Clipboard-Stacks endet (siehe Abbildung 3.11 - A und B). Wird diese Aktion
registriert, so werden die Elemente aus der Mind-Map herausgelöst und verkleinert in den
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Abb. 3.11: A: Zeigt das Einlagern eines Elementes. B: Beim Einlagern mehrerer selektierter
Elemente wäre es möglich diese in ihrer Struktur (als Gruppe von Elementen)
oder die Relationen zwischen den Elementen aufzulösen und diese einzeln im
Clipboard-Stack einzulagern. C: Zeigt das Auslagern eines Elementes.
Clipboard-Stack eingereight. Das Auslagern eines Elementes erfolgt durch eine von dem
eingelagerten Element ausgehende Drag-and-Drop-Geste, welche auf einer beliebigen freien
Stelle im Hintergrund endet (siehe Abbildung 3.11 - C). Hierdurch wird das Objekt aus der
verkleinerten Repräsentation wieder in die normale überführt und kann nun erneut in die
Mind-Map eingegliedert werden.
Wenn mehrere selektierte Elemente auf einmal eingelagert werden, so wäre es möglich diese
als Gruppe (mit Kanten untereinander) oder einzeln in den Clipboard-Stack einzuordnen
(siehe Abbildung 3.12 - B - rechte Seite). Das Einlagern als Gruppe erscheint für den Nutzer
nachvollziehbar, da er diese Form des Einlagerns intuitiv erwarten würde. Darüber hinaus
könnten auf diese Art und Weise große Teilstrukturen der Mind-Map schnell und einfach
neu angeordnet werden. Lediglich ein Nachteil könnte das Einordnen als einzelne Elemente
rechtfertigen - die Lesbarkeit des Element-Inhaltes. Denn dieser wird durch das Einlagern oh-
nehin schon verkleinert. Wenn nun eine ganze Struktur in der Größe angepasst werden muss,
um in den Clipboard-Stack zu passen, so wird der Element-Inhalt auf ein sehr abstrahiertes
Niveau reduziert.
Da die Darstellungsfläche für den Clipboard-Stack limitiert ist, können lediglich begrenzt
viele eingelagerte Elemente zu einem Zeitpunkt dargestellt werden. Um eine unlimitierte
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Einlagerung zu ermöglichen, ist es möglich durch den Stack zu Blättern. Dies erfolgt mittels
der im unteren Bereich positionierten Pfeiltasten (siehe Abbildung 3.12).
Abb. 3.12: A: Durch das Drücken auf die Pfeiltaste wird auf die nächste Seite im Clipboard-
Stack geblättert. B: Auf dieser werden weitere eingelagerte Mind-Map-Elemente
aufgelistet, mit denen der Nutzer interagieren kann.
3.4 Ansteuerung von Mind-Map-Elementen
Die Linse stellt die zentrale Arbeitsfläche zum Erstellen und Bearbeiten von Mind-Map-
Elementen dar. Daher müssen sich diese, zum Durchführen solcher Interaktionen, stets
innerhalb der Linse befinden. Da die Linse zentral auf Augenhöhe des Nutzers positioniert
wird, kann die Interaktion mit zu niedrig oder hoch positionierten Elementen schwerfallen.
Damit der Nutzer dennoch bequem mit diesen interagieren kann, wird im folgenden eine
Technik zur Ansteuerung von Mind-Map-Elementen vorgestellt.
Element-Anker und Entlangwandern von Relationen
Das Konzept sieht vor, die Interaktion mit Elementen, welche außerhalb der Linse positioniert
sind, in der Linse zu ermöglichen. Wenn der Nutzer einen Doppel-Tap auf ein beliebiges
Element außerhalb der Linse durchführt, so wird eine gleich aussehende Proxy-Darstellung
dessen automatisch zentral in der dazugehörigen Linse angezeigt (siehe Abbildung 3.13 -
A - Element-Anker). Mit der Proxy des Mind-Map-Elementes kann wie gewohnt interagiert
werden, um es beispielsweise zu bearbeiten, klonen, löschen oder selektieren. Neben einer
Proxy-Darstellung des gewählten Mind-Map-Elementes, werden auch Proxys der angren-
zenden Kanten erzeugt. Die Navigation zu einem benachbarten Mind-Map-Element erfolgt
durch eine Swipe-Geste entlang der Kante, in Richtung des als nächstes anzusteuernden
Elementes (siehe Abbildung 3.13 - B). Dieser Prozess kann beliebig lang fortgeführt werden
und ermöglicht es innerhalb der Linse, ausgehend von einem Start-Element, jedes beliebige
Element der Mind-Map anzusteuern, ohne sich physisch vor der Display Wall bewegen zu
müssen. Wenn zurück in den normalen Darstellungs-Modus der Linse gewechselt werden
soll, so erfolgt dies durch einen Doppel-Tap auf eine beliebige freie Stelle innerhalb der Linse
(siehe Abbildung 3.13 - C).
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Abb. 3.13: Zeigt das Konzept zum Ansteuern von Mind-Map-Elementen durch den Element-
Anker und das Entlangwandern von Relationen.
Da die Konzepte in einem kollaborativen Szenario Anwendung finden, kann es vorkommen,
dass mehr als ein Anwender mit Hilfe der “Element-Anker“-Technik auf ein Element zugreifen
will. Da dieses natürlich nicht von zwei Personen gleichzeitig manipuliert werden kann, ist
es notwendig den Zugriff eines weiteren Anwenders visualisiert abzublocken und bereits im
Voraus zu visualisieren (zum Beispiel durch halbtransparent-setzen des Elementes), dass mit
dem Element aktuell in einer Proxy-Repräsentation interagiert wird.
Subgraph-Exploration
Wenn mittels der “Element-Anker“-Technik die Proxy-Repräsentation eines Elementes und
dessen Kanten in der Linse dargestellt wird, so könnte der Nutzer es wünschen alle Nach-
barelemente gleichzeitig zu überblicken. Um sich diese temporär in der Linse darstellen zu
lassen und mit einem der Nachbarn weiter interagieren zu können, bedarf es einer spezi-
fischen Ansteuerungsmöglichkeit für diese Funktionalität, welche eine Alternative für das
“Entlangwandern von Kanten“ darstellt. Das folgende Konzept der “Subgraph-Exploration“
stellt eine bimanuelle Interaktionstechnik vor, welche es erlaubt den Teilgraphen, ausgehend
von einem Element, zu explorieren und gegebenenfalls eines der dargestellten Elemente mit
der zuvor vorgestellten “Element-Anker“-Technik anzusteuern. Die Funktionsweise wird im
anschließenden Absatz mit Bezug auf Abbildung 3.14 erläutert.
Zunächst wird die Proxy-Darstellung eines Mind-Map-Elementes und dessen Kante mit-
tels der “Element-Anker“-Technik erzeugt (siehe Abbildung 3.14 - A). Durch eine auf dem
Element durchgeführte Pinch-Geste werden, beim zunehmenden Fortschritt dieser, die Nach-
barelemente in verkleinerter Repräsentation dargestellt (siehe Abbildung 3.14 - B). Durch
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Halten des aktuellen Pinch-Fortschrittes kann nun eine neue Proxy-Darstellung mit der nicht-
dominanten Hand durch erneute Ausführung der “Element-Anker“-Technik erzeugt werden
(siehe Abbildung 3.14 - C). Wird der Pinch vor Durchführen dieser Interaktion abgebrochen,
so wird in die vorherige Proxy-Darstellung gewechselt.
Abb. 3.14: Zeigt die Funktionsweise der Subgraph-Exploration.
3.5 Interaktion mit Element-Attributen mit Hilfe der
persönlichen Linse
Persönliche Linsen sind in der Lage für jeden Nutzer eine individuelle Interaktions- und
Visualisierungs-Schnittstelle bereitstellen zu können. Im Folgenden werden 3 Beispiele
vorgestellt, welche diese Möglichkeit nutzen, um bestimmte Attribute zuzuweisen oder zu
visualisieren.
Anpassen von Form und Farbe der Mind-Map-Elemente
Mind-Map-Elemente können nicht nur Inhalt repräsentieren, sondern auch Attribute. Ein
häufig verwendetes Attribut ist die Farbe. Diese vermittelt dem Anwender einen schnellen
Überblick, indem es die Zusammengehörigkeit mehrerer Elemente symbolisiert. Ein zweites,
oftmals genutztes Attribut ist die Form eines Elementes, welche die Art des Element-Inhaltes
repräsentiert. Häufig werden Ideen mit einer Wolken-Form, Notizen mit einer Rechteck-
Form und Schlüsselwörter mit einer Ellipsen-Form umrahmt. Um ein Mind-Map-Element
mit solch einem Attribut anreichern zu können, bedarf es einer schnellen und direkten
Interaktionstechnik. Folgendes Konzept stellt ein Linsen-Widget vor, mit dessen Hilfe die
Form und Farbe eines oder mehrerer Mind-Map-Elemente in nur einem Schritt angepasst
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werden kann. Dazu wird die bereits zuvor verwendete Farbauswahl, im unteren Bereich
um eine Leiste mit 3 Formen (Rechteck, Wolke, Ellipse) erweitert. Das Einstellen der Farbe
erfolgt mittels Touch durch Auswahl eines Farbtones und der Helligkeit (siehe Abbildung
3.15 - A). Dabei ändert sich ebenfalls die Hintergrundfarbe der Formen. Das Anwenden
einer Form und Farbe auf ein oder mehrere selektierte Mind-Map-Element erfolgt durch eine
Drag-and-Drop-Geste ausgehend von einer Form und endend auf einem Mind-Map-Element
(siehe Abbildung 3.15 - B und C). Die Farbe und Form eines Elementes ist danach fester
Bestandteil dessen und wird auch beim Anfertigen von Kopien beibehalten.
Abb. 3.15: A: Einstellen der Farbe. B: Anwenden einer Form und Farbe mittels Drag-and-
Drop. C: Endergebnis nach Anwenden der Attribute.
Mind-Map-Elemente sperren und entsperren
Beim kollaborativen Erstellen von Mind-Maps müssen die Nutzer nicht stets in den gleichen
Rollen interagieren. Es gibt durchaus Szenarien, in denen bestimmte Nutzer eine Führungs-
rolle übernehmen können und dadurch Zugriff auf erweiterte Funktionalitäten besitzen.
Diese würden lediglich in der persönlichen Linse der autorisierten Person bereitgestellt
werden. In diesem Beispiel ist es der autorisierten Person möglich, Mind-Map-Elemente zu
sperren und zu entsperren. Durch das Sperren können die Elemente nicht mehr von anderen
Nutzern bearbeitet oder bewegt werden. Der Vorgang des Sperrens und Entsperrens erfolgt
durch einen an dem Mind-Map-Element befestigten Button, welcher nur in der Linse der
autorisierten Person bedienbar ist (siehe Abbildung 3.16 - A und B). Bei Aktivierung der Sper-
re, wird das Sperren-Symbol auch in den Linsen regulärer Nutzer dargestellt, um diese zu
informieren, dass mit dem Element nun nicht mehr interagiert werden kann (siehe Abbildung
3.16 C). Dies kann dazu dienen Elemente großer Relevanz, wie das zentrale Thema der
Mind-Map, endgültig festzulegen, um keine irrtümliche Bearbeitung zu erlauben.
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Abb. 3.16: A: Tap auf den Lock-Button in der Linse eines dazu autorisierten Nutzers. B:
Der Tap hat das Mind-Map-Element gesperrt. Visualisiert durch den nun nicht
mehr transparenten Button. C: In der Linse eines regulären Nutzers wird dieses
Attribut nun dargestellt. Jegliche Interaktion mit dem Element ist allerdings
nicht mehr möglich.
Öffentliche und Private Mind-Map-Elemente
Der Prozess des Mind-Mappings ist ein iterativer, denn Ideen werden mehrfach erstellt,
bearbeitet und gefiltert. Daher kann es vorkommen, dass der Nutzer möglicherweise mit
einem Überarbeitungsergebnis nicht vollständig zufrieden ist und dieses daher noch nicht
anderen Nutzern sichtbar machen möchte. Folgendes Konzept berücksichtigt dieses Szenario
und bietet eine Lösung an, welche die Individualität der Visualisierung einer persönlichen
Linse nutzt. Im anschließenden Absatz wird die Funktionsweise des Konzeptes mit Bezug
auf Abbildung 3.17 erklärt.
Abb. 3.17: Zeigt das öffentlich- und privat-Setzen eines Mind-Map-Elementes.
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Aufbauend auf vorherigen Konzept ist es dem Nutzer möglich Elemente mittels eines Buttons
in einen öffentlichen und privaten Modus zu schalten. In zuletzt genanntem wird das Element
lediglich in der Linse des Autors dargestellt, während es im öffentlichen Modus regulär allen
Nutzern angezeigt wird. Der Wechsel zwischen den Modi kann nur erfolgen, wenn sich das
Mind-Map-Element in der Linse des Autors befindet (siehe Abbildung 3.17 - A). Nach dem
Tap auf den Button wechselt das Element in den privaten Modus (siehe Abbildung 3.17 - B).
Befindet sich das Element nicht mehr innerhalb der Linse des Autors, so wird dieses und
die dazugehörigen Kanten nicht mehr global oder in den Linsen anderer Nutzer dargestellt
(siehe Abbildung 3.17 - C).
3.6 Bewahren der Übersicht
Karte der Mind-Map mit der derzeitigen Nutzerposition
Da eine interaktive Display Wall in ihrer Bildschirmhorizontalen mehrere Meter überschreitet,
ist es für den Nutzer nicht immer leicht die Übersicht zu bewahren. Insbesondere wenn
mehrere Personen simultan interagieren, ist eine kompakte Visualisierung, welche den
derzeitigen Aktivitätsbereich des Nutzers, sowie die Position anderer Nutzer im globalen
Kontext darstellt, von Vorteil. Folgendes Konzept versucht genau dies in Form einer Karten-
Visualisierung, welche mittels eines Widgets mit der Linse verknüpft ist, zu realisieren (siehe
Abbildung 3.18).
Das Seitenverhältnis der Karte entspricht dabei exakt dem der interaktiven Display Wall,
da schließlich der Inhalt dieser kompakt visualisiert werden soll. In der Karte ist die reine
Struktur der Mind-Map durch eine Knoten-Kanten-Darstellung repräsentiert. Der Inhalt der
Mind-Map-Elemente wird abstrahiert, da aufgrund der limitierten Größe der Karte, dieser
nicht ausreichend dargestellt werden könnte. Damit der Nutzer seinen Aktivitätsbereich in
die globale Mind-Map einordnen kann, wird dieser in der Karte durch eine rote Einfärbung
hervorgehoben. Pfeilartige Formen im unteren Bereich der Karte symbolisieren dabei die
eigene horizontale Position und die der anderen aktiven Nutzer.
Abb. 3.18: Die Grafik zeigt in der Vergrößerungslupe auf der rechten Seite das Erschei-
nungsbild der Karte. Diese visualisiert die Struktur der Mind-Map in einer
Knoten-Kanten-Darstellung und markiert den Bereich, in dem der Nutzer gerade
interagiert mit einem roten Overlay. Im unteren Bereich der Karte befinden sich
kleine, pfeilartige Formen, die zum einen die horizontale Position des Nutzers
(roter Pfeil) selber, sowie die anderer Nutzer (schwarzer Pfeil) repräsentieren.
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Teile der Mind-Map ein- und ausklappen
Mind-Maps können insbesondere in einem kollaborativen Erstellungsprozess sehr schnell
große Ausmaße annehmen. Daher bieten die meisten digitalen Mind-Mapping-Tools eine
Funktionalität, um Teilstrukturen der Mind-Map zusammenzufassen. Dies scheint auch
sinnvoll für das Mind-Mapping an einer interaktiven Display Wall. Hierfür müssen die
Interaktionskonzepte von Desktop-Anwendungen, zum Ansteuern der Zusammenfassungs-
Funktionalität, an die Gegebenheiten eines Multi-Touch-fähigen Displays angepasst werden.
Folgendes Konzept stellt eine schnelle und direkte Möglichkeit bereit, mittels simpler Touch-
Gesten Teile der Mind-Map ein- und auszuklappen.
Dabei werden Mind-Map-Elemente mit einem zusätzlichen Schieberegler ausgestatten, von
dem alle Kanten zu den Kind-Knoten ausgehen. Wird dieser Schieberegler durch eine Touch-
Swipe-Geste in Richtung des zugehörigen Mind-Map-Elementes verschoben (siehe Abbildung
3.19 - A), so werden die Kind-Knoten bei zunehmenden Fortschritt dieser Interaktion animiert
ausgeblendet und verkleinert (siehe Abbildung 3.19 - B). Bei Beendigung der Swipe-Geste
sind alle Kind-Knoten verborgen (siehe Abbildung 3.19 - C) und der Schieberegler ist ein
Stück in das zugehörige Mind-Map-Element verschoben. Durch die entgegengesetzte Geste
erfolgt (ebenfalls animiert) das Ausklappen der Kind-Knoten.
Abb. 3.19: A: Einklappen von Kind-Knoten eines Mind-Map-Elementes durch eine Swipe-
Geste. B: Beim Voranschreiten dieser Geste werden die Kind-Knoten animiert in
Richtung des Eltern-Knoten verkleinert und ausgeblendet. C: Nach Beendigung
der Interaktion wurden alle Kind-Knoten zusammengefasst und der Schieberegler
ist ein Stück in das dazugehörige Mind-Map-Element verschoben.
3.6 Bewahren der Übersicht 37
Für die Umsetzung dieses Konzeptes sind allerdings einige Sonderfälle zu betrachten. Wenn
beispielsweise eine Gruppe von Mind-Map-Elementen eingeklappt wird, könnte danach
ein neues Element an der Position eines eingeklappten Elementes erstellt oder verschoben
werden. Wenn nun die zusammengefassten Elemente wieder expandiert werden, so würden
zwei Elemente übereinander liegen. Um dieses Problem zu beseitigen, würde sich die
Verwendung eines automatischen Layouting anbieten, welches in diesem Fall eingreift und
die Elemente effektiv umplatziert.
Automatisches Ein- und Ausblenden Linse
Die direkte Interaktion mit Touch- und Stift-Gesten, kann lediglich in direkter Reichweite zur
Display Wall erfolgen. Tritt der Nutzer von dieser weiter zurück, um sich beispielsweise ein
Gesamtbild von der Mind-Map zu machen, verlässt er damit den Interaktionsbereich. Da nun
der Zugriff auf die mit der Linse verknüpften Widgets (Erstellen-, Farbauswahl, Clipboard-
Stack- und Karten-Widget) und mittels der Linse visualisierten Buttons nicht mehr möglich
ist, ist es sinnvoll die Linse auszublenden. Dadurch wird die visuelle Ablenkung reduziert
und zusätzlich dem Nutzer aufgezeigt, dass die Interaktion nur in nächster Nähe zum Display
möglich ist. Denn die Linse soll stets als Hilfsmittel dienen und in keinem Fall von dem
Inhalt der Mind-Map ablenken. In Abbildung 3.20 wird dieses simple, aber dennoch sinnvolle
Konzept visualisiert. Dabei wird davon ausgegangen, dass ein Body-Tracking-System die
Distanz des Nutzers zur Display Wall zur Verfügung stellt.
Abb. 3.20: A: Ist der Nutzer im direkten Interaktionsbereich (Bereich bis Marke 1 -
Nahbereich-Interaktionszone) vor der Display Wall positioniert, so wird der
Linsenrand, alle Widgets und an den Mind-Map-Elementen befestigte Buttons
vollständig dargestellt. B: Bewegt sich der Nutzer aus diesem Bereich heraus,
so werden der Linsenrand, die Widgets und Buttons bei zunehmender Distanz
ausgeblendet (zwischen Marke 1 und 2 - Transitionszone). C: Ist der Nutzer
schließlich in einem Bereich (hinter Marke 2 - Überblickzone), in dem er die
vollständige Mind-Map überschauen kann, so ist die Linse vollständig ausgeblen-
det.
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3.7 Zusammenfassung
Insgesamt wurden verschiedenste Konzepte für die grundlegende Interaktion mit Mind-Maps
bereitgestellt, welche Touch- und Stift-Interaktion mit persönlichen Linsen verknüpfen, um
dem Nutzer eine individuelle Steuerungs- und Visualisierungs-Schnittstelle bieten zu können.
Es wurde eine, für den Anwendungskontext der kollaborativen Erstellung von Mind-Maps
kreierte Linse vorgestellt, welche mittels eines Body-Tracking-Systems automatisch den
Bewegungen des Nutzers vor der Display Wall folgt. Die Linse stellt dabei den zentralen
Arbeitsbereich zur Erstellung und Bearbeitung von Mind-Map-Elementen für einen jeden
Nutzer dar.
Ein Erstellungs-Widget bietet eine intuitive Möglichkeit, um neue Mind-Map-Elemente zu
erstellen und mittels Stift-Sketching auf eine natürliche Art und Weise mit Inhalt zu befüllen.
Dies hilft dem Nutzer seine Gedanken schnell und direkt in das Mind-Map-System zu über-
tragen. Das Bearbeiten von Elementen ist durch den Wechsel in einen Bearbeitungsmodus
möglich, insofern sich das Element innerhalb der Linse befindet. Dies erlaubt es bestehende
Sketches zu überarbeiten, um beispielsweise kollaborative Diskussion, der von den Nutzern
erzeugten Ideen, zu unterstützen. Durch das Kopieren von Elementen kann der Nutzer die
Idee eines Anderen aufgreifen und parallel an dieser arbeiten, ohne dass zwei ähnliche
Sketches von Grund auf neu gezeichnet werden müssen. Das Erstellen von Kanten und
Löschen von Elementen und Kanten, erfolgt durch bewährte Stift-Gesten und erlaubt eine
unmittelbare Interaktion mit der Struktur der Mind-Map.
Zum Zwecke der Umstrukturierung der Mind-Map ist es möglich ein oder mehrere Elemente
zu selektieren, um Operationen wie das Verschieben oder Löschen auf eine Menge von
Objekten anzuwenden. Mit Hilfe des Clipboard-Stacks kann der Nutzer bequem Mind-Map-
Elemente aufzusammeln und diese, aufgrund der Verknüpfung des Clipboard-Stacks mit
der Linse, automatisch bei sich führen und an anderen Orten in die Mind-Map erneut
eingliedern.
Damit auch mit Elementen, welche sich außerhalb der Linse befinden, interagiert werden
kann, wurde das Konzept des Element-Ankers und dem Entlangwandern von Relationen
vorgestellt. Dabei ist es dem Nutzer möglich mit Proxys existierender Mind-Map-Elemente
und Kanten innerhalb der Linse zu interagieren und zu benachbarten Elementen zu navigie-
ren. Insbesondere in kollaborativen Szenarien kann dies auch territoriale Konflikte bei der
Interaktion unter den Nutzern verhindern. Mit der “Subgraph-Exploration“ wurde eine bima-
nuelle Interaktionstechnik vorgestellt, die es dem Nutzer erlaubt einen schnellen Überblick
über die Nachbarelemente zu erhalten und wenn er es wünscht eines dieser anzusteuern.
Attribute wie die Form und Farbe eines oder mehrerer selektierter Mind-Map-Elemente kann
durch das vorgestellte Konzept zum Anwenden von Form und Farbe in nur einem Schritt
angepasst werden. Dies kann helfen die Zusammengehörigkeit einer Gruppe von Elementen
zu visualisieren. Die Eigenschaften der individuellen Visualisierung einer persönlichen Linse
werden darauffolgend genutzt, um Mind-Map-Elemente, durch nur in der Linse dargestellte
Buttons, zu sperren und entsperren, sowie öffentlich und privat zu schalten.
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Um die Übersicht bei der Arbeit mit Mind-Maps an einer interaktiven Display Wall be-
wahren zu können, wurde eine Karten-Visualisierung vorgestellt. Ein kompaktes, mit der
Linse verknüpftes, Karten-Widget hilft dem Nutzer seinen Aktivitätsbereich in den globalen
Arbeitsbereich einzuordnen, sowie auf einem Blick zu erkennen, wo andere Anwender
interagieren. Das Zusammenfassen von Teilstrukturen erlaubt es darüber hinaus, Fragmente
der Mind-Map durch eine direkte Geste zusammenzufassen oder zu expandieren. Um die
visuelle Ablenkung für Nutzer zu reduzieren, wurde ein Konzept zum automatischen Ein-
und Ausblenden der Linse, samt verknüpfter Widgets und Buttons, definiert. Durch Verlas-
sen des direkten Interaktionsbereiches vor der Display Wall erfolgt dabei das schrittweise
Ausblenden der Linse bei Erhöhung der Distanz zum Display.
In dem folgenden Kapitel wird die Implementierung ausgewählter Konzepte beschrieben.
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4Prototypische Implementierung
Im vorherigen Kapitel wurden verschiedenste Konzepte für die grundlegende Interaktion mit
Mind-Maps bereitgestellt. Von diesen werden ausgewählte Konzepte im Folgenden prototy-
pisch implementiert. Dabei werden zunächst die technischen Rahmenbedingungen, unter
denen die Implementierung erfolgt, beschrieben. Danach wird auf die Implementierungs-
grundlage und die Erweiterung auf Basis der umgesetzten Konzepte eingegangen. Am Ende
erfolgt eine Zusammenfassung der Implementierung.
4.1 Technische Rahmenbedingungen
Die technischen Rahmenbedingungen (siehe Abbildung 4.1) decken sich mit den Vorausset-
zungen, unter denen die Konzepte im vorherigen Kapitel entwickelt wurden (siehe Abbildung
3.1). Konkret steht die interaktive Display Wall des Lehrstuhls für Multimedia-Technologie am
Institut für Software- und Multimediatechnik der Informatik Fakultät der TU Dresden zur Ver-
fügung. Diese besteht aus 12, in einer vier mal drei Matrix angeordneten, hochauflösenden
Displays, welche in ihrer Gesamtheit eine etwa 10,5 Quadratmeter große Bildschirmfläche
mit einer Auflösung von 25 Megapixel ergeben. Dabei ist der komplette Displaybereich in
der Lage Finger-Touch, Stift-Touch und Marker zu erkennen.
Abb. 4.1: Eine Veranschaulichung des Versuchsaufbaus, unter dem die Entwicklung erfolgt.
Eine zentral zur Display Wall ausgerichtete, auf der gegenüberliegenden Seite des Raumes
installierte, Microsoft Kinect-One liefert der Anwendung Informationen über die Position
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der Nutzer. Dabei wird der menschliche Körper in verschiedene Knotenpunkte (sogenannte
Joints) abstrahiert und daraus ein virtuelles Skelett erzeugt, auf dessen Einzelbestandteile
(wie zum Beispiel obere Wirbelsäule oder linke Schulter) zugegriffen werden kann. Diese
Daten werden von dem Computer der Kinect an de, der Display Wall versandt.
Technische Limitierungen
Ein bereits im Voraus bekanntes Problem, ist die lückenhafte Erfassung der Nutzer im Bereich
vor der Display Wall (siehe Abbildung 4.2 - A). Da es aus räumlichen Gegebenheiten nicht
möglich ist, die Kinect-Kamera weiter entfernt von der Display Wall zu positionieren, muss
bei der Interaktion mit dem derzeitigen Prototyp bedacht werden, dass in den Randbereichen
keine ausreichende Erfassung der Nutzer möglich ist. Dadurch ist das Positionieren der Linse
in diesen Bereichen fehleranfälliger, als in einer zentrierten Position. Um die Linse in diesen
Randgebieten nicht mit verfälschten Daten zu speisen, empfiehlt sich das automatische De-
aktivieren der Linse beim Eintritt in diese Bereiche. Eine handfestere Lösung dieses Problems
wäre eine Erweiterung des Versuchsaufbaus um eine zweite Kinect-Kamera. In diesem Fall
müsste eine Vereinigung der erfassten Daten erfolgen, damit keine Nutzer doppelt erkannt
werden. Da die Display Wall aus 12 in Reihe geschalteten Bildschirmen besteht, gibt es
Bereiche zwischen den einzelnen Displays, in denen die Erkennung von Touch-Interaktionen
nicht zuverlässig möglich ist. Dies ist insbesondere bei kontinuierlichen Interaktionen zu
bedenken, bei denen eine Geste über den Rand eines Displays hinaus erfolgt (siehe Abbildung
4.2 - B). Eine Interaktion, die dadurch eingeschränkt wird, ist das Erstellen neuer Kanten
durch das Ziehen einer Linie. Wenn die gewünschte Kante über mehrere Bildschirm-Grenzen
verläuft, so würde die Interaktion an diesen mit hoher Wahrscheinlichkeit abbrechen, da
hierdurch das Ende des Drag-Events signalisiert wird. Eine weitere technische Limitierung
stellen sogenannte Ghost-Touches dar. Dies sind allgemein bekannte, willkürlich ausgelöste
Touch-Events, welche in keinem direkten Zusammenhang mit einem Nutzer stehen. Diese
können das fälschliche Auslösen von Interaktionen verursachen, welche der Anwender bei
seinem Handeln nicht vorgesehen hat.
Abb. 4.2: Die Grafik zeigt zwei technische Limitierungen. A: Der tatsächliche Erkennungs-
bereich der Kinect-One (grün) deckt sich nicht mit dem gesamten Arbeitsraum
vor der Display Wall (rot). B: Bei kontinuierlichen Gesten, über den Rand eines
Displays, verliert sich das Event bei überschreiten dieser.
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4.2 Implementierungsgrundlage
Die prototypische Implementierung erfolgte auf Basis eines bereits existierenden Projektes
aus dem Forschungspraktikum 2015 an der Professur für Multimedia-Technologie. Entwickelt
wurde in der Programmiersprache “Python“ unter der Verwendung des Frameworks “libAVG“
1. Dieses ist ein mächtiges Visualisierungsframework, welches in der Lage ist, eine Vielzahl
an interaktiven Elementen gleichzeitig darzustellen. Daher eignet es sich insbesondere für
Implementierungen an Display Walls, da aufgrund der überdimensionalen Auflösung und
folglich starken Auslastung der Grafikkarte(n), die Ressourcen effizient ausgereizt werden
können.
Um die Wiederverwendbarkeit der Implementierung zu unterstützen, wurde beim Design
großer Wert auf die Modularisierung der Funktionalitäten und Klassen gelegt. Darüber
hinaus wurde das “Model-View-Controller“-Entwurfsmuster angewandt. Dabei werden die
Objekte, welche die Anwendung verwaltet, in 3 Ebenen aufgeteilt: Datenmodel, interaktive
visuelle Repräsentation und Steuerungslogik. Diese Gliederung bietet mehr Flexibilität bei
der Programmierung und erlaubt das dynamische Austauschen von zuvor genannten Ebenen
zur Laufzeit.
Konkret bestand das Basisprojekt aus den Modulen: Tracking, Linsen und Graph. Das
Tracking-Modul realisiert das Empfangen und Verarbeiten der Kinect-Daten und führt eine
Abbildung dieser auf ein virtuelles Skelett durch. Auf dieses konnte mittels einer eigenen
Datenstruktur zugegriffen werden. Darüber hinaus erfolgt in diesem Bestandteil die automa-
tische Zuweisung einer Magischen Linse für jeden erkannten Nutzer, sowie die Aktualisierung
der Position der aktiven Linsen. Im Linsen-Modul befinden sich die Funktionalitäten für die
Erstellung und Verwaltung der aktiven Linsen. Es wird eine Basisstruktur bereitgestellt, aus
der neue Linsen-Modelle, Linsen-Filter und Linsen-Repräsentationen abgeleitet werden kön-
nen. Das Graph-Modul stellt eine grundlegende Datenstruktur und visuelle Repräsentation
für einen Knoten-Kanten-Graph zur Verfügung.
4.3 Umgesetzte Konzepte
Ziel der prototypischen Implementierung ist es ausgewählte Konzepte zu realisieren, um
diese begutachten und auswerten zu können. Dabei ist es wichtig, dass in Summe alle grund-
legenden Funktionalitäten zum Erstellen und Bearbeiten einer Mind-Map, mit Unterstützung
einer Magischen Linse, bereitgestellt werden.
Dafür wurde die zuvor erläuterte Implementierungsgrundlage erweitert. Konkret erfolgte
zunächst die Umsetzung der Mind-Map-Struktur, indem das bereits bestehende Graph-Modul
in das Mind-Map-Modul umgestaltet wurde. Neben der Anpassung der visuellen Repräsen-
tation erfolgte zusätzlich eine Erweiterung der Datenmodelle um Attribute wie: Selektiert,
Privat, oder Gesperrt. Des Weiteren wurden die Mind-Map-Elemente und Kanten mit einer
1https://www.libavg.de
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Reihe von Event-Listenern ausgestattet, welche Touch- und Stift-Events (wie zum Beispiel:
Tap, Hold oder Drag) erkennen und an das neu erstellte Interaktionen-Modul weiterleiten.
Dieses verarbeitet die erhaltenen Interaktionen und stellt eine Logik zur Schlussfolgerung
von Aktionen bereit. Hierdurch wurden die Konzepte zum Selektieren, Klonen, Verschie-
ben und Löschen von Mind-Map-Elementen und Kanten mittels den dementsprechenden
Gesten realisiert. Dieses ist aus 4 Klassen aufgebaut. Der “InteractionController“ ist eng
mit den interaktiven visuellen Komponenten, welche die Mind-Map-Elemente und Kanten
repräsentieren, verknüpft und verwaltet alle auf diesen registrierten Interaktionen. Dabei
werden die einzelnen Interaktionstypen mittels einer simplen Aufzählung in der “Interaction“-
Klasse unterschieden. Diese reichen von Down- und Up-Events bis hin zu Drag, Tap oder
Hold. Wenn der “Interaction-Controller“ nun eine neue Interaktion registriert, so wird die
“viewInteractionRegistered“-Methode aufgerufen, welche für die einzelnen Interaktionen
prüft, was als folgendes Abzuarbeiten ist. Wenn die Interaktion Mind-Map-Elemente betrifft
wird darüber hinaus die zugehörige “NodeInteraction“- und bei Kanten die “EdgeInteraction“-
Klasse informiert. Diese sind in der Lage über Attribute, wie den zugehörigen Nutzer oder
die Anzahl einer Interaktion, Buch zu führen. Wenn eine neue Interaktion in dieses System
hinzugefügt werden soll, so muss diese in der “Interaction“-Klasse als neuer Interaktions-
Typ, als auch in der “viewInteractionRegistered“-Methode ergänzt und definiert werden.
Um die Mind-Map-Elemente mit Inhalt zu befüllen, wurde das Sketching-Modul entwickelt.
Dieses stellt Funktionalitäten zum Erzeugen und Verwalten dynamischer Zeichenflächen
bereit, mit denen der Nutzer mittels eines Stiftes interagieren kann. Dabei ist ein “Sketch“
stets mit einem Mind-Map-Element verknüpft und folgt diesem daher auch automatisch bei
Bewegungen.
Damit in den Zeichenmodus gewechselt und Elemente erstellt werden können, wurde die,
in den Konzepten definierte, Magische Linse zum kollaborativen Mind-Mapping an einer
interaktiven Display Wall umgesetzt. Dafür wurde das bestehende Linsen-Modul um eine
Klasse für die Mind-Map-Linse erweitert. Diese besitzt, neben dem festgelegten Erschei-
nungsbild, einen speziellen Linsenfilter, welcher das Linsen-spezifische Bearbeiten eines
Elementes, sowie das Setzen der Attribute gesperrt und entsperrt, sowie privat und öffentlich,
realisiert. Das Clipboard-Stack-Widget wurde in einer vereinfachten Form umgesetzt, die
das Ein- und Auslagern von Mind-Map-Elementen, wie in den Konzepten definiert, erlaubt.
Dabei werden beim Einlagern mehrerer selektierter Elemente diese einzeln in den Stack
eingefügt. Die Technik zum Blättern durch den Clipboard-Stack wurde dabei nicht umgesetzt.
Zum Erstellen von Mind-Map-Elementen erfolgte die Implementierung des Erstellen-Widget’s.
Durch Tap auf das Widget wird ein neues, leeres Mind-Map-Element im Zentrum der Linse
erzeugt. Für das Farbauswahl-Widget wurde eine bereits existierende Klasse aus Zadow et
al.’s “SleeD“-Implementierung verwendet [Zad+14]. Das automatische Ein- und Ausblenden
der Linse (samt Widgets und Buttons) wurde ebenfalls in den Klassen der Mind-Map-Linse
realisiert.
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4.4 Ergebnis
Abb. 4.3: Zwei Nutzer beim Interagieren mit der prototypischen Anwendung.
Mit Hilfe der Implementierung konnten die zuvor definierten Konzepte auszugsweise zum
ersten Mal begutachtet und ausgewertet werden. Im Folgenden werden Impressionen der
konkreten Umsetzung einiger Konzepte gegeben.
Die Mind-Map-Linse
Die Linse zum kollaborativen Mind-Mapping an einer Display Wall wurde, wie in den
Konzepten definiert, umgesetzt (siehe Abbildung 4.4). Dabei wurde das Erstellen- und
Farbauswahl-Widget auf die linke Seite der Linse und der Clipboard-Stack auf die rechte
Seite positioniert.
Abb. 4.4: Zeigt das finale Erscheinungsbild der Linse im Prototypen. Innerhalb der Linse
befinden sich 2 verbundene Mind-Map-Elemente.
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Erzeugen von Element-Inhalt
Die Inhalts-Generierung erfolgt durch Sketching mit dem, in der dominanten Hand be-
findlichen, Touch-Stift (siehe Abbildung 4.5). Optional ist es dabei möglich, mit der nicht-
dominanten Hand simultan eine Farbe aus dem Farbauswahl-Widget zu selektieren.
Abb. 4.5: Zeigt das Stift-Sketching zum Erzeugen von Element-Inhalt.
Interaktion mit Mind-Map-Elementen
Die Mind-Map-Elemente bieten eine Reihe von verschiedenen Interaktionsmöglichkeiten.
Elemente können im Prototypen selektiert, verschoben, geklont, gelöscht oder bearbeitet
werden (siehe Abbildung 4.6). Darüber hinaus ermöglichen an dem Element befestigte
Buttons das Setzen der Attribute privat/öffentlich, gesperrt/entsperrt, sowie das Verwerfen
des Element-Inhaltes und das Wechseln in den Bearbeitungsmodus.
Abb. 4.6: Die linke Grafik zeigt das Bestätigen eines Sketching-Prozesses mittels eines
Buttons. Auf der rechten Grafik ist das Klonen eines Mind-Map-Elementes zu
sehen.
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Das Verschieben und Löschen von Mind-Map-Elementen kann auf mehrere selektierte Ele-
mente gleichzeitig angewandt werden (siehe Abbildung 4.7).
Abb. 4.7: Zeigt das Verschieben mehrerer selektierter Mind-Map-Elemente.
Der Clipboard-Stack
Die prototypische Implementierung des Clipboard-Stacks erlaubt es dem Nutzer ein oder
mehrere Elemente in den Stack, mittels einer Drag-and-Drop-Geste, einzulagern (siehe Abbil-
dung 4.8 - linke Grafik). Dabei werden die Mind-Map-Elemente verkleinert und automatisch
im Clipboard aufgereiht. Das Auslagern von Elementen erfolgt durch das Verschieben eines
eingelagerten Elementes auf einen Bereich außerhalb des Clipboard-Stacks (siehe Abbildung
4.8 - rechte Grafik).
Abb. 4.8: Zeigt die Funktionsweise des Clipboard-Stacks.
Im anschließenden Kapitel werden die Endergebnisse dieser Arbeit, mit Bezug auf das
eigentliche Ziel, die erarbeiteten Konzepte und den implementierten Prototyp, kritisch




Im bisherigen Verlauf dieser Arbeit wurden verwandte Arbeiten aus den Bereichen: Mind-
Maps, Kollaboration und Interaktion mit interaktiven Display Walls und Magische Linsen
analysiert. Basierend auf einem Grundverständnis dieser drei Domänen wurden Konzepte
zur kollaborativen Erstellung von Mind-Maps an interaktiven Display Walls mit persönlichen
Linsen entwickelt, von denen ausgewählte im vorherigen Kapitel prototypisch implementiert
wurden. Im Folgenden werden die Endergebnisse dieser Arbeit, mit Bezug auf das eigentliche
Ziel, die definierten Konzepte und umgesetzte prototypische Implementierung, kritisch
ausgewertet. Darüber hinaus wird ein Ausblick auf Erweiterungsmöglichkeiten gegeben und
ein finales Resümee gezogen.
5.1 Auswertung der Konzepte und prototypischen
Implementierung
Die Mind-Map-Linse als zentraler Arbeitsraum
Eines der Ziele dieser Arbeit war es eine persönliche Magische Linse bereitzustellen, die in
dem Szenario des kollaborativen Mind-Mappings an einer interaktiven Display Wall den
Nutzer bei seinen Interaktionen unterstützt. Dafür wurde in den Konzepten definiert, dass
der Bereich innerhalb der Linse als zentraler Arbeitsraum dienen soll und Interaktionen, wie
das Erstellen oder Bearbeiten von Mind-Map-Elementen, dafür auf diesen Bereich begrenzt.
Dies festigt zum Einen den Stellenwert der persönlichen Linse als zentrale Interaktions-
und Visualisierungs-Schnittstelle eines jeden Nutzers und stellt zum Anderen keine große
Limitierung des Arbeitsbereiches der Anwender dar, da die Linse diesem automatisch bei
dessen Bewegungen folgt und somit stets in unmittelbarer Nähe positioniert ist. In ersten
Tests mit dem Prototypen zeigte sich allerdings, dass die Interaktion mit sehr niedrig oder
hoch platzierten Elementen schwer fällt. Daher war es notwendig Konzepte bereitzustellen,
welche die Interaktion mit außerhalb der Linse positionierten Elementen erlauben. Dabei
konnte mit diesen, mittels gleich aussehender Proxy-Repräsentationen, aus der Ferne intera-
giert werden. Eine Alternative zu diesen Konzepten wäre es Interaktionen wie das Bearbeiten
oder Erstellen von Elementen von der Linse zu entkoppeln. Allerdings würden dann die
Vorzüge dieser verloren gehen, da beispielsweise der Zugriff auf die persönlichen Tools nicht
mehr direkt möglich wäre.
Navigation innerhalb der Linse
Wie soeben erwähnt, wurden Konzepte für die Ansteuerung von außerhalb der Linse be-
findlichen Elementen präsentiert. Diese erlauben im Prinzip die Ansteuerung sämtlicher
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Kanten und Elemente der Mind-Map, ausgehend von einem Start-Element. Allerdings ist zu
diskutieren, ob dies für Linsen-Visualisierungen eine korrekte Herangehensweise ist. Zum
Einen ist der Nutzer dadurch in der Lage mit Elementen aus der Ferne zu interagieren, auf
der anderen Seite müsste sich der Anwender prinzipiell gar nicht mehr vor der Display
Wall bewegen und die Linse würde möglicherweise zu einem starren Interaktions-Fenster
degradiert. Denn gerade das aktive Bewegen vor der Display Wall hilft den Überblick über
die kollaborativ erstellte Mind-Map zu bewahren und den Erstellungsvorgang aktiv voran-
zutreiben. Um zu analysieren, wie der Nutzer diese Navigationsmöglichkeiten in seinen
Workflow einbindet, bietet sich die Durchführung einer Evaluation dieser Konzepte anhand
einer prototypischen Umsetzung an.
Positionierung und Ansteuerung der Linsen-Widgets
Bei der Kozeptionierung der Mind-Map-Linse wurde definiert, dass die mit der Linse ver-
knüpften Widgets stets mit der nicht-dominanten Hand angesteuert werden. Aufgrund
dessen wurden die Widgets, mit denen am meisten interagiert wird (Erstellen-Widget +
Farbauswahl-Widget), auf die Seite der nicht-dominanten Hand positioniert. Daher ist für
Rechtshänder eine Positionierung auf der linken und Linkshänder auf der rechten Seite
optimal. Da die Händigkeit der Nutzer nicht durchweg uniform sein muss, ist es sinnvoll
das Wechseln der Widget-Seiten zu ermöglichen. Dies könnte mittels einer intuitiven Geste
oder eines Buttons realisiert werden. Darüber hinaus ist zu überlegen, ob vielleicht das
individuelle Anordnen und Skalieren der Widgets eine hilfreiche Interaktionsmöglichkeit
darstellen könnte. Dadurch wäre der Nutzer in der Lage, das Erscheinungsbild der Linse
noch mehr an seine individuellen Ansprüche anzupassen. Eine Evaluation wäre hier geeignet,
um zu untersuchen wie der Nutzer solche Funktionalitäten annehmen und intuitiv ansteuern
würde.
Verwendung von konsistenten und intuitiven Gesten
Um flüssige und schnelle Interaktion zu ermöglichen, ist es wichtig zuverlässige und un-
terscheidbare Gesten für die jeweilige Aufgabenstellung und das Eingabegerät zu kreieren.
Eines der Ziele dieser Arbeit war es daher, Touch- und Stift-Gesten für die Interaktion mit
Mind-Maps an einer interaktiven Display Wall bereitzustellen. Der Leitfaden für die Gestal-
tung war dabei, dass mit dem Stift alle manipulativen Interaktionen erfolgen, welche die
konkrete Struktur oder den Inhalt der Mind-Map verändern und mit Touch-Interaktion unter-
stützende Funktionalitäten durchgeführt werden. Da die Nutzer vermeintlich mit mittels Stift
und Papier durchgeführtem Mind-Mapping vertraut sind, können diese höchstwahrschein-
lich intuitiv auf die Bedeutung des Touch-Stiftes bei der Interaktion mit dem Prototypen
schließen. Die einzelnen Interaktionsmöglichkeiten orientierten sich dabei eher an bereits
bewährten Gesten, als völlig neue Wege zu gehen. Ein gutes Beispiel ist das Selektieren
von Elementen durch einen Tap, was in den meisten touchfähigen Anwendung eine bereits
etablierte Interaktion zum Anwählen eines Objektes ist.
Minimale Visualisierung der Linse
Bereits in frühen Tests mit der prototypischen Anwendung konnte festgestellt werden, dass
insbesondere die Visualisierung der Linse (samt Widgets und Buttons) auf einem minimalen
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Level verbleiben sollte - andernfalls ist die visuelle Ablenkung für den Nutzer selber, sowie die
anderen Anwender zu gravierend. Um die visuelle Repräsentation noch weiter minimieren
zu können, ist beispielsweise zu überlegen, ob der Rand der Linse nicht weggelassen werden
kann und lediglich die Widgets und Buttons dargestellt werden. Hier wäre allerdings zu
evaluieren, ob die Nutzer den nun nicht mehr direkt sichtbaren Arbeitsraum der Linse
korrekt abschätzen können.
5.2 Erweiterungsmöglichkeiten
Abb. 5.1: Zeigt wie die Interaktion mit Multimedialen-Inhalten in einer zukünftigen Anwen-
dung aussehen könnte.
Da die Konzepte, sowie die prototypische Implementierung nur einen Ausschnitt aus den
Möglichkeiten der kollaborativen Erstellung von Mind-Maps an einer interaktiven Display
Wall darstellen, gibt es noch viel Raum für weitere Entwicklungen. Im Folgenden werden
daher aussichtsreiche Ansätze für zukünftige Forschungen vorgestellt.
Ergänzung weiterer Funktionalitäten
Walny et al. hielten 2011 fest, dass Sketch-Lebenszyklen nicht in einem Schritt abgehan-
delt sind und daher oftmals eine mehrfache Überarbeitung der erstellten Elemente erfolgt
[Wal+11]. Daher empfehlen die Forscher, dass eine dazugehörige Funktionalität von digita-
len Werkzeugen optimaler Weise unterstützt werden sollte. Das Bearbeiten von Elementen
ist zwar in dem derzeitigen Prototyp möglich, allerdings könnten die Nutzer auch eine Über-
arbeitung in mehreren Mind-Mapping-Sessions wünschen. Daher wäre eine Funktionalität
zum Speichern und Exportieren der kollaborativ erzeugten Mind-Map, sowie das Laden einer
Sicherung nützlich. Auch wäre zu überlegen, ob der Wechsel in einen Präsentations-Modus
unterstützt werden sollte, um die erstellte Mind-Map ohne visuelle Ablenkung durch die
Bearbeitungsfunktionalitäten betrachten zu können.
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In zukünftigen Betrachtungen bietet sich darüber hinaus die Implementierung weiterer
Konzepte an. Insbesondere die Techniken zur Ansteuerung von außerhalb der Linse posi-
tionierten Elementen mittels des “Element-Ankers“ und die Navigation durch Verwendung
von Proxy-Repräsentationen mit dem “Entlangwandern von Relationen“ und der “Subgraph-
Exploration“ erscheint interessant. Dies kann dabei helfen Probleme zu identifizieren, um
gegebenenfalls Optimierungen und die Konzeption weiterer Konzepte vorzunehmen. Darüber
hinaus könnte der Nutzen der “Karten-Visualisierung“ untersucht werden.
Implementierung von Linsenfunktionen
Einer der wesentlichen Beweggründe zur Verwendung einer Linsen-Visualisierung, ist die
Möglichkeit für die alternative Repräsentation eines lokal abgedeckten Bereiches. Dieser
Aspekt wurde in dieser Arbeit lediglich bei dem Konzept zum privat- und öffentlich-Setzen
von Mind-Map-Elementen aufgegriffen, bietet sich allerdings ungemein für weitere Betrach-
tungen an. Linsenfunktionen eignen sich insbesondere dazu, um dem Nutzer bestimmte
Attribute eines Mind-Map-Elementes zu visualisieren. Beispielsweise könnte der Author eines
Elementes durch eine farbliche Hervorhebung oder verschiedene Überarbeitungs-Versionen
repräsentiert werden.
Interaktive Multimedia-Inhalte als Teil der Mind-Map
Derzeitig ist es möglich den Inhalt von Mind-Map-Elementen mittels Stift-Sketching zu
generieren. Dadurch ist der Nutzer in der Lage Text zu schreiben und Skizzen anzufertigen.
Dies stellt die üblichen Möglichkeiten bereit Inhalt in eine Mind-Map einzuarbeiten, wie
man sie auch beim Mind-Mapping mit Stift und Papier besitzt. Allerdings wäre das Einbin-
den von Multimedia-Inhalten wie Bildern, Videos, Diagrammen oder Hyperlinks, in Form
von interaktiven Elementen, ebenfalls denkbar (siehe Abbildung 5.1). Die Nutzer könnten
während des Mind-Mappings ein Reportoire an Inhalten zusammenstellen, welche sie in
die Mind-Map einarbeiten können. Dies kann helfen Mind-Maps noch aussagekräftiger zu
machen und eine völlig neue Form der Komposition von Multimedia-Inhalten ermöglichen.
Die Linse könnte dabei zusätzliche Funktionalitäten zum Generieren von Inhalten bieten. So
wäre es denkbar Ausschnitte aus Webseiten zu erzeugen und annotieren, Diagramme auf
Basis von Daten zu erstellen, Schlüsselszenen aus Videos einzubinden oder Bilder in einer
Collage anzuordnen. Bei Perteneder et al.’s “Idea Playground“ war es beispielsweise möglich,
neben Stift-Sketching auch Bilder und Notizen von anderen Computern oder Mobilgeräten
in das System zu übertragen [Per+12].
Handschriftenerkennung zur Optimierung von Text-Sketching und Generieren neuer
Inhaltstypen
Zur Verbesserung der Lesbarkeit, von mittels Stift-Sketching erstellten Text, bietet sich die
Verwendung einer Handschriftenerkennung an. Dadurch würde jegliche Form von Text in
einer konsistenten Art und Weise dargestellt werden, während sich gezeichnete Skizzen
besonders hervorheben. Darüber hinaus könnte das vom Nutzer Gezeichnete auch von der
Anwendung interpretiert und in interaktive Elemente umgewandelt werden. Walny et al.
untersuchten beispielsweise in einer Studie, wie Nutzer auf Basis von gegebenen Daten,
Diagramme mittels Stift- und Touch-Interaktion an einem interaktiven Whiteboard erzeugen
52 Kapitel 5 Fazit und Ausblick
und manipulieren [Wal+12]. Auch sogenannte “Blended Interactions“, welche reelle und
digitale Interaktionen vermischen, können neue Möglichkeiten der Datenexploration bie-
ten [Wal13]. Dabei erfolgt eine Kombination der Sketching-Freiheiten mit bereitgestellten
Hintergrunddaten um digitalen Inhalt zu erzeugen. Dies könnte eine völlig neue Dimension
zum dynamischen Generieren von Content für eine Mind-Map eröffnen.
Einbeziehung weiterer Body-Tracking Daten für Interaktion aus der Ferne
Die bisherige Interaktion mit der Anwendung erfolgt stets mittels Touch und Stift in direkter
Nähe zur Display Wall. Da bereits ein Body-Tracking-System zur automatischen Positionie-
rung der Linse verwendet wird, bietet sich das Einbeziehen weiterer Daten an. Es wäre
beispielsweise zu überlegen, ob bestimmte Interaktionsmöglichkeiten, wie das Einlagern von
Elementen in den Clipboard-Stack, aus der Ferne realisiert werden könnten.
Evaluation mit ausgereiftem Prototyp
Um Konzepte und Implementierungen effektiv auswerten zu können, ist die Evaluation mit
Testkandidaten eine gängige Methode. Dabei sollte sich die von den Nutzern durchzuführen-
de Aufgabe an dem Szenario des spontanen Mind-Mappings orientieren. Die Testkandidaten
könnten beispielsweise den Auftrag erhalten, kollaborativ eine Mind-Map nach einem gege-
benen Thema zu erstellen. Um darüber hinaus präzise Interaktionen evaluieren zu können,
könnten die Nutzer auch eine Mind-Map nach einer gegebenen Vorlage nachbauen. Dabei
kann beobachtet werden, wie die Nutzer interagieren, wie sie die Linse und deren Tools
nutzen und auf welche Hindernisse gestoßen wird.
5.3 Zusammenfassung
Mit dieser Arbeit konnte das Potential der kollaborativen Erstellung digitaler Mind-Maps an
einer interaktiven Display Wall unter Verwendung von persönlichen Linsen aufgezeigt wer-
den. Mit Hilfe speziell für dieses Szenario gestalteter Interaktionskonzepte, in Kombination
mit einer persönlichen Linsen-Visualisierung, welche den Nutzer bei seinem Handeln unter-
stützen, konnten die grundlegenden Funktionalitäten zum Erstellen und Manipulieren einer
Mind-Map bereitgestellt werden. Dabei repräsentiert der Bereich innerhalb der Linse den
zentralen Arbeitsbereich eines jeden Nutzers, in welchem die unmittelbare Interaktion mit
den Mind-Map-Elementen erfolgt. Der Mehrwert der Linse definiert sich insbesondere durch
die Anreicherung mit Werkzeugen, wie dem Erstellen-, Farbauswahl-, Clipboard-Stack- oder
Karten-Widget, welche den unmittelbaren Zugriff auf essentielle und unterstützende Funktio-
nalitäten erlauben. In einer prototypischen Implementierung wurden ausgewählte Konzepte
erstmalig begutachtet und boten erste aussichtsreiche Einblicke, wie das Mind-Mapping der
Zukunft erfolgen könnte. Dabei wurde insbesondere der Nutzen einer persönlichen Linse, als
individuelle Visualisierungs- und Interaktions-Schnittstelle erkannt. Darüber hinaus wurden




[And+11] Christopher Andrews, Alex Endert, Beth Yost und Chris North. „Informa-
tion visualization on large, high-resolution displays: Issues, challenges,
and opportunities“. In: Information Visualization (2011), S. 1473871611415997
(zitiert auf den Seiten 8, 9).
[App+82] Mark D Apperley, I Tzavaras und Robert Spence. „A bifocal display tech-
nique for data presentation“. In: Proceedings of Eurographics. Bd. 82.
1982, S. 27–43 (zitiert auf Seite 12).
[Bal+07] Robert Ball, Chris North und Doug A. Bowman. „Move to Improve:
Promoting Physical Navigation to Increase User Performance with
Large Displays“. In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems. CHI ’07. San Jose, California, USA: ACM,
2007, S. 191–200 (zitiert auf Seite 9).
[Bau+01] Patrick Baudisch, Nathaniel Good und Paul Stewart. „Focus Plus Con-
text Screens: Combining Display Technology with Visualization Tech-
niques“. In: Proceedings of the 14th Annual ACM Symposium on User
Interface Software and Technology. UIST ’01. Orlando, Florida: ACM,
2001, S. 31–40 (zitiert auf Seite 12).
[Bie+93] Eric A. Bier, Maureen C. Stone, Ken Pier, William Buxton und Tony
D. DeRose. „Toolglass and Magic Lenses: The See-through Interface“.
In: Proceedings of the 20th Annual Conference on Computer Graphics
and Interactive Techniques. SIGGRAPH ’93. Anaheim, CA: ACM, 1993,
S. 73–80 (zitiert auf den Seiten 3, 13).
[Bra+08] Peter Brandl, Clifton Forlines, Daniel Wigdor, Michael Haller und Chia
Shen. „Combining and Measuring the Benefits of Bimanual Pen and
Direct-touch Interaction on Horizontal Interfaces“. In: Proceedings of
the Working Conference on Advanced Visual Interfaces. AVI ’08. Napoli,
Italy: ACM, 2008, S. 154–161 (zitiert auf den Seiten 9, 10).
[Buz76] Tony Buzan. „Use Both Sides of Your Brain“. In: 1976 (zitiert auf den
Seiten 1, 5, 6).
55
[Chi+07] Vincent Chik, Beryl Plimmer und John Hosking. „Intelligent Mind-
mapping“. In: Proceedings of the 19th Australasian Conference on Computer-
Human Interaction: Entertaining User Interfaces. OZCHI ’07. Adelaide,
Australia: ACM, 2007, S. 195–198 (zitiert auf den Seiten 5, 7).
[Coc+09] Andy Cockburn, Amy Karlson und Benjamin B. Bederson. „A Review of
Overview+Detail, Zooming, and Focus+Context Interfaces“. In: ACM
Comput. Surv. 41.1 (Jan. 2009), 2:1–2:31 (zitiert auf Seite 12).
[FL12] Haakon Faste und Honray Lin. „The Untapped Promise of Digital Mind
Maps“. In: Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems. CHI ’12. Austin, Texas, USA: ACM, 2012, S. 1017–
1026 (zitiert auf Seite 5).
[Fri+10] Mathias Frisch, Jens Heydekorn und Raimund Dachselt. „Diagram
Editing on Interactive Displays Using Multi-touch and Pen Gestures“.
English. In: Diagrammatic Representation and Inference. Hrsg. von As-
hokK. Goel, Mateja Jamnik und N.Hari Narayanan. Bd. 6170. Lecture
Notes in Computer Science. Springer Berlin Heidelberg, 2010, S. 182–
196 (zitiert auf den Seiten 2, 10, 21, 22).
[Fri+11] Mathias Frisch, Ricardo Langner und Raimund Dachselt. „Neat: A Set
of Flexible Tools and Gestures for Layout Tasks on Interactive Displays“.
In: Proceedings of the ACM International Conference on Interactive Table-
tops and Surfaces. ITS ’11. Kobe, Japan: ACM, 2011, S. 1–10 (zitiert
auf den Seiten 9, 10).
[FS05] Clifton Forlines und Chia Shen. „DTLens: Multi-user Tabletop Spatial
Data Exploration“. In: Proceedings of the 18th Annual ACM Symposium
on User Interface Software and Technology. UIST ’05. Seattle, WA, USA:
ACM, 2005, S. 119–122 (zitiert auf Seite 14).
[Gla+14] S. Gladisch, H. Schumann, M. Ernst, G. Füllen und C. Tominski. „Semi-
Automatic Editing of Graphs with Customized Layouts“. In: Bd. 33. 3.
2014, S. 381–390 (zitiert auf Seite 23).
[Gui+01] François Guimbretière, Maureen Stone und Terry Winograd. „Fluid
Interaction with High-resolution Wall-size Displays“. In: Proceedings
of the 14th Annual ACM Symposium on User Interface Software and
Technology. UIST ’01. Orlando, Florida: ACM, 2001, S. 21–30 (zitiert
auf den Seiten 7, 8, 11).
[JH14] Mikkel R. Jakobsen und Kasper Hornb. „Up Close and Personal: Col-
laborative Work on a High-resolution Multitouch Wall Display“. In:
Bd. 21. 2. New York, NY, USA: ACM, Feb. 2014, 11:1–11:34 (zitiert
auf den Seiten 9, 11).
56 Literatur
[K+¨11] Dominik P. Käser, Maneesh Agrawala und Mark Pauly. „FingerGlass:
Efficient Multiscale Interaction on Multitouch Screens“. In: Proceedings
of the SIGCHI Conference on Human Factors in Computing Systems. CHI
’11. Vancouver, BC, Canada: ACM, 2011, S. 1601–1610 (zitiert auf den
Seiten 2, 13).
[Kis+14] Ulrike Kister, Patrick Reipschläger und Raimund Dachselt. „Multi-Touch
Manipulation of Magic Lenses for Information Visualization“. In: Procee-
dings of the Ninth ACM International Conference on Interactive Tabletops
and Surfaces. ITS ’14. Dresden, Germany: ACM, 2014, S. 431–434
(zitiert auf den Seiten 13, 14).
[Lam+95] John Lamping, Ramana Rao und Peter Pirolli. „A Focus+Context Tech-
nique Based on Hyperbolic Geometry for Visualizing Large Hierarchies“.
In: Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems. CHI ’95. Denver, Colorado, USA: ACM Press/Addison-Wesley
Publishing Co., 1995, S. 401–408 (zitiert auf Seite 12).
[LF11] Honray Lin und Haakon Faste. „Digital Mind Mapping: Innovations
for Real-time Collaborative Thinking“. In: CHI ’11 Extended Abstracts
on Human Factors in Computing Systems. CHI EA ’11. Vancouver, BC,
Canada: ACM, 2011, S. 2137–2142 (zitiert auf den Seiten 6–8).
[Ni+06a] Tao Ni, Greg S Schmidt, Oliver G Staadt et al. „A survey of large
high-resolution display technologies, techniques, and applications“. In:
Virtual Reality Conference, 2006. IEEE. 2006, S. 223–236 (zitiert auf
Seite 9).
[Ni+06b] Tao Ni, Doug A Bowman und Jian Chen. „Increased display size and
resolution improve task performance in information-rich virtual envi-
ronments“. In: Proceedings of Graphics Interface 2006. Canadian Infor-
mation Processing Society. 2006, S. 139–146 (zitiert auf Seite 9).
[PA08] Emmanuel Pietriga und Caroline Appert. „Sigma Lenses: Focus-context
Transitions Combining Space, Time and Translucence“. In: Proceedings
of the SIGCHI Conference on Human Factors in Computing Systems. CHI
’08. Florence, Italy: ACM, 2008, S. 1343–1352 (zitiert auf Seite 12).
[Per+12] Florian Perteneder, Christian Grossauer, Thomas Seifried et al. „Idea
Playground : When Brainstorming is Not Enough“. In: Figure 2. 2012
(zitiert auf den Seiten 5, 7, 8, 20, 21, 42).
[Rus+02] Daniel M. Russell, Clemens Drews und Alison Sue. „Social Aspects
of Using Large Public Interactive Displays for Collaboration“. In: Pro-
ceedings of the 4th International Conference on Ubiquitous Computing.
UbiComp ’02. G&#246;teborg, Sweden: Springer-Verlag, 2002, S. 229–
236 (zitiert auf Seite 11).
Literatur 57
[Rya+05] Kathy Ryall, Alan Esenther, Katherine Everitt et al. „iDwidgets: Para-
meterizing Widgets by User Identity“. English. In: Human-Computer
Interaction - INTERACT 2005. Hrsg. von MariaFrancesca Costabile und
Fabio Paternò. Bd. 3585. Lecture Notes in Computer Science. Springer
Berlin Heidelberg, 2005, S. 1124–1128 (zitiert auf Seite 14).
[Sch+10a] Dominik Schmidt, Ming Ki Chong und Hans Gellersen. „HandsDown:
hand-contour-based user identification for interactive surfaces“. In:
Proceedings of the 6th Nordic Conference on Human-Computer Interac-
tion: Extending Boundaries. ACM. 2010, S. 432–441 (zitiert auf den
Seiten 14, 15).
[Sch+10b] Dominik Schmidt, Ming Ki Chong und Hans Gellersen. „IdLenses: Dy-
namic Personal Areas on Shared Surfaces“. In: ACM International Confe-
rence on Interactive Tabletops and Surfaces. ITS ’10. Saarbr&#252;cken,
Germany: ACM, 2010, S. 131–134 (zitiert auf den Seiten 14, 15, 18).
[Sch09] Angelika Schaefer. Ein browserbasiertes kollaboratives Mind Map System.
ger. 2009 (zitiert auf Seite 8).
[Sco+04] Stacey D. Scott, M. Sheelagh T. Carpendale und Kori M. Inkpen. „Ter-
ritoriality in Collaborative Tabletop Workspaces“. In: Proceedings of
the 2004 ACM Conference on Computer Supported Cooperative Work.
CSCW ’04. Chicago, Illinois, USA: ACM, 2004, S. 294–303 (zitiert auf
Seite 11).
[Str+99] Norbert A. Streitz, Jörg Gei, Torsten Holmer et al. „i-LAND: An Inter-
active Landscape for Creativity and Innovation“. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems. CHI ’99.
Pittsburgh, Pennsylvania, USA: ACM, 1999, S. 120–127 (zitiert auf
Seite 11).
[Tom+06] C. Tominski, J. Abello, F. van Ham und H. Schumann. „Fisheye Tree
Views and Lenses for Graph Visualization“. In: Information Visualizati-
on, 2006. IV 2006. Tenth International Conference on. 2006, S. 17–24
(zitiert auf Seite 13).
[Tom+14] Christian Tominski, Stefan Gladisch, Ulrike Kister, Raimund Dachselt
und Heidrun Schumann. „A survey on interactive lenses in visualizati-
on“. In: 2014, S. 43–62 (zitiert auf Seite 3).
[VB04] Daniel Vogel und Ravin Balakrishnan. „Interactive Public Ambient
Displays: Transitioning from Implicit to Explicit, Public to Personal,
Interaction with Multiple Users“. In: Proceedings of the 17th Annual
ACM Symposium on User Interface Software and Technology. UIST ’04.
Santa Fe, NM, USA: ACM, 2004, S. 137–146 (zitiert auf Seite 9).
58 Literatur
[Wal+11] Jagoda Walny, Jonathan Haber, Marian Dörk, Jonathan Sillito und
Sheelagh Carpendale. „Follow that sketch: Lifecycles of diagrams and
sketches in software development“. In: Visualizing Software for Under-
standing and Analysis (VISSOFT), 2011 6th IEEE International Workshop
on. IEEE. 2011, S. 1–8 (zitiert auf Seite 41).
[Wal+12] Jagoda Walny, Bongshin Lee, Paul Johns, Nathalie Henry Riche und
Sheelagh Carpendale. „Understanding Pen and Touch Interaction for
Data Exploration on Interactive Whiteboards“. In: IEEE Transactions
on Visualization and Computer Graphics 18.12 (2012), S. 2779–2788
(zitiert auf den Seiten 9, 10, 42).
[Wal13] Jagoda Walny. „Blended Interaction for Information Visualization“. In:
(2013) (zitiert auf den Seiten 7, 42).
[Wal14] Jagoda Walny. „Supporting Everyday Thinking Practices in Information
Visualization Interfaces“. In: (2014), S. 479–484 (zitiert auf Seite 6).
[WM06] Cheryl L. Willis und Susan L. Miertschin. „Mind Maps As Active Lear-
ning Tools“. In: J. Comput. Sci. Coll. 21.4 (Apr. 2006), S. 266–272
(zitiert auf Seite 6).
[Zad+14] Ulrich von Zadow, Wolfgang Büschel, Ricardo Langner und Raimund
Dachselt. „SleeD: Using a Sleeve Display to Interact with Touch-sensitive
Display Walls“. In: Proceedings of the Ninth ACM International Confe-
rence on Interactive Tabletops and Surfaces. ITS ’14. Dresden, Germany:
ACM, 2014, S. 129–138 (zitiert auf Seite 36).
[Jö] Jörg Müller (zitiert auf Seite 6).
[Min] Mindjet GmbH (zitiert auf Seite 6).
[Ope] OpenGenius Ltd (zitiert auf Seite 6).




Hiermit erkläre ich, dass ich die vorliegende Bachelorarbeit selbstständig und nur unter
Verwendung der angegebenen Literatur und Hilfsmittel angefertigt habe. Die aus fremden
Quellen direkt oder indirekt übernommenen Stellen sind als solche kenntlich gemacht.
Die Arbeit wurde bisher in gleicher oder ähnlicher Form keiner anderen Prüfungsbehörde
vorgelegt und auch nicht veröffentlicht.
Dresden, 23. September 2015
Maximilian Gräf
Kolophon
Diese Ausarbeitung wurde mittels LATEX 2εerstellt. Es wurde der Clean Thesis-Stil von Ricardo
Langner verwendet. Das Design vom Clean Thesis-Stil ist inspiriert von Benutzerhandbücher-
Dokumenten von Apple Inc.
Der Clean Thesis-Stil steht zum Download zur Verfügung unter http://cleanthesis.der-ric.
de/.

