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Abstract 
Nanoparticle formation, growth and transport are important topics in several 
contexts, such as cloud formation, particle synthesis and additive manufacturing. This 
thesis approaches the subject with a broad perspective from molecular to the micro- scale, 
utilizing theoretical analysis, computational simulation as well as experiment 
observations.     
 First, general dynamic equations are non-dimensionalized and applied to simulate 
aerosol formation and growth in a constant rate reaction reactor. Dimensionless equations 
lead to results that are independent of condensing species formation rates. The effect of 
particle sink processes (e.g. evaporation, wall loss, loss to preexisting particles and 
dilution) and acid-base reactions are systematically investigated. Errors involved with 
common methods used for deducing particle growth rates from experimental observations 
are discussed. The results suggest the maximum overestimation error for true particle 
growth rates occurs when particle nucleation and growth are collision controlled. 
Second, tandem mobility-mass spectrometry is utilized to understand sorption of 
organic vapors onto cluster ions.  It is found that cluster structure, polarity and the 
molecular structure of the condensing vapors all influence uptake by cluster ions, 
qualitatively in agreement with previous activation efficiency measurements for 
condensational particle counters.  
Third, nanoparticle transport in an aerosol deposition device is probed with fluid 
dynamics and particle trajectory simulations. To facilitate particle trajectory simulations, 
a neural network based drag law is developed that can be applied over a wide range of 
                                                    iv 
Knudsen and Mach numbers. Simulation results reveal both particle impaction speeds 
and particle focusing effects are size dependent, with optimal particle sizes for 
maximizing particle impaction speed and focusing. With a newly developed framework, 
mass, momentum and kinetic energy fluxes from particles to the substrate are calculated. 
It is shown the kinetic energy flux can be above 104 W m-2 for modest aerosol 
concentrations due to particle focusing. 
Finally, classification and prediction of different types of lung cell are performed 
with machine learning algorithms, using the volatile organic compound profiles of 
different cell populations. These profiles are obtained by a proton transfer reaction mass 
spectrometer with high resolution. Proper data processing procedures are found to be the 
key to differentiate cell populations with the measured profiles. 
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Chapter 1: Introduction 
Particle nucleation and growth in the gas phase play an important role in a variety 
of systems.  In general, nucleation occurs via chemical reaction of gas phase precursors; 
this produces condensable species with low vapor pressure, which can be homogeneous 
or, more commonly, heterogeneous in chemical composition. Collisions between 
condensable species lead to gas-to-particle phase transition (nucleation) and subsequent 
collisions of condensable species with formed particles leads to particle growth 
(condensation).  For example, in the atmosphere, oxidation of sulfur dioxide and volatile 
organic compounds produces condensable sulfuric acid and highly oxygenated organic 
molecules (Kirkby, 2011; Tröstl et al., 2016) that are partially responsible for new 
particle formation and particle growth in the atmosphere. These particles are a major 
source of pollution, affecting both climate (through their influence on cloud formation) 
(Seinfeld & Pandis, 2016) and human health.  In hydrocarbon combustion, undesirable 
soot particles are produced by incomplete oxidation of the hydrocarbon fuel. Soot 
formation occurs by a very similar process, wherein hydrocarbons react to form 
condensable species, leading to soot nucleation and growth.  Soot (black carbon) is a 
known carcinogen and with documented deleterious effects on human health (Haynes & 
Wagner, 1981; Shiraiwa, Selzle, & Pöschl, 2012) . Conversely, vapor phase 
organometallic precursors can be injected into combustion and high temperature reactors 
for the synthesis of functional particles, incorporated into catalysts, sensors, biomaterials 
and electroceramics (Strobel & Pratsinis, 2007). Hereto, the vapor phase precursors react 
to form condensable species.  In all such systems, it is thus important to understand the 
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interplay between the formation of condensable species, nucleation, and subsequent 
condensational particle growth, as well as with other dynamics affecting particle size 
distribution functions, namely deposition and coagulation.   
This dissertation focuses on the dynamics of particles in the gas phase in a general 
manner and contains five sub-studies.  The first two focus on the development and 
implementation of discrete-sectional models to better describe the interplay between 
condensable species formation, nucleation, condensation, coagulation, and particle 
deposition in experimental systems intended to mimic new particle formation in the 
atmosphere.  The third is devoted the implementation of novel ion mobility-mass 
spectrometry based methods of probing condensation at the molecular scale, i.e. 
experimentally detecting vapor molecule binding to nanometer scale clusters.  The fourth 
focuses on the development of new models to describe particle transport in variable 
Knudsen number, variable Mach number environments, and the application of such 
models in designing particle based coating process.  Finally, the fifth focuses on the use 
of proton transfer reaction mass spectrometry to detect biologically derived volatile 
organic carbonaceous material (VOCs).  Though each of these works is distinct in its 
motivation and each is written as a standalone manuscript, they are connected through 
their focus on the dynamics of particle and vapor laden gas phase systems.  The 
remainder of this introductory chapter is devoted to a description of background material 
relevant to all chapters, including the modeling equations utilized in the first two studies, 
the instrumentation in the ion mobility-mass spectrometry focused work, a description of 
scenarios wherein aerosols are in variable Mach number, variable Knudsen number 
flows, and a brief overview on the detection of biologically derived VOCs. 
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The simplest particle nucleation and growth scenario occurs when there is "zero 
activation energy" (or ‘spinodal decomposition’). In this scenario, molecules/clusters of 
the condensing species merge into a new particle upon colliding and evaporation from 
particle surface is negligible compared to particle formation rates.  This is the fastest 
route for particle nucleation (referred to as the ‘collision-controlled limit’ hereafter) and 
can be accurately modeled provided particle kinetics are correctly described. It has been 
reported that in multiple systems, e.g. particle formation in a chamber that contains a 
mixture of sulfuric acid and dimethylamine (Kürten et al., 2018), toluene vapor 
nucleation in a converging diverging nozzle (Chakrabarty, Ferreiro, Lippe, & Signorell, 
2017), particle nucleation does approach the collision-controlled limit. However, a 
number of physical and chemical processes, e.g. evaporation from particle surface, 
particle deposition on reactor walls, system dilution, surface/volume chemical reactions, 
can cause the particle formation and growth processes to deviate significantly from the 
collision-controlled limit. The general dynamic equations (GDE) is a set of first order 
differential equations that integrate all these processes. For concentrations of particles 
with size 𝑑𝑝, the continuous form of the GDE can be written as:  
𝑑𝑛(𝑑𝑝, 𝑡)
𝑑𝑡
= −
𝜕
𝜕𝑑𝑝
(𝐼(𝑑𝑝, 𝑡)𝑛(𝑑𝑝 , 𝑡)) +
1
2
∫ 𝛽(𝑑𝑝
′ , 𝑑𝑝 −
𝑑𝑝
0
𝑑𝑝
′ )𝑛(𝑑𝑝
′ , 𝑡)𝑛(𝑑𝑝−𝑑𝑝
′ )𝑑𝑑𝑝 − 
∫ 𝛽(𝑑𝑝
′ , 𝑑𝑝
∞
0
)𝑛(𝑑𝑝
′ , 𝑡)𝑛(𝑑𝑝)𝑑𝑑𝑝 − 𝑆𝑖𝑛𝑘(𝑑𝑝, 𝑡)𝑛(𝑑𝑝, 𝑡) + 𝑆𝑜𝑢𝑟𝑐𝑒(𝑑𝑝 , 𝑡)𝑛(𝑑𝑝, 𝑡)              (1.1) 
where  𝑛(𝑑𝑝, 𝑡) is the concentration of particles with diameter 𝑑𝑝 at time 𝑡, 𝐼(𝑑𝑝, 𝑡) =
𝑑𝑑𝑝
𝑑𝑡
 is the particle growth rate due to net molecular uptake processes (condensation, 
evaporation, surface or volume chemical reactions). The two integral terms in Equation 
(1.1) represent particle formation and loss due to particle coagulation, respectively.  
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𝑆𝑖𝑛𝑘(𝑑𝑝) is a generalized term that accounts for particle loss by wall deposition, dilution 
or deposition on preexisting aerosols; 𝑆𝑜𝑢𝑟𝑐𝑒(𝑑𝑝) describes the production of particles 
with diameter 𝑑𝑝  by other sources. By incorporating different physical/chemical 
processes into the GDE, the effect of these processes can be quantitatively evaluated. 
Moreover, the GDE can be transformed into dimensionless formulations (Peter H. 
McMurry, 1980) that give generalized solutions. To understand the effect of the particle 
sink processes and acid-base reaction on particle formation and growth, a discrete-section 
form of the GDE is non-dimensionalized in Chapter 2 for a system wherein a single 
condensing species is produced at a constant rate, R. The solutions obtained are only 
dependent on a set of dimensionless parameters that characterize the relative strength of 
sink processes/acid-base reaction and R. 
Provided the physics and chemistry within the system are well understood (i.e. all 
rate coefficients are known), the GDE provides a bottom-up approach to predict particle 
formation and growth. In practice, however, the concentration of the condensing species, 
a key quantity in solving the GDE, is often unknown and can prove difficult to measure. 
In these circumstances, the concentration of condensing species must be determined 
indirectly from experimentally measurable quantities, i.e. particle growth rates. Multiple 
methods have been developed for this purpose (Markku Kulmala et al., 2012), e.g. the 
maximum concentration method, the log-normal distribution function method. One 
common feature shared by these methods is that a specific particle size is chosen to 
represent the experimentally measured particle size distribution (the local concentration 
maximum of the nucleation mode, for example); the particle growth rate is then 
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calculated by following the evolution of this size as a function of time. Implicitly 
assumed in this approach is that molecular uptake of the nucleating species is the major 
contributor to the calculated growth rate, while the effects of coagulation and particle 
sink terms are not explicitly accounted for. As a result, the growth rate calculated in this 
manner may deviate from the true particle growth rate due to net molecular uptake 
processes, from which information regarding the condensing species can be extracted. In 
Chapter 3, this deviation is systematically examined and the limit of error is calculated 
for certain nucleation scenarios.  
One special case of particle growth, which is of particular interest for particle 
detection, is particle growth in a condensational particle counter (CPC).  In a CPC, 
particles are exposed to a supersaturated vapor (e.g. butanol, water). The vapor condenses 
heterogeneously on the particle surface and further condensation leads the particles to 
grow to an optically detectable size (M. R. Stolzenburg & McMurry, 1991). For particles 
with mobility diameters greater than 3 nm, the activation efficiency (defined as the 
fraction of grown particles to the total number of particles admitted into the growth tube 
in the CPC) of commercially available CPCs can reach ~100%. However, for sub-3 nm 
particles, it has been found that the CPC detection efficiency is highly dependent on 
particle size, polarity and composition (Iida, Stolzenburg, & McMurry, 2009; Chongai 
Kuang, Chen, McMurry, & Wang, 2012). Understanding the origin of these dependencies 
would provide insights into the heterogeneous nucleation process as well as assist novel 
CPC design.  
Condensational growth of particles in a CPC starts with vapor sorption on the 
particle surface. At the University of Minnesota, it has been demonstrated that a 
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differential mobility analyzer (DMA) coupled with a mass spectrometer (MS) is 
particularly useful to study this process (D. Oberreit et al., 2015; Thomas et al., 2016). 
An illustration of this setup is shown in Figure 1.1. Briefly, a DMA spatially separates 
particles of different electrical mobilities; as a result, only particles of a specific mobility 
exit the DMA and enter the MS at a given DMA voltage. To study vapor sorption, a 
condensing vapor is injected into the DMA, in which sorption of the vapor molecules 
onto the particle surface causes a shift of particle mobility. The shift in mobility is 
quantified by recording the change of applied voltage at which specific ions exit the 
DMA. By analyzing the mobility shift of the particles with the appropriate vapor sorption 
framework, the number of molecules adsorbed on the particle surface can be determined. 
Sodium chloride nanoparticles are one of the most commonly used materials for testing a 
CPC; therefore, in Chapter 4, organic vapor sorption by sodium chloride nanocluster ions 
is examined via a differential mobility analyzer-time of flight mass spectrometer system. 
A Langmuir type model is used to quantitatively describe the extent of vapor sorption.  
 
Figure 1.1. Schematic of the DMA-MS setup. 
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Nucleated particles, either formed in the liquid or gas phase, can be collected for 
manufacturing purposes. In Chapter 5, this dissertation discusses one method that has 
been increasingly adopted for surface coating and thin film production via impacting 
particles on a substrate, i.e. the aerosol deposition technique (AD) (Akedo, 2006; Jun & 
Maxim, 2002). In AD, micron or submicron scale particles are accelerated to exceed the 
speed of sound to impact on a substrate, facilitating formation of compact films. To 
achieve high particle impaction speed, converging-diverging nozzles are often utilized to 
generate a supersonic flow field. Figure 1.2 shows an illustrative schematic of an AD 
setup.   
 
Figure 1.2. A simplified aerosol deposition (AD) setup. The upstream working pressure 
for AD is close to ambient pressure and the downstream pressure is typically several torr. 
A shockwave forms close to the substrate since the incoming flow to the substrate is 
supersonic. 
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The properties of the film produced by AD is closely related to the particle 
impaction speed (Hanft et al., 2015). However, as particles to be impacted are often in the 
submicron range travelling at supersonic speed, direct observation of particle velocity is 
difficult; consequently, particle impaction speed is often determined by simulation of the 
fluid flow profile and particle trajectories. Compared to traditional, subsonic particle 
impaction apparatus (Marple & Willeke, 1976), the supersonic nature of the flow exiting 
the nozzle leads to the formation of a shockwave close to the substrate, as illustrated in 
Figure 1.2. The structure of the shockwave affects particle trajectories; therefore, the 
setup of fluid dynamics simulations should allow resolution of shockwave structure.  
In addition to accurate simulation of the flow profile, calculation of particle 
trajectories within the nozzle requires accurate description of the drag force exerted on 
the particles by the carrier gas. As the particles traverse through the nozzle and to the 
substrate, the particle Knudsen number, 𝐾𝑛𝑝  (the ratio of local mean free path of the 
carrier gas molecules to the particle diameter), can vary by as much as 2 orders of 
magnitude. Also, due to insufficient acceleration of the particle and the abrupt change of 
carrier gas speed across the shockwave, the particle Mach number, 𝑀𝑎𝑝  (based on 
relative velocity of the particle and the surrounding carrier gas), can exceed unity. The 
widely used drag coefficient for airborne particles, based on Stokes law and the 
Cunningham correction factor, can be used for to the whole range of  𝐾𝑛𝑝, but is only 
valid when particle Mach number is close to zero (𝑀𝑎𝑝 → 0). Therefore, a drag law that 
works for a wide range of Knudsen and Mach numbers needs to be developed. In Chapter 
5, flow profile simulation of an AD setup is discussed, along with the development of a 
neural network based drag law assisted by direct simulation of Monte Carlo. Particle 
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trajectory simulation results and subsequent calculation of mass, momentum and heat 
transfer rates from particles to the substrate are also presented in Chapter 5.  
In Chapter 6, a molecular perspective is taken to explore the possibility of disease 
diagnosis based on volatile organic compound (VOC) detection and quantification 
(referred as ‘VOC profiling’ hereafter), using techniques more commonly used in 
monitoring gas species concentrations in atmospheric systems. Biological samples, in 
vitro and in vivo, can emit a rich body of volatile organic compounds that serve as the 
samples’ biological signature. Therefore, in principle, the biological samples can be 
classified and sample types be predicted through VOC profiling. Due to the non-intrusive 
nature of VOC sampling processes, the potential of VOC profiling as a transformative 
diagnostic technique has long been recognized by researchers (Haick, Broza, Mochalski, 
Ruzsanyi, & Amann, 2014; Hakim et al., 2012). Common techniques of VOC profiling 
include gas chromatography-mass spectrometry (GC-MS) (Ligor et al., 2008; Wojciech 
et al., 2014), proton transfer reaction-mass spectrometry (PTR-MS) (Brunner et al., 2010; 
Tali et al., 2016) and a wide variety of nanosensors (Di Natale et al., 2003; Machado et 
al., 2005; G. Peng et al., 2010).  
VOC profiling results need to be coupled with proper data processing techniques 
to enable robust, and even automated disease diagnosis. Machine learning algorithms are 
designed to learn from existing data and make predictions with incoming data. As a result, 
learning algorithms such as principle component analysis, discriminant analysis, decision 
trees are often utilized to analyze biological datasets. In Chapter 6, a PTR-MS is utilized 
to profile VOCs emitted by in vitro lung cancer cells as well as normal lung cells. 
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Selected machine learning algorithms are then applied to process the PTR-MS 
measurement data to classify and predict cell types.  
 In total, my dissertation mainly discusses particle formation, growth and transport 
on the molecular and nano- scales. As a summary of this introduction, my dissertation is 
structured as follows:  
 Chapter 2 focuses on the effect of different particle sink processes and acid-base 
reactions on particle size distribution for a constant reaction rate system. A 
dimensionless framework is formulated and the GDE is numerically solved with 
a discrete sectional model. 
 Chapter 3 discusses the errors associated with methods commonly employed for 
the calculation of particle growth rates using experimental data.  
 Chapter 4 examines organic vapor sorption by sodium chloride cluster ions by a 
tandem differential mobility analyzer-mass spectrometer (DMA-MS) setup. 
Quantitative analysis is performed with a Langmuir type model to determine the 
extent of vapor uptake. 
 Chapter 5 presents simulation results for an aerosol deposition process with a slit 
type converging diverging nozzle. A neural network based drag law that 
facilitates particle trajectory calculations is developed. Size and density 
dependent particle transport process is described. A framework that can be used 
for mass, momentum and heat transfer from the particles to the substrate is 
formulated. 
 Chapter 6 discusses lung cancer cell classification and prediction facilitated by 
PTR-MS based VOC profiling and machine learning data analysis techniques. 
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Chapter 2: The Dynamic Behavior of Nucleating Aerosols in Constant 
Reaction Rate Systems: Dimensional Analysis and Generic Numerical 
Solutions 
Abstract: Aerosol particles are formed by chemical transformations in diverse 
systems including the atmosphere, fossil fuel combustors, aerosol synthesis reactors, 
and semiconductor processing equipment. This study discusses solutions to the 
aerosol population balance equations that account for nucleation, coagulation, wall 
deposition, scavenging by preexisting particles, and dilution with particle-free air in 
spatially homogeneous systems when a condensing species is produced by gas phase 
reactions at a constant rate. Two nucleation mechanisms are considered: classical 
nucleation due to competing rates of condensation and evaporation, and chemical 
nucleation due to acid-base reactions. The equations, which apply to a single 
component system (two components, the acid and base, are included for acid-base 
nucleation), are cast in a dimensionless form. This leads to dimensionless 
parameters (dimensionless rate constants) that characterize the importance of each 
process. When these parameters are sufficiently small, the corresponding process 
(scavenging by pre-existing particles, wall deposition, dilution, and cluster 
evaporation) has an insignificant effect and nucleation approaches the collision-
controlled limit. Because the dimensionless parameters vary inversely with the 
square root of the reaction rate, the collision-controlled limit is reached for any 
chemical system provided the reaction rate is high enough. The numerical solutions 
quantify the effects of each process for low rates of gas-to-particle conversion where 
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the dimensionless parameters become sufficiently large. They also illustrate how 
data for sub 10 nm number distributions can provide insights into the nucleation 
process. 
 
2.1 Introduction 
Certain gases react to produce nonvolatile particulate products. For example, in 
the atmosphere, sulfur dioxide (SO2) reacts with hydroxyl to form sulfates, and complex 
reaction pathways involving many organic precursors can also lead to particle formation 
(Kirkby et al., 2016; Seinfeld & Pandis, 2016; Tröstl et al., 2016). Silane and other gases 
react to form contaminant particles in semiconductor processing equipment (Swihart & 
Girshick, 1999), and titanium tetrachloride is used to produce catalytic particles in flame 
synthesis reactors (Koirala, Pratsinis, & Baiker, 2016). In such systems, particles can 
nucleate from trace gas phase constituents formed by chemical reaction and can 
subsequently grow by condensation and coagulation. Other processes, such as loss to 
preexisting particles, deposition on reactor walls, entrainment of particle free air, cluster 
evaporation, etc. can also affect the number distributions of the nucleated aerosol. This 
study discusses solutions to the aerosol population balance equations pertinent to such 
processes.   
There is a rich and growing body of work aimed at understanding the detailed 
chemical processes responsible for aerosol formation in reacting systems.  This work 
shows that multiple species often contribute, and that particle mass can be formed by 
reactions that occur in the gas phase and on or within particles. Rather than attempting to 
describe the behavior of a particular system in all its complexity, the objective of this 
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study is to obtain general solutions constrained by well-defined simplifying assumptions. 
In particular, we assume that only a single chemical species contributes to particle 
formation (two species, sulfuric acid and a basic gas, are considered for acid-base 
nucleation), and that this species is formed at a constant rate R [molecules cm−3 s−1] . 
These may be good assumptions for aerosol formation in some chemical systems, such as 
the nucleation of sulfuric acid with a strong basic gas. For chemically more complex 
systems, such as atmospheric secondary organic aerosols, deviations between 
observations and our theoretical predictions may provide some insight into types of 
processes that are important. 
This study builds on early work by Peter H. McMurry, beginning with McMurry 
(1980). That work focused on interpreting the pioneering measurements done by William 
Clark (W. E. Clark, 1972; W. E.  Clark & Whitby, 1975), a doctoral student of the late 
Prof. Kenneth T. Whitby. Using the Whitby Aerosol Analyzer (WAA) (Whitby & Clark 
1966), Clark measured time-dependent size distributions of 4  400 nm aerosol particles 
formed photochemically from SO2 in a 17.7 m
3 Teflon film reactor.  Although the air 
used in these experiments almost certainly contained unmeasured organic contaminants 
that contributed to aerosol formation, sulfates probably dominated since the 
concentrations of SO2 were very high (49-2,880 ppb). It probably also contained 
significant concentrations of stabilizing compounds, such as ammonia or amines.  
McMurry's analysis assumed that a single chemical species was responsible for 
nucleation and particle growth. While McMurry (1980) accounted for all possible cluster 
and particle coagulation interactions, he assumed that evaporation rates were negligible 
relative to condensation rates (i.e., that nucleation was "collision-controlled"). 
14 
 
 
Furthermore, he showed that if a single condensing species is formed at a constant rate 𝑅, 
the population balance equations can be cast in a nondimensional form that is 
independent of 𝑅 . With these simplifications McMurry was able to predict observed 
number distributions and concentrations with to within about 50%. This "zero activation 
energy" approach (referred to as "spinodal decomposition" by the nucleation community) 
greatly simplifies nucleation modeling, since the primary uncertainties in nucleation 
theory involve modeling cluster stability (evaporation rates). Recent work from the 
CLOUD consortium involving the photooxidation of SO2 in the presence of dimethyl 
amine (DMA) showed that "neutral clusters containing up to 14 SA [sulfuric acid] and 16 
DMA molecules form at or close to the kinetic limit, limited only by the collision rate of 
SA molecules" (Kürten et al., 2014), confirming McMurry's 1980 hypothesis. 
Atmospheric observations also show that particle formation rates often vary in proportion 
to [H2SO4]
2 (C. Kuang, McMurry, McCormick, & Eisele, 2008; Weber et al., 1996), a 
result consistent with collision-controlled nucleation. Sihto (2006)  and Riipinen (2007) 
found that particle formation rates vary as [H2SO4]
p (1<p<2), which led to their 
conclusion that nucleation may either be limited by collisions of sulfuric acid with itself 
(p=2) or with an organic compound (p=1). Our analysis in this study does not address the 
latter possibility. 
Rao and McMurry(1989) incorporated wall losses of sulfuric acid "monomer" and 
nanometer-sized particles in the nondimensional framework described above. Diffusion-
limited wall deposition rates of these small particles were determined using the theory 
developed by Crump and Seinfeld (1981) and widely used by others including Kürten et 
al. (2014). They also accounted for cluster evaporation, assuming that evaporation rates 
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could be predicted with the Kelvin equation (e.g., Friedlander (2000)). This allowed them 
to study the transition from collision-controlled to condensation/evaporation-controlled 
nucleation. In this study, our treatment of wall losses and classical 
condensation/evaporation-controlled nucleation is identical to that introduced by Rao and 
McMurry (1989), although our analysis is expanded to include other processes that might 
occur simultaneously. Independently, Lushnikov and Kulmala (1995) described a 
nondimensional solution for "source-enhanced" classical nucleation that accounted for 
the chemical production of condensing vapor. Their analysis was formulated to account 
for time-dependent vapor formation rates, so it follows that their analytical solutions are 
also applicable to constant rate systems. Their analysis also assumes constant 
condensation coefficients, which is not applicable to atmospheric nucleation, and does 
not account for cluster coagulation or other cluster removal processes. 
Since about 1990, we and others have focused on developing new instruments for 
measuring clusters and particles in the 1 nm range together with their gas phase 
precursors (especially sulfuric acid vapor). These instruments have been used for 
atmospheric observations and laboratory experiments. This work has shown that acid-
base nucleation is one process that contributes to nucleation in the atmosphere. Also, in 
some studies (e.g., CLOUD) experiments are done using constant volume reactors with 
sampled air continuously replenished with particle-free flow. This study incorporates 
these processes into the dimensionless framework from the 1980s and systematically 
compares the effects of each process on the dynamic behavior of the nucleated aerosols. 
This work complements the detailed understanding of cluster chemistry that has been the 
focus of much recent work, as it provides a means to confirm closure between predicted 
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and observed number distributions of larger particles. It is those larger particles that 
determine the properties or effects of the nucleated aerosol. 
 
2.2 Theory 
We assume that a single condensing species is produced by gas phase chemical 
reactions at a constant rate 𝑅 [molecules cm−3 s−1], and we consider two nucleation 
scenarios: (i) single component nucleation accounting for cluster evaporation using the 
classical liquid droplet model, and (ii) chemical nucleation by reactions of sulfuric acid 
vapor with a basic gas (e.g., ammonia or an amine). For both scenarios, species 
concentrations are assumed to be spatially uniform, all possible coagulation interactions 
are included, particles are assumed spherical, and time-dependent (rather than steady-
state) solutions are obtained. We begin with the dimensional equations for both 
nucleation scenarios followed by their dimensionless analogs. The reader is referred to 
the nomenclature for definitions and some important relationships. 
(i) Classical condensation-evaporation nucleation: the dimensional equations 
Monomer (𝑁1): 
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Clusters (𝑁𝑘, 𝑘 > 2): 
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In Equation (2.2), k corresponds to the number of vapor molecules (monomer) in 
a cluster, and is used both as a subscript and a variable (third term on r.h.s.).  This 
formulation implicitly assumes two populations of particles: those formed by nucleation, 
which are included in the coagulation terms, and those present initially (𝐴𝐹𝑢𝑐ℎ𝑠). The 
coagulation terms in these equations are discussed in textbooks (e.g., (Friedlander, 2000; 
Seinfeld & Pandis, 2016). The evaporation rate constants, 𝐸𝑗 , are derived using 
assumptions of the classical liquid droplet model, and are expressed in a discretized form 
that accounts for the evaporation of one molecule from a size j cluster to form a size j-1 
cluster as well as the relative motion of the monomer and evaporating clusters (see 
nomenclature). In the limit of large j, 
3
2
(𝑗2/3 − (𝑗 − 1)2/3) → 𝑗−1/3 and the cluster size 
dependence in our expression for 𝐸𝑗  (see nomenclature) collapses to the usual Kelvin 
equation expression. The Kelvin equation is derived assuming that the Gibbs free energy 
change for droplet formation is a continuous function of droplet radius, an approximation 
that becomes increasingly inaccurate as j decreased below 10. Our discrete formulation 
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does nothing to ensure the validity of the underlying physical assumptions that lead to the 
liquid droplet model and has only a small effect on calculated results. The wall loss term 
is of the form used by Kürten  et al. (2014). The relationship between this and earlier 
notation is shown in the footnote to Table 2.1.  The empirical constant, 𝐶𝑤 , is 
independent of particle size, but depends on the reactor dimensions and operating 
conditions (i.e., convection, temperature, etc.). The dilution term accounts for the 
entrainment of particle-free air, and assumes that mixing is instantaneous so that 
concentrations remain spatially uniform. The terms that describe loss to pre-existing 
particles account for transport to particles in the transition regime; the Fuchs surface area 
concentration, 𝐴𝐹𝑢𝑐ℎ𝑠, is assumed constant and is based on the approximate expression 
given by Fuchs and Sutugin (1971) and discussed by Davis et al. (1981). The relationship 
between 𝐴𝐹𝑢𝑐ℎ𝑠 and the condensation sink (CS) used by (Kerminen & Kulmala, 2002) to 
describe cluster scavenging by pre-existing particles is (C. Kuang, Riipinen, Sihto, et al., 
2010; P. H. McMurry et al., 2005): 
𝐶𝑆 = (
8𝑘𝑏𝑇
𝜋𝑚1
)
1/2 𝐴𝐹𝑢𝑐ℎ𝑠
4
        (2.3) 
so these approaches are equivalent. This approach for scavenging by preexisting particles 
was first discussed by McMurry and Friedlander (P.H. McMurry & Friedlander, 1979); 
McMurry (1983) obtained accurate numerical solutions to quantify its effects. Rao and 
McMurry (1989) studied evaporation and wall losses using the mathematical framework 
discussed above.  
 
(ii) Acid-base nucleation: the dimensional equations 
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The analysis uses the acid-base nucleation model proposed by Jen et al. (2014) 
(scheme 2 with 𝐸3 = 0 ). This model involves simplifying assumptions about the 
multitude of acid-base reactions that contribute to cluster formation, as exemplified by 
the ACDC model proposed by McGrath et al. (2012), and is consistent with laboratory 
measurements reported by Jen and coworkers.  The reader is referred to Jen's paper for 
details. The model for acid-base reactions does not explicitly account for temperature or 
for the role of water. Instead, the model assumes that dependencies on those variables 
would be reflected primarily in the monomer (𝑁1 = 𝐴𝐵) evaporation rate constant (𝐸𝐴𝐵). 
Furthermore, this analysis assumes that the base concentration, [B], remains constant 
during nucleation. With these assumptions, Jen's scheme 2 leads to the following 
conservation equations for free acid, monomer, and clusters: 
Free Acid (A) 
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Clusters (𝑁𝑘, 𝑘 > 2) 
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For a constant rate system (R=constant), the above conservation equations for 
both nucleation scenarios collapse to a dimensionless form that is independent of R and 
of the condensing species' properties (molecular volume, surface tension, mass, etc.) 
provided that the collision frequency function is a homogeneous function of those 
properties. Particles formed in chambers can easily grow into the transition regime, and 
the transition regime collision frequency function is not a homogeneous function of 
condensing species properties. However, the free molecular collision frequency function 
is homogeneous. Therefore, prior to nondimensionalizing the equations, 𝛽𝑖𝑗 is replaced 
with 𝛽𝑖𝑗 𝑓𝑚 , thereby ensuring that solutions to the dimensionless equations are 
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independent of species properties. One might guess that this would significantly limit the 
applicability of our results. However, as is shown in Figure 2.1, simulations performed 
using free molecular and transition regime collision frequency functions are nearly 
indistinguishable at t =0.5h and have only a minor difference at t = 2h. Two approaches 
were used for calculating transition-regime coagulation rates: the widely-used expression 
developed by Sutugin and Fuchs and described by Fuchs (1964), and the approach 
developed by Gopalakrishnan and Hogan (2011). Results obtained using the free 
molecular and transition regime collision frequency functions probably agree so well 
because most coagulation involves the smallest particles, which are present in much 
higher concentrations than particles in the transition regime. The results in Figure 2.1 
were obtained assuming a monomer formation rate 𝑅 = 4 × 106 cm−3s−1  and a 
monomer volume of 1.62 × 10−22 cm3. This reaction rate is high enough to ensure that 
aerosol grows into the transition regime during the course of an hour or two; the 
monomer volume corresponds to a monomer containing one dimethylamine and one 
sulfuric acid molecule with an assumed density of 1.47 g/cm3 We conclude therefore, 
that for the chemical nucleation problems addressed in this study, sufficiently accurate 
results are obtained with the free molecular expression. 
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Figure 2.1. Transition regime vs free molecular regime solutions to the dimensional 
equations for collision-controlled nucleation (√𝐿 , 𝐸,𝑊, and 𝑀 all set equal to zero) with 
the initial condition  ?̃?𝑗(𝜏 = 0) = 0 for all j. Note that results obtained using the free 
molecular and transition regime collision frequency functions are nearly indistinguishable 
at 0.5h and differ by only a small degree at 2h. 
 
The following expressions transform species concentrations, time, and collision 
frequency functions, to their dimensionless analogs: 
     𝑁𝑗 = (
𝑅
𝛽11 𝑓𝑚
)
1/2
𝑁𝑗;  [𝐴] = (
𝑅
𝛽11 𝑓𝑚
)
1/2
[?̃?]; [𝐵] = (
𝑅
𝛽11 𝑓𝑚
)
1/2
[?̃?];   
𝑡 =
1
(𝑅𝛽11 𝑓𝑚)
1/2 𝜏; 𝛽𝑖𝑗 𝑓𝑚 = 𝛽11 𝑓𝑚𝑐𝑖𝑗      (2.7)    
Furthermore, for free molecular transport, species diffusivities have the following 
dependence on mass: 
𝐷𝑖
𝐷𝑗
= (
𝑚𝑗
𝑚𝑖
)
2/3
         (2.8) 
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With these transformations the above population balance equations assume the 
dimensionless forms given below. Values of the dimensionless parameters √𝐿 ,𝑊,𝑀 and  
𝐸 & Ω  or ?̃?𝐴𝐵 & ?̃?𝐴  enable one to easily determine whether or not a given process 
(scavenging by preexisting particles, wall deposition, dilution, cluster evaporation) plays 
a significant role. (See Table 2.1 for the mathematical definitions of these parameters.) 
Transforming the dimensionless solutions back to dimensional form is done simply using 
Equations (2.7), which requires knowing the applicable value of R together with 
thermodynamic or condensing species material properties needed to calculate 𝛽11 𝑓𝑚.  
 
(iii) Classical condensation-evaporation nucleation: the dimensionless equations 
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Table 2.1. Dimensionless Parameters 
 
Parameter Definition Physical Significance 
√𝐿 
1
4 (
8𝑘𝑏𝑇
𝜋𝜌𝑣1
)
1/2
𝐴𝐹𝑢𝑐ℎ𝑠
√𝑅𝛽11 𝑓𝑚
 
Fractional Loss Rate of Monomers to Preexisting Particles
~Net Monomer Formation Rate by Reaction and Self − Collisions
 
𝑊 
𝐶𝑤(𝐷1)
1/2
√𝑅𝛽11 𝑓𝑚
 
Fractional Loss Rate of Monomers to Walls
~Net Monomer Formation Rate by Reaction and Self − Collisions
 
𝐸 
𝑁𝑠𝑎𝑡𝛽11 𝑓𝑚
√𝑅𝛽11 𝑓𝑚
 
Fractional Cluster Evaporation Rate
~Net Monomer Formation Rate by Reaction and Self − Collisions
 
Ω 4 (
𝜋
6
)
1/3 𝑣1
2/3
𝜎
𝑘𝑏𝑇
=
𝜋𝑑1
2𝜎
3
2 𝑘𝑏𝑡
 
Monomer Surface Energy
Mean Thermal Energy
 
?̃?𝐴𝐵  
𝑘𝐴+𝐵/𝐾𝐴𝐵
√𝑅𝛽11 𝑓𝑚
=
𝐸𝐴𝐵
√𝑅𝛽11 𝑓𝑚
 
Monomer  (AB) Evaporation Rate Constant
~Net Monomer Formation Rate by Reaction and Self − Collisions
 
?̃?𝐴 (
𝑘𝐴+𝐵
𝛽11 𝑓𝑚
) [?̃?] ≅ [?̃?] 
Monomer Formation Rate from [?̃?]
~Net Monomer Formation Rate by Reaction and Self − Collisions
 
𝑀 
𝑄𝑑𝑖𝑙/𝑉𝑐ℎ𝑎𝑚𝑏𝑒𝑟
√𝑅𝛽11 𝑓𝑚
=
𝑘𝑑𝑖𝑙
√𝑅𝛽11 𝑓𝑚
 
Fractional Loss Rate of Monomers by Dilution
~Net Monomer Formation Rate by Reaction and Self − Collisions
 
                 ‡ In terms of parameters used by (Crump & Seinfeld, 1981) and (P. H.  McMurry & Rader, 1985),  
𝑊 =
2
𝜋
∙
𝐴𝑐ℎ𝑎𝑚𝑏𝑒𝑟
𝑉𝑐ℎ𝑎𝑚𝑏𝑒𝑟
∙
√𝑘𝑒𝐷1
√𝑅𝛽11 𝑓𝑚
⇒ 𝐶𝑤 =
2
𝜋
∙
𝐴𝑐ℎ𝑎𝑚𝑏𝑒𝑟
𝑉𝑐ℎ𝑎𝑚𝑏𝑒𝑟
∙ √𝑘𝑒
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Clusters (𝑁𝑘, 𝑘 > 2) 
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(iv) Acid-base Nucleation: the dimensionless equations 
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Note that for both classical and acid-base nucleation, the dimensionless 
parameters √𝐿,𝑊,𝑀, 𝐸 and ?̃?𝐴𝐵  determine the importance of processes that compete 
with coagulation. They can be interpreted as dimensionless first-order rate constants. In 
addition, classical nucleation depends on the dimensionless surface energy Ω . As is 
shown in Table 2.1, this term is mathematically equal to the "free energy of a monomer 
surface" divided by the mean translational energy (
3
2
𝑘𝐵𝑇). It is more physically valid to 
interpret Ω  as the proportionality constant for the change in the normalized surface 
energy upon the evaporation of one molecule from a cluster. The dimensionless quasi-
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first-order rate constant for the A+B reaction, ?̃?𝐴, incorporates the constant concentration 
of the basic gas and is equal to ?̃?𝐴 = (𝑘𝐴+𝐵/𝛽11 𝑓𝑚)[?̃?] . Because 𝑘𝐴+𝐵 ≅ 𝛽11 𝑓𝑚 , it 
follows that ?̃?𝐴 = [?̃?]. In the following discussion ?̃?  will be used in place of  ?̃?𝐴  for 
simplicity. The dimensionless rate constants are all ratios of the corresponding 
dimensional rate constant to √𝑅𝛽11 𝑓𝑚, which also has dimensions of inverse time. The 
significance of √𝑅𝛽11 𝑓𝑚 can be understood by considering the equation for monomer 
formation and monomer-monomer collisions alone: 
𝑑𝑁1
𝑑𝑡
= 𝑅 − 𝛽11 𝑓𝑚𝑁1
2               (2.14) 
which leads to: 
𝑁1(𝑡)
𝑁1(∞)
=
1−exp (−2𝑡√𝑅𝛽11 𝑓𝑚)
1+exp (−2𝑡√𝑅𝛽11 𝑓𝑚)
        (2.15) 
For a characteristic time equal to 1/√𝑅𝛽11 𝑓𝑚, 
𝑁1
𝑁1(∞)
= 0.76. Thus, √𝑅𝛽11 𝑓𝑚 is a 
measure of the rate at which monomer would reach its steady state concentration if 
monomer concentrations were affected only by chemical formation and monomer-
monomer collisions. A given process (scavenging by preexisting particles, wall 
deposition, dilution, or evaporation) will be insignificant when its effect on monomer 
concentrations significantly exceeds that due to monomer collisions alone. The numerical 
solutions discussed below confirm this expectation. As √𝐿, 𝑊, and 𝑀   approach unity, 
the corresponding process becomes significant. For the nucleation processes, monomer 
concentrations are affected by two parameters (𝐸 and Ω or ?̃?𝐴𝐵  and ?̃?𝐴 ≅ [?̃?]), both of 
which influence whether or not evaporation has a significant effect. Significantly, all of 
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the dimensionless rate constants vary in proportion to 1/√𝑅. Thus, at a sufficiently high 
reaction rate, all of these processes become insignificant.  
For classical nucleation, the solution to Equations (2.9-2.10) depends values of 𝛺   
and 𝐸, with larger values of 𝛺 leading to a higher surface energy barrier for nucleation. 
Assuming the weight fraction of sulfuric acid in an aqueous droplet is the same as that in 
equilibrated aqueous solutions at the RH and temperature in Clark’s chamber 
experiments, the surface tension of sulfuric acid aqueous droplets is estimated to be 0.075 
J m−2, corresponding to an 𝛺 value of 18.35. As an approximation, we choose to use 𝛺 =
16 for consistency with results discussed by Rao and McMurry (1989). Similarly, for 
acid-base nucleation the solutions to Equations (2.11-2.13) depend on both ?̃?𝐴𝐵 and [?̃?].  
 
2.3 Discussion of Numerical Solutions 
The dimensionless population balance equations were solved numerically to 
compare the effects of the different cluster sink processes. Calculations were done by 
varying a single dimensionless parameter, assuming that other processes can be 
neglected. Thus, to study the impact of wall deposition, the dimensionless parameter, W, 
was varied from zero to a value much larger than unity, while the other dimensionless 
rate constants (√𝐿,𝑀 and 𝐸 or ?̃?𝐴𝐵 ), were set equal to zero. In an actual system, of 
course, more than one process could play a significant role, and the equations would need 
to be solved to account for their combined effects. The discrete-sectional algorithm 
applied in this study is similar to that described by Rao and McMurry (1989), though 
finer sections are utilized to improve simulation accuracy. In total, 100 discrete sizes and 
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250 sections are used, with a geometric volume amplification factor of 1.0718 for 
neighboring sections. 
 
2.3.1 Effect of Different Sink Processes on Distribution 
First we examine the influence of each of the processes on particle number 
distribution, using the collision-controlled limit as a baseline. Figure 2.2 displays the 
sensitivity of dimensionless number distributions to 𝑊, √𝐿, 𝑀, 𝐸 and ?̃?𝐴𝐵 at 𝜏 = 100. To 
allow concentrations of discrete sizes and distribution functions to be shown on the same 
plot, discrete concentrations were converted to distribution functions using the following 
transformation: 
𝑑?̃?
𝑑𝑙𝑜𝑔10?̃?𝑝
|
discrete size 𝑖
= 
?̃?
𝑙𝑜𝑔10(𝑖+
1
2
)
1/3
−𝑙𝑜𝑔10(𝑖−
1
2
)
1/3     (2.16) 
The minimum size plotted ( ?̃?𝑝 =1.24)) corresponds to the monomer. Wall 
deposition (𝑊), scavenging by pre-existing particles (√𝐿) and dilution (𝑀) (Figures 2.2a-
2.2c) have qualitatively similar effects on the distribution: as the rate constants increase, 
particle concentrations decrease for all particle sizes with the second peak in the 
distribution eliminated. However, for the same value of a rate constant (i.e., 
dimensionless parameter), dilution has a bigger effect than scavenging by preexisting 
particles or wall deposition since the impacts of the latter processes decrease with 
increasing particle size, while dilution affects all sizes equally. The influence of 
evaporation (Figures 2.2d-2.2f) is different in that total particle volume concentrations 
are redistributed rather than lost. For both nucleation scenarios, concentrations of  1 <
?̃?𝑝 < 10 particles decrease sharply as the evaporation rate constants increase. 
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Solutions for two base concentrations (?̃? =  0.1 and 10) are shown in Figure 2.2e 
and Figure 2.2f, respectively. ?̃? =  0.1  corresponds, for example, to 𝑅 = 7 ×
104 molecules cm−3 s−1 and a base concentration of 0.05 pptv. This value of 𝑅 would 
occur if 1 ppb SO2 were oxidized at a rate of 1 % hr-1, a characteristic midday value for 
the continental atmosphere.  While there remains uncertainty about concentrations of 
basic gases such as amines, mixing ratios would likely exceed 0.05 pptv in the terrestrial 
boundary layer but might be below this in other regions of the atmosphere. Figure 2.3e 
shows that for ?̃? = 0.1, the distribution does not converge to the collision-controlled limit 
even if the A + B reaction is collision-controlled (i.e, ?̃?𝐴𝐵 = 0). This is because the 
amount of available base is insufficient to react with all of the chemically-produced acid 
to form monomers (AB). For ?̃? = 10, however, the base is high enough to ensure that 
nucleation reaches the collision-controlled limit when ?̃?𝐴𝐵 = 0 . Acid-base nucleation 
leads to less pronounced valleys than those presented in Figure 2.2d since only monomers 
evaporate in this model while all particles undergo evaporation in the classical nucleation 
model. 
Figure 2.2 also illustrates how measurements of sub 10 nm number distributions 
(corresponds to a dimensionless diameter of about 18 when 𝑣1 = 1.7 × 10
−22 𝑐𝑚−3) 
could provide insights into processes that occur during nucleation.  For both classical and 
acid-base nucleation, the number distributions of the smallest particles are significantly 
suppressed relative to distributions that would occur if clusters do not evaporate. 
Information on sub 10 nm number distributions would also allow one to distinguish 
between these nucleation processes. While significant progress on such measurements 
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has been made over the past decade, measurement uncertainties need to be reduced to 
allow such measurements to reach their full potential. 
 
Figure 2.2. Effects of 𝑊, √𝐿, 𝑀, 𝐸 and ?̃?𝐴𝐵  on dimensionless number distributions at 
t =100. Note that results approach the collision-controlled limit for the smallest values of 
𝑊, √𝐿, 𝑀, 𝐸 and ?̃?𝐴𝐵 except when ?̃? = 0.1.  
 
2.3.2 Particles Larger Than Cut-off Sizes 
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Aerosol instruments such as CPCs often have cut-off sizes below which detection 
efficiencies drop sharply. Therefore, it is sometimes useful to compare the predicted and 
observed number concentrations of particles greater than a specified size, k. Figure 2.3a 
shows the impact of 𝑊,𝐸, or ?̃?𝐴𝐵  on the time-dependent number concentration of 
particles larger than k=10 and 3000. For a monomer volume of 1.7 × 10−22cm3, these 
correspond to diameters of 1.5 and 10 nm, respectively. ?̃?𝑘 𝑡𝑜𝑡(𝜏)is defined by: 
?̃?𝑘 𝑡𝑜𝑡(𝜏) = ∑ ?̃?𝑛(𝜏)
∞
𝑛=𝑘        (2.17) 
In each case, one rate constant (𝑊,𝐸, or ?̃?𝐴𝐵 ) is varied to show its effect on 
?̃?𝑘 𝑡𝑜𝑡(𝜏) with the other rate constants all set to zero. The effects of √𝐿 and 𝑀 are not 
shown here as they are qualitatively similar to that of W. In each case, ?̃?𝑘 𝑡𝑜𝑡 increases 
from zero to a maximum value, ?̃?𝑚𝑎𝑥 𝑘, before decreasing due to coagulation and other 
removal processes. The maxima are indicated by circles (k=10) and triangles (k=3000). 
Note that wall deposition leads to ?̃?3000 𝑡𝑜𝑡(𝜏) ≪ ?̃?10 𝑡𝑜𝑡(𝜏) , while significantly smaller 
decreases in ?̃?3000 𝑡𝑜𝑡(𝜏) are observed for both nucleation scenarios. This is because wall 
deposition causes a significant fraction of nucleated particles to be lost before they reach 
size 3000, while in the absence of wall deposition particles tend to survive once they pass 
size 10 for both nucleation scenarios.  
Figure 2.3b displays ?̃?𝑚𝑎𝑥𝑘 as a function of the rate constants (𝑊, 𝐸, and ?̃?𝐴𝐵 ) 
for six values of 𝑘  ranging from 10 to 3000. Again, there’s an obvious distinction 
between wall deposition and both nucleation scenarios. For wall deposition, lines for 
different k values do not converge as W increases, while values converge towards a single 
asymptotic limit as E (classical) and ?̃?𝐴𝐵   (acid-base) increase. These asymptotic limits 
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occur because (i) fewer particles are formed as the evaporation parameters increase, 
decreasing the effects of coagulation, and (ii) particles that do form tend to survive. 
?̃?𝑘 𝑡𝑜𝑡(𝜏) drops rapidly with W and E, but less rapidly with ?̃?𝐴𝐵 .  The more gradual 
decrease with ?̃?𝐴𝐵 is due, in part, to the constant base concentration assumed in the model 
and the stability of clusters larger than monomer. The model implies that classical 
nucleation tends to produce particles in a single burst, while nucleation resulting from 
chemical processes (such as acid-base reactions) tends to be more sustained. 
 
Figure 2.3. (a) Effects of 𝑊,𝐸 𝑎𝑛𝑑 ?̃?𝐴𝐵  on and time-dependent total concentrations 
?̃?𝑘 𝑡𝑜𝑡(𝜏)  for k =10 and 3000, and (b) ?̃?𝑚𝑎𝑥 𝑘 versus 𝑊,𝐸 𝑎𝑛𝑑 ?̃?𝐴𝐵 for several values of 
k.  Results for L  and M are qualitatively similar to those for W and are therefore not 
included. 
 
2.3.3 Evolution of Particle Size Distribution 
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Contour plots can be utilized to conveniently visualize the development of 
particle distributions for the entire time span of simulation. Figure 2.4 displays contour 
plots of time-dependent number distributions for the collision-controlled limit and for 
selected values of 𝑊, √𝐿, 𝑀, 𝐸 & Ω and ?̃?𝐴𝐵 & 𝐵. The particle number distributions are 
represented by a logarithmic color scale with red representing the highest concentration 
and blue the lowest. Due to the wide range of particle concentration, dimensionless 
concentrations lower than 1 × 10−10 are artificially set to 1 × 10−10. Values of the rate 
constants are chosen such that ?̃?𝑚𝑎𝑥100  would be half of its value reached in the 
collision-controlled limit. The horizontal line at ?̃?𝑝 = 5.76 corresponding to k=100 is 
shown for reference.  
The contour plots for W and √L are similar to that of the collision-controlled limit 
although particle concentrations are somewhat lower for all sizes and the average particle 
size is somewhat smaller. In contrast, dilution (𝑀) leads to distributions that reach a 
steady state at approximately 𝜏 = 80.  𝑊, √𝐿 and 𝑀 all lead to permanent removal of 
particulate mass from the nucleated aerosol, but with different size dependencies. Losses 
by wall deposition and scavenging by preexisting particles decrease with increasing size 
𝑊 and √𝐿 , while M affects all particle sizes equally and at steady state newly generated 
particle volume compensates for sampling losses.  
For both nucleation scenarios, new particles are formed in the early stage of the 
simulation. These particles serve as condensation sinks and continue to grow and become 
more polydisperse as time progresses. Such widening of the distribution for these 
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particles is due partly to coagulation and partly to numerical diffusion, as discussed by 
Warren and Seinfeld (1985). 
 
Figure 2.4. Contour plots showing the effects of 𝑊,√𝐿,𝑀, 𝐸 and ?̃?𝐴𝐵 on time-dependent 
size distributions. Values of the rate constants are chosen so that  ?̃?max100 is half of its 
value in the collision-controlled limit. The dimensionless particle concentration is 
indicated by a logarithmic color scale.    
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2.4 Conclusions 
We used a discrete-sectional model to simulate the dynamic behavior of aerosols 
in chemically reacting systems. The population balance equations were cast in a 
nondimensional form that reveals the dimensionless parameters that quantify the effects 
of various sink processes. Based on our simulations, we draw the following conclusions: 
1. The use of the free molecular collision frequency function, rather than the 
transition regime expression, is justified for simulations described in this study. 
This is because most coagulation occurs among the smallest particles. 
2. For every sink process except acid-base nucleation, the collision-controlled limit 
is reached provided the corresponding dimensionless rate constant approaches 
zero. For acid-base nucleation, the collision-controlled limit is reached only when 
the base concentration is sufficiently high. 
3. Different sink processes target particles of different sizes. Specifically, dilution 
has the same effect on all particle sizes. Evaporation, either in the classical 
nucleation model or acid-base nucleation model, preferentially affects the smallest 
sizes. Wall deposition and loss to preexisting particles affect particles of all sizes, 
although at rates that decrease with increasing size.  These size-dependencies 
impact the time dependent size distributions that would be observed in a chamber 
experiment or the atmosphere. 
4. Dimensionless rate constants embody the dependence of sink processes on 
material properties and experimental conditions, and are straightforward to 
calculate. Care must be taken to avoid errors due to dilution or wall deposition 
when calculating monomer formation rates, R.  
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Our analysis leads to dimensionless parameters (Table 2.1) that determine 
whether or not a given process significantly affects size distributions of nucleated 
particles. When the parameters are sufficiently large, effects become significant. We have 
formulated the theory to include all of the processes that were considered, but for 
simplicity we have shown numerical results that consider the effects of only an individual 
process. In practice, multiple processes are likely to occur simultaneously, and in that 
case the equations must be solved to account for their simultaneous effects. For example, 
wall deposition and dilution always occur in chamber experiments reported by CLOUD, 
and cluster evaporation occurs for some chemical systems. Collectively, these processes 
will have a greater effect than any individual process, so deviations from the collision-
controlled limit will occur at smaller values of the dimensionless parameters than are 
reported here for individual processes.  
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2.5 Nomenclature 
Roman: 
𝐴𝐹𝑢𝑐ℎ𝑠 aerosol surface area concentration, corrected to account for transition 
regime condensation 
 = ∫
4
3
(𝐾𝑛+𝐾𝑛2)
1+1.71𝐾𝑛+
4
3
𝐾𝑛2
∞
𝑑𝑝 𝑚𝑖𝑛
𝜋𝑑𝑝
2𝑛(𝑑𝑝)𝑑𝑑𝑝 
where 𝑑𝑝 𝑚𝑖𝑛 is the smallest size of pre-existing particles 
[𝐴]  concentration of free acid  
[?̃?] dimensionless concentration of free acid  
[𝐵]   concentration of free base 
[?̃?] dimensionless concentration of free base 
𝛽𝑖𝑗 collision frequency function for clusters that contain i and j monomer 
𝛽𝑖𝑗 𝑓𝑚 free molecular expression for i-j collisions 
 = (
3
4𝜋
)
1/6
(
6𝑘𝑏𝑇
𝜌
)
1/2
𝑣1
1/6
(
1
𝑖
+
1
𝑗
)
1/2
(𝑖1/3 + 𝑗1/3)
2
 
𝑐𝑖𝑗  dimensionless free molecular collision function for i-j clusters 
 =
𝛽𝑖𝑗 𝑓𝑚
𝛽11 𝑓𝑚
=
1
4(2)1/2
(
1
𝑖
+
1
𝑗
)
1/2
(𝑖1/3 + 𝑗1/3)
2
 
𝑐𝑖𝐴 =
𝛽𝑖𝐴 𝑓𝑚
𝛽11 𝑓𝑚
=
1
4(2)1/2
(
1
𝑖
+
𝑣1
𝑚𝐴/𝜌𝐴
)
1/2
(𝑖1/3 + (
𝑚𝐴/𝜌𝐴
𝑣1
)
1/3
)
2
 
𝐶𝑤 Chamber wall loss constant as defined by Kürten et al. (2014) 
𝑑𝑝 particle diameter 
?̃?𝑝 dimensionless particle diameter 
 = 𝑑𝑝/𝑣1
1/3
= (6𝑘/𝜋)1/3 = (6𝑣/(𝜋𝑣1))
1/3  
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𝐷𝑠 diffusion coefficient for species s 
𝐸𝑗 Monomer evaporation rate constant from size j clusters 
 = 𝛽11 𝑓𝑚𝑁𝑠𝑎𝑡exp [
3
2
Ω(𝑗2/3 − (𝑗 − 1)2/3)] 
𝑘𝐴+𝐵 forward rate constant for the reaction A+BAB, assumed equal to the A 
+ B collision rate 
𝐸𝐴𝐵 evaporation rate constant for the reaction ABA+B 
𝐾𝐴𝐵 equilibrium constant for A+BAB, =
𝑘𝐴+𝐵
𝐸𝐴𝐵
 
𝑘𝑏 Boltzmann's constant 
Kn Knudsen Number , = 2𝜆/𝑑𝑝   
𝑚𝑠 mass of species s 
n(dp) number distribution function of preexisting aerosol 
 =
𝑑𝑁
𝑑𝑑𝑝
, where N is total number concentration 
𝑁𝑗 concentration of clusters that contain j monomer 
?̃?𝑗 dimensionless concentration of clusters that contain j monomer 
𝑁𝑠𝑎𝑡 saturation vapor concentration of condensing monomer 
R rate of monomer formation by gas phase reaction 
𝑄𝑑𝑖𝑙 volumetric flow rate of particle free air entering a rigid reactor  
t time 
T absolute temperature 
𝑣1 monomer volume = 𝑚1/𝜌 
𝑉𝑐ℎ𝑎𝑚𝑏𝑒𝑟 volume of rigid chamber 
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Greek: 
𝛿2𝑗 Kronecker delta function (=1 for j=2, and =0 for j2) 
𝜆 mean free path 
𝜌 particle density 
𝜎 surface tension 
𝜏 dimensionless time 
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Chapter 3: Errors in Nanoparticle Growth Rates Inferred from 
Measurements in Chemically Reacting Aerosol Systems 
Abstract: In systems where aerosols are being formed by chemical transformations, 
individual particles grow due to the addition of molecular species. Efforts to 
improve our understanding of particle growth often focus on attempts to reconcile 
observed growth rates with values calculated from models. However, because it is 
typically not possible to measure the growth rates of individual particles in 
chemically reacting systems, they must be inferred from measurements of aerosol 
properties such as size distributions, particle number concentrations, etc. This work 
discusses errors in growth rates obtained using methods that are commonly 
employed for analyzing atmospheric data. We analyze "data" obtained by 
simulating the formation of aerosols in a system where a single chemical species is 
formed at a constant rate, R. We show that the maximum overestimation error in 
measured growth rates occurs for collision-controlled nucleation in a single-
component system in the absence of a pre-existing aerosol, wall losses, evaporation 
or dilution, as this leads to the highest concentrations of nucleated particles.  Those 
high concentrations lead to high coagulation rates that cause the nucleation mode to 
grow faster than would be caused by vapor condensation alone. We also show that 
preexisting particles, when coupled with evaporation, can significantly decrease the 
concentration of nucleated particles. This can lead to decreased discrepancies 
between measured growth rate and true growth rate by reducing coagulation 
between nucleated particles.  However, as particle sink processes get stronger, 
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measured growth rates can potentially be lower than true particle growth rates.  We 
briefly discuss nucleation scenarios where the observed growth rate approaches zero 
while the true growth rate does not. 
 
3.1 Introduction 
Aerosol systems undergo transformations by processes that include coagulation, 
convection, deposition on surfaces, source emissions, nucleation, growth, etc. The aerosol 
general dynamic equation (GDE) (Friedlander, 2000; Gelbard & Seinfeld, 1979, 1980) 
describes the time rate of change of size-dependent particle concentration and 
composition by such processes.  Recent work has focused on understanding processes 
that affect growth rates of freshly nucleated atmospheric nanoparticles (Hodshire et al., 
2016; Kontkanen et al., 2016; Ilona Riipinen et al., 2012; J. Smith et al., 2008; J. N. 
Smith et al., 2010; Tröstl et al., 2016).This is important because a particle’s survival 
probability increases with growth rates (Kerminen & Kulmala, 2002; C. Kuang, Riipinen, 
Yli-Juuti, et al., 2010; P.H. McMurry & Friedlander, 1979; Weber et al., 1997). 
Nucleated particles are more likely to form cloud condensation nuclei and affect climate 
when survival probabilities are high.  
Following established conventions long used in modeling aerosol dynamics 
(Friedlander, 2000; Gelbard & Seinfeld, 1979, 1980), we define the particle “growth rate” 
as the net rate of change in diameter of individual particles due to the addition or removal 
of molecular species. (If evaporation exceeds addition, the growth rate would be 
negative.) While most work to date has focused on condensation and evaporation, 
chemical processes such as acid-base reactions, organic salt formation, liquid phase 
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reactions, and the accretion of two or more organic molecules to form a larger compound 
having lower volatility may also contribute to growth (Barsanti, McMurry, & Smith, 
2009; Lehtipalo 2014; P. H. McMurry & Wilson, 1982; Ilona Riipinen et al., 2012). In a 
chemically reacting system, the total diameter growth rate, GR, is given by the sum of all 
such processes: 
𝑑𝑑𝑝
𝑑𝑡
= 𝐺𝑅 = 𝐺𝑅𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛
𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛
+ 𝐺𝑅𝑎𝑐𝑖𝑑−𝑏𝑎𝑠𝑒 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛𝑠 + 𝐺𝑅𝑎𝑐𝑐𝑟𝑒𝑡𝑖𝑜𝑛 + 𝐺𝑅𝑜𝑡ℎ𝑒𝑟     (3.1) 
The effect of growth on the aerosol distribution function is given by (Heisler & 
Friedlander, 1977): 
𝜕𝑛
𝜕𝑡
|
𝐺𝑟𝑜𝑤𝑡ℎ
= −
𝜕
𝜕𝑑𝑝
[𝑛(𝑑𝑝, 𝑡)
𝑑𝑑𝑝
𝑑𝑡
]      (3.2) 
where the aerosol number distribution, 𝑛(𝑑𝑝, 𝑡)  is defined such that the number 
concentration of particles between 𝑑𝑝  and 𝑑𝑝 + 𝑑𝑑𝑝  is equal to 𝑛(𝑑𝑝, 𝑡)𝑑𝑑𝑝 . 
Coagulation, including the coagulation of a molecular cluster with a larger particle, can 
also lead to particle growth. It is worthwhile, however, to treat coagulation and growth 
separately. The extent to which the coagulation of freshly nucleated molecular clusters 
contributes to measured growth rates can be accurately determined only if the entire 
number distribution down to clusters of size 2 is accurately measured. In the absence of 
such data, the contributions of cluster coagulation to growth could erroneously be 
attributed to vapor uptake. Coagulation is accounted for with the coagulation integrals in 
the GDE and is a relatively well understood process that can be described with reasonable 
confidence in models (Chan & Mozurkewich, 2001; Kürten et al., 2018). Growth 
involves processes that are not well understood for chemically complex aerosol systems, 
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such as the atmosphere (Barsanti et al., 2009; Hodshire et al., 2016; Ilona Riipinen et al., 
2012). 
Progress towards understanding growth can be achieved through efforts to 
reconcile GRs that are observed experimentally with values predicted by models. Such 
work requires that size- and time-dependent GRs be accurately determined from 
observations. The literature includes many reports of observed GRs (Riccobono, 2012; 
Mark R. Stolzenburg et al., 2005; Tröstl et al., 2016; J. Wang, McGraw, & Kuang, 2013), 
but uncertainties in reported values are typically not well understood. Because it is 
usually not possible to measure the growth of individual particles as they undergo 
chemical transformations, GRs are calculated indirectly using time-dependent 
observations of aerosol properties such as number distributions or number concentrations 
larger than a given size. Those properties are typically affected by many processes, some 
poorly understood, that can affect reported GRs to an unknown extent. 
A variety of approaches have been used to extract GRs from observations. We 
refer to these values as 𝐺𝑅𝑚, where the subscript ‘m’ designates ‘measured’.  Methods 
that we discuss include: 
1. Maximum Concentration Method (Markku Kulmala et al., 2012). During a 
nucleation event, particle concentrations in a given size bin increase from their initial 
values, passing through a peak before they eventually decrease. This technique involves 
noting the times that this maximum occurred in different size bins. The growth rate is 
obtained by first fitting a linear function of particle diameter (corresponding to the size 
bins) vs. time, and then calculating the slope of the fitted function. 
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2. Appearance Time Method (Lehtipalo 2014). This approach has been used  to 
analyze data from condensation particle counter (CPC) batteries (Riccobono, 2014), 
particle size magnifier (PSM) (Lehtipalo 2014), etc.. In brief, 𝐺𝑅𝑚 is determined by the 
differences in concentration rise times (typically, either 5% or 50% of the maximum) 
measured by the instruments with differing minimum detection sizes. A variation of this 
approach was reported by Weber et al. (1997), who estimated growth rates from the 
observed time delay in measurements of sulfuric acid vapor and particles measured with 
a condensation particle counter having  a minimum detectable size of about 3 nm.  
3. Log-normal Distribution Function Method (Markku Kulmala et al., 2012). 
Lognormal distributions are fit to the growing mode of nucleated particles. 𝐺𝑅𝑚  is 
defined as the growth rate of the geometric mean size of these distributions. 
While these methods do not account for the effects of coagulation on measured 
changes in particle size, the literature includes approaches that explicitly account for such 
effects (C. Kuang et al., 2012; Lehtinen, Rannik, Petaja, Kulmala, & Hari, 2004; 
Pichelstorfer et al., 2017; Verheggen & Mozurkewich, 2006). Other work has applied the 
above techniques after confirming that coagulation has an insignificant effect for the 
analyzed data (Markku Kulmala et al., 2012)  or explicitly accounting for the effects of 
coagulation on 𝐺𝑅𝑚  (Lehtipalo et al., 2016; Mark R. Stolzenburg et al., 2005).  
This chapter assesses errors of using 𝐺𝑅𝑚 calculated using techniques commonly 
employed in the literature to infer particle growth rates. Our results are especially 
germane to GR of freshly nucleated particles ranging in size from molecular clusters to 
about 40 nm. We use time-dependent distribution functions calculated numerically by 
McMurry and Li (2017) as “data”. The only process contributing to the addition or 
46 
 
 
removal of molecular species in that work (i.e., to particle “growth rates” as is defined 
above) are condensation and evaporation. Because we understand this model system 
perfectly, 𝐺𝑅𝑡𝑟𝑢𝑒 (i.e., the net growth rate due molecular exchange through condensation 
and evaporation) can be calculated exactly. Errors in 𝐺𝑅𝑚  due to coagulation, wall 
deposition, scavenging by preexisting particles, or dilution, are given by the difference 
between 𝐺𝑅𝑡𝑟𝑢𝑒 and 𝐺𝑅𝑚. We do not examine errors associated with convection, source 
emission, etc. 
We are not the first to examine factors that cause 𝐺𝑅𝑚 to differ from 𝐺𝑅𝑡𝑟𝑢𝑒. For 
example, Kontkanen (2016) used simulations to show that discrepancies between 
measured growth rate based on appearance time (AGR) and growth rate based on 
irreversible vapor condensation (CGR) can be significant. (Note 𝐺𝑅𝑡𝑟𝑢𝑒  used in this 
chapter differs from CGR in that 𝐺𝑅𝑡𝑟𝑢𝑒 also incorporates evaporation.) Our approach, 
which uses the non-dimensional formulation described by McMurry and Li (2017), 
provides results that are generally applicable to nucleation and growth of a single 
chemical species, so long as it is being produced by chemical transformations at a 
constant rate, R. We show that the upper limit for overestimation of 𝐺𝑅𝑡𝑟𝑢𝑒  by 𝐺𝑅𝑚 
occurs when nucleation takes place in the absence of pre-existing aerosols and is 
collision-controlled (i.e., when evaporation rates from even the smallest clusters occur at 
rates that are negligible relative to vapor condensation rates). Collision-controlled 
nucleation is an important limiting case because there is growing evidence that 
atmospheric nucleation of sulfuric acid with stabilizing species is well-described as a 
collision-controlled process (Almeida et al., 2013; Kürten et al., 2018; Peter H. McMurry, 
1980). Because cluster evaporation, scavenging by preexisting aerosol, etc., all diminish 
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the number of particles formed by nucleation, overestimation of 𝐺𝑅𝑡𝑟𝑢𝑒  due to 
coagulation decreases as these processes gain in prominence.  We do not explicitly study 
the effect of growth by processes other than condensation or evaporation, such as 
heterogeneous growth pathways that take place on or within existing particles. If such 
processes were to contribute significantly to growth, they would lead to higher growth 
rates and therefore smaller relative errors in 𝐺𝑅𝑚 due to coagulation. Additionally, we 
point out when particle sink processes consume nucleated particles at a fast rate (e.g. 
strong effects of dilution or scavenging by preexisting particles), 𝐺𝑅𝑚 may not be used to 
estimate 𝐺𝑅𝑡𝑟𝑢𝑒. Our results help to inform estimates of uncertainties for systems with a 
single condensing species, or systems that can be modeled in a similar way to a single 
species system (Kürten et al., 2018). 
 
3.2 Methods 
3.2.1 Discrete-sectional Model 
We utilize the dimensionless discrete-sectional model described by McMurry and 
Li (2017) to simulate evolution of particle size distribution for a system with a single 
condensing species. We assume that the condensing species is produced at a constant rate 
by gas phase reaction. Our code uses two hundred discrete bins and 250 sectional bins, 
with a geometric volume amplification factor of 1.0718 for neighboring sections.  
Physical processes that affect particle growth, including wall deposition, loss to 
pre-existing particles, cluster evaporation and dilution, can be characterized by 
dimensionless parameters in this model. In the present study, however, not all 
aforementioned processes are discussed. Our previous work shows that wall losses, 
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scavenging by preexisting particles and dilution have qualitatively similar effects on 
aerosol dynamics. Therefore, in this work we focus on preexisting aerosols and dilution 
to illustrate factors that contribute to errors in measured growth rates, and do not 
explicitly discuss wall deposition. A single dimensionless parameter, √𝐿  , is used to 
indicate the abundance of preexisting particles, with larger  √𝐿  representing higher 
concentration of preexisting particles (or, equivalently, a slower rate at which the 
nucleating species is produced by chemical reaction). √𝐿 is calculated with the equation 
√𝐿 =
1
4
(
8𝑘𝑏𝑇
𝜋𝑚1
)
1/2
𝐴𝐹𝑢𝑐ℎ𝑠
√𝑅𝛽𝑓𝑚 11
            (3.3) 
where 𝐴𝐹𝑢𝑐ℎ𝑠  is the Fuchs surface area concentration (N. A. Fuchs & A. G. Sutugin, 
1971), 𝑘𝑏 is the Boltzmann constant, 𝑚1 is the mass of the monomer, R is the condensing 
species production rate, 𝛽11 𝑓𝑚 is the monomer collision frequency function. The loss rate 
for particles containing  k monomers is √𝐿/𝑘1/2.  This size dependence is included when 
solving the coupled differential equations for time-dependent cluster concentrations. 
Similarly, the dimensionless quantity M that characterizes dilution is given by the 
expression 
𝑀 =
𝑄𝑑𝑖𝑙/𝑉
√𝑅𝛽𝑓𝑚 11
              (3.4) 
where 𝑄𝑑𝑖𝑙 is the dilution flow rate and V is the volume of the system. Note the fractional 
dilution loss is independent of particle size. In addition to loss to pre-existing particles 
and dilution, we consider the effect of cluster evaporation on particle growth with the 
assumption that evaporation follows the classical liquid droplet model. Two 
dimensionless parameters, 𝐸 and 𝛺, are needed to fully describe the evaporation process. 
49 
 
 
The dimensionless evaporation parameter, 𝐸  , is proportional to the saturation vapor 
concentration of the nucleating species, while 𝛺  is the dimensionless surface tension 
(Peter H. McMurry & Li, 2017; Rao & McMurry, 1989). The evaporation rate for 
particles containing k monomers, 𝐸𝑘  , is calculated with a discretized equation of the 
form: 
𝐸𝑘 = 𝐸𝑐1𝑘 exp [
3
2
Ω(𝑘
2
3 − (𝑘 − 1)
2
3)]                     (3.5) 
where 𝑐(𝑖, 𝑘) is the dimensionless collision frequency between a monomer and a particle 
containing k monomers. To simplify our discussion, 𝛺 is fixed to be 16 throughout this 
work (a representative value for the surface tension of sulfuric acid aqueous solutions), 
while the value of 𝐸 is varied.  
The solution to the GDE for a constant rate system (R=constant) depends on 
dimensionless time, cluster size and the dimensionless variables √𝐿, M, E, Ω, etc., but is 
independent of the rate at which condensing vapor is produced by chemical reaction. That 
rate is required to transform the computed nondimensional solutions to dimensional 
results using simple multiplicative expressions given by McMurry and Li (2017): 
𝑁𝑘 = (
𝑅
𝛽11 𝑓𝑚
)
1/2
?̃?𝑘 ;  𝑡 =  (
1
𝑅𝛽11 𝑓𝑚
)
1/2
𝜏 ;  𝑑𝑝 = (𝑣1
1/3
)?̃?𝑝      (3.6) 
In the above equations, ?̃?𝑘 is the dimensionless concentration of particle containing k 
monomers, 𝜏 is the dimensionless time,  ?̃?𝑝 is the dimensionless particle size and 𝑣1 is 
the monomer volume. Assuming a monomer volume of  1.62 × 10−22 cm3 (volume of 
one sulfuric acid plus one dimethylamine molecule with a density of 1.47 g/cm3), ?̃?𝑝 =
30 would be equivalent to a dimensional particle size of 16.4 nm. 
50 
 
 
 
3.2.2 Evaluation of Measured Growth Rate (𝐺𝑅𝑚) 
At time 𝑡1 and 𝑡2, if two particle sizes 𝑑𝑝,𝑡1 and 𝑑𝑝,𝑡2 are used to represent the 
particle size distribution, the ‘measured’ growth rate can be calculated using the 
following equation as a first order approximation 
𝐺𝑅𝑚(
𝑑𝑝,𝑡1+𝑑𝑝,𝑡2
2
,
𝑡2+𝑡1
2
) =
𝑑𝑝,𝑡2−𝑑𝑝,𝑡1
𝑡2−𝑡1
      (3.7) 
If  𝑑𝑝,𝑡𝑖  is available for a time series {𝑡𝑖} 𝑖=1,2,…, growth rate can also be obtained by 
derivatizing a fitting function 𝑑𝑝 = 𝑑𝑝(𝑡) to obtain growth rate at any time 𝑡𝑎: 
 𝐺𝑅𝑚(𝑑𝑝, 𝑡𝑎) =
𝑑𝑑𝑝(𝑡)
𝑑𝑡
|
𝑡=𝑡𝑎
             (3.8) 
To implement Equation (3.7) or (3.8), it is necessary to choose a particle size that is 
representative of the particle size distribution at a given time. The choice of this 
representative size varies among publications and can depend on the types of available 
data. Based on previous studies (Markku Kulmala et al., 2012; Lehtipalo 2014; Mark R. 
Stolzenburg et al., 2005; Yli-Juuti, 2011), we have selected four representative sizes for 
discussion: ?̃?𝑝,𝑚𝑜𝑑𝑒 ,  ?̃?𝑝,𝑠𝑟100 , ?̃?𝑝,𝑠𝑟50  and ?̃?𝑝,𝑡𝑜𝑡50 . At a given time 𝜏 , ?̃?𝑝,𝑚𝑜𝑑𝑒  is the 
particle size at which 𝑑?̃?(τ )/𝑑𝑙𝑜𝑔10?̃?𝑝 reaches its local maximum. If the shape of the 
mode is log-normal, ?̃?𝑝,𝑚𝑜𝑑𝑒  is equal to the geometric mean of the distribution. As 
suggested by Kulmala et al. (Markku Kulmala et al., 2012), the ‘log-normal distribution 
method’ involves calculating growth rates from observed time-dependent trends of 
?̃?𝑝,𝑚𝑜𝑑𝑒 . The ‘maximum concentration method’  is based on the time when particles in a 
given size bin, ?̃?𝑝,𝑠𝑟100 , pass through their maximum (100%) concentration (Lehtinen & 
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Kulmala, 2003).  The ‘appearance time’ method is based on the time when particle 
concentrations in a bin, ?̃?𝑝,𝑠𝑟50, pass through a specified percentage of its maximum (we 
have used 50%). Growth rates are sometimes based on total concentrations of particles 
larger than a specified size. We refer to the particle size above which the total number 
concentration of particles reaches 50% of its maximum value as ?̃?𝑝,𝑡𝑜𝑡50. This approach 
is especially useful when measurements are carried out with a battery of CPCs having 
differing cutoff sizes. For simplicity, in this chapter we assume that CPC detection 
efficiencies increase from 0% to 100% at a given cutoff size. In practice, measured size-
dependent detection efficiencies are typically used when analyzing CPC battery data. 
Figure 3.1 shows the location of these representative sizes at 𝜏 = 20, 60 ,100 for two 
nucleation scenarios in the absence of preexisting particles. ?̃?𝑝,𝑚𝑜𝑑𝑒 ,  ?̃?𝑝,𝑠𝑟100 , ?̃?𝑝,𝑠𝑟50 
and  ?̃?𝑝,𝑡𝑜𝑡50  are marked as points, with their y-coordinates representing particle 
concentrations at corresponding sizes. 
As will be shown later, values of 𝐺𝑅𝑚obtained with ?̃?𝑝,𝑚𝑜𝑑𝑒, ?̃?𝑝,𝑠𝑟100, ?̃?𝑝,𝑠𝑟50 or 
?̃?𝑝,𝑡𝑜𝑡50  are not equal. To differentiate these cases, 𝐺𝑅𝑚  are notated as 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 , 
𝐺𝑅𝑚,𝑠𝑟100, 𝐺𝑅𝑚,𝑠𝑟50 and 𝐺𝑅𝑚,𝑡𝑜𝑡50 accordingly.  
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Figure 3.1. Particle size distributions at dimensionless times 𝜏 = 20, 60 ,100  (a) for 
collision-controlled nucleation and (b) when evaporation is included with  𝐸 = 1 × 10−3. 
Division of the distribution into monomer, cluster and nucleation mode is displayed for 
𝜏 = 100, with beige and light blue indicating the range of clusters and nucleation mode. 
Clusters and nucleation mode are separated by ?̃?𝑝,𝑚𝑖𝑛, where 𝑑?̃?/𝑑𝑙𝑜𝑔10?̃?𝑝 is at a local 
minimum. Characteristic sizes ?̃?𝑝,𝑚𝑜𝑑𝑒, ?̃?𝑝,𝑠𝑟100 , ?̃?𝑝,𝑠𝑟50 and ?̃?𝑝,𝑡𝑜𝑡50 are marked for each 
time. The relationship between symbols and characteristic sizes is shown only for =100. 
 
3.2.3 Evaluation of True Growth Rate (𝐺𝑅𝑡𝑟𝑢𝑒) 
The true growth rate (𝐺𝑅𝑡𝑟𝑢𝑒) defined in this work follows the Lagrangian 
approach (Olenius, Riipinen, Lehtipalo, & Vehkamäki, 2014), i.e. tracking the volume 
change of individual particles, and only includes molecular species exchange by 
condensation and evaporation. It is calculated with the following expression: 
𝐺𝑅𝑡𝑟𝑢𝑒 = 
𝑑?̃?𝑝
𝑑𝜏
=
2
𝜋?̃?𝑝
2
𝑑?̃?
𝑑𝜏
=
2
𝜋?̃?𝑝
2 ∙
?̃?+𝑐(𝑖,𝑘)?̃?1∙𝑑𝜏−𝐸𝑘∙𝑑𝜏−?̃?
𝑑𝜏
=
2(𝑐(𝑖,𝑘)?̃?1−𝐸𝑘)
𝜋?̃?𝑝
2  (3.9) 
where ?̃?𝑝 is the representative size, ?̃?1 is the concentration of monomers,  and  𝐸𝑘 is the 
particle evaporation rate given by Equation (3.5).  
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If evaporation is negligible (𝐸 = 0) and ?̃?1 is constant, Equation (3.9) leads to a 
higher growth rate for smaller particles, mainly because of the increased monomer 
collision frequency relative to particle size (Tröstl et al., 2016). Throughout this work 
Equation (3.9) is used to evaluate true particle growth rate. Note 𝐺𝑅𝑡𝑟𝑢𝑒 is calculated 
from dimensionless size and time, and is therefore dimensionless. Since we focus on 
relative values of true and measured growth rates, our conclusions are unaffected by the 
dimensionality of GR. However, dimensionless growth rates can be converted to 
dimensional values with Equation (3.6). 
 
3.3 Results and Discussion 
3.3.1 Error of Using 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 as 𝐺𝑅𝑡𝑟𝑢𝑒 
As mode diameter (?̃?𝑝,𝑚𝑜𝑑𝑒) is often employed to derive particle growth rate, in 
this section we discuss the error of using 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒  as a substitute for 𝐺𝑅𝑡𝑟𝑢𝑒  in the 
absence of preexisting particles. The effect of preexisting particles is discussed in Sect. 
3.3.  
Both condensation and coagulation lead to growth of ?̃?𝑝,𝑚𝑜𝑑𝑒. To understand their 
relative importance, we attribute 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒  to three processes: monomer condensation 
minus evaporation (𝐺𝑅𝑡𝑟𝑢𝑒), coagulation of the mode with clusters (𝐺𝑅𝑚,𝑐𝑙𝑢𝑠𝑡𝑒𝑟) and self-
coagulation of the mode (𝐺𝑅𝑚,𝑠𝑒𝑙𝑓). The latter two processes are the main causes of the 
discrepancy between 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒  and 𝐺𝑅𝑡𝑟𝑢𝑒 . To evaluate 𝐺𝑅𝑚,𝑐𝑙𝑢𝑠𝑡𝑒𝑟  and 𝐺𝑅𝑚,𝑠𝑒𝑙𝑓 , the 
range of ‘clusters’ and ‘mode’ are defined as illustrated in Figure 3.1 by the two shaded 
regions at 𝜏 = 100 : clusters (beige) and nucleation mode (light blue). Clusters and 
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nucleation mode are separated by ?̃?𝑝,𝑚𝑖𝑛, where 𝑑?̃?/𝑑𝑙𝑜𝑔10?̃?𝑝 is at a local minimum. 
Stolzenburg et al.(2005) assumed the nucleation mode is lognormal and calculated 
𝐺𝑅𝑡𝑟𝑢𝑒  and 𝐺𝑅𝑚,𝑠𝑒𝑙𝑓  with the method of moments. In this work, since the mode for 
collision-controlled nucleation deviates significantly from log-normal (see Figure 3.1a), 
no assumption regarding the shape of the nucleation mode is made. Instead, 𝐺𝑅𝑚,𝑐𝑙𝑢𝑠𝑡𝑒𝑟, 
𝐺𝑅𝑚,𝑠𝑒𝑙𝑓 are calculated with the first order numerical approximation method outlined in 
Appendix A.  
 
Figure 3.2. (a) ?̃?𝑝,𝑚𝑜𝑑𝑒 and various growth rates as functions of time for collision-
controlled nucleation. Dashed black lines show the value of 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒. Yellow, green 
and blue dashed lines represent 𝐺𝑅𝑚,𝑠𝑙𝑒𝑓 , 𝐺𝑅𝑚,𝑐𝑙𝑢𝑠𝑡𝑒𝑟  and 𝐺𝑅𝑡𝑟𝑢𝑒  respectively. (b) The 
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same quantities as are shown in (a) but with the evaporation constant set to 𝐸 = 1 ×
10−3. For both Figure 3.2a and 3.2b, the left axis shows value for the solid lines and the 
right axis shows values for the dashed lines. (c) Monomer concentration as functions of 
time for different values of E. (d) 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚,𝑚𝑜𝑑𝑒  for different values of  𝐸  at 𝜏 =
30, 50, 100, 150. 
 
The calculation results are summarized by Figure 3.2. We first consider collision-
controlled nucleation (E=0). For this nucleation scenario, Figure 3.2a shows ?̃?𝑝,𝑚𝑜𝑑𝑒  on 
the left y axis and growth rate values on the right. A third order polynomial is used for 
fitting ?̃?𝑝,𝑚𝑜𝑑𝑒 = ?̃?𝑝,𝑚𝑜𝑑𝑒(𝜏) and is plotted as a solid black line. Differentiating the fitted 
polynomial with respect to time gives the value of 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒. It is clear that 𝐺𝑅𝑡𝑟𝑢𝑒 only 
accounts for a small fraction (17%-20%) of 𝐺𝑅𝑚  and is on par with contribution of 
𝐺𝑅𝑚,𝑐𝑙𝑢𝑠𝑡𝑒𝑟  (15%-22%). Self-coagulation is the major contributor (62%-78%) to 𝐺𝑅𝑚 . 
Thus, using 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 as a substitute for 𝐺𝑅𝑡𝑟𝑢𝑒 leads to an overestimation by as much as 
a factor about 6. We believe collision-controlled nucleation (E=0) in the absence of other 
particle loss mechanisms such as wall deposition (W=0) and scavenging by pre-existing 
particles (√𝐿=0) provides an upper limit for overestimation of 𝐺𝑅𝑡𝑟𝑢𝑒 for a constant rate 
system (R=constant).  This is because these conditions lead to the maximum number of 
particles that can be produced by nucleation. High concentrations lead to high 
coagulation rates, and it is coagulation that is primarily responsible for errors in 𝐺𝑅𝑚. 
Furthermore, as is discussed below, the absence of evaporation and scavenging by 
nucleated particles keeps monomer concentrations low relative to values achieved when 
E0 (see Figure 3.2a). Low monomer concentrations reduce the value of 𝐺𝑅𝑡𝑟𝑢𝑒, thereby 
increasing relative errors in 𝐺𝑅𝑚. 
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Distinctive features of particle growth emerge  when cluster evaporation is 
included by setting 𝐸 = 1 × 10−3. Figure 3.2b shows results for this nucleation scenario. 
Most noticeably, particles grow considerably faster at early stages of simulation. This 
occurs because evaporation depletes clusters and correspondingly increases monomer 
concentration. In the absence of pre-existing particles, monomer concentration 
accumulates until the supersaturation is high enough for nucleation to take place (see 
Figure 3.2c).  The accumulated monomers then rapidly condense on the nucleated 
particles, leading to the rapid particle growth shown in Figure 3.2b. To capture this rapid 
growth, two third-order polynomials are used to fit ?̃?𝑝,𝑚𝑜𝑑𝑒 values for 𝜏 < 40 and 𝜏 > 35 
respectively, with an overlapping region for 35 < 𝜏 < 40. Furthermore, in comparison to 
collision-controlled nucleation, contribution of 𝐺𝑅𝑚,𝑐𝑙𝑢𝑠𝑡𝑒𝑟  to 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒   becomes 
negligible, due to decreased cluster concentration by evaporation. For 𝜏 > 30, 𝐺𝑅𝑡𝑟𝑢𝑒 
accounts for about 40%-55% of 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 , larger than that of collision-controlled 
nucleation; for 𝜏 < 25, 𝐺𝑅𝑡𝑟𝑢𝑒 almost entirely accounts for 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 and even exceeds 
𝐺𝑅𝑚,𝑚𝑜𝑑𝑒   at the very beginning of the nucleation. 𝐺𝑅𝑡𝑟𝑢𝑒  /𝐺𝑅𝑚,𝑚𝑜𝑑𝑒  >1 indicates a 
rapidly forming nucleation mode, where freshly nucleated particles enter the mode and 
skew the mode distribution toward smaller sizes, slowing down the shift of the mode 
peak towards larger values. 
Increase of 𝐺𝑅𝑡𝑟𝑢𝑒 / 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒   by evaporation is explained by the elevated 
monomer concentration due to particle volatility and the smaller number of particles 
formed by nucleation: the former increases 𝐺𝑅𝑡𝑟𝑢𝑒, and the latter decreases 𝐺𝑅𝑚,𝑠𝑒𝑙𝑓  and 
𝐺𝑅𝑚,𝑐𝑙𝑢𝑠𝑡𝑒𝑟. Figure 3.2c plots monomer concentration ?̃?1 as a function of time for several 
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values of E. Noticeably, monomer concentration elevates with E since higher cluster 
evaporation rates require higher monomer concentrations (i.e., higher supersaturation) to 
overcome the energy barrier of nucleation. Once nucleation takes place, high monomer 
concentration leads to rapid nanoparticle growth rates.  
Figure 3.2d shows 𝐺𝑅𝑡𝑟𝑢𝑒  / 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒   at 𝜏 = 30, 50, 100, 150  for several E 
values. At a given time, 𝐺𝑅𝑡𝑟𝑢𝑒 /𝐺𝑅𝑚,𝑚𝑜𝑑𝑒  clearly increases with E: when evaporation 
rates are not negligible (i.e., E0), 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 is closer to 𝐺𝑅𝑡𝑟𝑢𝑒 than occurs when E=0. 
Again, this is because the elevated monomer concentrations increase 𝐺𝑅𝑡𝑟𝑢𝑒   and the 
lowered concentrations of clusters and nucleated particles decrease 𝐺𝑅𝑚,𝑐𝑙𝑢𝑠𝑡𝑒𝑟  and  
𝐺𝑅𝑚,𝑠𝑒𝑙𝑓 . As E approaches 0, the value of 𝐺𝑅𝑡𝑟𝑢𝑒 /𝐺𝑅𝑚,𝑚𝑜𝑑𝑒  converges to that of the 
collision-controlled nucleation (~0.2). One data point, corresponding to 𝐸 = 5 × 10−3 
and 𝜏 = 30, with a value of 1.8,  is not shown in Figure 3.2d. It has a value significantly 
greater than unity because of the large quantities of nucleated particles entering the mode, 
skewing the mode peak toward smaller sizes. 
 
3.3.2 Comparison of Representative Sizes 
In this section we examine how observed growth rate depends on the choice of a 
representative size. The application of 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒  to deduce 𝐺𝑅𝑡𝑟𝑢𝑒,  though convenient 
in practice, depends on the existence of a nucleation mode. However, the nucleation 
mode is usually not well defined in the early stage of nucleation. In contrast, growth rate 
based on other representative sizes (?̃?𝑝,𝑠𝑟50 , ?̃?𝑝,𝑠𝑟100 and ?̃?𝑝,𝑡𝑜𝑡50) are not dependent on 
mode formation and are available for all particle sizes. In light of this, 𝐺𝑅𝑚,𝑠𝑟100 , 
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𝐺𝑅𝑚,𝑠𝑟50 , 𝐺𝑅𝑚,𝑡𝑜𝑡50   have often been employed to describe the growth rate of small 
particles (<5nm). The effects of pre-existing particles are neglected in this section (i.e., 
√𝐿 = 0) but are discussed in Sect. 3.3. 
 
Figure 3.3. (a) ?̃?𝑝,𝑚𝑜𝑑𝑒 ,  ?̃?𝑝,𝑠𝑟100 ,?̃?𝑝,𝑡𝑜𝑡50, ?̃?𝑝,𝑏𝑖𝑛50  as functions of time. (b) Measured 
growth rates 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 , 𝐺𝑅𝑚,𝑠𝑟100 , 𝐺𝑅𝑚,𝑠𝑟50 , 𝐺𝑅𝑚,𝑡𝑜𝑡50  as functions of representative 
sizes. (c) Ratio of true growth rate to measured growth rate, 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚. Figures 3.3a-
3.3c are for collision-controlled nucleation with E=0. Figures 3.3d-3.3f show the same 
quantities as are shown in Figure 3.3a-3.3c but with 𝐸 = 1 × 10−3. 
 
For collision-controlled nucleation, ?̃?𝑝,𝑚𝑜𝑑𝑒 , ?̃?𝑝,𝑠𝑟50, ?̃?𝑝,𝑠𝑟100, ?̃?𝑝,𝑡𝑜𝑡50 are plotted 
as functions of time in Figure 3.3a. The magnitude of the representative sizes follow 
?̃?𝑝,𝑚𝑜𝑑𝑒 < ?̃?𝑝,𝑏𝑖𝑛100 <  ?̃?𝑝,𝑡𝑜𝑡50 < ?̃?𝑝,𝑏𝑖𝑛50 , as was previously illustrated in Figure 3.1a. 
?̃?𝑝,𝑚𝑜𝑑𝑒< ?̃?𝑝,𝑏𝑖𝑛100 indicates that a certain measurement bin first reaches its maximum 
concentration and becomes a local maximum at a later time. This is true for collision-
controlled nucleation with a decreasing peak concentration but is not necessarily true for 
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other nucleation scenarios. The observed growth rate (i.e. slope of curves in Figure 3.3a) 
are shown in Figure 3.3b as a function of representative size, with a clear relationship 
𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 < 𝐺𝑅𝑚,𝑠𝑟100 < 𝐺𝑅𝑚,𝑡𝑜𝑡50 < 𝐺𝑅𝑚,𝑠𝑟50. Note that 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 is not available for 
small sizes, indicating the nucleation mode is yet to form at the early stage of nucleation. 
Figure 3.3c shows 𝐺𝑅𝑡𝑟𝑢𝑒 / 𝐺𝑅𝑚  as a function of representative size, with 𝐺𝑅𝑡𝑟𝑢𝑒 
calculated with Equation (3.9). Clearly 𝐺𝑅𝑡𝑟𝑢𝑒  accounts for the highest percentage of 
𝐺𝑅𝑚 at the start of nucleation. This is partly due to higher monomer concentrations (see 
red solid curve in Figure 3.2c) and partly due to Equation (3.9) that leads to higher true 
growth rate for smaller particles: the addition of a monomer leads to a bigger absolute as 
well as fractional diameter growth for small particles.  
Figures 3.3d-3.3f are counterparts of Figures 3.3a-3.3c, but with evaporation 
constant E set to 1 × 10−3. Figure 3.3d show that ?̃?𝑝,𝑠𝑟50 and ?̃?𝑝,𝑡𝑜𝑡50  increase relatively 
slowly at the start of the simulation (see the amplified figure at the lower right corner of 
Figure 3.3d; for reference, the dimensionless sizes of monomer, dimer and trimer are 
1.24, 1.56 and 1.79 respectively). Subsequently, a marked change slope of the ?̃?𝑝 =
?̃?𝑝(𝜏)  curve is observed, indicating accelerated particle growth. This reflects that 
nucleation occurs with a burst of particle formation following a process of monomer and 
cluster accumulation. The slow growth of the smallest clusters is an indication that the 
accumulation process is slow due to the strength of the Kelvin effect. 
Figure 3.3e shows 𝐺𝑅𝑚 obtained by curve fitting after the nucleation burst and 
Figure 3.3f shows the corresponding 𝐺𝑅𝑡𝑟𝑢𝑒 / 𝐺𝑅𝑚  values. Different from collision-
controlled nucleation, there is a sharp rise of  𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚 value at the start of nucleation. 
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This is due to the sharp decrease of the evaporation term in Equation (3.9), causing the 
value of 𝐺𝑅𝑡𝑟𝑢𝑒  to increase sharply. As nucleation progresses, the ratio of 𝐺𝑅𝑡𝑟𝑢𝑒  to 
𝐺𝑅𝑚,𝑠𝑟100, 𝐺𝑅𝑚,𝑡𝑜𝑡50  and 𝐺𝑅𝑚,𝑠𝑟50  comes close to 1, with 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 not yet available. 
Eventually, 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚 for all representative sizes decreases and fall into the range of 
30%-50%, with 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 giving the best estimate of 𝐺𝑅𝑡𝑟𝑢𝑒. Note the value of 𝐺𝑅𝑡𝑟𝑢𝑒/
𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 significantly exceeds unity for ?̃?𝑝 ∈ [5,11] due to the distortion of the mode 
toward smaller sizes by high flux of freshly nucleated particles into the mode. 
 
3.3.3 Effect of Pre-existing Particles 
Pre-existing particles act as particle sinks to decrease the intensity of nucleation. 
Similarly, in chamber experiments, though loss to pre-existing particles is often 
eliminated by using air that is initially particle-free, loss of particles to chamber walls is 
inevitable. Since wall loss and loss to preexisting particles have qualitatively similar 
effects on nucleation (Peter H. McMurry & Li, 2017), we selectively examine the effect 
of preexisting particles on growth rate measurements to qualitatively illustrate the effects 
of all of these processes. To probe the initial stage of nucleation, we use ?̃?𝑝,𝑏𝑖𝑛50 as the 
basis for our analysis, with a comparison of representative sizes presented at the end of 
this section. As to the magnitude of √𝐿, we choose √𝐿 ∈ [0,0.3] based on previous work. 
It was shown in Figure 3.2b in McMurry and Li (2017) that as √𝐿 exceeds 0.1, particle 
size distributions begin to deviate discernably from the collision-controlled case. In 
addition, √𝐿 ≈ 0.2 was observed in the ANARChE field campaign carried out in Atlanta 
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for nucleation events with sulfuric acid as the major nucleating species (C. Kuang, 
Riipinen, Yli-Juuti, et al., 2010).  
 
Figure 3.4. Effect of preexisting particles on particle growth rate. (a) ?̃?𝑝,𝑠𝑟50  as a 
function of time. (b) Ratio of true growth rate to measured growth rate, 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚,𝑠𝑟50. 
(c) Particle size distributions at τ = 20 and τ = 100. Figures 3.4a-3.4c are for collision-
controlled nucleation with 𝐸 = 0 and √𝐿 = 0, 0.1, 0.2, 0.3. Figures 3.4d-3.4f show the 
same quantities as are shown in Figures 3.4a-3.4c but with 𝐸 = 1 × 10−3. 
 
The influence of preexisting particles on the discrepancy between true and 
measured growth rate (𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚) is twofold. On one hand, preexisting particles can 
decrease monomer concentration which leads to a smaller 𝐺𝑅𝑡𝑟𝑢𝑒. On the other hand, 
preexisting particles reduce coagulation by scavenging nucleated particles, which could 
result in a narrower gap between 𝐺𝑅𝑡𝑟𝑢𝑒  and 𝐺𝑅𝑚 . Therefore, the response of 
𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚  to √𝐿 depends on the relative magnitude of these two competing effects. 
Figure 3.4a shows ?̃?𝑝,𝑠𝑟50 as a function of time for several √𝐿 values and Figure 3.4b 
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displays the corresponding  𝐺𝑅𝑡𝑟𝑢𝑒 / 𝐺𝑅𝑚  values. It can be seen that 𝐺𝑅𝑡𝑟𝑢𝑒 / 𝐺𝑅𝑚 
positively correlates with √𝐿 , indicating preexisting particles are more effective in 
removing nucleated particles than reducing monomer concentrations. In fact, as further 
demonstrated by Figure 3.4c, monomer concentrations (leftmost point of all the curves) 
are barely affected: scavenging of monomers by preexisting particles are offset by less 
condensation of monomers onto nucleated particles. Note that for the range of √𝐿 values 
examined, the presence of preexisting particles alter 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚  values by no more than 
50% for collision-controlled nucleation.   
Figures 3.4d-3.4f show the same quantities as are shown in Figure 3.4a-3.4c, but 
with 𝐸 set to 1 × 10−3 instead of zero. In contrast to collision-controlled nucleation, pre-
existing particles significantly affect the nucleation process when cluster evaporation is 
taken into account. As √𝐿  increases, Figure 3.4e shows 𝐺𝑅𝑡𝑟𝑢𝑒 /𝐺𝑅𝑚   converges to a 
value slightly larger than unity. This indicates that the contribution of coagulation to 
measured growth rate approaches zero as √𝐿  becomes large; or equivalently, the 
concentration of nucleated particles is severely decreased by pre-existing particles. 
Values of 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚,𝑠𝑟50  slightly exceed unity for large sizes (Figure 3.4f) due to the 
slightly higher condensational growth rates of smaller particles in the nucleation mode.  
This shifts values of  ?̃?𝑝,𝑠𝑟50 towards smaller sizes than would occur if all particles were 
to grow at the same rate, causing 𝐺𝑅𝑚,𝑠𝑟50 to be smaller than 𝐺𝑅𝑡𝑟𝑢𝑒.  
The decrease of nucleated particle concentration is further demonstrated in Figure 
3.4f.  From √𝐿 = 0 to √𝐿 = 0.3, the peak concentration of nucleated particles dropped 
by about three orders of magnitude. Such a decrease in concentration of nucleated 
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particles results from the limiting effect of  √𝐿   on monomer concentration. If pre-
existing particles are absent, then no major loss mechanisms for monomers exist prior to 
the nucleation burst. Monomer would accumulate until the nucleation energy barrier can 
be overcome: the higher the energy barrier, the higher the monomer concentration prior 
to nucleation, as shown in Figure 3.2c. The elevated monomer concentration then leads to 
rapid growth of freshly nucleated particles immediately following the nucleation burst. 
However, in the presence of pre-existing particles (i.e., √𝐿 ≠ 0), monomer concentration 
can only increase to the point where its production and consumption by preexisting 
particles reach balance, prohibiting its concentration from reaching a high value even 
prior to the nucleation burst. To facilitate comparison with experimental results, in 
Appendix B we provide an example of conversion from dimensionless distributions and 
growth rates to dimensional ones.  
 
 
64 
 
 
 
Figure 3.5. (a) ?̃?𝑝,𝑚𝑜𝑑𝑒 ,  ?̃?𝑝,𝑠𝑟100 ,?̃?𝑝,𝑡𝑜𝑡50, ?̃?𝑝,𝑏𝑖𝑛50  as functions of time. (b) Measured 
growth rate 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 , 𝐺𝑅𝑚,𝑠𝑟100 , 𝐺𝑅𝑚,𝑠𝑟50 , 𝐺𝑅𝑚,𝑡𝑜𝑡50  as functions of representative 
sizes. (c) Ratio of true growth rate to measured growth rate, 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚. Figures 3.5a-
3.5c are for collision-controlled nucleation with 𝐸 = 0 and √𝐿 = 0.2. Figures 3.5d-3.5f 
show the same quantities as are shown in Figure 3.5a-3.5c but with 𝐸 = 1 × 10−3. 
 
Finally, Figure 3.5 examines the difference between representative sizes used to 
calculate 𝐺𝑅𝑚  when loss to preexisting particles is accounted for. Two cases are 
presented: (1) collision-controlled nucleation (E=0) with  √𝐿 = 0.2 (Figure 3.5a-3.5c) 
and (2) nucleation accounting for both cluster evaporation and scavenging by preexisting 
particles ( 𝐸 = 1 × 10−3 and √𝐿 = 0.2 ; Figures 3.5d-3.5f). For collision-controlled 
nucleation with √𝐿 = 0.2 , the preexisting particles changes nucleation only slightly, 
although 𝐺𝑅𝑚 decreases and 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚 increases both to a minor extent compared to 
collision-controlled nucleation in the absence of a preexisting aerosol (compare Figures 
3.5a-3.5c to Figures 3.3a-3.3c). The analysis made in the discussion of Figures 3.3a-3.3c 
still stands for Figures 3.5a-3.5c. For nucleation with evaporation and preexisting 
particles coupled together (Figures 3.5d-3.5f), three features are worthy of attention. 
Firstly, compared to evaporation-only nucleation, 𝐺𝑅𝑚  is significantly decreased for 
small particle sizes. For ?̃?𝑝 < 10, 𝐺𝑅𝑚 is no larger than 0.7 with preexisting particles but 
can be greater than 1.5 without (refer to Figure 3.3e). Secondly, as shown in Figure 3.5f, 
𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚,𝑠𝑟50 and 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚,𝑡𝑜𝑡50 come close to unity due to negligible coagulation 
effects. Third, 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚,𝑚𝑜𝑑𝑒 is between 1.2 and 1.5 and 𝐺𝑅𝑡𝑟𝑢𝑒/𝐺𝑅𝑚,𝑠𝑟100 is between 
65 
 
 
1.1 and 1.2 for ?̃?𝑝 > 10, indicating the true growth will be slightly underestimated if 
?̃?𝑝,𝑚𝑜𝑑𝑒 or  ?̃?𝑝,𝑠𝑟100 is used to infer 𝐺𝑅𝑡𝑟𝑢𝑒.  
 
3.4 Underestimation of 𝑮𝑹𝒕𝒓𝒖𝒆  
In previous sections, mainly overestimation of the 𝐺𝑅𝑡𝑟𝑢𝑒  by measured growth 
rate, 𝐺𝑅𝑚, has been discussed. Though we do not quantitatively study underestimation of 
𝐺𝑅𝑡𝑟𝑢𝑒 by 𝐺𝑅𝑚, in this section we show that in a constant rate system where particle sink 
processes (i.e. dilution and loss to pre-existing particles) strongly decrease the 
concentration of nucleated particles, 𝐺𝑅𝑚 can approach zero and cannot be utilized to 
estimate 𝐺𝑅𝑡𝑟𝑢𝑒. Figure 3.6 shows such nucleation scenarios for (a) collision-controlled 
nucleation with M = 0.1 and (b) collision-controlled nucleation with √𝐿 = 1.5. In both 
cases other sink processes were set equal to zero. As shown in both Figure 3.6a and 3.6b, 
particle size distributions approach steady state after 𝜏 = 100. As a result, the measured 
growth rate 𝐺𝑅𝑚 approaches zero beyond 𝜏 = 100.  At the same time, true growth rate 
remains finite since monomer concentration remains at steady state after 𝜏 = 20 . 
Therefore, other methods have to be utilized to infer 𝐺𝑅𝑡𝑟𝑢𝑒 in such situations.  
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Figure 3.6.  Particle size distribution for collision-controlled nucleation with (a) M=0.1 
and (b) √𝐿 = 1.5. In both cases, sink processes not indicated in the figures were set to 
zero in the simulations. 
 
3.4 Conclusions 
We used a discrete-sectional model to solve a dimensionless form of aerosol 
population balance equation for a single-species system. True growth rate and various 
“measured” growth rates were examined for a variety of nucleation scenarios. Based on 
the simulation results, we draw the following conclusions: 
1. Simulated data shows that for collision-controlled nucleation without preexisting 
particles, growth rates inferred from the modal size of nucleated particles 
(𝐺𝑅𝑚,𝑚𝑜𝑑𝑒) is as much as 6 times greater than true growth rates due to vapor 
condensation (𝐺𝑅𝑡𝑟𝑢𝑒).  
2. In the absence of preexisting particles or other sink processes, comparison of 
different growth rates based on different representative sizes indicates the 
relationship 𝐺𝑅𝑚,𝑚𝑜𝑑𝑒<𝐺𝑅𝑚,𝑠𝑟100<𝐺𝑅𝑚,𝑡𝑜𝑡50<𝐺𝑅𝑚,𝑠𝑟50  holds true for collision-
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controlled nucleation. If clusters evaporate, the nucleation process is characterized 
by rapid particle growth following the nucleation burst.  
3. Both evaporation and scavenging by preexisting particles can reduce the 
concentration of particles formed by nucleation. Lower particle concentrations 
reduce the effect of coagulation on 𝐺𝑅𝑚, so overestimation of 𝐺𝑅𝑡𝑟𝑢𝑒 by 𝐺𝑅𝑚 is 
lower than is found in the absence of these processes.  
4. Preexisting particles have dramatically different effects on collision-controlled 
nucleation and nucleation with cluster evaporation. For √𝐿 ∈ [0,0.3], collision-
controlled nucleation is only slightly affected. However, if preexisting particles 
are coupled with evaporation, the number of nucleated particles can drop 
significantly, thus reducing the contribution of coagulation to measure growth 
rates. 
5. 𝐺𝑅𝑚 can underestimate 𝐺𝑅𝑡𝑟𝑢𝑒 in a system with strong dilution or other particle 
sink processes. Particle size distributions in such nucleation scenarios can 
approach a steady state that leads to a 𝐺𝑅𝑚  close to 0, which underestimates 
𝐺𝑅𝑡𝑟𝑢𝑒.  
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Chapter 4: Vapor Specific Extents of Uptake by Nanometer Scale 
Charged Particles 
Abstract: The uptake of vapor molecules by nanometer scale aerosol particles 
(clusters) is of fundamental importance in aerosol science; uptake is the first step of 
condensational growth in both the ambient as well as in condensation based particle 
detectors.  However, uptake is not well understood at the nanometer scale.  We 
examined the uptake of organic vapor molecules by nanometer scale sodium 
chloride cluster ions ((NaCl)x(Na+)z and (NaCl)x(Cl-)z) using a differential mobility 
analyzer coupled with a time-of-flight mass spectrometer. Through monitoring 
cluster ion inverse mobilities as functions of solvent vapor pressure in the mobility 
analyzer, the extent of uptake was monitored for 1-butanol, ethanol, methyl ethyl 
ketone (MEK), and toluene.  With butanol vapor pressures in the < 300 Pa range, 
shifts in inverse mobility excess of a factor of 2 were observed for nearly all 
examined clusters.  Ethanol and MEK uptake led to shifts for positively charged 
cluster ions upwards of a factor of 1.5.  Ethanol exposure led to similar sized shifts 
for negatively charged clusters ions, while MEK exposure led to negative ion inverse 
mobility shifts less than a factor of 1.3.  Toluene was sorbed much less efficiently 
than the other solvents; toluene exposure led to shifts in inverse mobility below a 
factor of 1.2.  In total, relative inverse mobility shifts, which are direct functions of 
the extent of vapor uptake, were found to be only weakly dependent on cluster ion 
size when compared to the influence of vapor molecular structure and cluster ion 
charge polarity.  Classical (Kelvin-based) models are found inadequate to explain 
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the observed mobility shifts, and we instead used a site-specific, Langmuir type 
model to describe the vapor uptake behavior by the cluster ions.  
  
4.1 Introduction 
The ability to control vapor uptake by nanoparticles (condensation) with minimal 
homogeneous nucleation makes possible the design and operation of condensation 
particle counters (CPCs) (P. H. McMurry, 2000). Critically important to CPC 
performance is the CPC’s activation efficiency curve, i.e. the fraction of sampled 
particles which are condensationally grown to an optically detectable size, as a function 
of the original nanoparticle size.  Such curves typically take on a value close to unity 
above a critical size, but decrease rapidly below it.  For > 3 nm particles, the critical size 
is determined largely by the Kelvin effect, i.e. the surface tension driven enhancement in 
vapor pressure around a small particle.  Efforts to decrease the critical size are commonly 
made by finding working fluids, aerosol flowrates, and temperature settings for which the 
vapor concentration in the CPC growth region exceeds the Kelvin model predicted vapor 
pressure at a particle’s surface.   
Using the Kelvin model as a guide, commercially available CPCs have been 
developed with critical sizes near 3 nm (Iida et al., 2008; M. R. Stolzenburg & McMurry, 
1991).   Further, recent improvements in CPC design have led to critical sizes in the 1-2 
nm mobility size range (Gamero-Castano & Fernandez de la Mora, 2000; Iida et al., 
2009; Chongai Kuang et al., 2012; Vanhanen et al., 2011; Wimmer et al., 2013).  
However, in investigating condensation onto 1-2 nm particles, several observations have 
been made suggesting that the Kelvin model alone is inappropriate to fully describe the 
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activation efficiency curve for nanometer scale particles.  Specifically, dependencies on 
particle chemical composition and charge state (i.e. positive or negative) are not expected 
based on the Kelvin model (and similarly, the Kelvin-Thomson model).  Both particle 
chemical composition and charge state have been experimentally observed to have large 
effects on CPC activation efficiency in the 1-2 nm range (Iida et al., 2009; Wimmer et al., 
2013), with these effects often difficult to decouple from one another (Kangasluoma, 
Samodurov, et al., 2016).  The working fluid chemical composition is also observed to 
influence activation efficiency in a manner not expected based on the Kelvin model (Iida 
et al., 2009).   
For 1-2 nm particles, which are composed of a limited number of 
atoms/molecules, the main issue with the Kelvin model is presumably that it invokes bulk 
matter approximations.  In doing so it considers neither effects of molecular scale 
interactions between the particle and working fluid molecules, nor the influences of 
particle and vapor molecule structure.  Molecular interactions and structure govern 
completely whether a vapor molecule will bind and remain bound to a surface upon 
collision and are particularly important at the nanometer scale.  Therefore, in spite of the 
continued use of Kelvin model in predicting condensation and growth rates for nanometer 
scale species, (M. Kulmala, Kerminen, Anttila, Laaksonen, & O'Dowd, 2004; M. 
Kulmala, Lehtinen, & Laaksonen, 2006) there is a clear need to better understand vapor 
molecule sorption onto nanometer scale particles.   
Recently, our group has shown it is possible to use a differential mobility analyzer 
(DMA) coupled to a mass spectrometer (MS) to probe vapor molecule condensation onto 
nanometer scale particles (ions) (D. R. Oberreit et al., 2015; Thomas et al., 2016) under 
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sub-saturated conditions. Though CPCs invariably operate under supersaturated 
conditions, subsaturated vapor uptake measurements provide information on the earliest 
stages of condensation, i.e. they permit examination of the uptake/sorption of several 
molecules and importantly, the influences of charge state, particle/ion structure and 
working fluid chemical composition. In DMA-MS measurements (or alternative 
mobility-mass measurement systems (Rawat, Vidal-de-Miguel, & Hogan, 2015)), 
charged species migrating through the mobility classification equilibrate with their 
surroundings, which are laden with vapor at a controlled concentrations. As an 
ion/particle traverses the mobility classifier vapor molecules sorb and desorb from it; the 
net result is a shift in the apparent electrical mobility of the ion/particle from its value in 
the absence of vapor. After mobility analysis but prior to mass measurement, 
ions/particles pass through a high pressure drop, high electric field interface, in which 
nearly all vapor molecules evaporate, and the bare ion/particle is detected in the mass 
spectrometer (yielding its chemical composition).  Mobility shifts monitored as function 
of vapor pressure hence serve to quantify the extent to which a specific vapor sorbs onto 
chemically identified ions/particles; these shifts have been shown to be directly linked to 
the equilibrium sorption coefficients for successive vapor molecules, as well as the 
structures of formed ion/particle-vapor molecule complexes  (Oberreit, McMurry, & 
Hogan, 2014).   
To date, this approach has been applied to proof concept measurements of the 
sorption of water vapor to metal halide ions (D. R. Oberreit et al., 2015), to examine 
mobility shifts of peptide ions brought about by isopropanol sorption (Rawat et al., 2015), 
to examine the influence of vapor sorption on protein ion structure (Meyer, Root, Zenobi, 
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& Vidal-de-Miguel, 2016), and to examine water vapor sorption by dimethylamine-
sulfuric acid clusters (Thomas et al., 2016).  In this study, our purpose is to extend such 
DMA-MS measurements to examine the sorption of a commonly employed CPC working 
fluid (butanol), chemically related compounds, (ethanol, a shorter alcohol than butanol, 
and methyl ethyl ketone, MEK, a four carbon compound with a different functional 
group), as well as an aromatic compound (toluene) onto positively and negatively 
charged sodium chloride clusters/particles of the form (NaCl)x(Na
+)z and (NaCl)x(Cl
-)z 
with x = 1-30 and z = 1-2.  In doing so, we demonstrate that the influence of vapor 
molecule chemical structure on the earliest stages of condensation is substantial, and is 
coupled to the influence of particle charge polarity.   
 
4.2 Experimental Methods 
4.2.1 Nanometer Scale Particle/Cluster Generation 
Nanometer scale charged species may be interchangeably referred to as cluster 
ions or charged particles.  For consistency with prior DMA-MS literature, in the 
remainder of this work we refer to the species examined as clusters ions.  Sodium 
chloride cluster ions were generated by electrospray ionization (ESI). The solutions for 
ESI were prepared using HPLC grade methanol as solvent with sodium chloride 
concentration of 10mM. Both positive and negative ESI were performed following 
procedures as described by Hogan and Fernandez de la Mora (Hogan & Fernandez de la 
Mora, 2009, 2010), using a silica capillary with an inner diameter of 75µm and outer 
diameter of 360µm. For a given experiment, the ESI was operated in stable cone-jet 
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mode and the current carried by produced drops was maintained to be 100-200nA, with a 
variation of ±5 nA.     
 
4.2.2 Differential Mobility Analysis-Mass Spectrometry 
The DMA-MS system and its operation has been described in detail in previous 
studies (Rus et al., 2010). Briefly, singly and multiply charged sodium chloride clusters 
ions were directed electrostatically into a parallel plate DMA (SEADM, Boecillo, Spain) 
to be separated by electrical mobility. A counter flow of ~0.3 L min-1 was used to prevent 
methanol vapor from entering the DMA. A QSTAR XL quadruple time-of-flight mass 
spectrometer (qTOF–MS, MDS Sciex) was interfaced with the DMA to determine the 
mass-to-charge ratio of the selected ions. The DMA was operated with a circulating 
sheath flow pumped by a vacuum blower. DMA calibration was performed for all 
experiments by measuring the voltage required to transmit the tetraheptylammonium+ ion 
(produced via ESI of tetraheptylammonium bromide dissolved in methanol), as is 
commonly used in high sheath flowrate DMA calibration.(Kangasluoma, Attoui, et al., 
2016; Ude & Fernandez de la Mora, 2005) To collect mobility spectra, the voltage 
difference across the DMA electrodes was stepped in 10 V increments in the 800-5000 V 
range.  The temperature of the DMA sheath flow was controlled by a water jacket heat 
exchanger at 293±0.5K for all experiments.  At each DMA voltage difference, a mass 
spectrum in 10-3000 Th range was collected using the time-of-flight section of the 
QSTAR XL mass spectrometer.  Inlet declustering potentials and focusing potentials, 
which aid in particle/ion transmission into the mass spectrometer but also promote 
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fragmentation,  were set to minimum values, following Thomas et al (Thomas et al., 
2016). 
The DMA sheath flow consisted of high purity N2 with an organic vapor (butanol, 
MEK etc.) concentration in the 0.0% to 0.5% range (0-500 Pa). The organic vapor was 
added into the sheath flow utilizing a nebulizer as described by Oberreit et al. (2014).  A 
carrier gas flow (N2) through the nebulizer was maintained at ~0.8 L min
-1 during all 
experiments. To ensure the nebulized liquids evaporate completely prior to entering the 
DMA, the nebulizer was heated to 75˚C with a heating tape. The organic vapor pressure 
within the DMA was calculated from the organic liquid flow rate (set using a syringe 
pump) and the carrier gas flow rate.  Prior to each measurement, the DMA-MS system 
(with the sheath flow pump turned on as well as the heat exchanger) was allowed to 
equilibrate for 1.5-2 hours.  In cases where the sorption of vapor changes the electrical 
mobility significantly, constant organic vapor pressure could be ascertained by observing 
constant mobilities for a given species over several consecutive measurements.  
During DMA-MS measurements, system contamination, even at the parts-per-
million level, can influence measurements (Maisser, Thomas, Larriba-Andaluz, He, & 
Hogan, 2015).  Contamination at such levels can arise if impurities are present in the 
nebulized solvents, which deposit in sheath flow tubing.  More concerning is residual 
solvent from one experiment carrying over to subsequent experiments.  Therefore, prior 
to changing solvents, the DMA plates were thoroughly cleaned by disassembling the 
DMA and the DMA sheath flow was operated in open loop for hours (days in some 
cases) without any solvent introduction. To ensure solvent carryover was mitigated, the 
electrical mobilities of sodium chloride cluster ions were measured in dry N2 and were 
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normalized by the electrical mobility of the tetraheptylammonium+ ion. Cleaning was 
repeated until the normalized electrical motilities for each singly charged sodium chloride 
particle was within 5% of an established baseline value. 
  
4.3 Results and Discussion 
4.3.1 Characteristic DMA-MS Mass-Mobility Spectra 
Figure 4.1 displays contour plots of the mass-mobility spectra for positively 
charged sodium chloride cluster ions ((NaCl)x(Na
+)z).  Specifically, Figure 4.1a displays 
results obtained in the absence of vapor and Figure 4.1b displays results obtained with 
butanol introduced into the DMA with a vapor pressure of 166 Pa.  Following prior 
DMA-MS studies (Ouyang, Larriba-Andaluz, Oberreit, & Hogan, 2013), on the 
horizontal axes of contour plots are the inverse mobilities of the cluster ions, while on the 
vertical axes are x/z values, where x is the number of neutral ion-pairs (NaCl) in the 
cluster ions and z is number of charges the ions possess.  Detected signals for the cluster 
ions are represented by line segments in the contour plots, with their length defined by 
the DMA resolution. Signal intensities are indicated by a logarithmic color scale, with 
yellow indicating the lowest intensity above a set threshold and blue the highest. Because 
chlorine has two stable isotopes with masses of 35 Da and 37 Da, detection of larger 
clusters leads to a series of line segments closely spaced in x/z; these lines are not 
discernable from one another in contour plots.  Singly charged cluster ions appear near 
integer x/z values only, doubly charged ions differ in x/z from another by approximately 
½, and higher charge state by 1/z.  As is common for electrospray generated clusters 
ions,(Hogan & Fernandez de la Mora, 2009) for sodium chloride ions under all 
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measurement conditions we find the line segments are grouped by charge state in specific 
regions of mass-mobility plots.  In Figure 4.1b, both the singly and doubly charged 
cluster ions are labelled, and the triply charged (z = 3) are circled.  Higher charge state 
cluster ions are detected with lower signal intensities, hence in this study we elect to 
focus on singly and doubly charged cluster ion only, with a particular emphasis on the 
singly charged cluster ions.   
 
Figure 4.1. Contour plots of mass-mobility spectra for positively charged sodium 
chloride cluster ions ((NaCl)x(Na
+)z) in (a) pure N2  (b) mixture of butanol vapor and N2 
with Pb=166 Pa. Singly charged cluster ions are connected by dashed lines. Doubly and 
triply charged cluster ions are circled. Signal corresponding to one butanol molecule 
bound to (NaCl)2Na
+ is red circled in (b). Note the cluster ion inverse mobility 
approximately doubles at Pb=166 Pa. 
 
Singly charged cluster ions containing up to 13 and 11 neutral pairs, respectively, 
are connected by dashed lines in (a) and (b).  Beneath several identified singly charge 
cluster ion line segments there are columns of line segments spanning an identical inverse 
mobility range, but with x/z values differing by one. These signals are the results of 
neutral ion-pair loss (evaporation) from cluster ions in the inlet of the mass spectrometer, 
77 
 
 
prior to mass measurement ((NaCl)xNa
+→(NaCl)x-yNa+ + (NaCl)y) (Hogan & Fernandez 
de la Mora, 2010; Ouyang et al., 2013; Trimpin & Clemmer, 2008).  Other paths of 
dissociation, which could occur either within the DMA or the mass spectrometer inlet are 
documented in Ouyang et al (2013) and Thomas et al (Thomas et al., 2016).  
Also apparent in contour plots is that the inverse mobilities of singly charged 
cluster ions are approximately twice as large when measured with a butanol vapor 
pressure (Pb) of 166 Pa in comparison to dry conditions.  This is a significantly larger 
inverse mobility shift than been observed for nanometer scale ions exposed to water 
vapor and isopropanol in prior studies (D. R. Oberreit et al., 2015; Rawat et al., 2015; 
Thomas et al., 2016), and suggests that multiple butanol molecules (on average) are 
sorbed to the cluster ions in the DMA.  These molecules dissociate from cluster ions due 
collision activation in the mass spectrometer inlet, prior to mass analysis, (D. R. Oberreit 
et al., 2015) as the measured masses of most cluster ions do not shift in the presence of 
vapor.  However, for the smallest cluster ions (x = 1 or 2), signal is detected for some 
ions at a mass-to-charge ratio 74 Th above the baseline mass-to-charge ratio; this 
corresponds to the attachment of a single butanol molecule during mass measurement.  
Such a mass shift provides direct evidence of butanol sorption, in addition to the indirect 
evidence provided by inverse mobility shifts. 
Similar to Figure 4.1, Figure 4.2 displays contour plots for negatively charged 
cluster ions at Pb = 0 Pa, 44 Pa, 66 Pa and 166 Pa.  As was the case for positively charged 
ions, significant vapor uptake appears to take place, and the clusters ions have greatly 
reduced mobilities (larger inverse mobilities) in the presence of butanol. Positively and 
negatively charged cluster ion contour plots are qualitatively similar to one another, with 
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line segments results from neutral loss between mobility and mass measurement present.  
However, the contour plots of negative cluster ions have two noteworthy features which 
are distinct from the positive case.  First, for positively charged cluster ions with z =1, 
with the exception of the x = 13 cluster ion (a 3 × 3 × 3 cube (Dugourd, Hudgins, & 
Jarrold, 1997)), x/z increases monotonically with inverse mobility.  Made apparent by the 
dashed guideline in Figure 4.2a this correlation is clearly perturbed for negatively 
charged cluster ions; the cluster ions x = 3 and x = 4 have similar inverse mobilities in 
the absence of vapor, as do the clusters with x = 7-9.   Second, we note that for positively 
charged ions, cluster ions of higher mass have higher inverse mobilities than lower mass 
clusters for all examined vapor pressures (again with the exception of x = 13).  This is not 
the case for the x = 2-4 as well as for the x = 7- 9 negatively charged ions exposed to 
both butanol and ethanol; for these ion groups the ions which have the largest and 
smallest inverse mobilities change with changing vapor pressure.  To illustrate this, line 
segments corresponding to (NaCl)7Cl
-, (NaCl)8Cl
-, and (NaCl)9Cl
- are circled in all four 
Figure 4.2 contour plots. In the absence of vapor, these cluster ions are closely packed 
horizontally with inverse mobility values 
1
𝑍9
>
1
𝑍8
>
1
𝑍7
 (Zx is the electrical mobility of the 
cluster ion containing x neutral pairs). As Pb is increased from 0 to 44 Pa, these clusters 
become separated in mobility, with their relative inverse mobility ranking reserved to 
1
𝑍7
>
1
𝑍8
>
1
𝑍9
 (i.e. the least massive cluster ion has the largest inverse mobility under this 
condition). The relative positions of these cluster ions continue to evolve as Pb increases, 
returning to  
1
𝑍9
>
1
𝑍8
>
1
𝑍7
  in Figure 4.2d, and remaining as such as Pb is increased 
further. A phenomenon similar to this is observed for the (NaCl)2Cl
-, (NaCl)3Cl
- and 
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(NaCl)4Cl
- group.  This behavior has not been observed previously in examining water 
uptake by cluster ions (D. R. Oberreit et al., 2015; Thomas et al., 2016); presumably it is 
related to the structures of the negatively charged sodium chloride cluster ions which give 
rise to unique inverse mobilities under dry conditions, in addition to leading to unique 
amounts of vapor uptake. 
 
Figure 4.2. Contour plots of mass-mobility spectra for negatively charged sodium 
chloride cluster ions ((NaCl)x(Cl
-)z) with (a) Pb=0 Pa, (b) Pb=44 Pa, (c) Pb = 66 Pa, (d) 
Pb=166 Pa. Singly charged cluster ions are connected by dashed lines. (NaCl)xCl
- (x = 
7,8,9) are circled on each plot to show their relative position change in the contour plots. 
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4.3.2 Inverse Mobility Shifts due to Vapor Adsorption 
 
Figure 4.3. Signal intensity-normalized inverse mobility spectra for the singly charged x 
= 1, 4, and 9 ions (both positively and negatively charged) at selected vapor pressures 
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within the sheath flow.  Results are provided for (a) butanol, (b) ethanol, (c) MEK, and 
(d) toluene.   
It is difficult to explicitly show how the inverse mobility of a particular ion (i.e. 
an ion of specific x and z) evolves with changing vapor pressure through contour plots 
alone.  We therefore elect to display signal intensity-normalized inverse mobility spectra 
for the singly charged x = 1, 4, and 9 ions (both positively and negatively charged) at 
selected vapor pressures in Figure 4.3.  Results are provided with (a) butanol, (b) ethanol, 
(c) MEK, and (d) Toluene.  These ions were selected because they are found in higher 
signal intensity in all measurements (i.e. they were the most easily detected ions).  
However, similar conclusions to those presented here would result from examination of 
other singly charged cluster ions.  Signals resulting from neutral and ion evaporation 
events have been removed from Figure 4.3 spectra, hence each peak corresponds to one 
of the ions of interest.  We display results for each vapor type in a similar vapor pressure 
range; though the tested vapors have disparate saturation vapor pressures we find that 
𝑑(
1
𝑍𝑥
)
𝑑𝑃
|
𝑇
, the change in inverse mobility per unit change in vapor pressure (at constant 
temperature), attains a local maximum in in 0 – 200 Pa vapor pressure range.  We remark 
that this observation may simply be coincidence for the vapor examined as is by no 
means universal for all ion and vapor molecule compositions.   
For all tested vapor types, shifts to larger inverse mobilities are apparent, but the 
extent of shift is clearly vapor molecule type and charge state specific.  Specifically, large 
shifts in inverse mobility for ions (larger than a factor of 1.3 when compared to the dry 
inverse mobility) are experimentally observed for butanol and ethanol with all singly 
charged ions (with significantly larger shifts observed for butanol), as well for the 
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positively charged cluster ions exposed to MEK.  Conversely, toluene gives rise to 
smaller mobility shifts for all ions, as does MEK for negatively charged cluster ions.  
These findings are neither quantitatively nor qualitatively consistent with classical model 
predictions considering the Kelvin and Thomson influence alone (all vapor molecules 
have similar surface tensions), the influence sodium chloride dissolution may have on 
uptake (NaCl is more soluble in ethanol than in butanol),  as well as with modifications 
classical theory (Yu, 2005) considering ion-dipole and ion-induced dipole interactions 
(MEK has the highest dipole moment of any test vapor molecule, while Toluene has the 
highest polarizability). While toluene is chemically very distinct from the other test 
vapors and differences between them are hence anticipated, the other test vapor 
molecules are chemically related; butanol and ethanol share the same functional group 
and differ only in carbon chain length, while butanol and MEK share the same number 
carbons and differ only in functional group.  The variable extents of uptake observed for 
these vapor molecules hence suggest that the earliest stages of heterogeneous 
condensation onto nanometer scale species are extremely dependent on cluster-vapor 
molecule interactions, and small changes to vapor molecule chemical structure or ion 
charge state may have drastic influences on the extent of vapor molecule sorption.   
 
4.3.3 Influence of Charge State 
Because of the observed deviations in uptake behavior from what is anticipated 
based on classical theory, it is of interest to examine the influence of charge state and 
cluster size on vapor uptake isolated from another.  Figure 4.4 displays the variation in 
inverse mobility for selected cluster ions (x = 1, 4, 9, 13) with butanol, ethanol and MEK 
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partial pressure, both positively and negatively charged.  Specifically, normalized inverse 
mobility,  
1
𝑍𝑥
|
𝑃
/
1
𝑍𝑥
|
0
the ratio of the inverse cluster ion mobility at partial pressure p and 
to the dry inverse mobility, is plotted as a function of solvent partial pressure.  For the 
positively charged cluster ions, all the curves are concave downward.  The curves 
obtained for ethanol sorption are the least concave, butanol curves are intermediate, and 
MEK curves display the greatest concavity, as  
𝑑(
1
𝑍𝑥
)
𝑑𝑃
|
𝑇
 approaches 0 as MEK partial 
pressure increases.  Concave inverse mobility versus concentration curves have been 
observed previously for isopropanol sorption onto peptide ions (Rawat et al., 2015), and 
are also observed when applying mobility to examine protein binding to nanoparticles 
(Seongho Jeon et al., 2016; Jeon, Oberreit, Van Schooneveld, & Hogan, 2016).  In these 
prior studies, this finding has been interpreted as resulting from the binding of molecules 
at specific surface site or the formation of a monolayer onto ions/particles.  In a 
subsequent section, we hence compare the positive cluster ion inverse mobility versus 
partial pressure curves to theoretical models of site specific-binding.   
Inverse mobility versus partial pressure curves for negative ions have clear 
differences from the positive ion curves.  The curves describing butanol and ethanol 
sorption by negatively charged cluster ions intersect with one another, reflecting the 
relative position change of the signal line segments noted previously (Figure 4.2). In the 
case of butanol sorption, for negative ions the value of  
𝑑(
1
𝑍𝑥
)
𝑑𝑃
|
𝑇
 is larger than for positive 
ions at higher partial pressures (i.e. negative ion curves are less concave).  Most 
prominently, negative cluster ions show minimal uptake of MEK, in stark contrast to 
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positive ions.  Meanwhile, fewer differences between the positive and negation ion 
ethanol sorption curves are discernable.   
 
Figure 4.4. Inverse mobilities of selected cluster ions (x = 1, 4, 9, 13) as a function 
solvent partial pressure.   
 
Though charge state dependencies have been examined and reported previously in 
CPC activation efficiency studies (Chongai Kuang et al., 2012), recently, Kangasluoma et 
al (2016) examined heterogeneous nucleation of organic vapor onto tungsten oxide 
nanoparticle/ion seeds, with a specific focus on examining the influence of 
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nanoparticle/ion charge polarity on the growth process.  They suggest that ion charge 
state is a less important factor in controlling vapor uptake and growth than is the 
chemical composition of the ions; specifically, they found that positive and negative 
tungsten oxide ions contained different impurities and that the impurity content had a 
larger influence on uptake than the charge polarity.  We remark that here the ions of 
interest were chemically identified, contained no impurities, and those of different charge 
polarity had near identical composition (i.e. positive and negative cluster ions simply 
have an Na+ and Cl- exchanged).  Therefore, the differences we observe for different 
charge state ions cannot be attributed to chemical impurities in ions of different charge 
state.  In total, our comparison of uptake by ions differing in charge state shows that the 
influence of charge polarity is significant and clearly vapor dependent.   
 
4.3.4 Influence of Cluster Size 
Figure 4.5 displays plots of the normalized inverse mobility versus solvent partial 
pressure curves for (NaCl)xNa
+ (x = 1, 4, 9 ,13) clusters (Figure 4.5a) and for 
(NaCl)x(Na
+)2 (x= 21, 27, 31, 34) (Figure 4.5b).  For all the cluster ions displayed, 
sorption of butanol molecules produces the most significant inverse mobility shifts and 
sorption of toluene molecules produces the least given the same partial pressure. Sorption 
of MEK molecules results in greater shifts of inverse mobility than ethanol in the 
pressure range of 0~250Pa for the selected singly charged cluster ions. However, the 
opposite is observed for doubly charged cluster ions over the entire pressure range; for 
doubly charged clusters the sorption of ethanol molecules produces larger inverse 
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mobility shifts than MEK (i.e. the magnitude of the charge influences the relative 
mobility shift).  
CPC activation studies and classical theory suggest that cluster/particle size has a 
large influence on condensational growth.  Interestingly, in our measurements, with few 
exceptions (notably x = 13 with butanol), positively charged cluster ions with the same 
charge state (+1 or +2) display highly similar normalized inverse mobility versus solvent 
partial pressure curves for a given solvent vapor. Stated differently,  ∆ (
1
𝑍𝑥
), the shift in 
inverse mobility appears proportional to (
1
𝑍0
), hence normalized inverse mobility curves 
for different sized cluster ions are similar to one another.  
 
Figure 4.5. Comparison of sorption of different vapors by (a) (NaCl)xNa
+ (x = 1, 4, 9 
,13) and (b) by (NaCl)x(Na
+)2 (x= 21, 27, 31, 34).  Red circles: butanol; Yellow 
diamonds: ethanol; Blue triangles: MEK; Purple squares: toluene.  
 
4.3.5 Heterogeneous Vapor Uptake Modelling 
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Observations of inverse mobility versus solvent partial pressure suggest that (1) 
sorption is highly vapor molecule structure dependent, (2) sorption is charge state 
dependent, and (3) relative mobility shifts brought about by sorption are only weakly 
dependent on cluster size. The concavity of the relative mobility versus solvent partial 
pressure curves also suggest that results can be fit and parameterized by a vapor molecule 
site-specific binding model.  This model, (a Langmuir-adsorption based model) is 
described by Oberreit et al (D. R. Oberreit et al., 2015), and in it a cluster ion is assumed 
to have a maximum number (𝜁𝑥 ) of sites to which a specific kind of solvent vapor 
molecules could bind. The activity coefficient 𝑎𝑥 , defined as the ratio solvent vapor 
pressure at the surface of the cluster ion to the solvent saturation vapor pressure at a given 
temperature, is adjusted along with 𝜁𝑥  to fit the data to the model. To perform the 
calculation, a unimolecular equilibrium sorption coefficient is defined as:  
𝐾𝑒𝑞,𝑔
′ =
𝑛𝑔
𝑛𝑔−1
         (4.1) 
where 𝑛𝑔  and 𝑛𝑔−1  are the number of cluster ions with 𝑔  and 𝑔 − 1  vapor molecules 
bound. If cluster ions quickly equilibrate with their surroundings once they enter the 
DMA, 𝐾𝑒𝑞,𝑔
′  can be treated as a constant at a given saturation ratio 𝑆  and can be 
calculated as: 
𝐾𝑒𝑞,𝑔
′ =
𝑆
𝑎𝑥
(
𝜁𝑥+1
𝑔
− 1) (
𝜇𝑣,𝑔
𝜇𝑣,𝑔−1
)
1/2
 (
PA𝑔−1
PA𝑔
) 𝜂[𝜓𝐷,𝑔−1]   (4.2) 
where  PA𝑔 is the projected area of the cluster ion with 𝑔 vapor molecules bound to it, 
𝜇𝑣,𝑔 is the reduced mass of the sorbing vapor-cluster ion pair, 𝜂[𝜓𝐷,𝑔] is an enhancement 
factor in vapor-cluster ion collision rate considering the interaction between the charge on 
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the cluster ion and the dipole moments of the sorbing vapor molecule (defined in (D. R. 
Oberreit et al., 2015)). For simplicity, here, PA𝑔  is estimated with the bulk material 
properties assuming the clusters are spherical. The probability that a cluster ion has g 
molecules attached to it is then calculated as: 
𝑃𝑔 =
𝑛𝑔
𝑛0+∑ 𝑛𝑖
𝑖=∞
𝑖=1
         (4.3) 
With the equilibrium coefficients, 𝑃𝑔 can be alternatively expressed as, 
𝑃𝑔 =
∏ 𝐾𝑒𝑞,𝑗
′𝑔
𝑗=1
1+∑ ∏ 𝐾𝑒𝑞,𝑗
′𝑗=𝑖
𝑗=1
𝑖=∞
𝑖=1
  (𝑔 ≥ 1)      (4.4a) 
𝑃𝑔 =
1
1+∑ ∏ 𝐾𝑒𝑞,𝑗
′𝑗=𝑖
𝑗=1
𝑖=∞
𝑖=1
 (𝑔 = 0)      (4.4b) 
the average mobility of the cluster ion at a specific saturation ratio of the solvent vapor 
can then be determined: 
𝑍𝑆,𝑐𝑎𝑙 = ∑ 𝑃𝑔𝑍𝑔
𝑔=𝜁𝑥
𝑔=0          (4.5) 
Given a combination of 𝜁𝑥 and 𝑎𝑥, the calculated cluster ion mobilities 𝑍𝑆,𝑐𝑎𝑙 are 
compared with the mobilities at different saturations ratios for selected ions. A weighted 
least square method with weights proportional to the partial pressure range that each data 
point represents is used to determine the most appropriate 𝜁𝑥  and 𝑎𝑥  values. Resultant 
fitting parameters for the sorption of butanol, ethanol, MEK and toluene molecules by 
both positively and negatively charged cluster ions (NaCl)xNa
+ /(NaCl)xCl
- (x = 1, 4, 9 
,13) are listed in Table 4.1. Selected results of x =4 and x = 9 clusters are shown in Figure 
4.6, with other fit results displayed in Figure C1 in Appendix C.  For butanol, ethanol and 
MEK, the number of available sites on positively charged cluster ions increases with 
cluster size, as do the activity coefficients, with the exception of (NaCl)4Na
+. For toluene, 
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which shows little uptake by positively charged cluster ions, the activity coefficient is 
greater than 1, similar to Kelvin effect included in classical nucleation theory.  For 
negatively charged cluster ions, the fit parameters do not scale with size, likely because 
of structural differences in different sized cluster ions, as evidenced in the results plotted 
in Figure 4.2 and Figure 4.4.   
Table 4.1. The fitting parameters, determined for (NaCl)xNa
+ (positive) and (NaCl)xCl
- 
(negative) clusters by comparing experiments to Equation (4.1-4.5) predictions. 
 
Solvent 
Vapor 
Positive Negative 
x 𝒂𝒙 x x 𝒂𝒙 x
butanol 
1 0.0358 8 1 0.476 9 
4 0.0392 12 4 2.50 42 
9 0.0606 18 9 1.67 48 
13 0.0794 20 13 0.0526 22 
ethanol 
1 8.03×10-3 7 1 0.0478 6 
4 7.24×10-3 9 4 0.200 20 
9 9.97×10-3 13 9 0.714 49 
13 0.0163 17 13 0.036 10 
MEK 
 
1 1.02×10-4 4 1 3.33 15 
4 1.77×10-3 5 4 0.345 1 
9 2.45×10-3 7 9 0.233 3 
13 2.92×10-3 9 13 1.67 11 
Toluene 
1 5.00 24 1 0.286 1 
4 5.00 15 4 0.0787 1 
9 1.25 12 9 0.120 1 
13 3.33 24 13 0.0971 1 
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Figure 4.6. Langmuir model fitting for (NaCl)4Na
+
 and (NaCl)9Na
+. 𝜁𝑥 is the maximum 
number of available sites on the cluster ion surface; 𝑎𝑥 is the activity coefficients of the 
solvent vapor when all the available sites are occupied by vapor molecules. Green dots 
are experimental data points and yellow dashed lines are fitting curves with the values of  
𝜁𝑥 and 𝑎𝑥 displayed.  
 
4.3.6 Sorption and Molecular Structure 
For butanol and ethanol, it is observed that the inverse mobility of all cluster ions 
is a strong function of solvent partial pressure.  Such a similarity is expected since 
butanol and ethanol have the same hydroxyl group at one end of their molecules, which 
should result in similar interaction between the vapor molecules and the cluster ions. The 
larger shifts of inverse mobility due to butanol sorption, however, do not necessarily 
indicate significantly more butanol molecules are attached to cluster ions, but rather a 
reflection of larger molecular size of butanol than that of ethanol.  This is further 
supported by the Langmuir-model fitting; the total number of binding sites is similar for 
butanol and ethanol (1-5 more sites for butanol). 
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Meanwhile, MEK sorbs much more prevalently to positively charged cluster ions 
than to their negative counterparts in the pressure range considered. We speculate that 
such charge polarity discrimination could arise from electrostatic interactions between the 
cluster ions and MEK molecules. The carbonyl group in MEK molecules has a negative 
partial charge on the oxygen atom, which could facilitate adsorption by positively 
charged cluster ions. However, the positive partial charge on the carbon atom (in C=O) is 
less pronounced, as this net charge is distributed to neighboring carbon ions.    
Unlike the other three solvents that contain strongly polar functional groups, 
toluene has less pronounced effect on cluster ion mobilities for all charge states.  We 
speculate this is due to the lack of polar functional groups in toluene.  It is also possible 
that the smaller dipole moment of toluene (0.36 D) compared to the other solvent vapor 
(butanol~1.66 D, ethanol ~1.69 D, MEK~2.76 D) could cause such differences in 
sorption. To ascertain if this is the case, we conducted experiments with chlorobutane as 
solvent vapor. Chlorobutane has a larger dipole moment (1.90 D) than both butanol and 
ethanol and should therefore be readily adsorbed by cluster ions if the dipole moment 
plays a central role. However, chlorobutane vapor induces inverse mobility shift less than 
10% for all the cluster ions within the pressure range 0-300 Pa (as shown in Figure C2 in 
Appendix C), suggesting that it is not simply dipole moment that governs sorption. 
 
4.4 Conclusions 
We used a differential mobility analyzer-mass spectrometry to investigate organic 
vapor uptake by nanometer scale particles, i.e. sodium chloride cluster ions. Results for 
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four solvent vapors (butanol, ethanol, MEK and toluene) are displayed and were 
compared. Based on this study, we make the following concluding remarks: 
1.  Overwhelmingly, cluster ion charge polarity and the molecular structures of the 
vapor molecules are found to control the extent of vapor uptake, in qualitative 
agreement with previous CPC activation efficiency studies which strong chemical 
composition and charge polarity influences. All tested vapors appear to sorb to 
ions when present at partial pressure of 102 Pa, irrespective of their saturation 
vapor pressure.  Cluster size is found to have a much smaller influence on uptake 
facilitated inverse mobility shift (when normalized by the dry inverse mobility) 
than vapor molecular structure and ion polarity. 
2. While cluster “size” does not appear to strongly influence vapor sorption, cluster 
structure appears to have a pronounced influence.  In particular, for (NaCl)xCl
- x 
=7, 8, 9 group (among others), under dry conditions the measured inverse 
mobility does not scale with cluster mass, suggesting that clusters differing by one 
cation-anion pair have disparate structures from one another.  For these clusters 
we also find unique extents of uptake.  
3. Taking (1) and (2) into account, our measurement suggest that the earliest of 
uptake are not dependent purely on cluster “size”, rather electrostatic interactions 
and molecular/cluster structure govern vapor sorption.  We suggest that in the 
future design of condensers and condensation particle counters for the 1 nm size 
range, that activation efficiencies (which hinge upon particles/clusters first 
sorbing vapor) the activation efficiency not be reported solely as a function of 
mobility equivalent size, but should be examined for a variety of clusters with 
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variable structures.  It is unlikely that any single cluster type can serve as 
surrogate for all clusters/particles of interest in different environments.   
4. The vapor-scavenging behavior observed in this work by cluster ions, even at the 
~100 parts per million vapor concentration level implies that the presence of 
solvent vapor will influence ion properties in most environments, which has 
implications not only growth on ions but also in the application of ions in 
charging pre-existing particles. Specifically, trace amounts of vapors might have 
an impact on the stationary charge distribution attained of aerosol neutralizers, as 
has been observed experimentally (Steiner & Reischl, 2012).  This may be 
particularly problematic in studies where particles are aerosolized via organic 
solvent sprays and residue solvent in the vapor phase is likely. 
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Chapter 5: Mass, Momentum, and Energy Transfer in Supersonic 
Aerosol Deposition Processes 
Abstract: Aerosol deposition (AD) has emerged as a novel additive manufacturing 
(AM) method for surface coating and thin film production. In contrast to cold 
spray, AD does not require pressurized gas, works at room temperature and is 
frequently used to deposit sub-micron particles. It is generally acknowledged that 
the instantaneous particle speed upon impaction is critical to controlling 
coating/film properties such as porosity, and mitigating particle bounce during 
deposition. Therefore, converging-diverging nozzles are often employed in AD to 
accelerate particles to the desirable impaction speed. In this work, we simulated 
flow field profiles as well as particle trajectories for typical AD working conditions 
for a slit type converging-diverging nozzle. In examining the flow filed profile, we 
show that the velocity, pressure profile as well as shock structure are sensitive to the 
upstream and downstream operating pressures of the nozzle, which in turn affects 
particle impaction speed. To aid particle trajectory simulations, we trained a neural 
network to predict drag force on the particles based on existing experimental data, 
theoretical limits and simulation results obtained by direct simulation of Monte 
Carlos (DSMC). The neural network based drag law shows better agreement with 
the DSMC simulation data. Particle trajectory simulation results reveal that for a 
given particle density, there exists an optimal particle diameter to maximize particle 
impaction speed, as well as a diameter to maximize particle initial focusing, though 
these two diameters are typically not equal. We developed a framework that can be 
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used to evaluate the position-dependent mass, momentum and kinetic energy flux to 
the deposition substrate for any aerosol size distribution upstream the nozzle. It is 
shown for typical aerosol concentrations achievable in laboratory, the kinetic energy 
flux can approach a magnitude normally observed in convective heat transfer with 
phase change due to particle inertial focusing.  
 
5.1 Introduction 
Aerosol deposition (AD) has emerged as an additive manufacturing method for 
coating and thin film production (Akedo, 2006, 2008; Hanft et al., 2015; C. Huang et al., 
2007; M. W. Lee et al., 2011; Park et al., 2014; Park et al., 2017). Distinct from other 
particle deposition methods, such as thermal and cold spray (Stoltenhoff, Kreye, & 
Richter, 2002; Yin, Meyer, Li, Liao, & Lupoi, 2016), AD can function at room 
temperature and does not require highly pressurized gas (Adachi, Okuyama, Kousaka, & 
Tanaka, 1988; Hanft et al., 2015); this facilitates deposition onto low-melting point 
materials with simpler manufacturing devices. The AD process involves accelerating 
particles with a compressible, high-speed carrier gas, leading to particle impaction at 
supersonic speeds and reduced pressure, with the potential for both particle heating as 
well as plastic deformation upon collision with the substrate (while the substrate itself is 
relatively undisturbed). It is generally acknowledged that high particle speed during 
impaction is critical to control coating/film properties such as porosity, and to mitigate 
particle bounce upon deposition (Hamid Assadi, Gärtner, Stoltenhoff, & Kreye, 2003; 
Yin et al., 2016). To this end, converging-diverging nozzles (i.e. de Laval nozzles) are 
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frequently used, as such nozzles enable the acceleration of flow and of particles to 
supersonic speeds within the nozzles themselves.  
Though considerable effort has been devoted to simulation of particle trajectories 
within converging-diverging nozzles and to estimate impaction speeds in particle 
deposition systems (Abouali & Ahmadi, 2005; C. Huang et al., 2007; Katanoda, 
Fukuhara, & Iino, 2007; M.-W. Lee et al., 2011), many critical aspects the AD process 
remain uninvestigated. First, the drag force of the carrier gas on particles needs to be 
carefully considered in designing AD systems.  As particles traverse through the nozzle, 
rapid gas rarefication and densification (due to shock formation) can lead to particle 
Knudsen number (Kn) variations by as much as ~102, hence the drag regime rapidly 
varies between the ballistic/free molecular  and continuum limits.  In addition, due to gas 
stagnation close to the substrate or insufficient particle acceleration, particle Mach 
numbers (Ma, based on relative speed of gas and particles) can exceed unity, with 
potential shock formation close to the particle surface (Fernández de la Mora, Rao, & 
McMurry, 1990). Modeling of particle trajectories, therefore, requires a drag law that is 
valid for a wide range of Kn and Ma. To date, many models of the AD process do not 
appropriately consider the Knudsen and Mach number evolution for particles (C. Huang 
et al., 2007; G. Huang, Gu, Li, Xing, & Wang, 2014; Johnson, Schwer, Park, Park, & 
Gorzkowski, 2017), and for those where this is considered (Ning, Wang, Ma, & Kim, 
2010), the most widely used particle drag correlation is that proposed by Henderson 
(Henderson, 1976).  The basis dataset for Henderson’s correlation is unfortunately 
incomplete; in particular, it does not span the Kn and Ma number ranges critical to AD 
systems operating at reduced pressure. For example, submicrometer particles typically lie 
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within the transition regime (0.1<Kn<10), and can have Mach numbers between 0 and 3 
during deposition; however, a large fraction of the data utilized in Henderson’s 
correlation in this Kn range were collected at extremely low Mach number, i.e.   Ma ∈
(5 × 10−7, 6 × 10−6), and there are few data points with Kn of order 10-1 and Ma > 1  
(Bailey & Hiatt, 1971) .  
Another aspect to be explored in AD relates to how operating conditions of the 
nozzle influences particle impaction speed. Relevant factors, such as gas temperature and 
composition, substrate position and particle size, have been examined closely for cold 
spray process (Champagne, Helfritch, Dinavahi, & Leyman, 2011; Katanoda et al., 2007; 
M.-W. Lee et al., 2011; Yin et al., 2016), wherein the upstream pressures are typically on 
the order of  106 Pa, the downstream pressure is atmospheric pressure, and the particles 
are tens of micrometers in diameter. The AD process, conversely, is characterized by 
atmospheric upstream pressure and reduced downstream pressure, and has significantly 
larger gas rarefaction effects.  Because of low downstream pressures AD has the potential 
for application with submicrometer and nano-sized  (<100nm) particles (Adachi et al., 
1988; Fernández de la Mora et al., 1990; Rao et al., 1998), though this is not commonly 
considered in AD design.  
A final concern regarding the AD process is the influence of the input particle size 
distribution function on linewidth/mass deposition profile, as well as momentum and 
energy fluxes to the substrate. Ultimately, aerosol deposition is an inertial process.  
Inertial motion of particles is not only known to be highly particle size dependent, but 
also leads to lateral focusing of particles (de Juan & Fernandez de la Mora, 1998; X. L. 
Wang, Kruis, & McMurry, 2005), i.e. the depositing particle linewidths will be highly 
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particle size specific, and there will be an optimally focused particle size which has the 
minimal deposition linewidth. Such focusing effects, coupled with polydisperse size 
distributions, dramatically impact the mass, momentum, and energy flux distributions 
over the substrate area, though this has not been described previously.  
Here, we apply a combined computational fluid dynamics-particle trajectory 
model to better examine particle mass, momentum, and energy transfer to substrates in 
aerosol deposition.  Specifically, in our modeling we examine a slit shaped converging-
diverging nozzle under conditions applicable to AD.  Particle trajectories are simulated 
using drag coefficients derived from a neural network (to correct the drag coefficient 
relationship) incorporating new direct simulation Monte Carlo data to compute particle 
drag coefficients for Ma ∈ (0, 5) over a wide Kn number range.  Particle trajectories and 
spatial distributions at impaction are examined varying particle size and density.  Finally, 
mass, momentum, and energy flux distribution equations are developed and applied to 
examine how the spatial distribution of depositing particles affects the overall mass 
deposition rate, particle momentum flux, and impinging particle kinetic energy flux. 
 
5.2 Computational Methods 
5.2.1 Nozzle Geometry and Simulation Domain 
The nozzle geometry used in this study is shown in Figure 5.1. The nozzle is a 
slit-shaped, converging-diverging de Laval nozzle, which would be suitable for 
deposition of coatings via rastering of the substrate.(Hanft et al., 2015)  It has an inlet 
width of 4.4 mm and an outlet width of 2 mm, as well as a throat width of 0.2 mm. The 
converging section of the nozzle has a length of 2.5 cm, while the diverging section is 3.5 
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cm.  A 20 mm width, flat substrate is placed 6 mm below the nozzle outlet; the chamber 
housing the substrate is 44 mm in width.   
Figure 5.1. Nozzle geometry and simulation domain. 
 
5.2.2 Computational Fluid Dynamics Simulation 
We employed finite volume simulations using ANSYS Fluent 18, solving the two 
dimensional compressible Navier-Stokes equations to obtain the fluid flow profile under 
steady conditions coupled with solution to the energy equation.  We elected to use two-
dimensional simulations in consideration of the high nozzle cross section aspect ratio 
(near 102) commonly utilized in AD with slit-type nozzles; in this instance two-
dimensional simulation should provide reasonable accuracy in a more computationally 
efficient manner than a fully three-dimensional model. A turbulence model was 
employed because at the nozzle throat, the hydraulic diameter based Reynolds number is 
~5×103 with atmospheric pressure upstream, hence a modest degree of turbulence may 
arise in the flow.  Prior work has shown that the SST 𝑘 − 𝜔 turbulence model (Menter, 
1994) is accurate in simulating compressible flows in converging-diverging nozzles 
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(Balabel, Hegab, Nasr, & El-Behery, 2011); thus, we chose this model to account for 
turbulent dissipation in flow-profile simulations.  The governing equations for continuity, 
momentum transfer, and energy using this model are provided in (Ding, Wang, & Wang, 
2017; Fluent, 2009) and noted in the Appendix E. 
It is important in AD fluid flow simulations to have a sufficiently high node 
density near the substrate to resolve the shock structure at the substrate surface. A grid 
independence study was carried out to determine the number of grid points required to 
fully resolve the flow profile.  In this study, we simulated half of the nozzle geometry 
(because of symmetry conditions) with 1.0×106, 1.6×106, and 3.0×106 nodes. We 
observed negligible difference in simulation velocity and pressure fields between these 
three simulations, indicating all were appropriate in modeling the flow and pressure 
fields. In all simulations the gas modeled was nitrogen (N2); its viscosity varied with 
temperature in accordance with the Sutherland equation, as noted in Appendix G. The 
boundary conditions were set as follows: (1) the no-slip condition was invoked at all solid 
walls and the substrate, and all solid boundaries were treated as adiabatic; (2) the inlet 
temperature was set to 300K, at a stagnation pressure of either 190 or 760 Torr; and (3) 
the outlet static pressure (at the boundaries, Figure 5.1) was set to either 1 Torr or 10 
Torr. At the inlet the flow direction was set to be normal to the boundary and the 
turbulence intensity was set to be 1% (low turbulence). Simulations were run until the 
scaled residual reached the following criteria, which are commonplace in ANSYS Fluent 
simulations (Fluent, 2009): continuity< 1 × 10−5 , x-velocity<  1 × 10−5, y-velocity<
1 × 10−5 , energy ≤ 1 × 10−5 , 𝑘 < 5 × 10−5 , and 𝜔 < 1 × 10−6 . The difference 
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between inlet and outlet mass flow rates were checked as another criterion for 
convergence: for all cases examined, the flowrate differences were less 0.1%.   
 
5.2.3 Particle Trajectory Simulations 
We assumed one way coupling between the fluid and the particles, i.e. the 
presence of particles was assumed to have negligible effect on the flow profile.  To 
estimate particle impaction velocity and flux distribution to the substrate, particles of 
prescribed diameter and density were released uniformly along the inlet boundary of the 
nozzle.  The examined particle diameters range from 3 nm to 10 𝜇m, and two densities 
were selected: 2650 kg m-3 and 8960 kg m-3, which correspond to silica and copper, 
respectively.  Particle Brownian (thermal) motion was not considered as this effect is 
expected to be small relative to the influences of flow and inertia. (Lindquist, Pui, & 
Hogan Jr, 2014) Additionally, as shown in the Results & Discussion section, for the 
simulated flow conditions, only particles > 15 nm impact upon the substrate (for copper), 
for which Brownian motion would certainly minimally impact trajectories.  
For trajectory calculations, user-defined functions were incorporated in Fluent’s 
discrete phase model (DPM). At each time step, the gas properties (specifically the 
velocity vector, the temperature, and the pressure) were sampled from the cell in which a 
particle was located. These properties were then used to compute the drag force on the 
particles using user defined drag laws.  The equation of motion for a particle is expressed 
as: 
𝜌𝑝
𝜋
6
𝑑𝑝
3 𝑑𝑣𝑟⃗⃗⃗⃗ 
𝑑𝑡
= −
1
2
𝜌𝑔‖𝑣𝑟⃗⃗  ⃗‖
2𝐴𝑝𝐶𝑑
𝑣𝑟⃗⃗⃗⃗ 
‖𝑣𝑟⃗⃗⃗⃗ ‖
       (5.1) 
102 
 
 
where 𝑣𝑟⃗⃗  ⃗ is the relative velocity vector between the particle and fluid, 𝜌𝑝 is the 
particle density, 𝑑𝑝 is the particle diameter, 𝜌𝑔 is the gas density, 𝐴𝑝 is the particle cross 
sectional area, and  𝐶𝑑 is the drag coefficient.  Correlations have been developed for 𝐶𝑑 in 
different Mach number and Knudsen number regimes.  We review selected regimes here, 
showing that until recently, there were limited results in the Ma and Kn ranges of interest 
for AD.  In the limit of particle Mach number 𝑀𝑎 → 0, the Cunningham correction factor 
is used to modify Stokes’s law to account for the rarefaction effect. 𝐶𝑑,𝐶 , is given by 
(Davies, 1945):  
𝐶𝑑,𝐶 =
24
𝑅𝑒
(1 + 2𝐾𝑛 [1.257 + 0.4exp (−
0.55
𝐾𝑛
)])
−1
    (5.2) 
where the subscript “C” denotes it is Cunningham’s correlation, and 𝑅𝑒 =
𝜌𝑔‖𝑣𝑟⃗⃗⃗⃗ ‖𝑑𝑝
𝜇
 and 
𝐾𝑛 =
𝜆
𝑑𝑝
 are particle Reynolds and Knudsen number, respectively (𝜇 is the gas dynamic 
viscosity and 𝜆 is the gas hard sphere mean free path, calculated as noted in Appendix G).  
We note that this definition of Kn, used throughout this manuscript, is is in agreement 
with some of the previous work on particle drag with direct simulation Monte 
Carlo(Singh & Schwartzentruber, 2017) (Macrossan, 2006), but is distinct from the 
commonly used definition normalizing by particle radius (C. L. Zhang, Thajudeen, 
Larriba, Schwartzentruber, & Hogan, 2012) and common equations have been adjusted 
accordingly. For particles in the free molecular regime (𝐾𝑛 → ∞) , assuming all gas 
molecules are reflected diffusely after colliding with the particle surface, an analytical 
expression for 𝐶𝑑 was derived by Patterson (Patterson, 1971): 
𝐶𝑑,𝑃 =
2
𝑆3
[
2𝑆2+1
2√𝜋
exp(−𝑆2) + (
4𝑆4+4𝑆2−1
4𝑆
) erf(𝑆)] +
2√𝜋
3𝑆
(
𝑇𝑝
𝑇∞
)
1
2
  (5.3) 
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where the subscript “P” denotes Patterson’s equation (derived), 𝑆 = 𝑀𝑎√
𝛾
2
 , 𝛾 is the heat 
capacity ratio of the gas, and 𝑇𝑝 and 𝑇∞ are the particle and the free stream temperature, 
respectivley.  Equation (5.3) applies at all Mach numbers (and hence all values of S) in 
the free molecular limit.  
Equations (5.2) and (5.3) give the drag coefficients only in limiting cases, 
unfortunately. Based  on theoretical results (Stalder & Zurick, 1951) as well as 
experimental data (Bailey & Hiatt, 1971; Goldstein, 1938; Millikan, 1923), Henderson 
(Henderson, 1976) derived a correlation that is applicable to particle Reynolds numbers 
up to the critical Reynolds number (for formation of a turbulent boundary layer) and all 
Mach numbers. The Knudsen number is a better indication of gas rarefaction effects, with 
the relationship of Re, Kn and Ma for a spherical particle given by the equation:  
𝐾𝑛 =
𝑀𝑎
𝑅𝑒
√
𝛾𝜋
2
          (5.4) 
Henderson’s correlation can be rewritten in terms of 𝑀𝑎 and 𝐾𝑛: 
for 𝑀𝑎 ≤ 1 
𝐶𝑑,𝐻 = 24 [1.77
𝑆
𝐾𝑛
+ 𝑆 {4.33 + (
3.65−1.53
𝑇𝑝
𝑇∞
1+0.353
𝑇𝑝
𝑇∞
) × exp (−
0.438
𝐾𝑛
)}]
−1
+ exp (−0.447 √
𝑀𝑎∙𝐾𝑛
𝛾0.5
) ×        
[
4.5𝐾𝑛+0.38(0.053𝑆+0.639√𝐾𝑛∙𝑆)
𝐾𝑛+0.053𝑆+0.639√𝐾𝑛∙𝑆
+ 0.1𝑀𝑎2 + 0.2𝑀𝑎8] + 0.6𝑆 ∙ [1 − exp (−0.798
𝐾𝑛
𝛾0.5
)]         (5.5) 
for 𝑀𝑎 ≥ 1.75 
𝐶𝑑,𝐻 = 
0.9+
0.34
𝑀𝑎2
+1.661
𝐾𝑛0.5
𝛾0.25
[2+
2
𝑆2
+
1.058
𝑆2
(
𝑇𝑝
𝑇∞
)0.5−
1
𝑆4
]
1+1.661
𝐾𝑛0.5
𝛾0.25
          (5.6) 
for 1 ≤ 𝑀𝑎 ≤ 1.75 
104 
 
 
𝐶𝑑,𝐻(𝑀𝑎, 𝐾𝑛) =  𝐶𝑑(1.0, 𝐾𝑛) + 
4
3
(𝑀𝑎 − 1)[𝐶𝑑(1.75, 𝐾𝑛) − 𝐶𝑑(1.0, 𝐾𝑛)]   (5.7) 
where the subscript “H” denotes Henderson’s correlation. However, Henderson’s data set 
is incomplete for particles in the slip and transition regime for compressible flow, and the 
accuracy of the correlation in this regime had not been evaluated. In light of this, we 
compared Henderson’s correlation with simulation results obtained by DSMC (direct 
simulation of Monte Carlo) (Boyd & Schwartzentruber, 2017) under isothermal 
conditions (identical particle and free stream gas temperature), considering a uniform 
flow of nitrogen gas upstream of a particle (which was immobile) at specified Knudsen 
number and Mach number.  Details on the DSMC approach are provided in Zhang & 
Schwartzentruber (C. Zhang & Schwartzentruber, 2012) as well as Singh & 
Schwartzentruber. (Singh & Schwartzentruber, 2017) We find that drag coefficients 
predicted by Henderson’s correlation deviate as much as 30% from the simulated values 
in the transition regime (see Figure F1 in Appendix F). A new correlation, based on 
neural network, is proposed for 10−4 < 𝐾𝑛 < ∞ and  0 < 𝑀𝑎 < 5: 
𝐶𝑑 = 𝐶𝑖𝑐(𝐾𝑛,𝑀𝑎) ∙ (𝑾𝟐 tanh(𝑾𝟏𝑿 + 𝒃𝟏) + 𝑏2)       (5.8) 
    𝐶𝑖𝑐  =  
24
𝑀𝑎
𝐾𝑛
√
𝛾𝜋
2
[1+2𝐾𝑛(1.257+0.4exp(−
0.55
𝐾𝑛
))]
+ 
                exp (−0.447 √
𝑀𝑎∙𝐾𝑛
𝛾0.5
) × [
4.5𝐾𝑛+0.38(0.053𝑆+0.639√𝐾𝑛∙𝑆)
𝐾𝑛+0.053𝑆+0.639√𝐾𝑛∙𝑆
]      (5.9) 
where W1, W2, b1, b2 are weights and biases of the network, and 𝐶𝑖𝑐  is a fit to drag 
coefficient for  𝑀𝑎 → 0, and 𝑋 is the input into the neural network with the form 𝑿 =
[
𝑀𝑎
min (𝑙𝑜𝑔10𝐾𝑛, 1)
] .  A more detailed description of the correlation is provided in 
Appendix F (along with Figure F2, providing a plot of Equation (5.8)). For AD, the 
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particles of interest lie in the regime of 10−4 < 𝐾𝑛 < ∞ and  0 < 𝑀𝑎 < 5. In light of 
this, the particle drag coefficients are calculated with Equation (5.8) and (5.9) throughout 
this work.  
   
5.3 Results & Discussion 
In total, we simulate the velocity and pressure fields for a de Laval-type AD 
system and examine particle trajectories in the 3 nm – 10 𝜇𝑚  range using drag 
coefficients determined for conditions relevant to AD.  We first present results of flow 
field simulations, following by evaluation of the impaction velocities for particles of two 
different densities (under all three flow conditions).  Finally, using copper particles as a 
model we examine the deposition distribution functions (over the substrate area) and 
calculate location dependent mass fluxes, momentum fluxes and energy fluxes for model 
particle size distribution functions. 
 
5.3.1 Simulation results of flow properties 
Though most AD systems function with atmospheric pressure upstream (Akedo, 
2006; Akedo & Lebedev, 1999; Muneyasu, Tetsuo, & Jun, 2017), variable pressure is 
worthy of examination as it is possible to optimize the particle deposition process by 
varying upstream and downstream pressures (Holman & Kortshagen, 2010; Thimsen et 
al., 2014). In addition, the variability of flow properties brought about by operating 
conditions provides useful information in the optimization of nozzle design. The 
simulated operating conditions are summarized in Table 5.1, along with flow properties 
calculated by the isentropic, one-dimensional nozzle theory (Saad, 1985) for comparison. 
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Figures 5.2a-5.2c show the contour plots of gas speed for three different cases; 
correspondingly, gas pressure, density and velocity along the nozzle symmetry line are 
plotted in Figures 5.2d-5.2f as functions of distance to the nozzle inlet. For case 1 (760 
Torr upstream pressure, 10 Torr downstream pressure), Figure 5.2a indicates that the gas 
is fully expanded within the nozzle and goes through a minimal amount of expansion 
after exiting the nozzle. This in contrast to isentropic theory for de Laval nozzles (Saad, 
1985), which predicts that outlet to throat area ratio of 10 requires the 
upstream/downstream pressure ratio to be ~150 to fully expand the gas.  Instead, due to 
the formation of a boundary layer, the ‘effective’ outlet area is reduced and a pressure 
ratio of 76 results in nearly full expansion.  We remark that depending on the degree of 
turbulence in the boundary layer and the turbulence model used in simulations, the 
effective outlet area may change slightly. This in turn may change the magnitude of 
pressure and velocity fields, but all trends discussed here would not be affected by model 
choice.   
Table 5.1. A summary of the three simulation cases examined and a comparison with 
isentropic nozzle theory. 
 
Case 
No. 
Upstream 
pressure 
Downstream 
pressure 
Velocity at 
exit center 
(isentropic) 
Velocity at 
exit center 
(simulation) 
Pressure at 
exit center 
(isentropic) 
Pressure at 
exit center 
(simulation) 
1 760 Torr 10 Torr 
Shock 
inside 
nozzle 
596 m/s Shock 
inside 
nozzle 
14.36 Torr 
2 760 Torr 1 Torr 685 m/s 596 m/s 5.32 Torr 14.36 Torr 
3 190 Torr 1 Torr 685 m/s 491 m/s 1.33 Torr 4.50 Torr 
 
Figure 5.2b shows that if the downstream pressure of the nozzle is reduced to 1 
Torr, the gas exiting the nozzle is underexpanded and goes through further expansion 
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after exiting the nozzle. However, comparison of the green and orange curves in Figures 
5.2d and 5.2e reveals gas properties within the nozzle are exactly the same along the 
symmetry line for the downstream pressures of 1 Torr and 10 Torr. This is in accordance 
with supersonic flow theory; gas travelling supersonically prevents downstream 
conditions from affecting flow inside the nozzle. 
 
 
Figure 5.2. Fluid flow simulation results for the 3 examined cases. In (a-c), contour plots 
of gas speed are shown for different operating pressures of the nozzle: (a) 760 Torr at the 
inlet, 10 Torr at the outlet; (b) 760 Torr at the inlet, 1 Torr at the outlet; (c) 190 Torr at 
the inlet, 1 Torr at the outlet. In contour plots, the dimension of the nozzle along the 
symmetry line has been scaled down by a factor of 2.85 and the simulation domain 
beyond substrate is not displayed. Gas pressures, densities and velocities along the nozzle 
symmetry line are shown in (d), (e) and (f), respectively. 
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For case 3, Figure 5.2c reveals that as the upstream pressure is reduced, the flow 
speed within the nozzle is also reduced. This is in contradiction to the isentropic theory 
(c.f. Table 5.1), but is again attributable to viscous effects in the flow. The gas viscosity 
is independent of pressure, hence reducing the upstream pressure from 760 Torr to 190 
Torr does not result in a decrease of viscous effects given the same velocity gradient. 
Therefore, a higher fraction of the pressure head must act to compensate for viscous 
effects in case 3 than in the higher upstream pressure cases; this results in a less 
accelerated gas.  Additional pressure and temperature contour plots are shown for case 1 
in Figure H1in Appendix H; qualitatively similar plots are obtained for other cases.   
Figure 5.2 also provides useful information regarding the post-shock region, i.e. 
the region close to the substrate, as well as how operating pressures affect gas properties 
within this region. As the gas traverses through the shock, its properties change 
drastically, which is clearly evident in Figures 5.2d-5.2f. With static pressure as an 
example, changing the downstream pressure from 10 Torr to 1 Torr decreases the 
pressure in post-shock region from ~113 Torr to ~37 Torr. Simultaneously, the thickness 
of the post shock region (distance between the shock and the substrate) changes from 
~0.68 mm to ~1.65 mm.  Reducing the upstream operation pressure from 760 Torr to 190 
Torr has a similar effect.  The pressure in the post-shock region changes from ~37 Torr to 
~6.75 Torr, and the thickness of the post-shock region increases form ~1.65mm to 2.25 
mm.  These results highlight the need for a drag coefficient correlation that is accurate 
over the wide range of particle Knudsen numbers and relative gas-particle Mach numbers 
caused by nozzle expansion and compression near the substrate.  Figure H2 shows 
selected plots of particle Knudsen and Mach numbers (expressed as the relative particle 
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velocity to speed of sound ratio) along the center line for case 1 (copper particles). With 
the exception of the largest particles examined (10 𝜇𝑚 and larger), the Mach number is 
smaller than unity for particles until they approach the shock; however, for smaller 
particles, as they enter the shock the Mach number exceeds 1.0.  Particle Knudsen 
numbers span more than one order of magnitude (for a given particle diameter) as they 
traverse the nozzle. The smallest particles examined reach Knudsen numbers above 101, 
while the Knudsen numbers of the largest particles remain below 10-1. The effects of this 
unique Kn, Ma range on particle deposition are discussed in the next section. 
 
5.3.2 Particle Impaction Simulation Results 
Particle impaction speed at the substrate surface is of critical importance in the 
AD processes;  it appears to be directly related to particle adhesion, plastic deformation, 
and is likely the key parameter governing the resulting coating/film properties in AD 
(Akedo, 2006; Champagne et al., 2011; Hanft et al., 2015). For trajectory calculations, 
utilizing the simulated flow fields, 100 particles of prescribed size and density were 
released with their initial positions equally spaced along the nozzle inlet.  The velocities 
and positions of the particles were recorded until they were either trapped by a wall or 
they escaped the simulation domain.  
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Figure 5.3. Particle trajectory simulation results for copper particles for case 1.  (a) The 
particle impaction efficiency as a function of particle diameter. (b) Average particle 
impact speed and x-velocity (i.e. perpendicular to the substrate) as a function of particle 
diameter. (c) Impact x-velocity and impact position for different particles diameters.  (d) 
Particle impaction linewidth for different diameter. Particle impaction linewidth is 
defined as four times the average distance of particle impaction point from the center of 
the substrate. 
 
We first present particle trajectory results in detail for copper particles traversing 
the flow field of case 1 (760 Torr upstream pressure, 10 Torr downstream pressure), with 
results summarized in Figures 5.3a-5.3d. Specifically, Figure 5.3a shows the deposition 
efficiency (defined as the fraction of particles impacting upon the substrate) as a function 
of particle diameter. Both small particles (𝑑𝑝 < 16𝑛𝑚) and large particles (𝑑𝑝 > 5𝜇𝑚) 
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have low impaction efficiencies while particles intermediate to these diameters impact 
with perfect efficiency. For small particles, the drag force on particles is high compared 
to particle inertia, as a result, sufficiently small particles tend to follow gas stream lines in 
the post-shock region and escape the simulation domain (this phenomenon is observed in 
all particle inertial separation systems (Fernandez de la Mora, Hering, Rao, & McMurry, 
1990; Marple & Willeke, 1976)). Conversely, particles larger than 5𝜇𝑚 do not leave the 
simulation domain, but as a result of high inertia compared to drag force they cross the 
nozzle symmetry line at the throat and collide with the nozzle wall on the side opposite to 
their release point. Sample particle trajectories are provided in Figure H3.  Figure 5.3b 
shows average particle impact velocity along with its x-component for different particle 
diameters. The average particle impaction velocity initially increases with particle 
diameter and then decreases with it, with a maximum impact speed for ~300 nm diameter 
particles. To our knowledge, this is first direct calculation revealing that particles of 
highest impaction speed in AD can be in the submicrometer size range, as most work has 
focused on supermicrometer particles. As particles traverse through the nozzle, they are 
first accelerated by the carrier gas and are then decelerated by stagnated gas in the post-
shock region, just prior to impaction. Though particles of small sizes tend to be fully 
accelerated in the nozzle, they are decelerated significantly in the post-shock region, 
where the gas has an x-velocity approaching 0 (refer to Figure 5.2f). In contrast, 
sufficiently large particles are less affected by the post-shock region, but are not fully 
accelerated inside the nozzle. The net result of the acceleration-deceleration process is an 
optimal particle size that has the highest impact velocity.  This phenomenon has been 
reported in simulations of cold spray (H. Assadi et al., 2011), though maximum 
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deposition speed was found for significantly larger particles; this is because in high 
pressure cold spray, the effects of the post-shock are most pronounced but larger particles 
are better accelerated upstream (i.e. the drag coefficient is larger in cold spray).  We can 
therefore conclude that the existence of an optimum in particle diameter for the impact 
speed is universal in nozzle based deposition systems, though the particle diameter 
impacting with highest speed is adjustable by adjusting upstream and downstream 
pressures. 
Figure 5.3c shows the lateral position r (i.e. distance between the substrate center 
and the particle impaction point) and the x-velocity for each deposited particle at selected 
particle diameters. For 𝑑𝑝 = 20 𝑛𝑚, the particle impact positions are relatively dispersed 
in r. As particle diameter increases, the dispersity of particle impact positions decreases 
substantially, reaching a minimum at 𝑑𝑝 = 1 𝜇𝑚.  This is attributable to inertial focusing 
of particles.(de Juan & Fernandez de la Mora, 1998; X. L. Wang et al., 2005)  Inertial 
focusing occurs when particles are first directed towards the substrate center in the 
converging section the nozzle, but, because of their inertia, they are not sufficiently 
accelerated laterally outward in the diverging section.  Focused particles hence deposit 
close to the substrate center, independent of their initial position.  For the examined 
nozzle and flow conditions at diameters below 1 𝜇𝑚, the particles are underfocused, 
hence the deposition linewidth increases with decreasing particle diameter.  Beyond a 
diameter of 1 𝜇𝑚  particles are overfocused; overfocusing occurs when particles are 
inertially directed across the symmetry axis of the nozzle in the converging section.    An 
alternative representation of focusing is shown in Figure 5.3d, which is a plot of the 
impaction linewidth as a function of particle diameter. Impaction linewidth is defined as 
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4 times the average impact position (accounting for the symmetry condition).  Evidenced 
in the figure, an optimal diameter (1 𝜇𝑚) for particle focusing exists and the nozzle 
functions as an aerodynamic lens (X. L. Wang et al., 2005). We note that for 𝑑𝑝 > 5 𝜇𝑚, 
the impaction width is approximately 0.8 mm.  For these particle diameters the impaction 
efficiencies are less than 100%, and the impaction linewidth only reflects the dispersity of 
transmitted particles (i.e. the linewidth is reduced due to particle loss upstream).  While 
focusing is a known phenomenon, commonly used in concentrating aerosol particles for 
chemical analysis (Jayne et al., 2000; Liu, Ziemann, Kittelson, & McMurry, 1995; 
Mallina, Wexler, Rhoads, & Johnston, 2000; Middha & Wexler, 2003), it has not been 
examined closely in either cold spray or aerosol deposition.  However, our results 
indicate that the focusing effect is pronounced in AD with converging-diverging nozzles, 
and although the optimally focused diameter of 1 𝜇𝑚 is system specific, a maximally 
focused diameter will exist in all gas phase particle inertial deposition systems (similarly, 
smaller particles will be underfocused and sufficiently large particles will be 
overfocused).  Through focusing, the input particle size distribution in any deposition 
system has a strong influence on the overall linewidth, as well as the momentum and 
kinetic energy flux distributions to the substrate.  We examine these effects subsequently 
using test polydisperse particle size distribution functions.  We also remark that focusing 
would be adversely affected were the turbulence intensity within the flow to reach 
appreciably high levels; this would lead to a distribution of particle trajectories (for a 
given diameter and initial position) as opposed to deterministic trajectories.    
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Figure 5.4. Comparison of (a) copper and (b) silica particle average impaction speeds.  
The red vertical lines denote the particle diameter of maximum impaction speed with 760 
Torr upstream pressure.  
 
The influence of particle density and nozzle operating pressures on average 
impaction speed are also shown in Figures 5.4a and 5.4b.  For copper (denser) particles, 
Figure 4a indicates that changing the downstream pressure from 10 Torr to 1 Torr has a 
minimal effect on particle impaction speed. As discussed previously, a downstream 
pressure of 1 Torr results in a thicker post-shock region, albeit with lower gas density. 
The thickened post-shock region results in a longer deceleration distance for particles, 
while the decreased gas density reduces drag force on the particles in this region. These 
two effects work to oppose one another, such that impaction speeds for 𝑑𝑝 ≥ 50 𝑛𝑚 are 
relatively insensitive to downstream pressure.  Reduction of the upstream pressure has a 
much more significant effect on particle impaction speeds; an upstream pressure of 190 
Torr leads to decreased particle impaction speed for 𝑑𝑝 > 100 𝑛𝑚 , but a higher 
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impaction speed 𝑑𝑝 < 100 𝑛𝑚. Supported by the results in Figure 5.2d, lowering the 
upstream pressure reduces the pressure in the post shock region, facilitating the 
deposition of small particles (𝑑𝑝 < 100 𝑛𝑚) but leads to incomplete acceleration of 
larger, more inertial particles in the nozzle.  A comparison of Figure 5.4b to Figure 5.4a 
indicates that silica particle impaction speed follows the same trend qualitatively as 
copper particle impaction speed, but with one noticeable difference. The particle size for 
the maximum impaction speed is larger for silica particles (~1𝜇𝑚). Such a difference 
arises because silica particles have lower densities, and hence less inertia than copper 
particles of the same diameter.  Though not shown, for silica, the maximally focused 
particle diameter is near 2 𝜇m. Interestingly, the maximally focused particle diameter is 
larger than the particle diameter of maximum impaction speed for both materials.  It is 
presently unclear if this is true in all deposition systems; all converging-diverging AD 
systems will display a maximally focused particle diameter and have maximum 
impaction speed diameter, though a clear relationship between these two diameters is 
likely system specific. 
 
5.3.3 Mass, Momentum and Energy Transfer 
5.3.3.1 A Framework for Flux Calculations 
With particle size dependent impaction velocities and spatial distributions known, 
in this section we develop a framework to analyze the mass, momentum and kinetic 
energy fluxes to the substrate for any spatially uniform particle size distribution function 
in the upstream flow of the nozzle. The mass flux (𝑀𝐴) at a point A on the substrate, 
which is a distance r from the center of the substrate, is given by:  
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𝑀𝐴 =
𝜋𝑄𝜌𝑝
6𝐿
∫ 𝑑𝑝
3𝐹(𝑑𝑝, 𝑟)
𝑑𝑛
𝑑𝑑𝑝
𝑑𝑑𝑝
∞
0
̇
      (5.10)  
where Q is the volumetric gas flowrate through the nozzle, L is the nozzle slit length (i.e. 
Q/L is the flowrate per unit length)  𝜌𝑝  is particle density, 𝑑𝑝  is particle diameter, 
𝐹(𝑑𝑝, 𝑟) is probability that a particle with diameter dp impinges at location A (i.e. it is 
the linewidth distribution function), and  
𝑑𝑛
𝑑𝑑𝑝
 is the particle size distribution function 
upstream the nozzle, such that:  
∫ 𝐹(𝑑𝑝, 𝑟)𝑑𝑟
∞
0
= 𝑃(𝑑𝑝); ∫
𝑑𝑛
𝑑𝑑𝑝
𝑑𝑑𝑝
∞
0
= 𝑁
̇
     (5.11) 
where 𝑃(𝑑𝑝) is the deposition efficiency of particles with diameter 𝑑𝑝, N is the upstream 
number concentration of particles.  The momentum flux (𝑃𝐴 ) at location A in the 
direction perpendicular to the substrate (i.e. in the x direction) can be calculated via the 
equation 
𝑃𝐴 =
𝜋𝑄𝜌𝑝
6𝐿
∫ ∫ (1 + 𝜑𝑑𝑣)𝑑𝑝
3𝑣𝑥(𝑑𝑝,𝑟)𝐹(𝑑𝑝, 𝑟)
𝑑𝑓
𝑑𝑣𝑥
|
𝑟,𝑑𝑝
𝑑𝑛
𝑑𝑑𝑝
𝑑𝑣𝑥𝑑𝑑𝑝
∞
0
∞
0
 (5.12) 
where 𝜑𝑑𝑣 is the fraction of particles rebounding (bouncing) from the surface, 𝑣𝑥(𝑑𝑝,𝑟) is 
the particle velocity in the x direction, and 
𝑑𝑓
𝑑𝑣𝑥
|
𝑟,𝑑𝑝
 is the x-direction velocity distribution 
function of particles with diameter 𝑑𝑝 impinging on location A (∫
𝑑𝑓
𝑑𝑣𝑝
|
𝑟,𝑑𝑝
𝑑𝑣𝑝
∞
0
= 1). 
The quantity 𝜑𝑑𝑣 needs to be determined by experiment or simulation, and is a function 
of particle size, particle material properties, impaction speed as well as substrate 
properties. Similar to the momentum flux equation, the kinetic energy flux from particles 
to the substrate surface (𝐸𝐴) is given by: 
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𝐸𝐴 =
𝜋𝑄𝜌𝑝
12𝐿
∫ ∫ (1 − 𝜑𝑑𝑣)𝑑𝑝
3𝑣𝑝(𝑑𝑝,𝑟)
2𝐹(𝑑𝑝, 𝑟)
𝑑𝑓
𝑑𝑣𝑝
|
𝑟,𝑑𝑝
𝑑𝑛
𝑑𝑑𝑝
𝑑𝑣𝑝𝑑𝑑𝑝
∞
0
∞
0
 (5.13) 
where 𝑣𝑝 is the particle speed and 
𝑑𝑓
𝑑𝑣𝑝
|
𝑟,𝑑𝑝
 is the speed distribution function.  
The total mass, momentum, and energy flows/transfer rates can be obtained by 
integrating Equations (5.10), (5.12), and (5.13) over the substrate surface.  To implement 
these equations, distribution functions, namely 𝐹(𝑑𝑝, 𝑟), 
𝑑𝑓
𝑑𝑣𝑝
|
𝑟,𝑑𝑝
and 
𝑑𝑛
𝑑𝑑𝑝
 , need to be 
determined/prescribed. Among these quantities, 𝐹(𝑑𝑝, 𝑟)  and 
𝑑𝑓
𝑑𝑣𝑝
|
𝑟,𝑑𝑝
 can be directly 
inferred from examining particle impinging locations and velocities, as are displayed in 
Figure 5.3c.  We discuss both distribution functions in the subsequent section.  
Meanwhile,  
𝑑𝑛
𝑑𝑑𝑝
 needs to be measured (and can be done using conventional aerosol 
measurement techniques, though is not commonly done in AD).    
 
5.3.3.2  Flux Calculations  
We elect to perform flow/transfer rate calculations for case 1 with copper 
particles, with an upstream pressure of 760 Torr and a downstream pressure of 10 Torr 
for different upstream particle size distributions. Figure 5.3c shows the impaction 
position and impaction velocity of individual particles. An examination of this figure 
leads to a number of simplifying assumptions for the implementation of flux equations.  
First, Figure 5.3c shows particles of a specific diameter deposit with clearly defined 
velocity at each impaction position. While this is the consequence of not including 
Brownian motion in the simulations, we anticipate the Brownian (thermal) influence on 
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motion would be negligible. As a result, 
𝑑𝑓
𝑑𝑣𝑝
|
𝑟,𝑑𝑝
can be approximated as a constant, and 
integration across this distribution function can be removed from the flux equations. 
Second, particles with diameters in the 50nm < 𝑑𝑝 < 5𝜇𝑚  range have impaction 
velocities/speeds which do not vary appreciably with impaction position. Therefore, 
𝑣𝑥(𝑑𝑝,𝑟) and 𝑣𝑝(𝑑𝑝,𝑟) can be reduced to 𝑣𝑥(𝑑𝑝) and 𝑣𝑝(𝑑𝑝) , independent of r in this size 
range. The last observation from Figure 5.3c is that within the impaction width, 𝐹(𝑑𝑝, 𝑟) 
can be approximated by a uniform distribution within a range, i.e.  
 𝐹(𝑑𝑝, 𝑟) = {
1
2?̅?(𝑑𝑝)
          0 ≤ 𝑟 ≤ 2?̅?(𝑑𝑝)
0                    𝑟 > 2?̅?(𝑑𝑝) 
,      (5.14) 
where 2?̅?(𝑑𝑝) is the half impaction linewidth. With these assumptions, equations (5.10), 
(5.12), and (5.13) can be rewritten as 
𝑀𝐴 =
𝜋𝑄𝜌𝑝
6𝐿
∫ 𝑑𝑝
3𝐹(𝑑𝑝, 𝑟)
𝑑𝑛
𝑑𝑑𝑝
𝑑𝑑𝑝
∞
0
      (5.15) 
𝑃𝐴 =
𝜋𝑄𝜌𝑝
6𝐿
∫ (1 + 𝜑𝑑𝑣)𝑑𝑝
3𝑣𝑥(𝑑𝑝)𝐹(𝑑𝑝, 𝑟)
𝑑𝑛
𝑑𝑑𝑝
𝑑𝑑𝑝
∞
0
    (5.16) 
𝐸𝐴 =
𝜋𝑄𝜌𝑝
12𝐿
∫ (1 − 𝜑𝑑𝑣)𝑑𝑝
3[𝑣𝑝(𝑑𝑝)]
2
𝐹(𝑑𝑝, 𝑟)
𝑑𝑛
𝑑𝑑𝑝
𝑑𝑑𝑝
∞
0
   (5.17) 
Fluxes for three test lognormal particle size distributions of copper particles were 
calculated with the equations above.  The three test lognormal distributions have different 
geometric mean diameters (𝜇 =200 nm, 800nm and 2𝜇𝑚 ) but the same geometric 
standard deviation (𝜎 = 1.65). The normalized particle size distribution functions of all 
three are shown in Figure 5.5a (
𝑑𝐹
𝑑𝑙𝑛(𝑑𝑝)
, the integration of this distribution over 𝑙𝑛(𝑑𝑝) is 
1.0). The upstream particle concentrations, N, for the three distribution functions were 
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5 ×106/cm3, 7.85×104/cm3 and 5.64 ×103/cm3, respectively. These concentrations were 
chosen so that the particle mass flowrate to the substrate is identical in each case. In 
general, these are dilute particle concentrations relative to what is experimentally 
obtainable. All subsequently reported results are linearly proportional to number 
concentration, provided the one-way coupling assumption remains satisfied (i.e. that the 
particles can be considered dilute). The gas flowrate through the nozzle, Q, was set to 
21.3 liters per minute for a 1.2 cm length nozzle and was obtained from the fluid 
dynamics simulations.  
 
Figure 5.5. (a) Normalized test lognormal size distribution functions (: geometric mean, 
: geometric standard deviation). (b) Equation (5.10) calculated mass fluxes. (c) Equation 
(5.12) calculated x-direction momentum fluxes. (d) Equation (5.13) calculated kinetic 
energy fluxes. 
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The mass, x-momentum, and kinetic energy fluxes are plotted as functions of 
distance to the substrate center (r) in Figures 5.5b, 5.5c and 5.5d, respectively. The 
sudden drop in the 2 mm geometric mean curves near 4.5 mm arises because large 
particle deposition within the nozzle (affecting larger particle linewidth distribution 
functions).  For mass fluxes, passage through the converging-diverging nozzle system has 
a clear focusing effect for all three distributions, as the mass flux is an order of magnitude 
higher (or more) at the nozzle center.  Distribution 2 (𝜇 =800 nm) is most focused, while 
distribution 1 (𝜇 =2 𝜇m) is the least focused. This is a direct result of the size-dependent 
focusing effect shown in Figure 5.3d.  We note that although the geometric mean of 
distribution 3 (𝜇 = 2𝜇𝑚) is close to the optimal focusing size (refer to Figure 5.3d), the 
particles that take up the majority of particle mass have sizes greater than 2𝜇𝑚; these 
particles are not as well focused.  
Momentum and kinetic energy fluxes follow the same qualitative trend as the 
mass fluxes. However, it is not directly obvious from Figures 5.5c and 5.5d if momentum 
and kinetic energy are more focused than mass. To facilitate comparison, the ratio of 
mass, momentum and kinetic energy deposited within r < 0.1 mm and total mass, 
momentum and kinetic energy transfer rate is calculated for all three distributions (r = 0.1 
mm corresponds to an impaction width of 0.2mm, which is the throat width of the 
nozzle). The ratios are provided in Table 5.2, together with the total transfer quantities.   
For distribution function 1, mass, momentum and kinetic energy have similar ratios, 
indicating the particles deposited within r < 0.1 mm do not have higher than average 
impaction speed.  For distribution functions 2 and 3, kinetic energy and momentum are 
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more focused than mass, indicating for these two distribution functions, particles 
deposited in the center region of the substrate also have greater impaction speed than 
average. 
Table 5.2. Summary of upstream particle size distribution and flux quantities. 
 
Distribution No. 1 2 3 
Geometric mean 200 nm 800 nm 2 𝜇𝑚 
Geometric 
standard deviation 
1.65 1.65 1.65 
Upstream particle 
concentration 
(#/cm3) 
5 ×106 7.85 ×104 5.64 ×103 
Total mass 
deposition rate 
(kg/s) 
~2.05 ×10-7 ~2.05 ×10-7 ~2.05 ×10-7 
Total x-
momentum 
transfer(N) 
1.00 ×10-4 7.58 ×10-5 5.26×10-5 
Total kinetic 
energy 
transfer(W) 
2.48 ×10-2 1.44 ×10-2 7.10 ×10-2 
Percentage of 
mass/momentum/ 
energy transfer 
within r<0.1mm 
44.52% / 43.53% / 
42.6% 
61.83% / 66.22% / 
70.07% 
26.8% / 29.23% / 
32.15% 
 
With the framework proposed in Sect. 5.3.3.1, it is possible to calculate mass, 
momentum and kinetic energy fluxes for particle size distributions of any shape, as long 
as particle size distributions are spatially uniform in the upstream flow of the nozzle and 
the drag coefficients of the particles are appropriately described (C. L. Zhang et al., 
2012).  For spatially non-uniform particle size distribution functions, the framework is 
still applicable, and only requires modification of 𝐹(𝑑𝑝, 𝑟)(which can be easily done 
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when the spatial particle concentration function is prescribed).   Also noteworthy in 
Figures 5.5c and 5.5d is that the momentum flux is relatively small (< 100 Pa) while the 
kinetic energy flux can be close to 104 W m-2, even for the moderate particle number 
concentrations examined (concentrations two orders of magnitude higher are possible 
with standard fluidization approaches).  This suggests that on average (not necessarily per 
particle impact) there is not a high pressure placed on the substrate by particle impaction.  
However, translational kinetic energy to thermal kinetic energy conversation can be 
extremely high, approaching a magnitude normally observed in convective heat transfer 
with phase change (particularly if the particle number exceeds the test concentration by 
an order of magnitude or more).  Though this would be counteracted by convective 
cooling from the gas around the substrate, kinetic to thermal energy transfer may 
facilitate particle coalescence upon impact and may be a key reason that AD can yield 
dense, non-particulate coatings.  We suggest that future studies of the AD process further 
investigate kinetic to thermal energy transfer during particle deposition, as energy flux 
calculations suggest the rate is high, enhanced by focusing effects, and strongly 
dependent and particle size distribution function.   Such future investigations will require 
more detailed investigation of the one-way coupling assumption, which may breakdown 
if a sufficiently high concentration of particles is focused inertially.   
 
5.4 Conclusions  
We apply a trajectory calculation approach to examine particle transport in 
supersonic aerosol deposition using a converging-diverging nozzle and subsequently 
develop approaches to examine mass, momentum, and kinetic energy fluxes due to 
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particle impaction on a substrate.  To our knowledge, the latter flux calculations have not 
been attempted previously, and in addition the drag correlation applied in trajectory 
calculations is itself new, and specifically developed for AD gas conditions.  Based upon 
this study, we draw the following conclusions. 
1.  The use of upstream atmospheric pressure in AD, as compared to its high 
upstream pressure cold spray counterpart, facilitates the inertial deposition of 
submicrometer particles.  Further reducing the upstream pressure below 
atmospheric pressure enables inertial impaction for progressively smaller 
particles, which is also observed in experiments (Holman & Kortshagen, 2010).  
However, for a given upstream pressure, decreasing the downstream pressure 
beyond a critical value does not drastically influence inertial impaction.  This is 
due to two counteracting effects; at reduced downstream pressure the pressure 
within the post-shock region is reduced, but the size of the post-shock region 
increases.   
2. Simulations were performed dimensionally, mainly because AD conditions lead 
to drastically changing pressure and temperature, and hence selection of reference 
variables for non-dimensionalization is rather subjective.  Nonetheless, we can 
generally conclude that in all supersonic deposition systems (i.e. those with 
converging-diverging nozzles and a perpendicular substrate), there is a particle 
diameter of maximum impaction velocity; smaller diameter particles are 
decelerated in the shock and post-shock region while larger particles are not 
accelerated to the gas velocity within the nozzle.  The particle diameter of 
maximum impaction speed can be adjusted by changing nozzle dimensions 
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(though not studied directly here) as well as by varying upstream pressure and 
particle density.  In addition, lateral inertial focusing in supersonic AD is 
significant and there will exist a particle diameter which is optimally focused (i.e. 
of infinitesimal deposition linewidth) in converging-diverging nozzle systems.  
Particles smaller than the critically focused diameter are underfocused while 
larger particles are overfocused.  We suggest that future AD and cold spray 
systems be designed with the focused particle diameter in mind; rarely is the 
interplay between input particle size distribution function and inertial focusing 
considered in these processes. 
3. Inertial focusing has significant effect on the particle mass, momentum, and 
kinetic energy flux distributions at the substrate surface.  Among these, most 
interesting is the enhancement in kinetic energy flux distributions along the 
centerline of the nozzle; it appears such focusing can lead to kinetic energy fluxes 
approaching 104 W m-2 for modest aerosol concentrations (and hence up to 106 W 
m-2 for much higher concentration systems).  We suggest that future studies of 
AD examine kinetic energy to thermal energy transfer for particle upon impact in 
light of the finding of highly focused kinetic energy transfer.   
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Chapter 6: Differentiation of Normal and Lung Cancer Cell Lines via 
VOC Profiling with Proton Transfer Reaction Time-of-Flight Mass 
Spectrometry 
Abstract: There is growing interest in utilizing volatile organic compound (VOC) 
detection schemes in disease diagnosis and in monitoring cellular metabolism.  
However, the extent to which VOC analysis can be used in such applications 
remains to be determined. In this study, we employed proton transfer reaction-mass 
spectrometry (PTR-MS) to profile VOCs sampled from the headspace of in-vitro 
cultured cancerous (A549 and SHP-77) and non-cancerous (BEAS-2B) bronchial 
epithelial cell lines. The high resolution (>4000) of the mass spectrometer enabled 
ion signal distinction and ion formula identification by exact masses with high 
certainty in most instances. Using selected, standardized ion signals, we were able to 
partially separate different cell types with unsupervised statistical learning 
algorithms, i.e., principal component analysis (PCA) and hierarchical clustering. 
Separation and identification of cell types from VOC mass spectra was substantially 
improved by using supervised statistical learning algorithms. With multiple subsets 
of fewer than ten ions selected by an iterative procedure, 100% training and 
prediction accuracies were achievable in a repeated 6-fold cross validation using 
linear discriminant analysis (LDA) and support vector machine (SVM), which are 
both supervised learning algorithms.  These results suggest that high-resolution 
PTR-MS coupled with supervised learning algorithm-based analysis is effective for 
VOC profiling and cell type identification. Furthermore, we found that with an 
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LDA classifier trained on samples cultivated in a single medium (BEGM), accurate 
predictions of cell types cultivated in a second medium (RPMI) are possible, 
provided that ion signals have been properly standardized.  
 
6.1 Introduction 
There is growing interest in developing diagnostic techniques that depend upon 
detection and quantification of biologically emitted, volatile organic compounds (VOCs) 
in gaseous mixtures (Banday et al., 2011; Rogers, Benkstein, & Semancik, 2012; Tuzson 
et al., 2017; Vergara, Benkstein, Montgomery, & Semancik, 2014), in particular as part 
of cancer screening (Haick et al., 2014; Hakim et al., 2012; Konvalina & Haick, 2014; 
Schmidt & Podmore, 2015). Such VOC profiling techniques have the potential to 
transform the manner in which medical diagnoses are performed; VOC profiling is 
generally non-invasive, can be performed in real-time, and with automation VOC 
analysis could enable point-of-care diagnosis. However, the extent to which VOC 
profiling can be used in cancer diagnostics remains to be determined, and there are 
presently no standardized and universally employed methods for VOC profile analysis 
(Hakim et al., 2012). 
In the absence of standard methodologies, a variety of methods and instruments 
have been utilized to assess the potential of VOC profiling, using breath collected from 
cancer patients as well as headspace from in vitro cell culture experiments.  The 
instruments employed include gas chromatography-mass spectrometry (GC-MS) 
(Filipiak et al., 2008; Kim, Mulholland, Kukuck, & Pui, 2005; Wojciech et al., 2014), 
selected ion flow tube-mass spectrometry (SIFT-MS) (Patrik & David, 2008; D. Smith & 
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Spanel, 2005; Sule-Suso, Pysanenko, Spanel, & Smith, 2009), proton transfer reaction-
mass spectrometry (PTR-MS) (Brunner et al., 2010; Tali et al., 2017; Tali et al., 2016; 
Wehinger et al., 2007), along with a variety of nanosensors (Bartolazzi et al., 2010; Di 
Natale et al., 2003; Machado et al., 2005; Mazzone et al., 2007; Nakhleh et al., 2017; G. 
Peng et al., 2010; Gang Peng, Tisch, Adams, et al., 2009; Gang Peng, Tisch, & Haick, 
2009; Rogers et al., 2012). GC-MS measurements provide the highest certainty in terms 
of compound identification for VOC profiling. However, this approach requires 
preconditioning of samples, and the relatively complex sample preparation and 
calibration procedures makes GC-MS unfit for online measurements in a diagnostic 
setting.  Nanosensors are often rapid, portable, and potentially low cost, but individual 
sensors commonly respond to a wide range of VOCs (Röck, Barsan, & Weimar, 2008), 
complicating the interpretation of the sensor output (Konvalina & Haick, 2014). In 
contrast, SIFT-MS and PTR-MS (Adams & Smith, 1976; Lindinger, Hansel, & Jordan, 
1998), which are one-dimensional separation detection techniques, are capable of online 
identification and quantification of VOCs. In prior studies using PTR-MS and SIFT-MS 
for VOC profiling (Brunner et al., 2010; Patrik & David, 2008; Sule-Suso et al., 2009; 
Tali et al., 2017; Tali et al., 2016), only unit mass resolution quadruple mass 
spectrometers were employed. Unit mass resolution prohibits clear determination of VOC 
atomic composition, leading to ambiguity in terms of the compounds detected and 
limiting the information obtained. 
Online VOC detection with higher-resolution mass spectrometry would enable 
direct, near real-time identification of VOCs, and a more complete description of VOC 
profiles to aid in differentiation between samples. By itself, however, even highly 
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comprehensive VOC profiling does not necessarily aid in diagnosis or classification.  
Typically, unique ions are not detected in different samples/patients, hence diagnosis or 
classification must be based upon subtle differences in signal intensity for multiple 
analytes. High-resolution VOC profiles need to be coupled with appropriate data analysis 
approaches in order to (1) identify metabolic VOCs (biomarkers) whose concentrations 
correlate with cell concentration (in in vitro studies) and disease progression; (2) detect 
the presence of different cell populations (i.e., cancerous and non-cancerous cells), or 
presence or absence of tumors; and (3) assess the degree to which VOC profiling is 
sensitive to environmental conditions or sampling procedures.  
To date, VOC profiles, quantified by different means, have been analyzed via a 
variety of statistical learning algorithms, including principal component analysis (Barash, 
Peled, Hirsch, & Haick, 2009; Chen et al., 2016), linear/quadratic discriminant analysis 
(Brunner et al., 2010; Wehinger et al., 2007), logistic regression (Kumar et al., 2015), and 
support vector machine (Barash et al., 2012).  Though prior work has made use of online 
mass spectrometry and statistical learning algorithms in VOC profiling in-vitro and in-
vivo, these algorithms have not been applied to online high-resolution mass spectra. To 
directly address this gap, we have developed an approach to analyze VOC profiles 
generated by lung epithelial cell cultures (both cancerous, A549 and SHP-77, and non-
cancerous BEAS-2B cells) using PTR-MS with a high-resolution (>4000 for most 
analytes) time-of-flight mass spectrometer.  Measurements were made in real-time, with 
VOCs sampled in a continuous flow system.  The resulting high-resolution spectra were 
analyzed to identify specific ions that correlate with cell concentration and to distinguish 
different cell lines from one another.  For cell line identification, we employed both 
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unsupervised and supervised learning algorithms; for the latter we specifically utilized 
linear discriminant analysis and support vector machine.  Through cross-validations, we 
discovered that the supervised learning algorithms enabled cell type identification from 
high-resolution VOC profiles using signals from fewer than 10 ions.  Additionally, we 
found that ions used for classifying cells cultivated in one medium (bronchial epithelial 
growth medium; BEGM) can be used to predict cell types cultivated in another medium 
(RPMI-1640).  Based on these results, we propose that high-resolution PTR-MS can 
serve as a robust method for VOC profiling from cell culture headspace, and by extension 
in a variety of other biological and environmental systems.    
 
6.2 Experimental Section 
6.2.1 Cell Culture Preparation 
We cultured cells in a manner enabling direct VOC sampling without the need to 
remove them from their growth medium. Human immortalized normal bronchial 
epithelial cells, BEAS-2B, and lung squamous cell carcinoma cells, A549 and SHP-77, 
were purchased from American Type Culture Collection (ATCC), Manassas, VA USA.  
BEAS-2B cells were maintained in bronchial epithelial base medium supplemented with 
additives (BEGM) provided by the manufacturer as a kit (cat# CC-3170, Lonza Inc., 
Walkersville, MD USA). A549 and SHP-77 were maintained in RPMI-1640 (ATCC, cat# 
30-2001) supplemented with 10% fetal bovine serum (RPMI). To normalize growth 
medium conditions, all cells were maintained in either BEGM or RPMI-1640 during 
VOC sampling.  
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Prior to VOC sampling in BEGM, cells were seeded and cultured overnight in 
their respective growth medium at a total of 107 cells per chamber (n = 42) in Corning 
CellSTACK® Culture Chambers (Corning #3268, Fisher Scientific, Pittsburgh, PA USA) 
(Figure 6.1), as A549 and SHP-77 cells do not adhere well when seeded in BEGM.  We 
also performed experiments with 2.5106 (n = 6) and 5106 (n = 6) cells per chamber to 
examine the influence of cell concentration on classification, but we found no detectable 
difference in the results relative to the chambers with 1107 cells. Cells grown overnight 
were then washed twice with pre-warmed phosphate buffered saline (PBS) and cultured 
in BEGM for an additional 16 - 18 h. For VOC sampling with the RPMI-1640 medium, 
cells were seeded and maintained directly in RPMI-1640 for the same duration without 
the washing step. All cells were maintained in a humidified incubator at 37°C, 5% CO2, 
and atmospheric pressure prior to and during VOC sampling. For growth medium 
controls, chambers containing growth medium (BEGM or RPMI-1640) alone were 
maintained and sampled under the same culture conditions. 
To enable direct VOC sampling, two ports (¼” swagelokTM ports) were custom-
machined in each CellSTACK® Culture Chamber as shown in Figure 6.1.  After 
machining, each chamber was resterilized using a vaporized peracetic acid (VPA) 
sterilant (Revox Sterilization Solutions, Plymouth, MN USA). Culture chambers were 
then repackaged and stored prior to use in cell growth.   
  
6.2.2 Cell Culture Headspace VOC Sampling 
A custom-made VOC sampling and PTR-MS introduction system was used for all 
experiments (depicted in Figure 6.1).  VOCs were sampled from the headspace of cell 
131 
 
 
cultures continuously for ~5 minutes by passing 0.5 L min-1 of ultrahigh purity zero air 
(sample flow) through one of the ports in each chamber. The sampling flow passed over 
the cell culture within each chamber, exiting through the second machined outlet port.  
During sampling and measurement, each cell culture chamber was held in a humidified 
incubator as described above (37°C; 5% CO2).  Upon exiting the cell culture chamber, the 
VOC-laden sample flow was mixed with a 2.0-4.5 L min-1 zero air dilution flow to avoid 
saturation of the PTR-MS detector during measurement. Heated Teflon sampling lines 
(>40°C) were used to minimize any VOC losses or surface reactions prior to 
measurement, with separate Teflon lines used for each cell type.  Background 
measurements were performed by passing sample flow through an empty cell culture 
chamber (containing neither culture medium nor cells).  New samples were not tested 
until measured PTR-MS signals for (C2H7O)
+ and (C2H5O)
+ returned to established 
background levels. 
 
Figure 6.1. A schematic diagram of the cell chamber used for the VOC sampling 
experiments.  PTR-MS: Proton transfer reaction-mass spectrometer; MFC: Mass flow 
controller.  
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6.2.3 PTR-MS Operation 
VOCs were analyzed with a commercially available PTR-QiTOF (Ionicon 
Analytik, GmbH). Instrument settings were optimized to provide high resolution (m/m 
~ 4500 for acetone) and sensitivity (700 cps/ppb for acetone).  The PTR was operated 
with a drift tube pressure of 3.8 mbar, a drift tube temperature of 75°C, E/N of 138 Td, 
and an inlet temperature of 75°C. The time-of-flight analyzer was operated over an m/z 
range of 0-510 (extraction period 40 μs), with the mass axis calibrated continuously via 
addition of a diiodobenzene internal standard.  In general, proton transfer reaction is a 
relatively soft ionization technique with limited fragmentation, and many VOCs are 
detected as the protonated molecular ion at (M+1.008) Th, where M is the molecular 
mass of the neutral compound. However, some fragmentation can occur (Yuan et al., 
2017), with the extent dependent upon instrument operating conditions (Baasandorj, 
Millet, Hu, Mitroo, & Williams, 2015) (e.g., E/N > 120 Td) and type of VOC (e.g., 
alcohols).  Mass axis calibration, transmission correction, and peak fitting and integration 
were performed with PTR-MS VIEWER 3.2.5 post processing software, using a 
dedicated peak table based on detected peaks over the observed m/z range. Subsequent 
data processing was performed using a custom set of R routines (www.R-project.org).   
 
6.3 Data Analysis 
Both unsupervised and supervised learning algorithms were employed in 
analyzing PTR-MS data in order to assess the relative value of these techniques in VOC 
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profiling with exact mass measurements.  We first describe how mass spectrometer signal 
intensities were standardized, followed by a description of each employed method. 
 
6.3.1 Cell Type Classification  
To determine whether VOC profiling can be used as a robust diagnostic method, 
we applied three statistical learning algorithms: Principal component analysis (PCA), 
linear discriminant analysis (LDA), and support vector machine (SVM).  PCA is an 
unsupervised algorithm while the LDA and SVM are supervised learning algorithms. 
PCA projects the data onto new dimensions to maximize variance, without taking data 
categories (cell types, in our case) into account. LDA assigns a sample to a type that has 
the highest posterior probability, assuming different types are normally distributed and 
have the same covariance matrix. SVM is a maximum margin classifier that separates 
different sample types by a hyperplane in a (p+1)-dimensional space, where p is the 
number of features (standardized ion signals, in our case). SVM is readily extendable to 
the generation of non-linear separation boundaries via data transformation with non-
linear kernel functions. All three algorithms were implemented with the Python machine 
learning package scikit-learn (Pedregosa et al., 2011).  
The number of distinct peaks detected by high-resolution PTR-MS for our 
samples was more than 600, far exceeding the number of independent measurements (18 
samples for each cell type). Using all detected peaks in cell classification would likely 
lead to overfitting (Ziegel, 2003) in training the statistical learning algorithms. We thus 
employed a procedure to select ions that can best classify and predict cell types.  
Specifically, we first selected the 100 most abundant ions in terms of average signals 
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(after averaging over all samples), as higher signal ions are less affected by random 
measurement error, and the average signal intensity for ions other than the selected 100 
are all below 0.7 counts per second.  We next applied a Kruskal-Wallis test to the 
standardized signals of the individual ions and retained ions that give a p-value < 0.005 
(which indicates there are likely multiple signal intensity distributions present, and the 
ion in question may thus be a good predictor of sample type).  With the resulting ions, we 
then found the optimum combination of k ion signals that yields the highest sample type 
prediction accuracy in 6-fold cross validation. We selected 6-fold for the convenience of 
data splitting. To mitigate the error introduced by specific fold divisions, we repeated the 
cross validation 10 times and obtained an average prediction accuracy, each time using a 
different, randomized fold division.  The value of k ranges from 1 to the number of ions 
identified by the Kruskal-Wallis test. We iterated through all combinations of k ions to 
ensure identification of the optimum combination for classification. 
 
6.3.2 Inter-medium Comparison 
To compare VOC profiles for cells grown in different media, seven measurements 
were performed with cells grown in RPMI (with one measurement for the medium alone, 
and two measurements for each cell line).  Because the number of measurements for cells 
grown in RPMI was limited, we applied the following method to verify that the statistical 
learning classifiers built for cell lines grown in BEGM could also be applied to cell lines 
grown in RPMI.  First, we applied Equation (6.1) to standardize ions signals from cell 
lines grown in RPMI. In doing so, only the differences between different cell lines were 
preserved, while information regarding absolute VOC concentration was discarded. 
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Second, we built an LDA classifier based on cell lines grown in BEGM using ions 
identified by the aforementioned selection procedure. Third, we applied this classifier to 
cell lines grown in RPMI to calculate prediction accuracy for the cell lines grown in 
RPMI, as well as to visualize where each PTR-MS measurement for RPMI-grown cells 
was located in the LDA-transformed coordinates. 
 
6.4 Results and Discussion 
6.4.1 PTR-MS Raw Spectra 
 
Figure 6.2. Representative PTR-MS spectra for BEAS-2B (red) and A549 (black) cell 
lines. (a) 0-350 Th range mass spectrum.  (b) 54-81 Th range mass spectrum. (c) 
Separation of C2H3O
+ (measured m/z = 43.018) from C3H7
+ (measured m/z = 43.053). (d) 
136 
 
 
Separation of CO2H
+ (measured m/z = 44.997) from C2H5O
+ (measured m/z = 45.034). 
(e) Ion signal of C5H9
+ (major peak, measured m/z = 69.070). 
 
To illustrate differences between VOC profiles from different cell populations, 
Figure 6.2 shows the time-averaged representative PTR-MS spectra for one BEAS-2B 
sample (red) and one A549 sample (black). Figures 6.2a and 6.2b display the spectra for 
m/z ranges of 0-350 Th and 54-81 Th, respectively. From these two figures, it is evident 
that (1) VOC concentrations can differ by orders of magnitude, and (2) the ion peaks 
detected from both cell populations were identical in exact mass, i.e. biomarkers specific 
to only one cell population were not identified from these spectra. Figures 6.2c-6.2e are 
amplified versions of the spectra; they highlight ion signal differences from different cell 
populations, and further show that the high-resolution PTR-MS separates peaks of the 
same nominal mass but disparate exact mass. All three plots show discernable ion signal 
differences between the BEAS-2B and A549 samples, although such differences did not 
exceed the order of magnitude of the ion signals themselves.  
 
6.4.2 Signal Distribution of Selected Ions 
Prior to statistical analysis, we present the standardized concentration 
distributions for selected ions produced by cells lines grown in BEGM. These ions were 
among those that had the lowest p-values in the Kruskal-Wallis test, and their relatively 
low mass-to-charge ratios allowed us to determine their ion formulae with high certainty. 
Lower p-values indicate that the detected ion signals were less likely to be sampled from 
the same distribution, and therefore are potential ‘biomarkers’ of certain cell lines. The 
measured m/z values, tentative ion formulae, and identities of these ions are listed in 
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Table 6.1, along with their p-values. As noted in the “PTR-MS Operation” section, 
although PTR-MS employs a soft ionization technique (i.e., proton transfer reaction), 
certain species do dissociate/fragment during the ionization process, in some cases 
generating akyl chains. For instance, among the ions listed in Table 6.1, m/z = 55.051 
corresponds to an ion formula of C4H7
+, which could either be a protonated unsaturated 
hydrocarbon (e.g., butadiene) or fragment of an aldehyde (Buhr, van Ruth, & Delahunty, 
2002; Warneke, de Gouw, Kuster, Goldan, & Fall, 2003) (e.g., butanal). Similarly, m/z = 
83.081 corresponds to an ion formula of C6H11
+, which could be a protonated unsaturated 
hydrocarbon (e.g., hexadiene), or the fragmentation product of an aldehyde or alcohol 
(Buhr et al., 2002; Warneke et al., 2003) (e.g., hexanal or hexenol) (Amelynck, Schoon, 
Kuppens, Bultinck, & Arijs, 2005; Lee et al., 2006). 
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Table 6.1. Measured mass-to-charge ratios, tentative molecular formulae, and assigned identities of selected ions. Mass difference (in 
milliDaltons) denotes the difference in mass-to-charge ratio determined via PTR-MS and the exact mass of the assigned formula.  A 
Kruskal-Wallis test was applied to the standardized ion concentration. 
 
Measured m/z 43.018 45.033 55.051 59.049 69.070 83.081 
Ion formula C2H3O+ C2H5O+ C4H7+ C3H7O+ C5H9+ C6H11+ 
Mass difference (mDa) < 1 1 3 < 1 < 1 5 
Possible identity fragment 
protonated 
acetaldehyde 
fragment or 
protonated 
butadiene 
protonated 
acetone or 
propanal 
fragment or 
isoprene 
fragment or 
protonated 
hexadiene 
p-value of Kruskal-Wallis 
test 
1.95× 10−6 6.9× 10−7 1.8× 10−9 1.1× 10−5 1.22× 10−7 1.1× 10−9 
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Figure 6.3 shows the signal distribution (box and whisker plot) for the six ions in 
Table 6.1, along with the formula for each ion. The abscissa indicates cell line type and 
the ordinate is standardized ion concentration calculated by Equation (6.1). It is evident 
from these data that ion signals from different cell types follow distinct distributions. For 
example, the A549 cell line exhibited lower concentrations of C2H3O
+, C2H5O
+ and 
C5H9
+ (Figures 6.3a, 6.3b and 6.3e) than BEAS-2B and SHP-77. In contrast, A549 cells 
exhibited more C4H7
+, C3H7O
+ and C6H11
+ than the other two cell lines (Figures 6.3c, 
6.3d and 6.3f). Overall, A549 cells tend to separate from the other two cell lines while ion 
signals from BEAS-2B and SHP-77 cells showed a greater extent of overlap. Because our 
results showed that no single compound fully separated all three cell lines, we applied 
statistical learning algorithms for cell type identification.  
 
Figure 6.3. Standardized concentration distributions for selected ions. Each box 
represents the first and third quartiles, with the black line denoting the median for each 
sample. The whiskers extend to the most extreme point within 1.5 interquartile ranges 
from the box.  
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The ions identified above have been reported previously in VOC profiling of 
cancer cell lines (Brunner et al., 2010; Filipiak et al., 2008; D. Smith & Spanel, 2005; 
Sponring et al., 2009; Sule-Suso et al., 2009).  In particular, m/z = 45.033 likely 
corresponds to acetaldehyde, which has been extensively studied in prior in vitro cell 
breath studies. The acetaldehyde concentration was previously shown to increase in the 
headspace of SK-MES and CALU-I metastatic lung carcinoma cell cultures (D. Smith & 
Spanel, 2005; Sule-Suso et al., 2009) and in the headspace of normal lung epithelial 
NL20 cell cultures (Sule-Suso et al., 2009), while decreases were observed in 35FL121 
Tel+ lung fibroblast cells (Sule-Suso et al., 2009). In contrast, Brunner et al.(Brunner et 
al., 2010) reported that acetaldehyde was consumed by A549 and EPLC lung carcinoma 
cell lines. Filipiak et al.(Filipiak et al., 2008) and Sponring et al.(Sponring et al., 2009) 
also found decreased acetaldehyde concentrations in the headspace of CALU-I and NCI-
H2087 metastatic lung carcinoma cell cultures, respectively. We found that the average 
m/z = 45.033 ion concentration decreased in the headspace of the A549 cells compared to 
that detected for the BEAS-2B and SHP-77 cell lines. The observed decrease in 
acetaldehyde concentration may be due to the increased aldehyde dehydrogenase 
(ALDH) enzymatic activity identified in A549 cells (Filipiak et al., 2008).  
 
6.4.3 Statistical Learning Algorithm Classification & Prediction 
We used the statistical analysis procedures outlined in the Data Analysis section 
to classify and predict different cell types grown in BEGM. By setting a screening 
criterion of p < 0.005 in the Kruskal-Wallis test, 19 peaks were selected as candidate 
features for statistical learning algorithms. The m/z values of the 19 peaks are provided in 
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Table I1. Using these top 19 candidate ions, we first performed unsupervised 
classification by PCA. Figure 6.4a shows that samples from different cell populations 
clustered around distinct positions in the 3-D principal component space. To aid 
visualization, 2-D plots with different principal components as axes are also included.  
Figure 6.4b demonstrates that the A549 cell population was well separated from the other 
two, while Figure 6.4c shows that separation between the BEAS-2B and SHP-77 cell 
populations was mainly along the third principal component, though the boundary 
between these two cell populations was narrow.  
 
Figure 6.4. (a) 3-dimensional PCA results obtained using the 19 candidate ions selected 
by the Kruskal-Wallis test. (b) 2-dimensional plot of principal components 1 and 2. (c) 2-
dimensional plot of principal components 1 and 3. 
 
Though PCA reveals some degree of separation between cell types in three-
dimensions, the resulting boundaries between cell types are narrow.  Additionally, PCA 
alone is insufficient for cell type prediction; for this purpose, it would need to be 
combined with other techniques such as regression analysis.   We hence used supervised 
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machine learning algorithms (LDA and SVM) to more definitively classify and predict 
the cell types using the top 19 candidate ions. The relatively small number of candidates 
enabled us to use an iterative method to find the best subset of ions for predicting cell 
type with high accuracy. The prediction accuracy is calculated by repeated 6-fold cross 
validation. Results from the subset selection are shown in Figure 6.5 for both LDA and 
SVM. The abscissa is the number of ions in the subset (k), and the ordinate is the highest 
prediction accuracy obtained among all combinations of k ions. For example, if 5 peaks 
are chosen to predict the cell type, a total number of 𝐶5
19 = 11628 ion combinations 
exist. Figure 6.5a shows that the highest prediction accuracy achieved by LDA among the 
11628 combinations (at k = 5) is 98.1%, while Figure 6.5b shows that the highest 
prediction accuracy achieved by SVM is 98.3%. We note that for SVM, a grid search was 
performed for the regularization parameter 𝜆 in the range 𝜆 ∈ [0.5, 3]. Results were not 
sensitive to the value of 𝜆 within this range and Figure 6.5b shows the result for 𝜆=1.5. 
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Figure 6.5.  Highest prediction accuracy as a function of the number of features used in 
the classification algorithm for linear discriminant analysis (LDA) and support vector 
machine (SVM).  Training accuracy denotes the accuracy of the method in cell line 
identification when applied to the same samples used in training the algorithm in question 
(orange line).  Prediction accuracy applies when identifying samples not used in the 
training set (blue line). 
 
For LDA and SVM, the training accuracy and prediction accuracy both increased 
initially and reached perfect prediction accuracy when 6-7 ions were included in the 
predictions (Figure 6.5). However, as the number of ions included in the algorithms was 
further increased, prediction accuracy started to decrease, while training accuracy 
remained close to 1.0.  The decline of prediction accuracy was attributed to overfitting, 
since an increased number of features lead to a close fit to the training dataset yet resulted 
in poorer prediction of cell type when applied to data beyond the training set.  The m/z 
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values for ions in the best subset for k = 1-5, along with their training and prediction 
accuracies, are shown in Table 6.2. We note that the ‘best subset’ of ions is not 
necessarily unique, i.e. there can be multiple subsets containing k ions that give the same 
or nearly the same prediction accuracies. As a result, the subset presented in Table 6.2 
should be regarded as representative of a number of ideal subsets. More comprehensive 
results for k = 6~10 are included in Table I2 in Appendix I. It is also important to note 
that the results presented in Figure 6.5 are subject to data availability, i.e. a larger dataset 
typically enables the effective use of more features without overfitting.   
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Table 6.2. A summary of the highest-level prediction accuracy sets using both linear discriminant analysis and support vector 
machine, for k = 1-5.   
 
L
D
A
 
k m/z Prediction Accuracy Training Accuracy 
1 83.081 0.780 0.789 
2 55.052,149.103 0.819 0.849 
3 55.052,70.073,99.080 0.915 0.927 
4 70.073,71.050,83.081,149.103 0.976 0.980 
5 69.070,70.073,71.050,83.081,149.103 0.981 0.981 
S
V
M
 
k m/z Prediction Accuracy Training Accuracy 
1 83.081 0.828 0.837 
2 55.052,149.103 0.946 0.948 
3 55.052,71.050,149.103 0.970 0.980 
4 31.018,71.050,83.081,149.103 0.980 0.981 
5 43.018,55.052,70.073,71.050,179.106 0.983 0.996 
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Importantly, we found that (1) signal intensity measurements for as few as five 
VOC-derived ions allowed identification of the cancer cell lines with high accuracy 
(>95%), and (2) multiple subsets in this k-range (k = 1-19) were successful in achieving 
high-accuracy prediction.  These subsets contain multiple features (standardized ion 
signals), yet do not include all features (suppressing overfitting). The data analysis 
procedure (Kruskal-Wallis test followed by subset selection) is general and can be 
applicable to similar problems. For example, the technique can be applied to non-mass 
spectrometric data, or for improved classification by mass spectrometry in other 
biological/environmental systems (e.g., bacterial identification).(Hamid et al., 2014) 
More advanced data processing techniques, such as quadratic discriminant analysis 
(Wehinger et al., 2007) and non-linear SVM (Ziegel, 2003) can be used depending on the 
complexity of the problem and data availability, though we find LDA and linear SVM 
adequate for the present study. 
 
6.4.4 Predicting Cell Type Cultivated in a Distinct Medium (RPMI) 
Concentrations of VOCs sampled from cell cultures can certainly be influenced 
by medium composition and growth conditions due to changes in metabolic pathways 
(Tali et al., 2017). To determine whether the statistical learning classifiers built for cells 
grown in one medium can be applied to cells grown in a second medium for cell type 
classification, we used 12 ions to build an LDA classifier that was trained on the data 
from cells cultured in BEGM growth medium. These ions (denoted by ‘*’ in Table I1) 
were chosen by the same subset selection procedure as above and achieved 100% 
prediction accuracy in cross validation for cell lines grown in BEGM.  We then applied 
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this classifier to the 6 cell culture samples (two of each cell line) grown in RPMI. Prior to 
classification, we standardized the ion signals of the 6 samples grown in RPMI using 
Equation (6.1). 
We found that cell types grown in both BEGM and RPMI medium are well-
separated, and the prediction accuracy is 100% (6/6) for cell lines grown in RPMI. Figure 
6.6 shows the location of each cell type in the transformed coordinates by LDA. 
Compared to the PCA results shown in Figure 6.4, separation of different cell types was 
significantly improved; the boundary areas between cell types are comparable in size to 
the areas spanned by individual cell type data in Figure 6.6. Figure 6.6 also suggests that 
by using properly standardized data analysis procedures with exact mass PTR-MS, it is 
possible to build statistical learning classifiers that successfully predict cell types across 
distinct mediums.  We note that the use of standardized data (e.g., via Equation (6.1)) is 
necessary to achieve cross-medium classification since classification using 
unstandardized data was unsuccessful (data not shown). This issue arises because signals 
of the same ion from different media can differ significantly (even by orders of 
magnitude). For example, the m/z = 45.035 (likely protonated acetaldehyde) ion signals 
obtained from the BEGM medium are ~104 counts per second, versus ~102 counts per 
second for RPMI. Despite such differences in ion signal intensity, the standardization 
process (population averaging) converts ion signals to the same order of magnitude while 
preserving differences between cell lines, thus allowing the LDA classifier to be applied 
across cells grown under different conditions. 
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Figure 6.6. The positions of all samples on LDA transformed coordinates. The LDA is 
trained on 54 cell culture samples grown in BEGM, with 18 samples from each cell line. 
Twelve ions, selected by the subset selection procedure, are used as features for LDA. 
The trained LDA is then applied to standardized signals from 6 cell cultures grown in 
RPMI. 
 
 
6.5 Conclusions 
We performed online VOC profiling using proton transfer reaction time-of-flight 
mass spectrometry for in vitro cultured cancerous (A549 and SHP-77) and non-cancerous 
(BEAS-2B) cell lines. Based upon this study, we draw the following conclusions:  
1. Compared to previous studies using PTR-MS, the high resolution of the 
instrument used in this study allowed us to determine the exact atomic 
composition of certain detected ions, greatly reducing the uncertainties in peak 
assignment.  
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2. Standardized ion signals from different cell populations followed distinct 
distributions. Statistical learning algorithms, both unsupervised (PCA and 2D-
hierarchical clustering) and supervised (LDA and SVM), were applied to the 
standardized ion signals. Although PCA and hierarchical clustering enabled some 
degree of cell type separation, we were able to predict cell types with higher 
accuracy and confidence using LDA and SVM.  An iterative selection method 
was employed to identify the best ion subsets for cell type classification. With 
multiple selected subsets, 100% prediction accuracy was achieved in repeated 6-
fold cross validation.  
3. Using an LDA classifier built for cells grown in BEGM, we were able to identify 
cell types grown in RPMI, despite the differences between VOC absolute 
concentrations from the two different growth conditions. Ion signal 
standardization that preserves differences between cell lines was required for such 
cross-media classification.  To examine the limitations of this approach, more 
experiments with other cell lines and different growth conditions are needed.  
4. The method presented for this study (VOC profiling by high resolution PTR-MS 
followed by ion signal standardization, Kruskal-Wallis test, and subset selection) 
can be incorporated into a framework for fast classification of in vitro cultured 
cell lines. This approach could be useful for the development of non-invasive 
methods for cancer diagnosis from human breath.  
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Chapter 7: Conclusions 
The studies performed in this thesis aimed to further our understanding of particle 
formation, growth, and transport. Additionally, volatile organic compound profiling was 
performed to explore the possibility of cell type classification and prediction. These 
studies collectively lead to the following conclusions: 
First, by non-dimensionalizing the general dynamic equation, solutions were 
obtained for a constant reaction rate system with a discrete-sectional model. The 
solutions were independent of the production rate of the condensing species; instead, they 
depend on a set of dimensionless parameters that characterizes evaporation, particle loss 
processes, dilution, and acid-base reaction. It was demonstrated that for a single species 
system, particle nucleation approaches the collision-controlled limit as the relevant 
dimensionless parameters approach zero. For nucleation involving acid-base reactions, 
the collision-controlled limit was reached when the dimensionless base concentration is 
sufficiently high. As a result, these parameters provide a guide to determine if a specific 
process has a significant effect on particle nucleation and growth. Using the same 
framework, the errors of commonly used growth rate calculation methods were 
evaluated. It was found that the log-normal distribution function method could lead to an 
overestimation of the true particle growth rate by a factor as large as 6. The maximum 
overestimation occurs at the collision-controlled limit, at which a maximum number of 
particles were produced that lead to significant particle coagulation. It was also shown 
that preexisting particles affect the particle nucleation process to a greater extent when 
evaporation is non-negligible.   
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Second, tandem DMA-MS measurements of organic vapor sorption to sodium 
chloride cluster ions suggest heterogeneous vapor uptake strongly depends on the 
structure of the vapor molecules, the cluster ion structure and the cluster ion polarity. 
Such measurements were performed systematically in this work for the first time. 
Butanol and ethanol showed strong uptake by both positive and negative cluster ions. 
MEK sorbs to positively charged cluster ions as well, but only slightly to negatively 
charged ions. Toluene showed only slight sorption to cluster ions of both polarities. A 
Langmuir model with two parameters, activity coefficient and number of sorption sites, 
was fitted to the experimental data to quantitatively infer the number of molecules that 
sorbs to the cluster ion surface. These results, along with existing CPC activation data, 
indicate heterogeneous vapor uptake process should be examined from a molecular 
perspective in future studies. Additionally, in the future design of condensers and 
condensational particle counters for size ranges close to 1nm, activation efficiencies 
should be examined for a variety of clusters with variable structures.    
Third, as to particle transport in a converging-diverging nozzle, fluid dynamics 
along with particle trajectory simulations of the aerosol deposition process enabled 
detailed calculation of particle impaction speeds as well as mass, momentum and heat 
transfer rates to the substrate. By fitting to existing experimental data and simulation data 
obtained by direct simulation Monte Carlo (DSMC), a neural network fitting was found 
to give a more accurate drag law than previously developed empirical correlations.  Using 
the new drag law, it was found that there was an optimal particle size that achieves 
maximum impaction speed due to presence of the shockwave close to substrate. This 
indicates a good control over the depositing particle size distribution can maximize  
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particle impaction speed, facilitating production of compact films. Similarly, particle 
trajectory simulations showed that size dependent particle inertial focusing occurs, with 
an optimal focusing particle size that produces the smallest deposition linewidth on the 
substrate; this effect facilitates mass and energy focusing along the centerline of the 
nozzle. Future design of the aerosol deposition apparatus should take into the account the 
size dependency of the particle impaction speed and particle focusing. 
Finally, cell type classification and prediction were performed with PTR-MS 
VOC profiling and selected machine learning algorithms. Though unique biomarkers 
specific to cell types were not discovered, VOC concentration differences among cell 
types were sufficient for accurate cell type classification and prediction. Using a few 
standardized ion signals (6~7) as an input to supervised machine learning algorithms can 
lead to near 100% prediction accuracy of cell types. It was also found that the influence 
of cell culture medium can be mitigated by proper data standardization; as a result, 
machine learning classifier trained with samples cultivated in one medium can be used to 
predict cell types cultivated in another medium. The result of this study suggests robust 
cell type prediction can be achieved based on VOC measurements by PTR-MS. 
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Appendix A: Evaluation of Coagulation Effects on Mode Diameter 
Growth 
To evaluate the contribution of self-coagulation of the mode (𝐺𝑅𝑚,𝑠𝑒𝑙𝑓 ) and 
cluster coagulation (𝐺𝑅𝑚,𝑐𝑙𝑠𝑢𝑡𝑒𝑟 ) to measured growth rate based on mode diameter 
(𝐺𝑅𝑚,𝑚𝑜𝑑𝑒), we used the following first order numerical approximation method: 
1. Find particle size distribution ?̃? =  ?̃?(𝑘, 𝜏) at a given time 𝜏. k is the number of 
monomers in a particle and ?̃?𝑘  is the concentration of particles that contains k 
molecules. Since the simulation code only reports discrete particle concentration 
for each bin, an interpolation is performed using Matlab function 
griddedInterpolant.m. 
2. Find the value 𝑘 = 𝑘𝑚𝑎𝑥  at which 3 log(10) 𝑘?̃?(𝑘, 𝜏)  is locally maximized. A 
prefactor 3 log(10) 𝑘   is multiplied to  ?̃?(𝑘, 𝜏)  to convert the particle size 
distribution to 𝑑?̃?/𝑑𝑙𝑜𝑔10?̃?𝑝. The mode diameter is then given by  ?̃?𝑝,𝑚𝑜𝑑𝑒(𝜏) =
(
6𝑘𝑚𝑎𝑥
𝜋
)
1/3
. 
3. Use the following integration equations to obtain number distribution of the mode 
at time 𝜏 + ∆𝜏 assuming only one process causes the distribution to shift. 
For self-coagulation: 
?̃?𝑠𝑒𝑙𝑓(𝑘, 𝜏 + ∆𝜏) = ?̃?(𝑘) + 
0.5 ∗ ∆𝜏 ∗ ∫ 𝑐(𝑥, 𝑘 − 𝑥)?̃?(𝑥, 𝜏)?̃?(𝑘 − 𝑥, 𝜏)𝑑𝑥
𝑘
𝐿
− ∫ 𝑐(𝑥, 𝑘)?̃?(𝑘, 𝜏)?̃?(𝑥, 𝜏)𝑑𝑥
𝐻
𝐿
.   (A1) 
For coagulation with clusters:  
?̃?𝑐𝑙𝑢𝑠𝑡𝑒𝑟(𝑘, 𝜏 + ∆𝜏) = ?̃?(𝑘, 𝜏) + 0.5 ∙ ∆𝜏 ∙ ∫ 𝑐(𝑥, 𝑘 − 𝑥)?̃?(𝑥, 𝜏)?̃?(𝑘 − 𝑥, 𝜏)𝐻(𝐻𝑐 − 𝑘 + 𝑥)𝑑𝑥
𝐻𝑐
𝐿𝑐
+ 
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∆𝜏 ∙ ∫ 𝑐(𝑥, 𝑘 − 𝑥)?̃?(𝑥, 𝜏)?̃?(𝑘 − 𝑥, 𝜏)𝐻(𝑘 − 𝑥 − 𝐻𝑐)𝑑𝑥
𝐻𝑐
𝐿𝑐
+ −∆𝜏 ∙ ∫ 𝑐(𝑥, 𝑘)?̃?(𝑥, 𝜏)?̃?(𝑘, 𝜏)𝑑𝑥
𝐻𝑐
𝐿𝑐
. 
            (A2) 
In the above equations, L and H are the lower and upper boundary of the mode, 𝐿𝑐 
and 𝐻𝑐  are the lower and upper boundary of clusters, 𝑐(𝑖, 𝑗)  is the collision 
frequency function, H(x) is the Heaviside step function.  ∆𝜏  is typically set 
between 0.1 to 1.  
4. Find the k values at which the expressions 3 log(10) 𝑘?̃?𝑠𝑒𝑙𝑓(𝑘, 𝜏 + ∆𝜏)  and 
3 log(10) 𝑘?̃?𝑐𝑙𝑢𝑠𝑡𝑒𝑟(𝑘, 𝜏 + ∆𝜏)  are locally maximized. The corresponding diameters 
are ?̃?𝑝,𝑠𝑒𝑙𝑓(𝜏 + ∆𝜏) and ?̃?𝑝,𝑐𝑙𝑢𝑠𝑡𝑒𝑟(𝜏 + ∆𝜏). 
5. The growth rate due to self-coagulation and coagulation with clusters are then 
given by  𝐺𝑅𝑚,𝑠𝑒𝑙𝑓 =
?̃?𝑝,𝑠𝑒𝑙𝑓(𝜏+∆𝜏)−?̃?𝑝,𝑚𝑜𝑑𝑒(𝜏)
∆𝜏
;  𝐺𝑅𝑚,𝑐𝑙𝑢𝑠𝑡𝑒𝑟 =
?̃?𝑝,𝑐𝑙𝑢𝑠𝑡𝑒𝑟(𝜏+∆𝜏)−?̃?𝑝,𝑚𝑜𝑑𝑒(𝜏)
∆𝜏
 . 
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Appendix B: Dimensional Particle Size Distribution 
To facilitate comparison between dimensionless simulation results and 
experimental results, or previous dimensional simulation results, selected dimensionless 
simulation results are converted to dimensional quantities using Equation (3.5). 
Specifically, we assume the monomer production rate is 𝑅 = 1 × 106 cm−3 s−1  and the 
monomer has a volume of 1.62 × 10−22 cm3 and a density of 1.47 × 103 g cm−3. Two 
times the collision frequency between monomers, 𝛽11 𝑓𝑚  , is 4.27 × 10
−10 cm3 s−1 , 
calculated at atmospheric pressure and 300 K. We consider two nucleation scenarios. The 
first is collision-controlled nucleation in the presence of pre-existing particles, with 
√𝐿 set to 0.2. The second scenario is nucleation with evaporation in the presence of pre-
existing particles. The evaporation constant in this case is 𝐸 = 1 × 10−3 and √𝐿 is 0.2.  
Both these cases are discussed in Sect. 3.3. The converted dimensional results are shown 
in Figure B1, with relevant dimensional quantities displayed in the figure.  
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Figure B1. Dimensional particle size distribution and growth rate. The quantities shown 
in this figure are converted from the dimensionless solution using Equation (3.5). The 
dimensional quantities involved in the conversions are 𝑅 = 1 × 106 cm−3 s−1, 𝛽11 𝑓𝑚 =
4.27 × 10−10 cm3 s−1  and 𝑣1 = 1.62 × 10
−22 cm3 . The Fuchs surface area is 78.6 
𝜇𝑚2 𝑐𝑚−3, corresponding to √𝐿=0.2. (a) Particle size distribution for collision controlled 
nucleation at t = 0.5h, 1.5h and 2.5h. (b) Particle size distribution for nucleation with 
evaporation at t = 0.5h, 1.5h and 2.5h. Monomer evaporation rate from dimer is 30 s-1, 
corresponding to a dimensionless evaporation constant 𝐸 = 1 × 10−3 . (c) The 
dimensional particle growth rate for collision-controlled nucleation as is shown in Figure 
B1a. (d) The dimensional particle growth rate nucleation with evaporation as is shown in 
Figure B1b. 
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Appendix C: Additional Langmuir Model Fitting Results and Mass-
mobility Spectra 
 
Figure C1. Langmuir model fitting for (a) (NaCl)xNa
+ (x=1, 13) and (b) (NaCl)xCl
- 
(x=1,4,9,13).  
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Figure C2. Contour plot for positively charged sodium chloride cluster ions at Pc = 48Pa 
(Pc is the vapor pressure of chlorobutane in the DMA). Compared with Figure 4.1 of the 
main text, more noise (signal not attributed to cluster ions) is detected and signal line 
segments are elongated, indicating degraded system resolution (often the result of 
transient binding of impurities).  
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Appendix D: Calculation of Zg 
The mobility of a cluster ion with g number of vapor molecules bound, used in 
Langmuir model fitting, was calculated as follows.  First, an effective diameter of the dry 
cluster, d0, was inferred from the dry mobility using the following equation from Larriba 
& Hogan (2013): 
𝑍0 =
3𝑧𝑒
𝜋𝜉𝜌𝑔𝑎𝑠𝑐𝑔𝑎𝑠(𝑑0+𝑑𝑔𝑎𝑠)
2
𝐿(𝜓𝑝𝑜𝑙,0)
      (D1a) 
𝜓𝑝𝑜𝑙,0 =
2𝛼𝑝𝑜𝑙𝑧
2𝑒2
𝜋𝜀𝑜𝑘𝐵𝑇(𝑑0+𝑑𝑔𝑎𝑠)
4       (D1b) 
𝐿(𝜓𝑝𝑜𝑙,𝑘) =  1 + 𝜓𝑝𝑜𝑙,𝑘 (
1
3.1
+
1
𝜉
(
1
16
+
4
33
𝜓𝑝𝑜𝑙,𝑘))  if 𝜓𝑝𝑜𝑙,𝑘 ≤ 1  (D1c) 
   𝐿(𝜓𝑝𝑜𝑙,𝑘) =  1 + 𝜓𝑝𝑜𝑙,𝑘 (
1
4
−
2.3
1000
𝜓𝑝𝑜𝑙,𝑘 +
1
𝜉
(
9
56
−
6.8
1000
𝜓𝑝𝑜𝑙,𝑘)) if 𝜓𝑝𝑜𝑙,𝑘 > 1 
           (D1d) 
where Z0 is the mobility measured under dry conditions, z is the charge state, e is the unit 
electron charge, 𝜉 is the momentum scattering factor (1.36), 𝜌𝑔𝑎𝑠 is the gas mass density, 
𝑐𝑔𝑎𝑠 is the mean thermal speed of the gas molecule-cluster reduced mass, 𝐿(𝜓𝑝𝑜𝑙,0) is the 
polarization correction factor, 𝜓𝑝𝑜𝑙,0 is the polarization energy at collision, 𝛼𝑝𝑜𝑙 is the gas 
molecule polarizability (1.7 x 10-30 m3), kB is Boltzmann’s constant, T is the gas 
temperature, and dgas is the gas molecule diameter (0.3 nm).  Subsequently, dg, the 
effective diameter of a cluster with g vapor molecules bound was estimated using the 
equation: 
𝑑𝑔 = (𝑑0
3 +
6
𝜋
𝑔𝑣)
1/3
        (D2) 
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where v is the effective molecular volume of the condensed vapor (estimated from bulk 
properties).  With dg, Zg is then calculated applying Equations (D1a-d) but substituting dg 
for d0.  
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Appendix E: Equations for the SST 𝒌 − 𝝎 Turbulent Model 
The shear-stress transport model utilized blends the 𝑘 − 𝜔  model in regions near 
boundaries and the 𝑘 − 𝜀  model in free stream regions. In this model, k  and 𝜔  represent 
the turbulent kinetic energy and specific dissipation rates, respectively. The mass, 
momentum and energy equations employing the Boussinesq hypothesis for compressible 
flow are given as follows in index notation (which is not employed in the main text): 
  
𝜕𝜌
𝜕𝑡
+
𝜕
𝜕𝑥𝑖
(𝜌𝑢𝑖) = 0                         (E1) 
𝜕
𝜕𝑡
(𝜌𝑢𝑖) + 
𝜕
𝜕𝑥𝑗
(𝜌𝑢𝑖𝑢𝑗) = −
𝜕𝑝′
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑗
[𝜇𝑒𝑓𝑓 (
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
)] + 𝑆𝑢𝑖  (E2) 
𝜕
𝜕𝑡
(𝜌𝐸) + 
𝜕
𝜕𝑥𝑖
[𝑢𝑖(𝜌𝐸 + 𝑝)] =
𝜕
𝜕𝑥𝑗
(𝜆𝑒𝑓𝑓
𝜕𝑇𝑓
𝜕𝑥𝑗
+ 𝑢𝑖(𝜏𝑖,𝑗)𝑒𝑓𝑓) + 𝑆𝐸   (E3) 
where 𝜌  is the fluid density, 𝑢𝑖  are the components of the velocity field, 𝑥𝑖  are the 
directional components   𝑆𝑢𝑖 and 𝑆𝐸 are momentum and energy source terms. 𝜇𝑒𝑓𝑓 is the 
effective viscosity (the sum of the dynamic visocity 𝜇 and the turbulent viscosity 𝜇𝑡), 𝑝
′ 
is the modified pressure and (𝜏𝑖,𝑗)𝑒𝑓𝑓 is the deviatoric stress tensor.  𝜇𝑡 , 𝑝
′ and (𝜏𝑖,𝑗)𝑒𝑓𝑓 
are given by: 
𝜇𝑡 =
𝜌𝛼1𝑘
𝑚𝑎𝑥(𝛼1𝜔,Ω𝐹2)
         (E4) 
 𝑝′ = 𝑝 + 
2
3
𝜌𝑘 +
2
3
𝜇𝑒𝑓𝑓
𝜕𝑢𝑘
𝜕𝑥𝑘
         (E5) 
(𝜏𝑖,𝑗)𝑒𝑓𝑓 = 𝜇𝑒𝑓𝑓 (
𝜕𝑢𝑗
𝜕𝑥𝑖
+
𝜕𝑢𝑖
𝜕𝑥𝑗
) −
2
3
𝜇𝑒𝑓𝑓
𝜕𝑢𝑘
𝜕𝑥𝑘
𝛿𝑖,𝑗     (E6) 
175 
 
 
where Ω  is the strain rate constant, 𝛼1  is an input model constant, 𝐹2  is a blending 
function, and  𝛿𝑖,𝑗 is the Kronecker delta function. The transport equation of turbulent 
kinetic energy (k) and specific dissipation rate (𝜔)  are given by: 
𝜕
𝜕𝑡
(𝜌𝑘) + 
𝜕
𝜕𝑥𝑖
(𝜌𝑘𝑢𝑖) =  
𝜕
𝜕𝑥𝑗
((𝜇 +
𝜇𝑡
𝜎𝑘
)
𝜕𝑘
𝜕𝑥𝑗
) + 𝐺𝑘 − 𝑌𝑘    (E7) 
𝜕
𝜕𝑡
(𝜌𝜔) + 
𝜕
𝜕𝑥𝑗
(𝜌𝜔𝑢𝑗) =  
𝜕
𝜕𝑥𝑗
((𝜇 +
𝜇𝑡
𝜎𝑤
)
𝜕𝜔
𝜕𝑥𝑗
) + 𝐺𝜔 − 𝑌𝜔 + 𝐷𝜔   (E8) 
where σ𝑘 and σ𝜔 are the turbulent Prantl numbers of k and 𝜔, respectively, 𝐺𝑘  and 𝐺𝜔 
are the production terms of k and 𝜔, 𝑌𝑘 and 𝑌𝜔 are the dissipation terms of k and 𝜔 due to 
turbulence, 𝐷𝜔 is the cross diffusion term (𝐷𝑤
+ represents the positive portion of the cross 
diffusion term). σ𝑘, σ𝜔, 𝐷𝜔, 𝐷𝜔
+ together with the blending functions 𝐹1 and 𝐹2 are given 
by : 
σ𝑘 =
1
𝐹1
𝜎𝑘,1
+
(1−𝐹1)
𝜎𝑘,2
          (E9) 
σ𝜔 =
1
𝐹1
𝜎𝜔,1
+
(1−𝐹1)
𝜎𝜔,2
         (E10) 
𝐷𝜔 =
2𝜌
𝜎𝑤,2𝜔
𝜕𝑘
𝜕𝑥𝑗
𝜕𝜔
𝜕𝑥𝑗
         (E11) 
𝐷𝑤
+ = 𝑚𝑎𝑥 [
2𝜌
𝜎𝑤,2𝜔
𝜕𝑘
𝜕𝑥𝑗
𝜕𝜔
𝜕𝑥𝑗
, 10−10]       (E12) 
 𝐹1 = tanh(Φ1
4) , Φ1 = min [𝑚𝑎𝑥 (
√𝑘
0.09𝜔𝑦
,
500𝜇
𝜌𝑦2𝜔
) ,
4𝜌𝑘
𝜎𝑤,2𝐷𝑤
+𝑦2
]             (E13) 
𝐹2 = tanh(Φ1
2)Φ2 = max (
√𝑘
0.09𝜔𝑦
,
500𝜇
𝜌𝑦2𝜔
)      (E14) 
where 𝜎𝑘,1, 𝜎𝑘,2, 𝜎𝜔,1 and 𝜎𝜔,2 are model  constants. The production and dissipation term 
of  k and 𝜔 are given by  
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𝐺𝑘 = min (−𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅
𝜕𝑢𝑗
𝜕𝑥𝑖
, 10𝜌𝛽∗𝑘𝜔) , 𝐺𝑤 =
𝛼𝜌
𝜇𝑡
𝐺𝑘     (E15) 
𝑌𝑘 = 𝜌𝛽
∗𝑘𝜔, 𝑌𝜔 = 𝜌𝛽0𝜔
2         (E16) 
where 𝛽∗  and 𝛽0  are model constants.  Any constant 𝜙  in the SST 𝑘 − 𝜔  model is 
calculated from:  
𝜙 = 𝐹1𝜙1 + (1 − 𝐹1)𝜙2         (E17) 
where 𝜙1and 𝜙2 represent the constant in question in the standard 𝑘 − 𝜔 model and 𝑘 −
𝜀 model (transformed into equations based on 𝑘 and 𝜔).  Equations (E1-E17) are coupled 
with an ideal gas model using the properties of molecular nitrogen for the gas. 
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Appendix F: Neural Network Fitting of the Particle Drag Coefficient 
The direct simulation Monte Carlo (DSMC) method (C. Zhang & 
Schwartzentruber, 2012; C. L. Zhang et al., 2012) was used to evaluate the drag force on 
spherical particles at prescribed Mach and Knudsen numbers.  The results were compared 
to Henderson’s correlation (Henderson, 1976) as shown in Figure F1. Henderson’s 
correlation exhibits a maximum difference, when compared to DSMC results, in the 
range 1<Ma<1.5, where a linear interpolation is used by Henderson to obtain drag 
coefficients. 
 
Figure F1. Comparison between DSMC results and Henderson’s correlation. 
 
To improve the accuracy of the drag force on the particles, we used existing 
experimental data and the drag coefficients from DSMC to construct a neural network to 
predict the drag coefficient for spherical particles. The expression for 𝐶𝑑,𝑁𝑁 is given by: 
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𝐶𝑑,𝑁𝑁 = 𝐶𝑖𝑐(𝐾𝑛,𝑀𝑎) ∙ (𝑾𝟐 tanh(𝑾𝟏𝑿 + 𝒃𝟏) + 𝑏2)     (F1) 
where 𝑾𝟏, 𝑾𝟐, 𝒃𝟏, 𝑏2 are weights and biases from the trained network, tanh(arg) is the 
hyperbolic tangent function, 𝑿 is the input data in form of a vector [
𝑀𝑎
min (𝑙𝑜𝑔10𝐾𝑛, 1)
]. 
The values of 𝑾𝟏, 𝑾𝟐, 𝒃𝟏, 𝑏2 are shown in Table F1. 𝐶𝑖𝑐 is calculated with the following 
equation: 
𝐶𝑖𝑐 =
24
𝑀𝑎
𝐾𝑛
√
𝛾𝜋
2 [1 + 2𝐾𝑛(1.257 + 0.4 exp (−
0.55
𝐾𝑛 ))]
+ exp (−0.447 √
𝑀𝑎 ∙ 𝐾𝑛
𝛾0.5
) × 
[
4.5𝐾𝑛+0.38(0.053𝑆+0.639√𝐾𝑛∙𝑆)
𝐾𝑛+0.053𝑆+0.639√𝐾𝑛∙𝑆
]                 (F2) 
where 𝑆 = 𝑀𝑎√
𝛾
2
  and 𝛾 is the heat capacity ratio of the gas. The functional form of 𝐶𝑖𝑐 
is obtained by fitting the drag coefficient at the incompressible limit (𝑀𝑎 → 0); the first 
part of 𝐶𝑖𝑐 is the drag coefficient based on Millikan’s data (Davies, 1945), and the second 
part is a fit to the standard curve derived by Henderson (Henderson, 1976). The neural 
network was trained using the MATLAB Neural Network Toolbox.  The expression 
given by Equation (F2) (which is also provided in the main text) can be applied to 
10−4 < 𝐾𝑛 < ∞ and 0 < 𝑀𝑎 < 5 .  Figure F2 displays a surface plot comparing the 
values predicted by Equations (F1) with experimental data (Bailey & Hiatt, 1971; Zarin, 
1970) and the simulated data in the range 10−4 < 𝐾𝑛 ≤ 10 and  0.5 < 𝑀𝑎 < 5. Also 
shown in Figure F2 is the drag coefficient calculated by Equation (5.3) in main text in the 
free molecular limit (𝐾𝑛 = 10). 
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Figure F2. (a) Comparison of the drag coefficient given by equation (F1) with 
experimental data, simulated results (obtained by DSMC) and theoretical values in the 
free molecular limit. (b), (c), (d) and (e) are comparisons between neural net predictions 
and experimental data as well as DSMC results at Mach number 0.4, 1.16, 3.0 and 5.0, 
respectively. 
 
Table F1. Values of weights and biases in Equation (F18). 𝑾𝟏 is a 𝟐𝟎 × 𝟐 matrix,  𝒃𝟏 is 
a 𝟐𝟎 × 𝟏 matrix and 𝑾𝟐 is a 𝟏 × 𝟐𝟎 matrix.  Note it is the transpose of 𝑾𝟐, 𝑾𝟐
𝑻 that is 
listed in this table. 𝒃𝟐 is a scalar with a value of 2.9633 and is not shown in the table. 
 
                            𝑾𝟏             𝒃𝟏            𝑾𝟐
𝑻 
-2.4007 1.746 13.9004 -1.1289 
-0.6223 2.1452 11.4413 -0.0787 
-2.106 1.483 12.0261 1.3958 
1.0772 -2.211 -11.1729 0.1424 
-0.0941 -0.2127 1.1092 -5.3498 
-1.7974 -0.4568 6.2976 0.1227 
-1.5316 1.125 7.2065 0.345 
0.918 -1.0428 -5.3537 0.6979 
-2.6393 0.2688 5.4774 -0.8946 
0.1141 1.0503 0.7186 -0.6304 
-0.0921 2.2469 4.152 -0.2392 
-1.8866 0.3119 3.9608 2.5038 
-0.8746 1.5139 4.6805 -0.3205 
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-1.653 0.4458 3.5227 -1.4925 
3.8852 3.6667 2.7319 0.0575 
2.0425 0.468 0.1396 2.6853 
-1.0352 -0.8592 -6.42 -1.5161 
-2.9769 -0.4797 0.2721 1.6505 
-1.1795 0.2254 0.3843 2.3026 
-0.8688 0.3617 -0.0408 -2.7195 
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Appendix G: Gas Viscosity and Mean Free Path Calculation 
The dynamic viscosity of the gas (molecular nitrogen) is calculated with the 
Sutherland law: 
𝜇 = 𝜇𝑟𝑒𝑓 (
𝑇
𝑇𝑟𝑒𝑓
)
3
2 𝑇𝑟𝑒𝑓+𝑆
𝑇+𝑆
        (G1) 
where 𝜇𝑟𝑒𝑓 = 1.66 × 10
−5𝑃𝑎 ∙ 𝑠 ,  𝑇𝑟𝑒𝑓 = 283.11𝐾  and 𝑆 = 106.67𝐾 . The mean free 
path of the gas molecules is related to the viscosity with the equation 
𝜇 = 0.491𝑐̅𝜌𝜆; 𝑐̅ = √
8𝑘𝑇
𝜋𝑚
        (G2) 
where 𝜌 is the gas mass density, k is the Boltzmann constant, T is the gas temperature and 
m is the mass of the gas molecule. In this study, 0.491 is approximated to be 0.5.  
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Appendix H: Additional Plots of Flow Profile, Knudsen and Mach 
Numbers and Particle Trajectories 
 
Figure H1. Contour plots of Mach number, static pressure, temperature and density of 
the carrier gas (N2) at operating conditions of 760 Torr inlet pressure and 10 Torr outlet 
pressure.  
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Figure H2.  (a) The Knudsen numbers of particles traversing along the symmetry line for 
case 1 (copper particles). Particle Knudsen number is calculated by dividing the local 
mean free path by particle diameter. (b) The relative particle velocity to speed of sound 
ratio of copper particles traversing along the symmetry line case 1 (the Mach number is 
the absolute value of this ratio). 𝑣𝑝 is the particle velocity,  𝑣𝑔 is the gas velocity and c is 
the local speed of sound.  Both 𝑣𝑝  and 𝑣𝑔  are signed values, with a positive sign 
indicating the velocity direction is towards the substrate.  
 
 
 
Figure H3. Particle trajectories for particles with diameter (a) 𝑑𝑝 = 10 𝑛𝑚, (b) 𝑑𝑝 =
1 𝜇𝑚 and (c) 𝑑𝑝 = 10 𝜇𝑚.  The trajectories are colored by particle speed, with the color 
bar shown on the left. Particles with 𝑑𝑝 = 10 𝑛𝑚 do not penetrate through the post shock 
region and impact on the substrate. Particles with 𝑑𝑝 = 1 𝜇𝑚 are focused by the nozzle 
and have a deposition efficiency of 100%.  Particles with  𝑑𝑝 = 10 𝜇𝑚 are overfocused 
in the converging section and partially impact on the nozzle wall.   
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Appendix I: Additional Information of Ion Peaks and Subset Selection 
Table I1. Ion peaks with p-values < 0.005 in Kruskal –Wallis test. “*” denotes that the compound was selected as a feature to train an 
LDA classifier to identify cell lines grown in RPMI. “x” denotes an ion which likely corresponds to C5H9+ with a single 13C, however, 
signal intensity was higher (>10% of the C5H9
+ main peak and >40% in some instances) than expected for this isotopic peak (5.4%).  
This peak additionally displays a much higher p-value than the presumed dominant isotope peak.  
 
m/z p 
likely 
formula 
m/z p 
likely 
formula 
m/z p 
likely 
formula 
31.019* 
4.85
× 10−3 
CH3O+ 69.070 
1.22
× 10−7 
C5H9+ 121.098 
5.72
× 10−5 
C9H13+ 
43.018* 
1.95
× 10−6 
C2H3O+ 70.073*,
x 
1.9
× 10−4 
13C-C4H9+ 123.045 
4.95
× 10−3 
C7H7O2+ 
44.016* 
9.15
× 10−4 
CH2NO+ 71.050* 
5.4
× 10−4 
C4H7O+ 149.103 
2.31
× 10−7 
C10H13O+ 
45.034* 
6.89
× 10−7 
C2H5O+ 83.066 
6.6
× 10−6 
C4H7N2+ 153.124* 
4.81
× 10−3 
C10H17O+ 
49.029* 
2.01
× 10−3 
CH5O2+ 83.081* 
1.06
× 10−9 
C6H11+ 179.106* 
2.14
× 10−4 
C11H15O2+ 
55.052 
1.85
× 10−9 
C4H7+ 99.080* 
1.17
× 10−3 
C6H11O+    
59.050* 
1.09
× 10−5 
C3H7O+ 107.050 
2.88
× 10−3 
C7H7O+    
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Table I2. (a) Subset selection results for LDA (k = 6-10) 
k m/z 
Prediction 
Accuracy 
Training 
Accuracy 
6 43.018, 49.029, 55.052, 70.073, 71.050, 99.080 1 1 
7 31.018, 43.018, 49.029, 59.050, 70.073, 71.050, 99.080 1 1 
8 31.018, 43.018, 44.016, 49.029, 59.050, 70.073, 71.050, 99.080 1 1 
9 31.018, 43.018, 44.016, 45.034, 49.029, 70.073, 71.050, 83.081, 99.080 1 1 
10 31.018, 43.018, 44.016, 45.034, 49.029, 55.052, 70.073, 71.050, 99.080, 153.124 1 1 
 
Table I2. (b) Subset selection results for SVM (k = 6-10) 
k m/z 
Prediction 
Accuracy 
Training 
Accuracy 
6 43.018, 55.052, 59.050, 70.073, 71.050, 179.106 0.991 0.997 
7 43.018, 55.052, 59.050, 70.073, 71.050, 83.081, 179.106 0.996 1 
8 31.018, 43.018, 55.052, 69.070, 70.073, 71.050, 83.066, 99.080 0.996 1 
9 31.018, 44.016, 55.052, 69.070, 70.073, 71.050, 83.066, 99.080, 179.106 1 1 
10 31.018, 43.018, 44.016, 55.052, 69.070, 70.073, 71.050, 83.066, 99.080, 179.106 0.998 1 
