This paper deals with the computational analysis of musical audio from recorded audio waveforms. This general problem includes, as sub-tasks, music transcription, extraction of musical pitch, dynamics, timbre, instrument identity, and source separation. Analysis of real musical signals is a highly ill-posed task which is made complicated by the presence of transient sounds, background interference or the complex structure of musical pitches in the time-frequency domain. This paper focuses on models and algorithms for computer transcription of multiple musical pitches in audio, elaborated from previous work by two of the authors. The audio data are supposedly pre-segmented into fixed pitch regimes such as individual chords. The models presented apply to pitched (tonal) music and are formulated via a Gabor representation of non-stationary signals. A Bayesian probabilistic structure is employed for representation of prior information about the parameters of the notes. This paper introduces a numerical Bayesian inference strategy for estimation of the pitches and other parameters of the waveform. The improved algorithm is much quicker, and makes the approach feasible in realistic sitautions.
I. INTRODUCTION
Polyphonic music modelling is a challenging problem, which includes many possible sub-tasks, such as simultaneous multiple fundamental frequency estimation, time-varying amplitude/frequency tracking, modelling of inharmonicity, source separation and inference about instrument-specific structures. Among the numerous approaches proposed in the literature, Bayesian approaches have been surprisingly rare, considering the large quantities of prior information available about musical signals. Musical signals are highly structured, both in the time domain and in the frequency domain, see for example Bregman [1] or Fletcher and Rossing [2] . In the time domain, note transitions and percussive sounds occur at times related to the tempo and beat positions in the music. In the frequency domain, two levels of structure can be considered for harmonic notes. First, each note is composed of a fundamental partial whose frequency is related to the 'pitch' of the note, and overtone partials whose relative amplitudes and frequencies determine the timbre of the note. This frequency domain description can be regarded as an empirical approximation to the true process, which is in reality a complex non-linear time-domain system, as pointed out by McIntyre et al [3] and Fletcher and Rossing [2] . Second, several notes played at the same time form chords or polyphony. Finally, higher levels of structure are present in sequences of chords, melodic shape, etc. This structural information can be incorporated into a probabilistic framework, so as to yield a statistical model, termed a polyphonic Bayesian harmonic model in this paper.
Numerous fundamental frequency estimation and analysis techniques can be found in the literature. Most apply only to monophonic (single voice) recordings and rely on nonparametric signal analysis tools (local autocorrelation function, spectrogram, etc.). Certain authors have adopted methods with statistical modelling elements, often using iterative procedures to estimate the individual components of a musical signal, see for example de Cheveigné et al. [4] , [5] , Virtanen and Klapuri [6] , [7] , Irizarry [8] , [9] or Kameoka [10] . Several existing Bayesian approaches include the work by Kashino et al. [11] , [12] , [13] , Raphael [14] , [15] , Tabrikian et al. [16] , who adopt Bayesian hierarchical models for high level features in music such as chords, notes, timbre, etc., and Sterian et al. [17] who adopt Bayesian tracking ideas for modelling of time varying frequency partials.
In a related vein, Parra and Jain [18] present Kalman filtering estimators for the harmonic plus noise model.
A recent development is that of Cemgil et al. [19] , [20] who develop state-space models of musical harmonics and estimate them within an approximate Bayesian procedure. The complete polyphonic transcription task is a great technical challenge. In this paper, we consider the subtask of multiple fundamental frequency estimation in segments of audio where it is assumed that no musical note changes occur. Such segments can be obtained efficiently using segmentation algorithms based on timefrequency representations [21] , Support Vector Machines [22] , [23] , Generalised Likelihood Ratio [24] or other more music-specific methods [25] , [26] . We propose to describe these segments using a polyphonic music model where the number of partials, the time-varying amplitudes, the fundamental and overtone partial frequencies, and the noise variances are unknown. This new model is slightly modified compared to the model presented in our previous work, see [27] , [28] , [29] , [30] . In particular, the noise is now assumed white (as opposed to colored in the previous Davy and Godsill papers), and the inharmonicity parameter takes a multiplicative form.
These modifications were found to make parameter estimation more robust. The main contribution of this paper consists of the parameter estimation algorithm -here a Markov Chain Monte Carlo (MCMC) method -which has been completely re-designed. Compared to the previous technique [29] , [30] , the computational load as been reduced dramatically: the computation time can be up to 10,000 times shorter. This enables us to present systematic tests involving various instruments arranged randomly into 'chords', which was feasible only on a smaller scale with the previous approach.
The paper is organised as follows: in Section II we introduce the polyphonic Bayesian harmonic modelthis involves modifications over our previous models both in terms of the inharmonicity models applied and in the prior structures adopted. In Section III, we describe the fast MCMC algorithm used to estimate the model parameters. In Section IV, the algorithm convergence is demonstrated, and results obtained with real instruments are reported. Results involving up to four instruments are presented, and a statistical analysis of estimation performance is proposed. Section V gives some conclusions and future work directions.
II. A BAYESIAN MODEL OF HARMONIC MUSIC
In this section, we present a flexible mathematical model of harmonic music. This model is then embedded in a probabilistic framework.
A. General model
Classically, acoustic signals produced by harmonic instruments are almost periodic and can be described as a sum of sinusoids [2] . Each individual note composing the signal is supposed to feature M partials, one of which Various instrument-specific models describe the relation between fundamental and overtone partial frequencies, see for example the piano model in Appendix . In Fig. 1 , the spectrogram, spectrum and power envelope of a classical guitar record are plotted. The harmonic structure of guitar music appears clearly on the spectrum as well as on the spectrogram, where partials are the horizontal components with regular spacing. In the following, it is assumed that the music signal y[t], t = 1, 2, . . . , N includes K notes having M k partials with frequencies
Musical signals produced by harmonic instruments have the frequency structure described above; however, the partials amplitudes are generally non-constant, see Fig. 1 . An efficient modeling strategy is inspired by Gabor time-frequency representations [31] in which a signal y[t], t = 1, 2, . . . , N is projected on a basis of Gabor atoms well localised in time and frequency. Our polyphonic harmonic model relies on a family of realvalued and non-zero phased Gabor atoms. Let g[t] be one of these Gabor atoms with length 2N g + 1, localised at time t 0 and frequency ω 0 . It has two components: where φ[t] is a parametrised envelope with, e.g., Gaussian shape, Hamming shape, etc. In standard discrete Gabor analysis, atom times {t 0 } and frequencies {ω 0 } are positioned on a regular time-frequency lattice -see Wolfe et al. [32] for a fully Bayesian analysis in this setting; see also Gribonval et al. [33] for Gabor atom-based analysis of musical audio within a projection pursuit setting. Here, a regular time lattice is kept, but the atom frequencies correspond to the partial frequencies ω k,m , and these are allowed to vary continuously across a pre-defined range of frequencies. Let φ[t] be an atom envelope function, let I be a non-zero positive integer and ∆ t = (N − 1)/I. The Gabor atom-based model used in this paper is written (where ω s is the sampling frequency):
The atom lengths N g and number of atom time locations I + 1 have to be set to predefined values so as to capture important fluctuations in the musical signals, such as variations around note attacks, note decays, amplitude variations due to vibrato, and their variability between different instruments. The model presented in Eq. (3) includes relatively few parameters and is computationally tractable, while being sufficiently regularised that ambiguities between low frequency partials and genuine amplitude modulations are unlikely to occur.
Another interpretation of Eq. (3) is as follows: each basis function φ[t − i∆ t ], i = 0, . . . , I defines a frame, and a harmonic model is defined on each frame. In traditional signal processing approaches, the frames are processed almost independently. Here, all frames are processed together via the model in Eq. (3) which states that the frequencies are the same in each frame; this potentially makes the estimation of unknown parameters more accurate.
Matrix and vector notation for the above models will be used from now on, as follows. Let β denote the vector of amplitude parameters with length 2R(I + 1), where R = K k=1 M k is the overall number of partials
for i = 0, . . . , I, m = 1, . . . , M k and k = 1, . . . , K, with R k = k−1 j=1 M j (with the convention that R 1 = 0). Similarly, the matrix D of size N × 2R(I + 1) whose columns are the Gabor atoms located at specified time instants i∆ t and partial frequencies ω k,m has entries defined by:
for i = 0, . . . , I, m = 1, . . . , M k and k = 1, . . . , K. 
The unknown parameters defining this model are the amplitudes β, the number of partials for each note
, and the variance of the noise vector v, σ 2 v . The total number of unknown parameters is R(2I + 3) + 2. Considering a music signal with N = 10, 000 time samples, K = 2 notes, and R = 50 partials, the number of parameters is 1651 for I = 15 (this corresponds to atoms with length 2N g + 1 = 30 ms and 50 % overlap).
B. Partial frequency models
In music produced by real instruments, inharmonicity will often be significant, i.e. the simple relation ω k,m = mω k,1 (for k = 1, . . . , K) is not satisfied. A well known example is for struck or plucked strings [2] for which it is possible to develop a specific frequency model. However, given that we are here interested in analysing generic harmonic instrumental music, in which the instruments playing may be unknown a priori, we adopt a more flexible form, which can adapt to less predictable inharmonicities found in real instruments:
1 is to be estimated
The δ parameters are thus treated as unknown random variables within the proposed estimation scheme. Note that this new inharmonicity model is different from the one proposed in previous works [29] , [30] . The new model, being multiplicative rather than additive, allows more flexibility for high frequency partials to deviate from their nominal 'ideal' frequency mω k,1 . Note also that for a given k, the ω k,1 and δ k,m terms uniquely specify the partial frequencies ω k,m . Thus we can work with either parametrisation interchangeably, and we will usually refer to the ω k,m terms directly in the following.
We now embed the polyphonic harmonic model defined in Eq. (3) in a probabilistic framework so as to allow efficient and accurate estimation of the model parameters, given an acoustic signal y.
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C. Bayesian harmonic music model
Assume the noise samples v in Eq. (6) are independent and identically distributed random variables, with zero-mean Gaussian distribution (whose variance is denoted σ 2 v ). Then the likelihood function of the model parameters is
Remark. Here, the noise is assumed white Gaussian. It is also possible to implement a correlated Gaussian (or even non-Gaussian) noise model by appropriate modification of the likelihood Eq. (8) . An example of the use of autoregressive coloured noise can be found in our previous work [29] (see also printed comments from discussants). Here we do not explore this option, as simulations showed that autoregressive coloured noise could capture some of the partials, thus making computation complicated and degrading convergence of the algorithms.
Since the objective is to estimate the note parameters, one could simply try to find the Maximum Likelihood (ML) parameter set ( β ML , σ v 2 ML , ω ML , M ML , K ML ) that maximises the likelihood function. The ML parameter estimate ( β ML , σ v 2 ML , ω ML , M ML , K ML ) minimises the energy of the residual r ML = y − D ML β ML , where D ML is computed with the parameters ( β ML , σ v 2 ML , ω ML , M ML , K ML ), see Eq. (8) . This approach is, however, not satisfactory in practice as it tends to favour solutions with too many partials M k and notes K, see Rissanen [34] and Kameoka et al. [10] . This is a well-known over-fitting problem of ML procedures which can be dealt with in principle using over-fitting penalisation terms and methods such as AIC [35] and BIC [36] to determine an appropriate model order.
Here we choose to penalise over-fitting of the data, both by the parameters β, σ 2 v , ω and the overall model order R in a fully Bayesian framework. This is achieved by specifying prior distributions that encode our prior knowledge or belief about parameter values and their probable variability between different notes, instruments, recording setup, etc. A joint prior probability distribution p(β, σ 2 v , ω, M, K) is specified, leading via Bayes' theorem to a posterior distribution
A possible estimate of the model order parameters is then given by maximum a posteriori (MAP), as follows
while the parameters for a particular model could be estimated for example by the minimum mean squared error (MMSE) estimator written below of the amplitudes parameter:
In fact, this approach gives a somewhat simplified viewpoint, since the posterior expectations above may not yield an appropriate estimator of β in our case (the ordering of individual notes in β, σ 2 v , ω and M is nonunique, this is the label switching problem). Bayesian estimation in label switching contexts is quite difficult.
Stephens [37] proposes a relabelling algorithm, and Jasra [38] proposes a review of possible relabelling methods.
The technique employed here is simpler -further discussion is left until the MCMC algorithms are presented.
The posterior distribution and any Bayesian estimates made are influenced through Eq. (9) by both the likelihood function, which evaluates the model fit to the data y, and the priors that encode the prior knowledge.
The constant of proportionality in Eq. (9) will not be required as it depends only upon the (fixed) data y -see Section III.
1) Prior Distributions:
A hierarchical structure is selected, which has the advantage of expressing p(β, σ 2 v , ω, M, K), whose structure is complex, as a product of simpler elementary priors:
The individual prior terms above are now detailed. For some discussion of alternative priors, see our previous work [29] .
• The prior distribution p(β|σ ξ 2 I where I is an identity matrix and ξ 2 is a scaling parameter that can be interpreted as a signal to noise ratio, as pointed out by Andrieu and Doucet [39] . As explained in previous work [40] , selecting a diagonal covariance matrix permits the fast MCMC implementation presented below. Moreover, this diagonal covariance matrix does not degrade noticeably the overall algorithm performance, while enabling dramatic computational savings. Comparing the results presented in our previous work [29] to those presented below shows that the parameter estimation is accurate in both cases, while the computation time is significantly shorter with the new algorithm. The hyperparameter ξ 2 used to define the prior of β is treated as an additional unknown parameter in our framework, so that the full parameter set is actually augmented to
In the following, we do not explicitly include ξ 2 in the unknown parameter set for the sake of notational simplicity. The prior distribution for ξ 2 is chosen as inverted gamma with small parameters, e.g., α ξ = 10 −4 and β ξ = 10 −4 :
• The prior distribution for frequencies p(ω|M, K). In the general model of Eq. (7), the frequency prior structure is
where each p(δ k,m ) is zero-mean Gaussian with variance σ 2 δ , and, for generality, p(ω k,1 |M k ) is uniform over the whole frequency range
] so that the partial frequencies cannot switch. In practice, σ 2 δ is a user defined parameter set to the same very small value for each partial (we used σ ] is numerically true without explicitly truncating p(δ k,m ). The maximum possible frequency is ω s /2M k in order to avoid aliasing problems. Other more instrument-or genre-specific frequency priors could easily be envisaged, see Appendix for a piano example.
• The parameter M tunes the number of partials comprising the notes. Accurate estimation of M k (k = 1, . . . , K) is critical for correct frequency estimation. On the one hand, too many partials (M too large)
generally result in underestimation of the fundamental frequency ω k,1 : the estimated ω k,1 is generally one or two octaves below the correct frequency, and many partials with small amplitude appear in between the actual partials. On the other hand, not enough partials (M too small) does not capture enough information, and this may be a problem for signal reconstruction. It is thus crucial to define a prior which penalizes large numbers of partials, while allowing possibly many partials when needed. Following Andrieu and Doucet [39] , we have found that a balanced solution consists of selecting a Poisson distribution for each
where Λ k is left random with prior p(Λ k ). The prior p(Λ k ) is a Gamma distribution with the same user-defined parameters α Λ and β Λ for each notes,
where the parameters are selected as α Λ = 1 and β Λ = 2 to ensure this prior being vague, with infinite mean and variance.
For a given Λ k , the shape of p(M k = m) is plotted in Fig. 2 , with Λ k = 20. Again, we do not include it explicitly in the parameter set. In practice, M k is limited to the range [M min , . . . , M max ], and This two level prior is actually equivalent to the one-level prior
where Γ(·) is the Gamma function which coincides with the factorial operator Γ(a + 1) = a! for integer a.
In practice, α λ is set to one, yielding p(M k = m) = (β Λ + 1) −m , which is a monotonically decreasing function with decreasing rate set by β Λ . This prior modelling enables a flexible framework: changing the parameters α Λ and β Λ defines various families of priors p(M k = m), with different decreasing profiles.
• The number of notes K has a similar two-level prior as M k , k = 1, . . . , K, with hyperparameter denoted Λ .
• The noise amplitude parameter prior p(σ
where ν 0 and γ 0 have small user-defined values, since this will favour solutions having small residual Using Eq. (9), one can compute the posterior distribution p(β, σ
can be calculated analytically in our case. In addition, p(σ
where P = I − DSD t is a N -dimensional square matrix which computation requires the inversion of the
v , conditional on the other parameters, is an inverse gamma distribution with parameters (N + ν 0 )/2 and (γ 0 + y t Py)/2:
and posterior distribution of β conditional on the other parameters is a Gaussian distribution in dimension
where the mean is µ = SD t y and the covariance matrix is σ 2 v S. Efficient strategies to compute these quantities are presented in Davy and Idier [40] .
III. ALGORITHM FOR PARAMETER ESTIMATION
As stated in the text around Eq. (11), parameter estimation of, for example, the frequency parameter ω requires the evaluation of integrals which cannot be calculated analytically. It is thus necessary to compute such integrals using numerical techniques. Grid based and other simplistic approaches are not feasible owing to the high dimensionality of the problem, and the high accuracy required in the frequency parameters in order to fit the data well.
The approach we adopt instead is a Monte Carlo integration. Assume we are able to generate random samples 
A. Markov chain Monte Carlo (MCMC)
In order to estimate the unknown parameters, it is necessary to generate samples ( β
A general technique consists of generating a Markov Chain using an iterative algorithm. Monte Carlo estimation together with Markov Chain samplers form the class of MCMC methods.
Generally speaking, Markov Chain algorithms produce a series of samples whose distribution approaches asymptotically a given so called target distribution π(θ), where θ denotes a parameter vector to be estimated.
In this paper, θ is composed of β, σ
. Two important algorithms are the Gibbs sampler and the Metropolis-Hastings sampler [41] , [42] . MCMC algorithm have been widely used in Signal Processing applications [27] , [28] , [43] , [44] , [39] , [45] . In this paper, we implement a specially constructed version of Metropolis-Hastings (MH) sampling, whose principle is described in Algorithm 1 for a vector θ with a fixed number of dimensions N θ and for the target distribution π(θ). Another presentation of MCMC in the context of Acoustics can be found in Battle et al. [46] . Algorithm 1 consists of sampling the components of θ one at a time, according to a distribution q(θ). This distribution is called a proposal, because it is used to form the proposed candidate parameter value, denoted θ . This candidate is randomly accepted or rejected according to the ratio (23) . After some (large number of) iterations, the samples produced {. . . , θ
, . . .} are distributed according to the distribution π(θ), as required. 
1) Initialisation.
• Set l ← 1 % Step 1.1 The parameter vector θ is initialised
The parameter vector θ is sampled one component at a time 
-With probability α = min[1, g(θ , e θ (l−1) )], accept the candidate θ , i.e., set e θ
= θ or, with probability 1 − α, reject the candidate, i.e., set e θ (l) = e θ (l−1)
A key element in MH algorithms is the proposal distribution q. This distribution must be simple enough to enable direct sampling, for example a Gaussian or uniform distribution. In principle, MCMC algorithms explore the space of possible values of θ, and focuses on regions where the probability mass of π(θ) is large.
By construction, it is able to switch from one region of the parameter space to another region where π(θ) has large probability mass. The computation of the accept/reject ratio involves the ratio π(θ )/π( θ (l−1) ), which
shows that π needs only be known up to a multiplicative constant, as any proportionality constant cancels out.
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B. Computation of parameter estimates
We now assume that a Markov chain of samples has been generated and that only the samples after convergence are kept. They are denoted (
As discussed earlier, estimation of parameters using Bayesian methods can be carried out in many differing ways, such as maximizing the posterior distribution or using posterior mean parameter estimates. Here, however, none of these approaches is suitable. Owing to the label switching problem, there exist many sets of parameters which achieve the same posterior probability: they are all related through a different ordering of the individual notes in the parameter vectors β, ω and M (label switching problem). It is thus risky to compute averages over the Monte Carlo samples, since we could average together fundamental frequencies of, e.g., the note with true ω k,1 = 440Hz
with the note with true ω k ,1 = 660Hz. Moreover, the posterior admits also local maxima corresponding to octave ambiguities, fifth ambiguities, etc. which would also be mixed in the posterior mean estimate. In order to limit this problem, we adopt the following scheme: Firstly, the number of notes K is estimated by maximizing the marginal posterior distribution p(K|y) (marginal MAP estimation scheme). This requires the
. This is computed very simply from the Monte Carlo samples by only considering the K (l) component, and setting K as the most represented number of notes among the samples K (l) . Secondly, M is estimated. In theory, the marginal MAP procedure cannot be used to estimate M because of the label switching problem. However, this solution is practical insofar as the Markov chains generated in simulations do not switch the labels whenever convergence to one of the maxima of p(β, σ 2 v , ω, M, K|y) has occurred. In simulations, the chain converges to a posterior local maximum, and keeps exploring around by adding or removing partials and changing ω and β, but without jumping to a completely different posterior maximum where the notes would be ordered differently (this happens if we run millions of iterations, but it does not improve the practical parameter estimation).
The Markov chain's practical difficulty in jumping from one local maximum to another enables, paradoxically, the best possible Bayesian estimates of β, σ 
where the notation l and L is used to emphasize the restriction to Monte Carlo samples that satisfy jointly
It is also possible to evaluate our uncertainty about the value of this parameter via the empirical variance estimate
The above Monte Carlo parameter estimation technique is based on the law of large numbers which states that the expectation of a random variable, Eq. (11), can be approximated by the average of numerous samples of this random variable. Note that a suitably defined Monte Carlo integration may only require a few hundred
, as opposed to the huge number of grid points in Riemann integration for equivalent precision [42] .
C. A fast MCMC algorithm for polyphonic harmonic models
There are many possible options for creating a MCMC algorithm for a complex model such as this. The choices include which parameters to group together in each MH sampling step, which parameters to integrate out or marginalise (known as Rao-Blackwellisation [42] ), which proposal distributions to use, and how to design the most efficient implementations. Here we choose a scheme that has been optimised for computational speed while retaining good convergence properties.
The algorithm we implement in order to generate samples from the target distribution p(θ, M, K|y) is in essence a MH algorithm with several reversible jump steps, since the dimension of θ, M and K vary together.
The algorithm can be described hierarchically:
• At the highest level, we either sample the number of notes K or the parameters of the notes and we sample the noise variance σ 2 v (see Algorithm 2).
• At the level of notes, k is fixed and we want to sample the number of partials M k (see Algorithm 5 
1) General Algorithm structure:
We now describe the algorithms from the note level to the frequency level. In these algorithms, every MH step has the same general structure as in Algorithm 1 and consists of 1) generating a candidate 2) computing the MH ratio and 3) performing the Accept/Reject test with respect to the target distribution. In order to simplify notation we omit the symbols · (l) and · wherever it is clear from the context that we are dealing with Markov chain samples and with candidates.
Algorithm 2: Overall Metropolis-Hastings algorithm for music.
1) Initialisation.
• Set l ← 1 % Step 2.1 Initialise the parameters ω, σ 2 v , β, M and K • Sample e K1 according to some initial distribution qinit(K)
according to its prior distribution Eq. (15)
• Sample e ω (1) according to qinit(ω|y) where qinit(ω|y) is the probability distribution proportional to the Fourier spectrum of y (see Andrieu and Doucet [39] for a similar implementation).
• Sample the noise variance parameter e σ
• Sample the amplitudes e β (1) according to p(β|e σ
2) While l < L, do
• with probability µK , try to add a note using the birth move (see Algorithm 3).
• Otherwise, with probability νK , try to remove a note using the death move (see Algorithm 4).
• Otherwise, with probability 1 − µK − νK , try the update move as follows
, update the parameters of note #k (see Algorithm 5).
• For k = 1, . . . , K, update the parameters of note #k (Algorithm 5).
%
Step 2.3 Sample the noise variance parameter σ
In Algorithm 2, D (l) denotes the matrix D computed with the parameters ω (l) , M (l) and K (l) , see Eq. (5).
The birth and death moves are aimed at adding/removing notes and include a reversible jump accept/reject test, similar in principle to the test in Algorithm 1: a candidate is generated, then it is tested with respect to the sample of iteration l − 1 via a reversible jump MH accept/reject test. The probabilities to try the birth move (µ K ) or the death move (ν K ) are computed at each iteration based on the prior distribution of K, and the current value K (l−1) , see Appendix ?? for details. The birth move is presented below, and the proposal distribution q note is presented in Subsection III-E.
Algorithm 3: Note birth
• Compute the residual r0 = y − e
• Generate a candidate by increasing K, namely K ← e
• Let P and S be the P and S matrices related to candidate note featuring M K+1 partials with frequencies ω K+1 . Compute
• With probability min(1, gbirth), accept the candidate: Set e
The opposite move is the death move, as detailed in the following algorithm.
Algorithm 4: Note death
• Generate a candidate by decreasing K, namely K ← e
• Sample a note index j in {1, . . . , e K (l−1) } with equal probabilities
• Remove the parameters of note #j from f M (l−1) and ω (l−1) . This yields the candidates M and ω .
• Compute the residual rj = y − β −j D−j where β −j (resp. D−j) is the vector of amplitudes e β (l−1) (resp. the matrix of Gabor atoms e D (l−1) ) computed with parameters e K (l) , f M (l) , e ω (l) and e I (l) where the entries related to note #j have been removed.
• Let Pj and Sj be the P and S matrices related to note #j. Compute
• With probability min(1, gdeath), accept the candidate: Set e
Algorithm 5, presented below, is aimed at sampling the parameters M, ω and β using a reversible jump MH scheme with p(β, ω, M|y, σ 2 v , K) as target distribution. The steps involve proposing changes to the numbers of partials in each note, and also the frequencies in each note. • With probability λ bM k , try the n-increase move, see Algorithm 7 in Appendix ??.
• Otherwise, with probability λ dM k , try the n-decrease move, see Algorithm 8 in Appendix ??.
• Otherwise, with probability (1 − λ)/2, try the divide move, see Algorithm 9 in Appendix ??.
• Otherwise, with probability (1 − λ)/2, try the multiply move, see Algorithm 10 in Appendix ??.
• Otherwise, with probability λ(1 − bM k − dM k ), try the note update move as follows
In Algorithm 5, the probabilities b M k and d M k are computed in the same way as µ K and ν K , see Appendix ??.
The number of partials can be changed by two possible reversible moves as depicted in Fig. 3 : either n partials are added (resp. removed) in the n-increase move (resp. n-decrease move), see Algorithm 7 (resp. see Algorithm 8) or the number of partials is multiplied by two (resp. divided by two) in the divide move (resp. multiply move) see Algorithm 10 (resp. see Algorithm 9). The multiply and divide moves are synchronised with fundamental frequency division/multiplication by two in order to avoid octave ambiguities: assume a note with frequency 440Hz is played by an instrument. The notes with frequencies 220Hz and 880Hz have partials that are almost superimposed with the partials of the actual note. Without these moves, the Markov chain may be stuck on incorrect fundamental frequencies, namely 220Hz or 880Hz, which is not satisfactory. Note that the random parameter e is only aimed at ensuring reversibility of the divide and multiply moves. The parameter λ, selected by users in [0; 1], tunes the rate multiply-divide moves/increase-divide-update moves. A small λ is selected to avoid octave errors, because it favors multiply/divide moves. Algorithm 6, aimed at updating partial frequencies, is presented below.
Algorithm 6: Frequency update Metropolis-Hastings algorithm
• With probability λnote, try the global update: sample ω k according to qnote(ωk|r k , M k ) and perform an accept/reject test with respect to p(ω k , M k , K = 1|r k ) given in Eq. (20) so as to obtain e ω (l)
k . Sample the amplitudes according to p(β k |e σ k,m of partial k, m according to p(β k,m |e σ
k , r k,m ) given in Eq. (22) In Algorithm 6, two possible frequency updates are mixed: the global move consists of sampling the candidate ω k,m in all the frequency range, whereas in the local move, the candidate ω k,m is kept close to the previous value ω (l−1) k,m , and the partial frequencies are sampled one at a time. The global move probability λ note is generally set to 0.25, and it tunes the rate of global/local moves so as to explore both the full space and the neighborhood.
The proposal distributions q note and q local are presented in Subsection III-E below.
D. Fast computations
In Algorithms 2-6, as well as in Algorithms 7-10 presented in Appendix ??, we extensively use the following trick: each accept/reject test involves the computation of MH ratios of the form p(ω , (where the notation with subscript a is the obvious extension of the above notations).
In practice, the MH ratios p(ω , M , K |y)/p( ω (l−1) , M (l−1) , K (l−1) |y) are replaced by similar ratios involving only the set of parameters to be changed, as written in Algorithms 2-10.
E. Proposal distributions
In Algorithms 2-6, the new frequencies are sampled randomly according to several proposal distributions.
These distributions are crucial: a bad proposal distribution samples candidates distant from likely solutions which are rejected almost always, yielding an inefficient algorithm.
The local proposal distribution q local consists of sampling the new frequency close to the last accepted one. For the model proposed in Eq. (6), q note may have the following structure: the fundamental frequency ω k,1 is sampled
k,m ) chosen as the Gaussian distribution of mean ω
and user defined variance 
F. Convergence issues
The Metropolis-Hastings-type algorithm presented above is designed so as to generate a Markov Chain with target distribution p(β, σ 2 v , ω, M, K|y). It can be shown that this algorithm is built so as to produce an ergodic Markov Chain, which ensures convergence whatever the initial sample. Moreover, it can be shown that it converges uniformly geometrically to the desired probability distribution 2 :
where
is the total variation norm, C and ρ < 1 are constants. In practice, it would be necessary to run millions of iterations to have samples distributed according to the posterior over the full space (including label-switching), however, simulations show that a few hundred iterations are enough to explore one of the global maxima.
Empirical study of the simulation of similar algorithms can be found in Davy and Idier [40] .
All the elements have now been described to enable implementation of the proposed method. Results are presented in Section IV below.
IV. RESULTS
In Markov chain with 800 iterations is generated using the algorithm presented above, and the model parameters are estimated as explained above. We would like to stress that only one simulation is run. We did not run several simulations, and keep the best ones, as this would not provide performance results of practical interest.
In these estimations, the 100 final samples in the chain are kept in order not to use the 700 first samples where the chain may not have converged and which may not be distributed according to p(β, σ 2 v , ω, M|y). All results concerning pitch estimation are obtained by converting a frequency to a pitch number τ in semitones, relative to A 440Hz, as follows,
In the main simulations, we used the partials frequencies model in Eq. (7) On a dual processor Pentium IV (2.6 GHz) computer, and Matlab code, the average computation time is 1.35 seconds per iteration per note, rather a high load, but note that the segments of music being analysed are fairly substantial in length (roughly 0.5s computed in one hour in total).
In the next subsection, we consider the monophonic case (K = 1). In Subsection IV-B, we address the polyphonic cases (K = 2 to K = 4). In both subsection IV-B and IV-A, the number of notes is assumed known, and is used in the algorithm by setting K max to the true number of notes. This issue is further discussed in Subsection IV-E.
A. Monophonic case: K = 1
We first present simulations aimed at assessing the Markov chain convergence, then we focus on three typical simulations. Finally, we propose some statistics obtained by processing 20 different music signals.
1) Convergence of the sampling algorithm:
In order to illustrate the convergence of the above MCMC algorithm, we have plotted the evolution of the random samples generated at each iteration l = 1, . . . , 800, see Fig. 4 . As can be seen, the chain converges to a steady state after only 100 iterations, and the very final samples can be assumed to be distributed according to p(β, σ 2 v , ω, M, K = 1|y). In practice, we keep the final 100 samples (i.e., iterations l = 701 to l = 800) to estimate the parameter values, see Subsection III-B. In Fig. 4 , the magnified portion of ω (l) 1 shows that the parameter keeps fluctuating after convergence is reached: this is a normal behaviour which is explained as follows. The Markov chain has converged in terms of probability density function; this means that the samples generated are random (thus, the chain fluctuates), but their distribution is fixed. All 20 tests we ran showed very similar behaviour to this simulation. In other words, the Markov Chain plotted in Fig. 4 in representative of the 20 Markov Chain generated for the 20 tests, whatever the instrument playing, and whatever the played note pitch. Some components of the sampled random vector e β (l) , e σ
2(l)
v , e ω (l) , f M (l) are represented for l = 1, . . . , 1000. As can be seen, convergence is reached within the 100 first iterations. Samples l = 701 to l = 800 are kept for estimation purposes. As illustrated in the central plot, though convergence is reached, the chain concerning ω 1 keeps fluctuating. The true fundamental frequency is 660Hz (τ = 7).
2) Estimation results:
The estimation performance is now analysed. We focus on three test signals, namely test signals #1.1, #1.4 and #1.8. For each test signal, the reconstructed signal y is computed using the model in Eq. (3) with K = 1 and the estimated parameters β, ω, M computed using the last 100 samples of the Markov chain. In Fig. 5 , we have plotted the original signals y as well as y and the residuals y − y, in the time domain. The difference between y and y is quite small in all three cases (i.e., the residual energy is small compared to the energy of y). In this subsection, we present results obtained in polyphonic contexts. As for monophonic tests, generated
Markov chains converge quite quickly to the parameter posterior distribution (For the sake of brevity, we do not present convergence examples again here). Table II to the actual number of notes to be estimated (3 or 4 notes, instead of 2). In Fig. 8 , we have plotted the spectra corresponding to extracts #3.1 and #4.2. Again, the model has captured most harmonic information, apart from some high frequency partials. Aside octave ambiguities, some new error cases occur: they are examined in details in Subsection IV-C.
Cases with K = 3 and K = 4 notes exhibit the same kind of behavior. In summary, pitch is correctly estimated for 84.6% of notes when K = 2 (94.9 % if we omit octave errors), for 75% of notes when K = 3
(92.8% if we omit octave errors) and for 71.0% of notes when K = 4 (80.3% if we omit octave errors). 
C. Study of some error cases
As outlined above, some error cases occur when the estimated pitch of a note is not related by octave errors to the true pitch. Among these error cases, we will focus on extract #3.15 and #4.8. Fig. 9 displays the spectra of these extracts, together with the spectra of the estimated notes. As can be seen, the error notes are not The corresponding residuals energy, expressed as a fraction of the original signal energy, are 2.85%, 4.00%, 0.09% and 2.43%. These four solutions are all stable local solutions, and the overall one (found at MCMC run #3) is not reached at each time. It seems in these cases that the algorithm may be trapped in local probability maxima, thus not exploring all of the high probability regions. Longer MCMC chains could be run to overcome this, but convergence might still not be achieved in a reasonable computation time. Multiple chain approaches are perhaps more promising here, either using informal ideas such as picking the chain with highest posterior probability or lowest residual error, or more formally using multiple chain MCMC methods and annealing, see [49] , [50] . These promising possibilities will be investigated in our next paper.
Concerning extract #4.8, the error can be explained as follows: though this is not an octave error, we see that the third partial (i.e., the partial such that m = 3) of the note with τ = −8 is located at τ = 11 (this is the pitch of the note that has been missed). Its fourth partial (m = 4) is located at τ = 16, which also corresponds to the third partial (m = 3) of the note located at τ = −3. This explains the stability of this solution: positioning a note at τ = −8 captures some of the energy of the two notes located at τ = {−3, 11}.
Similar error cases can be found for extracts #4.8, #4.10, #4.11, etc.: they can be easily understood by noticing that the third partial of any note with pitch τ is located at pitch τ + 19. No doubt these occasional problems are a combination of mis-converged MCMC runs and/or ambiguous data for our models. We have found no straightforward solutions to this problem, although one possibility is to look at the estimated partial amplitudes:
for the error note located at pitch τ = −8, partials m = 1, m = 2 and m = 5 have low amplitude compared to partials m = 3, m = 4, m = 6 and m = 7. In notes produced by natural instruments, such an amplitude profile would be quite unlikely and so priors based on more regular amplitude laws could be incorporated, thus penalising such erroneous solutions.
D. Performance from the auditory viewpoint
Aside from pitch estimation, a very promising feature of this Bayesian method is the possibility to separate several notes from a mixture, even if only one microphone is used to record the extract (monophonic extracts as opposed to stereophonic extracts). A very promising result is that there is almost no audible difference between y and y in most cases. Moreover, in the case of octave errors, the corresponding reconstructed note typically sounds very close to the original note. Thus, from the auditory viewpoint, the performance of the method is higher than from the pitch estimation viewpoint. We note that Virtanen and Kalpuri [51] have used their frequency domain models to perform separation of notes in a chord.
E. Estimation of K
In the results presented above, the number of notes is assumed known. In principle, though, the model and the algorithm are designed to estimate K. In practice, however, letting K as a free parameter systematically leads to too many notes with typically, two notes located at the same position. This may be overcome by imposing small K via the prior over Λ , but this approach fails in examples with many true notes.
The birth/death moves are nevertheless quite important insofar as K is initialised to K = 1 and slowly increases until reaching K max (the true K assume known). A good solution to actually estimate K is to run MCMC simulations with increasing K max from one to, e.g., 10, and monitoring the minimum residual energy over several MCMC runs for each K max . When K max reaches the true number K, the residual energy suddenly stops to decrease, yielding the actual K. It should be noted that estimating K is a complicated problem, even for trained human listeners.
F. Comparison with previous algorithms
The model presented here is an improved version of previous Bayesian models using MCMC [27] , [28] , [29] , [30] . In order to illustrate the improvement in practice, we have processed the 20 three notes extracts with a model with constant amplitudes (that is, our model with a single rectangular window φ 0 ) and no inharmonicity (that is, with ω k,m = mω k,1 ). The remaining algorithm parameters are kept the same. Then we are essentially back to the model by Walmsley et al. [27] , [28] . The pitch is correctly estimated for 62.5% of notes (here K = 3) and 78.6 % if we omit octave errors. This is substantially lower than with the new model (75% and 92.8%). Moreover, the notes are poorly reconstructed with this model: the average residual energy calculated over the 20 extracts is 27.5% of the original signal energy. This is much higher than with the full model (only 5%). This is mainly due to two reasons: 1) the amplitudes are non constant with real instruments over time and 2) without the inharmonicity parameters, the model cannot accurately fit partials with order m larger than about 4, because their inharmonicity can be too great (the δ k,m 's in model (7) were found to be nonzero for most of the sounds processed). A similar improvement in performance with the new model is obtained when comparing with a previous inharmonicity model having additive δ k,m parameters rather than multiplicative, as we initially proposed in our previous works [29] , [30] : for large m, the additive δ k,m parameter should be large, which is not allowed by the prior distribution of δ k,m .
V. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a novel technique for the estimation and analysis of western tonal (pitched) music. By using a Gabor atomic model together with a specially designed MCMC algorithm, we have shown that it is possible to estimate a high number of parameters from many simultaneously playing notes. Our model includes time-varying amplitudes, inharmonicity (de-tuned partials) and unknown number of partials. We obtain good pitch estimation results on a database of polyphonic real music extracts containing randomly generated chords with up to four notes. These results are found to be a significant improvement over previous versions of related models. More notes than four are possible with these models, but clearly the performance degrades as the number increases. Nevertheless, in informal trials the methods have been successfully able to identify and separate out the notes in chords of up to eight pitches. In addition to pitch estimation, our technique enables note separation from chords. The separated notes sound perceptually quite similar to the original, unmixed notes, thus giving some confidence in the method's ability to model the individual note components accurately, even when many partials are overlapping between different notes.
We have identified some error cases, and discussed their causes, suggesting improvements to help eliminate them, using multiple chain approaches or more informative amplitude priors, for example. In addition, considering the chords to be in the context of real musical sequences, we can usefully model musical dependencies from frame to frame in order to aid the estimation process. For example, fundamental frequency priors that depend on the previous notes played would build in a useful extra layer of prior information for the models.
APPENDIX
Fletcher and Rossing [2] propose the following piano model, where partial frequencies follow the law:
In our harmonic model, one can simply implement this formula with unknown B (a typical value is B ≈ 4. 10 −4 ), which yields a piano music model. The frequency prior distribution can be as follows
where ω 1 = [ω 1,1 , . . . , ω K,1 ] is the vector of fundamental frequencies, and B k (k = 1, . . . , K) are the parameters B in eq. (29) for each note. The piano fundamental frequency prior may encode the strong knowledge we have about possible notes, which is determined by strings tuning (equally tempered scale). For simplicity, we assume note fundamental frequencies are independent, which means:
and for each note k = 1, . . . , K,
where ϕ j is for example a Gaussian function centred on the frequency of string #j, and N strings is the number of piano strings. The shape of the resulting prior is plotted in Figure 10 . 
where c = 0.15 and p(K|Λ ) is the prior probability of K.
In Algorithm 5, the number of partials can be changed in two ways: either n partials are added (resp. removed) in the n-increase move (resp. n-decrease move), see Algorithm 7 (resp. see Algorithm 8) or the number of partials is multiplied by two (resp. divided by two) in the divide move (resp. multiply move) see Algorithm 10
(resp. see Algorithm 9). • Let P and S be the P and S matrices related to candidate set of partials (k, 2m − 1) with frequencies e ω k,2m−1 , m = 1, . . . , M k /2 . Compute 
