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1 Introduction
Let E be an open set in RN and for T > 0 let ET denote the cylindrical domain
E × (0, T ]. Moreover let
ST = ∂E × [0, T ], ∂pET = ST ∪ (E × {0})
denote the lateral, and the parabolic boundary respectively.
We shall consider quasi-linear, parabolic partial differential equations of the
form
ut − divA(x, t, u,Du) = 0 weakly in ET (1.1)
where the function A : ET × R
N+1 → RN is only assumed to be measurable
and subject to the structure conditions{
A(x, t, u, ξ) · ξ ≥ Co|ξ|
p
|A(x, t, u, ξ)| ≤ C1|ξ|
p−1 a.e. (x, t) ∈ ET , ∀u ∈ R, ∀ξ ∈ R
N (1.2)
where Co and C1 are given positive constants, and 1 < p < 2.
The principal part A is required to be monotone in the variable ξ in the
sense
(A(x, t, u, ξ1)−A(x, t, u, ξ2)) · (ξ1 − ξ2) ≥ 0 (1.3)
for all variables in the indicated domains and Lipschitz continuous in the variable
u, that is,
|A(x, t, u1, ξ)−A(x, t, u2, ξ)| ≤ Λ|u1 − u2|(1 + |ξ|
p−1) (1.4)
for some given Λ > 0, and for the variables in the indicated domains.
We refer to the parameters {p,N,Co, C1} as our structural data, and we
write γ = γ(p,N,Co, C1) if γ can be quantitatively determined a priori only in
terms of the above quantities. A function
u ∈ C
(
0, T ;L2loc(E)
)
∩ Lploc
(
0, T ;W 1,ploc (E)
)
(1.5)
is a local, weak sub(super)-solution to (1.1)–(1.2) if for every compact setK ⊂ E
and every sub-interval [t1, t2] ⊂ (0, T ]∫
K
uϕdx
∣∣∣∣
t2
t1
+
∫ t2
t1
∫
K
[
− uϕt +A(x, t, u,Du) ·Dϕ
]
dxdt ≤ (≥)0 (1.6)
for all non-negative test functions
ϕ ∈W 1,2loc
(
0, T ;L2(K)
)
∩ Lploc
(
0, T ;W 1,po (K)
)
.
This guarantees that all the integrals in (1.6) are convergent.
For any k ∈ R, let
(v − k)− = max{−(v − k), 0}, (v − k)+ = max{v − k, 0}.
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We require (1.1)–(1.2) to be parabolic, namely that whenever u is a weak so-
lution, for all k ∈ R, the functions (u − k)± are weak sub-solutions, with
A(x, t, u,Du) replaced by ±A(x, t, k ± (u − k)±,±D(u − k)±). As discussed
in condition (A6) of [7, Chapter II] or Lemma 1.1 of [8, Chapter 3], such a
condition is satisfied, if for all (x, t, u) ∈ ET × R we have
A(x, t, u, η) · η ≥ 0 ∀ η ∈ RN ,
which we assume from here on.
For y ∈ RN and ρ > 0, Kρ(y) denotes the cube of edge 2ρ, centered at y
with faces parallel to the coordinate planes. When y is the origin of RN we
simply write Kρ.
For a, θ1, θ2 > 0 and (y, s) ∈ ET , we will consider
forward cylinders: Kaρ(y)× (s, s+ θ2ρ
p],
backward cylinders: Kaρ(y)× (s− θ1ρ
p, s],
centered cylinders: Kaρ(y)× (s− θ1ρ
p, s+ θ2ρ
p].
We are interested in the boundary behaviour of solutions to the Cauchy-Dirichlet
problem 

ut − divA(x, t, u,Du) = 0 weakly in ET
u(·, t)
∣∣∣
∂E
= g(·, t) a.e. t ∈ (0, T ]
u(·, 0) = g(x, 0),
(1.7)
where
• (H1): A satisfies (1.1)–(1.4) for 2N
N+1 < p < 2,
• (H2): g ∈ Lp(0, T ;W 1,p(E)), and g is continuous on ET with modulus of
continuity ωg(·).
We do not impose any a priori requirements on the boundary of the domain
E ⊂ RN .
A weak sub(super)-solution to the Cauchy-Dirichlet problem (1.7) is a mea-
surable function u ∈ C
(
0, T ;L2(E)
)
∩ Lp
(
0, T ;W 1,p(E)
)
satisfying∫
E
uϕ(x, t)dx+
∫∫
ET
[
− uϕt +A(x, t, u,Du) ·Dϕ
]
dxdt
≤ (≥)
∫
E
gϕ(x, 0)dx
(1.8)
for all non-negative test functions
ϕ ∈W 1,2
(
0, T ;L2(E)
)
∩ Lp
(
0, T ;W 1,po (E)
)
.
In addition, we take the boundary condition u ≤ g (u ≥ g) to mean that
(u − g)+(·, t) ∈ W
1,p
o (E) ((u − g)−(·, t) ∈ W
1,p
o (E)) for a.e. t ∈ (0, T ]. A
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function u which is both a weak sub-solution and a weak super-solution is a
solution. Notice that the range we are assuming for p, and the continuity of g
on the closure of ET ensure that a weak solution u to (1.7) is bounded.
In the sequel we will need the following comparison principle for weak
(sub/super)-solutions (see [12, Lemma 3.1] and [14, Lemma 3.5]). The lower
semicontinuity of weak super-solutions is discussed in [16].
Lemma 1.1 (Weak Comparison Principle). Suppose that u is a weak super-
solution and v is a weak sub-solution to (1.7) in ET . If u and −v are lower
semicontinuous on ET and v ≤ u on the parabolic boundary ∂pET , then v ≤ u
a.e. in ET .
Although the definition has been given in a global way, all the following
arguments and results will have a local thrust: indeed, what we are interested
in, is whether solutions u to (1.1)–(1.2) continuously assume the given boundary
data in a single point or some other distinguished part of the lateral boundary
ST of a cylinder, but not necessarily on the whole ST . In this context the initial
datum will play no role.
Let (xo, to) ∈ ST , and for Ro > 0 set
QRo = KRo(xo)× (to − 2R
p
o, to +R
p
o],
where Ro is so small that (to − 2R
p
o, to +R
p
o ] ⊂ (0, T ]. Moreover, set
µ+o = sup
QRo∩ET
u, µ−o = inf
QRo∩ET
u, ωo = µ
+
o − µ
−
o = osc
QRo∩ET
u.
Here and in the following c ∈ (0, 1) is the same constant as in (3.2) below. We
can then state the main result of this paper.
Theorem 1.1. Let u be a weak solution to (1.7), and assume that (H1) and
(H2) hold true. Then there exist two positive constants γ and α, that depend
only on the data {p,N,Co, C1}, such that
osc
Qρ(ωo)∩ET
u ≤ ωo exp
{
−γ
∫ 1
ρα
[δ(s)]
1
p−1
ds
s
}
+ 2 osc
Q˜o(ρ)∩ST
g, (1.9)
where 0 < ρ < Ro and
Qρ(ωo) = Kρ(xo)× [to −
c
4
ω2−po 2ρ
p, to +
c
4
ω2−po ρ
p],
δ(ρ) =
capp(Kρ(xo)\E,K 32ρ(xo))
capp(Kρ(xo),K 32ρ(xo))
,
Q˜o(ρ) is a proper reference cylinder (see (6.10) below), and capp(D,B) denotes
the (elliptic) p-capacity of D with respect to B.
A point (xo, to) ∈ ST is called a Wiener point if
∫ 1
τ
[δ(ρ)]
1
p−1
dρ
ρ
→ ∞ as
τ → 0. Therefore, from Theorem 1.1 we can conclude the following corollary in
a standard way.
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Corollary 1.1. Let u be a weak solution to (1.7), assume that (H1) and (H2)
hold true, and that (xo, to) ∈ ST is a Wiener point. Then
lim
(x,t)→(xo,to)
(x,t)∈ET
u(x, t) = g(xo, to).
Theorem 1.1 also implies Ho¨lder regularity up to the boundary under a fairly
weak assumption on the domain. More spesifically, a set A is uniformly p-fat,
if for some γo, ρo > 0 one has
capp(Kρ(xo) ∩A,K 32ρ(xo))
capp(Kρ(xo),K 32ρ(xo))
≥ γo
for all 0 < ρ < ρo and all xo ∈ A. See [17] for more on this notion. We have the
following corollary.
Corollary 1.2. Let u be a weak solution to (1.7), assume that (H1) and (H2)
hold true, that the complement of the domain E is uniformly p-fat, and let g be
Ho¨lder continuous. Then the solution u is Ho¨lder continuous up to the boundary.
1.1 Novelty and Significance
For solutions to linear, elliptic equations with bounded and measurable coeffi-
cients, vanishing on a part of the boundary ∂E near the origin, it is well-known
that a weak solution u satisfies the following estimate
sup
E∩Br
|u(x)| ≤ C sup
E∩Bro
|u(x)| exp
(
−C′
∫ ro
r
cap(Ec ∩Bρ)
ρN−2
dρ
ρ
)
. (1.10)
It was proved by Maz’ya for harmonic functions in [20] and for solutions to more
general linear equations in [21]. Such a result implies the sufficiency part of the
Wiener criterion. Similar estimates have then been obtained for solutions to
equations of p-laplacian type in [22, 11] (just to mention only few results; for a
comprehensive survey of the elliptic theory, see [18]).
In the parabolic setting, these estimates have been proved for the heat op-
erator in [2]. Continuity at the boundary for quite general operators with the
same growth has been considered in [24, 25]. Parabolic quasi-minima are dealt
with in [19]: in such a case, no explicit estimate of the modulus of continuity
is given, but the divergence of a proper Wiener integral yields the continuity
of the quasi-minimum. They have also been extended to the parabolic obstacle
problem in [3].
To our knowledge, much less is known for nonlinear diffusion operators, such
as the p-laplacian. A result similar to ours, obtained with different techniques, is
stated in [23]. In such a case, the comparison principle plays a central role. Even
though we also assume that the comparison principle is satisfied, nevertheless
its role is limited to the proof of the weak Harnack inequality, whereas all the
other estimates are totally independent of it. Therefore, if one could prove
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Proposition 3.1 for a general operator, then Theorem 1.1 and its corollaries
would automatically hold too.
The fact that a Wiener point is a continuity point has already been observed
in [4] for the prototype parabolic p-laplacian, for any p > 1, hence both singular,
i.e. with 1 < p < 2, and degenerate, i.e. with p > 2 (see also [12]). Under this
point of view, here the novelty is twofold: we deal with more general operators,
and we provide a quantitative modulus of continuity in terms of the integral
of the relative capacity δ(ρ). On the other hand, here we focus just on the
singular case, and, due to the use of the weak Harnack inequality, we have to
limit p in the so-called singular super-critical range ( 2N
N+1 , 2). The results in
[4] suggest that a statement like Theorem 1.1 should hold also in the singular
critical and sub-critical range 1 < p ≤ 2N
N+1 ; this is no surprise, since locally
bounded solutions are locally continuous in the interior for any 1 < p < 2, and
there is no apparent reason, why things should be different, when working at
the boundary. This problem will be investigated in a future paper, together
with the degenerate case p > 2.
Finally, Corollary 1.2 can be seen as an extension of Theorem 1.2 of [7,
Chapter IV], where the Ho¨lder continuity up to the boundary of weak solutions
to the Cauchy-Dirichlet problem (1.7) with Ho¨lder continuous boundary data
is proved assuming that the domain E satisfies a positive geometric density
condition, namely that there exist α∗ ∈ (0, 1) and ρo > 0 such that ∀xo ∈ ∂E,
for every ball Bρ(xo) centered at xo and radius ρ ≤ ρo
|E ∩Bρ(xo)| ≤ (1 − α∗)|Bρ(xo)|.
It is not hard to see that if a domain E has positive geometric density, then
the complement of E is uniformly p-fat, but the opposite implication obviously
does not hold.
The proof of Theorem 1.1 is given Section 6, whereas the previous sections
are devoted to introductory material, namely a boundary L1 Harnack inequality
(Section 2), the weak Harnack inequality (Section 3), the definition of capacity
(Section 4), and a final auxiliary lemma (Section 5).
Acknowledgement. The authors thank Juha Kinnunen, who suggested this
problem, during the program “Evolutionary problems” in the Fall 2013 at the
Institut Mittag-Leffler, and are very grateful to Emmanuele DiBenedetto, for
discussions and comments, which greatly helped to improve the final version of
this manuscript.
2 A Boundary L1 Harnack Inequality for Super-
Solutions in the Whole Range p ∈ (1, 2)
Fix (xo, t) ∈ ST , consider the cylinder
Q = K16ρ(xo)× [s, t], (2.1)
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where s, t are such that 0 < s < t < T , and let Σ
def
= ST ∩Q. Our estimates are
based on the following simple lemma.
Lemma 2.1. Take any number k such that k ≥ supΣ g. Let u be a weak solution
to the problem (1.7), and define
uk =
{
(u − k)+, in Q ∩ ET ,
0, in Q \ ET .
Then uk is a (local) weak sub-solution in the cylinder Q. The same conclusion
holds for the zero extension of uh = (h− u)+ for truncation levels h ≤ infΣ g.
Proof. We first claim that uk(·, τ) ∈ W
1,p(K16ρ(xo)) for almost all s < τ < t.
We may assume that k = supΣ g, as the general case follows by repeating a part
of the argument using the fact that (u− k)+ ≤ (u− supΣ g)+.
Let Ej , j = 1, 2, . . . be open subsets exhausting E, i.e. Ej ⊂ Ej+1 ⊂ . . . ⊂ E
with compact inclusions, and E = ∪∞j=1Ej . We set
kj = sup
Q∩E×[s,t]\Ej×[s,t]
g,
and note that kj → k as j → ∞ by the continuity of g, so it suffices to prove
the claim for each kj .
To proceed, pick ϕ ∈ C∞o (E) with 0 ≤ ϕ ≤ 1 and ϕ = 1 in Ej , and define
w = (1− ϕ)(u − g)+ + ϕ(u − kj)+.
Then (u − kj)+ ≤ w in Q ∩ ET , and w(·, τ) ∈ W
1,p
o (E) for a.e. τ ∈ (s, t).
We may choose ηl ∈ C
∞
o (E) converging to w(·, τ) in W
1,p(E). By standard
facts about first-order Sobolev spaces, min(ukj , ηl) converges to min(ukj , w) in
W 1,p(K16ρ(xo)). Now, since (u−kj)+ ≤ w, the conclusion follows from the fact
that min(ukj , w) = ukj .
The fact that uk satisfies the integral inequality for sub-solutions in Q follows
by arguing as in pp. 18-19 of [7].
Let k be any number such that k ≥ supΣ g, and for uk as in Lemma 2.1,

µ = sup
Q
uk,
v : Q→ R+, v
def
= µ− uk.
(2.2)
It is not hard to verify that v is a weak super-solution to (1.7) in the whole Q.
Proposition 2.1. Let (xo, t) ∈ ST , s such that 0 < s < t < T , and Q
as in (2.1). There exists a positive constant γ depending only on the data
{p,N,Co, C1}, such that
sup
s<τ<t
∫
Kρ(xo)
v(x, τ)dx ≤ γ
∫
K2ρ(xo)
v(x, t)dx + γ
( t− s
ρλ
) 1
2−p
(2.3)
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where
λ = N(p− 2) + p,
and v has been defined in (2.2). The constant γ = γ(p) → ∞ either as p → 2
or as p→ 1.
For λ > 0, the parameter p is in the singular, supercritical range ( 2N
N+1 , 2),
and if λ ≤ 0, p is in the singular, critical and subcritical range (1, 2N
N+1 ]. How-
ever, the Harnack-type estimate (2.3), in the topology of L1loc, holds true for all
1 < p < 2 and accordingly, λ could be of either sign.
Proof. See Proposition A.1.3 in [8, Appendix A]. Here conditions (1.3)–(1.4) are
not needed in the proof.
We also need the following result, whose proof can be found as before in [8,
Appendix A].
Lemma 2.2. Let (xo, t) ∈ ST , s such that 0 < s < t < T , and v as defined in
(2.2). There exists a positive constant γ depending only on the data, such that
for all σ ∈ (0, 1),
1
ρ
∫ t
s
∫
Kσρ(xo)
|Dv|p−1dx dτ ≤ δ sup
s<τ<t
∫
Kρ(xo)
v(x, τ)dx
+
γ(p)
[δ2(1 − σ)p]
p−1
2−p
( t− s
ρλ
) 1
2−p
for all δ ∈ (0, 1). The constant γ(p)→∞ as either p→ 1, 2.
Remark 2.1. If we choose
s¯ = t−
[∫
K2ρ(xo)
v(x, t)dx
]2−p
ρλ,
and s¯ > 0, then Proposition 2.1 yields
sup
s¯<τ<t
∫
Kρ(xo)
v(x, τ)dx ≤ γ
∫
K2ρ(xo)
v(x, t)dx.
Remark 2.2. The choice of k in the definition of uk is done in order to guarantee
that uk can be extended to zero in Q\ET : this yields a function which is defined
on the whole Q, and is needed in Proposition 2.1, and Lemmas 2.2 and 5.1.
Therefore, any other choice of k which ensures the same extension of u to the
whole Q is allowed.
Whenever we deal with a solution, and not just a super-solution, then it has
been shown in Proposition A.1.1 of [8, Appendix A] that the statement is much
more general, as we have the following result.
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Proposition 2.2. Let u be a nonnegative, local, weak solution to the singular
equations (1.1)–(1.2), for 1 < p < 2, in ET . There exists a positive constant γ
depending only on the data {p,N,Co, C1}, such that for all cylinders K2ρ(y)×
[s, t] ⊂ ET ,
sup
s<τ<t
∫
Kρ(y)
u(x, τ)dx ≤ γ inf
s<τ<t
∫
K2ρ(y)
u(x, τ)dx + γ
( t− s
ρλ
) 1
2−p
. (2.4)
The constant γ = γ(p)→∞ either as p→ 2 or as p→ 1.
3 A Weak Harnack Inequality
The Weak Harnack Inequality for non-negative super-solutions to equations
(1.1)–(1.2) and p > 2 has been proved in [15]. In the singular range 2N
N+1 < p <
2, as we are considering here, to our knowledge it has been proved in [5], but
only for the prototype parabolic p-laplacian.
Here we prove it under the more general conditions (1.2), but we rely on
the Comparison Principle, and therefore we also need (1.3)–(1.4). It remains an
open problem to prove the Weak Harnack Inequality in the range 2N
N+1 < p < 2
for the general case, without relying on any kind of comparison.
It is important to mention that the approach we follow here is closely mod-
elled on the arguments of [6, 9].
Proposition 3.1. Let u be a nonnegative, local, weak super-solution to equa-
tions (1.1)–(1.4). There exist constants c ∈ (0, 1) and η ∈ (0, 1), depending only
on the data {p,N,Co, C1}, such that for a.e. s ∈ (0, T )
inf
K2ρ(y)
u(·, t) ≥ η−
∫
K2ρ(y)
u(x, s)dx (3.1)
for all times s+ 34θρ
p ≤ t ≤ s+ θρp, where
θ
def
= c
[∫
K2ρ(y)
u(x, s) dx
]2−p
, (3.2)
provided that K16ρ(y)× [s, s+ θρ
p] ⊂ ET .
Proof. Without loss of generality, we can assume (y, s) = (0, 0). Set Q =
K16ρ × (0,∞) and let v be the unique solution to the following problem.

vt − divA(x, t, v,Dv) = 0 in Q;
v(x, t) = 0 on ∂K16ρ × (0,∞);
v(x, 0) = u(x, 0)χK2ρ .
Then, Lemma 1.1 gives us
u ≥ v a.e. in Q. (3.3)
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Set
θ =
[∫
K8ρ
v(x, 0) dx
]2−p
= 4−N(2−p)
[∫
K2ρ
u(x, 0) dx
]2−p
,
δ =
1
(2γ)2−p
θρp,
where γ is the constant from Proposition 2.2. By Theorem 2.1 of [8, Chapter 6],
sup
K4ρ×(
δ
2 ,δ)
v ≤ γ1
∫
K2ρ
u(·, 0) dx.
On the other hand, Proposition 2.2 yields
sup
0<τ<δ
∫
K2ρ
v(x, τ) dx ≤ γ inf
0<τ<δ
∫
K4ρ
v(x, τ) dx + γ
(
δ
ρλ
) 1
2−p
≤ γ inf
0<τ<δ
∫
K4ρ
v(x, τ) dx +
1
2
∫
K2ρ
v(x, 0) dx.
This gives
inf
0<τ<δ
∫
K4ρ
v(x, τ) dx ≥
1
2γ
∫
K2ρ
v(x, 0) dx.
Let co > 0 to be determined. From the previous estimates, for any
δ
2 < τ < δ,
we have
1
2N+1γ
∫
K2ρ
v(x, 0) dx ≤
∫
K4ρ
v(x, τ) dx
=
1
|K4ρ|
∫
[v(x,τ)>co]∩K4ρ
v(x, τ) dx +
1
|K4ρ|
∫
[v(x,τ)≤co]∩K4ρ
v(x, τ) dx
≤
|[v(x, τ) > co] ∩K4ρ|
|K4ρ|
γ1
∫
K2ρ
u(x, 0) dx+ co.
Hence, if we take
co =
1
2N+2γ
∫
K2ρ
u(x, 0) dx,
then
|[v(x, τ) > co] ∩K4ρ| ≥
1
2N+2γγ1
|K4ρ| for any
δ
2
< τ < δ.
By Proposition 5.1 on p.72 of [8], this information gives
inf
K8ρ×(
3
4 δ,δ)
v ≥ η
∫
K2ρ
u(x, 0) dx
where the constant η depends only on {p,N,Co, C1}. By (3.3),
inf
K8ρ×(
3
4 δ,δ)
u ≥ η
∫
K2ρ
u(x, 0) dx,
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and since
inf
K2ρ×(
3
4 δ,δ)
u ≥ inf
K8ρ×(
3
4 δ,δ)
u
we conclude.
4 A Notion of Capacity
Let Ω ⊂ RN be an open set, and Q
def
= Ω × (t1, t2): Q is an open cylinder in
R
N+1. In the following we will refer to such sets as open parabolic cylinders.
For any K ⊂ Q compact, we define the parabolic capacity of K with respect to
Q as
γp(K,Q) = inf
{∫∫
Q
|Dϕ|p dxdt :
ϕ ∈ C∞o (Q), ϕ ≥ 1 on a neighborhood of K
}
.
(4.1)
For p = 2, this notion of parabolic capacity has been introduced in [3] in order
to study the decay of solutions to parabolic obstacle problems relative to second
order, linear operators, and then applied to parabolic quasiminima in [19].
It is important to remark that different kinds of nonlinear parabolic capacity
have been recently introduced in [13] and in [1]. We will not go into details here,
and we will prove our estimates in terms of γp as defined in (4.1).
In the following, we will state the main properties of γp. For the proofs, we
refer to [3, Appendix], where detailed calculations are given for p = 2, and they
can be easily extended to the general context we are considering here.
In the usual way, starting from (4.1), we can define γp(E,Q), first for an
open set E ⊂ Q, and then for an arbitrary E ⊂ Q. Moreover, it is not hard to
check that if Q1 ⊂ Q2 are open parabolic cylinders and
E ⊂ E¯ ⊂ Q1 ⊂ Q2,
then
γp(E,Q1) ≥ γp(E,Q2).
A first important result concerns sets of zero parabolic capacity. Even though
we do not need it in the following, nevertheless, we think it proper to state it
here.
Proposition 4.1. Let E ⊂ E¯ ⊂ Q. If γp(E,R
N+1) = 0, then γp(E,Q) = 0.
In the following it will be important to compare the parabolic capacity we
have just defined with the well-known notion of elliptic p-capacity. In this
respect, as above, let Ω ⊂ RN be an open set, and consider D ⊂ D¯ ⊂ Ω. By
capp(D,Ω) we denote the (elliptic) p-capacity of D with respect to Ω. For its
precise definition, and for more details about capp(D,Ω), we refer to [10]. Let
Q = Ω× (t1, t2), and for any set E ⊂ R
N+1 define Eτ = E ∩ {t = τ}. Then, we
have the following result.
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Proposition 4.2. Let K ⊂ Q be compact. Then,
γp(K,Q) =
∫ t2
t1
capp(Kτ ,Ω) dτ. (4.2)
5 An Auxiliary Lemma
Lemma 5.1. Let Q, uk, µ, v as in § 2, consider (xo, to) ∈ Σ with s < to < t,
let
θ = c
[∫
K2ρ(xo)
v(x, to) dx
]2−p
,
where c is the same constant as in (3.2), and assume that
s ≤ to − θρ
p < to + θρ
p ≤ t. (5.1)
Then, if we let
δ(ρ)
def
=
capp(Kρ(xo)\E,K 32ρ(xo))
capp(Kρ(xo),K 32 ρ(xo))
,
there exist constants γ1, γ2 > 1 that depend only on the data {p,N,Co, C1},
such that
µ [δ(ρ)]
1
p−1 ≤ γ1
∫
K2ρ
v(x, to) dx, (5.2)
and
µ [δ(ρ)]
1
p−1 ≤ γ2 inf
K2ρ(xo)
v(·, τ) for all τ ∈ [to +
3
4
θρp, to + θρ
p]. (5.3)
Remark 5.1. Condition (5.1) can always be satisfied, provided ρ is small
enough.
Proof. Without loss of generality, we may assume (xo, to) = (0, 0). Consider a
cut-off function
ζ(x, t) = ζ1(x)ζ2(t),
with
ζ1(x) =
{
1 x ∈ Kρ,
0 x ∈ RN\K 3
2ρ
,
|Dζ1| ≤
2
ρ
,
ζ2(t) =

 1 −
3
4
θρp < t < −
1
4
θρp,
0 t ≥ 0, t ≤ −θρp,
|∂tζ2| ≤
4
θρp
,
and let
Q1 = Kρ × (−
3
4
θρp,−
1
4
θρp], Q2 = K 3
2ρ
× (−θρp, 0].
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If we take ϕ = ukζ
p as test function in the weak formulation of (1.6)–(1.7),
since uk is a sub-solution, modulus a Steklov average, we obtain∫∫
Q2
ζpuk∂tuk dxdt+
∫∫
Q2
A(x, t, u,Duk) ·D(ζ
puk) dxdt ≤ 0,∫∫
Q2
ζpuk∂tuk dxdt+
∫∫
Q2
ζpA(x, t, u,Duk) ·Duk dxdt
+ p
∫∫
Q2
ζp−1ukA(x, t, u,Duk) ·Dζ dxdt ≤ 0,∫∫
Q2
ζpuk∂tuk dxdt+ Co
∫∫
Q2
ζp|Duk|
p dxdt
≤ pC1
∫∫
Q2
ζp−1uk|Duk|
p−1|Dζ| dxdt.
If we take into account that v = µ−uk, (i.e. uk = µ−v), the previous inequality
can be rewritten as∫∫
Q2
ζp(µ− v)∂t(µ− v) dxdt + Co
∫∫
Q2
ζp|Dv|p dxdt
≤ pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt,
which yields∫∫
Q2
ζp(µ− v)∂t(µ− v) dxdt + Co
∫∫
Q2
|D(ζv)|p dxdt
≤ pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt+ Co
∫∫
Q2
vp|Dζ|p dxdt,
and also
−
∫∫
Q2
ζp(µ− v)∂tv dxdt+ Co
∫∫
Q2
|D(ζv)|p dxdt
≤ pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt+ Co
∫∫
Q2
vp|Dζ|p dxdt,
which we rewrite as∫∫
Q2
ζpv∂tv dxdt+ Co
∫∫
Q2
|D(ζv)|p dxdt
≤ pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt + Co
∫∫
Q2
vp|Dζ|p dxdt
+ µ
∫∫
Q2
ζp∂tv dxdt.
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Therefore,
1
2
∫∫
Q2
ζp∂tv
2 dxdt+ Co
∫∫
Q2
|D(ζv)|p dxdt
≤ pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt + Co
∫∫
Q2
vp|Dζ|p dxdt
+ µ
∫
K 3
2
ρ
ζpv
∣∣∣0
−θρp
dx+ pµ
∫∫
Q2
ζp−1|∂tζ|v dxdt,
where the third term on the right-hand side can be discarded, since it vanishes.
Moreover,
1
2
∫
K 3
2
ρ
ζpv2
∣∣∣0
−θρp
dx + Co
∫∫
Q2
|D(ζv)|p dxdt
≤ pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt + Co
∫∫
Q2
vp|Dζ|p dxdt
+ pµ
∫∫
Q2
ζp−1|∂tζ|v dxdt +
p
2
∫∫
Q2
ζp−1v2|∂tζ| dxdt,
where the first term on the left-hand vanishes as well. Hence, writing v2 =
v(µ− uk), and discarding the resulting negative term,
Co
∫∫
Q2
|D(ζv)|p dxdt ≤ pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt
+ Co
∫∫
Q2
vp|Dζ|p dxdt+
3
2
pµ
∫∫
Q2
ζp−1|∂tζ|v dxdt,
and also
Co
∫∫
Q2
|D(ζv)|p dxdt ≤ pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt
+
2pCo
ρp
µ
∫∫
Q2
vp−1 dxdt+ 6pµ

 sup
−θρp<t<0
∫
K 3
2
ρ
v(x, t) dx

 .
Let us concentrate on the second term on the right-hand side. By the Ho¨lder
inequality we have
2pCo
ρp
µ
∫∫
Q2
vp−1 dxdt ≤
2pCo
ρp
µ

 sup
−θρp<t<0
∫
K 3
2
ρ
vp−1(x, t) dx

 θρp
≤
2pCo
ρp
µ

 sup
−θρp<t<0
∫
K 3
2
ρ
v(x, t) dx


p−1
|K 3
2ρ
|2−pθρp
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≤ γθµρN

 sup
−θρp<t<0
∫
K 3
2
ρ
v(x, t) dx


p−1
.
Taking into account the expression for θ and Remark 2.1, we obtain
Co
∫∫
Q2
|D(ζv)|p dxdt ≤ pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt
+ γθµρN
[∫
K2ρ
v(x, 0) dx
]p−1
.
Let us finally consider the first term on the right-hand side. By Lemma 2.2 we
have
pC1
∫∫
Q2
ζp−1uk|Dv|
p−1|Dζ| dxdt ≤
2pC1
ρ
µ
∫∫
Q2
|Dv|p−1 dxdt
≤
γ
ρ
µρ

 sup
−θρp<t<0
∫
K 5
4
ρ
v(x, t)dx +
(θρp
ρλ
) 1
2−p


≤ γθµρN
[∫
K2ρ
v(x, 0) dx
]p−1
.
Therefore, we conclude
∫∫
Q2
|D(ζv)|p dxdt ≤ γθµρN
[∫
K2ρ
v(x, 0) dx
]p−1
. (5.4)
Let us consider the function w =
ζv
µ
: it equals 1 on Q1\ET and vanishes on the
topological boundary of Q2. Therefore, by (4.1) and Proposition 4.2∫∫
Q2
|D(ζv)|p dxdt ≥ µpγp(Q1\ET , Q2)
= µp
∫ 0
−θρp
capp(Kρ\E,K 32ρ)
χ
(− 34 θρ
p,− 14 θρ
p)(t)dt
=
1
2
µpθρpcapp(Kρ\E,K 32ρ).
If we substitute back into (5.4)
µpθρpcapp(Kρ\E,K 32ρ) ≤ γθµρ
N
[∫
K2ρ
v(x, 0) dx
]p−1
µp−1
capp(Kρ\E,K 3
2ρ
)
capp(Kρ,K 32ρ)
≤ γ
[∫
K2ρ
v(x, 0) dx
]p−1
.
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If we let
δ(ρ)
def
=
capp(Kρ\E,K 32 ρ)
capp(Kρ,K 32ρ)
,
we have
µ[δ(ρ)]
1
p−1 ≤ γ1
∫
K2ρ
v(x, 0) dx,
and by Proposition 3.1
µ[δ(ρ)]
1
p−1 ≤ γ2 inf
K2ρ×(
3
4 θρ
p,θρp]
v.
6 The Proof of Theorem 1.1
6.1 Preliminaries
Recall the definition of QRo and ωo given in Section 1: since u is locally bounded
in ET , without loss of generality we may assume that ωo ≤ 1, so that
Q˜1 = KRo(xo)× [to − 2c ω
2−p
o R
p
o, to + c ω
2−p
o R
p
o] ⊂ QRo ,
where c ∈ (0, 1) is the same constant as in (3.2). It is apparent that
ω1 = osc
Q˜1∩ET
u ≤ ωo.
Now let
g+1 = sup
Q˜1∩ST
g, g−1 = inf
Q˜1∩ST
g,
µ+1 = sup
Q˜1∩ET
u, µ−1 = inf
Q˜1∩ET
u.
If the two inequalities
µ+1 −
ω1
4
≤ g+1 , µ
−
1 +
ω1
4
≥ g−1
are both true, then subtracting from one another yields
osc
Q˜1∩ET
u ≤ 2 osc
Q˜1∩ST
g,
and there is nothing to prove. Therefore, we can assume that at least one of
the two is violated.
If the former does not hold, namely
µ+1 −
ω1
4
> g+1 ,
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then the level
k1 = µ
+
1 −
ω1
4
is such that Lemma 2.1 applies to uk1 = (u − k1)+, extended as zero outside
Q˜1 ∩ ET . Thus Proposition 2.1, Lemma 2.2, and Lemma 5.1 can be applied.
On the other hand, if the latter does not hold, namely
µ−1 +
ω1
4
< g−1 ,
then analogously the level
h1 = µ
−
1 +
ω1
4
is such that Lemma 2.1 applies to uh1 = (h1 − u)+ extended as zero outside
Q˜1∩ET . As before, Proposition 2.1, Lemma 2.2, and Lemma 5.1 can be applied.
6.2 The First Step
Consider either uk1 or uh1 , and let
µ1 = sup
Q˜1
uk1 or µ1 = sup
Q˜1
uh1 , (6.1)
Q1 = K2r(xo)× [to − cµ
2−p
1 2(2r)
p, to + cµ
2−p
1 (2r)
p], (6.2)
where r is such that 2r = Ro.
6.3 The Induction
We now proceed by induction: we suppose that we have solved the problem up
to step j included, namely that we have built
ri =
Ro
2i
, i = 1, 2, . . . , j,
Q˜i = K2ri(xo)× [to − cµ
2−p
i−1 2(2ri)
p, to + cµ
2−p
i−1 (2ri)
p], i = 2, . . . , j,
µ+i = sup
Q˜i∩ET
u, µ−i = inf
Q˜i∩ET
u, i = 2, . . . , j,
ωi ≥ osc
Q˜i∩ET
u, i = 2, . . . , j,
ki = ki(µ
+
i , ωi), hi = hi(µ
−
i , ωi), i = 2, . . . , j,
µi = sup
Q˜i
uki or µi = sup
Q˜i
uhi , µi ≤ µi−1, i = 2, . . . , j,
Qi = K2ri(xo)× [to − cµ
2−p
i 2(2ri)
p, to + cµ
2−p
i (2ri)
p], i = 2, . . . , j.
(6.3)
If we focus on the last step, by construction, and by the induction assumption,
we have
Q˜j = K2rj (xo)× [to − cµ
2−p
j−12(2rj)
p, to + cµ
2−p
j−1(2rj)
p],
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µ+j = sup
Q˜j∩ET
u, µ−j = inf
Q˜j∩ET
u.
Moreover, at this stage, let
ωj = osc
Q˜j∩ET
u.
If both inequalities
µ+j −
ωj
4
≤ sup
Q˜j∩ST
g and µ−j +
ωj
4
≥ inf
Q˜j∩ST
g
hold true, then subtracting from one another yields
osc
Q˜j∩ET
u = ωj ≤ 2 osc
Q˜j∩ST
g,
and there is nothing to prove. Therefore, we can assume that at least one of
the two is violated. Suppose that
µ+j −
ωj
4
> sup
Q˜j∩ST
g.
Then the level kj = µ
+
j −
ωj
4
is such that Lemma 2.1 applies to ukj = (u−kj)+,
extended as zero outside Q˜j ∩ ET . Therefore Proposition 2.1, Lemmas 2.2 and
5.1 can be used. Finally, let
µj = sup
Q˜j
ukj ≤ µj−1,
Qj = K2rj (xo)× [to − cµ
2−p
j 2(2rj)
p, to + cµ
2−p
j (2rj)
p],
where µj ≤ µj−1 by the induction hypothesis.
Now, we will show how µj+1
def
= sup
Q˜j+1
uk, satisfies
µj+1 ≤ µj ,
and we will also give a quantitative upper bound on µj+1 in terms of µj . For
simplicity, in the sequel, unless otherwise stated, we drop the suffix j, and simply
write r, k, µ, Q˜, and Q.
By construction, Q ⊆ Q˜. Let v : Q → R+ be defined by v = µ − uk. It is
apparent that
sup
Q
v ≤ µ, inf
Q
v ≥ 0.
Since 2p+1 > 3, we have
to − c µ
2−p3rp > to − c µ
2−p2(2r)p.
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Moreover, for any t ≥ to − c µ
2−p3rp, it is not difficult to verify that
t− c
[∫
K2r(xo)
v(x, t) dx
]2−p
rp ≥ to − c µ
2−p2(2r)p. (6.4)
Consider the closed and bounded interval
I
def
= [to − c µ
2−p3rp, to + c µ
2−prp] ⊂ [to − c µ
2−p2(2r)p, to + c µ
2−p(2r)p],
and the function f : I → R defined by
f(t) = t+ c
[∫
K2r(xo)
v(x, t) dx
]2−p
rp.
It is straightforward to check that f ∈ Co(I). Therefore, f attains all the values
of the interval [minI f,maxI f ]. Notice that
min
I
f ≤ to − 2c µ
2−prp,
max
I
f ≥ to + c µ
2−prp,
max
I
f ≤ to + c µ
2−p2rp.
(6.5)
Hence J
def
= [to − 2c µ
2−prp, to + c µ
2−prp] ⊂ [minI f,maxI f ], and we can con-
clude that f attains all values of J .
Moreover, by (6.4), we can apply Lemma 5.1 and conclude that
µ[δ(r)]
1
p−1 ≤ γ1
∫
K2r(xo)
v(x, τ) dx, ∀ τ ∈ [to − c µ
2−p3rp, to + c µ
2−prp],
µ[δ(r)]
1
p−1 ≤ γ2 inf
K2r(xo)
v(x, τ), ∀ τ ∈ [to − c µ
2−p2rp, to + c µ
2−prp]. (6.6)
If we revert to using the suffix j, and we recall that by (6.3) rj+1 =
rj
2 , then
(6.6) yields
µj [δ(rj)]
1
p−1 ≤ γ2[µj − sup
Q˜j+1
ukj ] (6.7)
where
Q˜j+1 = K2rj+1(xo)× [to − c µ
2−p
j 2(2rj+1)
p, to + c µ
2−p
j (2rj+1)
p].
Since
µj+1 = sup
Q˜j+1
uk,
we conclude that
µj+1 ≤
[
1−
1
γ2
[δ(rj)]
1
p−1
]
µj ,
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exactly as we claimed above.
On the other hand, if
µ−j +
ωj
4
< inf
Q˜j∩ST
g,
then the level hj = µ
−
j +
ωj
4
is such that Lemma 2.1 applies to uhj = (hj − u)+
extended as zero outside Q˜j ∩ ET . Therefore Proposition 2.1, Lemmas 2.2 and
5.1 can be used. Finally, let
µj = sup
Q˜j
uhj ≤ µj−1,
Qj = K2rj (xo)× [to − cµ
2−p
j 2(2rj)
p, to + cµ
2−p
j (2rj)
p],
where again µj ≤ µj−1 by the induction hypothesis. Working as before, we
conclude that
µj [δ(rj)]
1
p−1 ≤ γ2[µj − sup
Q˜j+1
uhj ], (6.8)
which yields
µj+1 ≤
[
1−
1
γ2
[δ(rj)]
1
p−1
]
µj .
Notice that, if
µ+j −
ωj
4
> sup
Q˜j∩ST
g,
then by construction
µj = sup
Q˜j
(u− kj)+ =
ωj
4
,
whereas if
µ−j +
ωj
4
< inf
Q˜j∩ST
g,
then by construction
µj = sup
Q˜j
(hj − u)+ =
ωj
4
.
Therefore, as a matter of fact, the nested cylinders we defined are
Q˜j = K2rj (xo)× [to −
c
4
ω
2−p
j−12(2rj)
p, to +
c
4
ω
2−p
j−1 (2rj)
p],
ωj ≤ ωj−1,
Qj = K2rj (xo)× [to −
c
4
ω
2−p
j 2(2rj)
p, to +
c
4
ω
2−p
j (2rj)
p],
and the induction process shows that
ωj+1 = osc
Q˜j+1∩ET
u ≤ ωj.
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The quantitative upper bound given in (6.7) is actually an upper bound on
ωj+1, and reads
(µ+j − kj)[δ(rj)]
1
p−1 ≤ γ2[µ
+
j − kj − (µ
+
j+1 − kj)]
≤ γ2(µ
+
j − µ
+
j+1)
≤ γ2(ωj − osc
Q˜j+1∩ET
u);
an analogous result holds for (6.8). Hence, we get
osc
Q˜j+1∩ET
u ≤
[
1−
1
4γ2
[δ(rj)]
1
p−1
]
ωj .
6.4 The Proof Concluded
If we set
A(rj) =
1
4γ2
[δ(rj)]
1
p−1 ,
and redefine
ωj+1 = max
{
[1−A(rj)]ωj , 2 osc
Q˜j∩ST
g
}
, (6.9)
we can conclude that
osc
Q˜j+1∩ET
u ≤ ωj+1,
and an iteration of the above inequality yields that for a positive integer m
ωm ≤ ωo
m−1∏
j=0
[1−A(rj)] + 2 osc
Q˜o∩ST
g,
≤ ωo
m−1∏
j=0
exp[−A(rj)] + 2 osc
Q˜o∩ST
g
= ωo exp[−
m−1∑
j=0
A(rj)] + 2 osc
Q˜o∩ST
g.
For any y > 0, if s ∈ (y, 2y), then it is easy to check that A(s) ≤ 2
N−p
p−1 A(2y),
and therefore,∫ 2y
y
A(s)
ds
s
≤ 2
N−p
p−1 A(2y)
∫ r
2−mr
A(s)
ds
s
=
m−1∑
j=0
∫ 2−jr
2−(j+1)r
A(s)
ds
s
≤ 2
N−p
p−1
m−1∑
j=0
A(2−jr)
ωm ≤ ωo exp
(
−
1
2
N−p
p−1
∫ r
2−mr
A(s)
ds
s
)
+ 2 osc
Q˜o∩ST
g.
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Now fix ρ ∈ (0, 2r1): since the sequence {
c
4ω
2−p
j−1 (2rj)
p} decreases to 0 and
partitions the interval (0, c4ω
2−p
o (2r1)
p), there must exist a positive integer l
such that
c
4
ω
2−p
l (2rl+1)
p <
c
4
ω2−po ρ
p ≤
c
4
ω
2−p
l−1 (2rl)
p.
Note that from (6.9) we have
ωl ≥ λ
lωo with λ = 1−
1
4γ2
;
then it is straightforward to verify
Qρ(ωo) = Kρ(xo)× [−
c
4
ω2−po 2ρ
p,
c
4
ω2−po ρ
p] ⊂ Q˜l
and
l ≥
p ln
(
ρ
r
)
(2− p) lnλ− p ln 2
.
Thus
osc
Qρ(ωo)∩ET
u ≤ ωo exp
{
−
1
γ
∫ r
r( ρ
r
)α
A(s)
ds
s
}
+ 2 osc
Q˜o∩ST
g,
where
α =
p
(p− 2) lnλln 2 + p
, γ = 2
N−p
p−1 .
Define the function
(0, 1) ∋ ρ→ ω¯(ρ) = exp
{
−
1
γ
∫ 1
ρ
A(s)
ds
s
}
.
In the above oscillation estimate choose
r = [ω¯(ρα)]ν for an arbitrary 0 < ν < 1;
we obtain
osc
Qρ(ωo)∩ET
u ≤ ωo exp
{
−
1
γ
∫ [ω¯(ρα)]ν
ρα[ω¯(ρα)]ν(1−α)
A(s)
ds
s
}
+ 2 osc
Q˜o(ρ)∩ST
g.
where
Q˜o(ρ)
def
=
{
K2r(xo)× [to − cω
2−p
o 2(2r)
p, to + cω
2−p
o (2r)
p]
with r = [ω¯(ρα)]ν .
(6.10)
Let us now focus on the first term of the right-hand side. One estimates∫ [ω¯(ρα)]ν
ρα[ω¯(ρα)]ν(1−α)
A(s)
ds
s
=
∫ 1
ρα[ω¯(ρα)]ν(1−α)
A(s)
ds
s
−
∫ 1
[ω¯(ρα)]ν
A(s)
ds
s
≥ − ln[ω¯(ρα)] + ln[ω¯(ρα)]ν
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≥ ln[ω¯(ρα)]ν−1.
Therefore, we obtain that
exp
{
−
1
γ
∫ [ω¯(ρα)]ν
ρα[ω¯(ρα)]ν(1−α)
A(s)
ds
s
}
≤ exp
{
−
1
γ
ln[ω¯(ρα)]ν−1
}
= [ω¯(ρα)]
1−ν
γ .
Consequently, we conclude that
osc
Qρ(ωo)∩ET
u ≤ ωo exp
{
−
1− ν
γ2
∫ 1
ρα
A(s)
ds
s
}
+ 2 osc
Q˜o(ρ)∩ST
g.
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