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ABSTRACT 
Cryogenic assisted machining has become a very popular method in 
the metal cutting industry, as it enables the cooling of a cutting zone 
for improving surface integrity or/and tool life without 
contaminating the machined part. However, the thermal interaction 
between liquid nitrogen (LN2) and a hot cutting zone remains 
unclear. The main objective of this work is to analyse the thermal 
phenomena occurring at the LN2 jet/workpiece interface. The 
nitrogen liquid/gas phase proportion has a significant influence on 
the heat transfer. To determine the influence of LN2 jet parameters 
on the convective heat transfer coefficient, a model based on the 
projection of an LN2 jet on a workpiece instrumented with 
thermocouples is proposed. The most influential parameters of the 
thermal distribution and heat transfer coefficient are LN2 pressure, 
nozzle diameter, projection angle and the distance between the 
nozzle and the workpiece surface. 
 
1 INTRODUCTION 
The heat generated during machining operations 
is particularly significant when cutting difficult-
to-cut materials such as Ti6Al4V alloy because 
of its poor thermal conductivity [1] and its high 
friction coefficient combined with strong 
adhesion [2]. Thus, tool wear is accelerated, and 
the surface integrity becomes deteriorated. 
  
Venugopal et al. [3] observed tool wear 
reduction when turning a Ti6Al4V alloy under 
the application of LN2. Shokrani et al. [4] 
discovered a 40% reduction in surface roughness 
(Ra) compared to dry turning under cryogenic 
cooling. Although there is clear interest in the 
cryogenic assisted machining [5], the available 
publications reveal many contradictory results, 
such as an increase and decrease of the cutting 
forces and premature tool failure [6]-[7]. The 
reason for the discrepancies in these results can 
be interpreted as a lack of knowledge of the 
physical phenomena associated with cryogenic 
assisted machining. Therefore, it is important to 
study the thermal phenomenon associated with 
the interaction between LN2 fluid and 
components of a cutting system (tools, chips and 
the workpiece). 
Among the LN2 interactions in cryogenic 
assisted machining, the dissipation of heat 
generated during cutting is the main interaction 
as shown by Figure 1 [5]. However, this effect is 
correlated with at least two others: the 
tribological effect at the tool-work material 
interfaces (secondary and third deformation 
zones) and the work material mechanical 
behaviour in the primary deformation zone. 
Regarding tribological aspects, Courbon et al. 
[8] revealed a reduction in the friction coefficient 
when applying LN2 during Inconel 718 turning, 
whereas no reduction was observed for titanium 
alloys. 
 
Figure 1: Heat sources and application of the liquid nitrogen fluid 
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Regarding the work material mechanical 
behaviour, authors consider that LN2 enables one 
to reach the brittle fracture of the chip [9], which 
is said to facilitate chip fragmentation and 
increase cutting tool-life as a consequence. 
This paper focused on the thermal phenomenon 
occurring during the application of a LN2 jet 
when machining Ti6Al4V titanium alloy. More 
precisely, it intends to model the h coefficient 
between a nitrogen fluid (mixture of liquid and 
gas) and a titanium part without any cutting 
process. The aim is to be aware about heat 
transfer phenomena occurring with LN2 
projection on a workpiece. The temperature 
levels and convection coefficients are different 
to those really obtained during machining a 
refractory alloy. Many papers, such as Hong et 
al.’s study [10], have shown the importance of 
the nitrogen delivering strategy on cutting 
performances. The most efficient cooling 
strategies seem to be those where the nitrogen 
fluid is projected on the cutting and rake tool 
faces simultaneously, as shown in Figure 1. 
However, there is no quantitative explanation for 
the physical phenomena responsible for this 
evidence. Two question may arise. First, what is 
the applied LN2 flow rate? Second, which 
liquid/gas ratio was present at the nozzle exit 
during such experiments (liquid/gas ratio)? It is 
well known that higher heat transfer is achieved 
by using a liquid phase when compared to a gas 
phase [11]. Thus, the objective is to keep the 
liquid/gas ratio as high as possible. Without a 
clear and comparable experimental set-up, it is 
impossible to optimize this technical solution or 
to transfer it to any other context. 
To fix this problem, some papers have begun to 
identify the influence of the liquid/gas ratio on 
the heat transfer coefficient [5], [12], [13]. 
However, the identified coefficients exhibit a 
large deviation due to the large influence of the 
work material and test conditions. For instance, a 
value of approximately 5x10
4
 W/m².K was 
reported by Jawahir et al. [14] for cryogenic 
cooling during machining. Pusavec et al. [15] 
proposed a value of 2.5x10
5
 W/m².K, whereas 
Hribersek [13] proposes an h coefficient of 
approximately 1.5x10
4
, which was determined 
by the inverse method based on cutting 
temperature measurement and numerical 
simulations. All of those values were determined 
by using several approaches. The condition of 
LN2 application was not considered and the ratio 
between the liquid and the gas phase was not 
determined. 
Empirical statements on the sensitivity of the 
nitrogen application strategy and the preliminary 
investigation on the h coefficient do not enable a 
clear scientific optimization of the LN2 
application. There is a need for modelling of 
cutting operations under cryogenic assistance in 
order to optimize its thermal effects. This 
numerical simulation requires an accurate 
determination of the h coefficient in the vicinity 
of the cutting zones (Figure 1), i.e., in front of 
the tool edges (pre-cooling), on the rake face, on 
the flank face, etc. Numerical simulation intends 
to solve the balance between heat generated in 
various shear zones and cooling in various 
interfaces (work material and cutting tool). For a 
determined LN2 application, it can improve the 
cutting conditions due to the corresponding h 
coefficient on each interface. However, it is 
necessary to know how the heat transfer 
coefficient will be affected when varying 
nitrogen pulverization conditions (ex: influence 
of the pressure). It requires an accurate model of 
the h coefficient depending on the application 
conditions such as nozzle diameter, pressure, 
distance, projection angle, etc. Based on such a 
model describing the influence of nitrogen 
projection conditions on heat transfer 
coefficients, it becomes possible to optimize the 
application strategy of the nitrogen and the 
corresponding cutting conditions.  
The ideal situation would be to propose a model 
of the entire phenomena occurring from the tank, 
as illustrated in Figure 2, to the work material 
interface. When reaching the nozzle, nitrogen is 
mainly, but not only, in a liquid phase. Then, the 
nitrogen mixture is projected into the air. A large 
variation of the liquid/gas ratio occurs during the 
  
contact with air due to the rapid decrease of 
pressure and the rapid heating. Finally, the 
mixture comes in contact with the titanium plate. 
This area is usually very hot due to heat 
generated by cutting. The large difference of 
temperature between the nitrogen mixture and 
the surface induces boiling phenomena, known 
as the Leidenfrost effect [16], which strongly 
affects the heat transfer between the nitrogen 
mixture and the titanium alloy. It remains a 
scientific challenge to model such phenomena. 
The objective of the present work will mainly 
focus on the modelling of the nitrogen transfer 
between a nozzle and a titanium sample, as 
shown in Figure 2. This numerical model will be 
calibrated using an experimental setup in which 
the titanium plate is instrumented with 
thermocouples. This hybrid experimental-
numerical approach will first enable one to 
determine the 3D distribution of coefficient h 
(W/m².K) on the surface for each nitrogen 
conditions, as illustrated in Figure 3. Then, by 
varying the nitrogen application conditions 
(pressure, nozzle’s diameter, distance, projection 
angle), it will be possible to determine the most 
sensitive parameter and to identify a global heat 
transfer coefficient density distribution model 
depending on nitrogen application conditions.  
 
Figure 2: h coefficient distribution and evolution of the 
liquid/gas ratio 
2 EXPERIMENTAL SETUP AND NUMERICAL 
MODEL  
Figure 3a presents the experimental setup 
designed to measure the temperatures inside a 
Ti6Al4V plate during the projection of the 
nitrogen mixture. In parallel, an inverse 
approach based on numerical simulation in 
StarCCM+ has been developed to determine the 
h coefficient distribution, induced by a fluid 
nitrogen jet (Figure 3b). It also shows the 
experimental and numerical temperatures fit 
from thermocouples TC 1, TC 2 and TC 3. It is 
possible to estimate the parameters of the h 
coefficient distribution (Figure 3c). The 
liquid/gas ratio at the inlet nozzle is the fitting 
parameter to be adjusted.  
 
  
 
Figure 3: Hybrid experimental-modelling approach used to determine the h coefficient
2.1 EXPERIMENTAL SETUP AND PARAMETERS 
Figure 3a presents the experimental setup. A 
nozzle sprays the nitrogen flow onto a titanium 
workpiece (150 x 150 x 30 mm
3
) in which three 
calibrated, K type thermocouples are embedded 
with a 37.5 mm pitch. The hot junction is located 
on the flat bottom hole with a 1 mm controlled 
depth from the surface. The tank used for these 
tests is a 450 L capacity in which the pressure is 
manually controlled from 1.8 to 8 bars. The 
nozzle is moved to the plate centre with an 800 
mm/min constant speed. The levels of the four 
investigated factors are shown in Table 1. 
Factors Level 1 Level 2 
1 P: Pressure (bar) 2 6 
2 α: Projection angle (°) 15 45 
3 D: Distance (mm) 25 50 
4 Ø: Nozzle diameter (mm) 1.5 3 
Table 1: Design Of Experiments (DOE) 
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2.2 NUMERICAL MODEL AND PARAMETERS 
To understand the fluid mechanisms, phase 
proportion and the determination of the h 
coefficient induced by the LN2 projection on a 
Ti6Al4V workpiece, a simulation has been 
developed using StarCCM+ commercial 
software. The main difficulty is the modelling of 
the correct fluid behaviour to reach the 
experimental temperature 1 mm beneath the 
sample/fluid interface considering the physical 
properties of LN2 (Table 2). The cooling rate is 
measured by the thermocouples during the 
experimental test and applied at the same 
thermocouple positions in the numerical model. 
The CFD model is developed using a literature 
review which matches to this case [15]. Ameel et 
al. [17] established an analytical solution for the 
average h coefficient for turbulent flow. It allows 
one to determine coefficients of the K-ε 
turbulence model [18].  
 
 LN2 N2 
Boiling point (°C) -196  
Density (kg/m
3
) 807.3 1.15 
Specific heat (J/kg.K) 2050 1041 
Dynamic viscosity (mPa.s) 0.158 0.178 
Thermal conductivity 
(W/m.K) 
0.1396 0.026 
Table 2: Fluid properties [19] 
Figure 3b shows the numerical model of the 
fluid projection on a plate, composed of three 
main domains: plate, nozzle and environment. 
Boundary conditions are presented. The nozzle 
inlet is considered as a mass flow inlet whereas 
the outflow is a pressure outlet. All the other 
boundaries of the model are assumed to be walls. 
The following assumptions were made: 
 The thermo-dependent properties of the 
materials are homogeneous and isotropic.  
 The heat transfer modes are mainly 
conduction and convection. 
 The heat flux should be a Gaussian-
distributed in order to accelerate 
computation. It can be described as a 
reduced normal law.                 
This model was meshed with two different 
methods. In one case, the plate was meshed with 
470,000 tetrahedral elements. In the other case, 
the environment was meshed with 190,000 
polyhedral elements. The mesh refinement was 
operated near critical regions where a strong 
temperature gradient may occur. The method of 
prism layer mesher was used to increase the 
accuracy between the fluid/wall interactions. In 
this case, the boundary layer was refined to 
capture physical phenomena, which may appear 
between the LN2 and the titanium plate. It is 
mainly concerned with the Leidenfrost effect and 
fluids perturbations. The coefficient h  
 
   
    is 
defined by Equation (1). 
                                  
The resolution of the RANS (Reynolds Average 
Navier-Strokes) equation model [20] and 
Eulerian multiphase equations were used to 
simulate LN2 flow from the nozzle to the 
workpiece [21]. It enables one to represent the 
wall-bounded turbulent flow. The use of 
Reynolds decomposition, applied to solutions of 
the Navier-Stokes equation, may simplify the 
problem by eliminating the fluctuations of short 
periods and amplitudes. The flow is considered 
to be turbulent (Re > 2500). The simulation 
integrates the K-ε turbulence model in which 
transport equations are solved for the turbulent 
kinetic energy K and its dissipation rate ε. These 
constants are empirically derived. The transport 
equations are of the form suggested by Jones and 
Launder [22], with coefficients suggested by 
Launder and Sharma [23]. To comply with the 
liquid/gas nitrogen phase ratio, a VOF (Volume 
of Fluid) model is implemented in this 
simulation. These criteria will be optimized to 
correlate the experimental and numerical cooling 
rate. Fluid properties considered are described in 
Table 3 and model data input is listed in Table 4. 
 
Fluid CMU C1e C2e Ct Σ k Σ e 
LN2 0.09 1.44 1.9 1 1 1.2 
Table 3: Coefficients of the K-ε turbulence model 
 
 
 
 
  
Fluid 
Fluid Inlet Initial temperature 
(°C) 
-200 
Turbulent dissipation rate (m²/s
3
) 0.2 
N2 liquid/gas volume fraction 0.9 
Turbulent viscosity ratio 10 
Work material 
Inlet Initial temperature (°C) 20 
Titanium properties [24] 
Table 4: Model data initial input 
3 RESULTS AND DISCUSSION 
3.1 ANALYSIS OF EXPERIMENTAL RESULTS 
The complete DOE (2
4
 tests) presented in Table 
1 have been conducted numerically and 
experimentally. For each experimental test, the 
evolution of the temperatures measured by the 
three thermocouples have been quantified in the 
form of cooling rate (°C/s). For each curve, the 
slope is a consequence of the intensity of the h 
coefficient distribution. When it is more intense, 
the slope becomes bigger. Then, for each curve, 
the highest value of the slope (i.e., cooling rate) 
has been quantified. 
Each experimental test, indicated in Table 5 and 
Figure 4, was performed three times, and the 
maximal cooling rate average was retained. It 
appears that the cooling rate varies between  
-1.95°C/s and -8.1°C/s.  
# Ø P α D Cooling rate (°C/s) 
1 1,5 2 45 100 -1.95 
2 1,5 2 45 50 -2.03 
3 1,5 2 15 100 -2.16 
4 1,5 2 15 50 -2.54 
5 1,5 6 45 100 -2.86 
6 1,5 6 45 50 -3.02 
7 1,5 6 15 100 -3.26 
8 1,5 6 15 50 -3.8 
9 3 2 45 100 -4.23 
10 3 2 45 50 -4.58 
11 3 2 15 100 -4.87 
12 3 2 15 50 -5.23 
13 3 6 45 100 -6 
14 3 6 45 50 -6.4 
15 3 6 15 100 -7.02 
16 3 6 15 50 -8.1 
Table 5: Measured cooling rate for each test of the DOE 
 
Figure 4: Evolution of the temperature measured by the three thermocouples and quantification of the average temperature 
cooling rate from three tests for each experiment
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3.2 SIMULATION RESULTS AND DETERMINATION OF THE CONVECTIVE HEAT TRANSFER COEFFICIENT 
The cooling rates derived from the experimental 
measurement were introduced into the 
simulation. The phase proportion was adjusted 
iteratively in order to obtain the predicted 
cooling rate and to fit with the experimental rate. 
It matched for a proportion of 90% liquid and 
10% gas for all tests.  Figure 5 presents a steady 
state simulation of the jet with thermal mapping. 
All numerical temperatures are extracted from 
the x longitudinal axe crossing the workpiece 
centre. It compares an example of the measured 
and predicted temperature distribution in the 
Ti6Al4V plate after the LN2 phase optimization.  
 
Figure 5: Comparison between measured and predicted 
temperature distribution in Ti6Al4V workpiece 
When the optimization is completed, a 
difference between the measured and the 
calculated temperatures remains. This is due to 
the uncertainty in the thermocouple properties, 
and due to the numerical assumptions.  
Finally, the distribution of the h coefficient in 
the plate is numerically deduced with StarCCM+ 
software. Figure 6 plots the chart for one similar 
test condition, as shown in Figure 5.  
The Figure 6 represents the 3D plate with a 
maximum value on the centre and a cryogenic 
fluid impact that shows the maximal h 
coefficient. The plate dimensions are 150 mm x 
150 mm. For a mind mapping, the three 
thermocouples experimentally used, are 
illustrated. It appears that the maximum heat 
transfer correspond to the thermocouples TC 2. 
At the plate’s edges, the heat transfer coefficient 
is greater than 0 W/m².C and not more than 200 
W/m².K. This corresponds to the natural 
convection numerically imposed on the 
workpiece. This effect is trifling compared to the 
heat flux imposed by the cryogenic jet. 
 
Figure 6: Surface heat transfer on Ti6Al4V workpiece 
A maximal value of this coefficient is observed 
at the plate’s centre, reaching 15,630 W/m².K. 
This value depends on the thermal difference 
between the fluid and the plate (Equation (1)). 
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All numerical simulations done in correlation 
with the design of experiments (Table 1) have 
been used to obtain the h coefficient.  
The worst parameters in terms of convection 
heat transfer were obtained with: high projection 
angle, high projection distance, and low pressure 
associated with low nozzle diameter.   
Coefficient h varies from 8,825 W/m².°C to 
15,630 W/m².°C, depending on LN2 jet 
parameters. Surface heat flux is influenced by 
boiling phenomena.  
Regarding the 4D contour chart (plotted from a 
multi-linear regression model) presented in 
Figure 7, the nozzle diameter is the dominant 
parameter in response, which is directly 
correlated to the amount of LN2 reaching the 
surface. The three next parameters are linked to 
the capacity to remain in a liquid state, which 
induces a much higher h coefficient [22]. The 
second most important parameter is the pressure. 
This parameter is linked to the contact time 
between the LN2 and the surface, and with a high 
pressure jet, the liquid phase may remain longer 
in the stagnation zone at the interface. In 
contrast, with a weak pressure jet, the stagnation 
zone cannot exist and the liquid is spread out and 
is transformed more rapidly into gas. The third 
important parameter is the projection angle of 
the cryogenic flow. As the projection angle is 
closer to the normal of the plate, the liquid phase 
interacts more rapidly with the work material. 
Finally, the distance is the least important 
parameter. As the distance decreases, the LN2 
has less potential to transfer heat with its 
environment and as a consequence can remain in 
its liquid phase longer. The combination of these 
three parameters seems to be very dependent on 
each other.   
In summary, it is possible to optimize the h 
between the nitrogen jet and the titanium plate 
when choosing a large nozzle diameter, a high 
pressure, a low distance and a jet orientation 
normal to the surface.   
 
 
Figure 7: 4D Response contour of h coefficient (W/m².K) 
 
  
3.3 MODEL FOR PREDICTING THE 
CONVECTIVE HEAT TRANSFER 
COEFFICIENT 
To obtain a simple equation that links the 
design of the experiments to the convective heat 
transfer coefficient, a methodology is suggested. 
The h coefficient deduced from the CFD model 
is plotted as a function of the position on the 
titanium plate, as shown by a blue point in 
Figure 8. These results are fitted with a non-
normalized Gaussian curve with two parameters, 
which is presented by Equation (2) and a black 
curve on the same illustration.  
                   
 
   
   
 
        
The objective of this work is to identify the 
non-normalized Gaussian parameters (  and  ) 
from the experimental factors (        . Two 
equations are established to determine each one 
with all experimental factors. Equations (3) and 
(4) show the type of chosen mathematical model. 
    
 
    
    
 
    
    
 
    
    
 
    
        
    
 
    
    
 
    
    
 
    
    
 
    
           
The reference parameters of the mathematical 
model are named                and      and 
are arbitrary fixed with the respective values of 2 
mm, 4 bars, 50 mm and 30 °. The Generalized 
Reduced Gradient method is used to solve this 
nonlinear constraint to obtain the value of the  , 
β, γ, δ, i, j, k, l exponents and  ,   coefficients. 
All of these coefficients are recapped in Table 6. 
α 
A 23086 
ε 0.521 
β 0.212 
γ 0 
δ 0 
σ 
S 3069 
i 0.521 
j 0.212 
k 0 
l 0 
 
Table 6: Coefficient value of the mathematical model 
With this methodology, the maximum deviation 
with the experimental model is about 10% (test 
#16, Figure 8). A 2D section of the mathematical 
model was performed at 5,000 W/m².K in order 
to easily compare the h value and the repartition. 
The result is a gradient colour circle of each test.
  
 
Figure 8: Mathematical model methodology 
4 CONCLUSION AND OUTLOOK 
This paper presents the influence of LN2 jet 
parameters on the temperature distribution of 
Ti6Al4V plate. It also proposes a methodology 
for determining the surface heat transfer 
coefficient between LN2 and the plate, 
considering a multiphasic flow. It can be 
concluded that the liquid/gas phase proportion 
influences the depth of the cooling layer. The 
aim was to determine whether the cryogenic 
machining supply is sufficiently efficient as a 
cooling fluid. To understand thermal phenomena 
induced by this technology, an experimental and 
a numerical study was conducted to determine 
the h coefficient. The thermal response measured 
by the embedded thermocouples are greatly 
dependent on nozzle diameter, plate projection 
angle and LN2 pressure. To improve thermal 
efficiency, high pressure and nozzle diameter 
may be considered. The experimental study 
shows that the optimization of the initial 
parameters may increase the efficiency of 
cryogenic assistance.  
In a second step, a numerical model was 
developed, and the predicted results were 
compared with those obtained experimentally. 
An inverse method was used to determine the 
convective convection heat flux using 
experimental temperature measurements. Using 
juxtaposition of the numerical and experimental 
curves, the phase ratio is adjusted. According to 
the obtained results, the following conclusions 
can be drawn: 
 The convective heat coefficient highly 
depends on experimental parameters. 
The nozzle diameter is the first 
parameter which influences cryogenic 
efficiency. 
 The value of the surface heat transfer 
between LN2 jet and Ti6Al4V plate can 
reach 15,630 W/m².°C 
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 The numerical model highlights that the 
jet reaching the plate surface is not only 
liquid. Phase transformation occurs and 
may also be modelled. 
 The phase ratio which most fits the 
experimental curves is 90% of LN2 
The outlook of this work is to optimize the LN2 
routing for cryogenic assisted machining to 
deliver the highest percentage of LN2 phase at 
the cutting zone.  
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