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Reaktion der Genomarchitektur auf ionisierende Strahlung: Quan-
titative Analyse mittels neuer Konzepte zur hochauflösenden Loka-
lisationsmikroskopie
Licht- bzw. Fluoreszenzmikroskopie ist zur Analyse der Zellkernstrukturen
ein bewährtes Mittel. Nanometergroße DNA-Strukturen können durch die
beugungsbegrenzte Auﬂösung konventioneller Mikroskope allerdings quantita-
tiv nicht untersucht werden. Dazu müssen Methoden wie die hier verwendete
Lokalisationsmikroskopie genutzt werden, die die optische Unterscheidung
von Fluorophoren mit einem Mindestabstand von ca. 10 nm erlaubt und
Strukturmessungen in solchen Größenordnungen damit ermöglicht.
Im Rahmen dieser Arbeit wurde das ganze Vorgehen von der Zellkultur bis zur
Datenauswertung für Lokalisationsmikroskopie optimiert, um die potentiell
mögliche Präzision dieser Technik voll auszunutzen. Dazu wurden strukturbe-
einﬂussende Schritte bei der Präparation verringert und bei der Auswertung
Filterungs- und Normierungsverfahren zur Angleichung der nicht vermeid-
baren Fluoreszenzunterschiede entwickelt. Für die gemessenen molekularen
Lokalisationsdaten wurden Cluster- und Distanzanalysen zur Erkennung und
Quantiﬁzierung von Strukturen verwendet. Ein gänzlich neuer Ansatz zur
Strukturanalyse basierend auf persistenter Topologie wurden etabliert. Dies
ermöglichte neue wissenschaftliche Perspektiven auf die hier behandelten
strahlenbiophysikalischen Fragestellungen.
Die Untersuchung der Genomarchitektur nach Exposition mit ionisierender
Strahlung zeigte, dass der Anteil an verpacktem Heterochromatin im Zellkern
sich nach Bestrahlung ändert. Es konnte zum ersten Mal lokalisationsmikrosko-
pisch bestätigt werden, dass DNA-Doppelstrangbruch-Reparaturzentren durch
die Nähe zu Heterochromatin strukturell beeinﬂusst werden. Weiterhin konnte
gezeigt werden, dass Alu-DNA-Sequenzen fest, jedoch exkludierend, mit Hete-
rochromatin assoziiert sind und eine genomstrukturierende Wirkung haben.
Der deutlich messbare Einﬂuss von Bestrahlung auf diese DNA-Abschnitte
kann für eine biologische Dosimetrie verwendet werden.
Response of genome architecture to ionizing radiation: quantita-
tive analysis using new concepts for high resolution localisation
microscopy
Light and ﬂuorescence microscopy is a well-established tool for investigating
the structure of the cell nucleus. However, nanometer-sized DNA structures
cannot be quantitatively examined by diﬀraction-limited resolution of conven-
tional microscopes. Localization microscopy as being used here permits the
optical separation of ﬂuorophores with a minimum distance of approximately
10 nm, so that structures of these orders of magnitude can be measured.
To get full beneﬁt of the potentially possible precision the whole procedure from
cell culture to data analysis was optimized for localisation microscopy. For this
purpose, structure-inﬂuencing steps of the preparations were reduced. Filtering
and normalization methods of computing were developed for the adaptation of
the unavoidable ﬂuorescence diﬀerences. Cluster and distance analyses were
used to identify and quantify molecular structures. A completely new approach
to structure analysis based on persistent topology was established. This
has oﬀered new scientiﬁc perspectives concerning the questions of radiation
biophysics.
The study of genome architecture after exposure to ionizing radiation showed
that the amount of densely packed heterochromatin in the nucleus changes.
For the ﬁrst time, it was conﬁrmed by localization microscopy that DNA
double strand break repair centres are structurally inﬂuenced by the proximity
to heterochromatin. Furthermore, it was shown that Alu-DNA sequences are
exclusively associated with heterochromatin and are responsible for genome-
structuring. The measurable eﬀect of radiation on these DNA segments can
be used for biological dosimetry.
Inhaltsverzeichnis
1 Einleitung und Fragestellung 1
2 Grundlagen 5
2.1 Mikroskopie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Geometrische Optik . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Beugung . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.3 Auﬂösungslimit . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.4 Fluoreszenzmikroskopie . . . . . . . . . . . . . . . . . . . 9
2.1.4.1 Fluoreszenz . . . . . . . . . . . . . . . . . . . . 10
2.1.4.2 Weitere Fluoreszenzphänomene -
reversibles Photobleichen . . . . . . . . . . . . 10
2.1.4.3 Konventionelle Fluoreszenzmikroskopie . . . . . 12
2.1.4.4 Hochauﬂösende Mikroskopie . . . . . . . . . . . 14
2.1.5 Lokalisationsmikroskopie . . . . . . . . . . . . . . . . . . 15
2.1.5.1 Funktionsprinzip . . . . . . . . . . . . . . . . . 15
2.1.5.2 Punktlokalisation . . . . . . . . . . . . . . . . . 17
2.2 Biologische Grundlagen . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 Zellkern . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2 Zellzyklus . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.3 Genomstruktur . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.3.1 Verpackung der DNA im Zellkern . . . . . . . . 21
2.2.3.2 Hetero- und Euchromatin . . . . . . . . . . . . 26
2.2.3.3 Chromosomenterritorien . . . . . . . . . . . . . 28
2.2.4 Schäden der DNA . . . . . . . . . . . . . . . . . . . . . . 28
2.2.5 Alu-Sequenz . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 Grundlegende Methoden 33
3.1 Präparationsmethoden . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.1 Zellkultur und Bestrahlung . . . . . . . . . . . . . . . . . 33
3.1.2 Fixierung . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.3 Fluoreszenz-in-situ-Hybridisierung (FISH) . . . . . . . . 36
VII
Inhaltsverzeichnis
3.1.4 Immunoﬂuoreszenz . . . . . . . . . . . . . . . . . . . . . 37
3.1.5 Gegenfärbung und Einbettung . . . . . . . . . . . . . . . 39
3.2 Mikroskopie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.1 Mikroskopaufbau . . . . . . . . . . . . . . . . . . . . . . 41
3.2.2 Aufnahme von Lokalisationsrohdaten . . . . . . . . . . . 43
3.2.3 Positionsbestimmung aus Lokalisationsrohdaten . . . . . 43
3.2.4 Erstellung von Bildern aus Lokalisationsdaten . . . . . . 46
4 Optimierung der Präparationen zur nanoskaligen Chromatinstruk-
turanalyse 51
4.1 Immunoﬂuoreszenz . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Combo-FISH . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Kombination der Protokolle - Postﬁxierung . . . . . . . . . . . . 56
5 Entwicklung einer quantitativen Datenanalyse der Genomarchitektur 59
5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Filterung und Normierung . . . . . . . . . . . . . . . . . . . . . 60
5.3 Clusteranalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 Distanzanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.5 Dichteanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.6 Bewertung der Güte von Daten . . . . . . . . . . . . . . . . . . 70
5.7 Mehrkanalanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.8 Topologische Datenauswertung . . . . . . . . . . . . . . . . . . 74
6 Automatisierte Auswertetoolbox 81
6.1 Chromatinanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2 Chromatinanalyse-Erweiterungen . . . . . . . . . . . . . . . . . 88
6.2.1 Fit-Optimierung . . . . . . . . . . . . . . . . . . . . . . 88
6.2.2 NearestNeighbour(NN)-Analyse . . . . . . . . . . . . . . 90
6.2.3 Dichte-Analyse . . . . . . . . . . . . . . . . . . . . . . . 90
6.3 Overlay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.4 Overlayanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7 Analyse der Chromatinstruktur nach Strahlenexposition 95
7.1 Potential der Lokalisationsmikroskopie . . . . . . . . . . . . . . 95
7.2 Experimente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.2.1 HeLa H2B GFP-Transfektion und Heterochromatin-
Immunoﬂuoreszenz . . . . . . . . . . . . . . . . . . . . . 97
7.2.2 SKBR3 Heterochromatin-Immunoﬂuoreszenz nach Bestrah-
lung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.2.2.1 Synchronisation in Zellphase G2 während und
nach der Bestrahlung . . . . . . . . . . . . . . . 99
7.2.2.2 Synchronisation in Zellphase G2 während der
Bestrahlung . . . . . . . . . . . . . . . . . . . . 99
VIII
Inhaltsverzeichnis
7.2.2.3 Kombination mit γH2AX-Immunoﬂuoreszenz . 101
7.2.2.4 Kombination mit Alu-Combo-FISH . . . . . . . 101
7.3 Lokalisationsmikroskopische Untersuchung . . . . . . . . . . . . 101
7.3.1 Vorbereitung der Daten . . . . . . . . . . . . . . . . . . 101
7.3.1.1 Filterung . . . . . . . . . . . . . . . . . . . . . 101
7.3.1.2 Normierung . . . . . . . . . . . . . . . . . . . . 102
7.3.2 Analyse der H2B-Verteilung . . . . . . . . . . . . . . . . 102
7.3.3 Vergleich der Heterochromatin-Verteilung bei HeLa- und
SKBR3-Zellen . . . . . . . . . . . . . . . . . . . . . . . . 102
7.3.4 Analyse der Heterochromatinverteilung nach Bestrahlung 104
7.3.4.1 Einﬂuss der DNA-Reparatur auf den Heterochro-
matinanteil in der G2-Phase . . . . . . . . . . . 106
7.3.4.2 Einﬂuss der DNA-Reparatur auf den Heterochro-
matinanteil . . . . . . . . . . . . . . . . . . . . 110
7.3.5 DNA-Doppelstrangbrüche . . . . . . . . . . . . . . . . . 112
7.3.5.1 Heterochromatinstruktur um
γH2AX-Reparaturzentren . . . . . . . . . . . . 112
7.3.5.2 Topologische Analyse der Struktur von γH2AX-
Reparaturzentren . . . . . . . . . . . . . . . . . 121
7.3.6 Alu-DNA-Sequenzen nach Bestrahlung . . . . . . . . . . 128
7.3.6.1 Einﬂuss der Bestrahlung auf die Anzahl der Alu-
Sequenzen . . . . . . . . . . . . . . . . . . . . . 128
7.3.6.2 Strukturelle Zusammenhänge von Alu und Hete-
rochromatin . . . . . . . . . . . . . . . . . . . . 131
8 Abschließende Betrachtung 139
8.1 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . 139
8.2 Diskussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140






D.1 Zelllinie SKBR3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 173







Der erwachsene menschliche Körper besteht aus mehr als 1014 Zellen, die einzeln
oder im Verbund zahllose unterschiedliche Aufgaben erledigen, um das Überleben
des Organismus’ und das Fortbestehen der Gattung zu gewährleisten. Letzt-
endlich basiert jede unserer Leistungen auf dem Funktionieren einzelner Zellen.
Hierfür zwingend notwendig ist die Speicherung und Weitergabe von Information,
die den Bauplan des Lebens enthält.
Für die Physik ist das Speichern von Informationen sowohl durch deﬁnierte Ein-
heiten als auch durch strukturierte Anordnung solcher Einheiten ein bekanntes
Konzept. Erwin Schrödinger prägte, noch bevor der Aufbau von Chromosomen
und Zellkernchromatin molekularbiologisch und röntgenkristallographisch be-
kannt war, den Begriﬀ des aperiodischen Kristalls als Träger des Lebens [1]. Heute
wissen wir, dass die Erbinformation in riesigen Biomolekülen gespeichert wird,
die auf komplexe Art im Zellkern strukturiert werden und dessen kleinste Einheit
— in gewisser Weise dessen Einheitskristall, gebildet aus einem kleinen Ausschnitt
des Biomoleküls und einem Proteinkomplex — das Nukleosom ist [2]. Moderne
Mikroskopiemethoden erlauben tiefere Blicke in die Anordnung der Nukleosomen
als jemals zuvor und trotzdem sind zentrale Fragen noch völlig unbeantwortet.
Wie und nach welchen Kriterien die Erbinformation im Zellkern strukturiert wird
und wie diese Struktur auf äußere Einﬂüsse wie ionisierende Strahlung reagiert
— die Frage nach der Genomarchitektur und ihrer Organisation — ist eine dieser
Fragen.
Im Jahr 1873 postulierte Ernst Abbe einen Mindestabstand von etwa 200 nm,
den zwei Objekte beugungsbedingt haben müssen, um per Lichtmikroskopie
noch unterschieden werden zu können [3]. Die Beugungsbegrenzung lässt sich
bei der Fernfeldmikroskopie durch technische Verbesserungen prinzipiell nicht
umgehen. Da Aperturwinkel in ihrer Öﬀnung an das Maximum des technisch
1
Einleitung und Fragestellung
Machbaren gestoßen sind, bleiben noch Verfahren mit mehreren Objektiven
wie 4Pi-Mikroskopie [4] zur beugungsbegrenzten Auslösungsverbesserung, die
allerdings in der praktischen Handhabbarkeit gerade bei biologischen Objekten
schnell an ihre Grenzen stoßen. Trotzdem ist es möglich, Fluoreszenzmoleküle
voneinander zu unterscheiden, die einen beugungsbegrenzten Mindestabstand
unterschreiten. Um von der Beugung unabhängig zu werden, können neben den
Eigenschaften der Optik zusätzlich die der Fluoreszenzfarbstoﬀe berücksichtigt
werden. Zum heutigen Zeitpunkt ist bereits eine beeindruckende Grenze gefallen,
da die Positionen von Fluorophoren mit einer Genauigkeit von einem Nanometer
bestimmt werden konnten [5] und somit der Ångström-Bereich betreten wird.
Der Nobelpreis im Jahr 2014 für hochauﬂösende Fluoreszenzmikroskopie zeigt
die generelle Bedeutung dieser Methoden für die moderne Wissenschaft.
Diese beeindruckenden Technologien hochauﬂösender Fernfeld-Lichtmikroskopie
können ihr Potential bisher nur bedingt in der biophysikalischen Forschung
ausnutzen. Inhomogenitäten der zu untersuchenden Zellen und mit optimalen
optischen Bedingungen inkompatible Präparationsmethoden schränken die Mög-
lichkeiten der hochauﬂösenden Mikroskopieverfahren ein. Vielleicht das zentrale
Problem dieses Bereichs ist der Mangel an Methoden, die hochaufgelösten Mi-
kroskopiedaten für quantitative biophysikalisch interpretierbare Analysen zu
nutzen: Welche Möglichkeiten existieren, um nanometergenau wiedergegebene
biologische Strukturen quantitativ zu analysieren? Wie können diese Methoden
für die Analyse der Genomarchitektur genutzt werden? Welche Fragen können
damit für das biologische System beantwortet werden?
Seit das Wort Chromatin erstmal erwähnt wurde (ca. 1880) [2] ist die Frage
nach der Strukturierung der DNA im Zellkern eine Frage der aktuellen Forschung.
Viele Ideen wurden in den letzten hundert Jahren entwickelt, verworfen und
wiederbelebt, so z.B. die Chromosomenterritorien, die nach aktuellem Stand der
Wissenschaft existieren [6]. Die nukleare Matrix eine Art Gerüst, das für die
Strukturierung der DNA sorgen soll, hingegen wird derzeit als ein überholtes
Konzept angesehen [7]. Ob und wie die DNA in einem 30 nm-Filament angeordnet
ist, ist bis zum heutigen Tag umstritten. Trotz aller Ungewissheiten ist eindeutig
klar, dass die Strukturierung der DNA nicht willkürlich ist und einen erheblichen
Einﬂuss auf die Funktionen des Zellkerns hat. Wie reagiert diese Struktur auf
Schäden der DNA? Wie wird mit Schäden umgegangen, die sich in besonders
dicht verpacktem Chromatin ereignen? Wenn die Strukturierung nicht durch
eine nukleare Matrix geleistet wird, existieren dann Sequenzen der DNA selbst
(z. B. repetitive Elemente), die eine solche Funktion übernehmen?
Im folgenden Kapitel 2 werden die notwendigen theoretischen Grundlagen zur
Mikroskopie, zur Funktion der hochauﬂösenden Lokalisationsmikroskopie sowie
zur Genomstrukturierung vorgestellt. Kapitel 3 widmet sich den grundlegen-
den Fluoreszenzmarkierungverfahren und dem Mikroskopaufbau. In Kapitel 4
werden die für nanoskalige Analysen notwendigen Optimierungen der Fluo-
reszenzmarkierungen vorgestellt. Dazu gehört zuvorderst die Vermeidung von
genomstrukturverändernden Präparationsschritten. Kapitel 5 stellt Algorithmen
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und Methoden, die zur quantitativen Analyse der nanoskaligen Genomarchtitek-
tur verwendet, verbessert und neu entwickelt wurden, vor. Auswertesysteme, wie
Cluster-, Dichte- und Distanzanalysen werden im Hinblick auf ihre Stärken und
Schwächen untersucht. Filterungs- und Normierungsverfahren wurden entwickelt,
um nicht vermeidbare Inhomogenitäten der Fluoreszenz auszugleichen, und ein
gänzlich neuer Ansatz zur Analyse von hochaufgelösten Daten mit Hilfe von
persistenter Topologie wurde etabliert. Kapitel 6 beschreibt eine entwickelte
automatisierte Auswertetoolbox, die Werkzeuge zur Filterung, Normierung, Be-
wertung, Strukturierung und Analyse von Daten zur Verfügung stellt. Kapitel 7
widmet sich den gewonnenen Resultaten zur Analyse der Genomarchitektur
und ihrer Veränderung nach Exposition mit ionisierender Strahlung. Es konnte
gezeigt werden, dass der Anteil an verpacktem Heterochromatin sich nach Be-
strahlung ändert. Die Rolle von Alu-DNA-Abschnitten und Heterochromatin
bei der Genomstrukturierung wurde untersucht. Die lokalisationsmikroskopische
Untersuchung von DNA-Reparaturzentren zeigt neue Ergebnisse im Hinblick
auf das Verhältnis der Reparaturzentren und Heterochromatin. Darüber hin-
aus wird gezeigt, dass die Struktur dieser Reparaturzentren durch die Nähe zu
Heterochromatin verändert wird.
Die im Rahmen dieser Arbeit geleistete Pionierarbeit erweitert die Anwendun-
gen der hochauﬂösenden Lokalisationsmikroskopie für die Strahlenbiophysik. Sie
zeigt aber auch allgemein, welches Potential in der Kombination aus Lokalisati-
onsmikroskopie, optimierter Präparation und quantitativer Analyse für vielfältige






Die Erforschung der Genomarchitektur — des molekularen Aufbaus und der
nanoskaligen Strukturierung der Desoxyribonukleinsäure (DNA, engl. deoxyribo-
nucleic acid) im Zellkern — und ihrer Reaktion auf DNA-Schäden ist ein zentrales
Thema gegenwärtiger strahlenbiophysikalischer Forschung. Mit Hilfe von kon-
ventionellen biologischen Methoden konnten große Fortschritte hinsichtlich der
epigenetischen Fragen und der involvierten Proteine gemacht werden. Methoden
der konventionellen Licht-/Fluoreszenzmikroskopie haben ein umfassendes Bild
über Aufbau und Funktion von Zellen geliefert. Will man jedoch auf die Analyse
von supramolekularen Strukturen von Genomen im Zellkern ganz im Sinne des
Schrödinger’schen aperiodischen Kristalls eingehen, sind Auﬂösungen von ca.
10 nm nötig. Dies ist mit konventioneller Mikroskopie nicht mehr erreichbar.
Dafür sind Nanoskopieverfahren nötig, die das klassische Auﬂösungslimit der
Beugung überwinden. Eine solche Methode, die den Charme besitzt, mittels
etablierter optischer Komponenten und prinzipiell etablierter biologischer Präpa-
rationsverfahren dieses Ziel zu erreichen, ist die Lokalisationsmikroskopie, die
im Folgenden beschrieben werden soll.
2.1.1 Geometrische Optik
Die geometrische Optik betrachtet Strahlbündel elektromagnetischer Wellen
(z. B. Licht) und wie diese durch optische Elemente (z. B. Linsen) auf ihrem Weg
beeinﬂusst werden (siehe dazu Abbildung 2.1). Diese Betrachtung ist aber nur
innerhalb bestimmter Randbedingungen richtig. Wenn die Größe der betrachteten





Abbildung 2.1: Abbildung einer punktförmigen Lichtquelle gemäß der geometri-
schen Optik. Nach diesem Modell wird jede Punktquelle auch wieder als Punkt
auf dem Bild dargestellt. (g: Abstand der Lichtquelle von der Linse. f : Brennweite
der Linse. b: Abstand des Bildes von der Linse).
dann liefert die geometrische Optik keine ausreichenden Beschreibungen der
Phänomene mehr, da Beugung nicht mehr vernachlässigt werden kann [8].
2.1.2 Beugung
Hochauﬂösende Mikroskopie bewegt sich in Größenordnungen, in denen die
geometrische Optik kein ausreichendes Modell mehr darstellt, da die Auﬂösungs-
grenze durch die Beugungseﬀekte begrenzt wird. Zur Vereinfachung wird hier
zunächst das Bild einer Linse, die eine punktförmige Lichtquelle auf einem Schirm
abbildet, betrachtet (siehe Abbildung 2.1).
Nach dem huygens-fresnelschen Prinzip [9] ist jeder Punkt, der von einer
Wellenfront erreicht wird, Ausgangspunkt einer neuen kugelförmigen Elementar-
welle, die miteinander interferieren. Das Bild einer punktförmigen Quelle wäre
somit entgegen der Voraussage der geometrischen Optik kein Punkt, sondern
stellt das Beugungsbild der Linse dar. Für einen einzelnen inﬁnitesimalen Punkt
nennt man die auf dem Schirm dargestellte Abbildung die Punktbildfunktion
(PSF, engl. Point Spread Funktion). Die Intensitätsverteilung des Bildes für eine
punktförmige Quelle abgebildet durch eine Linse kann somit wie folgt dargestellt








in lateraler Richtung mit Ji: Besselfunktion erster Ordnung. λ: Wellenlänge des
Lichtes. f : Brennweite der Linse. NA ≈ n a
f
. r: Abstand vom Zentrum der PSF




















). z: Abstand der Linse zur Bildebene.
Ein System aus Punktquellen wird nicht als Punkte abgebildet, sondern durch
ein System aus PSFs, die sich überlagern und somit ein verschmiertes Bild des
ursprünglichen Systems aus Punktquellen zeigen (siehe dazu auch Abbildung 2.2).
2.1.3 Auﬂösungslimit
In der Mikroskopie versteht man unter Auﬂösung den kleinsten Abstand, den
zwei Strukturen voneinander haben müssen, um noch unterschieden werden zu
können. Neben technischen Einschränkungen der Auﬂösung (z. B. niederquali-
tative Linsen) existiert, wie oben beschrieben, eine Begrenzung der Auﬂösung
durch die Beugung. Wenn zwei PSF sich zu stark überlagern, dann können sie
nicht mehr unterschieden werden. Welchen minimalen Abstand müssen demnach
zwei Punktquellen haben, damit sie noch aufgelöst werden können?
Dies wurde durch Ernst Abbe im Jahre 1873 untersucht [3]. Er beleuchtete
senkrecht Strichgitter und stellte fest, dass das Mikroskopobjektiv neben dem
Hauptmaximum des Beugungsmusters mindestens das erste Nebenmaximum
(siehe dazu auch Abbildung 2.2, da dargestellt für Punktquellen) auﬀangen
muss, damit die beiden Striche noch unterschieden werden können und nicht
als ein Strich dargestellt werden. Demnach ist für die maximale Auﬂösung der
Öﬀnungswinkel des Mikroskopobjektivs bedeutsam, was wiederum aufgrund der
Brechung an den Grenzﬂächen auch vom Brechungsindex des Materials zwischen
Objektiv und Probe abhängig ist (siehe Abbildung 2.3). Abbe hat dazu den
Begriﬀ der numerischen Apertur eingeführt, der deﬁniert ist als:
NA = n · sin(α)
α: halber Öﬀnungswinkel des Objektivs, n: Brechungsindex zwischen Objektiv
und Probe.
Da die PSF außerdem von der Wellenlänge des Lichtes λ abhängig ist, ergibt
sich für den minimalen Abstand D zweier Linien, die noch aufgelöst werden
können:
D = 0, 5 · λ
NA
Für maximale Auﬂösung muss demnach die numerische Apertur entsprechend
groß sein und die Wellenlänge des verwendeten Lichts möglichst klein sein. Fällt

































Abbildung 2.2: Abbildung von zwei punktförmigen Quellen durch eine Linse. Die
linke Spalte zeigt das Bild der Punktqullen, wie es z. B. von einer Kamera
dargestellt werden würde. Wie in Abschnitt 2.1.2 beschrieben, ist das Bild kein
Punkt, sondern die in Gleichung (2.1) beschriebene PSF. Die rechte Spalte zeigt
die Intensitätsverteilung entlang der eingezeichneten gelben Linie. In Blau und
Grün werden die beiden PSFs der Punktquellen dargestellt. In Rot ist zur besseren
Übersichtlichkeit das erste Minimum der linken PSF markiert. Die schwarze
Linie stellt die Summe der beiden PSFs dar und somit das beim Betrachter
entstehende Bild. A: Abstand der Punktquellen ist deutlich größer als der kleinste
noch auﬂösbare Abstand. B: Abstand der beiden Punktquellen entspricht genau
dem Rayleigh-Kriterium (siehe Abschnitt 2.1.3). Die PSFs überlagern sich, aber
das Maximum der PSF des einen Punktes liegt im ersten Minimum des zweiten
Punktes und somit sind die beiden PSFs noch unterscheidbar. C: Der Abstand
der beiden Punktquellen ist kleiner als der durch das Rayleigh-Kriterium als
Mindestabstand vorgegebene Abstand, die PSFs überlagern sich so stark, dass








mit Ölimmersion ohne Ölimmersion
Abbildung 2.3: Darstellung eines Objekträgers mit Mikroskopobjektiv. Die linke
Seite zeigt die Wirkung von Ölimmersion und zeigt, dass durch Angleichung des
Brechungsindex zwischen Objektiv und Deckglas Brechung verhindert werden
kann und somit Photonen eingefangen werden können, die sonst am Objektiv
vorbeigebrochen worden wären.
die entsprechenden Linien nicht mehr aufgelöst bzw. unterschieden werden.
Abbe betrachtete Linienmuster, die durch eine Lichtquelle angestrahlt wurden.
Moderne Fluoreszenzmikroskopie aber verwendet selbstleuchtende Fluorophore,
sodass sich die Gesetzmäßigkeiten ändern. Diese werden durch das Rayleigh-
Kriterium beschrieben. Dieses besagt, dass zwei Punkte dann noch auﬂösbar
sind, wenn das Maximum des einen Punktes im ersten Minimum des anderen
Punktes liegt (siehe Abbildung 2.2). Dabei muss beachtet werden, dass es sich
dabei um Konvention handelt und nicht um ein absolutes Kriterium. Es ergibt
sich für den Mindestabstand:
D = 0, 61 · λ
NA
2.1.4 Fluoreszenzmikroskopie
Bei ursprünglichen Mikroskopieverfahren wurde die Probe beleuchtet und das
durchgelassene bzw. reﬂektierte Licht wurde aufgefangen. Fluoreszenzmikro-
skopie basiert auf der Verwendung von Farbstoﬀen, die nach Anregung selbst
leuchten. Spezielle molekularbiologische Verfahren erlauben es, die Farbstoﬀe an
speziﬁsche Orte in biologischen Strukturen zu bringen (z. B. Immunoﬂuoreszenz-
und Fluoreszenz-in-situ-Hybridisierung, siehe Abschnitt 3.1.3 und 3.1.4). Da die
mit Fluoreszenzfarbstoﬀen markierten Strukturen dadurch selbst leuchten, stellt
die Fluoreszenzmikroskopie eine erhebliche Weiterentwicklung dar, ohne die die
moderne biologische Forschung und medizinische Diagnostik nicht vorstellbar
wäre. Einerseits kann dies ausgenutzt werden, um zu Überprüfen, ob ein gesuch-
tes Objekt sich überhaupt im Präparat beﬁndet, und andererseits ermöglicht der
Einsatz von Fluoreszenzfarbstoﬀen eine erhebliche Kontraststeigerung bei quanti-
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tativen Analysen, da alle nicht markierten Objekte vollständig separiert werden
können. Durch den Einsatz von Filtern und somit der Abbildung von Licht
nur bestimmter Wellenlängen, können markierte Objekte speziﬁsch voneinander
diﬀerenziert werden, deren Unterscheidung sonst nicht möglich wäre.
2.1.4.1 Fluoreszenz
Fluoreszierende Moleküle können durch Absorption eines Photons der passen-
den Wellenlänge in einen angeregten Zustand überführt werden. Aus diesem
angeregten Zustand kehren die Moleküle in der Regel durch Emission eines
Photons wieder in den Ausgangszustand zurück. Dem Jablonski-Termschema
(Abbildung 2.4) kann der Vorgang detailliert entnommen werden. Durch Ab-
sorption eines Photons geht das Molekül in einen angeregten Zustand (S1) über
(siehe Abbildung 2.4 A). Die angeregten Moleküle verteilen sich mit einer ge-
wissen Wahrscheinlichkeit auf die unterschiedlichen vibronischen Zustände des
angeregten Zustandes (S1) und gehen in nicht strahlenden Übergängen in den
tiefsten vibronischen Zustand des angeregten Zustandes (S1) über. Von dort
kommt es zum strahlenden Übergang in den Grundzustand (S0) (siehe Abbil-
dung 2.4 B), meist in einen vibronisch höher gelegenen Zustand, wobei es erneut
zu nicht strahlenden Übergängen in den vibronisch niedrigsten Zustand kommt.
Die vibronischen Übergänge führen dazu, dass die emittierten Photonen weniger
energiereich sind (d. h. eine größere Wellenlänge haben) als die Absorbierten.
Diese Veränderung der Wellenlänge wird als Stokes-Shift bezeichnet und erlaubt
die Unterscheidung von Anregungs- und Emissionsphotonen. Durch Einsatz von
Filtern kann daher erreicht werden, dass nur das Emissionslicht abgebildet wird
(siehe dazu auch Abbildung 2.5).
2.1.4.2 Weitere Fluoreszenzphänomene - reversibles Photobleichen
Neben den oben beschriebenen Übergängen, die sehr schnell ablaufen (ca. 10−15 s
für die Absorption und 10−9 s für die Emission) sind auch langlebigere Zustände
möglich [11]. Dies kann u. a. beim Intersystem Crossing (ISC) vorkommen,
bei dem ein elektronischer Anregungszustand in einen anderen mit anderer
Multiplizität strahlungslos übergeht [12, 13]. Z. B. kann der kurzlebige S1-
Zustand in den langlebigeren T1-Zustand (ca. 10−3 s) übergehen, der seinerseits
strahlungslos in den S0-Grundzustand übergeht (siehe Abbildung 2.4 D). Dies
ist ein bei vielen Fluorophoren beobachtetes Phänomen und führt zu einem
Eﬀekt, der sich reversibles Photobleichen nennt, da die Fluorophore nur für einen
kurzen Zeitraum in einen Dunkelzustand übergehen. Die Lebensdauer dieses
Dunkelzustandes ist allerdings zu kurz, um das sogenannte „Blinkverhalten“ der
Fluorophore zu erklären. [14, 15, 16, 17, 18]. Wie diese weiteren Dunkelzustände
(siehe Abbildung 2.4 D1) zustande kommen, ist bisher nicht für alle Fluorophore
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Anregung strahlend nicht strahlend
E
Abbildung 2.4: Jablonski-Diagramm eines Fluorophores. Die Absorption eines Pho-
tons und der Übergang vom Zustand S0 zum Zustand S1 (A) mit anschließender
Rückkehr in den S0-Zustand unter Aussendung eines Photons (B) sind die
Übergänge mit der größten Wahrscheinlichkeit. In einem Bruchteil der Fälle
kann es zum sogenannten Intersystemcrossing kommen und zu einem nicht-
strahlenden Übergang vom S1-Zustand in den T1-Zustand (C). Von dort ist
die nicht-strahlende Rückkehr in den S0-Zustand (D) möglich. Unter speziellen
Bedingungen kann der hier als D1 bezeichnete Zustand erreicht werden (E). Die-
se langlebigen Zustände haben bei den einzelnen Fluorophoren unerschiedliche
Ursachen und treten unter unterschiedlichen Bedingungen auf.
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In [18] wird beschrieben, dass die längerlebigen Dunkelzustände aus der Ent-
stehung geladener Radikale resultieren. Dies konnte gezeigt werden, indem den
Fluorophoren Reduktionsmittel, Oxidationsmittel und Mittel, die Reduktions-
und Oxidationsmittel (ROXS-Mittel) gleichermaßen sind, zugegeben wurden.
Die ersten beiden Versuche zeigten Blinkverhalten, wobei aufgrund der Zeitkon-
stanten des Blinkens der Übergang über den T1-Zustand nicht als Erklärung
ausreichte. Beim dritten Experiment war kein Blinken zu beobachten, da die ge-
ladenen Radikalen, auf denen die langlebigeren Zustände basieren, sofort wieder
oxidiert oder reduziert wurden, anschließend in den Grundzustand S0 übergingen
und damit wieder für eine Anregung in den Zustand S1 zur Verfügung standen.
Von diesem können sie dann strahlend in den S0 Zustand übergehen. Durch
Anwesenheit des ROXS-Mittels können die Radikale nicht lang genug existieren,
um für ein reversibles Photobleichen der nötigen Dauer zur Verfügung zu stehen.
Es kann daher auch kein Blinken beobachtet werden. Dieser Mechanismus könnte
eine Reihe von langlebigeren Zuständen erklären.
In [20] werden die langlebigen Dunkelzustände des grün ﬂuoreszierenden Pro-
teins (GFP, engl. Green ﬂuorescent protein) beschrieben. Diese entstehen durch
den Wechsel eines Teil des Protein von der cis- in die trans-Anordnung. Dieser
Ansatz lässt sich auf viele weitere Fluoreszenzproteine übertragen, wobei aller-
dings noch nicht völlig verstanden ist, welche Anordnungen zu einem „reversibel
gebleichten“ Zustand führen können.
2.1.4.3 Konventionelle Fluoreszenzmikroskopie
Bei der konventionellen Fluoreszenzmikroskopie wird der Stokes-Shift verwen-
det, um das emittierte Licht vom Anregungslicht zu unterscheiden (siehe dazu
Abbildung 2.5). Im einfachsten Fall wird die gesamte Probe mit Licht der ent-
sprechenden Wellenlänge beleuchtet, wobei alle Fluorophore innerhalb der Probe
angeregt werden. Gemäß den genannten Auﬂösungskriterien (siehe dazu Ab-
schnitt 2.1.3) ist eine Erhöhung der Auﬂösung durch Erhöhung der numerischen
Apertur oder Verringerung der Wellenlänge möglich. Die Verwendung von belie-
big kurzwelligem Licht ist aufgrund technischer Einschränkungen nicht möglich.
Ultraviolettes Licht (Wellenlänge kleiner als 400 nm) wird von Glas absorbiert,
das für die Herstellung von Objektiven verwendet wird, bedarf daher spezieller
Linsen. Für noch niedrigere Wellenlängen (bis hin zu Röntgen) nimmt die Pro-
blematik der Linsen weiter zu, da für Sammellinsen in diesem Frequenzbereich
bisher keine geeigneten Materialien verfügbar sind. Es werden daher sogenannte
Zonenplatten verwendet, die anstatt auf Brechung, auf Beugung und Interferenz
basieren.
Noch deutlich kürzere Wellenlängen können mit Elektronenmikroskopen er-
reicht werden. Allerdings sind für die Elektronenmikroskopie komplizierte und
invasive Präparationsmethoden nötig. Z. B. sind als Farbstoﬀe nur Metalle ge-
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Abbildung 2.5: Anregungs- und Emissionsspektrum von zwei häuﬁg eingesetzten
Fluorophoren (Alexa 488 und Alexa 568). Die Emissionswellenlänge ist jeweils
um einige Nanometer rotverschoben verglichen mit der Anregungswellenlänge
(Stokeshift). Mit Hilfe von Filtern kann einerseits das Anregungs- vom Emissions-
licht unterschieden werden, aber andererseits kann auch zwischen der Emission
unterschiedlicher Fluorophore unterschieden werden. (Abbildung aus [21]).
Durch Verringerung der Wellenlänge lässt sich also der gewünschte Eﬀekt der
Auﬂösungsverbesserung nicht erreichen und außerdem bietet Lichtmikroskopie
neben einer Sichtkontrolle durch den Experimentator den Vorteil etablierter
Verfahren, sodass eine Vielzahl von Sonden zur Markierung zahlreicher un-
terschiedlicher Strukturen verfügbar sind. Des Weiteren ist der Einﬂuss der
Präparationsmethoden auf die zu untersuchenden Strukturen im Vergleich mit
den anderen Techniken minimal.
Eine Erhöhung der numerischen Apertur kann durch spezielle Objektive und
Immersionsöle erreicht werden. Bei diesen Objektiven wird der Leerraum zwi-
schen Objektiv und Deckglas durch Öl gefüllt (siehe dazu auch Abbildung 2.3).
Wenn der Brechungsindex des Objektivs, des Öls und des Deckglases überein-
stimmen, kann Brechung verhindert werden und somit mehr Licht vom Objektiv
aufgefangen werden. Der Brechungsindex von Luft beträgt ca. 1, während Glas
einen Brechungsindex von ca. 1,5 aufweist. Somit kann durch geeignete Im-
mersionsöle eine Auﬂösungssteigerung von ca. 50% erreicht werden. Medien
mit einem noch höheren Brechungsindex sind zwar bekannt, allerdings müssen
auch entsprechende Objektive, Deckgläser, Objekträger und Einbettmedien zur
Verfügung stehen und selbstverständlich muss auch der Brechungsindex der
Probe dementsprechend sein. Die Lichtmikroskopie mit Ölimmersion und einem
Brechungsindex von ca. 1,5 stellt damit das derzeitige Optimum der Auﬂösung
für konventionelle Mikroskopie und einen guten noch tolerierbaren Kompro-
miss zu den optischen Eigenschaften eines biologischen Präparats dar. Damit
können unter idealen Bedingungen Strukturen unterschieden werden, dessen
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minimaler Abstand 200 nm nicht unterschreitet. Im Folgenden wird mit konven-
tioneller Mikroskopie jene Mikroskopie bezeichnet, die bei diesem Abstand ihre
Auﬂösungsgrenze hat.
2.1.4.4 Hochauﬂösende Mikroskopie
In den letzten Jahren wurden einige Methoden (z. B. Stimulated Emission De-
pletion (STED)-Microscopy [23, 24], Scanning Near-ﬁeld Optical Microscopy
(SNOM) [25], 4Pi-Microscopy [4], Total Internal Reﬂection Fluorescence Micros-
copy (TIRF) [26], Structured Illumination Microscopy(SIM) [27]) entwickelt, die
trotz Auﬂösungsgrenze Strukturen optisch unterscheiden können, deren Abstand
kleiner als 200 nm ist [28]. Diese Verfahren werden als Nanoskopie oder hochauf-
lösende Mikroskopie bezeichnet. Das vielleicht bekannteste Verfahren dieser Art
ist die STED-Mikroskopie. Dabei handelt es sich um ist ein rasterndes Mikro-
skopieverfahren, d. h. nicht die gesamte Probe wird beleuchtet, sondern jeweils
nur kleine Ausschnitte. Ziel ist es, einen möglichst kleinen Bereich zu beleuchten
bzw. Fluoreszenz nur aus einem möglichst kleinen Bereich einzufangen.
STED-Mikroskopie nutzt eine spezielle Eigenschaft von bestimmten Fluoropho-
ren. Wenn Fluorophore mit Licht ihrer Anregungswellenlänge λA beleuchtet wer-
den, dann kommt es zu spontaner Emission (siehe dazu auch Abschnitt 2.1.4.1).
Werden sie aber zusätzlich mit Licht ihrer Emissionswellenlänge λE bestrahlt, so
kann die spontane Emission unterdrückt werden und es kommt zu stimulierter
Emission. Somit ist die Unterdrückung der spontanen Emission in einem be-
stimmten Bereich A einer Probe möglich, indem die gesamte Probe mit Licht
der Wellenlänge λA und zusätzlich der Bereich A mit Licht der Wellenlänge λE
bestrahlt wird.
Wenn nun ein kreisförmiger Bereich der Probe mit einem Laser der Wellenlänge
λA bestrahlt wird und ein zweiter Laser λE mit einer kreisringförmigen Ausleuch-
tung die spontane Emission in diesem Kreisring unterbindet, so kann der Bereich,
in dem noch spontane Emission stattﬁndet, kleiner gemacht werden, als dies
aufgrund der Beugung für die Fokussierung mit Linsen eines Laserstrahls möglich
wäre. Da nur ein sehr kleiner Ausschnitt des Präparats beleuchtet wird, verbessert









I: Intensität. Isat: Intensität bei der die Wahrscheinlichkeit auf spontane Emission
auf 1
e
gefallen ist. (Weitere Angaben zum minimal auﬂösbaren Abstand zweier
Fluorophore siehe Abschnitt 2.1.3).
Die Auﬂösung bei STED liegt bei einigen zehn Nanometern [29] und ist somit
erheblich niedriger als bei konventioneller Mikroskopie. Allerdings bedarf diese
Mikroskopie viel Geschick bei der Modiﬁkation der Optik und funktioniert nur
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mit wenigen Fluoreszenzfarbstoﬀen. Die im folgenden Abschnitt 2.1.5 vorgestellte
Lokalisationsmikroskopie in der Variante Spectral Precision Distance Micros-
copy/Spectral Position Determination Microscopy (SPDM) [30] ist technisch
weniger aufwendig und funktioniert mit zahlreichen Fluoreszenzfarbstoﬀen.
2.1.5 Lokalisationsmikroskopie
Lokalisationsmikroskopie kann die Positionen von einzelnen Fluorophoren mit
einer Genauigkeit von ca. 10 nm bestimmen [31] und eröﬀnet neue Möglichkeiten
der Analyse [32]. Dabei wird nicht die Auﬂösung des Mikroskops verbessert, wohl
aber ergeben sich durch die verschiedenen lokalisationsmikroskopischen Ansätze
Möglichkeiten, die Position des Fluorophores mit erheblich erhöhter Genauigkeit
zu bestimmen, als das Abbe-Limit (ca. 200 nm) vermuten lassen würden.
Abbildung 2.6 zeigt die Vorteile im Vergleich zu konventioneller Mikroskopie.
Um diese Genauigkeit zu erreichen, müssen Fluorophore voneinander separiert
werden, deren PSFs (siehe Abschnitt 2.1.2) sich deutlich überlagern und deren
Positionen bestimmt werden. Eine solche Positionsbestimmung kann deutlich ge-
nauer sein, als die optische Auﬂösung, die das System zulassen würde, wie bereits
in [33] gezeigt. In Abschnitt 2.1.3 wird beschrieben, dass die Separierung von
zwei PSFs, die sich über das erste Nebenmaximum hinaus überlagern, aufgrund
der Beugung nicht möglich ist. Dieses Problem kann nur überwunden werden,
wenn in einem auﬂösungsbeschränkten Bereich stets immer nur ein Fluorophor
ﬂuoreszent ist, dann kann aus der PSF dieses Fluorophores, die sich dann mit
keiner anderen PSF überlagert, die Position des Fluorophors berechnet werden.
Dies kann erreicht werden entweder durch photoschaltbare bzw. photoaktivier-
bare Flourophore oder durch die Ausnutzung von langlebigen Dunkelzuständen,
die bei bestimmten Fluorophoren (siehe dazu auch Abschnitt 2.1.4.2) auftreten.
2.1.5.1 Funktionsprinzip
Es existieren Fluorophore, die zunächst Licht einer bestimmten Wellenlänge λein
benötigen, um „eingeschaltet“ zu werden und erst anschließend durch Licht einer
Wellenlänge λ 6= λein, angeregt werden können [34]. D. h. trotz Bestrahlung
mit der dem Fluorophore entsprechenden Anregungswellenlänge λ bleiben die
Fluorophore dunkel. Durch Zuschalten von Licht der Wellenlänge λein werden
Fluorophore ﬂuoreszent, wobei die Anzahl der pro Zeit „eingeschalteten“ Fluo-
rophore stochastisch ist, aber gleichzeitig mit der Intensität des Lasers λein
korreliert. Bei passender Einstellung des Laser λein sind stets nur eine begrenzte
Anzahl von Fluorophoren ﬂuoreszent und ihr Abstand größer als das Auﬂösungs-
limit. Eine Aufnahme über einen bestimmten Zeitraum ermöglicht dann, die
einzelnen leuchtenden Fluorophore aufzuzeichnen und ihre Postionen aus den
PSFs zu berechnen (siehe dazu auch Abbildung 2.7).
Andere Methoden (z. B. SPDM) verwenden eine Eigenschaft zahlreicher Fluo-
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Abbildung 2.6: Darstellung einer Heterochromatin-Markierung in einem Zellkern
(siehe Abschnitt 2.2). A: Konventionelle Mikroskopie. B: Lokalisationsmikrosko-
pische Aufnahmen mit Gaußﬁlterung. C: Lokalisationsmikroskopische Aufnahme
bei maximal erreichter Auﬂösung.
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Dunkelzustände kann ausgenutzt werden, um die nötige Unterscheidung von
Fluorophoren innerhalb der Auﬂösungsgrenze zu erreichen. Bei der richtigen
Laserintensität (typischerweise einige kW/cm2) können Fluorophore in einen
langlebigen Dunkelzustand übergehen. Da dieser Übergang mit einer gewissen
Wahrscheinlichkeit und diese (bis zu gewissen Grenzen) durch die Laserintensität
steuerbar ist, kann dieser Vorgang ausgenutzt werden, damit in einem auﬂösungs-
beschränkten Bereich stets nur ein Fluorophor ﬂuoreszent ist. Erneut muss das
„Aufblinken“ der Fluorophore über einen bestimmten Zeitraum aufgezeichnet
werden, um anschließend die exakten Positionen der Fluorophore zu bestimmen
(siehe dazu auch Abbildung 2.7). Der oﬀensichtliche Vorteil dieser Methode im
Vergleich zu den schaltbaren Fluorophoren ist, dass nur ein Laser benötigt wird
und in der Regel viele gewöhnlich verwendete Fluorophore mit dieser Methode
funktionieren, sodass viele gängige und funktionierende Präparationen verwendet
werden können. SPDM hat verglichen mit STED (siehe Abschnitt 2.1.4.4) einige
Vorteile, da sie Genauigkeiten im Bereich von 10 nm erreicht, keine speziellen
Fluorophore nötig sind und durch den Einsatz nur eines Lasers der technische
Aufwand für den Betrieb eines solchen Mikroskops begrenzt ist.
2.1.5.2 Punktlokalisation
Die Rohdaten liegen nach der Mikroskopie in Form eines Bilderstapels (siehe
Abbildung 2.7 B) vor. In jedem Bild des Bilderstapels sind nur Punkte sicht-
bar, deren Abstand größer als das Abbe-Limit ist (siehe Abbildung 2.7 C). Die
Aufnahme des Bilderstapels passiert mit Hilfe von Kameras, bei denen jedem
Pixel der Kamera ein bestimmter Teil des Objekts entspricht. Dadurch entspricht
jedem Pixel auch eine bestimmte Größe des Objekts (Pixelgröße), die auf ihm
abgebildet wird. Typische Werte bei Lokalisationsmikroskopen liegen im Bereich
von ca. 80 nm pro Pixel. Jeder einzelne Punkt wird (wie in Abschnitt 2.1.2
beschrieben) nicht als Punkt dargestellt, sondern als PSF, deren Zentrum nun
bestimmt werden kann (siehe Abbildung 2.7 D). Das Zentrum der PSF entspricht
dann der Position des Fluorophores, womit eine viel höhere Präzision erreicht
werden kann, als das ursprüngliche Signal des Mikroskops zulassen würde [36].
Die Genauigkeit der Positionsbestimmung ist auch erheblich kleiner als die Pixel-
größe der Mikroskopkamera. Die Ungenauigkeit der Position des Fluorophores
hängt damit nur noch von der Positionsbestimmungsungenauigkeit ∆x (=ˆ Loka-
lisationsungenauigkeit) ab, die ihrerseits in erheblichem Maß von der Anzahl der
detektierten Photonen abhängt [37](alle folgenden Betrachtungen werden zur







s ist die Standardabweichung der PSF (z. B. angenähert durch eine Gaußfunktion)





Abbildung 2.7: Funktionsprinzip von Lokalisationsmikroskopie. A: Die zu unter-
suchende Probe wird mit den entsprechenden Lasern bestrahlt. B: In festen
Zeitabständen (typsicherweise ≈ 100ms werden Bilder aufgenommen und zu
einem Bilderstapel zusammengefügt. C: Wurden die Einstellungen der Laser
entsprechend der Probe gewählt, dann sind auf jedem Bild des Bilderstapels im
Mittel nur Fluorophore ﬂuoreszent, deren Abstand größer als die Auﬂösungs-
grenze des Mikroskops ist (d. h. die PSFs sind deutlich unterscheidbar, wie in
2.2 A dargestellt). D: Gemäß dem in Abschnitt 2.1.5.2 beschriebenen Verfahren




Hinzu kommen aber weitere Ungenauigkeiten durch die endliche Größe a der
Pixel der Kamera, da zwar gemessen wird, welcher Pixel der Kamera das Photon
aufgenommen hat, aber die Position des Photons innerhalb des Pixels nicht mehr










mit der Pixelgröße a.
Berücksichtigt werden muss auch das Hintergrundrauschen, das aus Photonen
resultiert, die nicht von dem zu untersuchenden Fluorophor stammen. Zur
Berechnung des erwarteten Einﬂuss des Hintergrundrauschen kann vom Kriterium






wobei x die Position des Fluorophores ist, i die Position des Pixels angibt, Ni
die erwartete Anzahl der gemessenen Photonen und yi die tatsächliche Anzahl
Photonen darstellt. σi ist die erwartete Abweichung der Photonenzahl, wobei
gilt:
σ2i = Ni + b
2
mit dem Hintergrundrauschen b.












mit der Ableitung von Ni an der Position des Fluorophors N ′i .
































Die genauen Herleitungen und weitere Betrachtungen zum Einﬂuss der Photo-
nenzahl auf die Lokalisationsungenauigkeit ﬁnden sich in [37]. Eine detaillierte
Beschreibung des verwendeten Computeralgorithmus zur Punkterkennung ﬁndet
sich in Abschnitt 3.2.3.
2.2 Biologische Grundlagen
2.2.1 Zellkern
Die Zelle ist in der Lage Nährstoﬀe aufzunehmen, die darin gebundene Energie
für sich nutzbar zu machen, Abfallprodukte auszuscheiden und sie kann auf
äußere Reize reagieren. Je nach Zelltyp ist es ihr möglich, sich zu bewegen, sich
durch Zellteilung zu vermehren, Gewebe zu bilden usf. Da die Substrukturen der
Zelle allein nicht mehr über diese Fähigkeiten verfügen, wird die Zelle häuﬁg als
die kleinste Einheit alles Lebens bezeichnet. Zellen lassen sich in verschiedene
Klassen einteilen, in die prokaryotischen und eukaryotischen Zellen. Zu den
prokaryotischen zählen z. B. die Bakterien, zu den eukaryotischen die tierischen
Zellen. Der wichtigste Unterschied zwischen diesen beiden Zelltypen ist die
Existenz einen Zellkerns in eukaryotischen Zellen. Die eukaryotischen Zellen
ihrerseits können wiederum in pﬂanzliche, tierische und Pilz-Zellen eingeteilt
werden. Die Zelle ist aufgebaut aus verschiedenen abgegrenzten Strukturen und
Komponenten, den Zellorganellen. Für diese Arbeit, die sich mit der Struktu-
rierung der DNA befasst, ist daher das Organell „Zellkern“ relevant, da dieser
die DNA enthält. Der Zellkern wird durch seine Kernmembran von den anderen
Zellorganellen abgegrenzt.
2.2.2 Zellzyklus
Die meisten eukaryotischen Zellen sind in der Lage, sich zu teilen, um abgestorbe-
ne Zellen zu ersetzen. Dabei muss jeweils die ganze Erbinformation weitergegeben
werden. Die Verdoppelung der Chromosomen ist damit ein zentraler Bestandteil
der Zellteilung und passiert in der Interphase des Zellzyklus, der die untenste-
henden Phasen G1, S und G2 umfasst.
• G0: In dieser Phase beﬁndet sich die Zelle, wenn sie sich nicht teilt und
auch nicht in Vorbereitung einer Zellteilung ist.
• G1: Die Vorbereitung der Zellteilung beginnt mit der G1-Phase. Die Zelle
wächst in dieser Phase und erhöht den Anteil an bestimmten Zellorganellen
und Proteinen
• S: In der S-Phase werden die Chromosomen verdoppelt, sodass bei der




• G2: Nach Abschluss der Verdoppelung der Chromosomen geht die Zelle in
die G2-Phase über und wird in dieser weiter wachsen sowie Proteine für
die anstehende Zellteilung synthetisieren.
• M: In der M-Phase kommt es zur eigentlichen Zellteilung. Die Zellkernmem-
bran wird aufgelöst und die Chromosomen werden auf die zwei neuen Zellen
aufgeteilt. Anschließend beﬁndet sich die Zelle wieder in der G0-Phase
oder der G1-Phase (z.B. bei wachsenden Organen oder Tumoren).
2.2.3 Genomstruktur
Mit der Charakterisierung der Desoxyribonukleinsäure im Jahr 1953 durch Wat-
son und Crick [38] (Nobelpreis im Jahr 1962) endete die Frühphase der Genetik
und die molekulare Genetik begann. Seitdem wurden zahllose Erkenntnisse über
den Zellkern, seinen molekularen Aufbau und seine molekularbiologische Funk-
tion gewonnen. Dagegen steht die Erforschung der Genomarchitektur und wie
diese durch die Zelle gemäß den anstehenden Aufgaben gesteuert wird noch am
Beginn.
2.2.3.1 Verpackung der DNA im Zellkern
Die DNA ist ein in allen Lebewesen vorkommendes Biomolekül, das die Erbinfor-
mationen enthält und in der Regel als Doppelhelix vorliegt (siehe Abbildung 2.8).
Seit der Entdeckung der DNA und ihrer Entschlüsselung ist viel in diesem Be-
reich geforscht worden und über die Organisation von Genen und den Aufbau
der DNA herausgefunden worden. Die Genome konnten kategorisiert werden
(u. a. Eukaryonten-, Prokaryonten-, Virus-Genome). Die Erforschung der DNA-
Verpackung hat die Erstellung von Modellen ermöglicht, wie die DNA-Moleküle
trotz ihrer Länge im Zellkern untergebracht werden können [40]. Die ersten
elektronenmikroskopischen Aufnahmen deuteten an, dass die DNA eine Art Per-
lenkette bildet (siehe Abbildung 2.9), deren Einheiten die Nukleosomen darstellen.
Dabei ist die DNA um Histonoktamere gewickelt, die aus acht Histonproteinen
bestehen. Die zur Bildung notwendigen Histonproteine tragen die Namen H2A,
H2B, H3 und H4, wobei jedes jeweils doppelt zur Bildung eines Histonoktamers
verwendet wird. Der molekulare Aufbau der Histonoktamere kann als fassähnlich
bzeichnet werden. Um diese Proteinkomplexe ist die DNA zweimal gewunden ist
[43] (siehe Abbildung 2.10).
Diese zwei Windungen umfassen 140-150 Basenpaare DNA, zusätzlich wird für
die Verbindung zweier Histonoktamere ein Stück DNA (Linker-DNA) benötigt,
das 20-60 Basenpaare lang ist. Somit werden pro Histonoktamer ca. 160-210
Basenpaare DNA gebunden (siehe Abbildung 2.10). Dieser Komplex wird als
Nukleosom bezeichnet [44]. Für eine möglichst hohe Dichte der Histonoktamere
sorgen die sogenannten Linker-Histone (Abbildung 2.9), wobei bisher noch nicht




Abbildung 2.8: Ausschnittes des DNA-Moleküls. Die Erbinformation ist in Form
von Basenpaaren aus Adenin und Thymin oder Guanin und Cytosin gespeichert.
Diese Basenpaaren sind über kovalente Bindungen mit dem Zucker-Phosphat-
Gerüst verbunden und bilden die DNA-Doppelhelix. In Abschnitt 2.2.3.1 wird






Abbildung 2.9: Darstellung des 10 nm-Filaments. A: Elektronenmikroskopische
Aufnahmen des in unterschiedlichen Dichten auftretenden 10 nm-Filaments.
Dargestellt ist DNA, die um die Histone gewickelt ist. Siehe dazu auch Abbil-
dung 2.10. Die unterschiedlichen Dichten des 10 nm-Filaments werden durch
das Linker-Histon H1 bedingt. B zeigt schematisch die Wirkung des Histon H1






Abbildung 2.10: Nukleosom. A: Darstellung des Histons, das aus den Histonprote-
inen H2A, H2B, H3 und H4 aufgebaut ist. B,C: Darstellung, wie die DNA um
die Histone gewickelt ist und wie viel DNA dabei gebunden wird. Das System
aus Histon und DNA wird als Nukleosom bezeichnet (Abbildungen aus [42]).
Trotz Elektronenmikroskopie konnte bisher nicht eindeutig geklärt werden,
wie die weiteren Verpackungsstufen der DNA aussehen. Angenommen wird,
dass aus der Nukleosom-Kette das sogenannte 30 nm-Chromatinﬁlament gebildet
wird [2] (Abbildung 2.11 zeigt eine elektronenmikroskopische Aufnahme eines
solchen DNA-Stücks). In diesem Filament sind die Nukleosomen strukturierter
und dichter angeordnet. Es existieren verschiedene Modelle, die die Anordnung
des 30 nm-Filaments beschreiben.
Weiter wird angenommen, dass das 30 nm-Filament seinerseits gefaltet, um
die großen DNA Moleküle im Zellkern unterzubringen. Dabei entsteht eine Art
Schleifenanordnung (siehe Abbildung 2.12). Darüber hinaus unterliegt die Nu-
kleosomanordnung ständiger Veränderung. Schäden beispielsweise können durch
Histonvariationen markiert werden, sodass die entsprechenden Reparaturenzyme
diese erkennen können. Da bestimmte Proteine nur mit histonfreier DNA wech-
selwirken können, muss selbst die übergangsweise Auﬂösung der Nukleosome in
bestimmten Teilen der DNA möglich sein.
Weiterhin kann die Chromatinzugänglichkeit durch Modiﬁkationen der Histon-
schwänze [45, 46] variiert werden. Histonschwänze ragen aus dem Histonoktamer
hervor und können durch Anlagerung bestimmter Molekülgruppen modiﬁziert
werden. Diese Modiﬁkationen haben direkten Einﬂuss auf die Dichte der Ver-
packung und können darüber hinaus Ankerpunkt für weitere sich anlagernde
Proteine sein. Gene, die transkribiert werden, tragen stets bestimmte Histon-
modiﬁkationen (u. a. H3 (tri methyl K4)), während andere Modiﬁkationen
(u. a. H3 (tri methyl K9)) die Transkription eindeutig hemmen [47, 48]. Die




Abbildung 2.11: Elektronenmikroskopische Aufnahme eines DNA-Stückes, das als
30 nm-Filament angenommen wird. Dabei handelt es sich nach dem 10 nm-
Filament um die nächsthöhere Verpackungsstufe der DNA. (Abbildung aus
[2]).




der Ladungsverteilung im Molekül und somit verändert sich auch die Aﬃnität
des Histons zur DNA. Darüber hinaus sind die Histonschwänze auch an der Bil-
dung der 30 nm-Filamente beteiligt und somit haben Histonmodiﬁkationen und
die dadurch einhergehenden Ladungsänderungen Einﬂuss auf die Stabilität der
30 nm-Filamente [49]. Es ist somit leicht zu sehen, dass die Histonmodiﬁkationen
weitreichenden Einﬂuss auf die Genomorganisation haben [45] (siehe dazu auch
Abbildung 2.13). Insgesamt scheinen Prozesse, die die Zugänglichkeit der DNA
A B
Abbildung 2.13: Histonschwanzmodiﬁkationen. A: Jedes Histon hat an seinem N-
Terminal einen sogenannten Histonschwanz, der Bindungsstellen für verschiedene
Molekülgruppen hat. Über die Histonschwänze steuert die DNA in erheblichem
Maße ihre Verpackungsdichte. Werden die Aminosäuren, aus denen die Histone
hergestellt sind, von diesem N-Terminal an gezählt, so ergibt sich ein Koordina-
tensystem, mit dem die Histonmodiﬁkationen beschrieben werden können. Z. B.
ist die neunte Aminosäure des Histonschwanz 3 Lysin, welche mit K abgekürzt
wird, und u. a. methyliert werden kann. In dem Koordinatensystem der Histon-
modiﬁkationen würde dies als H3 (mono methyl K9) bezeichnet werden oder
alternativ H3K9me1. B zeigt die Histonschwänze mit den modiﬁzierbaren Ami-
nosäuren und den möglichen Modiﬁkationen (P: phosphoryliert. Me: methyliert.
Ac: acetyliert.) (Abbildung aus [42]).
steuern, zu lokal begrenzten Veränderungen der Struktur der Nukleosomen und
der DNA zu führen [42, 50].
2.2.3.2 Hetero- und Euchromatin
Das Chromatin lässt sich in zwei große Gruppen einteilen: den Teil der DNA, der
nur wenige Gene enthält bzw. aus anderen Gründen nur selten für die Transkri-
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bierung benötigt wird und als Heterochromatin bezeichnet wird [48]. Im Hetero-
chromatin ist die DNA ist maximal kondensiert und liegt als 30 nm-Filament [51]
oder in höheren Verpackungsordnungen vor [52] (siehe Abschnitt 2.2.3.1). Das
Euchromatin hingegen ist deutlich weniger dicht gepackt (als 10 nm-DNA-Strang
vorliegend [51] (siehe Abschnitt 2.2.3.1)) und genreich. Es wird somit regelmäßig
für die Transkribierung benötigt [52, 53]. Teile der DNA im Euchromatin liegen
daher auch histonfrei und einzelsträngig vor. Diese basale Einteilung in dicht und
weniger dicht gepacktes Chromatin spielt für die funktionale Organisation [54]
des Chromatins eine zentrale Rolle, z. B. für die Verhinderung der Transkription
repetitiver Sequenzen und auch die Abgrenzung der einzelnen Chromosomen
zueinander [55, 56].
Heterochromatin kann seinerseits nochmals in konstitutives und fakultatives
Heterochromatin eingeteilt werden. Konstitutives Heterochromatin besteht vor
allem aus repetitiven Sequenzen, deren Transkribierung für die Zelle unnötig ist
bzw. deren Transkribierung der Zelle sogar schaden kann [57]. Durch einen hohen
Verpackungsgrad wird die Erreichbarkeit dieser Chromatinbereiche verhindert
[48]. Wenn bestimmtes Chromatin nur übergangsweise nicht benötigt wird, so
wird es als fakultatives Heterochromatin bezeichnet. Dies kommt z.B. vor, wenn
bestimmte Gene bei einem bestimmten Zelltyp nicht benötigt werden [48].
Darüber hinaus unterliegt die Verpackung der DNA ständigen Wandlungen
und Umstrukturierungen um die Anforderungen der Zelle zu erfüllen, was über
den gezielten Einsatz von regulatorischen Proteinen ermöglicht wird [58]. Euchro-
matin und Heterochromatin können prinzipiell ineinander überführt werden,
wenn dies für bestimmte Vorgänge in der Zelle notwendig ist. Insgesamt muss
auch das dicht gepackte Heterochromatin als als ein dynamisches System ange-
sehen werden, dessen Charakterisierung weit über die Einteilung in aktives und
inaktives Chromatin hinausgeht [54, 59].
In heterochromatischen Teilen werden immer bestimmte Histonmodiﬁkationen
(siehe Abschnitt 2.2.3.1) gefunden. Ein häuﬁg benutzter Indikator für Hete-
rochromatin ist die Histonmodiﬁkation H3 (tri methyl K9) [48, 60, 61]. Dies
besagt, dass der Histonschwanz des Histon 3 (H3) am neunten Lysin (K9) ab
dem N-Terminus des Histons dreifach methyliert (tri methyl) ist (siehe dazu
auch Abbildung 2.13). Bereiche von konstitutivem Heterochromatin tragen stets
die Histonmodiﬁkation H3 (tri methyl K9), wobei sie auch in fakultativem
Heterochromatin angetroﬀen werden kann [48, 62]. Eine Immunfärbung (siehe
Abschnitt 3.1.4) dieser Histonmodiﬁkation wird im Rahmen dieser Arbeit ver-
wendet, um Heterochromatin mit Fluoreszenzmikroskopie sichtbar zu machen,
da diese Histonschwanzmodiﬁkations als speziﬁsch für Heterochromatin gilt [63].
Histonmodiﬁkationen sind häuﬁg Ankerpunkte für bestimmte Proteine, die das
Chromatin und dessen Dichte modiﬁzieren bzw. ihrerseits wiederum Ankerpunkte
für weitere Proteinen sind, die diese Aufgaben übernehmen. Methylierungen am
neunten Lysin des Histon 3 spielt dabei die zentrale Rolle als Ankerpunkt für




Chromosomenterritorien wurden vor ca. 130 Jahren in der Wissenschaft erstmals
erwähnt [64]. Seitdem wurde ihre Existenz immer wieder kritisch hinterfragt
besonders als die ersten Elektronenmikroskopieexperimente (um 1950) sie nicht
bestätigen konnten [65]. Lasermikrobestrahlungsexperimente (um 1970) haben
dann erneut für distinkte Chromosomenterritorien gesprochen [65] und endgültig
bestätigt werden konnten sie schließlich durch Fluoreszenz-in-situ-Hybridisierung
(FISH)-Experimente (um 1980) [66]. Mit Hilfe von FISH, hochauﬂösender Mi-
kroskopie und Methoden wie Hi-C [67] konnte herausgefunden werden, dass die
einzelnen Chromosomenterritorien ihrerseits wieder in transkriptiv aktive und
inaktive Bereiche eingeteilt werden können. Bekannt ist, dass genreiche Regionen
gleichmäßig über die einzelnen Chromosomenterritorien verteilt sind, wobei ein zu
transkribierendes Gen an den Rand des Chromosomenterritoriums bewegt wird.
Die Zugänglichkeit einzelner Gene wird demnach durch seine Position innerhalb
des Kerns und des Chromosomenterritoriums gesteuert [68, 69]. Der Einﬂuss
der Histonschwanzmodiﬁkationen und die Rollen zahlreicher Proteine für die
Architektur der Chromosomenterritorien sind mittlerweile bekannt [6]. Trotzdem
bleiben diese Fragen und z.B. wie die Dynamik der Chromatindichte reguliert
wird, was die Architektur der Territorien bedingt und wie die Interaktion zwi-
schen den Chromosomenterritorien funktioniert zentrale Themen gegenwärtiger
Forschung [6, 65, 70, 71]. Besonders die Frage wie die Organisationsebenen der
unterschiedlichen Größenordnungen im Zellkern zusammenwirken, ist noch völlig
unbeantwortet [6].
2.2.4 Schäden der DNA
Ionisierende Strahlung verursacht Schäden an der DNA, darunter auch Einzel-
strangbrüche und Doppelstrangbrüche (DSB) [72]. Diese sind die Schäden mit
der größtmöglichen Lethalität für die Zelle [51]. Im Prinzip kann ein einziger
unreparierter DSB schon zum Tod der Zelle führen. Zellen verfügen daher über
verschiedene Methoden einen DSB zu reparieren [42]. Besonders interessant ist
die Frage, welche Chromatinstrukturänderungen ein DSB auslösen kann [73].
Die Ursache eines DSBs hat erheblichen Einﬂuss auf seine Struktur. Ein durch
ein DNA-schneidendes Enzym ausgelöster DSB hat saubere Schnittkanten wohin-
gegen ein durch Strahlung ausgelöster DSB ggf. freiliegende einzelsträngige DNA
hat. In Abhängigkeit der Art der Strahlung und ihrer Stärke können in der Nähe
der DSB Einzelstrangbrüche, Schäden an einzelnen Basen oder weitere DSB
auftreten [72], sodass ein Schadenskomplex entsteht, der sich auf die Möglichkeit
der Reparatur auswirken kann. Eukaryontische Zellen verfügen über vier Repa-
raturwege für DSB, die sich in zwei Gruppen unterteilen lassen. Die Schäden
werden entweder durch die Homologe Rekombination (HR) fehlerfrei repariert
oder unter Inkaufnahme von Fehler in der Sequenz durch nicht-homologes End-







Abbildung 2.14: Mögliche Reparaturen von DNA-Doppelstrangbrüchen. HR: Sche-
matisch dargestellt, wie nach einem DSB die Bruchenden vorbereitet werden und
anschließend unter Zuhilfenahme der Chromosomkopie der Doppelstrangbruch
fehlerfrei repariert wird. NHEJ/alt-EJ: An den Bruchstellen werden ggf. Basen-
paare entfernt und anschließend werden die Bruchenden zusammengefügt. Beim
NHEJ werden dabei wenige oder gar keine Basenpaare entfernt. Das alt-EJ hin-
gegen führt meist zu größeren Sequenzfehlern. SSA: Wenn der DSB sich zwischen
zwei repetitiven Sequenzen beﬁndet, dann kann der Bruch unter Löschung des
DNA-Abschnittes zwischen diesen repetitiven Sequenzen und eines repetitiven
Elements wieder zusammengefügt werden.
Die HR ist fehlerfrei, da das Schwesterchromosom verwendet wird, um verlo-
rengegangene Sequenzinformationen zu rekonstruieren. Aus diesem Grund ist
dieser Reparaturweg hauptsächlich in der S- oder G2-Phase des Zellzyklus (siehe
dazu Abschnitt 2.2.2) möglich. Die HR ist verglichen mit den anderen drei Repa-
raturwegen ein aufwendiger und dementsprechend langsam ablaufender Prozess.
In Abbildung 2.14 werden die unterschiedlichen Reparaturvorgänge schematisch
dargestellt. Im Gegensatz dazu gehen bei den anderen drei genannten Methoden
Sequenzinformationen verloren. Beim NHEJ vergleicht die Zelle zunächst die
Überhänge der Einzelstränge, um so zu einer akkuraten Reparatur zu kommen.
Falls so keine Reparatur möglich ist, werden ggf. Basen entfernt und der DSB
wieder verbunden. Dieses Verfahren kann oﬀensichtlich zu Fehlern in der Se-
quenz führen. Allerdings ist es ein sehr schnelles Reparaturverfahren. Darüber
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hinaus kann die Zelle auf ein weiteres fehlerbehaftetes Verknüpfungsverfahren
zurückgreifen. Das alt-EJ ist ein Ausweichverfahren, wenn HR und NHEJ z.B.
aufgrund einer zu großen Zahl von Schäden versagen, und führt meist zu größeren
Sequenzfehlern. Beim SSA können einige hundert Basenpaare verlorengehen und
damit ganze DNA-Segmente. Der DSB muss dazu zwischen zwei repetitiven
Sequenzen liegen. Die Sequenzinformation zwischen diesen beiden repetitiven
Sequenzen wird dabei gelöscht. Bei der Reparatur von DSB besteht neben der
Gefahr von Sequenzfehlern auch das Risiko von Translokationen, besonders wenn
die Zahl der Schäden in einem kleinen Bereich groß ist. Es ist nicht genau er-
forscht, welche Bedingungen herrschen müssen, damit ein bestimmtes Verfahren
verwendet wird. Die Komplexität des DSBs, die Position im Chromatin und der
Zellzyklus haben einen bisher noch nicht verstandenen Einﬂuss auf die Auswahl
des Reparaturweges [74].
Einen besonderen Einﬂuss auf die Reparatur hat der Verpackungsgrad der DNA.
Dabei ist besonders der Fall des dichtgepackten Heterochromatins interessant
(siehe Abschnitt 2.2.3.2), da die DNA für die Reparatur histonfrei vorliegen muss
und außerdem für die Reparaturproteine zugänglich sein muss [51, 73, 75]. Es
konnte gezeigt werden, dass Doppelstrangbrüche im Heterochromatin am Rand
des heterochromatischen Chromatinbereichs repariert werden [76, 77]. Es sind
demnach Umstrukturierungen innerhalb der heterochromatischen Bereiche nötig,
um den Schaden für die Reparatur zugänglich zu machen.
An den verschiedenen Reparaturwegen sind zahlreiche Proteine beteiligt,
allerdings ist für die Aktivierung stets die Phosphorylierung des Histons H2AX zu
γH2AX notwendig. Um DSB bilden sich sogenannten γH2AX-Reparaturzentren
(auch als γH2AX-Foci bezeichnet, da sich dort dichte Ansammlungen von γH2AX
bilden) [78]. γH2AX scheint die notwendige DNA-Änderung auszulösen, sodass
es zur Anlagerung der Reparaturproteine kommen kann [73, 79]. Auch wenn
die genaue Struktur des Nukleosoms (siehe Abschnitt 2.2.3.1), wenn es γH2AX
enthält, noch unbekannt ist, so scheint es für eine Verringerung der Dichte des
umgebenden Chromatins zu sorgen, allerdings könnte auch der Bruch der DNA
selbst schon für eine gewisse Relaxierung sorgen [73]. Bekannt ist außerdem,
dass es nach Bildung eines DSB zu einer Chromatinrelaxierung kommt, die
unabhängig von γH2AX ist [54]. In der Nähe von durch Strahlung ausgelösten
DSB ﬁnden wir ebenso stets Histonmodiﬁkationen (siehe Abschnitt 2.2.3.1),
die für die Relaxierung des Chromatins sorgen [75]. Die Fluoreszenzmarkierung
von γH2AX, um diese Foci sichtbar zu machen, ist ein gängiges und durch die
erhöhte γH2AX-Dichte praktikables Verfahren. Die Anzahl der auftretenden
Foci korreliert zu der Anzahl von DSB [80].
2.2.5 Alu-Sequenz
Alu-Sequenzen sind eine Gruppe repetitiver DNA-Sequenzen, die in Genomen von
Primaten auftauchen [81]. (Die Sequenz wurde 1978 von Catherine M. Houck im
Menschen entdeckt [82] und ist ca. 300 bp lang. Benannt wurde die Alu-Sequenz
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nach dem Restriktionsenzym AluI (aus Arthrobacter luteus), weil es diesen Ab-
schnitt in zwei Teile auftrennt. Es entsteht ein 170 bp- und ein 130 bp-Element.)
Sie gehören zu kurzen verteilten Nukleotidelementen (SINE, engl. Short Inters-
persed Nucleotide Elements). Alu-Sequenzen machen ca. 10% des menschlichen
Genoms aus [83]. Es existiert eine sogenannte Alu-Konsensus-Sequenz [83] und
alle Sequenzen, die dieser ähnlich sind, gelten als zur Alu-Sequenz-Familie zuge-
hörig. Eine genaue Deﬁnition dieser Ähnlichkeit existiert nicht, da verschiedene
Alu-Sub-Familien existieren, die sich während der Evolution geändert haben und
teilweise deutliche Unterschiede zur Konsensus-Sequenz aufweisen [84, 85]. Die
Alu-Sequenzen scheinen das Genom in vielerlei Weise zu beeinﬂussen, u. a. durch
Mutation, Rekombination, Genkonversion und Änderung der Expression, obwohl
ihre genaue biologische Funktion nicht bekannt ist [81, 84, 86, 87, 88, 89, 90].
Sie spielen auch eine mögliche Rolle bei der Aufrechterhaltung der Integri-
tät des Genoms und bei Reparaturprozessen [54]. Ihre Transkribierung scheint
durch Zellstress (wie z. B. Hitze) beeinﬂussbar zu sein [79]. Bekannt ist, dass
Alu-Sequenzen mit genreichen Regionen assoziiert sind [90, 91]. Im Besonderen
schließen sich die Histon-Modiﬁkation H3 (tri methyl K9) (siehe Abschnitt 2.2.3.1
und 2.2.3.2) und Alu-Sequenzen nahezu aus, während Alu-Sequenzen in Berei-
chen mit für Euchromatin typischen Histonmodiﬁkationen (H3 (tri methyl K36),
H3 (tri methyl K4), H3 (di methyl K4), H3 (mono methyl K27)) vermehrt
auftauchen [90].
Die meiste Forschung zu Alu-Sequenzen fokussiert sich auf die Analyse der
Position der Alu-Sequenzen in der DNA-Basensequenz, allerdings ist es ebenso
notwendig die Verteilung und Struktur von Alu-Sequenzen im Zellkern zu unter-
suchen, um ihre Rolle für die Struktur des Chromatins zu verstehen. Bestimmte
Regelmäßigkeiten innerhalb der Basenfolge, die mit Alu-Sequenzen assoziiert sind,
sprechen für eine Art Strukturierung des Genoms durch Alu-Sequenzen [92]. Auch
Experimente deuten auf eine Rolle der Alu-Sequenzen bei der Strukturierung
des Chromatins hin [93]. Alu-Sequenzen scheinen über das ganze Genom verteilt
zu sein und eine Art Netzwerk zu formen, wie z. B. auch das Heterochromatin.
Um dieses Netzwerk und die chromatinstrukturierende Wirkung zu analysieren,
sind moderne hochauﬂösende Mikroskopiemethoden, wie die Lokalisationsmikro-






3.1.1 Zellkultur und Bestrahlung
Für die in dieser Arbeit durchgeführten Experimente war es notwendig, lebende
Zellen in Zellkultur zu halten und diese zu bestrahlen. Da der Gegenstand
dieser Arbeit die Analyse der Genomstruktur ist, waren Zellen notwendig, die
über einen Zellkern verfügen. Außerdem sollten die Zellen an medizinischen
Bestrahlungsquellen bestrahlt werden und mussten dazu im lebenden Zustand
transportiert werden, daher sollten sie möglichst wenig auf äußere Einﬂüsse
reagieren. Zur Zellzyklussynchronisation sollten die Zellen den Zellzyklus schnell
durchlaufen. Diese Bedingungen wurden durch zwei Zelllinien, die bereits in der
Arbeitsgruppe in Verwendung waren, erfüllt. Die verwendeten Zelllinien und die
entsprechenden verwendeten Zellkulturmedien sind untenstehend aufgelistet.
SKBR3
McCoy’s 5A (Modiﬁed) Medium, GlutaMAX Supplement1
+ 100 g/L Penicillin-Streptomycin
+ 10% Fetales Kälberserum
HeLa H2B-GFP
RPMI 1640 Medium2
+ 100 g/L Penicillin-Streptomycin
1Thermo Fisher Scientiﬁc Inc.




+ 10% Fetales Kälberserum
Die Zelllinie SKBR3 ist aus menschlichem Brustkrebs gewonnene und kann kom-
merziell erworben werden3. Weitere Informationen zur Zellline SKBR3 ﬁnden sich
im Anhang D.1 dieser Arbeit. Die Zellen der HeLa H2B-GFP-Zellinie produzieren
mit dem H2B-Protein (siehe Abschnitt 2.2.3.1) das Fluorophor „Grün ﬂuoreszie-
rendes Protein“ (GFP, engl. green ﬂuorescent protein). Somit können die Zellen
ohne weitere Fluoreszenzmarkierung direkt lokalisationsmikroskopisch analysiert
werden und Probleme der Fluoreszenzmarkierung können ausgeschlossen werden.
Die Zelllinie wird unter [94] beschrieben.
Im Rahmen dieser Arbeit wurden die Zellen in der Zellphase G2 (siehe da-
zu auch Abschnitt 2.2.2) synchronisiert. Dies kann durch die Inhibition des
Enzyms Cyclin-abhängige Kinase 1 (CDK1, engl. Cyclin-dependent kinase 1)
[95, 96] erreicht werden. CDK1 sorgt für den Übergang von der G2-Phase
in die M-Phase [97, 98]. Zur Zellzyklussynchronisation wurde dem obenste-
henden Zellkulturmedium ein reversibler CDK1-Inhibitor hinzugefügt, der ei-
ne Synchronisationsrate von ca. 95% erreicht [95]. Spätestens 30min nach
Entfernung des CDK1-Inhibitors können die Zellen den Zellzyklus fortsetzen
[95]. Als reversibler CDK1-Inhibitor wurde (5Z)-5-(6-Quinolinylmethylene)-2-
[(2-thienylmethyl)amino)-4(5H)-thiazolone (Produktname RO 33064) verwendet,
das bei einer Konzentration von 28.5mmol L−1 in Dimethylsulfoxid (DMSO)
gelöst wurde. Die Konzentration im Zellkulturmedium betrug 10 µmol L−1.
Die Zellen wurden in Zellkulturﬂaschen und Multiwell-Platten in einem Brut-
schrank (Temperatur: 37 ◦C, CO2-Anteil: 5%) inkubiert und wachsen in diesen
Behältern auf Oberﬂächen fest. Mit Hilfe des untenstehenden Protokolls können
sie von diesen abgelöst und dann in entsprechenden Zellkulturmedien auf andere
Unterlagen aufgebracht werden, um dort wieder anzuwachsen und sich zu teilen.
Materialien
– Trypsin-EDTA (0.05%) (37 ◦C)
– Deckgläser
– 6well Platten
– Zellkulturmedium (37 ◦C)
Durchführung
1. Zellkulturmedium aus der Zellkulturﬂasche entfernen
2. 0.5ml Trypsin pro 25 cm2 bewachsene Fläche in die Zellkulturﬂasche
geben
3. 5min inkubieren




4. 10ml Zellkulturmedium hinzufügen
5. Die abgelösten und sich in Zellkulturmedium beﬁndlichen Zellen
können nun in entsprechender Menge in neue Zellkulturﬂaschen oder
auf Deckgläser und Objekträger aufgebracht werden.
Für die Vorbereitung der Mikroskoppräparate mussten die Zellen (gemäß oben-
stehendem Protokoll) auf Deckgläsern oder Objekträgern (zum Aufbau eines
Mikroskoppräparats siehe Abbildung 3.4) wachsen und dort eine bestimmte
Dichte erreichen, damit sie für die Mikroskopie nutzbar sind. Dazu werden ca.
20 000 Zellen auf ein Deckglas aufgebracht. Die Zellen beider Zelllinien verdop-
peln sich ca. nach 24 h und erreichen nach zwei Tagen die nötige Dichte auf dem
Objektträger.
Bestrahlt wurden die Zellen mit 6MeV-Photonen (Dosisleitung 3Gy/min) an
einem medizinischen Linearbeschleuniger (ARTISTE LB35). Eine Übersicht der
durchgeführten Bestrahlungsexperimente beﬁndet sich in Abschnitt 7.2.2.
3.1.2 Fixierung
Für die Bearbeitung und Mikroskopierung müssen die lebenden Zellen einem
Prozess unterzogen werden, der sich Fixierung nennt. Dabei werden die Zellen
abgetötet und gleichzeitig ihre 3D-Struktur erhalten. Zu diesem Zweck wurde
hier Formaldehydlösung verwendet, die Proteine durch Methylenbrücken und
Schiﬀ’sche Basen vernetzt.
Materialien






– Formaldehyd-Lösung (4% in 1xPBS + Mg/Ca) (37 ◦C)
– Deckgläser (bewachsen mit Zellen)
– Wärmebad (37 ◦C)
– Rüttler (ermöglicht durch gleichmäßige Bewegung der Proben das
Auswaschen von Reagenzien)





2. 1x in 37 ◦C 1xPBS+Mg/Ca spülen
3. in 4% Formaldehyd in 1xPBS+Mg/Ca für 10min bei (37 ◦C) ﬁxieren
4. 3x 5min in 1xPBS+Mg/Ca waschen
3.1.3 Fluoreszenz-in-situ-Hybridisierung (FISH)
Die Fluoreszenz-in-situ-Hybridisierung (FISH) ist eine Methode, um Chromosome
und einzelne Genregionen sichtbar zu machen [99]. Dazu werden DNA-Stücke mit
Fluoreszenzfarbstoﬀen markiert, die anschließend an dem komplementären Stück
DNA innerhalb der Zelle binden. Erste Versuche mit dieser Technik wurden
bereits vor 30 Jahren durchgeführt [100] und seitdem ist diese Technik stetig
weiter entwickelt worden. Optimierungen der Präparationsprotokolle, kürzere
Sonden usf. [101] haben die FISH zu einem sehr vielseitig einsetzbaren Werkzeug
gemacht.
Hier wird eine durch Hausmann et al. [102] entwickelte Optimerung der FISH
verwendet [103]. Die Combinatorial Oligo Fluoreszenz-in-situ-Hybridisierung
(Combo-FISH) setzt besonders kurze Sonden ein (ein Review zur Technik mit
einer Vielzahl von Anwendungen ﬁndet sich in [104]). Die für FISH verwende-
ten Sonden sind in der Regel mehrere tausend Basenpaare lang und machen
bereits dadurch eine exakte Positionsbestimmung unmöglich [105, 106]. Combo-
FISH-Sonden hingegen sind ca. 20 bp lang und ermöglichen in Kombination mit
Lokalisationsmikroskopie exakte Lokalisation der gewünschten DNA-Sequenz.
Die hier verwendete Alu-Sonde wurde im Rahmen einer Masterarbeit von Aaron
Sievers im Jahr 2014 entwickelt. Wie in Abschnitt 2.2.5 beschrieben, existiert







Allerdings unterscheiden sich die einzelnen Alu-Elemente in ihrer Basenfolge.
Damit die Sonde bindet, muss sie exakt zur Zielbasensequenz passen. Außerdem
müssen Combo-FISH-Sonden eine Länge von ca. 20 bp haben. Per Computersu-
che wurde eine Sonde gefunden, die ca. 400 000 Bindungsstellen in verschiedenen
Alu-Regionen hat und 17 bp lang ist. Abbildung 3.2 zeigt schematisch die Ver-







Abbildung 3.1: Fluoreszenz-in-situ-Hybridisierung (FISH). Die passende FISH-
Sonde kann an die Einzelsträngige DNA binden, sie somit mit Fluoreszenzfarb-
stoﬀen markieren und für die Mikroskopie sichtbar machen.
Es wurde außerdem überprüft, ob es zu Falschbindungen kommt, d. h. ob die
Sonde an Stellen im Genom bindet, wo sich kein Alu-Element beﬁndet. Nach
erfolgter Prüfung wurde die Sonde gemäß den Vorgaben kommerziell6 hergestellt
und dabei mit einem Fluoreszenzfarbstoﬀ am 5’-Ende ausgestattet.
Die bisher verwendeten Markierungsverfahren für Combo-FISH enthielten
Präparationsschritte, die, z. B. durch hohe Temperatur, erheblichen Einﬂuss auf
die Genomarchitektur hatten. Da hier die Genomarchitektur lokalisationsmikro-
skopisch analysiert werden sollte, sollten solche Präparatiosnschritte so weit wie
möglich reduziert werden. Im Rahmen dieser Arbeit konnte ein für die Alu-Sonde
optimiertes Protokoll entwickelt werden, das in Abschnitt 4.2 vorgestellt wird.
3.1.4 Immunoﬂuoreszenz
Immunoﬂuoreszenzmarkierungen sind etablierte Standardverfahren [107], bei
denen Antikörper eingesetzt werden, um bestimmte Bindungsstellen zu mar-
kieren. Die Antikörper können in zahlreichen Varianten kommerziell erworben
werden, z. B. für Reparaturproteine (wie das in Abschnitt 2.2.4 beschriebene
γH2AX) oder Histonschwanzmodiﬁkationen (wie etwa H3 (tri methyl K9)),
siehe dazu auch Abschnitt 2.2.3.2). In der Regel bindet ein primärer Antikör-


































































































































































































































































Abbildung 3.2: Bindungsstellen der Alu-Sonde. Die zu der Alu-Sonde gehörige
Sequenz taucht im ganzen Genom in verschiedenen Dichten auf. Diese Verteilung




der den Fluoreszenzfarbstoﬀ trägt, an dem primären Antikörper (siehe Abbil-
dung 3.3). Ein für die lokalisationsmikroskopische Untersuchung optimiertes
Immunoﬂuoreszenz-Protokoll wurde im Rahmen dieser Arbeit entwickelt und






Abbildung 3.3: Immunoﬂuoreszenz. A: Der Probe wurde der primäre Antikörper
zugegeben, aber dieser ist noch ungebunden. B: Nach Bindung des primären
Antikörpers wird der Probe der sekundäre Antikörper hinzugegeben. C: Der
sekundäre Antikörper hat an dem primären Antikörper gebunden. Das gesuchte
Markierungsziel kann somit per Fluoreszenzmikroskopie analysiert werden.
3.1.5 Gegenfärbung und Einbettung
Nach Durchführung der in den obenstehenden Protokollen beschriebenen Markie-
rungen müssen die Deckgläser, auf denen sich die Zellen beﬁnden, noch mit Hilfe
eines sogenannten Einbettmediums auf einen Objektträger aufgebracht werden
(siehe dazu auch Abbildung 3.4). Das Einbettmedium erfüllt dabei mehrere Auf-
gaben. Es dient als Füllmaterial zwischen Objekträger und Deckglas und sorgt
für eine möglichst ebene Auﬂage. Außerdem sind die chemischen Bedingungen im
Einbettmedium für Fluoreszenz optimiert und verhindern, dass die Fluorophore





Abbildung 3.4: Objekträgeraufbau. Darstellung eines Objekträgers für die Fluo-
reszenzmikroskopie. Bei diesem Beispiel beﬁnden sich die Zellen auf dem Ob-
jektträger. Durch das Einbettmedium und das Deckglas wird die Probe für ein
Mikroskop mit einem Ölimmersionsobjektiv vorbereitet. Die Dicke des Deck-
glases muss auf das entsprechende Objektiv angepasst werden. Hier wurden
Deckgläser der Dicke 0.16 bis 0.19mm verwendet.
Neben der Einbettung wird stets auch eine sogenannte Gegenfärbung durch-
geführt. Meist wird dazu eine 4,6-Diamidin-2-phenylindol (DAPI)-Färbung ver-
wendet. Dieses Färbemittel reichert sich bevorzugt in AT-reiche Regionen der
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DNA an [108]. Es ist ein gängiges Standardverfahren [109] und ermöglicht z. B.,
die Grenzen des Zellkerns genau zu bestimmen. Abschließend wir der Bereich
zwischen Deckglas und Objektträger noch mit Nagellack versiegelt. Folgende
Präparationsschritte sind für eine DAPI-Färbung und Einbettung notwendig:
Materialien






– DAPI-Lösung (100 ng/mL in 1xPBS)
– Objektträger
– ProlongGold (Einbettmedium)
– Deckgläser mit ﬁxierten Zellen
– Paraﬁlm7 (dehnbare Verschlussfolie, aus Paraﬃn-Wachs und Poly-
ethylen)
– Nagellack
– Rüttler (ermöglicht durch gleichmäßige Bewegung der Proben das
Auswaschen von Reagenzien)
Durchführung
1. je Deckglas 100 µL DAPI-Lösung auf aufgespannten Paraﬁlm auftrop-
fen und Deckgläser auﬂegen
2. 5min bei Dunkelheit inkubieren
3. 2x 5min in 1xPBS+Mg/Ca waschen
4. 15 µL ProlongGold auf Objektträger tropfen, das Deckglas blasenfrei
auﬂegen
5. Deckglas mit Nagellack versiegeln
6. Vor der lokalisationsmikroskopischen Analyse das Präparat mindes-
tens 12 h bei 4 ◦C dunkel lagern, da in diesem Zeitraum das ProLong-
Gold ein Polymer bildet. Wird diese Wartezeit nicht eingehalten, kann
es zu Artefakten kommen.


























Abbildung 3.5: Aufbau des verwendeten Lokalisationsmikroskops. Schematisch dar-
gestellt ist der Anregungsstrahlengang in Grün und der Detektionsstrahlengang
in Rot. S: Spiegel, D: Dichroitische Spiegel, L: Linsen, TL: Tubuslinse, AOTF:
akustooptischer abstimmbarer Filter (engl. Acousto-Optical Tunable Filter),
Obj: Objektiv. (Mit freundlicher Genehmigung von Wladimir Schauﬂer).
3.2 Mikroskopie
3.2.1 Mikroskopaufbau
Das verwendete Lokalisationsmikroskop wird von der Light Microscopy Facility
des Deutschen Krebsforschungszentrums Heidelberg betrieben. Abbildung 3.5
zeigt den schematischen Aufbau. Es stehen vier Laser mit den Wellenlängen
405 nm (120mW), 491 nm(200mW), 561 nm(200mW) und 642 nm(140mW) zur
Verfügung.
Der Spiegel S1 (mit für die entsprechende Wellenlänge geeigneter Beschichtung)
und die dichroitischen Spiegel D1, D2 und D3 bringen die vier Laser auf eine ge-
meinsame optische Achse. Dichroitische Spiegel haben für Licht unterschiedlicher
Wellenlänge unterschiedliche Transmissions- und Reﬂexionseigenschaften.
Zur Auswahl der Laserwellenlänge und Einstellung der Intensität wird ein akus-
tooptischer abstimmbarer Filter (AOTF, engl. Acousto-Optical Tunable Filter)
verwendet. Da dieser im Gegensatz zu verstellbaren Filtern keiner mechanischen
Bewegung bedarf, ist der Strahlengang auch beim Wechsel der Wellenlänge und
Veränderung der Intensität sehr stabil. Dies verringert bei Messungen der gleichen
Probe mit unterschiedlichen Lasern die in den aufgenommen Bildern auftretenden
Verschiebungen zwischen den Bildern auf ein Minimum. Ein AOTF erzeugt mit
Hilfe von Piezoelementen und Radiofrequenzen in einem transparenten Kristall
ein optisches Gitter und kann somit die Beugung von eintreﬀendem Licht beein-
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ﬂussen. So ist sowohl die Steuerung der Intensität als auch der durchgelassenen
Wellenlänge möglich.
Die Linsen L1, L2 und L3 weiten den Strahl auf, da das nachfolgende Lin-
sensystem zur Homogenisierung der Strahlintensität (bestehend aus den Linsen
L4, L5, L6 und L7) einen Laserstrahl mit festem Durchmesser benötigt. Die
Homogenisierung ist für Lokalisationsmikroskopie bedeutsam, da das reversible
Fotobleichen (siehe Abschnitt 2.1.4.2) von der Laserintensität abhängig ist und
daher eine homogene Ausleuchtung vorausgesetzt wird.
Diverse Spiegel S dienen der Richtungsänderung des Strahls. Das Objektiv steht
senkrecht auf der „Papierebene“. Durch die Einfokusierlinse L8 und den Spiegel
S5 wird der Strahl durch den dichroitischen Spiegel D4 in das Objektiv gelenkt.
Der Spiegel reﬂektiert Licht der vier Laserwellenlängen, aber ist transparent für
das stokesgeshifte Emissionslicht. Somit sorgt der dichroitische Spiegel D4 hier
auch für die Unterscheidung in Anregungs- und Emissionslicht. Eingesetzt wird
ein 100fach Ölimmersionsobjektiv mit einer Numerischen Apertur von NA=1.46.
Das durch das Objektiv aufgefangene Licht wird erneut durch den dichroitischen
Spiegel D4 geleitet bevor es eine Tubuslinse TL und einen Sperrﬁlter F1 passiert.
Die Tubus-Linse (sowie die zweite Kamera und der dichroitische Spiegel D5)
war in dem verwendeten Aufbau noch nicht vorhanden. Der Sperrﬁlter ist un-
durchlässig für Licht der Anregungswellenlängen und verhindert, dass Streulicht
aus dem Anregungsstrahlengang in den Emissionsstrahlengang gerät. Durch
das Linsensystem L9 und L10 bzw. L9 und L11 und den dichroitischen Filter
D5 gelangt das Licht in die Kamera. Durch das System kann ein Bereich von
40 x 40 µm abgebildet werden.
Da die Genauigkeit der Positionsbestimmung von Fluorophoren erheblich von
der Anzahl der detektierten Photonen abhängt (siehe dazu Abschnitt 3.2.3),
sollten die verwendeten Kameras eine hohe Quantenausbeute haben und Einzel-
aufnahmen mit einer hohen Bildrate erstellen können. Die hier verwendete Elec-
tron Multiplying Charge-Coupled Device-Kamera (EMCCD-Kamera) erreicht
Quantenausbeuten von bis zu 96% und eine Ausleserate bei Einzelaufnahmen
von 10ms. Das Datenblatt der Kamera beﬁndet sich im Anhang D.2.
Die Aufnahme eines Lokalisationsbildes dauert in der Regel mehrere Minuten
(siehe dazu auch Abschnitt 3.2.2). Soll die Aufnahme in mehreren Farbkanälen
aufgenommen werden, verlängert sich diese Aufnahmezeit entsprechend. Es muss
daher garantiert werden, dass der Aufbau und der Strahlengang während der Auf-
nahme stabil sind. Erschütterungen werden durch einen schwingungsgedämpften
Tisch und spezielle Halterungen für alle Mikroskopkomponenten unterbunden.
Zur Vermeidung von Temperaturschwankungen beﬁndet sich das Mikroskop
in einem klimatisierten Raum. Zusätzlich werden alle Komponenten mit einer
Wasserkühlung gekühlt. Das Gerät sollte vor Beginn einer Messung ca. eine
Stunde früher eingeschaltet werden, damit sich das benötigte Temperaturgleich-
gewicht zwischen Umgebungsluft, sich erwärmenden Mikroskopkomponenten
(Spannungsversorgung, Laser usf.) und Wasserkühlung einstellen kann. Auch
sollte der entsprechende Objektträger ins Mikroskop eingelegt werden, sodass
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auch dieser sich mit den restlichen Komponenten im Temperaturgleichgewicht
beﬁndet.
3.2.2 Aufnahme von Lokalisationsrohdaten
Lokalisationsdaten werden aus einem Bilderstapel gewonnen (siehe dazu auch
Abschnitt 2.1.5.2). Neben diesem Bilderstapel wird stets auch eine konventionelle
Mikroskopaufnahme erstellt, um diese später ggf. mit der Lokalisationsaufnah-
me zu vergleichen. In Abhängigkeit der verwendeten Fluoreszenzmarkierung
müssen die Laserintensitäten bei der Aufnahme der konventionellen Aufnahmen
angepasst werden, um einen optimalen Kontrast zu erreichen. Bei Lokalisati-
onsaufnahmen wird stets die maximale Intensität verwendet. Für eine typische
Fluoreszenzmarkierung mit zwei Farbstoﬀen in den Kanälen 491 nm und 561 nm,
sowie einer DAPI-Gegenfärbung (siehe Abschnitt 3.1) soll im Folgenden der
Ablauf einer Lokalisationsaufnahme beschrieben werden.
Zunächst wird ein geeigneter Zellkern unter Benutzung der DAPI-Färbung aus-
gewählt. Diese wird bei 405 nm angeregt. Um ein Ausbleichen der Farbstoﬀe zu
vermeiden, wird dabei die Laserleistung so niedrig wie möglich gehalten (ca. 1 bis
4% der maximal möglichen Laserleistung). Anschließend werden von dem Zellkern
in den gewünschten Kanälen konventionelle Aufnahmen erstellt. Danach folgen
die Lokalisationsaufnahmen, jeweils immer zuerst das niederenergetische Licht.
Für die Lokalisationsaufnahmen wird die maximal mögliche Laserleistung ver-
wendet (491 nm: 2.52 kW/cm2, 561 nm: 4.65 kW/cm2 und 642 nm: 1.69 kW/cm2).
Werden die Laser auf maximale Leistung gestellt, dann nimmt die Fluorszenz
zunächst stark zu bevor der größte Teil der Fluorophore reversibel gebleicht
wird. In diesen ersten Sekunden würde die Kamera kein nutzbares Bild liefern.
Daher wird vor jeder Lokalisationsaufnahme die Probe zunächst bei maximaler
Laserleistung für 3 s bestrahlt bevor die Aufnahme mit der Kamera begonnen
wird. Die Lokalisationsaufnahme besteht dann aus einem Bilderstapel mit der
entsprechenden Anzahl von Bildern. Die entsprechenden Aufnahmen werden, wie
in Tabelle 3.1 aufgeführt, erstellt. In den Bilderstapeln der Lokalisationsdaten
werden dann die Blinkereignisse wie in Abschnitt 3.2.3 erkannt. Die Anzahl der
Aufnahmen ist abhängig von dem entsprechenden Experiment. Die Anzahl der
Blinkereignisse pro Aufnahme nimmt mit steigender Anzahl der Aufnahmen ab.
Nach einigen Testaufnahmen kann so ein sinnvoller Wert für die Anzahl der
Aufnahmen festgelegt werden.
3.2.3 Positionsbestimmung aus Lokalisationsrohdaten
Zur Erkennung von Punktsignalen (Blinkereignissen) und zur Bestimmung der
zugehörigen Lokalisationsgenauigkeit aus den Lokalisationsbilderstapeln wurde
der von Grüll et al. [110] entwickelte Algorithmus fastSPDM verwendet. Der




Wellenlänge Intensität [% der Anzahl Belichtungsdauer
[nm] Maximalintensität] Aufnahmen pro Bild [ms]
Konventionelle Aufnahmen
561 8-12 1 100
491 3-6 1 100
405 2-4 1 100
Lokalisationsaufnahmen
561 100 2000 100
491 100 2000 100
Tabelle 3.1: Übersicht der durchgeführten Aufnahmen, die zu einem Lokalisations-
datensatz in den Kanälen 561 nm und 491 nm gehören.
























































Abbildung 3.6: Positionsbestimmung aus der gemessenen Intensität. Zur besseren
Übersicht wird die Positionsbestimmung hier in einer Dimension dargestellt und
die Intensität als Vielfache der Hintergrundintensität angegeben. Dargestellt wird
ein kleiner Ausschnitt aus einem ﬁktiven „1D“-Bild eines Bildes des Bilderstapels
(siehe dazu Abschnitt 3.2.2). Die gemessene Intensität ist in rot dargestellt. A:
Die Hintergrundintensität wird bestimmt. B: Aus der Hintergrundintensität
ergibt sich die Schwellwert-Intensität, die ein Blinkereignis mindestens erreichen
muss, um als solches erkannt zu werden. C: Von der Intensitätsverteilung wird
die zweifache Hintergrundintensität abgezogen. D: Ausgehend vom Maximum
wird nach lokalen Maxima gesucht und diese werden auf Null gesetzt. E: Mit
einer Gaußfunktion wird eine Anpassung durchgeführt und so die Position




1. Zunächst wird die Intensität des Hintergrundes für jeden Layer des aufge-
nommenen Bilderstapels berechnet (siehe Abbildung 3.6 A). Die Inhomoge-
nität des Hintergrundes bei einer komplexen Struktur wie einer Zelle kann
vernachlässigt werden, da er sich verglichen mit den Blinkereignissen nur
geringfügig ändert. Der Hintergrund folgt einer Poisson-Zufallsverteilung
mit der Breite σNB =
√
NB. Für NB gilt hierbei:




mit NB,t: Hintergrundintensität im Bild t. Imgt: Intensität des Bildes t.




faktor der exponentiellen Glättung.
Die Werte werden exponentiell geglättet (Glättungsfaktor 1
N
, N sollte
dabei größer sein, als die Anzahl von Bildern, in denen ein Blinkereignis
durchschnittlich sichtbar ist). Der Anstieg des Hintergrundes ist auf σNB
begrenzt, damit die Blinkereignisse den Hintergrund nicht zu stark erhöhen.
2. Um als Blinkereignis erkannt zu werden, muss das Maximum der PSF den
Hintergrund um 4σNB übersteigen (siehe Abbildung 3.6 B). Außerdem muss
das Maximum sich in einem quadratischen Bereich (im weiteren Verlauf
als ROI bezeichnet) beﬁnden. Die Größe der ROI kann entsprechend der
Wellenlänge und Numerischen Apertur berechnet werden, da diese die
Größe der PSF bestimmen (siehe dazu auch Abschnitt 2.1.2). Innerhalb
der ROI wird vom gemessenen Signal der Hintergrund abgezogen.
3. Die Größe der ROI hat einen Einﬂuss auf die Lokalisationsungenauigkeit.
Daher wird von jedem Pixel nochmals der Wert 2σNB abgezogen, wobei
dann alle negativ gewordenen Werte auf Null gesetzt werden (siehe Abbil-
dung 3.6 C). Dadurch wird eine verkleinerte und eﬀektiv eine runde ROI
erzeugt.
4. Je nach Dichte des Farbstoﬀes kann es passieren, dass zwei Blinkereignisse
sich überlappen. Das würde zu einer fehlerhaften Lokalisation führen.
Um das zu verhindern, wird in der ROI ausgehend vom Maximum nach
lokalen Minima gesucht und alle folgenden Pixel auf Null gesetzt (siehe
Abbildung 3.6 D). Eine Toleranzschwelle von σNB verhindert, dass schon
bloßes Rauschen als lokales Minimum erkannt wird.
5. Abschließend wird aus der ROI mit Hilfe einer Gaußverteilung der Schwer-
punkt ~µ und die Standardabweichung σx, σy des Signals bestimmt (siehe
Abbildung 3.6 E). Außerdem die zugehörige Genauigkeit der Lokalisati-
on über die untenstehenden Formeln berechnet (Q: Gesamtintensität, qi:





































Eine detaillierte Beschreibung ﬁndet sich in [110].
3.2.4 Erstellung von Bildern aus Lokalisationsdaten
Die Lokalisationsdaten liegen nach der Punkterkennung (siehe Abschnitt 3.2.3
und 2.1.5.2) als Matrix mit Koordinaten (typischerweise in nm), den zugehörigen
Ungenauigkeiten und weiteren Informationen vor (siehe dazu Tabelle 3.2). Im
Inhalt der Koordinatenmatrix
1 Signalamplitude [# Photoelektronen]
2 laterale y-Koordinate [nm]
3 laterale x-Koordinate [nm]
4 Fehler der lateralen y-Koordinate [nm]
5 Fehler der lateralen x-Koordinate [nm]
6 Standardabweichung der Gaußfunktion y-Richtung [nm]
7 Standardabweichung der Gaußfunktion x-Richtung [nm]
8 Anzahl der Photoelektronen im Signal
9 Position im Bilderstapel, in dem das Signal detektiert wurde
Tabelle 3.2: Inhalt der Koordinatenmatrix. Ausgehend von dem Bilderstapel werden
durch das in Abschnitt 3.2.3 beschriebene Vorgehen u. a. die Koordinaten der
Fluorophore mit zugehörigen Fehlern berechnet.
Gegensatz dazu gibt konventionelle Mikroskopie als Resultat ein Bild aus. Bild-
darstellungen werden allerdings auch in der Lokalisationsmikroskopie benötigt.
Da es nicht nötig ist, die Bilddarstellung mit der maximal erreichten Genauigkeit
zu generieren, muss zunächst entschieden werden, welche Größe einem Pixel
entspricht. Typischerweise entsprechen einem Pixel 10 nm des zu erstellenden
Bildes. Um nun aus den Lokalisationsdaten eine Bilddarstellung zu erhalten,
existieren verschiedene Verfahren, die unterschiedliche Vor- und Nachteile haben
und für verschiedene Aufgaben eingesetzt werden. Die vier wichtigsten Verfahren
werden im Folgenden beschrieben.
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3.2. Mikroskopie
• Standardbild: Zur Erstellung des Standardbildes wird zunächst ein Bildras-
ter mit entsprechender Bild- und Pixelgröße erstellt. Jede gefundene Koor-
dinate wird nun entsprechend in dieses Bildraster eingetragen. Der dem
Pixel (d. h. einem Element des Rasters) zugeordnete Wert entspricht dann
der Anzahl der Ereignisse, die sich in diesem Rasterelement beﬁnden. Au-
ßerdem wird die Darstellung entsprechend der Lokalisationsgenauigkeit mit
einem Gaußﬁlter verschmiert. Die Pixelgröße kann beliebig klein gemacht
werden, sodass diese Darstellung es ermöglicht, die Auﬂösung eines Loka-
lisationsmikroskops auch bildlich darzustellen. Allerdings kommt dieser
Vorteil bei der Betrachtung nur selten zum Tragen und kann sogar zu einem
Nachteil werden, da die Bilder (siehe Abbildung 3.7 C) häuﬁg aus vonein-
ander separierten Pixeln bestehen und somit das Erkennen der Struktur
erschwert wird. Unter bestimmten Bedingungen kann diese Darstellung
hilfreich sein, z. B. wenn die Struktur eines Ausschnittes näher betrachtet
werden muss (siehe dazu auch Abbildung 7.1).
• Dichtebild: Als Grundlage für ein Dichtebild dient ein Standardbild, denn
auch hier muss zunächst ein Bildraster mit entsprechender Bild- und
Pixelgröße erstellt werden. Die Berechnung der Dichte, die dem jeweiligen
Pixel zugeordnet wird, passiert wie in Abschnitt 5.5 beschrieben wird. Die
Erkennbarkeit von dichten und weniger dichten Bereichen wird durch die
Darstellung vereinfacht. Darüber hinaus wird ein Gaußﬁlter verwendet,
um durch Glättung und Weichzeichnung der Punkte zusammenhängende
Strukturen noch deutlicher hervorzuheben. Jeder einzelne Pixel (xi, yi)
mit einer Dichte ρi > 0 wird Ausgangspunkt einer Gaußverteilung mit
vorgegebenem σ. Aus der Summe aller Gaußverteilungen ergibt sich das
gaußgeﬁlterte Dichtebild. Für zwei Dimensionen wird die Weichzeichnung
wie folgt dargestellt:







Durch die Bestimmung des Radius r zur Berechnung der Dichte und des
σ des Gaußﬁlters kann die Darstellung für die entsprechende Anwendung
optimiert werden. Dieses Verfahren nutzt nicht die volle Genauigkeit der
Lokalisationsmikroskopie, aber macht das Erkennen größerer Strukturen,
die ggf. zusammenhängend sind, möglich. Gaußgeﬁlterte Dichtebilder sind
ein wichtiges Werkzeug, um die Qualität einer Mikroskopaufnahme zu
bewerten und zu entscheiden, ob sie für weitere quantitative Analysen
genutzt werden kann (siehe Abbildung 3.7 B). Für alle weiteren Analy-
sen, wie Distanz und Clusteranalysen, wird selbstverständlich wieder die
Koordinatenmatrix mit Nanometergenauigkeit verwendet.
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Grundlegende Methoden
• Clusterbild: Das Clusterbild ist das bildliche Ergebnis der Clusteranalyse.
Wie in Abschnitt 5.3 beschrieben wird, können in Lokalistionsdaten Cluster
erkannt werden. In dem zugehörigen Clusterbild werden ausschließlich
Clusterpunkte dargestellt, wobei die einzelnen Cluster darüber hinaus
als zusammenhängende Fläche abgebildet werden. Diese Darstellung ist
hilfreich, um die gewählten Clusterparameter zu überprüfen, z. B. indem
Dichtebilder und Clusterbilder verglichen werden (siehe Abbildung 3.7 D).
• Übersichtsbild: Die oben genannten Darstellungen werden aus der Koordi-
natenmatrix generiert. Darüber hinaus werden am Lokalisationsmikroskop
stets auch sogenannte Übersichtsbilder erstellt, die dem Bild eines konven-
tionellen Mikroskops entsprechen. Sie sind ein hilfreiches Werkzeug, um













Abbildung 3.7: Bilderstellung aus Lokalisationsdaten. A: Übersichtsbild. Dabei
handelt es sich um ein konventionelles Mikroskopbild, das am Lokalisationsmi-
kroskop zusätzlich zum Bilderstapel aufgenommen wird. Es dient vor allem zum
Vergleich mit den Lokalisationsbildern. B: Dichtebild. Dichtebilder verwenden
nicht die volle Auﬂösung der Lokalisationsdaten und durch Weichzeichnungsﬁlter
gehen Details verloren, aber sie erleichtern es so erheblich zusammenhängende
Strukturen zu erkennen. Auch sind sie bei entsprechenden Einstellungen der
Filter konventionellen Mikroskopbildern ähnlich und erlauben einen Vergleich.
C: Standardbild. Standardbilder können (prinzipiell) die nanometergenaue Auf-
lösung einen Lokalisationsmikroskops auch wiedergeben. Allerdings ist dies mit
einem hohen Rechenaufwand verbunden. D: Clusterbild. Clusterbilder zeigen nur
die Bereiche, die bestimmten Clusterparametern genügen. Diese Bilddarstellung




Optimierung der Präparationen zur nanoskaligen
Chromatinstrukturanalyse
Je genauer die mikroskopische Analyse einer Struktur sein soll, desto exakter
muss auch die Markierungsmethode sein, die die entsprechende Struktur sichtbar
macht. Bei konventioneller Mikroskopie, dessen Genauigkeitslimit 200 nm beträgt,
wird stets eine gewisse Menge von Fluorophoren durch Überlagerung der PSFs
als zusammenhängende Fläche abgebildet (siehe dazu auch Abschnitt 2.1.2).
Somit ist diese Mikroskopie in einem gewissen Rahmen unempﬁndlich gegen
Fluorophore, die falsch gebunden haben oder ungebunden sind, da sie das wahr-
nehmbare Ergebnis nur bedingt beeinﬂussen. Lokalisationsmikroskopie hingegen
bildet Einzelmoleküle ab und ist dadurch empﬁndlich für alle Fehlmarkierungen
und ungebundenen Fluorophore. Auch sind nicht alle Fragestellungen auf Nano-
metergenauigkeit angewiesen. Hier aber soll die Genomarchitektur untersucht
werden, daher sollte der Einﬂuss der Präparationsschritte auf diese möglichst
gering gehalten werden. Die Optimierung der Präparation umfasste einerseits
die Veränderung der Präparationsprotokolle sowie die Prüfung, bei welchem
der Schritte eine besonders präzise Einhaltung der Vorgaben nötig ist. Darüber
hinaus wurden Möglichkeiten etabliert, mehrere Markierungen an einem Präparat
durchzuführen.
4.1 Immunoﬂuoreszenz
Kommerzielle erhältliche Antikörper für die Immunoﬂuoreszenz (siehe Abschnitt
3.1.4) und die mitgelieferten Präparationsprotokolle sind in der Regel für kon-
ventionelle Mikroskopieverfahren entwickelt und optimiert. Dennoch stellen diese
Protokolle eine gute Grundlage dar. Untenstehend beﬁndet sich das für Lokali-
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sationsmikroskopie optimierte Protokoll und in Tabelle 4.1 eine Übersicht der
verwendeten Konzentrationen und Markierungsbedingungen, die für gleichblei-
bende Ergebnisse unbedingt eingehalten werden müssen.
Materialien






– Blocker-Lösung (2% Bovines Serumalbumin (BSA) in 1xPBS +Mg/Ca)
– Permeabilisierungspuﬀer (0.2% Octoxinol 9 (Triton-X) in 1xPBS+Mg/Ca)
– Deckgläser mit ﬁxierten Zellen
– Paraﬁlm1 (dehnbare Verschlussfolie, aus Paraﬁn-Wachs und Polyethy-
len)
– Rüttler (ermöglicht durch gleichmäßige Bewegung der Proben das
Auswaschen von Reagenzien)
– Wärmeschrank (37 ◦C) mit hoher Luftfeuchtigkeit
– Kühlschrank (4 ◦C) mit hoher Luftfeuchtigkeit
– Primärer Antikörper in Blockerlösung (siehe Tabelle 4.1)
– Sekundärer Antikörper in Blockerlösung (siehe Tabelle 4.1)
Durchführung
1. Deckgläser mit ﬁxierten Zellen in Permeabilisierungspuﬀer für 3 Mi-
nuten inkubieren, um die Membranen für die Antikörper durchlässig
zu machen.
2. 3x 5min in 1xPBS+Mg/Ca waschen, um den Permeabilisierungspuﬀer
von den Zellen zu entfernen.
3. 30min in Blocker-Lösung inkubieren, um unspeziﬁsche Bindungsstel-
len für Antikörper zu blockieren.
4. Primäre Antikörper-Lösung auf aufgespannten Paraﬁlm tropfen und
die Deckgläser mit den Zellen nach unten auﬂegen. Für 24x24mm




Markierungsmittel Konzentration Färbedauer Temperatur
Primäre Antikörper
H3 (tri methyl K9) 1.4mg/L 0.5 h 37 ◦C
γH2AX 2mg/L 12 h 4 ◦C
Sekundäre Antikörper
Alexa488 4mg/L 0.5 h 37 ◦C
Alexa568 4mg/L 0.5 h 37 ◦C
Tabelle 4.1: Verwendete Antikörper und zugehörige Färbebedingungen
5. Abhängig vom Antikörper unter den in Tabelle 4.1 angegebenen
Bedingungen inkubieren
6. 3x 5min in 1xPBS+Mg/Ca waschen, um ungebundene Antikörper zu
entfernen.
7. Sekundäre Antikörper-Lösung auf aufgespannten Paraﬁlm tropfen
und die Deckgläser mit den Zellen nach unten auﬂegen. Für 24x24mm
Deckgläser 100 µL Antikörperlösung verwenden.
8. Abhängig vom Antikörper unter den in Tabelle 4.1 angegebenen
Bedingungen inkubieren
9. 3x 5min in 1xPBS+Mg/Ca waschen, um ungebundene Antikörper zu
entfernen.
4.2 Combo-FISH
Typischerweise werden Combo-FISH-Sonden eingesetzt um z. B. einzelne Gene
zu markieren bzw. per Fluoreszenzmikroskopie sichtbar zu machen. Dazu werden
mehrere ca. 20 bp lange Sonden benötigt, die alle in der gewünschten Region
binden, sodass ein sichtbares (d. h. sich deutlich vom Hintergrund) abhebendes
Fluoreszenzsignal entsteht. Das vereinzelte Binden von Sonden außerhalb der
gewünschten Region kann dabei vernachlässigt werden. Ein solches Sondenset
wird durch spezielle Genomdatenbanksuchen mit Hilfe eigens dafür entwickelter
Algorithmen erstellt. Genaue Beschreibungen der Methoden zur Sondensuche
ﬁnden sich in [102, 106].
Dieses Verfahren erlaubt zwei Varianten der Hybridisierung. Einerseits können
die Combo-FISH-Sonden per Watson-Crick-Bindung an einzelsträngige DNA bin-
den. Andererseits können Sonden erstellt werden, die an den DNA-Doppelstrang
binden und somit einen Tripelstrang bilden [111, 112].
Da Combo-FISH-Sonden häuﬁg nur wenige Bindungsstellen haben, ist eine
hohe Markierungseﬃzienz (d. h. ein hoher Anteil der möglichen Bindungsstellen
muss durch Sonden erreicht werden) nötig, um ein wahrnehmbares Fluoreszenz-
signal zu erreichen. Üblicherweise sind daher für Combo-FISH-Markierungen
53
Optimierung der Präparationen zur nanoskaligen Chromatinstrukturanalyse
Präparationsschritte nötig, die einen erheblichen Einﬂuss auf die Struktur der
DNA haben, um diese für die Sonden zugänglich zu machen. Dazu gehören
z. B. Schritte, die bei hohen Temperaturen (90 ◦C) ablaufen (thermische De-
naturierung). Da hier die Struktur der DNA untersucht werden sollte, werden
in dem optimierten Protokoll DNA-Struktur-beeinﬂussende Schritte möglichst
vermieden.
Die hier verwendete Alu-Sonde (siehe dazu auch Abschnitt 3.1.3) hat 400 000
Bindungsstellen und es kann zugunsten der verringerten strukturellen Verän-
derung der Genomarchitektur auf Markierungseﬃzienz verzichtet werden. Das
untenstehende Protokoll wurde im Rahmen dieser Arbeit für die Alu-Combo-
FISH-Sonde entwickelt und stellt eine erhebliche Verbesserung zur traditionellen
Combo-FISH-Präparation dar. Es basiert auf der Annahme, dass doppelsträn-
gige und einzelsträngige DNA sich in einem Gleichgewicht beﬁnden [113] und
somit bei der hier verwendeten Sonde mit einer großen Zahl von Bindungsstellen
auf DNA beeinﬂussende Denaturierungsschritte verzichtet werden kann. Dies
kann besonders für die sich in der Nähe von Genen beﬁndlichen Alu-Sequenzen
angenommen werden.
Grundlage war das in der Arbeitsgruppe bestehende Combo-FISH-Protokoll,
das zunächst auf die grundlegenden Schritte (Permeabilisierung der Membra-
nen, sodass die Sonden diese durchdringen können; Einbringen der Sonden mit
Fluoreszenzfarbstoﬀen; Auswaschen der ungebundenen Sonden) reduziert wurde.
Anschließend wurden Schritte hinzugefügt, die sich für das Funktionieren des
Protokolls notwendig zeigten. Einige weitere Schritte wurden dann hinzuge-
fügt, die die Markierungseﬃzienz steigerten oder für gleichbleibendere Resultate
sorgten. Das untenstehende Protokoll stellt das Minimalprotokoll dar, das für
Combo-FISH der Alu-Sequenez notwendig ist, und hat somit einen minimalen
Einﬂuss auf die zu untersuchende Genomstruktur. Besonders wichtig war es
dabei, Präparationsschritte, die einen besonders massiven Einﬂuss auf die 3D-
Struktur der DNA haben, zu vermeiden. Dazu gehören z. B. Schritte, die bei
hohen Temperaturen ablaufen, Proteine in erheblichen Maße zerteilen und die
Struktur dehydrieren. Es zeigte sich, dass auf diese Schritte bei der Alu-Sonde
gänzlich verzichtet werden kann.
Materialien
– 0.1mol/L Salzsäure (HCl)











– 50% Formamid in 2xSSC
– 20mmol/L Tris(hydroxymethyl)-aminomethan(TRIS)-Lösung, mit
Salzsäure (HCl) auf pH7.4 eingestellt.
– 20 µLCombo-FISH-Lösung in TRIS-HCl, Konzentration der Sonden:
10mg/L
– 0.05% Octoxinol 9 (Triton-X) in 1xPBS+Mg/Ca
– Objektträger
– Deckgläser mit ﬁxierten Zellen
– Rüttler (ermöglicht durch gleichmäßige Bewegung der Proben das
Auswaschen von Reagenzien)
– Wärmeschrank (37 ◦C) mit hoher Luftfeuchtigkeit
– Fixogum2 (Markenname für einen auf Naturkautschuk und organi-
schen Lösungsmitteln basierender Kleber. Er wird hier als übergangs-
weise und leicht wieder entfernbare Versiegelung verwendet.)
Durchführung
1. Deckgläser mit 0.1mol/L HCl spülen
2. für 10min in 0.1mol/L HCl zur chemischen Denaturierung der DNA
inkubieren. Obwohl dieser Schritt die Struktur der DNA beeinﬂussen
kann, konnte nicht völlig auf ihn verzichtet werden, da er für das
Funktionieren des Protokolls unumgänglich ist. Es konnte aber ein
geringer destruktiver Eﬀekt als bei thermischer Denaturierung erzielt
werden.
3. 3x 5min in 0.05% Triton-X in 1xPBS+Mg/Ca waschen. Mit die-
sem Schritt wird die Salzsäure aus der Präparation ausgewaschen.
Das in der Lösung enhaltene Triton-X sorgt darüber hinaus für die
Permeabilisierung der Membran.
4. 5min in 2xSSC equilibrieren. Dies dient zur Vorbereitung der im
nächsten Schritt verwendeten Formamid-Lösung.
5. 30min in 50% Formamid in 2xSSC inkubieren. Formamid bindet an
den Basen der DNA und verringert die Bindungskräfte dieser. So
werden sie leichter zugänglich für die Sonden.
6. 20 µL Sondenlösung auf Objektträger auftropfen
2Marabu GmbH & Co. KG
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7. Deckglas vorsichtig auf Sondenlösung legen und mit Fixogum versie-
geln
8. 24 h im Wärmeschrank (bei 37 ◦C) inkubieren
9. Fixogum entfernen und Zellen sofort 3x 10min in 2x SSC bei 37 ◦C
waschen, um ungebundene Sonden zu entfernen.
10. 5min in 1xPBS+Mg/Ca equilibrieren
4.3 Kombination der Protokolle - Postﬁxierung
Die Kombination von Färbeprotokollen, um in einem Zellkern mehrere Struktu-
ren sichtbar zu machen, ist stets eine Herausforderung und dies im Speziellen bei
FISH-Färbungen [114, 115]. Bei der Überarbeitung der hier (siehe Abschnitt 3.1.4
und 3.1.3) verwendeten Protokolle wurde stets der Aspekt beachtet, dass sie als
Kombinationsprotokolle verwendet werden müssen. Diese Optimierungen ermög-
lichen es nun, auch Kombinationsexperimente aus mehreren Immunfärbungen
oder Immunfärbungen und Combo-FISH-Färbungen durchzuführen.
Ein dafür notwendiger Schritt ist die sogenannte Postﬁxierung. Dazu werden
die Proben nach der Combo-FISH- oder Immunﬂuoreszenz-Markierung noch-
mals ﬁxiert (siehe dazu auch Abschnitt 3.1.2). Nach einer Postﬁxierung können
weitere Präparationen oder die Gegenfärbung und Einbettung folgen (siehe
Abschnitt 3.1.5).
Bei Kombinationsexperimenten müssen immer zunächst die Immunoﬂuores-
zenzmarkierungen durchgeführt werden, da alle zugehörigen Präparationsschritte
nur einen geringen DNA-strukturverändernden Einﬂuss haben. Jede Färbung
muss durch eine Postﬁxierung abgeschlossen werden. Wird dies berücksichtigt, so
können Immunoﬂuoreszenz- und Combo-FISH-Markierungen kombiniert werden.
Inwieweit die Kombination von Präparationen die Einzelpräparation beein-
ﬂusst, muss jeweils geprüft werden. Dazu werden Einzelexperimente der entspre-
chenden Markierungen durchgeführt und diese mit den Resultaten der Kombina-
tionsexperimente verglichen. Wie bei der Bewertung der Güte von Messdaten
vorgegangen werden kann, wird unter Abschnitt 5.6 beschrieben.
Die obenstehenden Protokolle sind auch über die in dieser Arbeit durchgeführ-
ten Experimente verwendet worden und zeigen, dass sie für eine Vielzahl von
Markierungsmitteln und Kombinationsexperimenten geeignet sind.
Für eine Postﬁxierung sind folgende Schritte notwendig:
Materialien





4.3. Kombination der Protokolle - Postﬁxierung
Magnesiumchlorid (MgCl2): 0.901mmol/L
Calciumchlorid (CaCl2): 0.493mmol/L
– Formaldehyd-Lösung (2% in 1xPBS + Mg/Ca) (37 ◦C)
– Deckgläser mit ﬁxierten Zellen
– Wärmebad (37 ◦C)
– Rüttler (ermöglicht durch gleichmäßige Bewegung der Proben das
Auswaschen von Reagenzien)
Durchführung
1. in 2% Formaldehyd in 1xPBS+Mg/Ca für 10min bei 37 ◦C postﬁxieren




Entwicklung einer quantitativen Datenanalyse der
Genomarchitektur
5.1 Motivation
Konventionelle Mikroskopie erzeugt als Resultat ein Bild, das dann für weitere
Auswertungen genutzt wird. Bei Lokalisationsdaten hingegen ist die Grundla-
ge nicht wie üblich ein Bild, sondern eine Matrix mit Koordinaten (und den
zugehörigen Ungenauigkeiten) der detektierten Fluorophore. Lokalisationsmikro-
skopie bietet verglichen mit konventioneller Mikroskopie eine erheblich höhere
Genauigkeit. Dieser Vorteil kann zur Erstellung von hochauﬂösenden Bildern ge-
nutzt werden. Um die Bilder übersichtlicher und den üblichen Mikroskopbildern
ähnlicher zu machen, wird bei der Erstellung von Bildern bewusst auf die volle
Lokalisationsgenauigkeit im Bereich einiger Nanometer verzichtet (siehe dazu
auch Abschnitt 3.2.4).
Ein typischer Lokalisationsdatensatz eines Zellkerns einer Heterochromatinfär-
bung (siehe Abschnitt 2.2.3.2) besteht aus zehntausenden von Koordinaten. Viele
übliche Mikroskopieanalyseverfahren sind für die Lokalisationsmikroskopie nur
sehr bedingt geeignet, da sie für die Analyse von Bilddaten mit einer Genauigkeits-
beschränkung von 200 nm gedacht sind. Die Entwicklung und Weiterentwicklung
bestehender oder eigens entwickelter Auswerteverfahren ist Grundvoraussetzung,
um die Vorteile von Lokalisationsmikroskopie, über die bloße Bilderstellung
hinaus, zu nutzen.
Die Nanometergenauigkeit von Lokalisationsmikroskopie ermöglichte bereits
neue Einblicke in die Struktur des Genoms. Unter Benutzung des Combo-FISH-
DNA-Markierungsverfahrens konnten einzelne Gene sichtbar gemacht und das
Auftreten repetitiver Abschnitte innerhalb dieser untersucht werden [111]. Diese
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Genauigkeit der Lokalisationsmikroskopie soll hier für die Analyse der Genom-
struktur nutzbar gemacht werden. Diese Aufgabe unterscheidet sich von der
Untersuchung einzelner Genregionen dadurch, dass nicht die DNA, sondern die
Histonverteilung, die einen erheblichen Anteil an der Strukturierung der DNA
hat (siehe dazu auch Abschnitt 2.2.3), betrachtet wird.
Die avisierte quantitative Analyse der Daten setzt einerseits eine große Men-
ge an aufgenommenen Datensätzen voraus und andererseits die systematische
Überprüfung jedes einzelnen Datensatzes, bevor er in weitere Auswertungen
übernommen werden kann. Typischerweise werden 30 bis 40 Zellkerne für eine
Messreihe aufgenommen. Ein Experiment, das aus mehreren Messreihen besteht,
enthält hunderte aufgenommener Zellen, deren Datensätze ihrerseits wieder
zehntausende Koordinaten enthalten und umfasst ca. 1TB an Daten. Zur Hand-
habung dieser Datenmenge war es notwendig, standardisierte Auswerteverfahren
zu entwickeln und diese zu (teil)automatisieren (siehe dazu auch Kapitel 6).
Darüber hinaus wurden die Programme zur einfachen Handhabung mit graﬁ-
schen Benutzeroberﬂächen ausgestattet und geben die wichtigsten Ergebnisse
direkt als Diagramme aus. Alle Programme verfügen neben Daten-Ein- und
-Ausgabe über Parameter- und Metadaten-Export-Funktionen, sodass anhand
dieser das Auswertevorgehen nachvollzogen werden kann oder diese Daten in
andere Programme übernommen werden können. Ohne Funktionen dieser Art
wäre der halbautomatische Auswertebetrieb, der für Chromatinstrukturanalyse
nötig ist, nicht möglich. Die umrissenen Automatisierungen und Überprüfungen
hinsichtlich der Qualität der Daten war mit den bisher vorhandenen Programmen
nicht möglich.
5.2 Filterung und Normierung
Fluoreszenzmikroskopische Aufnahmen haben stets ein gewisses Maß an Hinter-
grundrauschen. Ein geeigneter Filter zur Reduzierung des Hintergrundrauschens
ist die Bestimmung der Dichte an jedem Punkt des Lokalisationsbildes (siehe
Abschnitt 5.5). Anschließend werden alle Punkte entfernt, deren zugeordnete
Dichte einen bestimmten Schwellwert unterschreitet. Auf den Abbildungen 5.1 A
(ungeﬁltert) und B (geﬁltert) ist erkennbar, dass dabei Signale aus dem Be-
reich, der eindeutig außerhalb des Zellkerns liegt, entfernt werden. Der Einﬂuss
auf die Erkennbarkeit der weiteren Struktur ist minimal. Dies zeigen auch die
nebenstehenden Dichteansichten.
Ein typisches Problem bei Fluoreszenzmikroskopie ist Inhomogenität der
Fluoreszenz zwischen den einzelnen Messungen, da die Markierung mit Fluo-
reszenzfarbstoﬀen stets ungleichmäßig ist. Dies lässt sich auf vielerlei Faktoren
zurückführen. Als biologisches System ist jede Zelle ein Unikat und weißt deutliche
Inhomogenitäten der Form, Größe und der (Protein- und Salz-)Konzentrationen
innerhalb der Zelle auf. Solche Inhomogenitäten können das Blinken beeinﬂussen
(siehe dazu auch Abschnitt 2.1.4.2). Weitere Inhomogenitäten entstehen beim
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Einbetten der Zellen mit den speziellen Einbettmedien (siehe dazu auch Ab-
schnitt 3.1.5). Konventionelle Mikroskopie stellt Fluorophore, deren Abstand
kleiner als 200 nm ist, stets als zusammenhängend dar. Dies ist das durch Beu-
gung (siehe dazu auch Abschnitt 2.1.2) bedingte Auﬂösungslimit. Innerhalb
solcher Zusammenhänge spielen erst deutliche Unterschiede in der Dichte der
Fluorophore eine Rolle. Bei Lokalisationsmikroskopie wird jedes Fluorophor ein-
zeln abgebildet, jeder Dichteunterschied wird sichtbar gemacht und wirkt sich auf
die folgenden Analysen aus. Inhomogenitäten der Markierung, die bei konventio-
neller Mikroskopie einfach durch die begrenzte Genauigkeit verschwinden, können
bei einer Methode wie der Lokalisationsmikroskopie, die Analysen auf Einzelmo-
lekülniveau zulässt, deutliche Unterschiede hervorrufen. Diese Inhomogenitäten,
die auf Mikroskopbildern konventioneller Mikroskope kaum wahrnehmbar sind,
führen bei Lokalisationsmikroskopie zu erheblichen Unterschieden bei der Anzahl
der gemessenen Blinkereignisse pro Messung. Vereinzelt tauchen Messungen auf,
die erheblich in beiden Richtungen um den Mittelwert schwanken. Diese können
teilweise zehnmal mehr oder weniger Blinkereignisse haben als der Mittelwert.
Durch das vereinzelte Auftreten dieser Abweichungen ist es möglich, diese einfach
auszusortieren. Allerdings sind auch nach Aussortierung dieser Ausreißer die
Schwankungen ggf. noch immer zu groß, sodass die Daten nicht ohne Weiteres
miteinander verglichen werden können. Daher wurde im Rahmen dieser Arbeit
eine Software entwickelt, die Lokalisationsdaten (in gewissen Grenzen) normieren
kann.
Der Normierungsalgorithmus arbeitet wie folgt: Aus den gemessenen Loka-
lisationspunkten wird ein Bild erstellt. Auf dieses wird ein Raster A mit einer
bestimmten Rastergröße a gelegt und anschließend wird die Anzahl Nij der
Ereignisse Eij,k in einem Raster-Element Aij (wobei ij für die Position des
Rasterelements steht und Eij,k das k-te Ereignis in dem Rasterelement reprä-
sentiert) berechnet. Daraus werden Listen Lm mit Ereignissen Eij,k erstellt, für
die Nij = Nm und 1 ≤ Nm ≤ Maximum(Nij) gilt. Soll nun die Gesamtzahl
der Ereignisse um einen bestimmten Anteil (z. B. 10%) reduziert werden, so
werden aus jeder Liste Lm zufallsverteilt 10% der Einträge entfernt. Durch dieses
Verfahren wird die Punktreduzierung auf dichte und weniger dichte Bereiche
(entsprechend ihres Auftretens) verteilt. Die Abbildungen 5.1 und 5.2 zeigen
Beispielbilder des Normierungsvorgangs.
Auf den Abbildungen 5.1 und 5.2 ist zu erkennen, dass sich die Darstellung
des Zellkerns auf den Bildern 5.1 A (Rohdaten, 53 000 Punkte), B (geﬁltert,
47 000 Punkte) und C (Normierung auf 30 000 Punkte) kaum verändert. Erst auf
Abbildung 5.1 D (Normierung auf 10 000 Punkte) sind Unterschiede zu erkennen,
allerdings wurden hier bereits über 80% der Punkte entfernt. Die Abbildungen
5.2 E (Normierung auf 5000 Punkte) und F (Normierung auf 1000 Punkte)
zeigen deutliche Abweichungen, allerdings wurden hier bereits über 90% bzw.
über 98% der ursprünglichen Punkte entfernt. Neben der relativen Menge an
entfernten Punkten muss auch immer berücksichtigt werden, ob die absolute Zahl
an verbliebenen Punkten für eine angemessene Darstellung ausreicht. Der Wert
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Anzahl Punkte: 53000 (100%)
Anzahl Punkte: 47000 (89%)
Anzahl Punkte: 30000 (57%)
Abbildung 5.1: Normierung und Filterung. Dargestellt sind Dichtebild
(Pixelsize=10 nm/px, Radius=1000 nm, Gaußﬁlterradius=50 nm) und schema-
tische Dichteverteilung (aus Gründen der besseren Übersicht wurde hierzu
die Pixelsize auf 100 nm/px erhöht, Radius=1000 nm). In der schematischen
Dichteverteilung ist Farbskalierung jeweils auf das Dichtemaximum des
jeweiligen Bildes skaliert. Zusätzlich angegeben ist, wie viel Prozent der
ursprünglichen Punkte noch in dem Bild enthalten sind. A: Rohdaten (53 000
Punkte). B: geﬁltert (47 000 Punkte). C: normiert 30 000 Punkte.
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Anzahl Punkte: 10000 (19%)
Anzahl Punkte: 5000 (9%)
Anzahl Punkte: 1000 (2%)
Abbildung 5.2: Normierung und Filterung (Fortsetzung). D: normiert 10 000 Punk-
te. E: normiert 5000 Punkte. F: normiert 1000 Punkte.
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der notwendigen Minimalpunktzahl ist dabei abhängig von der im Experiment
durchgeführten Fluoreszenzmarkierung.
Die hier vorgestellten Normierungs- und Filterungsmechanismen sind eine not-
wendige Grundlage, um Lokalisationsdaten für weitere Analysen zu verwenden.
Sie erlauben, Vergleichbarkeit zwischen einzelnen Messungen herzustellen, was
wiederum für die angestrebte quantitative Analyse der Daten notwendig ist. Erst
diese quantitativen Analysen ermöglichen, das Potential der Lokalisationsmikro-
skopie auszunutzen.
5.3 Clusteranalyse
In vielen Fällen bilden Proteine kleine Regionen deutlich höherer Dichte. Dies
kann z. B. bei γH2AX (siehe dazu auch Abschnitt 2.2.4) beobachtet werden, aber
auch bei zahlreichen anderen Proteinen. Ab einem bestimmten Dichteunterschied
können solche Regionen höherer Dichte mit Hilfe von Algorithmen erkannt
werden und vom Hintergrund unterschieden werden. Sie werden dann häuﬁg
als Cluster bezeichnet. Clustererkennungsalgorithmen sind in der Mikroskopie
ein wichtiges Werkzeug, da viele Proteine in Clustern auftreten und sie einer
computergestützten Erkennung zugänglich sind. Lokalisationsmikroskopie bietet,
verglichen mit konventionellen Mikroskopiemethoden, die Möglichkeit, Strukturen
auf Einzelmolekülniveau zu unterscheiden. Somit ist bei diesem Verfahren eine
besonders präzise Clustererkennung möglich, allerdings auch ein anderer Ansatz
der Clustererkennung nötig.
Zur Clustererkennung wurde in dieser Arbeit der Density-Based Spatial Clus-
tering of Applications with Noise-Algorithmus (DBSCAN) verwendet [116]. Es
handelt sich dabei um einen weitverbreiteten Algorithmus zur Clustererkennung,
der dichtebasiert funktioniert und sich für Daten, die aus einzelnen Punkten
bestehen, verwenden lässt.
Dem Algorithmus müssen zwei Parameter übergeben werden: ǫ und Nmin. Er
arbeitet dann wie folgt: Um jeden Punkt Pi wird die Anzahl der weiteren Punkte
Ni im Radius ǫ bestimmt und mit Nmin verglichen. Ist Ni ≥ Nmin, dann gilt
der Punkt Pi als sogenannter Kernpunkt. Alle Punkte Pi, deren Abstand zu
einem Kernpunkt kleiner als ǫ ist, aber für die Ni < Nmin gilt, sind sogenannte
dichte-erreichbare Punkte. Alle anderen gelten als Rauschen (siehe dazu auch
Abbildung 5.3). Alle Kernpunkte und dichte-erreichbaren Punkte sind somit
Teil eines Clusters. Der Algorithmus kann in einem Punktdatensatz mehrere
Cluster erkennen, daher müssen die Kernpunkte und alle dichte-erreichbaren
Punkte den einzelnen Clustern C zugeordnet werden. Folgendes Kriterium gilt
hierbei: beﬁndet sich um einen Kernpunkt Pi ein weiterer Kernpunkt Pj in einem
Abstand kleiner als ǫ, so gelten diese beiden Punkte einem Cluster C zugehörig.
Dieses Verfahren wird entsprechend wiederholt, bis alle Kernpunkte entsprechend
dem Abstand ǫ den Clustern zugeordnet sind. Alle dichte-erreichbaren Punkte,











Abbildung 5.3: DBSCAN-Algorithmus. A, B: Im Radius ǫ um jeden Punkt wird
die Anzahl der Punkte bestimmt. Ist diese kleiner als Nmin so gilt der Punkt
als Rauschpunkt (blau). C, D: Ist die Anzahl der gefunden Punkte größer
oder gleich Nmin gilt der Punkt als Kernpunkt (rot). E: Wenn alle Kern- und
Rauschpunkte bestimmt sind, wird für jeden Rauschpunkt überprüft, ob er zu
einem Kernpunkt einen Abstand kleiner als ǫ hat. F: Ist der Abstand eines
Rauschpunktes kleiner ǫ, so gilt er als dichteerreichbarer Punkt (grün). Ein
Cluster besteht aus Kernpunkten und dichteereichbaren Punkten.
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ebenfalls zu dem Cluster C.
Die erkannten Cluster und die damit generierten Bilder wurden anschließend
mit den Dichtebildern und Übersichtsbildern (siehe Abschnitt 3.2.4) der Zellkerne
verglichen, um die Paramterwahl der Clustersuche zu prüfen.
Es existieren zahlreiche Implementierungen des DBSCAN-Algorithmus in
verschiedenen Programmiersprachen. Hier wird die unter [117] verfügbare Im-
plementierung in MATLAB verwendet und im Rahmen dieser Arbeit in ein
Programm integriert, das aus den erkannten Clustern ein Clusterbild erstellt
(siehe dazu auch Abschnitt 3.2.4) und außerdem folgende Charakteristika der
Cluster berechnet:
• Clusterschwerpunkt
• Anzahl der Punkte im Cluster
• Clusterﬂäche
• Anzahl der Cluster in der Zelle
• Umfang des Clusters
• Quadratisches Mittel der Distanzen zwischen den Punkten der konvexen
Hülle (die konevexe Hülle wird durch die Punkte repräsentiert, die die
Außengrenze des Clusters darstellen, siehe Abbildung 5.3 F, die grauen
Linien stellen die konvexe Hülle des Clusters dar)
• Maximale Distanz zwischen den Punkten der konvexen Hülle
Die Clusterﬂäche wurde mit Hilfe der Gaußschen Trapezformel [118] aus den
Punkten der konvexen Hülle des Clusters bestimmt. xi und yi stehen für die






(xi yi+1 − xi+1 yi)
Unter Benutzung der berechneten Fläche kann dann der Schwerpunkt des Clusters
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Abbildung 5.4: Typische Distanzverteilungen. (Blau: Messpunkte, rot: mögliche
Anpassungsfunktion). Typischerweise treten drei Verteilungen bei Distanzana-
lysen von Chromatinstrukturen auf: A: Lineare Verteilung (Anpassungsfunk-
tion f(x) = mx). B: Logartihmische Normalverteilung (Anpassungsfunktion:
f(x) = A · e1/c2·(ln(x)−b)2). C: Logarithmische Normalverteilung überlagert mit
einer linearen Verteilung (Anpassungsfunktion siehe B).
5.4 Distanzanalyse
Ein weiteres wichtiges Werkzeug zur Analyse von Lokalisationsdaten sind Di-
stanzanalysen. Dabei werden alle Distanzen zwischen allen Punkten berechnet.
Aus diesen Distanzen lassen sich u. a. Häuﬁgkeitsverteilungen bestimmen, die
es ermöglichen, Informationen über die gemessene Struktur zu gewinnen. Ab-
bildung 5.4 zeigt beispielhaft mögliche auftretende Distanzverteilungen, die
untenstehend näher beschrieben werden.
• Lineare Abhängigkeit: Im Fall einer linearen Abhängigkeit kann davon
ausgegangen werden, dass die räumliche Verteilung der zugrundeliegen-
den Punkte zufällig ist. Aus einer linearen Abhängigkeit von Distanz und
Häuﬁgkeit der auftretenden Distanzen folgt, dass sich in einem größer wer-
denden Kreis um einen Punkt die Anzahl der Punkte mit einer festen Rate
vergrößert, sodass diese Verteilung keine charakteristische Distanz hat, die
mit besonderer Häuﬁgkeit auftritt. Dies entspricht einer Zufallsverteilung
(siehe Abbildung 5.4 A).
• Logarithmische Normalverteilung: Wie bei vielen natürlichen Prozessen
scheint auch die Distanzverteilung von Chromatinstrukturen häuﬁg keiner
Gaußverteilung zu folgen, sondern einer logarithmischen Normalverteilung.
Die meisten der hier analysierten Strukturen zeigen einen logarithmischen
Normalverlauf mit einem lokalen Maximum und werden entsprechend mit
logarithmischen Normalverteilungen angenähert (siehe Abbildung 5.4 B).
f(x) = A · e (ln(x)−b)
2
c2
wobei gilt: A: Amplitude des Maximum, eb: Position des Maximums, c:
Breite der Verteilung.
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Außerdem sind auch Überlagerungen der genannten Verteilungen möglich. So
werden bei nicht zufallsverteilten Strukturen logarithmische Normalverteilungen
gefunden, die ab einer bestimmten Distanz in einen linearen Verlauf übergehen
(siehe Abbildung 5.4 C). Zunächst soll daher an dieser Stelle der erwartete
Verlauf einer Distanzverteilung, bei der die Distanzen zwischen allen Punkten
berechnet werden und deren zugrundeliegende Struktur nicht zufallsverteilt ist,
besprochen werden. In der Distanzverteilung lassen sich zwei Bereiche unter-
scheiden: einerseits den vorderen Bereich von 0 nm bis zu einer bestimmten
Distanz D (bei Chromatinstrukturen in der Regel ca. 100 nm), in dem sich ein
lokales Maximum beﬁndet, und andererseits die Distanzen, die größer als D sind
und einen linearen Zusammenhang zwischen Distanz und auftretender Häuﬁgkeit
haben. Der sich ab ca. der Distanz D ergebende lineare Zusammenhang war
zu erwarten. Diese Distanzverteilungen stellen alle Abstände zu allen Punkte
dar. Wenn nun zu einem Punkt P die Distanzverteilung bestimmt wird, dann
besagt diese Verteilung, dass auf einer Kreisschale mit dem Radius R und der
Dicke ∆R um diesen Punkt eine bestimmte Anzahl Punkte N liegt. Wird nun
der Radius R größer, so steigt auch die Anzahl der darin beﬁndlichen Punkte, da
bei größer werdendem Radius R auch die Fläche der Kreisschale steigt. Bei einer
gänzlich homogenen Verteilung der zugrundeliegenden Punkte würde ein linearer
Zusammenhang über die ganze Verteilung gefunden werden. Punktverteilungen,
die eine charakteristische Distanzverteilung haben, gehen trotzdem ab einer
bestimmten Distanz D in einen linearen Zusammenhang über, da dann der
Eﬀekt durch die größer werdenden Kreisschalen die charakteristische Verteilung
überdeckt. Damit ist es naheliegend, bei dieser Anwendung der Distanzverteilung
den vorderen Teil bis zur Distanz D der Verteilung zu betrachten.
Die Position des Maximums im Bereich bis zur Distanz D der Distanzvertei-
lung, das unter Zuhilfenahme von Anpassungsfunktionen bestimmt werden kann,
stellt die charakteristische Distanz der Struktur dar. Somit können mit diesen Dis-
tanzverteilungen kleine Strukturänderungen mit Hilfe dieser charakteristischen
Distanzen sichtbar gemacht werden.
Im Rahmen dieser Arbeit spielen Distanzverteilungen eine erhebliche Rol-
le. Stets gehen Filterung und Normierung der zugrundeliegenden Daten allen
weiteren Auswerteschritten voraus (siehe dazu auch Abschnitt 5.2). Die große
Anzahl von durchzuführenden Distanzanalysen und zu überprüfenden Daten-
sätzen erforderte es, automatisierte und teilautomatisierte Analyseverfahren zu
entwickeln. Logarithmische Normalverteilungen wurden als Anpassungsfunktio-
nen verwendet, wobei stets auch die Qualität der Anpassung überprüft wurde
und Datensätze, die nur schlecht zu der Anpassungsfunktion passten, nochmals
separat überprüft wurden. In Zwischenschritten konnten so die Resultate stets
überprüft werden und Fehler, die durch das Verfahren bedingt sind, erkannt und
optimiert werden. Erst die so gewonnenen Resultate haben eine Interpretation
der Daten ermöglicht.
Neben diesem grundlegenden Ansatz, die Distanzen zwischen allen Punkten




1. Die Bestimmung der Distanz zum nächstgelegenen Punkt bzw. zu einer
bestimmten Anzahl nächstgelegener Punkte: dies ist ein Ansatz für Struk-
turen, die charakteristische Distanzen aufweisen und die in clusterähnlichen
Strukturen auftauchen. Die Distanzen zu den nächstgelegenen Punkten zu
bestimmen, erlaubt Informationen über diese clusterähnlichen Strukturen
zu gewinnen. Allerdings muss beachtet werden, dass, im Gegensatz zur
Untersuchung der Distanzen zwischen allen Punkte, die Suche nach einer
bestimmten Anzahl von nächstgelegenen Punkten keine parameterfreie
Analyse mehr ist. Der vorzugebende Paramter, wie viele nächstgelegene
Punkte in die Analyse integriert werden sollen, kann das Ergebnis beein-
ﬂussen, somit muss stets bedacht werden, ob die gewählte Anzahl von
nächstgelegenen Punkten für die entsprechende Analyse angemessen ist.
2. Mit Hilfe von Clustererkennungsprogrammen können Punkte erkannt wer-
den, die bestimmten Clusterparametern genügen (siehe dazu auch Ab-
schnitt 5.3). Innerhalb dieser Cluster können nun die Distanzverteilungen
untersucht werden, um z. B. zu überprüfen, ob innerhalb der Cluster
charakteristische Distanzen auftreten und ob sich diese ggf. von der Ge-
samtdistanzverteilung unterscheiden.
3. Die Bestimmung von Distanzen von festgelegten Stützpunkten aus: Bei
den bisher genannten Distanzverteilungen werden die Distanzberechnungen
von allen Punkten aus durchgeführt. Es kann angebracht sein nur bestimm-
te Punkte als Ausgangspunkte einer Distanzanalyse zu verwenden. Dies
können z. B. Punkte mit besonders hoher Dichte sein oder auch Punkte
an denen bestimmte Proteine auftauchen (siehe dazu auch Abschnitt 5.7).
5.5 Dichteanalyse
Für eine Dichteanalyse wird für jeden Punkt die lokale Dichte bestimmt. Dazu
wird in einem bestimmten Radius r um den Punkt Pi die Anzahl der weiteren
Punkte Ni bestimmt. Dieser Wert entspricht dann der Dichte an dem Punkt Pi
(siehe dazu auch Abbildung 5.5).
Dieses Verfahren wird von dem festzulegenden Radius r stark beeinﬂusst. Dies
lässt sich illustrieren durch Betrachtung der Grenzfälle: Bei einem Wert von
r, der der Größe des Zellkerns entspricht, ist der Dichtewert über den ganzen
Zellkern konstant. Wird er auf einen zu kleinen Wert festgelegt, so ist die Dichte
Null. In beiden Fällen kann aus den Werten keine Information gewonnen werden.
In dieser Arbeit werden Dichteanalysen nur eingeschränkt eingesetzt und durch
Distanzverteilungen ersetzt.
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Abbildung 5.5: Dichtebestimmung. Um jeden Punkt wird in einem bestimmten
Radius r die Anzahl der umliegenden Punkte bestimmt. Dieser Wert ent-
spricht der Dichte an diesem Punkt. Schematisch dargestellt für zwei Punkte.
Dichte(P1) = 3, Dichte(P2) = 5.
.
5.6 Bewertung der Güte von Daten
In Abschnitt 5.1 wurde bereits auf mögliche Inhomogenitäten der Fluoreszenz
hingewiesen und in Abschnitt 5.2 wurde ein Normierungsverfahren von Lokalisa-
tionsdaten beschrieben, das für die quantitative Auswertung unumgänglich ist.
Aber trotz Filterungen, Normierungen und optimierter Markierungsverfahren
(siehe dazu auch die Abschnitte 4 und 5.2) bedürfen die Mikroskopdaten einer
Bewertung, bevor sie für weitere Analysen verwendet werden können.
Ein typisches Experiment besteht aus mehreren Messreihen, die ihrerseits
wieder aus einer gewissen Anzahl von aufgenommenen Zellkernen bestehen. Die
Aufnahme eines Zellkerns benötigt ca. 10min, eine Messreihe bedarf ca. 10 h
Mikroskopzeit. Die zu einem Experiment gehörigen Messreihen aufzunehmen,
dauert daher mehrere Tage. Daher musste geprüft werden, ob die äußeren
Bedingungen einen Einﬂuss auf die Resultate haben.
Im Rahmen dieser Arbeit hat sich gezeigt, dass der Einﬂuss der äußeren
Faktoren auf die Resultate erheblich sein kann. Die kalt gelagerten Präparate
müssen, wie das ganze Mikroskopsystem auch, durch einige Vorabmessungen,
deren Daten verworfen werden, an die Raumtemperatur angepasst werden. Dieser
Vorgang dauert ca. eine Stunde. Innerhalb dieses Zeitraums erwärmt sich das
Präparat auf Raumtemperatur, aber auch einige Komponeten des Mikroskopsys-
tems erwärmen sich und es entsteht ein Temperaturgleichgewicht zwischen den
sich erwärmenden Komponenten und der vorhandenen Wasserkühlung. Ohne
diese Wartezeit zeigen sich während der Messung, die pro Zellkern ca. 10min
dauert, erhebliche Verschiebungen (d. h. der aufzunehmende Bereich bewegt
sich in alle Raumrichtungen) und machen die Daten somit unbrauchbar. Nach
einer Stunde Anpassungszeit sind diese Verschiebungen nicht mehr wahrnehmbar.
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A B C
1µm  1µm  1µm  
Abbildung 5.6: Darstellung einer Fehlmessung. A: Übersichtsbild einer Zel-
le. B: Dichtebild derselben Zelle (Paramter zur Dichtebilderstellung:
Pixelsize=10 nm/px, Radius=1000 nm, Gaußﬁlterradius=50 nm). C: Überlage-
rung aus A und B. Die Lokalisationsaufnahme wurde durch äußere Einﬂüsse
gestört. Diese sind häuﬁg nicht wahrnehmbar, aber können oﬀensichtlich einen
erheblichen Einﬂuss auf die Lokalisationsaufnahme haben.
Durch Raumklimatisierung und Abgeschlossenheit des Mikroskopsystems werden
Einﬂüsse der Außentemperatur gut kompensiert.
Diese Maßnahmen und die dadurch bedingten gleichbleibenden Resultate
ermöglichen es, fehlerhafte Messungen leicht zu identiﬁzieren, da diese sich erheb-
lich von den erwarteten Aufnahmen abheben. Vielerlei Gründe können zu solchen
Fehlmessungen führen. Z. B. können Lufteinschlüsse im Einbettmedium zu Drifts
führen, bestimmte Vibrationen können auch durch den schwingungsgedämpften
Tisch, auf dem das Mikroskop aufgebaut ist, nicht kompensiert werden, an
bestimmten Zellen können bestimmte Schritte der Präparation nicht funktioniert
haben, z. B. die Permeabilisierung der Membranen, sodass der Fluoreszenzfarb-
stoﬀ die Zellkernmembran nicht überwinden konnte usf. Diese Messungen können
anhand der erstellten Dichtebilder und Übersichtsbilder identiﬁziert und aussor-
tiert werden. Abbildung 5.6 zeigt ein Beispiel einer oﬀensichtlichen Fehlmessung.
Darüber hinaus sind (halb)automatische Verfahren etabliert worden, die ganze
Experimente analysieren, einen Überblick über die Ergebnisse ermöglichen und
so die Bewertung der Güte der Daten möglich machen. Diese ausgegebenen
Diagramme informieren den Anwender über die Anzahl der gemessenen Blinker-
eignisse pro Zelle und pro Messreihe, sodass sofort entschieden werden kann, ob
eine Normierung der Daten möglich ist und auf welchen Wert sie passieren muss.
Darüber hinaus werden Übersichten der charakteristischen Distanzen (siehe
dazu auch Abschnitt 5.4) sowie Dichte- und Standardbilder (siehe dazu auch
Abschnitt 3.2.4) erstellt. Deutliche Abweichungen der charakteristischen Distanz
oder der Anzahl der Blinkereignisse einzelner Zellen vom Mittelwert sind ein
Indikator auf Unstimmigkeiten und sollte zur Prüfung der Aufnahme führen.
Eine detailliertere Beschreibung der hierfür verwendeten Diagramme beﬁndet
sich in Abschnitt 6.1.
Da im weiteren Verlauf der Analyse (halb)automatisiert Mittelwerte gebildet
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werden und Daten zusammengefasst werden, ist das Aussortieren von oﬀensicht-
lich fehlerhaften Messwerten notwendig, da sie sonst die Resultate beeinﬂussen
würden. Die Bewertung der Güte der Messdaten ist daher stets der erste Schritt
der Analyse, bevor es zu Filterungen, Normierungen und weiteren Auswertungen
kommen kann.
5.7 Mehrkanalanalyse
Die Fluoreszenzmarkierung von mehreren Strukturen eines Zellkerns mit Fluoro-
phoren, die mit Licht unterschiedlicher Wellenlängen angeregt werden, ermöglicht
es, diese Strukturen miteinander zu vergleichen und abhängig voneinander aus-
zuwerten. Diese Experimente werden als Mehrkanalexperimente bezeichnet. So
ist es beispielsweise möglich, zu überprüfen, ob bestimmte Doppelstrangbruch-
Reparaturproteine mit γH2AX (siehe Abschnitt 2.2.4) assoziiert sind, und so-
mit können Annahmen getroﬀen werden, welche Art der Doppelstrangbruch-
Reparatur angewendet wird [74] (siehe dazu auch Abschnitt 2.2.4).
Abhängig vomMikroskopsystem müssen die Methoden der Überlagerungsanaly-
se angepasst werden. Konventionelle Mikroskopsysteme sind auf eine Genauigkeit
von ca. 200 nm beschränkt, sodass auch die Überlagerungsanalyse dieser Ein-
schränkung unterliegt. Wie schon beschrieben ergibt konventionelle Mikroskopie
ein Bild, auf dem die einzelnen Fluorophore nicht erkennbar sind, sondern als
Überlagerung der PSFs (siehe dazu auch Abschnitt 2.1.2) dargestellt werden.
Somit hat das aufgenommene Fluoreszenzsignal bei dieser Mikroskopie immer
eine gewisse Ausdehnung und ist nicht punktförmig. Eine Überlagerungsanalyse
vergleicht daher die einzelnen Pixel von zwei zusammengehörenden Mikroskop-
bildern. Der Vergleich unterliegt dann ebenso der Genauigkeitsbeschränkung von
200 nm.
Im Gegensatz dazu liefert Lokalisationsmikroskopie (siehe dazu auch Ab-
schnitt 2.1.5) die Koordinaten der Fluorophore mit einer Genauigkeit im Bereich
von einigen Nanometern und ist damit dem idealen punktförmigen Signal sehr
nah. Die nanometerpräzise Wiedergabe der Fluorophorpositionen mit Lokalisati-
onsmikroskopie macht zwar eine deutlich genauere Untersuchung der Strukturen
möglich, aber auch einen neuen Ansatz der Kolokalisation nötig, da nicht ein-
fachhin überprüft werden kann, ob zwei Fluorophore dieselbe Position haben (so
wie zwei Pixel eines konventionellen Mikroskopbildes verglichen werden können).
Die Positionsbestimmung ist nanometergenau, aber unterliegt trotzdem gewissen
Ungenauigkeiten, die durch die verwendeten Methoden begründet sind (siehe
dazu auch Abschnitt 3.2.3). Somit ist es nicht sicher, dass zwei Fluorophore
(auch wenn Sie die exakt gleiche Postion hätten) im Verlauf der Positionsbestim-
mung die gleichen Koordinaten zugeordnet bekommen. Einen viel erheblicheren
Einﬂuss hat, dass die Fluorophore der unterschiedlichen Kanäle unterschiedliche
Markierungsziele haben. Es ist daher unwahrscheinlich, dass sie exakt die gleiche
Position einnehmen. Die Genauigkeitsbegrenzung von 200 nm bei konventioneller
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Mikroskopie macht solche Überlegungen unnötig. Bei Lokalisationmikroskopie
müssen sie beachtet werden und somit ergeben sich zwei mögliche Kriterien,
wann zwei Fluorophore kolokalisieren. Diese wurden im Rahmen dieser Arbeit
in Auswerteprogrammen umgesetzt.
1. Bei der ersten Methode wird der Abstand eines Fluorophores des ersten
Kanals zum nächstgelegenen Fluorophor des zweiten Kanals berechnet.
Ist dieser Abstand kleiner als ein vorgegebener Schwellwert, so werden
diese beiden Fluorophore als kolokalisierend bezeichnet. Der Ansatz ist
präzise und nutzt die maximal mögliche Auﬂösung bei der Suche nach
Kolokalisation.
2. Eine weitere Möglichkeit, die deutlich weniger rechenaufwendig ist und
besonders für die Erstellung von Bildern geeignet ist, legt ein Raster über
ein Dichtebild (siehe dazu auch Abschnitt 3.2.4), das eine bestimmte Ras-
tergröße hat, und berechnet innerhalb jedes Rasterelements die mittlere
Dichte. Wenn diese mittlere Dichte in zueinandergehörenden Rasterele-
menten der aufgenommenen Kanäle größer Null ist, so gelten alle Punkte
innerhalb dieses Rasterelements als kolokalisierende Punkte.
Die Möglichkeiten der Lokalisationsmikroskopie bei der Analyse von mehrkanali-
gen Mikroskopaufnahmen beschränkt sich aber nicht nur darauf, zu ermitteln,
inwieweit Kolokalisation vorliegt. Proteine können in Kombination mit anderen
auftreten, allerdings beschränkt die Genauigkeit der konventionellen Mikroskopie
die Analyse dieser Zusammenhänge. Unter Benutzung von Lokalisationsmikro-
skopie kann untersucht werden, welche charakteristischen Abstände Proteine
zueinander haben, ob sie kolokalisieren oder nur in unmittelbarer Nachbarschaft
auftauchen usf.
Im Rahmen dieser Arbeit wurden zu diesem Zweck Cluster- und Distanz-
analysen (siehe dazu auch Abschnitt 5.3 und 5.4) kombiniert, da zahlreiche
Proteine im Zellkern clusterförmige Ansammlungen bilden (z. B. γH2AX, siehe
dazu auch Abschnitt 2.2.4) und die Frage interessant ist, inwieweit diese clus-
terförmigen Ansammlungen mit anderen Proteinen assoziiert sind (d. h. ob sie
kolokalisieren, in einem bestimmten Abstand von diesen auftauchen usf.) und
inwieweit diese Strukturen sich gegenseitig beeinﬂussen. Mit Hilfe des DBSCAN
und der Gaußschen Trapezformel lassen sich Fläche und Schwerpunkt sowie
weitere relevante Informationen der polygonförmigen Cluster bestimmen (siehe
dazu auch Abschnitt 5.3). Die Schwerpunkte der Cluster von Protein A können
nun als Ausgangspunkt für eine Distanz- und Dichteanalyse verwendet werden,
um die Dichte von Protein B in Abhängigkeit vom Abstand zum Schwerpunkt
zu analysieren. Diese Analyse soll umgehen, dass Distanzanalysen sich ab einer
bestimmten Distanz stets einem linearen Verlauf annähern, wie in Abschnitt 5.4
beschrieben. Dazu werden um die Schwerpunkte äquidistante Kreisschalen ange-
nommen und es wird bestimmt, wie viele Punkte sich in jeder Schale beﬁnden.
Mit Hilfe des Flächeninhalts der Kreisschalen ist es nun möglich, die mittlere
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Abbildung 5.7: Mehrkanalanalyse. A: Schematisch dargestellt ein Ausschnitt aus
einem Zellkern. Das blaue Polygon ist das durch den DBSCAN erkannte Cluster
von ProteinA. Das mit „S“ markierte „+“ markiert den Schwerpunkt des Clusters.
Um diesen Schwerpunkt werden nun Kreisschalen mit konstanter Ausdehnung
analysiert. Innerhalb dieser Kreisschalen werden die auftretenden Punkte von
Protein B (graue Punkte) bestimmt und entsprechend der Fläche der Kreisschale
wird die Dichte berechnet. B: Schematische Darstellung der zu A gehörenden
Dichteverteilung.
Dichte von Protein B innerhalb der Kreisschalen zu berechnen, anstatt der
absoluten Anzahl der auftauchenden Distanzen. Die Dichte folgt dann ab einer
bestimmten Distanz nicht mehr methodisch bedingt einem linearen Anstieg und
erlaubt eine Analyse der Verteilung von Protein B um die Cluster von Protein A.
Eine schematische Darstellung des Verfahrens beﬁndet sich in Abbildung 5.7.
Diese Funktionen wurden in standardisierte und automatisierte Analyseverfahren
integriert, die Informationen zu einzelnen Clustern und der angesprochenen
Dichteverteilung ausgeben, sowie entsprechende Mittelwerte berechnen.
Somit ist es möglich, nicht nur zu untersuchen, inwieweit zwei Strukturen sich
überlagern, sondern auch, ob charakteristische Abstände zueinander existieren
und welche Werte diese annehmen. Diese Verfahren wurden im Rahmen dieser
Arbeit verwendet, um die Verteilung von Heterochromatin (Abschnitt 2.2.3.2) um
das Histon γH2AX (Abschnitt 2.2.4) und die DNA-Sequenz Alu (Abschnitt 2.2.5)
zu untersuchen. Die entsprecheden Resultate ﬁnden sich in den Abschnitten 7.3.5
und 7.3.6.
5.8 Topologische Datenauswertung
Die in Abschnitt 5.4 und 5.7 vorgestellten Methoden stellen eine erhebliche
Verbesserung der vorhandenen Auswertesysteme für Lokalisationsmikroskopie
dar. Die Anwendungsgebiete für Distanzanalysen und Mehrkanalanalysen sind
vielfältig und können auf zahlreiche biologische Fragestellungen angewendet
werden. In Kapitel 7 werden Resultate, die mit den verschiedenen Methoden
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gewonnen wurden, gezeigt. Trotzdem reizen auch diese das Potential von Lokali-
sationsmikroskopie noch nicht völlig aus.
Der Heterochromatinverteilung im Zellkern (z.B.) liegt eine Struktur zugrunde,
über die bisher nicht viel bekannt ist. Es herrscht Einigkeit darüber, dass
Heterochromatin nicht einfach willkürlich im Zellkern verteilt ist [119, 120],
und es wird berechtigterweise angenommen, dass es auf mehreren Größenskalen
organisiert ist.
Es existieren verschiedene Modelle und Theorien zur Organisation des Genoms
im Zellkern, z.B. zur Anordnung der Nukleosomen in einer angenommen, aber
noch nicht bestätigten 30 nm-Anordnung [40]. Zur Organisation auf größeren
Skalen (≈ 1 µm) existieren Modelle zu Chromosomterritorien und Ansätze zu
ihrem inneren Aufbau [6]. Aufgrund der zu geringen Diﬀerenziertheit der Modelle
können die hier gewonnen Daten nicht mit den Modellen verglichen werden und
somit ist es schwierig, der gemessenen Struktur bestimmte Charakteristika zuzu-
ordnen. Würde z.B. ein ﬁktives „Netzmodel“ angenommen werden, so könnten
den Loklisationsdaten Charakteristika wie die Maschengröße des Netzes, die
Anzahl der Knoten usf. entnommen werden. Diese Charakteristika würden dann
einen Vergleich zwischen einzelnen Aufnahmen und Messreihen erlauben.
Wie erwähnt, existiert kein zellkernglobales Modell, das detailliert genug
ist, um es mit Lokalisationsdaten zu vergleichen. Hier soll nun eine Methode
vorgestellt werden, die auch ohne ein zugrundeliegendes Modell Charakteristika
der Struktur bestimmen kann und somit den gewünschten Vergleich zwischen
einzelnen Messungen und Messreihen ermöglicht.
Distanzverteilungen (siehe dazu auch Abschnitt 5.4) sind ein Ansatz, um hoch-
auﬂösende Mikroskopie zur Analyse der Genomarchitektur zu nutzen. Der Verlauf
der Distanzverteilung und die ggf. auftretenden Maxima machen eine gewisse
Quantiﬁzierung der zugrundeliegenden Struktur möglich. Wie in Abschnitt 5.4
vorgestellt überlagern sich in Distanzverteilungen mehrere Verteilungen, die es
ggf. unmöglich machen, diesen bestimmte Informationen zu entnehmen. Z. B.
lassen die Distanzverteilungen es zu, die charakteristische Distanz auf kleinen
Skalen (ca. 50 nm) zu bestimmen, allerdings können die Organisationsebenen auf
größeren Skalen methodisch bedingt nicht sichtbar gemacht werden (detailliertere
Beschreibungen ﬁnden sich in Abschnitt 5.4). Distanzanalysen können somit nur
einen Teilaspekt der Struktur charakterisieren, aber zeigen gleichzeitig, dass mit
Lokalisationsmikroskopie eine Analyse im Nanometerbereich möglich ist.
Idealerweise könnten einer mikroskopisch analysierten Struktur ihre Chrakte-
ristika (charakteristische Distanzverteilungen, Dichteverteilungen usf.) auf allen
Organisationsebenen entnommen werden. Es soll dabei einerseits die mittlerweile
erreichbare Nanometergenauigkeit verwendet werden, aber dabei nicht die Or-
ganisation des Genoms auf Größenskalen im Mikrometerbereich vernachlässigt
werden. Dies würde den Vergleich zwischen einzelnen Zellkernen ermöglichen,
ohne dass ein ausreichend detailliertes Modell vorhanden ist.
Der hier vorzustellende Ansatz kann auf allen Größenskalen eingesetzt werden,
da er ohne die Eingabe von Parametern funktioniert, und integriert implizit Dich-
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teverteilung und Distanzverteilungen. Er erlaubt außerdem eine Quantiﬁzierung
der Struktur, ohne ein Modell zugrunde legen zu müssen.
A B C D E
Abbildung 5.8: Komplexbildung in Abhängigkeit von α. In der unteren Zeile sind
die Punkte mit ihren α-Umgebungen gezeigt, in der oberen die resultierenden
Komplexe. A: Der Wert von α ist sehr klein, d.h. in keiner α-Umgebung liegen
weitere Punkte, daher werden keine Punkte zu Linien verbunden. B: In den α-
Umgebungen der Punkte liegen weitere Punkte, die zu Linien verbunden werden.
C: Bei steigendem Wert von α werden weitere Punkte verbunden. Beﬁnden sich
gleichzeitig drei Punkte in einer α-Umgebung, entsteht ein Dreieck. Darüber
hinaus entstehen „ungefüllte“ Einschlüsse, d.h. Löcher. D: Mit steigendem Wert
von α werden die Löcher durch weitere Dreiecke gefüllt. E: Ab einem bestimmten
Wert von α sind alle Punkte zu Dreiecken verbunden und damit keine Löcher
mehr vorhanden (Abbildung aus [121]).
Bei der Strukturanalyse von Punktdaten kann es hilfreich sein, die Punkte zu
Komplexen zu verbinden und diese Komplexe zu analysieren [122]. Abbildung 5.8
zeigt ein Objekt und die Punktstruktur, die es bildet. Dieses Objekt soll hier
nun einen Zellkern und die Punkte sollen eine Lokalisationsaufnahme seiner
Chromatinstruktur repräsentieren. Die Komplexbildung kann mithilfe eines al-
le Längenskalen aufsteigend durchlaufenden Parameters α motiviert werden.
Ein um jeden Punkt gebildeter Kreis mit dem Radius α entspricht seiner α-
Umgebung. Wenn ein Punkt innerhalb einer α-Umgebung eines anderen Punktes
liegt, dann werden die beiden Punkte durch eine Linie verbunden. Die zuvor
voneinander unabhängigen Punkte (oder abstrakter Komponenten) werden zu
einer Komponente “Linie” vereinigt. Liegen drei Punkte in einer α-Umgebung,
dann werden diese zu einem Dreieck verbunden. Es entsteht also aus drei Kom-
ponenten (drei Punkten) bzw. zwei Komponenten (einer Linie und einem Punkt)
eine Komponente (ein Dreieck).
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Bei steigendem Wert von α werden immer weitere vorher getrennte Kompo-
nenten vereinigt. Die Anzahl an Komponenten, die voneinander unabhängig sind,
nimmt ab und es entsteht ein wachsender Komplex aus Linien und Dreiecken,
was in Abbildung 5.8 dargestellt wird. Dieser Prozess erlaubt es, die sich als
Funktion des Radius α ändernde Anzahl an Komponenten zu verfolgen. Zuerst
ist jeder einzelne Punkt eine separate Komponente und zuletzt existiert bei
einem ausreichend großen Wert von α nur noch eine Komponente. Im Verlauf
dieses Wachstumsprozesses entstehen topologisch interessante Einschlüsse in
der Komplexstruktur, die als Löcher gelten. Die Anzahl an Komponenten und
Löchern kann für einen festen Wert von α bestimmt werden.
Welcher Wert von α ist geeignet für die Analyse der Genomstruktur? Bei einem
zu kleinen Wert werden nur wenige Punkte zu Linien und Dreiecken verbunden,
aber bei einem zu groß gewählten werden alle Punkte zu einer Komponente
verbunden. In beiden Fällen kann keine Information über die Struktur gewonnen
werden. (Ein ähnliches Problem wurde bereits bei der Dichteanalyse (siehe dazu
Abschnitt 5.5) vorgestellt.) Einen idealen Wert von α für die Auswertung zu
ﬁnden, ist demnach schwierig und die Analyse bei einem festen Wert von α wird
der Aufgabe, die Struktur zu analysieren, nicht gerecht. Demnach ist schon die
Frage nach einem festen α für die Analyse einer komplexen Struktur wie der
Chromatinstruktur eine ungeeignete Frage.
In [122] wird ein Ansatz vorgestellt, wie sich alle Komponenten und Löcher
kompakt zusammenfassen lassen. Der vorgestellte Ansatz ermöglicht es, durch
die Repräsentation als „Barcodes“ das Entstehen und Verschwinden der Kompo-
nenten und Löcher bei steigendem Wert von α und damit unabhängig von einem
fest gewählten Wert von α zu verfolgen. Beispielhaft ist dies in Abbildung 5.9
gezeigt. Der Beginn einer Linie in der Barcode-Darstellung zeigt, bei welchem
α die Komponente bzw. das Loch entstanden ist, und das Ende der Linie, für
welchen Wert von α diese bzw. dieses wieder verschwunden ist als Folge der
Vereinigung zu einer größeren Komponente. Alle grünen Balken beginnen bei
Null, da bei einem Wert von α = 0 alle Punkte unverbunden sind, d.h. jeder eine
eigene Komponente darstellt. Wurden nun zwei Punkte zu einer Linie (bzw. drei
Punkte zu einem Dreieck) verbunden, dann sind die beiden (bzw. drei) Punkte
in der neu entstandenen Komponente „Linie“ (bzw. „Dreieck“) vereinigt worden
und daher endet der zugehörige grüne Balken. Durch das weitere Verbinden von
Punkten bei steigendem Wert von α entstehen die in Abbildung 5.9 gezeigten
Linien, Dreiecke und Löcher. Die Lebenszeit eines Loches wird in Abbildung 5.9
durch rote Balken repräsentiert. Der Balken beginnt, wenn das Loch entsteht,
und endet, wenn es gänzlich ausgefüllt wird.
Der Barcode stellt somit ein Abbild der untersuchten Struktur auf allen Grö-
ßenskalen dar. Das Entstehen und Vergehen kleiner Komplexe wird genauso
repräsentiert wie das Entstehen und Vergehen großer Komplexe. Die beispiel-
hafte Darstellung umfasst hier aus Gründen der Übersichtlichkeit 14 Punkte.
Der gleiche Ansatz und die gleiche Darstellung können aber auch für Strukturen
verwendet werden, die tausende von Punkten enthalten. Im Falle der Chroma-
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Abbildung 5.9: Bildung eines Barcodes aus einer Punktstruktur. Das Diagramm im
unteren Bereich zeigt die Barcodedarstellung mit α auf der x-Achse aufgetragen.
Der Beginn der grünen bzw. roten Balken charakterisiert den Wert von α, bei dem
die Komponente bzw. das Loch entsteht, das Ende des Balkens, wann sie bzw. es
untergeht. Das zu den Bildern A-H gehörende α wird durch die gestrichelte Linie
angezeigt. A: Bei dem vorgegebenen α sind keine Punkte zu Linien verbunden,
daher endet an der zu A gehörenden gestrichelten Linie kein Balken. B: Eine
Linie ist entstanden und somit ist vor der zu B gehörenden gestrichelten Linie
ein Balken geendet. C: Mehr Punkte werden verbunden, daher enden mehr
der grünen Balken. D: Nun sind alle Punkte zu einer Komponente verbunden,
daher ist nur noch ein grüner Balken vorhanden. E, F: Zwischen dem zu D und
zu F gehörenden α entstehen Löcher, die durch die roten Balken repräsentiert
werden. G: Eines der Löcher wurde gefüllt und daher endete der entsprechende




tinstruktur würde der Barcode Informationen über Komponenten und Löcher
sowohl im Bereich weniger Nanometer als auch im Mikrometerbereich enthalten.
Diese kompakte und anschauliche Form der Darstellung erlaubt es nun außerdem,
ausschließlich bestimmte Substrukturen zu betrachten, z.B. alle Komponenten
und Löcher, die im Bereich von α1 bis α2 gebildet werden und wieder untergehen.
Wie dargestellt eröﬀnet die Charakterisierung einer Punktstruktur durch Bar-
codes neue Möglichkeiten. Allerdings wird dabei eine komplexe Darstellung
(Punktverteilung) durch eine andere komplexe Darstellung (Barcode) ersetzt.
Der zu einer Punktverteilung aus tausenden von Punkten gehörende Barcode ist
ähnlich unübersichtlich wie die zugehörige Punktdarstellung selbst. Allerdings
entsteht durch die Möglichkeit, Barcodes miteinander zu vergleichen und Para-
meter für die Ähnlichkeit dieser zu deﬁnieren, ein signiﬁkanter Fortschritt für
die Analyse von Punktstrukturen.
In [121] wird ein Ansatz, der als Maß für die Ähnlichkeit S von Barcodes
genutzt werden kann, vorgestellt. Die Ähnlichkeit von zwei Barcodes A und B
























J(a, b) = |a∩b|
|a∪b|
stellt den Jaccard-Index [123] dar, welcher als Maß für die Ähnlich-
keit zweier Balken angesehen werden kann. Anschaulich besagt der Jaccard-Index
inwieweit zwei Balken sich überlagern. Das Ergebnis ist ein Wert zwischen 0 und
1, wobei 0 für gar keine Überlagerung steht und 1 für zwei identische Balken.
Der in Gleichung (5.1) mit C markierte Teil sagt aus, dass zu einem Balken
a der Balken b gesucht wird, bei dem der Jaccard-Index J(a, b) maximal wird.
Dies wird für jedes a wiederholt und die Summe gebildet (siehe C’).
Dies wird ebenso für die andere Richtung durchgeführt. In D wird zu jedem
Balken b der entsprechende Balken a gesucht, sodass der Jaccard-Index J(a, b)
maximal wird. Auch hier werden die Ergebnisse für die einzelnen Balken b
aufsummiert (siehe D’).
Die beiden Summen C’ und D’ werden nun addiert und durch die Anzahl
der Balken in beiden Barcodes (= |A|+ |B|) dividiert. Die Division führt dazu,
dass auch das Ähnlichkeitsmaß S(A,B) wie der Jaccard-Index J(a, b) einen
Wertebereich zwischen 0 und 1 hat. S(A,B) = 1 besagt, dass sowohl zu jedem
Balken aus A ein Balken in B gefunden wurde, als auch zu jedem Balken aus B
ein Balken in A gefunden wurde, für die gilt, dass sie identisch sind. S(A,B) = 0
besagt, dass zu keinem Balken aus A ein Balken aus B gefunden wurde bei dem
es zu Überlagerung kommt. Eine anschauliche Beschreibung anhand von zwei
Beispielbarcodes beﬁndet sich in Abbildung 5.10.
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Abbildung 5.10: Barcodevergleich. Für jeden Balken aus Barcode A wird der
Balken aus B gesucht, für den der Jaccard-Index maximal wird. Der Jaccard-
Index repräsentiert anschaulich inwieweit zwei Balken sich überlagern. Dies
wird in Gleichung (5.1) durch den mit C markierten Teil berechnet und in
Abbildung 5.10 C dargestellt. Diese Werte werden für jeden Balken aus A
summiert (siehe Gleichung (5.1) C’). Ebenso wird für jeden Balken aus B der
Balken aus A gesucht für den der Jaccard-Index maximal wird. Dies wird in
Gleichung (5.1) durch den mit D gekennzeichneten Teil repräsentiert und in
Abbildung 5.10 D gezeigt. Diese Werte werden wiederum für den Balken aus B
aufsummiert (siehe Gleichung (5.1) D’). Die Summe dieser beiden Teilsummen
wird durch die Anzahl der Balken in beiden Barcodes dividiert. Das Ergebnis
S(A,B) (siehe Gleichung (5.1)) quantiﬁziert die Ähnlichkeit der Barcodes A und




Im Rahmen dieser Arbeit wurden Programme erstellt, die für die Auswertung
von Lokalisationsdaten genutzt werden können. Aufgrund der großen Menge
an Daten in unterschiedlichen Experimenten verfügen diese Programme neben
der Möglichkeit, verschiedene Auswertealgorithmen zu verwenden (wie Cluster-,
Distanzanalysen usf.) auch über Datenstrukturierungsfunktionen.
Es zeigt sich außerdem, dass Lokalisationsdaten Schwankungen unterliegen
können, die bei der Auswertung berücksichtigt werden müssen (siehe dazu auch
Abschnitt 5.6). Daher bieten die Programme Funktionen, die die Überprüfung
der Güte von Daten erlauben.
Lokalisationsmikroskopie ist zwar ein zunehmend etabliertes Verfahren, aller-
dings existieren nur wenige Auswertesysteme, die die Genauigkeitsverbesserung
dieser Mikroskopie für quantitative Auswertungen nutzen.
In diesem Kapitel werden getestete, überarbeitete und neu entwickelte Aus-
wertemethoden vorgestellt und wie diese in einfach zu benutzende Programme
mit graﬁschen Benutzeroberﬂächen integriert wurden.
6.1 Chromatinanalyse
Im Verlauf der verschiedenen durchgeführten Experimente entstand der Bedarf
nach einer einfach zu handhabenden Auswertesoftware, die einige der entwickelten
Auswertemethoden (Distanzanalyse, Dichteanalyse, Clusteranalyse usf. (siehe
Abschnitt 5.3, 5.4 und 5.5)) integriert und zusätzlich entsprechende Bilder (siehe
Abschnitt 3.2.4) erstellt. Dabei entstand das Programm „Chromatinanalyse“.
Benötigt wurde außerdem die Möglichkeit, mehrere Messreihen miteinander zu
vergleichen und Diagramme mit entsprechenden Legenden zu erhalten. Darüber
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Abbildung 6.1: Graﬁsche Benutzeroberﬂäche zu dem Programm
„Chromatinanalyse“
hinaus wurde die in Abschnitt 5.2 vorgestellte Filtermethode in das Programm
integriert. Die verschiedenen Funktionen können alle über die graﬁsche Benut-
zeroberﬂäche gesteuert werden. Entsprechende Vergleichsdiagramme werden
automatisch erzeugt. Alle Parameter für die Erstellung von Diagrammen, Bil-
dern und Filtern können direkt in der graﬁsche Benutzeroberﬂäche eingegeben
werden, wobei die meisten Optionen selbsterklärend sind. Untenstehend sind
alle Optionen zusammengefasst und kurz beschrieben. Abbildung 6.1 zeigt die
graﬁsche Benutzeroberﬂäche des Programms.
Dateien öﬀnen
Parameter zur Kurznamensuche: Durch „Ordner öﬀnen“ wird
dem Nutzer die Möglichkeit, gegeben einen Datensatz dem Programm
hinzuzufügen, der die zu analysierenden Koordinatenmatrizen enthält.
Das Programm sucht im Pfad nach den eingegebenen Parametern
und übernimmt Ordnernamen, die einen der Parameter enthalten, als
Kurznamen.
Dateiname: Hier muss der Dateiname der Koordinatenmatrizen
eingegeben werden. Das Format dieser Dateinamen muss immer mit




Kurzname: Hier kann der automatisch erkannte Kurzname geändert
werden.
Allgemeine Paramter
Pixelsize [nm/px]: Die Koordianatenmatrizen der Lokalisationsauf-
nahmen enthalten die Koordinaten mit einer Genauigkeit im Bereich
einiger Nanometer. Über den Parameter „Pixelsize“ kann festgelegt
werden, welche Größe in Nanometern einem Pixel bei der Bilderstel-
lung entspricht (siehe dazu auch 3.2.4). Kleine Werte erhöhen die
benötigte Berechnungszeit, bei der Eingabe zu großer Werte können
Details verloren gehen. Ein guter Kompromiss sind 10 bis 20 nm/px.
maximal zu analysierende Zelle pro Reihe: Diese Zahl legt fest,
bis zu welchem Index Dateien geladen werden sollen.
Name des Experiments: Der hier festgelegte Name für das Expe-
riment taucht in jedem Diagramm auf.
Filter: Schwellwert für die Filterung der Daten. 0.25 bedeutet, dass
alle Punkte verworfen werden, deren lokale Dichte kleiner als 25% der
Maximaldichte ist (siehe dazu auch Abschnitt 5.5).
Dichtebilder
Radius: Radius zur Erstellung der Dichtebilder (siehe dazu auch
Abschnitt 3.2.4)
Dichtebild Sigma Gaussﬁlter [nm]: Dieser Parameter wird für
den Gaussﬁlter bei der Dichtebilderstellung benötigt (siehe dazu auch
Abschnitt 3.2.4)
Distanzanalyse
Binning Histogramme: Klasseneinteilung bei der Erstellung der
Distanzverteilungen
Maximale Distanz [nm]: maximal zu analysierende Distanz für die
Distanzverteilung
Fit: maximal zu berücksichtigende Distanz für die Anpassungsfunkti-
on in den Distanzverteilungen
Maximale Distanz in Clustern [nm]: maximal zu analysierende
Distanz für die Distanzverteilung in Clustern
Fit: maximal zu berücksichtigende Distanz für die Anpassungsfunkti-




Radius [nm]: Paramter für DBSCAN (ǫ) (siehe dazu auch Ab-
schnitt 5.4)
min. Punkte: Paramter für DBSCAN (Nmin) (siehe dazu auch Ab-
schnitt 5.4)
Erstelle Clusterbild: Wenn diese Option aktiviert ist, wird ein
Clusterbild gespeichert.
Wie in Abschnitt 5.6 erläutert müssen Lokalisationsdaten einer Überprüfung
unterzogen werden, bevor sie weiterverwendet werden können. Häuﬁg können
fehlerhafte Messungen auch an ihren Abweichungen zum Mittelwert im Hinblick
auf die Distanzverteilung oder die Anzahl gemessener Blinkereignisse erkannt
werden.
„Chromatinanalyse“ erstellt zu jeder Messung ein Dichtebild (Abbildung 6.2 A)
(wahlweise auch mehrere mit unterschiedlichen Parametern), ein Standardbild
(Abbildung 6.2 B) und ein Clusterbild (Abbildung 6.2 C) gemäß der Vorgaben
(siehe dazu auch Abschnitt 3.2.4). Außerdem wird die Distanzverteilung (siehe
Abschnitt 5.4) berechnet, eine Anpassung mit einer logarithmischen Normalver-
teilung versucht und bei ausreichender Qualität der Anpassung das Maximum
bestimmt (Abbildung 6.4 A). Die Daten der Distanzverteilung mit der ent-
sprechenden Anpassungsfunktion und das erstellte Diagramm werden für jede
Zelle gespeichert. Eine Übersicht der gefunden Maxima wird für jede Messreihe
erstellt. (Abbildung 6.3 A zeigt beispielhaft eine solche Übersicht.) Zusätzlich
werden alle gefundenen Maxima aller Messreihen nochmals in Boxplots darge-
stellt (Abbildung 6.3 B zeigt beispielhaft einen solchen Boxplot). Ein Boxplot
ist eine Form der Darstellung, die es erlaubt, große Datenmengen im Hinblick
auf Schwankungen zu untersuchen. Die Box des Plots entspricht dem Bereich, in
dem die mitteleren 50% der Daten liegen. Die Länge der Box wird Interquar-
tilsabstand (IQR, engl. interquartile range) bezeichnet. Der Median wird als
Strich eingezeichnet, der Mittelwert als Kreuz. Die gestrichelten Linien reichen
vom Maximal- zum Minimalwert der Daten, wobei Werte, die um mehr als
3 · IQR abweichen, als Ausreißer gelten und als rote Kreuze eingezeichnet werden.
Tabelle 6.1 zeigt eine Übersicht der ausgegebenen Diagramme und Bilder mit
Verweisen auf Abbildungsbeispiele.
Mit Hilfe dieser Diagramme (zuvorderst mit den Übersichten über Messreihen
und ganze Experimente) ist überprüfbar, ob die Resultate gleichbleibend sind
oder unerwartete Schwankungen auftreten. Die einzelnen Messungen lassen
sich anhand der jeweils für Einzelmessungen ausgegebenen Diagramme und
Bilder (Abbildung 6.2 und 6.4 A) bewerten und entscheiden, ob sie für weitere
Auswertungen genutzt werden können.
Zusätzlich werden Gesamtdistanzverteilungen (siehe Abbildung 6.4 B) für
jede Messreihe erstellt. Vier Möglichkeiten, aus den Einzeldistanzverteilungen
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Abbildung 6.2: Bildausgaben Chromatinanalyse. A: Dichtebild. B: Standardbild.








Distanzverteilung 6.4A 6.4B 6.4B
Distanzverteilung 6.4A 6.3A 6.3B
Maximum
Anzahl Punkte 6.3A 6.3B
Distanzverteilung 6.4A
in Clustern
Distanzverteilung 6.4A 6.3A 6.3B
Maximum in Clustern
Anteil Punkte 6.3A 6.3B
in Clustern
Tabelle 6.1: Übersicht Ausgabediagramme Chromatinanalyse. Das Programm
„Chromatinanalyse“ gibt eine Reihe von Diagrammen und Bildern aus. Die
Tabelle stellt eine Übersicht der Ausgaben dar und zeigt Verweise zu beispielhaf-
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Übersicht Messreihe Übersicht Experiment
Abbildung 6.3: Übersichtssausgaben Chromatinanalyse. A: Balkendiagramme, die
Übersichten einer Messreihe zeigen. Auf der x-Achse ist der Index der Einzelmes-
sung angezeigt und auf der y-Achse der zu untersuchende Parameter. Der rote
Balken zeigt den Mittelwert. Diese Diagramme helfen, einzelnen Zellen zu identi-
ﬁzieren, die stark vom Mittelwert abweichen. B: Boxplotdarstellung des ganzen
Experiments. Jede Box repräsentiert eine unter A dargestellte Messreihe. Die
Box repräsentiert die mittleren 50% der Daten, die gestrichelten Linien reichen
vom Maximal- zum Minimalwert der Daten, das schwarze Kreuz repräsentiert
den Mittelwert, der Median wird als roter Strich dargestellt. Werte, die um mehr































Abbildung 6.4: Distanzverteilungen Chromatinanalyse. A: Distanzverteilung einer
Zelle mit einer Anpassung durch eine logarithmische Gaußverteilung und be-
stimmtem lokalem Maximum. Diese Einzeldistanzverteilungen können bei der
Einschätzung der Qualität der Aufnahme helfen und erlauben Einschätzungen
zur zugrundeliegenden Struktur. B: Gesamtdistanzverteilung, jede Messreihe
wird durch eine Distanzverteilung repräsentiert. Je nach Datenlage, müssen
die Daten bei der Erstellung der Gesamtdistanzverteilungen einer Normierung
unterzogen werden (siehe dazu Abschnitt 6.1).
1. Das Programm zur Berechnung der Distanzen gibt diese als Liste mit
Distanzen pro Messung aus (mit der Anzahl der Distanzen Dj der Zelle
j). Eine Möglichkeit, eine Gesamtdistanzverteilung zu erstellen, ist, diese
Listen für alle Zellen einer Messreihe zusammenzufügen und entsprechend
daraus ein Histogramm (Klasseneinteilung xi mit den zugeordneten Werten
yi, wobei i für die einzelnen Klassen steht) zu erstellen.
Dieses Verfahren eignet sich für Messreihen, bei denen die gemessene Punkt-
zahl der verschiedenen Einzelmessungen konstant ist und ebenso die Anzahl
der Einzelmessungen pro Messreihe gleich ist. Ansonsten beeinﬂussen ein-
zelne Messungen mit einer vergleichsweise hohen Punktzahl die Verteilung
stärker als die Messungen mit einer niedrigen Punktzahl, da die Listen der
Distanzen nicht entsprechend ihrer Länge gewichtet werden.
2. Der zweite mögliche Ansatz berechnet, wie obenstehend, ein Histogramm,




dividiert. Somit hat das Histogramm dann eine normierte y-Skala.
Auch bei diesem Verfahren sollten die gemessenen Punktzahlen der Ein-
zelmessungen innerhalb einer Messreihe konstant sein. Sollen aber unter-
schiedliche Messreihen in einem Diagramm verglichen werden, die sich im
Hinblick auf ihre y-Skalierung sehr stark unterscheiden, sodass der Verlauf
einzelner Messreihen durch ungeeignete y-Skalierung nicht sichtbar ist, so
bietet sich diese Variante mit einer normierten y-Skala an.
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3. Da alle Histogramme eine identische Klasseneinteilung xi haben, ist es







wobei N die Anzahl der Messungen pro Messreihe ist.
Dieses Verfahren sollte angewendet werden, wenn die Einzelmessungen
konstante Punktzahlen haben, aber die Positionen der charakteristischen
Maxima sich unterscheiden oder die Anzahl der Einzelmessungen pro
Messreihe unterschiedlich ist.
4. Der letzte in das Programm integrierte Ansatz berechnet, wie obenstehend,










Dieses Verfahren eignet sich, wenn die Anzahl der Punkte pro Einzel-
messungen sich innerhalb einer Messreihe erheblich unterscheiden, sodass
einzelne Messungen die Gesamtdistanzverteilung deutlich stärker beeinﬂus-
sen würden als andere.
6.2 Chromatinanalyse-Erweiterungen
Die folgenden Programme greifen auf die Parameter von „Chromatinanalyse“ zu
und erweitern den Funktionsumfang von „Chromatinanalyse“.
6.2.1 Fit-Optimierung
Wie in Abschnitt 5.4 beschrieben, tauchen in Distanzverteilungen häuﬁg Über-
lagerungen unterschiedlicher Verteilungen auf, sodass die Anpassungsfunktion
zu den durch das Programm standardisierten Parametern nicht immer funktio-
niert, obwohl sie prinzipiell möglich ist. Das Tool „Fit-Optimierung“ bietet dem
Anwender die Möglichkeit, die Anpassung mit anderen Parametern zu verbessern.
Nach dem Start des Programms „Fit-Optimierung“ wird der Nutzer aufge-
fordert, eine „Chromatinanalyse“-Paramterdatei zu öﬀnen. Danach ist noch die
Eingabe von drei Parametern notwendig:
Wie weit soll der Fitbereich verschoben werden [nm]?: Wie in
Abschnitt 6.1 beschrieben kann der BereichDfit,max, in dem eine Anpassung
an eine Funktion versucht wird, festgelegt werden. Da es Schwankungen gibt,




Abbildung 6.5: Programmablauf „Fit-Optimierung“. Ist keine Anpassung mit dem
vorgegebenen Bestimmtheitsmaß möglich, so wird dem Anwender eine Übersicht
(A) der Anpasungsversuche gezeigt. Außerdem sieht er eine Vorschau (B) der
bestmöglichen Anpassungsfunktion. Der Anwender kann dann entscheiden, ob
er noch weitere Versuche mit geänderten Parametern durchführen möchte oder
den Datensatz verwerfen will (C).
überlagert wird, passt der in „Chromatinanalyse“ festgelegte Wert nicht
für alle Messungen gleichermaßen. Hier kann nun festgelegt werden, um
welchen Bereich ∆Dfit,max der eingegebene Wert aus „Chromatinanalyse“
verändert werden darf.
Fitquality Min: Das Verschieben des Fitbereichs beinﬂusst das Bestimmt-
heitsmaß der Anpassungsfunktion. Hier kann ein Wert festgelegt werden,
bei dem die Anpassung akzeptiert wird.
Fitquality Überprüfung: Erreicht eine Anpassung den hier für das
Bestimmtheitsmaß festgelegten Wert, dann wird dem Nutzer eine Vorschau
angezeigt und er kann entscheiden, ob er die Anpassung übernehmen
möchte.
Nachdem die Parameter durch den Nutzer bestätigt wurden, wird das Pro-
gramm in 1 nm-Schritten den Anpassungsbereich von Dfit,max −∆Dfit,max bis
Dfit,max +∆Dfit,max ändern und Tests durchführen. Eine Übersicht wird ausge-
geben, die das Bestimmtheitsmaß für die unterschiedlichen Anpassungsbereiche
anzeigt, und für den Anpassungsbereich mit dem höchsten Bestimmtheitsmaß
wird außerdem eine Vorschau der Anpassung angezeigt. Der Nutzer kann dann
























Abbildung 6.6: Beispiel einer Fitoptimierung. A: Der ursprüngliche Anapssungs-
bereich umfasste den Bereich von 0 bis 100 nm, allerdings wird ab ca. 50 nm
das lokale Maximum bereits durch den linearen Teil der Verteilung überlagert
(weitere Informationen zum Verlauf dieser Verteilungen siehe Abschnitt 5.4). B:
Nach Optimierung, in diesem Fall Reduzierung, des Anpassungsbereichs konnte
eine erhebliche bessere Anpassung durchgefuührt werden.
schau. Er kann dann entscheiden, ob das Resultat verworfen werden soll oder
in die weitere Analyse übernommen werden kann. Abbildung 6.6 zeigt beispiel-
haft das ursprüngliche und das optimierte Resultat. Abbildung 6.5 zeigt den
Programmablauf und wie die Daten sowie die Abfragen dem Nutzer präsentiert
werden.
6.2.2 NearestNeighbour(NN)-Analyse
Dieses Programm berechnet zu jedem Punkt Pi die minimale Distanz zu einem
weiteren Punkt und bildet nur aus diesen ein Histogramm. Auch hierbei werden
Anpassungsfunktionen durchgeführt und die Maxima der Fits in entsprechende
Boxplots übernommmen (siehe dazu auch Abschnitt 6.1). Alles wird automa-
tisch in den Verzeichnissen gespeichert, die vorher in „Chromatinanalyse“ als
Speicherort festgelegt wurden.
Nach dem Start des Programms „NN-Analyse“ wird der Nutzer aufgefor-
dert, eine „Chromatinanalyse“-Parameterdatei zu öﬀnen. Die Eingabe weiterer
Parameter ist nicht nötig, anschließend werden die NN-Distanzverteilungen
berechnet.
6.2.3 Dichte-Analyse
Dieses Programm setzt die in Abschnitt 5.5 erklärte Dichteanalyse um. Für jede
Messung wird ähnlich einer Distanzverteilung eine Dichteverteilung erstellt und
ein Fit versucht. Da Dichteanalysen sehr von der Anzahl der Punkte pro Messung
beeinﬂusst werden, sollte dieses Verfahren nur mit Daten durchgeführt werden,
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bei denen die Anzahl der detektierten Punkte innerhalb der Messreihen nicht
schwankt. Auch bei normierten Daten hat der notwendige Parameter des Radius
r zur Bestimmung der lokalen Dichte (siehe dazu auch Abschnitt 5.5) einen erheb-
lichen Einﬂuss auf das Resultat. Nach Starten des Programms „Dichte-Analyse“
wird der Nutzer aufgefordert, eine „Chromatinanalyse“-Parameterdatei zu öﬀnen.
Anschließend wird noch der Parameter r für die Dichteanalyse abgefragt. Es wer-
den Anpassungen mit einer Gaußfunktion versucht und das Maximum bestimmt.
Die gefundenen Maxima werden in Boxplots (siehe dazu auch Abschnitt 6.1)
dargestellt.
6.3 Overlay
Das Programm „Chromatinanalyse“ beinhaltet verschiedene mögliche Auswer-
teansätze, allerdings ist es auf Experimente beschränkt, bei denen nur eine
Markierung pro Zellkern verwendet wurde. Es kann nicht eingesetzt werden, um
zwei Strukturen miteinander zu vergleichen, wie in Abschnitt 5.7 beschrieben.
Durch optimierte Markierungsverfahren (siehe dazu auch Abschnitt 4) ist es
mittlerweile möglich verlässliche Markierungen, die für Lokalisationsmikrosko-
pie geeignet sind, von mehreren unterschiedlichen Strukturen in einem Zellkern
durchzuführen. Wie auch schon im Hinblick auf „Chromatinanalyse“ war auch für
die Mehrkanalanalyse ein einfach zu benutzendes mit graﬁscher Oberﬂäche aus-
gestattetes Programm notwendig, das Messreihen analysieren kann. Dieses wurde
im Rahmen dieser Arbeit erstellt und mit „Overlay“ benannt. Abbildung 6.7
zeigt die graﬁsche Benutzeroberﬂäche. Zunächst sollen hier die einzugebenden
Parameter erläutert werden:
Layer 1 & Layer 2: Die einzugebenden Paramter ähneln jenen in „Chro-
matinanalyse“. Über „Ordner öﬀnen“ können dem Programm Messreihen
hinzugefügt werden.
Auswahl: Dichtebild oder Clusterbild: Das Programm kann
Überlagerungsbilder von Dichte- und Clusterbildern erstellen (siehe
dazu auch Abschnitt 3.2.4). Dies kann über die graﬁsche Benutzero-
berﬂäche ausgewählt werden. Anschließend werden die entsprechenden
Boxen zur Eingabe der Paramter angezeigt. Die entsprechenden Para-
meter wurden bereits in Abschnitt 6.1 erläutert.
Kurzname: Die Kurznamen werden in jedem Diagramm und Bild
angezeigt.
Dateiname: Die Eingabe der Dateinamen ist identisch zum Pro-
gramm „Chromatinanalyse“.
Overview: Am Lokalisationsmikroskop können neben den Lokalisations-
bilderstapeln auch Übersichtsbilder erstellt werden (siehe dazu auch Ab-
schnitt 3.2.4). Das Programm „Overlay“ erstellt aus den ausgewählten
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Abbildung 6.7: Graﬁsche Benutzeroberﬂäche des Programms „Overlay“
Dichte- und Clusterbildern Überlagerungsbilder. Werden hier Übersichts-
bilder ausgewählt, so werden diese zusätzlich in den Hintergrund der
Überlagerungsbilder gelegt.
Picture Stack Number: Wenn sich die Übersichtsbilder in einem
Bildstapel beﬁnden, dann kann über diesen Parameter festgelegt
werden, welches Bild des Stapels verwendet werden soll.
Allgemeine Parameter
Pixelsize [nm/px]: Hier kann festgelegt werden, welche Größe einem
Pixel bei der Erstellung von Bildern entsprechen soll. (Eine detaillierte
Beschreibung beﬁndet sich in Abschnitt 6.1).
maximal zu analysierende Zelle pro Reihe: Diese Zahl legt fest,
bis zu welchem Index Dateien geladen werden sollen.
Name: Der hier festgelegte Name für die Messreihe taucht in jedem
Diagramm und Bild auf.
Größe der Vergleichszellen [nm]: In Abschnitt 5.7 werden zwei
Verfahren vorgestellt, um Kolokalisation bei Lokalisationsdaten zu
bestimmen. Hier wird der zweite vorgestellte Ansatz verwendet, da
er deutlich weniger rechenaufwändig ist und hier zur Erstellung von
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Bildern verwendet wird. Präzisere Kolokalisationsanalysen werden
durch das in Abschnitt 6.4 vorgestellte Programm durchgeführt. Über
das Feld kann die notwendige Rastergröße festgelegt werden.
Nach Starten des Programms werden, entsprechend den in der graﬁschen
Benutzeroberﬂäche gewählten Einstellungen, Überlagerungsbilder der beiden
Farbkanäle (rot und grün) erstellt. Darüber hinaus wird ein Kolokalisationsbild
(blau) erstellt und ebenfalls in das Überlagerungsbild eingefügt. Dieses Kolo-
kalisationsbild wird erstellt wie in Abschnitt 5.7 (Kolokalisationsmethode 2)
beschrieben.
6.4 Overlayanalyse
Das Programm „Overlayanalyse“, das auf die Parameter- und Resultate-Dateien
von „Overlay“ zurückgreift, erlaubt einen über die bloße Kolokalisationsanalyse
hinausgehenden Vergleich. Damit „Overlayanalyse“ funktioniert, sind bestimmte
Paramter in „Overlay“ verpﬂichtend: in Layer 1 muss ein Clusterbild und in
Layer 2 ein Dichtebild ausgewählt werden. Alle weiteren Parameter können
entsprechend dem Experiment gewählt werden. Die von „Overlay“ ausgegebenen
Parameterdateien können dann in „Overlayanalyse“ geöﬀnet werden. Hier ist es
möglich, mehrere dieser Parameterdateien zu öﬀnen, um z. B. mehrere Messreihen
miteinander zu vergleichen. Das Programm „Overlayanalyse“ wird nun ausgehend
von den Schwerpunkten der Cluster aus Layer 1 die Dichteverteilung der Punkte
in Layer 2 bestimmen und in Diagrammen ausgeben. Genauere Erläuterungen
zur Funktion dieser Mehrkanalanalyse ﬁnden sich in Abschnitt 5.7.
Nach dem Öﬀnen der Parameterdateien bedarf es noch der Eingabe von fünf
Parametern, die durch eine graﬁsche Benutzeroberﬂäche abgefragt werden.
Min [nm]: Minimale Distanz vom Clusterschwerpunkt, die analysiert
werden soll.
Schrittweite [nm]: Die Dichte um die Cluster wird jeweils in Kreisringen
um diese analysiert. Mit diesem Parameter wird festgelegt, mit welcher
Schrittweite die Kreisringe jeweils vergrößert werden.
Max [nm]: Bis zu dieser Entfernung vom Cluster wird die Analyse durch-
geführt.
Dichte Min [Punkte/nm2]: Bei diesem Verfahren wird die Dichte aus
Layer 2 um die in Layer 1 gefundenen Cluster bestimmt. Hier kann eine
Dichte festgelegt werden, die mindestens erreicht werden muss, damit




Min Distanz Dichtebestimmung [nm]: Die Analyse-Methode bedingt,
dass bei kleinen Entfernungen zum Clusterschwerpunkt „Dichteartefakte“
auftreten können. Die Dichte wird in Punkten pro Fläche ausgegeben.
Da die Kreisringe für kleine Entfernungen zum Cluster eine entsprechend
kleine Fläche haben, kann es vorkommen, dass eine hohe Dichte bestimmt
wird, obwohl sich in dem entsprechenden Flächenstück nur zufällig einige
Rauschpunkte beﬁnden. Die Eingabe dieses Parameters führt dazu, dass
nur die Dichte ab der eingegebenen Mindestdistanz bei der Prüfung, ob
die Mindestdichte erreicht wurde, berücksichtigt wird. Bei allen anderen
Analyseschritten gilt die unter „Min [nm]“ vorgegebene Mindestdistanz.
Die Ergebnisdiagramme werden entsprechend der in „Overlay“ eingegebenen
Parameter in einer eigenen Ordnerstruktur abgelegt, Beschreibungen und Be-




Analyse der Chromatinstruktur nach Strahlenexposition
7.1 Potential der Lokalisationsmikroskopie
Mit Hilfe von Fluoreszenzmikroskopie lassen sich zahlreiche Proteine, Strukturen,
DNA-Abschnitte usf. sichtbar machen. Konventionelle Mikroskopie (siehe dazu
auch Abschnitt 2.1.4.3) erlaubt, Strukturen mit einer Auﬂösung von ca. 200 nm
(siehe dazu auch Abschnitt 2.1.3) zu untersuchen. In den letzten Jahren konnten
Mikroskopieverfahren entwickelt werden, die es ermöglichen, trotz des Auﬂö-
sungslimits von 200 nm die Positionen von Fluorophoren deutlich präziser zu
bestimmen (siehe dazu Abschnitt 2.1.5). Die hier verwendete Lokalisationsmikro-
skopie ermöglicht die Positionsbestimmung mit einer Genauigkeit von wenigen
Nanometern. Diese erhebliche Genauigkeitsverbesserung erlaubt es, Substruktu-
ren sichtbar zu machen, die vorher durch die Überlagerungen der PSF als homo-
gene Bereiche erschienen (siehe dazu auch Abschnitt 2.1.2). Verdeutlicht werden
kann dies anhand von γH2AX-Aufnahmen (genauere Erläuterungen zu γH2AX
ﬁnden sich in Abschnitt 2.2.4). Es ist bekannt, dass DNA-Doppelstrangbrüche
zu einer deutlichen Erhöhung der γH2AX-Dichte in der direkten Umgebung
dieser Doppelstrangbrüche führt [124]. Diese dichten Bereiche (im Folgenden als
γH2AX-Cluster bezeichnet) wirken auf konventionellen Fluoreszenzaufnahmen
(siehe Abbildung 7.1 A und C) homogen und haben scheinbar nur geringfügi-
ge Intensitätsschwankungen. Die Substruktur dieser γH2AX-Cluster wird erst
mit hochauﬂösenden Mikroskopiemethoden sichtbar, z. B. mit Hilfe der hier
verwendeten Lokalisationsmikroskopie. Deutlich zu erkennen ist dies in Abbil-
dung 7.1 B, die die Überlagerung eines konventionellen γH2AX-Fluoreszenzbildes
mit den Lokalisationsmikroskopie-Dichtebildern (zu den verschiedenen Darstel-
lungsmethoden von Lokalisationsdaten siehe auch Abschnitt 3.2.4) von γH2AX
und Heterochromatin zeigt. Abbildung 7.1 C zeigt den markierten Ausschnitt
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Abbildung 7.1: Mikroskopieaufnahmen einer SKBR3-Zelle 30min nach Bestrah-
lung mit 1Gy. Heterochromatin: Grün und γH2AX: Rot. A: konventionelle
Mikroskopie. B: Lokalisationsaufnahme dargestellt als Dichtbild. C: Vergrößer-
ter Ausschnitt des konventionellen Mikroskopiebildes. D: Überlagert mit dem
Lokalisationsdichtebild. E: Überlagert mit dem Lokalisationsstandardbild. Die
Inhomogenität und Substruktur des γH2AX-Clusters ist deutlich zu erkennen.
vergrößert, in D überlagert mit dem Dichtebild und in E überlagert mit dem
Standardbild. Deutlich zu erkennen ist die keineswegs homogene Struktur des
γH2AX-Clusters. Konventionelle Mikroskopie bietet die Möglichkeit, die einzel-
nen γH2AX-Cluster zu erkennen, da sie sich deutlich vom Hintergrund abheben,
wie die Abbildungen 7.1 A und C zeigen. Eine darüber hinausgehende Analyse
ist durch die begrenzte Auﬂösung nicht möglich. Die Möglichkeit, Fluorophorpo-
sitionen mit einer Genauigkeit von einigen Nanometern zu bestimmen, erlaubt
nun eine viel detailliertere Erkennung und Analyse der γH2AX Cluster. Neben
der Anzahl der auftauchenden Cluster können die in einem Cluster enthaltenen
Moleküle, ihre Distanzverteilung (siehe dazu auch Abschnitt 5.4), die Größe der
Cluster usf. (siehe dazu auch Abschnitt 5.3) bestimmt werden. Darüber hinaus
ist es mit den in dieser Arbeit entwickelten Methoden möglich, die Strukturen
der Punktverteilung zu charakterisieren und so einem quantitativen Vergleich




Für die durchzuführenden Experimente wurden robuste Krebszelllinien verwen-
det, die einerseits den lebenden Transport zu den Bestrahlungsquellen problemlos
überstehen, auch wenn sich die Zellen dazu übergangsweise nicht unter optimalen
Umgebungsbedingungen (u.a. Temperatur und CO2-Anteil der Luft) beﬁnden.
Andererseits überleben diese Zelllinien auch Bestrahlungen mit hohen Dosen und
somit kann der Einﬂuss der Strahlendosis auf das Genom untersucht werden.
7.2.1 HeLa H2B GFP-Transfektion und
Heterochromatin-Immunoﬂuoreszenz
Da die verwendete HeLa H2B GFP-Zellinie mit dem H2B-Protein ein GFP-
Fluorophor produziert, ist die H2B-Verteilung einer mikroskopischen Analyse
ohne weitere Fluoreszenzmarkierung zugänglich. Über die H2B-Verteilung hinaus
wurde die Heterochromatinstruktur untersucht. Dazu wurde Immunoﬂuoreszenz
verwendet (siehe Abschnitt 3.1.4). Das Markierungsziel war die Histonschwanzmo-
diﬁkation H3 (tri methyl K9) (siehe dazu auch Abschnitt 2.2.3.1), der sekundäre
Antikörper trägt den Farbstoﬀ Alexa568. Alexa568 und GFP haben unterschied-
liche Anregungs- und Emissionsspektren (siehe dazu auch Abschnitt 2.1.4) und
konnten somit voneinander unterschieden werden.
Im Verlauf dieser Experimente zeigte sich, dass die verwendete HeLa-Zelllinie
erhebliche Inhomogenitäten der Fluoreszenz von Zellkern zu Zellkern zeigte.
Darüber hinaus waren die Zellen in Größe und Form sehr unterschiedlich (siehe
Abbildung 7.2 und 7.3). Trotz Veränderungen bei der Zellkultur und der Prä-
paration (siehe dazu auch 3.1.1) konnten keine ausreichend gleichbleibenden
Messungen hinsichtlich der Fluoreszenz und der Zellkerngröße erreicht werden,
somit stellte die HeLa-Zelllinie keine ausreichende Grundlage für die geplanten
quantitativen Analysen dar.
7.2.2 SKBR3 Heterochromatin-Immunoﬂuoreszenz nach
Bestrahlung
Die Zelllinie SKBR3 zeigte einerseits gleichbleibende Resultate im Hinblick
auf Größe und Form (auch nach Bestrahlung) des Zellkerns und andererseits
auch geringere Unterschiede hinsichtlich der Fluoreszenzintensität und somit der
Markierungseﬃzienz zwischen zwei Zellkernen der gleichen Präparation (siehe
Abbildung 7.4 und 7.5). Sie ist damit eine geeignete Zelllinie für die geplanten
Experimente. In den folgenden Experimenten wurde mit Hilfe dieser Zelllinie und
von Immunoﬂuoreszenz (siehe dazu Abschnitt 3.1.4) Heterochromatin (siehe dazu
Abschnitt 2.2.3.2) analysiert. Dazu wurde die Histonschwanzmodiﬁkation H3 (tri
methyl K9) (siehe dazu auch Abschnitt 2.2.3.1) als Markierungsziel verwendet.
Die Heterochromatinmarkierungen wurden mit weiteren Immunoﬂuoreszenz- und
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Abbildung 7.2: Dichtebilder einiger HeLa-Zellkerne mit H3 (tri methyl K9)-
Markierung. Da hier die Homogenität der Fluoreszenz und der Zellkernform
sowie die Qualität der Markierung dargestellt werden soll, wurden keine Fil-
terungen oder Normierungen durchgeführt. Die Inhomogenität der Zellkern-
form und -größe ist ebenso zu erkennen, wie die Unterschiede der Intensi-
tät der Fluoreszenz. (Parameter zur Dichtebilderstellung: Pixelsize=10 nm/px,
Radius=1000 nm, Gaußﬁlterradius=50 nm).






















Abbildung 7.3: Distanzverteilungen zu den in Abbildung 7.2 A,C gezeigten HeLa-
Zellkernen. Trotz der deutlichen Unterschiede im Hinblick auf Form und Fluo-
reszenzintensität sind die Distanzverteilungen sehr ähnlich. Die nanoskalige




Dosis[Gy] Zeit nach Zellzyklus Markierung
Bestrahlung [h]
0.5, 4 0.5, 3, 6, 12, 24 G2 H3 (tri methyl K9)
0.5, 4 0.5, 3, 6, 12, 24 - H3 (tri methyl K9)
0.1, 0.5, 1, 2, 4 0.5 - H3 (tri methyl K9), γH2AX
0.1, 0.5, 1, 2 0.5 - H3 (tri methyl K9), Alu
Tabelle 7.1: Übersicht der durchgeführten Experimente an SKBR3-Zellen
Combo-FISH-Markierungen kombiniert. Die Experimente werden im Folgenden
beschrieben. Tabelle 7.1 zeigt alle durchgeführten Experimente.
7.2.2.1 Synchronisation in Zellphase G2 während und nach der
Bestrahlung
Neben unterschiedlicher Form und Größe der Zelle können sich Zellen auch
im Hinblick ihrer Zellphase innerhalb des Zellzyklus unterscheiden. Um auch
hier möglichst konstante Ausgangsbedingungen zu erreichen, wurden alle Zel-
len in der Zellphase G2 (siehe dazu auch Abschnitt 2.2.2) synchronisiert. Für
dieses Experiment wurden die Zellen 24 h vor der Bestrahlung im geeigneten
Zellkulturmedium auf Deckgläser aufgebracht (siehe dazu Abschnitt 3.1.1). Dem
Zellkulturmedium wurde außerdem ein Mittel hinzugefügt, das den Zellzyklus
nach Erreichen der G2-Phase stoppt. Da die Zellen den Zellzyklus in ca. 24 h
durchlaufen, konnte so garantiert werden, dass alle Zellen sich in der G2-Phase
beﬁnden. Die Zellen, festgewachsen auf den Deckgläsern und in der G2-Phase
synchronisiert, wurden mit unterschiedlichen Dosen von 6MeV-Photonen an
einer medizinischen Bestrahlungsquelle bestrahlt und anschließend nach festen
Zeiträumen nach der Bestrahlung ﬁxiert (siehe dazu Abschnitt 3.1.2). Tabelle 7.1
zeigt eine Übersicht der Bestrahlungsdosen und der Zeitpunkte nach Bestrahlung,
zu denen diese ﬁxiert wurden. Bis zur Fixierung befanden die Zellen sich dauer-
haft in der G2-Phase. Eine solche Bestrahlung verursacht im Genom Schäden,
die von der Zelle mit bestimmten Mechanismen repariert werden (siehe dazu
auch Abschnitt 2.2.4). Die Fixierung nach bestimmten Zeiträumen erlaubt es,
nun den Fortschritt der Reparatur festzuhalten und zu analysieren.
7.2.2.2 Synchronisation in Zellphase G2 während der Bestrahlung
Bei diesem Experiment wurde genau wie in Abschnitt 7.2.2.1 beschrieben vor-
gegangen, allerdings wurde 15min nach der Bestrahlung das Zellkulturmedium
gegen ein Medium ausgetauscht, das kein Zellphasen-Synchronisationsmittel
enthält. Daher konnten die Zellen den Zellzyklus fortsetzen und die G2-Phase
verlassen. So konnte analysiert werden, ob die Fixierung in einer Zellphase die
Reparaturprozesse beeinﬂusst. Tabelle 7.1 zeigt eine Übersicht der für dieses
Experiment analysierten Dosen und Reparaturzeitpunkte.
99
Analyse der Chromatinstruktur nach Strahlenexposition
1µm  1µm  1µm  
1µm  1µm  1µm  
A B C
D E F
Abbildung 7.4: Dichtebilder einiger SKBR3-Zellkerne mit H3 (tri methyl K9)-
Markierung. Da hier die Homogenität der Fluoreszenz und der Zellkernform
sowie die Qualität der Markierung dargestellt werden soll, wurden keine Filte-
rungen oder Normierungen durchgeführt. Die Zellkerne sind in Größe und Form
gleichbleibend und zeigen nur geringe Unterschiede im Hinblick auf die Intensi-
tät der Fluoreszenz (Parameter zur Dichtebilderstellung: Pixelsize=10 nm/px,
Radius=1000 nm, Gaußﬁlterradius=50 nm).






















Abbildung 7.5: Distanzverteilungen zu den in Abbildung 7.4 B,F gezeigten SKBR3-
Zellkernen. Die Distanzverteilungen sind wie erwartet sehr ähnlich, d. h. im
Rahmen der Wertestreuung gleich.
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7.2.2.3 Kombination mit γH2AX-Immunoﬂuoreszenz
In den Abschnitten 7.2.2.1 und 7.2.2.2 wurden Experimente zur Analyse der
Heterochromatinverteilung nach Bestrahlung durchgeführt. Neben diesen Expe-
rimenten, die als Grundlage zur Analyse der Heterochromatinverteilung über
den ganzen Zellkern dienen, wurde der Zusammenhang von Heterochromatin
und DNA-Doppelstrangbrüchen (siehe dazu auch Abschnitt 2.2.4) untersucht.
Dazu wurden erneut Zellen auf Deckgläser aufgebracht und bestrahlt. Ca.
30min nach Bestrahlung tauchen an den geschädigten DNA-Stellen vermehrt
γH2AX-Moleküle auf [124, 125], die die Grundlage für die Doppelstrangbruch-
Reparatur darstellen (siehe dazu auch Abschnitt 2.2.4). Die γH2AX-Moleküle
wurden mit Hilfe von Immunoﬂuoreszenz (siehe dazu Abschnitt 3.1.4) sichtbar
gemacht. Da DNA-Doppelstrangbrüche mit erhöhter Bestrahlungsdosis zuneh-
men, wurden in diesem Experiment Zellen mit Bestrahlungsdosen von 0.1Gy bis
4Gy bestrahlt. Alle wurden nach 30min ﬁxiert. Tabelle 7.1 zeigt eine Übersicht
der durchgeführten Experimente.
7.2.2.4 Kombination mit Alu-Combo-FISH
Wie in Abschnitt 2.2.5 beschrieben spielen Alu-Sequenzen eine noch nicht näher
bekannte Rolle bei der Strukturierung des Genoms im Zellkern. Daher wur-
den die strukturellen Zusammenhänge zwischen Heterochromatin (siehe dazu
Abschnitt 2.2.3.2) und Alu-Sequenzen analysiert. Dazu wurde bei diesem Ex-
periment eine Alu-Combo-FISH-Markierung (siehe dazu auch Abschnitt 3.1.3)
mit einer Heterochromatin-Markierung kombiniert. Da die Bestrahlung einen
Einﬂuss auf die DNA-Strukturierung hat, wurden auch bei diesem Experiment
die Zellen bestrahlt. Eine Übersicht der durchgeführten Bestrahlungen zeigt
Tabelle 7.1.
7.3 Lokalisationsmikroskopische Untersuchung
7.3.1 Vorbereitung der Daten
7.3.1.1 Filterung
Sämtliche SKBR3-Heterochromatin-Daten (siehe Abschnitt 7.2.2) wurden vor
weiteren Analysen der unter Abschnitt 5.2 vorgestellten Filterung unterzogen. Für
diese Filterung ist eine Dichteanalyse (siehe Abschnitt 5.5) notwendig, die einen
Radius als Parameter benötigt. Hier wurde als Radius R = 1000 nm gewählt.
Anschließend wurde in jedem Zellkern die Maximaldichte Dmax bestimmt und
alle Punkte Pi entfernt, für die gilt: Di < 0.25 ·Dmax.
Falls die Daten einer Clustersuche unterzogen wurden, wurde auf die Filterung
verzichtet, da diese Clustersuche nur besonders dichte Bereiche berücksichtigt
und somit die Filterung nicht nötig war. Dies gilt für die gewonnenen Alu- und
γH2AX-Daten.
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7.3.1.2 Normierung
Nach der Filterung wurden alle SKBR3-Heterochromatin-Daten einer Normie-
rung unterzogen. Dazu wurde das unter Abschnitt 5.2 beschriebene Normie-
rungsverfahren verwendet. Nach Voruntersuchungen der Daten zeigte sich, dass
eine Normierung auf 20 000 Punkte für alle durchgeführten Heterochromatin-
experimente passend ist. Durch die Filterung und Normierung von Daten geht
immer ein Teil der gemessenen Information verloren. Wie in Abschnitt 5.2 be-
schrieben ist der Einﬂuss dieses Informationsverlustes auf den gesamten Zellkern
begrenzt. Abbildung 7.6 zeigt die Distanzverteilung (siehe Abschnitt 5.4) eines
Heterochromatindatensatzes im Ursprungszustand, nach der Filterung und nach
der Normierung. Es ist erkennbar, dass sich die charakteristische Distanz nicht
ändert. Die Normierung hat somit auch nur einen begrenzten Einﬂuss auf die
Strukturen kleinerer Größenordnung. An diesem Punkt ist die Annahme berech-
tigt, dass dieses Normierungsverfahren die erheblichen Punktzahlunterschiede,
die für quantitative Analysen und Vergleiche von Lokalisationsdaten von Ge-
nomstrukturen immer ein erhebliches Problem darstellten, beseitigt, ohne dabei
nennenswerten Einﬂuss auf die Struktur auf großen wie kleinen Längenskalen zu
nehmen. Aufgrund der obenstehenden Ergebnisse ist der Einsatz der Normierung
berechtigt und erleichtert die Vergleichbarkeit der einzelnen Messungen erheblich.
7.3.2 Analyse der H2B-Verteilung
Nach Lokalisationsmikroskopischer Untersuchung der H2B-Verteilung und Be-
rechnung der Distanzverteilung (siehe Abschnitt 5.4) zeigt sich, dass die H2B-
Distanzverteilung einen linearen Zusammenhang zwischen Distanz und Häuﬁgkeit
ihres Auftretens zeigt (siehe Abbildung 7.7). Das Protein H2B ist Teil des Histon-
oktamers und damit ein wichtiger Bestandteil bei der Verpackung der DNA im
Zellkern (siehe Abschnitt 2.2.3.1). Die Daten deuten an, dass die H2B-Proteine
homogen über den Zellkern verteilt sind und keine Struktur mit charakteristi-
schen Distanzen oder Bereiche besonders hoher und niedrigerer Dichte ausbildet.
Da das Protein H2B bei der Bildung jedes Histons beteiligt ist, ist eine homogene
Verteilung dieses Histons mit dem Modell des Nukleosomaufbaus gut vereinbar.
7.3.3 Vergleich der Heterochromatin-Verteilung bei HeLa-
und SKBR3-Zellen
In den Experimenten, die in Abschnitt 7.2.1 und 7.2.2 beschrieben sind, wurde
jeweils eine Immunﬂuoreszenzmarkierung durchgeführt, die die Histonschwanzmo-
diﬁkation H3 (tri methyl K9) sichtbar macht, um die Heterochromatinverteilung
zu analysieren. Für beide Experimente wurde die Distanzverteilung für jeden un-
tersuchten Zellkern berechnet. Im Gegensatz zu der Verteilung der H2B-Moleküle
(siehe dazu Abschnitt 7.3.2) zeigen diese Heterochromatinverteilungen eine cha-
rakteristische Distanzverteilung (siehe Abschnitt 5.4). Das deutet darauf hin,
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Abbildung 7.6: Distanzverteilung einer H3 (tri methyl K9)-Markierung. Rot: Roh-
daten. Blau: Nach Filterung wie in Abschnitt 7.3.1.1 beschrieben. Grün: Ver-
ringerung der Punktzahl auf ca. 50% der ursprünglichen Punktzahl. Durch
die Punktreduzierung nach Filterung und Normierung wird auch die absolute
Anzahl der auftretenden Distanzen reduziert. Daher ist die Verteilung in A mit
absoluter und in B mit relativer Skala dargestellt. Der Einﬂuss von Filterung
und Normierung auf die charakteristische Distanz ist minimal.
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Abbildung 7.7: H2B-Distanzverteilung. Der lineare Zusammenhang zwischen Di-
stanz und ihrem Auftreten deutet auf eine homogene Verteilung des H2B-Proteins
hin.
dass Heterochromatin Bereiche erhöhter Dichte bildet, in denen die Histone einen
bestimmten festen Abstand zueinander einnehmen. Darüber hinaus zeigt sich,
dass Heterochromatin in beiden Zelllinien Strukturen ausbildet, die sich in der
charakteristischen Distanzverteilung ähneln (siehe dazu Abbildung 7.8).
Abbildung 7.9 zeigt Lokalisationsdichtebilder der H2B- und H3 (tri methyl
K9)-Verteilung in HeLa-Zellen. Die Verteilung der H2B-Proteine ist verglichen
mit der H3 (tri methyl K9)-Verteilung auf den Dichtebildern deutlich homo-
gener. Somit werden die Ergebnisse der Distanzverteilungen auch durch die
Lokalisationsdichtebilder bestätigt. Die hier gezeigten Resultate stimmen mit
den Ergebnissen anderer Arbeiten überein, die besagen, dass Heterochroma-
tin Bereiche erhöhter Dichte bildet [126, 127]. Feststellen lässt sich, dass die
gefundenen Distanzverteilung mit der Annahme eines 30 nm-Filaments (siehe
Abschnitt 2.2.3.1) in Einklang steht.
7.3.4 Analyse der Heterochromatinverteilung nach
Bestrahlung
Im Folgenden soll nun untersucht werden, wie das im Zellkern enthaltene Hetero-
chromatin auf Bestrahlung reagiert und wie es sich während des anschließenden
Reparaturprozesses verhält. Wie im Abschnitt 2.2.4 beschrieben, kann es nach
DNA-Schäden zu DNA-Umstrukturierungsprozessen kommen [128]. Besonders
deutlich wird dies bei DNA-Doppelstrangbrüchen, für deren Reparatur die DNA
histonfrei vorliegen muss. Das hier zu analysierende Heterochromatin ist Chroma-
tin mit besonders hoher Dichte (siehe dazu auch Abschnitt 2.2.3.2). Inwieweit die
Umstrukturierungsprozesse nach DNA-Schäden den Anteil an Heterochromatin
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Abbildung 7.8: Distanzverteilung der H3 (tri methyl K9)-Markierung im Vergleich
der beiden verwendeten Zelllinien. Die charakteristische Distanzverteilung hat
ihr Maximum jeweils bei ca. 25 nm und auch der Verlauf der Verteilungen ist
ähnlich und entspricht dem in Abschnitt 5.4 erwarteten Verlauf.
A B
1µm  
Abbildung 7.9: H2B- und H3 (tri methyl K9)-Dichtebilder eines HeLa-Zellkerns.
A: H2B-Verteilung. B: H3 (tri methyl K9)-Verteilung. Im Vergleich der beiden
Bilder ist deutliche Inhomogenität der H3 (tri methyl K9)-Verteilung zu erken-
nen (Parameter zur Dichtebilderstellung: Pixelsize=10 nm/px, Radius=1000 nm,
Gaußﬁlterradius=50 nm).
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beeinﬂussen, soll im Folgenden untersucht werden. An dieser Stelle sollen nun
zunächst die erwarteten Resultate der Einzeldistanzverteilungen beschrieben
werden, um das Vorgehen in den Abschnitten 7.3.4.1 und 7.3.4.2 zu begründen.
Um Heterochromatin per Immunoﬂuoreszenz sichtbar zu machen, wurde die Hi-
stonschwanzmodiﬁkation H3 (tri methyl K9) mit Hilfe eines Fluoreszenzfarbstoﬀs
markiert. Wie in Abschnitt 2.2.3.1 wird die Verpackungsdichte der DNA durch
Histonschwanzmodiﬁkationen gesteuert [45, 129, 46]. Wenn ein Schaden in einem
heterochromatischen Bereich auftritt und lokale Genomumstrukturierungspro-
zesse nach sich zieht, so wird dies (u. a.) durch Veränderung der Histonschwanz-
modiﬁkationen erreicht [63]. Die Umstrukturierung eines heterochromatischen
Bereichs zieht somit die Veränderung der Histonschwanzmodiﬁkation H3 (tri
methyl K9) nach sich, diese ist dort dann nicht mehr vorhanden und dieser Teil
des Chromatins ist kein Heterochromatin mehr.
Daher kann davon ausgegangen werden, dass jeder H3 (tri methyl K9) mar-
kierte Bereich stets über gleichbleibende charakteristische Abstände verfügt, da
die charakteristischen Abstände gerade durch diese Histonschwanzmodiﬁkation
bedingt werden. Würden deutliche Unterschiede bei den charakteristischen Dis-
tanzverteilungen auftreten, dann würde dies der Theorie widersprechen, dass die
Dichte der DNA über Histonschwanzmodiﬁkationen gesteuert wird.
7.3.4.1 Einﬂuss der DNA-Reparatur auf den Heterochromatinanteil in der
G2-Phase
Die für das in Abschnitt 7.2.2.1 beschriebene Experiment gewählten Bedingungen
sorgen dafür, dass die Zellen während des ganzen Experiments in der G2-Phase
sind. Somit werden nur Reparaturvorgänge erlaubt, die in der G2-Phase möglich
sind. Die Synchronisation in der G2-Phase wurde durch einen reversiblen CDK1-
Inhibitor erreicht (siehe dazu auch Abschnitt 3.1.1). Die Inhibition von CDK1
sorgt nach heutigem Wissensstand für die Verhinderung des Eintritts in die
M-Phase. Zur Rolle von CDK1 bei der DNA-Schaden-Reparatur liegen keine
eindeutigen Ergebnisse vor [98], daher bleibt der Einﬂuss des CDK1-Inhibitors
hier unberücksichtigt.
Zunächst musste bestätigt werden, dass die Heterochromatin-Distanzverteilungen
sich entsprechend der obenstehenden Annahmen (siehe Abschnitt 7.3.4) verhalten
und über gleichbleibende charakteristische Abstände verfügen. Diagramm 7.10
zeigt die Mittelwerte der x-Positionen der Maxima der Einzeldistanzverteilungen
für jede Messreihe und bestätigt die Annahme, dass die chrakteristische Distanz
für alle Heterochromatin-Verteilungen unabhängig von der Zeit nach Bestrah-
lung übereinstimmt. Durch die aus Abbildung 7.10 gewonnene Bestätigung,
dass Heterochromatin sich gemäß der Annahmen verhält und die charakteristi-
sche Distanzen übereinstimmen, können nun Gesamtdistanzverteilungen erstellt
werden.
Aus diesen Gesamtdistanzverteilungen wird der Anteil an Heterochromatin
über die y-Positionen der charakteristischen Maxima der Gesamtdistanzverteilung
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Abbildung 7.10: Mittelwerte der x-Positionen der Maxima für die während der
Reparatur und Bestrahlung in der G2-Phase synchronisierten Zellen. Für jede
Messung wurde die Distanzverteilung und das Maximum der charakteristischen
Verteilung bestimmt (ein Beispiel einer Distanzverteilung zeigt Abbildung 7.9).
Für alle Verteilungen einer Messreihe wurde der Mittelwert (und die Standardab-
weichung) der x-Position der Maxima bestimmt und in einem Balkendiagramm
dargestellt. Es zeigt sich, dass die Werte (bis auf wenige Ausnahmen) innerhalb
der Fehler übereinstimmen. Da die Abweichungen im Bereich weniger Nanometer
liegen und für diese Berechnungen die Lokalisationsungenauigkeiten (siehe dazu
Abschnitt 2.1.5.2 und 3.2.3) nicht berücksichtigt werden konnten, können die
Werte als konstant angesehen werden.
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Abbildung 7.11: Gesamtdistanzverteilungen der in der G2-Phase synchronisierten
Zellen. Aus den Einzeldistanzverteilungen werden Gesamtdistanzverteilungen
erstellt, die die ganze Messreihe repräsentieren. Auf der x-Achse sind die Di-
stanzen in Nanometer aufgetragen, auf der y-Achse die zugehörige Anzahl, die
ein Maß für die Menge an Heterochromatin im Zellkern ist. Durch die gewähl-
ten Normierungen kann die Zahl der auftretenden Distanzen für die einzelnen
Messreihen verglichen werden.
bestimmt. Dies ist möglich, da die Höhe des Maximums der Distanzverteilung
zu der Anzahl von Punkten korreliert, die mit dieser Distanz auftreten. Somit
ist der y-Wert dieser Maxima ein Indikator für das auftretende Heterochromatin.
Durch Normierung der einzelnen Messreihen auf eine konstante Punktzahl ist es
nun möglich, die absolute Anzahl der auftretenden Distanzen zu vergleichen.
Zur Erstellung der Gesamtdistanzverteilungen werden Mittelwerte der Ein-
zelverteilungen berechnet, wie in Abschnitt 6.1 (Unterpunkt 3) beschrieben. So
wird nicht nur die Höhe des Maximums der Einzelverteilungen berücksichtigt,
sondern auch der Verlauf der Verteilung (z. B. ihre Breite). Als Ungenauigkeit der
Bestimmung der y-Position wird die Ungenauigkeit der Anpassung verwendet.
Die berechneten Gesamtdistanzverteilungen mit den Resultaten der Anpas-
sungsfunktionen beﬁnden sich in Abbildung 7.11 A für 0.5Gy und in Abbil-
dung 7.11 B für 4Gy. Nochmals bestätigt sich auch für die Gesamtdistanzver-
teilungen, dass die Positionen der Maxima übereinstimmen und den gemachten
Annahmen entsprechen. Um den zeitlichen Verlauf übersichtlicher darzustellen
werden die y-Positionen der Maxima nochmals als Balkendiagramme mit den ent-
sprechenden Fehlern angezeigt. Abbildung 7.12 A zeigt dieses Balkendiagramm
für 0.5Gy. Der Kontrollwert kann als Startpunkt und als Endpunkt betrachtet
werden, da 24 h nach der Bestrahlung die Reparatur der DNA weitestgehend
abgeschlossen sein sollte [63]. Es ist zu erkennen, dass die Anzahl der erreichten
Heterochromatinbindungsstellen zunächst zunimmt, obwohl sich die charakte-
ristischen Distanzen nicht ändern. Es ist bekannt, dass Heterochromatin lokale
Ansammlungen erhöhter Dichte im Zellkern bildet [127]. Wenn in einem solchen
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Bereich ein Schaden auftritt, dann muss die beschädigte DNA entfaltet werden,
da nur histonfreie DNA repariert werden kann. Eine solche Reparatur macht
Umstrukturierungen der betreﬀenden Region nötig. Wenn die heterochromati-
schen Bereiche als relativ abgeschlossene Einheiten mit einem gewissen Volumen
und einer entsprechenden Oberﬂäche ansehen werden, die das besonders dicht
verpackte Heterochromatin enthalten, dann kann weiter angenommen werden,
dass das Innere dieser Bereiche nur sehr bedingt für Fluoreszenzmarkierungen
zugänglich ist. Für die Reparatur innerhalb solcher Bereiche notwendige Um-
strukturierungen können die Form und damit die Oberﬂäche dieser Bereiche
vergrößern und somit die Anzahl der erreichbaren Bindungsstellen verändern.
Andere Experimente deuten darauf hin, dass Dichteveränderungen in bestimmten
Grenzen in heterochromatischen Bereichen passieren können, ohne dass es zur
Änderung der Histonschwanzmodiﬁkation kommt [126]. Auch auf solche Eﬀekte
lässt sich die hier beobachtete erhöhte Anzahl der Bindungsstellen zurückfüh-
ren. Nach sechs Stunden ist die beobachtete Menge an Heterochromatin wieder
auf das Kontrollniveau gefallen. Nach weiteren sechs Stunden ist wieder das
Niveau einer halben Stunde erreicht. Die Zellen scheinen zwei Reparaturzyklen
zu durchlaufen. Der zweite Zeitraum bis zur Rückkehr auf das Kontrollniveau
dauert deutlich länger (mindestens zwölf Stunden, statt sechs Stunden) und
zeigt, dass die Zelle hier auf länger dauernde Reparaturverfahren zurückgreift.
Da sich die Zelle in der G2-Phase beﬁndet, steht ihr auch der Reparaturweg
zur Verfügung, der fehlerfrei funktioniert und dafür das Schwesterchromosom
benötigt. Dieser Reparaturweg benötigt für die Reparatur mehr Zeit [74]. Au-
ßerdem ist bekannt, dass die Reparatur von Schäden im Heterochromatin erst
verzögert stattﬁndet [128]. Mechanismen dieser Art können erklären, warum
der Heterochromatinanteil innerhalb von 24 h zweimal ansteigt und auf das
Kontrollniveau zurückfällt.
Abbildung 7.12 B zeigt den Reparaturprozess für die Bestrahlung mit 4Gy. Der
Verlauf unterscheidet sich von jenem mit 0.5Gy erheblich. Innerhalb der ersten
halben Stunde steigt auch hier der Anteil an Heterochromatin, allerdings sinkt
dieser erst wieder nach 24 h, um nach diesem Zeitraum wieder das Kontrollniveau
zu erreichen. Mit 0.5Gy bestrahlte Zellen scheinen in zwei Reparaturzyklen
repariert (siehe Abbildung 7.12 A) zu werden. Eine solche Unterteilung in zwei
Reparaturzyklen existiert bei einer Bestrahlung mit 4Gy nicht. Der Anteil von
Heterochromatin ist eine halbe Stunde nach Bestrahlung erhöht und erhöht
sich weiter, bis er nach sechs bis zwölf Stunden sein Maximum erreicht und erst
dann beginnt abzunehmen. Das Kontrollniveau wird erst nach 24 h erreicht. Im
Gegensatz zur Bestrahlung mit 0.5Gy deuten die Resultate für 4Gy an, dass die
Zelle die Schäden nicht in mehreren Reparaturzyklen repariert. Eine Bestrahlung
mit 4Gy verursacht durch die erhöhte Dosis deutlich mehr Schäden an der DNA
im Zellkern [130, 131]. Der Unterschied im zeitlichen Verlauf zwischen den beiden
Dosen könnte somit damit zusammenhängen, dass die erhöhte Zahl von Schäden
eine Rückkehr auf das Kontrollniveau mit einem anschließenden Beginn eines
zweiten Reparaturzyklus nicht möglich macht.
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Abbildung 7.12: Anzahl des Auftretens der charakteristischen Distanzen in den Ge-
samtdistanzverteilungen der in der G2-Phase synchronisierten Zellen. Die Balken
repräsentieren die y-Position der Maxima in den Gesamtdistanzverteilungen und
sind ein Maß für die gemessenen Heterochromatinbindungsstellen im Zellkern.
Dargestellt wird somit, wie sich die Anzahl der Heterochromatinbindungsstellen
(„Heterochromatinmenge“) im Zellkern nach Bestrahlung verändern. Diese Daten
können innerhalb der hier durchgeführten Experimente miteinander verglichen
werden, daher ist die Heterochromatinmenge hier einheitenlos.
7.3.4.2 Einﬂuss der DNA-Reparatur auf den Heterochromatinanteil
Das in Abschnitt 7.3.4.1 erläuterte Verfahren wird nun ebenfalls auf die Da-
ten angewendet, die in dem unter Abschnitt 7.2.2.2 beschriebenen Experiment
gewonnen wurden. Die während der Bestrahlung in der G2-Phase blockierten
Zellen konnten während der Reparatur (d. h. direkt nach der Bestrahlung) ihren
Zellzyklus fortsetzen.
Abermals soll bestätigt werden, dass die Heterochromatin-Distanzverteilungen
sich entsprechend der obenstehenden Annahmen (siehe Abschnitt 7.3.4) ver-
halten. Das Diagramm 7.13 zeigt erneut die Mittelwerte der Positionen der
Maxima der Einzeldistanzverteilungen für jede Messreihe. Wiederum stimmen
die Werte überein und auch hier bestätigt sich die Annahme nach gleichbleiben-
den charakteristischen Distanzen in H3 (tri methyl K9) markierten Regionen.
Das weitere Vorgehen zur Bestimmung des Anteils an Heterochromatin und
seiner Veränderung während der Reparatur, entspricht dem in Abschnitt 7.3.4.1
beschriebenen.
Die berechneten Gesamtdistanzverteilungen mit den Resultaten der Funk-
tionsanpassungen beﬁnden sich in Abbildung 7.14 A für 0.5Gy und in Abbil-
dung 7.14 B für 4Gy. Auch hier zeigen die Gesamtdistanzverteilungen, dass die
Positionen der Maxima übereinstimmen.
Erneut wird auch hier der zeitliche Verlauf zur besseren Übersichtlichkeit
durch Balkendiagramme dargestellt.
Alle Zellen befanden sich zu Beginn der Reparatur in der Zellphase G2,
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Abbildung 7.13: Mittelwerte der x-Positionen der Maxima für die während der
Bestrahlung in der G2-Phase synchronisierten Zellen. Für jede Messung wur-
de die Distanzverteilung und das Maximum der charakteristischen Verteilung
bestimmt (ein Beispiel einer Distanzverteilung zeigt Abbildung 7.9). Für alle
Verteilungen einer Messreihe wurde der Mittelwert (und die Standardabwei-
chung) der x-Position der Maxima bestimmt und in einem Balkendiagramm
dargestellt. Es zeigt sich, dass die Werte (bis auf wenige Ausnahmen) innerhalb
der Fehler übereinstimmen. Da die Abweichungen im Bereich weniger Nanometer
liegen und für diese Berechnungen die Lokalisationsungenauigkeiten (siehe dazu
Abschnitt 2.1.5.2 und 3.2.3) nicht berücksichtigt werden konnten, können die
Werte als konstant angesehen werden.
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Abbildung 7.14: Gesamtdistanzverteilungen der während der Bestrahlung in der
G2-Phase synchronisierten Zellen. Aus den Einzeldistanzverteilungen werden
Gesamtdistanzverteilungen erstellt, die die ganze Messreihe repräsentieren. Auf
der x-Achse sind die Distanzen in Nanometer aufgetragen, auf der y-Achse die
zugehörige Anzahl, die ein Maß für die Menge an Heterochromatin im Zellkern
ist. Durch die gewählten Normierungen kann die Zahl der auftretenden Distanzen
für die einzelnen Messreihen verglichen werden.
allerdings setzen die Zellen den Zellzyklus unterschiedlich schnell fort. Spätestens
nach einigen Stunden sind die Zellen nicht mehr synchronisiert.
Zunächst ist festzustellen, dass die Veränderungen der Anzahl der Heterochro-
matinbindungsstellen zwischen den einzelnen Messzeitpunkten verglichen mit
Abschnitt 7.3.4.1 deutlich größer sind (ca. zwei- bis dreimal so groß). Es kann
aufgrund dieser erheblich größeren Veränderungen angenommen werden, dass
diese hier nicht nur durch die Reparaturprozesse, sondern hauptsächlich durch
den Zellzyklus bedingt wird. Der Zellzyklus, der auch die Verdoppelung des
Chromatins und die anschließende Aufteilung auf zwei neue Zellkerne einschließt
(siehe dazu auch Abschnitt 2.2.2), hat oﬀensichtlich einen erheblichen Einﬂuss
auf das Heterochromatin, der hier höchstwahrscheinlich den Einﬂuss der Repara-
turprozesse überdeckt. Der Verlauf unterscheidet sich zwischen 0.5Gy und 4Gy
erheblich. Spätestens wenige Stunden nach Entfernung des Zellzyklussynchroni-
sationsmittels sind die Zellen nicht mehr im synchron im Zellzyklus, da sie den
Zyklus unterschiedlich schnell fortsetzen und unterschiedlich schnell durchlaufen.
Bestrahlungen können darüber hinaus den Zellzyklus beeinﬂussen, da u.U. erst
nach Abschluss bestimmter Reparaturprozesse der Zellzyklus fortgesetzt wird
[132].
7.3.5 DNA-Doppelstrangbrüche
7.3.5.1 Heterochromatinstruktur um γH2AX-Reparaturzentren
Die unter Abschnitt 7.3.4 aufgeführten Resultate zeigen, dass die im Rahmen
dieser Arbeit etablierten Methoden und Analyseverfahren geeignet sind, um mit
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Abbildung 7.15: Anzahl des Auftretens der charakteristischen Distanzen in den
Gesamtdistanzverteilungen der während der Bestrahlung in der G2-Phase syn-
chronisierten Zellen. Die Balken repräsentieren die y-Position der Maxima in den
Gesamtdistanzverteilungen und sind ein Maß für die gemessenen Heterochroma-
tinbindungsstellen im Zellkern. Dargestellt wird somit, wie sich die Anzahl der
Heterochromatinbindungsstellen („Heterochromatinmenge“) im Zellkern nach
Bestrahlung verändern. Diese Daten können innerhalb der hier durchgeführten
Experimente miteinander verglichen werden, daher ist die Heterochromatinmenge
hier einheitenlos.
Hilfe von Lokalisationsmikroskopie Genomstrukturen zu analysieren.
Wie in Abschnitt 2.2.4 beschrieben, bedarf die DNA-Doppelstrangbruch-
Reparatur histonfreier DNA und führen Doppelstrangbrüche in heterochromatin-
schen Bereichen zur Bildung von Reparaturzentren an den Rändern dieser Berei-
che [76, 77]. Insgesamt scheinen erhebliche DNA-Umstrukturierungsprozesse für
die Reparatur von DNA-Doppelstrangbrüchen in heterochromatischen Bereichen
nötig zu sein. Somit liefert die lokalisationsmikroskopische Analyse der DNA-
Doppelstrangbrüche und der Heterochromatinumgebung einen quantitativen
Einblick in die relevante biophysikalischen Mechanismen dieser Umorganisation.
Die γH2AX-Proteine bilden deutlich erkennbare Bereiche erhöhter Dichte um
DNA-Doppelstrangbrüche (im Folgenden als γH2AX-Cluster bezeichnet), die
auf komplexe Weise mit Heterochromatin wechselwirken können. Die Abbildun-
gen 7.16 bis 7.18 zeigen beispielhaft drei Zellkerne und Detailansichten eines
γH2AX-Reparaturzentrums. Die mit einer so gegebenen Datenlage verbundenen
Herausforderungen für die Analyse sollen im Folgenden vorgestellt werden.
Abbildung 7.16 A bis C zeigt, dass die γH2AX-Moleküle „ellipsenförmige“
Ansammlung bilden können, die mit dem umliegenden Heterochromatin wechsel-
wirken, ohne dass es zur kompletten Überlagerung kommt. Diese Darstellung
könnte andeuten, dass die Aufnahmen der konventionellen Mikroskopie γH2AX-
Cluster angemessen wiedergeben (siehe dazu auch Abschnitt 7.1 und insbesondere
Abbildung 7.1). Abbildung 7.17 A bis C zeigt, dass γH2AX-Cluster nicht immer
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Abbildung 7.16: γH2AX-Reparaturcluster im Heterochromatin (1Gy, 30min nach
Bestrahlung). Grün: Heterochromatin. Rot: γH2AX. A: Gesamtansicht des Zell-
kerns als Dichtebild (Paramter zur Dichtebilderstellung: Pixelsize=10 nm/px,
Radius=1000 nm, Gaussﬁlterradius=50 nm). B: Vergrößerung des weiß umrande-
ten Bereichs. C: Darstellung des unter B abgebildeten Ausschnittes, wobei hier
jeder Punkt einem erkannten Fluorophor entspricht. In Schwarz ist zusätzlich
der Schwerpunkt der Punktverteilung markiert. D: Gleiche Darstellung wie in C,
allerdings werden die erkannten Cluster (Clusterparameter: ǫ=200 nm, Nmin=50)
dargestellt. Die γH2AX-Reparaturcluster zeigt sich als „ellipsenförmige“ An-
sammlung an γH2AX-Molekülen, die mit den heterochromatischen Bereichen in





1µm  200nm  
200nm  
Abbildung 7.17: γH2AX-Reparaturcluster im Heterochromatin (2Gy, 30min nach
Bestrahlung). Grün: Heterochromatin. Rot: γH2AX. A: Gesamtansicht des Zell-
kerns als Dichtebild (Paramter zur Dichtebilderstellung: Pixelsize=10 nm/px,
Radius=1000 nm, Gaussﬁlterradius=50 nm). B: Vergrößerung des weiß umrande-
ten Bereichs. C: Darstellung des unter B abgebildeten Ausschnittes, wobei hier
jeder Punkt einem erkannten Fluorophor entspricht. In Schwarz ist zusätzlich
der Schwerpunkt der Punktverteilung markiert. D: Gleiche Darstellung wie in C,
allerdings werden die erkannten Cluster (Clusterparameter: ǫ=200 nm, Nmin=50)
dargestellt. Das γH2AX-Reparaturcluster zeigt eine komplexe ringförmige Struk-
tur. Es ist gut zu erkennen, dass es nur eingeschränkt zu Kolokalisation mit den
heterochromatischen Bereichen kommt. Bei solch komplex geformten γH2AX-
Reparaturclustern wird die Erkennung des Clusters erheblich durch die Auswahl
der Clusterparameter beeinﬂusst. Diese Clustererkennung sorgt aber dafür, dass
die Schwerpunkte der erkannten Cluster stets innerhalb eines γH2AX-dichten
Bereichs liegen.
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Abbildung 7.18: γH2AX-Reparaturcluster im Heterochromatin (1Gy, 30min nach
Bestrahlung). Grün: Heterochromatin. Rot: γH2AX. A: Gesamtansicht des Zell-
kerns als Dichtebild (Paramter zur Dichtebilderstellung: Pixelsize=10 nm/px,
Radius=1000 nm, Gaussﬁlterradius=50 nm). B: Vergrößerung des weiß umrande-
ten Bereichs. C: Darstellung des unter B abgebildeten Ausschnittes, wobei hier
jeder Punkt einem erkannten Fluorophor entspricht. In Schwarz ist zusätzlich
der Schwerpunkt der Punktverteilung markiert. D: Gleiche Darstellung wie
in C, allerdings werden die erkannten Cluster (Clusterparameter: ǫ=200 nm,
Nmin=50) dargestellt. Die Abbildung zeigt, dass die Entscheidung, ob ein γH2AX-
Reparaturcluster aus einem Cluster besteht oder zufällig zwei nah beieinander
liegen schwierig sein kann. Die gewählten Clusterparameter führen in diesem
Fall zur Erkennung von drei Clustern.
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homogene Verteilungen dieser Art bilden, sondern ggf. Strukturen, die eher
ringförmig sind. Abbildung 7.18 A bis C schließlich zeigt, dass die Entscheidung,
ob ein γH2AX-dichter Bereich aus einem oder mehr Clustern besteht, nicht
immer einfach ist.
Im weiteren Verlauf der Analyse werden die γH2AX-Cluster mit Hilfe des
DBSCAN (siehe dazu auch Abschnitt 5.3) gesucht und ausgewählt. Lokalisati-
onsmikroskopie macht durch die nanometergenaue Erkennung von Signalen eine
besonders präzise Clusteranalyse möglich.
Allerdings muss die Auswahl der Clusterparameter auch besonders bedacht
werden, da diese einen erheblichen Einﬂuss auf die Form der erkannten Cluster
haben. Durch Wahl eines kleinen ǫ werden die Cluster kleine geschlossene Flächen
konstanter Dichte sein. Diese Wahl hat den Vorteil, dass der Schwerpunkt des
Clusters auch in einem Bereich erhöhter γH2AX-Dichte liegt. Wird ǫ vergrößert,
dann werden auch komplexere Ansammlungen als ein Cluster erkannt und nicht
in mehrere aufgeteilt, z. B. die unter Abbildung 7.17 gezeigten eher ringförmigen
Strukturen, allerdings kann dabei der Schwerpunkt auch außerhalb des γH2AX-
dichten Bereichs liegen. Neben dem Parameter ǫ kann auch der zweite Cluster-
Paramter Nmin variiert werden. Bei einem kleinen Nmin und einem großen ǫ
entstehen kleine und komplex geformte Cluster zugleich, die hinsichtlich ihrer
Größe und Form inhomogen und somit für eine Analyse ungeeignet sind. Wenn
diese Eigenschaften der Clustersuche bekannt sind und bedacht werden sowie
die zugrundeliegenden Messdaten eine gleichbleibende Qualität haben, dann
garantiert der DBSCAN-Algorithmus bei sinnvoll gewählten Clusterparametern
eine gleichbleibende Erkennung der Cluster.
Die Auswahl der Clusterparameter erfolgte durch Vorüberlegungen und durch
Vorversuche mit unterschiedlichen Clusterparametern. Zunächst musste dazu
festgelegt werden, welche Eigenschaften die Cluster haben sollten. Wichtig
war dabei, dass für die später folgende Mehrkanalanalyse (siehe dazu auch
Abschnitt 5.7) der Schwerpunkt der erkannten Cluster stets innerhalb eines
Bereichs erhöhter γH2AX-Dichte liegen sollte. Komplexe Ansammlungen von
γH2AX wurden dann ggf. als mehrere Einzelcluster erkannt (siehe dazu z. B.
7.18 D). Nach derzeitigem Verständnis wird davon ausgegangen, dass in einem
γH2AX-dichten Bereich auch mehrere Doppelstrangbrüche repariert werden
können [133]. Das Auftreten mehrerer γH2AX-Cluster (d. h. Reparaturzentrum)
in unmittelbarer Nähe ist bei komplizierten DNA-Schäden (z. B. nach Bestrahlung
mit Schwerionen) ein beobachtetes Phänomen [134]. Somit ist die Aufteilung
solcher komplexen Ansammlungen in mehrere Einzelcluster ein begründetes
Vorgehen.
Weiterhin wurde bei der Auswahl die Anzahl der gemessenen γH2AX-Signale
pro Zellkern und Erfahrungen aus vorangegangenen Experimenten zur Größe von
γH2AX-Reparaturzentren berücksichtigt. Stets wurden dabei die Clusterbilder
mit den Dichtebildern verglichen, um die Parameter zu überprüfen. Es zeigte sich,
dass für dieses Experiment folgende Clusterparameter die gewünschten Resultate
liefern: ǫ = 200 nm, Nmin = 50. Dabei werden Cluster homogener Dichte erkannt,
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deren Schwerpunkt stets innerhalb eines solchen Bereichs erhöhter Dichte liegt. In
den Abbildungen 7.16 bis 7.18 werden unter D beispielhaft die entsprechenden er-
kannten Cluster gezeigt. Im Folgenden wird nun die Dichte von Heterochromatin
um die erkannten γH2AX-Cluster bestimmt (wie in Abschnitt 5.7 beschrieben),
zunächst für die in den Abbildungen 7.16 bis 7.18 gezeigten γH2AX-Cluster. Die
Dichteverteilungen für jedes Cluster wird in Abbildung 7.19 A bis C gezeigt, die
Mittelwerte und der Gesamtmittelwert in Abbildung 7.19 D.
Abbildung 7.19 D zeigt, wie inhomogen die Heterochromatindichteverteilung
um entsprechende γH2AX-Cluster sein kann und dass der Mittelwert einer sol-
chen Verteilung die unterschiedlichen Cluster nur schlecht repräsentiert. Um
eine sinnvolle Mittelung über mehrere Cluster durchzuführen, sollten daher
nur Cluster berücksichtigt werden, die eine Mindestdichte an Heterochroma-
tin überschreiten. Der Schwellwert sollte so gewählt werden, dass nur Cluster
berücksichtigt werden, deren Zugehörigkeit zu dem umliegenden Heterochro-
matin eindeutig ist. Somit kann anschließend die Anzahl und Dichteverteilung
der heterochromatinassozierten Cluster angegeben werden. Je nach Schwell-
wert werden dabei nur wenige Cluster zugelassen, allerdings ist erst dann eine
Mittelwertbildung sinnvollerweise möglich.
Nach Bestrahlung tauchen Doppelstrangbrüche im ganzen Chromatin auf und
somit im dicht gepackten Heterochromatin und im loser verpackten Euchromatin
(siehe Abschnitt 2.2.3.2). Für die Doppelstrangbruchreparatur muss die DNA
histonfrei vorliegen, daher ist die Auﬂösung des Nukleosoms in der Nähe von
Doppelstrangbrüchen nötig. In anderen Arbeiten (siehe Abschnitt 2.2.4) wur-
de gezeigt, dass Doppelstrangbruchreparaturzentren sich an den Rändern von
heterochromatischen Bereichen beﬁnden, aber niemals direkt in diesen. Dar-
über hinaus ermöglicht die lokalisationsmikroskopische Analyse eine erheblich
genauere Untersuchung der Zusammenhänge zwischen Heterochromatin und
γH2AX und zeigt eine deutliche Nähe zwischen γH2AX-Reparaturzentren und
heterochromatischen Bereichen. Die Abbildungen 7.16 bis 7.18 zeigen einige
Beispiele von γH2AX-Reparaturzentren, die anscheinend Doppelstrangbrüche
aus dem nahegelegenen Heterochromatin reparieren. Diese Ergebnisse stehen
in guter Übereinstimmung mit der Theorie, dass Doppelstrangbrüche in he-
terochromatischen Bereichen an die Peripherie eines solchen Bereichs bewegt
werden [76, 77]. Die nanometergenaue Analyse, die in diesem Abschnitt prä-
sentiert wurde, zeigt aber auch, dass die γH2AX-Reparaturzentren und die
heterochromatischen Bereiche auf komplexe Art ineinander übergehen.
Abbildung 7.20 zeigt, dass durch die Analyse der Heterochromatinverteilung
um DNA-Doppelstrangbrüche keine Einteilung in Bestrahlungsdosen vorgenom-
men werden kann. Die Heterochromatinverteilungen zeigen große Ähnlichkeiten
und keine signiﬁkanten Abweichungen voneinander. Dieses Resultat ist mit
den Vorstellungen von γH2AX-Reparaturzentren vereinbar. Die Anzahl der
Reparaturzentren nimmt mit der Bestrahlungsintensität zu [135] und es kann
vorkommen, dass mehrere Reparaturzentren sich vereinen, allerdings sollte der
Einﬂuss auf die Dichte des umliegenden Heterochromatins begrenzt sein, da
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Abbildung 7.19: Heterochromatin-Dichteverteilung um γH2AX-Cluster. Beispiel-
hafte Dichteverteilungen zu den Clustern in Abbildung 7.16 (A), Abbildung 7.17
(B) und Abbildung 7.18 (C)). A-C: Die durchgezogenen Linien repräsentieren
jeweils ein Cluster. Die gestrichelte Linie ist der zugehörige Mittelwert in einem
Diagramm. D: Hier werden die Mittelwerte zu A bis C gezeigt. Die schwarze ge-
strichelte Linie repräsentiert erneut den Mittelwert in diesem Diagramm. Es zeigt
sich, dass die Heterochromatindichte um solche Cluster inhomogen sein kann und
ggf. die Berechnung von Mittelwerten nur unter bestimmten Voraussetzungen
möglich ist.
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Abbildung 7.20: Mittlere Heterochromatindichteverteilung um γH2AX-
Reparaturzentren. Für diese Analyse wurden nur Cluster zugelassen,
deren Heterochromatindichten in dem Bereich von 100 bis 1000 nm den Schwell-
wert A=0.001Punkte/nm2 überschreitet. Dieser Schwellwert ist verglichen mit
den auftretenden Dichteverteilungen hoch und lässt somit nur die Cluster zu,
die in der Nähe eines heterochromatischen Bereichs mit hoher Dichte liegen.
Die Abbildung zeigt, dass die Dichte von Heterochromatin um diese Cluster
stets in einem Bereich von bis zu 500 nm erhöht ist (dies wird auch durch
Abbildung 7.19, die u. a. die Dichteverteilung einzelner Cluster zeigt, bestätigt).
Es zeigt sich außerdem, dass es keine signiﬁkanten Unterschiede zwischen den
Heterochromatinverteilungen bei unterschiedlichen Bestrahlungsdosen gibt.
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nur ein kleiner Teil des Heterochromatins in histonfreie DNA umgewandelt
wird. Die ggf. notwendigen Umstrukturierungsprozesse des Chromatins passie-
ren bereits während der Ausbildung des γH2AX-Clusters und können über die
hier verwendete H3 (tri methyl K9)-Markierung nicht sichtbar gemacht werden.
Eine Umstrukturierung und damit die Verringerung der Dichte würde mit der
Veränderung der Histonschwänze einhergehen (siehe dazu auch Abschnitt 7.3.4).
Es konnte gezeigt werden, dass die Heterochromatindichte in der nahen Um-
gebung von γH2AX-Clustern unabhängig von der Bestrahlungsdosis ist. Auch
konnte lokalisationsmikroskopisch gezeigt werden, dass Doppelstrangbrüche, die
im Heterochromatin auftreten, an den Rand von heterochromatischen Berei-
chen transportiert werden [76, 77]. Die für einen solchen Transport notwendigen
Umstrukturierungen im dichten Heterochromatin müssen erheblich sein. Mit
Hilfe der in diesem Abschnitt verwendeten Dichteanalyse ist es möglich eine
Einteilung der γH2AX-Clusters in Abhängigkeit ihrer Nähe zu Heterochromatin
vorzunehmen. Durch eine solche Einteilung können Cluster ausgewählt werden,
bei denen angenommen werden kann, dass in ihnen Doppelstrangbrüche aus
heterochromatischen Bereichen repariert werden. Ob und inwieweit ein γH2AX-
Cluster durch die Nähe zu Heterochromatin strukturell beeinﬂusst wird, soll im
folgenden Abschnitt 7.3.5.2 analysiert werden.
7.3.5.2 Topologische Analyse der Struktur von γH2AX-Reparaturzentren
Wie in Abschnitt 7.3.5.1 gezeigt, unterliegt die Dichteverteilung von Heterochro-
matin um γH2AX-Reparaturzentren erheblichen Schwankungen. Dies zeigt, dass
bestimmte γH2AX-Reparaturzentren in direkter Nachbarschaft zu Heterochroma-
tin auftauchen und andere zu heterochromatischen Bereichen nicht assoziiert sind.
Der in Abschnitt 5.8 vorgestellte Ansatz soll hier auf γH2AX-Reparaturzentren
angewendet werden, um zu analysieren, ob die Nähe zu Heterochromatin einen
Einﬂuss auf die Struktur der γH2AX-Reparaturzentren hat.
Die nachfolgende Auswertung wurde in Zusammenarbeit mit Andreas Hof-
mann, M.Sc.1 durchgeführt. Das Konzept des topologischen Ähnlichkeitsmaßes
von Punktdaten stammt aus der theoretischen Physik. Die Anwendung und
Umsetzung des Ansatzes wurde gemeinsam erarbeitet. Die Ergebnisse dieses
Kapitels resultieren aus gleichwertigem Beitrag.
Das Vorgehen wird in Abbildung 7.21 zusammenfassend dargestellt. Zunächst
wurden γH2AX-Cluster per DBSCAN (wie in Abschnitt 7.3.5.1) bestimmt.
Aus den erkannten Clustern konnte dann mit Hilfe der unter Abschnitt 5.3
vorgestellten Methoden der Schwerpunkt S bestimmt werden. Darüber hinaus
sollte ein Maß für den Clusterdurchmesser gefunden werden. Da die Cluster
polygonförmig sind, wurde das quadratische Mittel der Punkte der konvexen
Hülle als Clusterdurchmesser deﬁniert (siehe dazu auch Abschnitt 5.3). Die
Heterochromatindichteverteilung um γH2AX-Cluster wurde, wie in Abschnitt 5.7
1Statistische Physik und Biophysik, Institut für Theoretische Physik, Philosophenweg 19,
69120 Heidelberg
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Bestimmung der Heterochromatin(HC)-Dichteverteilung um die yH2AX-Cluster
in Kreisschalen 
yH2AX-Clustererkennung per DBSCAN
Bestimmung des Schwerpunktes der Cluster
Darstellung der Ähnlichkeit für alle untersuchten Cluster in Heatmaps
Berechnung der Barcodes für die Punkteverteilung jedes Clusters
Bestimmung der Ähnlichkeit
1) Größe der Cluster
2) Dichte der Cluster
3) Barcodes
Anhand der lokalen Maxima werden die Cluster in HC assoziiert und nicht HC assoziiert eingeteilt
Bestimmung der lokalen Maxima der Heterochromatindichte
Abbildung 7.21: Vorgehen bei der topologischen Datenanalyse.
beschrieben, bestimmt. Es wurde der Bereich von 50 nm bis 1500 nm um den
Clusterschwerpunkt analysiert.
Anhand dieser Dichteverteilung wurden die Cluster in HC- und nHC-Cluster
(d. h. in heterochromatinassoziierte und nicht-heterochromatinassoziierte) ein-
geteilt. Dazu wurden die lokalen Maxima der Dichteverteilung bestimmt (siehe
dazu auch Abbildung 7.22 B). Die nötige Ausdehnung der Kreisschalen, die für
die Erstellung der Dichtverteilung nötig ist (siehe Abschnitt 5.7), beeinﬂusst
diese Einteilung. Eine zu kleine Schrittweite (z. B. 1 nm) führt zu einer Verteilung
mit sehr vielen lokalen Maxima und Minima, da die Dichte sich in solch kleinen
Kreisschalen deutlich ändern kann. Durch die kleine Ausdehnung ist es möglich,
dass sich in einer Kreisschale kein Punkt beﬁndet und in der nächstgelegenen
eine gewisse Zahl von Punkten. Durch die geringe Fläche der Kreisschalen ent-
stehen dadurch erhebliche Dichtesprünge, die methodisch bedingt sind und die
wirkliche Dichteverteilung nur schlecht abbilden. Eine zu große Schrittweite führt
allerdings dazu, dass zu wenige Details der Verteilung abgebildet werden.
Als Schrittweite für die Dichteanalyse wurde 25 nm gewählt. Diese Schrittweite
sorgt dafür, dass die lokalen Maxima in der Dichteverteilung erkennbar sind, ohne
dabei die Details der Verteilung zu verlieren (siehe dazu auch Abbildung 7.22 B).
Bei der Erkennung der lokalen Maxima wurde wie folgt vorgegangen: Ein lokales
Maximum muss mindestens die Amplitude A =2.5× 10−4 Punkte/nm2 haben
und darf nicht weiter vom Clusterschwerpunkt als R =250 nm sein, wobei hier


































Abbildung 7.22: Dichteerteilung um γH2AX-Cluster. A: Schematische Darstellung
eines per DBSCAN erkannten γH2AX-Clusters (rot), des zughörigen Schwer-
punkts (schwarz) und das sich um diesen beﬁndlichen Heterochromatin (grün).
B: Dichteverteilung von Heterochromatin um den γH2AX-Cluster-Schwerpunkt
(blau). Diese Dichteverteilung wird zur Einteilung verwendet, ob ein Cluster
heterochromatinassoziiert ist. Dazu werden die lokalen Maxima durch Gauß-
funktionen (grün) angenähert. Die Amplitude dieser Maxima wird dann mit
dem vorgegebenen Schwellwert verglichen. Die rote Linie repräsentiert die halbe
mittlere quadratische Distanz der konvexen Hülle des Clusters (d. h. eine Art
„Radius“ des Clusters.)
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Abbildung 7.23: Darstellung eines Zellkerns und γH2AX-Reparaturclusters, an-
hand dessen beispielhaft die Erstellung des Barcodes gezeigt wird. A: Gesamt-
ansicht von Heterochromatin (grün) und γH2AX (rot) des Zellkerns als Dichte-
bild (Paramter zur Dichtebilderstellung: Pixelsize=10 nm/px, Radius=1000 nm,
Gaußﬁlterradius=50 nm). B: Darstellung des zu untersuchenden γH2AX-Clusters
als Dichtebild (rot). C: Darstellung des unter B abgebildeten Clusters, wobei
hier jeder Punkt einem erkannten Fluorophor entspricht. Abbildung 7.24 zeigt
die Erstellung des Barcodes für diese Punktverteilung
der Dichteverteilung nicht berücksichtigt wird, da dieser oft zu methodischen
Artefakten führt (nähere Erläuterungen dazu in Abschnitt 6.4). Der Wert für
die Amplitude A wurde in Vorexperimenten bestimmt, wobei nach automati-
scher Einteilung die Mikroskopbilder der γH2AX-Cluster und des umliegenden
Heterochromatins einer Überprüfung unterzogen wurden. Für den Abstand zum
Clusterschwerpunkt R wurde kein Mindestwert, sondern nur ein Maximalwert
gewählt, da die polygonförmigen Cluster häuﬁg auf komplexe Weise mit dem
Heterochromatin wechselwirken und der Schwerpunkt somit leicht nahe am
heterochromatischen Bereich liegen kann. Darüber hinaus sollten die lokalen
Maxima einen Abstand von mindestens 150 nm voneinander haben, um die Er-
kennung von zwei lokalen Maxima, die eigentlich einem Heterochromatinbereich
zugehören, zu vermeiden.
Aus den so klassiﬁzierten Clustern wurden 200 HC-Cluster und 200 nHC-
Cluster ausgewählt, indem die mit der höchsten bzw. niedrigsten Heterochromat-
indichte bestimmt wurden. Die Zahl von zweimal 200 Clustern wurde ausgewählt,
da diese Gruppe einerseits groß genug ist, sodass statistische Ausreißer nicht stark
ins Gewicht fallen, aber andererseits klein genug, um noch jedes einzelne Cluster
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Abbildung 7.24: Bestimmung des Barcodes eines γH2AX-Clusters (weitere Dar-
stellungen des Zellkerns und des Cluster in Abbildung 7.23). A: Darstellung
der Punkte mit unterschiedlichen α-Umgebungen. B: Darstellung der gebildeten
Komponenten zu den jeweils darüber dargestellten α-Umgebungen. C: Barcode-
ansicht für die Linien. D: Barcodeansicht für die Löcher. (Nähere Erläuterungen
zu den Barcodes beﬁnden sich in Abschnitt 5.8).
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Abbildung 7.25: Schematische Darstellung einer Heatmap. In diesem Beispiel wer-
den vier Cluster (C1-C4) miteinander verglichen. A zeigt die Ergebnisse der
Funktion S (siehe Abschnitt 5.8) für die Ähnlichkeit der Cluster. Diese Werte
werden dann farblich codiert und wie in B dargestellt.
auf Mikroskopdarstellungen betrachten und ggf. die zugehörigen Dichtevertei-
lungen überprüfen zu können. Mit Hilfe der unter Abschnitt 5.8 vorgestellten
Methoden wurde die Struktur jedes Clusters mit Hilfe der Barcodes charakteri-
siert (siehe Abbildung 7.24). Die Ähnlichkeit der Barcodes wurde dann mit der
unter Abschnitt 5.8 vorgestellten Methode berechnet. Um diese Vergleiche zu
visualisieren wurde eine Heatmapdarstellung gewählt.
In einer Heatmap kann der Vergleich zwischen zahlreichen Clustern darge-
stellt werden. Zunächst muss dazu eine Rücksicht festgelegt werden, unter der
die Clustern verglichen werden. Z.B. das in Abschnitt 5.8 vorgestellte Ähnlich-
keitsmaß für Barcodes. Dieses Ähnlichkeitsmaß berechnet für zwei Barcodes,
die die Struktur der Cluster repräsentieren, einen Wert zwischen 0 für völlig
verschieden und 1 für sehr ähnlich. Zur besseren Übersichtlichkeit können diesen
Werten Farben zugeordnet werden und in einer Heatmap (wie in Abbildung 7.25
schematisch gezeigt) dargestellt werden. Diese beispielhaft gezeigte Heatmap
vergleicht nur vier ﬁktive Cluster (C1-C4) miteinander, sodass insgesamt 16
Vergleichswerte berechnet werden. Für einen solchen Fall ist diese Darstellung
nur bedingt nützlich. Werden aber wie in dem hier vorliegenden Fall 400 Cluster
miteinander verglichen, dann kann diese Darstellung sehr hilfreich sein. Hier
(Abbildung 7.26 bis 7.28) wurden die Heatmaps wie folgt angeordnet: Das obere
linke Viertel vergleicht die HC-Cluster miteinander, das untere rechte die beiden
nHC-Cluster. Das rechte obere und linke untere Viertel vergleicht jeweils nHC-
mit HC-Clustern. In dieser Darstellung ist es dann leicht möglich Regelmäßig-
keiten zu erkennen. Z. B. ob sich alle Cluster gleich ähnlich sind, es bestimmte
Ausreißer gibt oder auch ob bestimmte Bereiche erhöhter Ähnlichkeit auftre-
ten. Das in Abschnitt 5.8 vorgestellte Ähnlichkeitsmaß wurde verwendet, um
die γH2AX-Clusterstruktur miteinander zu vergleichen (siehe Abbildung 7.27
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und 7.28). Zusätzlich wurden die mittlere Dichte der Cluster und die Größe
der Cluster in Heatmaps verglichen (siehe Abbildung 7.26). Als Maß für die
Ähnlichkeit der Dichte (bzw. Größe) wurde die Diﬀerenz der Dichte (bzw. der
Größe) von zwei Clustern verwendet. Eine kleine Diﬀerenz bedeutet hier eine
große Ähnlichkeit.
Ganz besonders deutlich in Abbildung 7.26 A ist in der Mitte der Heatmap ein
Art Kreuz zu erkennen und sehr deutlich auch einige rote Linien. (Rot bedeutet
hier deutliche Unähnlichkeit). Viele dieser Cluster, die diese Unähnlichkeit in der
Dichte aufweisen sind deutlich kleiner als die mittlere Größe der Cluster. Solche
kleine Clustern weisen eine höhere Dichte als die anderen untersuchten Cluster
auf. Weiterhin sind keine weiteren Regelmäßigkeiten sichtbar erkennbar. Vor
allem sind solche Regelmäßigkeiten nicht erkennbar, wenn die Teile (Vergleich
von HC/HC, HC/nHC, nHC/nHC) der Heatmap betrachtet werden. Im Hinblick
auf Dichte und Größe der Cluster scheint die Nähe zu Heterochromatin keinen
Einﬂuss auf die Cluster zu nehmen.
Abbildung 7.27 zeigt die Ähnlichkeit der Cluster unter Benutzung des unter
Abschnitt 5.8 vorgestellten Ähnlichkeitsmaßes. Dabei werden die Clusterstruk-
turen durch Barcodes charakterisiert, wobei diese Barcodes nochmals in die
Barcodes für „Linien“ und „Löcher“ unterschieden werden können. (Genauere
Beschreibungen hierzu ﬁnden sich in Abschnitt 5.8). Abbildung 7.27 A zeigt die
Ähnlichkeit der Barcodes der Linien und Abbildung 7.27 B die Ähnlichkeit der
Löcher-Barcodes. Abbildung 7.28 schließlich zeigt den Mittelwert aus beiden.
Erneut sind wieder die Kreuze zu erkennen, die obenstehend bei den Heat-
maps zur Dichte bereits erläutert wurden. Sie sind auf Dichteunterschiede dieser
Cluster vom Mittelwert zurückzuführen. Solche Dichteunterschiede wirken sich
auch auf die topologische Ähnlichkeit aus, daher sind diese Kreuze hier erneut
sichtbar. Natürlich wäre es möglich gewesen diese Cluster, die das Kreuz bilden
und eine noch näher zu analysierende Sondergruppe darstellen, auszusortieren.
Hier aber soll die Praktikabilität dieser Methode gezeigt werden, daher wurden
die durch das vorgestellte Verfahren ausgewählten Cluster keiner Aussortierung
unterzogen. Die Zahl von 400 Clustern, die für diese Analyse verwendet wurden,
ist ausreichend groß, sodass Ausreißer, wie die das auﬀällige Kreuz bildende
Cluster, nicht ins Gewicht fallen.
Abbildung 7.27 A zeigt die Ähnlichkeit der Linien, wobei erkennbar ist, dass
es auch hier keine Regelmäßigkeiten gibt, ähnliches zeigten die Darstellungen
zur Dichte und Größe der Cluster. Abbildung 7.27 B, die die Ähnlichkeit der
Löcher darstellt, zeigt ein anderes Bild. Hier ist die deutlich erhöhte Ähnlichkeit
der HC-Cluster zueinander gut zu erkennen. Die Nähe eines γH2AX-Clusters
zu Heterochromatin hat einen deutlichen messbaren Einﬂuss auf seine Struktur.
Interessanterweise sind die nHC- und HC-Cluster sich ähnlicher als die nHC-
Cluster untereinander. Es ist deutlich zu erkennen, dass einerseits die Nähe zu
Heterochromatin die Struktur der Cluster beeinﬂusst, aber andererseits, dass
es weitere γH2AX-Cluster-beeinﬂussende Faktoren gibt, ansonsten wäre die
Ähnlichkeit zwischen nHC- und HC-Clustern nicht erklärbar. Abbildung 7.28,
127
Analyse der Chromatinstruktur nach Strahlenexposition
die den Mittelwert aus A und B darstellt, zeigt ein ähnliches Aussehen der
Heatmap wie Abbildung 7.27 B.
Welche Ursachen die heterochromatinspeziﬁschen γH2AX-Cluster-Strukturen
auslösen kann zu diesem Zeitpunkt nicht beantwortet werden. In jedem Fall
scheinen die erheblichen Umstrukturierungsprozesse, die nötig sind, um ein
γH2AX-Reparaturzentrum im Heterochromatin einzurichten [76, 77], sich direkt
auf die Struktur dieses Reparaturzentrums auszuwirken.
7.3.6 Alu-DNA-Sequenzen nach Bestrahlung
7.3.6.1 Einﬂuss der Bestrahlung auf die Anzahl der Alu-Sequenzen
Alu-Sequenzen haben einen noch nicht näher bekannten Einﬂuss auf die Repa-
ratur der DNA [85]. Hier soll zunächst der Einﬂuss von Bestrahlung auf Alu-
Sequenzen analysiert werden. Die Alu-Combo-FISH-Sonde trägt ein Fluorophor
und bei passender Basenfolge kann eine Sonde am entsprechenden DNA-Stück
binden. Die Sonde erreicht niemals alle möglichen Bindungsstellen. Sterische
Gründe spielen dabei eine Rolle, ebenso auch, dass einzelne gebundene Sonden
mit den ungebundenen bei dem im Rahmen der Präparation nötigen Waschschrit-
ten wieder entfernt werden. Ein Lokalisationsmikroskop kann darüber hinaus
niemals alle vorhandenen Fluorophore aufnehmen, da die Rückkehr der Fluoro-
phore aus dem Dunkelzustand stochastisch verläuft und Teile der Fluorophore
ggf. während der Aufnahme dauerhaft dunkel bleiben (siehe dazu auch 2.1.4.2).
Die gemessene Zahl der Fluorophore entspricht daher nicht der tatsächlichen
Anzahl von Alu-Sequenzen im Zellkern. Allerdings kann davon ausgegangen wer-
den, dass die Markierungseﬃzienz (d. h. der Anteil der durch Sonden erreichten
Alu-Sequenzen) bei gleichbleibender Präparation (siehe dazu auch Abschnitt 4)
konstant ist. Ebenso kann bei gleichbleibenden Mikroskopeinstellungen davon
ausgegangen werden, dass auch der Anteil der gemessenen Fluorophore konstant
ist. Wenn also Markierungs- und Wahrnehmungseﬃzienz konstant sind, dann
ist die Anzahl der gemessenen Fluorophore ein Indikator für die Anzahl der
Alu-Sequenzen im Kern. Es zeigt sich, dass die Anzahl der gemessenen Fluo-
rophore pro Zellkern mit steigender Bestrahlungsdosis abnimmt. Zwischen der
Dosis und der Anzahl der gemessenen Alu-Sequenzen herrscht ein quadratischer
Zusammenhang, wie Abbildung 7.29 zeigt.
Dieses Phänomen, das ausschließlich unter Benutzung von hochauﬂösender
Mikroskopie sichtbar gemacht werden konnte, bedarf weiterer Analysen, um
den zugrundeliegenden Mechnismus zu verstehen. Die Datenlage reicht nicht
aus, um mehr als Erklärungsansätze zu präsentieren. Mögliche Gründe für das
geschilderte Phänomen:
• Bestrahlungen lösen eine Reihe von Schäden im Genom aus (siehe dazu
auch Abschnitt 2.2.4). Schäden an der Basenfolge führen dazu, dass die
Sonden nicht mehr an der entsprechenden Stelle binden, da die Basenfolge





















































Abbildung 7.26: Dichte- und Größenvergleich der analysierten Cluster per Heat-
mapdarstellung. HC repräsentiert die heterochromatinassoziierten Cluster, nHC
die nicht-heterochromatinassoziierten. Jeder Pixel der Darstellung repräsentiert
die Ähnlichkeit zweier Cluster. Das obere linke Viertel vergleicht demnach die
HC-Cluster miteinander, das untere rechte die beiden nHC-Cluster. Das rechte
obere und linke untere Viertel vergleicht jeweils nHC- mit HC-Clustern. Zur
Bestimmung der Ähnlichkeit wurde die Diﬀerenz der mittleren Dichte (bzw. der
Größe) zweier Cluster gebildet. Eine hohe Diﬀerenz steht für niedrige Ähnlichkeit
(rot), eine niedrige für hohe Ähnlichkeit (blau). A: Vergleich der mittleren Dichte
der Cluster. B: Vergleich der Größe der Cluster. Es ist zu erkennen, dass die
meisten Cluster sich in Dichte und Größe ähnlich sind. Speziﬁch den HC- oder
nHC-Cluster zugehörige Regelmäßigkeiten sind nicht erkennbar.
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Abbildung 7.27: Topologischer Vergleich der analysierten Cluster per Heatmap-
darstellung. HC repräsentiert die heterochromatinassoziierten Cluster, nHC die
nicht-heterochromatinassoziierten. Jeder Pixel der Darstellung repräsentiert die
Ähnlichkeit zweier Cluster. Das obere linke Viertel vergleicht demnach die HC-
Cluster miteinander, das untere rechte die beiden nHC-Cluster. Das rechte obere
und linke untere Viertel vergleicht jeweils nHC- mit HC-Clustern. Hier werden
die Barcodes der einzelnen Cluster gemäß der in Abschnitt 5.8 vorgestellten
Methode verglichen. Das dort vorgestellte Ähnlichkeitsmaß wird in der Heatmap
abgebildet. Blau steht für hohe Ähnlichkeit und Rot für niedrige. Die Ähnlicheit
kann Werte von 0 bis 1 annehmen. A: Es werden die Barcodes der „Linien“
verglichen. Die Barcodes der Linien zeigen ein hohes Maß an Ähnlichkeit, aber
keine spezielle Ähnlichkeit der HC- oder nHC-Cluster zueinander. B: Es werden
die Barcodes der „Löcher“ verglichen. Deutlich zu erkennen ist, dass die HC-
Cluster sich untereinander ähnlicher sind, als die HC- und nHC-Cluster oder die






























Abbildung 7.28: Topologischer Vergleich der analysierten Cluster per Heatmap-
darstellung (Fortsetzung von Abbildung 7.27). Die gezeigte Heatmap stellt den
Mittelwert der Werte aus Abbildung 7.27A und B dar. Die Nähe der γH2AX-
Cluster zu Heterochromatin scheint sich direkt auf die Strukturierung dieser
Cluster auszuwirken. Auﬀallend ist aber auch, dass die nHC- und HC-Cluster
sich ähnlicher sind, als die nHC untereinander.
• Reparaturprozesse nach Bestrahlung können die Zugänglichkeit der DNA
für Combo-FISH-Proben, einerseits durch Veränderung der Chromatin-
dichte oder andererseits durch die Anwesenheit von Reparaturproteinen
erschweren.
Unabhängig von der Erklärung des Phänomens kann die Anzahl der gemessenen
Alu-Sequenzen als Indikator für die applizierte Dosis und damit als Dosimeter
dienen.
7.3.6.2 Strukturelle Zusammenhänge von Alu und Heterochromatin
Da Alu-Sequenzen bei der Strukturierung und Regulierung des Genoms eine
erhebliche Rolle spielen [136, 137, 138], soll im Folgenden nun der strukturel-
le Zusammenhang zwischen Alu-Sequenzen und Heterochromatin im Zellkern
untersucht werden. Dazu wurden die Bereiche untersucht, in denen viele Alu-
Sequenzen in einem kleinen Bereich auftraten. Zur Auswahl dieser Bereiche wurde
der DBSCAN (siehe dazu Abschnitt 5.3) verwendet. Folgende Parameter wurden
dazu gewählt (Erläuterungen zum Einﬂuss der Parameter auf die Clustersuche
siehe Abschnitt 7.3.5.1): ǫ = 100 nm, Nmin = 10. In Anbetracht der Verpackung
der DNA in Nukleosomen, im 30 nm-Filament und in Schleifenanordnungen (siehe
dazu auch Abschnitt 2.2.3) ist das Auftreten solcher Bereiche, die reich an Alu-
Sequenzen sind, nicht unmittelbar zwingend. Ebenso könnte die Alu-Verteilung
über den Zellkern völlig gleichmäßig sein. Insofern ist bereits das Auftreten dieser
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Abbildung 7.29: Einﬂuss von Bestrahlung auf die Anzahl der gemessenen Alu-
Punkte. Auf der x-Achse ist die Dosis aufgetragen. Die y-Achse stellt die mittlere
Anzahl der gemessenen Punkte dar. In Blau sind die einzelnen Messpunkte
dargestellt. In Rot eine quadratischer Anpassungsfunktion durch die Messpunk-
te von 0.1Gy bis 2Gy. Die grünen Punkte stellen eine zweite durchgeführte
unabhängige Messreihe dar, die allerdings bei der Anpassungsfunktion nicht
berücksichtigt wird.
Alu-Cluster ein interessantes Resultat. In den so erkannten Bereichen beﬁnden
sich somit Alu-Sequenzen unterschiedlicher Abschnitte des Genoms, die sich
zusammengelagert haben [137]. Es ist bereits bekannt, dass Alu-Sequenzen durch
spezielle Bindungsaﬃnitäten zu den Histonen eine nukleosomstrukturierende
Wirkung haben, die sich auch auf die unmittelbar nahegelegenen Nukleosomen
auswirkt [139]. Nur in Alu-enthaltenden Spezies auftretende Nukleosomregelmä-
ßigekeiten deuten an, dass Nukleosom-Positionierungen im ganzen Genom durch
Alu-Sequenzen beeinﬂusst werden [139]. Das Auftreten der oben beschriebenen
Alu-Cluster stützt die Annahme, dass Alu-Sequenzen eine genomstrukturierende
Wirkung haben.
Die Abbildungen 7.30 und 7.31 zeigen Beispiele von Alu-Clustern, die im
Zusammenhang mit Heterochromatin auftauchen. Es ist zu erkennen, dass die
Alu-Cluster sich um heterochromatische Bereiche anordnen und es nahezu zu
keiner Kolokalisation kommt. In den Abbildungen stellt A jeweils den gan-
zen Zellkern und B den markierten Bereich vergrößert dar. In Grün ist das
Heterochromatin-Dichtebild gezeigt und in Rot die gefundenen Alu-Cluster zu
den oben angegebenen Parametern. In C ist der markierte Ausschnitt darge-
stellt, wobei jedes erkannte Fluorophor als Punkt dargestellt wird. Jeder Punkt
entspricht einen erkannten Fluorophor. D entspricht C, allerdings werden hier
nur die erkannten Alu-Cluster gezeigt und in Schwarz zusätzlich die erkannten
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Abbildung 7.30: Alu-Regionen im Zusammenhang mit Heterochromatin (100mGy,
30min nach Bestrahlung). Grün: Heterochromatin, rot: Alu. A: Gesamtansicht
des Zellkerns als Heterochromatin Dichtebild (Paramter zur Dichtebilderstel-
lung: Pixelsize=10 nm/px, Radius=1000 nm, Gaussﬁlterradius=50 nm) und Alu-
Clusterbild (Paramter zur Clusterbilderstellung: Pixelsize=10 nm/px, ǫ=100 nm,
Nmin=10). B: Vergrößerung des weiß markierten Bereichs. C: Darstellung des
unter B abgebildeten Ausschnittes, wobei hier jeder Punkt einem erkannten
Fluorophor entspricht. D: Gleiche Darstellung wie in C, allerdings werden von
Alu die erkannten Cluster dargestellt. Die Verteilung der Alu-Punkte und die
heterochromatischen Bereichen schließen sich nahezu komplett aus. Besonders
deutlich wird dies durch die Clusterdarstellung, die nur die Alu-Bereiche zeigt,
die den Cluster-Parametern genügen (und somit besonders Alu-dichte Bereiche
sind).
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Abbildung 7.31: Alu-Regionen im Zusammenhang mit Heterochromatin (500mGy,
30min nach Bestrahlung). Grün: Heterochromatin, rot: Alu. A: Gesamtansicht
des Zellkerns als Heterochromatin Dichtebild (Paramter zur Dichtebilderstel-
lung: Pixelsize=10 nm/px, Radius=1000 nm, Gaussﬁlterradius=50 nm) und Alu-
Clusterbild (Paramter zur Clusterbilderstellung: Pixelsize=10 nm/px, ǫ=100 nm,
Nmin=10). B: Vergrößerung des weiß markierten Bereichs. C: Darstellung des
unter B abgebildeten Ausschnittes, wobei hier jeder Punkt einem erkannten
Fluorophor entspricht. D: Gleiche Darstellung wie in C, allerdings werden von
Alu die erkannten Cluster dargestellt. Wie in Abbildung 7.30 zeigt sich erneut,
dass Heterochromatin und Alu sich nahezu komplett ausschließen.
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vor, dass die Alu-Cluster sich zwischen und um heterochromatische Bereiche
anordnen. Außerdem zeigen die Darstellungen in C und D, dass es nahezu zu
keiner Kolokalisation zwischen Alu-Sequenzen und Heterochromatin kommt. In
Abschnitt 7.3.5.1 wurden Darstellungen von γH2AX-Clustern und deren Kon-
takt mit Heterochromatin gezeigt. Dort kam es nicht zu völliger Kolokalisation,
allerdings war die Assoziierung der γH2AX-Cluster zum Heterochromatin deut-
lich erkennbar. Die Alu-dichten Bereiche tauchen im Gegensatz dazu nahezu
komplementär zu Heterochromatin auf. Dies ist in guter Übereinstimmung mit
der Literatur, die besagt, dass Alu-Sequenzen eher in der Nähe genreicher und
damit euchromatischer Bereiche gefunden werden [90, 91].
Jeder Zellkern enthält ca. 200 solcher Alu-Cluster. Bei Betrachtung der Mikro-
skopbilder zeigt sich, dass es nur zu einem sehr kleines Ausmaß von Kolokalisation
von Alu-Clustern und Heterochromatin-dichten Bereichen kommt. Zur weiteren
Analyse wurde die Heterochromatindichteverteilung um die Schwerpunkte der
Alu-Cluster bestimmt (siehe dazu auch die Abschnitte 5.7). Für die in Abbil-
dung 7.32 A gezeigte Verteilung wurden die mittlere Dichteverteilungen der
Alu-Cluster eines Zellkerns berechnet. Abbildung 7.32 B zeigt die mittleren
Verteilungen über alle in einer Messreihe enthaltenen Zellkerne.
Deutlich zu erkennen ist die erhöhte Heterochromatindichte um Alu-Cluster
bei unbestrahlten Zellen. Die Daten zeigen, dass nach Bestrahlung die Dichte
von Heterochromatin um die Alu-Cluster abnimmt. Das Verhalten ist für die
Bestrahlungen mit 0.1Gy bis 2Gy ähnlich. Der zugrundliegende Mechanismus,
der zu dieser Veränderung führt, scheint auf Bestrahlung zu reagieren und ist
dabei dosisunabhängig. Die Daten zeigen, dass die Bestrahlung einen erheblichen
Einﬂuss auf Alu-Sequenzen und das sie umgebende Chromatin hat. Im Vergleich
zu γH2AX, wo eine je nach Reparaturbedarf schwankende Dichte vorliegt, scheint
in der Umgebung der Alu-Cluster nur eine generelle Heterochromatin-Relaxierung
stattzuﬁnden. Auch wenn Alu in der Strukturierung von Chromatin involviert ist,
so sind Alu-assozierten Proteine scheinbar nicht direkt DNA-Schäden räumlich
zuordenbar. Dies ist in γH2AX-Clustern diﬀerenzierter. γH2AX deﬁniert die
Rekrutierungsorte für Reparaturproteine und sind daher direkt zu Bruchstellen
räumlich assoziiert. Da die Rolle von Alu-Sequenzen bei der DNA-Reparatur und
DNA-Strukturierung molekularbiologisch bisher nur unvollständig verstanden
ist, kann über den zugrundeliegenden Mechanismus nur gesagt werden, dass
räumliche Eﬀekte deﬁnierbar und nicht zufällig sind.
Repetitive Sequenzen und dabei wegen ihres häuﬁgen Auftretens besonders
Alu-Sequenzen könnten bei DNA-Doppelstrangbrüchen leicht zu Translokationen
führen [140], wenn mehrere Doppelstrangbrüche in naher Umgebung passieren
und mehrere Alu-Sequenzen beschädigt wurden. Durch das NHEJ könnte es
leicht zur Verknüpfung falscher Bruchstellen kommen. Trotzdem kommt es in
Alu-Sequenz-reichen Bereichen nicht zu einem höheren Maß an Translokationen
oder Gendeletionen [141], was andeutet, dass die Reparatur von DNA-Schäden
in diesen Sequenzen mit besonderer Sorgfalt abläuft. Warum den Alu-Sequenzen
dieser Reparaturaufwand gewidmet wird, ist bisher nicht bekannt und könnte mit
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Abbildung 7.32: Heterochromatindichteverteilung um Alu-Cluster. Die Dich-
teverteilung wird wie in Abschnitt 5.7 bestimmt (Mindestdistanz=50 nm,
Schrittweite=10 nm, Maximaldistanz=1000 nm). A: Beispielhafter Mittelwert
aller Cluster für eine Zelle. B: Mittelwert aller Cluster aller Zellen einer Messrei-
he. Dargestellt sind alle durchgeführten Messreihen. Der Unterschied zwischen
bestrahlten und unbestrahlten Zellen ist auﬀällig. Die Dosis der Bestrahlung
scheint allerdings nur eine untergeordnete Rolle zu spielen. Die Bestrahlung
scheint einen erheblichen Einﬂuss auf das Verhältnis von Heterochromatin zu
Alu-dichten Bereichen zu haben.
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ihrer genomstrukturierenden Wirkung zusammenhängen. In jedem Fall könnten
diese Reparaturvorgänge ein Erklärungsansatz sein, weshalb eine Bestrahlung
einen solch erheblichen Einﬂuss auf die Heterochromatindichte um Alu-Sequenz-






Die Lokalisationsmikroskopie und andere Nanoskopiemethoden bieten großes
Potential in der biophysikalischen Forschung. Die Erforschung der Genomstruk-
tur nach Bestrahlung ist sicher ein Bereich, in dem der Gewinn an Mikrosko-
piegenauigkeit erhebliche neue Möglichkeiten eröﬀnet. Allerdings stellen diese
Möglichkeiten die Forschung auch vor neue Herausforderungen, da lokalisations-
mikroskopische Daten sich von konventionellen Mikroskopbildern unterscheiden.
Während ein Lokalisationsmikroskop eine Koordinatenmatrix mit den Positionen
der Fluorophore im Nanometerbereich produziert, liefert ein konventionelles
Mikroskop ein Bild mit einer Auﬂösung von ca. 200 nm. Eine solche Koordinaten-
matrix bedarf einer gänzlich neuen Herangehensweise, um den zehntausenden von
Punktkoordinaten die relevanten Informationen zur Beantwortung der biophysi-
kalischen Fragestellungen zu entnehmen. Dabei ist das Fehlen von ausreichenden
Modellen, um die gewonnenen Daten mit diesen zu vergleichen, ein großer Mangel.
Die etablierten Präparationsmethoden können auf zahlreiche Probleme an-
gewendet werden. In Kombination mit den nun verfügbaren Programmen zur
automatischen Auswertung und Bewertung der Messdaten können routinemäßige
nanometerpräzise Aufnahmen von zahlreichen Strukturen und die Prüfung, ob
die Aufnahmen für weitere quantitative Analysen geeignet sind, durchgeführt
werden.
Im Rahmen dieser Arbeit wurden Methoden der Datenanalyse entwickelt
und überarbeitet sowie auf biophysikalische Fragestellungen angewendet. Die
Filterungs- und Normierungs-Algorithmen lösen die methodisch unumgänglichen
Probleme von sich deutlich unterscheidenden Punktzahlen pro Zellkern. Die
Punktverteilungen wurden mit Hilfe von Cluster-, Dichte- und Distanzanalysen
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und persistenter Topologie untersucht und erlaubten die Charakterisierung der
Strukturen.
Die Untersuchung der Chromatinstruktur zeigte Veränderungen des Hetero-
chromatinanteils nach Bestrahlung und es konnte gezeigt werden, dass die Nähe
eines DNA-Doppelstrangbruch-Reparaturzentrum zu Heterochromatin dieses
strukturell beeinﬂusst. Weiterhin konnte bestätigt werden, dass Alu-Sequenzen
einen Einﬂuss auf die Strukturierung der DNA haben und es einen exkludierenden
Zusammenhang zwischen Alu-Sequenz-dichten Bereichen und Heterochromatin
gibt.
8.2 Diskussion
Präparationsmethoden Lokalisationsmikroskopie in der hier verwendeten Va-
riante (SPDM) funktioniert mit zahlreichen etablierten Fluoreszenzfarbstoﬀen.
Andere hochauﬂösende Verfahren wie Stochastic Optical Reconstruction Micros-
copy (STORM) benötigen spezielle Farbstoﬀe, die u. U. aus mehreren Fluoropho-
ren zusammengesetzt sind [142], oder sind auf technisch aufwendige Aufbauten
mit mehreren Lasern angewiesen wie z. B. STED [23]. Elektronenmikroskopie be-
darf verglichen mit Lichtmikroskopie gänzlicher anderer Präprationensmethoden
[63]. Für SPDM hingegen sind die für konventionelle Mikroskopie verwendeten
Präparationen meist mit wenigen Optimierungen auch verwendbar. Darüber
hinaus ist der technische Aufwand verglichen z. B. mit STED deutlich geringer
[143].
Allerdings muss beachtet werden, dass der Einﬂuss der Präparationen auf die
zu untersuchende Struktur erheblich sein kann [144]. Durch die Genauigkeitsver-
besserung von ca. 200 nm auf 10 nm müssen solche Eﬀekte berücksichtigt werden,
die in der konventionellen Lichtmikroskopie vernachlässigbar sind. Dazu gehö-
ren z. B. Modiﬁkationen in der molekularen Zugänglichkeit, Fixierungseﬀekte,
sterische Eﬀekte aufgrund eines molekularen Raumbedarfs oder Eﬀekte elek-
trostatischer Natur. Hier konnten Präparationsprotokolle für zwei vielgenutzte
Präparationsmethoden entwickelt werden, die weitestgehend auf strukturverän-
dernde Präparationsschritte verzichten. Diese wurden auch für Versuche, die
über diese Arbeit hinausgehen, verwendet.
Die Genomstruktur wurde durch Fluoreszenzmarkierung von Histonmodiﬁka-
tionen analysiert und demnach nicht durch eine direkte Markierung der DNA.
Daher kann z. B. die Entfaltung der DNA nach Schäden auch nicht direkt
beobachtet werden. Eine direkte Färbung der DNA mit anschließender lokali-
sationsmikroskopischer Analyse bringt aber neue Herausforderungen mit sich
[145].
Quantitative Analysemethoden Die Genauigkeitsverbesserungen durch Loka-
lisationsmikroskopie erlauben die Darstellung der untersuchten Strukturen im
Nanometerbereich, daher ist es nicht verwunderlich, dass Lokalisationsmikrosko-
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pie zunehmend verwendet wird [146]. Ihr ganzes Potential entfaltet diese Technik
erst, wenn die Daten für quantitative Analysen verwendet werden. Mittlerweile
existieren frei verfügbare und einfach zu benutzende Programme zur Erstellung
der Koordinatenmatrix aus Lokalisationsrohdaten [146] und Methoden die Koor-
dinaten in Echtzeit während der Aufnahme zu berechnen [147]. Methoden, die
die hochaufgelösten Daten für systematische quantitative Analysen nutzen, und
somit eine biophysikalische Interpretation im Bezug zu zellulären Funktionen
bieten, fehlen jedoch weitestgehend. Dies zeigt sich vor allem bei der Analyse
z. B. von γH2AX-Reparaturzentren, deren komplexe innere Strukturierung sie
einer quantitaven Analyse nur schwer zugänglich macht. In z. B. [148] und [149]
beschreiben die Autoren Vor- und Nachteile der verschiedenen hochauﬂösenden
Mikroskopiemethoden und ihrer möglicher Anwendungen. Allerdings wird die oft
vernachlässigte Herausforderung in diesem Bereich, wie die mit hochauﬂösender
Mikroskopie untersuchten und häuﬁg komplex angeordneten Objekte quantita-
tiv analysiert werden können, nicht diskutiert, sondern lediglich die visuellen
Eﬀekte in Betracht gezogen. Hier hat die hochauﬂösende Mikroskopie noch ein
großes Entwicklungspotential, insbesondere wenn die betrachterbezogene Bil-
dinterpretation durch Analyse mittels mathematische Konzepte ersetzt werden
kann.
Im Rahmen dieser Arbeit wurde die Durchführung aller Schritte von der Zell-
kultur, über die Präparation bis hin zur Mikroskopie und Auswertung optimiert.
So konnten die Herausforderungen der einzelnen Schritte erkannt werden und
eine angepasste Entwicklung der Analysemethoden wurde ermöglicht.
Filter- und Normierungsverfahren wurden entwickelt, die Unterschiede in
der Fluoreszenzintensität ausgleichen. Diese Unterschiede sind bedingt durch
Präparation und Mikroskopie, aber vor allem durch die Inhomogenität der Zellen,
und sind somit nicht vermeidbar. Sie stellen für jede quantitative Auswertung
ein erhebliches Problem dar, das durch die entwickelten Normierungsverfahren
beseitigt wird. Dieses Verfahren ist allerdings nicht beliebig verwendbar. Es
gibt Grenzen für die Normierung von Lokalisationsdaten. Dies kann leicht an
einem Extrembeispiel illustriert werden: wird die Punktzahl einer genomweiten
Nukleosommarkierung auf fünfzehn Punkte reduziert, so ist oﬀensichtlich klar,
dass diese geringe Anzahl die zugrundeliegende Struktur nicht mehr angemessen
wiedergibt.
Es zeigte sich, dass Distanzanalysen ein mächtiges Werkzeug zur quantita-
tiven Analyse von Lokalisationsdaten sind. Sie ermöglichen die Analyse der
am häuﬁgsten auftretenden Distanzen der Punktverteilungen und liefern so
Informationen über deren zugrundeliegende Struktur. Die Distanzverteilungen
ersetzten hier gänzlich die Analyse der lokalen Dichte, da die Dichteanalyse
durch Parameterwahl zu stark beeinﬂusst wird.
Die Lokalisationsdaten, die als Punktverteilung vorliegen, erlauben besonders
präzise Clustererkennungen. Eine automatisierte Clustersuche erlaubt die Analyse
großer Datenmengen, allerdings muss, da es sich um eine paramterbehaftete
Analyse handelt, stets beachtet werden, welchen Einﬂuss die Parameter haben.
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Wird dies beachtet, so können Clustersuchalgortihmen vielseitige Werkzeuge sein.
Sie können eingesetzt werden, um Bereiche zu erkennen, die als kleine Regionen
mit hoher Dichte vorkommen (z.B. DNA-Reparaturzentren). Sie können aber
auch dabei helfen zu erkennen, inwieweit in einer zellkernweiten Markierung
Bereiche hoher Dichte auftreten. Dies wurde hier genutzt, um Alu-Sequenz-dichte
Bereiche zu erkennen und das umliegende Heterochromatin zu untersuchen. Erst
durch diese Cluster-Analysen konnte überhaupt festgestellt werden, dass diese
Alu-Sequenz-dichten Bereiche auftreten, und ihre genomstrukturierende Wirkung
konnte erkannt werden.
Darüber hinaus ist es gelungen, mit Hilfe von persistenter Topologie einen
gänzlich neuen Auswerteansatz auf Experimente zu übertragen. Ein nicht zu
unterschätzender Vorteil dieser Methode ist, dass sie, ohne a priori molekularbio-
logische Eﬀekte hinzuziehen zu müssen, funktioniert und Strukturinformationen
in mehreren Größenskalen liefern kann. Diese Methodik erlaubt die Charak-
terisierung von Punktstrukturen, wobei implizit Dichte- und Distanzanalysen
integriert werden. Der sehr kompliziert zu handhabenden Punktstruktur wird
ein Barcode zugeordnet, der sie für Vergleiche mit anderen Punktstrukturen
zugänglich macht. Er wird möglich eine Aussage darüber zu treﬀen, ob und
inwieweit zwei Punktverteilungen, die aus tausenden von Punkten bestehen
können, sich ähnlich sind. Diese Methodik stellt einen Fortschritt im Bereich der
hochauﬂösenden Mikroskopie dar, da sie es erlaubt, die topologischen Eigenschaf-
ten auf allen Größenskalen zu untersuchen, was die Überlegenheit dieser Methode
gegenüber Distanz-, Cluster- und Dichteanalysen ausmacht. Sie ermöglicht, die
Organisation des Genoms auf mehreren Größenskalen zu untersuchen, während
z.B. die Distanzverteilungen methodisch bedingt nur die Struktur auf kleinen
Größenskalen quantiﬁzieren können. Dieser Ansatz wurde hier auf γH2AX-
Reparaturzentren angewendet und die Übertragung auf zellkernweite Strukturen
wie Heterochromatin steht noch aus.
Analyse der Chromatinstruktur nach Bestrahlung Die Aufgabe, zu deren
Zweck die verschiedenen methodischen Verbesserungen erzielt wurden, war die
Analyse der Wirkung ionisierender Strahlung und anschließender DNA-Reparatur
auf die Genomarchitektur.
Es konnte mit Hilfe von Distanzanalysen gezeigt werden, dass Heterochromatin
im Gegensatz zu der Nukleosomverteilung eine charakteristische Anordnung im
Bereich von ca. 30 nm hat. Diese Anordnung wurde in zwei Zelllinien gefunden.
Es wurde festgestellt, dass der Anteil an Heterochromatin sich nach Bestrahlung
ändert. In diesem Zusammenhang ist die weitere Erforschung der Reparaturvor-
gänge und wie das Auftreten der unterschiedlichen Reparaturproteine zum Anteil
von Heterochromatin korreliert ist, lohnenswert. Lokalisationsmikroskopie kann
hier Einblicke in die Struktur und die strukturellen Veränderungen bieten, die per
konventioneller Mikroskopie nicht sichtbar gemacht werden können. Allerdings ist
auch hier der Mangel an DNA-Markierungen, die mit Lokalisationsmikroskopie
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kompatibel sind, ein Problem. Mit solchen Farbstoﬀen könnte die Entfaltung
der DNA in Reparaturzentren direkt beobachtet werden. Es wäre somit auch
möglich, die Bewegung eines DNA-Doppelstrangbruches an den Rand eines
heterochromatischen Bereichs zu verfolgen.
Welche Möglichkeiten die Erforschung von DNA-Reparaturzentren bietet,
wurde hier hinsichtlich des Zusammenhangs zwischen Heterochromatin und
γH2AX gezeigt. Die hochauﬂösenden Darstellungen von γH2AX und Hetero-
chromatin zeigten die komplexe Wechselwirkung der Reparaturzentren und des
umliegenden Heterochromatins. Es konnte eindeutig gezeigt werden, dass be-
stimmte Reparaturzentren mit Heterochromatin assoziiert sind und dass diese
Nähe zu Heterochromatin die topologischen Eigenschaften der Reparaturzentren
beeinﬂusst. Ein solches Resultat zur Genomstrukturanalyse konnte im Rahmen
dieser Arbeit zum ersten Mal gewonnen werden und wurde durch die Kombi-
nation optimierter Präparationen, hochauﬂösender Mikroskopie, verbesserter
Rohdatenaufbereitung und durch den innovativen Einsatz eines Punktstruktur-
Analyse-Ansatzes aus der theoretischen Physik ermöglicht. Dieser Ansatz kann
auf zahlreiche weitere biophysikalische Fragen angewendet werden und ermöglicht
erstmals, lokalisationsmikroskopische Daten einer quantitativen Strukturanalyse
zu unterziehen. Wie hier die Auswirkungen der Nähe zu Heterochromatin auf die
Struktur der γH2AX-Reparaturzentren untersucht wurde, so können mit einem
analogen Ansatz die strukturellen Veränderungen durch bestimmte Reagenzien
untersucht werden. Genauso ist es möglich Chromosomterritorien oder einzelne
Gene auf ihre topologischen Eigenschaften zu untersuchen und miteinander zu
vergleichen.
Die Bestrahlung von Zellen und die anschließende Analyse von Alu-Sequenzen
hat einige überraschende Ergebnisse gezeigt. Zwischen der Anzahl der für Sonden
zugänglichen Alu-Sequenzen und der Dosis ergibt sich ein quadratischer Zusam-
menhang. Dieser Zusammenhang könnte für eine biologische Dosimetrie [150]
verwendet werden. Biologische Dosimetrie nutzt bisher als etablierte Verfahren
das Zählen von dizentrischen Chromosomen [151] oder Mikrokernen [152]. Auch
die Bestimmung der relativen Zahl von Translokationen gilt mittlerweile als
etabliert [150]. Allerdings sind hier stets hohe Zellzahlen (einige hundert bei der
Analyse von Translokationen, einige tausend bei dizentrischen Chromosomen
oder Mikrokernen) erforderlich. Die hier gezeigt Technik unter Benutzung einer
Alu-Sonde kommt bereits mit deutlich weniger Zellen zu brauchbaren Resul-
taten. Unter dem Aspekt einer Routinemethode bedarf es allerdings weiterer
Erforschung.
Darüber hinaus konnten lokale Alu-Sequenz-Häufungen sichtbar gemacht wer-
den, die eine genomstrukturierende Wirkung durch Alu-Sequenzen andeuten.
Diese Alu-Sequenz-dichten Bereiche schließen sich nahezu vollständig mit Hete-
rochromatin aus. Die Analysen zeigen, dass heterochromatindichte Bereiche sich
stets in einem Abstand von 100 bis 300 nm zu einem Alu-Cluster beﬁnden. Die
entsprechende Heterochromatindichte wird durch Bestrahlung selbst mit kleinen
Dosen massiv beeinﬂusst. Dies bestätigt die Theorien, dass Alu-Sequenzen bei
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der Reparatur und Strukturierung des Genoms eine Rolle spielen und zeigt, dass
lokalisationsmikroskopische Untersuchung einen entscheidenden Beitrag dazu
leisten kann. Hier wäre es in Zukunft noch von Bedeutung den Zusammenhang
der Alu-Cluster mit euchromatischen Regionen zu analysieren. Im Gegenzug
wäre dann ein Vergleich zu eher heterochromatinnahen Sequenzen wie LINE1
(engl. Long Interspersed Elements 1) [153] von Interesse. Darüber hinaus wäre
es zum Verständnis von Reparaturprozessen wichtig solche Regionen in Bezug
zu Genregionen zu analysieren, die Proteine kodieren, die eine zentrale Rolle
bei DNA-Reparaturprozessen spielen. Beispielsweise seien hier die Gene BRCA1
(engl. Breast Cancer 1) [154], das intern Alu-reich ist, und BRCA2 (engl. Breast
Cancer 2) [154], das intern L1-reich ist, genannt.
Die hier zu Alu-Sequenzen gewonnen Resultate zeigen erstmals mikroskopisch
die genomstrukturierende Wirkung von Alu-Sequenzen [136, 137, 138, 139]. Hier
zunächst für Alu und Heterochromatin gezeigt, allerdings lässt der Ansatz sich
z. B. auf Euchromatin oder die Histonverteilung übertragen.
Erstmals wurde hier hochauﬂösende Mikroskopie systematisch für quantitative
Analysen optimiert und so konnten Aussagen über die Genomstruktur nach
Strahlenexposition gemacht werden. Im Gegensatz zu den üblichen Verfahren
(wie der Analyse per Durchﬂusszytometrie [155] oder per Überlebenskurven
[156]), die nur Aussagen über große Zellpopulationen machen können, war hier
stets ein Ziel solche Aussagen auch für einzelne Zellen treﬀen zu können. Zwei
Ergebnisse aus dieser Arbeit zeigen besonders deutlich, inwieweit dies mit den
vorgestellten Methoden möglich ist.
1. Die Dosisabhängigkeit der Anzahl der messbaren Alu-Elemente ermöglicht
es anhand von Alu-Messungen Aussagen über die auf eine Zelle applizierte
Bestrahlungsdosis zu machen.
2. Es konnte gezeigt werden, dass γH2AX-Reparaturzentren eine bestimm-
te Struktur haben, wenn sie zu Heterochromatin assoziiert sind. Diese
Struktur wurde durch Barcodes charakterisiert und so einem Vergleich
zugänglich gemacht. Es ist somit also auch möglich bei einem γH2AX-
Reparaturzentren aufgrund seiner Struktur eine Vorhersage zu machen, ob




Das Potential der Lokalisationsmikroskopie bei der Erforschung der Genom-
architektur und ihrer Veränderung nach Strahlenexposition ist aufgrund der
Genauigkeitsverbesserung bei Struktur-Distanz-Messungen um mehr als eine
Größenordnung im Vergleich zu konventioneller Mikroskopie groß. Allerdings ist
die hochauﬂösende Untersuchung mit anschließender quantitativer Analyse eine
Herausforderung. Durch die Abstimmung der Präparationsoptimierungen und
der quantitativen Auswertemethoden kann aus den lokalisationsmikroskopischen
Daten ein großer Mehrwert verglichen mit konventioneller Mikroskopie gewonnen
werden, wodurch sich neue wissenschaftliche Perspektiven insbesondere auf die
Bedeutung biologischer Nanostrukturierung ergeben. Es war hier zum ersten Mal
möglich, bestimmte Theorien der Strahlenbiophysik mikroskopisch zu veriﬁzieren.
Die hier vorgestellten Ergebnisse zeigen einerseits, welche Möglichkeiten ein hoch-
auﬂösendes Mikroskopsystem in Kombination mit einer quantitativen Analyse
bietet und andererseits, dass strukturelle — nanoskalige — Veränderungen der
Genomarchitektur für das Verständnis von strahleninduzierten Reparaturpro-
zessen von weitreichender Bedeutung sind. Der verwendete Ansatz lässt sich
auf vielfältige Fragestellungen anwenden und macht die Ausnutzung des ganzen
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Page 1 of 6andor.com discover new ways of seeing™
iXon 3 897 8.2 x 8.2 mm / 512 x 512 sensor Lowest Noise Imaging EMCCDiXon Ultra
512 x 512 @ 56 fps
Back-illuminated Imaging EMCCD
Ultimate Speed and Sensitivity
Market leading back-illuminated EMCCD, 
now over 60% faster.
The new iXon Ultra platform takes the popular back-illuminated 512 x 512 frame transfer sensor 
and overclocks readout to 17 MHz, pushing speed performance to an outstanding 56 fps (full 
frame), whilst maintaining single photon sensitivity and quantitative stability throughout.
The iXon Ultra maintains all the advanced performance attributes that have deined the industry-
leading iXon range, such as deep vacuum cooling to -100°C, extremely low spurious noise, and 
Andor’s patented EM gain recalibration technology (EMCAL™).  Count Convert functionality 
allows real time data acquisition in units of electrons or incident photons and OptAcquire 
facilitates one-click optimization of this versatile camera to a variety of application conditions. 
Additional new features of the iXon Ultra include plug and play USB connectivity, a lower noise 
conventional CCD mode and an additional Camera Link output, offering the unique ability to 
directly access data for ‘on the ly’ processing, ideally suited to data intensive applications such 
as adaptive optics or super-resolution microscopy.
Speciications Summary
Active pixels 512 x 512
Pixel size (W x H) 16 x 16 μm
Active area pixel well depth 160,000 e-
Gain register pixel well depth 800,000 e-
Maximum readout rate 17 MHz
Frame rate 56 - 11074 fps














 • Overclocked to 17 MHz readout 
  Industry fastest frame rates; 56 fps full  
  frame.
 •  TE cooling to -100°C 
  Critical for elimination of dark current  
  detection limit
 • OptAcquire 
  Optimize the highly lexible iXon for different  
  application requirements at the click of a  
  button
 • Count Convert 
  Quantitatively capture and view data in  
  electrons or incident photons. Real-time or  
  post-processing
 • Cropped Sensor Mode 
  Specialised acquisition mode for continuous  
  imaging with fastest possible temporal  
  resolution. 595 fps with 128 x 128 ROI.
  • RealGain™
      Absolute EMCCD gain selectable directly  
  from a linear and quantitative scale
  • EMCAL™
      Patented user-initiated self-recalibration of  
  EM Gain
 • Direct Data Access 
  Camera Link output port to facilitate direct  
  access to data for ‘on the ly’ processing.
 • Spurious Noise Filters 
  Intelligent algorithms to ilter clock induced  
  charge events from the background. Real  
  time or post-processing
 •  iCam 
  The market-leading exposure time  
  fast-switching software
 •  Minimal Clock-Induced Charge 
  Unique pixel clocking parameters, yielding  
  minimized spurious noise loor
 • UltraVac™ •1
  Critical for sustained vacuum integrity  
  and to maintain unequalled cooling and QE  
  performance, year after year
 • Selectable ampliier outputs – EMCCD and  
  conventional 
  ‘2 in 1’ lexibility. EMCCD for ultra-sensitivity  
  at speed, conventional CCD for longer  
  acquisitions
 • Superior Baseline Clamp and EM stability 
  Quantitative accuracy of dynamic   
  measurements
 • USB 2.0 
  Universal plug and play capability
 • Built-in C-mount compatible shutter  
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Back-illuminated Imaging EMCCD
Ultimate Speed and Sensitivity
Advanced Performance Speciications 
•2
Dark current and background events •3, 4
Dark current (e-/pixel/sec) @ -85°C 
Spurious background (events/pix) @ 1000x gain / -85°C 
0.001
0.005
Gain register pixel well depth •5 800,000 e-
Pixel readout rates Electron Multiplying Ampliier      17, 10, 5, 1 MHz
Conventional Ampliier                 3, 1 & 0.08 MHz
Read noise (e-) •6 
 
17 MHz through EMCCD ampliier
10 MHz through EMCCD ampliier
5 MHz through EMCCD ampliier
1 MHz through EMCCD ampliier
1 MHz through conventional ampliier















Linear absolute Electron Multiplier gain 1 - 1000 times via RealGain™ (calibration stable at all cooling temperatures)
Linearity •7 Better than 99%
Vertical clock speed 0.3 to 3.3 µs (variable)




Sensor options BV: Back Illuminated CCD, Vis optimized
UVB: Back Illuminated CCD with UV coating
BB: Back illuminated, blue optimized AR coating
Active pixels 512 x 512
Pixel size 16 x 16 μm
Image area 8.2 x 8.2 mm with 100% ill factor
Minimum temperature air cooled 
Coolant recirculator 




Digitization True 16 bit @ all readout speeds
Triggering Internal, External, External Start, External Exposure, Software Trigger
System window type Single window with double-sided AR coating (standard for BV model)
Blemish speciication Grade 1 sensor (CCD97), as deined by the sensor manufacturer e2V
For further details see www.e2v.com
PC Interface USB 2.0
Lens Mount C-mount
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Back-illuminated Imaging EMCCD
Ultimate Speed and Sensitivity
Quantum Eficiency Curves 
•9
































Frame Rates (Standard Mode) 
•8
Array size
Binning 512 x 512 256 x 256 128 x 128 64 x 64 512 x 100 512 x 32 512 x 1
1 x 1 55.87 109.8 212.3 396.8 277.01 704.23 2857.1
2 x 2 108.7 210.1 393.7 699.3 502.5 1136.4
4 x 4 206.2 384.6 680.3 1099 840.3 1612.9
Frame Rates (Cropped Sensor Mode) 
•8
Array size
Binning 256 x 256 128 x 128 64 x 64 32 x 32 512 x 100 512 x 32 512 x 1
1 x 1 111.08 595.17 1432.9 3532.3 295.83 857.41 11074
2 x 2 214.94 1084.5 2432.5 5324.8 570.19 1588.8
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Creating The Optimum 
Product for You
How to customize the iXon Ultra 897:
The iXon Ultra 897 comes with 3 
options for sensor types. Please 
select the sensor which best suits 
your needs.
Step 1.




Choose sensor inish option
#BV: Back-illuminated, mid-band AR coated sensor
UVB: Back-illuminated, UV coated sensor
#BB: Back-illuminated, blue optimized AR coated sensor
For compatibility, please indicate 
which accessories are required.
Step 4.
The iXon Ultra requires at least one of the following software options:
Solis for Imaging A 32-bit application compatible with 32 and 64-bit Windows (XP, Vista and 7) 
and Linux offering rich functionality for data acquisition and processing. AndorBasic provides 
macro language control of data acquisition, processing, display and export.
Andor SDK A software development kit that allows you to control the Andor range of cameras 
from your own application. Available as 32 and 64-bit libraries for Windows (XP, Vista and 7) 
and Linux.  Compatible with C/C++, C#, Delphi, VB6, VB.NET, LabVIEW and Matlab.
Andor iQ A comprehensive multi-dimensional imaging software package. Offers tight 
synchronization of EMCCD with a comprehensive range of microscopy hardware, along with 
comprehensive rendering and analysis functionality. Modular architecture for best price/
performance package on the market.
Third party software compatibility
Drivers are available so that the iXon range can be operated through a large variety of third 
party imaging packages. See Andor web site for detail: andor.com/software
Step 3.
Step 4.
The following accessories are available:
OPTOMASK Optomask microscopy accessory, used to mask unwanted sensor area during 
Cropped Sensor mode acquisition. 
XW-RECR Re-circulator for enhanced cooling performance
ACC-XW-CHIL-160 Oasis 160 Ultra compact chiller unit
OA-CNAF C-mount to Nikon F-mount adapter
OA-COFM C-mount to Olympus adapter




The iXon Ultra 897 with #BV sensor is supplied with an AR coated Quartz window as standard, 
optimized for the 400 to 900 nm. The UVB and #BB models are supplied with an uncoated Quartz 
window.
The following alternative window choices are available and must be ordered at time of build (if 
selected):
WIN-35MM-250/450-W Quartz window, AR coated for 250-450 nm. 97% transmission at 260 nm
WIN-35MM-600/1100-W Quartz window, AR coated for 600-1100 nm. 98% transmission at 1000 nm
Step 2.
(Optional)
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iXon 3 897 8.2 x 8.2 mm / 512 x 512 sensor Lowest Noise Imaging EMCCDiXon Ultra
512 x 512 @ 56 fps
Back-illuminated Imaging EMCCD
Ultimate Speed and Sensitivity
Product Drawings
Dimensions in mm [inches]
Typical Applications
Single molecule detection Cell Motility
Super resolution (PALM, STORM) Whole genome sequencing
TIRF microscopy FRET / FRAP
Spinning disk confocal microscopy Fluorescence Correlation Microscopy (multi-beam)
Vesicle traficking Microspectroscopy / Hyperspectral imaging
Selective/single plane illumination 
microscopy (SPIM)
Lucky astronomy
Ion signalling (Calcium lux) Adaptive Optics
Voltage sensitive dyes Single Photon Counting
Connecting to the iXon Ultra
Camera Control
Connector type: USB 2.0
TTL / Logic
Connector type: 26 way D Type with 8 programmable 
digital inputs or outputs for control and sensing of up 
to 8 external device
Camera Link Out
Base 3-tap output (MDR 26 connector). Used as a 
parallel output for embedded applications.
Minimum cable clearance required 
90 mm
Third-angle projection
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iXon 3 897 8.2 x 8.2 mm / 512 x 512 sensor Lowest Noise Imaging EMCCDiXon Ultra
512 x 512 @ 56 fps
Back-illuminated Imaging EMCCD
Ultimate Speed and Sensitivity
Recommended Computer Requirements:
• 3.0 GHz single core or 2.6 GHz multi core processor
• 2 GB RAM
• 100 MB free hard disc to install software (at least  
   1 GB recommended for data spooling)
• USB 2.0 High Speed Host Controller capable of
 sustained rate of 40MB/s
• 10,000 rpm SATA hard drive preferred for extended  
 kinetic series
• Windows (XP, Vista and 7) or Linux
Operating & Storage Conditions
Operating Temperature 0°C to 30°C ambient
Relative Humidity < 70% (non-condensing)
Storage Temperature -25°C to 50°C
Power Requirements
110 - 240 VAC, 50/60 Hz
Order Today
Need more information? At Andor we are committed to inding 
the correct solution for you. With a dedicated team of technical 
advisors, we are able to offer you one-to-one guidance and 
technical support on all Andor products. For a full listing of our 
local sales ofices, please see:
Our regional headquarters are:
Europe     Japan
Belfast, Northern Ireland    Tokyo
Phone +44 (28) 9023 7126   Phone +81 (3) 3518 6488
Fax +44 (28) 9031 0792   Fax +81 (3) 3518 6489
North America    China
Connecticut, USA     Beijing
Phone +1 (860) 290 9211   Phone +86 (10) 5129 4977
Fax +1 (860) 290 9566   Fax +86 (10) 6445 5401
andor.com/contact
LiXonU897SS 1111 D3
1x Andor ACZ-03452: 2m Multi I/O timing 
cable, offering Fire, External Trigger, Shutter 
and Arm
1x 3m USB 2.0 cable Type A à Type B
1x Power supply with mains cable
1x Quick launch guide 
1x CD containing Andor user manuals
1x Individual system performance booklet
Items shipped with your camera:
Footnotes: Speciications are subject to change without notice
1. Assembled in a state-of-the-art cleanroom facility, Andor’s  UltraVac™ vacuum process combines a 
permanent hermetic vacuum seal (no o-rings), with a stringent  protocol to minimize outgassing, including 
use of proprietary materials.
2. Figures are typical unless otherwise stated.
3. The dark current measurement is averaged over the sensor area excluding any regions of blemishes.
4. Using Electron Multiplication the iXon is capable of detecting single photons, therefore the true camera 
detection limit is set by the number of ‘dark’ background events. These events consist of both residual 
thermally generated electrons and Clock Induced Charge (CIC) electrons (also referred to as Spurious Noise), 
each appearing as random single spikes above the read noise loor. 
 A thresholding scheme is employed to count these single electron events and is quoted as a probability of an 
event per pixel. Acquisition conditions are full resolution and max frame rate (17 MHz readout; frame-transfer 
mode; 0.5 µs vertical clock speed; x 1000 EM gain; 10 ms exposure; -85°C).
5. The EM register on CCD97 sensors has a linear response up to ~400,000 electrons max. and a full well depth 
of ~800,000 electrons max. 
6. Readout noise is for the entire system. It is a combination of sensor readout noise and A/D noise.  
Measurement is for Single Pixel readout with the sensor at a temperature of -75°C and minimum exposure 
time under dark conditions. Under Electron Multiplying conditions, the effective system readout noise is 
reduced to sub 1 e- levels.
7. Linearity is measured from a plot of counts vs. exposure time under constant photon lux up to the saturation
 point of the system.
8. All measurements are made at 17 MHz pixel readout speed with 0.3 µs vertical clock speed. It also assumes 
internal trigger mode of operation. 
9. Quantum eficiency of the sensor at 20°C, as measured by the sensor Manufacturer.
Front cover image: A large scale 3D STORM image of 
a cultured hippocampal neuron colored in z. Courtesy 
of Melike Lakadamyali, Institute of Photonic Sciences, 
ICFO, Barcelona, Spain and Hazen Babcock from 
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