Abstract
Introduction

47
Perceptual decisions arise not only from the evaluation of sensory evidence, but are 48 often biased towards one or the other response alternative by environmental factors, 49 for example as a result of task instructions and/or stimulus-response reward 50 contingencies (White & Poldrack, 2014) . The ability to willfully control decision bias 51 enables the behavioral flexibility required to survive in an ever-changing and uncertain 52 environment. But despite its central and important role in decision making, the neural 53 mechanisms underlying decision bias are not fully understood. 54
The traditional account of decision bias comes from signal detection theory 55 (SDT) (Green & Swets, 1966) . In SDT, decision bias is quantified by estimating the 56 relative position of a decision point or 'criterion' in between sensory evidence 57 distributions for noise and signal (see Figure 1A) . In this framework, a more liberal 58 decision bias arises by moving the criterion closer towards the noise distribution (see 59 green arrow in Figure 1A ). Although SDT has been very successful at quantifying 60 decision bias, it has not done much to elucidate the mechanism behind it. One reasonfor this lack of insight may be that SDT does not have a temporal component to track 62 how decisions are reached over time (Fetsch, Kiani, & Shadlen, 2014) . 63
As an alternative to SDT, the drift diffusion model (DDM) conceptualizes 64 perceptual decision making as the accumulation of noisy sensory evidence over time 65
into an internal decision variable (Bogacz, Figure 1C ). In both the SDT and DDM frameworks, 73 decision bias shifts have little effect on the sensitivity of the observer when 74 distinguishing signal from noise; they predominantly affect the relative response ratios 75 (and in the case of DDM the speed with which one or the other decision bound is 76 reached). There has been some evidence to suggest that decision bias induced 77 through shifting the response criterion is best characterized by a drift bias in the DDM 78 predicts the strength of the evidence accumulation bias within subjects, providing a 125 direct link between the proposed mechanism and decision bias. Together, these 126 findings identify the neural mechanism by which intentional control of cortical 127 excitability is applied to strategically bias perceptual decisions in order to maximize 128 reward in a given context. 129
130
Results
131
Liberal decision bias manipulation shifts sensory evidence accumulation 132
In three EEG recording sessions, human participants (N = 16) viewed a continuous 133 stream of horizontal, vertical and diagonal line textures alternating at a rate of 25 134 textures/second. The participants' task was to detect an orientation-defined square 135 presented in the center of the screen and report it via a button press (Figure 2A ). Trials 136 consisted of a fixed-order sequence of textures (total sequence duration 1 second) 137 embedded in the continuous stream. A square appeared in the fifth texture of a trial in 138 75% of the presentations (target trials), while in 25% a homogenous diagonal texture 139 appeared in the fifth position (nontarget trials). Although the onset of trials within the 140 continuous stream of textures was not explicitly cued, the similar distribution of 141 reaction times in target and nontarget trials suggests that participants employed the 142 temporal structure of the task even when no target appeared ( Figure S1A ). Consistent 143 significant EEG power modulations after trial onset even for non-target trials further 144 confirm that subjects registered trial onsets even without an explicit cue, plausibly 145 using the onset of a fixed order texture sequence as an implicit cue (Figure S1B) . 146
In alternating nine-minute blocks of trials, we actively biased participants' 147 perceptual decisions by instructing them either to report as many targets as possible 148 ("Detect as many targets as possible!"; liberal condition), or to only report high-149 certainty targets ("Press only if you are really certain!"; conservative condition). 150
Participants were free to respond at any time during a block whenever they detected 151 a target. We provided auditory feedback following missed targets (misses) in the liberal 152 condition and falsely detected targets (false alarms) in the conservative condition and 153 applied monetary penalties for these errors (Figure 2A ; see Methods for details). 154
Participants reliably adopted the intended criterion shift (see Figure 2B showing 155 that both the hit rate and the false alarm rate went down in tandem as a consequence 156 of a more conservative criterion). The difference between hit rate and false alarm rate 157
was not significant between conservative and liberal (p = 0.81, right bars in Figure 2B ). 158
However, detection performance (sensitivity) computed using standard SDT d' 159 (reflecting the distance between the noise and signal distributions in Figure 1A permutation test, see Figure 2C , right bars). 167
Because the SDT framework is static, we decided to further investigate how 168 bias affected various components of the dynamic decision process by fitting different 169 drift diffusion models (DDMs) to the behavioral data (Figure 1B (2008)). In the two respective models, we 182 freed either the drift bias parameter (db, see Figure 2D ) for the two conditions while 183 keeping starting point (z) fixed across conditions (for the drift bias model), or vice versa 184 (for the starting point model). The drift bias parameter is determined by estimating the 185 contribution of an evidence-independent constant added to the drift ( Figure 2B ). Thesealternative models make different predictions about the shape of the RT distributions 187 in combination with the response ratios: a shift in starting point produces large 188 changes in both the leading edge and tail of the distribution, whereas a shift in drift 189 bias produces large changes only in the tail (Ratcliff & McKoon, 2008; Urai et al., 190 2018) , also see the RT distributions above and below the evidence accumulation 191 graphs in Figure 1B and 1C. 192
We fitted both the starting point and drift bias models to each participant's RT 193 distribution for 'yes' choices and the total number of implicit 'no' choices. In both 194 models, all of the non-bias related parameters (drift rate v, boundary separation a and 195 non-decision time u+w, see Figure 2D ) were also allowed to vary by condition. We 196 compared goodness of fit of the models to assess which model best explained the 197 data. We found that the starting point model provided a worse fit to the data, as all p-values < 0.005, see Figure S2A ). 216
Regarding the DDM bias parameters, the condition-fixed starting point 217 parameter in the drift bias model was smaller than half the boundary separation (i.e. 218 closer to the 'no' boundary: z = 0.24, p < 0.0001, tested against 0.5), indicating an 219 overall conservative starting point across conditions ( Figure S2D ). Strikingly, however, 220 whereas drift bias was on average not different from zero in the conservative condition 221 (db = -0.04, p = 0.90), drift bias was strongly positive in the liberal condition (db = 222 2.08, p = 0.0001; liberal vs conservative: p = 0.0005; Figure 2F , right bars). The overall 223 conservative starting point combined with a condition-specific neutral drift bias 224 explained the conservative decision bias (as quantified by SDT criterion) in the 225 conservative condition ( Figure 2C ). Likewise, in the liberal condition the overall 226 conservative starting point combined with a condition-specific positive drift bias 227 (pushing the drift towards the 'yes' boundary) explained the neutral bias observed with 228 SDT (criterion around zero for liberal, see Figure 2C ). 229
Converging with these modelling results, drift bias was strongly anti-correlated 230 across participants with both SDT criterion (liberal, r = -0.83; conservative, r = -0.79, 231 see Figure S2B ) and reaction times (liberal, r = -0.66; conservative, r = -0.76, see 232 Figure S2C ). The strong correlations between DDM drift rate and SDT d' on the one 233 hand, and DDM drift bias and SDT criterion on the other, provide converging evidence 234 that the SDT and DDM frameworks captured similar underlying mechanisms, while 235 the DDM additionally captured the dynamic nature of perceptual decision making by 236 linking the decision bias manipulation to the evidence accumulation process itself. 237
Finally, the bias manipulation also affected two other parameters in the drift 238 bias model that were not directly related to sensory evidence accumulation: boundary 239 separation was slightly but reliably higher during liberal compared to conservative (p 240 < 0.0001), and non-decision time (comprising time needed for sensory encoding and 241 motor response execution) was shorter during liberal (p < 0.0001)(supplementary 242 Figure S2D ). In conclusion, a drift diffusion model of choice behavior implementing a 243 bias in sensory evidence accumulation best explained how participants adjusted to 244 the manipulations of decision bias. In the next sections, we used spectral analysis of 245 the concurrent EEG recordings to identify a plausible neural mechanism that 246 implements biased sensory evidence accumulation. 
324
Adopting a liberal decision bias suppresses prestimulus alpha power 325
As a first step, we examined prestimulus power between 0.8 and 0.2 s before trial 326 onset, using the same electrodes that showed the strongest post-stimulus effects 327 ( Figure 4A ). This uncovered a highly specific modulation in the alpha range, which we 328 confirmed to be strongest over the same cortical region that showed strong modulation 329 in the gamma range ( Figure 4B , white dots indicate electrodes showing stimulus-330 related gamma modulation). Indeed, when expressing spectral power during the 331 liberal condition as the percentage signal change from the conservative condition, we 332 observed a statistically significant cluster of suppressed frequencies precisely in the 333 8-12 Hz frequency range (p < 0.05, cluster-corrected for multiple comparisons) 334 (Figure 4C ), which again showed a posterior topography ( Figure 4D ). This shows that 335 an experimentally induced liberal decision bias suppresses prestimulus alpha power, 336 suggesting that alpha modulations are a hallmark of strategic bias adjustment rather 337 than a mere correlate of spontaneous shifts in decision bias. Importantly, this finding 338 implies that humans are able to actively control prestimulus alpha power in visual 339 cortex, plausibly acting to bias sensory evidence accumulation towards the response 340 alternative that maximizes rewards. 341 an input stimulus; see marked interval in Figure 5A ), can then be expressed as the 368 first order derivative (the slope) of the sigmoid in Figure 5A . In our experiment, 369 stimulus-related input activity can be assumed to be more or less constant across trials 370 since the same stimulus sequence was shown in each trial (see Figure 2A) . Thus, 371 modulations in the stimulus-related output gain generated in visual cortex are largely 372 determined by the brain's excitability state. This can be seen in Figure 5B , where the 373 stimulus-related output gain (the first order derivative, or slope from Figure 5A) is 374 plotted as a function of neural excitability, yielding an inverted-U shaped function. 375
Figure 5B then shows the effective range in which the impact of neural 376 excitability on the stimulus-related output response is largest, while its impact during 377 low and high excitability is lower. When heightened excitability in the liberal condition 378 is observed, this framework predicts enhanced output activity in visual cortex when 379 compared to the conservative condition ( Figure 5B 
410
The resulting plot indeed closely follows an inverted-U shaped relationship 411 between excitability and stimulus-related gamma activity for both conditions, with 412 particularly low gamma responses for the highest excitability bins ( Figure 5C ). 413
Critically, average gamma power was higher in the liberal than in the conservative 414 condition, except during the highest excitability bins ( Figure 5C analysis, we asked whether increases in gamma activity are directly related to a 436 stronger drift bias. We predicted such a direct correspondence during the liberal 437 condition, in which both drift bias and gamma activity were increased (see Figures 2F  438 and 5C), but not during the conservative condition, in which drift bias was around zero 439 and gamma was weaker than during liberal. 440
To test these predictions, we again applied the drift bias DDM to the behavioral 441 data, but now freed the drift bias parameter not only for the two conditions, but also 442 for the ten alpha suppression bins used to show the inverted-U-shaped relationship 443 between excitability and stimulus-related gamma (see Figure 5C ). We normalized the 444 bin-resolved drift bias and gamma scalar values by z-scoring within each participant 445 to remove individual differences in their ranges and averaged across participants 446 within each alpha (excitability) bin. Finally, we directly tested the correspondence 447 between drift bias and gamma using a within-subject group regression. Gamma 448 activity indeed accurately predicted drift bias in the liberal condition (R 2 (9) = 0.77, p = 449 0.0008, Figure 6 left panel) . In contrast, drift bias was not well predicted by the 450 corresponding gamma activity in the conservative condition (R 2 (9) = 0.0001, p = 0.98, 451 that detection sensitivity in many previous studies was often quantified in terms of raw 537 stimulus detection rates, which do not dissociate objective sensitivity from response 538 bias (see Figure 2B) (Green & Swets, 1966 suggesting an active role of neural excitability in decision bias. 542
Relatedly, a concern regarding our findings could be that the observed change 543 in cortical excitability reflects a change in detection sensitivity (drift rate) rather than 544 an intentional bias shift. This is unlikely because that would predict effects opposite to 545 those we observed. We found increased excitability in the liberal condition compared 546 to the conservative condition. If this were related to improved detection performance, 547 one would predict higher sensitivity in the liberal condition, while in fact we found 548 higher sensitivity in the conservative condition (compare drift rate to drift bias in both 549 conditions in Fig. 2C ). This finding convincingly ties cortical excitability in our paradigm 550 to a strategically applied bias shift, as opposed to a change in detection sensitivity. 551
Convergently, other studies also report a link between prestimulus low-frequency EEG 552 activity and subjective perception, but not objective task performance (Benwell et al., 553 2017; . 554 Summarizing, our results show that stimulus-related responses are boosted 555 during a liberal decision bias due to increased cortical excitability, in line with recent 556 work linking alpha power suppression to response gain (Peterson & Voytek, 2017) . 557
Future studies can now establish whether this same mechanism is at play in other 558 subjective aspects of decision-making, such as confidence and meta-cognition 559 (orientations of 0°, 90°, 0°,  808   90°, 0°, 45°, 0°, 135°, 90°, 45°, 0°, 135°, 0°, 45°, 90°, 45°, 90°, 135°, 0°, 135°  809 respectively) (Figure 2) . The fifth texture pattern within the sequence (occurring from 810 0.16 s after sequence onset) was either a target or a nontarget stimulus. Nontargets 811 consisted of either a 45° or a 135° homogenous texture, whereas targets contained a 812 central orientation-defined square of 2.42° visual angle, thereby consisting of both a 813 45° and a 135° texture. 50% of all targets consisted of a 45° square and 50% of a 135° 814 square. Of all trials, 75% contained a target and 25% a nontarget. Target and 815 nontarget trials were presented in random order. To avoid specific influences on target 816 stimulus visibility due to presentation of similarly or orthogonally oriented texture 817 patterns temporally close in the cascade, no 45° and 135° oriented stimuli were 818 presented directly before or after presentation of the target stimulus. All stimuli had an 819 isoluminance of 72.2 cd/m 2 . Stimuli were created using MATLAB (The Mathworks, 820
Inc., Natick, MA, USA) and presented using Presentation (Neurobehavioral systems, 821
Inc., Albany, CA, USA). 822
Experimental design The participants' task was to detect targets and actively report 823 them by pressing a button using their preferred hand. Targets occasionally went 824 unreported, presumably due to constant forward and backward masking by the 825 continuous cascade of stimuli and unpredictability of target timing (Fahrenfort, Scholte, 826 & Lamme, 2007) . The onset of the fixed order of texture patterns preceding and 827 following (non-)target stimuli was neither signaled nor apparent. 828
At the beginning of the experiment, participants were informed they could earn 829 a total bonus of EUR 30, on top of their regular pay or course credit. In two separate 830 conditions within each session of testing, we encouraged participants to use either a 831 conservative or a liberal bias for reporting targets using both aversive sounds as well 832 as reducing their bonus after errors. In the conservative condition, participants were 833 instructed to only press the button when they were relatively sure they had seen the 834 target. The instruction on screen before block onset read as follows: "Try to detect as 835 many targets as possible. Only press when you are relatively sure you just saw a 836 target." To maximize effectiveness of this instruction, participants were told the bonus 837 would be diminished by ten cents after a false alarm. During the experiment, a loud 838 aversive sound was played after a false alarm to inform the participant about an error.
During the liberal condition, participants were instructed to miss as few targets as 840 possible. The instruction on screen before block onset read as follows: "Try to detect 841 as many targets as possible. If you sometimes press when there was nothing this is 842 not so bad". In this condition, the loud aversive sound was played twice in close 843 succession whenever they failed to report a target, and three cents were subsequently 844 deducted from their bonus. The difference in auditory feedback between both 845 conditions was included to inform the participant about the type of error (miss or false 846 alarm), in order to facilitate the desired bias in both conditions. After every block, the 847 participant's score (number of missed targets in the liberal condition and number of 848 false alarms in the conservative condition) was displayed on the screen, as well as the 849 remainder of the bonus. After completing the last session of the experiment, every 850 participant was paid the full bonus as required by the ethical committee. 851
During a block, participants continuously monitored the screen and were free 852 to respond by button press whenever they thought they saw a target. Each block 853 Parameter recovery simulations showed that letting both the the starting point 885 of the accumulation process and drift bias (an evidence-independent constant added 886 to the drift toward one or the other bound) free to vary with experimental conditions is 887 problematic for data with no explicit "no" responses (data not shown). Thus, to test 888 whether shifts in drift bias or starting point underlied bias we fitted three separate 889 models. In the first model ('fixed model'), we allowed only the following parameters to 890 vary between the liberal and conservative condition: (i) the mean drift rate across trials; 891
(ii) the separation between both decision bounds (i.e., response caution); and (iii) the 892 non-decision time (sum of the latencies for sensory encoding and motor execution of 893 the choice). Additionaly, the bias parameters starting point and drift bias were fixed for 894 the experimental conditions. The second model ('starting point model') was the same 895 as the fixed model, except that we let the starting point of the accumulation process 896 vary with experimental condition, whereas the drift bias was kept fixed for both 897
conditions. The third model ('drift bias model') was the same as the fixed model, except 898 that we let the drift bias vary with experimental condition, while the starting point was 899 kept fixed for both conditions. We used Bayesian Information Criterion (BIC) to select 900 the model which provided the best fit to the data (Neath & Cavanaugh, 2012) . The BIC 
