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AMTRACT 
Expert systems are being implemented frequently today to solve complex problems. One 
important area for potential use of expert systems is data network fault management. A 
properly defined expert system could greatly simplify the complex job of fault management 
in sophisticated data networks. Therefore, designs are needed for such systems. 
Unfortunately, though, most expert system presentations are directed toward the expert 
" " system expert . 
Thus, the purpose of this thesis is twofold. First an introductory overview is given on 
expert system design. Second, an application is presented, describing an expert system for 
network fault management. 
In our overview, data acquisition and representation, inferencing methods, general 
architecture, and interpretation of key information are discussed. Also, we review the 
three most popular expert system models: model, frame, and rule-based methods. 
In our application, we combine current network status and situation-specific user data, to 
isolate, diagnose, and (in some circumstances) correct faults that may occur within a data 
network. 
Specifically, we use a frame-based data representation with rule-based inferencing. In 
inferencing, a forward-chaining reasoning process, followed by a backward-chaining 
reasoning process is used to first isolate a fault, and then diagnose the fault. In addition, a 
history (covariance) matrix of past faults is used to facilitate the fault isolation process. 
(/ 
We obtained the following key results: First, by binding the behavior of a network 
component to a structural definition, a higher level of abstraction is created that assists in 
the fault isolation process. In addition, frame-based representation should decrease 
development time and software complexity by allowing identical network components to 
be referenced by a generic "data type". 
We conclude that frame-based reasoning with rule-based inferencing is well suiteq for 
network fault management. In addition, the history (covariance) matrix provides an 
efficient method for isolating faulty components. Also, when designing expert systems. we 
found it useful to incorporate several 'different forms of representation to fit each need of 
an application, rather than forcing one representation to meet all needs. 
An Expert System for Network Fault Management 
Jon P. Need 
CSEE Master's Thesis 
1. Introduction and Summary 
1.1 Background 
The term "expert system" refers to a system that uses contemporary computer technology 
to store and interpret the knowledge and experience of a human expert, sometimes several 
experts, in a specific area of interest. By accessing this computer-based knowledge, an 
individual is able to get the benefit of "expert advice" about that particular area. In general, 
contemporary expert systems are characterized by: 
• their ability to store significant amounts of knowledge: 
• the support of mechanisms that enable the knowledge base to be improved and enlarged 
on a continuing basis: 
• their potential to make inferences based on the knowledge stored; 
• the relatively narrow area, or domain, catered to by a particular expert system.[7] 
Due to the growing size and complexity of today's computer networks, many network 
management functions are becoming difficult to perform, specifically the diagnosing and 
correcting of faults that occur within a network. By automating many of the network 
diagnosis processes. fault detection and correction become more simplified, thus requiring 
less technical skill on the administrator's part for system operation. Such automated 
systems would provide the speed, efficiency, and quality required in network management, 
with minimal intervention by human managers. In addition, by constantly monitoring the 
status of the network, many problems can be diagnosed in their infant stages, allowing for 
preventive actions to be taken before the problem becomes noticeable to network users. 
Currently, network tests often result in high levels of ambiguity in fault isolation and long 
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testing periods. Figures compiled in many studies suggest that there is a major potential 
return for automation of fa ult isolation procedures.[S] 
Many different approaches have been developed to solve the problem of complex network 
and fault management. References will be made to relevant work throughout this thesis. 
1.2 Purpose 
One objective of this thesis is to provide an overview/tutorial of expert system design. A 
secondary purpose is to use that material to outline an approach that can be used to design 
an expert system for the diagnosis and correction of network faults. For implementation 
purposes. the general design is oriented toward the Novell 386 Network System•. but the 
model is generally applicable. Emphasis is placed on data acquisition. data representation. 
inferencing procedures. general architecture. and interpretation of key information. 
1.3 Approach 
A network system is definable through a hierarchical model in which each item of the 
network can be subdivided into its most basic units. both hardware and software. These 
network items are then connected in a hierarchy to show structural relation between each 
other. Thus. each network item is a combination of more basic network items. In addition. 
the Novell 386 network system provides a C library with functions that perform various 
system tests. By grouping together all diagnostic test functions for a specific network item. 
we will be able to determine its behavior at any time. We will then associate this behavioral 
definition with the structural definition of a network item. allowing us to define the 
functionality of a higher level network item as a combination of the functionalities of all 
the sub-divided basic units. Thus. when a network component is found to be 
malfunctioning. we will be able to trace through the hierarchical model of the network 
'!-
system until the fa ult is found. Once the combination of faults has been determined. 
corrective actions will be taken to :fix the problem. This approach is best implemented 
through frame-based knowledge representation and is discussed later. 
-2-
1.4 Summary of Results 
The following is a summary of the important results found: 
• By binding the behavior of a network node to its corresponding structure. a higher level 
of abstraction is created that makes the inferencing process more efficient~ 
• Software reuse is maximized since multiple. identical network objects are defined with 
the same object f rarne. 
• Common object frames minimizes new development. saving time and reducing 
complexity. 
• By assigning test frames to each of the~ diagnostic functions. interfacing problems are 
reduced. as all later references to that data are made to specific frame slots. 
1.5 Overview of Thesis 
The following is a general description of each section of this thesis: 
Section 2.1 
Section 2.2 
Section 2.3 
Section 2.4 
Section 2.5 
Section 2.6 
Section 3.1 
outlines the anatomy of an expert system. 
describes the knowledge acquisition process. 
describes knowledge representation methods. 
details knowledge-based inferencing. 
gives an example of a current rule-based expert system and how it 
implements many of the concepts described. 
describes the testing methodology used in this expert system model 
and how it relates to the structure and behavior of the network 
system. 
outlines the network environment that this expert system is expected 
to operate in. 
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Section 3.2 
Section 3.3 
Section 3.4 
Section 3.5 
Section 3.6 
Section 3.7 
Section 3.8 
Section 3.9 
\ 
describes the architecture of the expert system model. 
outlines the fiow of logic used by the expert system. 
describes the knowledge acquisition process for our specific case. 
describes the knowledge representation method used in the expert 
system model. 
outlines the inferencing procedures used in the fault isolation and 
correction procedures. 
outlines the requirements and design constraints of the expert system 
model. 
discusses some issues to be considered in interfacing the expert system 
with the network system. 
describes many of the features that should be considered for the user 
interface. 
2. Expert System Design 
This section gives deeper insight into the workings of an expert system. The following 
topics are discussed: the basic anatomy '?f an expert system. knowledge acquisition 
techniques. knowledge representation methods, knowledge-based inferencing for different 
forms of knowledge representation. an example of a current rule-based expert system 
which incorporates many of the ideas discussed below. and finally, the testing methodology 
we will use for the Mohler network system. Once this section is complete, the reader should 
be able to follow the implementation model with little difficulty. 
Domain Expert: a person whose knowledge and experience have been 
used to produce information about a specific area of 
interest and to store it in the expert system. 
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Knowledge Engineer: 
Knowledge Base: 
Inference Engine: 
a person who works with the domain expert to encode 
the knowledge into a computer-understandable form. 
This is an essential module of all expert systems. It 
contains the formal representation of the information 
provided by the domain expert. as encoded by the 
knowledge engineer. To encode the knowledge. it is 
necessary to use one or more knowledge 
representation methods. These methods will be 
discussed below. 
This is another important component of all expert 
systems. It is responsible for interpreting the contents 
of the knowledge base. in the context of a user-
specified input or ·hypothesis, to reach a goal or a 
conclusion. The inference engine is generally 
partitioned into three parts: 
1. Context Block: This part contains the current 
state of the problem and the solution. 
2. Inference (Reasoning) Mechani,sm: This part 
searches the appropriate set of knowledge and 
data. with the help of the context block. to reach 
a goal or solution. 
3. Explanation Facility: This facility helps the user 
to understand the line of reasoning the expert 
system used to come to its conclusion. 
Knowledge Acquisition Facility: New knowledge is generated through the help of this 
facility. Usually. this job. is performed through the 
know ledge engineer. 
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User lnterf ace: 
2.2 Knowledge Acquisition 
This module of the expert system allows the human 
to benefit from the system, and deserves special 
consideration. 
The knowledge acquisition process is based on interviews of a human domain expert by the 
knowledge engineer. The knowledge engineer then encodes the corresponding knowledge and 
experience into a form that is processable by a computer. Usually, this process takes place 
through a series of interviews where the knowledge engineer and domain expert transact 
through a series of questions and answers. In general, the knowledge acquisition process 
J should be broken down into three phases: the domain knowledge acquisition. the diagnostic 
procedure determination, and the corrective procedure determination. Discussed below is a 
process oriented towards knowledge acquisition from a network expert. 
2.2.1 Domain Knowledge Acquisition 
To obtain the domain knowledge for fa ult isolation, it is best to present to the human 
expert all system information and displays available on the network system pertaining to 
the test item. The expert must then use the available data to determine whether an item is 
functioning normally. To minbnize the search time for fault isolation, the human expert 
must define a minimal and simple set of criteria to determine whether a component is 
functioning properly. 
2.2.2 Diagnostic Procedures 
Once an item is identified as being at fault, procedures must be defined to deal with the 
faulty components. The test item can be manipulated in various ways to generate fa ult 
conditions (e.g. physically disconnecting a trunk between a workstation and server). After 
each manipulation, the expert should be asked to describe a set of procedures for 
determining the cause of the fa ult. The procedural description should include: 
1. all network system commands required to execute any necessary system diagnostics. 
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2. detailed guidelines for interpreting test results, 
3. detailed instructions for performing manual operations and tests. 
2.2.3 Cor.rective Procedures 
Once the diagnostic procedures are determined, the expert must identify appropriate 
corrective procedures. Depending on the results of the testing. corrective measures could 
entail entering network system commands or manual adjustments, such as replacement of a 
' / ', 
cable. This process should continue until all system (and anticipated user) information 
pertaining to an item is covered by the diagnostic procedures. 
After the knowledge acquisition process is completed for a specific tesl item, the resulting 
"knowledge" should be coded into an IF-THEN form, where "IF" certain facts or situations 
are true. "THEN" perform some action based on those facts. These rules should then be 
reviewed by the expert for accuracy. Completing a single unit test cycle. this methodology 
should be applied to each individual component identified within the expert system's task 
domain. 
Even though many different knowledge representation schemes are available. most 
representation methods can be converted from one form to another. The IF-THEN 
structure used for representing knowledge is the easiest to conceptualize and should be used 
first to help formalize the knowledge correctly. Once done, the implementation of some of 
the other more abstract representation schemes becomes easier. 
2.3 Knowledge Representation 
Discussed below are three common forms of knowledge representation: model, rule. and 
frame-based. Model-based representation will not be needed in our design. so therefore. 
only a brief review is given. The two other forms of representation, rule and especially 
f rarne-based. will be the focus of our design. 
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2.3.1 Model-Based Representation 
Model-based systems simulate the functionality of a (for our case, network) system 
through sequentially executed, procedural code. Functionality is determined by entering 
sample data into its "black box" design and observing the corresponding output. 
As a simple example. a hardware component could have its logical gates programmed as 
functions and establish individual connectivity in the main body of code. The functionality 
of the inter-connected system could then be tested by varying the input and checking the 
related output of this model. 
Thus. model-based representation. like a mathematical function, is defined by its domain of 
possible inputs and the corresponding range of outputs. They can handle new situations 
based on its 1/0 mapping of the domain. 
Looking at a function, 
Range 
0 a-.:::;_---11..--_--1, __ -J.. __ __, 
0 1 
Domain 
we see all input within the domain has a corresponding output associated with it. Thus. the 
program creates its solution anew for each problem based on the model of the domain, not a 
precompiled solution. Therefore, theoretically. any problem should be able to be solved as 
long as it is derivable from the model's domain. 
The problem with typical model-based systems is that they require a more complicated 
control structure to reduce the determination process for solutions. Most applications are 
-8-
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not as trivial as the function above. Input consists of many variables and the model-based 
system must determine the "function curve" for those variables. In addition. compared to 
other forms of representation. they usually take longer to arrive at the solution[5]. Most 
importantly. though. model-based systems require that the precise process necessary to 
reach the goal be known. As is usually the case with AI problems. the search must take 
place through a space with many alternative paths. not all of which may lead to solutions. 
23.2 Rule-Based Representation 
Rule-based representation is defined by an unordered set of basic units called rules. These 
rules are defined by an IF-THEN structure. The left-hand side (IF) describes the situation. 
and the right-hand side (THEN) describes the action to be taken in that situation. Rules are 
stored. unordered. in a portion of the knowledge base called the production system. 
Unlike model-based repr_jtations, rule-based systems have specific empirical knowledge 
encoded. These programs solve problems by matching the current situation against a set of 
individually collected. predetermined situations, and because of this. the knowledge base 
thereby "anticipates" situations that may occur. 
Control within a rule-based system is managed by the inference engine. As stated 
previously. the inference engine determines which rules are applicable to the current set of 
data items. Two methodologies exist for reaching a conclusion in a rule-based system: 
forward-chai,ning and baclcward-chai,ni,ng. 
In forward-chaining systems. the system first attempts to match the left-hand side of the 
rules to the current set of data objects in the context block. If only one match is found. the 
right-hand side is executed. 
In backward-chaining systems, a similar process is performed. but the right-hand side is 
viewed as a subgoal. Here. the conclusion or goal is known and the list of causes is desired . 
. 
This rule determination is performed by the inference engine and narrows down the entire 
set of rules within the knowledge base to a small subset. The left-hand sides of these rules 
are then checked against the current data items in the context block. looking to support the 
conclusion. 
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Thus, in backward-chaining. the inference engine works backward from hypothesized 
consequents to locate known predicates that would provide support. In forward-chaining. 
the inference engine works from known predicates to derive as many consequents as 
possible. 
Sometimes, especially in large expert systems. more than o~ rule may have its left-hand 
side matched by the contents of the context block. If this occurs, a strategy known as 
conflict resolution is used to determine which rule is to be executed. Such strategies can be 
based on: 
• Complexity: execute the rule with the greatest number of requirements in its left-hand 
side. 
• Time-based data: use the rule with the most recently updated data items. 
• Time-based rule: execute the rule that has most recently been added to the knowledge 
base. 
For example, suppose the following facts are known to be true in a network system: 
1. Response time is slow. 
2. More than 100 users are on the network. 
3. CPU utilization is greater than 90%. 
In addition, two rules exist in our knowledge base in the following form: 
-10-
RULE #1: 
IF More than 100 users are on the network 
AND CPU utilization is greater than 90% 
THEN Check if response time is slow 
RULE #2: 
IF More than 100 users are on the network 
AND CPU utilization is greater than 90% 
AND Response time is slow 
THEN Notify users to log off 
In this case. two rules have their left-hand sides matched by the contents of the context 
block. Thus. if the first conflict resolution strategy above were to be used. rule #2 would be 
executed since it has the greatest number of requirements in its left-hand side. 
2.3.2.1 Strengths and Weaknesses of Rule-Based Systems 
The strengths and weaknesses of the rule-based production system have been characterized 
by two features: the format of the rules. and the "separation" of execution control from the 
program itself[3]. 
Since each rule is independent from every other rule. ordering does not a1f ect execution 
performed by the inference engine. Thus. rules can be added or modified without any direct 
affect to other parts of the system·s knowledge. In addition. since the "program" of rules is 
separated from control. the rules concentrate on meaningful portions of the solution rather 
than issues such as execution control. 
On the other hand. though. the very features that are identified as strengths are the major 
weaknesses of this representation. While the format of the production system is useful for 
representing knowledge for the solution process. it is restrictive for representing other 
forms of knowledge. Due to the rules· modularity and independence. representing 
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dependent sub-tasks is difficult. In addition. control structures familiar to most procedural 
languages (i.e. recursion and iteration) are not supported. Since rules can only interact with 
each other through working memory. side-e1f ects caused by other (possibly unrelated) rules 
can exist. 
While the ordering of rules does not affect the execution. sectionalization is extremely 
important in the development process. While the rule base can be modified easily. chaos can 
result by not grouping specialized rules together. By sectionalizing the rules. units of 
knowledge can be specifically identified and managed more carefully. Thus. multiple 
experts can be contained within a single rule base. each with a sectionalized specialty. In 
this manner. "classes" of rules can be separated into related groups. allowing for easier 
transition from unit testing of each section to integration testing of the system. 
2.33 Frame-Based Representation 
Frame-based representation is defined by a hierarchically ordered data structure. which acts 
as a set of composite functions. In general. it provides a structural method for capturing an 
expert·s domain knowledge. The types of knowledge that can be structured using a frame-
based organization can range from collections of related facts. to relationships between such 
collections. to rule-based and even procedural representations of knowledge. 
Like the rule-based representation. specific knowledge is encoded. and the current situation 
is matched against this set of "anticipated" knowledge. 
The knowledge-structuring capabilities provided by a frame-based representation help the 
development of a knowledge-based application in two ways. First. they assist the 
knowledge engineer in understanding the relationships that exist among the data being 
collected. Second. they enhance the ability of the inference engine to operate on the data as 
well as on the structural relationships. 
A frame is a structure for holding various types of knowledge. Conceptually. a frame 
represents an item (i.e. a physical object) or a concept (i.e. an idea). The contents of the 
frame then describe that item in some way (e.g. its characteristics. properties. and/or 
behaviors). Other terms used to describe frames are units, objects, concepts, scheme, or 
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entities. 
The internal structure of a frame is defined as a set of slots in which the knowledge 
associated with a frame can be stored. Other terms used for slots are parameters, behaviors, 
or attributes. As with frames, slots are individually named. 
Values or facts that are related to the frame are one of the major types of knowledge that 
can be stored in slots. (Other types of knowledge, such as frame relationships, will be 
discussed later.) These data are then stored in various formats, depending on their 
characteristics. Thus, some values may be stored as numbers. while others might be stored 
as symbols or character strings. In addition, a slot may hold not just a single value, but a 
set of values. Depending on the particular reasoning system being used. the order of values 
contained in a slot can be made significant. Thus, if a slot contained a list of states that are 
to be searched, the ordering of the states would affect the ordering of the search. 
As an exarople[lO], a frame is created which defines a house. Among other slots. two slots 
within that frame point (a form of frame relation) to paint description frames, one for the 
interior paint and one for the exterior paint. 
House 
Interior 
Paint 
Exterior 
Paint 
We will now add slots to the paint frame, so that the frame will be defined by: the COLOR 
of the paint. the PRICE at which it was purchased. the types of SURF ACES on which it can 
be used, the application INSTRUCl10NS, the TYPE of base used for the paint. and whether 
the paint will dry with a GLOSS finish. 
PAINT 
COLOR 
PRICE 
SURFACES 
INSTRUCflONS 
TYPE 
' 
GLOSS 
-13-
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Now, that we have defined a •data type" or generic frame for paint',cl_escription, we can 
create two specific instances of the frame, one for the interior paint and one for the exterior 
, 
paint, and fill in the slot values. Thus, for the exterior paint frame, we would have the 
following: 
EXTERIOR-PAINT 
COLOR RED 
PRICE 12.99 
SURFACES (Wood Stucco Concrete) 
INSTRUCl10NS Prepare surface by removing 
any loose paint, dirt or grease. 
Apply primer ... dry for 12 
hrs. 
TYPE Latex 
GL~ TRUE 
In this exampl~. RED was a constant, or symbolic value (e.g. "RED" rather than •fire-engine I 
red" or "color -i329"). PRICE was a decimal value, and SURFACES was a multivalued slot 
containing a set of terms for the usable paint surf aces. The INSTRUCl10NS slot contains 
English text describing the application method, while the GLOSS slot contains a symbolic 
value (i.e. "TRUE"). If needed, more slots could be added to the paint frame definition. such 
as manufacturer. drying times, etc. Thus. as the abilities of the expert system grow and 
change, so too can the data representation models. 
As can be seen in the above example. many different values can be placed in f rarne slots. 
Restrictions on these values can be used to further define objects, which helps keep 
"nonsense" values from being entered. Restrictions can affect: 
1. the form of representation (e.g. only decimal values permitted). 
2. the range of values allowed to be stored. 
3. values independent of the slot (e.g. no more than three values in the slot). 
The mechanism used to restrict values in a slot is called a facet. Facets contain certain 
types of information that are related to a slot, and a variety of different facets can be 
attached to a single slot. each providing a di1ferent constraint. Standard facets available in 
most development tools include[lO]: 
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• Permitted representational f orm(s) for values in the slot 
• Permitted values for the slot 
• Maximum number of values permitted in the slot 
• Minimum number of values permitted in the slot 
• Display format for the slot·s value 
• Explanation about the purpose or meaning of a slot 
• Text of question to be asked if the user is requested to provide a value for the slot 
• Text of response to be provided should the user question the purpose of the request for a 
slot value 
Facets can be used for many different purposes. Since access to a slot value in a frame takes 
place only after the system refers to the relevant facets controlling access, setting up a facet 
to show that a slot value is active, is relatively easy. Any access to an active slot would 
then turn control over to an active val.ue routine before access is made. allowing interception 
of data prior to a data store. or immediately after a data fetch. The routines receiving 
control may then modify or substitute values, log the access. or perform some other 
function. This mechanism provides the knowledge engineer with an easily created filter. 
enabling values to be range/type-checked either before they are stored or before they are 
returned to the requesting program or rule. . 
More importantly. though. active values can be used as a regular part of knowledge 
representation. The storage of a particular value in a slot can be used to trigger the 
processing of a specified rule-set. In addition. when a certain slot is referenced. a diagnostic 
procedure can take place, returning test data to the frame.- This capability is the most 
valuable aspect of frame-based systems. 
' 
As mentioned initially, one capability of frame-based systems is the ability to capture 
relationships between data and to represent this structure in the knowledge base. One can 
~ . 
view these relationships as a refinement. where as attention shifts systematically from one 
frame to the next in a collection of related frames, the idea or object represent~ by each 
'• 
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f rarne becomes progressively either more general or more specific. In general. related frames 
are represented as a hierarchy with the more general frames on top and the more specific 
frames at the bottom. 
The term cl.ass is used to define a frame containing the knowledge about a set or class of a 
given type. Thus. a frame might be established for the class AUTOMOBILES. All other 
groups of knowledge about particular aspects of automobiles would be associated with 
subordinate frames. However. knowledge about unrelated concepts would be associated 
with frames in different classes. Thus. the knowledge base might contain the classes 
AUTOMOBILES. KITCHEN-UTENSILS, and SHOES. 
The frames in a subclass represent a specialization of the class which they are related to. 
Using the hierarchical relation: 
AUTOMOBILES 
DOMESTIC IMPORTED 
the class AUTOMOBILES would have subclasses of DOMESTIC and IMPORTED. These two 
subclasses are defined by having more specialized information that pertains to one of the 
two types of automobiles. but does not pertain to the class of automobiles as a whole. The 
subclass provides additional information beyond what is available at the class level. Thus. 
the subclass represents a narrowing of the concept but also an expansion of the information. 
about the concept. 
Eventually. no further subdivisions are possible without losing the concept of a cJass that 
represents multiple objects. At this point. the next further specialization would be a 
particular instance. An instance is ~efined as a specific case or instantiation of the general 
concept. Variables which are used to define an instantiation can hold several instantiations 
at once. (This will be discussed later in frame-based reasoning.) If an additional subclass 
were added above for FORD cars. :final subclasses would be created for each di1ferent model 
of ford cars. For example. FORD_BRONCO would be a final subclass of DOMESTIC 
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AUTOMOBILES made by FORD. where specific occurrences of FORD_BRONCOs., such as 
JON·s BRONCO, MY FORD BRONCO, XYZ FORD, etc. would have frames instantiated 
- - - -
with differing slot values, describing each unique occurrence of FORD_BRONCOs. 
In addition., classes and instances can have properties belonging to other classes. For 
example, two different hierarchies exist, one for CARS and another for TRUCKS. But, there 
are some cars (e.g. the RANCHERO) that consist of a front half of a passenger car and a 
rear half of a truck. Thus, this car relates to concepts in the two different hierarchies. By 
associating the definition of the ~CHERO with both hierarchies, the RANCHERO 
I,.' 
,. ~j 
automatically inherits the properties of &th. 
Two main forms of association exist in frame-based representation, member-of, and has-a 
relations. Member-of relates the contents of a slot variable to a specific type or class. For 
example. if we precede instantiated variable names by a"?", the portion of a rule, involving 
f rarne-based representation, 
IF ?VEHICLE is MEMBER-OF AUTOMOBILES 
checks to make sure that only those vehicles that are automobiles be considered. Has-a is a 
pointer to another complete class or frame definition and ties that frame definition being 
pointed to, to the frame being defined. Thus, if a relation was needed to describe the type of 
engine a specific car had, it would be described by: 
RANCHERO HAS-A FUEL-INJECl'ED. 
Thus, the FUEL-INJECl'ED frame becomes linked to the RANCHERO frame. 
In addition., has-a is a complementary relation. Its complement is contained-in. Thus. if the 
relation "a RANCHERO HAS-A GASOLINE engine" were true., then so would be the 
relation, "a GASOLINE (engine) is CONTAINED-IN a RANCHERO". When either relation 
of a complementary pair is defined, the other can be assumed automatically. Now. if we 
add another relation, "a GASOLINE engine HAS-A CERAMIC set of spark plugs.," and its., 
complement. our final set of relations would be defined by: 
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RANCHERO HAS-A GASOLINE 
GASOLINE CONTAINED-IN RANCHERO 
GASOLINE HAS-A CERAMIC 
CERAMIC CONTAINED-IN GASOLINE 
i 
This would be represented in a hierarchical model as follows, where solid lines define frame 
relations and dashed lines represent frame instantiations: 
AUTOMOBILES 
DOMESTIC 
FORD 
RANCHERO 
I 
I 
I 
I 
I 
MY-PORO 
ENGINES 
GASOLINE 
FUEL 
INmCTED 
8-CYLINDER 
SP ARK-PLUGS 
CERAMIC 
' 
Figure 1. Hierarchical Model of a Frame-Based Representation 
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2.3.3.1 Strengths and Weaknesses of Frame-Based Systems 
A frame-based representation provides a means for structuring a variety of types of data in 
the knowledge base whereby not only the data but also the structure of the data can be 
defined. Specifically. framed-based representation: (, 
• helps in structuring the design of a knowledge-base application. 
• enables rules and procedures in an application to be more generic. thereby reducing 
rule-set size or procedure size. 
• compartmentalizes the data in the knowledge base. reducing the complexity. 
• permits greater understanding of knowledge structure and relationships through 
graphical displays of the structure. and 
• provides many of the essential characteristics of an object once the type of that object 
has been identified. eliminating the need to derive these properties individually. 
The major disadvantage of frame-based systems is performance. The structures and 
capabilities discussed offer a wide variety of benefits. but the ability to modify the 
knowledge structure dynamically. or to modify facets associated with a slot during 
execution. requires that a considerable amount of checking be done at execution time. 
thereby costing time. 
2A Knowledge-Based Inferencing 
2.4.1 Rule-Based Systems 
The knowledge inferencing is performed by the inference engine. For rule-based systems. 
this process is generally broken into four phases/stages. 
Match Phase: The match phase looks in working memory and collects all the rules 
from the rule base whose left-hand side is fully matched by ·the 
contents of the context block. These subset of rules are identified and 
-19-
Select Stage: 
Act Stage: 
passed on to phase two. If no rules' left-hand side are fully matched. a 
subset is identified that has the fewest unmatched data items in their 
left-hand side. 
The select phase selects one rule from the identified subset for execution. 
Conflict resolution takes place at this point (See Section 2.3.2). In 
addition. if the rules passed in are not fully matched by the contents of 
the context block, the expert system may query the user for additional 
data. When a single rule has been identified, it is passed on to the third 
stage. 
The act stage is where the right-hand side of the single. identified rule is 
executed, or "fired". This may have the affect of modifying the contents 
· of the context block. or performing some 1/0 to a specified stream. 
Continue Search: After the execution of the rule. the process begins again with the match 
phase and continues until either no more matches are found or until an 
explicit halt condition is reached. 
AB opposed to a formal procedural language. where execution operates on a continuous, 
ordered sequence of code, rule-based systems oscillate between the match/select phase and 
the act stage. Thus, the conflict resolution process and the contents of the context block are 
used to determine which rule is to be executed next. 
2.4.2 Frame-Based Systems 
Because the knowledge contained in a frame's slots is available to inference mechanisms. a 
rule-based reasoning mechanism can reason about the characteristics of a frame by referring 
to its slot values. For example, using the inferencing techniques described above. assume 
that an application involves planning a route to be driven and that a rickety bridge is to be 
avoided if the vehicle is too heavy[lO]. A rule such as the following might be placed in the 
knowledge base: 
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RULE #1: 
IF WEIGHT of MY-FORD > 3000 pounds 
THEN take detour around rickety bridge 
ff the value of the WEIGHT slot of the frame MY-FORD is greater than 3000 pounds. then 
I 
the plan should include a detour around the bridge. 
In addition. rules can be used to process the structural knowledge contained within a 
hierarchical definition. The following (deceptively simple) rule. which might be one of a set 
determining at what type of service station the driver should stop to refuel his car. 
illustrates this: 
RULE #2: 
.. , IF ?VEHICLE is MEMBER-OF AUTOMOBILES 
AND ?VEHICLE HAS-A ?ENGINE 
AND ?ENGINE is MEMBER-OF DIESEL 
' 
THEN set REFUEL of ?VEHICLE to TRUCKSTOP 
" 
On the first line of rule 2. the inference engine tries to instantiate the variable ?VEHICLE 
with every frame in the hierarchy, but only those instantiations that are members of the 
class AUTOMOBILES are kept. At this point. several vehicles might qualify. so several 
instances of the rule would be established (e.g. with vehicle-1. vehicle-2. etc.). The second 
line instantiates the variable ?ENGINE with any frame that ?VEIITCLE points to with a 
HAS-A relation. regardless of the value. Thus. if vehicle-1 had an engine and. for example. 
a fuel-tank, the rule would be instantiated twice - once with ?VEHICLE==vehicle-1 and 
?ENGINE=ENGINES and once with ?VEHICLE==vehicle-1 and ?ENGINE==FUEL-T ANK.. 
even though. for the moment. the second instantiation is meaningless. 
The third line of the rule then throws out any instantiation of the rule for which ?ENGINE 
is not a member of the class DIESEL. Thus, only those rule instantiations for which the 
• 
specified conditions are satisfied will be left at the end of line three. Since FUEL-TANK is 
not a MEMBER-OF DIESEL. the second instantiation above would be removed. The fourth 
line then sets the slot REFUEL of the associated vehicle ~o the value TRUCK.STOP. If there 
were five automobiles with diesel engines. Rule 2 would instantiate five times and would 
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~xecute five times, once for each eligible automobile. 
Much of the frame-based structure designed by the knowledge engineer stays static 
throughout the use of the knowledge base. much like the portion of Figure 1 that is 
connected with solid lines. However, because other parts of the knowledge base will change 
dynamically during an analysis, the inference engine must be able to create (or destroy) 
frames and relationships during the execution of the application. 
Continuing with the car example from Figure 1[10], the following relations still hold: 
RANCHERO HAS-A GASOLINE 
GASOLINE CONTAINED-IN RANCHERO 
GASOLINE HAS-A CERAMIC 
CERAMIC CONTAINED-IN GASOLINE 
Another person, Susan, purchases a RANCHERO. This will require creating another instance 
of RANCHERO, SUSAN·s-FORD. Because RANCHERO HAS-A GASOLINE, an instance of 
GASOLINE will need to be created and SUSAN·s-FORD given a HAS-A relation to it. In 
addition, an instance of CERAMIC will need to be created under SUSAN·s-FORD and given 
a HAS-A relation from the GASOLINE instance to the CERAMIC instance. This 
relationship is represented as follows, again with solid lines representing relations and 
dashed lines as instances: 
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Figure 2. Hierarchical Model of a Frame-Based Representation with a New Instance 
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Rather than having to create each frame individually and to establish each relationship 
with the family manually. knowledge-based system development tools will automatically 
create all referenced frame (that do not already exist) and all the relationships between 
those frame whenever a new frame is created. Thus, the creation of SUSAN'S-FORD would 
trigger the following: 
• Create of an instance. SUSAN'S-GASOLINE, of GASOLINE 
• Link the instance to the parent (SUSAN'S-GASOLINE to GASOLINE) 
• Establish a HAS-A relation between SUSAN'S-FORD and SUSAN'S GASOLINE 
• Establish a CONTAINED-IN relation between SUSAN'S-GASOLINE and SUSAN'S-
FORD 
• Create of an instance, SUSAN'S-CERAMIC, of CERAMIC. 
• Link the instance to the parent (SUSAN'S-CERAMIC to CERAMIC) 
• Establish a HAS-A relation between SUSAN'S-GASOLINE and SUSAN'S-CERAMIC 
• Establish a CONTAINED-IN relation between SUSAN'S-CERAMIC and SUSAN'S-
GASOLINE. 
As can be seen, by creating a single instance of a class, an entire subtree structure is 
automatically created, establishing all family relationships. Thus, rule-based inferencing 
methods are combined with frame-based structures to perform the knowledge-based 
inferencing. 
2.S Rule-Based Example - StarKeeper™ Network Management System's Troubleshooter 
Troubleshooter is an expert system. developed by AT&T. designed to diagnose and correct 
network faults on the Datakit Virtual Circuit Switch (VCS). Working through the 
StarKeeper Network Management System (NMS). Troubleshooter is able to act as a high-
\ 
level· system diagnostician. Troubleshooter resides on a 3b2/ 400.. host machine. and 
interfaces w~th a physically separate Star Keeper machine (usually a 3b1S). 
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Currently consisting of approximately 1000 rules[4], the rule base is used together with an 
inference engine to form the knowledge base. The rule base is partitioned into various 
specialized sections, each . responsible for diagnosing a specific network component. Other 
sections are used for specialized or complex tasks, such as circuit tracing. These sections are 
combined to make up the system architecture. 
2.S.1 System Architecture 
The Troubleshooter architecture is distributed between two machines, the expert system 
host. and the StarKeeper NMS host. Approximately 90% of the host source code resides on 
the local Troubleshooter machine. 
The expert system is divided up into several major components. The primary component is 
' 
the production system. which consists of the inference engine and rule base. A secondary 
component is the run-time library, which is responsible for functions such as StarKeeper 
command line generation. Finally. several tertiary components. such as message parsers. a 
user interface. and several network utilities make up the rest of the expert system design. 
2.S.2 System Operation 
Troubleshooter uses the symptom description and supporting data to narrow down the 
search to a small number of suspicious components. Using past experience. a set of 
investigations is initiated based on the individual likelihood that a specific component has 
gone bad. Subsequent investigations are modified based on periodic feedback requested by 
the system. 
Once the symptoms have been gathered. the system then identifies a •plausible" subset of 
the network which is at fault. "Plausible• is identified as all network components contained 
within the communications path of the connection at the time the symptom was 
observed.[1] Thus. all physical nodes between the user·s entry point in the network. to the 
user·s destination are subjected to investigation. 
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2.53 Determining an Agenda 
To reduce execution time .. diagnostics are first run on the components that are deemed most 
likely to be at fault based on the current information and past history. Prior experience is 
encoded in a covariance matrix that relates symptom descriptions and general fault 
locations. From this matrix a •weight" is calculated, representing the conditional probability 
that a component C of type n is at fa ult given that symptom S has just been observed, 
.P(CnlS).[1] The various components are then ordered based on their weights. 
2.S.4 Testing Methodology 
Starting with one of the targeted components, knowledge engineering rules are applied to 
perform varying levels of test. The system initially takes a high level view of each 
component, executing general system commands to test the general functionality of the 
unit, and parsing the resulting information. If a unit is determined nominal, the system 
goes onto the next component in the agenda. Any unit that gives some evidence of failure is 
subjected to additional tests designed to refine the diagnosis to the point where a specific 
intervention can be recommended, or in some cases, executed automatically by the system. 
This methodology is appropriate for network components that consist of several smaller 
components and where the higher-level unit·s functionality can be quickly detected. Frame 
representation would conceptually make more sense in this situation since a higher "class" 
object can be described as inter-related "sub-classes" of smaller items (e.g. a cabinet with 
bus .. cards, and wiring). 
2.5.S System Feedback 
Feedback is used by the system both to determine when it has completed its job .. and to 
learn from its experiences. Once a solution has been given. the system will verify that the 
given component was restored to a nominal state. If not. an alternate strategy based on 
revised assumptions is made. 
H the strategy was successful. the fa ult isolation process is stopped. and the trouble history 
' ~ 
is updated to indicate the symptom(s) reported and the component found to be at fa ult. 
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Updating the trouble history has the effect of modifying the weights used to create the 
agenda. Thus, as the system gains experience within the network, it becomes more efficient 
at isolating faults. 
2.6 Testing Methodology for a Network System Based on Network Structure 
The purpose of network diagnostic testing is, given a description of a network, symptoms 
of its malfunction, and other currently available data, to determine which parts of the 
network are responsible for those symptoms. According to Yudkin[5], testing of a network 
system can be performed based on the structure, behavior, and function of the network 
(components). 
Structure is defined by the relationships and interconnectivity among network elements and 
the components of each element. Structural relationships are typically used to isolate a 
fault to a single network node, usually through connectivity definitions. Behavior describes 
the mapping between an input and an output of an element/component. It is defined by the 
respo~e of an element/component to a specific input. Function is defined as the intended 
purpose of a network element or component. Although Yudkin's complete conceptual 
design for network testing is currently not clear enough to implement (specifically his test 
generation based on "function" description with model.1\f~p.t,esentation), his structural and 
behavioral descriptions are implementable and valuable for an expert system design. 
The typical human expert diagnostician classifies a diagnostic problem through the 
observation of some behavior which is a deviation from the expected. In a typical reasoning 
process, the expert forms a set of one or more hypotheses based on the results of initial 
broad spectrum tests, or a list of behavioral observations. The expert then tests a small 
number of the more likely candidates,(,~ on the knowledge of the expert (or test ,.. 
information available). Thus, by using this "violated expectation" approach, where faults 
are determined by deviations from expected values, a wider band of faults can be detected, 
since misbehavior is simply defined as anything which is functioning outside normal 
bounds. 
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This approach is limited. though. due to its implicit acceptance of underlying assumptions. 
such as the implicit "closed-world" assumption (i.e. it assumes the description of a system 
under consideration to be complete and correct). Thus. what is not shown or described in 
the description does not exist. For example. since network bridges are sometimes looked at 
as wires that do not appear on the description of a system under consideration. a network 
bridge (in this situation) can never be hypothesized as a fault. In order to overcome this 
shortcoming. the various levels of assumption must be identified in addition to how each 
level affects the diagnostic process. 
By modifying the "traditional" frame-based representation scheme (Section 2.3.3). Yudkin 
uses a higher level of abstraction for expert reasoning. By attaching procedural information 
to frame slots. behavioral representation of an object can be bound to its structural 
representation. Thus. a frame can be created that contains fields which activate functions. 
returning a value. In addition. "demons" can be activated by frame slots as well. which. 
rather than return a specific value. perform some other action on the system. Thus. any 
object which is described by this frame inherits the relational representation of that 
behavior and structure[6]. 
Therefore. in such a hierarchical model. structural representation would be used to narrow 
down the search to either a single component or a small nurn ber of components. For 
example. if a packet was not getting from one location to another. each node along the path 
(based on connectivity or stru.cture) would be tested to see if the packet enters and leaves. 
Expected outputs of the device(s). based on varied inputs. would then be used to further 
narrow down the search. By reasoning which inputs could not produce the "wrong" outputs 
(e.g. by looking at behavior specifications) the problem solver can further reduce the set of 
possible faults. This approach reduces the search considerably[S]. 
Yudkin further discusses how the function of a component can be determined by generating 
behavioral sequences for various components based on varying input. An account of the 
functions of the device could then be determined based on its structure. According to 
, . ...r 
/ 
Yudkin. if both structural and behavioral represen~tion C8;JlllOt further isolate a fault. the 
function of the component ( which appeared to be represented through a model-based · 
system) can be used to draw various assumptions. This phase of his project was not yet 
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implemented, though, and is not needed for our current expert system model. 
3. An Expert System for Fault Management in the Novell 386 Network System 
3.1 Novell Network Design in 3rd Floor Mohler Building 
The model for this expert system, using a frame-based representation, will be implemented 
initially in the Mohler building's third floor network. The network is made up of a fiber 
transmission medium, CODENAL fiber optic components, and Novell's 386 Network 
Management Software•. functioning together as a small Ethemet/802.3 network[8]. The 
initial domain of the expert system will cover twenty network nodes and a SUN 
workstation network. The Novell software. running on a 386 machine. can serve up to 120 
nodes simultaneously[9]. 
The Novell software provides a library of software development tools that allows user 
applications to be loaded and run concurrently with the network software. These 
functions. written in C. provide such information as network status. c~nfiguration 
's._/ 
specifications. packet transmission faults. user operations. along with many other network 
management data items. The expert system will interface with this environment to obtain 
network data. 
-
3.2 Architecture 
Based on the concepts discussed in Section 2, the following is a diagram of the expert 
system architecture: 
0 
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Figure 3. Expert System Architecture 
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The user will interact with the expert system solely throtlgh a menu-driven in~rface. 
I.I 
Different menus will be stored in a library. with a menu manager controlling this library. 
Data validation will be performed on all input. and if acceptable. control will pass to a 
" " . h state sw1tc . 
H the expert system is working towards a solution. the switch will send data gathered from 
the user into the "Symptoms" module. There. the data will be converted to a processable 
form. 
H the expert system has reached a solution. and the solution has corrected the fault. then 
the switch will pass control to a covariance matrix (discussed below). This matrix is an 
up-to-date history of network faults and is used in the fa ult isolation process. If the 
solution did not correct the fault. inferencing will continue. 
Once data has been received from the user. the inference engine will gather additional data 
from the Novell C diagnostic functions. This. data will be stored. along with the data 
received from the user. in the context block of the inference engine. 
The inference engine then accesses the rules in the knowledge base. If a solution is found. 
the user is notified of the result. and either the user or system will take action. If no 
solution can be found. the user will be asked for additional information. 
3.3 Logic Flow of Expert System 
The following is a diagram of the logic flow used by the expert system: 
·\ 
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The flow of logic will move through a series of three stages: the · initial. secondary. and 
' 
concluding. 
In the initial stage. the program will answer "Yes" to the "Is this a new session?" step. A 
series of forward-chaining rules will be executed to gather as much general information 
about the network as possible. A list of components likely to be at fa ult will be generated. 
along with a certainty factor.based on past history. 
In the secondary stage. the component at the top of the first stage list is identified as the 
potential source of the fault. All rules in the knowledge base having to do with that 
component are grouped together in a subset. It is with this subset that the backward-
chaining inferencing will operate. 
All pieces of information that have been gathered by the expert system will be converted to 
a processable form and matched against the left-hand sides of the rules in the subset. If 
there is not enough information to form a conclusion. the expert system will query the user 
for __ additional information. This will continue until no further inferencing can be made 
(i.e. the component is found to be either at fa ult. or not at fault). 
If the component is not at fault. the next component in the list is chosen to be the one most 
likely at fault, and the secondary stage begins again. If the component is found to be at 
fault. the user is informed of the fact. and either system or user action is taken to correct 
the fault. 
After the correction has been made. the concluding . stage begins. The user is asked if the 
symptoms of the fa ult were corrected (i.e. the solution was correct). If so. the covariance 
',. 
matrix (discussed later) is modified to reflect this. and the session en~. · If not. the rule 
which was used to conclude the solution is removed. and stage two continues with the 
modified subset of rules. 
To implement the architecture shown in Figure 3. five main are.as of work must be 
-~J accomplished: 
1. User Interface - Section 3.9 
f 
I 
I 
r •• .----~ 
) 
; 
2. Novell Diagnostic Functions - Sections 3.4. 3.8 
3. Covariance Matrix - Section 3.6.3 
4. Inference Engine - Section 3.6 
5. Knowledge Base - Sections 3.4 .. 3.5 
3.4 Knowledge Acquisition 
Two key functions must be performed during the knowledge acquisition process: the 
gathering of relevant data, and the interpretation of this information. The Novell 386 
Network System includes a C library with many functions that provide diagnostic 
information for various network components. This host library will be the source of our 
data gathering. 
The network should be conceptually segmented and isolated into its most basic network 
components. Once done, all relative C library functions should be grouped together into 
modules for each network component. This can be done by reviewing the C library 
documentation provided by Novell. At this point .. no consideration is to be made to the 
degree of value a specific piece of information provides. Our only goal is to pool all the 
available data for each network component. 
The next step is to determine a minimal set of information. provided within each grouped 
module of functions, that will correctly assess the functionality of the related network 
component. For purposes of efficiency. these tests should be system-executed. rather than 
manual. 
If a component is found to be at fa ult. a cause must be determined. To determine the cause, 
the following information must be known: all C library diagnostic functions used to 
perform the testing. how the information returned by these functions is to be interpreted. 
and detailed instructions when manual testing is. required. The C library functions can be 
found again by reviewing documentation. but the interpretation of this information. and 
instructions for manual testing will have to come from either the local system 
administrator. or the Novell technicians. 
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Once the set of faults has been collected. a corrective procedure must be determined for 
each fault. These corrective procedures should be in one of two forms: system-executed 
commands. or detailed manual instructions. Again. the corrective procedures will have to 
originate from either the system administrator. or Novell experts. 
The final process in the knowledge acquisition phase is to formalize the information by 
converting it into rules of IF-THEN form. The resulting set of rules should be grouped into 
modules, based on the individual network components. 
3.5 Knowledge Representation 
Frame-based knowledge representation with inheritance will be used for the design of this 
expert system model. Each component in the network will have a •generic• frame created to 
describe that type of object, and a frame instance created for each separate occurrence of 
that network component within the network. Within each frame will be a pointer to other 
frames describing the more basic components (if any) that make up that network 
component, and slots, containing active values, which will perform diagnostic procedures 
and point to the results. A'itional information. such as messages to users. commenting. 
etc. will also need to be included. 
In addition, each diagnostic test function should have a test frame associated with it. Each 
of the :fields the function returns should be stored in a separate slot in that test frame. 
Thus, all diagnostic information references will be made to a frame, rather than a C 
function. 
As an example, the f rarne below describes the connection medium between two network 
nodes: 
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CONNECI10N 
ID_NAME: 
RESTRICI10N: Integer 
NODE 1: 
RESTRICI10N: Integer -
N0DE_2: 
RESTRICI10N: Integer 
TYPE: 
RESTRICl'ION: (Fiber, Coax, Twisted-Wire) 
MANUFACTURER: 
NE'I'WORK. PROTOCOL: 
DIAGNOSTICS(): 
RESTRICI'ION: Active Value 
TEST_ 1: 
RESTRICI'ION: Frame Pointer 
TEST 2: 
RESTRICI'ION: Frame Pointer -
TEST_ 3: 
RESTRICI'ION: Frame Pointer 
• 
• 
• 
COMMENTS: 
Figure 5. Frame representation of connection medium 
This sample frame defines a specific connection medium, which is referenced by Novell as 
an integer ID number. The names of the nodes on each end of the connection are also 
referenced by Novell as integer values and thus have the restriction placed on the slot 
value. The TYPE slot defines the physical method of the medium, and can hold only one of 
the three set values shown. The MANUFACTURER slot would contain a text string, as 
would the NE'f WORK. PROTOCOL slot. DIAGNOSTICS() is an active value and would 
trigger a set of diagnostic tests to take place when that slot is referenced. Each of the 
following TEST_X slots contain pointers to frames containing the results of each of the 
tests. Finally, the COMMENTS slot would contain a text string describing the 
purpose/function of the above.frame. 
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3.6 Knowledge Inferencing 
As discussed previously. the inferencing process will take place at two levels: a procedural, 
and a rule-based level. Our solution process involves deriving as much information as 
possible about the current situation from the given data. and then trying to determine the 
state of the situation. Therefore, procedural inferencing will be used to initiate the forward 
reasoning process and then follow it with a backward reasoning process. 
Thus, the knowledge base will have two separate partitions for rules: one used for the 
initial forward-chaining general tests, and the other used for the component-specific 
backward-chaining inferencing. 
3.6.1 Fault Isolation 
The forward-chaining reasoning will use the available data to find a subset of all network 
components which might be at fault. A form of rule determination using a covariance 
matrix (discussed below) will be used to rank the faulty components in order of their 
likelihood of being at fa ult. based on the available data. 
As an example, one series of tests causes the server to send a signal to each of the nodes it is 
connected to. listening for a response. If one of the nodes. say a shared printer. did not 
respond, then the following components would be isolated as possibly faulty: 
1. the printer, 
2. the fiber connection. or 
3. the server 
Using the covariance matrix discussed below, the items would be ranked in order of their 
likelihood of being at fault. Backward reasoning techniques. will then be used to test each 
selected component for functionality. Thus, if after referencing the covariance matrix the 
ordering is as shown above. then backward-chaining inferencing will be used on all rules 
having to do with diagnosing printers. If the component is found to be at fault. corrective 
procedures will be "fired" to fix the problem. Otherwise. the next item in the list will be 
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chosen. 
J 
3.6.2 Fault Correction 
Once a component is found to be at fa ult. fa ult correction must take place either 
automatically by interfaced. system-executed network commands, or by giving detailed 
instructions to a human user for manual correction. These system commands do not have to 
1 
reside within the expert system. They can reside outside as shell scripts, or system 
programs. Permission should be sought by the expert system before any adverse, system-
affecting procedure is performed (e.g. system shutdown). Since the defined user of this 
expert system,is the system administrator, permission is sought only from the user. 
Thus, in the above example, the conclusion reached by the expert system might be that the 
connection between the server and node was not initialized properly. Parameters defining 
the specific connection would be passed to a shell script. and the script would generate the 
appropriate system commands to reinitialize the connection. 
3.63 Covariance Matrix 
A covariance matrix[l] must be created to determine which component is most likely to be 
at fa ult based on current data. The matrix must include the component, the symptoms 
present at the time the component was found to be inoperable, and the number of times the 
component rnalf unctioned when the specified symptoms were present. Thus, the matrix 
would look something like this: 
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Component Symtoms # of Cases A B C D E 
Server X X X 2 
X X 5 
Connection X X X X 10 
X X 1 
X X 1 
Printer X X 2 
Figure 6. Covariance Matrix 
Thus, a history log is maintained of all past symptoms and their causes. With such a 
matrix, ranking of possibly faulty components can be performed after the forward-
chaining process but before the backward-chaining process of the fault isolation session. A 
weight will be applied to each component that remains in the subset. The weight represents 
the conditional probability that a component C of type n is at fault given that symptom S 
has just been observed. P(CnlS). In addition, over time, this log will become more 
experienced with the more common faults that occur within a specific network and thus 
more efficient in its fa ult isolation ability. 
3. 7 Requirements and Design Con.strain ts 
The following is a list of both requirements and design constraints: 
• Development resources will involve two graduate students working on 386 
microcomputer machines. Development will take place over the next calendar year using 
a C-based expert system language (e.g. C++. object-oriented C, etc.). The two developers· 
will act as the knowledge engineers, and local system administrators and Novell 
engineers will act as domain experts. 
• Expert availability will be limited from Novell. Once the diagnostic functions have ~n 
organized and grouped, at least 60 hours of interviews will be needed with Novell 
technicians. 
• The functional capabilities of the expert system are defined by the following features: 
-39-
1. Diagnose network faults. 
2. Attempt to automatically correct diagnosed faults. ff impossible. give detailed 
description for manual correction. 
3. Give an explanation for conclusion(s) reached. 
• The operational environment will include one user working on the expert system at a 
time. The system must be able to interface with the Novell C library functions and be 
able to operate on the Novell network system. 
• The user interface must provide a means for the user to enter symptoms. for the expert 
system to query the user for more information. for a conclusion to be displayed. and for 
an explanation to be given on how the conclusion was reached. 
• Information sources will come from user-specified symptoms. user responses to expert 
system queries. and data gathered from system-executed diagnostic functions. 
• Maintenance will take place weekly. New symptoms will need to be entered into the 
knowledge base. along with new rules as they are encountered. It is expected that part of 
the job of the system administrator will be to add new experiences to the knowledge 
base. allowing the system to handle the situation if the administrator is no longer 
present. 
3.8 Expert System/Novell System Interface 
The expert system relies on the fact that the C library functions provided by Novell will be 
accessible. Thus. some form of interface must exist between the two systems. This interface 
must allow the passing of data structu!J'S to fill frames· slots with values. 
~r.::.: ,., 
Two distinct environments will be interacting. the expert system. which will reside as a 
local program on the server. and the Novell 386 C diagnostic tests. which can be loaded into 
resident memory. along side of the Novell network software. This gives the ability to add 
to the capabilities of the Novell systems software by creating user-designed functions. and 
appending them to the network system. 
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Since the expert system environment is not defined. one method of interface is with ASCII 
text files. Many expert system languages and tools (e.g. C++) allow interaction with the 
operating system. ( C++ is actually a superset of the C · language.) The expert system can 
execute a diagnostic test. which writes the results to a file. The system can then read the 
results from the file into the slots of a specific frame instance. 
Thus. if the Novell C functions cannot be directly incorporated into the expert system·s 
source code, then external calls can be made to the operations system ( which can have user 
programs written in Nove11·s 386. C added to it) to perform diagnostic tests and return 
results. 
3.9 User Interface 
The user interface to the expert system is particularly important. While other areas of the 
expert system development are technically more interesting. they are unlikely to have as 
significant an effect on the user·s acceptance of the system. To put the issue in perspective. 
most expert systems have had 20-40% of their project effort spent on the user interf ace[lO]. 
The interface must be designed especially for the intended users. The interface should be 
appropriate to the users· keyboarding capability. computer system skills, operational 
domain knowledge. and expected usage pattem[10]. 
The defined users of this expert system are a small nurn ber of graduate system 
administrators with a minimal level of fault management ability. Since most users of the 
network system are secretaries and other untrained students. problems occurring within the 
network tend to be shifted to the student administrators. 
The following is a set of capabilities that should be considered for incorporation in the user 
interface and are provided to give some guidance in the design of the user interface. both 
initially and in the future. Many of the these options will not be implemented in the first 
design. but by keeping the interface design open, future development will proceed more 
easily. 
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• Explanation facility - The frame-based representation supports the ability of a user to 
request explanations of terms and concepts from the application during execution. ff 
this knowledge is to be represented and retrieved from the knowledge base. it must be 
presented to the user in an easily-understood way. 
• Justification facility - Our representation can also support justifications on how a 
conclusion or recommendation was reached. This is an important capability of an expert 
system and should be given high consideration in the interface design. 
• User interaction - As is often the case. the system may require addition information 
that only the human user will be able to provide. A method must be provided that will 
allow the user to easily interact with the expert system. 
• Symptom description - A list of common symptoms must be available for the user to 
choose from initially. In addition. some method should be devised to allow for new 
symptom descriptions to be added. 
• Security - It is often desirable to preclude user access to certain parts of the knowledge 
base. If this capability is implemented. a password scheme with permissions must be 
designed. 
• Selective network testing - Since the system can perform diagnostic tests. student 
administrators may wish to have the expert system perform only some tests. rather 
than the complete isolation and correction process. This provides a routine to allow 
periodic testing of network components. It also provides the stµdent with a facility to 
increase their fault management ability. 
Initially. the interface should provide a means for the user to choose from a set of 
symptoms that may be present within the network. Based on this information and the 
information gathered from internal diagnostic tests. either a conclusion will be reached. or 
more data will be ~ked for. Thus. the initial interface design should include: 
1. a menu to choose symptoms from. 
2. a method for asking additional information from the user. and 
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3. a method for reporting the conclusion(s) to the user. 
The next design enhancement to be implemented should be a justification facility. 
With these features, the expert system will be able to interact with the human user 
effectively and provide an explanation for its conclusions. Since interaction between the 
system and user will be restricted to a limited of choices, a menu-driven user interface is 
well-suited. 
4. Summary of Conclusions and Recommendations 
4.1 Conclusions 
Based on the above results, we conclude that: 
1. Frame-based representation and rule-based inferencing are best suited for network 
fault management in Mohler. 
2. Fault isolation and correction are best performed by using forward-chaining reasoning 
to derive as much information about a situation as possible, and then follow it with 
backward-chaining to investigate each of the determined hypotheses. 
3. A covariance matrix is a simple, but efficient method for quickly isolating faulty 
components. 
4. Different forms of knowledge representation should be incorporated together to fit 
each need of an application. rather than forcing one form of representation to fill all 
needs. 
4.2 RecolllDlendations 
Based on our conclusions, we recommend that: 
1. This model be passed on to a design phase for implementation in the Mohler building. 
2. Section 2 be reproduced and made available as an introductory tutorial of expert 
systems. 
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