Abstract
Introduction
The number of enterprises that automate crossorganizational business transactions is quickly growing. Renowned scholars such as Thomas Malone cite the relentless march of improvements in the costperformance ratio of in-formation technology as main driver of this development [1] . Benefits of performing transactions electronically include extending market reach, saving time, cutting costs and responding to customer queries more agilely [2] . However, significant hurdles must be taken to successfully deploy and operate e-Business solutions: Substantially different standards prevent from a common understanding of both business processes and exchanged data, while high cost and complexity of existing solutions impede fast adoption by potential users. Service-Oriented Architectures (SOAs) [3] represent a promising approach to enabling seamless and automated e-Business infrastructures and crossorganizational Enterprise Application Integration (EAI). Frequently built on the basis of Web Services, SOAs facilitate the encapsulation of proprietary applications with the help of uniform interfaces, thereby eliminating the need for huge application integration efforts. Especially small-and medium-sized enterprises (SMEs), however, still have not widely adopted SOA-based e-Business solutions due to a variety of reasons: The lack of significant financial and human resources for implementation, but also the failure to recognize the immense benefits of engaging in e-Business are often mentioned as main hurdles in literature [4] .
In the course of the Swiss government-funded HERA project [5] as well as the EU-funded GENESIS project [6] , a novel approach to the loose coupling of business applications across company boundaries is currently being developed. Particularly focusing on the needs of small-and medium sized enterprises (SMEs) as well as governmental institutions, this approach builds on the principle of service-orientation and allows its users to adequately handle varieties with respect to business processes according to their individual requirements. By composing electronic services, the different organizations are enabled to conduct their business transactions over the Web. For interconnecting electronic services efficiently, different strategies and techniques exist.
In case of a rather stable, standardized processoriented organization between business partners, services can be orchestrated in an explicit, "procedural" way. Similar to a software program, services are then called according to a pre-defined choreography to reflect the inter-organizational business process. For such a procedural orchestration, we introduce a service composition decentralization continuum: It reaches from a highly centralized solution (a central hub allows users to find potential business partners, to collaboratively model service choreographies and to finally execute them) over a hybrid approach (which applies a decentral service choreography, but is supported by a central hub) to a fully decentralized, peer-to-peer architecture which works without any central entity.
In cases where the interaction between business partners is very variable and depends on different situational factors, more "declarative" service composition techniques are required. Users must be allowed to flexibly exchange information according to their current individual needs rather than adhering to a pre-defined, static service choreography. For this purpose, we propose the employment of Event-Driven Architectures and present a Swiss case-study to show its strengths and limitations in a real-world environment.
The remainder of this work is organized as follows: In section 2, we first elaborate on the basic principles underlying the service-oriented architectural style and also briefly introduce Web Services as one of several potential implementations of this concept. We then define important terms such as choreography and orchestration and present existing approaches to deploying central and decentralized service orchestrations. In section 3, we discuss three major strategies to support the flexible and efficient composition of services for scenarios where the process-oriented organization of services can be assumed to be rather stable. We evaluate and compare these on the basis of the eight major criteria functional scope, monitoring capabilities, fault detection and removal, simultaneousness of process instance execution, scalability, security, seamless interoperability as well as end-point complexity. As briefly introduced before, in section 4 we present and investigate a generic event-driven architecture which allows for a higher degree of process flexibility (more decentralized service control) by leveraging declarative elements such as formalized rule sets and atomic interaction patterns rather than pre-defined service orchestrations. In section 5, we conclude with a brief summary and an outlook on future work.
Related Work
Service-Oriented Architectures. Since the late 1990s, many definitions of SOA have been published. The widely accepted normative OASIS Reference Model for SOA [7] defines SOA as "…a paradigm for organizing and utilizing distributed capabilities that may be under the control of different ownership domains. It provides a uniform means to offer, discover, interact with and use capabilities to pro-duce desired effects consistent with measurable preconditions and expectations". According to this model, the major components of a basic SOA and their possible interactions are: A service provider publishes his service interface via a service registry where a service requester can find it and subsequently may bind to the service provider. The central concept of the SOA Reference Model is the existence of services which provide access to capabilities by well-defined interfaces to be exercised following a service con-tract with constraints and policies. This enables a loose coupling of services (thereby minimizing mutual dependencies) and complies with some of the probably most-known principles in software-engineering, information-hiding and modularization. Services are provided by entities, the ser-vice provider, and are to be used by others, the service consumers. Services may be composed on the basis of other, existing services, thereby adhering to the principle of reuse.
Web Services. The concept of supporting loosely coupled, business-aligned and networked services can be realized with the help of numerous different technologies. As WSDL/-SOAP-based Web Services are the most widely spread application of SOA on the Web, we take these as a foundation of our work [3] . The Web Service Description Language (WSDL) thereby defines a XML format for the interface description which is divided into an abstract part (interface details such as messages, operations and port-types on a technology-independent level) and a concrete part (details of the technical binding based on protocol and data formats). On the protocol level, SOAP specifies the data format of the messages to be sent between service provider and requester whereby HTTP is the most used data transfer protocol. The Universal Description, Discovery, and Integration (UDDI) standard is leveraged to define publicly available registries that are needed for service search and identification. The Business Process Execution Language (BPEL) is widely accepted as a standard for composing different services according to a specific business process from the perspective of one participant.
Orchestration versus Choreography. Different options exist to formally describe service compositions. In this context, one major distinction has to be made between orchestration and choreography. An orchestration of services can be conducted with the help of languages such as BPEL and represents the relation between one central service and different other ones which are called according to a predefined sequence. Such orchestrations are adequate for describing the message exchange pattern of one individual service, but do not provide a global view on the overall interaction behavior between several different conversational services which are mutually interlinked. For this purpose, choreographies were introduced as a new view on interacting services [8, 9] . They describe message exchanges between services from the perspective of an observer (bird's eye view) who is able to see all interactions and their respective dependencies. In Figure 1 , an exemplary choreography description is visualized (in simplified BPMN notation) which represents the interactions (message exchanges) and the flow sequence between four different stakeholders (company, accountant, auditor, Kanton (Swiss state)) in a profit tax computation case which will be explained in detail below. The figure shows the difference between choreography and orchestration: The specification of service interactions from one single stakeholder's perspective is considered as service orchestration, while the overall choreography is concerned with describing the message interchanges between all three participants from a bird's eye view. Participants of a choreography can be considered peers as there is no center of control.
Languages for describing global choreographies such as the Web Service Choreography Description Language WS-CDL [10] or the Business Process Specification Schema (BPSS) can be used at design time by users to verify that internal processes meet the requirements of the global choreography. Also, at runtime, the choreography description can be leveraged to ensure that service interactions are compliant with prior agreements between the business partners. It can also be used unilaterally to detect various exceptions (e.g., messages in wrong order or at the wrong time). Summing up, choreography definitions are usually not used for the actual execution of service interactions (message exchanges) but rather for their initial modeling and later monitoring. Orchestration descriptions (e.g. in BPEL), on the other hand, can directly be executed by various engines (e.g. ActiveBPEL). Latest initiatives aim at allowing users to model and define both choreographies and orchestrations with the help of one single language. In [11] , for example, an extension to the widely accepted orchestration language BPEL has been proposed. By introducing an additional layer (the so-called BPEL4Chor layer which decouples non-technical specifications from Web Service-specific configurations), BPEL can be shifted from an orchestration language to a complete choreography language.
Centralized versus Decentralized Service Orchestrations. As mentioned above, service composition is frequently performed by modelling the overall choreography first and deriving an executable service orchestration from it afterwards. Figure 1 shows such a choreography which comprises the flow sequence and the message exchange pattern between four different stakeholders who mutually provide and consume services. The depicted choreography represents a part of the cross-organizational business process which is usually performed in the context of tax computation in Switzerland [5] . In our example, the company initiates the overall business process by creating a set of accounting data which is subsequently sent to an account. The account examines the data's completeness and finishes all essential accounting documents on behalf of the firm. As a next process step, the accounting data is sent to an auditor who evaluates the data's compliance and creates a proper audit report. Not until this audit report has been sent to the company and a confirmation document has been received, the auditor submits his report to the accountant. After receiving the document, the accountant completes all relevant files and passes them to the company for finishing the accounting procedure. According to the business process notation in Figure 1 , all rectangles which involve a message exchange across the swimlane symbols represent services.
From such a choreography description (which represents a business process from a bird's eye view), executable service orchestration definitions can be derived. For example, the choreography can be transformed into one single BPEL script which can be finally run on a central execution engine. A central orchestration service would then control the overall process and call the different stakeholders' services in a sequence according to the one shown in Figure 1 . This standard service composition approach suffers from the limitations known from traditional centralized workflow management: A lack of the different stakeholders' trust into a single process coordinator as well as low scalability or simultaneousness of different processes represent some of the inherent disadvantages.
One possibility to avoid these issues related to a centralized service orchestration is to rely on a decentralized execution of composite Web Services. In [12, 13, 14, 15, 16, 17, 18] , first advancements in this field can be found. In [12] , a comprehensive mechanism for decomposing central comprehensive choreographies into decentral, partial, "disassembled" process pieces which can be simultaneously run as BPEL scripts is presented. By formalizing choreographies and the interdependencies of the comprised services in a certain way, "peer processes" can be derived which are still mutually consistent and comply with the "global soundness condition" [17] . In our example (Figure 1) , each of the stakeholders could run the part of the overall choreography which is encircled by the respective swimlane. The resulting four process pieces can eventually be executed partly simultaneously as separate BPEL scripts on different execution engines which are controlled by the four stakeholders involved (company, accountant, auditor and Kanton). Such a decentralized execution setting, where composed Web Services can establish peer-topeer connections (no central execution engine exists), can be regarded highly important for the management of a wide range of ubiquitous, mobile, large-scale and secure business processes.
The Service Composition Decentralization Continuum
This section is devoted to presenting and comparing three different strategies for realizing the explicit and automated composition of Web Services across company boundaries. Thereby, we do not limit our investigation merely to the phase of actual service interactions, but also take into account the collaborative modelling of business relationships, the transformation of visual models into executable programs as well as related, central technical elements such as user registries and templates supporting the collaborative modelling. By taking into account all relevant architectural components required for seamless cross-organizational collaboration as well as crucial transactional phases such as partner retrieval, negotiation/modelling and the final execution, we are able to evaluate strengths and limitations of the different strategies in a more holistic way.
Explicit Service Composition Strategies
Central Orchestration. The first option for supporting the loose and dynamic coupling of services across corporate boundaries relies on the existence of a central hub which takes over various relevant roles. As shown in Figure 2 , different stakeholders (A, B, C) have exposed their business application functionality as Web Services. Adapters which are seamlessly linked to the local applications ensure the mapping of possibly different structure or semantics of the messages to be exchanged between the organizations' services. In this first approach, a central server accounts for orchestrating the various exposed services according to an overall choreography which has been modelled and agreed upon between the involved parties before.
To support the collaborative definition of service choreographies, the server first of all comprises a registry with all potential business partners and the services they offer. Second, a choreography modelling and negotiation interface which may be based on standards such as the UN/CEFACT Modeling Methodology (UMM) [19] is available via the central hub. It allows users to collaboratively specify the choreography they want to perform on the basis of certain process and data templates [20] (In the centralized orchestration approach, these templates are stored at the server). A proper modelling interface implementation has been presented in [21] .
Figure 2: Centralized service orchestration
After the modelling and negotiation phase, the BPEL generator module on the server translates the UMM-based business process model into one single BPEL script (corresponding to the choreography) which can then be run on the central server's execution engine. In [22] , Hofreiter and Huemer present an indepth methodology and a prototype implementation as proof-of-concept for this translation step. During the execution of the services orchestration, the server finally acts as buffer for messages which cannot be delivered immediately to a stakeholder's service. In this way, single participants may be offline for a while and receive their messages at a later point of time when they go online again. The server also has the overall choreography description available and can perform monitoring, control, fault detection and resolution activities.
Decentral orchestration, hub supported. The second possibility to realize efficient and flexible service composition between companies relies on a hybrid architecture comprising certain central components and also more complex local applications on the client side ( Figure 3) . Instead of running one central orchestration service on the server's execution engine, we propose a decentralized orchestration setting where services establish peer-to-peer interconnections. As described above, a centralized choreography can be translated to either a centralized orchestration definition or a set of coherent, decentral "peer processes" [12] which may eventually be executed in parallel and on different machines: "Peer processes are derived from the centralized process specification. The interactions of peer processes are the decentralized implementation of the control and data dependencies of underlying services of the centralized specification." [12, p.290] As shown in Figure 3 , the server still supports the service composition process by providing a collaborative modelling interface, a data and process template repository as well as a participants' registry. The major difference to the approach described above concerns the actual creation and execution of the services orchestration. After negotiating and modelling the cross-organizational service choreography, a dedicated module creates proper peer processes and sends them to the local applications on the client side which all feature BPEL execution engines. In a peerto-peer-fashion, the services can then interact independently from the central server and exchange messages in accordance with the previously agreed overall business process. Figure 3 visualizes this decentral services interaction (see the black arrows with the message symbols) which is performed solely between the involved services and without any support of the central server. In this hybrid approach, the initial choreography can be used by the peers to monitor compliance and to detect processing errors. Figure 4 , the third and last option is depicted: Similar to the principles underlying a peer-to-peer file sharing system, services are published to each other and can be interconnected independently from central instances. Business partner retrieval, choreography negotiation and modelling as well as peer process creation are performed in a mere peer-to-peer fashion. This approach requires all participants to install a software package locally which comprises the above mentioned data and process templates to ensure seamless interoperability of the respective local applications. In this setting, a permanent synchronization of template storages as well as modelling interfaces is crucial to ensure consistency of the resulting peer processes. To ensure load balancing and a scalable distribution and organization of templates and registry data across the different stakeholders, protocols such as CHORD [23, 24] may be used.
Figure 4: Decentral orchestration without hub

Evaluation
After presenting three major approaches for supporting the composition of services between organizations, this section provides a comparative analysis. As Yildiz et al. show in [12] , the functional scope of settings which follow a fully centralized approach is small compared to more decentral versions. Services usually have specific invocation policies and may not all be called by one single entity (e.g., an involved stakeholder acting as central orchestration hub). The above presented choreography (Figure 1 ) emphasizes this point. In this case, different stakeholders mutually provide and consume services: The accountant can be asked to complete certain accounting data, create propositions for profit appropriations, while the auditor may be requested to execute an audit and issue a proper report. However, specific services may not be invoked by arbitrary parties. For example, the auditor partly needs to communicate with the concerned company directly rather than simply routing audit results and reports via the accountant. Due to legal reasons, accountant and auditor also are required to be separate entities which may not work on behalf of each other, but need to be assigned and contracted directly by the respective company. For this reason, audit reports must first of all independently be issued by an auditor and sent to the company before the accountant may finish and submit its part of the work to the company. In such cases, a decentral service orchestration is advantageous as it allows for realizing true peer-to-peer interactions between services of different entities rather than requiring all services to be called by a central orchestration service. In our example, the services of company and auditors may directly interact and exchange information, followed by a further message exchange only between the services provided by accountant and company. Relying on one central execution engine (e.g., installed at the accountant) would not be adequate to account for these specific service invocation policies and would reduce the choreography's functional scope.
The first, most central approach allows for easy monitoring of the services execution. There is one single instance (the hub) which is in charge of orchestrating services; it has the previously agreed services choreography definition available and can efficiently monitor the message exchange between the various involved parties. In the case of decentral service orchestration (approaches 2 and 3), the negotiated choreography scripts must be available at each of the client applications and must be interpreted and compared to the actual flow sequence simultaneously by all involved parties, thereby increasing complexity and the risk for errors. Also, fault detection and removal bears considerable challenges with an increased degree of decentrality: Specific resilience protocols must be developed and employed to discover and appropriately react on malfunctions of any of the involved parties. In case one service does not respond as expected, other peers need to interrupt their "process pieces" and restart them at the proper process state of completion as soon as the conflict has been resolved. In the case of the hybrid approach, monitoring and fault detection/ removal can be less complicated than in the fully decentralized approach as the hub has the global choreography available and may act as supporting institution. One disadvantage of the centralized approach concerns the risk of a single-point-of-failure: In case of a server malfunction, the overall business process has to be stopped. In case an error occurs in the decentralized approach, peers may be able to localize the erroneous service provider and continue the process without it.
In decentral settings, peer processes are executed simultaneously on the respective stakeholders' BPEL engines. The three disassembled peer processes shown in Figure 1 , for example, are under the sole control of three different users and are run autonomously, while ensuring the global soundness of the overall choreography. As parts of the initial choreography can be completed in parallel, the overall processing time for all stakeholders is reduced. Closely related to the high degree of simultaneousness, decentral approaches are highly scalable as they allow users to independently find partners, negotiate and finally deploy service orchestration definitions independent from a central instance which may be overloaded otherwise. Larger business process scenarios will benefit from the decentral orchestration of peer processes which partly run in parallel and on different machines without requiring significant resources at the hub. Similar to the criteria monitoring and fault detection, security can be ensured more easily in case of a central service composition setting. Authentication and authorization of users, tracking of user behavior, reliable messaging as well as information integrity can only hardly be realized without a coordinating institution (e.g., a central hub). Also, the assurance of seamless interoperability across company borders is simplified through the existence of a central entity: The above mentioned process and data templates are stored at one place where they can be changed quickly if needed, thereby ensuring the same understanding of modelling components among all stakeholders. In a highly decentralized setting, many different repositories as well as locally installed modelling interfaces need to be updated and reconfigured in case of changing requirements. Finally, decentral approaches induce the need for a significant "footprint" on the client side. As registry, modelling and negotiation functionality, template repositories and BPEL generation tools need to be installed decentrally, the complexity inherent to client-side applications is relatively high. Especially in case of SMEs, such local installations may represent major hurdles to the quick adoption among a wide mass of users. The centrally oriented approach presented above, on the other hand, frees users from almost any local applications: Only the encapsulation of applications as Web Services as well as data adapters are required in this case. Table 1 summarizes the above discussed evaluation with the help of the following symbols: Full black circles mean a very good evaluation, while fully white ones indicate major shortcomings with regard to the respective criterion. Summing up, the hybrid approach which allows for decentralized service orchestration and execution but still provides central support for the initiation and negotiation of the actual service composition is regarded as the most promising solution. Peer processes can be modelled and generated centrally with the help of the UMM-based choreography design interface, whereas execution is conducted decentrally, thereby allowing for simultaneousness and improving the overall system scalability. Monitoring of the business processes, fault removal as well as security mechanisms can be deployed more easily in this setting than in a mere peer-to-peer approach, while end-point complexity remains comparatively low.
Degree of centrality
Declarative Service Composition
Basic principles and components
Much has been said about possibilities to explicitly orchestrate services in the previous chapters. This procedural way of service organization represents an adequate approach in many cases. Particularly in scenarios where processes are highly stable and standardized and where services are automated and do not involve manual intervention (introducing variability), the three above discussed architectural paradigms are highly adequate.
However, in many cases cross-organizational collaboration involves a huge degree of variability and complexity both with respect to processes and services. In the course of the HERA project, for example, the collaborative creation, revision and submission of tax declarations for Swiss firms have been modeled (as introduced above) and analyzed. The corresponding choreography heavily depends on several factors such as involved stakeholders (and their individual preferences), the concerned cantons and municipalities with their respective legislation as well as situational parameters such as required quality and timeliness of delivered documents (if a document is incomplete, for example, the receiving party sends an additional claim to the issuing party). In such cases, the explicit procedural orchestration of services (similar to a procedural software program calling certain routines in a pre-defined sequence) lacks necessary flexibility. A more declarative service organization is required and also needs to be reflected on a technical level.
Event-Driven Architectures (EDAs) [25] represent an architectural style which allows accounting for this required process agility: The initial motivation to develop EDAs was to prevent the multitude of application point-to-point connections which frequently emerge in corporate IT landscapes. ServiceOriented Architectures help to encapsulate complexity inherent to applications and thus improve operational agility, but they do not necessarily help to avoid complex business networks which are hard to operate and to maintain, particularly in cross-organizational setups. ("Spaghetti"-like application connection landscapes can be built on the basis of Services as well). EDAs may be considered as conceptual extensions of the principle of SOAs as they also build on services, but allow for more service communication patterns and involve a central communication layer (which is often referred to as Event-Bus) to ensure a truly loose service coupling. Event-buses shield technical protocol details from connected stakeholders (their services, respectively) and usually comprise address registers (comprising physical addresses of all connected services) which encapsulate addressing schemes and act as basis for the routing of messages from one service to the other over the bus. By shielding complexity inherent to message routing, security and queuing from the users, productivity and quality of service execution can be improved significantly. EDAs also allow for numerous different communication patterns between distributed services such as one-way notification, request/response, notification/confirmation and others on the basis of events rather than prescribing users to adhere to only the request/ response pattern as in the case of traditional SOAs. All stakeholders connected to a message bus may create and disseminate an event (technically represented as message of pre-defined format) as well as react on received events by triggering internal actions and responding with an adequate answer message.
Three major components of such EDAs shall be discussed in more detail: First of all, the above introduced Event-Bus is frequently realized as middleware module which takes over institutional functionality as it restricts connected services to certain message formats, prescribes routing information formats and guarantees security as well as reliability of information exchange. Also, it stores messages to be sent to a service which is not available temporarily and forwards it as soon as it is available again.
Adapters are frequently employed to ensure both connectivity and interoperability: To allow for seamless message exchange via the event-bus, these adapter components transform data sent by the involved services (which frequently adhere to different, highly proprietary formats) to a common (at least across the bus) format and the other way around. In this way, a decentralization of information semantics and structure can be realized, thereby accounting for the individual needs of the connected stakeholders. Besides interoperability, adapters take care of connectivity to the respective event-buses. By shifting data format adaptation as well as connectivity (based on proper interfaces) from a central registry as in case of the traditional Web Services stack [3] towards the decentrally installed adapters, complexity inherent to the system can be heavily reduced: One specific user only has to ensure that his services are adapted to the bus-wide standard rather than being required to deal with and account for all the different interfaces of services available via a single (for example UDDIbased) service registry.
To support the exchange of information via the bus and to allow for a certain degree of business process control (replace the orchestration logic inherent to the service orchestration engines discussed above rather than following a merely declarative approach), coordination services can be employed which can be modeled as finite state-machines: Finite state machines (FSMs) are used to describe the behavior of eventdriven services which are able to consume as well to produce events or messages. As one of numerous options, UML state chart diagrams [26] can be leveraged to visualize these machines: These basically comprise start and end-points as well as actions (rectangles) and transitions (lines). Central coordination services can be linked to an event-bus to "listen" to all the messages exchanged between different services. Depending on the previously defined process logic, the state-machine can react on these messages by triggering further events and sending these to connected services in a certain sequence (thereby reflecting a business process again).
Prior to the emergence of such mechanisms allowing for loosely coupled, distributed organizations, applications were largely developed using hard-coded business rules. Maintaining these applications was difficult and expensive -every time a business process changed the associated applications had to be rewritten, retested and redeployed -exposing organizations to ever-increasing levels of cost and risk. These types of applications eventually constrain and restrict the growth of the organization, preventing it from exploring new business opportunities due to the inflexibility of its underlying systems. With the help of state-machines which operate autonomously according to internal, quickly changeable logic and which may not directly impact the state of other machines (each machine is exclusively responsible for the transition between its states), a comprehensive decoupling of the distributed systems (as existing in the case of crosscompany collaboration) is possible and will facilitate operational agility.
Event-Bus Switzerland as exemplary casestudy
A recent development on Swiss national level, mainly led by the "Informatikstrategieorgan Bund 1 " (ISB), concentrates on establishing the previously described EDA and SOA concepts on a general level to enable an event-driven message exchange platform in the context of Swiss e-Government-the "Event Bus Switzerland" (EBS) [27] . The main goal of the EBS is to provide a technical infrastructure to allow for efficient transmission of event-based information between all of its connected stakeholders. In contrast to "plain" SOA-based realizations, which might again result in many point-to-point connections and interfaces between all stakeholders, the EBS provides the means to fully decouple the senders and receivers (consumers) of events. Figure 5 shows an overview of the envisioned EBS architecture: First of all, an arbitrary number of subbuses can be established of which each serves a certain amount of users and their respective services (also referred to as end-systems, "ES"). Adapters are used to ensure interoperability and connectivity as described above. These sub-buses can also be allocated to all different Swiss political levels (municipalities, cantons, the state or external, private stakeholders). They take over the role of middleware platforms, store and forward messages between connected services and provide each user a registry of other connected parties. Messages which are sent by one service to another which is connected to the same bus are directly routed by the respective bus (on the basis of a local routing table). Messages exchanged between services connected to different buses are routed across buses according to a global routing table. This global table, together with some basic standards with respect to data 1 www.isb.admin.ch/ envelopes and security mechanisms represent the only centralized element of this infrastructure. In fact, each of the buses can be built and maintained by different stakeholders and can support various kinds of messages to be exchanged between connected services. Also, local routing tables are only visible within the respective buses (and thus easily changeable). In case a message needs to be sent across buses, the sending bus only knows (on the basis of the global routing table) which of the other buses the receiver service is connected to, but not its exact physical address or port. The message is sent to this bus (possible across several other buses), which finally takes care of the local, physical routing to the desired service.
This modular setup of different buses of which each exactly reflects the needs of the connected services allows for a high degree of decentralization and individualization. Bus connectors account for connecting the different buses (which are operated on a peer level without hierarchical structures) and ensure connectivity as well as interoperability (in case buses implement different message formats, these can be mapped forth and back by the adapters). Directory Services (encapsulating the functionality needed to realize addressing capabilities on the EBS), Event/ Catalogue Services (The event/ catalogue services implement the repository of all event-types which are supported on the EBS), Tracing Services (Traceability of events/ event-types among sub-buses will be realized to allow for QoS analysis per event, measurement of the frequency of events/ event-types, etc.) a well as Abo Services (registering all subscribers to specific events to allow for publish-subscribe message dissemination) represent some of the EBSwide available services.
The Event-Bus Switzerland finally can be considered an abstract entity involving a number of sub-buses which comply with some common standards but still allow for individuality with respect to data formats, routing etc. Besides of EBS-wide routing ("Routing Services" in Figure 5 ), eleven other EBS Services are foreseen so far.
The implementation of ESB services is realized by one or several sub-buses (depending on the respective EBS service), whereas all sub-buses have do provide access to ESB services within their sub-bus infrastructure. If a sub-bus does not implement an ESB service himself the service calls will be redirected to the actual implementing sub-bus. Finally, the EBS architecture prescribes a common message format which contains -besides of actual payload -some functional as well as some technical header-information. Exemplary data fields include the selected message pattern (e.g., one-way notification, request/response), quality-of-service (QoS) parameters (such as the maximum time an event generator is willing to wait for an answer), utilization policies, access rights and many more.
Summing up, the EBS architecture represents a highly relevant, real-world example of a technical infrastructure which allows for declarative rather than explicit, procedural service composition. The processoriented organization of service interaction is governed by implicit rules, by meta-data contained in the exchanged messages (e.g., the selected interaction pattern as well as access policies and target addresses) and may also be supported by central coordination services which listen to the bus-based information exchange and can react properly. This method allows for a truly loose coupling of services and a comprehensive decentralization of service interaction. Users can basically create and disseminate events according to their current needs and are only restricted by certain declaratively defined guidelines. Particularly in cases where processes are not stable and standardized, where external requirements quickly change and require fast adaptations of supporting technologies, such event-driven, declarative service orchestration techniques are highly adequate.
One considerable limitation inherent to such rather declarative service orchestrations is the low degree of automation and the significant efforts required for the monitoring, control as well as fault detection and removal. As a consequence of the comprehensive decentralization of process control, there is no single entity any more which can easily identify a service which does not respond on time and according to a standardized format. In the case of the Event-Bus Switzerland and other real-world architectural instances of declarative, implicit service orchestration, central coordination services must be defined and employed which improve transparency of the crossorganizational information exchange. Summing up, the increased degree of freedom and decentralization in such architectures may stride along with a decreased degree of transparency which needs to be compensated through the introduction of additional coordination services which support the seamless information exchange across corporate boundaries.
Conclusion
Organizations have recognized the huge potential of automating business processes with their trading partners in order to save transaction costs and to increase operational agility. However, adequate technical support is still missing which allows especially SMEs with low financial resources to efficiently and dynamically compose services across corporate boundaries. In this work, we first of all presented three different strategies and related technical approaches which support the coupling of (enterprise) services and thus allow companies to conduct their business transactions over the Web. We introduced a service composition decentralization continuum: It reaches from a highly centralized solution (a central hub allows users to find potential business partners, to collaboratively model service choreographies and to finally execute them) over a hybrid approach (which applies a decentral service choreography, but is supported by a central hub) to a fully decentralized, peer-to-peer architecture which works without any central entity. We evaluated and compared the three strategies on the basis of the eight fundamental criteria functional scope, monitoring capabilities, fault detection and removal, simultaneousness of process instance execution, scalability, security, interoperability of the coupled applications as well as end-point complexity.
The analysis showed that the hybrid approach represents the most promising solution as it unifies the advantages of the central and the decentralized strategies: A central server allows for finding business partners easily, supports the collaborative modeling and negotiation of choreographies and finally takes over the creation of BPEL peer processes. The "footprint" on the client side is relatively low and only requires BPEL engines which finally simultaneously and autonomously execute the readily avail-able peer process pieces.
In cases where processes are not well standardized or stable and where business environments, relationships and requirements frequently change, none of the three above described options is adequate, however. In such cases, a more implicit, "declarative" process-oriented service organization is needed which can be realized with the help of interaction patterns, rule sets, process-relevant meta-information contained in exchanged messages and central coordination services. The case of the recent "Event-Bus Switzerland"-initiative shows the growing relevance and feasibility of such concepts in real-world environments.
