Abstract. A method is proposed for solving equality constrained nonlinear optimization problems involving twice continuously differentiable functions. The method employs a trust funnel approach consisting of two phases: a first phase to locate an ǫ-feasible point and a second phase to seek optimality while maintaining at least ǫ-feasibility. A two-phase approach of this kind based on a cubic regularization methodology was recently proposed along with a supporting worst-case iteration complexity analysis. Unfortunately, however, in that approach, the objective function is completely ignored in the first phase when ǫ-feasibility is sought. The main contribution of the method proposed in this paper is that the same worst-case iteration complexity is achieved, but with a first phase that also accounts for improvements in the objective function. As such, the method typically requires fewer iterations in the second phase, as the results of numerical experiments demonstrate.
1. Introduction. The purpose of this paper is to propose a new method for solving equality constrained nonlinear optimization problems. As is well known, such problems are important throughout science and engineering, arising in areas such as network flow optimization [24, 30] , optimal allocation with resource constraints [11, 25] , maximum likelihood estimations with constraints [23] , and optimization with constraints defined by partial differential equations [1, 2, 31] .
Contemporary methods for solving equality constrained optimization problems are predominantly based on ideas of sequential quadratic optimization (commonly known as SQP) [3, 13, 14, 18, 19, 20, 26, 29] . The design of such methods remains an active area of research as algorithm developers aim to propose new methods that attain global convergence guarantees under weak assumptions about the problem functions. Recently, however, researchers are being drawn to the idea of designing algorithms that also offer improved worst-case iteration complexity bounds. This is due to the fact that, at least for convex optimization, algorithms designed with complexity bounds in mind have led to methods with improved practical performance.
For solving equality constrained optimization problems, a cubic regularization method is proposed in [8] with an eye toward achieving good complexity properties. This is a two-phase approach with a first phase that seeks an ǫ-feasible point and a second phase that seeks optimality while maintaining ǫ-feasibility. The number of iterations that the method requires in the first phase to produce an ǫ-feasible point is O(ǫ −3/2 ), a bound that is known to be optimal for unconstrained optimization [6] . The authors of [8] then also propose a method for the second phase and analyze its complexity properties. (For related work on cubic regularization methods for solving constrained optimization problems, see [7, 9] .) Unfortunately, however, the method in [8] represents a departure from the current state-of-the-art SQP methods that offer the best practical performance. One of the main reasons for this is that contemporary SQP methods seek feasibility and optimality simultaneously. By contrast, one of the main reasons that the approach from [8] does not offer practical benefits is that the first phase of the algorithm entirely ignores the objective function, meaning that numerous iterations might need to be performed before the objective function influences the trajectory of the algorithm.
The algorithm proposed in this paper can be considered a next step in the design of practical algorithms for equality constrained optimization with good worst-case iteration complexity properties. Ours is also a two-phase approach, but is closer to the SQP-type methods representing the state-of-the-art for solving equality constrained problems. In particular, the first phase of our proposed approach follows a trust funnel methodology that locates an ǫ-feasible point in O(ǫ −3/2 ) iterations while also attempting to yield improvements in the objective function. Borrowing ideas from the trust region method known as trace [15] , we prove that our method attains the same worst-case iteration complexity bounds as those offered by [8] , and show with numerical experiments that consideration of the objective function in the first phase typically results in the second phase requiring fewer iterations.
1.1. Organization. In the remainder of this section, we introduce notation that is used throughout the remainder of the paper and cover preliminary material on equality constrained nonlinear optimization. In §2, we motivate and describe our proposed "phase 1" method for locating an ǫ-feasible point while also attempting to reduce the objective function. An analysis of the convergence and worst-case iteration complexity of this phase 1 method is presented in §3. Strategies and corresponding convergence/complexity guarantees for "phase 2" are the subject of §4, the results of numerical experiments are provided in §5, and concluding remarks are given in §6.
1.2. Notation. Let R denote the set of real numbers (i.e., scalars), let R + denote the set of nonnegative real numbers, let R ++ denote the set of positive real numbers, and let N := {1, 2, . . . } denote the set of natural numbers. For any of these quantities, let a superscript N ∈ N be used to indicate the N -dimensional extension of the sete.g., let R N denote the set of N -dimensional real vectors-and let a superscript M ×N with (M, N ) ∈ N × N be used to indicate the M -by-N -dimensional extension of the set-e.g., let R M×N denote the set of M -by-N real matrices. A vector with all elements equal to 1 is denoted as e and an identity matrix is denoted as I, where, in each case, the size of the quantity is determined by the context in which it appears. With real symmetric matrices A and B, let A ≻ ( ) B indicate that A − B is positive definite (semidefinite); e.g., A ≻ ( ) 0 indicates that A is positive definite (semidefinite). Given vectors {u, v} ⊂ R N , let u ⊥ v mean that u i v i = 0 for all i ∈ {1, 2, . . . , N }. Let x denote the 2-norm of a vector x.
Preliminaries.
Given an objective function f : R N → R and constraint function c : R N → R M , we study the equality constrained optimization problem At the outset, let us state the following assumption about the problem functions.
Assumption 1. The functions f and c are twice continuously differentiable.
In light of Assumption 1, we define g : R N → R N as the gradient function of f , i.e., g := ∇f , and define J : R N → R M×N as the Jacobian function of c, i.e., J := ∇c T . The function c i : R N → R denotes the ith element of the function c. Our proposed algorithm follows a local search strategy that merely aims to compute a first-order stationary point for problem (1) . Defining the Lagrangian L : R N × R M → R as given by L(x, y) = f (x) + y T c(x), a first-order stationary point (x, y) is one that satisfies 0 = ∇ x L(x, y) ≡ g(x) + J(x)
T y and 0 = ∇ y L(x, y) ≡ c(x). Our proposed technique for solving problem (1) is iterative, generating, amongst other quantities, a sequence of iterates {x k } indexed by k ∈ N. For ease of exposition, we also apply an iteration index subscript for function and other quantities corresponding to the kth iteration; e.g., we write f k to denote f (x k ).
2. Phase 1: Obtaining Approximate Feasibility. The goal of phase 1 is to obtain an iterate that is (approximately) feasible. This can, of course, be accomplished by employing an algorithm that focuses exclusively on minimizing a measure of constraint violation. However, we find this idea to be unsatisfactory since such an approach would entirely ignore the objective function. Alternatively, in this section, we present a trust funnel algorithm with good complexity properties for obtaining (approximate) feasibility that attempts to simultaneously reduce the objective function, as is commonly done in contemporary nonlinear optimization algorithms.
2.1.
Step computation. Similar to other trust funnel algorithms [21, 12] , our algorithm employs a step-decomposition approach wherein each trial step is composed of a normal step aimed at reducing constraint violation (i.e., infeasibility) and a tangential step aimed at reducing the objective function. The algorithm then uses computed information, such as the reductions that the trial step yields in models of the constraint violation and objective function, to determine which of two types of criteria should be used for accepting or rejecting the trial step. To ensure that sufficient priority is given to obtaining (approximate) feasibility, an upper bound on a constraint violation measure is initialized, maintained, and subsequently driven toward zero as improvements toward feasibility are obtained. The algorithm might also nullify the tangential component of a trial step, even after it is computed, if it is deemed too harmful in the algorithm's pursuit toward (approximate) feasibility. In this subsection, the details of our approach for computing a trial step are described.
2.1.1. Normal step. The purpose of the normal step is to reduce infeasibility. The measure of infeasibility that we employ is v :
At an iterate x k , the normal step n k is defined as a minimizer of a second-order Taylor series approximation of v at x k subject to a trust region constraint, i.e.,
where the scalar δ v k ∈ (0, ∞) is the trust region radius and the model of the constraint violation measure at
and 
In a standard trust region strategy, a trust region radius is given at the beginning of an iteration, which explicitly determines the primal-dual solution of the subproblem. Our method, on the other hand, might instead make use of a normal step that is derived as a solution of (3) where the trust region radius is defined implicitly by a given dual variable λ v k . In particular, given λ v k ∈ [0, ∞) that is strictly larger than the negative of the leftmost eigenvalue of H v k , our algorithm might compute n k from
The unique solution to (7), call it n k (λ v k ), is the solution of the nonsingular linear
and is the global solution of (3) for δ
The purpose of the tangential step is to reduce the objective function. Specifically, when requested by the algorithm, the tangential step t k is defined as a minimizer of a quadratic model of the objective function in the null space of the constraint Jacobian subject to a trust region constraint, i.e., (8) t k ∈ arg min
is a trust region radius and, with some symmetric
Following other trust funnel strategies, one desires δ s k to be set such that the trust region describes the area in which the models of the constraint violation and objective function are accurate. In particular, with a trust region radius δ f k ∈ (0, ∞) for the objective function, our algorithm employs, for some scalar κ δ ∈ (1, ∞), the value (10) δ
Due to this choice of trust region radius, it is deemed not worthwhile to compute a nonzero tangential step if the feasible region of (8) is small. Specifically, our algorithm only computes a nonzero t k when n k ≤ κ n δ s k for some κ n ∈ (0, 1). In addition, it only makes sense to compute a tangential step when reasonable progress in reducing f in the null space of J k can be expected. To predict the potential progress, we define
where the columns of Z k form an orthonormal basis for Null(
for some κ p ∈ (0, ∞), then computing a tangential step is not worthwhile and we simply set the primal-dual solution (estimate) for (8) to zero.
The unique solution t k (λ f k ) of (13) is a global solution of (8) for δ
) . There are situations in which our algorithm discards a computed tangential step after one is computed, i.e., situations when the algorithm resets t k ← 0. Specifically, this occurs when any of the following conditions fails to hold:
The first of these conditions requires that the reduction in the constraint violation model for the full step s k := n k + t k is sufficiently large with respect to that obtained by the normal step; the second requires that the full step is sufficiently large in norm compared to the normal step; and the third requires that the action of the tangential step on the Hessian of the constraint violation model is not too large compared to the squared norm of the full step. It is worthwhile to mention that all of these conditions are satisfied automatically when (5)), which occurs, e.g., when c is affine. However, since this does not hold in general, our algorithm requires these conditions explicitly, or else resets the tangential step to zero (which satisfies (14)).
2.2.
Step acceptance. After computing a normal step n k and potentially a tangential step t k , the algorithm determines whether to accept the full step s k := n k + t k . The strategy that it employs is based on first using the obtained reductions in the models of constraint violation and the objective, as well as other related quantities, to determine what should be the main goal of the iteration: reducing constraint violation or the objective function. Since the primary goal of phase 1 is to obtain (approximate) feasibility, the algorithm has a preference toward reducing constraint violation unless the potential reduction in the objective function is particularly compelling. Specifically, if the following conditions hold, indicating good potential progress in reducing of infeasibility v. In this case, we calculate
which provides a measure of the decrease in constraint violation. The rules for accepting or rejecting the trial step and for updating the trust region radius are the same as those in [15] . One addition is that during a successful V-iteration, the trust funnel radius is updated, using the same constants as in (17) , as
2.3. Algorithm statement. Our complete algorithm for finding an (approximately) feasible point can now be stated as Algorithm 1 on page 8, which in turn calls the F-iteration subroutine stated as Algorithm 2 on page 9 and the V-iteration subroutine stated as Algorithm 3 on page 10.
3. Convergence and Complexity Analyses for Phase 1. The analyses that we present require the following assumption related to the iterate sequence.
Assumption 2. The sequence of iterates {x k } is contained in a compact set. In addition, the sequence { H k } is bounded over k ∈ N.
Our analysis makes extensive use of the following mutually exclusive and exhaustive subsets of the iteration index sequence generated by Algorithm 1:
and V := {k ∈ I : iteration k is a V-iteration}.
It will also be convenient to define the index set of iterations for which tangential steps are computed and not reset to zero by our method:
Step 8 of Algorithm 1 is reached} = {k ∈ I :
Step 23 of Algorithm 1 is reached and all conditions in (14) hold}.
3.1. Convergence analysis for phase 1. The goal of our convergence analysis is to prove that Algorithm 1 terminates finitely, i.e., |I| < ∞. Our analysis to prove this fact requires a refined examination of the subsets F and V of I. For these purposes, we define disjoint subsets of F as
We further partition the set S v into the two disjoint subsets
Finally, for convenience, we also define the unions
Algorithm 1 Trust Funnel Algorithm for Phase 1
Require: {κn, κvm, κntn, κρ, κ f m , κst, κntt, κv1, κv2, γc} ⊂ (0, 1), {κp, κ ht , κ hs , ǫ, σ} ⊂ (0, ∞), {κ δ , γe, γ λ } ∈ (1, ∞), and σ ∈ [σ, ∞); F-iteration (Algorithm 2, page 9) and V-iteration (Algorithm 3, page 10)
if (15) is satisfied then
11:
set ρ f k by (16) 12:
else 15: set ρ v k by (18) 16:
if n k ≤ κnδ if any condition in (14) fails to hold then set (t k , λ 
if iteration (k − 1) was an F-iteration then 27:
28:
Due to the updates for the primal iterate and/or trust region radii in the algorithm, we often refer to iterations with indices in S as successful steps, those with indices in C as contractions, and those with indices in E v as expansions. Basic relationships between all of these sets are summarized in our first lemma.
Lemma 3. The following relationships hold:
Proof. The fact that F ∩ V = ∅ follows from the two cases resulting from the conditional statement in Step 10 of Algorithm 1. The rest of part (i), part (ii), and part (iii) follow from the definitions of the relevant sets. Part (iv) can be seen to hold
set v max k+1 according to (17) 5:
else (i.e., if ρ
15:
as follows. If k ∈ I \ I t , then t k = 0 so that (15a) does not hold. It now follows from the logic in Algorithm 1 that k ∈ V as claimed.
The results in the next lemma are consequences of Assumptions 1 and 2.
Lemma 4. The following hold: We now summarize properties associated with the normal and tangential steps.
Lemma 5. The following hold for all k ∈ I: (i) n k = 0 and s k = 0; and (ii) in Step 8 of Algorithm 1, the vector t k satisfies (14).
Proof. We first prove part (i). Since k ∈ I, it follows that g v k > ǫ, which combined with (6a) implies that n k = 0, as claimed. Now, in order to derive a contradiction, suppose that 0 = s k = n k + t k , which means that
where the last equality follows from n k = −t k and J k t k = 0 (see (12a)). It now follows from (20) , symmetry of
which is a contradiction. This completes the proof of part (i).
To prove part (ii), first observe that the conditions in (14) are trivially satisfied if t k = 0. On the other hand, if Step 8 is reached with t k = 0, then Step 23 must have
set v max k+1 according to (19) 5:
return
25:
33:
been reached, at which point it must have been determined that all of the conditions in (14) held true (or else t k would have been reset to the zero vector).
A key role in Algorithm 1 is played by the sequence of trust funnel radii {v max k }. The next result establishes that it is a monotonically decreasing upper bound for the constraint violation, as previously claimed. 
then the fact that k ∈ S f ⊆ F , (15c), and Lemma 5(i) imply that
On the other hand, if (17) sets v
, then using the induction hypothesis, the fact that k ∈ S f ⊆ F , and (15c), it follows that
This case is complete since, in each scenario, v
v , let us consider the two possibilities based on the procedure for setting v max k+1 stated in (19) . If (19) 
then it follows from the induction hypothesis and the fact that ρ
On the other hand, if (19) sets
then the induction hypothesis and the fact that
This case is complete since, in each scenario, v is set using (17) such that
where the strict inequality follows by κ v1 ∈ (0, 1) and Lemma
is set using (19) , it follows that Our next lemma gives a lower bound for the decrease in the trust funnel radius as a result of a successful iteration.
is set using (17) . In this case,
where the last inequality follows from (15c) (since
is set using (19) . In this case, by Lemma 6 and the fact that ρ
which completes the proof.
Subsequently in our analysis, it will be convenient to consider an alternative formulation of problem (8) that arises from an orthogonal decomposition of the normal step n k into its projection onto the range space of J T k , call it n R k , and its projection onto the null space of J k , call it n N k . Specifically, considering
we can recover the solution of (8) as
In the next lemma, we formally establish the equivalence between problems (21) and (8), as well as between problems (22) and (13).
Lemma 8. For all k ∈ I, the following problem equivalences hold: (21), meaning that the trust region constraint in (21) is equivalent to n
Thus, as (12) are the optimality conditions of (8), the optimality conditions of problem (21) (with this modified trust region constraint) are that there exists (t
From equivalence of the systems (23) and (12), it is clear that (t 
is a primal-dual solution of (8). This proves part (i). Part (ii) follows in a similar manner from the orthogonal decomposition n k = n N k +n R k and the fact that J k t N = 0 in (22) ensures that t N k ∈ Null(J k ). The next lemma reveals important properties of the tangential step. In particular, it shows that the procedure for performing a contraction of the trust region radius in an F-iteration that results in a rejected step is well-defined.
f and the condition in Step 12 of Algorithm 2 tests true, then there exists
Proof. Since the condition in Step 12 of Algorithm 2 is assumed to test true, it follows that λ
It follows from these observations and standard theory for trust region methods [10, Chapter 7] that the result is true.
The next lemma reveals properties of the normal step trust region radii along with some additional observations about the sequences {∆ 
Proof. The proof of part (i) follows as that of [15, Lemma 3.4] . In particular, since the V-contract procedure follows exactly that of contract in [15] , it follows that any call of V-contract results in a contraction of the trust region radius for the normal subproblem and non-decrease of the corresponding dual variable.
For part (ii), the result is trivial if I = ∅. Thus, let us assume that I = ∅, which ensures that 0 ∈ I. We now first prove δ 
Step 6 of Algorithm 3 shows that δ
Step 10 of Algorithm 3, and the induction hypothesis yield δ 
, where the last inequality comes from (10). If, in addition, (k + 1) ∈ I t so that a nonzero tangential step is computed and not reset to zero, it follows that λ f k+1 = λ f . This establishes the last conclusion of part (i) Next, we show that after a V-iteration with either a contraction or an expansion of the trust region radius, the subsequent iteration cannot result in an expansion.
Proof. If (k +1) ∈ F , then there is nothing left to prove. Otherwise, if (k +1) ∈ V, then the proof follows using the same logic as for [15, Lemma 3.7] , which shows that one of three cases holds:
Our goal now is to expand upon the conclusions of Lemma 12. To do this, it will be convenient to define the first index in a given index set following an earlier index k ∈ I in that index set (or the initial index 0). In particular, let us define k S (k) := min{k ∈ S : k > k} and k S∪V (k) := min{k ∈ S ∪ V : k > k} along with the associated sets
The following lemma shows one important property related to these quantities.
Proof. In order to derive a contradiction, suppose that there exists k ∈ S ∪ {0} such that |E v ∩ I S (k)| > 1, which means that one can choose k S1 and k S3 as the first two distinct indices in E v ∩ I S (k); in particular,
By Lemma 12 and the fact that k S1 ∈ E v , it follows that {k S1 + 1, . . . , k S3 − 1} = ∅. Let us proceed by considering two cases, deriving a contradiction in each case.
Case 1: V ∩ {k S1 + 1, . . . , k S3 − 1} = ∅. In this case, by the definitions of k S1 , k S3 , and I S (k), it follows that {k S1 + 1, . . .
. In particular, using the fact that δ
, it follows along with the fact that x k+1 = x k for all k / ∈ S that n kS 3 = n kS 1 +1 and λ
f , it follows with Step 10 of Algorithm 1 and (15e) that
, which implies that k S3 / ∈ E v , a contradiction. Case 2: V ∩ {k S1 + 1, . . . , k S3 − 1} = ∅. In this case, by the definitions of k S1 , k S3 , and I S (k), it follows that {k S1 + 1, . . . , k S3 − 1} ⊆ C f ∪ C v . In addition, by the condition of this case, it also follows that there exists a greatest index k S2 ∈ C v ∩{k S1 +1, . . . , k S3 −1}. In particular, for the index k S2 ∈ C v , it follows that k S1 +1 ≤ k S2 ≤ k S3 − 1 and {k S2 + 1, . . . , k S3 − 1} ⊆ C f . By k S2 ∈ C v and Lemma 12, it follows that k S2 + 1 / ∈ E v ; hence, since k S3 ∈ E v , it follows that {k S2 + 1, . . . , k S3 − 1} = ∅. We may now apply the same argument as for Case 1, but with k S1 replaced by k S2 , to arrive at the contradictory conclusion that k S3 / ∈ E v , completing the proof.
The next lemma reveals lower bounds for the norms of the normal and full steps.
Lemma 14. For all k ∈ I, the following hold:
Proof. The proof of part (i) follows as that for [15, Lemma 3.2]. Part (ii) follows from part (i) and (14b), the latter of which holds because of Lemma 5(ii).
We now provide a lower bound for the decrease in the model of infeasibility.
Lemma 15. For all k ∈ I, the quantities n k , λ v k , and s k satisfy
Proof. The proof of (24a) follows as for that of [15, Lemma 3.3] and the fact that g v k > ε, which holds since k ∈ I. The inequalities in (24b) follow from (24a) and (14a), the latter of which holds because of Lemma 5(ii). To prove (24c), first observe from standard trust region theory (e.g., see [10, Theorem 6 
By combining (25) and (14a) (which holds by Lemma 5(ii)), one obtains (24c).
The next lemma reveals that if the dual variable for the normal step trust region is beyond a certain threshold, then the trust region constraint must be active and the step will either be an F-iteration or a successful V-iteration. Consequently, this reveals an upper bound for the dual variable for any unsuccessful V-iteration.
Lemma 16. For all k ∈ I, if the trial step s k and the dual variable λ v k satisfy
Proof. For all k ∈ I, it follows from the definition of m v k and the Mean Value Theorem that there exists a pointx k ∈ R N on the line segment [
By (26) and (6c), it follows that n k = δ v k . Combining this fact with (27) , (24b), (6b), Lemma 4, (26) , and the fact that
which, by Steps 13 and 15 in Algorithm 1 and (18), completes the proof.
Recall that our main goal in this section is to prove that |I| < ∞. Ultimately, this result is attained by deriving contradictions under the assumption that |I| = ∞. For example, if |I| = ∞ and the iterations corresponding to all sufficiently large k ∈ I involve contractions of a trust region radius, then the following lemma helps to lead to contradictions in subsequent results. In particular, it reveals that, under these conditions, a corresponding dual variable tends to infinity. To prove part (ii), let us assume, without loss of generality, that k ∈ C f for all k ∈ I. It then follows that k ∈ I t for all k ∈ I, since otherwise it would follow that t k ← 0, which by (15a) means k ∈ V, a contradiction to k ∈ C f . Thus,
Next, we claim that the condition in Step 12 of Algorithm 2 can hold true for at most one iteration. If it never holds true, then there is nothing left to prove. Otherwise, let k c ∈ I be the first index for which the condition holds true. The structure of Algorithm 2 (see Step 13) and (28) 
Considering these inequalities and
This fact implies the existence of a positive threshold δ 
Since the normal step subproblem trust region radius is only decreased when k ∈ C v , we will complete the proof by showing a lower bound on δ
Step 24 of Algorithm 3 is reached, then
where the last inequality follows since k ∈ I means g v k ≥ ǫ. If Step 27 is reached, then the algorithm chooses Proof. Lemma 19, g v k > ǫ for all k ∈ I, Lemma 14(i), and Lemma 4(i) imply the existence of n min ∈ (0, ∞) such that n k ≥ n min for all k ∈ I, i.e., (30) g v k > ǫ and n k ≥ n min > 0 for all k ∈ I.
In order to reach a contradiction to the first desired conclusion, suppose that |S v | = ∞. For any k ∈ S v , it follows from Lemma 7, Lemma 5(ii), and (14b) that
By Lemma 6, 0 < v
, which together with (31) shows that { n k } k∈S v → 0, contradicting (30) . This proves that |S v | < ∞. Now, in order to reach a contradiction to the second desired conclusion, suppose that |S f | = ∞. Since |S v | < ∞, we can assume without loss of generality that S = S f . This means that the sequence {f k } is monotonically nonincreasing. Combining this with the fact that {f k } is bounded below under Assumptions 1 and 2, it follows that {f k } → f low for some f low ∈ (−∞, ∞) and {f k − f k+1 } → 0. Using these facts, the inequality ρ f k ≥ κ ρ for all k ∈ S f , and
This, in turn, implies that { n k } k∈S f → 0 because of Lemma 5(ii) and (14b), which contradicts (30) . Hence, |S f | < ∞.
We are now prepared to prove that Algorithm 1 terminates finitely.
Theorem 21. Algorithm 1 terminates finitely, i.e., |I| < ∞.
Proof. Suppose by contradiction that |I| = ∞. Let us consider two cases. (15) holds for all k ∈ I; in particular, from (15a) it means that t k = 0 for all k ∈ I. Now, from |V| < ∞, |S| < ∞, and Lemma 17(ii), it follows that {δ f k } → 0, which by (10) yields {δ s k } → 0. It then follows from Step 21 of Algorithm 1 and F = I that {n k } → 0, which contradicts our previous conclusion that n k = n 0 = 0 for all k ∈ I.
3.2. Complexity analysis for phase 1. Our goal in this subsection is to prove an upper bound on the total number of iterations required until phase 1 terminates, i.e., until the algorithm reaches k ∈ N such that g v k ≤ ǫ. To prove such a bound, we require the following additional assumption. Our first result in this subsection can be seen as a similar conclusion to that given by Lemma 16, but with this additional assumption in hand.
Lemma 23. For all k ∈ I, if the trial step s k and dual variable λ v k satisfy
From this, (24b), and (6b), one deduces that
From Lemma 5(i), (32) , and (6c), it follows that n k = δ v k , which along with (10) means that
From here, by Steps 13 and 15 of Algorithm 1 and under (32) , the result follows.
The next lemma reveals upper and lower bounds for an important ratio that will hold during the iteration immediately following a V-iteration contraction.
Lemma 24. For all k ∈ C v , it follows that
Proof. The result follows using the same logic as the proof of [15, Lemma 3.17 ]. In particular, there are four cases to consider. 
where V k is an orthonormal matrix of eigenvectors and Ξ
From orthonormality of V k and Steps 20-22 of Algorithm 3, it follows that
Case 2. Suppose that Step 27 of Algorithm 3 is reached. Then, δ
Step 26 of Algorithm 3, meaning that
The other two cases that may occur correspond to situations in which the condition in Step 
where the latter inequality follows since
, which, in turn, implies by standard trust region theory that n(λ v ) < n k . Let us now consider the cases. 
where the last inequality follows from the condition in Step 31 in Algorithm 3. Case 4. Suppose that
Step 34 of Algorithm 3 is reached, so δ v k+1 = γ c n k . According to standard trust region theory, since n(
Hence, with (36), it follows that
The result follows since we have obtained the desired inequalities in all cases. Now, we prove that the sequence {σ 
From the fact that λ v k ≥ σ n k , Lemma 5(i), (6c), and (10), it follows that
Step 29 of Algorithm 1 and Lemma 24, one finds
Combining the results of these cases gives the desired conclusion.
We now give a lower-bound for the norm of some types of successful steps.
It follows from (6a), the Mean Value Theorem, the fact that s k = n k + t k , Assumption 22, Lemma 5(ii), and (14c) that there exists a vector
Combining this with (38), Lemma 5(ii), (14b), and Lemma 25, it follows that
which gives the desired result.
We now give an iteration complexity result for a subset of successful iterations.
Lemma 27. For any ǫ ∈ (0, ∞), the total number of elements in
Proof. From Lemma 7 and Lemma 26, it follows that, for all k ∈ K(ǫ) ⊆ I,
In addition, since |K(ǫ)| < ∞ follows by Theorem 21, the reduction in v max k obtained up to the largest index in K(ǫ), call it k(ǫ), satisfies
Rearranging this inequality to yield an upper bound for |K(ǫ)| and using the fact that v max k ≥ 0 for all k ∈ I (see Lemma 6), the desired result follows.
In order to bound the total number of successful iterations in I, we also need an upper bound for the cardinality of S v ∆ . This is the subject of our next lemma. Lemma 28. The cardinality of the set S v ∆ is bounded above by
Proof. For all k ∈ S v ∆ ⊆ S, it follows from Lemma 7, Lemma 5(ii), (14b), and Lemma 10(ii) that the decrease in the trust funnel radius satisfies
Now, using the fact that {v max k } is bounded below by zero (see Lemma 6) , one finds
Having now provided upper bounds for the numbers of successful iterations, we need to bound the number of unsuccessful iterations in I. To this end, first we prove that a critical ratio increases by at least a constant factor after an iteration in C v .
Proof. The proof follows the same logic as in [15, Lemma 3.23] . In particular, since k ∈ C v and, with Lemma 5(i), it follows that λ 
Case 2. Suppose that
Step 34 of Algorithm 3 is reached, meaning that n(λ
The result now follows from the conclusions of these two cases.
We are now able to provide an upper bound on the number of unsuccessful iterations in C v that may occur between any two successful iterations. 
Step 2 of Algorithm 3, and the fact that (n k+1 , λ
The result follows trivially if |I S∪V (k)| ≤ 1. Therefore, for the remainder of the proof, let us assume that |I S∪V (k)| ≥ 2. It follows from Lemma 34, k + 1 ∈ C f , and k + 2 ∈ C f ⊆ F (meaning that t k+2 = 0 and (k + 2) ∈ I t ) that σ ≤ λ f k+2
/ s k+2 . Combining this inequality with Lemma 32, Lemma 33, the fact that and (k S∪V (k) − 1) ∈ C f to get
The desired result now follows since
We have now arrived at our complexity result for phase 1.
Theorem 36. For a scalar ǫ ∈ (0, ∞), the cardinality of I is at most
where Lemmas 27, 28, 30 , and 35, respectively. Consequently, for anyǭ ∈ (0, ∞), it follows that K(ǫ) = O(ǫ −3/2 ) for all ǫ ∈ (0,ǭ).
Proof. Without loss of generality, let us assume that at least one iteration is performed. Then, Lemmas 27 and 28 guarantee that at most K σ (ǫ) + K If the constraint Jacobians encountered by the algorithm are not rank deficient (and do not tend toward rank deficiency), then the following corollary gives a similar result as that above, but for an infeasibility measure.
Corollary 37. Suppose that, for all k ∈ N, the constraint Jacobian J k has full row rank with singular values bounded below by ζ min ∈ (0, ∞). Then, for ǫ ∈ (0, ∞), the cardinality of I c := {k ∈ N : c k > ǫ/ζ min }, is at most K(ǫ) defined in (48). Consequently, for anyǭ ∈ (0, ∞), the cardinality of I c is O(ǫ −3/2 ) for all ǫ ∈ (0,ǭ).
Proof. Under the stated conditions, g
, the result follows from Theorem 36. 4. Phase 2: Obtaining Optimality. A complete algorithm for solving problem (1) proceeds as follows. The phase 1 method, Algorithm 1, is run until either an approximate feasible point or approximate infeasible stationary point is found, i.e., for some (ǫ f eas , ǫ inf ) ∈ (0, ∞) × (0, ∞), the method is run until, for some k ∈ N,
If phase 1 terminates with (49a) failing to hold and (49b) holding, then the entire algorithm is terminated with a declaration of having found an infeasible (approximately) stationary point. Otherwise, if (49a) holds, then a phase 2 method is run that maintains at least ǫ f eas -feasibility while seeking optimality.
With this idea in mind, how should the termination tolerance ǫ in Algorithm 1 be set so that (49) is achieved within at most O(ǫ −3/2 ) iterations, as is guaranteed by the analysis in the previous section? Given (ǫ f eas , ǫ inf ) ∈ (0, ∞) × (0, ∞), we claim that Algorithm 1 should be employed with ǫ = ǫ f eas ǫ inf . Indeed, with this choice, if the final point produced by phase 1, call it x k , does not yield (49a), then it must satisfy g v k ≡ J T k c k / c k ≤ ǫ/ǫ f eas = ǫ inf , which is exactly (49b). There are various options for phase 2, three of which are worth mentioning.
• Respecting the current state-of-the-art nonlinear optimization methods, one can run a trust funnel method such as that in [21] . One can even run such a method with the initial trust funnel radius for v(x) = so that ǫ f eas -feasibility will be maintained as optimality is sought. We do not claim worst-case iteration complexity guarantees for such a method, though empirical evidence suggests that such a method would perform well. This is the type of approach for which experimental results are provided in §5.
• With an eye toward attaining good complexity properties, one can run the objective-target-following approach proposed as [8, Alg. 4.1, Phase 2]. This approach essentially applies an arc algorithm for unconstrained optimization [4, 5] (see also the previous work in [22, 28, 32] ) to minimize the residual function Φ :
In iteration k ∈ N, the subsequent iterate x k+1 is computed to reduce Φ(·, t k ) as in arc while the subsequent target t k+1 is chosen to ensure, amongst other relationships, that t k+1 ≤ t k and |f k − t k | ≤ ǫ f eas for all k ∈ N, where it is assumed that ǫ f eas ∈ (0, 1). In [8] , it is shown that, for the phase 2 algorithm with ǫ ∈ (0, ǫ
f eas ], the number of iterations required to generate a primal iterate x k satisfying (49a) and either the relative KKT error condition
or the constraint violation stationarity condition
f eas ). This should be viewed in two ways. First, if ǫ = ǫ 2/3 f eas , then the overall complexity is O(ǫ −3/2 f eas ), though of course this corresponds to a looser tolerance on the relative KKT error than on feasibility. Second, if ǫ = ǫ f eas (so that the two tolerances are equal), then the overall complexity is O(ǫ −2 f eas ). We claim that an approach based on trace [15] (instead of arc) could instead be employed yielding the same worst-case iteration complexity properties; see Appendix A.
• Finally, let us point out that in cases that c is affine, one could run an optimization method, such as the arc method from [4, 5] or the trace method from [15] , where steps toward reducing the objective function are restricted to the null space of the constraint Jacobian. For such a reduced-space method, ǫ f eas -feasibility will be maintained while the analyses in [4, 5, 15] guarantee that the number of iterations required to reduce the norm of the reduced gradient below a given tolerance ǫ opt ∈ (0, ∞) is at most O(ǫ −3/2 opt ). With ǫ = ǫ opt = ǫ f eas , this gives an overall (phase 1 + phase 2) complexity of O(ǫ −3/2 ), which matches the optimal complexity for the unconstrained case.
5. Numerical Experiments. Our goal in this section is to demonstrate that instead of having a phase 1 method that solely seeks (approximate) feasibility (such as in [8] ), it is beneficial to employ a phase 1 method such as ours that simultaneously attempts to reduce the objective function. To show this, a Matlab implementation of our phase 1 method, Algorithm 1, has been written. The implementation has two modes: one following the procedures of Algorithm 1 and one employing the same procedures except that the tangential step t k is set to zero for all k ∈ N so that all iterations are V-iterations. We refer to the former implementation as TF and the latter as TF-V-only. For phase 2 for both methods, following the current state-ofthe-art, we implemented a trust funnel method based on that proposed in [21] with the modification that the normal step computation is never skipped. In both phases 1 and 2, all subproblems are solved to high accuracy using a Matlab implementation of the trust region subproblem solver described as [10, Alg. 7.3.4] , which in large part goes back to the work in [27] . The fact that the normal step computation is never skipped and the subproblems are always solved to high accuracy allows our implementation to ignore so-called "y-iterations" [21] .
Phase 1 in each implementation terminates in iteration k ∈ N if either
whereas Phase 2 terminates in iteration k ∈ N if either the latter pair of conditions above holds or, with y k computed as least squares multipliers for all k ∈ N, if
Input parameters used in the code are stated in Table 1 . The only values that do not appear are κ ρ and γ c . For κ ρ , for simplicity we employed this constant in (15c) and (17) as well as in the step acceptance conditions in Step 2 in Algorithm 2 and Step 2 in Algorithm 3. That said, our convergence analysis is easily adapted to handle different values in these places: our code uses κ ρ = 10 −12 in (15c) and (17) but κ ρ = 10
in the step acceptance conditions. For γ c , our code uses 0.5 in the context of an Fiteration (Algorithm 2) and 10 −2 in the context of a V-iteration (Algorithm 3), where again our analysis easily allows using different constants in these places. Table 1 Input parameters for TF and TF-V-only.
κ n 9e-01 κ st 1e-12 κ p 1e-06 κ δ 1e+02 κ vm 1e-12 κ ntt 1-(2e-12) κ ht 1e+20 γ e 2e+00 κ ntn 1e-12 κ v1 9e-01 κ hs 1e+20 γ λ 2e+00 κ f m 1e-12 κ v2 9e-01 σ 1e-12 σ 1e+20
We ran TF and TF-V-only to solve the equality constrained problems in the CUTEst test set [17] . Among 190 such problems, we removed 78 that had a constant (or null) objective, 13 for which phase 1 of both algorithms terminated immediately at the initial point due to the former condition in (50), three for which both algorithms terminated phase 1 due to the latter pair of conditions in (50) (in each case within one iteration), two on which both algorithms encountered a function evaluation error, and one on which both algorithms failed due to small stepsizes (less than 10 −20 ) in phase 1. We also removed all problems on which neither algorithm terminated within one hour. The remaining set consisted of 33 problems.
The results we obtained are provided in Table 2 . For each problem, we indicate the number of variables (n), number of equality constraints (m), number of V-iterations (#V), number of F-iterations (#F), objective function value at the end of phase 1 (f ), and dual infeasibility value at the end of phase 1 ( g + J T y ). We use time for SPIN2OP for TF-V-only to indicate that it hit the one hour time limit (after 350 phase 1 iterations) without terminating. The results illustrate that, within a comparable number of iterations, our trust funnel algorithm, represented by TF, typically yields better final points from phase 1. This can be seen in the fact that the objective at the end of phase 1, dual infeasibility at the end of phase 1, and the number of iterations required in phase 2 are all typically smaller for TF than they are for TF-V-only. Note that for some problems, such as BT1, TF only performs V-iterations in phase 1, yet yields a better final point than does TF-V-only; this occurs since the phase 1 iterations in TF may involve nonzero tangential steps.
6.
Conclusion. An algorithm has been proposed for solving equality constrained optimization problems. Following the work in [8] , but based on trust funnel and trust region ideas from [15, 21] , the algorithm represents a next step toward the design of practical methods for solving constrained optimization problems that offer strong worst-case iteration complexity properties. In particular, the algorithm involves two phases, the first seeking (approximate) feasibility and the second seeking optimality, where a key contribution is the fact that improvement in the objective function is sought in both phases. If a phase 2 method such as that proposed in [8] is employed, then the overall algorithm attains the same complexity properties as the method in [8] . The results of numerical experiments show that the proposed method benefits by respecting the objective function in both phases.
Algorithm 4 trace Algorithm for Phase 2
Require: termination tolerance ǫ ∈ (0, ∞) and x0 ∈ R N with c0 ≤ ǫ f eas ∈ (0, ∞) set t0 ← f0 − ǫ 2 f eas − c0 2
3:
for k ∈ N do 4:
perform one iteration of trace toward minimizing Φ(x, t k ) to compute s k
5:
if s k is an acceptable step then 6: set x k+1 ← x k + s k (and other quantities following trace) 7: if r(x k+1 , t k ) = 0 and ∇xΦ(x k+1 , t k ) ≤ ǫ r(x k+1 , t k ) then 8:
else 10:
set t k+1 ← f (x k+1 ) − r(x k , t k ) 2 − r(x k+1 , t k ) 2 + (f (x k+1 ) − t k ) set x k+1 ← x k (and other quantities following trace)
13:
set t k+1 ← t k
In the next lemma, we recall a critical result from [15] , arguing that it remains true for Algorithm 4 under our assumptions about the problem functions.
Lemma 40. Let {σ k } be generated as in trace [15] . Then, there exists a scalar constant σ max ∈ (0, ∞) such that σ k ≤ σ max for all k ∈ N.
Proof. The result follows in a similar manner as [15, Lem. 3.18] . Here, similar to [8, §5] , it is important to note that Assumption 38 ensures that Φ and its first and second derivatives are globally Lipschitz continuous on a path defined by the phase 2 iterates. This ensures that results of the kind given as [15, hold true, which are necessary for proving [15, Lem. 3.18] .
We now argue that the number of iterations taken for any fixed value of the target for the objective function is bounded above by a positive constant.
Lemma 41. The number of iterations required before the first accepted step or between two successive accepted steps with a fixed target t is bounded above by
where the constants γ λ ∈ (0, ∞), γ c ∈ (0, 1), are σ ∈ (0, ∞) are parameters used by trace (see [15, Alg. 1] ) that are independent of k and satisfy σ ≤ σ max .
Proof. The properties of trace corresponding to so-called contraction and expansion iterations all hold for Algorithm 4 for sequences of iterations in which a target value is held fixed. Therefore, the result follows by [15, Lem. 3.22 and Lem. 3.24] , which combined show that the maximum number of iterations of interest is equal to the maximum number of contractions that may occur plus one.
The next lemma merely states a fundamental property of trace.
Lemma 42. Let H Φ ∈ (0, ∞) be the Lipschitz constant for the Hessian function of Φ along the path of phase 2 iterates and let η ∈ (0, 1) be the acceptance constant from trace. Then, for x k+1 following an accepted step s k , it follows that Φ(x k , t k ) − Φ(x k+1 , t k ) ≥ η(H Φ + σ max ) −3/2 ∇ x Φ(x k+1 , t k ) 3/2 .
(52b), Lemma 45, Step 2, it follows that From (60) and Lemma 41, the desired result follows.
