Abstract: Parsing for mildly context-sensitive language formalisms is an important area within natural language processing. While the complexity of the parsing problem for some such formalisms is known to be polynomial, this is not the case for all of them. This article presents a series of results regarding the complexity of parsing for linear context-free rewriting systems and deterministic tree-walking transducers. We discuss the difference between uniform and nonuniform complexity measures and how parameterized complexity theory can be used to investigate how different aspects of the formalisms influence how hard the parsing problem is. The main results we survey are all hardness results and indicate that parsing is hard even for relatively small values of parameters such as rank and fan-out in a rewriting system.
Introduction
Context-free and context-sensitive grammars were introduced in the 1950s by Noam Chomsky, as possible formalisms for describing the structure of natural languages; see, e.g., [1] . Context-free grammars (CFG for short), in particular, have been very successful, both when it comes to natural language modelling and, perhaps to an even larger degree, the description of the syntax of programming languages.
During the sixty years since their introduction, it has become clear that context-free grammars, though immensely useful in many applications, also have certain limitations in their ability to formalize natural language grammar. As an example, they are unable to model the cross-serial dependencies that appear in some languages and that are archetypically captured by the copy language L copy over an alphabet Σ defined by L copy = {ww | w ∈ Σ * } An example of this phenomenon in English is the construction used together with "respectively":
Cats, rabbits, dogs, and monkeys like fish, carrots, bones, and bananas, respectively.
Context-sensitive grammars, on the other hand, are able to model these and many other natural language constructions that go beyond the context-free languages. The drawback of using them for natural language processing is the computational complexity of their associated decision problems. It is well known that the membership problems (and thus parsing) for context-sensitive languages are equivalent to the acceptance problems for linear-bounded nondeterministic Turing machines. The emptiness problem for context-sensitive grammars is undecidable; see, e.g., [2] .
For these reasons, Aravind Joshi suggested the concept of mildly context-sensitive languages in 1985. The idea was to capture the full richness of natural language syntax and still have a computationally tractable formalism. Mildly context-sensitive formalisms should extend the context-free languages to include relevant natural language features, while preserving constant growth and polynomial time parsing. Joshi himself suggested tree-adjoining grammars (TAGs) as a suitable formalism [3] . Other suggested formalisms, such as Linear Indexed Grammars (LIG), Combinatory Categorial Grammars (CCG), and Head Grammars (HG) have been shown to be expressively equivalent to TAGs [4] . (The equivalence holds for the CCG version used in [4] , but not for all CCG definitions that are currently used; see, e.g., [5] .)
There were, however, still some linguistic constructions that TAGs could not fully model. (This has to do with the locality of dependencies in TAGSs; for details, see, e.g., [6] .) This led to other formalisms being suggested during the late 1980s, notably multi-component TAGs [7] , linear context-free rewriting systems (LCFRSs) [8] , and the very similar multiple context-free grammars [9] .
Already in 1971, Aho and Ullman had introduced deterministic tree-walking transducers (DTWTs). Their goal was to characterize transformations over context-free grammars [10] . It was later shown that these transducers produce the same class of output languages as a kind of context-free hypergraph grammar [11, 12] . In 1992, rather surprisingly, Weir showed that they also produce the same class of languages as LCFRSs [13] . That put DTWTs in the running as a candidate formalism for representing mildly context-sensitive languages.
Uniform and Nonuniform Membership Complexity
In formal language theory, three of the fundamental concepts are languages, language formalisms, and language classes. By a language formalism we mean a class of language representations. Examples of language formalisms are deterministic finite automata, regular expressions, CFGs, LCFRSs, etc. Each formalism also gives rise to a language class, i.e., the class of all languages that can be represented by the formalism. For both deterministic finite automata and regular expressions this class is the regular languages. For CFGs, it is the context-free languages.
The difference between the uniform and the nonuniform complexity of a formal language membership problem for a certain formalism is whether we consider the language description as part of the input or not. In the uniform case we do, but in the nonuniform case we do not. Definition 1. Let L be a formal language over alphabet Σ. The membership problem for L is the following:
The above definition coincides with the complexity-theoretical concept of a decision problem. When we talk about the nonuniform complexity for a formalism, we are actually referring to a whole class of decision problems-one for each language in the corresponding language class.
In the uniform case, however, we consider the actual language representation as a part of the input. This means that when we talk about the uniform complexity for a formalism, we are only referring to a single decision problem: Definition 2. Let F be a language formalism. The uniform membership problem for F is the following:
• Input: A language representation R ∈ F and a string w.
It may seem strange to talk about the nonuniform complexity, but there are actually a number of fields in computer science where we come across similar notions. In database theory, we often use the notions of query complexity, data complexity and combined complexity. Here, the query complexity and the data complexity describe how the difficulty of evaluating a query over a database grows with the size of the query and the database, respectively. They are both nonuniform complexity measures. The combined complexity, that takes both the query and the database into account, is a uniform measure. Similarly, in model checking, we can talk about the formula complexity, the model complexity and the combined complexity. We know that model checking for linear temporal logic (LTL) over Kripke structures is linear in the size of the model, but exponential in the size of the formula. For a formula φ and a model M, the complexity of the best known algorithms is 2 O(|φ|) · O(|M|).
In formal languages, we often say things like "the membership problem for nondeterministic finite automata is linear". In the terminology presented above, this is not entirely correct. It would be more appropriate to say that the nonuniform membership problem for regular languages is linear or that the uniform membership problem for nondeterministic finite automata is linear in the size of the input string.
It is crucially important for what follows that when we say that the nonuniform membership problem for a formalism is solvable in polynomial time, this only means that for each language that can be represented by the formalism, the corresponding membership problem is polynomial. It does not mean that there is one single polynomial that bounds the amount of time it takes to solve the membership problems for all the languages the formalism can represent.
Linear Context-Free Rewriting Systems
Linear context-free rewriting systems, just like CFGs, have nonterminals, including a special starting nonterminal, terminals, and context-free rules. The difference is that the languages produced by the nonterminals are languages of tuples of strings, rather than just strings. Each nonterminal is assigned a fan-out that determines the arity of the tuples it produces. For instance, a nonterminal with fan-out 1 produces strings, one with fan-out two produces 2-tuples of strings, one with fan-out three produces 3-tuples of strings, etc. The rules are equipped with linear regular functions that govern how the tuples produced by the nonterminals on the right hand side can be combined. Such a function takes a number of tuples of strings as input and rearranges the components of the tuples into one tuple of strings. (Actually, the functions of the rules can also add terminal strings to the tuples produced by the nonterminals on the right hand side.)
As an example, consider a rule
where A and C have fan-out two, B has fan-out 3, and ϕ is the linear regular function of the rule. Then ϕ rearranges the three elements of the tuple produced by B and the two elements of the tuple produced by C into a 2-tuple produced by A. For concreteness, assume that ϕ is defined by
If the tuple (co, ter, ence) can be derived from B and (mpu, sci) can be derived from C, this means that the tuple (computer, science) can be derived from A. A derivation of this kind is illustrated in Figure 1 .
The fan-out of an LCFRS is the maximal fan-out of any nonterminal in the system. An LCFRS with fan-out one is equivalent to a CFG. Since every nonterminal produces strings (rather than tuples of strings), the linear regular functions can only rearrange the strings produced by the nonterminals on the right-hand side. Such rearrangements can be simulated in a CFG by ordering the nonterminals on the right-hand sides of rules appropriately.
The rank of a rule is the number of nonterminals on the right hand side. The rank of an LCFRS is the maximal rank of any rule in the system. In the terminology of Satta [14] , the fan-out is a measure of the synchronized parallelism in an LCFRS, while the rank is a measure of the independent parallelism. This is because the elements of a tuple derived from a nonterminal are not independent of each other, while the tuples derived from two different nonterminals on the right hand side of a rule are.
For i ∈ N, we write i-LCFRS for the class of all LCFRSs of rank at most i and LCFRS(i) for the class of all LCFRSs of fan-out at most i. We also write i-LCFRS(j) for i-LCFRS∩LCFRS(j). 
Previous Results
We are now equipped to take a closer look at the complexity of parsing for mildly context-sensitive languages. While the formalisms described above differ in how much they can express, the classes of languages they define all fulfill the following criteria for mild context-sensitivity, suggested by Joshi.
1.
They extend the context-free languages. 2.
They have the constant growth property, i.e., the difference in length between a word and the next shorter word is bounded by a constant. (Formally, a language L has the constant growth property if there is a constant c such that for every string u ∈ L, if the length |u| of u is larger than c, then there is a string v ∈ L such that |u| > |v| and |u| − |v| ≤ c.) 3.
They can be parsed in polynomial time.
Here, it is the polynomial time parsing that interests us in particular. The fact is that while the nonuniform membership problem associated with any of the formalisms is solvable in polynomial time, the uniform membership problem is only known to be polynomial for some of the formalisms.
For TAGs and similar formalisms, the uniform membership problem is solvable in polynomial time. Concretely, there are algorithms that run in time O(n 6 · p(|G|)), where n is the size of the input string, p is a polynomial and |G| is the size of the grammar. For LCFRSs, the situation is different. The best known algorithms for their uniform membership problem have a running time of Θ(|G| · n f ·(r+1) ), where G is the grammar, n again the length of the string, and f and r are the fan-out and rank of the grammar, respectively [9, 15, 16] . For an excellent overview of the available algorithms for parsing mildly context-sensitive languages, see the book by Kallmeyer [17] .
In fact, the uniform membership problem for LCFRSs is PSPACE-complete even if the rank is fixed to 1 (1-LCFRS) [18] and NP-hard even if the fan-out is fixed to 2 (LCFRS(2)) [19] . This shows that parsing for such grammars is a far from trivial problem.
Since the languages generated by DTWTs are the same as those generated by LCFRSs, we know that each such language has a polynomial time nonuniform membership problem. Not much has been written, however, about the uniform membership problem for DTWTs. It is rather easy to show that it is in fact EXPTIME-complete. Membership follows by standard automata-theoretic techniques. For the hardness result, it is already known that the emptiness problem for deterministic tree-walking automata is EXPTIME-hard; see, e.g., [20] . The only remaining step is to argue that a small technical difference in the definition of the transducer part of DTWTs and tree-walking automata can be overcome by an encoding trick.
Parameterized Complexity
We begin this section by recalling the most fundamental notions of parameterized complexity theory. A complete treatment can be found in the monographs by Downey and Fellows [21] or Flum and Grohe [22] .
A parameterized problem over alphabet Σ is a language L ⊆ Σ * × N. Given an instance (x, k), we say that k is the parameter and |x| is the instance size. Let A be an algorithm for the parameterized problem L. We say that A is fixed-parameter tractable if the follwing conditions hold. There is a computable function f and a polynomial p such that A, given an instance (x, k) ∈ Σ * × N, halts in time f (k) · p(|x|) and decides whether (x, k) ∈ L. We say that the problem L is fixed-parameter tractable if there is a fixed-parameter tractable algorithm for L. The class FTP consists of all parameterized problems that are fixed-parameter tractable.
A parameterized reduction is, intuitively, a reduction from one parameterized problem to another that runs in fixed-parameter tractable time and such that the parameter in the output only depends on the parameter in the input.
R(x, k) can be computed in time f (k) · p(|x|), where f is computable and p is a polynomial, and 3.
there is a computable function g such that for
We will sometimes consider more than one parameter. In this case, we actually use the sum of their values as a single parameter.
The most well known hierarchy in parameterized complexity is the following.
The only one of these inclusions that is known to be strict is FPT XP [21] . XP is the class of all parameterized problems that are "slicewise polynomial", i.e., those that can be decided in time |x| f (k) , for some computable function f .
The Parameterized Complexity of LCFRS Membership
We now summarize the results we have obtained concerning the parameterized complexity of the uniform membership problem for LCFRS and related formalisms.
Recall that the complexity of the best known algorithms for LCFRS parsing is Θ(|G| · n f ·(r+1) ) where f is the fan-out and r the rank. The main idea of our investigation was to find out whether the fan-out and rank have to end up in the exponent of n (the length of the input string). Imagine, for example, that we could achieve a complexity like 2 O( f ·r) · O(|G| · n c ), for some constant c. If f and r were considered parameters, this would be fixed-parameter tractable. The complexity would still be exponential in f and r, but consider what happens to the polynomial that describes the dependency on n. Instead of f and r determining the rank of this polynomial, they would only determine the coefficient. This would be a substantial improvement. We therefore set out to investigate what happens if we treat the fan-out, the rank, or both as parameters. In particular, we wanted to know if it was possible to achieve fixed-parameter tractability. The fan-out and rank are also a natural choice for parameters from a linguistic point of view, since they can be kept small in most linguistic applications; see, e.g., [23] .
Unfortunately, the answers we got were negative. We proved hardness for presumably intractable complexity classes, showing that the rank and fan-out probably do have to go into the exponent of n.
For our first result, we fixed the rank to 1 and treated the fan-out as a parameter.
Theorem 1 ([24]
). The uniform membership problem for 1-LCFRS, where the fan-out is the parameter, is W[SAT]-hard.
We proved this result by reduction from the Weighted Monotone Satisfiability problem, which is known to be W[SAT]-complete [21, 25, 26] . A monotone Boolean formula is a formula built up from only variables, conjunctions, and disjunctions. In particular, there are no negations. In the Weighted Monotone Satisfiability problem, we are given a pair (ϕ, k), where ϕ is a monotone Boolean formula and k is an integer. The question is whether ϕ has a satisfying assignment with weight exactly k, i.e., one that sets exactly k variables to true. In the parameterized version, the parameter is k.
In the reduction, the input string represents an encoding of the variables of the formula we reduce from. The structure of the formula is encoded into the rules. The grammar then "guesses" k variables to be set to true by partitioning the input string into 2k + 1 sections. It can use its encoded knowledge of the formula to verify that the guessed assignment indeed satisfies the formula. This shows off the general ability of an LCFRS with fan-out k to guess k items by partitioning the input string, allowing for many reductions from problems of the kind "is there a subset of size k with a certain property".
Interestingly, though, we were not able to find a reduction from any W[P]-hard problem of this kind. Here, we did not manage to find a way of encoding the verification step into an LCFRS. As an example, we can mention the Minimum Axiom Set problem. Here, we are given a set S, a relation R of pairs (A, s), where A ⊆ S and s ∈ S, and an integer k. The question is whether there is a subset C ⊆ S of size k from which we can "generate" all of S using R. This problem is W[P]-complete [25] . Here, as above, it is not too difficult to simulate the "guessing" of the subset C. The problem is how to simulate the verification step, i.e., checking whether C generates all of S, in an LCFRS membership problem where the fan-out only depends on k. Since the generation chains can be linear in the size of S, it seems that the simulation needs a way of "remembering" what subset of S has been generated so far. We were unable to construct a solution for this. This does, of course, not mean that it is impossible to do so.
We have not been able to provide any parameterized upper bound for the problem, besides the trivial XP membership. This difficulty may be explained by a conjecture of Pietrzak [27] , stating that if a problem has a certain property, that Pietrzak calls additive, then it is either fixed-parameter tractable or does not belong to W [P] . Simply put, a parameterized problem is additive if, whenever we have a number of instances I 1 , . . . , I n , all with the same parameter value k, we can in polynomial time compute an instance I, also with parameter value k, such that I is a yes-instance if and only if I 1 , . . . , I n are all yes-instances. We do not know if 1-LCFRS membership, parameterized by the fan-out, is additive. We can, however, prove that 2-LCFRS membership, parameterized by the fan-out, is. This means that if Pietrzak's conjecture holds and the W-hierarchy does not collapse, then 2-LCFRS membership, parameterized by the fan-out, cannot belong to W[P].
For our second result, we fixed the fan-out to 2 (remember that an LCFRS with fan-out 1 is a CFG) and treated the rank as parameter.
Theorem 2 ([24]
). The uniform membership problem for LCFRS (2) , where the rank is the parameter,
The reduction is from k-Clique and illustrates the ability of LCFRS to transfer and compare information from different parts of the input string. Concretely, the grammar encodes the structure of the graph. Unlike the reduction for Theorem 1 above, where k items are guessed by having one nonterminal with large fan-out selecting parts of the input string, we now use k nonterminals, each with fan-out 2, to each select, as the first component of their tuples, one of the k vertices to be included in the clique. The second component is used for bookkeeping and verification, using a scheme that is similar to the one utilized by Satta in his proof that the membership problem for LCFRS(2) is NP-hard [19] .
Given the negative results reported above, we tried yet another parameterization, hoping to achieve fixed-parameter tractability. In a "short derivation" membership problem for a grammar, we are given an integer k as additional input. The question is whether the grammar can generate the input string by a derivation that has length at most k. The length of a derivation is the number of rule applications it uses. This time we used rank, fan-out, and derivation length as parameters. Unfortunately, the problem remains W[1]-hard: Theorem 3 ( [24] ). The uniform short derivation membership problem, where rank, fan-out, and derivation length are parameters, is W[1]-hard.
By polynomial time reductions, all the results above immediately transfer to multiple context-free grammars, multi-component TAGs, and string-producing hyperedge replacement grammars. We discovered, however, that the situation for DTWTs is a little bit different.
A DTWT is a regular tree-grammar G together with a deterministic tree-walking transducer T. The system is said to produce a string s if there is a tree t produced by G such that when running T on t, it accepts and outputs s. As mentioned above the emptiness problem for DTWTs is hard (EXPTIME-complete). Since the emptiness problem for LCFRSs is polynomial and P = EXPTIME, this allows us to conclude that there is no polynomial time procedure for transforming DTWTs into language equivalent LCFRSs. It also turned out to allow us to show a stronger parameterized complexity result for this formalism.
Theorem 4 ([28]
). Deciding whether a DTWT accepts the empty string, parameterized by the crossing number, is XP-hard.
The crossing number of a DTWT is the maximal number of times the tree-transducer enters any subtree of a tree produced by the regular tree grammar. It corresponds to the fan-out of an LCFRS.
It is interesting that the result holds already for the empty string. This shows that for DTWTs, membership is as hard as emptiness. On the positive side, using an algorithm by Weir for converting a DTWT into a language-equivalent LCFRS [13] , we could show the following tractability result, using a parameter that is very easy to compute.
Theorem 5 ([28]
). The emptiness problem for DTWT, parameterized by the number of states of the transducer, is fixed-parameter tractable.
Future work
There are still a number of questions that remain unanswered. In particular, we have not yet achieved any completeness results for the uniform LCFRS membership problem, whether we parameterize by rank, fan-out, or both. The only known upper bound is the trivial XP membership.
Another interesting question is, of course, if there is some completely different parameterization that makes sense and gives a more uplifting complexity analysis.
