We propose and study generalizations to the well-known problem of polyline simplification. Instead of a single polyline, we are given a set of polylines possibly sharing some line segments and bend points. The simplification of those shared parts has to be consistent among the polylines. We consider two optimization goals: either minimizing the number of line segments or minimizing the number of bend points in the simplification. By reduction from Minimum-Independent-Dominating-Set, we show that both of these optimization problems are NP-hard to approximate within a factor n 1 3 −ε for any ε > 0 where n is the number of bend points in the polyline bundle. Moreover, we outline that both problems remain NP-hard even if the input is planar. On the positive side, we give a polynomial-size integer linear program and show fixed-parameter tractability in the number of shared bend points.
Introduction
Visualization of geographical information is a task of high practical relevance, e.g., for the creation of online maps. Such maps are most helpful if the information is neatly displayed and can be grasped quickly and unambiguously. This means that the full data often needs to be filtered and abstracted. Many important elements in maps like borders, streets, rivers, or trajectories are displayed as polylines (also known as polygonal chains). For such a polyline, a simplification is supposed to be as sparse as possible and as close to the original as necessary. A simplified polyline is constructed by a subset of bend points of the original polyline such that the (local) distance to the original polyline does not exceed a specifiable value according to a given distance measure, e.g., the Hausdorff distance [10] or the Fréchet distance [1] . The first such algorithm, which is still of high practical importance, was proposed by Ramer [14] and by Douglas and Peucker [5] . Hershberger and Snoeyink [12] proposed an implementation of this algorithm that runs in O(n log n) time, where n is the number of bend points in the polyline. It is a heuristic algorithm as it does not guarantee optimality (or something close to it) in terms of retained bend points. An optimal algorithm in this sense was first proposed by Imai and Iri [13] . Chan and Chin [4] improved the running time of this algorithm to O(n 2 ).
From a Single Polyline to a Bundle of Polylines
On a map, there are usually multiple polylines to display. Such polylines may share bend points (bends) and line segments between bends (segments) sectionwise. We call them a bundle of polylines. For example, when considering (GPS) trajectories like car-routes, different trajectories may partially share segments and bends when cars have been on the same roads. Another example is a schematic map of a public transport network. Bus lines are the polylines and the bends are the stations. In the city center, there are many different bus lines at the same stations that fan out when going to the outer districts, where they possibly share stations with further different bus lines. One might consider simplifying the polylines of a bundle independently. This has some drawbacks, though. On the one hand, the total complexity might even increase when the shared parts are simplified in many different ways; see Figure 1 . On the other hand, it might suggest a misleading picture when we remove common segments and bends of some polylines, but not of all. The viewer might get the wrong impression that the one route has taken some street or passed through some area and the other has not, while in reality both took the same route in this place. Therefore, we require that a bend in a simplification of a bundle of polylines is either kept in all polylines containing it or discarded in all polylines. In Figure 2 , we give an example of a simplification of a bundle of polylines. Natural minimization goals are to minimize either the total number of bends (Min-Bends) or the total number of segments (Min-Segments). Both goals generalize the previously described minimization problem for a single polyline. However, they may differ from each other like in Figure 3 . Therefore, we will study both variants in the paper.
Related Work
Polyline bundles were studied before in different contexts. In [3] , the goal is to interfere a concise graph which represents all trajectories in a given bundle sufficiently well. But this approach primarily aims at retrieving split and merge points of trajectories correctly and does not produce a simplification of each trajectory in the bundle. Methods for map generation based on movement trajectories [11] have a similar scope but explicitly allow to discard outliers and to unify sufficiently similar trajectories, which is not allowed in our setting.
There is also a multitude of polyline simplification problem variants for single polylines which involve additional constraints. One important variant is the computation of the smallest possible simplification of a single polyline which avoids self-intersection. Another practically relevant variant is the consideration of topological constraints. For example, if the polyline represents a country border, important cities within the country should remain on the same side of the polyline after simplification. It was proven that those problem variants are hard to approximate with in a factor n 1 5 −ε [6] . Hence, in practice, they are typically tackled with heuristic approaches [7, 6] . Note that the only allowed inputs to those problem variants are either a single polyline without self-intersections or a set of polylines without self-intersections and without common bends or segments (except for common start or end points). In contrast, we explicitly allow non-planar inputs and polyline bundles in which bends and segments may be shared among multiple polylines. We also remark that the known results on hardness of approximation of these problems heavily rely on the constraint that feasible solutions are still non-intersecting. Since we do not require this, we have to resort to different proof techniques.
Contribution
We introduce two new optimization problems in the context of polyline bundle simplification, which are both generalizations of the classical problem of simplifying a single polyline. Obviously, when simplifying a single polyline, the result is the same if we minimize the number of segments or the number bend points in the simplification. But when considering polyline bundles the outcomes might differ. While the optimal simplification of single polylines can be computed in polynomial time, we show that the same is unfortunately not true for polyline bundle simplification. In particular, we prove that on general polyline bundles, both of our proposed optimization problems are NP-hard to approximate within a factor n 1 3 −ε for any ε > 0 where n is the number of bend points in the polyline bundle. This result applies already to bundles of two polylines, hence excluding an efficient FPT-algorithm depending on this parameter. In addition, we prove that optimal simplification of planar polyline bundles remains an NP-hard problem. While the number of polylines in the bundles is not suitable to obtain an FPT-algorithm, we show that the problem is indeed fixed-parameter tractable in the number of bend points that are shared among the polylines.
Formal Problem Definition
In an instance of the problem Polyline-Bundle-Simplification with goal Min-Bends, we are given a set B = {b 1 , . . . , b n } of n points (bends) in the plane, and a set 
For the goal Min-Segments, the task is-under the same constraints-to find a B * , which is not necessarily of minimum size, such that the total number of line segments induced by B * is minimized. 
Computational Hardness of General Polyline Bundle Simplification
In this section, we describe a polynomial-time reduction from Minimum-IndependentDominating-Set to Polyline-Bundle-Simplification to show NP-hardness and hardness of approximation. The reduction is applicable for the goal Min-Bends as well as for the goal Min-Segments, but we describe it in detail for the former.
In the Minimum-Independent-Dominating-Set problem, we are given a graph G = (V, E), where V is the vertex set and E is the edge set of G. We definen = |V | andm = |E|. The goal is to find a set V * ⊆ V of minimum cardinality that is a dominating set of G as well as an independent set in G. A dominating set contains for each vertex v, v itself or at least one of v's neighbors. An independent set contains for each edge at most one of its endpoints. Halldórsson [9] has shown that Minimum-Independent-DominatingSet, which is also referred to as Minimum-Maximal-Independent-Set, is NP-hard to approximate within a factor of |V | 1−ε for any ε > 0. In his proof, he uses a reduction from SAT to Minimum-Independent-Dominating-Set: from a SAT formula Φ, he constructs a graph such that an algorithm approximating Minimum-Independent-Dominating-Set would decide if Φ is satisfiable. We observe that this reduction is still correct if Φ is a 3-SAT formula. Moreover, we observe that the number of edges in the graph constructed in this reduction by a 3-SAT formula is linear in the number of vertices. Thus, we conclude the following corollary and assume henceforth that we reduce only from sparse graph instances of Minimum-Independent-Dominating-Set, in other words,m ≤ cn for some constant c.
Corollary 1. Minimum-Independent-Dominating-Set on graphs ofn vertices and O(n) edges, i.e., sparse graphs, is NP-hard to approximate within a factor ofn
1−ε for any ε > 0.
The outline of our reduction is as follows and can be seen in Figure 4 . We use three types of gadgets, which are in principle all lengthy zigzag pieces, namely, vertex gadgets to indicate if a vertex is in the set V * or not, edge gadgets to enforce the independent set property, and neighborhood gadgets to enforce the dominating set property.
We will use some δ > 0 as threshold for the maximum distance of a simplified polyline to its original course. We define our gadgets in terms of δ and some γ ≤ δ/(5n 2 ).
Vertex Gadget: For each vertex, we construct a vertex gadget (see Figure 4a ), which we arrange vertically next to each other on a horizontal line in arbitrary order and with some
bends that are possibly shared with edge and neighborhood gadgets are drawn as squares. 2 inner bends. distance x spacing > 8/ √ 31(2n 2 + 1)δ between one and the next vertex gadget. A vertex gadget has 2n + 2 bends arranged in a zigzag course with x-distance 2δ (δ for the first and the last segment) and y-distance 3δ between each two consecutive bends.
Claim 2. In a vertex gadget, there is precisely one shortcut, which starts at the first and ends at the last bend.
Clearly, the line segment from the first to the last bend has distance at most δ to the other bends and segments of the vertex gadget, so this shortcut is valid. Moreover, observe that there is no shortcut starting or ending at any of the inner bends. Thus, either none or all inner bends are skipped. For the interpretation, we say that the corresponding vertex is in V * if and only if we do not skip the inner vertices.
Edge Gadget: For each edge uv, we construct an edge gadget (see Figure 4b ) being a zigzag course with 2n 2 + 4 bends and sharing its second first and second last bend with one of the two corresponding vertex gadgets-the vertex gadgets of u and v. All neighboring bends from the second to the second last are equidistant in x-dimension, while the first and second bend, and the second last and last bend have the same x-coordinate. In y-dimension, the first and the last bend are 2/5δ + γ below the second and second last bend, respectively. The other bends are 3/5δ − γ above the second bend or 3/5δ below the first bend.
Claim 3. In an edge gadget, there are precisely three long shortcuts. These are (i) from the first to the last bend, (ii) from the first to the second last bend, and (iii) from the second to the last bend. Beside these three shortcuts, there are ≤ 4 more shortcuts, which skip only the second and the second last bend (and possibly also the third and third last bend). There is no shortcut not skipping one of the shared bends, i.e., the second or the second last bend.
In Appendix A, we argue that Claim 3 is correct. It follows that not skipping one of the two shared bends is a relatively expensive choice in terms of retained bends. Remember that not skipping one of the shared bends means not taking the shortcut in the corresponding vertex gadget, which means putting the corresponding vertex into V * . So, skipping almost all bends in the edge gadget of uv implies not having u or v in V * , which means respecting the independent set property for the edge uv.
Neighborhood Gadget: For each vertex v, we construct a neighborhood gadget (see Figure 4c) . This gadget shares a bend with every vertex gadget corresponding to a vertex of Adj(v), which is v and the vertices being adjacent to v. These shared bends are on the same height. Claim 4. In a neighborhood gadget, the only shortcuts are (i) the shortcuts skipping only b i for i ∈ {1, . . . , |Adj(v)|} and (ii) the shortcuts starting at the first bend or b i with i ∈ {1, . . . , |Adj(v)|} and ending at the last bend or b j with i < j ∈ {1, . . . , |Adj(v)|}-except for the shortcut starting at the first and ending at the last bend.
In Appendix A, we argue that Claim 4 is correct. Consequently, we can skip almost all bends in a neighborhood gadget if we keep at least one bend of b 1 , . . . , b |Adj(v)| . If we skip all of them, we can skip no other bend. So, to avoid high costs, we must not take the shortcut of the vertex gadget of at least one vertex of Adj(v). This means that we must, for each v ∈ V , add a vertex of Adj(v) to V * , which enforces the dominating set property. Observe that all shared bends are shared between only two polylines-either by a vertex gadget and an edge gadget or by a vertex gadget and a neighborhood gadget. With 2n inner bends, a vertex gadget always provides enough bends that are shared with the edge and neighborhood gadgets because any vertex is contained in at mostn neighborhoods and has at mostn − 1 incident edges. Regarding the size of the constructed Polyline-BundleSimplification instance, we state the following lemma, which we prove in Appendix A. Proof. Assume that there is an approximation algorithm A solving any instance of PolylineBundle-Simplification with goal Min-Bends within a factor of n 1 3 −ε for some constant ε > 0 relative to the optimal solution.
We can transform any instance G = (V, E) of Minimum-Independent-DominatingSet, wheren = |V |,m = |E|, and OP T = |V * |, this is the size of an optimal solution, to an instance L of Polyline-Bundle-Simplification using the reduction described above in this section. Say L has n bends and the size of an optimal solution of L is OP T L .
Regarding an optimal solution of L, we make the following observations. It is always possible to skip all bends of the edge gadgets and the neighborhood gadgets except for the starting and the ending points and possibly some bend points shared with the vertex gadgets. This can be achieved by taking any maximal independent setV in the corresponding graph, which is always also an independent dominating set and taking the shortcuts of the vertex gadgets of the vertices V \V . A solution not skipping 2n 2 bends via a "long" shortcut in an edge or a neighborhood gadget is never less expensive than taking the shortcuts of all vertex gadgets together, where we can skip at mostn · 2n bends. Therefore, any optimal solution has 2 or 3 bends per edge gadget and at mostn + 2 bends per neighborhood gadget. Under this restriction, an optimal solution minimizes the number of kept bends in the vertex gadgets. Since the edge and neighborhood gadgets enforce the independent set property and the dominating set property, the set of vertex gadgets where no shortcut is taken corresponds to a minimum size independent dominating set in G.
Hence, we know the structure of an optimal solution of the obtained instance of PolylineBundle-Simplification in terms ofn,m, OP T , and c from the base instance of MinimumIndependent-Dominating-Set:
Employing A to solve L yields a solution L A . We denote the number of bends in L A by n A and we know that n A ≤ OP T L · n 1 3 −ε for some ε > 0. If all 2n
2 -bend-sequences in all edge and neighborhood gadgets are skipped, we can immediately read an independent and dominating vertex set V ⊆ V from the vertex gadgets where the shortcut is not taken. Otherwise, we replace L A such that it corresponds to any maximal independent set V ⊆ V . As observed before, this step can only lower the number of bends compared to a solution not skipping all 2n
2 -bend-sequences in the edge and neighborhood gadgets. Since we know the structure of an optimal solution, the structure of L A and an upper bound for the approximation ratio of A, we can state that
which we can reformulate as
We can assume that OP T > c + 2 as otherwise we could check all subsets of |V | of size at most c + 2 in polynomial time and we can assume thatn 2ε > 20c as otherwisen would be constant. Beside this, we apply Lemma 5 and obtain
Since we know that it is NP-hard to approximate Minimum-Independent-DominatingSet within a factor ofn 1−ε for any ε > 0, it follows that A cannot be a polynomial time algorithm, unless P = NP. Or in other words, it is NP-hard to approximate PolylineBundle-Simplification with goal Min-Bends within a factor of n 1 3 −ε for any ε > 0.
Note that we can show inapproximability with goal Min-Segments using the same reduction. Our analysis has to be adjusted only slightly because we do not have shared segments (only shared bends) and, for each shortcut skipping k bends, we skip k + 1 segments. Thus, we obtain the following theorem. Currently, we use one polyline per gadget. So, our reduction uses 2n+m polylines. Indeed, we can reduce the number of polylines to two by connecting all vertex gadgets serially by a new segment, which gives us the first polyline, and by connecting all edge and neighborhood gadgets serially by a new segment, which gives us the second polyline. Observe that this never creates new shortcuts for skipping a bend in a vertex gadget or in a neighborhood gadget. Yet, we might create new shortcuts that allow for additionally skipping the first and the last bend of an edge gadget. However, we cannot skip any further bend unless the second or second last bend is skipped, which preserves the functionality of our gadget and the soundness of our analysis. Together with Theorems 6 and 7, this yields following corollaries. We have shown a relatively strong inapproximability bound for the problem PolylineBundle-Simplification. In particular, this means that there is no constant or logarithmic factor approximation algorithm.
Corollary 8. Even for instances of two polylines, Polyline-Bundle-Simplification (with goals Min-Bends and Min-Segments) is NP-hard to approximate within a factor of n

Computational Hardness of Planar Polyline Bundle Simplification
Since Polyline-Bundle-Simplification is NP-hard in general, we consider the special case Planar-Polyline-Bundle-Simplification where instances are planar, this is, there are no two segments intersecting or touching unless they share a common incident bend. Moreover, there are no two segments (partially) overlapping unless they share two common incident bends. In practical applications like on maps, one might typically have (close-to) planar instances or instances that are made planar by inserting common bends to intersection points. We show that this problem is still NP-hard by a polynomial-time reduction from Planar-Maximum-Independent-Set. In the Planar-Maximum-Independent-Set problem, which is known to be NP-complete [8] , we are given a planar graph G = (V, E), where V is the vertex set,n = |V |, and E is the edge set of G. The goal is to find a set V * ⊆ V of maximum cardinality such that for all edges in E, there are not both endpoints in V * . Different from general Maximum-Independent-Set, there is a polynomial-time approximation scheme for Planar-Maximum-Independent-Set [2] . Thus, this reduction does not provide hardness of approximation for Planar-Polyline-Bundle-Simplification. Proof. We reduce from Planar-Maximum-Independent-Set. We compute a planar straight-line drawing Γ of the input graph G in polynomial time. We replace each vertex v by a vertex gadget (defined in Section 3; see Figure 4a ) centered at the position of v and each edge by an edge gadget. Since we consider a maximization problem, we change the interpretation of a vertex gadget such that a vertex is in V * if and only if we take the shortcut of its vertex gadget. The edge gadget in this reduction (see Figure 5 ) is a slightly modified version of the edge gadget from Section 3 (see Figure 4b ). The only difference is that we add a new first and a new last bend. However, we still let the second and the second last bend be shared with the vertex gadgets (instead of the third and the third last bend) because the interpretation of the vertex gadgets has been switched. Thus, only if we take the shortcuts in both incident vertex gadgets, we cannot take a long shortcut in an edge gadget.
Note that we have to choose our δ sufficiently small to ensure that, on the one hand, our gadgets have precisely the intended shortcuts and, on the other hand, the resulting instance of Polyline-Bundle-Simplification is planar. A vertex gadget has height (2n + 1)3δ and an edge gadget must have length at least x spacing > 8/ √ 31(2n 2 + 1)δ. Thus, if d is the smallest distance between two vertices in Γ, we choose δ such that d > (2n + 1)3δ + 8/ √ 31(2n 2 + 1)δ holds. For example, we can choose δ = d/(10n 2 ). We choose the order of the edge gadgets at a vertex gadget according to the order of the incident edges around this vertex in Γ to preserve planarity. Moreover, note that our vertex gadgets are not horizontally aligned, which means that our edge gadgets can be rotated. To avoid overlapping segments between vertex and edge gadgets, we can slightly perturb Γ. To avoid intersecting segments between vertex and edge gadgets, we can add another bend to the inner zigzag of an edge gadget to make the last and the third last bend point downwards instead of upwards.
It remains to prove the correctness. An algorithm A solving the constructed instance of Planar-Polyline-Bundle-Simplification optimally would take a long shortcut in every edge gadget since this is more beneficial than taking the shortcuts in all vertex gadgets together. To accomplish this, it cannot take the shortcuts of two vertex gadgets that correspond to adjacent vertices. Hence, the independent set property is satisfied. Under this constraint, A would maximize the number of taken shortcuts in vertex gadgets. From the output of A, we could immediately read a maximum independent set in G.
Exact Algorithms
In this section we briefly sketch two exact algorithms for Polyline-Bundle-Simplification. For comparison, a brute force approach is checking for every subset of the bend set B in time O( · n) whether it is a valid simplification and accepting the one with the smallest number of bends or segments. Consequently, the runtime of this approach is O(2 n · · n).
Integer Linear Program
We propose the following 0-1 integer linear program (ILP) to solve Polyline-BundleSimplification. 
[assigns each bend of each polyline to the index of its indicator variable] 
Fixed-Parameter Tractability
For both goals, our problem is fixed-parameter tractable in the number of shared bends, this is, bends contained in more than one polyline. We call the set of those bends B shared and denote their number by k := |B shared |.
In the proof of the following theorem, we employ the algorithm by Imai and Iri [13] . This algorithm computes the shortcut graph of a single polyline in quadratic time, which is then traversed to find an optimal simplification. For a polyline L, a distance measure d and a distance threshold δ, the shortcut graph is the graph that has the bends of L as its vertices and has an edge between two bends u, Proof. We describe an algorithm that solves Polyline-Bundle-Simplification with goal Min-Bends in time O(2 k · · n 2 ). Given an instance of Polyline-Bundle-Simplification, the first step is to compute, for each L ∈ L, its shortcut graph G L using the algorithm by Imai and Iri [13] . This can be done in time O( · n 2 ).
The second step is to iterate over all subsets B ⊆ B shared and check if B is part of an optimal solution. Before the first iteration, we initialize a variable n min = ∞ and we will save the current best solution by S min . Then, in each iteration, we temporarily remove from all shortcut graphs G L all vertices B not-contained = B shared − B and all edges that correspond to a shortcut skipping a bend in B . Clearly, removing B not-contained can be performed in O(n 2 ) time for each G L . For the removal of the edges in G L , note that we can sort the list of bends B not-contained and the list of all edges (defined by their endpoints) alphanumerically by the occurrence of the bends within the polyline L. If we traverse both lists simultaneously in ascending order, we remove an edge if and only if its endpoint-bends come before and after the currently considered bend from B not-contained . Therefore, the removal operations can be performed in O(n 2 ) time per G L . If some shortcut graph becomes disconnected by these removal operations, we continue with the next iteration. Otherwise, we take the bends of a shortest path from the first to the last bend in each reduced version of G L . Together they define a simplification S of our Polyline-Bundle-Simplification instance. If the number n S of bends in S is less than n min , we set n min = n S and S min = S. After the iteration process, we return S min . Since we have 2 k subsets of B shared and each iteration can be performed in O( · n 2 ) time, the running time of the algorithm is in O(2 k · · n 2 ).
It remains to prove that S min is in the end an optimal solution of our input instance of Polyline-Bundle-Simplification with goal Min-Bends. First note that our algorithm always returns some polyline simplification because for B = B shared , we do not get a disconnected G L after the removal operations.
The returned solution is valid because the shared bends of B are taken in all simplified polylines (they cannot be skipped) and the other shared bends are skipped in all simplified polylines. Our algorithm finds the minimum size solution because in one iteration it considers B = B * ∩ B shared , where B * is the set of retained bends of an optimal solution. Moreover, an optimal solution cannot have fewer bends occurring in only one polyline L than our algorithm since this would imply a shorter shortest path within the reduced version of G L .
For the goal Min-Segments, we use the same algorithm but compare the number of induced segments instead of bends. Observe that our analysis is applicable as well.
Conclusion
We have generalized the well-known problem of polyline simplification from a single polyline to polyline bundles and discussed applications where the consideration of multiple polylines at once is sensible. In our initial investigation of this novel problem, we mainly provided hardness (of approximation) results as well as an FPT-algorithm with a running time depending on the number of points shared among multiple polylines.
There are many open questions left to be answered in future work: For general inputs, it would be interesting to investigate whether there exists an approximation algorithm with a guarantee close to our inapproximability bound. For planar inputs, we settled NP-hardness but not hardness of approximation. Hence inapproximability bounds or approximation algorithms for this setting would be worthwhile investigating as well. So far, it is unclear whether the planar case is easier to solve than the general case. Furthermore, other parameters could be considered to possibly obtain FPT-algorithms; and other special cases besides planar inputs could also give rise to more efficient algorithms.
For practical purposes, the applicability and scalability of the proposed exact algorithms should be investigated on real-world data. In addition, suitable heuristics should be developed to produce feasible bundle simplifications even for large data sets.
