Batch processes are used in many chemical sectors due to their inherent flexibility. These are operated at unsteady state and are often highly nonlinear, which motivates the application of nonlinear model predictive control (NMPC) (Nagy and Braatz, 2003). Many dynamic models however have limited accuracy due to various uncertainties. This can lead to constraint violations and worse control performance, which can be circumvented by incorporating these uncertainties in the NMPC algorithm (Mesbah, 2016). If we assume the uncertainties to be described by known probability density functions (pdfs), then the inclusion of the uncertainties in the NMPC algorithm leads to stochastic NMPC (SNMPC) formulations. In SNMPC constraints are addressed probabilistically, which allows for the systematic trade-off of constraint violation in probability with the conservativeness of the MPC solution (Mesbah, 2016). SNMPC methods include successive linearization (Cannon et al., 2009), sample-average NMPC (Bradford and Imsland, 2017), unscented sampling NMPC (Bradford and Imsland, 2017) and polynomial chaos expansion (PCE) NMPC (Fagiano and Khammash, 2012). A well-known problem of MPC under uncertainty is the fact that open-loop control actions are exceedingly conservative. To ensure reasonable predictions of the uncertainty, feedback needs to be considered. One way to achieve this is to optimize over parametrized feedback policies (Goulart et al., 2006). For linear stochastic MPC it is common to either evaluate a feedback matrix offline for pre-stabilization (Cannon et al., 2011) or by determining the parameters of the feedback control law online as decision variables (Hokayem et al., 2012). For SNMPC this problem is often ignored as in the PCE based SNMPC paper by (Mesbah et al., 2014) or heuristics are applied as in Bradford and Imsland (2017). In this paper we focus on parametrized feedback policies for batch processes. For the SNMPC algorithm we use PCE due to its accuracy. We compare two different approaches to determine the parameters of the feedback policies: online optimization in the SNMPC algorithm or pre-computation offline. The first approach allows for revaluation of the feedback policy with knowledge of the new measurements, while the second allows for more complex feedback policies to be used. In addition, we consider three different parametrizations: affine time invariant, affine time varying and lastly radial basis function networks. In particular, radial basis function networks allow us to consider arbitrarily complex parametrizations. The various constellations were compared on a semi batch reactor case study via closed-loop simulations.
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