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1. Introduction
In this paper, we shall consider the global existence of the following degenerate parabolic equations
uit =

umii

xx , x > 0, 0 < t < T . (1.1)
These equations are coupled via nonlinear boundary flux
− umii x (0, t) = k∏
j=1
u
pij
j (0, t), 0 < t < T , (1.2)
with continuous, nonnegative initial data
ui(x, 0) = u0i(x), x > 0, (1.3)
compactly supported in R+, where mi > 1, pij > 0, (i = 1, 2, . . . , k), are parameters. The time T is the maximal existence
time for the solutions, which may be finite or infinite. It is natural to assume that the initial data satisfy the compatibility
condition.
Systems like (1.1)–(1.3) appear in population dynamics, chemical reactions, heat transfer, and so on. In particular, they
can model diffusion of k different physical substances that are linked by the influx of energy input at the boundary. See [1]
and references therein.
The problem of determining the global existence or nonexistence is an interesting one in the general theory of nonlinear
evolution equations of mathematical physics (see the surveys [1–4]). Here, we say the solution has global nonexistence
(blow-up) if the solution becomes unbounded (in the sense of maximum norm) at that time. Over the past few years, the
global existence and nonexistence of solutions to system (1.1)–(1.3) and its variants have been studied bymany researchers,
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but we note that most of the previous works dealt with the special cases such as k = 1 or k = 2 (see [5–8]). For systems
involving more than two equations, the special case of pij = 0 if j ≠ i+ 1, is discussed in [9] recently. For general pij, Wang
et al. [10] and Qi et al. [11] considered the equations in a bounded domain. They also assumed that the initial value are
positive, which results in the system being non-degenerate.
Motivated by the above cited works, we would investigate the global existence and nonexistence of solutions to Eqs.
(1.1)–(1.3). Precisely, our main purpose is to give a simple algebraic criteria of classification to the global existence and
nonexistence in terms of the parameters k,mi and pij. We first note that sincemi > 1 we have slow diffusion: if for instance
the initial data are compactly supported then the weak solution, defined in the usual integral way, also has compact support
as long as it exists. It follows from the classical theory that such a weak solution is smooth when positive. On the contrary, it
is only Lipschitz continuous at the boundary of the support. The local in time existence can be easily established by standard
regularity methods as for instance in [12,13].
When one considers parabolic system like (1.1)–(1.3) with k ≥ 3 and general pij, it is convenient to introduce some useful
symbols from the matrix theory. Following [14,15], A ≥ 0 if each elements of the vector or matrix A is nonnegative, and
A > 0 if at least one element is positive, while A ≫ 0 if each element is positive. The symbols≤, < and≪ can be similarly
understood. We also introduce the following important definition.
Definition 1.1. A k× lmatrix C is said to be reducible if there exists a permutation matrix Q such that QCQ T =

C1 0
C2 C3

,
where C1 and C2 are square matrices and Q T is the transpose of Q . Otherwise, C is said to be irreducible.
Throughout this paper, we let
P =

2pij
mi + 1

(1.4)
be a square matrix of order k, and assume that the matrix P is irreducible, since if not the case, system (1.1)–(1.3) can
be reduced to two subsystems with one being not coupled with the other. When det (I − P) ≠ 0, we denote by α :=
(α1, α2, . . . , αk)
T the unique solution of the following linear algebraic system
(I − P) α =

1
m1 + 1 ,
1
m2 + 1 , . . . ,
1
mk + 1
T
, (1.5)
where I is an identity matrix of order k, and define
βi = mi − 12 αi +
1
2
, i = 1, 2, . . . , k. (1.6)
To state our results, we introduce some concepts from the theory ofM-matrices, which have important applications, for
instance, in the study of Markov chains, in iterative methods in numerical computations and in the analysis of the blowup
for parabolic systems in bounded domain and with source terms (see [14–16]).
Definition 1.2. A matrix C is called anM-matrix if C can be expressed in the form
C = sI − B, s > 0, B ≥ 0 (1.7)
with s ≥ ρ(B), the spectral radius of matrix B.
In this work, we shall demonstrate the key role that M-matrices play in the global existence and nonexistence of the
degenerate parabolic system (1.1)–(1.3) and its variants. Our main results read as follows.
Theorem 1.1. (i) If I − P is an M-matrix, then every nonnegative solution of system (1.1)–(1.3) is global in time; (ii) If I − P is
not an M-matrix, then system (1.1)–(1.3) exists a nonglobal solution provided that algebraic system (1.5) has a solution α with
αi < 0 for some i or there exists i such that 2pii > mi + 1.
Remark 1.1. Theorem 1.1 suggests that the global existence or nonexistence is completely characterized by whether the
matrix I − P isM-matrix or not, in case that the algebraic system (1.5) has a solution α with αi < 0 for some i.
Remark 1.2. Theorem1.1 covers the corresponding results of [5,6,8,9].We remark that if there exists i such that 2pii > mi+1
then I−P is not anM-matrix.Meanwhile, the assumption onα, which holds naturally if one investigates the systems studied
in [5,6,8,9], is technical. Therefore, we believe that this assumption could be removed and that the critical characterization
of global existence or nonexistence of system (1.1)–(1.3) should be given by I − P beingM-matrix or not.
Since we are studying parabolic equations posed on an unbounded interval, in the case that there exist nonglobal
solutions, there should generally exist another important critical characterization, the so-called Fujita type critical curve,
which describes when all solutions are nonglobal and there are global solutions. It is a very different situation when one
considers the same kinds of systems in a bounded domain, in which there is no such a critical curve (see [10,11]). Our next
theorem is related to this question.
3058 Z. Xiang et al. / Computers and Mathematics with Applications 62 (2011) 3056–3065
Theorem 1.2. Assume that I − P is not an M-matrix and that system (1.5) has unique solution αi < 0 for some i. (i) If
mini {αi + βi} > 0, then there exists a global nonnegative solution to system (1.1)–(1.3); (ii) If maxi {αi + βi} < 0, then every
nontrivial nonnegative solution of (1.1)–(1.3) is not global in time.
Remark 1.3. Theorem 1.2 is the partial results of Fujita type, which do coincide with those for the single-equation case [5],
the system cases [6,9], if one takes special k and pij. We believe that the critical Fujita characterization should be given by
mini {αi + βi} = 0, whenever system (1.5) has unique solution α. This small gap lies in the fact that the inequality (3.11)
and hence the comparison after it are invalid when αi+βi ≥ 0 for some i. A similar gap still exists even for some simplified
systems as [9,17].
In the study of system (1.1)–(1.3), the main difficulties arise from two aspects. On the one hand, since we are dealing
with degenerate equations in unbounded domain as mentioned before, we encounter the difficulty of typical PME problem
due to the finite propagation of initial disturbance whose support is strictly contained inside a finite interval, which leads to
the appearance of free boundary and is very different from the fast diffusive equations (see [18,19]). On the other hand,
system (1.1)–(1.3) has general exponents mi, indices pij and number k ≥ 1, which complicate the interaction among
various components ui. To overcome these difficulties, the main ingredient of our proof is a combination of various kinds
of self-similar sub- or super-solutions, which play an important role in the study of degenerate parabolic equations and are
essentially due to the classic works of [1,5], and algebraic matrix theory.
At the end of this section, we would like to point out that for the sake of simplicity we have only stated our results for
porousmedium equations (1.1). However, ourmethods can easily bemodified to deal with the p-Laplace equations or, more
generally, double degenerate equations (see Section 4 for a brief comment).
This paper is organized as follows. In the next section we give the preliminary properties of M-matrix, the comparison
principle and the proof of Theorem 1.1; in Section 3, we shall prove Theorem 1.2. And then, some comments on the
generalization of our methods will be presented in Section 4.
2. Proof of Theorem 1.1
In this section, we characterize when all solutions to problem (1.1)–(1.3) are global in time or theymay be nonglobal. We
begin with presenting two basic lemmas. The first one concerns with theM-matrix, whose proof can be found in [14,15].
Lemma 2.1. (i) If C is an irreducible M-matrix of order k, then there exists a vector x ≫ 0 such that Cx ≥ 0; (ii) if an irreducible
matrix C of the form (1.7) is not an M-matrix, then there exists a vector x ≫ 0 such that Cx ≪ 0.
As mentioned before, our methods of establishing the global existence or nonexistence are based on the construction of
self-similar sub- and super-solutions and on the comparison arguments. Thus we also need a comparison principle related
to degenerate parabolic equations (1.1)–(1.3).
Definition 2.1. The (u1, u2, . . . , uk) is said to be a subsolution of problem (1.1)–(1.2) if
uit ≤

uimi

xx
, x > 0, 0 < t < T ,
− uimix (0, t) ≤ k∏
j=1
ujpij(0, t), 0 < t < T .
If (u1, u2, . . . , uk) satisfies the converse inequalities, we call it a supersolution of (1.1)–(1.2).
Lemma 2.2. If (u1, u2, . . . , uk) and (u1, u2, . . . , uk) are subsolution and supersolution of (1.1)–(1.2) respectively, and
additionally they satisfy
ui(x, 0) ≤ ui(x, 0), x > 0, with ui(0, 0) < ui(0, 0),
then (u1, u2, . . . , uk) ≤ (u1, u2, . . . , uk) for all x > 0, 0 < t < T as long as all of these functions exist.
Proof. By using contradiction argument, continuity and Hopf’s Lemma, we can prove Lemma 2.2 (see [6]). It is standard,
and thus we omit the details. 
Next we turn to the proof of Theorem 1.1. We should pay more attention to the choice of the parameters in the
construction of the self-similar sub- and super-solutions, which leads to the natural introduction ofM-matrix.
Proof of Theorem 1.1 (i). We begin with seeking a globally defined in time strict supersolution. If we let
M = max
i
‖u0i‖mi∞ + 1 ,
and define, for i = 1, 2, . . . , k,
Li = (M + 1)
k∑
j=1
pij
mj
, κ2i = mi − 12 κ2i−1, (2.1)
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where κ2i−1 ≥ 0 are to be determined, then we would get such a supersolution of self-similar form
ui(x, t) = eκ2i−1t

M + e−Lixe−κ2i t
 1
mi
, x ≥ 0, t ≥ 0.
Indeed, it is clear that
ui(x, 0) > u0i(x), (i = 1, 2, . . . , k), x ≥ 0.
After a series of computations we also obtain
(ui)t = κ2i−1eκ2i−1t

M + e−Lixe−κ2i t
 1
mi + κ2iLix
mi

M + e−Lixe−κ2i t
 1
mi
−1
e(κ2i−1−κ2i)te−Lixe
−κ2i t
≥ κ2i−1eκ2i−1t

M + e−Lixe−κ2i t
 1
mi ≥ κ2i−1M
1
mi eκ2i−1t ,
umii

x = −Lie(miκ2i−1−κ2i)te−Lixe
−κ2i t
,
umii

xx = L2i eκ2i−1te−Lixe
−κ2i t ≤ L2i eκ2i−1t ,
where we have used (2.1) in the last equality. Then it would follow that (ui)t ≥

umii

xx for x > 0, t > 0 provided that
κ2i−1M
1
mi ≥ L2i , (i = 1, 2, . . . , k). (2.2)
An application of (2.1) also shows that, on the boundary, we have
− umii x (0, t) = Lie(miκ2i−1−κ2i)t = Liemi+12 κ2i−1t ,
k∏
j=1
u
pij
j (0, t) =
k∏
j=1
epijκ2j−1t (M + 1)
pij
mj = (M + 1)
k∑
j=1
pij
mj e
t
k∑
j=1
pijκ2j−1 = Lie
t
k∑
j=1
pijκ2j−1
.
Then we have− umii x (0, t) ≥∏kj=1 upijj (0, t), if we can choose κ2i−1 such that
mi + 1
2
κ2i−1 ≥
k−
j=1
pijκ2j−1, (i = 1, 2, . . . , k),
or equivalently,
k−
j=1

δij − 2pijmi + 1

κ2j−1 ≥ 0, (i = 1, 2, . . . , k). (2.3)
As a result, we are left with showing the existence of (κ1, κ3, . . . , κ2k−1) satisfying (2.2) and (2.3). For this purpose, we
use the definition (1.4) of thematrix P , and then find that the solvability of (2.3) is equivalent to the existence of nonnegative
solutions to the algebraic system
(I − P) (κ1, κ3, . . . , κ2k−1)T ≥ (0, 0, . . . , 0)T. (2.4)
It follows from Lemma 2.1(i) that there exists (κ1, κ3, . . . , κ2k−1)T ≫ (0, 0, . . . , 0)T solving (2.4) under the assumption that
I − P is anM-matrix. Since (2.4) is a homogeneous linear system, we can further choose each κ2i−1 > 0 large enough such
that (2.2) holds.
Therefore, we have proved that (u1, u2, . . . , uk) is a global supersolution of system (1.1)–(1.3). Then the global existence
of solutions to problem (1.1)–(1.3) follows from the Lemma 2.2. 
Proof of Theorem 1.1 (ii). In the caseαi < 0 for some i, we construct the following nonglobal subsolution of the self-similar
form
ui(x, t) = (T − t)αi fi(ξi), ξi =
x
(T − t)βi , i = 1, 2, . . . , k, (2.5)
with
fi(ξi) = Ai(ai − ξi)
1
mi−1+ , (i = 1, 2, . . . , k), (2.6)
where Ai, ai are to be determined. We need to show the functions defined by (2.5) satisfy the conditions of Definition 2.1.
To do this, we first note that, by using (1.5) and (1.6), we have
αi − 1 = miαi − 2βi, miαi − βi =
k−
j=1
pijαj.
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And so after a standard computation we get
uit −

umii

xx = (T − t)αi−1
−αifi(ξi)+ βiξif ′i (ξi)− (T − t)miαi−2βi f mii ′′ (ξi)
= (T − t)αi−1
−αifi(ξi)+ βiξif ′i (ξi)− f mii ′′ (ξi) ,
and on the boundary
− umii x (0, t)− k∏
j=1
u
pij
j (0, t) = −(T − t)miαi−βi

f mii
′
(0)− (T − t)
k∑
j=1
pijαj k∏
j=1
f
pij
j (0)
= −(T − t)miαi−βi

f mii
′
(0)+
k∏
j=1
f
pij
j (0)

.
Let us see how to choose Ai, ai such that the fi defined by (2.6) satisfy
−αifi(ξi)+ βiξif ′i (ξi) ≤

f mii
′′
(ξi),
− f mii ′ (0) ≤ k∏
j=1
f
pij
j (0),
(2.7)
which suggest that
uit ≤

umii

xx , x > 0, 0 < t < T , and −

umii

x (0, t) ≤
k∏
j=1
u
pij
j (0, t), 0 < t < T .
That is, (u1, u2, . . . , uk) is a subsolution of system (1.1)–(1.3) if we further choose the initial data (u01, u02, . . . , u0k) large
enough such that
u0i(x) ≥ ui(x, 0) = Tαi fi
 x
Tβi

, u0i(0) > ui(0, 0), (i = 1, 2, . . . , k). (2.8)
Indeed, concerning the first inequality of (2.7), we have
mi
(mi − 1)2 A
mi−1
i ≥ −
βi
mi − 1ξi − αi(ai − ξi)+, for 0 ≤ ξi ≤ ai, (2.9)
if we insert fi into it. To obtain (2.9), we was restricted to
mi
(mi − 1)2 A
mi−1
i ≥ −
βi
mi − 1ai, if αi >
βi
mi − 1 ,
while
mi
(mi − 1)2 A
mi−1
i ≥ −αiai if αi ≤
βi
mi − 1 .
Hence, it is enough to take
ai = ciAmi−1i , (i = 1, 2, . . . , k), (2.10)
where
ci = mi
(mi − 1)|βi| + (mi − 1)2|αi| + 1 > 0.
On the other hand, the boundary conditions in (2.7) are satisfied if we have
mi
mi − 1A
mi
i a
1
mi−1
i ≤
k∏
j=1
A
pij
j a
pij
mj−1
j , (i = 1, 2, . . . , k). (2.11)
To see this, substituting (2.10) into (2.11), we see that (2.11) holds provided that we choose Ai satisfying
mi
mi − 1 c
1
mi−1
i A
mi+1
i ≤
k∏
j=1
c
pij
mj−1
j
k∏
j=1
A
2pij
j , (i = 1, 2, . . . , k). (2.12)
We rewrite (2.12) as
bi :=

mi
mi − 1 c
1
mi−1
i
k∏
j=1
c
− pijmj−1
j
 1
mi+1
≤
k∏
j=1
A
2pij
mi+1−δij
j , (i = 1, 2, . . . , k),
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which is equivalent to
k−
j=1

δij − 2pijmi + 1

log Aj ≤ − log bi, (i = 1, 2, . . . , k). (2.13)
Since that P is irreducible is equivalent to that I − P is irreducible, and we have assumed that I − P is not an M-matrix, it
follows from Lemma 2.1(ii) that we can choose Ai > 3, (i = 1, 2, . . . , k) such that (I − P)(log A1, log A2, . . . , log Ak)T ≪
(0, 0, . . . , 0)T. Then we can amplify Ai such that (2.13) holds.
Therefore, we have shown that (u1, u2, . . . , uk) is a subsolution of system (1.1)–(1.3) with initial data satisfying (2.8).
Noticing the construction of fi(ξi) and the assumption αi < 0 for some i, we see that limt→T− ui(0, t) = +∞. Then it follows
from Lemma 2.2 that system (1.1)–(1.3) exists nonglobal solution.
Finally, we investigate the case that there exists i such that 2pii > mi + 1. Without loss of generality, we assume
2p11 > m1 + 1. Consider the initial data with

umi0i (x)
′′ ≥ 0, (i = 1, 2, . . . , k), which imply that uit ≥ 0 (see [6,8]). It
follows from the results of [5] that the following scalar equation
u1t =

um11

xx , x > 0, 0 < t < T ,
− um11 x (0, t) = up111 (0, t) k∏
j=2
u
p1j
j (0, t), 0 < t < T ,
u1(x, 0) = u01(x), x > 0
exists nonglobal solution. On the other hand, it is clear that (u1(x, t), u02(x), . . . , u02(x)) is a subsolution of system (1.1)–
(1.3). Then the desired result follows from Lemma 2.2. 
3. Proof of Theorem 1.2
In this section, we consider the more subtle description when there exist nonglobal solutions to system (1.1)–(1.3). We
shall still prove Theorem 1.2 by constructing self-similar super-solutions and self-similar solutions and using comparison
arguments.
Proof of Theorem 1.2 (i). We investigate the auxiliary functions
ui(x, t) = (τ + t)αi fi(ξi), ξi = x
(τ + t)βi , (i = 1, 2, . . . , k), (3.1)
where
fi(ξi) = Ai

d2i a
2
i − (ξi + ai)2
 1mi−1+ , (3.2)
with di > 1, Ai, ai, (i = 1, 2, . . . , k) to be determined. Recall
αi − 1 = miαi − 2βi, miαi − βi =
k−
j=1
pijαj. (3.3)
After a series standard computations, we would have
uit ≥

umii

xx , for x > 0, t > 0,
− umii x (0, t) ≥ k∏
j=1
u
pij
j (0, t), for t > 0,
provided that
f mii
′′
(ξi)+ βiξif ′i (ξi)− αifi(ξi) ≤ 0, −

f mii
′
(0) ≥
k∏
j=1
f
pij
j (0). (3.4)
By using (3.2), we find that (3.4) is equivalent to
4mi
(mi − 1)2 A
mi−1
i (ξi + ai)2 −
2βi
mi − 1ξi(ξi + ai)−

2mi
mi − 1A
mi−1
i + αi
 
d2i a
2
i − (ξi + ai)2

+ ≤ 0,
2mi
mi − 1A
mi
i

d2i − 1
 1
mi−1 a
mi+1
mi−1
i ≥
k∏
j=1
A
pij
j

d2j − 1
 pij
mj−1 a
2pij
mj−1
j ,
(3.5)
where 0 ≤ ξi ≤ (di − 1)ai, (i = 1, 2, . . . , k).
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To obtain (3.5), we set ηi = ξi + ai. Noticing (3.3), we can rewrite the first inequalities of (3.5) as
2mi(mi + 1)
(mi − 1)2 A
mi−1
i −
1
mi − 1

η2i +
2βiai
mi − 1ηi
−

2mi
mi − 1A
mi−1
i + αi

d2i a
2
i ≤ 0, ai ≤ ηi ≤ diai, (i = 1, 2, . . . , k). (3.6)
We consider the maximum of the following function
gi(ηi) = 1mi − 1

2mi(mi + 1)
mi − 1 A
mi−1
i − 1

η2i +
2βiai
mi − 1ηi −

2mi
mi − 1A
mi−1
i + αi

d2i a
2
i ,
where ηi ∈ R. It is clear that
g ′i (ηi) =
2
mi − 1

2mi(mi + 1)
mi − 1 A
mi−1
i − 1

ηi + 2βiaimi − 1 .
Since mini{αi + βi} > 0, we have βi > −αi. By using (3.3), we can get−αi < 1mi+1 . Then we take Ai such that
(−αi)mi − 12mi < A
mi−1
i <
mi − 1
2mi(mi + 1) .
The second inequality implies that
2mi(mi + 1)
mi − 1 A
mi−1
i < 1,
which suggests that gi(ηi) attain maximum at η∗i = (mi−1)βiaimi−1−2mi(mi+1)Ami−1i
. Thus to obtain (3.6), we impose gi(η∗i ) ≤ 0. That is,
β2i
(mi − 1)− 2mi(mi + 1)Ami−1i
−

2mi
(mi − 1)A
mi−1
i + αi

d2i ≤ 0.
This inequality holds if we choose di satisfying
d2i > max

β2i
(mi − 1)− 2mi(mi + 1)Ami−1i

2mi
(mi − 1)A
mi−1
i + αi
−1
, 1

.
Therefore, gi(ηi) ≤ gi(η∗i ) ≤ 0. This finishes the proof of (3.6) (which is equivalent to the first inequality of (3.5)).
We are left with showing that, for Ai, di fixed as above, we may take ai small enough such that the second part of (3.5)
holds. To do this, we rewrite it as
a
mi+1
mi−1
i ≥
k∏
j=1
(mi − 1)Apijj

d2j − 1
 pij
mj−1
2miA
mi
i

d2i − 1
 1
mi−1
k∏
j=1
a
2pij
mj−1
j := ci
k∏
j=1
a
2pij
mj−1
j . (3.7)
Without loss of generality, we assume ai, ci < 1, (i = 1, 2, . . . , k). Then (3.7) is equivalent to
k−
j=1

δij − 2pijmi + 1
 − log aj
mj − 1 ≤
− log ci
mi + 1 . (3.8)
Since I − P is irreducible and is not anM-matrix, it follows from Lemma 2.1(ii) that we can choose ai ∈ (0, 1) small enough
such that (3.8) holds, which completes the proof of (3.5).
Finally, we take the initial data (u01(x), u02(x), . . . , u0k(x)) satisfying u0i(x) ≤ τ αi fi

x
τβi

= ui(x, 0) and u0i(0) <
τ αi fi(0) = ui(0, 0), (i = 1, 2, . . . , k). Then it follows from Lemma 2.2 that Theorem 1.2(i) holds. 
Proof of Theorem 1.2 (ii). The proof is similar to that of Theorem 1.1 in our previous work [9] except that we shall use the
new assumption. We present the sketch here for completeness.
We use the idea from [1,5,6] (see also [8,9]). We first notice that problem (1.1)–(1.3) admits the following well-known
self-similar solution (the so-called Zel’dovich–Kompaneets–Barenblatt profile [1,5,12]):
uiB(x, t) = (τ + t)−
1
mi+1 hi(ξi), ξi = x(τ + t)−
1
mi+1 ,
hi(ξi) = C(mi)(c2i − ξ 2i )
1
mi−1+ , (i = 1, 2, . . . , k),
(3.9)
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where positive constant τ and ci are to be determined. By taking
C(mi) =

mi − 1
2mi(mi + 1)
 1
mi−1
, (i = 1, 2, . . . , k),
it is easy to check that hi, (i = 1, 2, . . . , k), satisfy
hmii
′′
(ξi)+ ξimi + 1h
′
i(ξi)+
1
mi + 1hi(ξi) = 0, h
′
i(0) = 0,
which imply that
(uiB)t =

umiiB

xx , for x > 0, t > 0; −

umiiB

x (0, t) = 0, for t > 0.
Since ui(x, t), (i = 1, 2, . . . , k), are nontrivial and nonnegative, by using the well-known properties of weak solutions
of porous medium equations, we deduce that ui(0, t0) > 0 for some t0 ≥ 0 (see [12]). Indeed this can be done by comparing
it with a Barenblatt solution of the corresponding equations.
Noticing that ui(x, t0) > 0, (i = 1, 2, . . . , k), are continuous functions, there exist τ > 0 large enough and ci > 0 small
enough such that
ui(x, t0) ≥ uiB(x, t0), (i = 1, 2, . . . , k), for x > 0.
Thus, the self-similar solution (u1B, u2B, . . . , ukB) is a subsolution of (1.1)–(1.3) in (0,∞) × (t0, T ), and by comparison we
deduce that
ui(x, t) ≥ uiB(x, t), (i = 1, 2, . . . , k), for x > 0, t ≥ t0.
We now claim that there exist t∗ ≥ t0 and T large enough so that uiB(x, t∗) ≥ ui(x, 0), where ui(x, t) are defined by
(2.6) in the proof of Theorem 1.1(ii). Indeed, by using the space–time structure of functions uiB and ui(x, 0) respectively, we
conclude that the above claim is valid if there exists t∗ ≥ t0 such that
Tβi ≪ (τ + t∗) 1mi+1 ≪ T−αi , (i = 1, 2, . . . , k). (3.10)
It is clear that maxi{αi + βi} < 0 suggests
Tβi ≪ T−αi , (i = 1, 2, . . . , k), for large time T . (3.11)
So inequalities (3.10) hold for some t∗ ≥ t0. Thus, we have shown the claim
ui(x, 0) ≤ uiB(x, t∗) ≤ ui(x, t∗), for x > 0,
as desired, which implies
ui(x, t) ≤ uiB(x, t∗ + t) ≤ ui(x, t∗ + t), for x > 0, t > 0,
by Lemma 2.2. It follows from the proof of Theorem 1.1(ii) that (u1, u2, . . . , uk) is nonglobal in time. We remark that the
assumption that irreducible matrix I − P is not anM-matrix is needed because we have used the proof of Theorem 1.1(ii).
Observing that (3.10) holds for general nontrivial u0i(x), we know that every nontrivial, nonnegative solution of (1.1)–
(1.3) is nonglobal in time. 
4. Some comments on double degenerate equations
As we pointed out in the introduction, our methods presented here could be used to deal with more general systems. In
this section, we take the following system for example. Consider the doubly degenerate parabolic equations
∂ui
∂t
= ∂
∂x
∂umii∂x
qi−2 ∂umii∂x

, (i = 1, 2, . . . , k), x > 0, 0 < t < T , (4.12)
which are complemented with nonlinear coupled boundary conditions
−
∂umii∂x
qi−2 ∂umii∂x

x=0
=
k∏
j=1
u
pij
j (0, t), (i = 1, 2, . . . , k), 0 < t < T , (4.13)
and the continuous, nonnegative, and compactly supported in R+ initial data
ui(x, 0) = ui0(x), (i = 1, 2, . . . , k), x > 0, (4.14)
wheremi > 0, qi > 1+ 1mi , pij > 0, k ≥ 1.
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The particular feature of Eq. (4.12) is their power- and gradient-dependent diffusivity. The equations are the so-called p-
Laplace equations when mi = 1, while the equations are double degenerate when mi > 1 and qi > 2. Such equations
arise naturally in some physical models. For instance, Eq. (4.12) may be used to describe the nonstationary flow in a
porous medium of fluids with a power dependence of the tangential stress on the velocity of displacement under polytropic
conditions. In this case, Eq. (4.12) are called the non-Newtonian polytropic filtration equations, which have been intensively
studied (see [12,13] and references therein).
Let us see how we can use the our previous methods to deal with double degenerate system (4.12)–(4.14). Let
Pˆ =

qipij
(mi + 1)(qi − 1)

be a square matrix of order k. As before, we assume Pˆ is an irreducible matrix. When det

I − Pˆ

≠ 0, we denote by
αˆ := (αˆ1, αˆ2, . . . , αˆk)T the unique solution of the following linear algebraic system
I − Pˆ

αˆ =

1
m1 + 1 ,
1
m2 + 1 , . . . ,
1
mk + 1
T
, (4.15)
and define
βˆi = (qi − 1)mi − 1qi αˆi +
1
qi
, i = 1, 2, . . . , k. (4.16)
Then we have the following analogous versions of Theorems 1.1 and 1.2.
Theorem 4.1. (i) If I − Pˆ is an M-matrix, then every nonnegative solution of system (4.12)–(4.14) is global in time; (ii) If I − Pˆ
is not an M-matrix, then system (4.12)–(4.14) exist a nonglobal solution in time provided that system (4.15) has a solution αˆ < 0
or there exists i such that pii >
(mi+1)(qi−1)
qi
.
Theorem 4.2. Assume that I−Pˆ is not anM-matrix and that system (4.15) has unique solution αˆ < 0. (i) If mini

αˆi + βˆi

> 0,
then there exists a global solution to system (4.12)–(4.14); (ii) If maxi

αˆi + βˆi

< 0, then every nontrivial nonnegative solution
of (4.12)–(4.14) is nonglobal in time.
Remark 4.1. Theorems 4.1 and 4.2 covers the corresponding results of [17,20–23]. As before, the assumption on αˆ in (ii),
which holds naturally if one investigates the systems studied in [17,22,23], is technical. We believe that this assumption
could be removed and that the critical Fujita curve should be given by mini

αˆi + βˆi

= 0, whenever system (4.15) has
unique solution αˆ.
Proof of Theorems 4.1 and 4.2. To prove these two theorems, we only need to construct self-similar sub- or super-
solutions as [5,17], use the properties of the newmatrix Pˆ and then calculate as Sections 2 and3. However, for Theorem4.1(ii)
with that there exists i such that pii >
(mi+1)(qi−1)
qi
, we need to use some nonglobal existence results from [7]. This is a trivial
process, though the computation is a little complex, and hence we omit the details. 
Note after acceptance: By using similar methods but under strong restrictionsmi ≥ 1 and qi > 2, Mi-Mu-Li [24] recently
obtained results similar to Theorems 4.1 and 4.2.
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