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Abstract
We propose a hypothesis test that allows for many tested restrictions in a heteroskedas-
tic linear regression model. The test compares the conventional F-statistic to a critical
value that corrects for many restrictions and conditional heteroskedasticity. The cor-
rection utilizes leave-one-out estimation to recenter the conventional critical value and
leave-three-out estimation to rescale it. Large sample properties of the test are estab-
lished in an asymptotic framework where the number of tested restrictions may grow
in proportion to the number of observations. We show that the test is asymptotically
valid and has non-trivial asymptotic power against the same local alternatives as the
exact F test when the latter is valid. Simulations corroborate the relevance of these
theoretical findings and suggest excellent size control in moderately small samples also
under strong heteroskedasticity.
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mation, hypothesis testing, high-dimensional models.
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1 Introduction
One of the central tenets in modern economic research is to consider models that allow for
flexible specifications of heterogeneity and to establish whether there is the presence or ab-
sence of meaningful heterogeneity in particular empirical settings. For example, Abowd et al.
(1999) studies whether there is firm-specific heterogeneity in a linear model for individual
log-wages, Card et al. (2018) asks if this heterogeneity varies by the individual’s education,
and Lachowska et al. (2019) investigates whether the firm-specific heterogeneity is constant
over time. Other work relies on similarly flexible models to investigate the presence of het-
erogeneity in health economics (Finkelstein et al., 2016), in educational settings (Sacerdote,
2001), and to study neighborhood effects (Chetty and Hendren, 2018). In all these exam-
ples, the absence of a particular dimension of heterogeneity corresponds to a hypothesis that
imposes hundreds or thousands of restrictions on the model of interest. The present paper
provides a tool to conduct a test of such hypotheses.
This paper develops a test for hypotheses that impose multiple restrictions and estab-
lishes its asymptotic validity in a heteroskedastic linear regression model where the number
of tested restrictions may be proportional to the sample size. The exact F -test fails to
control size in this environment, so our proposed test rejects the hypothesis if the conven-
tional F-statistic exceeds a critical value that corrects for many restrictions and conditional
heteroskedasticity. This critical value is a recentered and rescaled quantile of Snedecor’s
F-distribution. The recentering utilizes unbiased leave-one-out estimators for individual er-
ror variances, while the rescaling utilizes unbiased leave-three-out estimators for products
of individual error variances. For brevity, we will at times refer to the proposed test using
the acronym LO, which stands for leave-out, as both adjustments are built on leave-out
estimators.
The LO test has exact asymptotic size when the regression design has full rank after
leaving any combination of three observations out of the sample. This condition is, in general,
satisfied in models with many continuous regressors and only a few discrete ones. However,
the condition may fail when many discretely valued regressors are included, as occurs for
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models with one or more fixed (or group) effects. To handle such cases, our proposed test
uses estimators for the products of individual error variances that are intentionally biased
upward when the unbiased leave-three-out estimator fails to exist. This construction ensures
validity in large samples but can potentially be slightly conservative when many of the
leave-three-out estimators do not exist.
Using a combination of theoretical arguments and simulations, Huber (1973) and Berndt and Savin
(1977) highlight the importance of allowing the number of regressors and potentially the num-
ber of tested restrictions to increase with sample size when studying asymptotic properties of
inference procedures. The latter specifically documents conflicts among classical tests when
the number of tested restrictions is somewhat large. Despite these early cautionary tales,
most inference procedures that allow for proportionality between the number of regressors,
sample size, and potentially the number of restrictions, are of a more recent vintage. Here,
we survey the ones most relevant to the current paper and refer to Anatolyev (2019) for a
more extensive review of the literature.1
In homoskedastic regression models, Anatolyev (2012) and Calhoun (2011) propose var-
ious corrections to classical tests that restore asymptotic validity in the presence of many
restrictions. In heteroskedastic regression models with one tested restriction and many re-
gressors, Cattaneo et al. (2018) show that the use of conventional Eicker-White standard
errors and their “almost-unbiased” variations (see MacKinnon, 2013) does not yield asymp-
totic validity. This failure may be viewed as a manifestation of the incidental parameters
problem. To overcome this problem, Cattaneo et al. (2018) and subsequently Anatolyev
(2018) propose new versions of the Eicker-White standard errors, which restore size control
in large samples. However, these proposals rely on the inversion of n-by-n matrices (n de-
notes sample size) that may fail to be invertible in examples of practical interest (Horn et al.,
1975; Verdier, 2020). Rao (1970)’s unbiased estimator for individual error variances is closely
related to Cattaneo et al. (2018)’s proposal and suffers from the same existence issue.
1In analysis of variance contexts, which are special cases of linear regression, Akritas and Papadatos
(2004) and Zhou et al. (2017) propose heteroskedasticity robust tests for equality of means that are, how-
ever, specific to their models. An expanding literature considers (outlier) robust estimation of linear high-
dimensional regressions (e.g., El Karoui et al., 2013) but does not provide valid tests of many restrictions.
Kline, Saggio, and Sølvsten (2018) propose instead a version of the Eicker-White stan-
dard errors that relies only on leave-one-out estimators of individual error variances and
show that its use leads to asymptotic size control when testing a single restriction.2 While
this conclusion extends to hypotheses that involve a fixed and small number of restrictions,
it can fail to hold in cases of many restrictions. When testing many coefficients equal to
zero, Kline et al. (2018) note that those leave-one-out individual variance estimators can be
used to center the conventional F-statistic3 and propose a rescaling of the statistic that relies
on successive sample splitting. However, outside of the specific model of interest in their
empirical application, sample splitting places restrictions on the data that may often fail in
practice.
We propose a feasible scaling that uses a leave-three-out approach which, in general,
will require less from the data than sample splitting. Additionally, we establish asymptotic
size control and provide a theoretical study of the power properties under local and global
alternatives. Finally, we conduct a simulation study that documents the performance of our
test in small and moderately sized samples.
Under local alternatives, the asymptotic power curve of our proposed LO test is parallel
to that of the exact F test when the latter is valid, e.g., under homoskedastic normal errors.
While the curves are parallel, the LO test tends to have power somewhat below the exact
F test. This loss in power stems from the estimation of individual error variances and can
be viewed as a price to pay for using a test that is robust to general heteroskedasticity.
This price is largely monotone in the number of tested restrictions and disappears when the
number of restrictions is small relative to sample size.
Using a simulation study, we document that the LO test delivers a nearly exact size
control in samples as small as 100 observations in both homoskedastic and heteroskedastic
2Jochmans (2018) additionally uses simulations to investigate the finite sample behavior of this variance
estimator.
3The use of leave-one-out estimation has a long tradition in the literature on instrumental variables
(see, e.g., Phillips and Hale, 1977), and our test shares an algebraic representation with the adjusted J test
analyzed in Chao et al. (2014) (see Kline et al., 2018, for a discussion). An attractive feature of relying
on leave-one-out is that challenging estimation of higher order error moments can be avoided, which is in
contrast to the tests of Calhoun (2011) and Anatolyev (2013).
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environments. On the other hand, conventional alternatives such as the Wald test and the
exact F test can exhibit severe size distortions and reject a true null with near certainty for
some configurations. These findings are documented using two simulation settings: one with
continuous regressors only, and one with a mix of both continuous and discrete regressors. In
the latter setting, roughly 7% of observations cause a full rank failure when leaving up to three
observations out, but our proposed test exhibits almost no conservatism even in this adverse
environment. When both the LO and exact F tests are valid, the simulations document
a power loss that varies between being negligible and up to roughly 15 percentage points,
depending on the type of deviation from the null and sample size. For many applications,
this range of power losses appears a small price to pay for being robust to heteroskedasticity.
The paper is organized as follows. Section 2 introduces the setup and the proposed critical
value in samples where all the leave-three-out estimators exist, while Section 3 analyzes the
asymptotic size and power of the LO test for such samples. Section 4 describes the critical
value for use in samples where the design loses full rank after leaving certain triples of
observations out. Section 5 discusses the results of simulation experiments, and Section 6
concludes. Proofs of theoretical results and some clarifying but technical details are in the
online supplemental Appendix.
2 Leave-out test
Consider a linear regression model
yi = x
′
iβ + εi, E[εi|xi] = 0,
where an intercept is included in the regression function x′iβ and the n observed random
vectors {(yi,x′i)′}ni=1 are independent across i. The dimension of the regressors xi ∈ Rm may
be large relative to sample size, and there is conditional heteroskedasticity in the unobserved
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errors: E[ε2i |xi] = σ2(xi) ≡ σ2i . The hypothesis of interest involves r ≤ m linear restrictions
H0 : Rβ = q,
where the matrix R ∈ Rr×m has full row rank r, and q ∈ Rr. Both R and q are specified
by the researcher. Specifically, they are assumed to be known and are allowed to depend on
the observed regressors.
The attention of the paper is on settings where the design matrix Sxx =
∑n
i=1 xix
′
i has
full rank so that βˆ = S−1xx
∑n
i=1 xiyi the ordinary least squares (OLS) estimator of β is
defined. For compact reference, we define the degrees-of-freedom adjusted residual variance
σˆ2ε = (n−m)−1
∑n
i=1(yi−x′iβˆ)2. Unless otherwise noted, means and variances are conditional
on the regressors x1, . . . ,xn, and both means and variances with a subscript 0 are computed
under H0.
2.1 Test statistic
Our proposed test rejects H0 for large values of Fisher’s F-statistic
F =
(
Rβˆ − q
)′(
RS
−1
xxR
′)−1(
Rβˆ − q
)
rσˆ2ε
.
By taking this statistic as a point of departure, we are able to construct a critical value that
ensures size control in the presence of heteroskedasticity and many restrictions. An alterna-
tive approach might have taken a heteroskedasticity-robust Wald statistic and attempted to
construct a critical value that ensures validity even when r is proportional to sample size.
However, in such environments any heteroskedasticity-robust Wald statistic relies on the in-
verse of a high-dimensional variance estimator, a feature that presents substantial challenges
when attempting to control size. For this reason, we leave the investigation of such Wald
statistics to future research.
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2.2 Critical value
The exact F test rejects H0 at nominal size α ∈ (0, 1) if Fisher’s F-statistic exceeds the
(1 − α)-th quantile of Snedecor’s F -distribution with degrees of freedom equal to r and
n −m, say, q1−α(Fr,n−m). Using this critical value may not lead to asymptotic size control
in the presence of heteroskedasticity or many restrictions, so we propose to reject H0 at
nominal size α when F exceeds the critical value
cα =
1
rσˆ2ε
(
EˆF + Vˆ
1/2
F
q1−α(Fr,n−m)− 1√
2/r + 2/(n−m)
)
.
The data-dependent quantities EˆF and VˆF are related to the numerator of the F-statistic,
which we denote by F . In particular, EˆF is an unbiased estimator of the conditional mean
E0[F ], while VˆF is either an unbiased or positively biased estimator of the conditional variance
V0[F − EˆF ] as explained further below.
The critical value cα is motivated by the behavior of F in an asymptotic framework where
the number of restrictions r grows with sample size n. To better see this, note that the test
rejects the null if the centered and scaled statistic Vˆ
−1/2
F (F − EˆF) exceeds the (1 − α)-th
quantile of an F-distribution that has been centered and scaled in an analogous fashion. Since
Vˆ
−1/2
F (F − EˆF) is asymptotically normal under the null (see Section 3), it would suffice for
validity in large samples to consider quantiles from a standard normal distribution. However,
the use of a centered and scaled F-distribution will similarly deliver asymptotic size control
(see, e.g., Anatolyev, 2012) and is furthermore motivated by the finite sample distribution
of the F-statistic under homoskedastic, normal errors.
To complete the description of our proposed critical value, definitions of the quantities
EˆF and VˆF are needed. Section 2.4 describes how we rely on leave-one-out OLS estimators to
construct EˆF . For VˆF , Section 2.5 provides the corresponding definition when it is possible
to rely on leave-three-out OLS estimators, while Section 4 introduces the form of VˆF for
settings where some of the leave-three-out estimators cease to exist. In the former case it
is possible to ensure that VˆF is unbiased, while the latter introduces a (small) positive bias.
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We initially consider the former case, a framework where the design matrix has full rank
when any three observations are left out of the sample, and relax this condition in Section 4.
Assumption 1.
∑
ℓ 6=i,j,k xℓx
′
ℓ is invertible for every i, j, k ∈ {1, . . . , n}.
When xi is identically and continuously distributed with unconditional second moment
E[xix
′
i] of full rank, Assumption 1 holds with probability one whenever n − m ≥ 3. The
asymptotic framework considers a setting where n−m diverges so that Assumption 1 must
hold in sufficiently large samples with continuous regressors. This conclusion also applies
when xi includes a few discrete regressors and, in particular, an intercept. In settings with
many discrete regressors, Assumption 1 may fail to hold, even in large samples. For that
reason, Section 4 introduces the version of VˆF for empirical settings where the full rank
condition is satisfied when any one observation is left out, but not necessarily when leaving
two or three observations out.
2.3 Leave-out algebra
Before describing EˆF and VˆF in detail, we will reformulate Assumption 1 using leave-out
algebra. That is, we will derive an equivalent way of expressing this assumption while
introducing notation that is essential for the construction of the critical value and for stating
the asymptotic regularity conditions.
When Sxx has full rank, a direct implication of the Sherman-Morrison-Woodbury iden-
tity (Sherman and Morrison, 1950; Woodbury, 1949, SMW) is that the leave-one-out design
matrix
∑
j 6=i xjx
′
j is invertible if and only if the statistical leverage of the i-th observation
Pii = x
′
iS
−1
xx xi is less than one. Letting Mij = 1{i = j} − x′iS−1xx xj be elements of the
residual projection matrix M associated with the regressor matrix, this condition on the
leverage is equivalently stated as Mii being greater than zero. When Mii > 0 holds, we can
additionally use SMW to represent the inverse of
∑
j 6=i xjx
′
j as
(∑
j 6=i
xjx
′
j
)−1
= S−1xx +
S
−1
xxxix
′
iS
−1
xx
Mii
, (1)
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which highlights the role of a non-zero Mii.
The representation in (1) can also be used to understand when the leave-two-out design
matrix
∑
k 6=i,j xkx
′
k has full rank, since (1) can be used to compute leverages in a sample
that excludes i. After leaving observation i out, the leverage of a different observation j is
x
′
j
(∑
k 6=i xkx
′
k
)−1
xj . To see when this leverage is less than one, note that (1) yields
1− x′j
(∑
k 6=i
xkx
′
k
)−1
xj = Mjj −
M2ij
Mii
,
so that a necessary and sufficient condition for a full rank of
∑
k 6=i,j xkx
′
k is that Dij > 0,
where
Dij =
∣∣∣∣∣∣
Mii Mij
Mij Mjj
∣∣∣∣∣∣ = MiiMjj −M2ij ,
and |·| denotes the determinant. Extending the previous argument to the case of leaving
three observations out, we find that the invertibility of
∑
ℓ 6=i,j,k xℓx
′
ℓ for i, j, and k, all of
which are different, is equivalent to Dijk > 0, where
Dijk =
∣∣∣∣∣∣∣∣∣
Mii Mij Mik
Mij Mjj Mjk
Mik Mjk Mkk
∣∣∣∣∣∣∣∣∣
=MiiDjk −
(
MjjM
2
ik +MkkM
2
ij − 2MjkMijMik
)
.
This discussion reveals that Assumption 1 can equivalently be stated as requiring full
rank of Sxx and
Dijk > 0 for every i, j, k ∈ {1, . . . , n} with i 6= j 6= k 6= i. (2)
In addition to facilitating an algebraic description of Assumption 1, the quantities Mii, Dij ,
and Dijk also play a role in the computation of the proposed critical value. Specifically,
they can be used to avoid explicitly computing the OLS estimates after leaving one, two,
or three observations out. Additionally, since construction of EˆF and VˆF relies on dividing
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by Mii, Dij , and Dijk, the study of the asymptotic size of the proposed testing procedure
imposes a slight strengthening of (2), which bounds the smallest Dijk away from zero.
2.4 Location estimator
Recall that the numerator of the F -statistic is
F =
(
Rβˆ − q
)′(
RS
−1
xxR
′)−1(
Rβˆ − q
)
.
A virtue of this statistic is that its expectation is minimized under H0, so that large values
of the statistic can be taken as evidence against the hypothesized value of β. However, the
distribution of F depends on the unknown error variances {σ2i }ni=1, which complicates the
construction of a critical value. Specifically, the conditional mean of F under H0 is
E0[F ] =
n∑
i=1
Biiσ
2
i ,
where the values Bij = x
′
iS
−1
xxR
′(
RS
−1
xxR
′)−1
RS
−1
xx xj are observed and satisfy
∑n
i=1Bii = r.
As shown in Kline et al. (2018), the individual specific error variances can be estimated
without bias for any value of β using leave-one-out estimators. Let the leave-i-out OLS
estimator of β be βˆ−i =
(∑
j 6=i xjx
′
j
)−1∑
j 6=i xjyj, and construct
σˆ2i = yi(yi − x′iβˆ−i).
With these leave-one-out estimators, we can recenter F using
EˆF =
n∑
i=1
Biiσˆ
2
i ,
which ensures that the first moment of F − EˆF is zero under the null. Since σˆ2i is unbiased
for any value of β, this centered statistic still has its expectation minimized under H0, so
that large values of the statistic can be taken as evidence against the null.
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While the first moment of F − EˆF is known when H0 holds, its second moment still
depends heavily on unknown parameters. Under H0,
V0
[
F − EˆF
]
=
n∑
i=1
∑
j 6=i
Uijσ
2
i σ
2
j +
n∑
i=1
(∑
j 6=i
Vijx
′
jβ
)2
σ2i , (3)
where Uij = 2
(
Bij −Mij
(
Bii/Mii +Bjj/Mjj
)
/2
)2
and Vij = Mij
(
Bii/Mii − Bjj/Mjj
)
are
known quantities. This representation of the null-variance stems from writing F − EˆF as a
second order U -statistic with squared kernel weights of Uij/2 plus a linear term with weights∑
j 6=i Vijx
′
jβ (see the Appendix for details).
2.5 Variance estimator
This subsection describes the construction of an unbiased estimator of the conditional vari-
ance V0
[F − EˆF]. As is evident from the representation in (3), this variance depends on
products of second moments such as the product σ2i σ
2
j . While σˆ
2
i and σˆ
2
j are unbiased for σ
2
i
and σ2j , their product is not unbiased, as the estimation error is correlated across the two
estimators. Some of this dependence can be removed by leaving both i and j out, but a
bias remains as the remaining sample is used in estimating both σ2i and σ
2
j . We therefore
propose a leave-three-out estimator of the variance product σ2i σ
2
j . The product x
′
jβx
′
kβσ
2
i
appearing in the second component of V0
[F − EˆF] can similarly be estimated without bias
using leave-three-out estimators.
Towards this end, let βˆ−ijk =
(∑
ℓ 6=i,j,k xℓx
′
ℓ
)−1∑
ℓ 6=i,j,k xℓyℓ denote the OLS estimator
of β applied to the sample that leaves observations i, j, and k out. Then, define a leave-
three-out estimator of σ2i as
σˆ2i,−jk = yi(yi − x′iβˆ−ijk).
When j and k are identical, only two observations are left out, and we also write βˆ−ij and
σˆ2i,−j. To construct an estimator of σ
2
i σ
2
j , we first write the leave-two-out variance estimator
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σˆ2i,−j as a weighted sum (see Section 2.6 for details)
σˆ2i,−j = yi
∑
k 6=j
Mˇik,−ijyk where Mˇik,−ij =
MjjMik −MijMjk
Dij
. (4)
Then we multiply each summand above by a leave-three-out variance estimator σˆ2j,−ik, which
leads to an unbiased estimator of σ2i σ
2
j :
σ̂2i σ
2
j = yi
∑
k 6=j
Mˇik,−ijyk · σˆ2j,−ik. (5)
While this construction appears to treat i and j in an asymmetric fashion, we show to the
contrary that (5) is invariant to a permutation of the indices; σ̂2i σ
2
j = σ̂
2
jσ
2
i .
To understand why this proposal is unbiased for σ2i σ
2
j , it is useful to highlight that σˆ
2
j,−ik
is conditionally independent of (yi, yk) and unbiased for σ
2
j , which, when coupled with (4),
leads to unbiasedness immediately:
E
[
σ̂2i σ
2
j
]
=
∑
k 6=j
E
[
yiMˇik,−ijyk
]· E[σˆ2j,−ik] = E[σˆ2i,−j]σ2j = σ2i σ2j .
An unbiased estimator of the variance expression in (3) that utilizes the variance product
estimator in (5) is
VˆF =
n∑
i=1
∑
j 6=i
(
Uij − V 2ij
)· σ̂2i σ2j + n∑
i=1
∑
j 6=i
∑
k 6=i
Vijyj · Vikyk · σˆ2i,−jk.
Note that the product of the (j = k)-th terms in the second component generate, for each
i, a term not present in (3) and whose non-zero expectation contains V 2ijσ
2
i σ
2
j ; hence the use
of Uij − V 2ij instead of Uij in the first component.
Remark 1. In the process of establishing the asymptotic validity of the proposed test, we show
that the variance estimator VˆF is consistent for the null variance V0
[F − EˆF]. In particular,
this property implies that the variance estimator is positive with probability approaching
one in large samples. However, negative values may still emerge in small samples. In
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such cases, we propose to replace the variance estimator with an upward biased alternative
that uses squared outcomes as estimators of all the error variances. This replacement is
guaranteed positive, as is detailed in the Appendix, and therefore ensures that the critical
value is always defined. Relatedly, Section 4 considers settings where the design matrix may
turn rank deficient after leaving certain triples of observations out of the sample. There we
similarly propose to use squared outcomes as estimators of some error variances, namely
those whose observation causes rank deficiency when left out of the sample.
2.6 Computational remarks
While the previous subsections introduced the centered statistic F − EˆF and the variance
estimator VˆF using leave-out estimators of β, we note here that direct computation of βˆ−i,
βˆ−ij, and βˆ−ijk can be avoided by using the Sherman-Morrison-Woodbury (SMW) identity.
Specifically, (1) implies that
yi − x′iβˆ−i =
yi − x′iβˆ
Mii
,
so that computation of βˆ−i can be avoided when constructing the leave-one-out variance
estimator σˆ2i = yi(yi − x′iβˆ−i). Similarly, it is possible to show that for i and j not equal,
yi − x′iβˆ−ij =
Mjj(yi − x′iβˆ)−Mij(yj − x′jβˆ)
Dij
,
which leads to (4), and, for i, j, and k, all of which are different,
yi − x′iβˆ−ijk =
(yi − x′iβˆ)−Mij(yj − x′jβˆ−jk)−Mik(yk − x′kβˆ−jk)
Dijk/Djk
.
These relationships allow for recursive computation of the leave-out residuals and there-
fore for simple construction of the variance estimators σˆ2i , σˆ
2
i,−j , and σˆ
2
i,−jk needed to compute
the components of the critical value cα. In particular, the centering EˆF , which requires only
the leave-one-out residuals, can be computed without explicit loops, by relying instead on
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elementary matrix operations applied to the matrices containing Mij and Bij as well as the
data matrices. Similarly, all doubly indexed objects entering the variance estimator VˆF can
be computed by elementary matrix operations. Those objects are Dij , Vij , Uij , and the
leave-two-out residuals. The remaining objects entering VˆF can be computed by a single
loop across i with matrices containing Dijk and leave-three-out residuals renewed at each
iteration.
Additionally, the above representations of leave-out residuals demonstrate howM−1ii , D
−1
ij
and D−1ijk enter the critical value, and thus highlight the need for bounding Dijk away from
zero when analyzing the large sample properties of the proposed test.
3 Asymptotic size and power
This section studies the asymptotic properties of the proposed test in an environment where
both the sample size and the number of restrictions tested are large. Specifically, we provide
a set of regularity conditions under which the test has correct asymptotic size and non-trivial
power against local alternatives.
3.1 Asymptotic size
In order to establish the asymptotic validity of the proposed test, we impose an assumption
that places tail restrictions on the data. These restrictions involve a high-level transformation
of the regressors
∑
j 6=i Vijx
′
jβ, which enters the centered statistic F − EˆF as a weight on the
i-th error term εi. To ensure that the asymptotic distribution of F − EˆF does not depend
on the unknown distribution of any one error term, we therefore require that no squared∑
j 6=i Vijx
′
jβ dominates the variance V0
[F − EˆF], which in turn is proportional to r.
Assumption 2. (i) maxi
(
E[ε4i |xi] + σ−2i
)
= Op(1), (ii) maxi (x
′
iβ)
2 = Op(1), and (iii)
maxi (
∑
j 6=i Vijx
′
jβ)
2/r = op(1).
Part (i) of Assumption 2 limits the thickness of the tails in the error distribution, which is
typically required for analysis of OLS estimators (see, e.g., Cattaneo et al. (2018), page 10).
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Part (ii), which bounds x′iβ, is used to ensure that the leave-out estimators σˆ
2
i and σˆ
2
i,−jk
have bounded variance. This condition is used to establish both size control and local power
properties, so we stress that it pertains to the actual data generating process, not just the
hypothesized value of β. While the boundedness of x′iβ may seem like a strong condition, we
conjecture that it can be replaced by the existence of a certain number of moments, but we
do not pursue this in order to keep the already long proofs accessible to the reader. Part (iii)
is a Lindeberg condition as discussed above and can be verified in particular applications of
interest. For example, the Appendix shows that (iii) holds generically in settings where r
grows slower than sample size and in models characterized by group specific regressors.
The next assumption imposes the previously discussed regularity condition that the de-
terminant Dijk is bounded away from zero for any i, j, and k, all of which are different. This
condition will be relaxed in Section 4, where such a version of VˆF is introduced that exists
even when leaving two or three observations out leads to rank deficiency of the design.
Assumption 3. maxi 6=j 6=k 6=iD
−1
ijk = Op(1).
Under the regularity conditions in Assumptions 2 and 3, the following theorem establishes
the asymptotic validity of the proposed testing procedure.
Theorem 3.1. If Assumptions 1, 2, and 3 hold, then, under H0,
lim
n,r→∞
P (F > cα) = α.
3.2 Asymptotic power
To describe the power of the proposed test, we introduce a drifting sequence of local alterna-
tives indexed by a deviation δ from the null times (RS−1xxR
′)1/2, which specifies the precision
the tested linear restrictions can be estimated with in the given sample. Thus, we consider
alternatives of the form
Hδ : Rβ = q + (RS
−1
xxR
′)1/2 · δ, (6)
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for δ ∈ Rr satisfying the limiting condition
lim
n,r→∞
‖δ‖
r1/4
= ∆δ ∈ [0,∞].
Below we show that the power of the test is monotone in ∆δ, with power equal to size when
∆δ = 0 and power equal to one when ∆δ =∞.
The role of (RS−1xxR
′)1/2 in indexing the local alternatives is analogues to that of n−1/2
often used in parametric problems. However, in settings with many regressors some lin-
ear restrictions may be estimated at rates that are substantially lower than the standard
parametric one. Therefore, we index the deviations from the null by the actual rate of
(RS−1xxR
′)1/2 instead of n−1/2.
The alternative is additionally indexed by δ, which in standard parametric problems is
typically fixed. However, fixed δ is less natural here, as the dimension of δ increases with
sample size. Instead, we fix the limit of its Euclidean norm when scaled by r1/4. This
approach allows us to discuss different types of alternatives and how the numerosity of the
tested restrictions affects the test’s ability to detect deviations from the null. Specifically,
note that when the deviation δ is sparse, i.e., only a bounded number of its entries are
non-zero, then the test has non-trivial power against alternatives that diverge at a rate that
is r1/4 lower than when only a fixed number of restrictions is being tested. This observation
highlights the cost in power of including many irrelevant restrictions in the hypothesis. On
the other hand, if δ is dense, e.g., with all entries bounded away from zero, then the test can
detect local deviations that on average shrink at a rate that is r1/4 greater than the usual.
This means that if the tested restrictions can be estimated at the parametric rate and they
are all relevant, then the test can detect deviations from the null of order n−1/2r−1/4.
The following theorem states the asymptotic power under sequences of local alternatives
of the form given in (6) and discussed above.
16
Theorem 3.2. If Assumptions 1, 2, and 3 hold, then, under Hδ,
lim
n,r→∞
P (F > cα)− Φ
(
Φ−1 (α) + ∆2δ
(
V0
[F − EˆF]/r)−1/2) = 0,
where Φ denotes the cumulative distribution function of the standard normal and Φ(∞) = 1.
Remark 2. It is instructive to compare the power curve documented in Theorem 3.2 with the
asymptotic power curve of the exact F test when both tests are valid. When the individual
error terms are homoskedastic normal with variance σ2, the asymptotic power of the exact
F test is the limit of (Anatolyev, 2012)
Φ
(
Φ−1 (α) + ∆2δ
(
2σ4 + 2σ4r/(n−m))−1/2) .
Thus, the relative asymptotic power of the proposed LO test and the exact F test is de-
termined by the limiting ratio of r−1V0
[F − EˆF] to 2σ4(1 + r/(n−m)). The Appendix
shows that this ratio approaches one in large samples if the number of tested restriction is
small relative to sample size or if the limiting variability of Bii/Mii is small (Kline et al.,
2018, calls this a balanced design). When neither of these conditions hold, the proposed test
will, in general, have slightly lower power than the exact F test as we also document in the
simulations in Section 5.
4 If leave-three-out fails
This section extends the definition of the critical value cα to settings where the design matrix
may turn rank deficient after leaving certain pairs or triples of observations out of the sample.
When Assumption 1 fails in this way, EˆF is still an unbiased estimator of E0[F ], but the
unbiased variance estimator introduced in Section 2.5 does not exist. For this reason, we
propose an adjustment to the variance estimator that introduces a positive bias for pairs of
observations where we are unable to construct an unbiased estimator of the variance product
σ2i σ
2
j and for triples of observations where we are unable to construct an unbiased estimator
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of x′jβx
′
kβσ
2
i . This introduction of positive bias in the variance estimator ensures asymptotic
size control, even when Assumption 1 fails.
Since this section considers a setup where Assumption 1 may fail, we introduce a weaker
version of the assumption which only imposes full rank of the design matrix when dropping
any one observation.
Assumption 1’.
∑
j 6=i xjx
′
j is invertible for every i ∈ {1, . . . , n}.
One can always satisfy this assumption by appropriately pruning the sample, the model,
and the hypothesis of interest. For example, if Sxx does not have full rank, then one can
remove unidentified parameters from both the model and hypothesis of interest and proceed
by testing the subset of restrictions in H0 that are identified by the sample. Similarly, if∑
j 6=i xjx
′
j does not have full rank for some observation i, then there is a parameter in the
model which is identified only by this observation. Therefore, one can proceed as in the case
of rank deficiency of Sxx, by dropping observation i from the sample and by removing the
parameter that determines the mean of this observation from the model and null hypothesis.
When doing this for any observation i such that
∑
j 6=i xjx
′
j is non-invertible, one obtains a
sample that satisfies Assumption 1’ and can be used to test the restrictions in H0 that are
identified by this leave-one-out sample.
4.1 Variance estimator
When Assumption 1 fails, some of the unbiased estimators σˆ2i,−jk and σ̂
2
i σ
2
j cease to exist.
For such cases, the variance estimator VˆF utilizes replacements that are either also unbiased
or positively biased, depending on the cause of the failure. Assumption 1 fails if Dijk = 0 for
some triple of observations, and we say that this failure of full rank is caused by i if Djk > 0
or DijDik = 0, i.e., if the design retains full rank when only observations j and k are left
out or if leaving out observations (i, j) or (i, k) leads to rank deficiency. Our replacement
for σˆ2i,−jk is biased when i causes Dijk = 0, while the replacement for σ̂
2
i σ
2
j is biased when
both i and j causes Dijk = 0 for some k.
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To introduce the replacement for σˆ2i,−jk, we consider the case where it does not exist, or
equivalently, where Dijk = 0. If i causes this leave-three-out failure, then our replacement
is the upward biased estimator y2i . When this failure of leave-three-out is not caused by i,
the leave-two-out estimators σˆ2i,−j and σˆ
2
i,−k are equal and independent of both yj and yk (as
shown in the Appendix). These properties imply that yjykσˆ
2
i,−j is an unbiased estimator of
x′jβx
′
kβσ
2
i , and we therefore use σˆ
2
i,−j as a replacement for σˆ
2
i,−jk. To summarize, we let
σ¯2i,−jk =


σˆ2i,−jk, if Dijk > 0,
σˆ2i,−j, if Djk = 0 and DijDik > 0,
y2i , otherwise.
When j is equal to k, we consider pairs of observations, and the definition only involves the
last two lines since Dijj = 0. In this case, we also write σ¯
2
i,−j for σ¯
2
i,−jj.
For the replacement of σ̂2i σ
2
j = yi
∑
k 6=j Mˇik,−ijyk · σˆ2j,−ik, we similarly consider the case
where this estimator does not exist, i.e., where Dijk = 0 for a k not equal to i or j. When
any such rank deficiency is caused by both i and j, we rely on the upward biased replacement
y2i σ¯
2
j,−i. When none of the leave-three-out failures are caused by both i and j, the replacement
uses σ¯2i,−jk in place of σˆ
2
i,−jk. To summarize, we define
σ2i σ
2
j =


yi
∑
k 6=j Mˇik,−ijyk · σ¯2j,−ik, if Dij > 0 and (Dijk > 0 or DikDjk = 0 for all k),
y2i σ¯
2
j,−i, otherwise.
This estimator is unbiased for σ2i σ
2
j when none of the leave-three-out failures are caused
by both i and j, i.e., when the first line of the definition applies. Unbiasedness holds because
the presence of a bias in σ¯2j,−ik implies that j is causing the leave-three-out failure. Therefore,
i can not be the cause, which yields that σˆ2i,−j is independent of yk, or equivalently, that
Mˇik,−ij = 0.
Now, we describe how these replacement estimators enter the variance estimator VˆF .
When σ2i σ
2
j or σ¯
2
i,−jk are biased and would enter the variance estimator with a negative
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weight, we remove these terms, as they would otherwise introduce a negative bias. For σ2i σ
2
j ,
the weight is Uij−V 2ij , so a biased variance product estimator is removed when Uij−V 2ij < 0.
For σ¯2i,−jk, the weight is Vijyj ·Vikyk, but σ¯2i,−jk does not depend on j and k when it is biased,
so we sum these weights across all such j and k, and we remove the term if this sum is
negative.
The following variance estimator extends the definition of VˆF to settings where leave-
three-out may fail:
VˆF =
n∑
i=1
∑
j 6=i
(
Uij − V 2ij
) ·Gij · σ2i σ2j + n∑
i=1
∑
j 6=i
∑
k 6=i
Vijyj · Vikyk ·Gi,−jk · σ¯2i,−jk,
where the indicators Gij and Gi,−jk remove biased estimators with negative weights:
Gij =


0, if σ2i σ
2
j = y
2
i σ¯
2
j,−i and Uij − V 2ij < 0,
1, otherwise,
Gi,−jk =


0, if σ¯2i,−jk = y
2
i and
∑
j 6=i
∑
k 6=i Vijyj · Vikyk · 1
{
σ¯2i,−jk = y
2
i
}
< 0,
1, otherwise.
4.2 Asymptotic size
In order to establish that the proposed test controls asymptotic size when there are some
failures of leave-three-out, we replace the regularity condition in Assumption 3 with an anal-
ogous version that allows for some of the determinants Dij and Dijk to be zero. Otherwise,
the role of Assumption 3’ below is the same as Assumption 3 in that it rules out denominators
that are arbitrarily close to zero.
Assumption 3’. (i) max
i
M−1ii = Op(1), and (ii) max
i,j:Dij 6=0
D−1ij + max
i,j,k:Dijk 6=0
D−1ijk = Op(1).
When computing VˆF , one must account for machine zero imperfections while comparing
Dij and Dijk with zero in the definitions of σ¯
2
i,−jk and σ
2
i σ
2
j . Such imperfections are typically
of order 10−15; however, we propose to compare Dij to 10
−4 and Dijk to 10
−6. Doing so will
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replace any potential case of a small denominator with an upward biased alternative and
ensures that Assumption 3’(ii) is automatically satisfied.
The following theorem establishes the asymptotic validity of the proposed leave-out test
in settings where Assumption 1 fails. The theorem pertains to nominal size below 0.5 as
the upward biased variance estimator does not ensure validity in cases where a nominal
size above 0.5 is desired. For such cases, a downward biased variance estimator should be
employed.
Theorem 4.1. If α ∈ (0, 0.5] and Assumptions 1’, 2, and 3’ hold, then, under H0,
lim sup
n,r→∞
P (F > cα) ≤ α.
An important difference between this result and that of Theorem 3.1 is that the asymp-
totic size may be smaller than desired, which can happen when leave-three-out fails for a
large fraction of possible triples. When such conservatism materializes, there will be a corre-
sponding loss in power relative to the result in Theorem 3.2. Otherwise, the power properties
are analogous to those reported in Theorem 3.2 and we therefore omit a formal result.
Remark 3. Before turning to a study of the finite sample performance of the proposed test,
we describe an adjustment to the test which is based on finite sample considerations. This
adjustment is to rely on demeaned outcome variables in the definitions of EˆF and VˆF . The
benefit of relying on demeaned outcomes is that it makes the critical value invariant to the
location of the outcomes. On the other hand, this adjustment removes the exact unbiasedness
used to motivate the estimators of E0[F ] and V0
[F − EˆF]. However, one can show that the
biases introduced by demeaning vanish at a rate that ensures asymptotic validity. Therefore,
we deem the gained location invariance sufficiently desirable that we are willing to introduce
a small finite sample bias to achieve it. We refer to the Appendix for exact mathematical
details but note that this adjustment is used in the following simulations.
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5 Simulation evidence
This section documents some finite sample properties of the proposed leave-out (LO) test and
compares its performance with conventional tests that are likely to be used by a researcher
in the present context. These benchmark tests are the following:
1. The exact F test that uses critical values of the F -distribution. This test has actual
size equal to nominal size in finite samples under conditional homoskedastic normal
errors for any number of regressors and restrictions. It is also asymptotically valid with
conditional homoskedasticity and non-normality under certain homogeneity conditions
on the regressors.
2. The Wald test with the Eicker-White variance estimator accompanied with the HC1
correction that scales the variance estimate by n/(n−m) (see MacKinnon, 2013). This
test is valid with few regressors and few restrictions under arbitrary heteroskedasticity.
5.1 Simulation design
The simulation setup borrows elements of MacKinnon (2013) and adapts it to the case
of many regressors as in Richard (2019) but with richer heterogeneity in the design. The
outcome equation is
yi = β1 +
m∑
k=2
βkxik + εi, i = 1, . . . , n,
where data is drawn i.i.d. across i. Following MacKinnon (2013), the sample sizes take
the values 80, 160, 320, 640, and 1280. The number of unknown coefficients is m = 0.8n
throughout to demonstrate the validity of the proposed test even with very many regressors.
The null restricts the values of the last r coefficients using R =
[
0r×(m−r), Ir
]
. We consider
both a design that contains only continuous regressors and a mixed one that also includes
some discrete regressors.
In the continuous design, the regressors xi2, . . . , xim are products of independent standard
log-normal random variables and a common multiplicative mean-unity factor drawn inde-
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pendently from a shifted standard uniform distribution, i.e., 0.5 + ui where ui is standard
uniform. This common factor induces dependence among the regressors and rich heterogene-
ity in the statistical leverages of individual observations. For this design, r = 0.6n.
When also including discrete regressors, we let xi2, . . . , xi,m−r be as above and let the
last r regressors be group dummies. This mixed design corresponds to random assignment
into r + 1 groups with the last group effect removed due to the presence of an intercept in
the model. The assigned group number is the integer ceiling of (r + 1)(ui + u
2
i )/2 where ui
is the multiplicative factor used to generate dependence among the continuous regressors.
By reusing ui we maintain dependence between all regressors, and by using a nonlinear
transformation of ui we induce systematic variability between the r+1 expected group sizes.
We let r = 0.15n, which leads the expected group sizes to vary between 4 and 13 with an
average group size of about 6.5. The null corresponds to a hypothesis of equality of means
across all groups.
Each regression error is a product of a standard normal random variable and an individual
specific standard deviation σi. The standard deviation is generated by
σi = zζ (1 + si)
ζ , i = 1, . . . , n,
where si > 0 depends on the design and the multiplier zζ is such that the mean of σ
2
i is
unity. The parameter ζ ∈ [0, 2] indexes the strength of heteroskedasticity with ζ = 0 being
the case of homoskedasticity. We consider only the two extreme cases of ζ ∈ {0, 2}. In the
continuous design we let si =
∑m
k=2 xik and in the mixed design si =
∑m−r
k=2 xik + zuui. The
factor zu = 2r exp(1/2) ensures that si has the same mean in both designs.
Under the null, the coefficients on the continuous regressors are all equal to ̺ where ̺ is
such that the coefficient of determination, R2, equals 0.16. The coefficients on the included
group dummies are zero, which correspond to the null of equality across all groups. The
intercept is chosen such that the mean of the outcomes is unity. For the continuous design
this yields an intercept of 1−(m−1)̺ exp(1/2), while the intercept is 1−(m−r−1)̺ exp(1/2)
in the mixed design. With these parameter values the null is (βm−r, . . . , βr)
′ = q where
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q = (̺, . . . , ̺)′ ∈ Rr in the continuous design and q = (0, . . . , 0)′ ∈ Rr in the mixed design.
To document power properties, we consider both a sparse and a dense deviation from the
null. In parallel to the theoretical power analysis in Section 3, we consider deviations for the
last r coefficients that are parameterized using
(βm−r, . . . , βm)
′ = q +
(
RE[Sxx]
−1
R
′)1/2 δ,
where we use the lower triangular square-root matrix. This choice of square-root implies
that the alternative is sparse when only the last few entries of δ are non-zero. As shown
in Section 3, asymptotic power is governed by the norm of δ over r1/4, but whether an
alternative is fixed or local additionally depends on the rate at which the tested coefficients
are estimated. This rate is governed by E[Sxx], which is reported in the Appendix.
In the continuous design, the tested coefficients are estimated at the standard parametric
rate of n−1/2. To specify a fixed sparse alternative we therefore use δ = 0.5n1/2(0, . . . , 0, 1)′ ∈
R
r, for which βm differs from the null value by approximately 0.2 (here and hereafter, the
scaling is chosen so that power is bounded away from size and away from unity for the sample
sizes we consider). Since the norm of δ grows faster than r1/4, power will be an increasing
function of sample size. For the dense alternative, we consider instead δ = 0.5n1/2r−1/2ιr
where ιr = (1, . . . , 1)
′ ∈ Rr, for which all deviations between the tested coefficients and ̺
shrink at the standard parametric rate of n−1/2. Here, power is again increasing in sample
size due to numerous deviations from the null.
In the mixed design, the group effects are not estimated consistently as the group sizes
are bounded. A possible fixed sparse alternative is then δ = (0, . . . , 0, 6)′ ∈ Rr, for which
βm differs from the null value of zero by roughly 3. In contrast to the continuous design,
power will decrease with sample size as the precision with which βm can be estimated does
not increase with n. For the dense alternative, we use δ = 1.5ιr, which corresponds to a
fixed alternative for every tested coefficient. Here, power will be increasing in n due to the
numerosity of deviations.
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5.2 Simulation results
We present rejection rates based on 5000 Monte-Carlo replications and consider tests with
nominal sizes of 1%, 5% and 10%. Furthermore, we report the frequency with which the
proposed variance estimate VˆF is negative and therefore replaced by the upward biased and
positive alternative introduced in Remark 1. For the design that includes discrete regressors,
we also report the average fraction of observations that cause a failure of leave-three-out full
rank, and for which we therefore rely on an upward biased estimator of the corresponding
error variance. For all sample sizes, this fraction is around 7% in the mixed design, which
corresponds to the percentage of observations that belong to groups of size 2 or 3. The
fraction is zero in the design that only involves continuous regressors.
Table 1 contains the actual rejection rates under the null for both the continuous and
mixed designs. The conventional “heteroskedasticity-robust” Wald test fails to control size
irrespective of the design, presence of heteroskedasticity, and nominal size. In these settings
with many regressors and restrictions, the failure of the Wald test is spectacular, with type I
error rates close to one for the continuous design. Under homoskedasticity, the table reports
that the exact F test indeed has exact size. However, in the heteroskedastic environments
the exact F test is over sized with a type I error rate that approaches unity as the sample
size increases.
By contrast, the proposed leave-out test exhibits practically flawless size control as it is
oversized by at most one percent across designs, nominal sizes, and whether heteroskedastic-
ity is present or not. In the smallest sample for the continuous design, the test is somewhat
conservative, presumably due to the relatively high rate of negative variance estimates (20%
with homoskedasticity and 13% with heteroskedasticty) that are replaced by a strongly up-
ward biased alternative. This rate diminishes quickly with sample size, and the fraction of
negative variance estimates is already essentially zero in samples with 640 observations and
512 regressors. In the mixed design, negative variance estimates are even less prevalent,
potentially due to the fact that the test uses some upward biased variance estimators for
7% of observations. Perhaps somewhat surprisingly, having 7% of observations causing fail-
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Table 1: Empirical size (in percent)
Nominal size 1% 5% 10%
Test LO EF W LO EF W LO EF W %VˆF < 0 %LO2,3
Homoskedasticity
Continuous design
n = 80 r = 48 1 1 7 3 5 9 6 10 11 19.9
n = 160 r = 96 2 1 97 5 5 98 10 10 98 6.7
n = 320 r = 192 1 1 68 6 5 69 11 10 69 1.8
n = 640 r = 384 1 1 100 5 5 100 10 10 100 0.2
n = 1280 r = 768 1 1 100 5 5 100 10 10 100 0.0
Mixed design
n = 80 r = 12 2 1 43 5 5 55 10 10 63 4.8 7.6
n = 160 r = 24 1 1 24 6 5 38 11 10 46 0.6 6.7
n = 320 r = 48 1 1 25 6 5 41 11 10 50 0.0 6.3
n = 640 r = 96 1 1 47 5 5 64 10 10 72 0.0 6.1
n = 1280 r = 192 1 1 68 5 5 81 11 10 87 0.0 6.0
Heteroskedasticity
Continuous design
n = 80 r = 48 1 22 13 4 47 18 7 62 23 13.4
n = 160 r = 96 1 33 84 5 62 89 9 76 92 4.4
n = 320 r = 192 1 57 100 5 82 100 10 90 100 0.9
n = 640 r = 384 1 87 100 5 97 100 11 99 100 0.2
n = 1280 r = 768 1 99 100 5 100 100 10 100 100 0.0
Mixed design
n = 80 r = 12 2 5 49 6 17 62 10 27 69 4.6
n = 160 r = 24 2 8 48 6 23 63 11 35 70 0.4
n = 320 r = 48 1 15 68 6 34 79 11 47 84 0.1
n = 640 r = 96 1 27 88 6 52 95 11 65 97 0.0
n = 1280 r = 192 1 51 99 5 75 100 10 84 100 0.0
NOTE: LO: leave-out test, EF: exact F test, W: heteroskedastic Wald test; %VˆF < 0: fraction of nega-
tive variance estimates for LO (in percent); %LO2,3: average fraction of observations that cause a failure
of leave-three-out full rank (in percent). %LO2,3 is not affected by the presence of heteroskedasticity
and therefore omitted for the second panel. Results from 5000 Monte-Carlo replications.
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Table 2: Empirical power (in percent) corresponding to 5% and 10% size
Homoskedasticity Heteroskedasticity
Deviation Sparse Dense Sparse Dense
Nominal size 5% 10% 5% 10% 5% 10% 5% 10%
Test LO EF LO EF LO EF LO EF LO LO LO LO
Continuous design
n = 80 r = 48 6 15 12 25 4 15 9 25 9 16 7 13
n = 160 r = 96 15 23 25 35 13 22 21 35 19 29 15 25
n = 320 r = 192 28 35 42 48 24 34 37 48 32 45 28 41
n = 640 r = 384 48 54 62 67 44 56 58 71 51 65 48 63
n = 1280 r = 768 74 80 85 89 68 84 80 92 76 86 72 83
Mixed design
n = 80 r = 12 17 23 28 35 15 18 26 29 21 34 20 33
n = 160 r = 24 17 18 28 28 26 27 39 41 21 32 34 48
n = 320 r = 48 12 12 21 21 42 45 56 58 16 26 48 61
n = 640 r = 96 10 10 18 18 63 67 76 79 12 20 70 81
n = 1280 r = 192 8 8 15 15 87 91 93 95 9 17 92 96
NOTE: LO: leave-out test, EF: exact F test. Results from 5000 Monte-Carlo replications.
ure of leave-three-out is not sufficient to bring about any discernible conservativeness in the
leave-out test for this design.
Table 2 contains simulated rejection rates for the continuous and mixed designs under
alternatives where the parameters deviate from their null values in one of two ways – either
one tested coefficient deviates (sparse) or all tested coefficients deviate (dense). The table
reports these power figures for tests with a nominal size of 5% and 10% that also control
the size well, i.e., the LO and exact F tests under homoskedasticity and the LO test under
heteroskedasticity.
For the continuous design, the power of the tests increases from slightly above nominal
size to somewhat below unity as the number of observations increases from 80 to 1280. This
pattern largely holds irrespective of the type of deviation and presence of heteroskedasticity,
although the LO test is a bit more responsive to sparse deviations than to dense ones. Along
this stretch of the power curve, the LO test exhibits a power loss that varies between 4 and
16 percentage points when compared to the exact F test, and in relative terms, this gap
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in power shrinks as the sample size grows. Given that the number of tested restrictions in
this setting is above half of the sample size, we conjecture that these figures are towards the
high end of the power loss that a typical practitioner would incur in order to be robust with
respect to heteroskedasticity.
In the mixed design, the fixed dense alternative exhibits similar power figures as in the
continuous design, while the fixed sparse deviation generates a power function that decreases
with sample size. The reason for the latter is, as discussed in the previous subsection, that
the deviating group effect is not estimated more precisely as additional groups are added to
the data. Upon comparison of the LO and exact F tests, we see that the differences in the
power figures are only 0–7 percentage points. In light of Remark 2, which explains that there
is no power difference between the LO and exact F tests when r/n is small, it is natural
to attribute this almost non-existant power loss to the fact that there are four times fewer
tested restrictions in this mixed design than in the continuous one.
6 Concluding remarks
This paper develops an inference method for use in a linear regression with conditional
heteroskedasticity where the objective is to test a hypothesis that imposes many linear
restrictions on the regression coefficients. The proposed test rejects the null hypothesis
if the conventional F-statistic exceeds a centered and scaled quantile from Snedecor’s F-
distribution. The central challenges for construction of the test is estimation of individual
error variances and their products, which requires new ideas when the number of regressors is
large. We overcome these challenges by using the idea of leaving up to three observations out
when estimating individual error variances and their products. In some samples the variance
estimate used for rescaling of the critical value may either be negative or cease to exist due to
the presence of many discrete regressors. For both of these issues, we propose an automatic
adjustment that relies on intentionally upward biased estimators which in turn leaves the
resulting test somewhat conservative. Simulation experiments show that the test controls
size in small samples, even in strongly heteroskedastic environments, and only exhibits very
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limited adjustment-induced conservativeness. The simulations additionally illustrate good
power properties that signal a manageable cost in power from relying on a test that is robust
to heteroskedasticity and many restrictions.
Bootstrapping and closely related resampling methods are often advocated as automatic
approaches for the construction of critical values. However, in the context of linear regres-
sion with proportionality between the number of regressors and sample size, multiple papers
(Bickel and Freedman, 1983; El Karoui and Purdom, 2018; Cattaneo et al., 2018) demon-
strate the invalidity of standard bootstrap schemes even when inferences are made on a
single regression coefficient. Under an additional assumption of homoskedasticity and fur-
ther restrictions on the design, El Karoui and Purdom (2018) and Richard (2019) show that
various (problem-specific) corrections to bootstrap methods can restore validity. We leave
it to future research to determine whether bootstrap or other resampling methods can be
corrected to ensure validity in our context of a heteroskedastic regression model with many
regressors and tested restrictions.
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Appendix A Leave-out test
A.1 Leave-out algebra
For an arbitrary triple (i, j, k) with i 6= j 6= k 6= i, the following shows that ∑ℓ 6=i,j,k xℓx′ℓ is
invertible if and only if Dijk > 0. By SMW it suffices to show that Dijk > 0 is equivalent to
1− x′i
(∑
ℓ 6=j,k xℓx
′
ℓ
)−1
xi > 0 when Djk > 0. Now, we have
(∑
ℓ 6=j,k
xℓx
′
ℓ
)−1
= S−1xx + S
−1
xx

x′j
x′k

′

Mjj Mjk
Mjk Mkk

−1

x′j
x′k

S−1xx , (7)
thus
1− x′i
(∑
ℓ 6=j,k
xℓx
′
ℓ
)−1
xi = Mii −

Mij
Mik

′

Mjj Mjk
Mjk Mkk

−1

Mij
Mik

 = Dijk
Djk
. (8)
Therefore, Dijk > 0 if and only if 1− x′i
(∑
ℓ 6=j,k xℓx
′
ℓ
)−1
xi > 0.
A.2 Location estimator
The following shows that E0[F ] =
∑n
i=1Biiσ
2
i and that E
[
EˆF
]
= E0[F ] which yields that
F − EˆF is centered at zero under the null. When H0 holds so that Rβ = q, we have
Rβˆ = q +RS−1xx
∑n
i=1 xiεi. Inserting this relationship into the definition of F yields
F =
(
RS
−1
xx
n∑
i=1
xiεi
)′(
RS
−1
xxR
′)−1(
RS
−1
xx
n∑
i=1
xiεi
)
=
n∑
i=1
n∑
j=1
Bijεiεj,
where Bij = x
′
iS
−1
xxR
′(
RS
−1
xxR
′)−1
RS
−1
xx xj. Independent sampling and exogenous regressors
yield E[εiεj] = 0 whenever i 6= j, so
E0[F ] = E0
[
n∑
i=1
n∑
j=1
Bijεiεj
]
=
n∑
i=1
Biiσ
2
i .
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The matrix B = (Bij) is a projection matrix, so it is symmetric and satisfies r = tr(Ir) =
tr(B) =
∑n
i=1Bii as claimed in the main text. It follows from (Kline et al., 2018, Lemma 1)
that E[σˆ2i ] = σ
2
i , so E[
∑n
i=1Biiσˆ
2
i ] = E0[F ] since B11, . . . , Bnn are known.
Next, we show that the conditional variance of F − EˆF satisfies the relation given in (3).
Since σˆ2i = yi(yi − x′iβˆ)/Mii =
∑n
j=1
Mij
Mii
yiεj, we have that, under H0,
F − EˆF =
n∑
i=1
n∑
j=1
Bijεiεj −
n∑
i=1
n∑
j=1
Bii
Mii
Mijyiεj (9)
=
n∑
i=1
n∑
j=1
(
Bij − BiiMiiMij
)
εiεj −
n∑
i=1
n∑
j=1
Bii
Mii
Mijx
′
iβεj
=
n∑
i=1
∑
j 6=i
Cijεiεj −
n∑
j=1
(∑n
i=1
(
Bii
Mii
− Bjj
Mjj
)
Mijx
′
iβ
)
εj ,
where Cij = Bij− Mij2
(
Bjj
Mjj
+ Bii
Mii
)
is a set of symmetric weights, i.e., Cij = Cji. Note that we
have subtracted off n zeroes in the form of εj
Bjj
Mjj
∑n
i=1Mijx
′
iβ, which exploits the identity∑n
i=1Mijxi = 0. Independent sampling yields E[εiεjεk] = 0 whenever i 6= j for any k, so
the two components in this representation of F − EˆF are uncorrelated. A straightforward
variance calculation for each component leads to the variance expression in (3):
V0
[
F − EˆF
]
= 2
n∑
i=1
∑
j 6=i
C2ijσ
2
i σ
2
j +
n∑
i=1
(∑
j 6=i
(
Bjj
Mjj
− Bii
Mii
)
Mijx
′
jβ
)2
σ2i
=
n∑
i=1
∑
j 6=i
Uijσ
2
i σ
2
j +
n∑
i=1
(∑
j 6=i
Vijx
′
jβ
)2
σ2i ,
where Uij = 2C
2
ij and Vij = Mij
(
Bii
Mii
− Bjj
Mjj
)
.
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A.3 Variance estimator
First, we show that σ̂2i σ
2
j = σ̂
2
jσ
2
i . To establish this equality we introduce some notation used
to describe σˆ2i,−j and σˆ
2
i,−jk. Define Mˇij,−i =Mij/Mii,
Mˇik,−ij =
Mik −MijMˇjk,−j
Dij/Mjj
, and Mˇiℓ,−ijk =
Miℓ −MijMˇjℓ,−jk −MikMˇkℓ,−jk
Dijk/Djk
where the indices following the commas are all different and their ordering is irrelevant
(note that Mˇik,−ij was also introduced in the main text). In addition, we will also at
times write Mˇiℓ,−ijj for Mˇiℓ,−ij. With these definitions we now have σˆ
2
i = yi(yi − x′iβˆ−i) =
yi
∑n
j=1 Mˇij,−iyk,
σˆ2i,−j = yi(yi − x′iβˆ−ij) = yi
n∑
k=1
Mˇik,−ijyk
and
σˆ2i,−jk = yi(yi − x′iβˆ−ijk) = yi
∑
ℓ 6=k
Mˇiℓ,−ijkyℓ.
To see why these relationships hold note that Mˇii,−ij = 1, Mˇij,−ij = 0, and
−x′i
(∑
ℓ 6=i,j
xℓx
′
ℓ
)−1
xk =Mik −

Mii − 1
Mij

′

Mii Mij
Mij Mjj

−1

Mik
Mjk

 (10)
= Mˇik,−ij,
where the first equality follows from (7). Similarly, note that Mˇii,−ijk = 1, Mˇij,−ijk =
Mˇik,−ijk = 0, and use SMW and (8) to see that
(∑
l 6=i,j,k
xlx
′
l
)−1
=
(∑
l 6=j,k
xlx
′
l
)−1
+
(∑
l 6=j,k xlx
′
l
)−1
xix
′
i
(∑
l 6=j,k xlx
′
l
)−1
Dijk/Djk
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which together with (7) yields
−x′i
(∑
l 6=i,j,k
xlx
′
l
)−1
xℓ = −
xi
(∑
l 6=j,k xlx
′
l
)−1
xℓ
Dijk/Djk
= Mˇiℓ,−ijk.
With this notation we can write
σ̂2jσ
2
i = yiyj
n∑
k=1
∑
ℓ 6=k
Mˇjk,−ijMˇiℓ,−ijkykyℓ and σ̂
2
i σ
2
j = yiyj
n∑
k=1
∑
ℓ 6=k
Mˇik,−ijMˇjℓ,−ijkykyℓ,
from which σ̂2jσ
2
i = σ̂
2
i σ
2
j will follow if
Mˇjk,−ijMˇiℓ,−ijk + Mˇjℓ,−ijMˇik,−ijℓ = Mˇik,−ijMˇjℓ,−ijk + Mˇiℓ,−ijMˇjk,−ijℓ.
That this equality holds follows immediately from the observation that
Mˇiℓ,−ijk = Mˇiℓ,−ij − Mˇik,−ijMˇkℓ,−ijk
which shows equality between
Mˇjk,−ijMˇiℓ,−ijk + Mˇjℓ,−ijMˇik,−ijℓ = Mˇjk,−ij
(
Mˇiℓ,−ij − Mˇik,−ijMˇkℓ,−ijk
)
+ Mˇjℓ,−ij
(
Mˇik,−ij − Mˇiℓ,−ijMˇℓk,−ijℓ
)
and
Mˇik,−ijMˇjℓ,−ijk + Mˇiℓ,−ijMˇjk,−ijℓ = Mˇik,−ij
(
Mˇjℓ,−ij − Mˇjk,−ijMˇkℓ,ijk
)
+ Mˇiℓ,−ij
(
Mˇjk,−ij − Mˇjℓ,−ijMˇℓk,ijℓ
)
.
Now we derive that VˆF is a conditionally unbiased estimator of the null variance given
in (3). That σ̂2i σ
2
j is conditionally unbiased for σ
2
i σ
2
j was given in the main text, so here we
elaborate on the bias introduced by the second component. Note that (yj, yk) is conditionally
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independent of σˆ2i,−jk and E[yjyk] = x
′
jβx
′
kβ + σ
2
j1{j=k} so that
E
[
n∑
i=1
∑
j 6=i
∑
k 6=i
Vijyj · Vikyk · σˆ2i,−jk
]
=
n∑
i=1
∑
j 6=i
∑
k 6=i
VijVik · E
[
ykyj
]· E[σˆ2i,−jk]
=
n∑
i=1
(∑
j 6=i
Vijx
′
jβ
)2
σ2i +
n∑
i=1
∑
j 6=i
V 2ijσ
2
jσ
2
i .
The first component of this expectation is equal to the corresponding second part of the
target variance V0
[F − EˆF], but the second component is a bias which we correct for by
using
∑n
i=1
∑
j 6=i
(
Uij − V 2ij
)
σ̂2i σ
2
j instead of
∑n
i=1
∑
j 6=i Uijσ̂
2
i σ
2
j as an estimator of the first
part in V0
[F − EˆF].
A.4 Computational remarks
The representation of leave-one-out residuals and individual variance estimators given in the
main text follows immediately from (1). Here we derive the representation of the leave-two-
out and leave-three-out residuals given in the main text and used in implementation of the
testing procedure. In (10), we showed for j 6= i that yi − x′iβˆ−ij =
∑n
k=j Mˇik,−ijyk where
Mˇik,−ij =
Mik−MijMjk/Mjj
Dij/Mjj
. Thus it follows that
yi − x′iβˆ−ij =
n∑
k=1
MjjMik −MijMjk
Dij
yk =
Mjj
∑n
k=1Mikyk −Mij
∑n
k=1Mjkyk
Dij
=
Mjj(yi − x′iβˆ)−Mij(yj − x′jβˆ)
Dij
,
as claimed.
To break the monotonicity of the constant reliance on SMW, we establish the representa-
tion of the leave-three-out residuals using blockwise inversion. For i 6= j 6= k 6= i, yi−x′iβˆ−ijk
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is the first entry of the vector


Mii Mij Mik
Mij Mjj Mjk
Mik Mjk Mkk


−1
yi − x′iβˆ
yj − x′jβˆ
yk − x′kβˆ


which by blockwise inversion equals

Mii −

Mij
Mik

′

Mjj Mjk
Mjk Mkk

−1

Mij
Mik




−1
︸ ︷︷ ︸
=Dijk/Djk
[
yi − x′iβˆ −

Mij
Mik

′

Mjj Mjk
Mjk Mkk

−1

yj − x′jβˆ
yk − x′kβˆ


︸ ︷︷ ︸
=


yj − x′jβˆ−jk
yk − x′kβˆ−jk


]
which in turn is the representation provided in the main text.
Appendix B Asymptotic size and power
B.1 Asymptotic size
First, we provide some examples where Assumption 2(iii) holds. Those examples are char-
acterized by
1. 1
r
∑n
i=1B
2
ii = op(1).
2. n/r = O(1) and maxi
∑n
i=1 1{Mij 6= 0} = op
(
n1/2
)
.
Since
∑n
i=1Bii = r, the first case effectively covers settings with r/n → 0. The second
example focus on settings where the number of restrictions is large relative to sample size,
and covers any model with group specific regressors only and maximal group sizes that grow
slower than n1/2. This is so since Mij = 0 for any two observations in different groups.
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The following shows that both of these examples satisfy Assumption 2(iii). We have by
Cauchy-Schwarz that
max
i
1
r
(∑
j 6=i
Vijx
′
jβ
)2
=
1
r
max
i
(∑n
j=1
Mij
Bjj
Mjj
x
′
jβ
)2
≤ 1
r
max
i
(x′iβ)
2
Mii
∑n
j=1
B2jj = op(1),
where the order statement use 1., Assumption 2(ii), and Assumption 3. Similarly, we have
max
i
1
r
(∑
j 6=i
Vijx
′
jβ
)2
=
1
r
max
i
(∑n
j=1
Mij
Bjj
Mjj
x
′
jβ
)2
≤ 1
r
max
i
(x′iβ)
2
M2ii
(∑n
j=1
1{Mij 6= 0}
)2
= op(1)
where the order statement use 2., Assumption 2(ii), and Assumption 3.
Proof of Theorem 3.1. There are two parts to the argument. The first part argues that
an infeasible test statistic that relies on the unknown standard deviation V0
[F − EˆF]1/2 is
asymptotically standard normal and that the critical value cα converges to the (1 − α)-th
quantile of a standard normal random variable. The second part shows consistency of the
proposed variance estimator, i.e., VˆF/V0
[F − EˆF] p−→ 1. Together these results and the
continuous mapping theorem lead to the conclusion of the theorem.
Asymptotic normality Using (9) and the definition xˇi =
∑n
j=1Mij
Bjj
Mjj
xj = −
∑
j 6=i Vijxj,
we can write
F − EˆF =
n∑
i=1
∑
j 6=i
Cijεiεj −
n∑
i=1
xˇ
′
iβεi.
Under Assumption 2(i), it follows (see Kline et al., 2018, Lemma A.1 and its proof) that
F − EˆF scaled down by V0
[F − EˆF]1/2 is asymptotically standard normal provided that
(a)
trace(C4)
V0
[F − EˆF]2 = op(1) and (b)
maxi(xˇ
′
iβ)
2
V0
[F − EˆF]= op(1),
where C is a matrix with Cij as its (i, j)-th entry. To show that (a) and (b) holds, we first
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note that C = B − 1
2
(DB⊘MM +MDB⊘M ), where B has Bij as its (i, j)-th entry and
DB⊘M is a diagonal matrix with Bii/Mii as its (i, i)-th entry. Note also that for even p,
trace(Cp) = trace(B) + trace
(
2−p(DB⊘MM +MDB⊘M )
p), as B and M are idempotent
and orthogonal. Since V0
[F − EˆF]≥ mini σ4i ∑ni=1∑j 6=i 2C2ij these observations yield
n∑
i=1
∑
j 6=i
2C2ij = 2trace(C
2) ≥ 2trace(B) = 2r.
For (a), we can now observe that
trace(C4) = trace(B) +
1
16
trace
(
(DB⊘MM +MDB⊘M )
4
)
≤ r +
n∑
i=1
B
4
ii
M
4
ii
≤ r
(
1 + (maxiBii)
3 (maxiM−1ii )4).
Since Assumption 3 implies that maxiM
−1
ii = Op(1), (a) therefore holds with a rate of 1/r.
Condition (b) follows immediately from Assumption 2(iii) and that the variance V0
[F −
EˆF
]
is at least of order r. For completeness, we also note that this variance is at most of
order r since
n∑
i=1
(∑
j 6=i
Vijx
′
jβ
)2
≤
n∑
i=1
B2ii
M2ii
(x′iβ)
2 = Op(r) and trace(C
2) ≤ r +
n∑
i=1
B2ii
M2ii
= Op(r).
Note that
(
q1−α(Fr,n−m)− 1
)
/
√
2/r + 2/(n−m) converges to the (1− α)-th quantile of
a standard normal random variable whenever r → ∞ and n − m → ∞ (see Anatolyev,
2012, Theorem 2). The latter condition is implied by maxiM
−1
ii = Op(1) as it leads to
lim supn→∞m/n < 1.
Consistency of variance estimator In the remainder of this proof
∑n
i 6=j is shorthand for
the double sum
∑n
i=1
∑
j 6=i,
∑n
i 6=j 6=k denotes
∑n
i=1
∑
j 6=i
∑
k 6=i,j, and
∑n
i 6=j 6=k 6=ℓ abbreviates∑n
i=1
∑
j 6=i
∑
k 6=i,j
∑
ℓ 6=i,j,k. Similarly, we use
∑n
i,j to denote the double sum
∑n
i=1
∑n
j=1.
Note that
∑
j 6=i (without a raised n) will still denote a single sum that excludes i.
From the algebraic manipulations of the leave-out estimators provided in Appendix A.3,
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it follows that the proposed variance estimator satisfies the decomposition
VˆF =
n∑
i 6=j
Uijy
2
i yjεj +
n∑
i 6=j 6=k
aijky
2
i yjεk + bijkyiεiyjyk +
n∑
i 6=j 6=k 6=ℓ
bijkℓyiyjykεℓ (11)
where the weights in (11) are
aijk = UijMˇjk,−ij, bijk =
(
Uij − V 2ij
)
Mˇjk,−ij + VijVik, and bijkℓ = bijkMˇiℓ,−ijk.
Appendix A.3 already showed that VˆF is conditionally unbiased, so consistency follows if
the conditional variance of VˆF is small relative to the squared estimand V0
[F − EˆF]2. The
derivations further below establish that this is the case by working with the four components
of (11) one at a time.
An essential algebraic trick that is used repeatedly below is that the property M 2 =M
or
∑n
k=1MjkMℓk = Mjℓ = Mℓj translate into similar statements regarding the leave-out
analogs Mˇij,−i, Mˇjk,−ij and Mˇiℓ,−ijk:
∑n
j=1
Mˇij,−iMˇıj,−ı =
Mıi,−ı
Mii
=
Mˇiı,−i
Mıı
= Miı
MiiMıı
for leave-one-out,∑n
k=1
Mˇjk,−ijMˇk,−ı =
Mˇj,−ı−Mˇi,−ıMˇij,−i
Dij/Mii
=
Mˇj,−ij−Mˇjı,−ijMˇı,−ı
Dı/Mıı
(12)
=
Mii(MııMj−MıMıj)−(MııMi−MıMıi)Mij
DijDı
for leave-two-out, and in the case of leave-three-out:
∑n
ℓ=1
Mˇiℓ,−ijkMˇıℓ,−ıκ =
Mˇiı,−ijk−Mˇi,−ijkMˇı,−κ−Mˇiκ,−ijkMˇκı,−κ
Dıκ/Dκ
(13)
=
(MiıDjk−Mij(MkkMjı−MkjMkı)−Mik(MjjMkı−MkjMjı))Dκ
DijkDıκ
− (MiDjk−Mij(MkkMj−MkjMk)−Mik(MjjMk−MkjMj))(MκκMı−MκMκı)
DijkDıκ
− (MiκDjk−Mij(MkkMjκ−MkjMkκ)−Mik(MjjMkκ−MkjMjκ))(MMκı−MκMı)
DijkDıκ
.
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Beyond these identities, the remaining arguments rely on well-known inequalities such as
Cauchy-Schwarz, Minkowski, and Courant-Fischer.
First component of VˆF . For the first component of (11), we have
V
[∑n
i 6=j
Uijy
2
i yjεj
]
=
∑n
i 6=j
U2ij
(
V
[
y2i yjεj
]
+ C
[
y2i yjεj , y
2
jyiεi
])
+
∑n
i 6=j 6=k
UijUjk
(
C
[
y2i yjεj, y
2
kyjεj
]
+ C
[
y2i yjεj, y
2
jykεk
])
+
∑n
i 6=j 6=k
UijUik
(
C
[
y2i yjεj , y
2
i ykεk
]
+ C
[
y2i yjεj, y
2
kyiεi
])
≤ max
i,j
E
[
y4i
]
E
[
y2j ε
2
j
]
4
∑n
i=1
(∑
j 6=i
Uij
)2
.
The upper bound on this variance is 4 times a product between a conditional moment
maxi,j E
[
y4i
]
E
[
y2j ε
2
j
]
which is Op(1) by Assumption 2(i, ii) and a sum of squared influences∑n
i=1
(∑
j 6=i Uij
)2
. The latter term we can write as four times trace
(
C
2 ⊙ C2), where ⊙
denotes Hadamard (elementwise) product. This representation immediately yields
∑n
i=1(
∑
j 6=i Uij)
2
V0[F−EˆF ]
2 ≤ 4·trace(C
4
)
V0[F−EˆF ]
2 = O
(
trace(C
4
)
(
∑n
i6=j C
2
ij)
2
)
= Op
(
1
r
)
,
where the last two equalities follow from the asymptotic normality step of this proof.
Second component of VˆF . The second component of (11) we further decompose into two
parts
∑
i 6=j 6=k
aijky
2
i εjεk + aijkx
′
jβy
2
i εk (14)
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Proceeding with variance calculations and bounds for the first part we have
V
[∑n
i 6=j 6=k
aijky
2
i εjεk
]
=
∑n
i 6=j 6=k
aijk
(
aijk + aikj
)
E
[
y4i ε
2
jε
2
k
]
+
∑n
i 6=j 6=k
(
aijk
(
ajik + ajki
)
+ aikj
(
ajik + ajki
))
E
[
y2i εiy
2
j εjε
2
k
]
+
∑n
i 6=j 6=k 6=ℓ
aijk
(
aℓjk + aℓkj
)
E
[
y2i y
2
ℓε
2
jε
2
k
]
≤ max
i,j
E
[
y4i
]
σ4j 8
∑n
i 6=j 6=k
a2ijk +max
j
σ4i
∑n
j 6=k
(∑n
i 6=j
aijkE
[
y2i
])2
where we utilize aiji = 0. Now observe that a special case of (12)
∑n
k=1
Mˇjk,−ijMˇjk,−ıj =
1−Mˇij,−iMˇji,−ıj
Dij/Mii
=
1−Mˇıj,−ıMˇjı,−ij
Dıj/Mıı
=
MjjMiiMıı+MiıMijMıj−M2ijMıı−M2ıjMii
DijDıj
is bounded in absolute value by 4D−1ij D
−1
ıj , and that a further special case of (12) yields the
bound
∑n
k=1 Mˇ
2
jk,−ij =
Mii
Dij
≤ 1
Dij
. In turn these bounds lead to
∑n
i6=j 6=k a
2
ijk
V0[F−EˆF ]
2 ≤ max
i 6=j
1
Dij
×
∑n
i=1(
∑
j 6=i Uij)
2
V0[F−EˆF ]
2 = Op
(
1
r
)
,
∑n
j 6=k(
∑n
i6=j aijkE[y
2
i ])
2
V0[F−EˆF ]
2 ≤ max
i 6=j
E[y2i ]
2
D
2
ij
× 4
∑n
i=1(
∑
j 6=i Uij)
2
V0[F−EˆF ]
2 = Op
(
1
r
)
where the order statement of the first line stems from Assumption 3 from which it follows
that maxi 6=j D
−1
ij = Op(1), while the second order statement additionally utilizes Assump-
tion 2(i, ii) from which we obtain maxi 6=j E
[
y2i
]2
/D2ij = Op(1).
Turning to a variance calculation for the second part of (14) we have
V
[∑n
i 6=j 6=k
aijkx
′
jβy
2
i εk
]
=
∑n
i 6=k
a2i·kE
[
y4i ε
2
k
]
+ ai·kak·iE
[
y2i εiy
2
kεk
]
+
∑n
i 6=ℓ 6=k
ai·kaℓ·kE
[
y2i y
2
ℓε
2
k
]
≤ 2max
i,j
E[y4i ]σ
2
j
∑n
i,k
a2i·k +max
i
σ2i
∑n
k=1
(∑n
i=1
ai·kE
[
y2i
])2
, (15)
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where ai·k =
∑
j 6=i,k aijkx
′
jβ. From (12) we obtain the special case
∑n
k=1
Mˇjk,−ijMˇℓk,−iℓ =
Mˇℓj,−iℓ
Dij/Mii
=
Mˇjℓ,−ij
Diℓ/Mii
=
Mii(MiiMjℓ−MijMiℓ)
DijDiℓ
where a coarse bound on the absolute value of this expression is 2D−1ij D
−1
iℓ . Utilizing this
coarse bound, we immediately see that the first part of the variance in (15) satisfies
∑n
i,k a
2
i·k
V0[F−EˆF ]
2 ≤ 2
∑n
i=1(
∑
j 6=i Uij |x
′
jβ|D−1ij )
2
V0[F−EˆF ]
2 ≤ max
i 6=j
(x
′
iβ)
2
D
2
ij
2
∑n
i=1(
∑
j 6=i Uij)
2
V0[F−EˆF ]
2 = Op
(
1
r
)
.
For the second part of (15) we instead rely on the full generality of (12)
∑n
k=1
Mˇjk,−ijMˇℓk,−ıℓ =
MjℓMiiMıı+MiıMijMıℓ−MııMijMiℓ−MiiMıjMıℓ
DijDıℓ
.
When coupled with the observation that the eigenvalues of M belong to {0, 1}, this leads to
∑n
k=1(
∑n
i=1 ai·kE[y
2
i ])
2
V0[F−EˆF ]
2 ≤ max
i 6=j
E[y
2
i ]
2
(x
′
jβ)
2
D
2
ij
4
∑n
i=1(
∑
j 6=i Uij)
2
V0[F−EˆF ]
2 = Op
(
1
r
)
,
where the last relation follows from maxi 6=j D
−2
ij E
[
y2i
]2
(x′jβ)
2 = Op(1) which holds by As-
sumption 2(i, ii) and Assumption 3.
Third component of VˆF . For the third component of (11) we similarly employ a decom-
position
∑n
i 6=j 6=k
bijk
(
x
′
jβyiεiyk + x
′
kβyiεiεj + yiεiεjεk
)
(16)
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where the variance of the first part satisfies
V
[∑n
i 6=j 6=k
bijkx
′
jβyiεiyk
]
=
∑n
i 6=k
b2i·kV[yiεiyk]+ bi·kbk·iC[yiεiyk, ykεkyi]
+
∑n
i 6=k 6=ℓ
bi·kbℓ·kC[yiεiyk, yℓεℓyk]+ bi·kbi·ℓC[yiεiyk, yiεiyℓ]
+ 2
∑n
i 6=k 6=ℓ
bi·kbk·ℓC[yiεiyk, ykεkyℓ]
≤ max
i,j
E
[
y2i
]
E
[
y2j ε
2
j
]
6
∑n
i,k
b2i·k
+max
i
(
E
[
y2i
]
+ |C[yi, yiεi]|
)∑n
k=1
(∑n
i=1
bi·kσ
2
i
)2
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i
(
E
[
y2i ε
2
i
]
+ |C[yi, yiεi]|
)∑n
i=1
b2i··
for bi·k =
∑
j 6=i,k bijkx
′
jβ, bi·· =
∑n
k=1 bi·kx
′
kβ and we have used that biji = 0. From the
representation
bi·k = −xˇ′iβVik +
∑
j 6=i,k
UijMˇjk,−ijx
′
jβ −
∑
j 6=i
V 2ijMˇjk,−ijx
′
jβ
and the previously derived bound
∣∣∑n
k=1 Mˇjk,−ijMˇℓk,−iℓ
∣∣ = 2D−1ij D−1iℓ , we immediately obtain
∑n
i,k b
2
i·k
V0[F−EˆF ]
2 ≤ max
i 6=j
(x
′
iβ)
2
D
2
ij
3
∑n
i=1(
∑
j 6=i Uij)
2
+3
∑n
i=1(
∑
j 6=i V
2
ij)
2
V0[F−EˆF ]
2 +
3
∑n
i=1(xˇ
′
iβ)
2∑n
j=1 V
2
ij
V0[F−EˆF ]
2 .
Since M 2 =M and the largest eigenvalue ofM ⊙M is bounded by one (a consequence of
the Gershgorin circle theorem), it follows that
∑n
i=1(
∑
j 6=i V
2
ij)
2
V0[F−EˆF ]
2 ≤ 16
∑n
i=1B
4
ii/M
4
ii
V0[F−EˆF ]
2 = Op
(
1
r
)
,
and since V0
[F − EˆF] ≥ mini σ2i ∑ni=1(xˇ′iβ)2 we similarly have that
∑n
i=1(xˇ
′
iβ)
2∑n
j=1 V
2
ij
V0[F−EˆF ]
2 ≤ max
i
M−2ii
2
∑n
i=1(xˇ
′
iβ)
2
V0[F−EˆF ]
2 = Op
(
1
r
)
.
Turning to the second part of this variance we reuse the expression in (12) to derive the
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bound
∑n
k=1(
∑n
i=1 bi·kσ
2
i )
2
V0[F−EˆF ]
2 ≤ max
i 6=j
(x
′
iβ)
2
σ
4
j
D
2
ij
12
∑n
i=1(
∑
j 6=i Uij)
2
+12
∑n
i=1(
∑
j 6=i V
2
ij)
2
V0[F−EˆF ]
2 +max
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σ
4
i
M
2
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∑n
i=1(xˇ
′
iβ)
2
V0[F−EˆF ]
2
= Op
(
1
r
)
.
Finally, since
∑n
k=1 Mˇjk,−ijxk = 0, we have that bi·· = (xˇ
′
iβ)
2 −∑j 6=i Uij(x′jβ)2 so
∑n
i=1 b
2
i··
V0[F−EˆF ]
2 ≤ 2
∑n
i=1(xˇ
′
iβ)
4
V0[F−EˆF ]
2 +max
i
(x′iβ)
2 2
∑n
i=1(
∑
j 6=i Uij)
2
V0[F−EˆF ]
2 = op(1)
where the order statement regarding the first part follows from Assumption 2(iii) and the
derivation in the asymptotic normality part of this proof.
For the second part of (16) we have
V
[∑n
i 6=j 6=k
bijkx
′
kβyiεiεj
]
=
∑n
i 6=j
b2ij·E
[
y2i ε
2
i ε
2
j
]
+ bij·bji·E
[
yiε
2
i yjε
2
j
]
+
∑n
i 6=j 6=k
bij·bkj·E
[
yiεiykεkε
2
j
]
≤ max
i,j
E
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y2i ε
2
i
]
σ2j2
∑n
i 6=j
b2ij· +max
i
σ2i
∑n
j=1
(∑
i 6=j
bij·σ
2
i
)2
for bij· =
∑
k 6=j bijkx
′
kβ. We have bij· = −Uijx′jβ + xˇ′iβVij , which leads to
∑n
i6=j b
2
ij·
V0[F−EˆF ]
2 ≤ max
i
(x′iβ)
2 2
∑n
i6=j U
2
ij
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2 +max
i
1
M
2
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4
∑n
i=1(xˇ
′
iβ)
2
V0[F−EˆF ]
2 = Op
(
1
r
)
,
∑n
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∑
i6=j bij·σ
2
i )
2
V0[F−EˆF ]
2 ≤ max
i,j
(x′iβ)
2σ4j
8
∑n
i=1(
∑
j 6=i Uij)
2
V0[F−EˆF ]
2 +max
i,j
σ
4
i
M
2
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8
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i=1(xˇ
′
iβ)
2
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2 = Op
(
1
r
)
.
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Turning to the third and final part of (16) we have
V
[∑n
i 6=j 6=k
bijkyiεiεjεk
]
=
∑n
i 6=j 6=k
bijk
(
bijk + bikj
)
E
[
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2
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2
k
]
+
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E
[
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2
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2
k
]
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E
[
y2i ε
2
i
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σ4j 8
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b2ijk +max
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σ2i 2
∑n
j 6=k
(∑
i 6=j
bijkσ
2
i
)2
.
By reusing the inequalities |∑nk=1 Mˇjk,−ijMˇjk,−ıj| ≤ 4DijDıj and |∑nk=1 Mˇ2jk,−ij| ≤ 1Dij , one can
show that
∑n
i6=j 6=k b
2
ijk
V0[F−EˆF ]
2 ≤ max
i 6=j
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Dij
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∑n
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∑
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2
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2
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i
1
M
2
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2
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)
, (17)
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∑
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2
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(
1
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.
Fourth component of VˆF . The fourth and final component of (11) we can rewrite as
∑n
i 6=j 6=k 6=ℓ
bijkℓ
(
x
′
kβx
′
jβyiεℓ + x
′
kβyiεjεℓ + x
′
jβyiεkεℓ + x
′
iβεjεkεℓ + εiεjεkεℓ
)
(18)
where the variance of the first term satisfies
V
[∑n
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′
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]
=
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[
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2
ℓ
]
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+
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i 6=ℓ 6=k
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[
yiykε
2
ℓ
]
≤ max
i,j
E
[
y2i
]
σ2j 2
∑n
i 6=ℓ
b2i··ℓ +max
i
σ2i
∑n
ℓ=1
(∑n
i 6=ℓ
bi··ℓx
′
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for bi··ℓ =
∑
j 6=i bij·ℓx
′
jβ and bij·ℓ =
∑
k 6=i,j bijkℓx
′
kβ and we have used that bijkk = bijkj = 0.
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To further upper bound the first part of this final expression, we rely on (13) which yields
∑n
ℓ=1
Mˇiℓ,−ijkMˇiℓ,−iκ =
1−Mˇi,−ijkMˇi,−κ−Mˇiκ,−ijkMˇκi,−κ
Dijκ/Dκ
.
Using this identity in conjunction with Cauchy-Schwarz and M having all its eigenvalues
in {0, 1} we obtain that
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The first two terms of this bound were shown to be op(1) in the treatment of the third
component of (11), so here we focus on the latter three. The identities
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,
immediately leads to
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where the order statements were established in the treatment of the third component of (11).
To deal with
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ℓ=1
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i 6=ℓ bi··ℓx
′
iβ
)2
, we use the full generality of (13)
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For the second part of (18), we have the following variance expression and bound
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and we have used that bijki = bijk. For this variance bound we utilize (13) to obtain
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.
When combined with Cauchy-Schwarz and M having its eigenvalues in {0, 1}, we therefore
obtain the further bounds
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where the order statement follows from arguments given for the third component of (11) and
the first part of (18).
The variance of the third part of (18) satisfies
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(bi·kℓ(bk·iℓ + bk·ℓi)+ bi·ℓk(bk·iℓ + bk·ℓi))E
[
ε2i ε
2
kε
2
ℓ
]
+
∑n
i 6=j 6=k 6=ℓ
bi·kℓ
(
bj·kℓ + bj·ℓk
)
E
[
yiyjε
2
kε
2
ℓ
]
≤ max
i,j
E
[
y2i
]
σ4j8
∑n
i 6=k 6=ℓ
b2i·kℓ +max
j
σ4j2
∑n
k 6=ℓ
(∑
i 6=k
bi·kℓx
′
iβ
)2
,
where bi·kℓ =
∑
j 6=i,k bijkℓx
′
jβ. In complete analogy with the preceding argument, we use (13)
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to obtain
∑n
ℓ=1
Mˇiℓ,−ijkMˇıℓ,−ık =
Mˇiı,−ijk−Mˇi,−ijkMˇı,−k
Dık/Dk
,∑n
ℓ=1
Mˇiℓ,−ijkMˇiℓ,−ik =
1−Mˇi,−ijkMˇi,−k
Dik/Dk
,
which leads to
∑n
i6=k 6=ℓ b
2
i·kℓ
V0[F−EˆF ]
2 ≤
∑n
i6=k b
2
i·k
V0[F−EˆF ]
2 + max
i 6=j 6=k 6=i
(x
′
iβ)
2
D
2
ijk
5
∑n
i6=k 6=j b
2
ijk
V0[F−EˆF ]
2 +
3
∑n
i6=k(
∑
j 6=i,kbijkx
′
jβMjj/Dijk)
2
V0[F−EˆF ]
2 = Op
(
1
r
)
and
∑n
k 6=ℓ(
∑
i6=k bi·kℓx
′
iβ)
2
V0[F−EˆF ]
2 ≤ max
i 6=j 6=k 6=i
(x
′
iβ)
2
(x
′
jβ)
2
D
2
ijk
11
∑n
i6=j 6=k b
2
ijk
V0[F−EˆF ]
2
+max
i
(x′iβ)
2 7
∑n
i6=k(
∑
j 6=i,k bijkx
′
jβMjj/Dijk)
2
V0[F−EˆF ]
2 = Op
(
1
r
)
where the order statement follows from arguments given for the third component of (11) and
the first part of (18).
Now the fourth term of (18) satisfies that
V
[∑n
i 6=j 6=k 6=ℓ
bijkℓx
′
iβεjεkεℓ
]
=
∑n
j 6=k 6=ℓ
b·jkℓ
(
b·jkℓ + b·jℓk
)
E
[
ε2jε
2
kε
2
ℓ
]
+
∑n
i 6=k 6=ℓ
(
b·jkℓ
(
b·kjℓ + b·kℓj
)
+ b·jℓk
(
b·kjℓ + b·kℓj
))
E
[
ε2jε
2
kε
2
ℓ
]
≤ max
i
σ6i 6
(∑n
j 6=k 6=i
b2ijk +
∑n
j 6=k 6=ℓ
b2·jkℓ
)
for b·jkℓ =
∑
i 6=j,k bijkℓx
′
iβ and we have used that bijk = bijki. The first term was dealt with
in (17). For the second term we use a special case of (13)
∑n
ℓ=1
Mˇiℓ,−ijkMˇıℓ,−ıjk =
Mˇıi,−ıjk
Dijk/Djk
=
Mˇiı,−ijk
Dıjk/Djk
=
Djk(MiıDjk−(MjjMikMık+MkkMijMıj−Mjk(MijMık+MikMıj)))
DijkDıjk
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so that it follows from the largest eigenvalue of M being one that
∑n
j 6=k 6=ℓ b
2
·jkℓ
V0[F−EˆF ]
2 ≤ max
i 6=j 6=k 6=i
(x
′
iβ)
2
D
2
ijk
∑n
j 6=k 6=i b
2
ijk
V0[F−EˆF ]
2 = Op
(
1
r
)
.
Finally, the variance of the fifth term of (18) satisfies the bound
V
[∑n
i 6=j 6=k 6=ℓ
bijkℓεiεjεkεℓ
]
=
∑n
i 6=j 6=k 6=ℓ
bijkℓE
[
ε2i ε
2
jε
2
kε
2
ℓ
]
× (bijkℓ + bijℓk + bikjℓ + bikℓj + biℓjk + biℓkj
+ bjikℓ + bjiℓk + bjkiℓ + bjkℓi + bjℓik + bjℓki
+ bkjℓi + bkjiℓ + bkijℓ + bkiℓj + bkℓij + bkℓji
+ bℓjik + bℓjki + bℓkij + bℓkji + bℓijk + bℓikj
)
≤ max
i
σ8i 24
∑n
i 6=j 6=k 6=ℓ
b2ijkℓ.
Since a special case of (13) is
∑n
ℓ=1 Mˇ
2
iℓ,−ijk =
1
Dijk/Djk
≤ 1
Dijk
, we have that
∑n
i6=j 6=k 6=ℓ b
2
ijkℓ
V0[F−EˆF ]
2 ≤ max
i 6=j 6=k 6=i
D−2ijk
∑n
i6=j 6=k b
2
ijk
V0[F−EˆF ]
2 = Op
(
1
r
)
which completes our proof that the variance estimator Vˆ0
[F − EˆF] is consistent.
B.2 Asymptotic power
Proof of Theorem 3.2. First, we define the null vector β0 corresponding to the parameter
vector β under Hδ. That is, we let
β0 = β − S−1xxR′
(
RS
−1
xxR
′)−1/2 · δ, (19)
where we see that β0 satisfies the null, Rβ0 = q, since β is generated by a local alternative
with Rβ = q +
(
RS
−1
xxR
′)1/2
δ. Furthermore, we denote by
[F − EˆF]δ the value of F − EˆF
under Hδ, and by
[F − EˆF]0 its value when the parameter vector β is equal to β0.
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The value of F − EˆF under Hδ can be represented in accordance with (19) as
[
F − EˆF
]
δ
=
(
RS
−1
xx
n∑
i=1
xiεi +Rβ − q
)′(
RS
−1
xxR
′)−1(
RS
−1
xx
n∑
i=1
xiεi +Rβ − q
)
−
n∑
i=1
Bii
Mii
(
x
′
iβ0 + x
′
i(β − β0) + εi
) n∑
j=1
Mijεj
=
[
F − EˆF
]
0
+ δ′δ + 2(β − β0)′
n∑
i=1
xiεi −
n∑
j=1
xˇ
′
j(β − β0)εj.
Note that the third and fourth terms in this representation of
[F − EˆF]δ are both of
smaller order than the sum of the first two when r → ∞. Indeed, both have conditional
mean zero, while the third term has variance
V
[
(β − β0)′
∑n
i=1
xiεi
]
= (β − β0)′
∑n
i=1
xix
′
iσ
2
i (β − β0) ≤ max
i
σ
2
i δ
′
δ,
which implies that the third term is op(‖δ‖)and therefore either of a smaller magnitude than
the first term in
[F − EˆF]δ if δ′δ is bounded, or of a smaller magnitude than the second if
δ
′
δ →∞. For the fourth term we similarly have that
V
[∑n
j=1
xˇ
′
j(β − β0)εj
]
=
∑n
j=1
(
xˇ
′
j(β − β0)
)2
σ2j ≤ max
i
σ2i
∑n
j=1
(
xˇ
′
j(β − β0)
)2
= max
i
σ2i
∑n
i=1
∑n
j=1
Bii
Mii
x
′
i(β − β0) BjjMjjx
′
j(β − β0)Mij
≤ max
i
σ2i
∑n
i=1
B
2
ii
M
2
ii
(x′i(β − β0))2 ≤ max
i,j
σ
2
i
M
2
jj
δ
′
δ,
and since Assumption 2(i) and Assumption 3 imply that maxi,j
σ
2
i
M
2
jj
= Op(1) the argument
applied to the third term applies here as well.
Hence, we have that
[F−EˆF ]δ
V0[F−EˆF ]
1/2 − δ
′
δ√
r
(
V0[F−EˆF ]
r
)−1/2
=
[F−EˆF ]
0
V0[F−EˆF ]
1/2 + op (1)
d→ N (0, 1) ,
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and since V0[F−EˆF ]
r
is bounded and bounded away from zero, it also follows that
(
δ
′
δ√
r
−∆2δ
)(
V0[F−EˆF ]
r
)−1/2
= op(1), if ∆δ <∞,
[F−EˆF ]δ
V0[F−EˆF ]
1/2
p−→∞, if ∆δ =∞,
from which the statement of the theorem follows if VˆF/V0
[F − EˆF] p−→ 1.
Next we argue that the variance estimator remains consistent under the sequence of
alternatives characterized by Hδ. A recall of the argumentation in Appendix A.3 reveals
that VˆF is an unbiased estimator of V0
[F − EˆF] for any value of β. Similarly, an inspection
of the proof of Theorem 3.1 reveals that the variance bounds derived for components of VˆF
do not depend on the particular value for β. Thus, it suffices that the sequence of local
alternatives satisfy Assumption 2(ii) as assumed.
Finally, we substantiate the comparison between the power of our proposed LO test and
the exact F test provided in Remark 2. Specifically, we show that the ratio
1
r
V0
[F − EˆF]
2σ4 + 2r
n−mσ
4
converges in probability to unity under either of the following two conditions;
1. 1
r
∑n
i=1B
2
ii = op(1) which effectively covers settings with
r
n
→ 0.
2. 1
r
∑n
i=1
(
Bii
Mii
− µn
)2
= op(1) for µn =
1
n
∑n
i=1
Bii
Mii
which corresponds to settings with
approximately balanced Bii
Mii
across observations.
To see why that convergence holds, note first that
1
r
V0
[F − EˆF]
2σ4 + 2r
n−mσ
4 =
1
r
(
1 + r
n−m
)(trace(C2) + 1
2σ2
∑n
i=1
(∑
j 6=i
Vijx
′
jβ
)2)
.
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The second component is negligible under either 1. or 2., as
1
r
∑n
i=1
(∑
j 6=i
Vijx
′
jβ
)2
≤ min
{
max
i
(x
′
iβ)
2
M
2
ii
1
r
∑n
i=1
B2ii, max
i
(x′iβ)
2 1
r
∑n
i=1
(
Bii
Mii
− B¯
M
)2}
.
For the first component we use C = B − 1
2
(DB⊘MM +MDB⊘M ), which leads to
trace(C2) = r + 1
2
∑n
i=1
B
2
ii
Mii
+ 1
2
∑n
i=1
∑n
j=1
Bii
Mii
Bjj
Mjj
M2ij
= r(1 + µn) +
1
2
∑n
i=1
Bii
(
Bii
Mii
− µn
)
+ 1
2
∑n
i=1
∑n
j=1
(
Bii
Mii
− µn
)
Bjj
Mjj
M2ij .
To see that the last two terms in this expression for trace(C2) are op(r) under either 1. or
2., we note that
∣∣∣1r ∑ni=1Bii
(
Bii
Mii
− µn
)∣∣∣ ≤( 1r ∑ni=1B2ii · 1r ∑ni=1
(
Bii
Mii
− µn
)2)1/2
= op(1)∣∣∣1r ∑ni=1∑nj=1
(
Bii
Mii
− µn
)
Bjj
Mjj
M2ij
∣∣∣ ≤ max
i
1
Mii
(
1
r
∑n
i=1
B2ii · 1r
∑n
i=1
(
Bii
Mii
− µn
)2)1/2
= op(1).
Thus the claim of Remark 2 follows if
r
n−m
−µn
1+ r
n−m
= op(1) which follows from
(
r
n−m−µn
)2
(1+ rn−m)
2 =
1
(1+ rn−m)
2
(∑n
i=1
Bii∑n
i=1 Mii
− µn
)2
= 1
(1+ rn−m)
2
(∑n
i=1
Mii∑n
i=1 Mii
(
Bii
Mii
− µn
))2
≤
r
n−m
(1+ rn−m)
2
1
r
∑n
i=1
(
Bii
Mii
− µn
)2
.
The last expression is op(1) under either 1. or 2., as Assumption 3 implies that
n
n−m = O(1)
and 1. implies that r
n
= o(1) so that r
n−m = o(1) under 1.
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Appendix C If leave-three-out fails
C.1 Variance estimator
Here we show that if i does not cause Dijk = 0, i.e., if DijDik > 0 and Djk = 0, then
σˆ2i,−j = σ¯
2
i,−k and σˆ
2
i,−j is independent of both yj and yk.
When Djk = 0, the leverage of observation k after leaving j out is one. This, in particular,
implies that the weight given to observation k in −x′iβˆ−j is zero, i.e.,
0 = −x′i
(∑
ℓ 6=j
xℓx
′
ℓ
)−1
xk = Mik −
MijMjk
Mjj
=
Dij
Mjj
Mˇik,−ij (20)
where the second equality follows from (1). Thus Mˇik,−ij, the weight given to yk in σˆ
2
i,−j , is
zero since Dij > 0. Hence σˆ
2
i,−j is independent of both yj and yk.
We now have that σˆ2i,−j = σ¯
2
i,−k if Mˇiℓ,−ij = Mˇiℓ,−ik for all ℓ different from j and k. Note
that under Djk = 0, equation (20) shows that MjjMik−MijMjk = 0, and reversing the roles
of j and k also leads to MkkMij −MikMkj = 0. By rearranging terms we then obtain
MjjDik=MjjDik−Mij(MkkMij−MikMjk)=MkkDij−Mik(MjjMik−MijMjk)=MkkDij.
which implies that Dij > 0 if and only if Dik > 0. Since (20) also applies when i is replaced
by ℓ, we have that MjjMℓk −MℓjMjk = 0 which in turn implies that
MkkMijMjℓ =MikMkjMjℓ = MikMjjMkℓ.
From the two previous highlighted equations it follows that Mˇiℓ,−ij = Mˇiℓ,−ik since
MkkDijMˇiℓ,−ij=MkkMjjMiℓ −MkkMijMjℓ=MjjMkkMiℓ −MjjMikMkℓ=MjjDikMˇiℓ,−ik.
Finally, we clarify that the first line in the definition of σ2i σ
2
j correspond to the case where
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none of the leave-three-out failures are caused by both i and j. This statement is
Dijk > 0 or (DijDik > 0 and Djk = 0) or (DijDjk > 0 and Dik = 0) for all k
and since Dij > 0 if and only if Dik > 0 when Djk = 0 this statement is equivalent to
Dijk > 0 or (Dij > 0 and Djk = 0) or (Dij > 0 and Dik = 0) for all k
which is easily seen to be equivalent to
Dij > 0 and (Dijk > 0 or DikDjk = 0 for all k).
C.2 Asymptotic size
Proof of Theorem 4.1. It suffices to show that VˆF is a non-negatively biased estimator of the
relevant target V0
[F − EˆF] and that this adjusted variance estimator concentrates around
its expectation. To show this, it is useful to let Hi,jk and Hij be indicators for presence of
bias in the error variance estimators, i.e., let
Hi,jk = 1
{
DijDik = 0 or (Dijk = 0, Djk > 0)
}
,
Hij = 1
{
Dij = 0 or ∃k : Dijk = 0, DikDjk > 0
}
We can then write VˆF = A1 + A2 +B1 +B2 for
A1 =
n∑
i=1
∑
j 6=i
(1−Hij)
(
Uij − V 2ij
)
σ2i σ
2
j , A2 =
n∑
i=1
∑
j 6=i
Hij
(
Uij − V 2ij
)
+
y2i σ¯
2
j,−i,
B1 =
n∑
i=1
∑
j 6=i
∑
k 6=i
(1−Hi,jk)VijVikyjykσ¯2i,−jk, B2 =
n∑
i=1
(∑
j 6=i
∑
k 6=i
Hi,jkVijVikyjyk
)
+
y2i
where (·)+ stands for taking a positive part.
First we consider the expectation of VˆF . The bias in VˆF stems from A2 and B2 so we
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have that
E
[
VˆF
]
− V0
[
F − EˆF
]
=
n∑
i=1
∑
j 6=i
Hij
((
Uij − V 2ij
)
+
E[y2i ]E[σˆ
2
j,−i]−
(
Uij − V 2ij
)
σ2i σ
2
j
)
+ E[B2]−
n∑
i=1
∑
j 6=i
∑
k 6=i
Hi,jkVijVikE
[
yjyk
]
σ2i ,
The first component of this bias is non-negative since
(
Uij−V 2ij
)
+
E[y2i ]E[σˆ
2
j,−i] is never smaller
than
(
Uij − V 2ij
)
σ2i σ
2
j . For the second line we use that the mapping (·)+ is convex and larger
than its argument. These two properties yield
E[B2] =
n∑
i=1
E
[(∑
j 6=i
∑
k 6=i
Hi,jkVijyjVikyk
)
+
]
E[y2i ]
≥
n∑
i=1
∑
j 6=i
∑
k 6=i
Hi,jkVijVikE
[
yjyk
]
σ2i +
n∑
i=1
E
[(∑
j 6=i
∑
k 6=i
Hi,jkVijyjVikyk
)
+
]
(x′iβ)
2,
and since the second part of this lower bound is non-negative, we conclude that the second
component of the bias in VˆF is also greater than equal to zero.
We now show that VˆF concentrates around its expectation, i.e.,
(
VˆF −E
[
VˆF
])
/E
[
VˆF
] p−→
0. Since E[VˆF ]
−1 ≤ V0
[F − EˆF]−1 = Op(1r ), it suffices for this conclusion to show that
VˆF − E
[
VˆF
]
= op(r). Since A1, A2, and B2 are quartic functions of the outcome variables it
can be shown that A1 − E[A1] = op(r), A2 − E[A2] = op(r), and B1 − E[B1] = op(r) by the
same argumentation as in the proof of Theorem 3.1.
B2 involves additional non-linearities due to the presence of outcome variables inside the
positive part function. For this reason we handle this term using ?, Lemma A2.2, which is
a version of the Efron-Stein inequality. Letting ∆ℓB2 = B2 − B2,−ℓ where
B2,−ℓ =
n∑
i=1
(∑
j 6=i
∑
k 6=i
Hi,jkVijVikyj,−ℓyk,−ℓ
)
+
y2i,−ℓ yi,−ℓ =


yi, if i 6= ℓ,
x
′
iβ, if i = ℓ
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it follows from Lemma A2.2 of ? that B1 − E[B1] = op(r) provided that
∑n
ℓ=1 E[(∆ℓB2)
2] =
op(r
2). That
∑n
ℓ=1 E[(∆ℓB2)
2] = op(r
2) holds can be established following the argumentation
in the proof of Theorem 3.1 and we therefore omit the details.
C.3 Location invariance
The test statistic considered in the simulation study of Section 5 relies on demeaned outcomes
y˙i = yi− 1n
∑n
i=1 yi when centering and studentizing F . This is done to ensure that the critical
value is invariant to shifts in location of the outcomes. Specifically, we estimate E0[F ] using
E˜F =
∑n
i=1Biiσ˜
2
i , where σ˜
2
i = y˙i(yi − x′iβˆ−i).
The variance estimator similarly relies on demeaned outcomes in its construction. In
analogy with the above definition, we let
σ˜2i,−jk =


y˙i(yi − x′iβˆ−ijk), if Dijk > 0,
y˙i(yi − x′iβˆ−ij), if DijDik > 0 and Djk = 0,
y˙2i , otherwise,
where we also write σ˜2i,−j when j is equal to k. We use σ˜
2
i,−jk in the construction of the
variance product estimator
σ˜2i σ
2
j =


y˙i
∑
k 6=j Mˇik,−ij y˙k · σ˜2j,−ik, if Dij > 0 and (Dijk > 0 or DikDjk = 0 for all k),
y˙2i σ˜
2
j,−i, otherwise.
This leads to the variance estimator
V˜F =
n∑
i=1
∑
j 6=i
(
Uij − V 2ij
) ·Gij · σ˜2i σ2j + n∑
i=1
∑
j 6=i
∑
k 6=i
Vij y˙j · Viky˙k ·Gi,−jk · σ˜2i,−jk,
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where the indicators Gij and G˜i,−jk remove biased estimators with negative weights:
Gij = Hij1
{
Uij − V 2ij < 0
}
, G˜i,−jk = Hi,jk1
{∑
j 6=i
∑
k 6=i
Vij y˙j · Viky˙k ·Hi,jk < 0
}
for Hij and Hi,jk as introduced in the proof of Theorem 4.1.
While V˜F is positive with probability approaching one in large samples, it may be negative
in small samples. When this occurs we instead rely on a variance estimator that estimates
all error variances by unconditional variances. This guarantees positivity of the variance
estimator:
V˜ +F =


V˜F , if V˜F > 0,
n∑
i=1
∑
j 6=i
(
Uij − V 2ij
)
+
y˙2i y˙
2
j +
n∑
i=1
(∑
j 6=i Vij y˙j
)2
y˙2i , otherwise.
The test considered in the simulations rejects when
F >
1
rσˆ2ε
(
E˜F + (V˜
+
F )
1/2 q1−α(Fr,n−m)− 1√
2/r + 2/(n−m)
)
.
Appendix D Simulation evidence
For k ∈ {2, . . . , m − 1}, let the kth continuous regressor for observation i have the repre-
sentation xik =
(
1
2
+ ui
)
x0ik, where ui ∼ IIDU [0, 1] with E
[
1
2
+ ui
]
= 1, E[
(
1
2
+ ui
)2
] = 13
12
,
and x0ik ∼ IIDLN with E
[
x0ik
]
= e1/2 and V
[
x0ik
]
= e (e− 1) . For the mixed design, let
additionally diℓ be the ℓ
th discrete regressor for observation i, where ℓ = 1, . . . , r.
The link between the value of the regression coefficients under the null, ̺, and the R2 is
̺ =
1√
m− 1
√
R2
1− R2
12
13e2 + (m− 14)e
for the continuous design. In the mixed design, m is replaced by m− r as all coefficients for
the discrete regressors are equal to zero under the null.
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To report E[Sxx], we note that for the continuous regressors E
[
x2ik
]
= 13
12
e2, E[xik]= e
1/2,
and E[xikxik′ ]=
13
12
e for 1 6= k 6= k′ 6= 1. For discrete regressors, we have
sdd,ℓ ≡ E
[
d2iℓ
]
= P
{
ℓ− 1
r + 1
≤ ui + u
2
i
2
<
ℓ
r + 1
}
=
√
1
4
+ 2
ℓ
r + 1
−
√
1
4
+ 2
ℓ− 1
r + 1
,
E[diℓ] = sdd,ℓ, and E[diℓdiℓ′]= 0 for 1 ≤ ℓ 6= ℓ′ ≤ r. For the cross-moments between continuous
and discrete regressors, we have
sxd,ℓ ≡ E[xikdiℓ] = e1/2E
[(
1
2
+ ui
)
1
{
ℓ− 1
r + 1
≤ ui + u
2
i
2
<
ℓ
r + 1
}]
=
e1/2
r + 1
≡ sxd,
which does not depend on ℓ.
The matrix E[Sxx] is therefore structured as follows. In the continuous design,
E[Sxx]= n

 1 e1/2ι′m−1
e1/2ιm−1
13
12
e · ιm−1ι′m−1 + 1312e (e− 1) Im−1

 ,
while in the mixed design,
E[Sxx]= n


1 e1/2ι′m−r−1 (sdd,1, . . . , sdd,r)
e1/2ιm−r−1
13
12
e · ιm−r−1ι′m−r−1 + 1312e (e− 1) Im−r−1 sxd · ιm−r−1ι′r
(sdd,1, . . . , sdd,r)
′ sxd · ιrι′m−r−1 diag{sdd,ℓ}rℓ=1

 .
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