To prefetch images in a hospital-wide picture archiving and communication system (PACS), a rule must be devised to permit accurate selection of examinations in which a patient's images are stored. We developed an inductive method to compose prefetch rules from practical data which were obtained in a hospital using a decision tree algorithm. Our methods were evaluated on data acquired in Osaka University Hospital for one month. The data collected consisted of 58,617 cases of consultation reservations, 643,797 examination histories of patients, and 323,993 records of image requests in PACS. Four parameters indicating whether the images of the patient were requested or not for each consultation reservation were derived from the database. As a result, the successful selection sensitivity for consultations in which images were requested was approximately 0.8, and the specificity for excluding consultations accurately where images were not requested was approximately 0.7.
T HE PURPOSE FOR INTRODUCING high-speed networks or high performance servers in hospital-wide a picture archiving and communication system (PACS) is increased efficiency. Nevertheless a major problem is the relatively long response time at image display terminals. Response time is affected both by the large number of images generated by digital modalities and the large number of image display terminals installed in the hospital. The load on network or disk servers tends to be large. To shorten response time at terminals and reduce the server load, image prefetching that transfers image data from an image server to an intermediate server installed near an image terminal is often used. Requesting image data stored in the intermediate server provides relatively short response time and low degree of image server load. In particular, this approach is effective when images stored in long-term storage such as jukeboxes are requested.
However, prefetching has limitations. The data size of all images requested in a day is too large, especially for hospital-wide PACS, to be prefetched generally because limitations in network bandwidth or limited capacity of disk drives in the intermediate server. In addition, a physician may not have requested a patient's images, or the physician may request not only the most recent images, but also previous older images for a comparative diagnosis over time. Therefore, accurate selection of images requested at consultations each day is required for efficient prefetching.
In most commercially available PACS, rules for prefetching are generally available and are set manually. Those rules depend on the experience or capability of each operator or soft-ware specialist, and the accuracy of rules composed varies from hospital to hospital.
Recently, various methods that can be used to extract rules inductively from compiled data have been developed in the research field of machine learning and data mining outside the medical field.
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The purpose of this study was to develop an algorithm to build efficient image prefetch rules using the inductive method for a hospital-wide PACS. We present a method of automatic prefetch rule composition based on a historical survey of image requests and image examinations. Furthermore, this study examines our method using compiled data obtained from our PACS.
MATERIALS AND METHODS

Data Set
Three types of data from consultations at Osaka University Hospital from May 1, 2001 , to May 31, 2001, were collected. The first data type was a log file recorded in the PACS image servers. This file recorded image requests from every image display terminal in the hospital. The second data type used radiological examination histories for patients from Aug 2000 to May 2001. Third, we acquired consultation reservation records, which were the records of scheduled clinic visit of patients, for the month of May 2001 from data files in the hospital information system (HIS). These included patient ID, consultation date, reserved department name, and purpose of the consultation. All logs or records were entered into a database using PostgreSQL version 7.1.3 on RedHat Linux version 7.1. The total numbers of PACS log records, examination histories, and consultation reservations entered into the database were 323,993, 643,797, and 58,617, respectively.
Selection of Consultations for Prefetching
The scheme of our inductive method to compose rules from actual records is shown in Figure 1 . For each patient, we selected four parameters that were expected to influence whether the patient's study would be requested or not in the consultation: (1) the name of latest examination modality, such as computed tomography (''CT''); (2) the number of days since the latest examination; (3) the number of radiological examinations the patient received; and (4) the name of the department to which the patient was asked to report for the next consultation. If a patient had visited the surgery department and was told to go to the urology department the next day, this parameter was shown as ''urology department.'' We extracted these four parameters on each consultation from acquired data to work out prefetch rules employing a program developed in the Perl language. The extracted parameters were stored in the database as a table named ''mid_tbl_1.'' Another table, ''mid_tbl_2,'' containing data regarding whether a patient's study was requested or not in the consultation, was created from the acquired image request log by another Perl program. We combined these two tables and constructed a table named ''mid_tbl,'' consisting of four parameters and ''the answer. '' In this study, we used a decision tree algorithm to derive the prefetch rules and to compose SQL strings for selecting consultations. The decision tree algorithm can explicitly show the rules and the reasons the rules are selected. The processing speed achieved to construct decision trees and induce the rules was relatively fast. Because most of our PACS servers can utilize composed SQL strings for image prefetch, the speed suggested that the decision tree algorithm would be suitable for prefetching.
To compose the rules inductively from the ''mid_tbl'' table, we employed five decision tree induction algorithms, CHAID 8 E-CHAID 2 CART 3 QUEST 12 and C5.0 (RuleQuest Research Pty Ltd, St Ives, Australia). The first four algorithms were available in Answer Tree version 3.0 (SPSS Japan Inc., Tokyo, Japan). The C5.0 algorithm was also available in commercially available software. When C5.0 was used, we added an ''-r'' option to derive a rule in our study. The decision trees were induced from the data set of a part of the ''mid_tbl'' as learning data, and the rules for selecting consultation for prefetching were derived from induced decision trees by selecting the ''leaves'' defined as the consultation in which the images were requested. The rules were expressed as the form of a ''WHERE'' clause available in SQL strings.
To evaluate the rules, we used two indices. One was ''sensitivity,'' which indicates the ratio of the number of consultations that actually requested a study (''true positive'' cases) to the number of consultations selected by induced rules. This index reflects the degree of improvement in response time at a terminal. Another was ''specificity,'' which is defined as the ratio of the number of accurately excluded consultations for prefetching (''true negative'' cases) to the number of consultations where a patient's study was not requested. This value will show the degree of reduction of disk and/or network load of image servers during prefetching of study data from image server to intermediate server.
Error Significance Ratio
For image prefetching, two types of errors occurred: (1) a patient's study had been requested in a consultation but had not been selected for prefetching; (2) prefetched studies in a consultation had not been requested. The significance of these two types of error is different. Because the objective of introducing prefetching to PACS is to improve response times at terminals, the first type of error is more significant. We defined ''error significance ratio'' as the ratio of error significance of the second type of error to that of the first type. ''Error significance ratio'' was applied in every decision tree induction algorithm to differentiate misclassification costs for inducing the tree.
To find the optimized significance ratio between these two types of error, we examined the effect of the ''error significance ratio'' on the accuracy of induced rules. To assess the accuracy of the induced prefetch rule, ten folds cross-validation was used. This cross-validation divides the data into 10 sets of approximately equal size. In each experiment, a single set is used to evaluate the accuracy of the rule derived from the nine remaining data sets. Sensitivity and specificity were calculated using averaged numbers of consultations obtained from 10 experiments.
Data Size for Training
In addition, the minimum number of training data to induce accurate rules was studied. The data size for deriving a rule were changed, and the 10 independent data sets were chosen as training data from the collected data at random for each data size. For each data size, accuracy indices were also obtained from the averaged number of selected consultations.
Number of Studies Used to ''Prefetch''
To carry out prefetch in PACS, one or more studies for each patient in every derived consultation must be selected. Because the number of selected studies affects the prefetch success rate, a further analysis was carried out to estimate the success rate. The hit rate, defined as the ratio of the number of prefetched studies to the number of requested studies, was measured using our data set.
RESULTS
The number of consultations for which patients had radiographic examination histories at the time of consultation in May 2001 was 43,269. In contrast, the number of consultation cases in which radiographic studies were requested from the image display terminals in the consultation rooms was 1,260. Figure 2A and B shows both sensitivity and specificity as a function of the error significance ratio. Both indices were clearly influenced by the error significance ratio. A desirable error significance ratio might also depend on the practice of each PACS. In this study, we selected a ratio of 0.05, at which both indices showed a high value that was comparable in all four algorithms. In this case, sensitivity and specificity were approximately 0.7 and 0.8, respectively. When using algorithm C5.0, both indices changed with an extremely steep slope; we could not obtain an optimized error significance ratio.
As shown in Figure 3A and B, both indices were stable when the ratio of the numbers of all learning data sets accounted for more than 10% of our sample data evenly among the five methods. The number of days needed to collect the corresponding number of data was 5 days at our hospital.
The hit rate increased when the number of prefetched previous studies increased, as shown in Figure 4 . When more than five previous studies were prefetched, the hit rate was over 0.9.
DISCUSSION
Although image prefetching itself is not a new idea, 9,11,13 the effectiveness of prefetching has recently been claimed to be augmented. One reason for this is the increase in the number of images for one study, as described below.
Multitiered archives that consisted of both a fast access device with small capacity and a slow access device with a large capacity were introduced virtually in many PACS to satisfy the dual demands for a short response time for displaying current images and a large capacity for long-term storage. 6, 14 The increased amount of image data that is generated from multi-detector CT tends to use a large amount of fast access storage such as RAID. In the PACS layered storage system, an increase in the number of images indicates a decrease in the probability of accessing historical studies stored in fast access storage. Accordingly, the probability of fetching previous studies recorded on slow access storage is increasing. Namely, the response time at the terminal is being extended.
Image prefetching on PACS has been discussed in many earlier articles. Wilson et al. studied patient examination history statistically and then derived prefetch rules from the results. 16 Hu et al. noted a knowledge-based method for prefetching, and Bui et al. also described prefetching using multiple data sources. 4, 7 Siegel et al. suggested that image prefetching should be carried out according to the last n studies in chronological order.
14 In other articles, PACS or prefetch was mainly installed for radiologists. Where radiologists are concerned, images relevant to the current examination should be prefetched. To select relevant images for prefetching, several methods have been studied. Donnelly used a ''comparative region of interest'' to find relevant images. 5 Andriole et al. employed metagroup categories to examine type mnemonics. 1 It is important to note that, for hospital-wide PACS, current or old radiographic studies are not requested at every consultation, particularly in outpatient clinics. Only a few necessary images are requested at certain, limited consultations. Accordingly, it is important to avoid unnecessary prefetching to achieve maximal efficiency. Our strategy for prefetching involved two stages, the selection of consultation and the selection of studies for the selected consultation. As shown in Results, our method excludes most unnecessary prefetching. Because our method is limited to the selection of consultation, a further algorithm is required for prefetching. As discussed in other articles, the last n times selection of the stored study showed good performance.
14 As shown in Figure 4 , our results were similar, and it is reasonable to apply our algorithm in the selection of studies to prefetch.
The inductive method has the advantage of generality when applying it to other types of PACS. Generally, it is difficult to compose efficient rules for prefetching, because of the variations in the study request patterns from various departments within a hospital. The method we developed solved this problem.
Nevertheless, several significant problems were found with our method. Although the number of parameters used to make rules was relatively small, we obtained sufficiently high values of sensitivity and specificity. However, the parameters themselves or the number of parameters needed to make efficient rules depends on the character of PACS in each hospital, and the selection of parameters will influence the accuracy of prefetch rules.
In addition, a method to optimize the error significance ratio should be considered. We carried out several experiments to find the reasonable error significance ratio. However, it is obvious that this method is too complex to apply to every PACS. As noted in the Results, the optimized error significance ratio may depend on the character of the PACS. A low ratio value should be used if a higher prefetched image probability is needed.
In spite of using different methods to induce a decision tree, the algorithms applied showed similar results, with the exception of C5.0. A detailed study of this phenomenon shown by C5.0 was beyond the scope of this paper. It is noteworthy that the shape of the graph for the CART results was stepwise while the graphs of CHAID, E-CHAID, and QUEST were slopes. Therefore, CHAID, E-CHAID, and QUEST are more suitable if the optimized error significance ratio is ambiguous.
In addition, a so-called incremental algorithm that induces a new decision tree from an existing decision tree and newly obtained training data described by Utgoff will be useful. 15 This ''incremental'' algorithm will enable practical application of use our methods.
