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Abstract 
This paper presents an innovative strategy to synchronize 
all virtual clocks in asynchronous Internet environments. 
Our model is based on the architecture of one reference 
clock and many slave clocks communicating with each 
other over the Internet. The paper makes three major 
contributions to this research area. Firstly, one-way 
information transmission is applied to reduce traffic 
overhead on the Internet for the purpose of clock 
synchronization. Secondly, the slave nodes use local 
virtual time and the arrival timestamp, from the reference 
node, to create linear mathematical trend models and to 
retrieve the clock precision differences between reference 
clock and slave clocks. Finally, a fault-tolerant and self-
adaptive model executed by each slave node based on the 
above linear trend model is created in order to ensure that 
the virtual clock is running normally, even when the link 
between the reference node and this slave node has 
crashed. We also present detailed simulations of this 
strategy and mathematical analysis on real Internet 
environments·. 
Keywords: Clock Synchronization, Precision Difference, 
Asynchronous Environments, Self-Adaptive. 
1 Introduction 
Recently, network-connected clusters of PCs or 
workstations have evolved quickly and have become a 
widespread parallel computing platform because of their 
inexpensive prices. Unfortunately, these systems seldom 
have a global clock, even though it is invaluable for 
measuring connection latencies, evaluating performance 
and coordinating distributed applications. 
Copyright © 2003, Australian Computer Society, Inc. Tllis 
paper appeared at the Twenty-Fifth Australian Computer 
Science Conference (ACSC2003), Adelaide, Australia. 
Conferences in Research and Practice in Information 
Technology, Vol. 16. Michael Oudshoom, Ed. Reproduction for 
acadenlic, not-for profit purposes pernlitted provided this text is 
included. 
The problem of Clock Synchronization is a classical issue 
in distributed system, where no two clocks are 
synchronized perfectly (Butler 1988, Cristian 1996, Sinha 
1996). Generally, we consider two clocks are 
synchronized at a particular instance of time if the time 
difference of the two clocks is less than a specified 
constant o. Examples of distributed algorithms benefiting 
from clock synchronization can be found in (Liskov 
1993). 
Because there are different clock precisions of nodes, the 
issue of clock synchronization occurs. If an instantaneous 
time is applied to a synchronization process, the message 
delay must be considered seriously. However, questions 
such as: how to calculate this delay, and how to predict 
every delay in the system, are very complicated and 
difficult to solve. Some papers use round trip delay to 
estimate the transmission delay, but the irregular feature 
of networks frustrates this solution. In this paper, we first 
use one way timed transmission to estimate the precision 
difference, and then use this difference to tune the clock 
in a local node. This is a continuous process, not only 
does it compute the precision difference, but also 
provides a trend of data collecting. 
This one-way transmission policy not only depends on 
the application of slave time or local time, but also 
tolerates the failures of "communications. So we call this 
model a timed model. The detailed definition of timed 
asynchronous distributed system model is described in 
paper (Cristian, and Fetzer 1999). In our model, all 
transmission information-timestamps are timed, and the 
unreliable datagram services are also applied. Each slave 
node uses the local time and arrival timed timestamp to 
calculate its precision difference with master clock. 
We hope to find some relation amongst these clocks, 
especially a relation between the salve clocks and master 
clock. If there is no delay of information transmission, 
then there is no problem, because the master clock can 
distribute its time value to slave clocks immediately. This 
is an ideal case, but it is not possible to achieve this 
situation. This means that we must consider the 
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transmission 
environments. 
delay in asynchronous network 
Some papers (Mock, Frings, Nett, and Trikaliotis 2000, 
Lamport, and Melliar 1985, Srikanth, and Toueg 1987) 
provide a strategy of continuous synchronization to avoid 
these drawbacks by distributing the correction over the 
next synchronization period and applying it continuously. 
Unfortul}ately, these methods do not attempt to benefit 
from continuous clock adjustment to achieve a higher 
level of precision, to cope with variances in message 
delivery or even with message losses. 
The goals of this paper are to: 1) propose a one way 
transmission method to measure the effect of network 
delay, 2) create a timed linear mathematical model to get 
the precision difference of slave clocks with a master 
clock and give a detailed mathematical analysis, 3) design 
a real simulation on Internet environments and collect 
important data results, graphics and tables, 4) provide a 
self adaptive model of slave nodes. 
In the implementation of our model, we use a virtual 
clock concept rather than a physical clock. The 
advantages of a virtual clock based approach, as opposed 
to the system clock based approach, are summarized in 
paper (Ciuffoletti 1999). This makes the tuning of slave 
clocks more flexible and easy. In practice, it is very easy 
to keep a mapping relation between a virtual clock and a 
physical clock. 
2 The System Model 
Now we will use the external clock synchronization 
(Azevedo, and Blough 1998) case as an example to 
explain how to use the difference of clock precision to 
synchronize all local clocks. We call this external 
timeserver the master node. The nodes that need to be 
synchronized are called slave nodes. 
The master node use multicast service to send timestamp 
messages to local nodes periodically. The local nodes will 
receive these timestamp messages, and can calculate the 
precision difference between the clock of the master node 
and the clock of the local node based on the received 
sampling data. As more timestamps are received, we can 
use statistical analysis to get a linear trend model to 
estimate the precision difference between two clocks. 
For simplification, we assume the master node multicasts 
a timestamp per Tperiod seconds. The local nodes or slave 
nodes will receive these timestamps periodically. 
Because the precision difference between two nodes is 
applied to synchronize their clocks, these two clocks 
should be set at the same time before the commencement 
of the systems in order to obtain the best results possible. 
The system should therefore satisfy the follow constraint 
assumption. 
Assumption 1: When a system begins to run, every pair 
consisting of a master clock and slave clocks (m and s) 
meets: 
(1) 
In this assumption, let to denote the initial time of clock 
synchronization. Let denote the time difference of two 
clocks m and s., and let LCito) denote the local time of x 
node at real time to. 
Many existing methods (Azevedo, and Blough 1998, 
Bouzelat, and Mammeri 1997, Cristian 1991, Lamport, 
and Melliar 1985, Mock, Frings, Nett, and Trikaliotis 
2000, Srikanth, and Toueg 1987) satisfy Assumption 1. 
Because the key topic of this paper is discussing how to 
use the precision difference to tune the clock, we assume 
that current systems meet Assumption 1. 
Due to the imprecision of the oscillator, temperature 
changes, and aging, a hardware clock drifts apart from 
real-time. Intuitively, the drift rate of a hardware clock 
indicates how many microseconds a hardware clock drift 
from real-time per second. For example, if a clock drift 
rate is about 1 s/second, this means that a clock 
increases its value by Isecond+ 1 s. To simplify the 
calculation, we redefine the clock drift rate as, how many 
seconds drift difference per second. For a 1 s/second 
drift rate, the new expression is 1 *10-6. 
Now we assume the existence of a constant maximum 
drift rate <<1 that bounds the absolute value of the drift 
rate of a correct clock (Cristian, and Fetzer 1999). In 
addition, we assume the drift rate of a clock is a constant 
in order to simplify our analysis. 
Assumption 2: Each slave clock in our system has a fixed 
drift rate and is bounded by a maximum drift rate 
(absolute value). The relation between real-time t and 
clock time Tcan be expressed as follows: 
dT -p~--l~+p 
dt 
(2) 
The basic architecture of this system is described in 
Figure 1. 
Slave Clock I Slave Clock 2 Slave Clock n 
Figure 1: The architecture of clock synchronization 
>From Figure 1, we know that there are n salve nodes 
that will synchronize their virtual clock time value with 
the master clock. Based on assumption 1, the initial state 
of the system should ensure that the absolute value of 
difference between the master clock time and each slave 
clock time is less than or equal to . We assume that the 
master mutilcasts its timestamp by function Send_Fe ) per 
Tperiod time. This is a one-way transmission of 
information, which avoids additional network traffics for 
clock synchronization. Each node on the slave side 
receives the timestamps from the master node, creates a 
linear trend model, and calculates the clock precision 
difference between its node and the master node. The 
slave then adjusts its clock by the demand of system. 
These functions are implemented by the functions: 
ModeLF( ) and AdjusCF( ). 
3 Continuous Communication 
All timestamps are transferred through networks and 
finally they arrive at the destination-slave nodes. Because 
of the intermittent asynchronous feature of networks, it is 
difficult to measure the accurate transmission delay. 
Figure 2 demonstrates this situation. 
Master Time 
Slave Time 
Figure 2: The delay of message transmission 
Where: 
7J: Denotes the jth sending time value of the master 
clock. Usually we think of it as a standard time. This 
time value is contained in a timestamp, which is sent 
to slave nodes. 
tij: Denotes the local time of slave node i when the stamp 
containing 7J from the master node arrives at. 
T'i/ Represents the standard time when the stamp 
containing Tjfrom the master node arrives at the slave 
node i. 
Tperiod: Represents the fixed synchronization period. 
i: Denotes the smallest transmission delay based on 
standard time. 
ij: Denotes the drift time difference from the smallest 
transmission delay based on standard time. 
>From Figure 2, we can derive the following formula: 
T'ij = T j + a i + (J ij (3) 
In this formula, i and ij denote the transmission delay 
of the timestamp from the master node. If we assume that 
no transmission delay happens, then we know: 
a i = 0 and (Jij = O. 
Now, synchronising all the slave clocks using 
instantaneous clock time of the master clock can be done 
easily. 
tij = Ttij = T j 
This is the ideal case, however we cannot achieve it. In 
practice, both i and ij are not equal to zero. Normally, 
i is a constant, which we can calculate by the distance 
between the master node and the slave node and the 
transmission speed. But the value of ij is an unstable 
parameter which changes according to the network 
traffic. If network has a light load, the value of ij may be 
very small. However, if the network has a heavy load, 
then the value of ij will become very large. In this 
situation, the corresponding timestamp may be lost. 
Now, we begin to consider the issue of precision 
difference between the master clock and the slave clock. 
If ij=O or ij=constant, we can easily get the result of 
precision deviation. For instances, 
If tis-t;o=Ts-To, the master clock and the slave clock have 
equal precision. 
If tis-t;o> Ts- To, we conclude that the slave clock runs 
faster that the master clock. 
If tis-t;o<Ts-To, we conclude that the salve clock runs 
slower than the mater clock. 
Because the timestamp arrives at the destination through 
the network, there is no reason to ensure' ij=O or 
ij=constant, as the value of ij is unstable and 
uncertain. It is difficult to only use a single value of ij to 
calculate the precision difference. In our research work, a 
master clock sends its timestamp per Tperiod period. On 
the slave side, they expect that they can receive the 
timestamp from the master node per Tperiod period. 
If the precision of the master clock is same as the 
precision of the slave clock, we can defer the 
transmission delay of this timed-timestamp as follows: 
ai + (J ij = T'in - Tn = tin - Tn (4) 
But if the precision of the master clock is not equal to the 
precision of the slave clock, then the value of tin is also 
not equal to the value of T'in-
On the surface, the occurrence of this transmission delay 
is random, so it is difficult to measure it. In fact, if the 
previous timestamp arrives at destination late, then the 
next timestamp will have a tendency to come early. We 
can use the coming timestamps to get its trend. For 
example, we assume the timestamp containing T2 arrives 
at the slave node late. Its delay is i+ i2. Now we expect 
that the next timestamp containing T3 can arrive at this 
node earlier. 
From the perspective of the slave, they have their own 
clocks, and know the sending interval of Tperwd' If a slave 
clock has same precision as the master clock, the arrival 
interval calculated by the slave node wiIl waver near the 
interval of Tperiod' If there is a long interval this time, a 
short interval shall be expected next time. Even though, 
in some cases, this next interval may be longer than 
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previous one. This also means that the next or future 
interval shall be expected shorter than the interval we are 
currently expecting. In the long run, its trend line should 
be a horizontal line. 
If a slave clock runs slower than the master clock, the 
interval trend line measured by the local clock should be 
a diagonal line below the horizontal line. If a slave clock 
runs faster than the master clock, this interval trend line 
should be a diagonal line above the horizontal line. These 
situations are illustrated in Figure 3. 
Time interval 
Tperiod /E------------
Clock with same precision 
Slow clock 
Time 
Figure 3: The clock running trend analysis 
Actually, if slave clocks meet assumption 2, then the time 
interval trends from the slave clocks should be a straight 
line shown in the Figure 3. If a slave clock runs slower 
than the master clock or standard clock, the interval 
measured by slave nodes will be smaller and smaller as 
time flies. If a slave clock runs faster than the master 
clock, the interval measured by slave nodes will get larger 
as time continues. 
the slave nodes collected, we can achieve a linear trend 
formula as follows: 
Here, b 1, as a slope, denotes the drift speed of the slave 
clock, and has a tight relationship with drift rate i of this 
clock. As the number of samples increases, the 
following formula holds: 
Ti ~~!?(bl I Tperiod ) 
Based on above theorem and analysis, a conclusion is 
given as follows: 
Conclusion: If we have calculated the slope b l of linear 
equation from the sampling data, the following statements 
proves correct: 
If b j<O, the ith slave clock runs slower that the master 
clock. 
If b j=O, the ith slave clock run same speed as the master 
clock. 
If b 1>0, the ith slave clock run faster than the master 
clock. 
In order to prove this reasoning, we have designed a 
simulation environment in the next section. 
4 Simulation 
Our simulation is based on the Internet environment. Its 
topology is shown in Figure 4. 
As Figure 3 shows, these trend lines reflect the drift rate n China 
of slave clocks directly. Based on the knowledge of the U 
line equation, the slope of a line equation presents the 
direction of a trend line. For the application of clock 
synchronization, this slope reflects the deviation of the 
slave clock from the master clock. We usually call this 
1 ~ Australia J 
deviation the drift rate. 
Because of the uncertainty of transmission over networks, 
we can not use an instantaneous value to evaluate this 
drift rate. A trend line can reflect a continuous changeable 
status of variables, and its slope presents speed of 
deviation. In Figure 3, if this slave clock has same 
precision as the master clock, the trend line of the slave 
node calculated should be a horizontal straight line, 
where its slope is O. This means that its drift rate also is O. 
If the value of slope is less than 0, this means that the 
straight trend line is a diagonal line below the horizontal 
line. If the value of slops is greater than 0, this would 
mean that the straight trend line is a diagonal line above 
the horizontal line. 
Based on above analysis, we can create the following 
theorem. 
Theorem: We assume that a master node sends a 
timestamp per Tperiod interval, and the drift rate of the 
slave clock meets assumption 2. Based on the samples of 
Master node 
Slave node3 
Figure 4: The simulation environment of clock 
synchronization 
In this simulation environment, one master node is 
located in Beijing, China, and three slave nodes are 
located in Melbourne, Australia. These two sites are 
connected by Internet. Our simulation uses UDP protocol 
to communicate with each other. 
In this case the virtual clock in the master node is a 
standard clock. The sending function running in the 
master node takes charge of sending standard timestamp 
included in UDP packages to slave nodes. In our 
simulation, this node sends a timestamp message per 30 
seconds. For simplification, we only show two simulation 
results from slave node 1 and slave node 2. 
For slave node 1, its clock runs normally and the 
precision difference between the master clock and this 
slave clock is very small. This node collects timestamps 
from the master node per 60 seconds. 
The analysis of clock precision difference 
Linear Trend Model 
Yt = 59.9991 -1.S3E-OS't 
60.25 -r--------------, 
• Actual 
<!l 60.15 
~ 
~ 
<!l 60.05 
E 
i= 
59.95 
59.85 
• Fils 
- Actual 
-- Fils 
MAPE: 4.63E-02 
/'t1\D: 2.78E..o2 
59.75 ---L-,------,-----,------r--' MSD. 1.55E.{)3 
o 1000 2000 3000 
Sampling Number 
Figure 5: The simulation of clock precision difference 
using 3000 samples for salve node 1 
>From figure 5, we can see that the trend line is near a 
horizontal line even though there are many uncertain 
samples. The slope of this trend line equation is -1.83E-
8. This means that every 60s, the slave clock lag down 
1.183E-8s. The real drift rate is expressed by following 
formula: 
Dnift rate = -1.83x1O-8 =-3.05£-10 
- 60 
This means the clock in slave node 1 lag down 30.5 ns 
per 1 s. In this case, we only show that their precisions 
are very similar. Normally, the maximum hardware 
clocks drift rate in computers is of the 10-4 to 10-6• 
For slave node 2, in order to get results quickly, we use a 
program to slow down the speed of the slave clock. Every 
minute that the slave clock runs, it slows down by 4 ms. 
On the slave side, we use 800 sampling results to 
demonstrate our idea. The simulation result is showed in 
figure 6. 
<!l 30.0 
~ 
~ 
Q) 
E 29.5 
i= 
29.0 
28.5 
Linear Trend Model 
Yt = 30.0070 - 2.00E-03't 
• klval 
• FUs 
-Aclual 
-- Fils 
MAPE. S.91E-02 
MAD: 2.S9E-02 
'-r-,---r-.---.-.-----.-.---r-' ",,so; I.SIE-03 
a 100 200 300 400 500 600 700 800 
Sampling Number 
Figure 6: The simulation with clock precision 
difference using 800 samples for slave node 2 
In this simulation we have only used 800 samples to 
achieve a trend line. From figure 6 we can easily 
conclude that the slave clock runs slower than the master 
clock considerably as time goes by. 
Actually, the precision difference between the master 
clock and the slave clock has a direct relation with the 
slope of this equation. The slope reflects the deviation of 
the slave clock from the master clock. Now we use 
different number of samples to observe the slope and 
intercepts of trend equation. 
Number of samples Intercept slope 
7950 30.0075 -0.002 
7500 30.0075 -0.002 
7000 30.0075 -0.002 
6000 30.0075 -0.002 
5000 30.0075 -0.002 
4500 30.0072 -0.002 
4000 30.0073 -0.002 
3500 30.0072 -0.002 
3000 30.0073 -0.002 
2500 30.0072 -0.002 
2000 30.0072 -0.002 
1500 30.0072 -0.002 
1000 30.0072 -0.092 
800 30.0070 -0.002 
600 30.0068 -0.002 
500 30.0063 -0.002 
400 30.0067 -0.002 
300 30.0063 -0.00199 
250 30.0057 -0.00199 
200 30.0050 -0.00198 
160 30.007 -0.00201 
130 30.0082 -0.00204 
100 30.0074 -0.00202 
70 30.0061 -0.00197 
50 30.0055 -0.00195 
40 30.0038 -0.00185 
30 30.0012 -0.00158 
20 30.0lO1 -0.00263 
10 29.9973 -0.00515 
Table 1: The relation between the number of samples 
and trend equations 
In Table 1, when the algorithm receives fewer samples, 
the trend equation is unstable. This means that values of 
intercept and slop changed frequently. As the number of 
samples increases, especiaIIy when the number of 
samples is greater than 400, we find that the slop of the 
trend equation is very stable. This is so even though there 
is little change in the values of the intercept. The change 
of intercept demonstrates the initial transmission delay. 
As the number of samples increases, so does the stability. 
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However, its stable process is slower than the stable 
process of the slope. 
From these simulations, we can conclude that even 
though the transmission delay exists on the networks, 
nodes on the slave side also can calculate their precision 
difference to the master clock by statistical methods. If 
every slave clock knows its clock precision difference to 
the master. clock, the slave node can easily tune its clock 
fast or slow only if its initial time is con-ecL 
From the above figures we observe, as a sample, that the 
transmission delay is uncertain. When we increase the 
number of samples, we find a strong linear relation 
between the running of the master clock and running of 
the slave clock. In this relation, the slope delegates the 
running speed of the slave clock. 
Based on our simulation and analysis, we can achieve our 
theorem and the conclusion. 
5 Self-Adaptive Architecture 
Based on the model we discussed previously, the local 
nodes clock state is easy to know. Each node can use this 
model to locally adjust itself by the different demands of 
their deviations. When a local node can receive 
timestamps from the master node normally, its model 
created before can tune itself based on the arrival data. 
This kind of model can be called the self-adaptive model. 
We assume the difference in time between the master 
clock and the ith slave clock should be less than a 
threshold i and the drift rate of ith slave clock is i, the 
maximum time needed by ith slave node to tune its clock 
is: 
if i 0 
Because i is calculated by scope bl and Tperiod, i may 
be a positive value, a negative value or zero according to 
the bl value. This value also abides by the conclusion. 
When the ith slave clock runs and arrives at time value 
Tim(IX' its clock should be adjusted. The new value T inew of 
its clock should be: 
if i 0 
The formula above is the simplest method of tuning the 
local clock. If the value of i is negative, this means that 
the slave clock runs slower than the master clock. In this 
case, we know that Tim<IX is the local time of this slave 
clock, and its value is less than the real time value. For 
our simulation, as the slave clock runs it slows down 2 ms 
per 30 s. We assume that the initial times of both the 
slave clock and the master clock are equal to O. This 
period of 30 s is a standard or real time. After the master 
node sends 500 timestamps, the real running interval is 
30*500=15000s. The local time of this slave clock is 
30*500-0.002*500= 14999s. Based on the statistical 
analysis and formula, we can calculate the drift rate of 
this slave clock as follow: 
i=-0.002/30 
We also assume that when the slave clock lags Is 
( i=ls), the clock needs to be adjusted. Now we need to 
know when the slave clock is adjusted. Based on the 
formula, we can deduce this time: 
== ci (1 + 1";) == 1(1- 0.002/30) == 14999s 
T;max /Ti/ /-0.002/30/ 
If we use the simplest method to tune this clock, the new 
value of this clock is shown as follows: 
= 14999 _ 1 * (-0.002/30) == 15000s 
/-0.002/30/ 
From the two calculations above, when we know the 
threshold i and drift rate i, we can easily get the value 
of Tim(/X, and set the cun-ent time of the slave clock to real 
time or standard time TineIV• 
However, this method can cause a time discontinuity 
problem, which inturn may confuse the run-time system 
into making an incorrect judgment on real-time tasks. The 
solution to this discontinuity problem can be found in 
(Ryu, Park, and Hong 1999). This is also a complicated 
issue. 
6 Conclusion 
This paper presents the concept of using continuous time 
intervals to synchronize all clocks of computers in 
asynchronous environments. In the process of clock 
synchronization, the difference of time precision is 
applied, rather than the instantaneous time value. This 
difference not only reduces the effect of network delay, 
but also provides important information for local clocks. 
Based on this information, a local clock cannot only 
predict the active-synchronization time, but can also 
apply a self-adaptive state when its connection crashes. 
From a long-term viewpoint, the preclSIon of 
synchronization will be improved gradually in our model. 
More information of precision differences means more 
accurate clock synchronization. Therefore, this method 
can lead to a higher level of clock precision in a 
distributed system. 
The authors would like to thank Dr. Fuchun Huang and 
Mr. Gang Li, who provided us with relevant suggestions 
about our mathematical model. 
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